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Image restoration and recognition are basic tasks in imaging and vision science. One key
question in image recovery or recognition is how to effectively express the essential charac-
teristic of images. In the last decade, the sparse representation or approximation of images
has been one popular approach to regularize images in recovery or characterize images in
recognition. The basic idea in sparse representation of images is that most images are com-
pressible in some domain, i.e., an image of interest can be effectively expressed by the linear
combination of very few atoms in some system (so-called dictionary). Owing to significant
variations of image content, the dictionary used for sparsely expressing images has been
adaptive to images of interest. As a whole, such procedure is the so-called sparse coding.
The sparse coding contains two coupled parts: one is how to compute sparse coefficients
of the input under the dictionary and the other is how to find the dictionary that can generate
optimal sparse coefficients. Therefore, in most applications, it leads to a challenging non-
convex optimization problem. Many numerical methods have been proposed to solve such
a non-convex optimization problem. However, most existing methods are derived from the
heuristic arguments and often there are not convergence results provided for these methods.
In this dissertation, we aim at developing fast numerical methods to solve variational prob-
lems often seen in practical sparse coding problems. Furthermore, the convergence analysis
of these proposed methods are also established in this dissertation.
This dissertation begins by investigating the convergence behavior for iterative data-
driven tight frame construction scheme [19] that is a solver for the dictionary learning prob-
lem with orthogonal constraint on the learned dictionary. We established the sub-sequence
convergence property of the iteration scheme proposed in [19], and further showed that the
method proposed in [19] can be modified to have sequence convergence property. In addi-
tion, an extension of the above orthogonal dictionary learning is proposed by fixing part of
atoms of learned dictionary. This extension can further accelerate the dictionary learning
process with satisfactory results in image restoration.
The second part of this dissertation is devoted to developing fast and convergent nu-
merical methods to solve `0 norm based dictionary learning problem [1] which is to learn a
xiv Contents
redundant dictionary without the orthogonal constraint on the learned dictionary. Based on
proximal methods, our proposed method is theoretically proved to generate a convergent se-
quence that converges to a stationary point of the original non-convex minimization problem
with comparable results in image restoration and face recognition. Moreover, our proposed
method is much faster than the K-SVD method [1], which is validated in experiments.
The third part of this dissertation developed a hybrid proximal method for solving the
incoherent dictionary learning problem as the low mutual coherence of a dictionary is an
important property that ensures the optimality of the sparse code generated from this dic-
tionary. The proposed incoherent dictionary learning method is not only of proved conver-
gence, but also can benefit many sparse coding based face and object recognition methods,
as shown in the experiments.
The final part of this dissertation applied the sparse representation to the visual tracker
by modeling the target appearance using a sparse approximation over a template set. We
proposed a modified the `1 tracker to improve the tracking accuracy and a fast numerical
solver for the resulting `1 norm related minimization problem, using accelerated proximal
gradient method. The real time performance and tracking accuracy of the proposed tracker
is validated with a comprehensive evaluation involving eight challenging sequences and five
alternative state-of-the-art trackers.
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Recently, image restoration and recognition have becomemore and more important in image
processing, visual tracking, object recognition, etc. Usually, image restoration aims at re-
covering a corrupted image by enhancing image features without introducing artifacts while
image recognition is to identify and detect objects or features in an image or video sequence.
The main difficulty for image restoration and recognition is to find the "good" representa-
tion for the input images. The so-called sparse codingmethod is now a well-established and
powerful tool to provide good representation of input images, which represents given data
by the linear combination of few elements of certain set. Such a set can be a system or a
dictionary and elements in the set are called atoms. More specifically, letD= {dk}mk=1✓Rn
denotes a set with m atoms, given an input signal y 2 Rn, the sparse approximation over D
is to find a linear expansion Dc = Ânk=1 ckdk using fewest atoms of D that approximates y
within an error bound e . Mathematically, the sparse approximation can be formulated as
the following minimization problem:
min
c
kck0, s.t. ky Dck2  e, (1.1)
where kck0 counts the number of nonzero elements in c. The problem (1.1) is a challenging
NP-hard problem and only sub-optimal solutions can be found in polynomial time. Most
existing algorithms either use greedy algorithms to iteratively select locally optimal solu-
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Clear image DCT dictionary Learned dictionary
Noisy image DCT dictionary: 30.03 db Learned dictionary: 30.59 db
Figure 1.1: Pre-defined dictionary, learned dictionary and their denoising results
tions(e.g. orthogonal matching pursuit(OMP) [81]), or replace the non-convex `0 norm by
its convex relaxation `1 norm (e.g. basis pursuit [24]). Besides the numerical difficulty of
solving minimization (1.1), another fundamental problem for the sparse coding of y is how
to define the set D such that the signal y has an optimal sparse approximation.
The earliest work is focused on designing orthonormal bases, e.g. discrete cosine trans-
form [69], wavelets [29, 59]. Owing to better performance in practice, over-complete sys-
tems have been more recognized in sparsity-based image processing problems. In particular,
as a redundant extension of orthonormal bases, tight frames are now wide-spread in many
applications as they have the same efficient and simple decomposition and reconstruction
schemes as orthonormal bases. Many types of tight frames has been proposed for sparse im-
age modeling including shift-invariant wavelets [25], framelets [30, 72], curvelets [20] and
many others. These tight frames are optimized for signals with certain functional properties,
which do not always hold true for natural images. Therefore, a more efficient approach to
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sparsely approximate images of interest, the so-called dictionary learning, is to construct
the certain set that adaptive to the inputs. See Figure 1.1 as an illustration. The basic idea is
to construct a dictionary from training samples that maximizes the sparsity of the approxi-
mation. More concretely, given training samples Y := {yi}pi=1 ✓Rn, the dictionary learning






kyk Dckk22+lkckk0, s.t. kdkk2 = 1, k = 1, . . . , p, (1.2)
where C = {ck}pk=1 denotes the sparse coefficients of training set Y , D denotes the learned
dictionary and the set D denotes the desired property of the learned dictionary D. The
minimization (1.2) is an NP-hard problem where the challenge comes from two sources:
the non-convex and non-smooth of `0 norm and the bi-linearity of the dictionary D and the
sparse coefficientsC.
In this thesis, based on different structures of the learned dictionary, we investigated
the following three types of dictionary learning problems: orthogonal dictionary learning,
redundant dictionary learning and incoherent dictionary learning. Using proximal methods,
we rigorously proved the proposed numerical methods generate convergent sequences. The
resulting numerical methods not only achieve comparable performance as existing sparse
coding based methods in image restoration and recognition, but also significantly outper-
form other methods in terms of computational efficiency.
1.1 Background
Before moving to the main body of this thesis, we first introduce the background related
to this thesis including the dictionary learning based image restoration and recognition,
dictionary learning algorithms and proximal methods.
4 Introduction
1.1.1 Dictionary learning for image restoration and recognition
In this section, we introduce some applications of dictionary learning problems including
image restoration and recognition, which motivate our research.
Dictionary learning for image denoising. The first successful application of dictionary
learning is image denoising when the observed image is corrupted by white Gaussian noise
[1]. Let G = {g1,g2, . . . ,gq} ✓ Rn be the collection of patches from the observed image,
the denoising procedure in [1] is as follows.
1. Generate the training data Y = {y1,y2, . . . ,yp}✓ Rn where each column correspond-
ing to a vectored image patch. There are two ways to generate the training data: one
is to get image patches from a large natural image dataset, the other is to select image
patches from the noisy image itself.
2. Learn the dictionary D via solving the `0 norm related minimization (1.2). A detailed
review of dictionary learning algorithms will be given in section 1.1.2.
3. Find the sparse approximation ck for each patch gk by solving the minimization:
min
ck
kckk0, s.t. kgk Dckk22  e,
where D is the learned dictionary and e is some pre-defined approximation accuracy.
4. Reconstruct the estimated image. First, we reconstruct the estimation of the image
patches Gˆ = {gˆ1, . . . , gˆq} using the product of learned dictionary D and sparse coeffi-
cientsC = {c1, . . . ,cq}. Then, we average all the image patches to obtain the restored
image. That is, taking out all i-th pixel estimations xˆ1, . . . , xˆr from restored image
patches {gˆk}qk=1, the i-th pixel estimation is given by 1r Ârj=1 xˆ j.
It is shown in figure 1.1 that the learned dictionary has some oriented atoms and obtains
better denoising result. Besides, it is also worth to note that the choice of the training data
and the averaging process are two key steps in the above denoising approach. It is reported in
[1] that generating training data from the noisy image always obtain better denosing results
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Figure 1.2: Image inpainting result.
Figure 1.3: Some exemplar face images from Extend Yale face database B.
than generating training data from a general image dataset. The averaging process can be
viewed as a reconstruction of a shift-invariant operator to image patches [19].
Dictionary learning for image inpainting. The dictionary learning for image denoising
is generalized to solve image inpainting problem [54] where some pixels of the observed
image are missing. The procedure for image inpainting proposed in [54] is the same as
image denoising results except the step of learning dictionary step. In the dictionary learning









where Mk is the mask of image patch yk. Compared to (1.8), the addition of the mask Mk
does not significantly change the dictionary learning problem, it also applies an alternating
scheme to solve (1.3). Another approach for solving image inpainting problems is to learn
a dictionary from a interpolated estimation of the image and refined it on the estimation of
the in-painted image. See figure 1.2 is one image inpainting result from [7].
Dictionary learning for image recognition. Different from image restoration problems,
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image recognition aims at identifying images of different categories. See some exemplar
face images in figure 1.3 from Extended Yale face database B [38]. As a consequence, it
requires discriminative representations of images as well as good approximations.
The dictionary learning method has been proven to have good reconstruction ability
in image restoration, and been extended for image recognition problem [45, 53, 55, 65,
86, 87, 95] by imposing the discrimination of the learned dictionary. One approach to
learn a discriminative dictionary is to construct a separate dictionary for each class [53].
Another more promising approach is to unify the dictionary learning and classifies training
into a mixed re-constructive and discriminative formulation [45, 55, 65, 86, 87, 95]. As
the second approach is used in this thesis, we introduce the main procedure in [45, 95] for
image recognition as follows.
1. Select training samples {(yk,Hk)}pk=1 from database, where yk is the training image
or image feature and Hk is a binary vector denotes the associated label. For instance,
Hk = (0, . . . ,0,1,0, . . . ,0) denotes i-th category label if all the entries of Hk are zero
except the i-th entry. A usual way to generate training data is to randomly choose a
fixed number of images from each class of database.
2. Learn a discriminative dictionary D and a linear classifierW simultaneously via solv-
ing non-convex minimization problems. In [95], it combines the discriminative ability






kyk Dckk22+ gkHk Wckk22+bkW k22, s.t. kckk0  s, 8k, (1.4)







kyk Dckk22+akQ ACk2F +bkH  WCk2F , s.t. kckk0  s,8k, (1.5)
where Q = (q1, . . . ,qN) are pre-defined some "discriminative" sparse code. For ex-
ample, qi = (0, . . . ,0,1,1,0, . . . ,0)> is the discriminative sparse pattern for the i-th
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training sample yi. Both problems (1.4) and (1.5) are solved solved by the K-SVD
method [1] which will be introduced in section 1.1.2.
3. Normalize the atoms in learned dictionaryD and adjust the weights of linear classifier












kd2k2 , . . . ,
wm
kdmk2 ).
4. Identify the category of a new image y. Compute the sparse coding c of test image y




The category of the test image y is determined by j = argmax
i
{(Wc)i,8i}.
The above dictionary learning based image recognition has demonstrated impressive recog-
nition accuracy in face recognition and object recognition, as shown in [45, 95].
1.1.2 Dictionary learning algorithms
Based on the different sparsity prompting functions, dictionary learning algorithms can be
divided into the following three categories: `0 norm regularization, `1 norm regularization
and non-convex norm regularization. In the next, we will introduce numerical methods
related to the above above three kinds of regularizations.
`0 norm regularization. The `0 norm based dictionary learning can be formulated as solv-








kyk Dckk22, s.t. kckk0  s,8k = 1, . . . , p, (1.6)
where s is the sparsity level. The first approach for solving (1.6) is the so-called MOD
(method of optimal directions) which is proposed by Engan et al. in [35]. It takes an
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alternative minimization between the dictionary D and sparse coefficients C. In concrete, it
updates (Ck,Dk) via the following two steps.









ky Dck22, s.t. kck0  s. (1.7)
The minimization (1.7) is an NP-hard problem and only sub-optimal solutions are ob-
tained via greedy algorithms including matching pursuit, orthogonal matching pursuit
(OMP) [81] and modified version of OMP [82].
• Dictionary update for D. Fix the sparse coefficients Ck+1 and the dictionary D is
updated via
Dk+1 =PD(YC(CC>) 1),
where P is the orthogonal projection operator.
Another more promising approach for solving (1.6) is the K-SVD method [1]. It also takes
an alternating approach between D and C. When the dictionary D is fixed, it uses the OMP
to update sparse coefficients. When sparse coefficientsC is fixed, it updates the dictionaryD
column by column via the singular value decomposition (SVD). Despite its great success in
practice, there is no available convergence analysis of the `0 norm based dictionary learning.
`1 norm regularization. The `1 norm regularization method [63] is first proposed by Ol-
shausen et al. to approximate vectors that most of entries have small amplitude. In recent
years, owing to the fundamental progress in compressed sensing, a replacement of non-
convex `0 norm by convex `1 norm has been proposed to the `1 norm based dictionary









Although the minimization (1.8) is a bi-linear minimization problem, it is convex when
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fixing D orC. A straightforward way to solve (1.8) is also takes an alternative way between
D and C. In the sparse coding stage, a number of efficient numerical solvers have been
applied to different applications such as homotopy method [33] in [57]; the accelerated
gradient method [84] or fast iterative shrinkage thresholding algorithm [10] in [44]; the fixed
point method [42] in [56]. In the dictionary update stage, In the stage of dictionary update,
the atoms in the dictionary either are updated one by one or are simultaneously updated.
One-by-one atom updating is implemented in [44, 57] as it has the closed form solution. The
projection gradient method is used in [56] to update the whole dictionary together. Recently,
a convergent algorithm for solving (1.8) is proposed based on the proximal methods.
Non-convex norm regularization. As shown in [43, 94], the `1 norm penalty tends to
have biased estimation for large coefficients and sometimes results in over-penalization.
Thus, several non-convex relaxations of `0 norm are proposed for better accuracy in sparse
coding. For example, the non-convex minimax concave (MC) penalty is used in [78] as
the replacement of `0 norm and gives a convergent algorithm for sparse coding. For other
non-convex relaxations (e.g. smoothly clipped absolute deviation [43], log penalty[37]), the
proximal-based algorithms have been proposed in [40, 67, 79] to solve the minimization
problem with these non-convex regularization terms. The convergence analysis of these
non-convex relaxation methods is only limited to subsequence convergence. It is not clear
whether they are globally convergent or not.
1.1.3 Proximal methods
Nowadays, proximal methods are widely applied for solving non-smooth, constrained min-
imization problems. In this section, we briefly review these methods closely related this
thesis (see [64] for a detailed review). Let t be a positive constant and f : Rn ! RS{+•}
be a proper and lower semi-continuous function bounded below, the proximal operator
Prox ft : Rn ! Rnof f is defined as







It is worth to note that the range of the proximal operator (1.9) is nonempty and compact
for any t 2 (0,+•) [15] without the convexity assumption of f . In the following, we re-
view proximal methods for solving both convex minimization problems and non-convex
minimization problems.




where f :Rn!R and g :Rn!RS{+•} are closed proper convex and f is differentiable.
The proximal gradient method updates xk+1 via
xk+1 := Proxgl k(x
k l k— f (xk)), (1.11)
where l k > 0 is a step size. If — f is Lipschitz continuous with constant L, then xk generated
by (1.11) converges to the global minimizer with rate O(1/k) when l k = l 2 (0,1/L]. It
has been further proved in [27] that the scheme (1.11) converges if l k 2 (0,2/L).
The accelerated version of proximal gradient method, the so-called accelerated proximal
gradient method, is proposed by introducing an extrapolation step. It updates xk+1 via
yk+1 := xk+wk(xk  xk 1),
xk+1 := Proxgl k(y
k+1 l k— f (yk+1)),
(1.12)
where wk 2 [0,1) is the extrapolation parameter and l k is the step size. It reduces to the
proximal gradient method if wk = 0. These parameters must be chosen carefully to accel-
erate the convergence. Typically, in [10, 84], it takes





2 and t0 = t 1 = 1. When — f is Lipschitz continuous with constant
L, the objective value at xk which is generated by (1.12) converges with rate O(1/k2) which
is optimal among all first order methods if l k = l 2 (0,1/L] and wk is chosen as (1.13).
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by setting f (c) = 12ky Dck22 and g(c) = lkck1. The proximal operator in (1.11) and (1.12)
have closed form solutions which are given by the following lemma:
Lemma 1.1.1. The minimization min
x
1
2kx  yk22+lkxk1 has unique minimizer
x⇤ = sign(y) max(|y| l ,0),
where   denotes the Hadamard product.
Proximal methods for non-convex minimization problems. In recent years, proximal




H(x,y) = F(x)+Q(x,y)+G(y), (1.15)
where F,G are lower semi-continuous and Q is Lipschitz continuous with constant L.














It has been proved that the sequence generated by the scheme (1.16) converges to the sta-
tionary point of (1.15) if (l k,µk) = (l ,µ) 2 R2+ and H(x,y) is a KL-function [14].
In general, the scheme (1.16) requires solving the non-smooth and non-convex minimiza-
tion problems in each step which often has no closed form solutions. Therefore, the proxi-
mal linearized alternating method [15] has been proposed such that each subproblem has a
closed form solution. Instead of solving the subproblems as (1.16), the alternating proximal
linearized algorithm replaces the smooth term Q in (1.16) by its first order linear approxi-
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mation: 8<: xk+1 2 argminx F(x)+ Qˆ(xk,yk)(x)+G(yk)+
µk
2 kx  xkk2F ;
yk+1 2 argminy F(xk+1)+ Qˆ(xk+1,yk)(y)+G(y)+ l
k







and µk,l k are carefully chosen step sizes. For instance, if (µk,l k) = (µ,l ) 2 R2+ and
µ,l > L, it has been proved in [15] that the sequence (xk,yk) generated by the scheme
(1.17) converges to the stationary point of (1.15) when H(x,y) is a KL function.
1.2 Motivations and contributions of the dissertation
This thesis brings two main contributions to sparse coding based image restoration and
recognition problems. Firstly, we systemically investigated `0 norm based dictionary learn-
ing problems for image restoration and recognition by imposing several structures on the
learned dictionary. Secondly, we developed some proximal methods for solving the result-
ing non-convex minimization problems. Compared to the existing `0 norm based dictionary
learning methods, our proposed methods have the following two main advantages: one is
its theoretical guarantee of the generated sequence, which is the first available theoretical
convergence analysis for `0 norm based dictionary learning problem; the other is its great
gain in computational efficiency which might make our methods more scaleable for big data.
Additionally, based on the accelerated proximal gradient method, we developed a real time
visual tracker that uses the sparse approximation of the target. In the next, we present these
results with more details.
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Figure 1.4: The increments of kCk+1 CkkF of algorithm in [19] and the modified algorithm
1.2.1 Data-driven tight frame construction
Recently, Cai et al. [19] proposed a variational model to learn a tight frame system that
is adaptive to the input image in terms of sparse approximation. The tight frame construc-




kC D>Y k2F +l 20 kCk0, s.t. D>D = m 1Im, (1.18)
where D contains framelet filters and C contains the canonical frame coefficients. An al-
ternating iteration is proposed in [19] for solving (1.18), which is very fast as both sub-
problems in each iteration have closed-form solutions. It is shown that, with comparable
performance in image denoising, the proposed adaptive tight frame construction runs much
faster than other generic dictionary learning methods (e.g. the K-SVD method [1]). How-
ever, Cai et al. [19] did not provide any convergence analysis of the proposed method.
As a sequel to [19], chapter 2 provides the convergence analysis of the alternating it-
erative method proposed in [19] for solving (1.18). In that chapter, we showed that the
algorithm provided by [19] has sub-sequence convergence property. In other words, we
showed that there exists at least one convergent sub-sequence of the sequence generated
by the algorithm in [19] and any convergent sub-sequence converges a stationary point of
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Figure 1.5: Convergence behavior: the norms of the increments of the coefficient sequence
Ck generated by the K-SVD method and the proposed method.
(1.18). Moreover, we empirically observed that the sequence generated by the algorithm
proposed in [19] itself is not convergent. See figure 1.4 as an illustration. Motivated by the
theoretical interest, we modified the algorithm proposed in [19] by adding a proximal term
in the iteration scheme, and then showed that the modified algorithm has sequence conver-
gence. In other words, the sequence generated by the modified method convergences to a
stationary point of (1.18). Moreover, we extended the data-driven tight frame construction
when some of filters are fixed which is formulated as the following minimization:
min
D2Rm⇥r,C2Rm⇥p
kY   [A,D]Ck2F +lkCk0, s.t. [A,D]>[A,D] = Im, (1.19)
where r m and A 2Rm⇥(m r) is the predefined filters. The extension of (1.19) can further
accelerate the dictionary learning process as reported in experiments.
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1.2.2 Redundant dictionary learning
Compared to the orthogonal dictioanry learning (1.18), a more general approach is to learn
a redundant dictionary that is maximizing the sparse degree of the approximation. Math-




kY  DCk2F +lkCk0, s.t. kdkk2 = 1,8k. (1.20)
where n > m. The non-convexity of minimization (1.20) comes from two sources: the
sparsity-prompting functional `0 norm and the bi-linearity between the dictionary D and the
codes {ck}pk=1. Most existing approaches (e.g. [1, 44, 56, 57]) take an alternating iteration
between two modules: sparse approximation for updating {ck}pk=1 and dictionary learning
for updating dictionary D. Despite the success of these alternating iterative methods in
practice, none of them established the global convergence property, i.e., the whole sequence
generated by the method converges to a stationary point of (1.20). These schemes can only
guarantee that the functional values are decreasing over the iterations, and thus there exists
a convergent sub-sequence as the sequence is always bounded. Indeed, the sequence gener-
ated by the popular K-SVD method [1] is not convergent as its increments do not decrease
to zero. See figure. 1.5 for an illustration. The global convergence property is not only of
great theoretical importance, but also likely to be more efficient in practical computation as
many intermediate results are useless for a method without global convergence property.
In chapter 3, we proposed an alternating proximal linearized method for solving (1.20).
The main contribution of the proposed algorithm lies in its theoretical contribution to the
open question regarding the convergence property of `0 norm based dictionary learning
methods. In that chapter, we showed that the whole sequence generated by the proposed
method converges to a stationary point of (1.20). Moreover, we also showed that the conver-
gence rate of the proposed algorithm is at least sub-linear. To the best of our knowledge, this
is the first algorithm with global convergence for solving `0 norm based dictionary learning
problems. The proposed method can also be used to solve other variations of (1.20) with
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small modifications, e.g. the ones used in discriminative K-SVD based recognition methods
[45, 95]. Compared to many existing methods including the K-SVD method, the proposed
method also has its advantage on computational efficiency. The experiments showed that
the implementation of the proposed algorithm has comparable performance to the K-SVD
method in two applications: image de-noising and face recognition, but is noticeably faster.
1.2.3 Incoherent dictionary learning
In chapter 4, we considered the problem of sparse coding that explicitly imposes additional













s.t. kd jk2 = 1, 1 j  m.
(1.21)
where D is the learned dictionary, and C is the sparse coefficients. Our motivations and
contributions are presented in the following.
The need of an incoherent dictionary for sparse coding. Once a dictionary is learned,
the sparse code for each input is then computed via some pursuit methods, e.g. orthogo-
nal matching pursuit [81], basis pursuit [24]. The success of these methods for finding the
optimal sparse code depends on the incoherence property of the dictionary. In [81], Tropp
showed that that the OMP can recover the exact support of the coefficients whenever mutual
coherence µ is less that 1/(2S 1) where S is the number of nonzero entries of the correct
coefficients. It is further proved in [75] that the similar requirement on the mutual coher-
ence is also needed for ensuring the correctness of the thresholding-based sparse coding
algorithms. In practice, it is also observed that a dictionary with high mutual coherence will
impact the performance of sparse coding based methods; see e.g [13, 68, 87].
The need of a variational model that explicitly regularizes mutual coherence. In a
quick glance, the widely used K-SVD method [1] for sparse coding considered a variational
model which has no explicit functional on minimizing the mutual coherence of the result,
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i.e., it considered a special case of (1.21) with a = 0. However, the implementation of the
K-SVD method implicitly controlled the mutual coherence of the dictionary by discarding
the "bad" atom which is highly correlated to the ones already in the dictionary. Such an
ad-hoc approach certainly is not optimal for lowering the overall mutual coherence of the
dictionary. In practice, the K-SVD method may still give a dictionary that contains highly
correlated atoms, which will lead to poor performance in sparse approximation, see [28] for
more details.
The need of a convergent algorithm. The minimization problem (1.21) is a challenging
non-convex problem. Most existing methods that used the model (1.21) or its extensions,
e.g. [45, 56, 95], simply call some generic non-linear optimization solvers such as the
projected gradient method. Such a scheme is slow and not stable in practice. Furthermore,
all these methods at most can be proved that the functional value is decreasing at each
iteration. The sequence itself may not be convergent. From the theoretical perspective, a
non-convergent algorithm certainly is not satisfactory. From the application perspective,
the divergence of the algorithm also leads to troublesome issues such as when to stop the
numerical solver, which often requires manual tune-up.
In chapter 4, we proposed a hybrid alternating proximal scheme for solving (1.21).
Compared to the K-SVD method that controls the mutual coherence of the dictionary in
an ad-hoc manner, the proposed method is optimized for learning an incoherent dictionary
for sparse coding. Compared to the generic numerical scheme for solving (1.21) adopted
in the existing applications, the convergence property of the proposed method is rigorously
established in the chapter. We showed that the whole sequence generated by the proposed
method converges to a stationary point. As a comparison, only sub-sequence convergence
can be proved for existing numerical methods. The whole sequence convergence of an it-
eration scheme is not only of theoretical interest, but also important for applications as the
number of iterations does not need to be empirically chosen to keep the output stable.
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Figure 1.6: Demonstration of the improvement of APG-L1 tracker (red) over BPR-L1 (blue)
on tracking accuracy.
1.2.4 L1 visual tracker
In chapter 5, the sparse representation has been applied to visual tracker by modeling the tar-
get appearance using sparse approximation over a template set, which leads to the so-called
L1 tracker as it needs to solve a `1 norm related minimization problem for many times.
While these L1 trackers showed impressive tracking accuracies, they are very computation-
ally demanding and the speed bottleneck is the solver to `1 norm related minimizations. In
Appendix, we developed an L1 tracker that not only runs in real times but also enjoys better
robustness than other L1 trackers. In our proposed L1 tracker, a new `1 norm related mini-
mization model is proposed to improve the accuracy by adding an `2 norm regularization on
the coefficients associated with trivial templates. See figure 1.6 as an example. Moreover,
based on the accelerated proximal gradient method, a fast numerical solver is developed to
solve the resulting `1 norm related minimization problem.
1.3 Notation
The following definitions and notations are used in this thesis for discussion. For example,
we denote Y 2 Rm⇥n be a m⇥n matrix, Y i j be the entry at row i and column j of Y , y j be
the j-th column of the matrix Y and yi be the i-th element of the vector y.
Given a vector y, for q  2, its `q-norm and `0 pseudo-norm are defined as
kykq = (Â
j
|y j|q)1/q, kyk0 = #{ j,y j 6= 0}.
Given a matrix Y , its Frobenius norm kY kF , `0 pseudo-norm kY k0 and uniform norm
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kY k• are defined as
kY kF = (Â
i. j
|Y i j|2)1/2, kY k0 = #{(i, j) : Y i j 6= 0}, kY k• =max
i, j
|Y i j|.
Given a setX , the indicator function IX (·) is defined as
IX (x) =
8<: 0, if x 2X ;+•, if x 62X .
Given l > 0 and matrix Y , the hard thresholding operator Tl (Y ) is defined as
[Tl (Y )]i j =
8>>><>>>:
Y i j, if |Y i j|> l ;
0, if |Y i j|< l ;
{0,Y i j}, if |Y i j|= l .

Chapter 2
Data-driven tight frame construction for
image restoration
2.1 Introduction
It is now well established that sparse modelling is a very powerful tool for many image
recovery tasks, which models an image as the linear combination of only a small number
of elements of some system. Such a system can be either a basis or an over-complete sys-
tem. When using the sparsity prior of images to regularize image recovery, the performance
largely depends on how effective images of interest can be sparsely approximated under the
given system. Therefore, a fundamental question in sparsity-based image regularization is
how to define a system such that the target image has an optimal sparse approximation. Ear-
lier work on sparse modelling focuses on the design of orthonormal bases, such as discrete
cosine transform [70], wavelets [29, 59]. Owing to their better performance in practice,
over-complete systems have been more recognized in sparsity-based image recovery meth-
ods. In particular, as a redundant extension of orthonormal bases, tight frames are now
wide-spread in many applications as they have the same efficient and simple decomposition
and reconstruction schemes as orthonormal bases. Many types of tight frames has been pro-
posed for sparse image modelling including shift-invariant wavelets [25], framelets [30, 72],
curvelets [20] and many others. These tight frames are optimized for the signals with certain
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functional properties, which do not always hold true for natural images. As a consequence,
a more effective approach to sparsely approximate images of interest is to construct tight
frames that are adaptive to the inputs.
In recent years, the concept of data-driven systems has been exploited to construct adap-
tive systems for sparsity-based modelling (see e.g. [1, 19, 49, 54]). The basic idea is to
construct the system that is adaptive to the input so as to obtain a better sparse approxima-
tion than the pre-defined ones. Most sparsity-based dictionary learning methods ([1, 49, 54])
treat the input image as the collection of small image patches, and then construct an over-
complete dictionary for sparsely approximating these image patches. Despite the impres-
sive performance in various image restoration tasks, the minimization problems proposed
by these methods are very challenging to solve. As a result, the numerical methods proposed
in past for these models not only lack rigorous analysis on their convergence and stability,
but also are very computational demanding.
Recently, Cai et al. [19] proposed a variational model to learn a tight frame system that
is adaptive to the input image in terms of sparse approximation. Different from the existing
over-complete dictionary learning methods, the adaptive systems constructed in [19] are
tight frames that have perfect reconstruction property, a property ensures that any input can
be perfectly reconstructed by its canonical coefficients in a simple manner. The tight frame
property of the system constructed in [19] not only is attractive to many image processing
tasks, but also leads to very efficient construction scheme. Indeed, by considering a special
class of tight frames, the construction scheme proposed in [19] only requires solving an `0
norm related non-convex minimization problem:
min
D2Rm⇥m,C2Rm⇥n
kC D>Y k2F +l 20 kCk0, s.t. D>D = m 1Im, (2.1)
where D contains framelet filters andC contains the canonical frame coefficients. An alter-
nating iteration is proposed in [19] for solving (2.1), which is very fast as both sub-problems
in each iteration have closed-form solutions. It is shown that, with comparable performance
in image denoising, the proposed adaptive tight frame construction runs much faster than
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other generic dictionary learning methods (e.g. the K-SVD method [1]). However, Cai et
al. [19] did provide any convergence analysis of the proposed method.
As a sequel to [19], this chapter provides the convergence analysis of the alternating
iterative method proposed in [19] for solving (2.1). In this chapter, we showed that the
algorithm provided by [19] has sub-sequence convergence property. In other words, we
showed that there exists at least one convergent sub-sequence of the sequence generated
by the algorithm [19] and any convergent sub-sequence converges a stationary point of
(2.1). Moreover, we empirically observed that the sequence generated by the algorithm
proposed in [19] itself is not convergent. Motivated by the theoretical interest, we modified
the algorithm proposed in [19] by adding a proximal term in the iteration scheme, and then
showed that the modified algorithm has sequence convergence. In other words, the sequence
generated by the modified method convergences to a stationary point of (2.1).
2.2 Brief review on data-driven tight frame construction
and related works
In this section, we gave a brief review on tight frames, data-driven tight frames proposed
in [19] and some most related works. Interesting readers are referred to [18, 76] for more
details.
2.2.1 Tight frames and data-driven tight frames
For a Hilbert spaceH , a sequence {xn}⇢H is a tight frame forH if
kxk2 =Â
n
|hx,xni|2, for any x 2H ,
or equivalently, x=Ânhx,xnixn,x2H . The sequence {hx,xni} is called the canonical frame
coefficient sequence. A tight frame {xn} is an orthonormal basis for H if and only if
kxnk = 1 for all xn. A tight frame has two associated operators: the analysis operator W
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defined by
W : x 2H  ! {hx,xni} 2 `2(N)
and its adjoint operatorW> (often called the synthesis operator):
W> : {an} 2 `2(N) !Â
n
anxn 2H .
Then, the sequence {xn} ⇢H is a tight frame if and only if W>W = I, where I denotes
the identity operator ofH . The tight frames considered in [19] are single-level un-decimal
discrete wavelet systems generated by all integer shifts of a set of filters {a1,a2, · · · ,am}.
For any filter a 2 `2(Z), let Sa : `2(Z)! `2(Z) denote its associated convolution operator
defined by
[Sa(v)](n) := [a ? v](n) = Â
k2Z2
a(n  k)v(k), 8v 2 `2(Z). (2.2)
Then, for a given set of framelet filters, we define its associated analysis operatorW by
W = [S >a1( ·),S
>
a2( ·), · · · ,S >am( ·)]>. (2.3)
The rows ofW form a tight frame for `2(Z) if and only ifW>W = I, and the corresponding
synthesis operator is the transpose ofW , denoted byW>.
The data-driven tight frame construction proposed in [19] constructs the set of framelet
filters {a j}mj=1 via solving the following problem:
min
v,{ai}mi=1
kv W (a1,a2, · · · ,am)gk2F +l 20 kvk0, s.t. W>W = I. (2.4)
where g denotes the input signal, {a j}mj=1 denotes the set of framelet filters of the adap-
tive tight frame, and v denotes the canonical coefficient vector of g. Here and throughout
this chapter, kvk0 stands for the number of non-zero elements of v and k · kF denotes the
Frobenius norm.
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2.2.2 Data-driven tight frame construction scheme
For general framelet filters, the minimization problem (2.4) is very challenging to solve.
Therefore, a special class of framelet filters are considered in [19], which is composed by
m2 2D real-valued framelet filters {a j}m2j=1⇢Rm⇥m. LetD denote the associated filter matrix
defined by
A= [~a1,~a2, . . . ,~am2 ],
where ~a j denotes the vector form of a j by concatenating all columns of a j to a column
vector. It is shown in [19, Proposition 3] that the rows of W defined by {a j}m2j=1 ⇢ Rm⇥m
form a tight frame for `2(Z), provided that A>A = 1mIm2 . Thus, the minimization problem
(2.4) for general tight frame construction is simplified to the following one:
min
v,{ai}m2i=1




The problem (2.5) can be re-formulated in terms of image patches as follows. Let {~g`}L`=1⇢
Rm2 denotes the set of all image patches of size m⇥m densely sampled from the image g.
For each patch vector ~g`, let ~vn = A>~g` 2 Rm2 denotes the vector generated by the inner
product between~gn and all m2 framelet filters {~a j}m2j=1. Define three matrices as follows,8>>><>>>:






m[~a1,~a2, . . . ,~am2 ] 2 Rm2⇥m2;
C := [~v1,~v2, . . . ,~vm2 ] 2 Rm2⇥L.
(2.6)
Then, it is shown in [19] that the minimization (2.5) is equivalent to
min
D2Rm2⇥m2 ,C2Rm2⇥L
kC D>Y k2F +l 2kCk0, s.t. D>D = Im2⇥m2 , (2.7)
where l denotes some pre-defined regularization parameter.
The minimization model (2.7) is solved in [19] via an alternating scheme between D
and C. More specifically, given the current estimate (Dk,Ck), the next iteration updates it
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kCk D>Y k2F , s.t. D>D = I;
Ck+1 2 argmin
C2Rm2⇥L
kC D>k+1Y k2F +l 2kCk0.
(2.8)
It is shown in [19] that both sub-problems in (2.8) have closed-form solutions given by
Dk+1 :=UkV>k ; Ck+1 2 Tl (D>k+1Y ), (2.9)
where Uk and V k are given by the singular value decomposition (SVD) of YC>k such that
YC>k =UkSkV>k . See Algorithm 1 for the summary of the alternating iteration scheme [19].
Algorithm 1 Alternating iteration scheme [19] for solving (2.7).
1: INPUT: Input image g;
2: OUTPUT: Adaptive filter set D;
3: Main Procedure:
i. Set initial filter matrix D0 and coefficient matrixC0.
ii. Construct the patch matrix Y as (2.6).
iii. For k = 0,1, · · · ,
1. compute the SVD of YC>k =UkSkV>k ;
2. Dk+1 :=UkV>k andCk+1 2 Tl (D>k+1Y ).
2.2.3 Related works
The minimization (2.7) is an `0 norm related non-convex problemwith quadratic constraints.
Algorithm 1 proposed in [19] for solving (2.7) alternatingly updates the filter matrix D by
the SVD and updates the coefficient matrixC by hard thresholding the coefficients from the
last estimate. Such an iterative hard thresholding on wavelet frame coefficients approach
has been used in solving various linear inverse problems in image recovery, see e.g. the
wavelet frame based image super-resolution methods [22, 23].
2.3 Sub-sequence convergence property of Algorithm 1 27
As a sparsity prompting functional, the `0 norm is also used in other sparse approxima-
tion based dictionary learning methods. The popular K-SVD method [1] proposed the fol-
lowing minimization model for learning an over-complete dictionaryD= {d1,d2, . . . ,dm}⇢





kY  DCk2F +lkCk0, s.t. kdik2 = 1, i= 1,2, . . . ,n. (2.10)
An alternating iteration scheme between D andC is used in the K-SVD method for solving
(2.10). Different from the model (2.7) proposed in [19], the `0 norm related minimization
problem for updating the codeC is a challenging one. The greedy algorithm, such as orthog-
onal matching pursuit, is used in [1] for estimating the code. Therefore, the computational
cost of the K-SVD method is much higher than Algorithm 1.
Both the K-SVD method and Algorithm 1 perform noticeably better in image denoising
than other wavelet frame based methods. The advantage of Algorithm 1 over the K-SVD
method lies in its computational efficiency. Despite their impressive performances in prac-
tice, both methods lack the convergence analysis. Indeed, it is empirically observed that
the sequences generated by both methods are not convergent. In this chapter, we first pro-
vided the convergence analysis for Algorithm 1 by showing that the sequence generated by
Algorithm 1 has sub-sequence convergence. Then we proposed a modified version of Algo-
rithm 1 for solving (2.7) and established the sequence convergence of the new algorithm.
2.3 Sub-sequence convergence property of Algorithm 1
In this section, we will show that the sequence generated by Algorithm 1 has sub-sequence
convergence property, i.e., there exists at lease one convergent subsequence and every con-
vergent subsequence converges to a stationary point of (2.7). Before establishing the main
result, we first introduce the definition of the stationary point of non-convex and non-smooth
functions.
Definition 2.3.1. Let f : Rn ! R[{+•} be a proper lower semi-continuous function.
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1 The domain of f is defined by dom f := {x 2 Rn : f (x)<+•}.
2 For each x 2 dom f , x is called the coordinate-wise minimum of f if it satisfies
f (x+(0, · · · ,dk, · · · ,0)) f (x), 8dk, 1 k  n,
where x= (x1,x2, · · · ,xn).
3 The Fréchet subdifferential ∂F f is defined by
∂F f (x) = {z : liminfy!x
f (y)  f (x) hz,x  yi
ky  xk   0} (2.11)
for any x 2 dom f and ∂F f (x) = /0 if x 62 dom f .
4 For each x 2 dom f , x is called the stationary point of f if it satisfies 0 2 ∂F f (x).
Remark There are several definitions for stationary points of proper lower semi-continuous
functions. In [83], the stationary point x is defined as
liminf
l#0
f (x+ly)  f (x)
l
  0, 8y 2 Rn.
In [3], the stationary point x of f is defined by 0 2 ∂ f (x), where ∂ f is the limiting subdif-
ferential given by
∂ f (x) = {z : 9xn ! x, f (xn)! f (x),zn 2 ∂F f (xn)! z}.
The definition of stationary points used in this chapter is different from the definitions used
in [83] and [3]. Indeed, ours is stronger than the other two definitions.
To simplify notations, define X = {D 2 Rm2⇥m2 : D>D = Im2} and define WC = Rm2⇥N ,
WD = Rm
2⇥m2 , Wz = (WC,WD). Define
f (C) = l 2kCk0, Q(C,D) = kD>Y  Ck2F , g(D) = IX (D), (2.12)
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L(C,D) := f (C)+Q(C,D)+g(D). (2.13)
Before proving the sub-sequence convergence property of Algorithm 1, we first establish
some facts and results related to (2.13). Firstly, the function g is a lower semi-continuous
function, as X is a compact set. Secondly, it can be seen that for any Z = (C,D), the
function Q(Z) satisfies the following properties:8>>>>><>>>>>:
Q(C,D) = Q(C1,D)+ h—CQ(C1,D),C C1i+o(kC C1kF), 8C1 2WC;
Q(C,D) = Q(C,D1)+ h—DQ(C,D1),D D1i+o(kD D1kF), 8D1 2WD;
Q(C,D) = Q(C1,D1)+ h—Q(C1,D1),Z  Z1i+o(kZ  Z1kF), 8Z1 2WZ,
(2.14)
where o(kxkF) is defined by limkxkF!0
o(kxkF )
kxkF = 0.
Lemma 2.3.2. The sequence Zk := (Ck,Dk) generated by Algorithm 1 is a bounded se-
quence. For any convergent sub-sequence Zk0 with limit point Z⇤ = (C⇤,D⇤), we have
lim
k0!+•
f (Ck0) = f (C⇤), and lim
k0!+•
L(Zk0) = L(Z⇤).
Proof. By the definition of (2.9), we have
L(Zk) L(Ck 1,Dk) L(Ck 1,Dk 1) · · · L(Z0),
which implies
kCkkF  kD>k Y kF  kD>k Y  CkkF 
p
L(Z0), k = 1,2, . . . . (2.15)
Together with (2.15) and the fact that Dk 2 X , we have Zk is bounded. Next, by the
definition of (2.9), we also have
Q(Ck0 ,Dk0)+ f (Ck0) Q(C,Dk0)+ f (C), 8C 2WC. (2.16)
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By substitutingC byC⇤ and taking k0 ! • in (2.16), we have liminfk0!+• f (Ck0) f (C⇤).




f (Ck0) = f (C⇤).
Since Dk0 2X for all k0 and X is a compact subset, D⇤ 2X and g(D⇤) = g(Dk0) = 0
for all k0. It can be seen that Q(Ck0 ,Dk0)! Q(C⇤,D⇤) as k0 ! +•, as Q is a continuous
function. In addition, L(Zk) is decreasing by (2.15) and L   0, which implies that L(Zk) is
a convergent sequence. Consequently, we have
lim
k0!+•
f (Ck0) = f (C⇤),











Thus, limk0!+•L(Zk0) = L(Z⇤). ⌅
Lemma 2.3.3. Let Zk := (Ck,Dk) denote the sequence generated by Algorithm 1 and letW⇤




Proof. By Lemma 2.3.2, Zk is a bounded sequence. Thus, the set W⇤ is a non-empty set.





{Zk}. Notice that L(Zk) is a
decreasing sequence and L(Z)  0. Then, there exists some constant r such that inf
k
L(Zk) =
r . Take any Z⇤ 2 W⇤ and assume Zk0 ! Z⇤ as k0 ! +•. By lemma 2.3.2, we have that
lim
k0!+•
L(Zk0) = L(Z⇤) = r . ⌅
At last, we show that the sequence generated by Algorithm 1 has sub-sequence conver-
gence property.
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Theorem 2.3.4. The sequence Zk := (Ck,Dk) generated by Algorithm 1 has at least one
limit point, and any limit point of the sequence Zk is a stationary point of (2.13).
Proof. By Lemma 2.3.3, the sequence Zk := (Ck,Dk) generated by Algorithm 1 has at least
one limit point. For any limit point Z1 = (C1,D1) of the sequence Zk, let {Zk0} be the sub-
sequence of Zk that converges to Z1. Without loss of generality, assume the sub-sequence
{Zk0+1} converges to Z2 = (C2,D2). By the definition of the second step in (2.9), we have
Q(Ck0 ,Dk0)+ f (Ck0) Q(C,Dk0)+ f (C), 8C 2WC. (2.17)
Taking k0 !+• in (2.17). By Lemma 2.3.2, we have
g(D1)+Q(C1,D1)+ f (C1) g(D1)+Q(C,D1)+ f (C), 8C 2WC, (2.18)
which implies
L(C1,D1) L(C,D1), 8C 2WC. (2.19)
As Zk0+1 is defined from Zk0 by (2.9), we have8><>:Q(Ck0 ,Dk0+1)+g(Dk0+1) Q(Ck0 ,D)+g(D), 8D 2WD;Q(Ck0+1,Dk0+1)+ f (Ck0+1) Q(C,Dk0+1)+ f (C), 8C 2WC.
The summation of the first inequality and the second inequality withC =Ck0 gives
g(Dk0+1)+Q(Ck0+1,Dk0+1)+ f (Ck0+1) g(D)+Q(Ck0 ,D)+ f (Ck0). (2.20)
Taking k0 !+• in (2.20). By Lemma 2.3.2 and Lemma 2.3.3, we have
L(C1,D1) = L(C2,D2) L(C1,D). (2.21)
Thus, the combination of (2.19) and (2.21) shows that the point (C1,D1) is a coordinate-
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where the first inequality is from (2.14) and the second inequality is from the fact that
Z1 := (C1,D1) is the coordinate-wise minimum point of (2.13). By Definition (2.3.1), the
point Z1 is a stationary point of (2.13). ⌅
2.4 A modified algorithm for (2.7) with sequence conver-
gence
In the previous section, we showed that the sequence generated by Algorithm 1 has sub-
sequence convergence property. The next question is whether the sequence itself is conver-
gent or not. The experiments show that it is not the case; see Fig.2.1 (a) for the increments
of the sequence Ck. The lack of sequence convergence is not crucial to the applications in
image recovery, as the result we are seeking for is not the frame coefficient vector but the
image synthesized from the coefficients. See Fig. 2.1 (b) for an illustration. However, the
divergence of the coefficient sequence could cause severe stability issue when the coefficient
set is the one needed, e.g. in the case of sparse coding based recognition tasks. Motivated
by both theoretical interest and the needs from applications, we proposed a modified version
of Algorithm (1) with sequence convergence property, i.e., the sequence generated by the
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new algorithm converges to a stationary point of (2.13).
The modification on Algorithm 1 for gaining sequence convergence is done by adding
a proximal term in each iteration, a technique which has been used in other alternating
iterative methods to ensure the convergence. For example, the proximal method proposed
in [3] for solving a class of non-convex and non-smooth functions. The modified version of









where lk,µk 2 (a,b) and a,b > 0. It can seen that the new iteration (2.22) adds two addi-
tional proximal terms, lkkD Dkk2F and µkkC Ckk2F , to the original iteration (2.8). Same
as (2.8), both minimization problems in (2.22) also have closed-form solutions.







where Uk,V k is given by the SVD of YC>k +lkDk =UkSkV>k .
Proof. The proof is exactly the same as that of (2.9) provided in [19]. ⌅
See Algorithm 2 for the summary of the modified algorithm for solving (2.13).
2.4.1 Convergence analysis of Algorithm 2
In this section, we first establish the sub-convergence property of Algorithm 2. Then we es-
tablish the sequence convergence of the algorithm by showing that the sequence is a Cauchy
sequence and converges to a stationary point of (2.13). The main proof is built on the results
presented in [3] about the convergence analysis of proximal methods for solving a class of
non-smooth and non-convex problems.
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Algorithm 2 Proximal alternating iteration scheme for solving (2.7).
1: INPUT: Input image g;
2: OUTPUT: Adaptive filter set D;
3: Main Procedure:
i. Set initial filter matrix D0 and coefficient matrixC0.
ii. Construct the patch matrix Y as (2.6).
iii. For k = 0,1, · · · ,
1. compute the SVD of YC>k +lkDk =UkSkV>k ;
2. Dk+1 =UkV>k andCk+1 2 Tlpµk+1(
D>k+1Y+µkCk
1+µk ).
Theorem 2.4.2. Let Zk := (Ck,Dk) denote the sequence generated by Algorithm 2. Then, Zk
has at least one convergent subsequence and every convergent subsequence of Zk converges
to a stationary point of (2.13).




Sum up both inequalities and by the fact that a µk,lk  b, we have
L(Zk) L(Zk+1)  akZk Zk+1k2F   0. (2.24)
By the same argument for (2.15), we have Zk is bounded and has at least one limit point.





akZ j Z j+1k2F . (2.25)










kZk Zk+1kF = 0. (2.26)
Let Z1 := (C1,D1) denote any limit point of Zk, i.e., there exists a sub-sequence Zk0
converges to Z1. In the next, we prove that the sub-sequence Zk0+1 also converges to Z1.
For any e > 0, there exists N0 such that kZk0  Z1kF < e/2 and kZk0  Zk0+1kF < e/2 for
all k0 > N0. The first inequality is from the fact that Zk0 converges to Z1 and the second one
is from (2.26). Thus, for all k0 > N0,
kZk0+1 Z1kF  kZk0  Zk0+1kF +kZk0  Z1kF < e. (2.27)
Consequently, we have Zk0+1! Z1 as k0 !+•.
By the definition of (2.22), we have that, for anyC 2WC,
L(Ck0+1,Dk0+1)+akCk0+1 Ck0k2F  L(C,Dk0+1)+bkC Ck0k2F .
Similar to the derivation of (2.16), by setting C =C1 and taking k0 !+• in the inequality
above, we have liminf
k0!+•
f (Ck0+1) f (C1).As f is a lower semi-continuous function, we have
liminf
k0!+•
f (Ck0+1) = f (C1).
By the same arguments in the proof of Lemma 2.3.2, we have lim
k0!+•
f (Ck0+1) = f (C1).
Again, by using the same arguments for lim
k0!+•
f (Ck0+1), we also have lim
k0!+•
f (Ck0) =
f (C1). Notice that Dk 2 X , k = 1,2, . . . , and X is a compact set. Thus, g(Dk0) =





L(Zk0+1) = L(C1,D1). (2.28)
By the definition ofCk in (2.22), we have
L(Ck0+1,Dk0+1)+akCk0+1 Ck0k2F  L(C,Dk0+1)+bkC Ck0k2F , 8C 2WC.
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Taking k0 !+• in the inequality above, together with (2.28) and (2.26), we have
L(C1,D1) L(C1+C,D1)+bkCk2F , 8C 2WC. (2.29)
Again, by the definition of (2.22), we have8><>:L(Ck0 ,Dk0+1)+lk0kDk0+1 Dk0k
2
F  L(Ck0 ,D)+lk0kD Dk0k2F ;
L(Ck0+1,Dk0+1)+µk0kCk0+1 Ck0k2F  L(C,Dk0+1)+µk0kC Ck0k2F .
(2.30)
Recall that lk0 ,µk0 2 (a,b). Then,
L(Zk0+1)+akZk0+1 Zk0k2F  L(Ck0 ,D)+bkD Dk0k2F , 8D 2WD.
Taking k0 !+• in above, together with (2.28) and (2.26), we have
L(C1,D1) L(C1,D1+D)+bkDk2F , 8D 2WD.


























By Definition 2.3.1, we have Z1 is a stationary point of (2.13). ⌅
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In the next, we will establish the convergence of the sequence Zk = (Ck,Dk) generated





Clearly, a sequence with finite length property is a Cauchy sequence. Together with The-
orem 2.4.2, we have the sequence Zk converges to a stationary point of (2.13). The proof
is based on the convergence analysis developed in a series of papers ( [3, 14, 15]), which
studied the convergence of the iteration scheme (2.22) for solving (2.13) with respect to a
class of objective functions.
Theorem 2.4.3. [3, Theorem 9] The sequence Zk = (Ck,Dk) generated by the iteration
(2.22) has finite length property if the following conditions hold:
1. L(C,D) is a K-L function;
2. Zk,k = 1,2, . . . is a bounded sequence and there exists some positive constants a,b
such that lk,µk 2 (a,b),k = 1,2, . . .;
3. —Q(C,D) has Lipschitz constant on any bounded set.
In Theorem 2.4.3, there are three conditions to ensure the sequence satisfies the finite length
property. The first condition requires that the objective function L satisfies the so-called
Kurdyka-Lojasiewicz (K-L) property in its effective domain; see [15, Definition 3] for more
details on K-L property. Given a function, it is often not easy to check whether it satisfies
the K-L property. Nevertheless, it is shown in [14, Remark 5] and [14, Theorem 11] that
any so-called semi-algebraic function satisfies the K-L property.
Definition 2.4.4. [15] A subset S of Rn is called a semi-algebraic set if there exists a finite






{u 2 Rn : gi j(u) = 0,hi j(u)< 0}.
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A function f (u) is called a semi-algebraic function if its graph {(u, t) 2 Rn⇥R, t = f (u)}
is a semi-algebraic set.
Theorem 2.4.5. Let Zk = (Ck,Dk) denote the sequence generated by (2.22). Then, the
sequence Zk has the finite length property and thus is a Cauchy sequence.
Proof. The proof is done by showing that Theorem 2.4.3 is applicable to the objective func-
tion (2.13) and the sequence Zk generated by (2.22). Thus, we only need to verify all three
conditions in Theorem 2.4.3.
The first condition in Theorem 2.4.3 is verified by showing that all three terms in the ob-
jective function L given by (2.13) are semi-algebraic functions. The second term Q(C,D) =
1
2kD>Y  Ck2F is clearly a semi-algebraic function as it is a real polynomial. Next, it can





{D : Âmi=1 dkid ji = d j,k} is a
semi-algebraic set. Thus, the last term g(D) = IX (D) is also a semi-algebraic function, as
it is shown in [2] that indicator functions of semi-algebraic sets are semi-algebraic func-








{(C,k) :CJc = 0}. It can be seen that the set {(C,k) :CJc = 0} is a semi-algebraic
set in Rm2⇥L⇥R. Thus, F(C) = kCk0 is a semi-algebraic function, as the finite union of the
semi-algebraic set is still semi-algebraic.
Regarding the second condition in theorem 2.4.3, the boundness of the sequence Zk =
(Ck,Dk) is ensured by Theorem 2.4.2. Moreover, by the definition of (2.22), there exist two
positive constants a,b> 0 such that lk,µk 2 (a,b) for k = 1,2, . . ..
For the last condition in theorem 2.4.3, notice that the functionQ(C,D)= 12kC D>Y k2F
is a smooth function. Thus, for any bounded setM , there exists a constantM > 0 such that
k—Q(C1,D1) —Q(C2,D2)kF Mk(C1,D1)  (C2,D2)kF
for any (C1,D1) 2M and (C2,D2) 2M . ⌅
In summary, we have the following result regarding the convergence of Algorithm 2.
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Figure 2.1: Convergence behavior of Algorithm 1 and Algorithm 2. (a) The `2 norm of the
increments of the framelet coefficient vector at each iteration; and (b) the PSNR values of
the intermediate results at each iteration when denoising the image "boat" with noise level
s = 20.
Corollary 2.4.6. The sequence Zk := (Ck,Dk) generated by Algorithm 2 converges to a
stationary point of (2.13).
2.5 Experiments on image denoising
There are two main parts in this section: one is the convergence analysis of the method
proposed in [19] and the other is the modifications of the original algorithm for gaining
stronger convergence property. The later is more of theoretical interest and for potential
benefit to other applications. Thus, the experimental evaluation done in this chapter for
image denoising is not as comprehensive as [19]. The data-driven tight frame based image
denoising is done as follows. Let f = g+ e(s) denote some noisy observation of g, where
e(s) is the additive i.i.d. Gausssian noise with zero mean and standard deviation s . Taking
f as the input and using 8⇥8 DCT as the initial guess, the filters of data-drive tight frame
{a1,a2, · · · ,a64} are contructed using Algorithm 1 (or Algorithm 2). Then the denoised
result, denoted by eg, is obtained via hard thresholding:
eg=W>(Tl˜ (W f )),
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Barbara Boat Couple Fingerprint Hill Lena
Figure 2.2: Six test images
Image Babara Boat
s 10 20 30 40 50 10 20 30 40 50
Alg. 1; 8 34.36 30.60 28.42 26.88 25.67 33.62 30.38 28.39 27.06 25.99
Alg. 1; 16 34.63 31.07 29.07 27.60 26.48 33.59 30.41 28.45 27.18 26.08
Alg. 2; 8 34.34 30.58 28.34 26.89 25.74 33.61 30.29 28.39 26.94 25.87
Alg. 2; 16 34.63 31.14 29.02 27.58 26.41 33.58 30.39 28.48 27.16 26.13
Image Fingerprint Hill
s 10 20 30 40 50 10 20 30 40 50
Alg. 1; 8 32.23 28.32 26.18 24.67 23.52 33.28 30.22 28.56 27.36 26.48
Alg. 1; 16 32.25 28.40 26.34 24.95 23.88 33.28 30.30 28.61 27.52 26.63
Alg. 2; 8 32.20 28.27 26.13 24.66 23.46 33.26 30.20 28.45 27.25 26.38
Alg. 2; 16 32.24 28.38 26.33 24.93 23.87 33.22 30.23 28.64 27.50 26.65
Image Couple Lena
Alg. 1; 8 33.63 30.09 28.16 26.72 25.68 35.52 32.25 30.22 28.80 27.60
Alg. 1; 16 33.55 30.19 28.27 26.95 25.87 35.65 32.56 30.58 29.16 28.14
Alg. 2; 8 33.49 30.05 28.02 26.64 25.61 35.47 32.29 30.25 28.77 27.57
Alg. 2; 16 33.52 30.10 28.25 26.93 25.89 35.64 32.53 30.51 29.16 28.06
Table 2.1: PSNR values of the denoised results
whereW denotes the analysis operator determine by {a j}64j=1 and l˜ is thresholding param-
eter determined by noise level. Throughout all experiments, the parameter l˜ is fixed at
l˜ = 2.7s for both Algorithm 1 and Algorithm 2. The other settings for Algorithm 1 are
the same as [19]. For Algortithm 2, we set the maximum number of iteration to 70 and set
lk = 0.047,µk = 0.024 for all k.
We starts with the demonstration of convergence behavior of Algorithm 1 proposed in
[19] and Algorithm 2 proposed in this chapter. See Fig. 2.1 (a) for the comparison of the `2
norm of the increments of the frame coefficient vectors Ck generate by two algorithms. It
can be seen that the coefficient sequence generated by Algorithm 1 does not converge while
the one generated by Algorithm 1 converges. However, the lack of sequence convergence of
Algorithm 1 does not impact its performance of image denoising, as shown in Fig. 2.1. The
PSNR values of the denoised results from both algorithms are summarized in Table 2.1 with
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respect to different images and different noise levels. It can be seen that the performances
of both algorithms in image denoising are very close in terms of PSNR value.
2.6 Extensions
In this section, we extended the data-driven tight frame construction scheme when part of
the filters are fixed during the learning process.
2.6.1 Problem formulation
Given an image g, let G = {g1, · · · ,gm} 2 Rn⇥m denote the training set of image patches
of size
p
n⇥pn collected from the image after vecterization. The image patches for the
training can be selected randomly or regularly. Now we consider the sparse approximation
problem for the set G under an orthogonal dictionary Dˆ := [A,D] 2 Rn⇥n whose columns
refer to dictionary atoms. The dictionary has two sub-dictionaries in our implementation:
one is A 2 Rn⇥n r which contains the input orthogonal atoms known as good ones from
other sources; the other is D 2Rn⇥r which denotes the set of atoms need to be learned from
the input image. The orthogonal constraint on the dictionary says that
Dˆ>Dˆ = In ) A>A = In r;D>D = Ir; A>D = 0.




kG  [A,D]V k2F +l 2kV k0,
s.t. D>D = Ir;A>D = 0.
(2.31)
It is noted that r = n if the set A is empty.
The minimization (2.1) is quite similar to the model (3.2) used in the K-SVD method ,
except some additional linear and bi-linear constraints on D. In the next, we will show that
the minimization (2.31) is much easier to solve than (3.2).
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2.6.2 Numerical method
Same as the K-SVD method, we take an alternating iterative scheme to solve (2.31). More
specifically, let D(0) be the initial dictionary to start (e.g. the DCT dictionary or multi-scale
wavelet dictionary). Then for k = 0,1, . . . ,K 1,
1. sparse coding: given the dictionary D(k) with orthogonal columns, find the sparse
code V (k) via solving
V (k) := argmin
V2Rn⇥m
kG  [A,D(k)]V k2F +l 2kV k0. (2.32)




kG  [A,D]V (k)k2F ,
s.t. D>D = I r,A>D = 0.
(2.33)
Then, we show that both the minimization (2.32) for sparse coding and (2.33) for dic-
tionary update are trivial to solve. Indeed, each of them has an explicit solution. Define
Dˆ = [A,D(k)]. Then by the definition of A and D(k), we have Dˆ>Dˆ = In. The next proposi-
tion gives an explicit solution to (2.32).




kG  DˆV k2F +l 2kV k0, (2.34)
has a unique solution given by V ⇤ = Tl (Dˆ
>G).




kDˆ>G V k2F +l 2kV k0, (2.35)
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which can rewritten as
min
{V i, j}Âi j
(V i, j  (Dˆ>G)i, j)2+l |V i, j|,





(V i, j  (Dˆ>G)i, j)2+l |V i, j|.
Recall that minimization problem minx2R kx  yk22 + l 2kxk0 has a unique solution x⇤ =
Tl (y). Thus, the unique minimizer for (2.34) is Tl (Dˆ
>G). ⌅




]>, where V (k)A denotes the codes associ-
ated with A andV (k)D associated withD
(k). LetPA denote the orthogonal projection operator
fromRn to the space spanned by the columns of A:PAv= A(A>v),8v 2Rn. Then, the next
proposition gives the explicit solution to the minimization (2.33).
Proposition 2.6.2. (dictionary updating) The following constrained minimization
minD2Rn⇥r kG  (AV A+DVD)k2F
s.t. D>D = I r, A>D = 0
(2.36)
has a unique solution given by D⇤ = PQ>, where P and Q denote the orthogonal matrices
defined by the following SVD
(In PA)GV>D = PSQ>.
Proof. The objective function in (2.36) is equal to
kG AV A DVDk2F
=kG AV Ak2F +kDVDk2F  Tr((G AV A)>DVD).
(2.37)
IfD>D= I and A>D= 0, then the first two terms in (2.37) are constant and Tr((AV A)>DVD)=
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0. Therefore, the minimization (2.36) is equivalent to
max
D
Tr(D>GV>D),s.t. D>D = Ir,A
>D = 0. (2.38)
Consider the following SVD: (In PA)GV>D = PSQ>. From the Theorem 4 in [96], D =
PQ> is the minimizer of the following minimization problem
max
D2Rn⇥r
Tr(D>(I  PA)GV>D), s.t. D>D = I r. (2.39)
Notice that the space spanned by the columns P is equal to the one spanned by the columns
of (I  PA)GV>D which is orthogonal to the space spanned by A. Therefore, A>D =





s.t. D>D = I p,A>D = 0.
(2.40)
Together with the fact
D>GV>D = D>PAGV>D +D>(I  PA)GV>D
= D>(I  PA)GV>D
(2.41)
The last equality in (2.41) holds when the constraint A>D = 0 is satisfied. ⌅
Therefore, each iteration in the proposed alternative iteration scheme is very simple.
There is no need to use any iterative scheme for solving any minimization problem when
doing the sparse coding and dictionary updating. The sparse coding is done via a hard
thresholding operation and the dictionary updating is done via a single SVD. See Algo-
rithm 3 for the complete description of the algorithm.
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Algorithm 3 Extended orthogonal dictionary learning
Input: image patches G, input orthogonal atoms A
Output: learned dictionary D
Main procedure:
1. Set the initial guess D(0).
2. For k = 0,1, . . . ,K,
(a) V (k)D := Tl (D
(k)>G);




(c) D(k+1) := PQ>.
3. D := D(K+1).
2.6.3 Complexity analysis of Algorithm 3
In this section, we give a detailed analysis on the computational complexity of Algorithm 3
for sparsity-based orthogonal dictionary learning. Let m denotes the number of training
patches in G and consider the worst scenario in which no pre-defined atoms are provided,
i.e. D 2 Rn⇥n.
The sparse coding of Alg. 3 uses 2mn2 operations to obtain the matrix product D>G and
mn2 operations in hard thresholding. Let K denote the average number of non-zero entries
in each column of V . For dictionary update of Alg. 3, the number of operations required to
calculate the multiplications GˆV> is 2mnK. The standard algorithm to obtain the singular
value decomposition of GˆV> 2 Rn⇥n takes 21n3 operations [40]. So, the total number of
operations in one iteration of Alg. 3 is
T= 3mn2+2mnK+21n3 (2.42)
The K-SVD method [34] is very computationally demanding. The OMP used for sparse
coding is known to be slow. The dictionary update of the K-SVD method need to call SVD
operators for 4n times. Thus, a fast approximate K-SVD method is developed in [74] which
use batch-OMP for sparse coding and replacing SVD by matrix-vector multiplication. The
complexity analysis of the approximate K-SVD method (the dimension of dictionary is set
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K-SVD [74] mK3+16n3 +80n3
Alg. 3 3mn2 2mKn+21n3 m(3n
2+2Kn)
+21n3
Table 2.2: Complexity analysis for one iteration
4n by default), together with ours are listed in table 2.2. Clearly, Algorithm 3 requires far
less operations. The computational efficiency in real applications will be further investigated
in the section of experiments.
2.6.4 Applications in image restoration
The sparsity-based online orthogonal dictionary learning Algorithm 3 is very simple to
implement and also very computationally efficient. To evaluate its performance in image
restoration in terms of recovery quality and computational efficiency, we applied Algo-
rithm 3 on two sample image restoration tasks: image denoising and image in painting.
Image denoising. Algorithm 3 can be directly applied on de-noising by taking the noisy
image as the input image for training. It is known in signal processing that most noise are in
the high-pass channels. Thus, we fix a low-pass filter in the dictionary and only learn n 1
high-pass filters from the input image. That is, we define A = [a 0] 2 Rn⇥1, where
a 0 = n 1/2[1,1, . . . ,1]>.
Clearly, the orthogonal constraint a>0 D = 0 on D ensures that all atoms in D 2 Rn⇥n 1 are
high-pass filters. After generating the training matrix G by randomly sampling the image
patches of size
p
n⇥pn from the noisy image, the dictionaryD is learned fromAlgorithm 3.
Then the de-noised image is reconstructed from the de-noised patch matrix DˆTl1(Dˆ
>G) by
averaging the overlaping pixels, where Dˆ = [a 0,D]. For computationally efficiency, the
training patches are uniformly selected from the image at random. See Algorithm 3 for the
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outline of the algorithm.
Image inpainting. Image in-painting is about recovering the missing values of image pixels
or removing unwanted content from the image, which can be formulated as solving the
following under-determined linear inverse problem:
f (k) = g(k)+ e, k 2 Lc.
where g denote the image for recovery, L denotes the region for in-painting and Lc denotes
its complement, and e denotes noise. Using a dictionary D generated from wavelet frame
filters, Cai et al. [16] proposed the following iteration scheme for in painting f :
G(k+1) = (I PL)F +PLD 1(TlDG(k)), (2.43)
where PL is the diagonal projection matrix whose diagonal element equals to 1 if in L
and 0 otherwise, G(k) are image patch matrices from g(k) and f respectively. In our im-
plementation, we use the same iteration scheme. Different from image denoising, during
each iteration of Algorithm 3, we use the newest estimate g(k) to generate the training patch
matrix. See Algorithm 5 for details.
Algorithm 4 Denoising via orthogonal dictionary learning
Input: noisy image g
Output: denoised image g⇤
Main procedure:
1. Initilization.
(a) synthesizing image patch matrix G from g;
(b) defining A = [a0] for some low-pass filter a0.
2. Learning a dictionary D⇤ using Algorithm 3 with input
G and A = [a0].
3. De-noising patch matrix G⇤ := DˆTl1(Dˆ
>G) with
Dˆ = [A,D⇤].
4. Synthesizing the denoised image g⇤ from G⇤ by
averaging the overlapping pixels.
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Algorithm 5 Inpainting via orthogonal dictionary learning
Input: image g and inpainting region L
Output: inpainted image g⇤
Main procedure:
1. Initialization.
(a) initilizing an in-painted image g(0) by interpolation;
(b) synthesizing patch matrix G(0) from g(0); and
defining A = [a0].
2. For k = 0,1, . . . ,K,
(a) learning a dictionary D(k) using one iteration of
Algorithm 3 with input G(k) and A = [a0];
(b) synthesizing the image h(k+1) from the denoised
patch matrix G⇤ := DˆTl1(Dˆ
>G);
(c) defining g(k+1) := (I PL)(g)+PLh(k+1).
3. g⇤ := g(K+1).
2.6.5 Experiments
In this section, we evaluate the performance of the proposed orthogonal diction learning
on image denoising and image in-painting. The experiments are conducted in MATLAB
R2011b (64bit) Linux version on a PC workstation with an INTEL CPU (2.4GHZ) and 48G
memory. The initial dictionary is generated by the local DCT transform: either 8⇥ 8 or
16⇥ 16. The image patches for training are uniformly selected from the input image at
random. For image size 512⇥ 512 and patch size 16⇥ 16, about 4 ⇤ 104 patches are used
for training.
Computational efficiency. Under the same software and hardware environment, Algo-
rithm 3 is compared to the widely used over-complete dictionary learning: the K-SVD
algorithm [34] and its fast version, the approximated K-SVD algorithm [74] with the imple-
mentations from the original authors 1. Table 2.6.5 listed the detailed running time of each
module in K-SVD method, approximated K-SVD method and Agorithm 3. For each itera-
tion, clearly Algorithm 3 is much faster than both the K-SVD method and the approximate
K-SVD method.
The shorter running time for each iteration does not imply the algorithm run faster,
1http://www.cs.technion.ac.il/ ronrubin/software.html
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implementation module 8⇥8 16⇥16
dictionary update 8.60 24.87K-SVD [34]
sparse coding 1.19 2.18
dictionary update 0.56 1.45Approx. K-SVD [74]
sparse coding 1.44 3.50
dictionary update 0.02 0.15Algorithm 3
sparse coding 0.04 0.18
Table 2.3: Running time (seconds) breakdown on one iteration of the K-SVD method, ap-
proximated K-SVD method and the implementation of Algorithm 3 with patch size 8⇥ 8
and 16⇥16.
Patch size\ running time (sec.) K-SVD Approx. Alg. 3
method vs. PSNR (dB) K-SVD
time 202.75 98.35 2.028⇥8
PSNR 28.51 28.61 28.44
time 484.25 206.49 12.1116⇥16
PSNR 27.86 27.84 28.93
Table 2.4: Running time of the K-SVD method, approximated K-SVD method with 15
iterations and Algorithm 3 with 30 iterations.
as it might has slow convergence. Thus, we conduct another test on the overall running
time when applying the three methods on image de-noising. The tested image is the image
"Barbara" of 512⇥512 in the presence of i.i.d. Gaussian noise with s.t.d. s = 30. Totally
15 iterations are used in the K-SVD method and the approximate K-SVD method as more
iterations do no improve the PSNR value anymore. Table 2.6.5 listed the total running time
of the two K-SVD methods and Alg. 3. While all three methods have comparable PSNR
values, our method is much faster that the other two.
Image denoising. Algorithm 4 for image denoising is evaluated on several tested images
shown in Fig. 2.4 with different noise levels. In our experiments, we set l = 3.5s and
l1 = 2.7l as the thresholding value for the dictionary learning process. Our results are
compared against two fixed transform based thresholding methods: linear spline framelet
[30] and 8⇥ 8 DCT, the PCA-based non-local hierarchical method [31] and the K-SVD
denoising method [34] with patch size of both 8⇥8 and 16⇥16. See Table 2.5 for the list
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of PSNR values of the results and Fig.2.3 for a visual illustration.
(e) K-SVD (f) Alg. 4
Figure 2.3: The dictionaries learned from the image "Barbara" with noise level s = 20 using
the K-SVD method and Algorithm 3. The atom size is 8⇥8.
Image Inpainting. Algorithm 5 is only tested on two sample image in-painting problems.
The first example is the text removal from the image ([11]). The second example is to filling
missing pixels in the image ([78]). In the first example, the results are compared to the
classic in-painting method [11], and two dictionary learning based methods derived from
the K-SVD method ([78]). The main difference between two dictionary learning methods
lies in the choice of sparsity promoting functional: one uses the `1 norm and the other one
uses MC penalty. The results are shown in Fig. 2.5, together with two zoom-in regions
shown in the top-left and top-right corner of the image for easier inspection. It is seen that
the result from Algorithm 5 has less artifacts than others. In the second example, the values
of 50% of image pixels are missing at random. Algorithm 5 and two dictionary learning
methods [78] are applied to recover the missing pixel values. See Figure. 2.6 for the visual





Figure 2.4: Test images.
a b c d e
Figure 2.5: Comparison of text removal. (a) image with overlapped texts; (b-e) correspond
to the results from [11], two over-complete dictionary learning method with `1 norm sparsity
penalty and MC penalty ([78]), and Algorithm 5.
(a) b c d e
Figure 2.6: Image inpainting with 50% random missing pixels. (a) Original image; (b)
corrupted image; (c-e) the results from from two over-complete dictionary learning method
with `1 norm sparsity penalty and MC penalty ([78]), and Algorithm 5.
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Image Babara Boat
s 10 20 30 40 50 10 20 30 40 50
DCT; 8⇥8 34.13 30.24 27.96 26.41 25.15 33.49 30.01 27.96 26.51 25.42
linear framelet 32.08 27.98 25.76 24.25 23.18 32.80 29.36 27.25 25.74 24.48
hierarchical PCA 34.52 30.85 28.92 27.38 26.00 33.65 30.23 28.24 26.75 25.57
K-SVD; 8⇥8 34.48 30.86 28.57 26.92 25.47 33.67 30.41 28.44 27.04 25.94
K-SVD; 16⇥16 34.09 30.27 27.81 26.09 24.78 33.06 29.48 27.28 25.89 24.86
Alg.4; 8 34.34 30.58 28.44 26.94 25.75 33.64 30.33 28.38 27.00 25.95
Alg.4; 16 34.56 31.00 28.94 27.44 26.31 33.51 30.26 28.36 27.00 25.99
Image Fingerprint Hill
s 10 20 30 40 50 10 20 30 40 50
DCT; 8⇥8 32.25 28.29 26.08 24.49 23.27 33.24 30.02 28.26 26.94 25.91
linear framelet 30.44 26.49 24.26 22.70 21.45 32.69 29.46 27.58 26.12 24,96
hierarchical PCA 32.33 28.38 26.31 24.83 23.62 33.41 30.20 28.59 27.34 26.31
K-SVD; 8⇥8 32.40 28.47 26.29 24.70 23.19 33.38 30.20 28.39 27.15 26.28
K-SVD; 16⇥16 31.88 27.69 25.26 23.49 22.22 32.81 29.38 27.38 25.99 24.94
Alg.4; 8⇥8 32.24 28.33 26.17 24.68 23.47 33.27 30.21 28.51 27.31 26.43
Alg.4; 16⇥16 32.25 28.35 26.25 24.86 23.81 33.18 30.19 28.54 27.40 26.54
Image Couple Lena
s 10 20 30 40 50 10 20 30 40 50
DCT; 8⇥8 33.41 29.86 27.79 26.33 25.25 35.29 31.86 29.74 28.17 26.90
linear framelet 33.06 29.42 27.24 25.60 24.39 34.22 30.69 28.52 26.83 25.50
hierarchical PCA 33.56 29.95 27.86 26.41 25.32 35.39 32.25 30.47 29.03 27.70
K-SVD; 8⇥8 33.55 30.01 27.90 26.40 25.31 35.56 32.45 30.49 29.03 27.82
K-SVD; 16⇥16 32.87 29.10 26.85 25.19 24.08 35.02 31.71 29.57 28.06 26.78
Alg.4; 8⇥8 33.57 30.04 28.06 26.62 25.57 35.52 32.31 30.32 28.84 27.66
Alg.4; 16⇥16 33.40 29.97 28.05 26.70 25.71 35.52 32.40 30.49 29.09 27.95
Table 2.5: PSNR values of the denoised results
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2.6.6 Discussion and conclusion
In this subsection, we proposed an extended orthogonal dictionary learning for image restora-
tion, as an replacement of the widely used K-SVD method. The performance of the pro-
posed orthogonal dictionary learning method is comparable to the K-SVD method, but it
runs much faster than the K-SVD method. Such a significant improvement on the speed
could be very important to many image restoration application when dealing with image
of very large size or processing many images. In future, we would like to study how to
effectively combine the non-local scheme and the proposed orthogonal dictionary learning
method to develop better image restoration methods.

Chapter 3
Redundant dictionary learning for image
restoration and recognition
3.1 Introduction
In recent years, sparse coding has been widely used in many applications [80], e.g. image
recovery, machine learning, and recognition. The goal of sparse coding is to represent given
data by the linear combination of few elements taken from a set learned from given training
samples. Such a set is called dictionary and the elements of the set are called atoms. Let
D = {dk}mk=1 ⇢ Rn denote an over-complete dictionary composed of m(  n) atoms. Then,
for a signal y 2 Rn, its sparse approximation over D is about finding a linear expansion
Dc = Âmk=1 ckdk using the fewest elements that approximates y with an error bound e . The




kck0, subject to ky Dck22  e. (3.1)
The problem (3.1) is a challenging NP-hard problem and only sub-optimal solutions can
be found in polynomial time. Most existing algorithms either use greedy algorithms to
iteratively select locally optimal solutions (e.g. orthogonal matching pursuit (OMP) [81]),
or replace the non-convex `0 norm by its convex relaxation `1 norm (e.g. basis pursuit [24]).
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Figure 3.1: Convergence behavior: the norm of the increments of the coefficient sequence
Ck generated by the K-SVD method and the proposed method.
The dictionary for sparse approximation is usually learned from given training sample
to maximizes the efficiency of sparse approximation in terms of sparsity degree. More
concretely, given a training set of p signals Y := {yk}pk=1 ⇢ Rn, the dictionary learning is









subject to kdkk2 = 1,k = 1,2, . . . ,m, where c = {ck}pk=1 denotes the sparse coefficients of
training set Y and D denotes the learned dictionary.
3.1.1 Motivation
The minimization problem (3.2) is a non-convex problem whose non-convexity comes from
two sources: the sparsity-prompting functional `0 norm and the bi-linearity between the
dictionary D and the codes {ck}pk=1. Most existing approaches (e.g. [1, 44, 56, 57]) take an
alternating iteration between two modules: sparse approximation for updating {ck}pk=1 and
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dictionary learning for updating dictionary D.
Despite the success of these alternating iterative methods in practice, to best of our
knowledge, none of them established the global convergence property, i.e., the whole se-
quence generated by the method converges to a stationary point of (3.2). These schemes
can only guarantee that the functional values are decreasing over the iterations, and thus
there exists a convergent sub-sequence as the sequence is always bounded. Indeed, the se-
quence generated by the popular K-SVD method [1] is not convergent as its increments do
not decrease to zero. See Fig. 3.1 for an illustration. The global convergence property is not
only of great theoretical importance, but also likely to be more efficient in practical com-
putation as many intermediate results are useless for a method without global convergence
property.
3.1.2 Main contributions
In this chapter, we proposed an alternating proximal linearized method for solving (3.2). The
main contribution of the proposed algorithm lies in its theoretical contribution to the open
question regarding the convergence property of `0 norm based dictionary learning methods.
In this chapter, we showed that the whole sequence generated by the proposed method
converges to a stationary point of (3.2). Moreover, we also showed that the convergence
rate of the proposed algorithm is at least sub-linear. To the best of our knowledge, this is
the first algorithm with global convergence for solving `0 norm based dictionary learning
problems.
The proposed method can also be used to solve other variations of (3.2) with small mod-
ifications, e.g. the ones used in discriminative K-SVD based recognition methods [45, 95].
Compared to many existing methods including the K-SVD method, the proposed method
also has its advantage on computational efficiency. The experiments showed that the imple-
mentation of the proposed algorithm has comparable performance to the K-SVD method in
two applications: image de-noising and face recognition, but is noticeably faster.
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3.2 Related work
In this section, we give a brief review on dictionary learning and related applications. Based
on the used sparsity prompting functional, the existing dictionary learning methods can be
classified into the following three categories.
3.2.1 `0 norm based methods
The most popular `0 norm based dictionary learning method is the K-SVDmethod [1] which
used the model (3.2) for image denoising. Using many image patches from the input image
as the training set, the K-SVD method alternatively iterates between sparse approximation
and dictionary updating. The sparse approximation is based on the OMP method and the
dictionary is estimated via sequential column-wise SVD updates.
The K-SVD method showed good performance in image de-noising and is also used in
face/object recognition by adding some additional fidelity term in (3.2). For example, the
so-called discriminative K-SVD method in [45, 95] seeks the sparse code that minimizes















s.t. kc jk0  t, j = 1,2, . . . , p,
kwkk2  1,kdkk2  1,k = 1,2, . . . ,m,
(3.3)
whereW = [w1, ...wm] denotes the linear classifier learned from the training set and `k de-
notes the binary encoded class label of the k-th sample. Both dictionary update and sparse
approximation is done via calling the K-SVD method. Also using the `0 norm related op-
timization model, a fast method is proposed in [19] for learning a tight frame, which has
closed form solutions for both sparse approximation and dictionary update.
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3.2.2 Convex relaxation methods
As a convex relaxation of `0 norm, the `1 norm has been used in many dictionary learning
methods to improve the computational feasibility and efficiency of sparse coding; see e.g.
[44, 56, 57, 90]. All these methods also take an alternating scheme between sparse coding
and dictionary updating. In the stage of sparse approximation which requires solving a `1
norm related minimization problem, various methods have been used in different applica-
tions, including the accelerated gradient method [84] or fast iterative shrinkage thresholding
algorithm [10] in [44]; the fixed point method [42] in [56]. In the stage of dictionary update,
the atoms are either updated one by one or are simultaneously updated. One-by-one atom
updating is implemented in [44, 57] as it has closed form solutions. The projection gradient
method is used in [56] to update the whole dictionary together. The convergence analy-
sis is provided for the proximal method proposed in [90] for the `1 norm based dictionary
learning.
3.2.3 Non-convex relaxation methods
As shown in [43, 94], the `1 norm penalty tends to have biased estimation for large coeffi-
cients and sometimes results in over-penalization. Thus, several non-convex relaxations of
`0 norm are proposed for better accuracy in sparse coding. For example, the non-convex
minimax concave (MC) penalty [94] is used in [78] for sparse dictionary learning. For other
non-convex relaxations, e.g. smoothly clipped absolute deviation [43] and log penalty [37],
the proximal methods have been proposed in [67, 79] to solve the minimization problems
with these non-convex regularization terms. The convergence property of these methods is
limited to the subsequence convergence.
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3.3 Algorithm and convergence analysis
3.3.1 Problem formulation
The original model (3.2) does not impose any constraint on the code {ck}. When a dic-
tionary with high redundancy is adopted, some elements of the sparse coefficient vector
could have unusual large values, which in general are not correct. Thus, we slightly mod-
ify the model (3.2) by adding a bound constraint on {ck}. Then, the minimization model









s.t.kdkk2 = 1,1 k  m;kckk• <M,1 k  p,
(3.4)
where M is a pre-defined upper-bound for all elements of {ck}. It is noted that the bound
constraint on {ck}k is mainly for improving the stability of the model (3.2), which can be set
to a sufficiently large value to avoid any negative impact on the accuracy of the coefficients.
For the simplicity of discussion, letY = [y1, . . . ,yp] denote the training sample matrix and let
C = [c1, . . .cp] denote the coefficient matrix. LetX = {D 2Rn⇥m : kdkk2 = 1,1 km}
denote the feasible set for the dictionaryD, and let C = {C 2Rm⇥p : kckk•M,1 k p}
denote the feasible set for the coefficient matrix C. Then the model (3.4) can be expressed





kY  DCk2F +lkCk0, s.t. D 2X ,C 2 C . (3.5)
In the next, we will present an alternating proximal method for solving (3.5), as well as the
convergence analysis.
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3.3.2 Alternating proximal method




H(x,y) = F(x)+Q(x,y)+G(y), (3.6)
where F(x),G(y) are proper lower semi-continuous functions, andQ(x,y) is a smooth func-
tion with Lipschitz gradient on any bounded set. The proximal method proposed in [15]
updates the estimate of (x,y) via solving the following proximal problems:
xk+1 2argmin
x













where t1k and t
2
k are two appropriately chosen step sizes. Using the so-called proximal oper-
ator [71] defined as






the minimizations (3.7) are equivalent to the following proximal problem:









The minimization problem (3.5) can be expressed in the form of (3.6) by setting8>>><>>>:
F(C) = kCk0+ IC (C);
Q(C,D) = 12kY  DCk2F ;
G(D) = IX (D),
(3.10)
where IX (D) denotes the indicator function ofD that satisfies IX (D) = 0 ifD 2X and+•
otherwise. Then using proximal operators, we propose the following alternating iterative
62 Redundant dictionary learning for image restoration and recognition
scheme for solving (3.5): let D(0) be the initial dictionary, then for `= 0,1, · · · ,
1. sparse approximation: given the dictionary D(`), find the sparse code C(`) that sat-
isfies




where l` is an estimated step size (more on this later).
2. dictionary update: given the sparse codeC(`), update the dictionaryD(`)k = {d (`+1)k }mk=1
atom by atom:












1 , · · · ,d (`+1)k 1 ,dk,d (`)k+1, · · · ,d (`)n ];eD(`)k = [d (`+1)1 , · · · ,d (`+1)k 1 ,d (`)k ,d (`)k+1, · · · ,d (`)n ],
and µ`k is a step size need to be estimated.
Each iteration above requires solving two optimization problems (3.11) and (3.12). In the
















d (`)k 2 argminkdkk2=1
1
2kdk  s(`)k k2F ,1 k  m.
(3.13)
Proposition 3.3.1. Suppose that M is chosen such that M >
p
2l/l`, two minimization
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d (`)k = s
(`)
k /ks(`)k k2,1 k  m.
(3.14)
Proof. The proof of the solution to the second problem in (3.13) is trivial. The first is easy to
obtain as it can be decomposed into the summation of independent minimization problems
with respect to each variable. ⌅
Setting of step sizes. There are two step sizes, l` in (3.11) and µk` in (3.12), need to be set
during the iteration. The step size l` can be chosen as l` =max{rL(D(`)),`} where `> 0
is a constant, r > 1 and L(D(`)) satisfies
k—C(Q(C1,D(`))) —CQ(C2,D(`))k  L(D(`))kC1 C2k.
The step size µkl can be chosen as µ
k
l =max{rL(Z (`)k ),`}where Z (`)k = (C(`),D(`))\d (`)k ,
`> 0, r > 1 and L(Z (`)k ) satisfies
k—dk(Q(Z (`)k ,d1k) —dkQ(Z (`)k ,d2k)k  L(Z (`)k )kd1k d2kk,
for any pair d1k ,D
2
k . Consequently, we can choose L(D
`) = kD(`)>D(`)kF and L(Z (`)k ) =
[C(`)C(`)>]k,k,8k = 1,2, · · · ,m. It can be seen that the sequence L(D(`)) is a bounded se-
quence since each column in D is of unit norm. Moreover, the sequence L(Z (`)k ) is also
a bounded sequence since both C and D are bounded. See Alg.6 for the outline of the
proposed dictionary learning method that solves (3.5).
Iteration complexity. The main computational cost of our algorithm 6 lies in the matrix
product in the sparse coding stage. So, the algorithm 6 has O(mnp) iteration complexity
which is less than O(mnp+K2mp), the iteration complexity of the accelerated version of
the K-SVD method [74], where K is the predefined sparsity level.
Remark Algorithm 6 can be further accelerated by updating its associated coefficients right
after one dictionary item is updated. The coefficient update can be done using least squares
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Algorithm 6 Proximal method for dictionary learning
1: INPUT: Training signals Y
2: OUTPUT: Learned Dictionary D
3: Main Procedure:
1. Initialization: set dictionary D(0), r > 1,`> 0.









(b) for k = 1, · · · ,m,
V (`) =C(`)C(`)>, L(z(`)k ) =V
(`)
kk .













(d) L(D(`+1)) = kD(`+1)>D(`+1)kF .
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regression on the same support of the previous one 1.
3.4 Global convergence of Algorithm 6
Before proving the global convergence of Alg. 6, we first introduce the definition of the
critical points of a non-convex function given in [15].
Definition Given the non-convex function f : Rn! R[{+•} is a proper and lower semi-
continuous function and dom f = {x 2 Rn : f (x)<+•}.
• For x 2 dom f , its Fréchet sub-differential of f is defined as
∂ˆ f (x) = {u : liminf
y!x,y 6=x
f (y)  f (x) hu,y  xi
ky  xk   0}
and ∂ˆ f (x) = /0 if x 62 dom f .
• The Limiting Sub-differential of f at x is defined as
∂ f (x) ={u 2 Rn : 9 xk ! x, f (xk)! f (x) and uk 2 ∂ˆ f (xk)! u}.
• The point x is a critical point of f if 0 2 ∂ f (x).
Remark
• If x is a local minimizer of f then 0 2 ∂ f (x)✓ ∂ˆ f (x).
• If (C,D) is the critical point of (3.5), then we have
(D>DC)[i, j] = (D>Y )[i, j] ifC[i, j] 6= 0.
Theorem 3.4.1. [Sequence convergence] The sequence generated by the algorithm 6, {(C(`),D(`))},
is a Cauchy sequence and converges to a critical point of (3.5).
1The convergence analysis for the accelerated implementation can be done using similar arguments for
Alg. 6
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Proof. The proof is built upon Theorem 1 from [15].
Theorem 3.4.2. [15] The sequence Z (`) = (x(`),y(`)) generated by the iteration (3.7) con-
verges to the critical point of (3.6), if the following conditions hold:
1. H(x,y) is a KL function;
2. Z (`),` = 1,2, · · · is a bounded sequence and there exists some positive constant `, ¯`
such that t1` , t
2
` 2 (`, ¯`),`= 1,2, · · · ;
3. —Q(x,y) has Lipschitz constant on any bounded set.
The first condition requires that the objective function satisfies the so-called Kurdyka-
Lojasiewicz (KL) properties in its effective domain; see Definition 3 in [15] for more details
on KL properties. It is shown in Remark 5 and Theorem 11 in [14] that any so-called semi-
algebraic function satisfy the Kurdyka-Lojasiewicz property. In the next, we first give the
definition of the semi-algebraic sets and functions, followed by the proof that the objective
function (3.6) defined via (3.10) is a semi-algebraic function.
The next lemma establishes that the objective function (3.6) defined via (3.10) is a semi-
algebraic function.
Lemma 3.4.3. Each term in the function (3.6) defined via (3.10) is a semi-algebraic func-
tion, and thus the function (3.6) defined via (3.10) is a semi-algebraic function.
Proof. ForQ(C,D)= 12kY  DCk2F is a real polynomial function,Q(C,D) is a semi-algebraic
function [15].
It is easy to notice that the set X = {D 2 Rn⇥m : kdkk2 = 1,1  k  m} = Tmk=1{D :





kckk• = j} is a semi-algebraic set. Therefore, the indicator functions IC (C) and IX (D) are
semi-algebraic functions from the fact that the indicator function for semi-algebraic sets are
semi-algebraic functions [2].
For the function F(C) = kCk0. The graph of F is S=
mpS
k=0
Lk , {(C,k) : kCk0 = k}. For
each k = 0, · · · ,mp, let Sk = {J : J ✓ {1, · · · ,mp}, |J| = k}, then Lk = S
J2Sk
{(C,k) :CJc =
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0,CJ 6= 0}. It is easy to know the set {(C,k) : CJc = 0,CJ 6= 0} is a semi-algebraic set in
Rm⇥p⇥R. Thus, F(C) = kCk0 is a semi-algebraic function since the finite union of the
semi-algebraic set is still semi-algebraic [15]. ⌅
For the second condition in theorem 3.4.2, C(`) 2 C and D(`) 2X for any `= 1,2, · · · ,
which implies Z (`) = (C(`),D(`)) is a bounded sequence. In addition, for `= 1,2 · · · , the step
size l` = max(rL(D(`)), l) is bounded above since L(D(`)) = kD(`)>D(`)kF and D 2X .
The same holds for the step size {µ`k}mk=1 since µ`k = max(rL(Z (`)k ), l) where L(Z (`)k ) =
[C(`)C(`)>]k,k is bounded above. Consequently, there exists l, l¯ > 0 such that l`,µ`k 2 (l, l¯)
for any k,`.
For the last condition in theorem 3.4.2, notice that the function Q(C,D) = 12kY  DCk2F
is a smooth function. More specifically, —Q(C,D) = (D>(DC  Y ),(DC  Y )C>) has
Lipschitz constant on any bounded set. In other words, for any bounded setM , there exists
a constant M > 0, such that for any {(C1,D1),(C2,D2)}✓M ,
k—Q(C1,D1) —Q(C2,D2)k Mk(C1,D1)  (C2,D2)k.
⌅
Remark Different from the subsequence convergence property, the global convergence
property is defined as: (C,D)! (C¯, D¯), as `!+•.
Next, we show that Algorithm 1 has at least of sub-linear convergent rate.
Theorem 3.4.4. [Sub-linear convergence rate] The sequence generated by the Alg. 6, {(C(`),D(`))},
converges to a critical point (C¯, D¯) of (3.5) at least in the sub-linear convergence rate, i.e.
there exist some w > 0, such that
k(C(`),D(`))  (C¯, D¯)k  w`  1 q2q 1 (3.17)
where q 2 (12 ,1).
Proof. The proof is a direct application of the following theorem established in [2].
68 Redundant dictionary learning for image restoration and recognition
Proposition 3.4.5 ([2]). For a given semi-algebraic function f (u), for all u 2 dom f , there
exists q 2 [0,1), h 2 (0,+•] a neighborhoodU of u and a concave and continuous function




( f (u¯)  f (u))dist(0,∂ f (u¯))  1 (3.18)
where dist(0,∂ f (u¯) =max{ku⇤k : u⇤ 2 ∂ f (u¯)}.
Theorem 3.4.6 ([2]). If the objective function is semi-algebraic, Z (`) = (x(`),y(`)) generated
by the iteration (3.7), and Z¯ = (x¯, y¯) is its limit point. Then
• If q = 0, Z (`) converges to Z¯ in finite steps.
• If q 2 (0,1/2], then 9w > 0 and t 2 [0,1), such that kZ (`)  Z¯k  wt`
• If q 2 (1/2,1), then 9w > 0 such that kZ (`)  Z¯k  w`  1 q2q 1 .
where q corresponding to the desingularizing function f(s) = cs1 q defined in proposition
3.4.5.




! 0 as `! +•, where t 2 [0,1) and q 2
(1/2,1). Thus, the sequence Z (`) converges to Z¯ at least in sub-linear rate. ⌅
3.5 Experiments
In this section, the practical performance and computational efficiency of the proposed ap-
proach is evaluated on two applications: image de-noising and face recognition. The ex-
periments on these two applications showed that, using the same minimization model, the
performance of our approach is comparable to the K-SVD based method, but is more com-




Figure 3.2: Test images.
3.5.1 Image denoising
Alg. 6 for image denoising is evaluated on tested images shown in Fig. 3.2 with different
noise levels. Through all the experiments, we set l = 10s2 as the thresholding value for
dictionary learning process. Same as the K-SVD method [34], the dimension of the dictio-
nary is set to m = 4n and the initialization is done via filling in 8⇥ 8 local DCT transform
and leaving others zero vectors. The maximum iteration of Alg. 6 is set as 30. After the
dictionary is learned via training samples, the image is de-noised using the coefficients from
the OMP method under the learned dictionary in one pass. The results is compared to the
DCT-based thresholding method and the K-SVD denoising method [34] with patch size
8⇥8. See Table 3.1 for the list of PSNR values of the results and Fig. 3.4 for a visual illus-
tration of the denoised images. Fig. 3.3 shows the dictionaries learned from noise image by
both the K-SVD method and the proposed method. It can be seen that the performance of
our approach is comparable to the K-SVD method.
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(e) K-SVD (f) Alg.6
Figure 3.3: The dictionaries learned from the image "Lena512" with noise level s = 30
using the K-SVD method and Alg.6. The atom size is 8⇥8.
The computational efficiency of the proposed one is compared to the accelerated ver-
sion of the K-SVD method, the approximated K-SVD Algorithm [74] with the implementa-
tion from the original authors2. All two methods run on the same environment: MATLAB
R2011b (64bit) Linux version on a PC workstation with an INTEL CPU (2.4GHZ) and 48G
memory.The average running time of each iteration is: 2.81 seconds (K-SVD) vs. 0.71 sec-
onds (ours). Fig. 3.5 shows the comparison of the overall running time of the accelerated
implementation of Alg.6 and the K-SVD method to denoise image "Lena512" with noise
level s = 25. Clearly, Alg.6 is noticeably faster than the approximate K-SVD method when
learning the dictionary of the same size.
3.5.2 Face recognition
Alg. 6 can also be applied to recognition tasks using the model (3.5) by simply replacing the
K-SVD module by the proposed one. The performance is evaluated on two face datasets:
Extended YaleB dataset [38] and AR face dataset [60]. The one used our approach is com-
pared to three K-SVD based methods: LC-KSVD [45], D-KSVD [95] and K-SVD [1]. The
2
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noisy image (s = 25) restored image
Figure 3.4: Visual illustration of noisy images and denoised results
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Image Boat512 Fingerprint512
s 5 10 15 20 25 5 10 15 20 25
DCT; 8⇥8 36.79 33.49 31.34 29.96 28.90 36.34 32.25 29.68 28.29 26.85
K-SVD; 8⇥8 37.17 33.64 31.73 30.36 29.28 36.59 32.39 30.06 28.47 27.26
Ours; 8⇥8 37.02 33.57 31.62 30.20 29.16 36.59 32.35 29.97 28.28 27.03
Image Lena512 Man512
s 5 10 15 20 25 5 10 15 20 25
DCT; 8⇥8 38.29 35.25 33.39 32.03 30.96 37.16 33.12 31.01 29.65 28.67
K-SVD; 8⇥8 38.59 35.47 33.70 32.38 31.32 37.61 33.62 31.45 30.13 29.11
Ours; 8⇥8 38.49 35.41 33.57 32.25 31.19 37.46 33.47 31.43 30.02 29.00
Image Hill512 Peppers512
s 5 10 15 20 25 5 10 15 20 25
DCT; 8⇥8 36.54 32.93 31.11 30.02 29.00 37.06 34.48 33.02 31.89 30.95
K-SVD; 8⇥8 36.99 33.34 31.43 30.17 29.19 37.77 34.72 32.37 32.26 31.39
Ours; 8⇥8 36.94 33.31 31.29 30.02 29.06 37.68 34.64 33.22 32.14 31.18
Table 3.1: PSNR values of the denoised results
















Figure 3.5: Overall running time of our method and the K-SVD de-noising method with
comparable PSNR values.
Table 3.2: Training time (seconds) on two face datasets.
Dataset K-SVD D-KSVD LC-KSVD Ours
Extended YaleB 44.46 63.47 184.64 10.52
AR Face 55.03 70.43 256.12 22.75
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Table 3.3: Classification accuracies (%) on two face datasets.
Dataset K-SVD D-KSVD LC-KSVD Ours
Extended YaleB 93.10 94.10 95.00 95.66
AR Face 86.50 88.80 93.70 94.41
experimental setting is set the same as [45, 95]:
Extended Yale B: The extended YaleB database [38] contains 2,414 images of 38 human
frontal faces under about 64 illumination conditions and expressions. There are about 64
images for each person. The original images were cropped to 192⇥168 pixels. Following
[95], we project each face image into a 504-dimensional feature vector using a random
matrix of zero-mean normal distribution. The database is randomly split into two halves.
One half which contains 32 images for each person was used for training the dictionary. The
other half was used for testing.
AR Face Database: The AR face database [60] consists of over 4000 frontal images from
126 individuals. For each individual, 26 pictures were taken in two separate sessions. The
main characteristic of the AR database is that it includes frontal views of faces with different
facial expressions, lighting conditions and occlusion conditions. Following the standard
evaluation procedure from [45, 95], we use a subset of the database consisting of 2,600
images from 50 male subjects and 50 female subjects. For each person, twenty images are
randomly picked up for training and the remaining images are for testing. Each face image
is cropped to 165⇥120 and then projected onto a 540-dimensional feature vector.
We set the thresholding parameter l to be 10 4/2 and initialize the dictionary with iden-
tity matrix. Besides the classification accuracies, we also evaluate the training time of all
compared approaches under the same environment. The results of all the tested methods are
listed in Table 3.3 and Table 3.2. It can be seen that our approach performs consistently with
the state-of-the-art methods while have noticeable advantages on computational efficiency.
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3.6 Summary
In this chapter, we proposed an alternating proximal method iteration scheme for solving
`0 norm based dictionary learning problems in sparse coding. The proposed one not only
answered the open question regarding the existence of a convergent method for solving `0
norm based dictionary learning problems, but also showed the computational efficiency on
two practical applications. In future, we will investigate the applications of the proposed
framework for solving other non-convex minimization problems in computer vision.
Chapter 4
Incoherent dictionary learning for image
recognition
4.1 Introduction
Recently, sparse coding has been one important tool in many applications ([80]) including
image recovery, machine learning, recognition and etc. Given a set of input patterns, most
existing sparse coding models aim at finding a small number of atoms (representative pat-
terns) whose linear combinations approximate those input patterns well. More specifically,
given a set of vectors {y1,y2, . . . ,yp}⇢Rn, sparse coding is about determining a dictionary
(the set of atoms)
{d1,d2, . . . ,dm}⇢ Rn,
together with a set of coefficient vectors {c1, . . . ,cp} ⇢ Rm with most elements close to
zero, so that each input vector y j can be approximated by the linear combination y j ⇡
Âm`=1 c j(`)d `. The typical sparse coding method, e.g. K-SVD [1], determines the dictionary







(kyi Dcik22+lkcik0), subject to kd jk2 = 1, 1 j  m, (4.1)
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where k · k0 counts the number of non-zero entries and D = {d1, . . . ,dm} is the dictionary
for sparse coding. It is well known that the above minimization (4.1) is an NP-hard problem
and only sub-optimal solution can be obtained in polynomial time. Most existing methods
use an alternating iteration scheme to solve (4.1).
Despite the success of sparse coding in many applications, the sequence generated by
most existing numerical solvers for solving the non-convex problem (4.1) can only guar-
antee that the functional value of (4.1) is decreasing at each iteration, which can not guar-
antee the generated sequence is convergent. Indeed, the sequence generated by the K-SVD
method is not convergent; see Fig. 4.1 for an illustration. Moreover, as it has been mentioned
in the literature, good performance of sparse coding in various recognition tasks requires
imposing some additional constraints of the dictionary. One of such essential dictionary




which further increases the technical difficulty of designing an effective numerical method
with theoretical soundness. Although there is no such term in (4.1), the existing imple-
mentation of the K-SVD method implicitly tries to avoid learning a dictionary with high
mutual coherence by discarding the learned atom which has large mutual coherence with
the existing ones in each iteration.
In this chapter, we consider the problem of sparse coding that explicitly imposes addi-
tional regularization on the mutual coherence of the dictionary, which can be formulated as












s.t. kd jk2 = 1, 1 j  m.
(4.3)
The minimization models similar to (4.3) have been used in several sparse coding based
systems; see e.g. [9, 52, 68]. As a more general optimization problem which contains the K-
SVD model (4.1) by setting a = 0, the optimization problem (4.3) is a even harder problem
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to solve.
This chapter aims at developing a fast alternating iteration scheme specifically designed
for solving (4.3). As shown in the experiments, compared to the generic dictionary gen-
erated by the K-SVD method, the dictionary generated by the proposed method has much
lower mutual coherence and it provides better performance in several sparse coding based
recognition tasks. Moreover, in contrast to the existing numerical solvers for (4.3), we pro-
vided the rigorous analysis on the convergence of the proposed method. It is mathematically
proved that the whole sequence generated by the proposed method converges to a stationary
point of the problem, while the existing analysis of all other solvers only shows that the
functional values of the sequence is decreasing or equivalently only a sub-sequence is con-
vergent. The whole sequence convergence of an iteration scheme is not only of theoretical
interest, but also important for applications, e.g. the number of iterations does not need to
be empirically chosen for obtaining stability.
4.1.1 Motivation and main contributions
The main motivation of this chapter is two-fold: one is the need for learning an incoherent
dictionary for sparse coding in many applications, and the other is the need of a numerical
solver for solving (4.3) with proved convergence property.
Motivation
The need of an incoherent dictionary for sparse coding. Once a dictionary is learned, the
sparse code for each input is then computed via some pursuit methods, e.g. orthogonal
matching pursuit [81], basis pursuit [24]. The success of these methods for finding the
optimal sparse code depends on the incoherence property of the dictionary. In [81], Tropp
showed that that the OMP can recover the exact support of the coefficients when mutual
coherence µ is less that 1/(2S 1) where S is the number of nonzero entries of the correct
coefficients. It is further proved in [75] that the similar requirement on the mutual coher-
ence is also needed for ensuring the correctness of the thresholding-based sparse coding
algorithms. In practice, it is also observed that a dictionary with high mutual coherence will
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impact the performance of sparse coding based methods; see e.g [13, 68, 87].
The need of a variational model that explicitly regularizes mutual coherence. In a quick
glance, the widely used K-SVDmethod [1] for sparse coding considered a variational model
which has no explicit functional on minimizing the mutual coherence of the result, i.e., it
considered a special case of (4.3) with a = 0. However, the implementation of the K-
SVD method implicitly controlled the mutual coherence of the dictionary by discarding
the "bad" atom which is highly correlated to the ones already in the dictionary. Such an
ad-hoc approach certainly is not optimal for lowering the overall mutual coherence of the
dictionary. In practice, the K-SVD method may still give a dictionary that contains highly
correlated atoms, which will lead to poor performance in sparse approximation, see [28] for
more details.
The need of a convergent algorithm. The minimization problem (4.3) is a challenging non-
convex problem. Most existing methods that used the model (4.3) or its extensions, e.g.
[45, 56, 95], simply call some generic non-linear optimization solvers such as the projected
gradient method. Such a scheme is slow and not stable in practice. Furthermore, all these
methods at most can be proved that the functional value is decreasing at each iteration. The
sequence itself may not be convergent. From the theoretical perspective, a non-convergent
algorithm certainly is not satisfactory. From the application perspective, the divergence of
the algorithm also leads to troublesome issues such as when to stop the numerical solver,
which often requires manual tune-up.
Main Contributions
In this chapter, we proposed a hybrid alternating proximal scheme for solving (4.3). Com-
pared to the K-SVD method that controls the mutual coherence of the dictionary in an
ad-hoc manner, the proposed method is optimized for learning an incoherent dictionary for
sparse coding. Compared to the generic numerical scheme for solving (4.3) adopted in the
existing applications, the convergence property of the proposed method is rigorously estab-
lished in the chapter. We showed that the whole sequence generated by the proposed method
converges to a stationary point. As a comparison, only sub-sequence convergence can be
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proved for existing numerical methods. The whole sequence convergence of an iteration
scheme is not only of theoretical interest, but also important for applications as the number
of iterations does not need to be empirically chosen to keep the output stable.
4.1.2 Related work
In this section, we gives a brief review on most related generic dictionary learning methods
and incoherent dictionary learning methods for sparse coding.
Generic Dictionary Learning Methods
Among many existing dictionary learning methods, the so-called K-SVD method [1] is
the most widely used one. The K-SVD method solves the problem (4.3) with a = 0 by
alternatively iterating between sparse code C and the dictionary D. The sparse code C is
estimated by using the OMP method [81]: at each step, one atom is selected such that it is
most correlated with the current residuals and finally the observation is projected onto the
linear space spanned by the chosen atoms. In the dictionary update stage for estimating D,
the atoms are updated sequentially by using the rank-1 approximation to current residuals
which can be exactly solved by the SVD decomposition. Most other existing dictionary
learning methods (e.g. [44, 56, 57, 67]) are also based on the similar alternating scheme
between the dictionary update and sparse code estimation. In [44, 57], the atoms in the
dictionary are updated sequentially with closed form solutions. The projection gradient
descent method is used in [56] to update the whole dictionary. For the `0 norm related
minimization problem in the stage of sparse code estimation, many relaxation methods have
been proposed and the `1 norm based relaxation is the most popular one; see e.g. [44, 56,
57, 90]. Among these methods, the convergence analysis is provided in [90] for its proximal
method. Recently, an proximal alternating linearized method is presented in [8] to directly
solve the `0 norm based optimization problem for dictionary learning. The method proposed
in [8] is mathematically proved to be globally convergent.
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Incoherent Dictionary Learning Methods
There are two types of approaches to learn an incoherent dictionary for sparse coding. The
first one is to add an additional process in the existing generic dictionary learning method
to lower the mutual coherence, e.g. [9, 52]. Both [52] and [9] added the decorrelation step
after the dictionary update stage in K-SVD method. In [52], the de-correlation is done via
minimizing the distance between the learned dictionary generated by the K-SVD method
and the space spanned by the dictionaries with certain mutual coherence level. However,
this projection step doesn’t consider the approximation error and may significantly increase
the whole minimization functional value. Thus, in [9], the iterative projection method is
introduced to lower the mutual coherence of the dictionary, together with an additional dic-
tionary rotation step to improve the approximation error of the de-correlated dictionary.
The other way to learn the incoherent dictionary is directly solving a minimization model
that contains the functional related the mutual coherence of the dictionary, e.g. [7, 68]. In
[68], an additional regularization term on mutual coherence is added to (4.1) when being
applied in image classification and clustering. The approach presented in [9] used the OMP
method in sparse code estimation and method of optimal coherence-constrained direction
for dictionary update. In [7], the orthogonality constraints on the dictionary atoms are ex-
plicitly added in the variational model for dictionary learning such that its mutual coherence
is always 0. With the performance comparable to the K-SVD method in image recovery,
the orthogonal dictionary based method [7] is significantly faster than the K-SVD method.
Such advantages on computational efficiency comes from the fact that both sparse code
estimation and dictionary update have closed-form solutions in [7].
4.2 Incoherent dictionary learning algorithm
We first give an introduction to the definitions and notations used in this section. We define
Y be a matrix, y j be the j th column of Y and yi j be the (i, j) th element of Y . Given the
matrix Y , the Frobenius norm of Y is defined by kY kF = (Âi, j y2i j)1/2, its `0 norm kY k0 is
defined as the number of nonzero entries ofY and the infinity norm of kY k•=maxi, j{|yi j|}.
4.2 Incoherent dictionary learning algorithm 81
Define the hard thresholding operator Tl (D)[i, j] = di j if |di j| > l and Tl (D)[i, j] = 0
otherwise.
4.2.1 Problem formulation
Given the training samples Y = (y1, . . . ,yp) 2 Rn⇥p, we consider the sparse approximation
of Y by the redundant dictionary D 2 Rn⇥m. Same as [68], we can introduce the regu-
larization kD>D  Ik2F to the variational model to minimize the mutual coherence. The









s.t. kd jk2 = 1, 1 j  m;kcik• M, 1 i m,
(4.4)
where D = (d1, . . . ,dm) 2Rn⇥m,C = (c>1 , . . . ,c>m)> 2Rm⇥p andM is the predefined upper
bound for the elements inC. It is noted that the predefined upper boundM is mainly for the
stability of the algorithm, which is allowed to be set arbitrarily large. For the simplicity of
discussion, define D = {D = (d1, . . . ,dm) 2 Rn⇥m : kd jk2 = 1, 1 j  m} and C = {C =









kD>D  Ik2F , s.t. D 2D , C 2 C . (4.5)
In the next, we will propose the hybrid alternating proximal algorithm for solving (4.5) with
the whole sequence convergence property.
4.2.2 A hybrid alternating proximal algorithm
The algorithm for solving (4.4) is based on a hybrid scheme that combines the alternating
proximal method [3] and the alternating proximal linearized method [15], which are about
tackling the non-convex minimization problem of the form:
min
z:=(x,y)
H(x,y) = F(x)+Q(z)+G(y), (4.6)
82 Incoherent dictionary learning for image recognition
where F,G are proper lower semi-continuous functions and Q is the smooth function with
Lipschitz derivatives on any bounded set, that is, for the bounded set Z , there exists a
constant L> 0, such that k—Q(z1) —Q(z2)kF  Lkz1  z2kF ,z1,z2 2Z .
The alternating proximal method [3] updates the (x,y) via as follows,8<: xk+1 2 argminx F(x)+Q(x,yk)+G(yk)+
µk
2 kx  xkk2F ;
yk+1 2 argminy F(xk+1)+Q(xk+1,y)+G(y)+ l
k
2 ky  ykk2F ,
(4.7)
where µk,l k are suitable step sizes. In general, the scheme (4.7) requires solving the non-
smooth and non-convex minimization problems in each step which often has no closed form
solutions. This motivates a linearized version of alternating proximal algorithm [15] such
that each subproblem has a closed form solution. Instead of solving the subproblems as
(4.7), the alternating proximal linearized algorithm replaces the smooth term Q in (4.7) by
its first order linear approximation:8<: xk+1 2 argminx F(x)+ Qˆ(xk,yk)(x)+G(yk)+
µk
2 kx  xkk2F ;
yk+1 2 argminy F(xk+1)+ Qˆ(xk+1,yk)(y)+G(y)+ l
k
2 ky  ykk2F .
(4.8)
where Qˆ(xk,yk)(x)=Q(xk,yk)+h—xQ(xk,yk),x xki, Qˆ(xk,yk)(y)=Q(xk,yk)+h—yQ(xk,yk),y 
yki, and µk,l k are carefully chosen step sizes.
Although the proximal linearized method has closed form solutions for all sub-problems,
it requires more iterations to converge than the proximal method as it only provides approx-
imated solutions to two-subproblems in (4.7). The problem (4.5) we are solving is different
from the generic model considered in the proximal method, as the first sub-problem for
sparse code estimation in (4.7) has a closed-form solution while the second one does not.
Motivated by this observation, we proposed a hybrid iteration scheme which uses the for-
mulation of the proximal method for sparse code estimation and uses the formulation of the
proximal linearized method for dictionary update. In other words, it is a hybrid version that
combines both the proximal method and the proximal linearized method. As a result, the
proposed one also has the closed form solutions for all sub-problems at each iteration, but
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converges faster than the proximal linearized method.
Remark Although both (4.7) and (4.8) are the alternating schemes between two variables,
they can be extended to the case of the alternating iteration among a finite number of blocks
[4, 15].
The iterations (4.7) and (4.8) can be re-written by using the proximal operator [71]:






Then, the minimization (4.7) can be re-written as8<: xk+1 2 Prox
F+Q(·,yk)
µk (xk),
yk+1 2 ProxG+Q(xk+1,·)l k (yk),
(4.9)
and the minimization (4.8) can be re-written as8<: xk+1 2 ProxFµk(xk  1µk—xQ(xk,yk)),yk+1 2 ProxGl k(yk  1l k—yQ(xk+1,yk)). (4.10)
Remark It is shown in [15] that the proximal operator defined in (4.9), (4.10) are well
defined, i.e., the solution sets of (4.7) and (4.8) are nonempty and compact.
The minimization (4.4) can be expressed in the form (4.6) by setting8>>><>>>:
F(C) = lkCk0+dC (C),
Q(C,D) = 12kY  DCk2F + a2 kD>D  Ik2F ,
G(D) = dD(D),
(4.11)
where dC (C) and dD(D) are indicator functions, that is dX (x) = 0 if x 2X and dX (x) =
+• if x /2X . We propose the following alternating scheme to solve (4.4).
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Sparse Code Estimator







(c(k 1)j ), 1 j  m, (4.12)
where Ukj = (c
(k)>






j+1 , . . . ,c
(k 1)>
m )> for 1  j  m. The minimization
(4.12) is easy to solve as it has closed form solution. Define S kj = {i|di j 6= 0,1  i  n}


















kr j,ki  di jc jk2F +lkc jk0, (4.13)
where R j,k = (r j,k>1 , . . . ,r
j,k>
n )> 2 Rn⇥p.




, where rkj = Â
i2S kj
d2i j+µkj , the
minimization (4.13) has the closed form solution for all 1 j  m, given by
























jk2F +2lkc jk0. (4.15)
The variables in the minimization (4.15) above are separable. Thus, it is easy to see that the
solution of (4.15) is exactly the one defined by (4.14). ⌅
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Dictionary Update
Given the sparse code c(k), we update the dictionary D(k+1) = {d j}mj=1 atom by atom as
follows:








where 8<: Skj = (d
(k+1)




j+1, . . . ,d
(k)
m ),
V kj = (d
(k+1)






j+1, . . . ,d
(k)
m ).
Denote d j,k = d (k)j   1l kj —d jQ(C
(k),V kj), Then (4.16) can be reformulated as:
d (k+1)j 2 argminkd jk2=1
kd j d j,kk22, (4.17)
From (4.17), it is easy to know d (k+1)j = d
j,k/kd j,kk2 for 1 j  m.
There are two step sizes, µkj and l kj needed to be set in the calculation. The step size µkj
can be set arbitrarily as long as there exists a,b> 0 such that µkj 2 (a,b), 8k= 1,2, . . . , j =
1, . . . ,m. The step size l kj can be chosen as l kj = max(a,rL(d
(k)
j )), where the l kj can be
chosen so as to
k—d jQ(C(k), D¯1j) —d jQ(C(k), D¯2j)kF  L(dkj)kd1j  d2jkF , (4.18)
for all d1j ,d
2
j 2Rn where D¯ij = (d (k+1)1 , . . . ,d (k+1)j 1 ,dij,d (k)j+1, . . . ,d (k)m ), i= 1,2. Typically, we






j +akV kjk2 for all j = 1,2, . . . ,m and k= 1,2, . . . .
It can been seen that L(dkj) is a bounded sequence since C is bounded in the model (4.5).
See the Alg. 7 for the outline of the proposed incoherent dictionary learning method that
solves (4.5).
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Algorithm 7 Incoherent dictionary learning algorithm via solving (4.5).
1: INPUT: Training signals Y ;
2: OUTPUT: Learned Incoherent Dictionary D;
3: Main Procedure:
1. Set the initial dictionary D(0), r > 1, a> 0 and K 2 N.
2. For k = 0,1, . . . ,K,
(a) Sparse Coding: for j = 1, . . . ,m, letS kj = {i : d(k)i j 6= 0,1 i n},






















c(k)j =min(Tq2l/rkj (c j,k/rkj),M).
(4.19)
(b) Update the step size: for j = 1, . . . ,m
V (k) =C(k)C(k)>, L(d (k)j ) =V
(k)
j, j +akV kk2.
(c) Dictionary Update: let µkj =max{rL(dkj),a}, for k = 1, . . . ,m,
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4.3 Convergence analysis of Algorithm 7
Before proving the convergence property of the Alg.7, we define the critical points for the
non-convex and non-smooth functions [15].
Theorem 4.3.1. [Convergence Property] The sequence {(C(k),D(k))} generated by the al-
gorithm 7, is a Cauchy sequence and converges to the critical point of (4.5).
Proof. See Appendix A. ⌅
4.4 Experiments
We used the proposed incoherent dictionary learning method in sparse coding based recog-
nition systems. The basic procedure is as follows. Firstly, the dictionary is learned from the
training set using Alg. 7. Then, the sparse codeC for each sample in the training set, as well
as the test set, is calculated using the proximal alternating algorithm [64]. At last, a linear
classifier is trained and tested on the sparse codes. Two applications are considered in the
experiments: face recognition and object classification. The experimental results showed
that using the incoherent dictionary learned from the proposed method, the sparse coding
based recognition systems may have some additional performance gain.
4.4.1 Experimental setting
The performance is evaluated on two applications: face recognition on the Extended YaleB
dataset [38] and the AR face dataset [60], and object classification on the Caltech-101
dataset [36]. Our approach is compared to two dictionary learning based methods:
• K-SVD (Baseline) [1] : The basic procedure is similar to ours, i.e., the dictionary is
trained using K-SVD and the sparse codes are used to train a linear classifier. The
dictionary learning process and the classifier training process are independent.
• D-KSVD [95] : This method is an extension of the above baseline method, which
incorporates the classification error into the objective function of K-SVD dictionary
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learning. The dictionary and the linear classifier are trained simultaneously.
Note that both methods are built upon the K-SVD dictionary learning method [1] which
does not impose dictionary incoherence, and all the tested methods are based on a simple
linear classifier. The experimental setting is as follows:
• Extended Yale B : The extended YaleB database [38] contains 2,414 images of 38
human frontal faces under about 64 illumination conditions and expressions. There
are about 64 images for each person. The original images were cropped to 192⇥168
pixels. Each face image is projected into a 504-dimensional feature vector using a
random matrix of zero-mean normal distribution. The database is randomly split into
two halves. One half was used for training the dictionary which contains 32 images
for each person, and the other half was used for testing.
• AR Face : The AR face database [60] consists of over 4000 frontal images from 126
individuals. For each individual, 26 pictures were taken in two separate sessions. The
main characteristic of the AR database is that it includes frontal views of faces with
different facial expressions, lighting conditions and occlusion conditions. A subset of
the database consisting of 2,600 images from 50 male subjects and 50 female subjects
is used. For each person, twenty images are randomly picked up for training and the
remaining images are for testing. Each face image is cropped to 165⇥ 120 and then
projected onto a 540-dimensional feature vector.
• Caltech101 : The Caltech101 dataset [36] contains 9,144 images from 102 classes
(i.e., 101 object categories with 8677 images and one additional “background category
with 467 images) including vehicles, plants, animals, cartoon characters, and so on.
The number of images in each category varies from 31 to 800. We use 20 samples
per category for training the dictionary as well as the classifier and the rest for testing.
The spatial pyramid feature presented in [95] is computed on each image as input.
To obtain reliable results, each experiment is repeated 30 times with different random
splits of the training and testing images. The final classification accuracies are reported as
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Table 4.1: Classification accuracies (%) on two face datasets and one object dataset.
Dataset K-SVD D-KSVD Ours
Extended YaleB 93.10 94.10 95.72
AR Face 86.50 88.80 96.18
Caltech-101 68.70 68.60 72.29
the average of each run. Throughout the experiments, we fix the sparsity parameter l to be
0.005 and the coherence parameter b to be 1. The iteration number K in Alg. 7 is fixed to
be 10. The dictionary size is set 540 on the two face datasets and 3000 on the Caltech-101
dataset.
4.4.2 Experimental results
The results and the conclusions are summarized as follows.
• Convergence behavior. The convergence behaviors of the K-SVDmethod and Alg. 7
on the YaleB face dataset are compared in Fig. 4.1, which plots the Frobenius norm
of the increments of the sparse codes generated by two algorithms at each iteration. It
can be seen that the code sequence generated by the K-SVDmethod does not converge
to zero, which means that the K-SVD method has at most sub-sequence convergence.
In contrast, the increments of the code sequence generated by Alg. 7 converges to zero
which shows that the whole sequence converges.
• Mutual coherence of dictionary. The matrices of the mutual coherence of the dic-
tionaries learned from the YaleB dataset are shown in Fig. 4.3, and its normalized
histograms are shown in Fig. 4.2. It can be seen that mutual coherence of the dictio-
nary from our approach can be significantly lower than that from the K-SVD method
when the regularization parameter b on mutual coherence is set sufficiently large.
• Classification performance. The classification results are listed in Table 4.1. It can
be seen that our approach performs slightly better than the compared methods.
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Figure 4.1: The increments of the se-
quences generated by the methods.


























Figure 4.2: The normalized histograms






































(a) K-SVD (b) D-KSVD (c) Alg.7
Figure 4.3: The mutual coherence matrices of the dictionaries learned from the YaleB face
dataset using the K-SVD method and Alg.7. The ith-column and jth-row element in each
matrix represents the mutual coherence between the ith and j-th atom.
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4.5 Summary and conclusions
This chapter aims at developing an alternating iteration scheme for learning an incoherent
dictionary, which is the first available incoherent dictionary learning method with proved
sequence convergence. The proposed work not only is of theoretical interest from the view-
point of optimization, but also might be useful to practical sparse coding based applications.
Appendix A
In this appendix, we give a detailed proof of Theorem 7. The proof of Theorem 7 is built
upon Theorem 2.9 in [4].
Theorem 4.5.1. ([4]) Assume H(z) is a proper and lower semi-continuous function with
infH >  •, the sequence {z(k)}k2N is a Cauchy sequence and converges to the critical
point of H(z), if the following four conditions hold:
(P1) Sufficient decrease condition. There exists some positive constant r1, such that
H(z(k)) H(z(k+1))  r1kz(k+1)  z(k)k2F , 8k = 1,2, . . . .
(P2) Relative error condition. There exists some positive constant r2 > 0, such that
kw(k+1)kF  r2kz(k+1)  z(k)kF , w(k) 2 ∂H(z(k)), 8k = 1,2, . . . .
(P3) Continuity condition. There exists a subsequence {z(k j)} j2N and z¯ such that
z(k j) ! z¯, H(z(k j))! H(z¯), as j!+•.
(P4) H(z) is a KL function. H(z) satisfies the Kurdyka-Lojasiewicz property in its effec-
tive domain.
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Let Z (k) := (C(k),D(k)) denote the sequence generated by the algorithm 7. Firstly, it can
be seen that the objective function H(Z) = F(C)+Q(Z)+G(D) is the proper, lower semi-
continuous function and bounded below by 0 where F,Q,G are defined in (4.11). Secondly,
the sequence {Z (k)}k2N generated by algorithm 7 is bounded since D(k) 2 D and C(k) 2 C
for all k = 1,2, . . . . In the next, we show that the sequence {Z (k)} satisfies the condition
(P1)-(P4) using the following four lemmas.
Lemma 4.5.2. The sequence {Z (k)}k2N satisfies8<: H(T
(k+1)
j ,D
(k)) H(T (k+1)j 1 ,D(k)) 
µkj
2 kc(k+1)j   c(k)j k2F ,
H(C(k+1),V (k+1)j ) H(C(k+1),V (k+1)j 1 ) 
l kj L(d (k)j )
2 kd (k+1)j  d (k)j k2F ,
(4.21)








j+1 , . . . ,c
(k 1)>
m )>, T (k)0 =C
(k 1),
V (k)j = (d
(k)




















kc j  c(k 1)j k2F , (4.23)







kc(k)j   c(k 1)j k  F(ckj 1)+Q(T (k)j 1,D(k 1)).
Sum G(D(k 1)) on both sides of the above inequality, we have the first inequality in (4.21).
From (4.16), we know
d (k)j 2 argmin
d j2D
G(Skj)+ h—d jQ(C(k),V (k)j 1),d j d (k 1)j i+
l kj
2
kd j d (k 1)j k2F .
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The above inequality implies
G(dkj)+ h—d jQ(C(k),V kj 1),d (k)j  d (k 1)j i+
L(dkj)
2
kd (k)j  d (k 1)j k2F  G(V kj 1). (4.24)
From (4.18), we have
Q(C(k),V kj)Q(C(k),V kj 1)+ h—d jQ(C(k),V kj 1),d (k)j  d (k 1)j i+
L(dkj)
2
kd (k)j  d (k 1)j k2F .
(4.25)
Together with (4.24), the second inequality in (4.21) is satisfied. ⌅









kc(k+1)j   c(k)j k2F +
l kj  L(d (k)j )
2
kd (k+1)j  d (k)j k2F).
(4.26)
Using the fact that there exist a,b > 0 such that a < µkj ,l kj < b and l kj > L(d
(k)
j ), we can
establish the sufficient decreasing property (P1) for {Z (k)}k2N.
Lemma 4.5.3. Let w(k)C = (w
1>
C , . . . ,w
m>
C )
> and w(k)D = (w
1




C = —c jQ(Z
(k)) —c jQ(T (k)j ,D(k 1)) µkj (c(k)j   c(k 1)j ),
w jD = —d jQ(Z
(k)) —d jQ(C(k),V (k)j ) l kj (d (k)j  d (k 1)j ),
(4.27)
and (T (k)j ,V
(k)
j ) is defined in (4.22). Then, w
k := (w(k)C ,w
(k)
D ) 2 ∂H(Z (k)) and there exists a
constant r > 0, such that
kwkkF  rkZ (k) Z (k 1)kF .






j   c(k 1)j )+ukj = 0,
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where ukj 2 ∂c jF(T kj). Therefore, the following holds
ukj = (—c jQ(T kj,D(k 1))+µkj (c(k)j   c(k 1)j )) (4.29)
Since F(C) = kCk0 = Âmj=1 kc jk0, we have ukj 2 ∂c jF(C(k)). From (??), it is easy to know
ukj+—c jQ(Z
(k)) 2 ∂c jH(Z (k)). Therefore, we have
—c jQ(Z
(k)) —c jQ(T kj,D(k 1)) µkj (c(k)j   c(k 1)j ) 2 ∂c jH(Z (k)).
Similarly, by optimality condtion of (4.16), we have
—d jQ(C
(k),V kj)+l kj (d
(k)
j  d (k 1)j )+ vkj = 0, (4.30)
where vkj 2 ∂d jG(V kj). Since D =
Tm
j=1{D : kd jk2 = 1}, we have vkj 2 ∂d jG(D(k)). From
(??), we know vkj+—d jQ(Z
(k)) 2 ∂d jH(Z (k)). Consequently, we have
—d jQ(Z
(k)) —d jQ(C(k),V kj) l kj (d (k)j  d (k 1)j ) 2 ∂d jH(Z (k)).
Since C(k) 2 C and D(k) 2 D for all k 2 N, the sequence {Z (k)}k2N is a bounded se-
quence. Let {Z (k)}✓Z , the following inequality holds: there exists L> 0, such that
k—ZQ(Z1) —ZQ(Z2)kF  LkZ1 Z2kF , 8Z1,Z2 2Z , (4.31)
since Q has lipschitz continuous gradient. Therefore, we have
kw jCk µkjkc(k)j   c(k 1)j kF +k—c jQ(Z (k)) —c jQ(T kj,d (k 1))kF




kc(k)i   c(k 1)i k+kd (k) d (k 1)kF)
=(b+(m  j)L)kc(k)j   c(k 1)j kF +Lkd (k) d (k 1)kF
((m+1)L+b)kZ (k) Z (k 1)kF
(4.32)
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Similarly, we also have
kw jDk l kj kd (k)j  d (k 1)j kF +k—d jQ(Z (k)) —d jQ(C(k),V kj)kF




kd (k)i  d (k 1)i kF)
(mL+b)kZ (k) Z (k 1)kF
(4.33)
Therefore, by wk = (w(k)C ,w
(k)





kw jCkF +kw jDkF  rkZ (k) Z (k 1)kF , (4.34)
where r = m((2m+1)L+2b).
⌅
Lemma 4.5.4. The sequence {Z (k)}k2N satisfies the Continuity condition (P3).
Proof. Since C(k) 2 C and D(k) 2 D for all k 2 N, the sequence {Z (k)}k2N is a bounded
sequence and there exists a sub-sequence {Z (k j)} j2N such that Z (k j) ! Z¯ = (U , D¯). Since
Z (k j 1) is also a bounded sequence, without loss of generality, assume Z (k j 1)! Z¯1. In the
next, we first show that Z¯ = Z¯1. By the lemma 4.5.2, we have
H(Z (k 1)) H(Z (k))  r1kZ (k) Z (k 1)k2F ,
where r1 > b. So, H(Z (k)) is a decreasing sequence and from the fact that H(Z (0)) <
+•,H(Z)   0, we have lim
k!+•
H(Z (k)) = H¯,where H¯ is some constant. Summing from
k = 0 to N, we have




kZ (k) Z (k 1)k2F ,








96 Incoherent dictionary learning for image recognition
which implies lim
k!+•
kZ (k) Z (k 1)kF = 0. So, for any e > 0, there exists J 2 N, such that
for all j > N, kZ (k j) Z (k j 1)kF < e/2 and kZ (k j)  Z¯kF < e/2. It implies
kZ (k j 1)  Z¯kF  kZ (k j) Z (k j 1)kF +kZ (k j)  Z¯kF < e.
Consequently, Z (k j 1) ! Z¯ as j!+•.







kc j  c(k 1)j k2F ,









kc(k)j   c(k 1)j k2F  f j(u j)+Q(Ukj,D(k 1))+
µkj
2
ku j  c(k 1)j k2F ,
(4.35)
where Ukj = (c
(k)>






j+1 , . . . ,c
(k 1)>
m )>. Choose k = k j and let j! +• in





j ) f j(u j).
Since f j is a lower semicontinuous function, we have lim
j!+• f j(c
(k j)
j ) = f j(u j). By the same
argument, we have for all j = 1, . . . ,m, lim
j!+• f j(c
(k j)
j ) = f j(u j). Since Q is a smooth func-
tion and G(D(k)) = 0, 8k 2 N, we have
lim
j!+•Q(Z
(k j)) = Q(Z¯), lim
j!+•G(D




(k j)) = lim
j!+•F(C
(k j))+Q(Z (k j))+G(D(k j)) = H(Z¯).
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⌅
For the property (P4), see [15] for the definition. An important class of functions that
satisfies the Kurdyka-Lojasiewicz property is the so-called semi-algebraic functions [15].
Theorem 4.5.5. ([15]) Let f is a proper and lower semicontinuous function. If f is semi-
algebraic then it satisfies the K-L property at any point of dom f .
Lemma 4.5.6. All the function F(C), Q(Z) and G(D) defined in (4.11) are semi-algebraic
functions. Moreover, H(Z) = F(C)+Q(Z)+G(D) is the semi-algebraic function.
Proof. ForQ(C,D) = 12kY  DCk2F+ a2 kD>D  Ik2F is a real polynomial function,Q(C,D)
is a semi-algebraic function [15].
It is easy to notice that the set D = {Y 2 Rn⇥m : kdkk2 = 1,1  k  m} = Tmk=1{Y :





kckk• = j} is a semi-algebraic set. Therefore, the indicator functions dD(C) and dD(D) are
semi-algebraic functions from the fact that the indicator function for semi-algebraic sets are
semi-algebraic functions [2].
For the function F(C) = kCk0. The graph of F is S=
mpS
k=0
Lk , {(C,k) : kCk0 = k}. For
each k = 0, · · · ,mp, let Sk = {J : J ✓ {1, · · · ,mp}, |J| = k}, then Lk = S
J2Sk
{(C,k) :CJc =
0,CJ 6= 0}. It is easy to know the set {(C,k) : CJc = 0,CJ 6= 0} is a semi-algebraic set in
Rm⇥p⇥R. Thus, F(C) = kCk0 is a semi-algebraic function since the finite union of the
semi-algebraic set is still semi-algebraic.
Consequently, H(Z) is a semi-algebraic function since the finite summation of semi-
algebraic functions are still semi-algebraic [15]. ⌅

Chapter 5
Sparse coding based visual tracking
5.1 Introduction
Visual tracking has been an active research topic in computer vision community as it is
widely applied in the automatic object identification, automated surveillance, vehicle navi-
gation and many others. Despite great progresses in last two decades, due to many factors in
real life, many challenging problems still remains when designing a practical visual tracking
system. For example, sophisticated object shape or complex motion, illumination changes
and occlusions all may cause serious stability issues for a visual tracker (see a more detailed
discussion in [92].
Recently, sparse representation and compressed sensing technique (e.g. [21, 32]) for
finding a sparse solution of an under-determined linear system has drawn a great deal of
attention in both mathematics and many applied fields, including visual tracking [47, 51,
61, 62, 89]. Similar to sparsity-based approach for face recognition developed in [86], these
tracking methods express a target by a sparse linear combination of the templates in the
template space, i.e., the target is well approximated by the linear combination of only a
few templates. Benefitting from the stable recovery capability of sparse signal using the `1
norm minimization (e.g. [21]), these trackers have demonstrated good robustness in various
tracking environments.
In the L1 tracker first proposed by [61], hundreds of `1 norm related minimization prob-
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lems need to be solved for each frame during the tracking process. The solver for the `1
norm minimizations used in [61] is based on the interior point method which turns out to be
too slow for tracking. A minimal error bounding strategy is introduced [62] to reduce the
number of particles, equal to the number of the `1 norm minimizations for solving. A speed
up by four to five times is reported in [62], but it is still far away from being real time. An
efficient solver for the `1 norm related problems has been the key to use the L1 tracker in
practice.
Moreover, in the existing L1 tracker, trivial templates are included in the template dic-
tionary such that its sparse linear combination will present the occlusions and image noise
in the target. However, as we empirically observed, the sparse linear combination of the
trivial templates sometimes include parts of the object in the target, which will result in a
loss of tracking accuracy in some sequences.
Built upon the same framework of the L1 tracker [61, 62], this chapter aims at develop-
ing a more robust L1 tracker which runs in real time. There are two main contributions in the
proposed approach. One is the introduction of a new `1 norm related minimization model
which empirically showed improvements on the tracking accuracy over the model used in
[61]. The other more significant contribution is the introduction of a very fast numerical
method to solve the resulting `1 norm minimization problems which leads to a real time L1
tracker. It is noted that the `1 minimization problem shown in [61] is just a special case of
our `1 minimization problem. Thus, the proposed numerical method can also be applied to
the original L1 tracker to make it a real-time tracker.
5.2 Related work
Among many approaches for real world visual tracking problem, discriminative tracking
and generative tracking are two different categories with different formulations. Tracking
problem is formulated as a binary classification problem in discriminative tracking methods.
Discriminative trackers locate the object region by finding the best way to separate object
from background; see e.g. [5, 6, 85, 93]. In [5], a feature vector is constructed for every
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pixel in the reference image and an adaptive ensemble of classifiers is trained to separate
pixels that belong to the object from the ones in the background. Online multiple instance
learning is used in [6] to achieve robustness to occlusions and other image corruptions.
Sparse Bayesian learning is used in [85]. Global mode seeking is used in [93] to detect the
object after total occlusion and reinitialize the local tracker.
Generative tracking method is based on the appearance model of target object. Tracking
is done via searching target location with best matching score by some metric; see e.g.
eigentracker [12], mean shift tracker [26], incremental tracker [73] and covariance tracker
[66]. To adapt to pose and illumination changes of the object, appearance model is often
dynamically updated during the tracking.
Sparse representation have been applied to tracking problem in [61], and later exploited
in [51]. In [61], a tracking candidate is sparsely represented by target templates and trivial
templates. In [51], group sparsity is integrated and very high dimensional image features
are used for improving tracking robustness. In these approaches, the sparse representation
is obtained via solving a `1-norm related minimization problem [61] or `0-norm related
minimization in [50, 51]. It is well known that `0-norm related minimization is an NP-hard
problem. The large-scale `1-norm related minimization is also a challenging problem due
to the non-differentiability of `1 norm. The numerical methods for solving `1-norm related
minimization in [61] is based on the interior point method [46], which is very slow when
solving large-scale `1-norm minimizations.
In recent years, there have been great progresses on fast numerical methods for solving
large-scale `1-norm related minimization problems arising in image science, such as Lin-
earized Bregman iteration [17], Split Bregman method [39] etc. Meanwhile, Yang et al.
[91] has done a comprehensive study of the `1 norm related minimization on robust face
recognition. Among all these methods, one promising approach is the so-called accelerated
proximal gradient (APG) method introduced by [84] for minimizing the summation of one
smooth function and one non-differential function. The APGmethod is used in [77] to solve
a unconstrained `1 norm related problem related to image restoration.
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5.3 Introduction to L1 Tracker
Our tracker is closely related to the L1 tracker proposed by Mei and Ling [61]. The main
differences lie in a different minimization model and a much faster numerical solver for the
resulting `1 norm minimization problems. We first give a brief review on the L1 tracker
within the particle filter framework proposed in [61, 62].
Particle Filter: The particle filter provides an estimate of posterior distribution of random
variables related to Markov chain. In visual tracking, it gives an important tool for esti-
mating the target of next frame without knowing the concrete observation probability. It
consists of two steps: prediction and update. Specially, at the frame t, denote xt which
describes the location and the shape of the target, y1:t 1 = {y1,y2, · · · ,yt 1} denotes the
observation of the target from the first frame to the frame t 1. Particle filter proceeds two








The optimal state for the frame t is obtained according to the maximal approximate posterior
probability: x⇤t = argmaxx p(x|y1:t).
The posterior probability (2) is approximated by using finite samples St = {x1t ,x2t , · · · ,xNt }
with different weights W= {w1t ,w2t , · · · ,wNt } where N is the number of samples. The sam-






In the case of P(xt |y1:t ,x1:t 1) = p(xt |xt 1), the equation (5.1) has a simple form wit _
wit 1p(yt |xit). Then, the weights of some particles maybe keep increasing and fall into the
degeneracy case. To avoid such a case, in each step, samples are re-sampled to generate new
sample set with equal weights according to their weights distribution.
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Sparse Representation: The sparse representation model aims at calculating the observa-
tion likelihood for sample state xt , i.e. p(zt |xt). At the frame t, given the target tem-
plate set Tt = [t1t , t2t , · · · , tnt ], let St = {x1t ,x2t , · · · ,xNt } denote the sampled states and let
Ot = {y1t ,y2t , · · · ,yNt } denote the corresponding candidate target patch in target template
space. The sparse representation model is then:
yit = TtaiT + IaiI, 8yit 2Ot , (5.2)
where I is the trivial template set (identity matrix) and ait = [aiT ;aiI] is sparse. Additionally,
nonnegative constraints are imposed on aiT for the robustness of the L1 tracker [61]. Conse-
quently, for each candidate target patch yit , the sparse representation of yit can be found via





kyit Aak22+lkak1, a< 0, (5.3)
where A= [Tt , I, I].





where a is a constant controlling the shape of the Gaussian kernel, G is a normal factor and





In addition, a template update scheme is adopted in [61] to overcome pose and illumination
changes.
Minimal Error Bound: In [61], the `1-norm related minimization problem (5.3) is solved
by the interior point method which is very slow. A minimal error bounding method is then
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proposed in [62] to reduce the number of needed `1 minimizations. Actually, their method
is based on the following observation:









exp{ akTt aˆ yitk22}, q(zt |xit), (5.8)






p(zt |x jt ), then the sample xit will not appear in the resample set. In other words, xit
can be discarded without being processed. Thus, a two-stage resample method is proposed
in [62] to significantly reduce the number of samples needed in tracking.
5.4 Real time L1 Tracker
Even though the minimal error bound [62] was proposed to reduce the computation load
for L1 tracker, there are still many `1-norm related minimizations for solving during the
tracking process, For example, in the sequence car with 620 frames, around 80,000 `1-
norm related minimizations (5.3) needs to be solved with minimal error bound resampling
scheme in [62]. Therefore, the speed bottleneck in the L1 tracker is how to solve the `1-norm
related minimization (5.3) much faster, in the scale of hundreds of times.
Also, as seen in the model (5.3), the trivial templates are included in the template dictio-
nary such that its sparse linear combination will represent the occlusions and image noise
in the target. However, as we observed in the experiments, the sparse linear combination
will sometimes include parts of the object in the target which may lead to a loss of tracking
accuracy in some sequences.
In this section, we first proposed a modified version of the minimization problem (5.3)
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such that the sparse linear combination of trivial templates can represent the occlusions and
image noise more accurately. Then, based on the accelerated proximal gradient approach
[84], we proposed a fast numerical method for solving the resulting `1 norm related min-
imization problem such that the tracker runs in real time. It is noticed that the developed
method is also applicable to original minimization problem in (5.3).
5.4.1 A modified `1 norm related minimization model
There are two types of templates in the template dictionary used by (5.3): target templates
and trivial templates. The target templates are updated dynamically for representing target
objects during the tracking process. The trivial templates (identity matrix I) is for repre-
senting occlusions, background and noise. However, since parts of objects may also be
represented by the trivial templates, the region detected by the original tracker sometimes
does not fit the target very accurately.
We take a modified version of (5.3) for improving tracking accuracy. The new model
is based on the following observation. When there are no occlusions, the target in the next
frame should be well approximated by a sparse linear combination of target templates with
a small residual. Thus, the energy of the coefficients in a associated with trivial templates,
named trivial coefficients, should be small. On the other hand, when there exist noticeable
occlusions, the target in the next frame cannot be well approximation by any sparse lin-
ear combination of target templates, the large residual (corresponding to occlusions, back-
ground and noise in an ideal situation) will be compensated by the part from the trivial
templates, which leads to a large energy of the trivial coefficients. The minimization (5.3)
is obviously not optimal since it does not differentiate these two cases.
In other words, to optimize the usage of the trivial templates in the tracking, we need
to adaptively control the energy of the trivial coefficients. That is, when occlusions are
negligible, the energy associated with trivial templates should be small. When there are
noticeable occlusions, the energy should be allowed to be large. This motivation leads to
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kaIk22, s.t. aT < 0, (5.9)
where A0= [Tt , I], a= [aT ;aI] are the coefficients associated with target templates and trivial
templates respectively, and the parameter µt is a parameter to control the energy in trivial
templates. In our implementation, the value of µt for each state is automatically adjusted
using the occlusion detection method [62]. That is, if occlusions are detected, µt = 0;
otherwise µt is set as some pre-defined constant.
The benefit of the additional `2 norm regularization term kaIk22 is illustrated in 1. 5.1. In
Fig. 5.1, about 30 percent of object energy is contained in trivial templates from minimiza-
tion (5.3). In other words, trivial templates can not distinguish the object and background.
On the other hand, we can see the trivial templates coefficients from minimization (5.9) are
small and lead to better tracking results. At last, we note that the original minimization (5.3)
is a special case of the minimization (5.9) by setting µt = 0.
5.4.2 Fast numerical method for solving (5.9)
The proposed method for solving the minimization problem (5.9) is based on the acceler-
ated proximal gradient (APG) approach [84].
APG approach. The APG method is originally designed for solving the following uncon-
strained minimization:
minF(a)+G(a), (5.10)
where F(a) is an differentiable convex function with Lipschitz continuous gradient1 and
G(a) is a non-smooth but convex function. The outline of the APG method is given in
Algorithm 8. The efficiency of the APG method is justified by its quadratic convergence;
see Theorem 5.4.1. However, we emphasize here that the APG method is fast only for
1the gradient of F is Lipschitz continuous if k—F(x) —F(y)k  Lkx yk,8x,y 2 RN , for some constant
L.
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Figure 5.1: Illustration of the L1 tracker on the sequence lemming using the model (5.3) and
the L1 tracker using the proposed model (5.9). The first and the second row: results using
(5.3) and using (5.9) respectively. Last row: the energy ratio kaIk2/kak2. The left graph is
from (5.3) and the right is from (5.9).
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particular type of function G. During each iteration of Algorithm 1, we need to solve a
minimization in Step 2. So, the quadratic convergence of APG is materialized only when
the sub-problem in Step 2 has an analytic solution.
Theorem 5.4.1. ([84]) Let {ak} is the sequence generated by Algorithm 8. Then within
K = O(
p
L/e) iterations, {ak} achieves e-optimality such that kaK  a⇤k < e, where a⇤
is one minimizer of (5.10).
Algorithm 8 the generic APG approach in [84]
1. Set a0 = a 1 = 0 2 RN and set t0 = t 1 = 1.
2. For k = 0,1, . . ., iterate until convergence8>><>>:











Reformulation of (5.9) for applying APG method. As we see, the original APG method
is designed for unconstrained minimization problem which can not be directly applied to
(5.9). Thus, we need to convert the constrained minimization model into an unconstrained
problem. Let 1 2 RN denote the vector with all entries are equal to 1 and let 1RN+(a) denote
the indicator function defined by
1RN+(a) =
8<: 0, a⌫ 0;+•, otherwise. (5.12)
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G(a) = kaIk1+1Rn+(aT ).
(5.14)









For general function G, it cannot be directly solved. However, in our setting, we have the
analytic solution for (5.15); see Proposition 5.4.2. The algorithm for solving `1-norm related
minimization (5.9) is given in Algorithm 9.
Proposition 5.4.2. If F(a) and G(a) are defined in (5.14), then the minimization problem




where gk+1= bk+1  —F(bk+1)L andT is the soft-thresholding operator: Tl (x)= sign(x)max(|x| 
l ,0).





ka gk+1k22+1R+n (aT )+kaIk1. (5.17)












It is easy to see the solution of first minimization in (5.18) is the projection of gk+1|T to the
R+n space, i.e. max(0,gk+1|T ). For the second minimization in (5.18), all the variables are
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ky  xk22+lkxk1 , f (x), (5.19)
where x,y 2 R. The minimizer of (5.19) can be expressed as a soft thresholding operation:
x= Tl/L(y) = sgn(y)⇤max(|y| L,0). (5.20)
Thus, we have aI = Tl/L(gk+1|I) as the minimizer of (5.18). ⌅
Algorithm 9 Real Time Numerical algorithm for solving the minimization (5.9)
(i) Set a0 = a 1 = 0 2 RN and set t0 = t 1 = 1.
(ii) For k = 0,1, . . ., iterate until convergence8>>>>>>>>>><>>>>>>>>>>:
bk+1 := ak+ tk 1 1tk (ak ak 1);
gk+1|T := bk+1|T   (A0>(A0bk+1 y))|T/L l1T ;







Tight Lipschitz constant L estimation. There is only one parameter, the Lipschitz con-
stant L of —F , is involved in Algorithm 9. This Lipschitz constant L plays a crucial role in
the above algorithm. Algorithm 8 with an wrong L will either diverges or converges very
slowly. Next, we give a tight upper bound of L for F defined in (5.14) such that L is auto-
matically set with optimal performance; see Proposition 5.4.3. The detailed description of
the proposed real time L1 tracker, called APG-L1 tracker, is given in algorithm 10.
Proposition 5.4.3. Let F denote the function defined in (5.14) with A0 = [T, I], where T is
template set and I is the identity matrix. The upper bound of the Lipschitz constant L for
—F is given as follows,
L l 2max+µt +1, (5.21)
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Algorithm 10 APG-L1 Tracker
1: Input:
2: Current frame Ft ;
3: Sample Set St 1 = {xit 1}Ni=1;
4: Template set T= {ti}ni=1.
5: for i= 1 to N do
6: Drawing the new sample xit from xit 1;
7: Preparing the candidate patch yit in template space;
8: Solving the least square problem (5.7);
9: Computing qi according to (5.8);
10: end for
11: Sorting the samples in descent order according to q;
12: Setting i= 1 and t = 0.
13: while i< N and qi   t do
14: Solving the minimization (5.9) via Algorithm 9;
15: Computing the observation likelihood pi in (5.4);
16: t = t+ 12N pi;
17: i= i+1;
18: end while
19: Set p j = 0, 8 j   i.
20: Output:
21: Finding the x⇤t according to (5.5);
22: Detecting the occlusion [62] and update µ in (5.9);
23: Updating the template set Tt 1 [62];
24: Updating the sample set St 1 with p.
where lmax is the largest singular value of T .





Assume T =USV> by singular value decomposition, whereU and V are orthonormal ma-
trices, S 2 Rm⇥N(m < N) with Sii = li and l1   l2   . . .   lm   0. It is easy to know
—2F(x) is similar to M ,
0@ S>S S>
S (1+µ)I
1A. So lFmax = lMmax  l 2max+1+µ , where
lFmax, lMmax and lmax are the largest singular values of —2F(x),M and T respectively. ⌅
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5.5 Experiments
Through the experiments, APG algorithm is implemented with matlab, µt = 5 in (5.9) when
the occlusion is not detected and 0 otherwise, and l = 10 2 in Algorithm 9.
5.5.1 Comparison with the existing L1 Tracker
The computation efficiency and tracking accuracy of the proposed APG-L1 tracker is first
compared to that of the BPR-L1 tracker [62] on ten sequences. The average running time of
the proposed APG-based solver v.s. the interior point method used [62] is about 1 : 150. As
a result, the average running time of the APG-L1 tracker v.s. the BPR-L1 tracker is around
1:20, with 600 particles. The APG-L1 tracker achieves about average 26 frames per second
with 600 particles on a PC with Intel i7-2600 CPU (3.4GHz). The output bounding boxes
of the target from the two tackers are similar in many sequences, while the results from
APG-L1 are more accurate on some challenging sequences.
#277 #741 #676 #770
Figure 5.2: Demonstration of the improvement of APG-L1 tracker (red) over BPR-L1 (blue)
on tracking accuracy.
5.5.2 Qualitative comparison with other methods
The performance of the proposed APG-L1 tracker is also evaluated on eight publicly avail-
able video sequences and is compared with five latest state-of-the-art trackers named Incre-
mental Visual Tracking (IVT) [73], Multiple Instance Learning (MIL) [6], Visual Tracking
Decomposition (VTD) [48], Incremental Covariance Tensor Learning (ICTL) [88], and On-
line AdaBoost (OAB) [41]. The tracking results of the compared methods were obtained
using the codes provided by the authors with the default parameters and using the same
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initial positions in the first frame.
The sequence jump was captured outdoors. The target was jumping and the motion
blurs are very severe. Results on several frames are presented in Fig. 5.4 (a). The APG-L1
tracker, IVT, OAB, and MIL tracks the target faithfully throughout the sequences. The other
trackers fails track the target when there are abrupt motion and severe motion blur.
The sequence car shows a vehicle undergoes drastic illumination changes as it passes be-
neath a bridge and under trees. Tracking results on several frames are shown in Fig. 5.4 (b).
The APG-L1 tracker and IVT can track the target well despite the drastic illumination
changes, while the other trackers lose the target after it goes through the bridge.
Results of the sequence singer are shown in Fig. 5.4 (c). In this sequence, we show the
robustness of our algorithm in severe illumination changes and large scale variations. Only
our APG-L1 tracker and the VTD tracker can track the target throughout the sequence.
In the sequence woman (Fig. 5.4 (d)), only the APG-L1 tracker is able to track the target
during the entire sequence. The other trackers drift to the man when he occludes the target
due to his similar appearance as the target.
In the sequence pole, a person is walking away from the camera and is occluded by the
pole for a short time (Fig. 5.4 (e)). The IVT loses the target from the start and the VTD
starts to drift off the target at frame 274 and finally loses the target. All the rest successfully
track the target but our APG-L1 tracker recovers the target scale better.
Results on the sequence sylv are shown in Fig. 5.4 (f), where a moving animal doll is
undergoing challenging pose variations, lighting changes and scale variations. The IVT, and
VTD eventually fails at frame 605 as a result of drastic pose and illumination changes. The
rest trackers are able to track the target for this long sequence while our APG-L1 tracker
performs with higher accuracy.
Results of the sequence deer are shown in Fig. 5.4 (g). In this sequence, we show the
robustness of our algorithm in background clutters and the fast motion. Only our APG-L1
tracker and VTD can track the target through the sequence.
Fig. 5.4 (h) shows the results on the sequence face. Many trackers start drifting from the
target when the man’s face is severely occluded by the book. The APG-L1 tracker and IVT
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MIL OAB ICTL VTD IVT ours
jump 0.030 0.030 0.198 0.221 0.020 0.025
car 0.749 0.786 0.326 0.313 0.049 0.048
singer 0.299 0.466 0.503 0.056 0.155 0.069
woman 0.361 0.179 0.323 0.339 0.148 0.032
pole 0.007 0.010 0.008 0.049 0.572 0.003
sylv 0.069 0.058 0.096 0.203 0.197 0.032
deer 0.022 0.060 0.306 0.027 0.110 0.017
face 0.120 0.144 0.137 0.209 0.053 0.062
Ave. 0.207 0.217 0.237 0.177 0.163 0.036
Table 5.1: The average tracking errors. The error is measured using the Euclidian distance
of two center points, which has been normalized by the size of the target from the ground
truth. The last row is the average error for each tracker over all the test sequences.
handle this very well and continue tracking the target when the occlusion disappears.
5.5.3 Quantitative comparison with other methods
To quantitatively evaluate the robustness of the APG-L1 tracker under challenging condi-
tions, we manually annotated the target’s bounding box in each frame for all test sequences.
The tracking error evaluation is based on the relative position errors (in pixels) between the
center of the tracking result and that of the annotation. As shown in Fig.5.3 and Table 5.1,
the APG-L1 tracker achieves comparable to the best performer on the sequence jump, singer
and face to the best-performed trackers, and on all the other sequences it performs best.
5.6 Conclusion
In summary, based on the framework of L1 tracker [61, 62], we developed a real time L1
visual tracker with improved tracking accuracy. The accuracy improvement is achieved via a
new minimization model for finding the sparse representation of the target and the real time
performance is achieved by a new APG based numerical solver for the resulting `1 norm
minimization problems. The experiments also validated the high computational efficiency
and better tracking accuracy of the proposed APG-L1 tracker.
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Figure 5.3: The tracking error for each test sequence. The error is measured the same as in Table 5.1
and the legend as in Fig.5.4.
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#15 #16 #31 #135 #176 #311
(a)
#174 #176 #293 #354 #418 #600
(b)
#8 #49 #85 #108 #133 #350
(c)
#177 #190 #197 #218 #373 #500
(d)
#14 #89 #236 #274 #372 #397
(e)
#230 #271 #358 #544 #605 #731
(f)
#8 #12 #27 #38 #51 #61
(g)
#81 #139 #251 #417 #643 #800
(h)
Figure 5.4: Tracking results of different algorithms for sequences jump(a), car(b), singer(c),
woman(d), pole(e), sylv(f), deer(g) and face(h).
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