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Abstract
Consider a group G and a family A of subgroups of G. We say that vertex finiteness
holds for splittings of G over A if, up to isomorphism, there are only finitely many
possibilities for vertex stabilizers of minimal G-trees with edge stabilizers in A.
We show vertex finiteness when G is a toral relatively hyperbolic group and A is
the family of abelian subgroups.
We also show vertex finiteness when G is hyperbolic relative to virtually polycyclic
subgroups andA is the family of virtually cyclic subgroups; if moreover G is one-ended,
there are only finitely many minimal G-trees with virtually cyclic edge stabilizers, up
to automorphisms of G.
1 Introduction
There are many results bounding the complexity of simplicial group actions on trees,
or equivalently of graph of groups decompositions. They go under the generic name
of accessibility, and they are due mainly to Linnell, Dunwoody, Bestvina-Feighn, Sela,
Weidmann [20, 9, 2, 25, 27]. They play a key role in geometric group theory, for instance
in the construction of JSJ decompositions or Makanin-Razborov diagrams.
Accessibility usually provides bounds for the number of edges of graph of groups de-
compositions (splittings) of a given group G over a certain family A of edge groups (hier-
archical accessibility [8, 21] is different). In this paper we are concerned with controlling
the isomorphism type of vertex groups.
Definition 1.1. Let G be a group, and let A be a family of subgroups closed under conju-
gating and taking subgroups. We say that vertex finiteness holds for splittings of G over
A if, up to isomorphism, there are only finitely many possibilities for vertex groups of
decompositions of G as the fundamental group of a minimal graph of groups Γ whose edge
groups belong to A.
A graph of groups is minimal if its Bass-Serre tree is minimal, i.e. contains no proper G-
invariant subtree. In the case of one-edge splittings, an HNN extension is always minimal;
an amalgam A ∗C B is minimal if and only if C 6= A,B. We always assume that G is
finitely generated, so minimal graphs of groups are finite.
Equivalently, vertex finiteness states that there are finitely many isomorphism types
for vertex stabilizers of minimal G-trees with edge stabilizers in A.
Here are standard examples of vertex finiteness:
• G is finitely generated, and A only contains the trivial group. Vertex groups are free
factors, there are only finitely many of them up to isomorphism.
• G is a free group Fn, and A is the family of cyclic subgroups (splittings over A are
then called cyclic splittings). Every vertex group of a cyclic splitting is free of rank
at most n (this may be seen by abelianizing).
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• G is the fundamental group of a closed orientable surface of genus g, and A is the
family of cyclic subgroups. Vertex groups are fundamental groups of embedded
subsurfaces; they are free of rank ≤ 2g − 1.
More generally, if G is a one-ended hyperbolic group, and A is the class of virtually
cyclic groups, there are only finitely many possible vertex groups up to the action of
Aut(G) [25, 7].
On the other hand, here are examples where finiteness does not hold, even if one
restricts to amalgams or HNN extensions (one-edge splittings):
(i) Let G = H ∗ Z, with H containing torsion elements of arbitrarily high order n. Let
A be the class of finite groups. Then Z/nZ ∗ Z appears as a vertex group in the
amalgam G = H ∗Z/nZ (Z/nZ ∗ Z). There are examples with G finitely presented
(hence accessible).
(ii) Let G be the Baumslag-Solitar group BS(2, 4) = 〈a, t | ta2t−1 = a4〉. For any n ≥ 1,
the group 〈x, y | x2n = y2〉 is a vertex group of a cyclic splitting of G (see the
introduction of [18]).
(iii) In this example, G is hyperbolic relative to the solvable subgroup BS(1, 2) = 〈a, t |
tat−1 = a2〉, A is the class of cyclic groups, and there is no vertex finiteness even
among 2-acylindrical cyclic splittings. Let G = BS(1, 2)∗a=[x,y]F (x, y), with F (x, y)
the free group on x and y. For each n, the element an = t
−natn is a 2n-th root of a,
and Pn = 〈an, x, y〉 ' 〈an, x, y | an2n = [x, y]〉 is a vertex group of the cyclic splitting
G = BS(1, 2) ∗〈an〉 Pn.
(iv) Let H be the discrete Heisenberg group H = 〈a, b, c | [a, b] = c, [a, c] = [b, c] = 1〉.
Then G = H∗Z is hyperbolic relative to the nilpotent group H, and there is no vertex
finiteness among 2-acylindrical splittings ofG over the classA of nilpotent subgroups.
Indeed, H has infinitely many non-isomorphic subgroups Hn = 〈an, bn, c〉: they are
distinguished by the index of the derived subgroup in the center (we thank Pierre
Pansu for suggesting this example). Each group Hn ∗ Z is a vertex group in the
splitting G = H ∗Hn (Hn ∗ Z).
Our main result is the following:
Theorem 1.2. Vertex finiteness holds in the following cases:
1. G is finitely generated, k is an integer, and A = Fink is the family of finite subgroups
of order ≤ k;
2. G is hyperbolic relative to virtually polycyclic subgroups, and A is the family of
virtually cyclic (finite or infinite) subgroups;
3. G is hyperbolic relative to finitely generated abelian subgroups (possibly with torsion),
and A is the family of virtually abelian subgroups;
4. G is a finitely generated, torsion-free, CSA group, abelian subgroups of G are finitely
generated of bounded rank, and A is the family of abelian subgroups.
In Assertion 3, groups in A are abelian or virtually cyclic. A group is CSA if maximal
abelian subgroups are malnormal.
Note that Assertion 2 (or 3) implies vertex finiteness for splittings of hyperbolic groups
(with an arbitrary number of ends) over virtually cyclic subgroups. Assertion 3 applies to
abelian splittings (i.e. splittings over abelian groups) of limit groups, since by [1, 4] limit
groups are toral relatively hyperbolic (i.e. torsion-free and hyperbolic relative to finitely
generated abelian groups).
Remark 1.3 (Optimality). Example (i) above shows that bounding the order of edge groups
is necessary in Assertion 1, even if G is finitely presented. Assertion 2 does not apply to
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groups which are hyperbolic relative to solvable groups, by Example (iii), and acylindricity
does not help.
The example in Subsection 4.2.1 will show that Assertion 3 does not extend if nilpotent
parabolic subgroups are allowed. We do not know whether virtually abelian parabolic
groups may be allowed (see [17] for the case of groups having a finite index subgroup as
in Assertion 3). Finally, bounding the rank of abelian subgroups is necessary in 4: if H
contains Zn, then Zn ∗ Z is a vertex group in a splitting of H ∗ Z over Zn.
The following property, which we call tree finiteness, is stronger than vertex finiteness:
there are only finitely many minimal splittings of G overA, up to the action of Out(G). For
instance, it is easy to check that tree finiteness holds for splittings of a finitely generated
group over the trivial group. However, Example 3.2 will show that tree finiteness does not
hold for splittings over Z/2Z (although vertex finiteness holds by Theorem 1.2).
Tree finiteness was established by Sela and Delzant [25, Corollary 4.9], [7, Theorem
3.2] for virtually cyclic splittings of one-ended hyperbolic groups, using acylindrical super
accessibility. We generalize their result as follows:
Theorem 1.4. Let G be one-ended, and hyperbolic relative to virtually polycyclic groups.
Up to the action of Out(G), there exist only finitely many minimal splittings of G over
virtually cyclic groups.
Example 1.5. In this example, tree finiteness does not hold for splittings of a one-ended
toral relatively hyperbolic group over abelian groups, even if these groups are assumed to
be closed under taking roots. Let G be the free product of A = 〈a1〉 ⊕ 〈a2〉 ⊕ 〈a3〉 ' Z3
with three free groups Gi = 〈xi, yi〉, amalgamated along [xi, yi] = ai. For any b ∈ Z3,
there is a one-edge splitting of G over the abelian group 〈a1, b〉, with vertex groups 〈G1, b〉
and 〈G2, G3, A〉. Since A is Aut(G)-invariant (up to conjugacy), and only finitely many
automorphisms of A extend to G, there is no tree finiteness. Note, however, that the
isomorphism type of 〈G1, b〉 only depends on whether b is a power of a1 or not.
Our motivation for Theorem 1.2 was the study of automorphisms. In [17] we use
Theorem 1.2 to extend Shor’s theorem [26, 19] to toral relatively hyperbolic groups: up
to isomorphism, there are only finitely many fixed subgroups of automorphisms. Theorem
1.2 is also an important ingredient in our proof that the set of McCool groups of G satisfies
a bounded chain condition when G is toral relatively hyperbolic [16] (a McCool group of
G is the subgroup of Out(G) fixing a given finite set of conjugacy classes of G).
Assertion 1 of Theorem 1.2 is proved in Section 3. The other assertions are proved
simultaneously in later sections. We successively consider one-edge splittings of one-ended
groups, then one-edge splittings of arbitrary groups, and finally splittings with several
edges. Tree finiteness (Theorem 1.4) is proved at the end of Section 4.
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2 Preliminaries
2.1 Trees and splittings
In this paper, G will always denote a finitely generated group.
A tree will be a simplicial tree T with an action of G without inversions. Two trees
are considered to be the same if there is a G-equivariant isomorphism between them.
We usually assume that the action is minimal (there is no proper invariant subtree) and
that there is no redundant vertex (if T \ {x} has 2 components, some g ∈ G interchanges
them). The tree T is trivial if there is a global fixed point (minimality then implies that
T is a point). An element of G, or a subgroup, is elliptic if it fixes a point in T .
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An action of G on a tree T gives rise to a splitting of G, i.e. a decomposition of G as
the fundamental group of the quotient graph of groups Γ = T/G. Conversely, T is the
Bass-Serre tree of Γ. All definitions given here apply to both splittings and trees.
We usually restrict edge groups by requiring that they belong to a family A as in
Theorem 1.2. We then say that the splitting is over groups in A, or over A. The group G
splits over A if A is an edge group of a non-trivial splitting.
There is a one-to-one correspondence between vertices (resp. edges) of Γ and G-orbits
of vertices (resp. edges) of T . We say that Γ is a one-edge splitting if it has exactly one
edge. We denote by Gv the group carried by a vertex v of Γ. We also view v as a vertex
of T with stabilizer Gv. Similarly, we denote by e an edge of Γ or T , and by Ge the
corresponding group. The groups carried by edges of Γ incident to a given vertex v will
be called the incident edge groups at v (we usually view them as subgroups of Gv).
A tree T ′ is a collapse of T if it is obtained from T by collapsing each edge in a certain
G-invariant collection to a point; conversely, we say that T refines T ′. In terms of graphs
of groups, one passes from Γ = T/G to Γ′ = T ′/G by collapsing edges; for each vertex v′
of Γ′, the vertex group Gv′ is the fundamental group of the graph of groups Γv′ occuring
as the preimage of v′ in Γ.
Conversely, suppose v′ is a vertex of a splitting Γ′, and Γv′ is a splitting of Gv′ in which
incident edge groups are elliptic. One may then refine Γ′ at v′ using Γv′ , so as to obtain
a splitting Γ whose edges are those of Γ′ together with those of Γv′ . Note that Γ is not
uniquely defined because there is flexibility in the way edges of Γ′ are attached to vertices
of Γv′ ; this is discussed in Subsection 4.2.
All maps between trees will be G-equivariant. Given two trees T and T ′, we say that
T dominates T ′ if there is a map f : T → T ′, or equivalently if every subgroup which is
elliptic in T is also elliptic in T ′. In particular, T dominates any collapse T ′.
Two trees belong to the same deformation space if they dominate each other. In
other words, a deformation space D (over A) is the set of all trees (with edge stabilizers
in A) having a given family of subgroups as their elliptic subgroups. All trees in a given
deformation space overA have the same set of vertex stabilizers, provided that one restricts
to stabilizers not in A [11]. We sometimes view a deformation space as a set of splittings
(rather than trees).
Groups as in Assertions 2, 3, 4 of Theorem 1.2 are accessible, so there exists a Stallings-
Dunwoody deformation space: it consists of trees with finite edge stabilizers whose vertex
stabilizers have at most one end. In the context of Assertion 1, we shall consider the
deformation space Dk over Fink consisting of trees whose vertex stabilizers do not split
over a group in Fink (recall that a group is in Fink if it has order ≤ k). These deformation
spaces may (and should) be viewed as JSJ deformation spaces over the class of finite groups
or over Fink respectively (see [12]).
A tree is reduced if Ge 6= Gv, Gw whenever an edge e has its endpoints v, w in different
G-orbits (being reduced in the sense of [2] is a weaker property). Equivalently, no tree
obtained from T by collapsing the orbit of an edge belongs to the same deformation space
as T . If T is not reduced, one may collapse edges so as to obtain a reduced tree in the
same deformation space.
2.2 Virtually polycyclic groups
We collect a few simple algebraic facts. We write |X| for the cardinality of a finite set.
Lemma 2.1. Let H be virtually polycyclic.
1. H only contains finitely many conjugacy classes of finite subgroups.
2. Given a subgroup A ⊂ H, there exists a finite index subgroup A0 ⊂ A such that, up
to conjugation by an element of the normalizer N(A0), there exist only finitely many
subgroups B ⊂ H containing A with finite index.
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3. Given a subgroup A ⊂ H, there exists a number N such that, if B ⊂ H contains A
with finite index n, then n ≤ N .
Proof. The first assertion is contained in Theorem 8.5 of [24]. It is equivalent to 2 when
A is trivial.
To prove 2 in general, define C(A) as the commensurator of A, equal to the set of
g ∈ G such that gAg−1 ∩A has finite index in A and gAg−1. Note that any B containing
A with finite index is contained in C(A). Let A0 = ∩g∈C(A)gAg−1. By [22], A0 is the
intersection of a finite family of conjugates of A, so A0 has finite index in A. It is normal in
C(A), and Assertion 2 follows by applying 1 to C(A)/A0. In particular, there is a bound
for the index of A0 in B, so 3 is proved.
Lemma 2.2. 1. Given n ∈ N, there are finitely many isomorphism types of virtually
cyclic groups A such that all finite subgroups of A have order ≤ n.
2. Given two virtually cyclic groups A and B, and n ∈ N, there are only finitely many
monomorphisms i : A → B such that the index of i(A) in B is ≤ n, up to precom-
position by an inner automorphism of A.
Proof. An infinite virtually cyclic group A maps with finite kernel N onto a group which is
either infinite cyclic or equal to the infinite dihedral group D∞ (see [23, Theorem 5.12]). In
the first case, A is a semidirect product NoZ and there are only finitely many possibilities
for A up to isomorphism since |N | is bounded. In the second case, A ' N1 ∗N N2 with
|N1| = |N2| = 2|N |, and again there are only finitely many possibilities. For the second
assertion, note that there are finitely many possibilities for the image of i. Two injections
with the same image differ by an automorphism of A, and Out(A) is finite.
Lemma 2.3. Fix a finitely generated abelian group P , and a subgroup A ⊂ P . Say that
two subgroups B,B′ with A ⊂ B ⊂ P and A ⊂ B′ ⊂ P are equivalent if there is an
isomorphism B → B′ equal to the identity on A.
Then the number of equivalence classes is finite.
Proof. Define the root-closure e(A,B) as the set of elements of B having a power in A. It
contains the torsion subgroup of B, and it is the smallest subgroup of B containing A and
such that B = e(A,B)⊕B0 with B0 ⊂ B torsion-free. Equivalently, e(A,B) is the largest
subgroup of B containing A with finite index. Note that A ⊂ e(A,B) ⊂ e(A,P ), with all
indices finite. As B varies, there are only finitely many possibilities for e(A,B), and for
the isomorphism type of B0. When e(A,B) = e(A,B
′), and B0 ' B′0, any isomorphism
B0 → B′0 extends to an isomorphism B → B′ equal to the identity on e(A,B), hence on
A.
Corollary 2.4. Fix two groups G0 and P with a common subgroup A, where P is finitely
generated abelian. As B varies among subgroups such that A < B < P , the groups G0∗AB
lie in finitely many isomorphism classes.
Indeed, G0 ∗A B ' G0 ∗A B′ if B,B′ are equivalent.
2.3 Relatively hyperbolic groups
Suppose that G is as in Assertion 2 or 3 of Theorem 1.2, i.e. G is hyperbolic relative to
a finite family {P1, . . . , Pk} of finitely generated subgroups, which are virtually polycyclic
or abelian. Subgroups of Pi, and their conjugates, are called parabolic. A subgroup of G
is virtually polycyclic if and only if it is parabolic or virtually cyclic.
Any infinite virtually polycyclic subgroup is contained in a unique maximal one, which
is virtually cyclic (loxodromic) or conjugate to some Pi. Such a maximal subgroup H is
almost malnormal : if gHg−1 ∩H is infinite, then g ∈ H.
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Lemma 2.5. Let G be hyperbolic relative to virtually polycyclic subgroups.
1. G only contains finitely many conjugacy classes of finite subgroups.
2. Up to isomorphism, G only has finitely many virtually cyclic subgroups.
3. Given a virtually polycyclic subgroup A ⊂ G, there are only finitely many groups
B ⊂ G containing A with finite index, up to conjugacy in G; when B varies, the
index of A in B remains bounded.
Proof. In a relatively hyperbolic group, all finite subgroups outside of a finite number of
conjugacy classes are parabolic (see for instance Lemma 3.1 of [15]), so Assertion 1 follows
from Lemma 2.1. Assertion 2 follows from Lemma 2.2. Assertion 3 is clear if A is finite
or loxodromic, and follows from Lemma 2.1 otherwise.
Note that the lemma also holds if G is a CSA group as in Assertion 4. In this case, all
virtually polycyclic subgroups are abelian.
2.4 About the proofs
The next four sections are devoted to the proof of Theorems 1.2 and 1.4. All splittings
will be over groups in the relevant family A.
Note that, under all assumptions, groups in A are virtually abelian and fall into finitely
many isomorphism classes (this follows from Lemma 2.5 in the relatively hyperbolic case).
It therefore suffices to prove vertex finiteness for reduced splittings since vertex groups
not in A remain when one collapses edges to obtain a reduced splitting in the same
deformation space. Another consequence is that vertex finiteness in fact holds for non-
minimal splittings.
We also note that vertex groups of splittings of G over A satisfy the assumptions of
the theorem (they are finitely generated, relatively hyperbolic, or CSA). In the relatively
hyperbolic case, this follows from Theorem 1.3 of [3], as explained in the proof of Theorem
3.35 of [5] (for Assertion 3, note that nonabelian virtually cyclic groups may be removed
from the list of maximal parabolic subgroups); in the CSA case, vertex groups are finitely
generated (because edge groups are) and CSA. This makes inductive arguments possible.
A basic method for showing vertex finiteness is to represent any vertex group Gv as
the fundamental group of another graph of groups whose number of edges is bounded, and
where the set of possible isomorphism types of edge and vertex groups is finite. One then
has to control inclusions of edge groups into vertex groups.
When edge groups are finite, it suffices to know that vertex groups only contain finitely
many conjugacy classes of finite subgroups, since postcomposing an inclusion Ge → Gv
with an inner automorphism of Gv does not change the fundamental group of the graph
of groups.
When edge groups are infinite and G is one-ended, we use a canonical JSJ decomposi-
tion Γcan, and its universal compatibility with the splittings considered: given any Γ, there
is a splitting Λ such that both Γ and Γcan may be obtained from Λ by collapsing edges.
3 Splittings over finite groups
We prove the first assertion of Theorem 1.2. All splittings considered here will be minimal
and over groups belonging to Fink, the family of all subgroups of order ≤ k. Linnell’s
accessibility [20] provides a bound (depending on G and k) for the number of edges of
such splittings, as long as the splittings have no redundant vertex.
We shall first show:
Lemma 3.1. Let G be a finitely generated group, k ≥ 1, and D a deformation space over
Fink. Then D only contains finitely many reduced trees T up to the action of Out(G).
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More precisely: the subgroup Out(D) of Out(G) consisting of automorphisms leaving
D invariant acts on the set of reduced trees in D with finitely many orbits.
The example below shows that Out(D) does not always act on the whole of D with
finitely many orbits, because of non-reduced trees. It also shows that the number of
deformation spaces of G over Fin2 may be infinite modulo Out(G). In particular, tree
finiteness does not hold for splittings over Fin2 (though it holds for splittings over the
trivial group).
Example 3.2. Let A be a one-ended group whose set of elements of order 2 is not a finite
union of Aut(A)-orbits (one can check that the lamplighter group (Z/2Z) o Z is such a
group, cf. Proposition 2.1 of [10]). Let G = A ∗ B, with B one-ended. Let D be the
deformation space over Fin2 containing the Bass-Serre tree of the defining free product
G = A ∗B. Here, Out(D) = Out(G). For any subgroup F < A of order 2, the Bass-Serre
tree TF of the (non-reduced) two-edge graph of groups decomposition G = A ∗F F ∗B lies
in D, and the trees TF are not contained in a finite union of Out(G)-orbits as F varies.
Moreover, the one-edge splittings G = A ∗F (F ∗B) define infinitely many Out(G)-orbits
of deformation spaces as F varies.
Proof of Lemma 3.1. Let Γ = T/G. By accessibility, the number of edges of Γ is bounded.
To describe Γ, we need to know edge groups, vertex groups, and inclusions of edge groups
into vertex groups. There are only finitely many possibilities for edge groups (up to
isomorphism). Vertex groups of Γ with order > k do not depend on Γ for T ∈ D, so there
are only finitely many possibilities for vertex groups of Γ up to isomorphism. To prove
finiteness, it therefore suffices to show that there are only finitely many possibilities for
the image of an edge group in a vertex group of order > k, up to conjugacy.
Fix a reduced Γ0 = T0/G, with T0 ∈ D. Since no edge group may be properly contained
in a conjugate of itself, it follows from Proposition 4.9 of [11] that any vertex group H of
Γ0, with H /∈ Fink, contains finitely many subgroups Ei(H) ∈ Fink with the following
property: given any reduced Γ = T/G with T ∈ D, each incident edge group of the vertex
group Gv = gHg
−1 of Γ conjugate to H is contained in a Gv-conjugate of some gEi(H)g−1.
The required finiteness follows since any vertex group of Γ of order > k is conjugate to
some H.
Remark 3.3. In Section 7 of [11], we have defined an Out(D)-invariant retract G ⊂ D. It
consists of trees T ∈ D all of whose edges are surviving edges: given any edge e, one can
collapse T to a reduced tree T ′ ∈ D without collapsing e. The same argument as above
shows that G only contains finitely many trees, up to the action of Out(D). This says that
G/Out(D) is a finite complex with missing faces, or equivalently that its spine is finite (see
[11]).
If G is accessible, we can consider the Stallings-Dunwoody deformation space D and
its retract G. Edge stabilizers of trees in G all belong to some fixed Fink, so G coincides
with the retract of a deformation space over Fink, and G/Out(G) is finite as above.
We now prove the first assertion of Theorem 1.2. By Linnell’s accessibility, there is a
(unique) deformation space Dk over Fink such that vertex stabilizers of trees in Dk do not
split over a group in Fink (this is the JSJ deformation space over Fink, see [12] subsection
6.3). Recall that all trees in Dk have the same vertex stabilizers of order > k.
Let H = Gv be a vertex group of a splitting Γ of G over Fink. As explained in
Subsection 2.4, we may assume that Γ is reduced. By Lemma 4.8 of [12], one may refine
Γ to a (JSJ) splitting Λ in Dk. The refinement replaces the vertex v by a subgraph of
groups Λv ⊂ Λ whose fundamental group is H. We may assume that Λv is reduced (but
not that Λ is). We show that there are only finitely many possibilities for Λv.
The splitting Λ is not necessarily reduced, so let p : Λ → Λ0 be a collapse map to a
reduced splitting in Dk. Since Λv is reduced, the map p does not collapse any edge coming
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from Λv. In particular, the number of edges of Λv is bounded by the number of edges of
Λ0, which is bounded by Lemma 3.1.
Vertex groups of Λ of order > k are vertex groups of Λ0, so there are finitely many
possibilities for vertex and edge groups of Λv up to isomorphism. There remains to control
inclusions Ge → Gu from edge groups of Λv to vertex groups. We may assume that Gu has
order > k. This implies that the group carried by p(u) in Λ0 is Gu (but the group carried
by the other endpoint of e may grow). Finiteness follows from the finiteness of possible
images of incident edge groups in vertex groups of graphs in Dk as in the previous proof.
4 One-edge splittings of one-ended groups
In this section we prove Assertions 2, 3, 4 of Theorem 1.2 for one-edge splittings of one-
ended groups. We will also prove Theorem 1.4 (see Subsection 4.5).
We assume that G is one-ended and we consider a one-edge splitting Γ. As explained
in Subsection 2.4, we may assume that Γ is reduced (i.e. minimal). All splittings will be
over groups in A (necessarily infinite by one-endedness).
We first explain how to obtain Γ from a JSJ decomposition Γcan by refining and col-
lapsing. We then discuss refining in general (Subsection 4.2).
4.1 The canonical JSJ splitting
Let T ∗c be the canonical JSJ tree over A constructed in Theorems 11.1 and 13.1 of [13]
(applied with H = ∅), and Γcan the associated graph of groups. In all cases considered
here it is the JSJ decomposition of G over A relative to all virtually polycyclic subgroups
which are not virtually cyclic. We summarize the relevant properties of Γcan.
Γcan is not necessarily reduced (and may have redundant vertices). Its vertex groups
Gv are either maximal virtually polycyclic subgroups, or rigid, or QH with finite fiber. If
Gv is rigid or QH, incident edge groups Ge are maximal virtually abelian subgroups of Gv.
If Gv is rigid, it has no non-trivial splitting over groups in A in which incident edge
groups are elliptic. If Gv is QH, there is an exact sequence 1 → F → Gv → pi1(Σv) → 1
where the fiber F is finite and Σv is a compact 2-dimensional orbifold. Incident edge
groups are preimages of boundary subgroups of pi1(Σv) (i.e. fundamental groups of bound-
ary components of Σv), and conversely such preimages are incident edge groups (up to
conjugacy).
Γcan
v
ε
Λ
Λv︷ ︸︸ ︷
Γ
u u′
e
Figure 1: The common refinement Λ of Γcan and Γ.
Moreover, Γcan is universally compatible. This means that, given a non-trivial one-
edge splitting Γ as above, there is a splitting Λ which collapses onto both Γ and Γcan. It is
minimal, but not necessarily reduced. After collapsing edges in Λ, we may assume that no
edge of Λ is collapsed in both Γ and Γcan. Let ε be the edge of Λ that is not collapsed in Γ
(see Figure 1). We can assume that ε is collapsed in Γcan, since otherwise Γ is a collapse
of Γcan, and this only produces finitely many splittings.
Denote by v the vertex of Γcan to which ε is collapsed, and by Gv the corresponding
vertex group. Let Λv ⊂ Λ be the one-edge splitting of Gv associated to ε, so that Λ is
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obtained from Γcan by replacing the vertex v ∈ Γcan by the one-edge decomposition Λv of
Gv.
Note that Λv can be a trivial decomposition (i.e. an amalgam of the form Gv = Gv ∗Gε
Gε). This occurs precisely when Γcan and Λ belong to the same deformation space. In this
case, the splitting Λ is not reduced.
4.2 Refining a splitting
Knowing Γcan and Λv is not enough to determine Λ and Γ: one must also know how edges
e of Γcan incident to v are attached to vertices of Λv (note that refining is possible only
if all groups Ge are elliptic in Λv). When Λv has two vertices, one must first decide to
which vertex u of Λv each edge e is attached. This is a combinatorial choice, with only
finitely many possibilities, so we will always assume that this choice has been made. One
must then know, for each e, the injection of Ge into Gu, and this is a possible cause of
infiniteness. We demonstrate this on an example.
4.2.1 Changing attachments
We construct a splitting Θ0 of a group G such that there are infinitely many ways to
refine the Bass-Serre tree of Θ0 using a fixed one-edge splitting Λv of a vertex group Gv
(see Figure 2). This will also demonstrate that there is no vertex finiteness for abelian
splittings of groups which are hyperbolic relative to nilpotent groups.
H = 〈a, b〉⋊ 〈t〉
Gw
v
Z2 = 〈a, b〉
id
(
1 0
1 1
)
An
Z
Z
abn
a
Z
Z
Gw 〈a, b〉
abn
a
Z2 = 〈a, b〉
id
(
1 0
1 1
)
Γ′n︷ ︸︸ ︷
Λv︷ ︸︸ ︷
︸ ︷︷ ︸
Λn
︸ ︷︷ ︸
Θn
︸ ︷︷ ︸
Γn
e1
e2
Figure 2: Infinitely many refinements of a graph of groups
Let H be the Heisenberg group, which we view as a semidirect product Z2 o Z =
〈a, b, t | ab = ba, tat−1 = ab, tbt−1 = b〉. The splitting Θ0 has two vertices v, w, with
Gv = H and Gw a torsion-free hyperbolic group with no non-trivial cyclic splitting. They
are joined by two edges e1, e2 carrying infinite cyclic groups. The inclusions of edge
groups into vertex groups map both Ge1 and Ge2 onto 〈a〉 in H = Gv, and they map
Ge1 , Ge2 onto non-conjugate maximal cyclic subgroups of Gw. The splitting Λv of Gv = H
is the HNN extension associated to the semidirect product. The group G = pi1(Θ0) is
hyperbolic relative to the nilpotent group H by [4], and it may be checked that Θ0 is its
JSJ decomposition over abelian (or nilpotent) groups relative to H.
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Let Λ0 be obtained by refining Θ0 using Λv in the obvious way. Collapsing e1, e2 in
Λ yields an HNN extension Γ0 with edge group Z2 = 〈a, b〉. The base group A0 is the
fundamental group of the graph of groups Γ′0 obtained from Θ0 by making the group
carried by v equal to Z2 = 〈a, b〉 rather than H.
Now let n ∈ N. Consider Θ0 and define a new graph of groups Θn by postcomposing
the inclusion Ge1 → Gv with conjugation by tn, an inner automorphism of Gv; the image
of Ge1 is now generated by t
nat−n = abn. Since we changed the edge monomorphism by
an inner automorphism of the vertex group, Θn and Θ0 are equivalent (they are associated
to the same Bass-Serre tree). Then construct Λn, Γn and Γ
′
n as above.
It is still true that Λn refines Θn, and the base group An of the HNN extension Γn
is the fundamental group of a graph of groups Γ′n with vertices carrying Z2 = 〈a, b〉 and
Gw. But the inclusion of Ge1 into Z2 now has image generated by abn. In particular,
the subgroup of Z2 generated by incident edge groups in Γ′n is 〈a, abn〉, it has index n.
This shows that the splittings Γ′n (hence also the Λn’s) are distinct. Moreover, Γ′n is the
canonical cyclic JSJ decomposition of An relative to non-cyclic abelian groups, so the An’s
are pairwise non-isomorphic.
In terms of trees, the minimal H-invariant subtree in the Bass-Serre tree T0 of Λ0 is
a line L. There are lifts of e1 and e2 attached to vertices of L. In the Bass-Serre tree Tn
of Λn, the attachment point of a given lift of e1 gets “shifted” by a translation of length n
along L: if e˜1, e˜2 are lifts of e1, e2 to Tn having the same stabilizer, then their distance in
Tn is n.
4.2.2 Practical description of a one-edge refinement
We now explain how to describe all one-edge refinements Λ of a given graph of groups Θ
at a vertex v (i.e. Λ is obtained by refining Θ at v using a one-edge splitting). In the next
subsection, we will take Θ to be the canonical JSJ decomposition Γcan. We view Gv as a
subgroup of G, and, for each edge e incident to v in Θ, we view Ge as a subgroup of Gv.
By Bass-Serre theory, a graph of groups Λ gives an action of a group GΛ on a tree
TΛ. We consider Λ and Λ
′ as equivalent if there is an isomorphism τ : GΛ → GΛ′ and a
τ -equivariant isomorphism TΛ → TΛ′ .
Lemma 4.1. Up to equivalence, any one-edge refinement Λ of Θ at a vertex v may be
obtained from the following data:
1. (marked splitting): an isomorphism ϕ : Gv → pi1(Λv), where Λv is a one-edge split-
ting (which may be a trivial splitting Gv ∗Gε Gε);
2. (combinatorial attachment): when Λv is an amalgam, the choice of a vertex ue of
Λv for each oriented edge e of Θ incident to v;
3. (algebraic attachment): for each oriented edge e of Θ incident to v, a monomorphism
ie : Ge → ϕ−1(Gue) which is the restriction of some inner automorphism adge ∈
Inn(Gv).
Different data may yield equivalent splittings. For instance, postcomposing ie with an
inner automorphism of ϕ−1(Gue) does not change Λ.
Proof. Starting from the data, one constructs a graph of groups Λ as follows. The under-
lying graph is obtained from that of Λ by blowing up v into the one-edge graph underlying
Λv, and attaching incident edges as prescribed by the combinatorial attachment data.
The vertex groups are those of Θ\{v}, and preimages under ϕ of those of Λv; the edge
groups are those of Θ, and the preimage of the edge group of Λv; the monomorphisms
from edge groups to vertex groups are the natural ones (those of Θ and Λv) and the ie’s.
Collapsing the edge of Λv yields Θ (up to equivalence) because of the requirement that ie
be the restriction of an inner automorphism.
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Conversely, if Λ is a one-edge refinement of Θ, with Bass-Serre tree TΛ, one defines Λv
as the one-edge splitting associated to the Gv-invariant subtree Tv ⊂ TΛ which is collapsed
to a point v˜ in the Bass-Serre tree TΘ of Θ. We fix an identification ϕ by choosing an edge
in Tv. In particular, this selects a vertex in each Gv-orbit of vertices of Tv (there is one or
two orbits, so one or two selected points u, u′).
If e is an edge of Θ incident to v, we view Ge as the stabilizer of an edge e˜ of TΘ
incident to v˜. In TΛ, this edge is attached to a vertex ve of Tv. The orbit of ve determines
the combinatorial attachment, and ie is induced by adge with ge any element of Gv taking
this vertex ve to the selected vertex u or u
′.
Remark 4.2. If we replace a marking ϕ : Gv → pi1(Λv) by ϕ′ = ϕ ◦ ψ, with ψ an inner
automorphism of Gv, the refinements of Θ by Λv obtained using ϕ
′ are (up to equivalence)
the same as those obtained using ϕ (one simply replaces ie by ψ
−1 ◦ ie). This holds, more
generally, if ψ acts on each incident edge group Ge as conjugation by some ge ∈ Gv.
Remark 4.3. If ϕ−1(Gue) is almost malnormal in Gv, and Ge is infinite, then the different
choices for ie differ by an inner automorphism of ϕ
−1(Gue) and therefore lead to equiva-
lent splittings Λ. The same conclusions hold if Ge is contained in a unique conjugate of
ϕ−1(Gue) in Gv, and ϕ−1(Gue) is its own normalizer in Gv.
4.3 Vertex finiteness over virtually cyclic groups
This subsection is devoted to the proof of:
Proposition 4.4. Let G be one-ended, and hyperbolic relative to virtually polycyclic
groups. Then vertex finiteness holds for one-edge virtually cyclic splittings of G.
We will actually prove:
Lemma 4.5. Let G be one-ended, and hyperbolic relative to virtually polycyclic groups.
Let Θ be a virtually cyclic splitting of G, and v a vertex. Up to the action of Out(G), there
exist only finitely many minimal virtually cyclic splittings Λ obtained by refining Θ at v
using a one-edge splitting Λv with the following property: if Gv is not virtually polycyclic or
QH with finite fiber (as defined in Subsection 4.1), then Λv is a trivial amalgam Gv ∗GεGε.
The lemma implies the proposition because, as explained in Subsection 4.1, any one-
edge virtually cyclic splitting of G is a collapse of a one-edge refinement of Θ = Γcan;
vertex groups of Γcan which are not virtually polycyclic or QH with finite fiber are rigid,
so can only be refined using a trivial amalgam.
In Subsection 4.5 we will explain that the lemma yields tree finiteness for one-edge
virtually cyclic splittings, and we will use it to prove Theorem 1.4 (tree finiteness for
arbitrary virtually cyclic splittings).
Proof of Lemma 4.5. We use the notations of Lemma 4.1, and we denote by Gε the edge
group of Λv. We assume (when Λv has two vertices) that the combinatorial choice (deciding
to which vertex of Λv edges of Θ incident to v will be attached) has been made. We must
prove that varying the marked splitting and the ie’s does not produce infinitely many Λ’s.
We distinguish several cases, depending on the nature of Λv.
• First suppose that Λv is a trivial amalgam. In this case we may assume that Λv
is Gv = Gv ∗Gε Gε for some virtually cyclic Gε ⊂ Gv, and ϕ is the identity (the marked
splitting is determined byGε, and changing ϕ amounts to changingGε by an automorphism
of Gv). Call u, u
′ the vertices of Λv, with vertex groups Gu = Gε and Gu′ = Gv.
By minimality of Λ, at least one edge e1 of Θ is attached to u. Thus Ge1 is contained
in a conjugate of Gu = Gε. The groups Ge1 and Gε are both infinite and virtually cyclic,
so the index is finite. Since by Remark 4.2 the set of refinements does not change if we
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replace Gε by a conjugate, Assertion 3 of Lemma 2.5 (applied in Gv) lets us assume that
Gε is fixed (because there are only finitely many possibilities for Gε up to conjugacy).
We must now vary the maps ie. For edges e attached to u
′, the choice of ie is irrelevant.
For edges attached to u, Lemma 2.5 provides a bound for the index [Gu : ie(Ge)] =
[ad−1ge (Gu) : Ge]. By Assertion 2 of Lemma 2.2, there are only finitely many possibilities
for ie (up to inner automorphisms of Ge or Gu).
• Now suppose that Λv is non-trivial and Gv is virtually polycyclic. The Bass-Serre tree
of Λv is a line L on which Gv acts by translations or dihedrally (Λv is an HNN extension
or an amalgam accordingly). Note that, since Gε is virtually cyclic, Gv is virtually Z2.
The group G′ε = ϕ−1(Gε) ⊂ Gv is the set of elements acting as the identity on L. It is
normal, with quotient Z or the infinite dihedral group D∞. Given an incident edge group
Ge < Gv in Θ, the intersection G
′
ε ∩ Ge has index at most 2 in Ge, hence finite index in
G′ε, so by Lemma 2.1 there are only finitely many possibilities for G′ε as Λv and ϕ vary.
Once G′ε is fixed, Λv is determined (up to an equivalence, which is not necessarily
relative to the incident edge groups) because Z and D∞ only have one non-trivial one-
edge splitting. This means that we can fix Λv and a marking ϕ0, and restrict to markings
given by ϕ = ϕ0 ◦ ψ for some automorphism ψ of Gv preserving G′ε.
Recall (Remark 4.2) that the set of refinements associated to ϕ (obtained by varying
the ie’s) is the same as for ϕ0 if ψ acts on each incident edge group Ge as conjugation
by some ge ∈ Gv. We claim that the group consisting of the automorphisms with this
property has finite index in the group A of all automorphisms ψ of Gv preserving G
′
ε.
Given an incident edge group Ge, one has [G
′
ε : ψ(Ge ∩G′ε)] = [G′ε : (Ge ∩G′ε)] < ∞,
so ψ(Ge ∩G′ε) takes only finitely many values as ψ varies in A. By Lemma 2.1, there are
only finitely many possibilities for ψ(Ge) up to conjugacy in Gv. Replacing A by finite
index subgroups, we may arrange that ψ(Ge) be conjugate to Ge, and then that ψ|Ge be
the restriction of an inner automorphism of Gv since Out(Ge) is finite. Arguing in this
way for each incident edge proves the claim.
The claim lets us assume that ϕ is fixed. The last thing to do is to vary the maps ie.
Finiteness is proved as in the previous case, since vertex groups of Λv are virtually cyclic.
• In the remaining case, v is a QH vertex of Θ and Λv is non-trivial. Then (see [12,
Lemma 7.4]) Λv is dual to a simple closed 1-suborbifold γ on the underlying 2-orbifold Σv
(if G is torsion-free, γ is a curve on a surface). Up to a homeomorphism f of Σv equal to
the identity on ∂Σv, there are only finitely many possible γ
′s.
First suppose that G is torsion-free. Then Σv is a surface and any f as above induces
an automorphism of Gv acting on incident edge groups as a conjugation. By Remark 4.2,
we may therefore assume that the marked splitting ϕ : Gv → pi1(Λv) is fixed. The choice
of the ie’s is irrelevant by Remark 4.3.
The argument is the same if there is torsion, noting that the group of automorphisms
of pi1(Σv) which are induced by an automorphism of Gv has finite index in the group of
all automorphisms, see [6].
4.4 Vertex finiteness over abelian groups
Proposition 4.6. Assume G and A are as in Assertion 3 or 4 of Theorem 1.2. Assume
moreover that G is one-ended.
Then vertex finiteness holds for one-edge splittings Γ of G over A.
Recall that, in Assertion 3 of Theorem 1.2, G is hyperbolic relative to finitely generated
abelian groups, and A is the family of virtually abelian (i.e. abelian or virtually cyclic)
groups. In Assertion 4, G is a finitely generated, torsion-free CSA group whose abelian
subgroups are finitely generated of bounded rank, and A is the family of abelian subgroups.
Since Proposition 4.4 gives vertex finiteness for one-edge virtually cyclic splittings of G
as in Assertion 3, we may assume that the edge group of Γ is abelian. As in the previous
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subsection, we assume that the choice of combinatorial attachment has been made and we
distinguish several cases. We use the same notations whenever possible.
• Λv is a trivial amalgam Gv = Gv ∗Gε Gε, and Gv is not abelian. For each edge e
of Γcan incident to v, the group Ge is a maximal virtually abelian subgroup of Gv. By
minimality, at least one edge e1 has to be attached to u, and Gε is conjugate to Ge1 since
Ge1 ⊂ Ggε ⊂ Gv and Gε is abelian. This means that Gε is uniquely determined (up to
conjugacy), so the marked splitting is determined (up to an inner automorphism of Gv).
The choice of the ie’s (algebraic attachment) is controlled by Remark 4.3 since Gu = Gε
is almost malnormal in Gv (as a maximal virtually abelian subgroup of a group as in
Assertion 3 or 4 of Theorem 1.2).
• Λv is trivial, and Gv is abelian. As Gv is abelian, there is no choice for the algebraic
attachment. Finiteness will be deduced from Corollary 2.4.
As above we denote by u, u′ the vertices of Λv with Gu = Gε and Gu′ = Gv. Let
A ⊂ Gε be the subgroup of Gv generated by the groups Ge carried by edges attached to u
(this group is meaningful because Gv is abelian; otherwise, it changes if Ge is replaced by
a conjugate). Since the combinatorial attachment is fixed, A is independent of the choice
of Gε.
If ε does not disconnect Λ (i.e. if Γ is an HNN-extension), let G0 be the fundamental
group of the graph of groups obtained from Λ by removing the interior of ε and changing
the group carried by u from Gu = Gε to A. It does not depend on the choice of Gε. The
vertex group of Γ is G0 ∗A Gε. By Corollary 2.4 (applied with P = Gv), there are finitely
many possibilities up to isomorphism. The argument when ε separates Λ is similar.
• Λv is not trivial. Then Gv cannot be rigid. The case when it is QH or virtually
cyclic is dealt with as in the previous subsection, so the only remaining possibility is when
Gv is abelian. The groups carried by edges incident to v in Γcan generate a subgroup
A ⊂ Gv. The Bass-Serre tree of Λv is a line on which Gv acts by translations, and Λv is
an HNN-extension Gv = (Gε)∗Gε with A ⊂ Gε ⊂ Gv. Thus Γ is an HNN-extension, and
its vertex group is isomorphic to H = G0 ∗AGε, where G0 is the fundamental group of the
graph of groups obtained from Γcan by changing the group carried by v from Gv to A.
The group Gε is the kernel of an epimorphism Gv → Z vanishing on A. Since there
may be many such epimorphisms, there may be many possibilities for the group Gε ⊂ Gv.
But Corollary 2.4 says that the isomorphism type of H = G0 ∗A Gε only depends on the
equivalence class of Gε as defined in Lemma 2.3, so there are only finitely many possibilities
for H.
4.5 Tree finiteness
We prove Theorem 1.4, i.e. tree finiteness for virtually cyclic splittings Γ of G when G is
one-ended, and hyperbolic relative to virtually polycyclic groups. We assume, of course,
that Γ has no redundant vertices.
By universal compatibility of Γcan, any splitting Γ (possibly with several edges) may
be obtained by collapsing a refinement of Γcan. It therefore suffices to prove finiteness up
to Out(G) for splittings Γ which refine Γcan.
When Γ has just one more edge than Γcan, we simply apply Lemma 4.5 to Γcan, noting
that any Gv which is not virtually polycyclic or QH is rigid, hence elliptic in Γ.
In general, we pass from Γcan to Γ by a finite sequence of one-edge refinements. Refining
a QH vertex yields vertex groups which are virtually cyclic or QH, so Lemma 4.5 applies
to each intermediate splitting. It is therefore enough to find a uniform bound (depending
only on G) for the number of edges of Γ (we cannot apply [2] because Γ does not have to
be reduced in the sense of [2], see below). We denote by T , Tcan the Bass-Serre trees of Γ,
Γcan respectively.
We may factor the collapse map pi : Γ→ Γcan through a splitting Γ′, belonging to the
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same deformation space as Γ, such that the preimage of any vertex v of Γcan in Γ
′ is a
minimal graph of groups: we obtain Γ′ from Γ by collapsing edges of pi−1(v) associated to
edges of T not belonging to the minimal subtree of a conjugate of Gv (if Gv is elliptic in
Γ, we collapse the whole of pi−1(v)).
Let T ′ be the Bass-Serre tree of Γ′, and p : T ′ → Tcan the induced collapse map. We
first claim that the number of edges of Γ′ is uniformly bounded. To prove this, we consider
a vertex v of Tcan such that Tv = p
−1(v) is not a point, and we have to bound the number
of edges of Tv/Gv. Note that Gv is not rigid, so it is virtually polycyclic or QH, and the
action of Gv on Tv is minimal. If the action of Gv on Tv has no redundant vertex, the
number of edges of Tv/Gv is 1 if Gv is polycyclic (Tv is a line), bounded in terms of the
orbifold Σv if Gv is QH. In general there may be redundant vertices, but such vertices
have edges of Tcan attached to them, so the number of Gv-orbits of redundant vertices is
bounded by the valence of the image of v in Γcan. This proves the claim.
Now let q : Γ → Γ′ the collapse map. We consider a vertex v′ ∈ Γ′, and we bound
the number of edges of q−1(v′). Since Γ and Γ′ belong to the same deformation space, the
group Gv′ is elliptic in Γ, so q
−1(v′) is a finite tree of groups Λv′ with a vertex w carrying
the same group as v′. By minimality of the splitting Γ, the number of terminal vertices
of Λv′ is bounded by the valence of v
′ in Γ′. It therefore suffices to bound the length of a
segment S ⊂ Λv′ consisting of vertices of valence 2 (these vertices make T non-reduced in
the sense of [2]).
All edge stabilizers of Γ are infinite and virtually cyclic. The stabilizer of any edge
in Λv′ contains (with finite index) the stabilizer of an edge of Γ
′. Moreover, if we orient
S towards w, the sequence of edge stabilizers is strictly increasing as one moves along S.
Applying Assertion 3 of Lemma 2.5 to the edge stabilizers of S then gives the required
bound.
5 One-edge splittings of arbitrary groups
In this section we prove Assertions 2, 3, 4 of Theorem 1.2 for one-edge splittings of a group
G with infinitely many ends. In all cases there is a bound for the order of finite subgroups
of G, and G is accessible.
Lemma 5.1 (Compare [6, Lemma 4.22], [28, Theorem 18]). Let G be an accessible group
with infinitely many ends. Let C be a finitely generated group with finitely many ends. If
G splits over C, there is a non-trivial splitting Γ′ of G over a finite group in which C is
elliptic.
Proof. This is clear if C has 0 or 1 end (it is elliptic in any Γ′), so assume that C is
virtually cyclic. Let Γ be a non-trivial one-edge splitting of G over C, and let Θ be a
Stallings-Dunwoody decomposition of G (see Subsection 2.1). There are two cases.
If Θ does not dominate Γ, some vertex group H of Θ is non-elliptic in Γ, so (up to
conjugacy) splits over a subgroup C ′ ⊂ C. The group C ′ is infinite because H is one-ended,
so it has finite index in C. It follows that C is elliptic in Θ, and we define Γ′ = Θ.
If Θ dominates Γ, we may obtain the Bass-Serre tree of Γ from that of Θ by collapsing
edges and performing a finite sequence of folds Ti → Ti+1 (see [2, p. 455]). There is at
least one fold because C is infinite, so consider the first fold such that Ti+1 has an infinite
edge stabilizer Ge. There are several types of folds (see [2]), but in all cases Ge is elliptic
in Ti. As above Ge has finite index in (a conjugate of) C, so we define Γ
′ as the splitting
associated to Ti.
Remark 5.2. The following generalization was inspired by N. Touikan. If G is as in Lemma
5.1, and Γ is a splitting of G over groups with finitely many ends, there is a non-trivial
splitting of G over a finite group in which all edge groups Ci of Γ are elliptic. This is
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proved by induction: the lemma is true in a relative setting, and one applies it relative to
C1, . . . , Ci to the one-edge splitting of G over Ci+1.
Let now G be as in Theorem 1.2. Let Γ be a non-trivial one-edge splitting of G, say an
amalgam A∗C B (the argument is the same in the case of an HNN-extension). By Section
3 and the first assertion of Lemma 2.5, we may assume that C is infinite. It is virtually
cyclic or abelian, hence finitely ended.
By Lemma 3.2 of [12], we can refine Γ to a splitting Λ which dominates the splitting Γ′
provided by Lemma 5.1 (but we cannot assume that Λ collapses to Γ′). We may assume
that all edge groups of Λ are finite, except for the edge e = vw coming from Γ (it carries
C). The number of edges of Λ is bounded by Linnell’s accessibility.
All vertex groups of Λ except Gv and Gw are vertex groups of a splitting of G with finite
edge groups, so only finitely many isomorphism types are possible by Section 3. Similarly,
H = Gv ∗C Gw is also such a vertex group, so there are only finitely many possibilities for
H. The group H is elliptic in Γ′, because Gv and Gw are and C (being infinite) fixes a
unique point in the Bass-Serre tree of Γ′. Since Γ′ is non-trivial, H is a proper subgroup
of G.
First suppose that G is torsion-free. By Grushko’s theorem, H has rank smaller than
G, so by induction we may assume that the theorem holds for H: there are finitely many
possibilities for Gv and Gw up to isomorphism. We now see that A and B are fundamental
groups of graphs of groups such that the number of edges is bounded, edge groups are
trivial, and only finitely many vertex groups are possible up to isomorphism. Finiteness
follows.
Now assume that G has torsion (so is as in Assertion 2 or 3 of Theorem 1.2). There
are two complications. First, one must replace the rank by another complexity, namely
c(H), defined as the maximal number of edges in a minimal decomposition of H over
finite groups without redundant vertex (minimal means that the action on the Bass-Serre
is minimal, as in Subsection 2.1). This is finite by Linnell’s accessibility, and c(H) < c(G),
so we can argue by induction on c(H).
The groups A and B are now fundamental groups of graphs of groups such that the
number of edges is bounded, and only finitely many vertex and edge groups are possible up
to isomorphism. We have to control the inclusions of edge groups into vertex groups. We
cannot argue as in the proof of Lemma 3.1 because we do not know the deformation space.
Instead we use the fact that the vertex groups are hyperbolic relative to virtually polycyclic
groups, and therefore only contain finitely many conjugacy classes of finite subgroups by
the first assertion of Lemma 2.5.
6 Splittings with several edges
We now prove Assertions 2, 3, 4 of Theorem 1.2 in full generality, i.e. for splittings with
any number of edges. Recall that we need only consider reduced splittings.
We first prove the following claim by induction on p: given G, there are only finitely
many possible isomorphism types for vertex groups of reduced splittings Γ of G over A with
at most p edges.
Given a vertex v of Γ, choose an edge e containing v, and collapse e. We get a reduced
splitting Γ′ with fewer edges, and Gv is a vertex group of a one-edge splitting of a vertex
group Gw of Γ
′. This one-edge splitting is reduced because Γ is reduced, and the claim
follows since by induction there are finitely many possibilities for Gw up to isomorphism.
If G is finitely presented, Bestvina-Feighn’s accessibility [2] provides a bound for the
number of edges of reduced splittings of G (note that groups in A are small, and reduced
as defined in Subsection 2.1 implies reduced in the sense of [2]). Theorem 1.2 thus follows
from the claim when G is relatively hyperbolic (Assertions 2 and 3).
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Bestvina-Feighn’s accessibility does not apply in the CSA case if G is not finitely
presented, so we use acylindrical accessibility [25, 27] instead. As usual, an abelian splitting
is a splitting over abelian groups.
Lemma 6.1. Let G be a finitely generated, torsion-free, CSA group. Given an abelian
splitting Γ of G, there exists a reduced 2-acylindrical abelian splitting Γc such that any
non-abelian vertex group of Γ is a vertex group of Γc.
Proof. First assume that no edge group of Γ is trivial. Let T be the Bass-Serre tree of Γ,
let Tc be its tree of cylinders (for commutation, see Example 3.5 of [14]), and let Γc = Tc/G
be the corresponding graph of groups. If v is a vertex of T with Gv non-abelian, it belongs
to at least two cylinders, so Gv is a vertex stabilizer of Tc. The tree Tc is 2-acylindrical
(Proposition 6.3 of [14]), and one can make it reduced by collapsing edges (this does not
change non-abelian vertex stabilizers).
If certain edge groups of Γ are trivial, perform the previous construction in each max-
imal subgraph consisting of edges with non-trivial group.
The claim and the lemma imply the theorem since by acylindrical accessibility there is
a bound for the number of edges of Γc. We only have to control non-abelian vertex groups
of Γ because we assume that abelian subgroups have bounded rank.
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