Abstract-The traditional approach to cope with collisions is to discard the packets involved in it and to ask for their retransmission. However, since the signal associated to a collision has important information concerning the packets involved, we can efficiently resolve collisions with proper retransmissions.
collisions is to discard all blocks involved in the collision and to retransmit them. To reduce the chances of multiple collisions a given user transmits in the next available slot with a given probability. With this strategy, if two packets collide we need three time slots to complete the transmission (or more if there are multiple collisions), which reduces throughput. A simple way to improve the MAC performance is to employ a TA (Tree Algorithm) combined with a SIC scheme (Successive Interference Cancelation) [1] . Within this SICTA technique, when the packets of two users collide we store the resulting signal instead of discarding it (as in conventional techniques) and when we receive successfully one of these packets we subtract the corresponding signal from the signal associated to the collision to recover the other packet (the generalization to the collision of more packets is straightforward). With this strategy, if two packets collide we need two time slots to complete the transmission, unless there are multiple collisions. However, decision errors might lead to a deadlock. SICTA with First Success (SICTA/FS) [2] , [3] overcomes this problem at the cost of reduced throughput.
The problem with these techniques is that they do not take full advantage of the information in the collision. The ideal situation would be to use the signals associated to multiple collisions to separate the packets involved. In fact, if we have multipacket detection capabilities we could even force collisions to improve system performance [4] . It can be shown that solving collisions can be regarded as a multiuser detection problem [5] . In [6] a multipacket detection technique was proposed where all users involved in a collision of N P packets retransmit their packets N P − 1 times. To allow packet separation different phase rotations are employed for different packet retransmission. An important drawback of the technique presented in [6] is that it is only suitable for flat-fading channels. For this reason, it was extended to multipath time-dispersive channels [7] . Since [7] considers a time-domain receiver implementation, its complexity can be very high for severely time-dispersive channels. Moreover, due to the linear nature of the receivers presented in [6] and [7] , the residual interference levels can be high and/or can have significant noise enhancement. There are also phase rotations that might lead to an ill-conditioned packet separation (e.g., if we have two users with similar phase rotations in flat fading channels).
In this paper we propose frequency-domain multipacket receivers that allow efficient packet separation in the presence of successive collisions. We consider the use of SC-FDE schemes (Single-Carrier with Frequency-Domain Equalization), generally accepted as one of the best candidates for the uplink of future broadband wireless systems [8] , [9] . The basic receiver can be regarded as an iterative multipacket detector with interference cancelation, contrarily to [6] and [7] , where linear receivers are considered. We also consider a turbo multipacket receiver where, as in turbo equalizers [10] [11] [12] [13] , the channel decoder outputs are used in the feedback loop so as to improve equalization performance, as well as inter-packet interference cancelation.
Our receivers have relatively low complexity in severely time-dispersive channels, since they allow FFT-based implementations (Fast Fourier Transform). To be effective, our techniques require uncorrelated channels for different retransmissions. Since this is not practical in many systems, we propose a SP technique (Shifted Packets) for retransmissions where the frequency-domain block to be transmitted has different cyclic shifts for different retransmissions.
The rest of this paper is organized as follows: system characterization is given in sec. II and our multipacket detection technique is described in sec. III. The MAC scheme is analyzed in sec. IV and some practical implementation aspects are discussed in sec. V. A set of performance results is presented in sec. VI and sec. VII is concerned with the conclusions of this paper.
II. SYSTEM CHARACTERIZATION

A. Transmitted and Received Signals
In this paper we consider the uplink transmission in wireless systems employing SC-FDE schemes. The packets associated to each user have the same duration and correspond to an FFT block (the extension to multiple FFT-blocks per packet is straightforward). Each user transmits a packet during a given time slot and when more than one user targets a given time slot a collision occurs.
We consider a synchronous network. This means that, in the event of collision, different packets arrive simultaneously, i.e., there is some time-advance mechanism able to compensate the propagation times for different users (in practice only a coarse compensation is required, since residual time mismatches can be absorbed by an extended cyclic prefix, i.e., by using a cyclic prefix that is longer than the channel impulse response 1 ). We also assume perfect synchronization between the local oscillators at each MT (Mobile Terminal) and the local oscillator at the base station (once again, only a coarse synchronization is required, since residual frequency offsets between the base station and each MT can easily be estimated and compensated using a technique similar to the one proposed in [14] ).
The time-domain block associated to the pth user (i.e., the corresponding packet) is {a n,p ; n = 0, 1, . . . , N − 1}, where a n,p is selected from a given constellation (e.g., a QPSK constellation) and N is the FFT size. Whenever there is a collision it is necessary to retransmit the packets involved (or, at least, some packets). The packet associated to rth attempt to transmit 
As with other SC-FDE schemes, a suitable cyclic prefix is added to each time-domain block. Naturally, a (1) n,p = a n,p ; in the following it will be clear that we can use a (r) n,p = a n,p for r > 1 to allow an efficient packet separation.
The received signal associated to a given time-slot is sampled and the cyclic prefix is removed, leading to the time-domain block {y (r) n ; n = 0, 1, . . . , N − 1}. If the cyclic prefix is longer than the overall channel impulse response then the corresponding frequency-domain block is {Y
with N (r) k denoting the channel noise and {A
k,p is the overall channel frequency response for the pth user and the rth transmission attempt.
B. Receiver Design without Collisions
If there is no collision then the transmitted block can be recovered by a linear FDE [8] , [9] . However, the performance improves significantly if the linear FDE is replaced by a more powerful IB-DFE (Iterative Block Decision Feedback Equalizer) [15] , [16] , as depicted in fig. 1 , especially when we consider a turbo version of it using the channel decoder outputs in the feedback loop [13] . Following [13] , [15] , the FDE output for the ith iteration is
(for the sake of simplicity we dropped the dependence with p and r in this subsection). For a normalized FDE, the optimum feedback and feedforward coefficients in the MMSE sense (Minimum Mean Squared Error) are B
where
is the overall reliability of the estimates from the previous iteration, which can be obtained as described in [13] . The samples
, where a (i−1) n denotes the average symbol values conditioned to the FDE output, which can be obtained from the LLRs (LogLikelihood Ratios) of the "in-phase bit" and the "quadrature bit", associated tõ a (i−1) n [13] . For the first iteration we do not have information concerning the transmitted symbols and our receiver reduces to a conventional linear FDE.
III. SOLVING MULTIPLE COLLISIONS
A. Receiver Structure
Let us assume that N P packets are involved in a collision and each user retransmits its packet N P − 1 times. Therefore, the receiver has N P versions of the signals associated to the N P packets. Since the interference levels between packets are very high when we have a collision, we need to jointly detect all packets involved. We can use the N P versions of each packet for multipacket separation (a similar concept was proposed for LST (Layered Space-Time) systems [17] ).
We consider an iterative joint equalizer and multipacket receiver where each iteration consists of N P detection stages, one for each packet (see fig. 2 , where it is assumed that N P = 2). When detecting a given packet we remove the residual interference from the other packets, as well as the residual ISI (Inter-Symbol Interference) associated to the packet that is being detected. The receiver structure for the detection of the pth packet and the ith iteration is illustrated in fig. 3 , where we have N P frequency-domain feedforward filters, each one associated to the signal of a given collision (i.e., one retransmission), and N P frequency-domain feedback filters, each one using the average value of the data signal associated to each packet. These average values are conditioned to the FDE output and we use the most recent version of each packet (i.e., we use average values associated to the present iteration (if they are available) or the previous iteration (if not), as shown in fig. 2 ).
The kth frequency-domain sample associated to the pth packet is
(u(x) is the unitary step function, i.e., u(x) = 0 for x < 0 and 1 for x ≥ 0). The average values A follows. The block {A
n,p denotes the average symbol values conditioned to the FDE output. If we assume that a n,p = ±1 ± j then it can be shown that these average values are given by [13] 
with
and
denoting the LLRs of the "in-phase bit" and the "quadrature bit", associated to a n,p , respectively, and {ã
n,p = ±1±j are the hard-decisions associated toã
n,p . The feedforward and feedback coefficients are selected to minimize the "signal-to-noise plus interference ratio", for a given packet and a given iteration. This optimization problem can be written as the minimization of
conditioned to
This optimization can be performed using the Lagrange's multipliers method. We just need to define the minimization function [Eq. 11] where λ is the Lagrange's multiplier required to ensure (10) , and to solve the system of equations
is the frequencydomain block associated to the hard decisions, i.e. the IDFT of the block {â
k,p is a "noise component" associated to decision errors that is uncorrelated with the data samples and with
. To simplify our analysis we also assume that A
k,p [13] . After some straightforward but lengthy manipulations we get the optimum feedforward coefficients
k,p obtained from the set of N P equations:
The feedback coefficients are then given by
(δ p,p = 1 if p = p and 0 otherwise).
B. Dealing with Fixed Channels for Retransmissions
It should be pointed out that the correlation between channels associated to different retransmissions should be low (if not, the system of equations (16) might not have a solution or it can be ill conditioned). This means that different channels should be employed for each packet retransmission (e.g., a different frequency band or a different antenna), unless the channel changes significantly between retransmissions. For systems where this is not practical, we could assume that the frequency domain block associated to the rth retransmission of the pth packet, {A
. . , N − 1} (using time-domain interleaving is not a option since it increases significantly the complexity of the packet separation). Since this is formally equivalent to assume that {H
. . , N − 1}, the channel correlations for each frequency can be very small. However, to avoid transmitting signals with very large envelope fluctuations, it is better to assume that {A
, it is a cyclicshifted version of {A k,p ; k = 0, 1, . . . , N − 1}, with shift ζ r . This means that the corresponding time-domain block is {a (r) n,p = a n,p exp(j2πζ r n/N ); n = 0, 1, . . . , N − 1}, with a suitable ζ r . Therefore, this technique is formally equivalent to have A
k,p , with shift −ζ r . In general, the larger ζ r the smaller the correlation between H (r) k,p and H (1) k,p , provided that ζ r < N/2 (since we consider cyclic shifts, ζ r = N is equivalent to have ζ r = 0). In this paper we assume that the different ζ r are the odd multiples of N/2, N/4, N/8, etc., i.e.,
This allows small correlation between different H (r)
k,p , for each frequency (naturally, as we increase r we increase the correlations). Moreover, envelope fluctuations on the time-domain signal associated to {a (r) n,p ; n = 0, 1, . . . , N −1} are not too different from the ones associated to {a n,p ; n = 0, 1, . . . , N −1}. One advantage of this approach is that for QPSK constellations the constellation associated to {a (r) n,p ; n = 0, 1, . . . , N − 1} is also a QPSK constellation for r = 2, 3 and 4. As an alternative, we could have ζ r = (r − 1)N/N P , r = 1, 2, . . . , N P , but the envelope fluctuations of the transmitted signals could be larger. This technique could be combined with the phase rotation proposed in [6] , which further reduces the correlations between the equivalent channel associated to each packet retransmission.
C. Use of Channel Decoder Outputs in the Feedback Loop
As with other turbo equalizers, we can also define a multipacket detector that employs channel decoder outputs instead of the uncoded "soft decisions" in the feedback loop. The receiver structure is similar, but with a SISO channel decoder (Soft-In, Soft-Out) employed in the feedback loop. The SISO block, that can be implemented as defined in [18] , provides the LLRs of both the "information bits" and the "coded bits". The input of the SISO block are LLRs of the "coded bits" at
the multi-packet receiver, given by (6) and (7). Once again, the feedforward coefficients are obtained from (14)- (16).
IV. MEDIUM ACCESS CONTROL
The detection technique presented above is adapted for the uplink channels of a broadband wireless system, using a NDMA (Network-assisted Diversity Multiple Access) MAC protocol [6] . NDMA is a slotted random access protocol with gated access, developed for slotted cellular packet radio systems. It is well adapted for the uplink shared channel access, with a known population of users. On public telecommunication wireless cellular systems (e.g. UMTS [19] ), MTs run an association procedure before using the base station's (BS) traffic channels, and a control procedure before using dedicated channels. Therefore, the BS can control a number of MTs using a channel. MTs send data to a BS, which is responsible for running most of the calculations and to handle collisions. The BS detects collisions and uses a broadcast control downlink channel to send a collision signal, requesting MTs involved to resend their packets. It forces MTs to send the packets k times when k MTs collide. Other users are not allowed to transmit until the previous collisions have been resolved. Packet detection failures may still occur after the collision resolution for low E b /N 0 . This section extends the original NMDA protocol [6] , by analyzing failed packets recovery. We assume that failed packets are retransmitted until they are correctly received at the BS, affecting the total packet delay. The remaining section studies how the throughput and delay are influenced by the PER (Packet Error Rate), and compares the results with the performance of a contentionfree scenario, based on TDMA. We adopted the following modeling conditions: a) Finite Population: A finite number of independent users are transmitting to a common receiver packets of length equal to one time unit (slot), which can store an infinite number of packets. b) Immediate feedback: By the end of each slot the MTs are informed of the feedback immediately and errorlessly, as in [1] and [6] . We also assume that the number of MTs colliding is precisely determined by the BS. c) Poisson arrivals: The buffer of each MT receives packets that are generated according to a Poisson source, with rate λ.
A. Queue Analysis.
The MT behavior can be approximately modeled by a sequence of relevant epochs, in which packets belonging to the MT are sent, and irrelevant epochs, in which no packets from the MT are sent. An epoch is defined as an empty slot or a set of slots where MTs send the same packet (or frequencyshifted versions of it, as described in subsection III-B) due to a BS request.
We focus our attention to the number of packets in the buffer at the beginning of each epoch, denoted by q m , where the subscript m denotes the epoch. The sequence q m , q m+1 , q m+2 , . . . constitutes an embedded Markov Chain. If a lost packet is always resent, then the Markov Chain is defined by
where Err is a packet detection error event and v (q m ) is the number of packets arriving during the mth epoch (x ∧ y denotes "x AND y" and x denotes "NOT x"). If an error occurs the packet is not removed from the queue and, therefore, q m is not decreased. We seek an expression for P e = lim m→∞ P r {q m = 0}, the probability of a MT's buffer being empty at the beginning of an epoch. The packet error probability, p err , is
where P ER k is the average PER for k active senders, and P h1 (k) and P h2 (k) are respectively the epoch length distribution for the relevant and the irrelevant epochs. Assuming that epochs are independent, the epoch length distributions can be approximated by binomial distributions, and be defined as
Lemma 1: If the MT's buffer is fed by a Poisson source with rate λ, the steady-state probability generating function Q (z) is given by
with p err given by (19) .
are the conditional steady state generating functions respectively for the relevant and the irrelevant epochs and can be calculated using equation (38) from [6] , which also considers a poisson source and independence between epochs.
Proof: See Appendix. Evaluating (22) at z = 1, we obtain a relationship between P e and λ, that takes into account the error probability. Please note that for high E b /N 0 p err is close to zero and (23) reduces to (39) of [6] . It usually has a unique solution, but more solutions may occur for very low E b /N 0 due to the nonlinearity of P ER k with k (see Fig. 4 ). The model accuracy decreases for lower E b /N 0 and for smaller user populations. This section extends [6] results, providing an approximation for P e that takes into account the packet error probability. P e decreases for higher p err values, generating higher average values for h 1 and h 2 .
B. Throughput Analysis
The throughput can be calculated using [6] 
where P D (k) is the frame's correct detection probability (equal to 1−P ER k ) when k MTs are transmitting. [6] analysis is still valid. Failed packet retransmission decreases P e value. For very low E b /N 0 , the throughput is influenced mainly by P D (k).
C. Delay Analysis.
From the property of M/G/1 queue with vacation [21] , the average system delay for a data packet can be expressed as
where h 1 , h 2 1 , h 2 and h 2 2 are the first and second moments of the busy and idle epoch respectively, which can be calculated from (20) and (21) .
D. Comparison with other MAC Protocols.
Traditional MAC protocols loose packets involved in collisions. The best performance with traditional MAC protocols is achieved when collisions are avoided, with a TDMA (Time Division Multiple Access) approach. The throughput of TDMA schemes depends linearly with the total offered load, and with the probability of correct detection of a single sender: [6] shows that the throughputs of NDMA and TDMA are equal when no detection errors occur, and that they converge to one near saturation. However, due to the detection gain for multiple transmission, it will be shown that the throughput of NDMA can be better than the throughput of TDMA for low E b /N 0 . A TDMA queue with packet losses can be approximated by a M/G/1 queue with vacations, with a deterministic vacation time of J slots, and with a stochastic service time, with all J slots multiples, defined by the density function
where δ(x) is the Dirac's delta function. From (27) it is straightforward to obtain
Using the M/G/1 with vacations model, we obtain the average packet delay for TDMA with errors: (30) is consistent with the delay for TDMA schemes with a Poisson source without losses [21] . Once again, the model precision decreases for lower E b /N 0 , where the independence hypothesis between the relevant and irrelevant duration distributions is less accurate. The delay for TDMA can be reduced using scheduled slot assignment. In a absence of detection errors, the delay for scheduled slot assignment with caption and a Poisson source is [21] 
where A measures the reservation time for an entire cycle of reservations for each MT. Notice that the complexity of the TDMA scheduled mode protocol is higher than the complexity of NDMA MAC, since a control slot or channel is required by the MTs to reserve slots for data packets. SICTA was excluded from this comparison because it has maximum normalized throughput limited to 0.693 [1] , and because it is also penalized compared to NDMA by the consecutive reduction on the number of transmitting stations defined by the tree algorithm.
V. IMPLEMENTATION ASPECTS
A. Estimation Issues
The implementation of any multipacket detection technique requires the knowledge of the packets/users involved in a given collision, as well as the corresponding channel frequency response. The channel estimation can be a big challenge especially when we have collisions in severely time-dispersive channels, unless the channel remains constant over several FFT blocks (for slow-varying channels the channel estimation does not need to be performed for each packet, provided that the base station stores the channel frequency response associated to each potential user).
The user identification, as well as the corresponding channel estimation can be performed by adding a suitable training sequence to each packet. To simplify the receiver implementation, different users should employ orthogonal training sequences [6] . A simple way of achieving this, is to assign disjoint sets of subcarriers (although we are considering singlecarrier schemes, we can employ the subcarrier concept as with OFDM schemes, since we are considering frequency-domain receiver implementations) for the training sequences of each user, as proposed in [20] .
B. Complexity Issues
The proposed receiver requires N P DFT operations, each one associated to the signal of a different retransmission, and a pair of DFT/IDFT operations (with size N ) for packet detection of each user, at each iteration. We also need the multiplications and sums associated to the feedforward and feedback parts of the receiver (2N P multiplications and 2N P sums for each subcarrier, each user and each iteration).
The most complex part of the algorithm can be the computation of the feedforward coefficients, since we need to solve the N systems of N P equations, for each iteration and each user. Once again, for slow-varying channels, this operation is not required for all blocks.
VI. PERFORMANCE RESULTS
In this section, we present a set of performance results concerning the proposed detection technique in the presence of multiple collisions. We consider the uplink transmission where an SC-FDE modulation is employed. Each packet has N = 256 data symbols, corresponding to blocks with length 4μs. The data symbols are selected from a QPSK constellation under a Gray mapping rule. The channel encoder is the wellknown rate-1/2 64-state convolutional code with generators
. We can use the channel decoder outputs in the feedback loop, as in conventional turbo detection schemes, or soft decisions based on the multi-packet detector output. The radio channel associated to each packet is characterized by the power delay profile type C for HIPERLAN/2 (HIgh PERformance Local Area Network) [22] , with uncorrelated Rayleigh fading on the different paths and the signals associated to all users have the same average power at the receiver (i.e., the base station), which corresponds to a scenario where an "ideal average power control" is implemented. We consider perfect synchronization and channel estimation conditions. The channel for each packet retransmission can be either uncorrelated (denoted UC (Uncorrelated Channels)) or shifted versions of the channel in the first attempt, as described in sec. III-B, denoted SP (Shifted Packets).
We consider Poisson sources and we assume that the base station knows how many packets are involved in the collision, as well as the user that transmitted each packet. This means that the information concerning user identification needs extra protection. After detecting a collision the base station informs the users of how many retransmissions are required (and, eventually, the slots that will be used for those retransmissions, to avoid collisions by additional users). Fig. 4 shows the average PER after 4 iterations and different values of N P . Our performance results are expressed as function of E b /N 0 , where N 0 is the one-sided power spectral density of the noise and E b is the energy of the transmitted bits associated to a given packet transmission (i.e., the degradation due to the useless power spent on the cyclic prefix is not included). Since we consider a rate-1/2 code, the energy of the information bits is 3dB higher.
It should be pointed out that the total energy spent to transmit a given packet grows linearly with N P . To obtain the curves as a function of the total power spent to transmit a given packet (instead of a function of the bit energy associated to a given packet) we just need to shift our curves by 10 log 10 (N P ) dB. It should be pointed out that we could split the transmit power by the required number of retransmissions. Since we do not know a priori the number of packets involved in each collision (and our scheme is supposed to have acceptable performance even without collisions), the power spent for each packet transmission/retransmission should be fixed, which means that the total power associated to each packet increases as we increase the number of packets involved in a given collision and, inherently, the number of retransmissions.
Clearly our technique is able to cope with a large number of collisions, with improved performances as we increase the number of packets involved in the collisions (and, consequently, the number of retransmissions), even for the SP technique (with the same channel for each retransmission). Naturally, as we increase the number of retransmissions, the shifted versions of the channel frequency response have higher correlation between them, leading to performances that are worse than with uncorrelated channels for the retransmissions. If the performances were expressed as a function of the total energy spent to transmit a given packet we would get similar performances for different values of N P when uncorrelated channels are adopted for different retransmissions; for the SP technique there would be a slight degradation as we increase N P .
Let us consider now the turbo receivers where the channel decoder output is used in the feedback loop. Figs. 5 and 6 show the average PER, averaged over all users, for different iterations, when N P =1 or 2, respectively. Clearly, the use of channel decoder outputs in the feedback loop allows significant performance improvements, especially in the presence of collisions.
In the following we will compare the throughputs for NDMA and TDMA. It is calculated using (24) and (26) and the PER values of our detection technique. We considered a normalized throughput, i.e., we do not include the degradation due to the cyclic prefix that is added to each block, as well as other packet overheads. Fig. 7 shows R NDMA for a total offered load (λJ) equal to 1, i.e., a fully-loaded system. Clearly, it is possible to have a throughput close to the system load, even when the SP technique is employed. For four iterations we can improve the performance by about 1dB when the channel decoder is not used in the feedback loop (non-turbo case); if the channel decoder is used in the feedback loop (turbo case) we have an additional gain of about 2 to 3 dB after 4 iterations. These excellent performances result from the fact that our receiver can effectively cope with collisions. Fig. 8 shows how R NDMA and R T DMA depend on the offered load, for E b /N 0 = 2dB. The offered load (λJ) varies from very light load (10 %) to the saturation value (100%), where all bandwidth is required to satisfy the offered load. Fig.  9 shows the same values for E b /N 0 = −2dB. These results show that NDMA outperforms TDMA, especially for higher loads and smaller values of E b /N 0 . This is a consequence of the fact that at low E b /N 0 the packet error rate can be high and for TDMA schemes we need retransmissions to cope with those errors, while with our technique we take full advantage of the energy spent on all packets when we have collisions (clearly, the probability of having collisions involving multiple nodes is higher for high system load). Fig. 9 shows that using the channel decoder in the feedback loop (turbo receiver) allows very high throughput at much lower lower than the throughput with UC, showing that NDMA combined with the proposed detection method can be used for real systems, without requiring uncorrelated channels. Fig. 10 shows that the delay for NDMA is smaller than the delay for unscheduled TDMA, for all the configurations presented above, when E b /N 0 =2dB. This delay reduction results from the throughput differences seen above, but also from dynamic allocation of bandwidth per MT provided by NDMA. Fig. 11 shows the packet delay for E b /N 0 = 8dB. In this case the total NDMA uplink throughput is equal to the TDMA throughput because almost no packet is lost. However, the delay for NDMA is smaller than the delay for scheduled TDMA with the minimum possible overhead (A=1). Scheduling algorithms reduce the delay compared to unscheduled TDMA, but have additional algorithm complexity and throughput costs due to the use of scheduling control slots. NDMA does not require such complexity to balance bandwidth amongst the MTs.
It should be pointed out that our throughput model does not take into account invalid detection of the number of senders on a collision, as well as other factors that can influence the 
VII. CONCLUSIONS
In this paper we proposed a frequency-domain multipacket receiver for the uplink of broadband wireless systems employing SC-FDE schemes. Our technique allows efficient packet separation, even when the channel remains fixed for different retransmissions. Since the required number of transmissions is equal to the number of packets involved in the collision, we can have very high throughputs.
It should be pointed out that the complexity is concentrated in the receiver, making this technique particularly appealing for the uplink of broadband wireless systems. Moreover, the achievable gain lead to high throughputs even for low values of E b /N 0 , which implies an overall improvement of the system efficiency.
VIII. APPENDIX Proof of Lemma 1: Using (18), we may express by letting m → ∞ and using G (z) and F (z) as defined in [6] , as well as Q (z), in (22) and solving for Q (z), we arrive at the desired result.
Proof of Proposition 1: Evaluating (22) at z = 1 and applying L'Hopital's rule, we obtain 
