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COHOMOLOGICAL SUPPORT AND THE GEOMETRIC JOIN
HAILONG DAO AND WILLIAM SANDERS
Abstract. Let M,N be finitely generated modules over a local complete intersection R. Assume that for
each i > 0, TorR
i
(M,N) = 0. We prove that the cohomological support of M ⊗R N (in the sense of Avramov-
Buchweitz) is equal to the geometric join of the cohomological supports of M,N . Such result gives a new
connection between two active areas or research, and immediately produces several surprising corollaries. Natu-
rally, it also raises many intriguing new questions about the homological properties of modules over a complete
intersection, some of those are investigated in the second half of this note.
1. Introduction
Let (R,m, k) be a local complete intersection and M a finitely generated R-module. Inspired by the ideas of
Quillen in modular representations context, Avramov and Buchweitz in [7] defined a geometric object attached
to the total Ext module
⊕
ExtiR(M,k). It was originally called the support variety, or cohomological support
of M , and denoted by V ∗(M) (see Section 2 for details). In this paper, we shall refer to this object as the
cohomological support of M . It is a closed subscheme of Pc−1k , where c is the codimension of R.
The following is an immediate consequence of the theory of cohomological supports developed in [7]: if M,N
are Tor-independent, i.e. TorRi (M,N) = 0 for i > 0, then V
∗(M), V ∗(N) are disjoint and
dimV ∗(M ⊗R N) = dimV
∗(M) + dimV ∗(N) + 1.
One of our main results in this paper gives a geometric clarification of this formula, by proving that under the
above hypothesis, the cohomological support ofM ⊗RN is actually the join of V ∗(M), V ∗(N). Here, the join of
two closed subschemes is the closure of the union of all the lines joining two points, one from each subscheme.
Theorem 1.1. (Theorem 3.1) Let R be a local complete intersection, and nonzero M,N ∈ mod(R). If
Tor>0(M,N) = 0, then V
∗(M ⊗N) = Join(V ∗(M), V ∗(N)).
The condition that Tor>0(M,N) = 0 may appear restrictive, but it is quite natural in this context. Namely,
for each pair of disjoint subschemes U, V , one can attach modules, in fact, whole categories of modules X,Y
such that V ∗(M) = U and V ∗(N) = V for each M ∈ X,N ∈ Y . Then the vanishing of all higher Tor modules
is automatic as long as depthM + depthN is big enough, which one can guarantee by taking syzygies.
Thus, our Theorem can be viewed as a “categorification" of the join operation. At any rate, it provides a link
between the theory of cohomological support to a very classical concept of algebraic geometry. Unsurprisingly,
this immediately leads to many corollaries and interesting questions, some of them we also address in this work.
The proof of the above result occupies Section 3. It combines homological and geometric techniques (the
preparatory materials are collected in Section 2). In Section 4 we give some quick corollaries, including a dual
version for Ext (Theorem 4.7). Section 5 is devoted to a study of the Tor-independent condition between two
modules M and N . Our main result here is a sufficient condition for two modules to be Tor-independent,
Theorem 5.1. The novelty here is that the condition involves dimension instead of depth. Motivated by this
result, in Section 6 we discuss some relationships between the Tor-independent property and the dimension of
the modules. These are inspired by the classical “homological conjectures" in commutative algebra, and certain
statements we study can be viewed as generalizations of them. Finally, Section 7 collects examples (sometimes
with the help of Macaulay 2) and open problems suggested by our results.
This work would not have been possible without the wonderful hospitality and stimulating environment of various institutions:
MSRI, CRM, Dalhousie University and the University of Kansas. We would also like to thank David Eisenbud and Srikanth Iyengar
for helpful comments and encouragements throughout this project.
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2. Background
2.1. The ring of cohomological operators. The study of cohomological supports over complete intersection
rings was initiated by Avramov and Buchweitz in [7]. For the entirety of this section, (R,m, k) will be a
local complete intersection of codimension c such that Rˆ = Q/(f1, . . . , fc) where Q is a regular local ring and
f = f1, . . . , fc a regular sequence not contained in the square of the maximal ideal of Q. Let k˜ be the algebraic
closure of k. The cohomological support of a finitely generated R-module M is essentially the support of
ExtRˆ(Mˆ, k) as a module over the polynomial ring S = k[χ1, . . . , χc].
Let X be a finitely generated Rˆ-module. We recall a construction from [18] which gives an action of S on
Ext(X, k). Let (F•, ∂) be a free resolution of X over Rˆ. Each Fn = Rˆ
in and we may view ∂ as a sequence of
matrices with entries in Rˆ. Let F˜n = Q
in and ∂˜ be the lift of ∂ to F˜•. Since ∂
2 = 0, we know that ∂˜2 is a
sequence of matrices whose entries are in the ideal (f1, . . . , fc). Thus we may write
∂˜2 =
c∑
i=1
fiΦ˜i
where Φ˜i is a sequence of matrices with entries in Q. Set Φi = Φ˜i ⊗ Rˆ. We may now define an action on⊕∞
n=0 Fn by Rˆ[χ1, . . . , χc] where we set χir = Φi(r) for every r ∈ Fn. This induces an action of Rˆ[χ1, . . . , χc]
on Ext(X, k) =
⊕∞
i=0 Ext
i(X, k). It is shown in [18] that the operators χi commute turning Ext(X, k) into a
graded S-module, where each χi is degree 2. Furthermore, Eisenbud shows that this action is independent of
our choices of F• and Φ˜i. Also, Ext(X, k) is actually a finitely generated S-module. The ring S is known as
the ring of cohomological operators and has been the focus of much study including [3, 6, 8, 18, 27]. In fact,
there are several equivalent methods for constructing the action of S on Ext(X, k), the first of which was given
in [22]: see [10] for a detailed discussion.
The following result shows that the action is actually an invariant of the ideal generated by the regular
sequence.
Theorem 2.1 ([18, Proposition 1.7], cf. [10, (3.11)]). Let f1, . . . , fc and f
′
1, . . . , f
′
c be two regular sequences of
a regular local ring Q which generate the same ideal. Write
fi =
c∑
j=1
qi,jf
′
j
with each qi,j ∈ Q. Letting χ1, . . . , χc and χ′1, . . . , χ
′
c be the cohomological operators associated to f1, . . . , fc and
f ′1, . . . , f
′
c respectively, we have
χ′j =
c∑
i=1
qi,jχi
Thus the matrix (qi,j) acts as a change of basis matrix, changing the coordinates of Pck˜. When k = k˜, any
change of coordinates of Pc−1
k˜
corresponds to choosing a different regular sequence which generates the ideal
(f1, . . . , fc). This important fact is critical to several proofs in this document, thus we state it precisely.
Proposition 2.2. Assume that k is algebraically closed and set I = (f1, . . . , fc) where f1, . . . , fc is a regular
sequence of a regular local ring Q. Let ϕ : Pc−1k → P
c−1
k be an automorphism, i.e. a change of coordinates. Then
there exists a regular sequence f ′1, . . . , f
′
c generating I such that ϕ∗(χi) = χ
′
i where χ1, . . . , χc and χ
′
1, . . . , χ
′
c are
the cohomological operators associated to f1, . . . , fc and f
′
1, . . . , f
′
c respectively.
Proof. Set ψ = ϕ−1, and let ϕ˜ and ψ˜ be the lifts of ϕ and ψ in Q such that φ˜ = ϕ˜−1. We can regard ϕ˜ and and
ψ˜ as a matrices whose entries are qi,j ∈ Q and pi,j ∈ Q respectively. Set
f ′i =
c∑
i=1
pi,jfj .
By Nakayama’s lemma, f ′1, . . . , f
′
c generates I, and since there are c elements, f
′
1, . . . , f
′
c is necessarily a regular
sequence. However since ϕ˜ψ˜ is the identity, we also have
fi =
c∑
j=1
qi,jf
′
j.
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It follows from Theorem 2.1 that
χ′j =
c∑
i=1
qi,jχi = ϕ∗(χj .)

2.2. Cohomological supports. With the machinery of the cohomological operators in place, we may now
discuss cohomological supports. We define
V (Q, f ;X) = {a¯ ∈ Pc
k˜
| g(a¯) = 0 ∀g ∈ annS Ext(X, k)}
where k˜ is the algebraic closure of k.
Definition 2.3. Let R be a complete intersection ring. Following [7], for a finitely generated R-module M , the
cohomological support, denoted V ∗(M), is the projectivization in Pc−1
k˜
of the cone V (Q, f ; Mˆ). Occasionally,
V ∗R(M) will be used to indicate which ring is used to compute the cohomological support.
Proposition 2.4 ([7, Theorem 5.3]). For any finitely generated R-module M , V ∗(M) is independent of the
choices of Q, and f up to a change of coordinates.
Remark 2.5. What we call the cohomological support is referred to as the support variety in [7] and other
works. In [9], the terminology cohomological support and cohomological variety are both used. Since geometers
generally require varieties to be irreducible closed subsets and since V ∗(M) is generally not irreducible, we have
decided to use the term cohomological support.
Remark 2.6. In [7] and in other works, the authors consider V ∗(M) as a cone in Ac
k˜
. To facilitate the statement
of certain results, we have found it easiest to work in projective space.
The following is a combination of the results [7, Theorem 5.6,Theorem 6.1].
Theorem 2.7. For finitely generated R-modules M and N , the following are equivalent.
(1) V ∗(M) ∩ V ∗(N) = ∅
(2) Tor≫0(M,N) = 0
(3) Ext≫0(M,N) = 0
(4) Ext≫0(N,M) = 0
Hence cohomological supports encode homological information about a module. The following result gives
another description of cohomological supports.
Theorem 2.8 ([7, Theorem 5.2],[3, Corollary 3.11]). Suppose that the residue field k is algebraically closed.
For any module M ∈ mod(R), we have
V ∗(M) = {(a1, . . . , ac) ∈ P
c−1
k | pdQ/(a˜1f1+···+a˜cfc) Mˆ =∞}
where a˜i is a lift in Q of ai.
From this result and Lemma 2.17, we can easily deduce these corollaries.
Corollary 2.9. For a finitely generated R-moduleM , V ∗(M) = ∅ if and only if pdM <∞. Also V ∗(k) = Pc−1
k˜
.
Corollary 2.10. Let f1, . . . , fc be a regular sequence of a regular local ring Q, and let k[χ1, . . . , χc] be the ring
of cohomological operators for Q/(f1, . . . , fc). Take n such that 1 ≤ n ≤ c. Let H be the linear space defined by
χn+1 = · · · = χc = 0. For any module M over Q/(f1, . . . , fc),
V ∗Q/(f1,...,fn)(M) = V
∗
Q/(f1,...,fc)
(M) ∩H.
Corollary 2.11. Suppose M ∈ mod(R) and x ∈ R is regular on M . Then V ∗(M) = V ∗(M/xM).
Proof. Let x˜ ∈ Q be a lift of x. Then x˜ is still regular on M and so M has finite projective dimension over Q/a
if and only if M/x˜M =M/xM does too. The result now follows from Theorem 2.8.

A generalization of Corollary 2.9 exists involving complexity.
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Definition 2.12. For a sequence (an)n≥0 of nonnegative integers, we can define the complexity
cx(an)n≥0 = min{deg f | f ∈ Q[t] an ≤ f(n) ∀n≫ 0}+ 1.
For a module M , we set cxM = cxβn(M).
A module has finite projective dimension if and only if cxM = 0. Since R is a complete intersection of
codimension c, cx k equals c.
Proposition 2.13 ( [7, Theorem 5.6]). For any R-module, we have dimV ∗(M) = cxM − 1
Remark 2.14. Note that the previous result considers V ∗(M) as a closed set of projective space instead of a
cone in affine space.
The following are useful results on cohomological supports.
Theorem 2.15 ([12, Corollary 2.3],[9, Theorem 7.8]). If k is algebraically closed, for each closed set V ⊆ Pc−1k ,
there is a maximal Cohen-Macaulay module M such that V ∗(M) = V .
When working with cohomological supports, it is important to be able to reduce to the case where R is
complete and k is algebraically closed. These two results which allow us to do this.
Lemma 2.16. For any R-module M , we have V ∗R(M) = V
∗
Rˆ
(Mˆ).
Lemma 2.17 ( [7, Lemma 2.2],[13, App., Théorèm 1, Corollaire])). There exists a local complete intersection
ring (R˜, m˜, k˜) of codimension c such that R˜ is a flat extension of R, mR˜ = m˜, and the induced map k → k˜ is
the inclusion of k into its algebraic closure. Furthermore, we have V ∗R(M) = V
∗
R˜
(M ⊗ R˜).
2.3. Thick subcategories. There is a deep connection between cohomological supports and the thick subcat-
egories of mod(R). This connection begins with the following result.
Proposition 2.18 ([7, Theorem 5.6]). If
0→ X1 → X2 → X3 → 0
is exact, then
V ∗(Xi) ⊆ V
∗(Xj) ∪ V
∗(Xl)
with {i, j, l} = {1, 2, 3}. In particular, V ∗(M) = V ∗(ΩM). Furthermore
V ∗(X ⊕ Y ) = V ∗(X) ∪ V ∗(Y )
Definition 2.19. A subcategory C ⊆ mod(R) is thick if
(1) R ∈ C
(2) C is closed under direct summands, that is if X ⊕ Y ∈ C then X,Y ∈ C
(3) C has the two out of three property, that is if 0 → X1 → X2 → X3 → 0 and Xi, Xj ∈ C, then Xl ∈ C
with {i, j, l} = {1, 2, 3}.
Let ThickM denote the smallest thick category containing M .
The thick subcategories of R are in bijection with the thick subcategories of the triangulated category
MCM(R), the stable category of maximal Cohen-Macaulaymodules. The category of modules of finite projective
dimension is thick. We can generalize this example: by Proposition 2.18, for any V ⊆ Pc−1
k˜
, the category
{M ∈ mod(R) | V ∗(M) ⊆ V }
is thick. It turns out that we can use the cohomological supports to classify all the thick subcategories of
mod(R) in this manner.
Before proceeding, we will fix some notation which will prevent us from confusing the geometric subtleties
regarding cohomological supports. We will use the symbol Pc−1
k˜
to denote the closed points of the scheme
Proj k˜[χ1, . . . , χc]. Since
V ∗(M) ⊆ Pc−1
k˜
= maxspecProj k˜[χ1, . . . , χc]
we may let V¯ ∗(M) be the closure of V ∗(M) in Proj k˜[χ1, . . . , χc]. The integral extension k[χ1, . . . , χc] ⊆
k˜[χ1, · · · , χc] induces the projection pi : Proj k˜[χ1, . . . , χc] → Projk[χ1, . . . , χc]. Set V˜ ∗(M) = pi(V¯ ∗(M)). The
following result is from [31], and, in the zero dimensional case, from [14, Remark 5.12].
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Theorem 2.20. If R is an isolated singularity and a complete intersection, we have a bijection
{Thick subcategories of mod(R)} ←→ {Specialization closed subsets of Projk[χ1, . . . , χc]}
given by the maps
M 7−→
⋃
M∈M
V˜ ∗(M)
{M ∈ mod(R) | V˜ ∗(M) ⊆ U} 7 −→U
where M is a thick subcategory of mod(R) and U is a specialization closed subset of Projk[χ1, . . . , χc]. Fur-
thermore, the closed subsets of Projk[χ1, . . . , χc] correspond to the cyclic thick subcategories, i.e. the thick
subcategories of the form ThickM for some M ∈ mod(R).
Remark 2.21. In [31], Stevenson actually classifies the thick subcategories over an arbitrary complete intersec-
tion ring in terms of the specialization closed subsets of a scheme Y = Sing ProjQ[y1, . . . , yc]/(f1y1+ · · ·+ fcyc)
where yi are in determinants over Q and Sing denotes the singularities. He does this by assigningM ∈ mod(R)
a closed set in Y which we will denote by S(M). On a set theoretic level, we have
Y =
∐
p∈SingR
Projk(p)[χ1, . . . , χc(p)]
where c(p) is the codimension of Rp and k(p) is the residue field of Rp. Furthermore, we have
S(M) ∩ Projk(p)[χ1, . . . , χc(p)] = V˜
∗
Rp(Mp).
The next proposition follows immediately from these remarks.
Proposition 2.22. For two modules M,N ∈ mod(R), V ∗Rp(Mp) ⊆ V
∗
Rp
(Np) for every p ∈ SingR if and only if
ThickM ⊆ ThickN .
The following example illustrates the different between working in Pc−1
k˜
and Proj k˜[χ1, . . . , χc].
Example 2.23. Assume that k is algebraically closed and let M = {M ∈ mod(R) | cxM ≤ R}. It is easy
to check that M is thick. For each module M ∈ M, dimV ∗(M) is 0 or −1 and hence is a point or empty.
Furthermore, for each point p ∈ Pc−1k , there is module M such that V
∗(M) = p by Theorem 2.15. It follows
that M ∈M. Also, we have
U :=
⋃
M∈M
V ∗(M) = Pc−1k
Now V ∗(k) = U . But, unless R is a hypersurface, cx k > 1. We can see that it does not follow that k is in M.
Indeed, we have V˜ ∗(k), the support of k on the entire scheme, is all of Projk[χ1, . . . , χc]. On the other hand,
he have
U˜ :=
⋃
M∈M
V˜ ∗(M) = Pc−1k
⋃
M∈M
V ∗(M) = maxspecProjk[χ1, . . . , χc].
So the support of M on the entire scheme is the specialization closed set consisting of the closed points. Thus
when understanding thick subcategories, one needs to consider the entire scheme.
2.4. Geometric join. In this subsection we give attention to another construction central to this paper.
Definition 2.24. Let U, V ⊆ Pnk be Zariski closed sets. We define the join of two sets to be
Join(U, V ) =
⋃
u∈U v∈V u6=v
line(u, v)
where line(u, v) is the projective line containing u and v. Furthermore, in the case when U = V , we set
secV = Join(V, V ) which, when V is a variety, we refer to as the secant variety of V .
Remark 2.25. When U and V are disjoint Zariski closed sets, we may simplify this definition to
Join(U, V ) =
⋃
u∈U v∈V
line(u, v).
and we still obtain a closed set, [23, Proposition 6.13,Example 6.14]. In most contexts in this paper, we will be
taking the join of disjoint sets.
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Remark 2.26. There is some ambiguity with this definition when V is empty. To that end, we establish the
following convention:
Join(U, ∅) = U.
This is the convention followed in [1]. We justify this convention by working in affince space: the empty set
corresponds to the the zero point and the join of the cone and the zero point is simply the original cone.
The following in anopther interesting fact about joins.
Lemma 2.27 ( [23, Proposition 6.13,Example 6.14]). If U and V are irreducible closed sets, then Join(U, V )
is also irreducible.
To visualize the join, consider the following easy examples. The join of two distinct points is a projective
line, and the join of two skew lines is a three dimensional projective linear space. In fact, the join of any two
linear spaces is the smallest linear space containing both of them. In particular, the secant variety of any linear
space is itself.
Theorem 2.28 ([1, 1.1]). For two closed sets U, V ⊆ Pnk , we have
dimJoin(U, V ) ≤ dimU + dimV + 1
and if U ∩ V = ∅, then
dimJoin(U, V ) = dimU + dimV + 1.
The converse is not true, and, in fact, when it is not known in general when dimJoin(U, V ) = dimU+dimV +1
in the case U∩V 6= ∅ . In particular, an active topic of research is understanding when Join(V, V ) 6= 2dimV +1.
3. Joins of cohomological supports
In this section, let (R,m, k) be a local complete intersection of codimension c. The goal of this section is to
prove the main result of this paper, namely the following theorem.
Theorem 3.1. Let R be a local complete intersection, andM,N ∈ mod(R) withM,N 6= 0. If Tor>0(M,N) = 0,
then V ∗(M ⊗N) = Join(V ∗(M), V ∗(N)).
We prove Theorem 3.1 in a few steps. First we recall a critical fact.
Lemma 3.2 ([28, Proposition 2.1]). If Tor>0(M,N) = 0, then cx(M ⊗N) = cxM + cxN .
We now prove a special case of the main result.
Lemma 3.3. If R has codimension two and Tor>0(M,N) = 0 with M,N 6= 0, then
V ∗(M ⊗N) = Join(V ∗(M), V ∗(N)).
Proof. By Lemma 2.16 and Lemma 2.17, we may assume that R is complete and k is algebraically closed. If
pdM, pdN <∞, then pdM ⊗N <∞ and the conclusion is clear.
Assume that pdM = pdN =∞. Since V ∗(M) and V ∗(N) are disjoint, nonempty, and lie in P1k, we know that
dimV ∗(M) = dimV ∗(N) = 0. Therefore, the complexity of both M and N is one. Since Tor>0(M,N) = 0,
the complexity of M ⊗ N is two, and thus dimV ∗(M ⊗ N) = 1. This means that V ∗(M ⊗ N) = P1k =
Join(V ∗(M), V ∗(N)).
We now assume that pdM < ∞ and pdN = ∞. Using the conventions in Remark 2.11, we may assume
that M 6= 0. We wish to show that V ∗(M ⊗N) = V ∗(N). Letting
0→ Rnt → · · · → Rn0 →M → 0
be a free resolution, the sequence
0→ Nnt → · · · → Nn0 →M ⊗N → 0
is exact, implying V ∗(M ⊗N) ⊆ V ∗(N). By Lemma 3.2, we have
cx(M ⊗N) = cxM + cxN = cxN.
Therefore dimV ∗(M ⊗N) is the same as dimV ∗(N). So if V ∗(N) is irreducible, we are done. In particular, if
dimV ∗(N) = 1, then V ∗(N) = P1k and we are done.
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So suppose dimV ∗(N) = 0, that is V ∗(N) = {p1, . . . , pn} where pi are points. The short exact sequence
0→ ΩN → Rm → N → 0 yields the short exact sequence
0→M ⊗ ΩN →Mm →M ⊗N → 0.
But since V ∗(M) is empty, we have V ∗(M ⊗ ΩN) = V ∗(M ⊗ N) by Proposition 2.18. Thus, since V ∗(N) =
V ∗(ΩN) we may assume that N is maximal Cohen-Macaulay by replacing N with a sufficiently high syzygy.
Therefore, by Theorem 3.1 of [12], we may write N = N1 ⊕ · · · ⊕Nn with V ∗(Ni) = {pi}. Since each V ∗(Ni) is
irreducible, we have
V ∗(M ⊗N) = V ∗(M ⊗N1 ⊕ · · · ⊕M ⊗Nn)
= V ∗(M ⊗N1) ∪ · · · ∪ V
∗(M ⊗Nn) = {p1} ∪ · · · ∪ {pn} = V
∗(N)
which completes the proof.

Proposition 3.4. If Tor>0(M,N) = 0 with M,N 6= 0, then Join(V ∗(M), V ∗(N)) ⊆ V ∗(M ⊗N).
Proof. By Lemma 2.16 and Lemma 2.17, we may assume that R is complete and k is algebraically closed. We
proceed by induction on the codimension of R, which we will denote by c. When c = 1, the cohomological
supports lie in P0k, a point. Thus the cohomological support of a module is either that point or empty, depending
on whether or not the module has finite projective dimension. Since Tor>0(M,N) = 0, the result follows from
the equality cxM + cxN = cxM ⊗N . If c = 2, the statement is true by Lemma 3.3.
Now suppose that c ≥ 2. It suffices to show that for any hyperplane H ⊆ Pc−1k we have
Join(V ∗(M), V ∗(N)) ∩H ⊆ V ∗(M ⊗N) ∩H
Since c ≥ 2, any hyperplane is a linear space with dimension at least one. Therefore, for any x ∈ V ∗(M) ∩H
and y ∈ V ∗(N), the projective line between x and y is also in H . Because of this, we have
Join(V ∗(M), V ∗(N)) ∩H = Join(V ∗(M) ∩H,V ∗(N) ∩H).
Thus we need to show that
Join(V ∗(M) ∩H,V ∗(N) ∩H) ⊆ V ∗(M ⊗N) ∩H.
To that end, we fix a hyperplane H . Now may write R = Q/(f1, . . . , fc) where Q is a regular local ring and
f1, . . . , fc is a regular sequence. By Proposition 2.2, we may change our coordinate system and assume that
H = V (χ1) where k[χ1, . . . , χc] is the ring of cohomological operators. Set T = Q/(f2, . . . , fc) and f = f1. Note
that T is a complete intersection with codimT = c − 1, f is regular on T , and R = T/(f). For any module
X ∈ mod(R), V ∗R(X) ∩H = V
∗
T (X) by Corollary 2.10. Therefore we need to show that
Join(V ∗T (M), V
∗
T (N)) ⊆ V
∗
T (M ⊗N).
Since TorR>0(M,N) = 0, by [4, Lemma 9.3.8], we have Tor
T
1 (M,N) = M ⊗ N and Tor
T
>1(M,N) = 0. It
follows that TorT>0(M,ΩT N) = 0. After tensoring 0 → ΩT N → T
t → N → 0 with M , we get the exact
sequence
0→M ⊗N →M ⊗ ΩT N →M
t →M ⊗N → 0.
Thus, by induction, we have
Join(V ∗T (M), V
∗
T (N)) = Join(V
∗
T (M), V
∗
T (ΩT N)) ⊆ V
∗
T (M ⊗ ΩT N) ⊆ V
∗
T (M ⊗N) ∪ V
∗
T (M).
Note, that we can only choose ΩT N to not be zero. A similar argument using ΩT M gives us
Join(V ∗T (M), V
∗
T (N)) ⊆ V
∗
T (M ⊗N) ∪ V
∗
T (N).
This implies that
Join(V ∗T (M), V
∗
T (N)) ⊆ V
∗
T (M ⊗N) ∪ (V
∗
T (M) ∩ V
∗
T (N)) = V
∗
T (M ⊗N)
proving the claim.

Lemma 3.5. Suppose that c = codimR ≥ 2, R is complete, and k is algebraically closed. Fix M ∈ mod(R)
such that V ∗R(M) = q for some point q ∈ P
c−1
k . For any p ∈ P
c−1
k distinct from q, there exists an L ∈ MCM
such that V ∗R(L) = p and V
∗
R(M ⊗ L) = Join(p, q).
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Proof. As R is complete, we write R = Q/(f1, . . . , fc) where Q is a regular local ring and f is a regular sequence.
After a change of coordinates, we may assume that p = (1, 0, 0, . . . , 0). Set T = Q/(f1), X = Ω
d−1
T k where
d = dimQ, and L = X/(f2, . . . , fc)X . We prove that L is our desired module.
First, we show that V ∗(L) = p. Since pdT L = ∞, it follows from Theorem 2.8 that p ∈ V
∗(L). Take any
point p′ ∈ Pc−1k such that p
′ 6= p. By Theorem 2.15, there exists a Y ∈ mod(R) such that p′ = V ∗(Y ). It follows
from Theorem 2.8 that pdT Y < ∞. Furthermore, we have Tor
R
i (Y, L)
∼= TorTi (Y,X) for all i > 0, and thus
TorR≫0(Y, L) = 0. Therefore V
∗(Y ) ∩ V ∗(L) = ∅ and so p′ /∈ V ∗(L). We now have V ∗(X) = {p} as claimed.
Set l = Join(p, q). We now show that V ∗(M ⊗ L) = l. By proposition 3.4, we have l ⊆ V ∗(M ⊗ L). Take
any point r /∈ l. We claim that r is not in V ∗(M ⊗ L). After changing coordinates, we may assume that
r = (0, 1, 0, . . . , 0). Set S = Q/(f1, f2) and X
′ = X/f2X . Let l
′ be the projective line defined by p and r. Since
r /∈ l, we have q /∈ l′. Hence Corollary 2.10 implies that V ∗S (M) = V
∗
R(M)∩l
′ = ∅. Therefore, TorR
′
≫0(M,X
′) = 0.
However, since X ′ is maximal Cohen-Macaulay over S, Lemma 4.4 implies that TorS>0(M,X
′) = 0. Since
M ⊗ L ∼=M ⊗X ′, and since codimS = 2, Lemma 3.3 implies that
V ∗S (M ⊗ L) = V
∗
S (M ⊗X
′) = Join(V ∗S (M), V
∗
S (X
′)) = V ∗S (X
′).
By Corollary 2.10 and Corollary 2.11, we have V ∗S (X
′) = V ∗S (L) = V
∗
R(L) ∩ l
′ = p. Therefore, we have
p = V ∗S (M ⊗ L) = V
∗
R(M ⊗ L) ∩ l
′ by Corollary 2.10. Since r is in l′, r is not in V ∗(M ⊗ L), as desired.

We now proceed with the proof of the main result of this paper.
Proof of Theorem 3.1. By Lemma 2.16 and Lemma 2.17, we may assume that R is complete and k is alge-
braically closed. First, we note that we may assume that neither M nor N is zero since otherwise the statement
is trivial. Proposition 3.4 gives us one containment, which leaves us to show the reverse containment:
V ∗(M ⊗N) ⊆ Join(V ∗(M), V ∗(N)).
We will proceed by induction using induction on α(M,N) = 2 depthR − depthM − depthN . Assume for the
moment that we have shown the base case, i. e. the theorem is true when when α(M,N) = 0, which is precisely
the case when both M and N are maximal Cohen-Macaulay. Suppose that α(M,N) > 0. Then one of the
modules, say M , is not maximal Cohen-Macaulay, and α(ΩM,N) = α(M,N) − 1. Tensoring the short exact
sequence 0→ ΩM → Rs →M → 0 with N yields
0→ ΩM ⊗N → Ns →M ⊗N → 0.
By induction, we have the following
V ∗(M ⊗N) ⊆ V ∗(N) ∪ V ∗(ΩM ⊗N) ⊆ V ∗(N) ∪ Join(V ∗(ΩM), V ∗(N)) = Join(V ∗(M), V ∗(N))
which yields the desired inclusion.
We now prove the base case. Assume that α(M,N) = 0 or, equivalently, that M and N are maximal
Cohen-Macaulay modules. First we show the theorem when V ∗(M) is simply a single point, say q. Take any
p /∈ Join(V ∗(M), V ∗(N)). By Lemma 3.5, there exists maximal Cohen-Macaulay module L such that V ∗(L) = p
and V ∗(M ⊗ L) = Join(p, q) = Join(V ∗(M), V ∗(L)). However, since p /∈ Join(V ∗(M), V ∗(N)), there are no
lines containing p, q and a point in V ∗(N). Therefore V ∗(M ⊗ L) = Join(p, q) and V ∗(N) are disjoint. Since
M,N,L are all maximal Cohen-Macaulay, this shows that Tor>0(M,L) = 0 and also Tor>0(M ⊗ L,N) = 0.
Now let A•, B•, C• be free resolutions of L,M,N respectively. Then, (M ⊗ L) ⊗ C• is quasi-isomorphic to
Tot•(A•⊗B•⊗C•) which is quasi-isomorphic to A•⊗(M⊗N). Therefore Tori(L,M⊗N) ∼= Tori(M⊗L,N) = 0
for all i≫ 0. This implies that V ∗(M ⊗N) does not contain p = V ∗(L), yielding the desired containment.
Now we show the general case. Again, take a point p /∈ Join(V ∗(M), V ∗(N)). By Theorem 2.15 there exists an
L ∈ mod(R) with V ∗(L) = p. In the previous paragraph, we have shown that V ∗(M⊗L) = Join(V ∗(M), V ∗(L)).
Thus the argument in the previous paragraph still applies, completing the proof.

4. Corollaries of Theorem 3.1
We now state some interesting corollaries of Theorem 3.1. The following is immediate.
Corollary 4.1. If N is not zero and Tor>0(M,N) = 0, then V
∗(M) ⊆ V ∗(M ⊗N).
From this we derive a plethora of other corollaries.
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Corollary 4.2. If N 6= 0 and Tor>0(M,N) = 0, then the following hold.
(1) Ext≫0(M ⊗N,L) = 0⇒ Ext≫0(M,L) = 0
(2) Ext≫0(L,M ⊗N) = 0⇒ Ext≫0(L,M) = 0
(3) Tor≫0(M ⊗N,L) = 0⇒ Tor≫0(M,L) = 0
Proof. The previous corollary shows that V ∗(M ⊗N,L) = ∅ implies that V ∗(M,L) = ∅.

Corollary 4.3. Suppose Tor>0(M,N) = 0. If SingR ⊆ suppN∪(specR\ suppM), then M is in ThickM⊗N .
In particular, if R is an isolated singularity, then Tor>0(M,N) = 0 implies that M,N ⊆ ThickM ⊗ N when
M,N 6= 0.
Proof. First note that Tor>0(Mp, Np) = 0 for every p ∈ specR. Let p ∈ SingR. Then either p ∈ suppN or
p /∈ suppM . Then Corollary 4.1 implies that V ∗Rp(Mp) ⊆ V
∗
Rp
((M ⊗ N)p) for all p ∈ SingR. The result then
follows by Remark 2.21.

The next results use the following lemma.
Lemma 4.4. Suppose R is a complete intersection ring and either M or N is maximal Cohen-Macaualay. If
Tor≫0(M,N) = 0, then Tor>0(M,N) = 0.
Proof. If not, then for every n ∈ N, there exists a cosyzygy M ′ of M such that Torn(M ′, N) 6= 0 and
Tor≫0(M
′, N) = 0. But this contradicts the fact that complete intersections are AB; see [25, Corollary 3.4].

We may also use Theorem 3.1 to construct modules with linear cohomological supports.
Corollary 4.5. Assume that k is algebraically closed and R is complete. Set pi = (0, . . . , 1, . . . , 0) ∈ P
c−1
k be
the point that is one in the ith position and zeros elsewhere. Let L be the affine span of p1, . . . , pn. Set
Xi =
Ωd−1Q/(fi) k
(Ωd−1Q/(fi) k)(f1, . . . , fˆi, . . . , fc)
where d = dimQ. Then X1 ⊗ · · · ⊗Xn is maximal Cohen-Macaulay and L = V ∗(X1 ⊗ · · · ⊗Xn).
Note that by Proposition 2.2, after changing coordinate any linear space of Pc−1k is of the form of L =
V ∗(X1 ⊗ · · · ⊗Xn).
Proof. By Theorem 2.8, V ∗(Xi) = {pi}. We work by induction on n. When n = 1, we are done. So assume
the statement is true for n− 1. Let L′ be the affine span of p1, . . . , pn−1. The induction hypothesis implies that
V ∗(Xn−1) = L
′. Since Xn is maximal Cohen-Macaulay , Tor>0(X1⊗ · · ·⊗Xn−1, Xn) = 0 by Lemma 4.4. Then
X1 ⊗ · · · ⊗Xn is maximal Cohen-Macaulay and by Theorem 3.1, we have
V ∗(X1 ⊗ · · · ⊗Xn) = Join(V
∗(X1 ⊗ · · · ⊗Xn−1), V
∗(Xn)) = Join(L
′, pn) = L
proving the claim.

The main result of this paper also prevents certain tor modules from vanishing.
Corollary 4.6. Suppose M1, . . . ,Mc+1 are nonfree maximal Cohen-Macaulay modules. Then for some i ∈
{1, . . . , c},
Torn(M1 ⊗ · · · ⊗Mi,Mi+1) 6= 0
for infinitely many n.
Proof. Proceeding by contradiction, suppose that
Tor≫0(M1 ⊗ · · · ⊗Mi,Mi+1) = 0
for each 1 ≤ i ≤ c. Inducting on i, we will show two statements: first that
V ∗(M1 ⊗ · · · ⊗Mi) = Join(V
∗(M1), . . . , V
∗(Mi))
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for each i in {1, . . . , c}, and second that V ∗(M1 ⊗ . . .⊗Mi) contains a linear space of dimension i − 1. When
i = 1, the statement is trivial. So suppose the statement is true for i. Since R is a complete intersection and
eachMi+1 is maximal Cohen-Macaulay, Lemma 4.4 implies that Tor>0(M1⊗· · ·⊗Mi,Mi+1) = 0. By Theorem
3.1, it follows that
V ∗(M1 ⊗ · · · ⊗Mi ⊗Mi+1) = Join((V
∗(M1), . . . , V
∗(Mi)), V
∗(Mi+1))
= Join(V ∗(M1), . . . , V
∗(Mi+1))
Furthermore, let L be the dimension i linear space in V ∗(M1⊗· · ·⊗Mi) guaranteed by the induction hypothesis.
Take x ∈ V ∗(Mi+1) which exists since Mi+1 is not free. Now x is not in L and so
Join(L, x) ⊆ V ∗(M1 ⊗ · · · ⊗Mi+1).
But Join(L, x) is a linear space of dimension i + 1, proving the claim.
Now the contradiction is clear, for there is a c-dimensional linear space contained in V ∗(M1 ⊗ · · · ⊗Mc+1)
which is a closed subset of Pc−1.

It turns out that we can prove an analogue of Theorem 3.1 using Ext.
Theorem 4.7. Suppose R is a complete intersection ring and M,N ∈ mod(R). If Ext>0(M,N) = 0, then
V ∗(Hom(M,N)) = Join(V ∗(M), V ∗(N)).
Proof. Since Ext>0(M,N) = 0, [2, Lemma 2.5] implies thatM is maximal Cohen-Macaulay. By [24, Proposition
3.6] and [26, 2.1.1], we have the following exact sequence
Tor2(TrM,N)→ Hom(M,R)⊗N → Hom(M,N)→ Tor1(TrM,N)→ 0
where TrM is the Auslander-Bridger transpose ofM . However, since R is Gorenstein, TrM is an inverse syzygy
of M , i.e. there exists an exact sequence
0→M → F → G→ TrM → 0
with F,G free. So Tor≫0(TrM,N) = 0. Since TrM is again Cohen-Macaulay, it follows from Lemma 4.4
that Tor>0(TrM,N) = 0. Therefore, the above short exact sequence gives us the isomorphism M
∗ ⊗ N ∼=
Hom(M,N).
Since V ∗(M) = V ∗(M∗), we know that Tor≫0(M
∗, N) = 0. Since M is maximal Cohen-Macaulay, Lemma
4.4 implies Tor>0(M
∗, N) = 0. Therefore, by Theorem 3.1 we have
V ∗(Hom(M,N)) = V ∗(M∗ ⊗N) = Join(V ∗(M∗), V ∗(N)) = Join(V ∗(M), V ∗(N)).

This result provides an elementary proof of the following result.
Corollary 4.8. If Ext>0(M,N) = 0, then cxHom(M,N) = cxM + cxN .
Proof. It follows from the previous theorem, Theorem 2.28, and Proposition 2.13 that
cxHom(M,N) = dimJoin(V ∗(M), V ∗(N)) + 1 = dim V ∗(M) + dim V ∗(N) + 2 = cxM + cxN.

5. Vanishing of Tor
In this section, we prove the following theorem which gives sufficient conditions for the vanishing of Tor
modules. The novelty here is that these conditions involve dimension instead of depth. We then apply this
result to Theorem 3.1.
Theorem 5.1. Suppose (R,m, k) is an AB ring andM and N are Cohen-Macaulay (but not necessarily maximal
Cohen-Macaulay). Then if Tor≫0(M,N) = 0 and
dimM ⊗N + dimR ≤ dimM + dimN
then Tor>0(M,N) = 0.
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Although we are primarily interested in complete intersection rings, we prove the theorem in terms of AB
rings for the sake of generality. Since complete intersection rings are AB, the result specializes to the desired
context. We refer the reader to [25] for the definition and basic facts about AB rings. The only fact about AB
rings we use is the following.
Lemma 5.2. Suppose R is AB. If Tor≫0(M,N) = 0, then we have Tor>dimR(M,N) = 0.
The key to the proof of Theorem 5.1, is the following observation.
Lemma 5.3. Suppose (R,m, k) is local and M , N , and R are Cohen-Macaulay. If
dimM ⊗N + dimR ≤ dimM + dimN
then there exists a sequence x1, . . . , xn ∈ annN which is regular on M and R such that N is maximal Cohen-
Macaulay over R/(x1, . . . , xn).
Proof. We work by induction on r = dimR − dimN . When r = 0, the statement is trivial. So suppose
r > 0. We divide the proof into two cases. First, suppose there is an x ∈ annN which is regular on R and
M . Since dimR/xR = dimR − 1 and dimM/xM = dimM − 1, we have dim(M/xM) ⊗ N + dimR/xR ≤
dimM/xM + dimN . Thus by induction, there exists a regular sequence x2, . . . , xn on M/xM and R/xR such
that N is maximal Cohen-Macaulay over R/(x, x2, . . . , xn). Thus x, x2, . . . , xn is our desired regular sequence.
For the second case, suppose there is no x ∈ annN which is regular on R and M . In other words, suppose
that
annN ⊆

 ⋃
p∈AssM
p

 ∪

 ⋃
q∈AssN
q

 .
Then annN ⊆ p with either p ∈ AssR or p ∈ AssM . If p ∈ AssR = minR, then dimN = dimR, and the
empty regular sequence suffices. So suppose p ∈ AssM . Then p is in suppM ∩ suppN = suppM ⊗ N , thus
dimM ⊗ N ≥ dimR − ht p. But since M is Cohen-Macaulay, dimM = dimR − ht p ≤ dimM ⊗ N . Since
dimM ⊗ N + dimR ≤ dimM + dimN , this means that dimR ≤ dimN , which implies that N is maximal
Cohen-Macaulay, proving the claim.

Proof of Theorem 5.1. By the previous lemma, we may let x1, . . . , xn ∈ annN be a regular sequence on M
and R such that N is maximal Cohen-Macaulay over R/(x1, . . . , xn). Set R¯ = R/(x1, . . . , xn). Since R¯ is
Gorenstein, there exists a long exact sequence of the form
0→ N → R¯m0
∂0
−→ R¯m1
∂1
−→ R¯m2
∂2
−→ · · ·
Set N i = Ω−i
R¯
N = ker ∂i. Note that N0 = N . Now TorR>0(M, R¯) = 0 since x1, . . . , xn is regular on M . Thus,
considering the short exact sequence 0→ N i → R¯m → N i+1 → 0, we see that Torj(M,N
i) ∼= Torj+1(M,N
i+1).
In particular, Tor≫0(M,N
i) = 0 for all i. However, Lemma 5.2 implies that TorR>dimR(M,N
i) = 0 for all i.
Thus for all j > 0, we have
TorRj (M,N)
∼= TorRj+dimR+1(M,N
dimR+1) = 0
completing the proof.

Theorem 5.1 and Theorem 3.1 give this immediate corollary.
Corollary 5.4. Suppose R is a local complete intersection and M and N are Cohen-Macaulay (but not neces-
sarily maximal Cohen-Macaulay). Then if V ∗(M) ∩ V ∗(N) = ∅ and dimM ⊗ N + dimR ≤ dimM + dimN ,
then V ∗(M ⊗N) = Join(V ∗(M), V ∗(N)).
This corollary gives a relation between the actual support of a module and also the cohomological support.
Remark 5.5. Theorem 5.1 can actually be stated in more general terms using AB dimension, which is defined
by Araya in [2, Definition 2.2]. The application of Lemma 5.2 is the only place in the proof where the AB
assumption is used. However, if we assume that R is Cohen-Macaulay and AB-dimN <∞, then arguments in
[25, Proposition 3.2, Theorem 3.3] show that the conclusion of Lemma 5.2 still holds. Therefore, Theorem 5.1
still holds if we only assume that R is Cohen-Macaulay and AB-dimN <∞.
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6. Homological Conjectures
6.1. Conjectures both new and old. In this section we introduce some new conjectures. The main motiva-
tion comes from Section 5 and some of the famous homological conjectures in commutative algebra.
Definition 6.1.
Strong DI The strong dimension inequality holds if Tor≫0(M,N) = 0 implies
dimM + dimN ≤ dimR+ dimM ⊗N
DE The dimension formula holds, if Tor>0(M,N) = 0 implies
dimM + dimN = dimR+ dimM ⊗N
Para The parameter conjecture holds if pdN <∞ and p ∈ minR implies there exists a q ∈ minN such that
p ⊆ q. This is equivalent to saying that if x is a parameter element on N , then it is a parameter element
on R.
These statements seem to be unstudied. If N has no embedded primes, then Para follows from the zero
divisor conjecture. Serre’s intersection conjectures are related to Strong DI and DE. Let λ denote the length
function.
Conjecture 6.2. Suppose pdN <∞ and λ(M ⊗N) <∞ and set
χ(M,N) =
∑
i≥0
(−1)iλ(Tori(M,N))
The following statements were conjectured by Serre.
DI dimM + dimN ≤ dimR
Non-negativity χ(M,N) ≥ 0
Vanishing χ(M,N) = 0 whenever dimM + dimN < dimR
Positivity χ(M,N) > 0 whenever dimM + dimN = dimR
Serre proved each of these conjectures over unramified regular local rings and showed that DI holds for
all regular local rings. For arbitrary regular local rings, Non-negativity and vanishing were established
in [19] and [21, 30] respectively. However, Positivity is still open in the ramified case. For singular rings,
Non-negativity, Vanishing, and Positivity are false in general, see [17].
Obviously, DI is a special case of Strong DI. When Tor>0(M,N) = 0, then χ(M,N) > 0. Thus when
pdN <∞ and λ(M ⊗N) <∞, then DE is implied by Serre’s intersection conjectures. Although Vanishing,
and Positivity are not true in general, no counterexamples to Strong DI and DE are known to the authors.
The following conjectures are also relevant.
Definition 6.3.
PS Peskine and Spiro conjectured in [29] that if pdN <∞ and λ(M ⊗N) <∞, then
dimM ≤ gradeN
GC The grade conjecture asserts that gradeN + dimN = dimR.
Small MAC The small Cohen-Macaulay conjecture asserts that every ring R has a finitely generated maximal Cohen-
Macaulay module.
We now list the relations between these conjectures.
Proposition 6.4. (1) PS implies DI.
(2) If GC holds, then DI implies PS.
(3) Equidimensional implies GC.
(4) Suppose holds Strong DI holds when pdN ≤ ∞. Then Para holds too.
(5) Suppose R is equidimensional and catenary. If PS holds at every localization of R, Para holds as well.
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(6) Suppose Small MAC holds for all rings. If for every p ∈ specR DE holds and Rp is equidimensional,
then we have Para.
When R is equidimensional and catenary, we summarize implications (1)-(5) with the following diagram.
Strong DI

Strong DI
assuming pdN<∞
rz ♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
"*◆
◆◆
◆◆
◆◆
◆◆
◆
◆◆
◆◆
◆◆
◆◆
◆◆
PS ks +3 DI Para
PS
at every
localization
ks +3
DI
at every
localization
ck ❖❖❖❖❖❖❖❖❖❖❖❖
❖❖❖❖❖❖❖❖❖❖❖❖
4<
qqqqqqqqqq
qqqqqqqqqq
The authors would like to thank Melvin Hochster for bringing (5) to their attention.
Proof. Statement (1) follows from the inequality grade(N) + dimN ≤ dimR. Furthermore, GC asserts this
inequality is an equality, yielding (2). Statement (3) is [11, Theorem 3.6].
We now show (4). Let p ∈ minR. Take q ∈ minN/pN such that dimR/q = dimN/pN . Since pdN < ∞,
then Strong Dimeq implies
dimN + dimR/p ≤ dimR+ dimN/pN = dimR+ dimR/q.
Since dimR = dimR/p, this inequality implies dimN ≤ dimR/q. However, since q contains annN , this implies
that dimN = dimR/q. It follows that q is a minimal prime of N .
To show (5), assume that pdN < ∞ and let p ∈ minR. Let q be minimal over p + annN . Now λ(Nq ⊗
(R/p)q) < ∞, and so if PS holds at every localization then dim(R/p)q ≤ gradeNq. Since R is catenary and
equidimensional then dim(R/p)q = dimRq. Therefore, dimRq ≤ gradeRq, and so Rq is Cohen-Macaulay and
annN is qRq-primary. Therefore, q ∈ minN as desired.
It remains to prove (6). Let p ∈ minR. Let q be minimal over p+annN . By assumption, there exists a small
maximal Cohen-Macaulay module M over (R/p)q. Now since R is equidimensional at every localization, M is
also maximal Cohen-Macaulay over Rq. Since pdNq < ∞, it is not difficult to show that Tor
Rq
>0(M,Nq) = 0.
Hence, DE implies
dimM + dimNq = dimRq + dimM ⊗Nq = dimRq
and so we have λ(Nq) <∞. This implies that q is in minN .

6.2. Examples. We now list some cases where these conjectures hold.
Proposition 6.5. When R is a regular local ring, R satisfies Strong DI. When R is an unramified regular
local ring, R satisfies DE.
Proof. Take p ∈ minM and q ∈ minN such that dimM = dimR/p and dimN = dimR/q. Furthermore, choose
a pi ∈ specR that is minimal over p+ q. Suppose that pi = m. Then since R is regular and dimR/p⊗R/q = 0,
we have
dimM + dimN = dimR/p+ dimR/q ≤ dimR ≤ dimR + dimM ⊗N.
So assume that pi 6= m. Since p, q ⊆ pi, we have dimMpi + dimR/pi = dimM and likewise for N . By induction,
we have the desired inequality:
dimM +dimN = dimMpi+dimNpi− 2 dimR/pi ≤ dimRpi+dim(M ⊗N)pi− 2 dimR/pi ≤ dimR+dimM ⊗N.
Now we prove the second statement. Suppose that Tor>0(M,N) = 0 and R is unramified. By Strong DI, it
suffices to show that dimR+dimM ⊗N ≤ dimM +dimN . Take q ∈ specR such that dimR/q = dimM ⊗N .
Then dim(M ⊗ N)q = 0 and χ(Mq, Nq) = λ(M ⊗ N)q > 0. Therefore Serre’s intersection conjectures tell us
that dimRq = dimMq + dimNq. Localizing at q yields
dimR+ dimM ⊗N = dimRq + 2dimR/q = dimMq + dimNq + 2dimR/q ≤ dimM + dimN
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which yields the desired result.

Proposition 6.6. Suppose R is a standard graded k-algebra with k a field. Then Strong DI and DE hold
over graded modules.
Proof. Let M and N be graded modules. Set
χ(M,N)(t) =
∑
i≥0
(−1)iHTori(M,N)(t)
where HTori(M,N)(t) is the Hilbert series of Tori(M,N). We know from [5, Lemma 7] that χ(M,N)(t)HR(t) =
HM (t)HN (t). When Tor≫0(M,N) = 0, χ(M,N)(t) is a rational function, and so we let d denote the degree of its
denominator. It follows that d+dimR = dimM+dimN . When Tor>0(M,N) = 0, then χ(M,N)(t) = HM⊗N (t)
and so d = dimM ⊗ N . This gives us DE. When Tor≫0(M,N) = 0, we have d ≤ maxi dimTori(M,N) ≤
dimM ⊗N where the second inequality comes from the inclusion suppTori(M,N) ⊆ suppM ⊗N . This yields
Strong DI.

In the situation of the previous proposition, whenever Torodd(M,N) = 0 and Tor≫0(M,N) = 0, we have
dimM+dimN = dimR+dimM⊗N . Indeed in this circumstance, the degree of the denominator of χ(M,N)(t)
is just dim
⊕
i Tori(M,N) = dimM ⊗N , and then proof of of the proposition still applies.
6.3. Applications. These conjectures have some interesting consequences.
Proposition 6.7. Suppose Para holds. If p ∈ specR and there exists an R-module N such that pdN < ∞
and suppN = V (p), then p contains every minimal prime of R.
Proof. Since minN = {p}, the result is immediate.

Proposition 6.8. Let S be an R-algebra which is finitely generated as an R module. Suppose DE holds for
both R and S. If TorR>0(M,N) = 0 and Tor
S
>0(M,N) = 0 for S-modules M and N , then dimR = dimS.
Proof. The result follows from comparing dimM + dimN = dimR + dimM ⊗ N and dimM + dimN =
dimS + dimM ⊗N .

The New Intersection Theorem states that if pdN < ∞ then dimM ≤ pdN + dimM ⊗ N . We can use
Strong DI to give a similar inequality for Cohen-Macaulay rings. However, before proceeding we need a
definition.
Definition 6.9. When R is Cohen-Macaulay, set CM- dimN = depthR− dimN .
Actually, CM-dim is a well studied homological dimension which can be defined even for non-Cohen-Macaulay
rings. Since our attention is restricted to the Cohen-Macaulay case, we do not give the full definition, but refer
the reader to [20].
Proposition 6.10. Suppose R is Cohen-Macaulay and satisfies Strong DI. Then if Tor≫0(M,N) = 0, we
have dimM ≤ CM- dimN + dimM ⊗N .
Proof. The assumptions imply
depthN + dimM ≤ dimN + dimM ≤ dimR+ dimM ⊗N = depthR+ dimM ⊗N
which tells us that
dimM ≤ depthR− depthN + dimM ⊗N = CM- dimN + dimM ⊗N.

Recall that Sn is the collection of modules such that depthMp ≥ min{n, ht p}.
Proposition 6.11. Suppose (R,m) is a local Cohen-Macaulay and the depth formula holds at every localization.
Furthermore, suppose that either
(1) Strong DI holds when one of the modules has finite projective dimension
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(2) DI holds at every localization
Assume N 6= 0 and that there exists a module L such that pdL ≤ ∞ and suppL = N . Then if M ⊗N satisfies
Sn, we have {p ∈ suppM | ht p < n} ⊆ suppN .
Remark 6.12. When pdN ≤ ∞, [15, Theorem 3.1] states that M satisfies Sn too. When suppM ⊆ suppN ,
this result is trivial by the depth formula. Hence, [15, Theorem 3.1] is actually a statement about the behaviour
of depthMp for p in suppM\ suppN . In this respect, our results are similar. In fact, the arguments are similar
too.
Proof. Take p ∈ suppM with ht p < n. Choose a q ∈ minL ⊗ R/p such that dimR/q = dimL ⊗ R/p. Note
that p ∈ suppN = suppL. We claim that dimNq+dim(R/p)q ≤ dimRq. Suppose DI holds for Rq. Then since
dimLq ⊗ (R/p)q = 0, we have
dimNq + dim(R/p)q = dimLp + dim(R/p)q ≤ dimRq.
Now suppose DI holds when one of the modules has finite projective dimension. Then we have the following
dimNq + dim(R/p)q ≤ dimN+dimR/p− 2 dimR/q
= dimL+ dimR/p− 2 dimR/q ≤ dimR+ dimL⊗ R/p− 2 dimR/q = dimRq
which establishes the claim.
We now make the following computation. The first inequality is [16, A.6.2].
ht p ≥ depthMp
≥ depthMq − dim(R/p)q
≥ depthMq + dimNq − dimRq
≥ depthMq + depthNq − depthRq
= depth(N ⊗M)q
≥ min{n, ht q}
Since ht p < n by assumption, we have ht p ≥ ht q which forces p = q. Therefore, p ∈ suppN as desired.

7. Questions and examples
What happens to Theorem 3.1 if we remove the assumption that all the Tor modules vanish? The following
two examples show that in general neither containment holds.
Example 7.1. Let k be a field and set R = k[x, y]/(xy). Now the modules M = R/(x+ y) and N = R/(x− y)
have finite projective dimension. However, we have
Join(V ∗(M), V ∗(N)) = ∅ + V ∗(M ⊗N) = P0
k˜
showing that V ∗(M ⊗N) is not always contained in Join(V ∗(M), V ∗(N), even if the Tor≫0(M,N) = 0.
Example 7.2. Set R = Q[a, b, c]/(a2 − b2, b3 − c3) and
M = coker
[
8ab2c2 + 4abc3 + 6b2c3 + 8ac4 + 6bc4 + c5 3ab+ 4b2 + 7ac+ 7bc+ 4c2
4ab2c2 + 6abc3 + 9b2c3 + ac4 + 9bc4 + 4c5 4ab+ 5b2 + 3ac+ 5bc+ 5c2
]
N =
R
(8ab2c+ 8b2c2 + 6ac3 + 5bc3 + c4, 3ab+ 2b2 + 3ac+ 2bc+ 9c2)
.
An easy computation in Macaulay2 shows that
cxM = 0 cxN = 2 cxM ⊗N = 1.
This shows that Join(V ∗(M), V ∗(N)) = V ∗(N) * V ∗(M ⊗N).
We now give an example where none of the modules involved have finite projective dimension.
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Example 7.3. Set R = Q[a, b, c, d]/(a2 − b2, b2 − c2, d2) and define the ideal
I =
(
3
5
a+
8
7
b+
5
2
c, 2a+
1
2
b+ 3c, d
)
.
A simple computation in Macaulay2 shows that
V ∗(I) = V (3740x1 + 477x2)
V ∗(I ⊗ I) = V (0) = P2
Q˜
Were Q˜[x1, x2, x3] is the ring of cohomological operators over the algebraic closure of Q. Since V ∗(I) is linear,
we have
Join(V ∗(I), V ∗(I)) = V ∗(I) + V ∗(I ⊗ I).
Example 7.4. Let R = Q[a, b, c]/(a2, b2, c2) and I = (b) and J = (ab). An easy computation yields V ∗(R/I) =
V (x1, x3) and V
∗(R/J) = V (x1) where Q˜[x1, x2, x3] is the ring of cohomological operators over the algebraic
closure of Q. Now because V ∗(R/J) is a linear space containing V ∗(R/I), we have
Join(V ∗(R/I), V ∗(R/J)) = V ∗(R/J) * V ∗(R/J ⊗R/I) = V ∗(R/(I + J)) = V ∗(I).
The authors wondered if there was a relation between the stable behavior of V ∗(Tori(M,N)) and Join(V
∗(M), V ∗(N)).
Investigations using Macaulay2 compelled them to ask the following questions.
Question 1. Does
n⋃
i=0
V ∗(Tori(M,N))
stabilize as n tends to infinity?
Question 2. For any modules M and N , do we have the following?
Join(V ∗(M), V ∗(N)) ⊆
∞⋃
i=0
V ∗(Tori(M,N))
Proposition 7.5. Questions 1 and 2 are true when Tor≫0(M,N) = 0.
Proof. The first question is trivially true in this case. We prove that the second question is true using induction
on the minimal n such that Tor>n(M,N) = 0. When n = 0, the the statement follows from Theorem 3.1. So
suppose n > 0. Then we have Tor>n−1(ΩM,N) = 0 and so by induction, we have
Join(V ∗(M), V ∗(N)) =Join(V ∗(ΩM), V ∗(N))
⊆
∞⋃
i=0
V ∗(Tori(ΩM,N)) =
∞⋃
i=2
V ∗(Tori(M,N)) ∪ V
∗(ΩM ⊗N).
Note that M is not free and so ΩM is not zero. The short exact sequence
0→ ΩM → Rm →M → 0
yields
0→ Tor1(M,N)→ ΩM ⊗N → N
m →M ⊗N → 0.
It follows that V ∗(ΩM ⊗N) ⊆ V ∗(N) ∪ V ∗(M ⊗N) ∪ V ∗(Tor1(M,N)) and hence
Join(V ∗(M), V ∗(N)) ⊆
∞⋃
i=0
V ∗(Tori(M,N)) ∪ V
∗(N).
Similarly, we have
Join(V ∗(M), V ∗(N)) ⊆
∞⋃
i=0
V ∗(Tori(M,N)) ∪ V
∗(M)
but since V ∗(M) ∩ V ∗(N) = ∅, this shows the desired result.

Question 1 is also true when R is a hypersurface, because over such rings Tori(M,N) is eventually periodic.
The following example shows that even over a hypersurface V ∗(Tori(M,N)) does not necessarily stabilize.
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Example 7.6. Let k be a field and set R = k[x, y]/(xy). It is easy to show that Torodd(R/(x), R/(y)) = 0
and Toreven(R/(x), R/(y)) ∼= k. The projective dimension of the former is obviously finite, and the projective
dimension of the latter is infinite. Thus V ∗(Tori(R/(x), R/(y))) cannot stabilize.
Note that Example 7.3 shows that we cannot hope to replace the containment in Question 2 with equality.
We now show some potential applications.
Proposition 7.7. Suppose Question 1 is true for a pair of modules M and N . If we have
Join(V ∗(M), V ∗(N)) =
∞⋃
i=0
V ∗(Tori(M,N))
then we have the inequality
max
i
{cxTori(M,N)} ≤ cxM + cxN ≤ cx{an =
∑
i+j=n
βj(Tori(M,N))}.
Proof. If we assume that Question 1 holds, then the assumptions imply
dimJoin(V ∗(M), V ∗(N)) = max{dimV ∗(Tori(M,N))}.
This yields the inequality
max{cxTori(M,N)} − 1 = max{dimV
∗(Tori(M,N))} ≤ dim V
∗(M) + V ∗(N) + 1 = cxM + cxN − 1
It suffices to show the second inequality. By [28], we have
cx
∑
i+j=n
βi(M)βj(N) = cxM + cxN,
hence the second inequality follows from the next lemma, Lemma 7.8.

Lemma 7.8. We have the inequality∑
i+j=n
βi(M)βj(N) ≤
∑
i+j=n
βj(Tori(M,N)).
Proof. Let F• and G• be minimal free resolutions of M and N and P• a free resolution of k. Let T• be the
total complex F• ⊗ G•. Let E0 be the double complex T ⊗ P•. Computing the spectral sequence using the
vertical filtration gives E1i,0 = Ti ⊗ k and E
1
i,j = 0 for j 6= 0. Since F• and G• are minimal, the differential of T
is given by matrices whose entries lie in m. Therefore the differential of E1 is zero, and so the spectral sequence
collapses. Computing the spectral sequence using the horizontal filtration gives E1i,j = Tori(M,N) ⊗ Pj and
E2i,j = Torj(Tori(M,N), k). We thus have
kβj(Tori(M,N)) =⇒
⊕
i′+j′=i+j
kβi′(M)βj′ (N).
The desired inequality follows since E∞n is a graded vector space whose associated graded space is a quotient of
a subspace of
⊕
i+j=n k
βj(Tori(M,N)).

For closed sets U, V ∈ Pnk , it is known that dimJoin(U, V ) ≤ dimU + dimV + 1. It is not known when
precisely this equality is strict. This question is particularly interesting when U = V and has been the subject
of much research. As the following shows, Question 1 and Question 2 are actually related to this topic.
Proposition 7.9. Suppose Question 1 and Question 2 have positive answers. Then for any modules M and N
over a complete intersection ring,
dimJoin(V ∗(M), V ∗(N) ≤ max
i∈N
cxTori(M,N)− 1.
Proof. The result is obvious after recalling that dimV ∗(Tori(M,N)) = cxTori(M,N)− 1.

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