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ABSTRACT 
Pat te rn  classification techniques a r e  employed to  classify 
an  electro-encephalograph (EEG) record  into two par ts  - one pa r t  
containing evoked responses to photic st imuli  and the other par t  not 
containing such evoked responses.  
method is suggested to  decrease  the amount of data to be handled 
in the context of l inear classificatory procedures. 
In P a r t  I a feature reduction 
In P a r t  I1 a sequential algorithm is presented to classify 
unknown samples into one of two linearly inseparable c lasses .  The 
algorithm is formed f rom training se t s  of known classification. A n  
es t imate  (on an  expected value basis)  of the probability of making an  
e r r o r  in classification is given. 
P A R T  I 
LINEAR SEPARATING SURFACES AND F E A T U R E  
REDUCTION METHODS 
1. INTRODUCTION 
Electro-encephalography is a field where pat tern recognition 
techniques can be usefully employed. 
is a continuous r eco rd  of neuro-electr ic  activity, usually in a human 
subject. Light may  be periodically flashed (photic st imulus) into the 
eyes of the subject,  in  which case ,  the portion of the record  between 
two successive f lashes  is called a n  'evoked response '  o r ,  simply a 
' response ' .  Various authors(1) have studied the s ta t i s t ica l  p roper t ies  
of the random process  represented by the EEG records .  
A n  electro-encephalograph (EEG) 
In most  ca ses ,  
EEG reco rds  are taken in o rde r  to  infer something about the state of 
the subject (examples - normal  vs. diseased brain,  sleepy vs. alert 
subject). It is h e r e  that the pa t te rn  recognition aspect  of the problem 
becomes apparent. The different s ta tes  of in te res t  a r e  the pat tern 
c l a s ses  and, each evoked response is a pat tern vector,  no doubt co r -  
rupted by "noise". The present  application is s impler ;  the t a s k  is 
mere ly  to  determine the presence o r  absence of evoked responses.  
During pa r t  of the recording, stroboscopic light is flashed into the 
eye of the subject at the  frequency of the 'alpha rhythm' 
* 
(roughly 
equal to  10 c. p. s. ) and hence this pa r t  contains evoked responses.  
F o r  the remaining p a r t  of the recording, the f lash  of light is absent 
and a l so  the evoked responses;  however, the EEG is still roughly 
periodic at the frequency of the alpha rhythm. (See appendix A for  
details) .  The t a s k  is to  determine whether an evoked response is 
* 
The alpha rhythm can be defined as the frequency of the la rges t  
spec t r a l  component in  the power spec t rum of the EEG with no 
stimulus applied. 
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present  o r  not in any given pa r t  of the EEG record ,  when this infor- 
mation is not available a priori .  
simple two-class recognition problem. 
Here  we have the makings of a 
It is well-known(1) that the presentation of a photic stimulus 
gives r i s e ,  on the average,  to a "peaked response which is time- 
locked to  the stimulus". However, this peak is not easily detectable 
in any single evoked response due- to  the corrupting influence of 
"noise". 
to  solve the recognition problem using this time-locking feature,  
The following method has been employed by physiologists 
Le t  t be the time taken by the EEG record  in Fig. 1 to attain its 
P 
maximum positive value after the reference mark (which coincides 
with the stimulus if one is present) .  
number of responses known to belong to the s a m e  class.  
t reated as a random variable; its mean and variance a r e  then com- 
puted. If the stimulus were present  at the beginning of each wave- 
form,  then the variance of t 
t is evaluated for a large 
P 
t is 
P 
tends to  be smal le r  because of the t ime-  
P 
locking feature.  On the contrary,  if the stimulus were absent, there  
is no time-locking and s o  the variance o f t  
disadvantage of this method is that a fa i r ly  large number of responses  
are needed to  get a good est imate  of the variance and hence the deci- 
sion cannot be reached quickly, Typically, the number of responses 
tends to be large. The 
P 
needed to  make a reliable decision is of the o rde r  of 600. 
of the present  work is to apply pattern recognition techniques in o rde r  
to  reach a decision as quhk ly  a s  possible. 
The purpose 
=- t  
FIG. 1 
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2. DECISION. BASED ON A SINGLE RESPONSE 
2.1. 
x(t) a r e  assumed to  be elements of the normed space C 
square-integrable on (0 ,T) .  
sub-classes-class  H is the collection of all possible responses 
when the stimulus is not on and, c lass  H is the collection of a l l  
possible responses when the stimulus is on. 
discrimination is to  evaluate a s ca l a r  functional 9 of x(t) and compare 
it against  a threshold. 
Let {x(t) : t 8 ( 0 ,  T ) ]  represent  any single response. The functions 
of functions 2 
This space is to be divided into two 
0 
1 
The usual method of 
That is 
0 
1 
if 3 {x(* ) ]  < '?l then x (* )  8 H 
if 3 [x ( - ) ]  > rl then x ( * )  c H 
In this work, attention is res t r ic ted  to  l inear functionals only, that 
is, functionals S such that 
To  facilitate digital computer work, the E E G  record was sampled 
a t  N equi-spaced points between every two successive reference marks.  
Thus each response x( t )  is represented by a N-dimensional vector 
(x1,x2. . . . xN). 
functional reduces to  the usual hyperplane decision method in 
N-dimensional space. 
When this is done, discrimination based on a linear 
0 If CY. x t a2x2 t. ~. t rl then x 8 H 1 1  
1 > rl then x 8 H 
where the a ' s  a r e  a s e t  of weights and 11 is the threshold. 
-.5 - 
Now, because of the time-locking character is t ic  discussed 
before,  we might expect that only a few components of the vector 
(xl, x2. . . xN) play an  important par t  in the decision process.  
other words,  the decision procedure might work well in a subspace 
of much lower dimension than N. 
such subspaces a r e  known a s  ' feature reduction procedures '  in 
pat tern recognition l i terature .  
In 
The procedures which look for  
2. 2. The Fea ture  Reduction Method. 
One possible figure of merit which measu res  the effectiveness 
of any par t icular  feature  for discrimination purposes is the normalised 
square of the distance between the means (which is also a distance 
measu re  between the distributions of the two pattern c lasses)  
where p!') and a!) denote the mean and the variance of feature x 
under c l a s s  j. 
1 11 i 
When we examine the combined effectiveness of a group of 
features,  we have to  taken into account the correlations between 
features.  The distance measure  generalises to  
where - p'j) and E(') are  the mean vector and covariance mat r ix  of the 
features under consideration for the distribution of pattern c l a s s  j.  
If we let E = - p(') - - M ( ~ )  and 
written as 
= E"' t 2'' equation ( 2 )  can be 
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(The quantity of r e a l  in te res t  is the e r r o r  r a t e  (probability 
of e r r o r )  in recognition. 
distributed with equal covariance mat r ices ,  it can be proved 
If the two pattern c lasses  a r e  normally 
(2) 
that the e r r o r  r a t e  is a monotonically decreasing function of the 
distance measu re  d). 
Equation (2. 3) suggests a sequential algorithm for feature 
selection. At each s tep,  the proposed algorithm would choose the 
feature which leads to  a maximum increase in the distance measure.  
If n features  have already been chosen, 
-1 
d n -  =CITE 
where - v i s  a n x 1 vector of the difference in means and 1 is the nx n 
mat r ix  of the s u m  of the covariances. If a new feature x is added, n t l  
is the sca l a r  nt l '  Ontl where wntl  is the sca l a r  difference in means for x 
variance of x 
variances between the new feature x 
Applying the Frobenius inversion formula ( 3 )  it is easy  to s e e  that 
and C ' i s  a n x l  vector whose components a r e  the co- n t l  
and the old features  x through x n t l  1 n' 
Then P" = 
where A = D - C R B  and R s A m l  
The feature which maximises dntl - dn is chosen as the next feature 
to be included. 
The following facts emerge f rom this expression €or the increase  
in the distance measure.  
i) Since any covariance ma t r ix  is at least positive semidefinite, it 
can be proved that 
which implies 
- d  " 0  dn t l  n 
Therefore ,  bringing in a n  additional feature can never worsen the dis-  
criminating capacity of the features  already chosen. 
ii) 
is a l inear combination of the old features (x,, x2. . . xn). 
iii) 
The increase  in distance is zero  2fand only if the new feature x n t 1  
The increase  in  distance is infinite i f  and only if the two c lasses  
a r e  singularly distributed on separa te  hyperplanes in ( n  t 1) dimensional 
space. 
iv) Since 
= x  = o ]  
'ntl * -'p L = E[xntlI x1 = x2. . . n T 
and 
0 n t l  'C = ~ a r [ x ~ + ~ l x ~ , x ~ .  . . xn] 
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it is seen  that the algorithm chooses the (n  t1) th  feature  in the same 
manner  as it chooses the first one, except that  the mean and the 
variance now refer to  the conditional distribution of xntl given that 
the previous features  x1 though x a r e  a l l  zero.  n 
2. 3. Details of the Algorithm. 
i) Using a sufficiently large training set ,  estimates of the N x 1 
vector of the difference in means,  and the N x N matrix of the s u m  
of the covariances are obtained. 
ii) The first feature  xi is chosen such that 
2 
- =  Pi 6.. y(g) 
11 
iii) A t  each subsequent step,  the increase in the distance measure  
- d ) is computed for each of the remaining features. The (dn t l  n 
feature which gives rise to  the maximum increase  is chosen. 
iv) Having chosen the best  feature,  the inverse covariance matrix 
is updated according to  the Frobenius inversion formula. 
v) The best  separating hyperplane in the subspace spanned by 
the features  chosen so  far is 
a - x t a o = 0  
-opt. 
where (2 .4 )  
and the threshold u a r e  computed, (The 
0 
The weighting vector a 
optimality of this hyperplane is discussed in the next section). 
-opt' 
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vi) 
exhausted o r ,  when the increase  in distance is smaller than a p rese t  
value. 
The  process  is stopped ei ther ,  af ter  all features have been 
2.4. Optimality of the Algorithm. 
It is an inherent character is t ic  of the feature  reduction problem 
This is so because that no sequential algorithm can be t ruly optimal. 
the bes t  subset of n features  is not necessar i ly  a subset of the best  
N subset of (n  t 1) features.  Only by an exhaustive sea rch  of a l l  ( ) n 
possible feature  combinations, at each step, one can construct a 
t ruly optimal scheme; however, such an  exhaustive search  rapidly 
becomes infeasible as the total  number of features  increases .  
Subject to  this qualification, the algorithm is optimal in the 
sense  that,  a t  each step,  it picks the particular feature which adds 
mos t  to  the effectiveness of the feature set already chosen. More- 
over ,  the par t icular  weighting vector a 
maximises the F ischer  ~ r i t e r i o n ' ~ ) ,  which is expressed by 
given by equation (4) opt' 
2. 5. Results. 
In the actual application, each EEG response was discret ised 
into 100 values.(N = HO). 
classification, roughly equally divided between the two pattern c lasses ,  
was used to  compute the mean vectors and covariance matr ices .  
A training se t  of 2000 responses of known 
The 
separating surfaces  given by the algorithm were  tested against a test 
set of 1000 responses.  Fig. 2 shows how the actual e r r o r  rate comes 
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close to  the predicted e r r o r  rate based on a Gaussian model. 
fact  a l so  seems  to  justify the stationarity assumption implicit in  
this a p p q a c h ,  since the training and t e s t  sets were  separated by 
about two minutes of E E G  recard. 
This 
It is a l so  clear that decisions based on a small number of 
important features  do almost  as well as those based on a much 
l a rge r  number of features .  
the positive and negative peaks of the average evoked response.  
The  bes t  two features  correspond to  
The e r r o r  rate cannot be brought below about 20% by deci-  
sions based on a single response alone. 
of the pat terns  in the two-dimensional subspace spanned by the best  
two features ,  explains why this is so. There  is considerable over-  
lap between the two c lasses  as a resu l t  of the large variances of 
Fig. 3, which is a plot 
the features  within each pattern ckass. 
3,. DECISIONS BASED ON M O R E ' T H A N  O N E  R E S P O N S E  
3.1. We have seen  that the poor e r r o r  rate in  recognition resu l t s  
f rom the large deviations of the individual evoked responses f rom 
the average evoked response. 
difficulty would be to average severa l  statist ically independent 
responses  known to belong to  the same pat tern class;  the decision 
would be based on the average response. 
averaging K statist ically independent random variables reduces 
the variance by a factor of K. 
One way of circumventing this 
It is well known that 
The implementation of the averaging operation would be 
ra ther  difficult. This is s o  because the responses  to be averaged 
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will have to  be picked out at random points in time f r o m  the EEG 
record ,  if they a r e  to  be s ta t is t ical ly  independent. 
decisions cannot be made in r e a l  time. 
would be a very  des i rab le  charac te r i s t ic  of any prac t ica l  scheme. 
In other words,  
And real time operation 
If the decision is to  be based on seve ra l  consecutive responses  
an  the EEG record ,  we cannot afford to  d is regard  the correlat ions 
between them. 
positive and negative correlat ions upon the decision-making process .  
Let  us consider  the case  where the two pat tern c l a s ses  a r e  normally 
distributed N( 0 , l )  and N (1,l) respectively. 
measurements  f rom the same  class .  It is obvious that if x and x2 are  
positively cor re la ted ,  two measurements  are not much bet ter  than one 
for  discrimination; whereas ,  i f  x and x2 are negatively cor re la ted ,  1 
they tend to  lie on ei ther  s ide of the  mean and contain much greater 
information than x alone. 
3. 2. The Algorithm. 
A simple example i n  Fig. 4 will i l lustrate  the’effects of 
x1 and x are  two successive 2 
1 
I 
The algori thm is essentially the same as in  the single response 
case ,  except that  the available set of features  now extends over  severa l  
consecutive responses .  
s ta t i s t ics  is necessary.  Specifically, the correlat ion mat r ices  
Computation of some m o r e  second o r d e r  
T 
Cr = E[x(t)x ( t  t .)I, 7 = O , l ,  2 , .  . . . T 
are needed. Here  - x(t) stands f o r  the tth pat tern vector (N-dimensional) 
s tar t ing f r o m  an  a r b i t r a r y  one and, T is the time beyond which c o r r e -  
lations are judged to  be insignificant. 
n
 
X
 
Q
 
W
 
n
 
x
 
Q
 
U
 
0
 
cu 
X
 
X
 
c
 
x
 
-15- 
The single-response algori thm is applied to  - x(1) and the 
optimum l inear  combination 
= U T  (l)x(l) y1 -opt. 
is obtained. 
pat tern vector ( y  , x( 2))  for  which the vector of the differnce in  means 
is (U 
y is now combined with - x(2) to  yield a (N  t l ) -d imens iona l  1 
1 -  
T ( l ) ~ , k )  and the matrix of the s u m  of covariances is -opt. 
T .  
I 
The single response algori thm is again applied to  produce the best  
l inear  combination of the ( N  t 1) features.  The process  continues, 
$he pa t te rn  vector always being of dimension ( N  t 1) 
3, 3. Results 
In the actual application, the responses  were  discret ised into 
20 values ( N  = 20) to  facil i tate s torage  of s eve ra l  correlat ion matrices 
(T = 19). Fig. 5 shows how the distance measu re  increases  and p re -  
dicted e r r o r  r a t e  (based on a Gaussian model) decreases  as m o r e  
responses  a r e  used to  a r r i v e  at a decision. The actual  e r r o r  r a t e  
deviates somewhat f rom the predicted one (unlike in  the single response 
case) .  Thus the Gaussian model may not be adequate to  descr ibe  the 
joint distribution of s eve ra l  pat tern vectors.  
Fig. 6 compares  the performance of this scheme to the s imple 
averaging technique using the same number of responses  and features .  
It is seen  that the averaging method per forms poorly for  small number 
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of responses ,  but does better than the complex scheme when the 
number of samples  averaged exceeds 12. The explanation for this 
phenomenon perhaps l ies in  the assumptions underlying the two 
schemes. The averaging method requires  that the density function 
p[z(t)] be independent o f t .  
that  the joint density function p[x(t), - -  x(t t 1). . , - x(t  t T)]  be independent 
The m o r e  complex scheme requires  
of t, which is certainly a m o r e  stringent assumption (stationarity 
of higher order )  which is less likely to be satisfied in practice. 
What is more ,  the o rde r  of stationarity required increases  as 
m o r e  responses  a r e  used to  make a decision and, some deterioration 
in performance is only to  be expected. 
4, CONCLUSIONS 
The techniques of feature reduction and pattern classification 
have been found useful in  detecting the pre’sence of evoked responses 
in the EEG data. 
responses ,  using only two features roughly corresponding to  the 
positive and negative peaks of the average evoked responses ,  pro-  
duced an e r r o r  rate of 7/4000. 
Decisions based on the average of 20 successive 
-19- 
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P A R T  I1 
S E Q U E N T I A L  TEST FOR L I N E A R L Y  I N S E P A R A B L E  CLASSES 
USING TRAINING SETS 
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1 .  INTRODUCTION 
Much work has  been done in pat tern classification with 
methods formulated with a set of training samples of known classi- 
fication. A s  no information is known about the underlying distribu- 
tion, distribution f r e e  methods must  be employed. 
l inear  separat ing hyperplane has been a popular method of solving 
this problem. 
inseparable,  t he re  will of course  be e r r o r s  in classification. 
This r epor t  p resents  a method which attempts to  improve the 
e r r o r  in classifying l inearly inseparable classes by using seve ra l  
of the unknown samples  in deciding on a classification. 
samples  a r e  used sequentially. 
The use of a 
When the c lasses  to be recognized a r e  l inearly 
The unknown 
The EEG signal described inAppendix A is an  example of where 
this method might be applied. 
times so seve ra l  samples  a r e  available for  a sequential test .  
data obtained with the s t robe  light on and the data obtained with it 
off a r e  l inearly inseparable. 
The s t robe may be flashed severa l  
The 
Sequential methods of hypothesis testing involving the distribu- 
tions of each c lass  have been used for  some time. 
probability ra t io  test (SPRT) developed by Wald'l) has been used 
extensively. Unknown samples ,  all f rom the c l a s s  to be determined, 
a r e  taken' sequentially and applied to  the decision mechanism until 
classification has  been made. 
required for  a decision can be computed, but this does not guarantee 
that the decision process  will terminate  in a reasonable number of 
steps in every case.  
The sequential 
The average number of samples  
Chien and F U ' ~ )  have developed a method of 
-24- 
using time varying stopping boundaries with the SPRT to  a s s u r e  
termination in a finite time. These methods requi re  knowledge 
of the underlying distribution of each class and hence are not 
direct ly  applicable to the case where only training samples of 
known classification exist. Chien and F U ' ~ )  have formulated a 
nonparametric sequential recognition method using ordered 
statistics. 
but does not make use  of training samples  of each class.  
it compares  unknown samples  with samples  known to come f rom 
one class and decides i f  the  unknown samples are f rom that class.  
The method does give an  idea of e r r o r  probabilities 
Rather ,  
This repor t  presents  a method which is sequential and makes 
use  of training samples  f rom both classes whose classification is 
known. The method gives an  estimate of the probability of e r r o r ,  
U s e  is made o r  ordered  statistics which find broad application in 
nonparametric methods. 
2. SEQUENTIAL TEST FOR LINEARLY INSEPARABLE CLASSES 
USING TRAINING SETS 
2.1. A s  sumptions 
The method is formulated to decide if a n  unknown sample 
belongs to  one of two c lasses  which shal l  be r e fe r r ed  to  a s  c lass  
1 and class  2. 
i) 
ii) 
in each class.  
The following assumptions are  made: 
That a training set is available f rom each class .  
That the samples a r e  independently identically distributed 
-25- 
iii) That the density function of each c l a s s  is continuous, SO the 
probability of any two samples  being equal is zero.  
iv) That severa l  samples  all f rom the same unknown c lass  a r e  
available, as the method is to  be sequential. 
2. 2. Ordered Statist ics 
Use is made in  this repor t  of severa l  propert ies  of ordered  
statist ics.  A detailed discussion of ordered  s ta t is t ics ,  including 
some nonparametric propert ies  and tolerance regions,  is given in 
appendix B. 
regions to  be used in the repor t  will now be stated without proof 
Some propert ies  of ordered s ta t is t ics  and tolerance 
(495) 
Given a s e t  of n sca l a r  random variables,  (Zl,  Z 2 , .  . , , Zn),  
the points can be a r ranged  in  ascending o r d e r ,  Z .  < Z ,  < Z. < . , .< Zi , 
l1 l2  l 3  n 
Let Y1 = Zi , Y 2  = Z .  , . . . , Y  = Z. so  that Y1< Y 2 < .  . .< Yn. A s  Y .  n 1 1 1 l2 n 
is a random variable,  F ( Y . ) ,  where F(x) is the distribution function 
of x, is a random variable. 
and the expection of F ( Y . )  - F(Y. )  can be shown to be 
1 
The P ( F ( Y . )  - F ( Y . )  2 p) can be found J 1 
J 1 
It is observed that n ordered s ta t is t ics  partition the density function 
into n t  1 par ts  and that the expected value of the p e r  cent of random 
points that will fall in  each segment of the partitioning is l o o / (  n t 1). 
i. e. , F(Yi )  is uniformly distributed. 
-26- 
2. 3. Expressing Data as Sca lars  
The use  of ordered  s ta t is t ics  requires  the use of s c a l a r s  
while most  data points encountered in pat tern recognition a re  
vector quantities. To reduce the sample points to sca l a r s ,  a 
l inear combination of the features  of each data point is taken. 
Let (xl, x2,. . . , x 
are the features.  Take 
) represent  sample point where the x.'s 
m 1 
z = a x  t a x  +...+a x 1 1  2 2  m m  (2. 3) 
s o  z is now a scalar .  
f r o m  already existing l inear separating algorithms. 
the scope of this paper to discuss the various known methods of 
finding {a.] i = 1,. . . , m for  l inear separating hyperplanes. Ho 
and A g r a ~ a l a ' ~ )  give a survey of many linear separating algorithms, 
The a . ' s  used in this paper for the applications were  taken f rom the 
resu l t s  of the first part of this report. 
In l inear separating algorithms, the sca l a r  z, 
The a.'s are chosen by using the coefficients 
1 
It is beyond 
1 
1 
= UIXl t  ..... ". 4- a x m m  
is compared to  a threshold to decide classification. 
devoted to finding two thresholds to be used in  sequential classifica- 
tion, 
samples ,  will be assumed to  have been reduced to sca la rs .  .z. will 
be used to  denote the sca l a r  l inear combination for the data points. 
This repor t  is 
A l l  data points in this paper,  both training samples  and unknown 
1 
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2.4. U s e  of Two Thresholds 
While the two c lasses  may be l inearly inseparable,  one 
class must  be largely above the other class in o rde r  for an un- 
known sample to  be classified with at least  some degree of 
accuracy. 
large,  distinguishing between the c lasses  becomes difficult, 
The samples  of c l a s s  2 a r e  taken to lie largely above those of 
class 1 with a region of overlap between the classes .  
If  the overlap region between the c lasses  is quite 
See Fig. 2 .1  
for an example. The sca l a r  unknown z is compared with two 
thresholds which are  placed in the overlap region. 
If z l ies above both thresholds,  the unknown sample is as 
assigned to  one c lass ;  i f  z lies below both thresholds,  it is 
assigned to the other c lass ;  and if z l ies between both thresholds,  
another sample is  taken a s  z l ies in the region of overlap, The 
procedure is applied to the new sample which is compared with 
a new s e t  of thresholds. It is assumed that all new samples 
come f r o m  the same class.  New samples  a r e  taken until a 
decision is made, and then the algorithm is terminated. Each 
new sample is compared with a new pair  of thresholds. 
The thresholds a r e  calculated by using ordered s ta t is t ics  
f rom a training s e t  of each class t o  give an  est imate  on the under 
lying probability distribution of each class.  n ordered  s ta t is t ics ,  
n s ca l a r  samples  arranged in acsending order  z < z2 <. . .< z 
partition the density function into n t 1 parts.  
value of the per  cent of sample points that fall in  each segment of 
1 n’ 
On the average the 
DECIDE CLASS 1 
AN ESTIMATED - l o o k  PER CENT n +1 
TAKE 
ANOTHER DECIDE CLASS 2 
SAMPLE I 
AREA IS PROBABILITY OF ERROR AREA IS PROBABILITY OF ERROR 
DECISION GIVEN SAMPLE IS FROM DECISION GIVEN SAMPLE IS FROM 
CLASS 2 .  CLASS 1 .  
FIG. 2.1 
L N  ESTIMATED - look PER CENT n + l  
OF CLASS 1 DATA POINTS LIE 
BELOW THE k - t h  SMALLEST ABOVE THE k - t h  LARGEST 
VALUE OF THE n -D IMENSIONAL 
TRAINING SET OF CLASS 2 ,  
VALUE OF THE n -D IMENSIONAL 
TRAINING SET OF CLASS 1 
FIG. 2.2 
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the partitioning, that is between z .  and z 
an  example let us say  that the densities for each c lass  look like 
those in  Fig. 2.1. A s  the distributions a r e  not known, it is 
des i red  to es t imate  the e r r o r  decision regions using the training 
sets.  
bination of the features  for each c lass  are arranged in ascending 
o rde r  to  yield an  ordered statist ic.  
the ordered  s ta t is t ic  gives a n  est imate ,  which is an  expected 
value, that 100k/(n t1 )  per  cent of a l l  points of this c l a s s  will lie 
above that value, o r  100(n t 1 - k) /( n t llper cent lie below that 
value. See Fig. 2, 2. So if the e r r o r  probability is desired to 
be p, the (n  t1)p-th highest number of the ordered statist ic 
should be chosen a s  the threshold a t  the upper end of c lass  1. 
An est imated 
is lOO/(nt,l). (4) A s  
1 i t1’ 
The sca l a r  samples  resulting f rom taking a linear com- 
The k-th highest number in 
pe r  cent of all points of this c lass  will lie above the threshold. 
A s  class 2 lies largely above class 1, a threshold to  give a 
desired e r r o r  region a t  the lower end of c lass  2 can be s imilar ly  
found. Two thresholds a r e  now known. Similar  calculations a r e  
made for severa l  i terations which give a set of thresholds to  be 
used at each i teration of the sequential algorithm. 
The expected value of the per  cent of sample points that 
fall  between two neighboring points of the ordered statist ic,  1OO/(n t1)  
can  be expected to  occur over an average of a large number of dif- 
ferent sets of ordered  statist ics.  Work is being done to determine 
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the effect of the s i ze  of the training sets on the accuracy of the 
est imated probability of e r r o r  and will appear in the future. 
2. 5. Setting Thresholds for  First Iteration 
The  n samples, now sca la r s ,  f rom each of the two training 
sets are ordered separately in ascending magnitude, only one c lass  
is shown, 
z < z  < . . . < z  
n i2 i 1 i 
Let  the training samples be relabeled 
= ZiZ' ""Yn = z  . 
n 
The training samples  are now in ascending o rde r ,  
Y 1 <  Y 2 <  0 . .  < Y n .  
If z is a n  unknown sample,  
p(c1assification e r r o r )  =p(classification e r r o r  I Z B  class 1 ) p ( z ~  c lass  1) 
tp(c1assification e r ror1  Z B  c lass  2 ) p ( z ~  c lass  2) 
(2.4) 
The e r r o r  probabilities for each class, p( classification e r r o r  
I Z B  c l a s s  j) j = 1,2,  can  be calculated separately. The setting of 
thresholds will be examined in  detail  for one class, say c lass  1. 
ordered training set, y l <  y2 < . . . < yn, will be considered to  be f rom 
that class.  
ei ther class.  
The 
The following discussion of setting thresholds applies to  
Given the set of ordered s ta t is t ics  f r o m  one class ,  
Y1< Y 2 <  ... < Yn , 
the probability that a sample f rom this class is less  than any of the 
ordered s ta t is t ics ,  Yi, is F(Yi) .  F r o m  equation (2.1) we have 
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E(F(Yi ) )  = - i 
n t l  ' (2 .  5) 
A n  estimated 1 O O i / (  n t 1) per  cent. of all points lie below Yi  (o r  
100(n t 1 - i ) / ( n  t 1) pe r  cent exceed Yi .  ) The overlap region of the 
inseparable  training se t s  has been taken to be at the higher end of 
the c lass  1 ordered  s ta t is t ics  and the lower end of the c lass  2 ordered 
statist ics.  See Fig. 2. 3. The unknown samples  are  to  be used 
iteratively. A ( k ,  1) represents  the upper threshold, where k represents  
the number of the i teration of the sequential test, and A(k, 2) the  lower 
threshold. 
Let  the unknown samples to be classified be f rom class  1 s o  
that p(c1assification e r ro r1  z c  c lass  1) can be calculated. 
unknown sample lies above both thresholds,  it will be classified a s  
If the first 
belonging to c lass  2 which would be an e r r o r .  
thresholds a co r rec t  classification of c lass  1 would be made. 
If it l ies below both 
If  it 
falls between the thresholds,  another sample should be taken. 
Fig. 2. 4. 
See 
To get a n  estimate of the probability of a sample f rom c lass  
1 falling above both thresholds,  the number of training samples f rom 
c lass  1 that fall above the threshold A( k = 1, l )  can be used. 
If the threshold A ( k  = 1, l )  is set equal to the value of the n1 -th 
1 
la rges t  o rdered  s ta t is t ic  of the training se t  of c l a s s  1, A ( k  = 1,l)  = 
e 
then n1 e - 1 training samples  lie above A ( k  = 1,l). The 1 Y 1 "pep, 1. 
superscr ip t  on n represents  the number of i terations and the sub- 
scr ip t  the class.  This means 100 n / (n  t 1) per  cent of the density 
of c lass  1 l ies beyond A ( k  = 1, l )  and is in the e r r o r  region. 
1 
1 el 
OVERLAP - 
x-x-x-x-x-x-x*x~x-.x-.x c ooo vo w 00 c - 9 
CLASS 2 ORDERED STATISTICS 
5 
CLASS 1 ORDERED STATISTICS 
FIG. 2.3 
TAKE ANOTHER 
DECIDE CLASS 1 SAMPLE DECIDE CLASS 2 
1 I 
ERROR REGION GIVEN I I ERROR REGION GIVEN 
SAMPLE FROM CLASS 2 A (  k,2 1 SAMPLE FROM CLASS 1 
FIG. 2.4 
A ( k = 1 , 2 )  A (  k = 1 , l )  
FIG. 2.5 
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1 F r o m  equation (2.1) 
1 = I -  
n t 1  1 
1 
e. n 
If p is the des i red  probability of e r r o r  for  c lass  1 on this i teration, 
then n1 should be chosen s o  that 
el 
1 
e n 1 nl+l= P
n -nl +1 
el 
A ( k  = 1,l) is then se t  equal to Y 
A ( k  = 1,2) ,  the e r r o r  threshold for c lass  2, is determined 
similarly.  A s  the e r r o r  region for  c lass  2 l ies at the lower end 
of the ordered  s ta t is t ic ,  A ( k  = 1,2) is s e t  equal to  the ne 1 -th lowest 
2 
o rdered  s ta t is t ic  of c l a s s  2 ,  A ( k  = 1,2) = Y 1 , n 
where n1 
for a sample  f r o m  c l a s s  2 on the f i r s t  iteration, 
is  chosen such that p is the desired e r r o r  probability 
e2 
-34- 
1 n 
e2 
n2 t 1  = P  
See Fig. 2. 5. 
2. 6. Thresholds for  the Second and Following Iterations 
If the sample on the first i teration falls between the t h r e s -  
An es t imate  of the probability holds, a second sample is taken. 
of the first sample falling in this region is obtained by counting 
the number of training samples  between the thresholds for  each 
c l a s s ,  
samples  between the thresholds on the . f i r s t  i teration, see Fig. 5. 
Then an  estimated (n' 
density function for  c lass  1 falls in the region between the thresholds. 
1 Again taking c lass  1, le t  nr be  the number of training 
1 
t l ) / ( n  t 1) pe r  cent of the a r e a  underthe 1 rl 
Actually the lower threshold is based on c lass  2 s o  that 
t he re  is not one whole interval between c lass  1 sample points but 
a f ract ion of one at the lower end of the region between the th re s -  
holds. 
interval  as a whole has a negligible effect on n 
In practice,  n1 is usually la rge  enough that counting the 
rl 2 . This is t rue  
e, 
for  any i teration k. 
F o r  a decision 
1 
to be made result ing in  a classification e r r o r  
on the second iteration, the first sample must  fall in the region 
between the thresholds of the first i teration and the second sample 
in the e r r o r  region of the second iteration. If p is the desired 
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probability of e r r o r  f o r  the second iteration, then we des i r e  
p(1st sample between thresholds)p(2nd sample in  e r r o r  region ) = p 
But we do not know p(A(k= 1,2) < z1 < A(k = 1,l)) and p(z2 > A ( k  = 2,  l)), 
and so  they can only be estimated. So the number of training samples  
in  the e r r o r  region for the second iteration is chosen as 
2 
nl t 1  n 
n l t l  n t 1  = P  
rl el 
1 
n t 1  
n =  2 (nl 4- 1)P 
el n1 t 1 
rl 
n t 1  
2 -  1 
e 1 nl t 1 e~ r 
f rom eqn. (2 .  7) . (2.10) n n -  
1 
2 
A ( k  = 2 , l )  is se t  equal to  the ne - t h  
1 
A ( k  = 2 , l )  = Y  ' A ( k  = 2,2)  is n -n2 t 1' 
el 
samples  of class 2. 
n l ' t 1  
n2 t 1 
r2 
2 
n2 t 1 
n 
e2 
= P  
largest  training sample,  
se t  s imi la r ly  using the training 
n2 f 1 
(2. ll)* 
1 t 1)p = n 2 n = *-(n2 
e2 n t 1  nl t 1 '2 
rl r2 
2 nl t 1 
A S  -> 1, ne > n1 and A(k = 2 , l )  A(k = 1,l)  , 
n1 t 1 1 el 
'1 
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a lso  A(k = 2 , 2 )  ;l: A ( k  = 1,2) .  Thus the thresholds for  the second 
i terat ion will be c loser  together than the thresholds  for  the first 
iteration. n j = 1,2,  may not be an  integer. In this ca se  the 2 e. '  
J 2 
2 j 
g rea tes t  integer less than n 
actual  non-integer, n 
is used in sett ing the threshold. 
, though is used in calculating the other e r r o r  
The e 
e.  
3 
regions . 
The number of training samples  between the thresholds for  the 
2 2 3 
r second i terat ion a r e  counted for  each c l a s s ,  n and n . The n 
and n 
both, the first and second samples  must  fall between their  respective 
1 '2 el 3 
can  be calculated. F o r  an  e r r o r  decision on the third i terat ion 
e2 
thresholds ,  and the third sample must  fall in the e r r o r  region. 
The algorithm as presented has taken the probability of e r r o r  
and endi'ng on each i terat ion to  be the same  for  each class, 
p ( e r r o r  decision and end on k-th iterationlunknown 8 class 1) 
= p ( e r r o r  decision and end on k-th iterationlunknown e c lass  2) 
= p .  
These  could be set equal to different values if so desired.  Although 
then the p r io r  probabilities of which c lass  the unknown sample belongs, 
p(unknown c c lass  1) and p (unknown e c lass  2) ,  should be known i n  
o rde r  t o  calculated the est imated e r r o r  decision probabilities. 
Q F o r  e r r o r  decision on third i teration, k = 3, 
p(A(k = 1,2) < z1 < A(k = l , l))p(A(k = 2 , 2 )  C z2 < A(k  = 2 , l ) )  
p(z3 > A(k  = 2 , l ) )  = p 
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The estimated f o r m  of this equation is 
A(k = 3 , l )  = Y n  -n3 t1 . 
el 
(n2 + I )  2 
e2 t 1) e2 
n andA(k  = 3 ,2 )  = Y 3 . 3 3 Similar ly ,  n is found, n = n 
e2 
The  calculation of the thresholds continues, with the thresholds 
for  each i teration being calculated simultaneously. In general ,  
The  estimated fo rm is 
(2 .  14) 
Similar ly  (2.  15) 
A(k,l) is set equal Y n  -r-. t1 and A(k ,  2) equal Ynk . 
el e2 
n, 4-1 n, t 1  
> 1, the bounds move c loser  together, 1 A s  > 1 and 
nk-l t 1 nk-l t 1 
Eventually, for  some  k, the thresholds will c ross .  This happens 
when n 
algorithm will be terminated for this value of k, and the two thresholds 
a r e  replaced by a common threshold. 
called N. 
this far. 
averaging the k = N - 1 thresholds ,  
k and nk become sufficiently l a rge  that A(k, 2)  > A(k, 1). The 
el e2 
Let this te rmina l  value of k be  
A decision will be made  at k = N if the algorithm proceeds 
In the examples to  follow the common threshold was se t  by 
A(N,  1) = A(N, 2) = [A(N - 1,l) t A(N - 1, 2)] /2 .  ( 2 ,  16) 
This could of course  be se t  in other ways. 
2. 7. Application of Algorithm 
In applying the algori thm to unknown samples ,  each sample is 
first reduced to  a sca l a r  by taking a l inear  combination of the features.  
The first sample,  z1 is compared to  the thresholds A ( k  = 1, l )  and 
A(k =>l, 2). If 
z l <  A ( k  = 1,2)  
z l >  A ( k  = 1, 1) 
decide class 1 
decide class 2 
A( k = 1,2)  < z1 < A( k = 1,l) take another sample 
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If another sample is taken, z 2 ,  then it is s imi la r ly  compared to 
A ( k  = 2 , l )  and A ( k  = 2 , 2 ) ,  
f o r  that  i teration a r e  used. 
A t  each i terat ion that is needed, the bounds 
F o r  any i teration k, 
z < A ( k , 2 )  decide c l a s s  1 k 
z > A(k, 1) decide c lass  2 k 
A(k ,  2) i zk  < A( k, 1) take another sample 
If the procedure goes until k = N,  a decision will be  made then a s  
the re  is only one threshold. 
2. 8. Estimate  of E r r o r  Probability 
The probability of e r r o r  can be estimated. The algorithm 
can only end on one i teration so  the events of e r r o r  decision and 
end on k-th i teration and of e r r o r  decision and end on j-th i teration 
a r e  mutually exclusive for  k f j. Thus the probability of e r r o r  
decision can be expressed  a s  
N 
k =1 
p( e r r o r  decision) = p( e r r o r  decision and end on  k-th i teration) 
( 2 .  17) 
where 
p( e r r o r  decision and end on k-th i teration) 
= p ( e r r o r  decision and end on k-th i terat ion I unknown E: c lass  1)  
p(unknown c c lass  1) 
t p ( e r r o r  decision and end on k-th i teration )unknown E: c lass  2) 
pkunknown E: c lass  2) 
( 2 .  18) 
by the design of the algorithm, the estimated 
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p ( e r r o r  decision and end on k-th i teration lunknown E: class i) = p 
for  i = 1 , 2  
(2.19) 
So, the expected 
p( e r r o r  decision and end on k-th iteration) 
= p p(unknown e c la s s  1) t p p(unknown E: c lass  2) 
= P  
N 
k =1 
p ( e r r o r  decision) = p 
p( e r r o r  decision) = N p  . (2.  20) 
The estimated probability of e r r o r  is Np. If Np is not near the desired 
value, p can be varied,  which will change N and hence Np. 
N is dependent on the value of p chosen. Generally for  smal le r  
p, N becomes l a rge r ,  
samples.  
N is a l so  dependent on the two sets of training 
If the training s e t s  have a large overlap,  N will be large. 
This is to be expected a s  the region of indecision is large s o  m o r e  
i terations will result .  A mathematical  bound on Np to  a s s u r e  Np 1 
has not been found, but for this to  occur a lmost  a l l  of the training sets 
must  overlap s o  that N becomes so  la rge  that N p >  1. But this problem 
can not be expected to  be solved so  a resu l t  that Np> 1 reflects the 
unreasonableness of the orginal problem. 
Np is the expected value of the probability of e r r o r  over a large 
The accuracy of the est imate  depends on the number of training sets, 
s ize  of the training sets and work is being done on this aspect of the 
problem. 
-41- 
2 .9 ,  Remarks 
An intuitive explanation for the closing in of the thresholds 
can be given. 
iteration, the first sample must  fall in the reject region, 
decision t o  be made result ing in an  e r r o r  o r  the second iteration, 
the second sample must  fall in the e r r o r  region. 
des i red  probability of making a decision which ends in an  e r r o r  
a t  each iteration. 
of falling in the e r r o r  region should be p. 
to  be made on the second iteration, the first sample must  fall in 
the reject region and the second sample in the e r r o r  regions. 
probability of this is p(z 8 re jec t  region for k = 1) p(z2 8 e r r o r  
region for  k = 2) = p. A s  p(z2 8 re ject  region for  k = 1) < 1, p(z2 e 
e r r o r  region for  k = 2)  is grea te r  than p(zl  8 e r r o r  region for k = 1). 
Thus a l a rge r  e r r o r  region for k = 2 than for  k = 1 is allowed. 
s ame  argument applies for  la rger  k. 
In o r d e r  for the algorithm to proceed to  the second 
F o r  a 
Let p be the 
To  obtain p on the first i teration the probability 
F o r  an  e r r o r  decision 
The 
1 
The 
3. EXPERIMENTAL RESULTS 
The method was tested on the electro-encephalograph (EEG) 
signals explained in  Appendix A of ’  thik report. 
out of the hundred for  each waveform were  used, 
to be used were  selected using the feature reduction scheme developed 
in the first pa r t  of this report. Of the hundred features ,  features 
eighty-five and fifty-seven were  the two most  significant features .  
A l inear combination of these features was taken, 
Two data points 
The two features 
t u  x =a57x57 85 85 ’ 
were  given by the method explained in the first where a and a 57 85 
pa r t  of this repor t  with a = -. 001777 and a85 = . 004431 being used, 
The algorithm was trained on one section of the EEG data and 
In each section, the samples were  taken 
57 
tes ted on another section. 
se r ia l ly  as they were  recorded f r o m  the patient. Table 3.1 gives 
e r r o r  ra tes  on the testing samples  fo r  severa l  parameter  values. 
Five hundred testing samples were used in all cases.  
From the char t  it can be observed that the experimental  
e r r o r  rates for c lass  1 generally do not agree  very well with the 
est imate  e r r o r  rate.  
of the training section of the data and the testing section were  
reversed  with the algorithm trained on what was the testing section 
and tes ted on what was the training section. This was done for the 
case  of 199 training samples,  
and . 158 for c lass  2 with an  estimated rate of . 15. 
for c lass  1 is now lower. 
that there  were  more  higher values in one section of the data than 
the other for c lass  1. 
stationary. 
In  an  effurt to  find an  explanation, the roles  
The e r r o r  rates were . 04 for c lass  1 
The e r r o r  r a t e  
An examination of the date indicated 
This would indicate that the data is non- 
Also in the analysis of the first pa r t  of the report ,  it is 
mentioned that the samples  are correlated.  
assumption of the algorithm is violated. The correlation along 
with the nonstationarity of the data contribute to  the higher than 
estimated e r r o r  ra tes .  
The independence 
m
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To test the algorithm on data which was independent and 
uncorrelated,  one thousand s e r i a l  samples  of EEG waveforms were  
mixed together so  they no longer appeared ser ia l ly  a s  they were  
recorded f r o m  the patient. 
in Table 3. 2. 
The resul ts  for the mixed samples  appear 
The experimental  e r r o r  r a t e s  in this ca se  agree  m o r e  closely 
This indicates that a l l  the assump- with the estimated e r r o r  ra tes .  
tions of the algorithm are not met by the EEG waveforms a s  they 
a r e  recorded f rom the patient. 
4. CONCLUSION 
The algorithm presented in this repor t  is a sequential var ia-  
tion of the l inear separating hyperplane approach to  pattern recogni- 
tion. When severa l  unknown samples  are  available, the sequential 
algorithm can be used to give improved resul ts  when the two classes 
a r e  l inearly inseparable. 
l inear separating hyperplane are a l so  used to  design a sequential 
mechanism involving two thresholds. The method gives an est imate  
(on an  expected value basis)  of the probability of making an e r r o r  in 
The training sets that a r e  used to  form a 
c las s ificatio n. 
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APPENDIX A 
The EEG reco rd  of about 10 minutes duration was obtained 
through NASA. 
sitting. 
the frequency of the Alpha rhythm (approximately 10 c. p. s. ). 
a flash occurs  once every  100 msec.  approximately. 
the EEG record  between successive flashes is considered to be a 
The EEG was recorded f rom a single person in one 
Stroboscopic light is flashed into the eye of the subject a t  
Thus 
The portion of 
response.  
not reach  the eye of the subject. 
The Stroboscopic light is periodically blocked s o  it does 
Thus the ent i re  EEG record  is spli t  
up into groups of two kinds of responses  - one with the stroboscopic 
f lash on and the other with the stroboscopic f lash off. 
periods each last for  about 25 seconds and hence contains about 250 
The on and off 
responses  of the s a m e  kind. 
The  original data were  in  analog fo rm comprising 3 different 
waveforms a s  shown below 
L 1 iii), OtJ 
-52- 
i) 
ii) 
edge of it, a stroboscopic flash occurs. 
iii) 
f r o m  the stroboscopic flash is reaching the eye of the subject. 
Is the EEG reco rd  itself 
Is a square wave a t  approximately 10 c. p. s. At every leading 
Is a 'on-off' waveform which indicates whether o r  not the light 
To  facil i tate digital computer work, each of these waveforms 
was discret ised by sampling every millisecond. It is observed that 
the waveform (ii) se rves  only to  demarcate  evoked responses in the 
continuous EEG record.  
100 msec. in duration, contains approximately 100 sampled values. 
It was observed that some of the evoked responses contained m o r e  
than 100 values due to  variations in the frequency of the stroboscope. 
In  such cases  only the first 100 values were  retained to  give pattern 
vectors of uniform dimension. 
information. Therefore ,  a number 1 o r  0, depending on whether the 
stroboscopic flash is on o r  off, was augmented to each 100 dimensional 
pat tern vector. The vector of 101 numbers contains all the information 
for classification purposes. 
Each evoked response,  being approximately 
Waveform (ii i)  contains only "on-off" 
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APPENDIX B 
This  section presents  information on nonparametric 
methods involving ordered  s ta t is t ics  and the density function of 
the distribution function, F(x). The material in this section can 
be found in re ferences  such as Hogg and Craig(4)  and F r a s e r  ( 5) . 
First the density function of the distribution function, F(X) ,  
will be examined. 
density function f (x) and distribution function F(x). 
random variable  Z = F(X) has a uniform density function, 
Let  X be a continuous random variable with 
Then the 
h(z) = r 1  O <  '<  
' 0  elsewhere 
This can be shown simply: 
F(x) = 0 x s  a 
X 
a <  x <  b c - 
J b  
= 1  b s x  
Let  z = F(x), then 
for  O <  z <  1 .  
Let  X be a random variable. F(x) = p(X x), and a s  
F(X) is a random variable f r o m  above p(F(X) = p) = p. 
the probability that the random interval (-00, X) contains no m o r e  
than loop per  cent of the probability for  the distribution is the 
same a s  the probability that F(X) is less than o r  equal to  p. 
That is, 
-54- 
Now ordered  s ta t is t ics ,  which play an  important ro le  in non- 
pa rame t r i c  analysis,  will be considered. Let  XI, X2, .  . , X be n 
independent random samples  f r o m  a continuous density function. 
random variables  F(X1), F(X2),  . . , F ( Z  ) are independent and each 
has a uniform distribution on the internal ( 0 , l ) .  
n 
The 
n 
Let  the samples  X1,X2', . . , X  be rear ranged  and ordered  in n 
. A s  the density is 
n 
ascending o r d e r  so  that Xi < X < . . . < xi 
1 i2 
continuous, P(Xi = X.)for i f j is zero ,  and the posibility Xi = X 
for  i f j need not be considered. Let the notation be changed by 
1 j 
Now Y , Y2,.  . . Y is an 1 n letting Y1 = Xi , Y2 = X 
ordered  s ta t is t ic  where Y < Y2 < . . . < Yn. 
, . . . , Y = Xi , 
1 i2 n 
1 
n 
Let  Zi = F(Yi).  A s  F(x) is monotonically increasing, 
Z 
distributions of the { Z . ]  are known and do not depend on the d is t r i -  
bution of {X.].. The joint density function of the random variables  
Zi = F(Yi), i = 1 , 2 , .  e .  n is 
= F(Y1) < Z2 = F ( Y 2 )  < . . . < Z 1 n = F(Yn) .  The joint and marginal  
1 
1 
o <  2 < Z 2 r : , " "  < Z n <  1 1 
e l sewhere .  
(B. 3) 
f(zl, '29 * I 
The marginal  density of Zi = f(Yi) is 
f 
I o  elsewhere. (B. 4) 
The joint density function of Z = F(Yi)  and Z = F(Yj) ,  with i <  j ,  is 
i j 
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n! z. i-1 ( Z j  - z . )  j -i -l( 1 - z.)  n- j 
1 1 (i - 1)!( j  - i - l ) ! (n  - j ) !  1 
0 
o <  z . <  z . <  1 
1 J  
e l s ewhere .  
A distribution free method to  compute the probability that a 
cer ta in  random interval  includes o r  covers  a preassigned percentage 
of the probability of distribution under consideration will be consider. 
Consider Z Now F ( Y . )  - F ( Y . )  is the pro-  
bability that x l ies  between Y and Y j .  F ( Y j )  - F ( Y i )  is a random variable. 
If F ( Y . )  - F ( Y . )  p, then at least  loop pe r  cent of the probability fo r  the J 1 
distribution of x l ies  between y. and y v = P ( F ( Y . )  - F ( Y . )  > P) is the 
probability that at least loop per cent of the probability for the distribu- 
tion if  x li’es in  the random interval ( Y  yi and y. a r e  called the 
l O O V  pe r  cent tolerance limits for  loop per  cent of the probability for 
the distribution of x, and (y  y.) is called the 1 0 0 ~  per  cent tolerance 
inter  V a l .  
- Z .  = F ( Y . )  - F ( Y i ) ,  i <  j. j 1 J J 1 
i 
1 j *  J 1 
Y , ) .  i’ J 1 
i’ J 
A s  the joint density function of Yi, Y .  is known, P ( Z j  - Z .  2 P) J 1 
can  be calculated. 
1-p 1 
p(zj - z. p) = f(zi, z.)  dz. dz J J i  1 0 p tz i  
This  is a ra ther  tedious computation so  coverages a r e  used. Consider 
the rand.om variable 
w1 = z l  = F(Y1) 
W2 = Z 2  - Z1 = F ( Y 2 )  - F(Y1) 
W3 = Z 3  - Z2 = F(Y3)  - F ( Y 2 )  
. 
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The random var iab le’w is called a coverage of the random 
{ X I  -00 < x <  yl] and the random variable Wi, i = 2, 3, .  . . , n, 
1 in te r  V a l  
is called 
a coverage of the random interval  { X I  yiml < x <  yi], 
functions of the above t ransformation are 
The inverse  
= w1 
z 2 = w  1 t w 2  
z 3 = w  t w 2  t w 3  1 
z 3 = w  t w 2  t . . . t w  1 n 
The Jacobian is equal to  one. The joint density function of Z1, Z2 , .  . . , 2 n 
is 
n! 
0 e l sewhere .  
O <  e < z 2 <  ... < z n <  1 1 fbl, 22 , .  . . 
(B. 9 )  
The joint density function of n coverages is then 
Because the density f(wl, w2,. . . , w i n ) is symmetr ic  in wl, w2 , .  . . w n’ 
the distribution of every  sum of r,  r <  n, of these n coverages is 
exactly the same for  each fixed value of r. 
r = j - i, the distribution of Z - Zi = F ( Y j )  - F(Yi)  = Witl t Witz t , . . t W 
is the s a m e  as that of Z 
of Z 
fbl’ w2,. . . 9 wn) = n! O <  wi, i  - l , . , . , n  
w 1 t W 2 + . . ’  t w n < l  
elsewhere (B, 10) 
F o r  example, :f i < j and 
j j 
= F ( Y .  .) = W1 t W2 t. . , t W j -i 3 -1 j -i . The density 
is the beta density of the f o r m  j -i 
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j - i t1  )n-j+i 
(1 - Z j -1 j r(j - l)I'(n - j c i t 1) j - i  j -i f(z .) = f(z - 2;) = 
Consequently 
o < z  < 1  j - i  
elsewhere (B. 11) 
(B.  12) 
Each of the coverages Wi, i = 1,2,. . . , n, the beta density function 
o <  w <  1 
e l s  ewhe r e  
because W 
each W. is 
= Z1 = F ( Y  ) has this density function. The expectation of 1 1 
1 
1 nw(1 - w ) ~ - '  dw = - I' 0 n t l  * 
(B. 13) 
(B. 14) 
The coverage Wi  can be thought of as the a r e a  under the graph of the 
density function between the lines x = yiml and x = y.. The expected 
value of each of these random a r e a s  Wi, i = 1 ,2 , .  . . n, is l / ( n  t 1). 
o rdered  s ta t is t ics  yl, y2 , .  . . , y n 
bution into n t 1 par t s  and the expected value of each of these par t s  is 
l / ( n  t 1). 
since F ( Y . )  - F ( Y i )  is the s u m  of j - i of these coverages .  
1 
The 
parti t ion the probability for the d is t r i -  
The expected value of F(Y.1 - F ( Y i ) ,  i <  j ,  i s  ( j  - i ) / ( n  t 1) 
1 
J 
