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Abstract
We describe the set V of all R ∪ {∞} valued valuations ν on the ring C[[x, y]]
normalized by min{ν(x), ν(y)} = 1. It has a natural structure of anR-tree, induced
by the order relation ν1 ≤ ν2 iff ν1(φ) ≤ ν2(φ) for all φ. It can also be metrized,
endowing it with a metric tree structure. From the algebraic point of view, these
structures are obtained by taking a suitable quotient of the Riemann-Zariski variety
of C[[x, y]], in order to force it to be a Hausdorff topological space. The tree
structure on V also provides an identification of valuations with balls of irreducible
curves in a natural ultrametric. We show that the dual graphs of all sequences of
blow-ups patch together, yielding an R-tree naturally isomorphic to V . Altogether,
this gives many different approaches to the valuative tree V . We then describe a
natural Laplace operator on V . It associates to (special) functions of V a complex
Borel measure. Using this operator, we show how measures on the valuative tree
can be used to encode naturally both integrally closed ideals in R and cohomology
classes of the voute etoilee of (C2, 0).
2000 Mathematics Subject Classification. Primary: 14H20, Secondary: 13A18,
54F50.
Keywords and phrases : Berkovich spaces, curves, desingularizations, dual graphs,
ideals, infinitely nearby points, Laplace operator, measures, multiplicities, Puiseux
series, Riemann-Zariski variety, trees, valuations, vouˆte e´toile´e.

vThe valuative tree
νm
νy,3/2 = νφ,3/2
νy2−x3,10/3 = νφ,10/3
νφ
νy
νy2−x3
m = 1
m = 2
m = 6
φ = (y2 − x3)3 − x10

vii
Structure of the memoir
In capital letters: chapter numbering; in Arabic numbers: section numbering.
A plain arrow linking chapter A to chapter B indicates that the understanding of
B relies heavily on a previous lecture of A. A dashed arrow indicates a looser link
between both chapters.
I: Basics on valuations
II: Algebraic structure of a valuation
III: Tree structures on valuation space V
V: Topologies on V
IV: Puiseux expansions
VI: The universal dual graph
Alternative route
to the
tree structure
VII: Measures on V
VIII,2: The vouˆte e´toile´e VIII,1: Complete ideals

Contents
Introduction 1
Chapter 1. Generalities 9
1.1. Setup 9
1.2. Valuations 10
1.3. Krull valuations 11
1.4. Plane curves 12
1.5. Examples of valuations 13
1.6. Valuations versus Krull valuations 17
1.7. Sequences of blow-ups and Krull valuations 19
Chapter 2. MacLane’s method 23
2.1. Sequences of key polynomials 23
2.2. Classification 30
2.3. Graded rings and numerical invariants 31
2.4. From valuations to SKP’s 34
2.5. A computation 35
Chapter 3. Tree structures 39
3.1. Trees 40
3.2. Nonmetric tree structure on V 47
3.3. Parameterization of V by skewness 51
3.4. Multiplicities 55
3.5. Approximating sequences 57
3.6. Thinness 58
3.7. Value semigroups and approximating sequences 60
3.8. Balls of curves 62
3.9. The relative tree structure 64
Chapter 4. Valuations through Puiseux series 71
4.1. Puiseux series and valuations 71
4.2. Tree structure 73
4.3. Galois action 76
4.4. A tale of two trees 78
4.5. The Berkovich projective line 82
4.6. The Bruhat-Tits metric 82
4.7. Dictionary 83
Chapter 5. Topologies 85
5.1. The weak topology 85
5.2. The strong topology on V 87
ix
x CONTENTS
5.3. The strong topology on Vqm 89
5.4. Thin topologies 89
5.5. The Zariski topology 90
5.6. The Hausdorff-Zariski topology 92
5.7. Comparison of topologies 93
Chapter 6. The universal dual graph 97
6.1. Nonmetric tree structure 97
6.2. Infinitely nearby points 101
6.3. Parameterization and multiplicities 106
6.4. The isomorphism 108
6.5. Proof of the isomorphism 109
6.6. Applications 115
6.7. The dual graph of the minimal desingularization 120
6.8. The relative tree structure 124
Chapter 7. Tree measures 129
7.1. Outline 129
7.2. More on the weak topology 133
7.3. Borel measures 137
7.4. Functions of bounded variation 140
7.5. Representation Theorem I 146
7.6. Complex tree potentials 149
7.7. Representation Theorem II 150
7.8. Atomic measures 152
7.9. Positive tree potentials 152
7.10. Weak topologies and compactness 154
7.11. Restrictions to subtrees 156
7.12. Inner products 157
Chapter 8. Applications of the tree analysis 163
8.1. Zariski’s theory of complete ideals 163
8.2. The vouˆte e´toile´e 168
Appendix. 177
A. Infinitely singular valuations 177
B. The tangent space at a divisorial valuation 179
C. Classification 182
D. Combinatorics of plane curve singularities 183
E. What are the essential assumptions on the ring R? 188
Bibliography 191
Introduction
The purpose of this monograph is to give a new approach to singularities in
a local, two-dimensional setting. Our method enables us to study curves, analytic
ideals in R = C[[x, y]], and plurisubharmonic functions in a unified way. It is
also general and powerful enough so that it can be applied to other situations, for
instance when studying the dynamics of fixed point germs f : (C2, 0) 	.
Curves and ideals can then be analyzed through the order of vanishing of their
pull-backs along irreducible components of the exceptional divisor. These orders of
vanishing define real-valued functions on the ring R called divisorial valuations.2 It
is a classical fact that the singularity of the curves or ideals is completely determined
by the values of all divisorial valuations.
This naturally leads us to look at the set of all divisorial valuations. Indeed
our aim is to describe in detail the structure of a slightly larger set V that we
call valuation space. The elements of V are functions ν : R → R+ = [0,∞], with
ν(c) = 0 for all c ∈ C∗, satisfying the standard axioms of valuations: ν(φψ) =
ν(φ) + ν(ψ); ν(φ + ψ) ≥ min{ν(φ), ν(ψ)} for all φ, ψ ∈ R. We normalize them by
ν(m) = min{ν(x), ν(y)} = 1. The central theme of our work is that valuation space
has a natural structure of a tree modeled on the real line, and that this structure
can be used to efficiently encode singularities of various kinds.
We distinguish between three different types of tree structures. A nonmetric
tree is a poset having a unique minimal element (its root) in which all sets of
the form {σ ; σ ≤ τ} are isomorphic to real intervals, i.e. there exists an order-
preserving bijection of each such set onto a real interval. A parameterized tree is a
nonmetric tree in which all these bijections are chosen in a compatible way. Finally,
almost equivalent to parameterized trees are metric trees ; these are metric spaces
in which any two points are joined by a unique path isometric to a real interval.3
The nonmetric tree structure on V arises as follows. For ν, µ ∈ V , we declare
ν ≤ µ when ν(φ) ≤ µ(φ) for all φ ∈ R. Our normalization ν(m) = 1 implies
that the multiplicity valuation νm sending φ to its multiplicity m(φ) at the origin
is dominated by any other valuation. This natural order defines a nonmetric tree
structure on V , rooted at νm (Theorem 3.14).
As for the other two tree structures, any irreducible (formal local) curve C
defines a curve valuation νC ∈ V : νC(φ) is the normalized intersection number
between the curves C and {φ = 0}. A curve valuation is a maximal element under
≤ and the segment [νm, νC ] is isomorphic, as a totally ordered set, to the interval
2A valuation can be evaluated at a psh function by replacing order of vanishing by generic
Lelong number.
3Metric trees are often called R-trees in the literature.
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[1,∞]. We construct an increasing function α : V → [1,∞] that restricts to a bijec-
tion of [νm, νC ] onto [1,∞] for any φ; as a consequence α defines a parameterization
of V . The number α(ν) is called the skewness of ν.4 It is defined by the formula
α(ν) = supφ ν(φ)/m(φ).
In addition to the partial ordering and skewness parameterization just de-
scribed, the valuative tree also carries an important multiplicity function. The
multiplicity of a valuation ν is equal to the infimum of the multiplicity of all curves
whose associated curve valuations dominate ν in the partial ordering. Thus the
multiplicity function is an increasing function on V with values in N = N ∪ {∞}.
A second important parameterization of V , thinness, can be defined in terms of
skewness and multiplicity.5 We shall refer loosely to the combination of the par-
tial ordering, the parameterizations by skewness and thinness, and the multiplicity
function as the tree structure on V .
There are four types of inhabitants of the valuative tree V . The interior points,
i.e. the points that are not maximal in the partial ordering, are valuations that
become monomial (i.e. determined by their values on a pair of local coordinates)
after a finite sequence of blowups. We call them quasimonomial. They include
all divisorial valuations but also all irrational valuations such as the monomial
valuation defined by ν(x) = 1, ν(y) =
√
2. The other points in V , i.e. the ends
of the valuative tree, are curve valuations and infinitely singular valuations, which
can be characterized as the valuations with infinite multiplicity.
There is in fact a fifth type of valuations. These valuations cannot be defined as
real-valued functions, but define functions on R with values in R+×R+ (endowed
with the lexicographic order). In fact they do have a natural place in the valuative
tree, as tree tangent vectors at points corresponding to divisorial valuations (see
Theorem B.1). Geometrically they are curve valuations where the curve is defined
by an exceptional divisor. We shall hence call them exceptional curve valuations.
The valuative tree is a beautiful object which may be viewed in a number of
different ways. Each corresponds to a particular interpretation of a valuation, and
each gives a new insight into it. Some of them will hopefully lead to generalizations
in a broader context. Let us describe four such points of views.
The first way consists of identifying valuations with balls of curves. For any
two irreducible curves C1, C2 set d(C1, C2) = m(C1)m(C2)/C1 ·C2 where m(Ci) is
the multiplicity of Ci and C1 · C2 is the intersection product of C1 and C2. It is a
nontrivial fact that d defines an ultrametric on the set C of all irreducible formal
curves (c.f. [Ga]). This fact allows us to associate to (C, d) a tree TC by declaring
a point in TC to be a closed ball in C. The tree structure on T is given by reverse
inclusion of balls (partial ordering), inverse radii of balls (parameterization) and
minimum multiplicity of curves in a ball (multiplicity). Theorem 3.57 states that
the tree TC is isomorphic to the valuative tree V with its ends removed (i.e. to the
set Vqm of quasimonomial valuations).
A second way is through Puiseux series. Just as irreducible curves can be
represented by Puiseux series, the elements in V are represented by valuations
on the power series ring in one variable with Puiseux series coefficients. The set
4The skewness is the inverse of the volume of a valuation as defined in [ELS] (see Re-
mark 3.33).
5The thinness is also very precisely related to the Jacobian ideal of the valuation (see Re-
mark 3.50).
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V̂x of all such (normalized) valuations has a natural tree structure and a suitably
defined restriction map from V̂x to V recovers the tree structure on V . In fact, V
is naturally the orbit space of V̂x under the action by the relevant Galois group
(Theorem 4.17). This approach can also be viewed in the context of Berkovich
spaces and Bruhat-Tits buildings. As a nonmetric tree, V embeds as the closure of
a disk in the Berkovich projective line over the field of Laurent series in one variable.
The metric on Vqm induced by thinness then also arises from an identification of a
subset of the Berkovich projective line with the Bruhat-Tits building of PGL2 (see
Section 4.6).
The third way is more algebraic in nature. The earliest systematic study of val-
uations in two dimensions was done in the fundamental work by Zariski [Za1], [Za2]
who, among other things, identified the set VK of (not necessarily real valued) val-
uations on R, vanishing on C∗ and positive on the maximal ideal m = (x, y), with
sequences of infinitely nearby points. The space VK carries a natural topology
(the Zariski topology) and is known as the Riemann-Zariski variety. It is a non-
Hausdorff quasi-compact space. The obstruction for VK being Hausdorff comes
from the fact that divisorial valuations do not define closed points. Namely, their
associated valuation rings strictly contain valuation rings associated to exceptional
curve valuations. One can then build a quotient space by identifying all valuations
in the closure of a single divisorial one. This produces a compact Hausdorff space.
Theorem 5.24 states that this space is precisely V (endowed with the topology of
pointwise convergence).
The last way uses Zariski’s identification of valuations with sequences of infin-
itely nearby points. We let Γπ be the dual graph of a finite composition of blow-ups
π. It is a simplicial tree whose set of vertices defines a poset Γ∗π. When one se-
quence π contains another π′, the poset Γ∗π naturally contains Γ
∗
π′ . These posets
therefore form an injective system whose injective limit (or, informally, union) Γ∗
is a poset with a natural tree structure modeled on the rational numbers. By filling
in the irrational points and adding all the ends to the tree we obtain a nonmetric
tree Γ, the universal dual graph. This nonmetric tree can in fact be equipped with
with a parameterization and multiplicity function. These both derive from a com-
binatorial procedure that to each element in Γ∗ attaches a vector (a, b) ∈ (N∗)2,
the Farey weight.6 A fundamental result (Theorem 6.22) asserts that the universal
dual graph equipped with the Farey parameterization is canonically isomorphic to
the valuative tree with the thinness parameterization, and that this isomorphism
preserves multiplicity.
As we mentioned above, singularities can be understood through functions
on the valuative tree. It is a remarkable fact that the information carried by
these functions can also be described in terms of complex measures on V . Let
us be more precise. In the case of an ideal I ⊂ R, the function on V is given by
gI(ν) := ν(I), and the measure ρI is a positive atomic measure supported on the
Rees valuations of I. This decomposition into atoms of ρI corresponds exactly to
the Zariski decomposition of I into simple complete ideals.
In [FJ1], we shall show that a plurisubharmonic function u also determines
a function gu on V . The corresponding measure ρu, which is still positive but
not necessarily atomic, captures essential information on the singularity of u. In
6We followed the terminology already used in [HP].
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particular, we shall show in [FJ2] that ρu determines the multiplier ideals of all
multiples of u.
The identifications gI ↔ ρI and gu ↔ ρu are particular instances of a general
correspondence between measures on V and certain functions on Vqm. In fact,
this correspondence, being purely tree-theoretic in nature, is even more general,
and extends the equivalence between positive measures and suitably normalized
concave functions on the real line. By analogy, we thus write ρI = ∆gI , ρu = ∆gu
and speak about the Laplace operator ∆ on the valuative tree.
There is a second instance where complex measures on V naturally appear,
namely when we study the sheaf cohomology of the vouˆte e´toile´e X. In our setting
X can be viewed as the total space of the set of all blowups above the origin. Ele-
ments of H2(X,C) naturally define functions on V , and their Laplacians are atomic
measures supported on divisorial valuations. The cup product on cohomology has
a natural interpretation as an inner product on measures. This inner product is a
bilinear extension of an inner product on the valuative tree itself, and ultimately
derives from intersections of curves.
As mentioned above, the assumption that R be the ring of formal power series
in two complex variables is unnecessarily restrictive. While we refer to Appendix E
for a precise discussion, we mention here that our analysis goes through in two
important cases: the ring of holomorphic germs at the origin in C2, and the local
ring at a smooth (closed) point of an algebraic surface over an algebraically closed
field.
In order to make the monograph accessible to non-experts in singularity theory,
we have tried to keep the exposition as self-contained as possible. This is in fact
one of the main reasons for always working in the context of complex formal power
series.
We remark that a fair amount of the structure of the valuative tree is implicitly
contained in the analysis by Spivakovsky [Sp]. However, our approach is quite
different from his; in particular we do not use continued fractions. A tree structure
was also described in a context similar to ours in [AA], but without any explicit
reference to valuations.
Finally, the main applications of the tree structure on the valuative tree to
analysis and dynamics will be explored in forthcoming papers: see [FJ1], [FJ2],
and [FJ3].
We end this introduction by indicating the organization of the monograph,
which is divided into eight chapters and an appendix.
In the first chapter we give basic definitions, examples and results on valua-
tions. In particular we describe the relationship between valuations and sequences
of infinitely nearby points (in dimension two).
Chapter 2 is technical in nature. We encode valuations by finite or countable
pieces of data that we call sequences of key polynomials, or SKP’s. This encoding is
an adaptation of a method by MacLane [Ma], the possibility of which was indicated
to us by B. Teissier. An SKP (or at least a subsequence of it) corresponds to
generating polynomials and approximate roots in the language of Spivakovsky [Sp]
and Abhyankar-Moh [AM], respectively. We are thus able to classify valuations on
R. This classification is well-known to specialists (see [ZS2, Sp] for instance) but
we feel that our concrete approach is of independent interest. The representation
of valuations by SKP’s is the key to the tree structure on the valuative tree.
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The third chapter concerns trees. Our main goal is to visualize the encoding by
SKP’s in an elegant and coordinate free way. We first discuss different definitions
of trees and the relations between them. Using SKP’s we then show that valuation
space V does carry an intricate tree structure that we later in the chapter analyze
in detail.
As an alternative to SKP’s, Chapter 4 contains an approach to the tree struc-
ture on V through Puiseux series. The results can be interpreted in the language
of Berkovich. Specifically we indicate how the valuative tree embeds inside the
Berkovich projective line and Bruhat-Tits building of PGL2 over the local field of
Laurent series in one variable. In fact, most of these results are at least implicitly
contained in [Be] but we felt it was worthwhile to write down the details.
In Chapter 5 we analyze and compare different topologies on the valuative
tree. The definition of a valuation as a function on R, as well as the tree structure
on V , gives rise to three types of topologies: the weak, the strong and the thin
topology. In addition, we have two topologies on VK : the Zariski topology and
the Hausdorff-Zariski (or HZ) topology. As mentioned above, the former gives rise
to the weak topology on V through the quotient construction. The HZ topology
is in fact equivalent to the weak tree topology induced by a natural discrete tree
structure on VK .
In Chapter 6 we build the universal dual graph described above, and show how
to identify it with the valuative tree. The fact that valuations can be simultane-
ously viewed algebraically as functions on R and geometrically in terms of blowups
is extremely powerful and we spend a fair amount of time detailing some of the
connections and implications. In particular, we show that the valuation space has
a natural self-similar, or fractal, structure, see Figure 6.11.
Chapter 7 is concerned with the relationship between measures on V and cer-
tain classes of functions on Vqm. The analysis is purely tree-theoretic and gives a
connection between (complex) measures on a parameterized tree and functions on
the (interior of the) tree satisfying certain regularity properties. Apart from being
of independent interest, this analysis is fundamental to many applications.
In Chapter 8, we describe two instances where these measures appear naturally.
First we reinterpret in our context Zariski’s theory of simple complete ideals as
explained in [ZS2]. This gives a new point of view on the decomposition of any
integrally closed ideal as a product of simple ideals. We then construct Hironaka’s
“vouˆte e´toile´e” X as the projective limit of the total spaces of all sequences of blow-
ups above the origin. We use measures on V to understand the structure of the
sheaf cohomology group H2(X,C).
Finally we conclude this monograph by an appendix containing a few results
and discussions that did not find a natural home elsewhere in the monograph.
Specifically, we discuss infinitely singular valuations; analyze the tangent space at
a divisorial valuation; give tables summarizing the classification of valuations on R
from different points of view; present a short dictionary between our terminology
and the more standard terminology from the theory of singular plane curves; and
finally discuss what the essential assumptions are on the ring R.
Acknowledgment. The first author wishes to warmly thank Bernard Teissier
for his constant support and help, and Patrick Popescu-Pampu, Mark Spivakovsky
and Michel Vaquie´ for fruitful discussions. The second author extends his gratitude
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Different interpretations of valuations
Valuation ν
Analytic definition ([FJ1])
ν is a generalized Lelong number
Geometric definition (Section 3.8)
ν is a ball of irreducible curves
Geometric interpretation (Section 3.6)
ν corresponds to a special semi-analytic region
Algebraic definition (Section 1.2)
ν : R→ R+
Different approaches to the valuative tree
The valuative tree V
Sequences of key polynomials:
Chapter 2
Puiseux series:
Chapter 4
The universal dual graph:
Chapter 6
The Riemann-Zariski surface VK :
Section 5.5
Balls of irreducible curves:
Section 3.8

CHAPTER 1
Generalities
In this chapter we give basic results on valuations. For definiteness we mostly
restrict our attention to the ring of formal power series in two complex variables.
We distinguish between valuations and Krull valuations1. Valuations will al-
ways be R∪{∞} valued, whereas Krull valuations take values in an abstract totally
ordered group. This distinction may seem unnatural but is useful for our purposes.
We start in Sections 1.1, 1.2 and 1.3 by giving precise definitions and noting
basic facts on valuations and Krull valuations. Most of this is standard and can be
found in our main references which are [ZS2] and [Va]; see also [Sp]. However, we
avoid using any deep facts from valuation theory and we have tried to make the
exposition as self-contained as possible.
As local formal curves play an important role in our study, we spend some time
discussing them in Section 1.4.
Then we try to give a “road map” to the valuative landscape before embarking
on the journey through it in subsequent chapters. More precisely, we discuss in
Section 1.5 six classes of Krull valuations that we shall later show form a complete
list. The purpose of the discussion is to give the non-expert reader a feeling for the
different valuations that will later appear in the monograph in various disguises.
We also try to give some analytic interpretations to valuations whenever pos-
sible. For example, when applied to holomorphic germs, valuations often give the
the order of vanishing at the origin along a particular approach. When applied
to plurisubharmonic functions, many valuations can be viewed as Lelong numbers,
(pushforward of) Kiselman numbers, or generalized Lelong numbers. While these
remarks are for the most part not necessary for the purposes of the current mono-
graph, they are important for the applications.
In Section 1.6 we make a precise comparison between valuations and Krull
valuations. Finally, Section 1.7 contains a discussion of Zariski’s correspondence
between Krull valuations and sequences of infinitely nearby points.
1.1. Setup
Unless otherwise stated, R will denote the ring of formal power series in two
complex variables. This assumption on R can be relaxed somewhat for the analysis
in this monograph; see Appendix E for a discussion. Suffice it to say here that our
method works for the ring of holomorphic germs at the origin in C2, and for the
local ring at a smooth (closed) point of an algebraic surface over an algebraically
closed field. Certainly, most of the background results presented in this chapter
hold in a quite general context.
1This is not standard terminology but will be used throughout the monograph.
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As is both convenient and customary (see [Te3]) we sometimes “ignore” the fact
that the power series in R are not necessarily convergent. Thus, rather than talking
about SpecR we most often write (C2, 0) and view the elements of R as functions
on the latter space. In the same vein, we talk about local coordinates (x, y) (rather
than regular parameters) and local formal mappings f : (C2, 0) → (C2, 0) (rather
than endomorphisms of R).
The ring R is local, with unique maximal ideal m. If (x, y) are local coordinates,
then R = C[[x, y]] and m = xR+ yR. We let K denote the fraction field of R.
1.2. Valuations
Denote the set of nonnegative real numbers by R+. Set R+ := R+ ∪ {∞},
extending the addition, multiplication and order on R+ to R+ in the usual way.
Definition 1.1. A valuation on R is a nonconstant function ν : R→ R+ with:
(V1) ν(φψ) = ν(φ) + ν(ψ) for all φ, ψ ∈ R;
(V2) ν(φ + ψ) ≥ min{ν(φ), ν(ψ)} for all φ, ψ ∈ R;
(V3) ν(1) = 0.
Remark 1.2. For applications to analysis and dynamics it is useful to think
of a valuation as an order of vanishing at the origin along a particular approach
direction. See the examples in Section 1.5 below.
From the definition we see that ν(0) = ∞ and ν|C∗ = 0. The set p := {φ ∈
R ; ν(φ) =∞} is a prime ideal in R; we say ν is proper if p ( m. It is centered if
it is proper and if ν(m) := min{ν(φ) ; φ ∈ m} > 0. Two centered valuations ν1, ν2
are equivalent , ν1 ∼ ν2, if ν1 = Cν2 for some constant C > 0.
We denote by V˜ the set of all centered valuations on R. The primary object of
study in this monograph will be quotient of V˜ by the equivalence relation ∼. We
call it valuation space for the time being, although we shall later give it the name
the valuative tree as it possesses a tree structure.
Notice that V˜ is naturally a sort of bundle over V˜/ ∼ with fibers isomorphic to
the real interval (0,∞). For our purposes it will be important to pick a section of
this bundle, or, what amounts to the same thing, view V˜/ ∼ as a subset of V˜ singled
out by a normalizing condition. There are several possible normalizations. One is
to pick any element x ∈ m that defines a smooth curve {x = 0} and demand that
ν(x) = 1. This is useful in cases where the curve {x = 0} is naturally given, e.g.
when it is an irreducible component of the exceptional divisor of some composition
of blowups. We thus define Vx to be the set of centered valuations ν on R satisfying
ν(x) = 1.2 We shall explore this space further in Section 3.9.
However, the most important normalization in this monograph will be ν(m) =
1, i.e. min{ν(x), ν(y)} = 1 for any local coordinates (x, y). We will then say that ν is
normalized . This normalization has the advantage of being coordinate independent.
We define V as the set of centered valuations ν normalized by ν(m) = 1.
We endow V˜ , V and Vx with the weak topology: if νk, ν are valuations in V˜ (V ,
Vx), then νk → ν in V˜ (V , Vx) iff νk(φ)→ ν(φ) for all φ ∈ R. As we will see later,
the weak topologies on V and Vx are induced by tree structures.
2In fact we shall later add to this space one valuation which is not centered: see Section 3.9.
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Finally V˜, V and Vx come with natural partial orderings: ν1 ≤ ν2 iff ν1(φ) ≤
ν2(φ) for all φ ∈ R. Again, the partial orderings on V and Vx arise from tree
structures.
1.3. Krull valuations
We now introduce Krull valuations.3 They are defined in the same way as
valuations, except that we replace R+ with a general totally ordered group. We
shall analyze to what extent this really makes a difference in Section 1.6.
Definition 1.3. Let Γ be a totally ordered abelian group. A Krull valuation
on R is a function ν : R \ {0} → Γ satisfying (V1)-(V3) above.
A Krull valuation is centered if ν ≥ 0 on R and ν > 0 on m. Two Krull
valuations ν1 : R → Γ1, ν2 : R → Γ2 are equivalent if h ◦ ν1 = ν2 for some strictly
increasing homomorphism h : Γ1 → Γ2. Any Krull valuation extends naturally to
the fraction field K of R by ν(φ/ψ) = ν(φ) − ν(ψ).
A valuation ring S is a local ring with fraction field K such that x ∈ K∗
implies x ∈ S or x−1 ∈ S. Say that x, y ∈ S are equivalent iff xy−1 is a unit
in S. The quotient ΓS is endowed with a natural total order given by x ≥ y iff
xy−1 ∈ mS = maxS. The projection S → ΓS then extends to a Krull valuation
νS : K → ΓS .
Conversely, if ν is a centered Krull valuation, then Rν := {φ ∈ K ; ν(φ) ≥ 0}
is a valuation ring with maximal ideal mν := {φ ; ν(φ) > 0}. One can show that
ν is equivalent to νRν defined above. In particular, two Krull valuations ν, ν
′ are
equivalent iff Rν = Rν′ .
We let V˜K be the set of all centered Krull valuations, and VK be the quotient
of V˜K by the equivalence relation. Equivalently, VK is the set of valuation rings S
in K whose maximal ideal mS satisfies R ∩mS = m.
The group ν(K) is called the value group of ν; similarly ν(R) is the value
semigroup.
A classical way to analyze a Krull valuation is through its numerical invariants.
Definition 1.4. Let ν : R→ Γ be a centered Krull valuation.
• The rank rk(ν) of ν is the Krull dimension of the ring Rν .
• The rational rank of ν is defined by. rat. rk(ν) := dimQ(ν(K)⊗Z Q)
• The transcendence degree tr. deg(ν) of ν is defined as follows. Since ν is
centered, we have a natural inclusion C = R/m ⊂ kν := Rν/mν . The field
kν is called the residue field of ν. We let tr. deg(ν) be the transcendence
degree of this field extension.
One can show that rk(ν) is the least integer l so that ν(K) can be embedded as
an ordered group into (Rl,+) endowed with the lexicographic order. Hence both
rk(ν) and rat. rk(ν) depend only on the value group ν(K) of the valuation. We will
later give a geometric interpretation of tr. deg(ν) (see Remark 1.11).
3The reader mainly interested in the analytic applications of valuations may skip this section
on a first reading.
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The main relation between these numerical invariants is given by Abhyankar’s
inequalities,4 which assert that:
rk(ν) + tr. deg(ν) ≤ rat. rk(ν) + tr. deg(ν) ≤ dimR = 2. (1.1)
Moreover, if rat. rk(ν) + tr. deg(ν) = 2, then ν(K) is isomorphic (as a group)
to Zε with ε = rat. rk(ν). When rk(ν) + tr. deg(ν) = 2, ν(K) is isomorphic as an
ordered group to Zε endowed with the lexicographic order.
To ν we associate a graded ring grν R = ⊕r∈Γ{ν ≥ r}/{ν > r}. It is in
bijection with equivalence classes of R under the equivalence relation φ = ψ modulo
ν iff ν(φ− ψ) > ν(φ). We have φ · ψ = φ · ψ in grν R for any φ, ψ ∈ R.
Any formal mapping f : (C2, 0)→ (C2, 0) induces a ring homomorphism f∗ :
R→ R. The latter in turn induces actions on V˜ and V˜K given by f∗ν(φ) = ν(f∗φ).
When f is invertible f∗ is a bijection and preserves all three invariants rk, rat. rk
and tr. deg defined above. It also restricts to a bijection on V preserving the natural
partial order: f∗ν ≤ f∗ν′ as soon as ν ≤ ν′.
1.4. Plane curves
Curves play a key role in our approach to valuations. Indeed, we shall later
see that “most” valuations can be seen as balls of irreducible curves in a particular
metric. Here we recall a few classical results regarding plane curves: see [Te3] for
details.
Recall that R is the ring of formal power series in two complex variables. Thus a
curve C for us is simply an equivalence class of elements φ ∈ m, where two elements
are equivalent if they differ by multiplication by a unit in R, i.e. by an element of
R \m. We write C = {φ = 0} even though φ is not necessarily a convergent power
series (see Section 1.1) and say that the curve is represented by φ.
The multiplicity m(C) of a curve C = {φ = 0} is defined by m(C) = m(φ) =
max{n ; φ ∈ mn}; this does not depend on the choice of φ. Recall that R is a
unique factorization domain. A curve is reduced if it is represented by an element
of m without repeated irreducible factors. It is irreducible if it is represented by an
irreducible element of m.
Any irreducible curve C admits a parameterization as follows. Pick local coordi-
nates (x, y) such that C is transverse to the curve {x = 0}, i.e. if C = {φ(x, y) = 0},
then φ(0, y) is a formal power series in y whose lowest order term has degree
m = m(C). Then there exists a formal power series y(t) ∈ C[[t]] such that
φ(tm, y(t)) = 0.
The intersection multiplicity of two curves C = {φ = 0} and D = {ψ = 0} is
defined by C · D = dimCR/〈φ, ψ〉, where 〈φ, ψ〉 denotes the ideal of R generated
by φ and ψ; this intersection multiplicity does not depend on the choice of φ and
ψ. We sometimes write φ · ψ for {φ = 0} · {ψ = 0}. Then φ · ψ = ∞ iff φ and ψ
have a common irreducible factor.
The intersection multiplicity can also be computed in terms of parameteriza-
tions. Suppose C is an irreducible curve, (x, y) are coordinates such that C is
transverse to {x = 0} and (x, y) = (tm, y(t)) is a parameterization of C. Then for
any curve D = {ψ = 0} we have that C ·D is the lowest order term in the formal
4Although we shall not prove this formula, one may use results from Chapter 2 to do so (see
Theorems 2.28, 2.29).
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power series ψ(tm, y(t)) ∈ C[[t]]. In particular when D is smooth and transverse to
C then C ·D = m(C).
1.5. Examples of valuations
It is now time to present examples of valuations and Krull valuations. In fact,
the list that we give below is complete, but that will only be proved in Chapter 2,
see also Appendix C. The purpose of presenting the list below is not so much
to give precise definitions, but rather to introduce some notation and give a road
map to the valuative landscape that lies ahead. In particular we do not hesitate to
mention features that are not obvious from the definitions.
We also give some hints to how the valuations can be interpreted analytically
when applied to holomorphic germs or even to plurisubharmonic functions. This
analytic point of view is not strictly necessary for anything that we do in this
monograph, but hopefully serves to add to the reader’s intuition and explain how
valuations can be used in applications such as in [FJ1] [FJ2].
1.5.1. The multiplicity valuation. The function
νm(φ) := max{k ; φ ∈ mk},
defines both a normalized valuation and a Krull valuation. We call it themultiplicity
valuation. Notice that νm(φ) = m(φ) is the multiplicity of the curve {φ = 0} as
defined in Section 1.4.
The multiplicity valuation is the root of the valuative tree in the sense that it is
the minimal element under the partial ordering defined above. See Proposition 3.20.
The numerical invariants are easy to compute (alternatively see Theorem 2.28).
Clearly νm(K) = Z so rk(νm) = rat. rk(νm) = 1. It is not hard to see that the
residue field is given by kν ≃ C(y/x), where (x, y) are local coordinates. Hence
tr. deg(νm) = 1.
Analytically, the multiplicity valuation can be interpreted as the order of van-
ishing at the origin: if φ is a holomorphic germ, then
νm(φ) = lim
r→0
1
log r
sup
B(r)
log |φ|, (1.2)
where B(r) is a ball of radius r centered at the origin. In fact, this equation makes
sense even when log |φ| is replaced by a plurisubharmonic function u and recovers
the Lelong number [De] of u at the origin.
1.5.2. Monomial valuations. Fix local coordinates (x, y) and α ≥ 1. Define
a valuation νy,α as follows:
5 νy,α(x) = 1, νy,α(y) = α and
νy,α(φ) := min{i+ αj ; aij 6= 0},
for φ =
∑
aijx
iyj. Then νy,α is a valuation and a Krull valuation: we say that νy,α
is monomial in the coordinates (x, y).
In general, a valuation ν is monomial if it is monomial in some local coordinates
(x, y). Notice that since α ≥ 1, νy,α is normalized in the sense that νy,α(m) = 1. If
α = 1, then νy,1 = νm is the multiplicity valuation.
A monomial valuation has numerical invariants given as follows (see Theo-
rem 2.28). We have rk(νy,α) = 1 for any α. When α ∈ Q, tr. deg(νy,α) = 1 and
rat. rk(νy,α) = 1; when α 6∈ Q, tr. deg(νy,α) = 0 and rat. rk(νy,α) = 2.
5We will see later that νy,α does not depend on the choice of the other coordinate x.
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Monomial valuations have the following analytic interpretation. Assume (x, y)
are holomorphic coordinates (this is in fact not a restriction as we may perturb x
and y slightly without changing ν). If φ is a holomorphic germ then
νy,α(φ) = lim
r→0
1
log r
sup
|x|<r,|y|<rα
log |φ|, (1.3)
As before, this equation makes sense even when log |φ| is replaced by a plurisub-
harmonic function u and recovers the Kiselman number [De] of u (with weights
(α, 1)) at the origin.6
1.5.3. Divisorial valuations. If C = {ψ = 0} is an irreducible curve, then
divC(φ) := max{k ; ψk | φ}
defines a valuation on R. In other words, divC is the order of vanishing along C.
Notice that such a valuation is not centered, but it is the basis for a whole class of
centered valuations defined as follows.
Consider a birational morphism π : X → (C2, 0). This means that X is a
smooth complex surface, π is holomorphic and proper, and π is a biholomorphism
outside the exceptional divisor π−1(0). It is a classical theorem of Zariski that
such a π is a composition of point blowups. Let E be an irreducible component of
the exceptional divisor. In the sequel, we sometimes refer to such a divisor as an
exceptional component . There is then a unique integer b = bE > 0 such that
νE(φ) := b
−1 divE(π∗φ)
defines a normalized valuation (and a Krull valuation) on R, called a divisorial
valuation. Thus bE νE(φ) is the order of vanishing of the pullback π
∗φ along E.
The multiplicity valuation νm is divisorial, with π : X → (C2, 0) being a single
blowup of the origin, E = π−1(0) and bE = 1.
The numerical invariants of νE are given as follows: rk(νE) = rat. rk(νE) = 1
and tr. deg(νE) = 1. In fact the residue field of ν is canonically isomorphic to the
field of rational functions on E: to the class of φ ∈ K is associated the rational
function π∗φ|E .
Any valuation with the invariants above is in fact divisorial (see [ZS2, p.89]).
We shall give an argument below: see Proposition 1.12. In particular a monomial
valuation νy,α is divisorial iff α ∈ Q.
As we will show (Proposition 3.20), a divisorial valuation νE constitutes a
branch point in the valuative tree. The tree tangent space at νE , i.e. the set of
branches emanating from νE , is naturally in bijection with the set of points on E
(Theorem B.1).
Analytically, divisorial valuations can be interpreted as follows. If C is a holo-
morphic curve and φ a holomorphic germ, then divC(φ) is the order of vanishing
of φ at a generic point of C. Similarly, bE νE(φ) the order of vanishing of π
∗φ at a
generic point of E.
These interpretations generalize to plurisubharmonic functions u (an example
is u = log |φ| for a holomorphic germ φ). If C is a holomorphic curve, then divC(u)
is the Lelong number of u at a generic point of C, or equivalently the (normalized)
mass of the current ddcu on C. Similarly, bE νE(u) is both the Lelong number of
6Kiselman numbers are also sometimes called directional Lelong numbers.
1.5. EXAMPLES OF VALUATIONS 15
π∗u at a generic point of E and the normalized mass of the pullback π∗ddcu along
E.
Divisorial valuations are special cases of quasimonomial valuations, to be dis-
cussed next. This gives yet another analytic interpretation.
1.5.4. Quasimonomial valuations. As in the definition of a divisorial val-
uation above, consider a birational morphism π : X → (C2, 0) and an exceptional
component E ⊂ π−1(0). Pick a point p ∈ E and let µ be a monomial valuation at
p. The image ν = π∗µ defined by ν(φ) = µ(π∗φ) is a quasimonomial valuation. Its
numerical invariants are the same as those of µ (see Theorem 2.28). In particular,
quasimonomial valuations for which the the second inequality in (1.1) above is an
equality. Such valuations were called rank one Abhyankar valuations in [ELS].
Conversely, any rank one Abhyankar valuation is a quasimonomial valuation, see
Theorem 2.28.
Beware that we will use an alternative definition of quasimonomial valuations
in Section 2.2 and it will take until Chapter 6 before we see that the two definitions
are equivalent.
Any divisorial valuation is quasimonomial. A quasimonomial valuation that
is not divisorial is called irrational . Such a valuation has numerical invariants
rk(ν) = 1, rat. rk(ν) = 2 and tr. deg(ν) = 0, see Theorem 2.28.
We already observed that divisorial valuations are branch points in the valuative
tree. The irrational valuations are regular points in the sense that there are exactly
two branches emanating from each such point. See Proposition 3.20. In fact, the
quasimonomial valuations are exactly the points in the valuative tree that are not
ends. The set of quasimonomial valuations therefore constitute a subtree Vqm of V .
Quasimonomial valuations are useful for applications as they can be interpreted
as the order of vanishing at the origin along a particular approach direction. More
precisely, we can associate to any quasimonomial valuation ν a characteristic region
of the form
Ω(r) =
{
(x, y) ∈ C2 ; |x| < r, |φ(x, y)| < |x|tm} ⊂ C2.
Here φ ∈ m is an irreducible holomorphic germ, (x, y) are local (holomorphic)
coordinates such that the curves {x = 0} and {φ = 0} are transverse, m = m(φ)
is the multiplicity of φ and t > 1. For r > 0 small, the region Ω(r) is a small
neighborhood of the curve {φ = 0} with the origin removed. See Figure 3.5 on
page 59. Then ν(ψ) is given by
ν(ψ) = lim
r→0
1
log r
sup
Ω(r)
log |ψ|. (1.4)
In fact, this limit exists even when log |ψ| is replaced by a general plurisubharmonic
function, and this is the basis for the valuative study of singularities of plurisub-
harmonic functions. The fact that a quasimonomial valuation is the pushforward
of a monomial valuation means that, analytically, a quasimonomial valuation is the
pushforward of a Kiselman number.
1.5.5. Curve valuations. Any irreducible curve defines a valuation by in-
tersection. More precisely, let C be an irreducible curve of multiplicity m(C) and
define
νC(ψ) =
C · {ψ = 0}
m(C)
,
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using the intersection multiplicity between curves as defined in Section 1.4. Then
νC is a centered valuation on R and normalized in the sense that νC(m) = 1. We
call νC a curve valuation. If C = {φ = 0} then we also write νC = νφ. Notice that
νφ(ψ) =∞ iff φ divides ψ.
Curve valuations will play a very important role in our approach. Indeed,
a quasimonomial valuation can be accurately understood in terms of the curve
valuations that dominate it. This explains Spivakovsky’s observation [Sp] that the
classification of valuations and curves is essentially the same, see Section 3.8.
If the curve C is holomorphic, then the value of νC on a holomorphic germ ψ
can be interpreted as the (normalized) order of vanishing of ψ at the origin of the
restriction ψ|C ; compare (1.4).
As a curve valuation νC = νφ can take infinite values, it is not strictly speaking
a Krull valuation, but it can be turned into one as follows. For ψ ∈ R, write
ψ = φkψˆ with k ∈ N, ψˆ prime with φ, and define
ν′C(ψ) := (k, νφ(ψˆ)) ∈ Z×Q.
Then ν′C = ν
′
φ is a centered Krull valuation, where Z ×Q is lexicographically or-
dered. The numerical invariants of ν′C are rk(ν
′
C) = rat. rk(ν
′
C) = 2 and tr. deg(ν
′
C) =
0 (use (1.1) or see Theorem 2.28).
1.5.6. Exceptional curve valuations. Consider a birational morphism π :
X → (C2, 0) as above and a curve valuation µ at a point p on the exceptional divisor
π−1(0). If the corresponding curve is not contained in the exceptional divisor, then
the pushforward of µ under π is proportional to the curve valuation at the image
curve.
If the curve is instead an irreducible component E of the exceptional divisor,
then the pushforward of the curve valuation is not proper. However, the pushfor-
ward of the corresponding Krull valuation gives a new type of Krull valuation.
Let divE denote the order of vanishing along E and νE ∈ V the normalized
divisorial valuation as in Section 1.5.3. Pick local coordinates (z, w) at p such that
E = {z = 0}. For φ ∈ R write π∗φ = zdivE(π∗φ)ψ, where ψ ∈ C[[z, w]]. Thus
ψ(0, w) = wkψˆ(w), where 1 ≤ k <∞ and w ∤ ψˆ. Then
νE,p(φ) := (νE(φ), k) ∈ Z× Z
defines a centered Krull valuation called an exceptional curve valuation. Its nu-
merical invariants are the same as those of a curve valuation, i.e. rk(νE,p) =
rat. rk(νE,p) = 2 and tr. deg(νE,p) = 0.
As we shall see in Lemma 1.5, the exceptional curve valuations are exactly
the Krull valuations that are not valuations. They are therefore not points in the
valuative tree, but can be interpreted as tangent vectors at divisorial valuations.
See Appendix B.
1.5.7. Infinitely singular valuations. The remaining centered valuations
on R are infinitely singular valuations. We shall define them in Section 2.2 but
they can be characterized in a number of equivalent ways. One way is through
their numerical invariants: rat. rk = rk = 1 and tr. deg = 0 (see Theorem 2.28).
Another way is to say that their value (semi)groups are not finitely generated.
Examples of valuations with this latter property are given in [ZS2, p.102-104].
Yet another, perhaps more illustrative, way is through Puiseux series. Namely,
any (normalized) infinitely singular valuation ν is represented by a (generalized)
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Puiseux series φˆ as follows. Pick local coordinates (x, y) such that ν(x) = 1,
ν(y) ≥ 1. Then φˆ is a series of the form φˆ = ∑∞j=1 ajxβˆj , where aj ∈ C∗ and
(βˆj)
∞
1 is a strictly increasing sequence of positive rational numbers with unbounded
denominators. If ψ = ψ(x, y) ∈ m, then ψ(x, φˆ) defines a series of the same form
and ν(ψ) is the minimum order of the terms in this series.
See Chapter 4 for details on the Puiseux point of view and Appendix A for even
more characterizations of infinitely singular valuations. In terms of the valuative
tree, the infinitely singular valuations are ends, sharing the latter property with
the curve valuations. In a way, the infinitely singular valuations can be viewed as
curve valuations associated to “curves” of infinite multiplicity.7
Infinitely singular valuations are nontrivial to interpret analytically, but they
can sometimes be understood as a generalized Lelong number in the sense of De-
mailly, with respect to a plurisubharmonic weight [De].
1.6. Valuations versus Krull valuations
As we have made a point of distinguishing between valuations and Krull valu-
ations, it is reasonable to ask what the relation is between the two concepts.8
In order to understand the situation we will make use of the following result,
whose proof is postponed until the end of the section.
Lemma 1.5. Let µ, ν be non-trivial Krull valuations on R with R ⊂ Rµ ( Rν .
Then either ν ∼ νE is divisorial and µ ∼ νE,p is an exceptional curve valuation; or
there exists a curve C such that µ ∼ ν′C is a curve valuation and ν ∼ divC .
First consider a centered valuation ν : R → R+. In order to see whether or
not it defines a Krull valuation we consider the prime ideal p = {ν =∞}. As ν is
proper, p ( m, so either p = (0) or p = (φ) for an irreducible φ ∈ m.
When p = (0), ν defines a Krull valuation whose value group is included in R.
In particular rk(ν) = 1. When p = (φ) is nontrivial, we may define a Krull valuation
krull[ν] : R → Z ×R as in Section 1.5.5. Namely, for ψ ∈ R, write ψ = φkψˆ with
k ∈ N, ψˆ prime with φ, and set krull[ν](ψ) = (k, ν(ψˆ)). Then Lemma 1.5 applies
to the pair krull[ν], divφ. This shows that krull[ν] is the associated Krull valuation
ν′φ. As a consequence, ν is equivalent to the curve valuation νφ.
It is straightforward to check that if two valuations give rise to equivalent
Krull valuations, then the valuations are themselves equivalent. In particular we
may define the numerical invariants rk, rat. rk and tr. deg for all valuations.
Conversely, pick a Krull valuation ν. Let us see if it arises from a valuation by
the preceding procedure.
When rk(ν) = 1 i.e. when p := {ν =∞} = (0), the value group ν(K) of ν can
be embedded (as an ordered group) in (R,+) so that ν defines a valuation. When
rk(ν) = 2, two cases may appear.
(1) There are non-units φ1, φ∞ ∈ R with nν(φ1) < ν(φ∞) for all n ≥ 0. Then
p := {φ ∈ R ; nν(φ1) < ν(φ) for all n ≥ 0}
is a proper prime ideal generated by an irreducible element we again denote by φ∞.
We define a valuation ν0 : R→ R+ as follows. First set ν0(φ1) = 1, and ν0(φ) =∞
7At least this is the reason for their names.
8The reader mainly interested in the analytic applications of valuations may skip this section
on a first reading.
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for φ ∈ p. For any φ ∈ R \ p, let
nk := max{n ∈ N ; nν(φ1) ≤ ν(φk)}.
One checks that k−1nk ≤ (kl)−1nkl ≤ k−1nk + k−1 − (kl)−1 for all k, l ≥ 0. This
implies that the sequence nk/k converges towards a real number we define to be
ν0(φ). The function ν0 is a valuation, and krull[ν0] is isomorphic to ν.
(2) For all non-units φ, ψ ∈ R there exists n ≥ 0 so that nν(ψ) > ν(φ). In this
case, there can be no valuation ν0 : R→ R+ so that krull[ν0] ∼ ν. Let us show that
ν is an exceptional curve valuation. As rk ν = 2, we may assume ν(R\{0}) ⊂ R×R,
and ν = (ν0, ν1). The function ν0 : R \ {0} → R is also a Krull valuation, as ν is
and R ×R is endowed with the lexicographic order. Since Rν ( Rν0 , Lemma 1.5
shows that ν0 is divisorial and ν an exceptional curve valuation.
We have hence proved
Proposition 1.6. To any Krull valuation ν which is not an exceptional curve
valuation is associated a unique (up to equivalence) valuation ν0 : R → R+ with
krull[ν0] ∼ ν.
Remark 1.7. In Section 5.5 we shall strengthen this result and show that V ,
endowed with the weak topology, is homeomorphic to the quotient space resulting
from VK with the Zariski topology after having identified all exceptional curve
valuations with their associated divisorial valuations. See Theorem 5.24.
Proof of Lemma 1.5. Whereas we have tried to keep the monograph as self-
contained as possible, the following proof does make use of some (well-known)
results from the literature. Lemma 1.5 is only used to explain the connections
between Krull valuations and valuations and is not necessary for obtaining most of
the structure on the valuative tree.
The proof goes as follows. As Rµ ( Rν , the ideal q := mν ∩ Rµ is prime,
strictly included in Rµ, and the quotient ring Rµ/q is a non-trivial valuation ring
of the residue field kν = Rν/mν. Conversely, a valuation κ on the residue field kν
determines a unique valuation µ′ on K with Rµ′ ( Rν , and Rµ′/mν ∩ Rµ′ = Rκ.
One says that µ′ is the composite valuation of ν and κ. When the value group of
ν is isomorphic to Z, we have µ′(ψ) = (ν(ψ), κ(ψ)), where ψ is the class of ψ in kν
(see e.g. [Va, p.554]).
Suppose ν is centered. By Abhyankar’s inequality (1.1), tr. deg(ν) is either 0 or
1. In the first case, kν is isomorphic to C, which admits no nontrivial nonnegative
valuation. Hence tr. deg(ν) = 1, ν ∼ νE is divisorial and the valuation κ defined
above has rank 1. We may hence assume κ(K) ⊂ R and µ = (ν, κ) ∈ R×R.
Performing a suitable sequence of blow-ups and lifting the situation, one can
suppose ν = νm, the multiplicity valuation. Assume ν(y) ≥ ν(x), or else switch the
roles of x and y. Since µ 6= νm there exists a unique θ ∈ C for which µ(y − θx) >
µ(x). Then µ is equivalent to the unique valuation sending x to (1, 0) and y − θx
to (1, 1). This is the exceptional curve valuation attached to the exceptional curve
obtained by blowing-up the origin once and at the point of intersection with the
strict transform of {y − θx = 0}.
When ν is not centered, the prime ideal R ∩mν is generated by an irreducible
element φ ∈ m. Then ν ∼ divC , where C = {φ = 0}. The residue field kν is
isomorphic to C((t)), on which there exists a unique (up to equivalence) nontrivial
valuation vanishing on C∗. Therefore µ is equivalent to the (Krull) curve valuation
ν′C . 
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Remark 1.8. Let ν be a divisorial valuation on R, and pick two Krull valua-
tions µ1, µ2 such that Rµi ( Rν for i = 1, 2. Then Rµ1 = Rµ2 iff one can find an
element ψ ∈ mµ1 ∩mµ2 such that ν(ψ) = 0.
To see this, first note that the proof implies that Rµ1 = Rµ2 iff the valuation
rings Si := Rµi/(mν ∩Rµi) coincide for i = 1, 2 inside kν . But kν is isomorphic to
C(T ) so the two valuations rings coincide iff their maximal ideals intersect. This
happens iff there exists ψ ∈ mµ1 ∩mµ2 such that ν(ψ) = 0.
1.7. Sequences of blow-ups and Krull valuations
So far we have defined (Krull) valuations as functions on the ring R satisfying
certain conditions. Let us now describe the geometric point of view of valuations
developed by Zariski (see [ZS2, p.122], [Va]). This point of view will be exploited
systematically in Chapter 6 as a geometric approach to the valuative tree.
We start by a naive approach. Let ν ∈ V˜K be a centered Krull valuation on
R. Fix local coordinates (x, y) so that R = C[[x, y]]. Assume ν(y) ≥ ν(x). Then
ν ≥ 0 on the larger ring R[y/x] ⊂ K and Zν := {φ ∈ R[y/x] ; ν(φ) > 0} is a prime
ideal containing x.
When Zν = (x), the value ν(φ) for φ ∈ R[y/x] is proportional to the order of
vanishing of φ along x. Thus ν = νm is the multiplicity valuation. Otherwise Zν is
of the form Zν = (y/x− θ, x) where θ ∈ C. Define x1 = x and y1 = y/x− θ. Then
ν is a centered Krull valuation on the local ring C[[x1, y1]] ⊃ R. We have assumed
ν(y) ≥ ν(x), but when ν(y) < ν(x) we get the same conclusion by exchanging the
roles of x and y. The idea is now to iterate the procedure and organize the resulting
information.
A more geometric formulation of the construction above requires some termi-
nology and is usually formulated in the language of schemes. If (R1,m1), (R2,m2)
are local rings with common fraction field K, then we say that (R1,m1) dominates
(R2,m2) if R1 ⊃ R2 and m2 = R2 ∩m1.
Definition 1.9. LetX be a (complete) scheme whose field of rational functions
is K and let ν be a Krull valuation on K with valuation ring Rν . The center of ν
in X is the unique (not necessarily closed) point x ∈ X whose local ring OX,x ⊂ K
is dominated by Rν .
In our setting, the situation is quite concrete. The space X is the total space
of a finite composition π : X → (C2, 0) of (point) blowups above the origin. There
are then two cases:
(i) the center of ν in X is an irreducible component E of the exceptional
divisor π−1(0); in this case ν is a divisorial valuation as in Section 1.5.3:
ν(φ) is proportional to the order of vanishing of π∗φ along E for any
φ ∈ R;
(ii) the center of ν in X is a (closed) point p on the exceptional divisor π−1(0);
in this case the point p is characterized by the property that there exists
a centered valuation µ on the local ring Op at p such that ν = π∗µ; in
other words, there exist local coordinates (z, w) at p and a valuation µ on
the ring C[[z, w]] such that µ(z), µ(w) > 0 and ν(φ) = µ(π∗φ) for every
φ ∈ R.
We shall take this more concrete point of view in the sequel.
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Again consider a centered Krull valuation ν ∈ V˜K . The center of ν in (C2, 0)
is the origin, which we denote by p0 (in the language of schemes, the center of ν
in SpecR is the maximal ideal m). Blow-up the origin: π˜0 : X0 → (C2, 0), and let
E0 = π˜
−1
0 (0) be the exceptional divisor. Consider the center of ν in X1. Either this
is the exceptional component E0, in which case ν is equivalent to the multiplicity
valuation, ν ∼ νm, or the center is a unique point p1 ∈ E0.
In the latter case, ν restricts to a centered Krull valuation on the local ring
Op1 at p1 (if we were to follow (ii), then we should write ν = π∗µ, where µ is a
centered valuation on Op1 , but we shall not do this here). Concretely, Op1 is of the
form C[[x1, y1]] above. The fraction field of Op1 is (isomorphic to) K, hence we
can repeat the procedure. That is, we blow-up p1: π˜1 : X1 → X0, and consider the
center of ν in X1. This is either the exceptional divisor E1 = π˜
−1
1 (p1), in which case
ν ∼ νE1 is divisorial, or a unique closed point p2 ∈ E1. Iterating this, we obtain a
sequence Π[ν] = (pj)
n
0 , 0 ≤ n ≤ ∞, of infinitely nearby points above the origin p0.
Conversely, let p¯ = (pj)
n
0 , 0 ≤ n ≤ ∞, be a sequence of infinitely nearby points
above the origin. By definition, this means p0 is the origin ; π˜0 : X0 → (C2, 0) is
the blowup of the origin with exceptional divisor E0, and inductively, for j < n,
π˜j+1 : Xj+1 → Xj is the blowup of a point pj+1 on the exceptional divisor Ej =
π˜−1j (pj) of π˜. Write πj := π˜0 ◦ · · · ◦ π˜j .
Let us show how to associate a Krull valuation to p¯. In fact, rather than
defining a Krull valuation directly, we shall define a valuation ring Rp¯ ⊂ K.
When n <∞, we declare φ ∈ Rp¯ iff π∗nφ is a regular function at a generic point
on En. If n = ∞, then φ ∈ Rp¯ iff there exists j ≥ 1 such that π∗jφ is regular at
pj+1 (which implies that π
∗
kφ is regular at pk+1 for k ≥ j). A direct check shows
that Rp¯ is a ring, and since any curve can be desingularized by a finite sequence of
blow-ups, we get either φ ∈ Rp¯ or φ−1 ∈ Rp¯ for any φ ∈ K∗. Thus Rp¯ is a valuation
ring, and we denote by val[p¯] its associated Krull valuation.
It is clear that the map p¯ → val[p¯] is injective. Let us indicate how to show
that RΠ[ν] = Rν . This will prove that the maps p¯ → val[p¯] and ν → Π[ν] are
inverse one to another. For sake of simplicity we suppose that Π[ν] = (pj) is an
infinite sequence. Pick φ ∈ Rν , i.e. ν(φ) ≥ 0. Write φ = φ1/φ2 with φε regular
functions. For j large enough, the strict transform of {φε = 0}, ε = 1, 2, is smooth
at pj+1 and transverse to the exceptional divisor, or does not contain pj+1. In
local coordinates (z, w) at pj+1, we therefore have π
∗
jφ = z
awb × unit for large
j. When a, b ≥ 0, π∗jφ is regular at pj+1 and we are done. When a, b ≤ 0 and
ab 6= 0, φ−1 lies in the maximal ideal of the ring Opj . By construction, this gives
ν(φ) = −ν(φ−1) < 0, a contradiction. Finally when a > 0 and b < 0, one goes one
step further considering the lift of φ to pj+2. The coefficients (a, b) are replaced by
(a, a + b) or (b, a + b). After finitely many steps, we are hence in one of the two
preceding situations. This proves that π∗jφ is regular at pj+1 for j sufficiently large,
hence φ ∈ RΠ[ν]. Conversely, pick φ ∈ RΠ[ν]. For j large enough, π∗jφ is a regular
function at pj+1. By definition, the valuation ring associated to ν at pj+1 contains
Opj+1 . Hence φ ∈ Rν , which concludes the proof that RΠ[ν] = Rν .
Summing up, we have
Theorem 1.10. The set VK of centered Krull valuations modulo equivalence
is in bijection with the set of sequences of infinitely nearby points. The bijection is
given as follows: ν ∈ VK corresponds to (pj) iff Rν dominates Opj for all j.
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Remark 1.11. The correspondence above is a particular case of a general
result: see [ZS2, p.122]. Moreover, the residue field kν ∼= Rν/mν of a valuation is
isomorphic to the field of rational functions of the last exceptional divisor of the
sequence Π[ν]. In our case, either ν is non-divisorial and kν ∼= C; or ν is divisorial
and kν ∼= C(T ) for some independent variable T .
Theorem 1.10 yields the following characterization of divisorial valuations.
Proposition 1.12. For any centered Krull valuation ν ∈ VK , the following
three conditions are equivalent:
• ν is divisorial in the sense of Section 1.5.3;
• its sequence Π[ν] of infinitely nearby points is finite;
• tr. deg ν = 1.
Proof. It is clear that if the sequence of infinitely nearby points associated to
a Krull valuation is finite, then the valuation is divisorial. We saw in Section 1.5.3
that any divisorial valuation has transcendence degree 1. Finally, suppose the
sequence Π[ν] = (pj)
∞
0 of infinitely nearby points associated to ν is infinite. We
follow the notation of the proof of Theorem 1.10. Pick φ ∈ Rν \ mν . Then π∗jφ is
a regular function near pj+1 for j large enough. As φ 6∈ mν , it is invertible in Rν ,
so we may suppose that π∗jφ
−1 is also regular at pj+1 by increasing j. This implies
that φ does not vanish at pj , so φ = φ(0) inside kν := Rν/mν. The residue field of
ν is thus isomorphic to C, and tr. deg ν = 0. 
In several cases, we may interpret geometrically the sequence of infinitely nearby
points associated to a Krull valuation.
Example 1.13. When ν = νC is a curve valuation, then Π[ν] = (pj)
∞
0 is the
sequence of infinitely nearby points associated to C. This sequence can be defined
as follows: p0 is the origin and, inductively, pj+1 is the intersection point of Ej and
the strict transform of C under πj . See Section 6.2, and Table C.3 in Appendix C
for more information on this sequence of infinitely nearby points.
Example 1.14. If ν = νE,p is an exceptional curve valuation, then Π[ν] =
(pj)
∞
0 , where Π[νE ] = (pj)
j0
0 , pj0+1 = p and, inductively for j > j0, pj+1 is the
intersection point of Ej and the strict transform of E = Ej0 . See Appendix B.
Example 1.15. Let s ≥ 1, and ν = νs the monomial valuation with ν(x) = 1,
ν(y) = s. Then Π[ν] is determined by the continued fractions expansion
s = a1 +
1
a2 + . . .
= [[a1, a2, . . . ]],
and in particular Π[ν] is finite iff the continued fractions expansion is finite, which
happens iff s is rational. See [Sp] for details.

CHAPTER 2
MacLane’s method
We now do the preparatory work for obtaining the tree structure on valuation
space. Namely, we show how to represent a valuation conveniently by a finite or
countable sequence of polynomials and real numbers. In the next chapter we shall
see how to visualize this encoding through the language of trees.
Our approach is an adaptation of MacLane’s method [Ma] and can be outlined
as follows. Fix local coordinates (x, y). Pick a centered valuation ν on R = C[[x, y]].
It corresponds uniquely to a valuation, still denoted ν, on the Euclidean domain
C(x)[y]. Write U0 = x and U1 = y. The value β˜0 = ν(U0) determines ν on C(x)
and the value β˜1 = ν(U1) determines ν on many polynomials in y. The idea is
now to find a polynomial U2(x, y) of minimal degree in y such that β˜2 = ν(U2) is
not determined by the previous data. Inductively we construct polynomials Uj and
numbers β˜j = ν(Uj) which, as it turns out, represent ν completely.
More precisely we proceed as follows. First we define what data [(Uj); (β˜j)]
to use, namely sequences of key polynomials, or SKP’s. These are introduced in
Section 2.1 where we also show how to associate a canonical valuation to an SKP.
In Section 2.3 we study such a valuation in detail, describing its graded ring and
computing its numerical invariants. Then in Section 2.4 we show that in fact any
valuation is associated to an SKP. Finally, in Section 2.5 we compute ν(φ) for
φ ∈ m irreducible in terms of the SKP’s associated to ν and the curve valuation νφ.
This computation is the key to parameterization of valuation space (by skewness)
as described in Section 3.3.
We formulate almost all results for valuations rather than Krull valuations, but
the method works for both classes. We leave it to the reader to make the suitable
adaptation in the notation and statements.
This chapter is quite technical in nature. A number of proofs require a fine
combinatorial analysis and elaborate inductions. We shall later exploit two other
approaches to the valuative tree: one based on Puiseux expansions (Chapter 4) and
one based on the geometrical interpretation of valuations (Chapter 6). The method
by SKP’s has, however, two advantages. First, it is purely algebraic and may thus
be generalized to more general contexts, especially when C is replaced by a field of
positive characteristic. Second, it is well adapted to global problems, for instance
when analyzing singularities of plane curves at infinity in C2. These two points of
view already appear in the work of Abhyankar-Moh on approximate roots, which
are very closely related to SKP’s.
2.1. Sequences of key polynomials
2.1.1. Key polynomials. Let us define the data we use to represent valua-
tions. Fix local coordinates (x, y) for the rest of this chapter.
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Definition 2.1. A sequence of polynomials (Uj)
k
j=0, 1 ≤ k ≤ ∞, in C[x, y] is
called a sequence of key-polynomials (SKP) if it satisfies:
(P0) U0 = x and U1 = y;
(P1) to each polynomial Uj is attached a number β˜j ∈ R+ (not all ∞) with
β˜j+1 > nj β˜j =
j−1∑
l=0
mj,lβ˜l for 1 ≤ j < k, (2.1)
where nj ∈ N∗ and mj,l ∈ N satisfy, for j > 1 and 1 ≤ l < j,
nj = min{l ∈ Z ; l β˜j ∈ Zβ˜0 + · · ·+ Zβ˜j−1} and 0 ≤ mj,l < nl; (2.2)
(P2) for 1 ≤ j < k there exists θj ∈ C∗ such that
Uj+1 = U
nj
j − θj · Umj,00 · · ·Umj,j−1j−1 (2.3)
In the sequel, we call k the length of the SKP.
Remark 2.2. If an abstract semi-group Γ is given, a sequence of polynomials
satisfying (P0)-(P2) with β˜j ∈ Γ will be called a Γ-SKP.
Remark 2.3. If (Uj)
k
0 is an SKP of length k ≥ 2, then (β˜j)k−11 are determined
by β˜0 and (Uj)
k
0 . Conversely, given a sequence (β˜j)
k+1
1 satisfying (P2) and any
sequence (θj)
k
1 inC
∗ there exists a unique associated SKP. Despite this redundancy
we will typically write an SKP as [(Uj); (β˜j)].
Lemma 2.4. For 1 ≤ j ≤ k, the polynomial Uj is irreducible and of Weierstrass
form Uj = y
dj + a1(x)y
dj−1 + · · · + adj (x) with al(0) = 0 for all l. Moreover,
dj+1 = njdj for 1 ≤ j < k.
Proof. The proof of all assertions is by induction. The fact that Uj is irre-
ducible is not obvious and will follow from the proof of Theorem 2.8. We included
this fact here for clarity. Let us show by induction on k that dj+1 = njdj for
1 ≤ j < k.
By (2.2) and the induction hypothesis, we have mj,l < nl = dl+1/dl, hence
mj,l + 1 ≤ dl+1/dl as both sides are integers. We infer
l−1∑
l=1
mj,ldl ≤
j−1∑
l=1
(
dl+1
dl
− 1)dl = dj − 1 < njdj ,
hence degy(Uj+1) = njdj . 
Although we shall not need the following lemma in this chapter, we include it
here for convenience. Recall that m(φ) denotes the multiplicity of φ ∈ R.
Lemma 2.5. When β˜1 ≥ β˜0, m(Uj) = dj for j > 0.
Proof. The proof goes by induction on j. For j = 1 the assertion is obvious
as U1 = y and d1 = 1. For j = 2, U2 = y
n1 − xm1,0 with n1β˜1 = m1,0β˜0. As
β˜1 ≥ β˜0, m(U2) = n1 = d1.
Now assume j ≥ 3. To prove m(Uj) = njm(Uj−1) it is sufficient to prove that
njdj <
∑j−1
0 mj,ldl. We have dj = nj−1dj−1 and β˜j > nj−1β˜j−1 hence njdj =
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njnj−1dj−1 < nj β˜jdj−1/β˜j−1. Now njβ˜j =
∑j−1
0 mj,lβ˜l and β˜j−1 > (nj−2 . . . nl)β˜l
for any l < j. Hence
njdj <
j−1∑
l=0
mj,lβ˜l
dj−1
β˜j−1
<
j−1∑
l=0
mj,ldl.
This concludes the proof. 
Remark 2.6. In the notation of Zariski and Spivakovsky the sequence (βi) can
be extracted from (β˜j) as follows. One has βi = β˜ki where ki is defined inductively
to be the smallest integer ki > ki−1 so that nki ≥ 2. In the Abhyankar-Moh
terminology [AM], the Uki are the approximate roots of Uk. See Sections 3.5
and 3.7 and Appendix C for more details.
We include a result of arithmetic nature which will be used repeatedly.
Lemma 2.7. Assume β˜0, . . . , β˜k+1 are given so that for all j = 1, . . . , k one has
β˜j+1 > nj β˜j with nj := min{n ∈ N∗ ; nβ˜j ∈
∑j−1
0 Zβ˜i}. Then for any j = 1, . . . , k
there exists a unique decomposition nj β˜j =
∑j−1
0 mj,lβ˜l where 0 ≤ mj,l < nl for
l = 1, . . . , j − 1.
Proof. By assumption there exist ml ∈ Z with nj β˜j =
∑j−1
0 mlβ˜l. By Eu-
clidean division, mj−1 = qj−1nj−1+ rj−1 with 0 ≤ rj−1 < nj−1 so by the fact that
nj−1β˜j−1 ∈
∑j−2
0 Zβ˜i we can suppose that 0 ≤ mj−1 < nj−1. Inductively we get
0 ≤ ml < ni for 1 ≤ l < j. It remains to prove that m0 ≥ 0. Set S =
∑j−1
1 mlβ˜l.
We have m1β˜1 < n1β˜1 < β˜2 and m2 < n2 so m2 + 1 ≤ n2 and
m1β˜1 +m2β˜2 < (1 +m2)β˜2 ≤ n2β˜2 < β˜3.
We infer that S < (1+mj−1)β˜j−1 ≤ nj−1β˜j−1 < β˜j so thatm0β˜0 ≥ β˜j−S ≥ 0. 
2.1.2. From SKP’s to valuations I. We show how to associate a valuation
ν to any finite SKP in a canonical way.
Theorem 2.8. Let [(Uj)
k
0 ; (β˜j)
k
0 ] be an SKP of length 1 ≤ k <∞. Then there
exists a unique centered valuation νk ∈ V˜ satisfying
(Q1) νk(Uj) = β˜j for 0 ≤ j ≤ k;
(Q2) νk ≤ ν for any ν ∈ V˜ satisfying (Q1).
Further, if k > 1 and νk−1 is the valuation associated to [(Uj)k−10 ; (β˜j)
k−1
0 ], then
(Q3) νk−1 ≤ νk;
(Q4) νk−1(φ) < νk(φ) iff Uk divides φ in grνk C(x)[y].
Remark 2.9. The valuation νk is normalized in the sense that νk(m) = 1 iff
min{β˜0, β˜1} = 1. It is normalized in the sense that νk(x) = 1 iff β˜0 = 1.
The proof of Theorem 2.8 occupies all of Section 2.1.3. It is a subtle induction
on k using divisibility properties in the graded ring grν C(x)[y].
First, ν1 is defined to be the monomial valuation with ν1(x) = β˜0, ν1(y) = β˜1,
i.e.
ν1(
∑
aijx
iyj) = min{iβ˜0 + jβ˜1 ; aij 6= 0}. (2.4)
Property (Q2) clearly holds.
Now assume k > 1, that the SKP [(Uj)
k
0 ; (β˜j)
k
0 ] is given and that ν1, . . . , νk−1
have been defined. First consider a polynomial φ ∈ C[x, y]. As Uk is unitary in y,
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we can divide φ by Uk in C[x][y]: φ = φ0 + Ukψ with degy(φ0) < dk = degy(Uk)
and ψ ∈ C[x, y]. Iterating the procedure we get a unique decomposition
φ =
∑
j
φjU
j
k (2.5)
with φj ∈ C[x, y] and degy(φj) < dk. Define
νk(φ) := min
j
νk(φjU
j
k) := minj
{νk−1(φj) + jβ˜k}. (2.6)
The function νk is easily seen to satisfy (V2) and (V3). We will show it also sat-
isfies (V1), hence defines a valuation on C[x, y], which automatically satisfies (Q2).
Theorem 2.8 then follows from
Proposition 2.10 ([Sp]). Any valuation ν : C[x, y]→ R+ with ν(x), ν(y) > 0
has a unique extension to a centered valuation on R = C[[x, y]]. This extension
preserves the partial ordering: if ν1(φ) ≤ ν2(φ) holds for polynomials φ, it also
holds for formal power series.
Proof. We may assume that ν is normalized in the sense that ν(m) = 1. Pick
φ ∈ R, and write φ = φk + φˆk where φk is the truncation of φ at order k, i.e.
m(φˆk) ≥ k. Notice that this implies ν(φˆk) ≥ k.
We claim that ν(φ) := limk ν(φk) exists in R+. Indeed, for any k, l, we have
ν(φk+l) ≥ min{ν(φk), ν(φk+l − φk)} ≥ min{ν(φk), k}
Thus the sequence min{ν(φk), k} is nondecreasing, hence converges.
Uniqueness can be proved as follows: ν(φ) ≥ min{ν(φk), k} for all k. If ν(φk)
is unbounded, then ν(φ) = ∞. Otherwise ν(φ) = ν(φk) for k large enough. By
construction the extension preserves the partial ordering. 
The extension above needs not preserve numerical invariants. For example, if
ν is a curve valuation at a non-algebraic curve, then rk(ν|C[x,y]) = 1 but rk(ν) = 2.
Remark 2.11. The expansion (2.5) can be applied for any φ ∈ R = C[[x, y]].
Indeed, using Weierstrass’ preparation theorem, we can assume that φ is a monic
polynomial in y. Weierstrass’ division theorem then yields (2.5) with φj ∈ C[[x]][y].
The valuation νk can hence be defined by (2.6) for any formal power series.
2.1.3. Proof of Theorem 2.8. By Proposition 2.10, we will restrict our at-
tention to centered valuations defined on the Euclidean ring C(x)[y]. We first make
the induction hypothesis precise.
(Hk): νk is a valuation satisfying (Q1)-(Q4).
(Ek): the graded ring grνk C(x)[y] is a Euclidean domain.
(Ik): Uk and Uk+1 are irreducible in grνk C(x)[y].
(Ik): Uj is irreducible both in C[x, y], and C(x)[y] for 1 ≤ j ≤ k.
For the precise definition of a Euclidean domain we refer to [ZS1, p.23]. One
immediately checks that H1 and I1 hold. Our strategy is to show successively
Ik & Hk ⇒ Ek; Ik & Hk ⇒ Ik; Ek & Ik & Hk ⇒ Hk+1; Ik & Ik & Hk+1 ⇒ Ik+1.
Step 1: Ik & Hk ⇒ Ek. We want to show that grνk C(x)[y] is a Euclidean domain.
Let φ ∈ R and consider the expansion (2.5). We define
δk(φ) := max
{
j ; νk(φjU
j
k) = νk(φ)
}
.
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By convention we let δk(0) = −∞. Note that if φ = φ′ modulo νk, then δk(φ) =
δk(φ
′). Hence δk is well defined on grνk C(x)[y].
Lemma 2.12. For all φ, ψ ∈ C(x)[y], δk(φψ) = δk(φ) + δk(ψ).
Proof. First assume δk(φ) = δk(ψ) = 0. Then φ = φ0, ψ = ψ0 in grνk C(x)[y],
so we can assume degy(φ), degy(ψ) < dk. Thus degy(φψ) < 2dk so φψ = α0+α1Uk
with degy(α0), degy(α1) < dk. Suppose νk(α1Uk) = νk(φψ). Then νk−1(α1Uk) <
νk(α1Uk) ≤ νk(α0) = νk−1(α0). Thus
νk−1(α1Uk) = νk−1(φψ) = νk−1(φ) + νk−1(ψ) = νk(φ) + νk(ψ) = νk(φψ).
Hence νk−1(α1Uk) = νk(α1Uk) contradicting (Q4). So φψ = α0 in grνk C(x)[y] and
δk(φψ) = 0.
In the general case, φ =
∑
φiU
i
k, ψ =
∑
ψjU
j
k , we have φψ =
∑
(φiψj)U
i+j
k .
By what precedes δk(φiψj) = 0 for all i, j so δk(φψ) = δk(φ) + δk(ψ). 
Lemma 2.13. For φ ∈ C(x)[y], δk(φ) = 0 iff φ is a unit in grνk C(x)[y].
Proof. If δk(φ) = 0, then φ = φ0 in grνk C(x)[y]. As Uk is irreducible in
C(x)[y] and degy(Uk) > degy(φ0), the polynomial Uk is prime with φ0. Hence we
can find A,B ∈ C(x)[y] with degy A, degy B < dk so that Aφ0 = 1 − BUk. Then,
comparing with (2.5), we have νk(Aφ0) = νk(1) < νk(BUk). Therefore Aφ0 = 1 in
grνk C(x)[y] so φ0, and hence φ, is a unit in grνk C(x)[y].
Conversely, if φ is a unit, say Aφ = 1 in grνk C(x)[y] for some A ∈ C(x)[y],
then δk(φ) + δk(A) = δk(1) = 0, so δk(φ) = 0. 
Lemma 2.14. If φ, ψ ∈ C(x)[y], then there exists Q,R ∈ C(x)[y] such that
φ = Qψ +R in grνk C(x)[y] and δk(R) < δk(ψ).
Proof. Write ψ =
∑
j ψjU
j
k . It suffices to prove the lemma when ψj = 0 for
j > M := δk(ψ) and using Lemma 2.13 we may assume ψM = 1. As degy(ψj) < dk
for j ≤ M we have degy(ψ) = Mdk. Euclidean division in C(x)[y] yields Q,R1 ∈
C(x)[y] with degy(R
1) < degy(ψ) so that φ = Qψ +R
1. Write R1 =
∑
iRiU
i
k and
set N := δk(R
1), R :=
∑
i≤N RiU
i
k. Then φ = Qψ +R in grνk C(x)[y] and
degy(R) = degy(RN ) +Ndk < Mdk = degy(ψ).
Hence N < M and we are done. 
This completes Step 1. The Euclidean property of grνk C(x)[y] makes every
ideal principal and supplies us with unique factorization and Gauss’ lemma.
Step 2: Ik & Hk ⇒ Ik. We want to show that Uk and Uk+1 are irreducible in
grνk C(x)[y] and proceed in several steps.
Lemma 2.15. Uk is irreducible in grνk C(x)[y].
Proof. We trivially have δk(Uk) = 1 so if φψ = Uk in grνk C(x)[y], then
δk(φ) = 0 or δk(ψ) = 0. Hence φ or ψ is a unit in grνk C(x)[y] (see Lemma 2.12
and 2.13). 
Lemma 2.16. If j < k then Uj is a unit in grνk C(x)[y].
Proof. By Lemma 2.13 it suffices to show that δk(Uj) = 0. If dj < dk then
this is obvious. If dj = dk, then Uj = (Uj − Uk) + Uk, where degy(Uj − Uk) < dk.
Now νk(Uj) = β˜j < β˜k = νk(Uk), so νk(Uj − Uk) < νk(Uk) and δk(Uj) = 0. 
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Lemma 2.17. If δk(φ) < nk, then φ = φiU
i
k in grνk C(x)[y] for some i < nk.
Proof. Suppose νk(φiU
i
k) = νk(φjU
j
k) = νk(φ), where i ≤ j < nk. Then
(j − i)β˜k = νk−1(φi) − νk−1(φj) ∈
∑k−1
0 Zβ˜j . By (2.2) nk divides j − i hence
i = j. 
Lemma 2.18. Uk+1 is irreducible in grνk C(x)[y].
Proof. We have Uk+1 = U
nk
k − U˜k+1, where U˜k+1 = θk
∏k−1
j=0 U
mk,j
j . Assume
Uk+1 = φψ in grνk C(x)[y] with 0 < δk(φ), δk(ψ) < nk. By Lemma 2.17, we can
write φ = φiU
i
k, ψ = ψjU
j
k . Then Uk+1 = φiψjU
nk
k so (1 − φiψj)Unkk = U˜k+1.
As Uk is irreducible and U˜k+1 is a unit, we have φiψj = 1 in grνk C(x)[y]. But
then U˜k+1 = 0 in grνk C(x)[y], which is absurd. So we can assume δk(φ) = nk and
δk(ψ) = 0. Hence ψ is a unit, completing the proof. 
Step 3: Ek & Ik & Hk ⇒ Hk+1. We must show νk+1(φψ) = νk+1(φ) + νk+1(ψ)
for φ, ψ ∈ C[x, y] where νk+1 is defined as in (2.6). We first note
(i) degy(φ) < dk+1 implies νk+1(φ) = νk(φ);
(ii) νk(Uk+1) = nkβ˜k < β˜k+1 = νk+1(Uk+1);
(iii) νk+1(Uk+1φ) = νk+1(Uk+1) + νk+1(φ) for all φ ∈ C[x, y].
The second assertion follows from (2.1). We now show
Lemma 2.19. For φ ∈ C[x, y] we have νk+1(φ) ≥ νk(φ).
Proof. We argue by induction on degy(φ). If degy(φ) < dk+1, then we are
done by (i). If degy(φ) ≥ dk+1, then we write φ =
∑
i φiU
i
k+1 as in (2.5). By
the induction hypothesis and (ii)-(iii) above we may assume that φ0 6≡ 0. Write
φ = φ0 + ψ with ψ =
∑
i≥1 φiU
i
k+1. When νk(φ) = min{νk(φ0), νk(ψ)}, one has
νk+1(φ) = min{νk+1(φ0), νk+1(ψ)} ≥ νk(φ),
proving the lemma in this case. Otherwise, φ0+ψ = 0 in grνk C(x)[y]. This implies
that Uk+1 divides φ0 in this ring. But degy(φ0) < dk+1, hence δk(φ0) < nk, so that
φ0 is a power of the irreducible Uk times a unit in grνk C(x)[y] by Lemma 2.17. By
Lemma 2.18, Uk+1 is also irreducible, a contradiction. 
Introduce p := {νk+1 > νk} ⊂ grνk C(x)[y]. Using the preceding lemma, one
easily verifies that p is a proper ideal, which contains the irreducible element Uk+1
by (ii). As grνk C(x)[y] is a Euclidean domain, p is generated by Uk+1.
Fix φ, ψ ∈ R. We want to show that νk+1(φψ) = νk+1(φ) + νk+1(ψ). First
assume φ, ψ 6∈ p. Then φψ 6∈ p. By Hk, νk is a valuation, so
νk+1(φψ) = νk(φψ) = νk(φ) + νk(ψ) = νk+1(φ) + νk+1(ψ).
In the general case, write φ = φ̂ Unk+1, ψ = ψ̂ U
m
k+1 in grνk C(x)[y] where φ̂, ψ̂ are
prime with Uk+1. In particular they do not belong to p so that
νk+1(φψ) = νk+1(φ̂ ψ̂ U
m+n
k+1 )
= νk+1(φ̂) + νk+1(ψ̂) + (m+ n)νk+1(Uk+1) = νk+1(φ) + νk+1(ψ).
This completes Step 3.
Step 4: Ik & Ik & Hk+1 ⇒ Ik+1. What we have to prove is
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Lemma 2.20. Uk+1 is irreducible in C[x, y] and C(x)[y].
Proof. As Uk+1 is monic in y, irreducibility in C[x, y] implies irreducibility
in C(x)[y]. So suppose φφ′ = Uk+1 for φ, φ′ ∈ C[x, y]. As Uk+1 is irreducible
in grνk C(x)[y], we may assume that the image of φ in grνk C(x)[y] is a unit i.e.
δk(φ) = 0 and δk(φ
′) = nk. On the other hand, one has δk(ψ)dk ≤ degy(ψ) for any
ψ ∈ C[x, y]. Using Lemma 2.4 (except the assertion of irreducibility which we want
now to prove), we infer
dkδk(φ
′) = dknk = degy(Uk+1) = degy(φ) + degy(φ
′) ≥ degy(φ′) ≥ dkδk(φ′),
hence degy(φ) = 0 and degy(φ
′) = degy(Uk+1). Now Uk+1 is unitary in y so φ 6∈ m
and is hence a unit in R. 
This completes the proof of Theorem 2.8.
Remark 2.21. Since Uk+1 is monic in y we may use Weierstrass’ division
theorem and the argument above to show that Uk+1 is also irreducible in R =
C[[x, y]].
2.1.4. From SKP’s to valuations II. We now turn to infinite SKP’s.
Theorem 2.22. Let [(Uj); (β˜j)] be an infinite SKP and let νk the valuation
associated to [(Uj)
k
0 ; (β˜j)
k
0 ] for k ≥ 1 by Theorem 2.8.
(i) If nj ≥ 2 for infinitely many j, then for any φ ∈ R there exists k0 = k0(φ)
such that νk(φ) = νk0(φ) for all k ≥ k0. In particular, νk converges to a
valuation ν∞.
(ii) If nj = 1 for j ≫ 1, then Uk converges in R to an irreducible formal
power series U∞ and νk converges to a valuation ν∞. More precisely, for
φ ∈ R prime to U∞ we have νk(φ) = νk0(φ) for k ≥ k0 = k0(φ), and if
U∞ divides φ, then νk(φ)→∞.
Proof of Theorem 2.22. If nj ≥ 2 for infinitely many j, then degy(Uk+1) =
dk+1 =
∏k
1 nj tends to infinity. Pick φ ∈ R. By Weierstrass’ division theorem we
may assume degy(φ) < ∞. By Remark 2.11, νk(φ) is defined using formula (2.5).
For k ≫ 1, degy(φ) < degy(Uk+1), so that ν(φ) = ν(φ) = νk(φ) = νk+l(φ) =
νk+l(φ) for all l ≥ 0. Thus νk converges towards a valuation ν∞.
If nk = 1 for k ≥ K, then set d := maxj degy(Uj). For k ≥ K,
Uk+1 = Uk − θk
k−1∏
0
U
mk,j
j . (2.7)
As degy(Uk+1) = degy(Uk) = d one has mk,j = 0 for any j ≥ K by (2.2). Then
{β˜k}k≥K is a strictly increasing sequence of real numbers belonging to the discrete
lattice
∑K
0 Zβ˜j , so β˜k →∞. Write
Uk = y
d + akd−1(x)y
d−1 + · · ·+ ak0(x),
the Weierstrass form of Uk. As mk,j = 0 for any j ≥ K we get
ak+1n (x) = a
k
n(x)− θk
∑
I
aj1i1 (x) . . . a
jl
il
(x)
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where #{j = α ; j ∈ I} = mk,α, and i1 + · · · + il = n. Hence ak+1n (x) − akn(x) ∈
m
∑K
0
mk,i . But the sequence β˜j is increasing so
K∑
0
mk,i ≥ β˜−1K
K∑
0
β˜imk,i =
β˜k
β˜K
→∞,
and Uk converges towards a polynomial in y that we denote by U∞. By (2.7) we
have Uk+1 = Uk modulo νk−1 and Uk+l = Uk modulo νk−1 for all l ≥ 0. So
U∞ = Uk in νk−1. Therefore ν∞(U∞) := lim νk(U∞) = lim νk(Uk) = lim β˜k = ∞.
Let φ ∈ R and write φ = φ0 + U∞φ1 with degy φ0 < degy U∞ = d. When φ0 ≡ 0,
then set ν∞(φ) := lim νk(φ) =∞. Otherwise for k ≥ K large enough, for all l ≥ 0,
νk+l(φ) = νk+l(φ0) = νk(φ0). Hence the sequence νk(φ) is stationary for k ≥ K
and we can set ν∞(φ) := lim νk(φ). One easily checks that ν∞ is a valuation. As
ν∞(φ) =∞ iff U∞|φ it follows that U∞ is irreducible in R. 
2.2. Classification
Having constructed a valuation associated to any SKP, we now make a prelim-
inary classification.
Definition 2.23. Consider a centered valuation ν on R given by an SKP: say
ν := val[(Uj)
k
0 ; (β˜j)
k
0 ], where 1 ≤ k ≤ ∞. Assume that ν is normalized in the sense
that ν(m) = 1. We then say that ν is
(i) monomial (in coordinates (x, y)) if k = 1, β˜0 <∞ and β˜1 <∞;
(ii) quasimonomial if k <∞, β˜0 <∞ and β˜k <∞;
(iii) divisorial if ν is quasimonomial and β˜k ∈ Q;
(iv) irrational if ν is quasimonomial but not divisorial;
(v) infinitely singular if k =∞ and dj →∞, where dj = degy(Uj);
(vi) a curve valuation if k =∞ and dj 6→ ∞, or k <∞ and max{β˜0, β˜k} =∞.
If ν is not normalized, then the type of ν is defined to be the type of ν/ν(m).
Two remarks are in order. First, this classification may seem unnatural as it
only applies to valuations associated to an SKP and since the technique of SKP’s
uses a fixed choice of local coordinates (x, y).
However, as we shall see, every valuation is associated to an SKP (Theo-
rem 2.29). Moreover, the classification can be rephrased in several equivalent ways,
all of which are independent on the choice of coordinates.
Second, we should compare the classification with the “road map” given in
Section 1.5. The comparison goes as follows.
(i) If ν is monomial in coordinates (x, y) in the sense above, then its SKP
is of length 1. By (2.4), this means that ν is monomial in the sense of
Section 1.5.2. Notice that by the definition above, any monomial valuation
is also quasimonomial.
(ii) It is not obvious that the definition of quasimonomial, which is based
purely on the definition of a valuation as a function on R, coincides with
the more geometric point of view presented in Section 1.5.4. We shall
prove in Chapter 6 that the two definitions are equivalent: see Proposi-
tion 6.38 for a precise statement.
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(iii) We shall see at Theorem 2.28 that ν is a divisorial valuation in the sense
above, iff tr. deg ν = 1. It follows from Proposition 1.12 that the definition
of divisorial valuation given above coincides with the one in Section 1.5.3.
(v) As for infinitely singular valuations, we need to develop more machinery
to see that the definition above agrees with the characterizations men-
tioned in Section 1.5. Informally speaking, however, the sequence (Uk)
∞
1
of key polynomials of increasing and unbounded degrees correspond to
the sequence of truncated Puiseux expansions
∑k
1 x
βˆj where the βˆj ’s are
rational numbers with unbounded denominators.
(vi) Finally, consider a curve valuation ν in the sense above. First assume it
is defined by a finite SKP, say ν := val[(Uj)
k
0 ; (β˜j)
k
0 ], where k < ∞ and
β˜k =∞. By construction, ν(Uk) =∞. As Uk is irreducible, we conclude
that ν = νUk (see the discussion following Lemma 1.5). When k = ∞
and lim β˜k =∞, by Theorem 2.22, Uk converges to an irreducible formal
power series U∞, and ν(U∞) =∞. Again ν = νU∞ .
2.3. Graded rings and numerical invariants
The aim of this section is to give the structure of the valuation associated to
a finite or infinite SKP. That is, we describe the structure of the graded ring
grν C(x)[y], and compute the three invariants rk(ν), rat. rk(ν) and tr. deg(ν). We
refer to [Te4] for general results in higher dimensions.
Given a finite or infinite SKP we denote by ν := val[(Uj); (β˜j)] its associated
valuation through Theorem 2.8 or 2.22.
2.3.1. Homogeneous decomposition I. The following theorem gives the
structure of the graded ring of a valuation defined by a finite SKP.
Theorem 2.24. Let ν := val[(Uj)
k
0 ; (β˜j)
k
0 ], where 1 ≤ k < ∞, define nk :=
min{n > 0 ; nβ˜k ∈
∑k−1
0 Zβ˜j}, and pick 0 6= φ ∈ R.
(i) If nk =∞ or equivalently β˜k 6∈ Qβ˜0, then
φ = α
k∏
j=0
U
ij
j in grν R and grν Rν (2.8)
with α ∈ C∗, 0 ≤ ij < nj for 1 ≤ j < k and i0, ik ≥ 0.
(ii) If nk <∞, write nkβ˜k =
∑k−1
0 mk,j β˜j with 0 ≤ mk,j < nj for 1 ≤ j < k
and m0 ≥ 0 as in Lemma 2.7. Then
φ = p(T )
k∏
j=0
U
ij
j in grν Rν (2.9)
with 0 ≤ ij < nj for 1 ≤ j ≤ k, i0, ik ≥ 0 and where p is a polynomial in
T := Unkk
∏k−1
j=0 U
−mk,j
j .
Both decompositions (2.8), (2.9) are unique.
Recall that the ring grν C(x)[y] is a Euclidean domain. Let us describe its
irreducible elements.
Corollary 2.25. Let ν be a valuation as above.
(i) When nk =∞ the only irreducible element of grν C(x)[y] is Uk.
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(ii) When nk < ∞ the irreducible elements of grν C(x)[y] consist of Uk and
all elements of the form Unkk − θ
∏k−1
j=0 U
mk,j
j for some θ ∈ C∗.
Proof of Corollary 2.25. Assume φ ∈ grν C(x)[y] is irreducible. If nk =
∞, then φ = α∏kj=0 U ijj by (2.8). But Uj is a unit for j < k by Lemma 2.16, so
Uk is the only irreducible element in grν C(x)[y].
When nk <∞, then we use (2.9) and factorize p(T ) =
∏
(T − θl). Modulo unit
factors, we hence get
φ = U ik−Lnkk
∏
l
Unkk − θl∏
j
U
mk,j
j
 , (2.10)
where L = deg p. On the other hand Lemma 2.18 shows that all elements of the
form Unkk −θl
∏
j U
mk,j
j are irreducible in grν C(x)[y]. So (2.10) is the decomposition
of φ into prime factors in grν C(x)[y]. This concludes the proof. 
Proof of Theorem 2.24. First assume that degy φ < dk = degy Uk. We
will show that (2.8) holds. Write φ =
∑nk−1−1
0 φiU
i
k−1 with degy φi < dk−1 for all
i. Iterating this procedure we get φ =
∑
αIU
i0
0 · · ·U ik−1k−1 with αI ∈ C, i0 ≥ 0 and
0 ≤ ij < nj for j ≥ 1. If ν(U i00 . . . U ik−1k−1 ) = ν(U j00 . . . U jk−1k−1 ) then
∑
ilβ˜l =
∑
jlβ˜l so
that (ik−1− jk−1)β˜k−1 ∈
∑k−2
0 Zβ˜j . Thus nk−1 divides ik−1− jk−1 so ik−1 = jk−1
as 0 ≤ ik−1, jk−1 < nk−1. Iterating this argument we get (2.8).
In the general case, we can assume degy φ < ∞ by Weierstrass preparation
theorem. Write φ =
∑
φiU
i
k, with degy φi < dk. By what precedes, we have
φ =
∑
αIU
i0
0 . . . U
ik−1
k−1 U
ik
k in grν R
with αI ∈ C∗, 0 ≤ ij < nj for 1 ≤ j < k, i0, ik ≥ 0. We may assume
∑k
0 ijβ˜j = ν(φ)
for all I with αI 6= 0. If (2.8) is not valid, there exist I 6= J with αI , αJ 6= 0. Thus
(ik − jk)β˜k ∈
∑k−1
0 Zβ˜j implying nk <∞. This shows (2.8) when nk =∞.
Now assume nk < ∞, and write nkβ˜k =
∑k−1
0 mk,j β˜j as in Lemma 2.7. Let
I = (i0, . . . , ik) be any multiindex with αI 6= 0. Make the Euclidean division
ik = rknk + ı̂k with 0 ≤ ı̂k < nk, and write
k∏
j=0
U
ij
j = U
ı̂k
k T
rk
k−1∏
j=0
U
aj
j
with aj := ij + rkmk,j and T := U
nk
k
∏k−1
j=0 U
−mk,j
j . The key remark is now that
U
nj
j = θj
∏j−1
0 U
mj,l
l in grν R for 1 ≤ j < k. Making the Euclidean division
ak−1 = rk−1nk−1 + ı̂k−1 with 0 ≤ ı̂k−1 < nk−1, we get
k−1∏
j=0
U
aj
j = θk−1U
ı̂k−1
k
k−2∏
j=0
U
a′j
j
for some a′j ∈ N. We finally get by induction that
k∏
j=0
U
ij
j = θIT
rI
k∏
0
U
ı̂j
j
in grν Rν , with θI ∈ C∗, rI(= rk) ≥ 0, 0 ≤ ı̂j < nj for 1 ≤ j ≤ k and ı̂0 ≥ 0.
2.3. GRADED RINGS AND NUMERICAL INVARIANTS 33
Now
∑k
0 ij β˜j = ν(φ) and ν(T ) = 0, hence
∑k
0 ı̂j β˜j = ν(φ). Suppose
∑k
0 ı̂j β˜j =∑k
0 ı˜j β˜j with 0 ≤ ı˜j < nj for 1 ≤ j ≤ k. Since |̂ık − ı˜k| < nk, the definition of nk
gives ı̂k = ı˜k. By induction we get ı̂j = ı˜j for all j ≥ 0. We have proved that φ can
be written in the form (2.9).
Uniqueness of both decompositions (2.8), (2.9) comes from unique factorization
in grν C(x)[y]. Indeed, when nk =∞, ik = δk(φ). From
∑
ijβ˜j = ν(φ) and ij < nj
for 1 ≤ j < k we deduce uniqueness of the decomposition (2.8). When nk < ∞,
ν(φ) determines ij for all j ≥ 0, and the polynomial p(T ) is determined as φ admits
a unique decomposition into prime factors (see Corollary 2.25). This concludes the
proof of the theorem. 
2.3.2. Homogeneous decomposition II. We now turn to infinite SKP’s.
Theorem 2.26. Let ν := val[(Uj)
∞
0 ; (β˜j)
∞
0 ]. Pick 0 6= φ ∈ R.
(i) If nj ≥ 2 for infinitely many j, then there exists k = k(φ) such that
φ = α
k∏
j=0
U
ij
j in grν R (2.11)
with α ∈ C∗, 0 ≤ ij < nj for 1 ≤ j ≤ k, and i0 ≥ 0.
(ii) If nj = 1 for j ≫ 1, then there exists k = k(φ) such that
φ = α · Un∞ ·
k∏
j=0
U
ij
j in grν R (2.12)
with α ∈ C, 0 ≤ ij < nj for 1 ≤ j ≤ k, i0 ≥ 0 and n ≥ 0.
Both decompositions (2.11), (2.12) are unique.
The analogue of Corollary 2.25 is
Corollary 2.27. Assume ν is associated to an infinite SKP.
(i) When nj ≥ 2 for infinitely many j, the ring grν C(x)[y] is a field.
(ii) When nj = 1 for j ≫ 1, the only irreducible element of grν C(x)[y] is U∞.
Proof of Theorem 2.26. Fix φ ∈ R, and suppose it is in Weierstrass form,
polynomial in y. First assume that nj ≥ 2 for infinitely many j. For j ≫ 1
degy φ < degy Uj , hence φ = α
∏j−1
l=0 U
il
l in grνj R for some α ∈ C∗, and il < nl
for l ≥ 1 (see the beginning of the proof of Theorem 2.24). As ν ≥ νj , we get
φ = α
∏j−1
l=0 U
il
l also in grν R.
When nj = 1 for j ≫ 1, write φ = Un∞φ′ with φ′, U∞ prime. For j ≫ 1
νj+1(φ
′) = νj(φ′) = ν(φ′). Hence φ′ = α
∏j−1
l=0 U
il
l in grνj R and grν R as above. 
Proof of Corollary 2.27. The first assertion is immediate by Lemma 2.16.
Assume nj = 1 for j ≫ 1 and pick φ ∈ R. If U∞ does not divide φ, then (2.11)
holds. For k ≫ 1 we get δk(φ) = 0. Thus φ is invertible in grνk C(x)[y], hence in
grν C(x)[y].
On the other hand U∞ = φψ in grν C(x)[y] implies either ν(φ) =∞ or ν(ψ) =
∞. Hence U∞ divides either φ or ψ as formal power series hence in grν C(x)[y]. We
conclude noting that U∞ cannot be a unit in grν C(x)[y]. Indeed ν(U∞φ) = ν(1)
implies that U∞φ is prime with U∞. 
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2.3.3. Value semigroups and numerical invariants. Knowing the struc-
ture of the graded rings allows us to compute the value semigroups and numerical
invariants introduced in Section 1.3. The first assumption in the next theorem is
in fact redundant as we shall see below in Theorem 2.29.
Theorem 2.28. Let ν be a valuation associated to a finite or infinite SKP. Then
the value semi-group1 ν(R) is equal to
∑
β˜jN, Moreover, we have the following
intrinsic characterization of the type of a valuation as introduced in Definition 2.23
.
(i) ν is a curve valuation, iff rk(ν) = rat. rk(ν) = 2, tr. deg(ν) = 0.
(ii) ν is divisorial, iff rk(ν) = rat. rk(ν) = 1 and tr. deg(ν) = 1.
(iii) ν is irrational, iff rk(ν) = 1, rat. rk(ν) = 2 and tr. deg(ν) = 0.
(iv) ν is infinitely singular, iff rk(ν) = rat. rk(ν) = 1 and tr. deg(ν) = 0.
Proof of Theorem 2.28. The computation of the value semigroup is a sim-
ple exercise that is left to the reader. As for the numerical invariants we treat the
cases of finite and infinite SKP’s separately.
First assume that ν is associated to a finite SKP [(Uj)
k
0 ; (β˜j)
k
0 ], 1 ≤ k <∞. The
two invariants rk(ν) and rat. rk(ν) can be read directly from the value semigroup
ν(R) so their computation is straightforward thanks to the first part of the proof.
For the computation of tr. deg(ν) we rely on Theorem 2.24 and proceed as follows.
When β˜0 = ∞, β˜k = ∞ or β˜k 6∈ Q∗ (so β˜k 6∈
∑k−1
0 Zβ˜j), then (2.8) applies.
Pick φ, ψ ∈ R with ν(φ) = ν(ψ). Then φ = α∏kl=0 U ill , ψ = γ∏kl=0 U jll modulo ν,
with
∑k
0 ilβ˜l =
∑k
0 jlβ˜l. Hence ik = jk since nk =∞. Now
∑k−1
0 ilβ˜l =
∑k−1
0 jlβ˜l
and 0 ≤ il, jl < nl for all 1 ≤ j < k so il = jl for all l by (2.2). Hence φ/ψ = α/γ ∈
C∗ in grν Rν . We have shown that kν := Rν/mν ∼= C so tr. deg(ν) = 0.
If β˜0 <∞ and β˜k ∈ Q∗, then nk <∞. For φ, ψ ∈ R with ν(φ) = ν(ψ) write
φ = p(T )
k∏
l=0
U ill and ψ = q(T )
k∏
l=0
U jll in grν Rν
as in (2.9), with 0 ≤ il, jl < nl for 1 ≤ l ≤ k, i0, j0 ≥ 0 and p, q ∈ C[T ]. As∑k
0 ilβ˜l =
∑k
0 jlβ˜l, one has il = jl for all l. Hence φ/ψ = p(T )/q(T ) in grν Rν .
This shows kν ∼= C(T ) so tr. deg(ν) = 1.
Now assume ν is associated to an infinite SKP, ν := val[(Uj); (β˜j)]. First assume
nj ≥ 2 for infinitely many j. Set νk := val[(Uj)k0 ; (β˜j)k0 ]. Then the sequence νk(φ) is
eventually stationary for any φ ∈ R. One easily checks that rk(ν) = rat. rk(ν) = 1.
Let us compute tr. deg(ν). Fix φ, ψ ∈ R with ν(φ) = ν(ψ). For k ≫ 1 we have
νk(φ) = ν(φ) = ν(ψ) = νk(ψ). Write φ = α
∏k
l=0 U
il
l and ψ = γ
∏k
l=0 U
jl
l where
α, γ ∈ C∗, 0 ≤ il, jl < nl for l ≥ 1 and apply the preceding arguments. We get
φ/ψ = α/γ in grνk Rνk hence in grν Rν . This shows kν
∼= C.
The last case is when nj = 1 for j ≫ 1. We leave it to the reader to verify that
rk(ν) = rat. rk(ν) = 2 and tr. deg(ν) = 0 in this case. 
2.4. From valuations to SKP’s
We now show that every centered valuation on R is represented by an SKP.
1Note that when ν is a curve valuation, it may take the value ∞ on non-zero elements.
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Theorem 2.29. For any centered valuation ν on R, there exists a unique SKP
[(Uj)
n
0 ; (β˜j)
n
0 ], 1 ≤ n ≤ ∞, such that ν = val[(Uj); (β˜j)]. We have ν(Uj) = β˜j for
all j. Further, if k < n and νk := val[(Uj)
k
0 ; (β˜j)
k
0 ], then ν(φ) ≥ νk(φ) for all φ ∈ R
and ν(φ) > νk(φ) iff Uk+1 divides φ in grνk C(x)[y].
Remark 2.30. If ν is a Krull valuation, the same result holds for a Γ-SKP.
Remark 2.31. In Spivakovsky’s terminology [Sp], the subset of (Uj) for which
nj > 1 forms a minimal generating sequence for the valuation ν. The associated
divisorial valuations νj will play an important role in the sequel. They form what
we call the approximating sequence of ν, see Section 3.5.
Proof of Theorem 2.29. We construct by induction on k a valuation νk so
that νk(Uj) = β˜j for j ≤ k. Let U0 = x, U1 = y and β˜0 = ν(x), β˜1 = ν(y). Assume
νk := val[(Uj)
k
0 ; (β˜j)
k
0 ] has been defined. By Theorem 2.8, ν(φ) ≥ νk(φ) for φ ∈ R.
As ν(x) = νk(x) this also holds for φ ∈ C(x)[y]. If ν = νk, then we are done. If
not, set Dk := {φ ∈ C(x)[y] ; ν(φ) > νk(φ)}.
Lemma 2.32. Dk defines a prime ideal in grνk C(x)[y].
Proof. Let us check that Dk is well defined in grνk C(x)[y]. Pick φ, φ′ ∈
C(x)[y] with φ = φ′ modulo νk. If φ ∈ Dk but φ′ /∈ Dk, then ν(φ′) = νk(φ′) =
νk(φ) < ν(φ). So ν(φ−φ′) = ν(φ′) = νk(φ′) < νk(φ−φ′), a contradiction. To show
that Dk is a prime ideal is easy and left to the reader. 
We continue the proof of the theorem. Recall that grνk C(x)[y] is a Euclidean
domain. Hence Corollary 2.25 and Lemma 2.7 show that Dk is generated by a
unique irreducible element Uk+1 = U
nk
k − θk
∏k−1
j=0 U
mk,j
j with θk ∈ C∗, 0 ≤ mk,j <
nj for j ≥ 1 and mk,0 ≥ 0. Define β˜k+1 := ν(Uk+1). It is easy to check that
[(Uj)
k+1
0 ; (β˜j)
k+1
0 ] is an SKP. This completes the induction step.
Either the induction terminates at some finite k, or we get an infinite SKP
[(Uj); (βj)]. In the latter case we claim that ν = val[(Uj); (βj)]. This amounts to
showing that if φ ∈ R, then the increasing sequence νk(φ) converges to ν(φ).
If νk(φ) = ν(φ) for k ≫ 1 then we are done, so assume νk(φ) < ν(φ) for all
k. Then φ ∈ Dk so Uk+1 divides φ in grνk C(x)[y]. In particular, νk+1(φ) > νk(φ),
and degy(φ) ≥ degy(Uk+1) = dk+1. Hence dk is bounded, and nk = 1 for k ≫ 1.
By Theorem 2.22, Uk → U∞ in R. Moreover U∞ divides φ in R or else νk(φ) would
be stationary for k large. But then ν(φ) ≥ lim νk(φ) = ∞ so νk(φ) → ν(φ). This
completes the proof of the theorem. 
2.5. A computation
We now compute ν(φ) for a normalized valuation ν and φ ∈ m irreducible in
terms of SKP’s. This computation will be crucial to describe the parameterization
of valuation space; see Lemma 3.32.
Let νφ be the curve valuation associated to φ. Write ν = val[(Uj); (β˜j)] and
νφ = val[(U
φ
j ); (β˜
φ
j )]. Assume ν 6= νφ and define the contact order of ν and νφ by
con(ν, νφ) = max{j ; Uj = Uφj }. (2.13)
Let nφj be the integers defined by (2.2) for νφ and set γ
φ
k =
∏
j≥k n
φ
j for k ≥ 1.
These products are in fact finite as nφj = 1 for j ≫ 1.
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Proposition 2.33. If φ = x (up to a unit), then ν(φ) = β˜0. Otherwise
ν(φ) = γφk min{β˜k, β˜φk }min{1, β˜0/β˜φ0 }, (2.14)
where k = con(ν, νφ).
Later on we will be interested in the quotient ν(φ)/m(φ). Applying Proposi-
tion 2.33 to ν = νm we obtain m(φ) = γ
φ
1 /β˜
φ
0 if φ 6= x; this leads to
Proposition 2.34. If ν ∈ V and φ ∈ m is irreducible, then
ν(φ)
m(φ)
= d−1k min{β˜k, β˜φk }min{β˜0, β˜φ0 },
where k = con(ν, νφ) and dk = degy Uk =
∏k−1
1 nj.
Proof of Proposition 2.33. The case φ = x is trivial, so assume φ 6= x, i.e.
β˜φ0 < ∞. We may then assume φ = Uφl , where l := length νφ ∈ [k,∞]. Note that
min{β˜0, β˜1} = min{β˜φ0 , β˜φ1 } = 1 since ν and νφ are normalized.
Let us first consider the case when β˜0 = β˜
φ
0 and β˜1 = β˜
φ
1 ; this holds e.g. if
k ≥ 2. Then β˜j = β˜φj for 0 ≤ j < k. If l = k, then φ = Uk so ν(φ) = β˜k
and β˜φk = ∞, which implies (2.14). Hence assume l > k. Define ξj = β˜φk+j and
ηj = min{β˜k, β˜φk }γφk /γφk+j for 0 ≤ j ≤ l − k. Then νφ(Uφk+j) = ξj for j ≥ 0 and
ν(Uφj ) = β˜j for 0 ≤ j ≤ k. We will prove inductively that ν(Uφk+j) = ηj for j ≥ 1;
when j = l − k this gives (2.14). The induction is based on (2.3), which reads
Uφk+j+1 = (U
φ
k+j)
nφk+j − θφk+j
k+j−1∏
i=0
(Uφi )
mφk+j,i =: Aj −Bj . (2.15)
Let us first show that ν(Uφk+1) = η1, using (2.15) for j = 0. There are three
cases, depending on β˜k and β˜
φ
k . The first case is when β˜k > β˜
φ
k . Then n
φ
k β˜k >
nφk β˜
φ
k =
∑k−1
0 m
φ
k,iβ˜i, so using (2.15) we obtain ν(U
φ
k+1) = β˜
φ
kn
φ
k = η1. Similarly,
in the second case, β˜k < β˜
φ
k , then
∑k−1
0 m
φ
k,iβ˜i = n
φ
k β˜
φ
k > n
φ
k β˜k, so that ν(U
φ
k+1) =
nφk β˜k = η1. The third case is when β˜k = β˜
φ
k . Set νk := val[(Uj)
k
0 ; (β˜j)
k
0 ]. Then
Uφk+1 is irreducible in grνk C(x)[y] and νk(U
φ
k+1) = β˜kn
φ
k = η1. If length ν = k then
ν = νk and ν(U
φ
k+1) = η1 so assume length ν > k. By assumption U
φ
k+1 6= Uk+1,
hence Uφk+1 does not belong to the ideal generated by Uk+1 in grνk C(x)[y]. But
this ideal coincides with {ν > νk} by Theorem 2.29, so ν(Uφk+1) = νk(Uφk+1) = η1.
Now fix 1 ≤ j < l − k and assume that ν(Uφk+i) = ηi for 1 ≤ i ≤ j. We will
prove that ν(Uφk+j+1) = ηj+1 using (2.15). Write ai = m
φ
k+j,k+i for 0 ≤ i < j and
c = nφk+j . Then ν(Aj) = cηj and
ν(Bj) =
k∑
i=1
mφk+j,iβ˜i +
j−1∑
i=1
aiηi =
k+j−1∑
i=1
mφk+j,iβ˜
φ
i + a0(β˜k − ξ0) +
j−1∑
i=1
ai(ηi − ξi)
≥
k+j−1∑
i=1
mφk+j,iβ˜
φ
i +
j−1∑
i=0
ai(ηi − ξi) = cξj +
j−1∑
i=0
ai(ηi − ξi).
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To show that ν(Uφk+j+1) = ηj+1 we only need to show ν(Bj) > cηj or simply∑j−1
0 ai(ξi − ηi) > c(ξj − ηj). Note that
∑j−1
0 aiξi ≤ cξj and that the sequence
(ηi/ξi)
j
0 is strictly decreasing. Set pi = aiξi/
∑j−1
0 aiξi. Then
∑j−1
0 pi = 1 so
j−1∑
i=0
ai(ξi − ηi) =
(
j−1∑
i=0
aiξi
)
j−1∑
i=0
pi
(
1− ηi
ξi
)
< cξj
(
1− ηj
ξj
)
= c(ξj − ηj).
This completes the proof when β˜0 = β˜
φ
0 and β˜1 = β˜
φ
1 . The remaining cases all
have k = 1 and are as follows: β˜0 ≥ β˜1 = 1 and 1 = β˜φ0 ≤ β˜φ1 ; β˜0 ≥ β˜1 = 1 and
β˜φ0 ≥ β˜φ1 = 1; 1 = β˜0 ≤ β˜1 and 1 = β˜φ0 < β˜φ1 ; 1 = β˜0 ≤ β˜1 and β˜φ0 ≥ β˜φ1 = 1. These
are handled in the same way as above. The details are left to the reader. 

CHAPTER 3
Tree structures
In this third chapter we show that valuation space V has the structure of a
tree; we shall subsequently refer to it as the valuative tree.
Roughly speaking, a tree1 is a union of real intervals welded together in such a
way that no cycles appear. We will more precisely distinguish between three types
of tree structures, see below. The main result of the chapter is then that valuation
space can be naturally equipped with all three of these structures and even a bit
more. What we obtain is effectively a coordinate free visualization of the encoding
of valuations by SKP’s (which are defined using a fixed choice of local coordinates).
Indeed, SKP’s play an instrumental role in most proofs in this chapter.
It is good to keep in mind that the quite intricate structure of the valuative
tree that we are about to develop all derives from the definition of an element of
V as a function on R satisfying certain axioms. In Chapter 6 we shall arrive at the
same tree structure using a purely geometric construction.
The organization of this chapter is as follows. In Section 3.1, we discuss three
different types of trees. First we have nonmetric trees, defined as partially ordered
sets satisfying certain axioms. In particular, every “full”, totally ordered subset can
be parameterized (in a noncanonical way) by a real interval. This notion seems to
be new, although related to the approach of Berkovich [Be]. Then we have param-
eterized trees. These are nonmetric trees that come with a fixed parameterization.
Finally we have metric trees (typically called R-trees in the literature). Metric
trees are closely related to parameterized trees, and are defined as metric spaces
satisfying certain conditions.
As we show in Section 3.2, the natural partial ordering on V induces a nonmetric
tree structure. We analyze this structure in detail. In particular, we show that the
set Vqm of quasimonomial valuations is exactly the tree V with all ends removed,
hence in itself is a nonmetric tree.
In Sections 3.3, 3.4, 3.6, we introduce two natural parameterizations of V and
Vqm and show they can be used to exhibit these spaces as metric trees. These
parameterizations will play a fundamental role in applications [FJ1] [FJ2], [FJ3].
We first define in Section 3.3 a numerical invariant of a valuation, its skewness.
This gives the first parameterization of both V and Vqm.
We then define in Section 3.4 a discrete invariant, themultiplicity of a valuation.
This invariant naturally extends the notion of multiplicity of a curve. To a divisorial
valuation is also associated a generic multiplicity.
Multiplicity is an increasing function on V with values in N. By analyzing the
points where it jumps, we can define a canonical approximating sequence of a given
valuation (Section 3.5).
1We use the term “tree” instead of “R-tree” when the tree is modeled on the real line.
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Using multiplicity and skewness, we define in Section 3.6 a third important
invariant of a valuation: its thinness. It has a particular geometric interpreta-
tion which makes it extremely useful for applications. Thinness is obtained by
integrating multiplicity with respect to skewness and hence gives the second pa-
rameterization of V and Vqm as mentioned above.
In Section 3.7 we use the approximating sequences to compute the value group
of a valuation, as well as the generic multiplicity of a divisorial valuation.
After that, we present a different but intriguing approach to the valuative tree.
Namely, we show in Section 3.8 that a quasimonomial valuation can be identified
with a ball of irreducible curves in a particular (ultra-)metric. The partial ordering,
skewness and multiplicity on the valuative tree then have natural interpretations
as statements about balls of curves.
We conclude the chapter by a study of the relative valuative tree. By defini-
tion, this is the (closure of) the set of centered valuations on R normalized by the
condition ν(x) = 1, where {x = 0} is a smooth formal curve; such a normalization
is natural in several situations. As we show, the relative valuative tree Vx has a
structure which is very similar to that of V .
3.1. Trees
In this section we discuss different types of trees.
3.1.1. Rooted nonmetric trees. Consider a partially ordered set, or poset
(T ,≤). Let us say that a totally ordered subset S ⊂ T is full if σ, σ′ ∈ S, τ ∈ T
and σ ≤ τ ≤ σ′ imply τ ∈ S.
Definition 3.1. A rooted nonmetric tree is a poset (T ,≤) such that
(T1) T has a unique minimal element τ0, called the root of T ;
(T2) if τ ∈ T , then the set {σ ∈ T ; σ ≤ τ} is isomorphic to a real interval;
(T3) every full, totally ordered subset of T is isomorphic to a real interval.
Statements (T2) and (T3) assert that there exists an order preserving bijection
from a real interval onto the corresponding set. However, there may not be a
canonical choice of bijection.
Remark 3.2. Condition (T3) may seem superfluous in view of (T2) but is
necessary to avoid a “long half-line”, i.e. a totally ordered set (T ,≤) with a (unique)
minimal element τ0 for which every set {σ ∈ T ; τ0 ≤ σ ≤ τ} is isomorphic to a
real interval but the full set T is not.
Remark 3.3. In fact, it is useful—and not hard to see—that if (T1)-(T2) hold,
then (T3) is equivalent to
(T3’) if S is a totally ordered subset of T without upper bound in T , then there
exists a countable increasing sequence in S without upper bound in T .
Remark 3.4. More generally, if Λ is a totally ordered set, then a rooted non-
metric Λ-tree is a partially ordered set such that (T1)-(T3) hold, with the intervals
in (T2) and (T3) being intervals in Λ. Besides Λ = R, interesting examples include
Λ = N, Λ = N and Λ = Q.
It follows from the completeness of R that every subset S ⊂ T admits an
infimum, denoted by ∧τ∈Sτ . Indeed, the set {σ ∈ T ; σ ≤ τ ∀τ ∈ S} is isomorphic
to the intersection of closed real intervals with common left endpoint.
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If T is a rooted, nonmetric tree and τ1, τ2 are two points in T , then we set
[τ1, τ2] := {τ ∈ T ; τ1 ∧ τ2 ≤ τ ≤ τ1 or τ1 ∧ τ2 ≤ τ ≤ τ2}.
We call [τ1, τ2] a segment, and define [τ1, τ2[:= [τ1, τ2] \ {τ2}. The segments ]τ1, τ2]
and ]τ1, τ2[ are defined similarly.
If S, T are rooted nonmetric trees with roots σ0, τ0, then a mapping Φ : S → T
is a morphism of rooted nonmetric trees if for any σ ∈ S, Φ gives an order preserving
bijection of [σ0, σ] onto [τ0,Φ(σ)]. If Φ is also bijective, then it is an isomorphism
of rooted nonmetric trees. and we say that S and T are isomorphic.
A subtree of a rooted nonmetric tree (T ,≤) is a subset S such that σ ∈ S, τ ∈ T
and τ ≤ σ implies τ ∈ S. Clearly S is then a rooted nonmetric tree with root τ0.
We say that S is a finite (countable) subtree if S has finitely (countably) many
branch points and the tangent space at each branch point is finite (countable).
A rooted nonmetric tree T is complete if every increasing sequence (τi)i≥1 in
T has a majorant, i.e. an element τ∞ ∈ T with τi ≤ τ∞ for every i. Thanks to
(T3), any rooted nonmetric tree T has a completion T¯ obtained by adding points
corresponding to unbounded increasing sequences τi in T . A maximal point in T¯
(under ≤) is called an end of T . Hence all points in T¯ \T are ends. We sometimes
use the notation T o for the sets of elements of T that are not ends, i.e. the set of
nonmaximal elements of T .
3.1.2. Nonmetric trees. In some situations, the choice of root in a rooted
nonmetric tree is not so important. By “forgetting” the root, we obtain an object
called a (nonrooted) nonmetric tree.
Let us be more precise. Consider a rooted, nonmetric tree (T ,≤) with root
τ0. Pick any point τ
′
0 ∈ T and define a new partial ordering ≤′ on T by declaring
τ1 ≤′ τ2 iff [τ ′0, τ1] ⊂ [τ ′0, τ2]. Then (T ,≤′) is a nonmetric tree rooted at τ ′0. One
easily verifies that segments in (T ,≤′) are the same as segments in (T ,≤).
More generally, for any set T , let P = P (T ) be the (possibly empty) set of
partial orderings ≤ on T such that (T ,≤) is a rooted, nonmetric tree. If ≤1 and
≤2 are partial orderings in P , then we say that ≤1 and ≤2 are equivalent if the
segments in (T ,≤1) and (T ,≤2) are the same. It is straightforward to verify that
two partial orderings are equivalent iff one is obtained from the other by changing
the root as above.
This leads to the following definition.
Definition 3.5. A nonmetric tree is a set T with P (T ) 6= ∅, together with a
nonempty equivalence class in P (T ).
If T is a nonmetric tree, we obtain a canonical rooted, nonmetric tree (T ,≤)
by fixing a point (the root) in T .
Concepts on rooted, nonmetric trees that can be formulated purely in terms of
segments carry over to the nonrooted setting. For instance, a nonmetric tree T is
complete if the rooted nonmetric tree (T ,≤) is complete for some choice of root.
This makes sense since T is complete iff every open segment in T is contained in a
closed segment.
Given a nonmetric tree and a point τ ∈ T we define an equivalence relation on
T \{τ} by declaring σ, σ′ to be equivalent if the segments ]τ, σ] and ]τ, σ′] intersect.
An equivalence class is called a tangent vector at τ and the set of tangent vectors is
called the tangent space at τ , denoted Tτ . We say that the point σ represents the
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tangent vector. The tangent spaces should be thought of as projectivized. This is
natural since there is no canonical parameterization of segments by real intervals.
A point in T is an end if its tangent space has only one element. It is a regular
point if the tangent space has two elements, and a branch point otherwise.
Notice that the concept of end differs slightly between rooted and nonrooted
nonmetric trees: the root of a rooted, nonmetric tree (T ,≤) may be an end in the
associated nonrooted tree but is never an end in (T ,≤) itself.
Two nonmetric trees T1 and T2 are isomorphic if there exists a bijection Φ :
T1 → T2 and partial orderings ≤1 and ≤2 such that Φ is an isomorphism of the
rooted nonmetric trees (T1,≤1) and (T2,≤2), i.e. Φ is order-preserving. Then Φ is
called an isomorphism of nonmetric trees.
3.1.3. Parameterized trees. A parameterization of a rooted, nonmetric tree
(T ,≤) is an increasing (or decreasing) mapping α : T → [−∞,+∞] whose restric-
tion to any full, totally ordered subset of T gives a bijection onto a real interval.
A rooted, nonmetric tree is parameterizable if it admits a parameterization.
Note that by postcomposing with a suitable monotone function, we may require
the parameterizations to be increasing with values in [0,∞] or even in [0, 1]. In the
rest of this chapter, we shall always work with such parameterizations.
Let us point out that in some situations (notably for the much of the analysis
in Chapter 7 and its applications in Chapter 8) the choice of parameterization is
important. At any rate, on the valuative tree, all the parameterizations that we
shall be concerned with are increasing, with values in R+.
Consider a rooted nonmetric tree (T ,≤) with root τ0 and a parameterization
α : T → [0, 1]. Pick any τ ′0 and consider the equivalent partial ordering ≤′ rooted in
τ ′0. Then the function α
′ : T ′ → [0, 2] defined by α′(τ) = α(τ) +α(τ ′0)− 2α(τ ∧ τ ′0),
where ∧ defines the minimum with respect to ≤, gives a parameterization of the
rooted, nonmetric tree (T ,≤′). We may therefore define a (nonrooted) nonmetric
tree T to be parameterizable if (T ,≤) is parameterizable for any choice of root.
It follows easily that a nonmetric tree T is parameterizable iff its completion
T¯ is. We do not know if there exists a non-parameterizable nonmetric tree. All
nonmetric trees we consider in this monograph will be parameterizable.
A morphism of parameterized trees between (T1, α1) and (T2, α2) is a morphism
Φ : T1 → T2 of the underlying rooted, nonmetric trees, such that α2 ◦Φ = α1. If Φ
is moreover a bijection then it is an isomorphism of parameterized trees and we say
that (T1, α1) and (T2, α2) are isomorphic. Of course Φ is then also an isomorphism
of the underlying (rooted) nonmetric trees T1 and T2.
Example 3.6. Fix a set X and set T = X × [0,∞)/ ∼, where (x, 0) ∼ (y, 0)
for any x, y ∈ X . Then T is a rooted, nonmetric tree under the partial ordering ≤
defined by (x, s) ≤ (y, t) iff either s = t = 0, or x = y and s ≤ t.
Given g : X → (0,∞) define a parameterization αg : T → [0,∞) on T by
αg(x, s) = g(x)s. The identity map (T , αg) → (T , αh) is then an isomorphism of
parameterized trees iff g ≡ h.
3.1.4. The weak topology. A nonmetric tree carries a natural weak topology
defined as follows. If ~v ∈ Tτ is a tangent vector at a point τ ∈ T , set
U(~v) := {σ ∈ T \ {τ} ; σ represents ~v}.
Then the weak topology is generated by the sets U(~v) (i.e. the open sets are unions
of finite intersections of such sets).
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We shall study the weak topology in more detail in Section 7.2, but let us
summarize the main features. The weak topology is Hausdorff. Any complete
subtree S of T is weakly closed in T and the injection S → T is an embedding.
In particular, any segment γ = [τ, τ ′] in T is closed, and the induced topology on
γ coincides with the standard topology on [0, 1] under the identification of γ with
the latter set. However, the branching of a nonmetric tree does play an important
role for the weak topology:
Example 3.7. Let T = X × [0.∞[ / ∼ be as in Example 3.6. Assume that
X is infinite and pick a sequence (xn)
∞
1 of distinct elements of X . Then (xn, 1)
converges weakly to the root (x, 0) as n→∞.
See Proposition 7.5 for a precise criterion of weak sequential convergence. In
Section 7.2 we shall prove that any parameterizable, complete, nonmetric tree is
weakly compact. Note that a nonmetric tree T which is not complete cannot be
weakly compact: a sequence in T that increases (with respect to some choice of
partial ordering) to an element in T¯ \ T cannot have a convergent subsequence.
Proposition 3.8. If α : T → [0,∞) is a parameterization of a rooted, non-
metric tree, then the function α is weakly lower semicontinuous.
Proof. We have to show that the superlevel set Tt = {τ ; α(τ) > t} is open
for every t. Consider t such that Tt is nonempty and pick τ ∈ Tt. Pick τ ′ < τ with
α(τ ′) ≥ t and let ~v be the tree tangent vector at σ′ represented by τ . Then U(~v) is
an open neighborhood of τ on which α > t. This completes the proof. 
Remark 3.9. The function α is not weakly continuous in general as can be
seen from Example 3.6 with g ≡ 1 and X an infinite set. See also Propositions 3.31
and 3.47.
3.1.5. Metric trees. Closely connected to parameterized trees are metric
trees .2 These are metric spaces in which every two points is joined by a unique
arc, or segment, and this segment is isometric to a real interval. It is known [MO]
that a metrizable topological space is a metric tree (i.e. admits a compatible metric
under which it becomes a metric tree) iff it is uniquely pathwise connected and
locally pathwise connected.
Roughly speaking, metric trees are to parameterized trees what nonmetric trees
are to rooted, nonmetric trees. Let us make this precise. First, a metric tree
(T , d) gives rise to a nonmetric tree. Indeed, fix τ0 ∈ T (the root) and define a
partial ordering ≤ on T : τ ≤ τ ′ iff τ belongs to the segment between τ0 and τ ′.
Clearly (T1)-(T3) hold. Moreover, different choices of τ0 give rise, by the very
definition, to equivalent partial orderings on T . Thus T is naturally a (nonrooted)
nonmetric tree. We say that the metric d on T is compatible with the nonmetric
tree structure.
Second, if (T , d) is a metric tree, then given any choice of root τ0 ∈ T , the
function α : T → [0,∞) defined by α(τ) = d(τ, τ0) gives a parameterization of the
rooted, nonmetric tree (T ,≤).
Conversely, consider a rooted, nonmetric tree (T ,≤) with a parameterization
α : T → [0, 1]. Define a function d : T × T → [0, 2] by
d(σ, τ) = (α(σ) − α(σ ∧ τ)) + (α(τ) − α(σ ∧ τ)).
2Metric trees are normally called R-trees in the literature but this terminology would not be
precise enough for our purposes.
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Proposition 3.10. (T , d) is a metric tree.
Proof. It is straightforward to verify that (T , d) is a metric space in which
every two points is joined by an arc isometric to a real interval. What remains to
be seen is that there is a unique arc between any two points in T . For this, consider
a continuous injection ı : I → (T , d) of a real interval I = [t1, t2] into T , and let
τi = ı(ti). By declaring τ1 to be the root of T , we may suppose τ1 ≤ τ2. Define
π(t) = ı(t) ∧ τ2, and suppose π−1{t} has an interior point for some t ∈ I. If [a, b],
a < b denotes a non trivial connected component of π−1{t}, the tree structure of
T implies ı(a) = ı(b). This contradicts the injectivity of ı. From the fact that
the preimage by π of any point in [τ1, τ2] has empty interior, we infer that ı maps
I into the segment [τ1, τ2]. The injectivity of ı then gives that ı is an increasing
homeomorphism of I onto [τ1, τ2]. This completes the proof. 
If a metric tree T is complete as a nonmetric tree, then (T , d) is a complete
metric space for every compatible tree metric d on T . As a partial converse, if a
nonmetric tree T admits a compatible, complete tree metric d of finite diameter,
then T is complete as a tree. Notice, however, that R with its standard metric is
complete as a metric space but not as a nonmetric tree.
If a metric tree T has finite diameter, then the completion of T as a metric
space agrees with the completion of T as a nonmetric tree. Moreover, it is always
possible to find an equivalent metric in which T has finite diameter.
3.1.6. Trees from ultrametric spaces. There is a natural way to construct
trees from ultrametric spaces. This procedure will be used to illustrate the connec-
tion between quasimonomial valuations and curves in Section 3.8.
Recall that a metric d on a space X is an ultrametric if it satisfies the stronger
triangle inequality d(x, y) ≤ max{d(x, z), d(y, z)} for any x, y, z ∈ X .
Let (X, dX) be an ultrametric space of diameter 1. Define an equivalence
relation ∼ on X × (0, 1) by declaring (x, s) ∼ (y, t) iff d(x, y) ≤ s = t. Note that
(x, 1) ∼ (y, 1) for any x, y. The set TX of equivalence classes is a nonmetric tree
rooted at (x, 1) under the partial order (x, s) ≤ (y, t) iff d(x, y) ≤ s ≥ t. It is
a metric tree under the metric defined by d((x, s), (x, t)) = |s − t| and d(σ, τ) =
d(σ, σ ∧ τ) + d(τ, σ ∧ τ) for general σ, τ ∈ TX . It can also be parameterized by
declaring α(x, t) = t−1.
If the diameter of any ball of radius r equals r (!), then we may think of
(x, t) ∈ TX as the closed ball of radius t in X centered at x.
3.1.7. Trees from simplicial trees. Next we show how the classical notion
of simplicial tree fits into our framework.
Recall that a simplicial tree is a set V (vertices) together with a collection E
(edges) of subsets of V of cardinality 2, such that the following holds: for any two
distinct vertices σ, τ ∈ V there exist a unique sequence σ = σ0, σ1, . . . , σn = τ of
distinct vertices such that {σi−1, σi} ∈ E for all i = 1, . . . , n. We write [σ, τ ] =
{σi}n0 . A rooted simplicial tree is a triple (V,E, τ0) consisting of a simplicial tree
(V,E) together with a marked vertex τ0 ∈ E (the root).
If (V,E, τ0) is a rooted, simplicial tree, then we can define a partial ordering
on V by declaring τ ≤ τ ′ iff [τ0, τ ] ⊂ [τ0, τ ′]. It is straightforward to verify that
(V,≤) is a rooted, nonmetricN-tree in the sense of Section 3.1.1. Conversely, to any
rooted, nonmetricN-tree (T ,≤) we can associate a rooted, simplicial tree (V,E, τ0)
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as follows: V = T , τ0 is the root of T , and {τ, τ ′} ∈ E iff the segment [τ, τ ′] in
T contains exactly two elements. One easily verifies that (V,E, τ0) is a rooted
simplicial tree, and that the two operations just defined are inverse to each other.
Moreover, changing the root of (V,E, τ0) leads to an equivalent partial ordering
on T = V , and vice versa. We thus conclude that (rooted) simplicial trees can be
identified with (rooted) nonmetric N-trees.
Notice that any rooted, nonmetricN-tree (T ,≤) has a unique parameterization
α : T → N satisfying α(τ0) = 1: this is given by α(τ) = #{σ ≤ τ}.
To any rooted (nonmetric) N-tree (TN,≤) with root τ0 we can associate a
rooted, nonmetric R-tree (TR,≤) by “adding the edges” as follows: we set
TR = {(τ0, 0)} ∪ ((TN \ {τ0})× ]− 1, 0])
and define the partial ordering on TR by lexicographic ordering: (τ, s) ≤ (τ ′, s′) iff
τ < τ ′ or τ = τ ′ and s ≤ s′. It is straightforward to verify that TR is a nonmetric
R-tree rooted in (τ0, 0). Notice that TR naturally contains TN ≃ TN × {0} as a
subset. In fact, TR is the minimal rooted, nonmetric R-tree with this property.
We leave it to the reader to make the last statement precise, as well as to verify
that equivalent partial orderings on TN give rise to equivalent partial orderings on
TR. Finally notice that the canonical parameterization α : TN → N extends to a
parameterization α : TR → R+ by setting α(τ, s) = α(τ) + s.
3.1.8. Trees from Q-trees. As we show in this section, there is a natural
way of passing from a Q-tree to an R-tree by “adding irrational points”. This
construction will be used in Section 6.1.
First, notice that definition of Q-trees does not involve any arithmetic prop-
erties of the set Q but only its structure as a totally ordered set. As such, it is
characterized by
Lemma 3.11. A totally ordered set Λ is isomorphic to an interval in Q iff Λ
is countable and has no gaps in the sense that if λ, λ′ ∈ Λ and λ < λ′ then there
exists λ′′ ∈ Λ with λ < λ′′ < λ′.
Proof. Clearly any interval in Q has the stated property. For the converse, fix
a countable, totally ordered set Λ with no gaps. We wish to show it is isomorphic
to an interval in Q. There is no loss of generality in assuming that Λ contains
its infimum and supremum. The proposition will follow if we can produce an
isomorphism χ from Λ onto the set D of dyadic rational numbers in [0, 1], i.e.
0,1 and all numbers of the form i/2j, j ≥ 1, 0 < i < 2j . Indeed, we can then
post-compose with an isomorphism from D onto [0, 1] ∩Q.
Let (λn)
∞
0 be an enumeration of Λ. Assume that λ0 = minΛ and λ1 = maxΛ.
Set χ(λ0) = 0 and χ(λ1) = 1. Inductively, suppose n ≥ 2 and that we have defined
χ(λm) for m < n in an order-preserving way. Define λ
′ = max{λm ; m < n, λm <
λn} and λ′′ = min{λm ; m < n, λm > λn}. Then pick χ(λn) to be a dyadic rational
in ]0, 1[ with minimal denominator such that χ(λ′) < χ(λ) < χ(λ′′).
It is clear that this gives an order-preserving mapping of Λ into the set D. The
fact that it is onto follows from the assumption that Λ has no gaps. 
We now formulate the way in which a Q-tree is canonically embedded in an
R-tree.
Proposition 3.12. Given a rooted, nonmetric Q-tree TQ there exists a rooted,
nonmetric R-tree TR and an order-preserving injection ı : TQ → TR such that:
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(i) ı(TQ) is weakly dense in TR;
(ii) every point in TR \ ı(TQ) is a regular point of TR;
(iii) if ı′ : TQ → T ′R is an order-preserving injection into another rooted, non-
metric R-tree with weakly dense image, then there exists an injective mor-
phism Φ : TR → T ′R of rooted, nonmetric trees such that Φ ◦ ı = ı′ and
such that Φ extends to an isomorphism of rooted, nonmetric trees between
the completions of TR and T ′R.
Moreover, given a parameterization αQ : TQ → Q+ of TQ there exists a unique
parameterization αR : TR → R+ such that αR ◦ ı = αQ.
Proof. We first show how to define TR and ı. Define TR as the set of equiv-
alence classes [I•] of decreasing sequences I• = (In)∞0 of closed segments in TQ
so that ∩n≥0In contains at most one point. Here I• and J• are equivalent iff for
every n there exists m such that Im ⊂ Jn and Jm ⊂ In. Further, if σ ∈ TQ,
then ı(σ) ∈ TR is defined to be the equivalence class containing I• = (In)∞0 , where
In = [σ, σ] for all n.
Let us show that TR is naturally a rooted nonmetric R-tree, i.e. that it admits
a natural partial ordering satisfying (T1)-(T3). This partial ordering is defined as
follows: [I•] ≤ [J•] iff there exist increasing sequences (nk)∞1 , (mk)∞1 and, for every
k, elements σk ∈ Ink , τk ∈ Jmk with σk ≤ τk. We leave it to the reader to verify
that this is well-defined and that ı : TQ → TR is an order-preserving injection. If
σ0 is the root of TQ, then clearly ı(σ0) is the unique minimal element of TR, so
TR satisfies (T1). We now consider (T2). We have to show that if [I•] ∈ TR, then
{[J•] ∈ TR ; [J•] ≤ [I•]} is a totally ordered set isomorphic to a real interval. First
suppose [I•] = ı(σ) for some σ ∈ TQ. The segment [σ0, σ] is a totally ordered set
isomorphic to [0, 1] ∩Q. But it is well-known that if we perform the construction
above on the nonmetric Q-tree [0, 1] ∩ Q, then we end up with [0, 1] ∩R. Hence
we are done in this case. If [I•] is not of the form ı(σ), then there still exists a
decreasing sequence σn in TQ such that ı(σn) decreases to [I•]. Then {[J•] ≤ [I•]}
is isomorphic to the intersection of real intervals [0, sn] ⊂ R, where (sn)∞1 is a
decreasing sequence of real numbers with s∞ = lim sn > 0. As {[J•] ≤ [I•]} has a
maximal element, it must be isomorphic to the real interval [0, s∞].
Thus (T2) holds. Instead of proving (T3) we prove the equivalent state-
ment (T3’) in Remark 3.3. Consider a totally ordered subset SR ⊂ TR without
upper bound in TR. We may assume that SR is full. Then SQ := ı−1(SR) is a
nonempty, totally ordered subset of TQ without upper bound. Since TQ is a Q-tree,
there exists an increasing sequence (σn) in SQ without upper bound in TQ. Then
it is easy to see that (ı(σn)) is an increasing sequence in SR without upper bound
in TR.
We conclude that TR is anR-tree. It follows from the construction that γ∩ı(TQ)
is weakly dense in γ for every segment γ ⊂ TR, where γ is equipped with the
topology induced from R. Hence ı(TQ) is weakly dense in TR. That all points of
TR \ ı(TQ) are regular points of TR is clear from the construction. Thus we have
proved (i) and (ii).
Finally, suppose ı′ is an order-preserving injection of TQ into an R-tree T ′R
with weakly dense image. Let us construct the mapping Φ : TR → T ′R as in (iii).
The construction is based on the following result, the proof of which is left to the
reader:
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Lemma 3.13. If X and Y are countable dense subsets of the real interval [0, 1]
and χ : X → Y is an order-preserving bijection, then χ extends uniquely to an
order-preserving bijection (i.e. an increasing homeomorphism) of [0, 1] onto itself.
We continue the proof of the proposition. The fact that ı′(TQ) is weakly dense
in T ′R implies that the root of T ′R is ı′(σ0), and that ı′([σ0, σ]) is dense in the
segment [ı′(σ0), ı(σ)] in T ′R for any σ ∈ TQ (this uses the fact that TQ is a Q-tree
and does not follow from the fact that ı′(TQ) is a weakly dense subset of T ′R).
Lemma 3.13 then implies that for any σ ∈ TQ there is a unique order-preserving
bijection Φσ : [ı(σ0), ı(σ)] → [ı′(σ0), ı′(σ)] such that Φσ ◦ ı = ı′ on [σ0, σ]. These
bijections patch together to form an order-preserving injection Φ : TR → T ′R with
Φ◦ ı = ı′ on TQ. Since ı′(TQ) is dense in T ′R, Φ extends to an isomorphism of rooted
trees between the completions of TR and T ′R, completing the proof of (iii).
Finally, the fact that any parameterization of TQ extends uniquely to a param-
eterization of TR is again a consequence of Lemma 3.13. 
3.2. Nonmetric tree structure on V
We now show that the natural partial ordering on valuation space V turns it
into a rooted, nonmetric tree, the valuative tree, and describe its structure.
3.2.1. Partial ordering. Recall that we have normalized the valuations in V
by ν(m) = 1 and that the partial ordering ≤ on V is given by ν ≤ µ iff ν(φ) ≤ µ(φ)
for all φ ∈ R. The multiplicity valuation is given by νm(φ) = m(φ).
Theorem 3.14. Valuation space V is a complete nonmetric tree rooted at νm.
The general properties of nonmetric trees then give:
Corollary 3.15. Any subset of V admits an infimum.
Remark 3.16. If (νi) are valuations in V , then the infimum ν := ∧νi ∈ V can
be constructed using the following properties: ν(φ) = infi νi(φ) for all irreducible
φ ∈ m and ν(φψ) = ν(φ) + ν(ψ) for all φ, ψ ∈ m.
This construction does not work on more general rings. For instance, consider
monomial valuations νi, i = 1, 2, 3 on C[[x1, x2, x3]] defined by νi(xj) = 3 if i 6=
j and νi(xi) = 1. Define ν = mini νi by the construction above and consider
φ = x1x2 − x2x3 + x3x1, ψ = x1x2 + x2x3 − x3x1. Then ν(φ) = ν(ψ) = 4 but
ν(φ+ ψ) = 2, so ν is not a valuation.
A similar calculation shows that the natural partial ordering on the set of
normalized valuations on C[[x1, x2, x3]] does not define a tree structure.
Any invertible formal mapping f : (C2, 0) → (C2, 0) induces a ring automor-
phism f∗ : R→ R. Since f∗m = m, we have an induced mapping f∗ : V → V given
by f∗(ν)(φ) = ν(f∗φ). If µ ≤ ν, then clearly f∗µ ≤ f∗ν. Hence we get:
Proposition 3.17. Any invertible formal mapping f : (C2, 0) → (C2, 0) in-
duces an isomorphism f∗ : V → V of rooted, nonmetric trees.
We now turn to the proof of Theorem 3.14. It is proved by describing the
partial ordering on V in terms of SKP’s:
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Proposition 3.18. Let ν and ν′ be valuations in V, ν 6= ν′. Pick local co-
ordinates (x, y) such that 1 = ν(x) = ν′(x) ≤ min{ν(y), ν′(y)}. Write ν =
val[(Uj); (β˜j)] and ν
′ = val[(U ′j); (β˜
′
j)]. Then ν < ν
′ iff
length(ν′) ≥ length(ν) =: k <∞, Uj = U ′j for 0 ≤ j ≤ k and β˜′k ≥ β˜k.
As a direct consequence, the infimum of any family of normalized valuations
exists and is computable in terms of SKP’s, at least as long as we can choose the
coordinates (x, y) conveniently.
Corollary 3.19. Let (νi)i∈I be a family of valuations in V and suppose we
can find local coordinates (x, y) such that 1 = νi(x) ≤ νi(y) for all i ∈ I. Write
νi = val[(U ij); (β˜
i
j)]. Then the infimum of the ν
i exists and is given in terms of
SKP’s by ∧
i∈I
νi = val[(Uj)
k
0 ; (β˜j)
k−1
0 , inf
i∈I
β˜ik],
where 1 ≤ k <∞ is maximal such that U ij = U i
′
j =: Uj for 0 ≤ j ≤ k and i, i′ ∈ I,
and β˜ij = β˜
i′
j =: β˜j for 0 ≤ j < k and i, i′ ∈ I.
Proof of Proposition 3.18. First suppose the three displayed conditions
hold. Then property (Q2) of Theorem 2.8 implies ν′ ≥ ν0 = val[(Uj)k0 ; (β˜j)k−10 , β˜′k].
But ν0 ≥ ν, so ν′ ≥ ν.
Conversely assume val[(U ′j); (β˜
′
j)] = ν
′ > ν = val[(Uj)k0 ; (β˜j)
k
0 ] with 1 ≤ k ≤ ∞.
Let us show inductively that U ′j = Uj for j ≤ k. This is true by definition for
j = 0, 1. Assume we proved it for j < k. Define νj−1 = val[(Ul)
j−1
0 ; (β˜l)
j−1
0 ]. Then
ν′(Uj) ≥ ν(Uj) > νj−1(Uj). Hence Theorem 2.29 implies U ′j = Uj . Finally, k <∞
(or else ν = ν′) and β˜′k = ν
′(Uk) ≥ ν(Uk) = β˜k. 
Proof of Theorem 3.14. It is clear that (V ,≤) is a partially ordered set
with unique minimal element νm. Thus (T1) holds.
To prove (T2), fix ν ∈ V with ν > νm. We will show that the set I = {µ ; νm ≤
µ ≤ ν} is a totally ordered set isomorphic to an interval in R+.
We may pick local coordinates (x, y) such that 1 = ν(x) ≤ ν(y). Write ν =
val[(Uj)
k
0 ; (β˜j)
k
0 ]. First assume k < ∞. Set dj = degy(Uj) for 1 ≤ j ≤ k and
d0 = ∞ by convention. Recall that the sequence (β˜j/dj) is strictly increasing (see
Lemma 2.4). We claim that I is isomorphic to the interval J = [1, β˜k/dk]. To see
this, pick t ∈ J . There exists a unique integer l ∈ [1, k] such that β˜l−1/dl−1 < t ≤
β˜l/dl. Set νt = val[(Uj)
l
0; (β˜j)
l−1
j=0, tdl]. Proposition 3.18 then shows that this gives
an isomorphism from J onto I. The case k =∞ is treated in a similar way.
As for (T3), it is easier to prove the equivalent statement (T3’) given in Re-
mark 3.3. Moreover (T3’) clearly follows if we can prove that every totally ordered
subset of V has a majorant in V . This will in fact also prove that V is a complete
tree. Thus consider such a totally ordered subset S ⊂ V . We may pick local co-
ordinates (x, y) such that 1 = ν(x) ≤ ν(y) for every ν ∈ S. By Proposition 3.18
the SKP defining ν ∈ S has a length that is a nondecreasing function of ν. When
length ν →∞, Theorem 2.22 shows that ν tends to a curve valuation or an infinitely
singular valuation dominating all the ν’s. Otherwise length ν is constant for large
ν, ν ∈ S, and we can write ν = val[(Uj)n0 ; (β˜j)n−10 , β˜(ν)n ]. By Proposition 3.18, β˜(ν)n
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is an increasing function of ν, hence is dominated by some β˜n ∈ R+. The valuation
µ = val[(Uj)
n
0 ; (β˜j)
n
0 ] dominates all the ν’s. Thus V is a complete tree. 
3.2.2. Dendrology. We now undertake a more detailed study of the non-
metric tree structure on valuation space. Recall from Section 2.2 that we have
classified the valuations in V into four categories: divisorial, irrational, infinitely
singular and curve valuations. Moreover, we called a valuation quasimonomial if it
is either divisorial or irrational; see Definition 2.23.
This classification was defined in terms of SKP’s and a priori depended on a
choice of local coordinates. We saw in Theorem 2.28 that the classification could
also be formulated in terms of numerical invariants and in particular did not depend
on coordinates. Here we show how the nonmetric tree structure interacts with the
classification.
Proposition 3.20. The rooted, nonmetric tree structure on valuation space V
has the following properties:
(i) the root of V is the multiplicity valuation νm;
(ii) the ends of V are the infinitely singular and curve valuations;
(iii) any tangent vector in V is represented by a curve valuation as well as by
an infinitely singular valuation;
(iv) the regular points of V are the irrational valuations;
(v) the branch points of V are the divisorial valuations. Further, the tangent
space at a divisorial valuation is in bijection with P1.
Remark 3.21. The bijection in (v) will be made much more precise in Appen-
dix B. In particular we will show that each tangent vector has an interpretation
both as a point on a rational curve and as a Krull valuation.
Remark 3.22. The nonmetric tree structure on V does not allow us to distin-
guish between a curve valuation and an infinitely singular valuation. In Section 3.4
we will define the multiplicity of a valuation. This multiplicity is an increasing
function on V with values in N and the infinitely singular valuations are the ones
with infinite multiplicity.
Proof of Proposition 3.20. We have already proved (i). For (ii), let ν ∈ V
be quasimonomial and pick local coordinates (x, y). Then ν = val[(Uj)
k
0 ; (β˜j)
k
0 ],
with k <∞ and β˜k <∞. By Proposition 3.18, ν is dominated by any valuation of
the form val[(Uj)
k
0 ; (β˜j)
k−1
0 , β˜
′
k], where β˜
′
k > β˜k. Thus no quasimonomial valuation
is an end in V . The same proposition also shows that no valuation with an SKP
of infinite length or with length k <∞ and β˜k =∞ can be dominated by another
valuation. Thus curve valuations and infinitely singular valuations are ends in V ,
proving (ii).
The proof of (iii) is similar. Indeed, consider ν ∈ V and a tangent vector ~v
at ν. First assume ~v is not represented by νm. By (ii), ν is then quasimonomial
and ~v is represented by another quasimonomial valuation µ. Pick local coordi-
nates (x, y) and write µ = val[(Uj)
k
0 ; (β˜j)
k
0 ], where k, β˜k <∞. The curve valuation
val[(Uj)
k
0 ; (β˜j)
k−1
0 ,∞] then dominates µ and hence represents ~v. We can also con-
struct an infinitely singular valuation dominating µ: pick β˜′k ∈ Q with β˜′k ≥ β˜k and
inductively extend the SKP [(Uj)
k
0 ; (β˜j)
k−1
0 , β˜
′
k] to an infinite SKP [(Uj)
∞
0 ; (β˜
′
j)
∞
0 ]
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Figure 3.1. The nonmetric tree structure on the valuative tree V .
The valuations marked by dots are, from left to right: the multi-
plicity valuation νm, an irrational valuation, a divisorial valuation,
an infinitely singular valuation and a curve valuation.
where β˜′j = β˜j for 0 ≤ j < k and such that dj := degy(Uj) → ∞. The valuation
val[(Uj)
∞
0 ; (β˜
′
j)
∞
0 ] is infinitely singular and dominates µ; hence it represents ~v.
If ~v if represented by νm, then ν 6= νm. Assume the local coordinates have
been picked so that ν(y) ≥ ν(x) = 1. By Corollary 3.19 the curve valuation νx
with SKP [(x, y); (∞, 1)] represents a tangent vector ~w at νm different from the one
represented by ν. From the preceding argument, ~w is represented by both a curve
valuation (e.g. νy) and by an infinitely singular valuation. These valuations then
also represent the tangent vector ~v. Thus we have proved (iii).
Next consider a quasimonomial valuation ν and a tangent vector ~v ∈ Tν rep-
resented by a curve valuation νC . First assume that νC ∧ ν < ν. Then the segment
]ν, νC ] intersects ]ν, νm] at νC ∧ ν so ~v is the tangent vector represented by νm.
Otherwise, νC > ν. First suppose ν is irrational. We claim that all curve
valuations νC with νC > ν represent the same tangent vector. Indeed, in general, if
νC and νD are distinct curve valuations, it follows from Corollary 3.19 that νC ∧νD
is divisorial. Thus if νC , νD > ν and ν is irrational, then νC ∧ νD > ν so νC and
νD represent the same tangent vector at ν. This proves (iv).
When ν is divisorial, write ν = val[(Uj)
k
0 , (β˜j)
k
0 ] with k < ∞ and β˜k ∈ Q.
For µ > ν, either µ(Uk) > ν(Uk) = β˜k, or µ(Uk) = β˜k. In the former case, µ
represents the same vector as ν∞ = val[(Uj)k0 , (β˜j)
k−1
0 ,∞]. In the latter case, The-
orem 2.8 (Q2) shows that there exists a polynomial Uk+1 = U
nk
k −θ
∏k−1
0 U
mkj
j with
θ = θ(µ) ∈ C∗, such that if φ ∈ R then µ(φ) > ν(φ) iff Uk+1 divides φ in grµC(x)[y].
Define νθ = νUk+1 and β˜k+1 = µ(Uk+1). Then µ∧νθ ≥ val[(Uj)k+10 , (β˜j)k+10 ] > ν so
that µ and νθ define the same tangent vector. Conversely νθ ∧ νθ′ = ν as soon as
θ 6= θ′. The set of tangent vectors at ν is hence in bijection with {νm, ν∞, νθ}θ∈C∗
which is in bijection with P1, proving (v). 
3.2.3. A model tree for V. The identification of valuations with SKP’s gives
an explicit model for the tree structure on V . Namely, let T be the set consisting
of (0) and of pairs (s¯, θ¯) with s¯ = (s1, . . . , sm+1), θ¯ = (θ1, . . . , θm), 0 ≤ m ≤ ∞,
sj ∈ Q∗+ for 1 ≤ j < m + 1, sm+1 ∈ (0,∞] if m < ∞, θj ∈ C∗. Define a partial
ordering on T by (s¯, θ¯) ≤ (s¯′, θ¯′) iff m ≤ m′, sj = s′j and θj = θ′j for j < m and
sm ≤ s′m, and by declaring (0) to be the unique minimal element. Then (T ,≤) is
a complete nonmetric tree rooted in (0).
Define ı : T → V as follows. Fix local coordinates (x, y). First set ı(0) = νx. If
(s¯, θ¯) ∈ T , then set β˜0 = 1/min{1, s1}, β˜1 = s1/min{1, s1}, and define, inductively,
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nk = min{n ; nβ˜k ∈
∑k−1
0 β˜jZ} and β˜k+1 := nkβ˜k + sk+1. Define Uk by (P2) and
set ı(s¯, θ¯) := val[(Uk); (β˜k)]. Proposition 3.18 shows that ı is an isomorphism of
nonmetric trees.
The map ı is in fact an isomorphism of rooted nonmetric trees if we take νx to
be the root of V . We shall study this situation more closely in Section 3.9.
3.3. Parameterization of V by skewness
While the nonmetric tree structure on V induced by the partial ordering is
quite appealing, it only reflects some of the features of the valuative tree. For
applications it is crucial to parameterize V . As we will see, there are two canonical
parameterizations. Here we will discuss the parameterization by skewness. The
second one—thinness—will be introduced in Section 3.6 after we have defined the
concept of the multiplicity of a valuation.
3.3.1. Skewness. We first introduce a new invariant of a valuation. It mea-
sures in an intrinsic way how far the valuation is from the multiplicity valuation
νm.
Definition 3.23. For ν ∈ V , define the skewness α(ν) ∈ [1,∞] by
α(ν) := sup
{
ν(φ)
m(φ)
; φ ∈ m
}
. (3.1)
This quantity is an invariant of a valuation, in the following sense:
Proposition 3.24. If f : (C2, 0) → (C2, 0) is an invertible formal map, and
f∗ : V → V the induced map, then α(f∗ν) = α(ν) for any ν ∈ V.
Proof. This is immediate since
α(f∗ν) = sup
φ∈m
ν(f∗φ)
m(f∗φ)
= sup
ψ∈m
ν(ψ)
m(ψ)
= α(ν).

A main reason why skewness is useful is the following result that will be used
repeatedly in the sequel.
Proposition 3.25. For any valuation ν ∈ V and any irreducible φ ∈ m we
have
ν(φ) = α(ν ∧ νφ)m(φ).
In particular ν(φ) ≤ α(ν)m(φ) with equality iff νφ ≥ ν.
3.3.2. Parameterization. As the following result asserts, skewness provides
a good parameterization of the valuative tree.
Theorem 3.26. Skewness defines a parameterization α : V → [1,∞] of the
valuative tree V rooted in the multiplicity valuation νm. Moreover:
(i) if ν is a divisorial valuation, then α(ν) is rational;
(ii) if ν is an irrational valuation, then α(ν) is irrational;
(iii) if ν is a curve valuation, then α(ν) =∞;
(iv) if ν is infinitely singular, then α(ν) ∈ (1,∞].
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νm ν∧νφ
ν
νφ
Figure 3.2. The value ν(φ) for φ ∈ m irreducible depends on
the multiplicity m(φ) and the relative position of ν and the curve
valuation νφ in the valuative tree V . See Proposition 3.25.
νm νφ,s=νψ,s νφ∧νψ
νφ,t
νφ
νψ
Figure 3.3. Skewness is used to parameterize the segment [νm, νφ]
by νφ,t, 1 ≤ t ≤ ∞. We have νφ,t = νψ,s iff s = t ≤ α(νφ ∧ νψ).
See Theorem 3.26 and Definition 3.27.
It follows that skewness also defines a parameterization α : Vqm → [1,∞).
We refer to Appendix A for a construction of an infinitely singular valuation with
prescribed skewness t ∈ (1,∞].
Definition 3.27. Fix an irreducible curve C and pick t ∈ [1,∞]. We denote
by νC,t the unique valuation in the segment [νm, νC ] having skewness α(ν) = t. If
C = {φ = 0} for φ ∈ m irreducible, then we also write νφ,t = νC,t. See Figure 3.3.
Remark 3.28. The parameterization of V by skewness does not allow us to
distinguish between curve valuations associated to smooth and singular curves since
both have infinite skewness, as do some infinitely singular valuations. The distinc-
tion will be made in Section 3.4 by the multiplicity function on V .
Before proving the theorem, let us note two additional results.
Corollary 3.29. If ν ∈ V and φ ∈ m is irreducible, then ν ≥ νφ,t, where
t = ν(φ)/m(φ).
Proof. By Proposition 3.25 we have t = α(ν ∧ νφ). Since ν ∧ νφ ∈ [νm, νφ] we
must have ν ∧ νφ = νφ,t. Thus ν ≥ νφ,t. 
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Corollary 3.30. If ν ∈ V, φ ∈ m is irreducible and ν(φ) is irrational, then
ν = νφ,t where t = ν(φ)/m(φ).
Proof. Define t = ν(φ)/m(φ). By Corollary 3.29 we have ν ≥ νφ,t. Since νφ,t
is irrational, either equality holds, or else ν ≥ νφ,s for some s > t, in which case
ν(φ) ≥ sm(φ) > tm(φ), a contradiction. 
Proposition 3.31. Skewness α : V → [1,∞] is lower semicontinuous, but not
continuous, in the weak tree topology on V.
Proof. Lower semicontinuity follows from Proposition 3.8 and the fact that
skewness defines a parameterization of V . Consider the sequence νn = νy−nx,2 in
V . We have α(νn) = 2 for all n, but νn → νm and α(νm) = 1. Thus skewness is not
weakly continuous. 
3.3.3. Proofs. The proofs of all the statements about skewness go by trans-
lating them into properties of SKP’s. Hence we first prove
Lemma 3.32. Let ν ∈ V and write ν = val[(Uj)k0 ; (β˜j)k0 ] in coordinates (x, y).
Then the following hold:
(i) if ν is quasimonomial, then α(ν) = d−1k β˜kβ˜0; where dk = degy Uk; in
particular α(ν) is rational iff ν is divisorial;
(ii) if ν is a curve valuation, then α(ν) =∞;
(iii) if ν is infinitely singular, then α(ν) = limj→∞ d−1j β˜j β˜0 ∈ (1,∞].
Proof. If ν = νφ is a curve valuation, then α(ν) ≥ ν(φ)/m(φ) = ∞, which
proves (ii). As for (i) and (iii) note that it suffices to use φ irreducible in (3.1).
Indeed, if ν(φ) ≤ α m(φ) for φ ∈ m irreducible and φ =∏φi is reducible, then
ν(φ) =
∑
i
ν(φi) ≤ α
∑
i
m(φi) = αm(φ).
So assume φ irreducible and write νφ = val[(U
φ
j ); (β˜
φ
j )]. Let l = con(ν, νφ) as
defined in (2.13). Then l ≤ k. Recall that the sequence (d−1j β˜j)k1 is increasing. We
apply Proposition 2.34:
ν(φ)
m(φ)
= d−1l min{β˜l, β˜φl }min{β˜0, β˜φ0 } ≤ sup
j≤k
d−1j β˜j β˜0. (3.2)
If ν is quasimonomial, i.e. k <∞, then equality holds in (3.2) if l = k and β˜φk = β˜k,
proving (i).
If ν is infinitely singular, so that k < ∞, then for any j we may pick φ with
l = j and β˜φl = β˜l. Then ν(φ)/m(φ) ≥ d−1j β˜j β˜0. Letting j →∞ yields (iii). 
Proof of Theorem 3.26. Assertions (i)-(iv) follow from Lemma 3.32. To
show that α defines a parameterization it suffices to show that if ν is an end in
V , i.e. a curve or infinitely singular valuation, then α restricts to an increasing
mapping of [νm, ν[ onto [1, α(ν)[.
Pick local coordinates (x, y) such that ν(x) = 1 ≤ ν(y). In terms of SKP’s,
write ν = val[(Uj)
k
0 ; (β˜j)
k
0 ]. Here either k =∞ or β˜k =∞. Let dl = degy Ul. Recall
that the sequence (β˜l/dl)
k
1 is strictly increasing. By Proposition 3.18 any valuation
µ ∈]νm, ν[ can be written (uniquely) in the form
µ = val[(Uj)
l
0; (β˜j)
l−1
0 , β˜]
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where 1 ≤ l ≤ min{k,∞}, β˜ < ∞ if l = k < ∞, and where d−1l−1dlβ˜l−1 < β˜ ≤ β˜l.
By Lemma 3.32 we have α(µ) = β˜/dl. This easily implies that α is an increasing
bijection of [νm, ν[ onto [1, α(ν)[. 
Proof of Proposition 3.25. Keep the notation of Lemma 3.32 and its proof.
If ν = νφ, then ν ∧ νφ = νφ and the result follows from (ii). Otherwise l :=
con(νφ, ν) <∞ and ν ∧ νφ = val[(Uj)l0; (β˜j)l−10 , β˜], where β˜ = min(β˜l, β˜φl ). Then
α(ν ∧ νφ) = d−1l β˜β˜0 = ν(φ)/m(φ),
which completes the proof. 
Remark 3.33. Skewness is closely related to volume as defined in [ELS]. In-
deed, if we define Vol(ν) = lim supc→∞ 2c
−2 dimCR/{ν ≥ c}, then we have
Vol(ν) = α(ν)−1. (3.3)
We sketch the proof, referring to [ELS, Example 3.15] for details. Write ν =
val[(Uj)
k
0 ; (β˜j)
k
0 ] and suppose for simplicity that k is finite. For any c > 0, a basis for
the vector space R/{ν ≥ c} is given by the monomials U r00 . . . U rkk where 0 ≤ rj < nj
for 1 ≤ j ≤ k − 1, and ∑k0 rj β˜j < c. The number of such monomials is given (up
to a bounded function) by
∏k−1
1 nj · Area{r0 + β˜krk ≤ c ; r0, rk ≥ 0} ≃ dkc2/2β˜k.
This gives (3.3).
3.3.4. Tree metrics. Skewness defines a parameterization of the valuative
tree. As we have seen, there is a close connection between parameterized trees and
metric trees. Here we use this relationship to define natural tree metrics both on
the valuative tree V and on the subtree Vqm consisting of quasimonomial valuations.
We start with the quasimonomial case. For ν, µ ∈ Vqm set
dqm(µ, ν) = (α(µ)− α(µ ∧ ν)) + (α(ν) − α(µ ∧ ν)) . (3.4)
This makes sense since any quasimonomial valuation has finite skewness. As an
immediate consequence of Proposition 3.10 we have
Theorem 3.34. The metric dqm defines a metric tree structure on the set Vqm
of quasimonomial valuations.
As a general valuation can have infinite skewness, (3.4) does not define a metric
on V , at least not in a standard sense. This problem can be resolved by postcom-
posing skewness by a positive, monotone, bounded function on [1,∞]. In view of
a later application (see Theorem 3.57) we use the function α 7→ α−1. Hence we
define
d(µ, ν) =
(
1
α(µ ∧ ν) −
1
α(µ)
)
+
(
1
α(µ ∧ ν) −
1
α(ν)
)
. (3.5)
for any valuations ν, µ in V .
Theorem 3.35. The metric d gives valuation space V the structure of a metric
tree. Further, (V , d) is complete.
Proof. A simple adaptation of the proof of Proposition 3.10 shows that (V , d)
is a metric tree. Completeness of (V , d) follows from completeness of V as a non-
metric tree. 
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Remark 3.36. Proposition 3.24 shows that the metrics d and dqm are invariant
metrics in the sense that if f : (C2, 0)→ (C2, 0) is an invertible formal map, then
the induced maps f∗ : V → V and f∗ : Vqm → Vqm are isometries for (V , d) and
(Vqm, dqm), respectively.
3.4. Multiplicities
Consider the maximal, increasing functionm : V → N such thatm(νC) = m(C)
for every irreducible formal curve C. Concretely, this is given as follows: the
multiplicity m(ν) of a quasimonomial valuation ν ∈ Vqm is defined by
m(ν) = min{m(C) ; C irreducible, νC ≥ ν}.
This multiplicity can be extended to arbitrary valuations in V by observing that
ν 7→ m(ν) is increasing. We then have to allow for the possibility that m =∞.
Proposition 3.37. If µ ≤ ν then m(µ) divides m(ν). Further:
(i) m(ν) =∞ iff ν is infinitely singular;
(ii) m(ν) = 1 iff ν is monomial in some local coordinates (x, y).
Proposition 3.38. The multiplicity function m : V → N is lower semicontin-
uous, but not continuous, in the weak topology on V.
We postpone the proofs to the end of this section.
We also define m(~v) for a tangent vector ~v ∈ Tν as follows: if ~v is represented
by νm, then m(~v) := m(ν). Otherwise, m(~v) is the minimum of m(C) over all
νC representing ~v. As there are uncountably many tangent vectors at a divisorial
valuation, it is useful to know that their multiplicities are well behaved:
Proposition 3.39. Let ν be a divisorial valuation. Then there exists a positive
integer b(ν) divisible by m(ν) such that exactly one of the following holds:
(i) all tangent vectors at ν share the same multiplicity m(ν); in this case we
set b(ν) = m(ν);
(ii) among the tangent vectors at ν, there are exactly two with multiplicity
m(ν) and one of them is determined by νm; all other tangent vectors at ν
share a common multiplicity b(ν) > m(ν).
Definition 3.40. We call b(ν) the generic multiplicity of ν.
Remark 3.41. As we shall show in Chapter 6, the generic multiplicity b =
b(ν) has the following geometric interpretation. There exists a composition of
blowups π : X → (C2, 0) and an irreducible component E of the exceptional divisor
π−1(0) such that π∗ divE = b ν. Moreover, if C is an irreducible curve whose strict
transform intersects E transversely at a point of E which is smooth on π−1(0), then
C has multiplicity m(C) = b. The situation b(ν) = m(ν) happens exactly when
π = π′ ◦ π˜ and E is the exceptional divisor of the blowup π˜ of a smooth point on
(π′)−1(0).
Let us now turn to the proofs of Propositions 3.37, 3.38 and 3.39. They all rely
on a translation to statements about SKP’s.
Lemma 3.42. Consider a valuation ν ∈ V and pick local coordinates (x, y)
such that 1 = ν(x) ≤ ν(y). Write ν = val[(Uj)k0 ; (β˜j)k0 ], 1 ≤ k ≤ ∞. Then the
multiplicity m(ν) is the maximum of the degree in y of the polynomials Uj.
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Proof. By Lemma 2.5 we know that m(Uj) = dj = degy Uj , which is an
increasing function in j. The result then follows easily from the definition of m(ν)
and from Proposition 3.18. The details are left to the reader. 
Proof of Proposition 3.37. First pick µ ≤ ν. Write ν = val[(Uj)k0 ; (β˜j)k0 ],
1 ≤ k ≤ ∞. By Proposition 3.18, we have ν = val[(Uj)k′0 ; (β˜j)k
′−1
0 , β˜
′
k′ ], with k
′ ≤ k
and β˜′k′ ≤ β˜k′ . By Lemma 3.42 and Lemma 2.4, we get m(µ) =
∏k′−1
0 nj and
m(ν) =
∏k−1
0 nj . Whence m(µ) divides m(ν).
Definition 2.23 and Lemma 3.42 immediately imply that m(ν) = ∞ iff ν is
infinitely singular. Thus (i) holds.
As for (ii) it is clear that if ν is monomial in coordinates (x, y), then ν ≤ νx
or ν ≤ νy, which implies m(ν) = 1. Conversely, suppose that m(ν) = 1. Pick an
irreducible formal curve C such that νC ≥ ν and m(C) = m(ν) = 1. We may then
pick local coordinates (x, y) with C = {y = 0}. Thus νC = νy. For each t ∈ [1,∞],
let νt be the monomial valuation in coordinates (x, y) with νt(x) = 1, νt(y) = t in
the sense of (2.4). It is then clear that νt ≤ νy and that α(νt) has skewness t. As
V is a tree, νt = νy,t. This shows that all valuations in the segment [νm, νy] are
monomial. In particular ν is monomial. 
Proof of Proposition 3.38. We first show that m is lower semicontinuous
on each segment of V . Pick an increasing sequence of valuations νn → ν. We
want to prove m(ν) = limm(νn). To do so write ν = val[(Uj)
k
0 ; (β˜j)
k
0 ]. Then
Proposition 3.18 imply that for n large enough, νn = val[(Uj)
k
0 ; (β˜j)
k−1
0 , β˜
n
k ] with
β˜nk increasing to β˜k. We conclude by Lemma 3.42 above.
Lower semicontinuity on all of V is then proved in much the same way as
Proposition 3.8. We have to show that the superlevel set {ν ; m(ν) > t} is weakly
open for any real t. Pick any ν0 ∈ V with m(ν0) > t. If ν0 = νm, then t < 1 and
m(ν) > t for all ν ∈ V . Hence suppose ν0 6= νm. Since m is lower semicontinuous
and increasing on the segment [νm, ν0], we may find µ < ν such that m(µ) =
m(ν0) > t. Let ~v be the tangent vector at µ represented by ν0. Then m > t on the
open neighborhood U(~v) of ν0.
Thus m is lower semicontinuous. The example νn = ν(y+nx)2+x3 in coordinates
(x, y) shows that it is not continuous: m(νn) = 2, νn → νm but m(νm) = 1. 
Proof of Proposition 3.39. We use the description of the tgt space at a
divisorial valuation in terms of SKP’s that is given in the proof of Proposition 3.18.
Fix a divisorial valuation ν = val[(Uj)
k
0 ; (β˜j)
k
0 ]. Let nk = min{l ; lβ˜k ∈
∑k−1
0 Zβ˜j},
and write nkβ˜k =
∑
mkj β˜j with 0 ≤ mkj ≤ nj as in (2.2). For any θ ∈ C∗ we
define Uk+1(θ) = U
nk
k − θ ·
∏
U
mkj
j .
Then any tangent vector at ν which is not determined by νm is represented by
one and only one of the following curve valuations: νφ with φ = Uk, or φ = Uk+1(θ)
for some θ ∈ C∗. This representation gives a bijection between Tν and P1.
Let us now prove the proposition. Pick coordinates (x, y) such that ν(y) ≥ ν(x).
Write ν = val[(Uj)
k
0 ; (β˜j)
k
0 ] and pick ~v ∈ Tν. When ~v is represented by νm, its
multiplicity is m(ν) by definition. When ~v is represented by the curve valuation
associated to Uk, the multiplicity of ~v is bounded from above by m(Uk) = m(ν)
and hence equals m(ν).
Otherwise, ~v is represented by a curve valuation associated to Uk+1 = U
nk
k −
θ
∏k−1
0 U
mkj
j , for some θ ∈ C∗. The multiplicity of ~v is hence at most m(Uk+1) =
3.5. APPROXIMATING SEQUENCES 57
nkm(Uk) = nkm(ν) (see Lemma 2.5). On the other hand, pick any curve valuation
νφ representing ~v. As νφ ≥ ν the SKP defining νφ starts with (Uj)k0 . When
νφ(Uk) > β˜k, νφ determines the same tangent vector as Uk. Therefore νφ(Uk) = β˜k
and the next polynomial in the SKP of νφ is of the form U
nk
k − θ′
∏k−1
0 U
mkj
j . As
νφ and Uk+1 determine the same tangent vector, θ
′ = θ. The multiplicity of φ is
the supremum of the multiplicity of the polynomials appearing in the SKP of νφ,
hence m(φ) ≥ m(Uk+1) = nkm(ν). We conclude that m(~v) = nkm(ν).
When nk = 1, we have proved that all tangent vectors have the same multi-
plicity. When nk ≥ 2 all tangent vectors but two have the same multiplicity, and
this multiplicity is a multiple of m(ν). The remaining two tangent vectors have
multiplicity m(ν). This completes the proof. 
Note that the proof gives
Lemma 3.43. Consider a divisorial valuation ν ∈ V and pick local coordinates
(x, y) such that 1 = ν(x) ≤ ν(y). Write ν = val[(Uj)k0 ; (β˜j)k0 ], 1 ≤ k ≤ ∞. Then
the generic multiplicity b(ν) is equal to the product nkdk, where dk = degy(Uk) and
nk is defined by condition (P2) in Definition 2.1.
3.5. Approximating sequences
As the multiplicity function m is increasing, it is piecewise constant on any
segment and the set of jump points is discrete. By Propositions 3.37, 3.38 and 3.39
this observation immediately gives
Proposition 3.44. For any valuation ν ∈ V of finite multiplicity, there exists
a finite sequence of divisorial valuations νi and a strictly increasing sequence of
integers mi such that:
νm = ν0 < ν1 < · · · < νg < νg+1 = ν (3.6)
and such that m(µ) = mi for µ ∈]νi−1, νi], 1 ≤ i ≤ g + 1. Moreover m1 = 1, mi
divides mi+1 and νi has generic multiplicity b(νi) = mi+1. See Figure 3.4.
νm 1 ν1 m2 mg−1 νg−1 mg νg mg+1 ν
Figure 3.4. The approximating sequence of a valuation of finite multiplicity.
Definition 3.45. We call the sequence (νi)
g
i=0 the approximating sequence
associated to ν. The concept of approximating sequences extends naturally to
infinitely singular valuations: in this case they are infinite, of the form (νi)
∞
0 .
In Chapter 6 we shall give a geometric interpretation of the approximating
sequence: see Remark 6.41.
As we show in Appendix D.1, the approximating sequence of a curve valuation
can be used to extract the classical invariants of the associated irreducible curve.
58 3. TREE STRUCTURES
3.6. Thinness
As we have indicated above, skewness is the first out of (at least) two natural
parameterizations of the valuative tree. Having defined multiplicities we are now
in position to introduce the second. Namely, we define the thinness3 of a valuation
ν ∈ V by
A(ν) = 2 +
∫ ν
νm
m(µ) dα(µ). (3.7)
Here the integral in (3.7) is defined by
∫ ν
νm
m(ν) dα(µ) =
∫ t
1
m(νC,s) ds, if ν = νC,t
is quasimonomial or a curve valuation, and as a suitable increasing limit if ν is
infinitely singular.
Concretely, if ν has finite multiplicity and (νi)
g
i=0 is its approximating sequence,
then
A(ν) = 2 +
g+1∑
i=1
mi(αi − αi−1), (3.8)
where αi = α(νi). This formula extends naturally to infinitely singular valuations,
in which case g =∞.
Proposition 3.46. Thinness defines a parameterization A : V → [2,∞] of the
valuative tree. Moreover:
(i) if ν is divisorial, then A(ν) is rational;
(ii) if ν is irrational, then A(ν) is irrational;
(iii) if ν is a curve valuation, then A(ν) =∞;
(iv) if ν is infinitely singular, then A(ν) ∈ (2,∞].
It follows that thinness also defines a parameterization A : Vqm → [2,∞) of the
tree Vqm of quasimonomial valuations.
We refer to Appendix A for a construction of an infinitely singular valuation
with prescribed thinness t ∈ (2,∞].
Proof. All of this follows from (3.8) and Theorem 3.26. 
Proposition 3.47. Thinness A : V → [2,∞] is lower semicontinuous, but not
continuous, in the weak tree topology on V.
Proof. Lower semicontinuity follows from Proposition 3.8 and the fact that
thinness defines a parameterization of V . The same example νn = νy−nx,2 that
was used for skewness (see Proposition 3.31) serves to show that thinness is not
continuous in the weak topology. 
Let us further analyze the relationship between skewness, thinness and mul-
tiplicity. When viewed as functions on V , any two of them determines the third.
Indeed, (3.7) gives thinness in terms of skewness and multiplicity. We can then
recover skewness from thinness and multiplicity:
α(ν) = 1 +
∫ ν
νm
1
m(µ)
dA(µ). (3.9)
Finally, multiplicity can easily be recovered from thinness and skewness by differ-
entiating either (3.7) or (3.9).
3We normalize A such that A(νm) = 2. This is natural in view of Remarks 3.49 and 3.50.
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Alternatively, we can try to relate skewness, thinness and multiplicity for a
fixed valuation. There is no general formula, but the following elementary bounds
are useful for applications.
Proposition 3.48. For any valuation ν ∈ V we have
(i) A(ν) ≥ 1 + α(ν) with equality iff m(ν) = 1, i.e. if ν is monomial in some
local coordinates;
(ii) if m(ν) > 1, then A(ν) < m(ν)α(ν).
Proof. The first statement is immediate. As for the second we use the ap-
proximating sequence (νi)
g
0. Then m(ν) = mg+1, α(ν) = αg+1 and
A(ν) −m(ν)α(ν) = 1− (m2 − 1)α1 − (m3 −m2)α2 + · · ·+ (mg+1 −mg)αg
≤ 1− α1 < 0.
This concludes the proof. 
Remark 3.49. The name “thinness” was chosen with the following picture in
mind. Suppose ν is quasimonomial and write ν = νφ,t with m(φ) = m(ν). Assume
we have picked local coordinates (x, y) with νx ∧ νφ = νm. Then, for r > 0 small,
the region
Ω(r) =
{
(x, y) ∈ C2 ; |x| < r, |φ(x, y)| < |x|tm(φ)
}
⊂ C2
is a small neighborhood of the curve φ = 0 (with the origin removed). See Fig-
ure 3.5. A large value of t (and hence A(ν)) corresponds to a “thin” neighborhood.
In fact the volume of Ω(r) is roughly r2A(ν). Regions of this type, called character-
istic regions , are important in [FJ2], where they are used to define the values of ν
on plurisubharmonic functions. See also Section 1.5.4.
x=0
φ=0
Figure 3.5. A characteristic region
Remark 3.50. In case ν is a divisorial valuation, thinness has the following
algebraic characterization. We shall freely use results from Chapter 6. As the value
group of ν is isomorphic to Z, the maximal ideal mν of the valuation ring Rν is
principal, and any other ideal is a power of mν . We may define an ideal JRν/R
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inside the valuation ring Rν called its Jacobian ideal. By definition, this is the 0-th
Fitting ideal of the sheaf of differentials of Rν over R.
Geometrically the situation is as follows. Let π be a composition of blowups
above the origin, and E ⊂ π−1(0) an irreducible component of the exceptional
divisor π−1(0) such that π∗ divE = b ν for some b ∈ N∗. Then an element φ ∈
Rν ⊂ K belongs to mν iff π∗φ defines a regular function at a generic point on E
and vanishes to order at least one. Similarly, φ ∈ JRν/R iff π∗φ defines a regular
function at a generic point on E and vanishes to at least the same order as the
Jacobian determinant Jπ. Write a − 1 = divE(Jπ). Then, we have ν(mν) = b−1,
and ν(JRν/R) = (a−1)/b. Thanks to Theorem 6.22, the Farey parameter coincides
with the thinness, i.e. we have A(ν) = a/b, whence A(ν) = ν(JRν/Rmν).
Remark 3.51. Associated to the parameterization by thinness are tree metrics
Dqm and D on Vqm and V , respectively. They are defined similarly to the tree
metrics dqm and d induced by skewness: see (3.4) and (3.5). More precisely, set
Dqm(µ, ν) = (A(µ)−A(µ ∧ ν)) + (A(ν)−A(µ ∧ ν)) , (3.10)
for ν, µ ∈ Vqm and
D(µ, ν) = (A−1(µ ∧ ν) −A−1(µ)) + (A−1(µ ∧ ν)−A−1(ν)) (3.11)
for ν, µ ∈ V . We shall compare these metrics with dqm and d in Chapter 5.
3.7. Value semigroups and approximating sequences
The approximating sequence encapsulates most of the structure of a valuation.
We use it here to compute the value semigroup of a general valuation, and the
generic multiplicity of a divisorial valuation.
Proposition 3.52. Let ν ∈ V be a valuation and let (νi)g0 be its approximating
sequence (g possibly infinite). Then the value semigroup ν(R) is given by
ν(R) =
g+1∑
i=0
miαiN, (3.12)
where νg+1 = ν if g <∞, αi = α(νi) and mi = m(νi).
Proposition 3.53. Let ν ∈ V be a divisorial valuation with approximating
sequence (νi)
g
0. Write αi = α(νi) for 0 ≤ i ≤ g. Then the generic multiplicity of ν
can be characterized by the equations:
b(ν) = inf{b ∈ mN ; bα ∈
g∑
i=0
miαiN} = inf{b ∈ mN ; bα ∈
g∑
i=0
miαiZ}, (3.13)
where m = m(ν), α = α(ν) and where we set m0 = 1 by convention.
Notice that this implies that for 1 ≤ j ≤ g,mj+1 is the smallest integer divisible
by mj such that mj+1αj ∈
∑j−1
i=0 miαiN.
Proposition 3.54. Consider a valuation ν ∈ V. Then the following hold:
(i) if ν is a curve valuation with multiplicity m = m(ν), then ν(R) ⊂ m−1N;
moreover, if a ∈ N, then a ν(R) ⊂ N iff m divides a;
(ii) if ν is divisorial with generic multiplicity b = b(ν), then ν(R) ⊂ b−1N;
moreover, if a ∈ N, then a ν(R) ⊂ N iff b divides a;
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(iii) if ν is irrational with multiplicity m = m(ν) and skewness α = α(ν), then
ν(R) ⊂ Q + mαN but ν(R) 6⊂ Q; moreover, if a ∈ N, then a ν(R) ⊂
N+ αN iff m divides a;
(iv) if ν is infinitely singular, then ν(R) ⊂ Q but ν(R) is not finitely generated.
The proofs of these three propositions are based on the representation of a
valuation by an SKP. Before embarking on the individual proofs, we note some
common facts regarding the translation of approximating sequences into SKP’s.
We are working with a fixed valuation ν ∈ V . Fix local coordinates (x, y) such
that ν(y) ≥ ν(x) = 1. Write ν = val[(Uj)k0 ; (β˜j)k0 ] with β˜1 ≥ β˜0 = 1. Also write
dj = degy Uj . Define nj as in (2.2), i.e. nj := min{n ∈ N ; nβ˜j ∈
∑j−1
j′=0 β˜j′Z}.
Then dk =
∏k−1
0 nj . Define a sequence (ki)
g+1
0 by k0 = 0 and by the conditions
nki ≥ 2 and nj = 1 if ki < j < ki+1.
By the proof of Proposition 3.44 we have νi = val[(Uj)
ki
0 ; (β˜j)
ki
0 ] and mi :=
m(νi) = dki . Moreover, by Lemma 3.32, αi := α(νi) = β˜ki/dki . Also recall that
mi+1 is the generic multiplicity of νi for 1 ≤ i < g + 1. In particular, if ν is
divisorial, then its generic multiplicity is given by b(ν) = dknk =
∏k
1 nj.
Proof of Proposition 3.52. By Theorem 2.28, ν(R) =
∑k
0 β˜jN. But if
ki < j < ki+1, then nj = 1, i.e. β˜j ∈
∑
j′<j β˜j′N. This gives ν(R) =
∑g+1
0 β˜kiN
which amounts to ν(R) =
∑g+1
0 miαiN using the translation above. 
Proof of Proposition 3.53. We have b(ν) = dknk. Here nk = min{a ∈
N ; aβ˜k ∈
∑k−1
j=0 β˜jZ}. As in the previous proof, we have
∑k−1
0 β˜jZ =
∑g
0miαiZ.
Moreover, β˜k = mα, so multiplying with dk = m we get
b(ν) = min{b ∈ mN ; bα ∈
g∑
0
miαiZ}.
Finally we can replace Z by N by Lemma 2.7. 
Proof of Proposition 3.54. We first consider (ii), so assume ν is divisorial.
Then k <∞. Define a = min{a ∈ N ; aν(R) ⊂ N}. Then (ii) will follow if we can
show that a = b(ν). By Theorem 2.28 we have ν(R) =
∑k
0 β˜jN. Write β˜j = rj/sj,
where rj and sj are integers without common factor and set Sj = lcm{s0, s1, . . . , sj}
for 0 ≤ j ≤ k. Then S0 = 1 and a = S−1k . Moreover, it is an elementary
arithmetic fact that
∑j
0 β˜j′Z = S
−1
j Z, although
∑j
0 β˜j′N ( S
−1
j N in general.
Since b(ν) =
∏k
1 nj we are done if we can show that nj = Sj/Sj−1 for 1 ≤ j ≤ k.
But
nj = min{n ∈ N ; nβ˜j ∈
j−1∑
0
β˜jZ} = min{n ∈ N ; nβ˜j ∈ S−1j−1Z}
= min{n ∈ N ; nrjSj−1 ∈ sjZ} = min{n ∈ N ; nSj−1 ∈ sjZ}
= lcm{sj , Sj−1}/Sj−1 = Sj/Sj−1.
This completes the proof of (ii).
Next suppose that ν is a curve valuation. Let (νi)
g
0 be its approximating se-
quence. Here 0 ≤ g <∞. It follows from Proposition 3.52 that ν(R) = νg(R)∪{∞}.
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Moreover, νg is a divisorial valuation with generic multiplicity b(νg) = m(ν).
Hence (i) follows from(ii).
As for (iii), suppose ν is irrational, and let (νi)
g
0 be its (finite) approximat-
ing sequence. Then (3.12) gives ν(R) = νg(R) + mαN. As νg is divisorial, this
immediately yields ν(R) ⊂ Q + mαN but ν(R) 6⊂ Q. Further, if a ∈ N, then
a ν(R) ⊂ N+αN iff a νg(R) ⊂ N, which by (ii) is the case iff b(νg) = m(ν) divides
a.
Finally consider an infinitely singular valuation ν, with approximating sequence
(νi)
∞
0 . Then α(νi) ∈ Q so (3.12) yields ν(R) ⊂ Q. Suppose that ν(R) is a finitely
generated semigroup. Then there exists b ∈ N such that bν(R) ⊂ N. But by (3.12)
this implies bνi(R) ⊂ N, which by (i) gives that bi divides b. But this is impossible
as bi →∞ as i→∞.
The proof is complete. 
3.8. Balls of curves
Above we have shown that the valuative tree V carries a very rich structure,
induced by the partial ordering, skewness, multiplicity and thinness. The key to
this structure was the detailed analysis of valuations as functions on the ring R.
However, it is an intriguing fact that there are many paths leading to the val-
uative tree. Here we show how to identify quasimonomial valuations with balls of
irreducible curves in a particular (ultra-)metric. There are then natural interpreta-
tions of the partial ordering, skewness and multiplicity on Vqm as statements about
balls of curves.
The description of a quasimonomial valuations as a ball of curves adds to the
observation by Spivakovsky [Sp, p.109] that the classification of valuations (in di-
mension 2) is essentially equivalent to the classification of plane curve singularities.
3.8.1. Valuations through intersections. The starting point is the fact
that a curve valuation acts by intersection (see Section 1.5.5). Given formal curves
C,D, let C ·D denote the intersection product between C and D (see Section 1.4).
If C is irreducible, then for any ψ ∈ m:
νC(ψ) =
C · {ψ = 0}
m(C)
. (3.14)
Spivakovsky [Sp, Theorem 7.2] showed that a divisorial valuation ν acts (up to nor-
malization) by intersection with a ν-generic curve (or ν-curvette). See Section 6.6.1
for a precise statement.
Here we give a different way of realizing a valuation as the intersection with
curves. In fact this works for general quasimonomial valuations.
Proposition 3.55. If ν ∈ V is quasimonomial and ψ ∈ m then
ν(ψ) = min{νC(ψ) ; C irr., νC ≥ ν} = min
{
C · {ψ = 0}
m(C)
; C irr., νC ≥ ν
}
.
Proof. By (3.14) we only have to show the first equality. Pick ψ ∈ m. The
inequality ν(ψ) ≤ νC(ψ) for νC ≥ ν is trivial. For the other inequality write
ψ = ψ1 · · ·ψn, with ψi ∈ m irreducible. First assume that ν is divisorial. Pick a
tangent vector ~v at ν which is not represented by any νψi nor νm, and choose C
irreducible such that νC represents ~v. Then νC ≥ ν and νC ∧ νψi = ν for all i. so
by Proposition 3.25 we get ν(ψi) = νC(ψi) so that ν(ψ) = νC(ψ).
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Thus Proposition 3.55 holds for ν divisorial. But if ν ∈ V is irrational, then we
may pick νn divisorial with νn > ν and νn decreasing to ν. Fix ψ ∈ m. For each n
there exists an irreducible curve Cn with νCn > νn > ν such that νCn(ψ) = νn(ψ).
Since νn(ψ)→ ν(ψ) we obtain the desired equality. 
3.8.2. Balls of curves. Proposition 3.55 shows that a quasimonomial valua-
tion ν is determined by the irreducible curves C satisfying νC ≥ ν. We proceed to
show that this gives an isometry between the subtree of quasimonomial valuations,
and the set of balls of irreducible curves in a particular (ultra)-metric. Namely, let
C be the set of local irreducible curves. Let us define a metric on C by
dC(C1, C2) =
m(C1)m(C2)
C1 · C2 , (3.15)
where C1 · C2 denotes the intersection multiplicity between the curves C1 and C2.
Lemma 3.56. [Ga, Corollary 1.2.3]. Equation (3.15) defines an ultrametric on
C. For C1, C2 ∈ C, we have
dC(C1, C2) =
1
2
d(νC1 , νC2) =
1
α(νC1 ∧ νC2)
. (3.16)
Further, the ultrametric space (C, dC) has diameter 1.
The proof is given at the end of this section.
In Section 3.1.6 we constructed a parameterized tree as well as a metric tree
associated to any ultrametric space (of diameter 1). Write TC for the parameterized
tree associated to (C, dC). Let us recall its definition. A point in TC is a closed ball
in C of positive radius. The partial order on TC is given by reverse inclusion. The
parameterization on TC sends a ball of radius r to the real number r−1, and the
distance between two balls B1, B2 in the metric tree is given by (r1 − r) + (r2− r),
where r1, r2 and r are the radii of B1, B2 and B1 ∩B2, respectively.
There is a natural multiplicity function on TC . Its value on a ball is the minimum
multiplicity of any curve in the ball.
The completion of TC can be taken in the sense of nonmetric trees or, equiva-
lently, in the sense of metric spaces. An element in the completion is represented
by a decreasing sequence of balls. The multiplicity function and the parameteriza-
tion on TC both extend naturally to the completion. An element in the completion,
represented by a decreasing sequence of balls, has finite multiplicity iff the sequence
has nonempty intersection in C.
Let us define a map from Vqm to TC by sending a quasimonomial valuation ν
to the ball Bν := {C ; νC > ν} (we will see shortly that this is indeed a ball).
Similarly, B 7→ νB := ∧C∈BνC gives a map from TC to Vqm.
Theorem 3.57. The mappings ν 7→ Bν and B 7→ νB preserve multiplicity and
give inverse isomorphisms between the parameterized trees (Vqm, α) and (TC , r−1).
Further, these mappings extend uniquely to isomorphisms between V and the
completion of TC and induce isometries between the corresponding metric trees.
Proof. We claim that if B is centered at C and of radius r ∈ (0, 1], then
νB = νC,r−1 . Indeed, if D ∈ C, then νC,r−1 and νC ∧νD both belong to the segment
[νm, νC ]. Hence (3.15) implies
dC(C,D) ≤ r⇔ α(νC ∧ νD) ≥ r−1 ⇔ νC ∧ νD ≥ νC,r−1 ⇔ νD ≥ νC,r−1 .
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Since every quasimonomial valuation is of the form νC,t, this shows that the map-
pings B 7→ νB and ν 7→ Bν are well defined and each others inverse. They are
clearly increasing, hence define isomorphisms between the rooted, nonmetric trees
Vqm and TC . As α(νC,r−1) = r−1, they are in fact isomorphism of parameterized
trees. Multiplicity is preserved by its very definition.
The remaining facts, namely that we get an isomorphism between V and the
completion of TC as well as isometries between the corresponding metric trees, are
easy consequences and left to the reader. 
Remark 3.58. Similarly one may interpret a tree tangent vector ~v at a divi-
sorial valuations ν ∈ V in terms of irreducible curves. If ~v is represented by νm,
then C ∩U(~v) is the complement of the ball Bν in C. If ~v is not represented by νm,
then C ∩U(~v) is the open ball of radius α(ν)−1 centered at any φ ∈ C such that νφ
represents ~v.
Proof of Lemma 3.56. Write Ci = {φi = 0} for i = 1, 2. Let us first show
(3.16). The second equality follows from (3.5) as νC1 and νC2 have infinite skewness.
For the first equality we use Proposition 3.25. Assume νC1 6= νC2 and set ν =
νC1 ∧ νC2 . This is divisorial and α(ν) = ν(φ1)/m(C1) as νC1 > ν. But ν(φ1) =
νC2(φ1) = C1 · C2/m(C2). Thus (3.16) holds.
The fact that dC is an ultrametric for which C has diameter 1 follows easily
from the formula dC(C1, C2) = α−1(νC1 ∧ νC2) and the tree structure of V . The
details are left to the reader. 
3.9. The relative tree structure
We have normalized the valuations in V by ν(m) = 1. This condition is natural
when we study properties invariant by the group of (formal) automorphisms of
(C2, 0). However, in some situations, other normalization may be more natural.
We shall refrain from undertaking a general study of normalizations, but rather
focus on one particular, but important, case.
More precisely, we will describe the set of valuations Vx normalized by the
condition ν(x) = 1, where x ∈ m andm(x) = 1, i.e. {x = 0} defines a smooth formal
curve at the origin in C2. By going back and forth between the two normalizations
ν(x) = 1 and ν(m) = 1, we shall see that Vx can be endowed with a natural partial
ordering ≤x which induces a nonmetric tree structure. We hence refer to Vx as
the relative valuative tree. It also has two natural parameterizations, the relative
skewness αx, and the relative thinness Ax, as well as a relative multiplicity mx. We
shall see that the theory of the relative valuative tree is much the same as that of
its nonrelative counterpart.
The relative valuative tree will appear in two different contexts in this mono-
graph. The first place is in Chapter 4, where we describe valuations in terms of
Puiseux series. The relative valuative tree appears as the quotient of the set of
valuations on kˆ[[y]] where kˆ denotes the set of Puiseux series in x (Theorem 4.17);
and also as a natural (metric) subtree of the Bruhat-Tits building of PGL2(C((x)))
(see Section 4.6).
In Chapter 6, the relative valuative tree appears in the following situation.
Let π : X → (C2, 0) be a composition of blowups, and p be a smooth point
on the exceptional divisor π−1(0). Then π induces a map between the space of
centered valuations on the local ring Op at p, into the space of centered valuations
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on R. If the exceptional divisor is given by {z = 0} at p, then π induces a natural
isomorphism of parameterized trees between the relative valuative tree Vz and its
image in the valuative tree V : this image is the closure of a set of the form U(~v) as
in Section 3.1.4. See Theorem 6.48 and Figure 6.11.
3.9.1. The relative valuative tree. Fix a smooth formal curve at the origin
in C2, say {x = 0}, where x ∈ m and m(x) = 1. We let Vx be the set of centered
valuations ν : R→ R+ vanishing on C∗ and such that ν(x) = 1, together with the
valuation divx, defined by divx(φ) = max{n ; xn | φ}. (The center of divx is the
curve {x = 0}.) Note that Vx is compact for the weak topology.
While it is perfectly feasible to study Vx using SKP’s normalized by β˜0 = 1, we
shall instead take advantage of the theory that we have already developed for V .
Indeed, when ν is a valuation normalized by ν(m) = 1 and different from νx, then
ν/ν(x) belongs to Vx. Conversely, ν ∈ Vx \ {divx} implies ν/ν(m) ∈ V . Whence
Lemma 3.59. The map N : V → Vx sending ν to ν/ν(x), and νx to divx is a
homeomorphism for the weak topologies.
An immediate consequence is that, except for νx and divx, the valuations ν
and Nν define equivalent Krull valuations on R, hence have the same invariants
rk, rat. rk, tr. deg, and also the same type (see Theorem 2.28). We shall thus say a
valuation in Vx is quasimonomial, divisorial, curve or infinitely singular, when its
image in V has the required property. In the sequel, we denote by Vqm,x the set
of all quasimonomial valuations in Vx. By convention we consider Vqm,x to contain
the valuation divx.
For ν1, ν2 ∈ Vx, we write ν1 ≤x ν2 when ν1(φ) ≤ ν2(φ) for all φ ∈ R. It is clear
that divx is the unique minimal element of Vx.
Lemma 3.60. Let ν1, ν2 ∈ Vx\{divx}. Then ν1 ≤x ν2 iff we have [νx, N−1ν1] ⊂
[νx, N
−1ν2] in the valuative tree V.
As an immediate consequence (see Section 3.1.2), we get
Proposition 3.61. The poset (Vx,≤x) is a complete, nonmetric tree rooted at
divx. The map N : V → Vx is an isomorphism of (nonrooted) nonmetric trees.
We shall write ν ∧x µ for the infimum of ν and µ with respect to the tree
structure on (Vx,≤x).
Remark 3.62. The ends (i.e. the maximal elements) of Vx under ≤x are exactly
of the form Nν, where ν ∈ V is not quasimonomial and ν 6= νx. Hence (Vqm,x,≤x)
is also a nonmetric tree rooted in divx. Recall our convention that divx ∈ Vqm,x.
Remark 3.63. Both V and Vx can be viewed as subsets of the set V˜ of centered
valuations on R. It follows from Lemma 3.60 that
V ∩ Vx = {ν ∈ V ; N(ν) = ν} = {ν ∈ V ; ν ∧ νx = νm} = {ν ∈ Vx ; ν ≥x νm}.
Moreover, the partial orderings ≤ and ≤x agree on V ∩ Vx.
Proof of Lemma 3.60. Write µi = N
−1νi. These are valuations normalized
by µi(m) = 1. The condition ν1 ≤x ν2 is equivalent to µ1(φ)/µ1(x) ≤ µ2(φ)/µ2(x)
for all φ. Here we may assume that φ ∈ m is irreducible and apply Proposition 3.25:
µ1(φ)/µ1(x)
µ2(φ)/µ2(x)
=
α(µ1 ∧ νφ)α(µ2 ∧ νx)
α(µ2 ∧ νφ)α(µ1 ∧ νx) . (3.17)
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First assume ν1 ≤x ν2. We need to show that [νx, µ1] ⊂ [νx, µ2]. By choosing φ
such that νφ ∧µi = νm for i = 1, 2 we get µ1 ∧ νx ≥ µ2 ∧ νx from (3.17). If equality
holds, then µ1(x) = µ2(x), which together with ν1 ≤x ν2 gives µ1 ≤ µ2. From this
we easily conclude [νx, µ1] ⊂ [νx, µ2]. If instead µ1 ∧ νx > µ2 ∧ νx, then we claim
that µ1 ∈ [νx, µ2 ∧ νx]. Indeed, otherwise pick φ ∈ m irreducible such that νφ ≥ µ1.
Then µ1∧νφ > µ1∧νx and µ2∧νφ = µ2∧νx, which by (3.17) contradicts ν1 ≤x ν2.
Thus µ1 ∈ [νx, µ2 ∧ νx], which implies [νx, µ1] ⊂ [νx, µ2].
Conversely assume [νx, µ1] ⊂ [νx, µ2]. We want to prove Nµ1 ≤x Nµ2 i.e.
µ1(φ)/µ1(x) ≤ µ2(φ)/µ2(x) for all φ. The assumption implies that µ1∧νx ≥ µ2∧νx.
If equality holds, then µ1(x) = µ2(x), and the assumption gives µ1 ≤ µ2, so that
Nµ1 ≤x Nµ2. If instead µ1 ∧ νx > µ2 ∧ νx i.e. µ1(x) > µ2(x), then the assumption
implies that µ1 ∈ [νm, νx]. Pick φ ∈ m irreducible. If µ1 ∧ νφ ≤ µ2 ∧ νφ, then (3.17)
immediately gives µ1(φ)/µ1(x) ≤ µ2(φ)/µ2(x). If instead µ1 ∧ νφ > µ2 ∧ νφ, then
µ1 ∧ νφ ≥ µ1 ∧ νx, and µ2 ∧ νφ = µ2 ∧ νx so again (3.17) results in µ1(φ)/µ1(x) ≤
µ2(φ)/µ2(x). Thus ν1 ≤x ν2, which concludes the proof. 
3.9.2. Relative parameterizations. We now introduce natural parameter-
izations on Vx, analogous to skewness and thinness on V . The multiplicity m(φ) =
νm(φ), which plays a key role on V , is here replaced by the relative multiplicity
mx(φ) = νx(φ). By (3.14), this number also equals the intersection multiplicity
between the curves {φ = 0} and {x = 0}. In particular mx(φ) is an integer unless
x divides φ in which case it is infinite.
Definition 3.64. Pick ν ∈ Vx. We define
• the relative skewness : αx(ν) := supφ∈m ν(φ)mx(φ) ∈ R+;
• the relative multiplicity: if ν is infinitely singular, then mx(ν) := ∞;
otherwise mx(ν) := min{mx(φ) ; φ ∈ m irreducible, Nνφ ≥x ν} ∈ N;
• the relative thinness : Ax(ν) := 1 +
∫ ν
νx
mx(µ) dαx(µ) ∈ R+.
Notice that αx(divx) = 0, Ax(divx) = 1 and mx(divx) = 1.
Proposition 3.65. Pick ν ∈ V \ {νx} and let Nν be its image in Vx. Then
αx(Nν) = α(ν)/ν(x)
2 and Ax(Nν) = A(ν)/ν(x).
The relative multiplicity is given by
mx(Nν) =
{
1 when ν ∈ [νx, νm],
m(ν) ν(x) otherwise.
In particular, αx and Ax are finite on quasimonomial valuations, and mx(ν)
is infinite iff ν is infinitely singular. We leave it to the reader to generalize Theo-
rem 3.26 and Propositions 3.37, 3.46. In particular we have
(i) Ax(ν) ≥ 1 + αx(ν) with equality iff mx(ν) = 1, i.e. if ν is monomial in
some local coordinates (x, y);
(ii) if mx(ν) > 1, then Ax(ν) < mx(ν)αx(ν).
The main consequence of the preceding proposition is
Corollary 3.66. The relative skewness defines parameterizations
αx : Vx → [0,∞] and αx : Vqm,x → [0,∞[ .
Similarly, the relative thinness gives parameterizations
Ax : Vx → [1,∞] and Ax : Vqm,x → [1,∞[ .
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As in the nonrelative case, we can use these parameterizations to define metrics
on Vx and Vqm,x.
Proof of Proposition 3.65. We fix ν ∈ V \{νx}. First consider the relative
skewness. The supremum defining αx(Nν) can be taken over irreducible elements
φ ∈ m. For any such φ, Proposition 3.25 yields
(Nν)(φ)
mx(φ)
=
ν(φ)
ν(x)νx(φ)
=
α(ν ∧ νφ)m(φ)
ν(x)α(νφ ∧ νx)m(φ) =
α(ν ∧ νφ)α(ν ∧ νx)
α(νφ ∧ νx)ν(x)2 . (3.18)
If ν is divisorial or ν /∈ ]νx, νm], then we can choose φ ∈ m irreducible with
νφ ≥ ν and νφ ∧ νx = ν ∧ νx. Then ν ∧ νφ = ν so (3.18) immediately gives
(Nν)(φ)/mx(φ) ≥ α(ν)/ν(x)2 , yielding the lower bound αx(Nν) ≥ α(ν)/ν(x)2. If
ν ∈ ]νx, νm[ is irrational, then we get the same lower bound by a simple approxima-
tion argument. The corresponding upper bound also follows from (3.18). Indeed,
we always have either ν ∧ νx ≤ νφ ∧ νx or ν ∧ νφ ≤ νφ ∧ νx, so (Nν)(φ)/mx(φ) ≤
α(ν)/ν(x)2, implying α(Nν) ≤ α(ν)/ν(x)2.
Let us now relate multiplicity to relative multiplicity. We may assume that ν
is not infinitely singular, since otherwise mx(Nν) = m(ν) =∞.
If ν ∈ [νx, νm] then Nν ≤x Nνy whenever (x, y) are local coordinates. Hence
mx(Nν) ≤ mx(y) = νx(y) = 1, so mx(Nν) = 1.
If ν 6∈ [νx, νm] then it follows from Proposition 3.61 that for φ ∈ m irreducible,
the conditions Nνφ ≥x Nν and νφ ≥ ν are equivalent. Moreover, they both imply
mx(φ) = m(φ)ν(x). Hence mx(Nν) = m(ν)ν(x).
To relate thinness to relative thinness we make use of the preceding computa-
tions. Write ν′ = ν ∧ νx. Then
Ax(Nν) = 1 +
∫ Nν′
divx
mx(µ˜) dαx(µ˜) +
∫ Nν
Nν′
mx(µ˜) dαx(µ˜)
= 1 + αx(Nν
′) +
∫ ν
ν′
m(µ)µ(x)
dα(µ)
µ(x)2
= 1 + α(ν′)−1 +
A(ν) −A(ν′)
ν′(x)
=
A(ν)
ν′(x)
=
A(ν)
ν(x)
.
This completes the proof. 
Proof of Corollary 3.66. It suffices to consider the full tree Vx; the state-
ments about Vqm,x will be direct consequences.
If t ≥ 1, then αx(Nνx,t) = t/t2 = t−1. Hence the restriction of αx to the
segment [divx, νm] gives an order-preserving bijection onto the real interval [0, 1].
Any end in Vx different from divx is of the form Nν, where ν 6= νx is an end
in V . Let us prove that αx defines an order-preserving bijection of [divx, Nν] onto
[0, αx(Nν)]. Set ν
′ = ν∧νx. By the above calculation, αx gives an order-preserving
bijection of [divx, Nν
′] onto [0, αx(Nν′)]. On the other hand, if µ ∈ [ν′, ν], then
µ(x) = ν′(x) so αx(Nµ) = α(µ)/ν′(x)2. It hence follows from Theorem 3.26 that
αx gives an order-preserving mapping of [Nν
′, Nν] onto [αx(Nν′), αx(Nν)].
This shows that αx defines a parameterization of the rooted nonmetric tree
(Vx,≤x). The fact that relative thinness gives a parameterization is proved in the
same way. Note that Ax(Nνx,t) = 1 + t
−1 for t ≥ 1. 
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Finally we have the following calculation which will be needed in Chapter 4.
The proof is left to the reader.
Lemma 3.67. If ν, ν′ ∈ Vx, ν′ <x ν and mx(ν) = mx(ν′), then Ax(ν)−Ax(ν′) =
ν(φ)− ν′(φ) for any irreducible φ ∈ m such that Nνφ >x ν′ and mx(φ) = mx(ν′).
3.9.3. Balls of curves. The relative valuative tree can also be understood in
terms of balls of irreducible curves, just as in Section 3.8.
Definition 3.68. As before, let C be the space of (local formal) irreducible
curves. Define Cx = C \ {x = 0}. The relative multiplicity of a curve C ∈ Cx is
defined by mx(C) = C ·{x = 0}. Thus mx({φ = 0}) = mx(φ) for φ ∈ m irreducible.
Given C1, C2 ∈ Cx set
dCx(C1, C2) :=
mx(C1)mx(C2)
C1 · C2 .
We leave to the reader to check the analogue of Lemma 3.56:
Lemma 3.69. For any C1, C2 ∈ Cx we have
dCx(C1, C2) =
1
αx(NνC1 ∧x NνC2)
. (3.19)
Moreover, (Cx, dCx) is an ultrametric space of infinite diameter.
As in the nonrelative case we can associate a parameterized tree TCx to the
ultrametric space (Cx, dCx). Let us review this construction, pointing out the dif-
ferences that we encounter in the relative setting.
A point in TCx is a closed ball in Cx of positive radius. The partial ordering is
given by reverse inclusion. In order to have a minimal element in TCx we also add
the ball of infinite radius, i.e. the whole space Cx. The parameterization on TCx
sends a ball of radius r to the real number r−1.
There is a natural multiplicity function on TCx . Its value on a ball is the
minimum relative multiplicity of any curve in the ball.
The completion of TCx is taken in the sense of nonmetric trees. An element in
the completion is represented by a decreasing sequence of balls. The multiplicity
function and the parameterization on TCx both extend naturally to the completion.
An element in the completion, represented by a decreasing sequence of balls, has
finite multiplicity iff the sequence has nonempty intersection in Cx.
We can now define a map from Vqm,x to TCx by sending a quasimonomial
valuation ν to the ball Bν := {C ; NνC >x ν}. (That this is a ball follows
from (3.19).) Notice that divx is sent to the whole space Cx.
Similarly, B 7→ νB := ∧x{NνC ; C ∈ B} gives a map from TCx to Vqm,x. A
straightforward adaptation of the proof of Theorem 3.57 gives
Theorem 3.70. The mappings ν 7→ Bν and B 7→ νB preserve multiplicity
and give inverse isomorphisms between the parameterized trees (Vqm,x, αx) and
(TCx , r−1). They also extend uniquely to isomorphisms between Vx and the comple-
tion of TCx .
3.9.4. Homogeneity. Recall that we defined V˜ as the set of all centered
valuations ν : R → R+ without any normalization. This space V˜ is naturally a
bundle with fibers that are rays of the form R∗+ν, ν ∈ V˜ . The trees V and Vx,
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consisting of elements ν ∈ V˜ satisfying ν(m) = 1 and ν(x) = 1, respectively, can
then be viewed as (the images of) sections of this bundle.
Suppose we wish to define functions skewness and thinness on the full space
V˜ in such a way that the restrictions to V and Vx recover skewness (thinness) and
relative skewness (relative thinness), respectively. We also want these functions to
be homogeneous on each ray R∗+ν. Proposition 3.65 indicates that we should then
impose α(tν) = t2α(ν), and A(tν) = tA(ν) for ν ∈ V˜ and t > 0. In other words,
skewness is homogeneous of degree two, and thinness is homogeneous of degree one.
Let us give further evidence that these are the correct degrees.
First, as noted in Remark 3.33, the skewness α(ν) of a valuation ν ∈ V is equal
to the inverse of its volume Vol(ν) := limc→∞ 2c2 dimCR/{ν ≥ c}. It is clear that
Vol(tν) = t−2Vol(ν). Hence keeping α = Vol−1 on all of V˜ implies the required
homogeneity property.
Alternatively, we shall see in Section 7.12 that there is a natural intersection
product on V given by ν · ν′ := α(ν ∧ ν′). In particular α(ν) = ν · ν. By extending
this intersection product in a bilinear way, restricting to V˜, and still requiring
α(ν) = ν · ν, we again get α(tν) = tν · tν = t2α(ν).
As for thinness, we rely on Remark 3.50. Consider ν divisorial. Let mν be the
maximal ideal of the valuation ring Rν , and let JRν/R be the Jacobian ideal. If
ν ∈ V is normalized by ν(m) = 1, we have seen that A(ν) = ν(JRν/Rmν). Taking
this as a definition for thinness, we get A(tν) = tA(ν). Indeed, multiplying ν by a
positive constant does not change the ideals mν and JRν/R.

CHAPTER 4
Valuations through Puiseux series
We now present an alternative approach, based on Puiseux series, for classifying
valuations and obtaining the tree structure on the valuative tree V , or more precisely
the relative valuative tree Vx as defined in Section 3.9.
Fix a smooth formal curve at the origin, say {x = 0}. Then any local irreducible
curve, save for {x = 0}, is represented by a (non-unique) Puiseux series in x. In
the same spirit, we show that every valuation in Vx is represented by a valuation
on the power series ring in one variable with coefficients that are Puiseux series
in x. Moreover, the set V̂x of all such (normalized) valuations has a natural tree
structure and the restriction map from V̂x to Vx is a tree morphism. In fact, Vx is
naturally the orbit space of V̂x under the action by the relevant Galois group.
This Puiseux approach is closely related to Berkovich’s theory of analytic spaces
and we show how the valuative tree naturally embeds (as a nonmetric tree) as
the closure of a disk in the Berkovich projective line P1(k) over the local field
k = C((x)). Moreover, Vqm,x embeds as a subtree of the Bruhat-Tits building of
PGL2. The latter space has a natural metric and we show that the induced metric
on Vqm,x is exactly the relative thin metric.
As references for this chapter we point out [Te3] for Puiseux expansions,
and [Be] and [BT] for Berkovich spaces and Bruhat-Tits buildings, respectively. In
fact, many of the results presented here are contained, at least implicitly, in [Be]
but are presented there in a different language and with less details. We also refer
to [Ri] for a concrete exposition in a context similar to ours.
4.1. Puiseux series and valuations
We fix an element of R representing a smooth formal curve. In other words,
fix x ∈ m with multiplicity m(x) = 1. Think of x as a variable and let k = C((x))
be the fraction field of C[[x]], i.e. the field of Laurent series in x. Let kˆ be the
algebraic closure of k: its elements are finite or infinite Puiseux series of the form
φˆ =
∑
j≥1
ajx
βˆj with aj ∈ C∗, βˆj+1 > βˆj ∈ Q (4.1)
and where the rational numbers βˆj have bounded denominators, i.e. mβˆj ∈ Z for
all j for some integer m. Notice that this implies that if the series is infinite, then
βˆj →∞ as j →∞.
We endow k and kˆ with the valuation ν⋆ defined by ν⋆|C∗ = 0, and ν⋆(x) = 1,
and we let k¯ be the completion of kˆ with respect to ν⋆. The elements of k¯ are finite
or infinite series of the form (4.1), with the restriction that βˆj →∞ if the series is
infinite, but without the restriction on the denominators. Shortly we will consider
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even more general series, dropping the condition that βˆj →∞. Clearly ν⋆ extends
to series of that type: we have ν(φ) = βˆ1.
We define kˆ+ to be the subset of kˆ consisting of Puiseux series φˆ with ν⋆(φˆ) > 0,
i.e. βˆ1 > 0 in (4.1). Similarly we define k+ and k¯+.
Fix y ∈ m such that (x, y) are local formal coordinates at C2, i.e. νx∧νy = νm.
Think of y as a variable and consider the ring k¯[[y]] of formal power series with
Puiseux series coefficients.
We are interested in valuations νˆ : k¯[[y]]→ R+ extending ν⋆ on k¯ and satisfying
νˆ(y) > 0. As in Proposition 2.10, any such valuation is determined by its values
on polynomials in y and—since k is algebraically closed—in fact on its values on
linear polynomials y − ψˆ, ψˆ ∈ k¯.
Proposition 4.1. Any valuation νˆ : k¯[[y]] → R+ extending ν⋆ on k¯ and sat-
isfying νˆ(y) > 0 can be uniquely represented by a number βˆ ∈ R+ and a finite
or infinite series φˆ of the form (4.1) (with no restriction on lim βˆj if the series is
infinite) such that βˆ > βˆj > 0 for all j, and βˆ = lim βˆj if the series is infinite.
More precisely, we have
νˆ(y − ψˆ) = min{βˆ, ν⋆(ψˆ − φˆ)} for all ψˆ ∈ k¯. (4.2)
Conversely, if φˆ and βˆ satisfy these conditions then there exists a unique valu-
ation νˆ on k¯[[y]] satisfying (4.2) and extending ν⋆ on k¯
Definition 4.2. We write val[φˆ; βˆ] for the valuation νˆ : k¯[[y]] → R+ deter-
mined by the pair (φˆ, βˆ) as in Proposition 4.1. Moreover, we say that νˆ is
(i) of point type if φˆ ∈ k¯ and βˆ =∞; we then write νˆ = νˆφˆ;
(ii) of finite type if φˆ ∈ kˆ and βˆ <∞;
(iii) rational if νˆ is of finite type and βˆ is rational;
(iv) irrational if νˆ is of finite type and βˆ is irrational;
(v) of special type if φˆ /∈ k¯.
Remark 4.3. The proof below shows that if νˆ = val[φˆ; βˆ] is of point type or
special type then
νˆ(y − ψ) = ν⋆(ψˆ − φˆ) for all ψˆ ∈ k¯, (4.3)
exhibiting the fact that βˆ is determined by φˆ in this case.
Proof of Proposition 4.1. Pick a valuation νˆ on k¯[[y]] extending ν⋆ and
satisfying νˆ(y) > 0. Let us construct φˆ and βˆ such that (4.2) holds.
Set βˆ1 := νˆ(y) > 0. Then νˆ(y − ψˆ) ≥ min{βˆ1, ν⋆(ψˆ)} for all ψˆ ∈ k¯. There are
now two possibilities: either equality holds for all ψˆ, or βˆ1 ∈ Q and there exists a
unique θ1 ∈ C∗ such that νˆ(y−φˆ1) > βˆ1, where φˆ1 := a1xβˆ1 . In the first case we stop,
setting φˆ = φˆ1 and βˆ = βˆ1. In the second case we let βˆ2 := νˆ(y− φˆ1) and continue.
Inductively we construct φˆj = φˆj−1 + θjxβˆj with θj ∈ C∗ and βˆj+1 > βˆj ∈ Q, such
that νˆ(y− ψˆ) ≥ min{βˆj+1, ν⋆(ψˆ− φˆj)}. If this process stops at some finite step j0,
then we set φˆ = φˆj0 =
∑j0
1 θjx
βˆj , βˆ = βˆj0+1. Otherwise (βˆj)
∞
1 is strictly increasing
with limit βˆ and φˆj converges to a series φˆ of the type (4.1), where lim βˆj = βˆ may
or may not be finite. In fact φˆ ∈ k¯ iff βˆ =∞.
We claim that (4.2) holds. In the case when φˆ is a finite series, i.e. the procedure
above stops after finitely many steps, then this is clear by construction. If φˆ is an
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infinite series, then for ψˆ ∈ k¯ we have νˆ(y − ψˆ) ≥ min{βˆj+1, ν⋆(ψˆ − φˆj)} for
each j, with equality unless ν⋆(ψˆ − φˆj+1) > βˆj+1. Passing to the limit we obtain
νˆ(y−ψˆ) ≥ min{βˆ, ν⋆(ψˆ−φˆ)} and strict inequality would imply that ν⋆(ψˆ−φˆj) > βˆj
for all j. If φˆ ∈ k¯, i.e. βˆ =∞, then this gives ν⋆(ψˆ− φˆ) =∞ so that ψˆ = φˆ and (4.2)
holds. If φˆ 6∈ k¯, i.e. βˆ <∞, then ν⋆(ψˆ − φˆj) > βˆj for all j leads to a contradiction,
since ψˆ ∈ k¯ but φˆ 6∈ k¯. Thus (4.2) holds also in this case.
Notice that βˆ and φˆ are unique. Indeed, it follows from (4.2) that the number
βˆ satisfies βˆ = sup{νˆ(y − ψˆ) ; ψˆ ∈ k¯} (compare Definition 4.7 below). Moreover,
suppose that φˆ =
∑
ajx
βˆj and φˆ′ =
∑
a′jx
βˆ′j both satisfy (4.2) and that βˆj , βˆ
′
j < βˆ
for all j. Then ν⋆(φˆ− φˆ′) ≥ βˆ, so φˆ = φˆ′.
Finally we show that given φˆ and βˆ satisfying the conditions in the proposi-
tion, there exists a unique valuation νˆ satisfying (4.2). Uniqueness is immediate
from (4.2) since νˆ is determined on its values on linear polynomials y − ψˆ. As for
existence, let us define νˆ : k¯[y] → R+ using (4.2), νˆ|k¯ = ν⋆ and νˆ(
∏
(y − ψˆi)) =∑
νˆ(y − ψˆi). The nontrivial part is to show that νˆ is actually a valuation on k¯[y],
i.e. that
νˆ(P +Q) ≥ min{νˆ(P ), νˆ(Q)} for all P,Q ∈ k¯[y]. (4.4)
Once we have proved (4.4), the fact that νˆ extends uniquely to a valuation on the
power series ring k¯[[y]] is proved as in Proposition 2.10.
To prove (4.4) let us rephrase the defining property (4.2) somewhat. First
assume that φˆ is a finite Puiseux series and that βˆ ∈ Q. For a ∈ C define φˆa =
φˆ+axβˆ . Then φˆa ∈ k¯ and from (4.2) it follows that there exists a subset X(ψ) of C
containing at most one element such that if a 6∈ X(ψ), then νˆ(y− ψˆ) = ν⋆(ψˆ− φˆa).
As a consequence, given P ∈ k¯[y] there exists a finite subset X(P ) such that νˆ(P ) =
ν⋆(P (φˆa)) for a 6∈ X(P ). Here P (φˆa) is the element of k¯ obtained by substituting φˆa
for y in the polynomial P ∈ k¯[y]. If P,Q ∈ k¯[y] and a 6∈ X(P )∪X(Q)∪X(P +Q)),
we then get
νˆ(P +Q) = ν⋆(P (φˆa) +Q(φˆa)) ≥ min{ν⋆(P (φˆa)), ν⋆(Q(φˆa))} = min{νˆ(P ), νˆ(Q)},
so that νˆ is a valuation in this case.
The same argument works also if φˆ is a finite Puiseux series and βˆ is irrational:
we simply replace φˆa by φˆ + x
βˆ in the argument above. Of course φˆ + xβˆ is not
an element of k¯, but the computations still make sense. If φˆ is an infinite Puiseux
series and βˆ = ∞ (so that φˆ ∈ k¯), then (4.2) instead implies νˆ(P ) = ν⋆(P (φˆ)) for
all P ∈ k¯[y], which gives (4.4) by the same argument as above. This method in fact
also works if φˆ 6∈ k¯ and βˆ <∞.
Thus νˆ is a valuation, completing the proof. 
4.2. Tree structure
Let V̂x be the set of valuations νˆ : k¯[[y]]→ R+ extending ν⋆ on k¯ and satisfying
νˆ(y) > 0. To V̂x we also add the valuation νˆ⋆ defined by νˆ⋆(y− φˆ) = 0 for all φˆ ∈ k¯
with ν⋆(φ) ≥ 0. Note that by definition this valuation is a rational valuation of
finite type. Our objective now is to show that V̂x carries a tree structure similar to
that of the relative valuative tree Vx discussed in Section 3.9.
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Recall that the main technical tool for obtaining the tree structure on Vx was
the technique of SKP’s. Here, in the case of V̂x, the situation is a bit simpler and
Proposition 4.1 provides the technical result that we need.
4.2.1. Nonmetric tree structure. There is a natural partial ordering ≤ on
V̂x: νˆ ≤ µˆ iff νˆ ≤ µˆ pointwise as functions on k¯[y]. As k¯ is algebraically closed,
it suffices to check this condition on linear polynomials in y. Also notice that if
νˆ ∈ Vx, φˆ ∈ k¯ and ν⋆(φˆ) ≤ 0, then νˆ(y − φˆ) = ν⋆(φˆ). Hence
νˆ ≤ µˆ iff νˆ(y − ψˆ) ≤ µˆ(y − ψˆ) for every ψˆ ∈ k¯+. (4.5)
Proposition 4.4. The partial ordering ≤ gives V̂x the structure of a complete
nonmetric tree rooted at νˆ⋆. Its ends are the valuations of point type or special type.
Its branch points are the rational valuations. Its regular points are the irrational
valuations.
Corollary 4.5. Write V̂fin for the set of valuations in V̂x of finite type. Then
V̂fin is a rooted subtree of V̂x containing none of its ends (apart from the root νˆ⋆).
We denote by ∧ the infimum in V̂x with respect to the partial ordering above.
Proof of Proposition 4.4. The key to the proof is the following character-
ization of the partial ordering using the structure result above.
Lemma 4.6. Consider νˆ1, νˆ2 ∈ V̂x and write νˆi = val[φˆi, βˆi] as in Definition 4.2.
Then νˆ1 ≤ νˆ2 iff βˆ2 ≥ βˆ1 and ν⋆(φˆ2 − φˆ1) ≥ βˆ1.
We postpone the proof of the lemma. Let us show that (V̂x,≤) satisfies the
axioms (T1)-(T3) for a nonmetric tree. As for (T1) this is easy as νˆ⋆ is clearly
the unique minimal element of V̂x. Now consider (T2). Fix νˆ ∈ V̂x, νˆ 6= νˆ⋆. We
have to show that {µˆ ∈ V̂x ; µˆ ≤ νˆ} is a totally ordered set isomorphic to a real
interval. Write νˆ = val[φˆ, βˆ] as in Definition 4.2. Thus βˆ > 0 and φˆ =
∑n
j=1 ajx
βˆj ,
where 1 ≤ n ≤ ∞. Write φˆi =
∑i
j=1 ajx
βˆj for 1 ≤ i < n + 1. By Lemma 4.6 we
have µˆ ≤ νˆ iff µˆ = val[φˆi; αˆ] for some i and βˆi < αˆ ≤ βˆi+1. Here we adopt the
convention that βˆ0 = 0 and that βˆn+1 = βˆ if n <∞. Thus {µˆ ∈ V̂x ; νˆ⋆ < µˆ ≤ νˆ}
is isomorphic to the union of the intervals ]βˆi, βˆi+1], hence to the real interval ]0, βˆ].
This proves (T2).
As for (T3), it is easier to prove the equivalent statement (T3’) given in Re-
mark 3.3. Moreover (T3’) clearly follows if we can prove that every totally ordered
subset of V̂x has a majorant in V̂x. This will in fact also prove that V̂x is a com-
plete tree. Thus consider such a totally ordered subset S ⊂ V̂x. By Lemma 4.6 the
Puiseux series defining νˆ ∈ S has a length that is a nondecreasing function of ν.
The parameter βˆ is also an increasing function on S. It follows easily from this and
from Lemma 4.6 that there exists a valuation in V̂x of point type or special type
dominating all the νˆ ∈ S. Thus V̂x is a complete tree.
It is clear from Lemma 4.6 that valuations in V̂x of point type or special type are
maximal elements, hence ends. Similarly, a valuation of finite type, say νˆ = val[φˆ, βˆ]
with φˆ ∈ kˆ and βˆ <∞ cannot be an end as we obtain a valuation dominating it by
increasing βˆ.
Finally, let us show that rational valuations are branch points and irrational
valuations regular points in V̂x. First consider νˆ = val[φˆ, βˆ] rational, say φˆ =
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1 ajx
βˆj and Q ∋ βˆ > βˆj0 . For a ∈ C∗ define φa = φ+ axβˆ and νˆa = val[φa;∞].
Then νˆa > νˆ for all a but if a 6= b, then νˆa ∧ νˆb = νˆ. Thus νˆ is a branch point. Now
suppose νˆ is irrational, with φˆ =
∑j0
1 ajx
βˆj and Q 6∋ βˆ > βˆj0 . If νˆ1, νˆ2 > νˆ, then
νˆi = val[φ+ φi; αˆi] where αˆi > βˆ and νˆ⋆(φi) > βˆ, i = 1, 2. Pick αˆ such that αˆ > βˆ
but αˆ < αˆi, and define µˆ = val[φˆ; αˆ]. Then νˆ < µˆ < νˆi for i = 1, 2 so that νˆ1 and
νˆ2 define the same tree tangent vector at νˆ. 
Proof of Lemma 4.6. First suppose that βˆ2 ≥ βˆ1 and ν⋆(φˆ2− φˆ1) ≥ βˆ1. Let
us show that νˆ1 ≤ νˆ2. It suffices to show that νˆ1(y − ψˆ) ≤ νˆ2(y − ψˆ) for every
ψˆ ∈ k¯. Fix ψˆ ∈ k¯. By definition, νˆi(y − ψˆ) = min{βˆi, ν⋆(φˆi − ψˆ)} for i = 1, 2. The
assumptions now give βˆ2 ≥ min{βˆ1, ν⋆(φˆ1 − ψˆ)} and
ν⋆(φˆ2 − ψˆ) ≥ min{ν⋆(φˆ1 − φˆ2), ν⋆(φˆ1 − ψˆ)} ≥ min{βˆ1, ν⋆(φˆ1 − ψˆ)}
so that νˆ1(y − ψˆ) ≤ νˆ2(y − ψˆ) as claimed.
For the converse, first suppose νˆ⋆(φˆ2−φˆ1) < βˆ1. Pick ψˆ = φˆ1. Then νˆ1(y−ψˆ) =
βˆ1 but νˆ2(y−ψˆ) = min{βˆ2, νˆ⋆(φˆ2−φˆ1)} < βˆ1 so νˆ1 6≤ νˆ2. Next suppose νˆ⋆(φˆ2−φˆ1) ≥
βˆ1 but βˆ1 > βˆ2. Pick ψˆ = φˆ2. Then νˆ1(y − ψˆ) = min{βˆ1, νˆ⋆(φˆ2 − φˆ1)} = βˆ1 but
νˆ2(y − ψˆ) = βˆ2 so again νˆ1 6≤ νˆ2. This completes the proof. 
4.2.2. Puiseux parameterization. Next we parameterize V̂x.
Definition 4.7. If νˆ ∈ V̂x, then define the Puiseux parameter of νˆ by
βˆ(νˆ) := sup{νˆ(y − ψˆ) ; ψˆ ∈ k¯)}.
Proposition 4.8. The Puiseux parameter defines a parameterization βˆ : V̂x →
[0,∞] of the nonmetric tree V̂x rooted in the valuation νˆ⋆. Moreover:
(i) if νˆ is rational, then βˆ(νˆ) is rational;
(ii) if νˆ is irrational, then βˆ(νˆ) is irrational;
(iii) if νˆ is of point type, then βˆ(νˆ) =∞;
(iv) if νˆ is of special type, then βˆ(νˆ) ∈ (0,∞].
Corollary 4.9. The Puiseux parameter also defines a parameterization of the
tree V̂fin with values in [0,∞).
Definition 4.10. Given φˆ ∈ k¯+ and βˆ ≥ 0 we denote by val[φˆ; βˆ] the unique
valuation in the segment [νˆ⋆, νˆφˆ] of Puiseux parameter βˆ.
Proposition 4.11. If νˆ = val[φˆ; βˆ] in the sense of Definition 4.10 then (4.2)
holds. Thus the notation νˆ = val[φˆ; βˆ] is compatible with that of Definition 4.2.
Proposition 4.12. If νˆ ∈ V̂x and φˆ ∈ k¯+, then νˆφˆ ≥ νˆ iff νˆ(y − φˆ) = βˆ(νˆ).
Definition 4.13. The Puiseux metric is the metric on the tree V̂fin induced
by the Puiseux parameterization, i.e. the unique tree metric such that the distance
between νˆ⋆ and νˆ equals βˆ(νˆ).
Proof of Proposition 4.8. Pick νˆ ∈ V̂x and write νˆ = val[φˆ; βˆ] as in Defi-
nition 4.2. It follows from (4.2) that βˆ(νˆ) = βˆ. The proof of Proposition 4.4 then
immediately gives that the Puiseux parameter defines a parameterization of V̂x.
Assertions (i)-(iv) are direct consequences of Definition 4.2. 
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Proof of Proposition 4.11. Write νˆ = val[φ′; βˆ′] in the sense of Defini-
tion 4.2. It follows from (4.2) that βˆ′ is the Puiseux parameter of νˆ, hence βˆ′ = βˆ.
Moreover, we have νˆφˆ = val[φˆ;∞] in the sense of Definition 4.2 so since νˆφˆ ≥ νˆ,
Lemma 4.6 gives ν⋆(φˆ− φˆ′) ≥ βˆ. It is then easy to see that
min{βˆ, ν⋆(ψˆ − φˆ)} = min{βˆ, ν⋆(ψˆ − φˆ′)} = νˆ(y − ψˆ)
for any ψˆ ∈ kˆ, which completes the proof. 
Proof of Proposition 4.12. The proof is similar to that of Proposition 4.11.
Write βˆ = βˆ(νˆ). Then νˆ = val[φˆ′; βˆ] in the notation of Definition 4.2 for some φˆ′ ∈
k¯+. Lemma 4.6 gives νˆφˆ ≥ νˆ iff ν⋆(φˆ− φˆ′) ≥ βˆ. Since νˆ(y− φˆ) = min{βˆ, ν⋆(φˆ− φˆ′)},
this is equivalent to νˆ(y − φˆ) = βˆ. 
4.2.3. Multiplicities. Consider a Puiseux series φˆ ∈ k¯ written in the form (4.1).
Write βˆj = rj/sj with gcd(rj , sj) = 1. We define the multiplicity of φˆ by m(φˆ) =
lcm(sj). Thus m(φˆ) ∈ N and m(φˆ) <∞ iff φˆ ∈ kˆ.
As in the case of Vqm we can extend the notion of multiplicities from elements
in k¯ to valuations in V̂x of finite type, using the tree structure.
Definition 4.14. If νˆ ∈ V̂x is of point type or finite type, then the multiplicity
of νˆ is m(νˆ) = min{m(φˆ) ; φˆ ∈ k¯+, νˆφˆ ≥ νˆ}. If νˆ is of special type then we set
m(νˆ) =∞.
Proposition 4.15. If µˆ ≤ νˆ then m(µˆ) divides m(νˆ). Further:
(i) m(νˆ) =∞ iff νˆ is of special type or of point type associated to an element
not in kˆ;
(ii) m(νˆ) = 1 iff there exists a change of variables z = y − φˆ with φˆ ∈ k+,
such that have νˆ(z − ψˆ) = min{βˆ(νˆ), ν⋆(ψˆ)} for every ψˆ ∈ k¯.
Proof. We first claim that if νˆ ∈ V̂x of finite type or point type and νˆ =
val[φˆ; βˆ] as in Definition 4.2, then m(νˆ) = m(φˆ). This is trivial if νˆ is of point type.
If νˆ is of finite type and νˆψ > νˆ, then ν⋆(ψˆ − φˆ) ≥ βˆ. This implies that either
ψˆ = φˆ, in which case m(ψˆ) = m(φˆ), or ψˆ = φˆ plus higher order terms, in which
case m(ψˆ) is a multiple of m(φˆ).
This claim together with Lemma 4.6 implies that µˆ ≤ νˆ implies that m(µˆ)
divides m(νˆ). It also immediately gives (i).
Finally we prove (ii). If the condition in (ii) holds then νˆ ≤ νˆφˆ by Proposi-
tion 4.12. Since φˆ ∈ k, m(φˆ) = 1 and so m(νˆ) = 1. Conversely, if m(νˆ) = 1, then
we can find φ ∈ kˆ+ with m(νˆ) such that νˆ ≤ νˆφˆ. Thus φˆ ∈ k+ and νˆ = val[φˆ; βˆ(νˆ)]
so we are done by Proposition 4.11. 
4.3. Galois action
The Galois group G := Gal(kˆ/k) acts on kˆ and by duality on valuations in V̂x.
Here we show that this action respects the tree structure so that the orbit space
V̂x/G is in itself a tree. Later we shall show that V̂x/G is in fact isomorphic to the
relative valuative tree Vx.
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4.3.1. The Galois group. As the field kˆ can be viewed as the injective limit
of field extensions, the Galois group Gal(kˆ/k) is naturally a projective limit. Let
us be more precise.
For any m ≥ 1, set km = C((x1/m)). The map x1/m 7→ (x1/mn)n ∈ kmn
defines a field extension km → kmn and the fields km form an injective system with
injective limit kˆ.
The Galois groupGm = Gal(km/k) is isomorphic to the set of complex numbers
ω with ωm = 1. The action of ω ∈ Gm on km = C((x1/m)) is denoted by ω∗ (or
ω∗ which is the same as G is abelian) and satisfies ω∗(x1/m) = ωx1/m. With this
identification, there is a group homomorphism from Gmn to Gm given by ω 7→ ωn.
The groups Gm form a projective system whose projective limit is the Galois group
G = Gal(kˆ/k).
If ω ∈ G, then we write ωm for its image in Gm. The action of ω ∈ G on a
monomial xβ ∈ kˆ is then given as follows. Write β = p/q with gcd(p, q) = 1 and
pick m such that q divides m, say m = qr. Then ω∗(xβ) = ωprm x
β . This does not
depend on the choice of m. It follows that G also acts naturally on the completion
k¯ of kˆ.
It is clear that ν⋆(ω
∗φˆ) = ν⋆(φˆ) andm(ω∗φˆ) = m(φˆ) for every φˆ ∈ k¯. Moreover,
if m(φˆ) = 1, i.e. if φˆ ∈ k, then ω∗φˆ = φˆ.
We extend the action of the Galois group to k¯[y] by declaring ω∗y = y for every
ω ∈ G. It follows that the restriction of ω∗ to k[[y]] ⊃ R is the identity for every ω.
4.3.2. Action on V̂x. By duality, the Galois group G acts on valuations in V̂x.
If ω ∈ G, then the action of ω is denoted by ω∗ and is given by (ω∗νˆ)(ψˆ) := νˆ(ω∗ψˆ).
We claim that ω∗ maps V̂x into itself. Indeed, if νˆ(y) > 0, then (ω∗νˆ)(y) = νˆ(y) > 0,
and if νˆ extends ν⋆, then so does ω∗νˆ since ν⋆(ω∗φˆ) = ν⋆(φˆ) for every φˆ ∈ k¯. This
calculation in conjunction with (4.3) also shows that the action is well-behaved on
valuations of point type: ω∗νˆφˆ = νˆη∗φˆ for every φˆ ∈ k¯+, where η = ω−1 ∈ G.
Proposition 4.16. If ω ∈ G, then ω∗ : (V̂x, βˆ) → (V̂x, βˆ) is an isomorphism
of parameterized trees and preserves multiplicity.
Proof. We have to show that ω∗ is a bijection that preserves the partial
ordering, the Puiseux parameter and the multiplicity.
That ω∗ is a bijection is obvious since ω−1∗ ω∗ = ω∗ω
−1
∗ = id. That it preserves
the partial ordering, and the Puiseux parameter are simple consequence of the
equation
(ω∗νˆ)(y − ψˆ) = νˆ(y − ω∗ψˆ) for νˆ ∈ V̂x and ψˆ ∈ k¯. (4.6)
Indeed, (4.5) and (4.6) immediately give that νˆ ≤ µˆ iff ω∗νˆ ≤ ω∗µˆ. Similarly,
Definition 4.7 and (4.6) yield βˆ(ω∗νˆ) = βˆ(νˆ) for every νˆ ∈ V̂x.
Finally let us show that m(ω∗νˆ) = m(νˆ) for νˆ ∈ V̂x. Consider φˆ ∈ kˆ such
that νˆφˆ > νˆ and m(φˆ) = m(νˆ). Write ψˆ = (ω
−1)∗φˆ. Then m(ψˆ) = m(φˆ) = m(νˆ)
and νˆψˆ = ω∗νˆφˆ > ω∗νˆ. Hence m(ω∗νˆ) ≤ m(νˆ). The reverse inequality follows by
applying the same argument to ω−1 rather than ω. 
4.3.3. The orbit tree. Proposition 4.16 implies that the orbit space V̂x/G
has a natural tree structure. Let us be more precise. Declare two elements νˆ, µˆ to
be equivalent if there exists ω ∈ G with µˆ = ω∗νˆ. Let [νˆ] be denote the equivalence
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class containing νˆ and let V̂x/G be the set of equivalence classes. We define a
partial ordering on V̂x/G by [νˆ] ≤ [µˆ] iff νˆ ≤ µˆ for some representatives νˆ, µˆ.
Proposition 4.16 implies that V̂x/G is a complete, rooted nonmetric tree under this
partial ordering and that βˆ defines a well-defined parameterization. Moreover, the
multiplicity m is also well-defined.
4.4. A tale of two trees
We now wish to relate the tree V̂x to the valuative tree Vx. The elements of V̂x
are valuations on the ring k¯[[y]] ⊃ C[[x]][[y]] = R. Any element in V̂x restricts to
ν⋆ on C[[x]] so valuations in V̂x restrict to valuations on R satisfying ν(x) = 1, and
we end up with a mapping Φ : V̂x → Vx. Our first goal is to show that Φ respects
the two tree structures in the strongest possible sense.
Notice that Φ is not injective: the valuations val[y± x3/2; 5/2] in V̂x both map
to the valuation νy2−x3,2 in Vx. Our second goal is to understand this lack of
injectivity. In fact, we shall see that Φ factors through the action of the Galois
group G = Gal(kˆ/k), resulting in an isomorphism between the orbit tree V̂x/G
defined in Section 4.3.3 and the relative valuative tree Vx.
4.4.1. Minimal polynomials. The main tool in the study of the restriction
map from V̂x to Vx is the relation between Puiseux series in kˆ and irreducible
elements in m. Recall that if φ ∈ kˆ+, then the minimal polynomial of φˆ over k is
given by
φ(x, y) =
m−1∏
j=0
(y − φˆj) (4.7)
where m = m(φˆ) is the multiplicity of φˆ, where ω ∈ G is an element whose image
in Gm generates Gm, and where φˆj = (ω
j)∗(φˆ). Thus φ ∈ m is irreducible in R
and if ψ ∈ m ⊂ k¯[[y]] is irreducible in R and y− φˆ divides ψ in k¯[[y]], then ψ = φξ,
where ξ is a unit in R. Conversely, if ψ ∈ m is irreducible in R, then there exists a
unit ξ ∈ R and φˆ ∈ kˆ+ such that ψ = φξ, where φ is the minimal polynomial of φˆ.
Finally, two elements φˆ, ψˆ ∈ kˆ+ have the same minimal polynomial iff there
exists ω ∈ G such that ψˆ = ω∗φˆ.
4.4.2. The morphism. Recall that we are working with the relative tree
Vx. Thus the elements of Vx are normalized by ν(x) = 1, and the root of Vx
is the valuation divx defined by φ 7→ max{m ; xm | φ}. Also recall that Vx is
equipped with the relative partial ordering ≤x, the parameterization Ax by relative
thinness, and the relative multiplicity function mx. (The relative skewness will be
of lesser importance here and can anyway be recovered from the relative thinness
and multiplicity.)
By Section 3.7, V̂x has a tree structure, comprised of the partial ordering ≤,
the Puiseux parameter βˆ and the multiplicity function m. Let us denote by 1 + βˆ
the parameterization of V̂x given by (1 + βˆ)(νˆ) = 1 + βˆ(νˆ) for all νˆ ∈ V̂x.
We define a mapping Φ : V̂x → Vx letting Φ(νˆ) be the restriction of νˆ from
k¯[[y]] to R ⊂ k[[y]]. The fact that νˆ restricts to νˆ⋆ on k¯ implies that Φ(νˆ)(x) = 1.
In particular Φ(νˆ⋆) = divx with the normalization convention above.
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Theorem 4.17. The mapping
Φ : (V̂x, 1 + βˆ)→ (Vx, Ax)
is a surjective morphism of parameterized trees and preserves multiplicity. Further,
Φ factors through the projection V̂x → V̂x/G, where G = Gal(kˆ/k), and the induced
mapping
(V̂x/G, 1 + βˆ)→ (Vx, Ax)
is a multiplicity-preserving isomorphism of parameterized trees.
Moreover, for νˆ ∈ V̂x and ν = Φ(νˆ) we have:
(i) νˆ is of finite type iff ν is quasimonomial;
(ii) νˆ is rational iff ν is divisorial;
(iii) νˆ is irrational iff ν is irrational;
(iv) νˆ is of point type and finite multiplicity iff ν is a curve valuation; in this
case νˆ = νˆφˆ and ν = νφ, where φ is the minimal polynomial of φˆ over k;
(v) νˆ is of point type and infinite multiplicity iff ν is infinitely singular with
infinite thinness;
(vi) νˆ is of special type iff ν is infinitely singular with finite thinness.
Recall that the relative and nonrelative tree structures coincide on the subtree
{ν ≥x νm} = {ν ∧ divx = νm} of Vx by Proposition 3.61. Hence we have
Corollary 4.18. Φ restricts to a surjective morphism
({νˆ ≥ val[0; 1]}, 1 + βˆ)→ ({ν ≥x νm}, A)
of parameterized trees and preserves multiplicity.
The fact that (relative) thinness can be computed in terms of Puiseux series is
very useful in practice and will play an important role in Chapter 6.
νˆ⋆ [0;1] [0;
3
2
] 0
+x3/2
−x3/2
divx νm y,
3
2
y
y2−x3
V̂x Vx
Figure 4.1. The tree structures on the spaces V̂x and Vx and
their relation given by Theorem 4.17. The segment in V̂x joining
the root νˆ⋆ and the valuation νˆ0 of point type is mapped onto the
segment in Vx joining the root divx and the curve valuation νy.
The two segments in V̂x joining νˆ⋆ and the valuations ν±x3/2 of
point type are both mapped onto the segment in Vx joining the
root divx and the curve valuation νy2−x3 .
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4.4.3. Proof. We now turn to the proof of Theorem 4.17. Almost the whole
proof boils down to a study of the factorization in (4.7).
First notice that Φ is strictly increasing. Indeed, if νˆ ≤ µˆ in V̂x, then νˆ ≤ µˆ
pointwise on k¯[y] so by restriction Φ(νˆ) ≤ Φ(µˆ) on R, whence νˆ ≤x µˆ. If moreover
ν < µ, then there exists φˆ ∈ kˆ+ such that νˆ(y − φˆ) < µˆ(y − φˆ). This implies
Φ(νˆ)(φ) < Φ(µˆ)(φ), where φ ∈ kˆ[y] ⊂ m is the minimal polynomial of φˆ over k.
Thus Φ(ν) <x Φ(µ).
Let us study the restriction of Φ to valuations of point type and finite multi-
plicity. Consider φˆ ∈ kˆ+ and let φ be the minimal polynomial of φˆ over k. It is
given by (4.7). Then νˆφˆ(y − φˆ) = ∞, so Φ(νˆφˆ)(φ) = ∞, which implies Φ(νˆφˆ) = νφ
(normalized by νφ(x) = 1)). See the discussion following Lemma 1.5. Essentially
the same argument shows that if νˆ ∈ V̂x and Φ(νˆ) = νφ is a curve valuation, then
νˆ = νˆφˆ as above. This proves (iv). Also notice that (4.7) shows that the multiplicity
of φˆ equals the relative multiplicity of φ (they are both equal to m).
The next step is to study the restriction of Φ to V̂fin, the set of valuations
of finite type. Generally speaking, a valuation of finite type can be understood
through the valuations of point type (say of finite multiplicity) that dominate it.
Thus the previous paragraph, together with the fact that Φ is order-preserving,
allows us to understand the restriction of Φ to V̂fin. Of course we have to make this
precise.
We claim that if νˆ ∈ V̂fin, and φ ∈ m is irreducible, then Φ(νˆ) <x νφ iff there
exists φˆ ∈ kˆ such that φ is the minimal polynomial of φˆ over k (up to a unit) and
νˆ < νˆφˆ. Indeed, write φ =
∏
j(y − φˆj) as in (4.7), and write νˆj = νˆφˆj . Suppose
Φ(νˆ) <x νφ but νˆ 6< νˆj for all j. Then we may pick νˆ′ < νˆ such that νˆ′ 6< νˆj for all j.
Since Φ is order-preserving we get Φ(νˆ′) <x Φ(νˆ) <x νφ. But Φ(νˆ′)(φ) = Φ(νˆ)(φ)
since φ =
∏
(y − φˆj), so this is a contradiction. The other implication is easy.
Next we wish to show that the restriction of Φ to V̂fin preserves multiplicity
and transports the (adjusted) Puiseux parameterization to relative thinness.
Let us first show that if νˆ is of finite type, then mx(Φ(νˆ)) = m(νˆ). Consider
φˆ ∈ kˆ+ with νˆφˆ > νˆ and m(φˆ) = m(νˆ). Then νφ >x Φ(νˆ), where φ is the minimal
polynomial of φˆ over k. As noted above, (4.7) yields mx(φ) = m(φˆ). We infer
mx(Φ(νˆ)) ≤ m(νˆ). On the other hand, we saw above that if φ ∈ m is irreducible
and νφ > ν, then φ is, up to a unit in R, the minimal polynomial over k of some
φˆ ∈ kˆ+ such that νˆφˆ > νˆ. This gives the reverse inequality.
To relate the Puiseux parameterization to relative thinness, we first consider
νˆ, νˆ′ ∈ V̂x of finite type with νˆ′ < νˆ such that the multiplicity is constant, say equal
to m, on the segment ]νˆ′, νˆ] in V̂x. Pick φˆ0 ∈ kˆ+ with νˆφˆ0 > νˆ and m(φˆ0) = m.
Write ν = Φ(νˆ) and ν′ = Φ(νˆ′). Let φ =
∏
j(y − φˆj) be the minimal polynomial
of φˆ0 over k. Our assumptions imply that ν⋆(φˆi − φˆj) < βˆ(νˆ′) for i 6= j. Hence
νˆ(y − φˆj) = νˆ′(y − φˆj) for j 6= 0 in view of (4.2). Moreover, νˆ(y − φˆ0) = βˆ(νˆ) and
νˆ′(y − φˆ0) = βˆ(νˆ′). This leads to
Ax(ν)−Ax(ν′) = ν(φ) − ν′(φ) =
m−1∑
0
(
νˆ(y − φˆj)− νˆ′(y − φˆj)
)
= βˆ(νˆ)− βˆ(νˆ′),
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where we have used Lemma 3.67. We also have Φ(νˆ⋆) = divx and Ax(divx) = 1 =
1 + βˆ(νˆ⋆). Given νˆ ∈ V̂fin we can break up the segment [νˆ⋆, νˆ] into finitely many
pieces on each of which the multiplicity is constant. By applying the equation above
to each piece we get Ax(Φ(νˆ)) = 1 + βˆ(νˆ).
We have shown that Φ : V̂x → Vx is order-preserving and that Ax◦Φ = 1+ βˆ on
V̂fin. Since V̂x is the completion of V̂fin, this immediately implies that Ax◦Φ = 1+ βˆ
on all of V̂x, so that Φ gives a morphism of parameterized trees.
We also know that mx(Φ(νˆ)) = m(νˆ) for νˆ of finite type and for νˆ of point
type of finite multiplicity. If νˆ is either of special type or of point type with infinite
multiplicity, then m(νˆ) =∞. Thus m(µˆ)→∞ as µˆ→ νˆ along the segment [νˆ⋆, νˆ[.
The valuations in this segment are of finite type, so mx(Φ(µˆ))→∞. As Φ is order-
preserving, mx(Φ(µˆ)) increases to mx(Φ(νˆ)) so mx(Φ(νˆ)) = ∞. Thus Φ preserves
multiplicity on all of V̂x.
Statements (i)-(vi) now follow from the characterizations of the elements in V̂x
and Vx in terms of the tree structure.
Finally, to show that Φ induces an isomorphism of the orbit tree V̂x/G onto Vx
it suffices to prove that if νˆ, µˆ ∈ V̂x, then Φ(νˆ) = Φ(µˆ) iff there exists ω ∈ G such
that µˆ = ω∗νˆ. One of these implications is trivial since the restriction ω∗ to R is
the identity for any ω ∈ G.
For the other implication, suppose Φ(νˆ) = Φ(µˆ) =: ν for some νˆ, µˆ ∈ V̂x.
Then νˆ and µˆ share the same Puiseux parameter and multiplicity. First assume
the multiplicity is finite. Then mx(ν) < ∞ so we can find φ ∈ m irreducible with
νφ ≥ ν. As we showed above, this implies that there exist φˆ, ψˆ ∈ kˆ both having φ
as minimal polynomial over k and such that νˆφˆ ≥ νˆ and νˆψˆ ≥ µˆ. Then η∗ψˆ = φˆ for
some η ∈ G, hence ω∗νˆψˆ = νˆφˆ, where ω = η−1 ∈ G. By Proposition 4.16 we infer
that ω∗ maps the segment [νˆ⋆, νˆψˆ] onto [νˆ⋆, νˆφˆ], preserving the Puiseux parameter.
Since νˆ and µˆ have the same Puiseux parameter, this implies ω∗µˆ = νˆ.
Now suppose Φ(νˆ) = Φ(µˆ) = ν and m(νˆ) = m(µˆ) = ∞. Pick an increasing
sequence (νˆn)
∞
1 of rational valuations in the segment [νˆ⋆, νˆ[ such that mn := m(νˆn)
is strictly increasing and νˆn → νˆ as n → ∞. Also pick φˆn ∈ kˆ such that m(φˆn) =
mn, and νˆφˆn∧ νˆ = νˆn. Write νn = Φ(νˆn) and let φn ∈ m be the minimal polynomial
of φˆn over k. Then νn increases to ν, mx(νn) = mn, mx(φn) = mn and νφn∧ν = νn.
By what precedes there is a unique preimage µˆn under Φ of νn in the segment [νˆ⋆, µˆ[
and we have m(µˆn) = mn. All preimages of νφn under Φ are of the form νˆψˆn where
ψˆn ∈ kˆ and the minimal polynomial of ψˆn over k is φn. We automatically have
m(ψˆn) = mn and we can pick ψˆn such that νˆψˆn ∧ µˆ = µˆn.
Since ψˆn and φˆn have the same minimal polynomial over k there exists ηn ∈ G
such that η∗nψˆn = φˆn. Notice while there are many such ηn, they all have the same
image in Gmn . Thus there exists a unique η ∈ Gmn whose image in Gmn agrees
with that of ηn. This η satisfies η
∗ψˆn = φˆn for all n. As a consequence ω∗νˆψˆn = νˆφn
for all n, where ω = η−1 ∈ G. Since ω∗ preserves the Puiseux parameter, ω∗µˆn = νˆn
for all n, so finally ω∗µˆ = νˆ as desired.
This concludes the proof of Theorem 4.17.
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4.5. The Berkovich projective line
We next indicate how the valuative spaces Vx and V̂x are naturally embedded
(as nonmetric trees) in the Berkovich projective lines over the local fields k and k¯,
respectively.
The Berkovich affine line A1(k) is defined [Be, p.19] to be the set of valuations
ν : k[y]→ (−∞,+∞] extending ν⋆. The line A1(k¯) is defined analogously. We will
write ν for elements of A1(k) and νˆ for elements of A1(k¯).
Both lines are endowed with the weak topology, defined in terms of pointwise
convergence. By definition, V̂x is a subset of A1(k¯). Berkovich defines [Be, p.18]
the open disk in A1(k¯) with center φˆ ∈ k¯ and radius r > 0 to be D(φˆ, r) =
{νˆ ; νˆ(y − φˆ) > log r}. It follows that V̂x is the closure of the open disk in A1(k¯)
of radius 1 centered at zero. Disks in A1(k) are defined as images of disks under
the restriction map A1(k¯) → A1(k). It follows that the disk D(0, 1) in A1(k) is
the set of valuations ν : k[y] → (−∞,∞] extending ν⋆ and satisfying ν(y) > 0.
Any such valuation is an element of Vx, if we use the normalization ν(x) = 1.
Conversely, any element of Vx, save for divx, can be obtained in this way. Hence
Vx is homeomorphic to the closure of the open disk in A1(k¯) of radius 1 centered at
zero.
The Berkovich projective line P1(k) is defined as A1(k) ∪ {ν∞} where ν∞ :
k[y]→ [−∞,∞] equals ν⋆ on k and −∞ elsewhere. The line decomposes as
P1(k) = {νˆ⋆} ⊔
⊔
α∈P1(C)
Dα,
where Dα := D(y−α, 1) for α ∈ C and D∞ := {ν ∈ A1(k) ; ν(y) < 0}∪{ν∞} and
νˆ⋆ ∈ A1(k) denotes the valuation νˆ⋆(
∑
j ajy
j) = minj ν⋆(aj).
Any translation y 7→ y + τ , τ ∈ C, induces an isomorphism of P1(k) sending
Dα homeomorphically to Dα+τ . Similarly, the inversion y 7→ y−1 induces a home-
omorphism of D∞ onto D0. The open disks Dα are hence all homeomorphic, and
their closures are Dα = Dα ∪ {νˆ⋆}.
On any disk Dα we can put the nonmetric tree structure induced by the relative
tree structure on Vx (rooted at divx, see Section 3.9). For instance, on D0 ≃ Vx, the
tree structure is given by ν ≤ µ iff ν(φ) ≤ µ(φ) for all φ ∈ k[y]. Patched together,
these partial orderings endow P1(k) with a natural nonmetric tree structure rooted
at ν⋆ (see [Be, Theorem 4.2.1]). As we shall see below (Theorem 5.1), the weak
tree topology on P1(k) coincides with the weak topology.
This discussion goes through, essentially verbatim, with k replaced by k¯.
4.6. The Bruhat-Tits metric
The standard projective line P1(k¯) embeds naturally in the Berkovich line
P1(k¯): φˆ ∈ k¯ corresponds to the valuation νˆφˆ with νˆφˆ(y − φˆ) = ∞ and ∞ to νˆ∞.
The points in P1(k¯) are ends of the nonmetric tree P1(k¯); hence H := P1(k¯) \
P1(k¯) has a nonmetric tree structure rooted at νˆ⋆. The group PGL2(k¯) of Mo¨bius
transformations acts on P1(k¯) and this action extends to P1(k¯) by (M∗νˆ)(y− φˆ) =
νˆ(My − φ).
Berkovich noted that H is isomorphic (as a non-metric tree) to the Bruhat-
Tits building of PGL2(k¯). We will not define this building nor the isomorphism
here. Suffice it to say that the building is a metric tree on which PGL2(k¯) acts by
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isometries. This last condition in fact defines the tree metric on H up to a constant.
To see this, consider the segment in H parameterized by val[0; t], 0 ≤ t < ∞. Fix
any rational t0 > 0 and pick φˆ0 with νˆ⋆(φˆ0) = t0. Then M ∈ PGL2(k¯) defined
by My = yφˆ0 gives M∗ val[0; t] = val[0; t+ t0]. But the only translation invariant
metric on R is the Euclidean metric (up to a constant), so after normalizing we get
that [0,∞[∋ t 7→ val[0, t] ∈ H is an isometry. Now if φˆ ∈ k¯, then M(y) := y − φˆ
induces an isometry of the segment [νˆ⋆, νˆφˆ[ onto [νˆ⋆, νˆ0[. Similarly, M(y) = 1/y
gives an isometry of [νˆ⋆,∞[ onto [νˆ⋆, νˆ0[. Thus the metric on H is uniquely defined.
In particular we see that if φˆ ∈ k¯+, then [0,∞[∋ t 7→ val[φˆ, t] ∈ H is an
isometry. Thus the Puiseux metric on V̂fin is induced by the Bruhat-Tits metric
on H ⊃ V̂x. Passing to Vx we conclude using Theorem 4.17 than the relative thin
metric on Vqm,x is induced by the Bruhat-Tits metric.
4.7. Dictionary
We end this chapter with a dictionary between valuations in Vx i.e. on k[y] ,
their preimages in V̂x (i.e. on k¯[y]) under the restriction map (see Theorem 4.17),
and Berkovich’s terminology [Be, p.18]. See Appendix C for a more extensive
dictionary.
Note that except for ν = divx, the terminology for a valuation ν ∈ Vx and for
its nonrelative counterpart ν/ν(m) ∈ V coincide. The valuation divx in Vx is not
centered at the origin, and is of divisorial type. It corresponds to νx which is a
curve valuation in V . The preimage of divx in V̂x is νˆ⋆ which is of rational type
in our terminology and of type 2 in Berkovich’s terminology. With our convention,
divx also fits into the table below.
Valuations in Vx Valuations in V̂x Berkovich
Divisorial Rational Type 2
Quasim.
Irrational
Finite type
Irrational Type 3
Curve m <∞Not quasi-
A =∞ Point type m =∞ Type 1monomial Inf sing
A <∞ Special type Type 4
Table 4.1. Terminology

CHAPTER 5
Topologies
Our objective now is to introduce, analyze and compare different topologies on
the valuative tree V .
There are at least three natural ways of defining topologies. First, we can ex-
ploit the tree structure of V . This leads to one topology defined using the nonmetric
tree structure, and several others defined in terms of metric tree structures.
Second, recall that V is by definition a collection of (normalized) functions from
R to R+. Hence we can define topologies using pointwise or (suitably normalized)
uniform convergence.
A third type of topologies can be defined on the set VK of all equivalence
classes of centered Krull valuations, and then passing to V . As a Krull valuation
takes values in an abstract ordered group, pointwise or uniform convergence a priori
does not makes sense. However, we can always check whether the value is positive,
zero or negative. Different topologies on the set {+, 0,−} then lead to different
topologies on VK . These can then be turned into topologies on the valuative tree.
The chapter is organized as follows. We start in Section 5.1 by considering
the weak topology. As we show, it can be defined equivalently either in terms of
pointwise convergence or in terms of the nonmetric tree structure.
Then in Sections 5.2 and 5.3 we study the strong topology. More precisely, there
is one strong topology on V and one on the subtree Vqm of quasimonomial valua-
tions. They both arise from the parameterization of V by skewness. Alternatively,
they can be defined in terms of normalized uniform convergence.
As a slight variation, Section 5.4 contains a brief discussion of the thin topology,
which also comes in two versions: one on V and one on Vqm. Both versions arise
from the parameterization of V by thinness.
After that we turn to the Zariski topology. It is defined on the set VK of
(equivalence classes of) centered Krull valuations. We analyze it in Section 5.5.
The main result is that if we start with VK endowed with the Zariski topology and
identify exceptional curve valuations with their associated divisorial valuations,
then we recover the valuative tree with the weak topology.
A refinement of the Zariski topology is the Hausdorff-Zariski topology, consid-
ered in Section 5.6. We show that it also has a natural interpretation as a weak
tree topology, but now given in terms of a N-tree structure on VK .
Finally we compare the different topologies on V in Section 5.7.
5.1. The weak topology
At this stage we have two candidates for the weak topology on the valuative
tree V : the weak topology defined by pointwise convergence and the weak tree
topology induced by the nonmetric tree structure on V (see Section 3.1.4). In this
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section we show that these two topologies are in fact identical. We also study its
main properties.
5.1.1. The equivalence. We defined the weak topology on V by describing
converging sequences: νk → ν iff νk(φ) → ν(φ) for every φ ∈ m. Equivalently, a
basis of open sets is given by {ν ∈ V ; t < ν(φ) < t′} over φ ∈ m irreducible and
t′ > t ≥ 1. The weak tree topology is generated by U(~v), where ~v runs over all
tangent vectors in V .
Theorem 5.1. The weak topology on V coincides with the weak tree topology.
Proof. We use Proposition 3.25 repeatedly. If ~v ∈ Tν is a tangent vector
not represented by νm (true e.g. if ν = νm), then U(~v) = {µ ; µ(φ) > αm(φ)},
where α = α(ν) and νφ represents ~v. If instead ~v is represented by νm, then
U(~v) = {µ ∈ V ; µ(φ) < αm(φ)}, where νφ ≥ ν. In both cases U(~v) is open in the
weak topology.
Conversely, every nontrivial set of the form {ν(φ) > t} or {ν(φ) < t} with t ≥ 1
and φ ∈ m irreducible is of the form U(~v). This completes the proof. 
5.1.2. Properties. We now investigate the weak topology further.
Proposition 5.2. The weak topology is compact but not metrizable.
Proof. Compactness follows from Theorem 5.1 and the fact that any com-
plete, parameterizable tree is weakly compact (see Theorem 3.26). Alternatively, V
is naturally embedded as a closed subspace of the compact product space [0,∞]R.
To prove that V is not metrizable it suffices to show that νm ∈ V has no
countable basis of open neighborhoods. Fix local coordinates (x, y). For θ ∈ C∗,
let νθ := νy+θx,2 (see Definition 3.27) and Uθ := {ν 6≥ νθ}. Any Uθ is an open
neighborhood of νm. Suppose {Vk}k≥1 is a countable basis of open neighborhoods
of νm. Then for any θ there exists k = k(θ) ≥ 0 with Vk ⊂ Uθ. AsC∗ is uncountable,
one can find k and a sequence θi with θi 6= θj for i 6= j such that Vk ⊂ Uθi. Now
νθi → νm, so νθi ∈ Vk for i≫ 1. But νθi 6∈ Uθi . This is a contradiction. 
Proposition 5.3. The four subsets of V consisting of divisorial, irrational,
infinitely singular and curve valuations are all weakly dense in V.
Proof. Instead of proving all of this directly we will appeal to Proposition 5.9
which asserts that the divisorial, irrational and infinitely singular valuations are
all (individually) dense in V in a stronger topology that the weak topology. Hence
it suffices to show that, say, any divisorial valuation can be weakly approximated
by curve valuations. But if ν is divisorial, then by Proposition 3.20 there exists a
sequence φn of irreducible elements in m such that the associated curve valuations
νφn represent distinct tangent vectors at ν. Then νφn → ν as n→∞. 
Remark 5.4. In Section 3.9 we considered the relative valuative tree Vx con-
sisting of centered valuations ν on R normalized by ν(x) = 1 (and with the valuation
divx added). We could define two relative weak topologies on Vx: one using the
relative nonmetric tree structure and one using pointwise convergence. The proof
of Theorem 5.1 could easily be adjusted to show that these relative weak topologies
are in fact the same.
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5.2. The strong topology on V
As with the weak topology, we have two candidates for the strong topology
on V : one defined using uniform sequential convergence (see (5.2) below) and one
induced by the tree metric (3.5) on V . We now show that these two coincide and
analyze the properties of the strong topology.
5.2.1. Strong topology I. A general metric tree admits two natural topolo-
gies, the weak topology as a nonmetric tree and the topology as a metric space.
We emphasize that the latter topology depends on the choice of metric.
The valuative tree carries several interesting metric tree structures. For the
moment we are mainly interested in the tree metric d induced by skewness and
defined in (3.5):
d(µ, ν) =
(
α(µ ∧ ν)−1 − α(µ)−1)+ (α(µ ∧ ν)−1 − α(ν)−1) . (5.1)
We shall refer to the induced topology as the strong tree topology on V .
Before analyzing the strong topology in detail, let us note the following general
result.
Proposition 5.5. The topology on a metric tree (T , d) induced by the metric
is at least as strong as the weak topology.
Proof. Let σn be a sequence of points in the metric tree (T , d) that converges
to σ∞ ∈ T in the metric. Use σ∞ as a root. If σn 6→ σ∞ weakly, then there would
exist σ > σ∞ such that σn ≥ σ for infinitely many n. Thus d(σn, σ∞) ≥ d(σ, σ∞) >
0 for these n, a contradiction. 
Remark 5.6. If T is as in Example 3.6 with X infinite and g(x) ≡ 1, then
the two topologies are not equivalent: if (xn)n≥0 are distinct elements in X then
(xn, 1) converges weakly to (x, 0), but d((xn, 1), (x, 0)) = 1.
5.2.2. Strong topology II. Another strong topology on V can be defined in
a quite general setting (i.e. for other rings than R) in terms of the metric
dstrV (ν1, ν2) = sup
φ∈m irreducible
∣∣∣∣m(φ)ν1(φ) − m(φ)ν2(φ)
∣∣∣∣ (5.2)
This topology is stronger than the weak topology and any formal invertible mapping
f : (C2, 0)→ (C2, 0) induces an isometry f∗ : V → V for dstrV .
5.2.3. The equivalence. We now show that the metric dstrV is compatible
with the tree metric d given by (5.1). As a consequence, the two strong topologies
on V defined in Sections 5.2.1 and 5.2.2 are really the same.
Theorem 5.7. The strong topology on V is identical to the strong tree topol-
ogy. More precisely, if d and dstr are the metrics on V given by (5.1) and (5.2),
respectively, then, for ν1, ν2 ∈ V:
dstrV (ν1, ν2) ≤ d(ν1, ν2) ≤ 2dstrV (ν1, ν2) (5.3)
Proof. Let us consider φ ∈ m irreducible. Set ν = ν1 ∧ ν2. We first show that∣∣ν−11 (φ)− ν−12 (φ)∣∣ = max
i=1,2
{
ν−1(φ) − ν−1i (φ)
}
. (5.4)
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To see this, notice that Proposition 3.25 implies µ(φ) = (µ ∧ νφ)(φ) for any µ ∈ V .
Thus we may replace νi by νi ∧ νφ, so that ν ≤ νi ≤ νφ, i = 1, 2. But this means
that ν = ν1 ≤ ν2 ≤ νφ or ν = ν2 ≤ ν1 ≤ νφ and then (5.4) is immediate.
Multiplying (5.4) by m(φ) and taking the supremum over φ ∈ m we get
dstrV (ν1, ν2) = maxi d(νi, ν), which implies (5.3). 
5.2.4. Properties. We now investigate the strong topology further.
Proposition 5.8. The strong topology on V is strictly stronger than the weak
topology. It is not locally compact.
Proof. The first assertion follows from Proposition 5.2, or from the last asser-
tion as V is weakly compact Consider ν ∈ V divisorial and pick φn ∈ m irreducible
with νφn > ν, such that νφn represent distinct tangent vectors at ν. For fixed ε > 0,
set νn = νφn,α+ε, where α is the skewness of ν. Any νn is at distance ε/α(α + ε)
from ν. Further, νn → ν weakly, so νn has no strong accumulation point. If ν
had a compact strong neighborhood, it would contain a ball of positive radius, say
bigger than ε. Then νn would have a strongly convergent subsequence. This is
impossible. 
Proposition 5.9. The three subsets of V consisting of divisorial, irrational
and infinitely singular valuations are all strongly dense in V.
The strong closure of the set C of curve valuations is the set of valuations of
infinite skewness. In particular, C \ C contains only infinitely singular valuations.
Proof. For the first assertion, we first prove that any valuation ν ∈ V can be
strongly approximated by divisorial and irrational valuations. If ν is not infinitely
singular, then ν = νφ,t for some irreducible φ ∈ m and t ∈ [1,∞]. Then µ := νφ,s
converges strongly to ν as s → t and µ is divisorial (irrational) if s is rational
(irrational). If ν is infinitely singular, then ν = lim νn for an increasing sequence
νn, where νn can be chosen to be all divisorial or all irrational.
The fact that any divisorial valuation can be approximated by an infinitely
singular valuation follows from Lemma 5.16 below and α(µ)−α(ν) < A(µ)−A(ν)
when µ > ν. This completes the proof of the first assertion.
For the second assertion, first notice that skewness defines a strongly continuous
function α : V → [1,∞], so since every curve valuation has infinite skewness, so does
every valuation in C. Conversely, suppose ν is an infinitely singular valuation with
infinite skewness and let (νn)
∞
0 be its approximating sequence. Then α(νn) → ∞
as n → ∞. For each n, let µn be a curve valuation with µn > νn and m(µn) =
m(νn) < b(νn). We get
d(νn, ν) =
(
1
α(ν ∧ µn) −
1
α(ν)
)
+
(
1
α(ν ∧ µn) −
1
α(µn)
)
=
2
α(νn)
→ 0,
so µn → ν as n→∞. This completes the proof. 
Remark 5.10. It is also possible to define a relative strong topology on Vx,
based on the parameterization by relative skewness. Suitable versions of all the
results above continue to hold in the relative setting. In Proposition 5.9 we should
then use the convention that divx is a divisorial valuation, and in particular not
an element of C. Also notice that a valuation in Vx \ {divx} has infinite relative
skewness iff the corresponding valuation in V has infinite (nonrelative) skewness.
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5.3. The strong topology on Vqm
In many instances it is natural and convenient to work on the tree Vqm con-
sisting of quasimonomial valuations. As described in Section 3.3.4 we can use the
parameterization by skewness to define a metric on Vqm: for ν, µ ∈ Vqm we have:
dqm(µ, ν) = (α(µ)− α(µ ∧ ν)) + (α(ν) − α(µ ∧ ν)). (5.5)
We refer to the resulting topology as the strong tree topology on Vqm.
On the other hand, we could also consider the following strong metric:
dstrqm(µ, ν) = sup
φ∈m irreducible
∣∣∣∣ν1(φ)m(φ) − ν2(φ)m(φ)
∣∣∣∣
(It is in fact not hard to see that the supremum can be taken over all φ ∈ m, not
just φ irreducible.) Following the proof of Theorem 5.7, we infer
Theorem 5.11. The strong topology coincides with the strong tree topology on
Vqm. More precisely, for ν1, ν2 ∈ Vqm we have
dstrqm(ν1, ν2) ≤ dqm(ν1, ν2) ≤ 2dstrqm(ν1, ν2). (5.6)
Proposition 5.12. The completion of (Vqm, dqm) is a tree naturally isomorphic
to the union of Vqm and all infinitely singular valuations with finite skewness.
Proof. The subset V ′ of V consisting of valuations with finite skewness is a
strongly open subtree that contains all quasimonomial valuations. The metric dqm
extends naturally to V ′ as a metric dV′ . Let us show that (V ′, dV′) is complete. Any
dV′-Cauchy sequence νn in V ′ is dV -Cauchy, hence dV(νn, ν) → 0 for some ν ∈ V
by completeness of dV . But it is easy to see that νn must have uniformly bounded
skewness, so α(ν) <∞ and then dV′(νn, ν)→ 0 as well. 
Remark 5.13. We can also equip the tree Vqm,x with a relative strong topology
defined in terms of the parameterization by relative skewness. See Section 3.9 and
compare Remark 5.10.
5.4. Thin topologies
Instead of skewness we can use thinness to parameterize the valuative tree. As
noted in Section 3.6 we can use this parameterization to define metrics D on V and
Dqm :
D(µ, ν) =
(
A(µ ∧ ν)−1 −A(µ)−1)+ (A(µ ∧ ν)−1 −A(ν)−1) (5.7)
Dqm(µ, ν) = (A(µ) −A(µ ∧ ν)) + (A(ν) −A(µ ∧ ν)). (5.8)
We refer to D and Dqm as the thin metric on V and Vqm, respectively, and to the
induced topologies as the thin topologies.
The thin metrics share a lot of similarities with the previously defined metrics
d and dqm defined in terms of skewness. We summarize them in the following
propositions.
Proposition 5.14. The metric space (V , D) is complete, and not locally com-
pact. The three subsets consisting of divisorial, irrational and infinitely singular
valuations are dense in (V , D). The closure of the set of curve valuations is the set
of valuations of infinite thinness.
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Proposition 5.15. The completion of (Vqm, Dqm) is naturally isomorphic to
the union of Vqm and all infinitely singular valuations with finite thinness.
Proof of Propositions 5.14 and 5.15. The proofs of these propositions
are completely analogous to those of Propositions 5.8, 5.9 and 5.12. The only
point which is not clear is the fact that we may approximate any divisorial valua-
tion by a sequence of infinitely singular valuations. It is an immediate consequence
of the lemma below. 
Lemma 5.16. For any divisorial valuation ν and ε > 0, there exists an infinitely
singular valuation µ > ν, with A(µ) < A(ν) + ε.
Proof. Let us extend the approximating sequence (νi)
g
0 of ν to an infinite
approximating sequence (νi)
∞
0 as follows. First suppose b(ν) > m(ν). By conven-
tion, νg+1 = ν. Pick a curve valuation µg+2 > ν with m(µg+2) = b(ν). Consider
a divisorial valuation νg+2 in the segment ]ν, µg+2[. It follows from (3.13) that if
νg+2 is close enough to ν, then b(νg+2) > m(ν). We may therefore pick νg+2 in this
segment such that b(νg+2) > m(νg+2) = b(ν) and α(νg+2)− α(ν) < ε/(2b(ν)).
Inductively, given (νi)
g+k
1 we construct νg+k+1 divisorial with νg+k+1 > νg+k,
b(νg+k+1) > m(νg+k+1) = b(νg+k) and α(νg+k+1)−α(νg+k) < ε/(2kb(νg+k)). Then
(νi)
∞
0 defines an approximating sequence for an infinitely singular valuation µ,
satisfying µ > ν and A(µ) < A(ν) + ε.
If b(ν) = m(ν) then we redefine νg+1 to be a divisorial valuation with νg+1 > ν,
b(νg+1) > m(νg+1) = m(ν) and α(νg+1) − α(ν) < ε/b(ν). We may then continue
as before and construct an infinite approximating sequence (νi)
∞
0 of an infinitely
singular valuation µ with µ > ν and A(µ) < A(ν) + 2ε. 
Remark 5.17. Using the relative thinness defined in Section 3.9 we can define
relative thin topologies on the trees Vx and Vqm,x. Compare Remarks 5.10 and 5.13.
Remark 5.18. Although we shall not pursue this further here, the analysis
in Chapter 4 implies that the (relative) thin topologies can be defined in terms of
(suitably normalized) uniform convergence when the valuations are extended to the
ring of power series in one variable with coefficients that are Puiseux series.
5.5. The Zariski topology
We now turn to a classical, but quite different construction, the Zariski topol-
ogy. This topology, which is defined on the set VK , of equivalence classes of Krull
valuations, is a not Hausdorff topology since divisorial valuations do not define
closed points. We show how to make it Hausdorff by identifying a divisorial val-
uation with the valuations in its closure. The latter valuations are exactly the
exceptional curve valuations, or, equivalently, the elements of VK \ V . It is a re-
markable fact that this procedure recovers V endowed with the weak topology.
5.5.1. Definition. The Zariski topology is defined on the set VK of equiv-
alence classes of centered Krull valuations on R (not necessarily R+-valued, see
Section 1.3). A Krull valuation ν is determined, up to equivalence, by its valuation
ring Rν = {ν ≥ 0} ⊂ K, so an open set in VK can also be viewed as a set of
valuation rings satisfying certain conditions.
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Definition 5.19. A basis for the Zariski topology on VK is given by
V (z) := {ν ; ν(z) ≥ 0} = {ν ; z ∈ Rν}
over z ∈ K. In other words, an arbitrary open set in the Zariski topology is a union
of finite intersections of sets of the type V (z).
Remark 5.20. The topological space VK endowed with the Zariski topology is
called the Riemann-Zariski variety of R (see [ZS2, p.110], [Va]).
Proposition 5.21. VK is quasi-compact but not Hausdorff. Moreover,
(i) Any non-divisorial valuation is a closed point.
(ii) The closure of a divisorial valuation associated to an exceptional compo-
nent E is the set of exceptional curve valuations νE,p whose centers lie on
E.
Proof. That V is not Hausdorff follows from (ii). For the quasi-compactness
of VK , see Theorem 5.26 below. Both (i) and (ii) are consequences of Lemma 1.5
since a valuation µ lies in the closure of another valuation ν 6= µ iff Rµ ( Rν . 
Remark 5.22. V ⊂ VK is neither open nor closed for the Zariski topology.
Indeed, Example 5.31 shows that a sequence of divisorial valuations can converge
to an exceptional curve valuation. Conversely, if E is an irreducible component
of π−1(0) for some composition of blowups π, and (pj)∞1 is a sequence of distinct
points on E, then the exceptional curve valuations νE,pj converge to the divisorial
valuation νE . See Appendix B.
Remark 5.23. The Zariski topology can be geometrically described as follows:
a basis is given by V (π,C), where π ranges over compositions of finitely many
blow-ups and C over Zariski open subsets of the exceptional divisor π−1(0). Here
C is the complement in π−1(0) of finitely many irreducible components and finitely
many points, and V (π,C) is the set of all ν ∈ VK whose associated sequence of
infinitely nearby points Π[ν] = (pj) are eventually in C.
5.5.2. Recovering V from VK . We can try to turn VK into a Hausdorff space
W˜K by identifying ν and ν′ if they both belong to the Zariski closure of the same
Krull valuation µ. By Proposition 5.21 this amounts to identifying exceptional
curve valuations with their associated divisorial valuation. Let p : VK → W˜K be
the natural projection and endow W˜K with the quotient topology. Then W˜K is
quasi-compact, being the image of a quasi-compact space by a continuous map.
Consider the natural injection ı : V → VK , where V carries the weak topology.
Theorem 5.24. The composition p ◦ ı : V → V˜K is a homeomorphism.
Proof. Since V contains all divisorial valuations but no exceptional curve
valuations, injectivity and surjectivity of p ◦ ı follow from Proposition 5.21. Since
V is Hausdorff and V˜K is quasi-compact, continuity of (p ◦ ı)−1 will imply that p ◦ ı
is in fact a homeomorphism.
Therefore, let us show that (p ◦ ı)−1 is continuous. A basis for the weak (tree)
topology is given by the open sets U(~v), over tangent vectors ~v. In fact, it suffices
to take ~v ∈ Tν with ν divisorial. For φ, ψ ∈ m irreducible and t > 0 define
V (φ, ψ, t) :=
{
µ ∈ V ; µ(φ)
m(φ)
< t
µ(ψ)
m(ψ)
}
.
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Proposition 3.25 implies that if ~v ∈ Tν is not represented by νm (true e.g. if ν = νm),
then U(~v) = V (φ, ψ, 1), where νψ represents ~v and νφ ∧ νψ = ν. If instead ~v is
represented by νm, then U(~v) = V (φ, ψ, α(ν)), where νφ ≥ ν and νψ ∧ νφ = νm.
Hence it suffices to show that (p ◦ ı)(V ) is open in V˜K for any V = V (φ, ψ, t).
This amounts to p−1(p ◦ ı)(V ) being open in VK . Define
W =W (φ, ψ, t) :=
⋃
p/q>t
{
ν ∈ VK ; ν
(
ψpm(φ)/φqm(ψ)
)
≥ 0
}
.
Then W is open in VK and ı(V ) = ı(V)∩W . We claim that if ν ∈ VK is divisorial
and ν′ ∈ {ν} an exceptional curve valuation, then ν ∈ W iff ν′ ∈ W . This claim
easily implies that p−1(p ◦ ı)(V ) =W is open, completing the proof.
As for the claim, ν ∈W implies t′ := ν(ψ)m(φ)/ν(φ)m(ψ) > t. Pick t′′ ∈ (t, t′)
rational, t′′ = p/q. Then ν belongs to the closed set {µ ; µ(ψpm(φ)/φqm(ψ)) > 0} ⊂
W , hence so does ν′. Conversely, if ν′ ∈W then ν ∈ W as Rν′ ⊂ Rν . 
5.6. The Hausdorff-Zariski topology
We now recall a natural refinement of the Zariski topology, the Hausdorff-
Zariski (or simply HZ) topology. It is still defined on the set VK of equivalence
classes of Krull valuations. As we show, the HZ topology is the weak tree topology
for a natural N-tree structure on VK .
5.6.1. Definition. Let F = {0,+,−}K be the set of functions from K to
{0,+,−}. Any Krull valuation defines an element in F by setting ν(φ) = +,−, 0
iff ν(φ) > 0, ν(φ) = 0 and ν(φ) < 0, respectively. Further, two Krull valuations are
equivalent iff they define the same element of F . (This is essentially equivalent to
the fact that equivalence classes of Krull valuations are in 1-1 correspondence with
valuation rings in K.)
Hence we can consider VK as a subset of F . It is easy to see that Zariski
topology on VK is exactly the topology induced from the product topology on F
associated to the topology on {0,+,−} whose open sets are given by ∅, {0,+} and
{0,+,−}. We define the Hausdorff-Zariski topology or simply HZ topology on VK
to be the topology induced by the product topology associated to the discrete one
on {0,+,−}. The HZ topology is Hausdorff by construction and we have
Lemma 5.25. A sequence νn ∈ VK converges towards ν in the Hausdorff-Zariski
topology iff for all φ ∈ K with ν(φ) > 0, ν(φ) = 0 and ν(φ) < 0 one has νn(φ) > 0,
νn(φ) and νn(φ) < 0, respectively, for sufficiently large n.
From Tychonov’s theorem, and the fact that VK is closed in F (see [ZS2,
p.114]) one deduces the following fundamental result.
Theorem 5.26 ([ZS2, p.113]). The space VK endowed with the Hausdorff-
Zariski topology is compact. Thus VK is quasi-compact in the Zariski topology.
5.6.2. The N-tree structure on VK . We now introduce a tree structure on
VK which plays the same role for the HZ topology as the R-tree structure plays for
the weak topology on V . The new tree will be modeled on the totally ordered set
N = N ∪ {∞} (see Section 3.1.2).
Definition 5.27. Define a partial ordering E on VK by
ν1 E ν2 iff the sequence of blow-ups Π[ν2] contains Π[ν1].
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Proposition 5.28. The space (VK ,E) is a N-tree rooted at νm. Any divisorial
valuation is a branch point, with tangent space in bijection with P1. The ends of
the tree are exactly the non-divisorial valuations.
Proof. That (VK ,E) is a N-tree is a straightforward consequence of the def-
inition, as is the fact that the set of ends coincides with the set of non-divisorial
valuations.
A tangent vector at a divisorial valuation ν is given by a point on the exceptional
component E defining ν. Hence the tangent space at ν is in bijection with E ≃ P1.
This completes the proof. 
Proposition 5.29. The Hausdorff-Zariski topology coincides with the weak tree
topology induced by E.
Proof. Pick a tangent vector ~v at a divisorial valuation ν0, and consider the
weak open set U(~v). If ν0 corresponds to the exceptional curve E, and ~v to the point
p ∈ E, U(~v) coincides with the set of valuations that are centered at p. Choose
φ, φ′ ∈ K defining two smooth transversal curves at p disjoint from E. Then
U(~v) = {ν ; ν(φ), ν(φ′) > 0} is a weak tree open set. Hence the identity map from
VK endowed with the HZ topology onto VK endowed with the weak tree topology
associated to ⊳ is continuous. As V is compact in the HZ topology and Hausdorff in
the weak tree topology, it follows that the identity map is a homeomorphism. 
In Chapter 6 we shall use sequences of infinitely nearby points in a different
way and actually recover the valuative tree. The analysis in that chapter can
be used to explain the precise relation between the N-tree and R-tree structures
on V associated to E and ≤, respectively. We will contend ourselves with the
following illustrative example. Fix local coordinates (x, y) and consider the segment
I = [νm, νy[ in V , consisting of monomial valuations in these coordinates satisfying
1 = ν(x) ≤ ν(y). The restriction of ≤ to I coincides with the natural order
on [1,∞[. On the other hand, E gives the lexicographic order on the continued
fractions expansions of elements in [1,∞[.
5.7. Comparison of topologies
We now have several topologies on the trees V and Vqm and on the space VK .
We present here some comparisons between them. Our objective is not to prove,
or even state, all possible results relating the different topologies, but to illustrate
a few of the connections.
We split our analysis into two parts. In the first part we describe the relation-
ships between the weak, the strong, the thin and the HZ topology on V . In the
second part we compare the strong and thin metrics on V and Vqm.
5.7.1. Topologies. By the HZ topology on V we mean the topology of V as
a subset of (VK , HZ).
Theorem 5.30. The strong, the thin and the HZ topology on V are all stronger
than the weak topology. Moreover:
(i) if ν has infinite skewness and νn → ν weakly, then νn → ν strongly;
(ii) if ν has infinite thinness and νn → ν weakly, then νn → ν thinly;
(iii) if ν is non-divisorial and νn → ν weakly, then νn → ν in the HZ topology.
Essentially no other implications hold as the following examples indicate.
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Example 5.31. Let νn := νy,1+n−1 . Then νn → νm strongly and thinly (hence
weakly). But νn(y/x) = 1/n > 0 and νm(y/x) = 0, so νn 6→ ν in the HZ topology.
In fact, it converges to the exceptional curve valuation val[(x, y); ((1, 0), (1, 1))].
In this example, the HZ limit valuation is in the closure of νm in VK . This is a
general fact for limits of sequences in the weak and HZ topology.
Example 5.32. Pick pn, qn relatively prime with pn/qn →
√
2. Set φn =
yqn−xpn , νn = νφn and ν = νy,√2. Then νn → ν weakly (hence in the HZ topology
since ν is irrational) but d(νn, ν) → 1/
√
2 and D(νn, ν) → 1/(1 +
√
2) so νn does
not converge to ν neither strongly nor thinly.
Example 5.33. Let ν be an infinitely singular valuation with finite skewness
but infinite thinness. See Remark A.4 for how to construct ν. Pick a sequence
(µn)
∞
1 of divisorial valuations increasing to ν and for each n pick a curve valuation
νn with νn ∧ ν = µn. Then D(νn, ν) = 2A(µn)−1 → 0 so νn → ν thinly. However,
d(νn, ν)→ α(ν)−1 > 0 so νn 6→ ν strongly.
Example 5.34. It is possible to construct a sequence (νn)
∞
1 of infinitely sin-
gular (or even divisorial) valuations such that A(νn) ≥ 3 but α(νn)→ 1 as n→∞.
See Remark A.5. Then νn → νm strongly but not thinly.
Proof of Theorem 5.30. We know from Proposition 5.5 that the strong
and thin topologies are both stronger than the weak topology. To compare the
HZ and weak topologies we consider the natural injection  : (V ,HZ) → (VK ,Z),
which is continuous as the HZ topology is stronger than the Zariski topology. By
Theorem 5.24 there is a continuous mapping q : (VK ,Z) → (V ,weak) which is the
identity on V ⊂ VK . Since q ◦  = id, we see that id : (V ,HZ) → (V ,weak) is
continuous. Hence the HZ topology is stronger than the weak topology.
For (i), suppose νn → ν weakly. As α(ν) = ∞ we may find φk ∈ m such that
ν(φk) ≥ (k + 1)m(φk). For n≫ 1, νn(φk) ≥ km(φk). Thus ν, νn ≥ νφk,k, so
d(νn, ν) ≤ d(νn, νφk,k) + d(νφk,k, ν) ≤ k−1 + k−1.
We let k→∞ and conclude that νn converges strongly towards ν.
The proof of (ii) is essentially identical. As for (iii), suppose νn → ν weakly.
Consider φ ∈ K. If ν(φ) > 0 (< 0), then νn(φ) > 0 (< 0) for n ≫ 1. If ν(φ) = 0,
then as the residue field kν is isomorphic to C, we may write φ = λ + ψ, where
λ ∈ C∗ and ν(ψ) > 0. For n ≫ 1 νn(ψ) > 0 so that νn(φ) = 0. Thus νn → ν in
the HZ topology. 
5.7.2. Metrics. We have seen above that the strong and thin topologies on
V are distinct. Nevertheless, we can compare the thin and the strong metrics
whenever we have a bound on the multiplicity.
Proposition 5.35. Fix m ≥ 1. Then the inequalities
dqm ≤ Dqm ≤ mdqm
hold on the subtree {ν ∈ Vqm ; m(ν) ≤ m} of Vqm and these estimates are sharp.
The identity map (Vqm, Dqm)→ (Vqm, dqm) is continuous, but its inverse is not.
Proposition 5.36. Fix m ≥ 1. Then the inequalities
m−1D ≤ d ≤ 2(m+ 1)D,
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hold on the subtree {ν ∈ V ; m(ν) ≤ m} of V. The identity map (V , D) → (V , d)
is not continuous, and neither is its inverse.
Proof of Proposition 5.35. The estimate is an immediate consequence of
the definition of dqm and Dqm and of (3.7). That the identity map (Vqm, Dqm)→
(Vqm, dqm) is continuous follows immediately. However, its inverse is not continuous
in view of Example 5.34. 
Proof of Proposition 5.36. As d and D are both tree metrics, it suffices
to consider ν1 ≤ ν2 with m(ν1) ≤ m and compare d(ν1, ν2) with D(ν1, ν2). Write
Ai = A(νi), αi = α(νi) and mi = m(νi) for i = 1, 2. Also write d12 = d(ν1, ν2)
and D12 = D(ν1, ν2). Then d12 = α
−1
1 − α−12 = (α2 − α1)/(α1α2) and D12 =
(A2 − A1)/(A1A2). Moreover, (3.7) gives m1(α2 − α1) ≤ A2 − A1 ≤ m(α2 − α2)
and Proposition 3.48 implies Ai ≤ miαi + 1. Hence
D12 ≤ m(α2 − α1)
A1A2
≤ mα2 − α1
α1α2
= md12
and
D12 ≥ m1(α2 − α1)
(m1α1 + 1)(m2α2 + 1)
≥ m1α1
m1α1 + 1
α2
m2α2 + 1
d12 ≥ d12
2(m+ 1)
.
where we used m1,m2 ≤ m and α1, α2 ≥ 1.
That the identity maps (V , D) → (V , d) and (V , d) → (V , D) are both discon-
tinuous follows from Example 5.33 and Example 5.34. 

CHAPTER 6
The universal dual graph
We have already described several different approaches to the valuative tree.
They all fundamentally derive from the definition of a valuation as a function on
the ring R. On the other hand, valuations can also be viewed geometrically as
sequences of infinitely nearby points. It is therefore natural to ask whether the
valuative tree can be recovered through a purely geometric construction.
In this chapter we show that this is indeed possible. The construction goes as
follows. To any composition of (point) blowups we associate the dual graph of the
exceptional divisor. The set of vertices of this graph is naturally a poset and the
collection of all such posets forms an injective system whose limit is a nonmetric
tree Γ∗ modeled on the rational numbers. By filling in the irrational points and
adding all the ends we obtain a nonmetric tree Γ modeled on the real line. We
call Γ the universal dual graph. Its points are encoded by sequences of infinitely
nearby points above the origin. We show how to equip Γ with a natural Farey
parameterization as well as an integer valued multiplicity function.
The main result is then that there exists a natural isomorphism from the uni-
versal dual graph Γ to the valuative tree V . Its inverse maps a valuation to its
associated sequence of infinitely nearby points as defined in Section 1.7.
The chapter is organized as follows. We start out by defining Γ as a nonmetric
tree, then equip it with the Farey parameterization and multiplicity function, re-
spectively. Along the way we show that sequences of infinitely nearby points corre-
spond uniquely to either points in Γ, or tangent vectors at branch points in Γ. We
then state and prove the main result, namely the isomorphism between Γ and V .
From this we deduce a number of applications, and show how the dual graph of the
minimal desingularization of a reduced curve can be described inside the universal
dual graph. Finally we discuss a relative version of the universal dual graph, anal-
ogous to the relative valuative tree, and explain the self-similar structure of these
objects.
6.1. Nonmetric tree structure
We first define the universal dual graph as a nonmetric tree. Later we will
equip it with a natural parameterization and multiplicity function.
6.1.1. Compositions of blowups. Let us denote by B the set of all mod-
ifications above the origin. This means that each element of B is a mapping
π : Xπ → (C2, 0) where Xπ is a smooth complex surface and π is a proper map
which is a bijection outside the exceptional divisor π−1(0). It is well-known that
each such π is a composition of (point) blowups (see [La, Theorem 5.7] for instance).
We emphasize that these blowups are not necessarily associated to a sequence of
infinitely nearby points.
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The set B has a natural partial ordering: π D π′ iff π = π′ ◦ π˜ for some
composition of blowups (see Section 5.6.2). We shall use repeatedly
Lemma 6.1. The set B is naturally an inverse system: any finite subset of B
admits a supremum; and every nonempty subset of B admits an infimum.
Proof. To prove that any finite subset admits a supremum, it is sufficient to
consider the case of two elements. If π, π′ belong to B, the identity map lifts to a
bimeromorphic map id : Xπ → Xπ′ . It is a classical fact that for any bimeromorphic
map of surfaces there exist compositions of point blow-ups ̟ : Y → Xπ, ̟′ : Y →
Xπ′ such that π ◦̟ = π′ ◦̟′. (Take a resolution of singularities of the graph of id,
and apply [La, Theorem 5.7] for instance). This proves that any finite set admits
a supremum.
In the discussion above, one can be more precise. By taking the minimal
desingularization (see [La, Theorem 5.9]) of the graph of id, one can show that Y
is “minimal” in the sense that any other surface Y ′ dominating both Xπ and Xπ′
dominates Y . We call the natural map sending Y to the base (C2, 0) the join of π
and π′.
Now take any non-empty subsetB ⊂ B, and defineM := {π ; π E ̟ for all̟ ∈
B}. The set M contains the blow-up of the origin and is hence non-empty. It is
also a finite set, as any map π ∈ B dominates at most finitely many other elements
in B. Then the join of the collection of all π ∈M is dominated by all elements in
B. This is the infimum of B. 
6.1.2. Dual graphs. To any π ∈ B we may attach a dual graph Γπ: vertices
are in bijection with irreducible components of the exceptional divisor π−1(0) (we
shall refer to these as exceptional components), and edges with intersection points
between two components. By decomposing an element π ∈ B into a composition
of point blowups, we see that the dual graph Γπ can be obtained inductively as
follows.
If π is a single blowup of the origin, then Γπ is a single point that we denote by
E0. Otherwise we may write π = π
′ ◦ π˜, where π˜ is the blowup of a point p on the
exceptional divisor (π′)−1(0), resulting in a new exceptional component Ep. The
dual graph of π can then be obtained from the dual graph Γπ′ of π
′ through an
elementary modification. There are two kinds of elementary modifications, depend-
ing on the location of p. We say that p is a free (satellite) point if p is a regular
(singular) point on (π′)−1(0).
If p is free, i.e. p ∈ E for a unique irreducible component E ⊂ (π′)−1(0), then
the elementary modification consists of adding to Γπ′ a segment joining E and the
new vertex Ep. We say that this modification is of the first kind. See Figure 6.1.
If p is a satellite point, it is the intersection of two irreducible components E
and E′. The elementary modification now consists of adding a new vertex Ep to
the segment between E and E′; we say that the modification is of the second kind.
Again see Figure 6.1.
From this description, it follows that Γπ is a finite simplicial tree. We shall
denote by E0 the vertex associated to the proper transform in Γπ of the exceptional
divisor obtained by blowing up the origin.
6.1.3. The Q-tree. Following Section 3.1.7 we can view the simplicial trees
Γπ as N-trees. This goes as follows. For π ∈ B, consider the set Γ∗π of vertices of
Γπ. It is a finite set, with a natural partial ordering ≤π derived from the simplicial
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E E
Ep
E E′ E Ep E
′
Figure 6.1. Elementary modifications on the dual graph. The
first kind of modification is illustrated to the left, the second kind
to the right.
tree structure on Γπ, rooted at E0: E1 ≤π E2 iff [E0, E1] ⊂ [E0, E2] as segments in
Γπ. The poset Γ
∗
π is an N-tree in the sense of Chapter 3.
If π, π′ ∈ B and π D π′, then the dual graph Γ∗π is obtained from Γ∗π′ by
performing a sequence of elementary modifications. In particular, there is a natural
injective map ıππ′ : Γ
∗
π′ → Γ∗π, and if π′′ E π′ E π, then ıππ′ ◦ ıπ′π′′ = ıππ′′
We claim that each map ıππ′ is order-preserving. By induction it suffices to
show this when π = π′◦π˜, where π˜ is the blowup of a point p ∈ (π′)−1(0). Then ıππ′
is given by an elementary modification of the first or second kind: see Figure 6.1. If
the elementary modification is of the first kind, i.e. if Ep ∈ Γ∗π \ıππ′(Γ∗π′) is obtained
by blowing up a free point p on E ∈ Γ∗π′ , then Ep > ıππ′(E), Ep is an end in Γ∗π,
and the segment ]ıππ′(E), Ep[ in Γ
∗
π is empty. If the elementary modification is of
the second kind, i.e. if Ep is instead obtained by blowing up the intersection point
of two elements E,E′ ∈ Γ∗π′ , say with E < E′, then ıππ′(E) < Ep < ıππ′(E′) and
the segments ]ıππ′(E), Ep[ and ]Ep, ıππ′(E
′)[ in Γ∗π are empty.
Thus ıππ′ is order-preserving whenever π
′ E π. Slightly abusively, we will
consider Γ∗π′ to be a subset of Γ
∗
π and ignore the map ıππ′ .
The set B defines an inverse system, and (Γ∗π ,≤π)π∈B forms an injective sys-
tem. We may therefore define the universal dual graph Γ∗ as the injective limit
(Γ∗,≤) = inj lim
π∈B
(Γ∗π,≤π)
over all sequences of blow-ups π above the origin. Again we consider (slightly
abusively) Γ∗π as a subset of Γ
∗ for all π. Then Γ∗ is the union of all the Γ∗π’s. It is
important to note that any finite subset of Γ∗ is contained in Γ∗π for some π.
The partial ordering on Γ∗ is determined as follows. If E,E′ ∈ Γ∗, then E,E′ ∈
Γ∗π for some π ∈ B and E ≤ E′ in Γ∗ iff E ≤ E′ in Γ∗π.
Proposition 6.2. The universal dual graph (Γ∗,≤) is a nonmetric Q-tree
rooted at E0. All its points are branch points.
We shall describe the tangent spaces in Proposition 6.3 below.
Proof. Let us verify that the partial ordering on Γ∗ satisfies the axioms (T1)-
(T3) for a rooted nonmetric Q-tree on page 40. As for (T1), this is clear: E0 is the
unique minimal element of Γ∗.
Next consider (T2). Fix E ∈ Γ∗. In view of Lemma 3.11 it suffices to show
that [E0, E] := {F ∈ Γ∗ ; F ≤ E} is totally ordered, countable, and has no gaps.
It is totally ordered as the intersection with any Γ∗π is. It cannot have any gaps,
since if E1 < E2 ≤ E and there was no E′ ∈ Γ∗ with E1 < E′ < E2, then E1 and
E2 would be adjacent vertices in some Γπ. We could then blow up the intersection
point between E1 and E2 and obtain E
′ ∈ Γ∗ with E1 < E′ < E2, a contradiction.
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Thus the set [E0, E] has no gaps. The hardest part is to show that it is countable.
Consider the minimal π ∈ B such that E ∈ Γ∗π. We shall describe the structure of
Γ∗π in Section 6.2, but for now it suffices to notice that any F ∈ Γ∗ belonging to
the segment [E0, E] can be obtained by performing finitely many satellite blowups
at intersection points of elements of [E0, E] ∩ Γ∗π. More precisely, we define a
sequence of proper birational morphisms π = π0 D π1 D . . . inductively through
their associated posets Γ∗n = Γ
∗
πn as follows: the elements of Γ
∗
n+1−Γ∗n are obtained
by blowing up all intersection points of elements of [E0, E] ∩ Γ∗n. Then each Γ∗n is
a finite poset and [E0, E] =
⋃
n[E0, E] ∩ Γ∗n. Thus [E0, E] is countable and (T2)
holds.
Instead of proving (T3) we prove the equivalent statement (T3’) in Remark 3.3.
Thus consider an unbounded, totally ordered subset S of Γ∗. We will prove that
S admits an increasing sequence in S without majorant in Γ∗. In doing so we will
make use of the fact that if E ∈ Γ∗, then there exists n = n(E) < ∞ such that if
F ∈ Γ∗ with F ≤ E, then the minimal π ∈ B for which F ∈ Γ∗π is a composition
of blowups, at most n of which are free (the number of satellite blowups can be
arbitrarily high). Now consider S as above. Pick any E1 ∈ S, E1 > E0. Let π1 ∈ B
be minimal such that E1 ∈ Γ∗1 := Γ∗π1 . After replacing E1 by maxΓ∗1 ∩ S we may
assume that E1 = maxΓ
∗
1 ∩ S. Since S is unbounded, there exists E2 ∈ S with
E2 > E1. Notice that the assumption E1 = maxΓ
∗
1 ∩S implies that E2 is obtained
by blowing up a free point onE1 followed by finitely many (free or satellite) blowups.
As before we may assume that E2 = maxΓ
∗
2∩S, where Γ∗2 = Γ∗π2 and π2 ≥ π1 is the
minimal element of B such that E2 ∈ Γ∗2. Inductively we construct an increasing
sequence (En)
∞
1 in S with the property that En+1 is obtained by blowing up a free
point on En followed by finitely many (free or satellite) blowups. The remark above
then implies that the sequence (En) is unbounded in Γ
∗, i.e. there is no E ∈ Γ∗
with En < E for all n. This proves (T3’) and hence (T3).
Thus Γ∗ is a nonmetric Q-tree rooted in E0. Finally notice that any point
E ∈ Γ∗ is a branch point since it becomes a branch point in some Γ∗π after blowing
up two or more free points on E. This concludes the proof. 
6.1.4. Tangent spaces. The following geometric interpretation of the tan-
gent spaces in Γ∗ will play an important role in the sequel.
Proposition 6.3. Let E ∈ Γ∗ and pick π ∈ B such that E ∈ Γ∗π. For p ∈ E,
let Ep ∈ Γ∗ be the exceptional component obtained by blowing up p, and denote by
~vp the tangent vector represented by Ep at E.
Then the map p → ~vp induces a bijection between the set of points in E and
the tangent space at E in Γ∗.
Proof. Pick a tangent vector ~v at E. By construction, ~v is represented by
some point in Γ∗. We may hence find π′ ∈ B such that π′ D π, E ∈ Γ∗π′ , and ~v
is represented by another component F ∈ Γ∗π′ . There is then a unique component
E′ intersecting E and lying in the segment [E,F ]. This component represents ~v at
E. This is also the case for the exceptional component Ep obtained by blowing up
p = E ∩ E′. If π′ = π ◦̟, ~v is also represented by Eq where q := ̟(p). Whence
p→ ~vp is surjective.
To show that p → ~vp is injective, pick p 6= q. Then in the dual graph of the
composition of π with the blow-ups at p and q, the component Ep and Eq represent
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different tangent vectors. This dual graph embeds in Γ∗ by construction, hence
~vp 6= ~vq. 
From the proof we deduce the following consequence:
Corollary 6.4. Let π, E and p be as above, and consider a proper birational
morphism π′ : Xπ′ → (C2, 0) dominating π, i.e. π′ = π ◦ ̟. Assume that ̟ is
an isomorphism above Xπ \ {p}. Then all points in Γ∗π′ \ Γ∗π represent the tangent
vector ~vp at E.
6.1.5. The R-tree. In view of Section 3.1.8 there is a canonical rooted, non-
metric R-tree (or simply rooted, nonmetric tree) Γo associated to the rooted, non-
metric Q-tree Γ∗. The points in Γo \ Γ∗ can be viewed as decreasing sequences
of closed segments in Γ∗ with empty intersection in Γ∗. We will somewhat abu-
sively refer also to Γo, and even its completion Γ, as the universal dual graph. In
Section 6.2 we shall interpret the elements of Γ as sequences of infinitely nearby
points.
Proposition 6.5. The universal dual graph Γ is a complete nonmetric tree
rooted in E0 whose branch points are exactly the points in Γ
∗.
Proof. Immediate consequence of Proposition 3.12 and the definition of Γ as
the completion of Γo. 
We shall denote the infimum in Γ by “∧”, just as in the valuative tree.
Remark 6.6. The tangent space in the R-tree Γ at a branch point E ∈ Γ∗ is
by construction canonically identified with the tangent space at E in the Q-tree
Γ∗. The latter tangent space is described in Proposition 6.3: see also Theorem B.1.
6.2. Infinitely nearby points
Next we show that the points in Γ are encoded by sequences of infinitely nearby
points. Recall that sequences of infinitely nearby points are in bijection with Krull
valuations centered at m by Theorem 1.10. We shall later see that Γ is indeed
isomorphic to the valuative tree (Theorem 6.22).
6.2.1. Definitions and main results. In general we can classify sequences
of infinitely nearby points into five categories. The terminology below is essentially
in accordance with that of Spivakovsky [Sp].
Definition 6.7. Let p¯ = (pj)
n
0 , 0 ≤ n ≤ ∞ be a finite or infinite sequence of
infinitely nearby points. We say that p¯ is of
• Type 0 if p¯ is finite;
• Type 1 if p¯ is infinite and contains infinitely many free and infinitely many
satellite points;
• Type 2 if p¯ is infinite, contains only finitely many free points, and is not
of Type 3;
• Type 3 if p¯ is infinite, contains only finitely many free points, and has the
following property: there exists (a unique) j0 ≥ 1 such that if j > j0, then
pj+1 is the satellite point defined by the intersection of Ej and the strict
transform of Ej0 ;
• Type 4 if p¯ is infinite and contains only finitely many satellite points.
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We describe in Figures 6.2 to 6.6 below the structure of the dual graph appear-
ing in the successive blow-ups associated to a sequence of infinitely nearby points.
The notation is explained in Section 6.2.2.
Definition 6.8. Fix a finite sequence (pj)
n
0 of infinitely nearby points (i.e. of
Type 0). Write πp¯ ∈ B for the composition of blow-ups at all points p0, . . . , pn,
and define γ(p¯) ∈ Γ∗ to be the exceptional divisor of the blow-up at pn.
Theorem 6.9. The map p¯→ γ(p¯) gives a bijection between sequences of infin-
itely nearby points of Type 0, and Γ∗.
Theorem 6.10. Let p¯ = (pj)
∞
0 be an infinite sequence of infinitely nearby
points not of Type 3, and define the truncation p¯n = (pj)
n
0 for n < ∞. Then the
sequence γ(p¯n) ∈ Γ∗ converges weakly1 in Γ to an element γ(p¯). We have:
• γ(p¯) is an end in Γ if p¯ is of Type 1 or 4;
• γ(p¯) is a regular point if p¯ is of Type 2.
The map p¯ → γ(p¯) gives a bijection between sequences of infinitely nearby points
not of Type 3, and Γ.
Theorem 6.11. Let p¯ = (pj)
∞
0 be a sequence of infinitely nearby points of
Type 3. In the notation of the previous theorem, the sequence γ(p¯n) ∈ Γ∗ converges
weakly in Γ to an element γ(p¯) ∈ Γ∗. For n large enough we have [γ(p¯), γ(p¯n+1)] ⊂
[γ(p¯), γ(p¯n)]. In particular, the points γ(p¯n) define the same tangent vector ~v(p¯) at
γ(p¯).
Moreover, the map p¯ → ~v(p¯) gives a bijection between infinitely nearby points
of Type 3 and tangent vectors at points in Γ∗, i.e. at branch points in Γ.
Proposition 6.12. The sequence p¯ of infinitely nearby points associated to an
irreducible curve C at the origin (see Example 1.13) is of Type 4. Conversely, every
sequence of infinitely nearby points of Type 4 is associated to a unique irreducible
curve.
In view of this proposition and Theorem 6.10 we see that an irreducible curve
C naturally defines an end in the universal dual graph Γ. We shall use this fact
repeatedly in the sequel.
The following two results are consequences of Corollary 6.4 (see also Proposi-
tion 6.3 and Remark 6.6):
Corollary 6.13. If p¯′ = (pj)n
′
0 is a sequence of infinitely nearby points not of
Type 3, 0 ≤ n < n′ ≤ ∞ and p¯ = (pj)n0 , then the tangent vector at E := γ(p¯) ∈ Γ∗
represented by γ(p¯′) ∈ Γ is given by the point pn+1 on the exceptional component
E.
Corollary 6.14. Consider any irreducible curve C and view C as an end in
Γ. Let p¯ = (pj)
∞
0 be the sequence of infinitely nearby points (of Type 4) associated
to C. Fix n ≥ 0, set En := γ((pj)n0 ) ∈ Γ∗ and let πn be the composition of blowups
at p0, . . . , pn. Then the tangent vector at En represented by C is given by the
intersection of En with the strict transform of C under πn.
1We here use the weak topology induced by the tree structure on Γ.
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6.2.2. Proofs. Let us now present the proofs of the results above, starting
with Theorem 6.9. If p¯ is of Type 0, then γ(p¯) is clearly an element in Γ∗. Moreover,
it is clear that different sequences p¯ give rise to different exceptional components
γ(p¯). To prove surjectivity, consider any E ∈ Γ∗. By Lemma 6.1 there is a minimal
π ∈ B for which E ∈ Γ∗π. It is straightforward to verify that this E is associated to
a sequence of infinitely nearby points. This completes the proof of Theorem 6.9.
Before turning to the proof of the next theorem, we introduce some notation
which shall be used throughout the proofs below. Consider a finite sequence (pj)
n
0
of infinitely nearby points. Recall that p0 is the origin. Therefore, p1 is always free
(assuming n ≥ 1). Define indices
0 = n0 < n¯1 < n1 < n¯2 < n2 < · · · < n¯g < ng < n¯g+1 ≤ n (6.1)
as follows: pj is free for ni < j ≤ n¯i+1, 0 ≤ i ≤ g, and satellite for n¯i < j ≤ ni,
1 ≤ i ≤ g. Let π = πp¯ be the composition of blow-ups at p0, . . . , pn and let E′j be
the strict transform of the blow-up of pj in the total space Xπ.
2 Identify E′j with
its image in Γπ. Write Ei = E
′
ni for 0 ≤ i ≤ g E¯i = E′n¯i for 1 ≤ i ≤ g + 1. Finally
set E = E′n = γ(p¯). The dual graph of πp¯ then looks as in Figure 6.2.
E0 E1
E¯1
Eg−1
E¯g−1
Eg
E¯g
E
E¯g+1
Figure 6.2. The dual graph associated to a sequence of infinitely
nearby points of Type 0. Only the branch points and ends are
labeled. Compare Figure (5.7) in [Sp].
Let us now prove Theorems 6.10 and 6.11. Thus, pick an infinite sequence p¯
of infinitely nearby points (i.e. of Type 1, 2, 3, or 4). We may define indices ni,
0 ≤ i ≤ g and n¯i, 1 ≤ i ≤ g + 1 as in (6.1), allowing for the possibility that
g =∞. Consider the truncations p¯n = (pj)n0 defined above. Let us show that γ(p¯n)
converges weakly to a point in Γ.
If p¯ is of Type 1, then g = ∞ and the sequence γ(p¯ni) = Ei forms a strictly
increasing sequence in Γ∗. In fact, this sequence is unbounded in Γ∗. This follows
from the fact the sequence p¯ contains infinitely many free blowups: see the proof
of (T3’) in Section 6.1.3. Thus Ei := γ(p¯ni) converges to an end γ(p¯) in Γ as i→∞.
As γ(p¯ni+k) ≥ γ(p¯ni) for all k ≥ 0, limj→∞ γ(p¯j) = γ(p¯). See Figure 6.3.
If p¯ is of Type 4, then g <∞ and the sequence γ(p¯n) = E′n for n > ng forms a
strictly increasing sequence in Γ∗. As before it is unbounded, and therefore defines
an end Ep¯ = γ(p¯) in Γ. See Figure 6.4.
If p¯ is of Type 2 or 3, then g < ∞ and for j > n¯g+1, pj+1 is a satellite point,
intersection of two exceptional divisors, one of which is E′j and the other we denote
by Fj . The segment [E
′
j , Fj ] is then equal to either [E
′
j , E
′
j−1] or to [E
′
j , Fj−1],
2The notation differs marginally from that of Section 1.7 where we would have written Ej
instead of E′j .
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E0 E1
E¯1
Ei−1
E¯i−1
Ei
E¯i
γ(p¯)
Figure 6.3. Infinitely nearby points of Type 1 corresponding to
an end in Γ (of infinite multiplicity). Compare Figure (9.1) in [Sp].
E0 E1
E¯1
Eg−1
E¯g−1
Eg
E¯g
E ′j E
′
j+1 γ(p¯)
Figure 6.4. Infinitely nearby points of Type 4 corresponding to
an end in Γ (of finite multiplicity). Compare Figure (9.6) in [Sp].
hence the sequence [E′j , Fj ] is decreasing. To conclude that Ej converges in Γ, we
need to show that the intersection
⋂
[E′j , Fj ] contains at most one point in Γ
∗.
Thus pick E ∈ Γ∗ with E ∈ [E′j , Fj ] for all j. If E = E′j0 for some j0, then
p¯ is of Type 3, and pj+1 is the intersection of E with E
′
j for j > j0. Otherwise
E 6= E′j for all j, in which case we may find j0 sufficiently large such that E can
be obtained from pj0+1 = E
′
j0 ∩ Fj0 by a sequence of blow-ups of satellite points.
Whence E = E′j , or E 6∈ [E′j , Fj ] for some j. This is a contradiction, which shows
that
⋂
[E′j , Fj ] is empty for p¯ of Type 2, and is reduced to E = Ej0 ∈ Γ∗ when p¯ is
of Type 3.
This concludes the proof that p¯→ γ(p¯) is well-defined for infinite sequences p¯.
See Figures 6.5 and 6.6. Note that we also showed that γ(p¯) belongs to Γ∗ if p¯ is of
Type 3; is an end in Γ if p¯ is of Type 1 or 4; and is regular point if p¯ is of Type 2.
E0 E1
E¯1
Eg−1
E¯g−1
Eg
E¯g
E ′j0 E
′
j+1 E
′
j E¯g+1
Figure 6.5. Infinitely nearby points of Type 3 corresponding to
a tangent vector at a branch point in Γ (here E′j0). Compare
Figure (9.4) in [Sp].
To conclude the proof of Theorem 6.10 we only need to show that γ is bijective
from the set of infinitely nearby points of Types 1, 2 and 4, to the set Γ \ Γ∗.
First consider injectivity. Pick p¯ = (pj)
∞
0 and p¯
′ = (p′j)
∞
0 of Types 1, 2 or 4
with γ(p¯) = γ(p¯′) and p¯ 6= p¯′. Write γn := γ(p¯n), γ′n := γ(p¯′n). Pick n maximal
such that pj = p
′
j for all j ≤ n. Thus pn+1 6= p′n+1.
Suppose pn+2 is a free point on γn+1. Then γn+2 > γn+1, and [γn+k, γ
′
n+1]
contains both γn+1 and γn for all k ≥ 2. This is impossible, hence pn+2 is a
satellite point. Inductively, we see that pn+k+1 is necessarily the intersection of
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E0 E1
E¯1
Eg
E¯g
E ′n¯−1 E˜1 E˜3 γ(p¯) E˜2 E˜0=E¯g+1
Figure 6.6. Infinitely nearby points of Type 2 corresponding to
a regular point in Γ. Here E˜k = En˜k for some increasing sequence
(n˜k)
∞
0 such that E˜2k (E˜2k+1) decreases (increases) to γ(p¯) as k→
∞. Compare Figure (9.2) in [Sp].
γn+k and γn (interpreted as exceptional components), and γn+k → γn. Thus p¯ is of
Type 3, a contradiction. Hence p¯→ γ(p¯) is injective on the set of infinitely nearby
points of Types 1,2 and 4.
Let us prove this map is also surjective. Pick γ ∈ Γ \ Γ∗. Let p0 be the origin,
and E′0 the exceptional component obtained by blowing up p0. The tangent vector
~v1 at E
′
0 represented by γ is associated to a unique point p1 ∈ E′0 by Proposition 6.3.
We construct inductively an infinite sequence p¯ = (pj)
∞
0 of infinitely nearby points,
so that E′j is the exceptional divisor of the blow-up at pj , and pj+1 ∈ E′j is the
point associated to the tangent vector represented by γ at E′j .
When p¯ is of Type 1 or 4, pjk is a free point for an increasing subsequence jk.
But γ ≥ E′jk , and γ(p¯) is an end, hence γ = γ(p¯). When p¯ is of Type 2, there is a
subsequence (n˜k)
∞
0 such that E˜2k := En˜2k (E˜2k+1 := En˜2k+1) decreases (increases)
to γ(p¯) as k → ∞: see Figure 6.6. It is not difficult to see that γ ≥ E˜2k+1 and
γ ∧ E˜2k < γ(p¯) for all k. But γ(p¯) is a regular point in Γ, hence γ = γ(p¯).
This concludes the proof of Theorem 6.10.
As for Theorem 6.11, consider p¯ = (pj)
∞
0 of Type 3 and pick j0 as in the
definition of Type 3. Then [γ(p¯), γ(p¯j+1)] ⊂ [γ(p¯), γ(p¯j)] for all j > j0. In fact, we
saw above that the segments [γ(p¯), γ(p¯j)] intersect only in γ(p¯). This proves the
first few assertions in Theorem 6.11: in particular ~v(p¯) is a well defined tangent
vector at γ(p¯). Notice that the pair (γ(p¯), ~v(p¯)) is uniquely determined by the pair
((pj)
j0
0 , pj0+1). Using Proposition 6.3 (see also Remark 6.6), this easily implies that
p¯ → ~v(p¯) gives a bijection between Type 3 infinitely nearby points and tangent
vectors at points in Γ∗. The proof is complete.
Proposition 6.12 is well-known so we shall only outline a proof. First, to any
irreducible curve we associate a sequence of infinitely nearby points in terms of
strict transforms as in Example 1.13. As the curve can be desingularized, all but
finitely many points in the sequence are free, i.e. the sequence is of Type 4. Con-
versely, consider a sequence p¯ = (pj)
∞
0 of infinitely nearby points of Type 4. Let
us show that p¯ is associated to a unique irreducible curve. By lifting the situa-
tion, we may assume that all pj are free. Let us use the notation π˜j above. Fix
arbitrary preliminary coordinates (z′, w′) at the origin. As p1 is free, we may write
π˜1(z
′
0, w
′
0) = (z
′
0, z
′
0(θ0+w
′
0)) for suitable coordinates (z
′
0.w
′
0) at p1 and θ0 ∈ C∗. In-
ductively, we get coordinates (z′j , w
′
j) at p
′
j+1 such that π˜j(z
′
j , w
′
j) = (z
′
j , z
′
j(θj+w
′
j))
with θj ∈ C∗. Now define new coordinates (z, w) at the origin and (zj , wj) at pj+1
as follows: z = z′, zj = z′j , w = w
′ −∑∞0 θk(z′)k+1 and wj = w′j −∑∞1 θk+j(z′j)k.
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In these coordinates, π˜j(zj , wj) = (zj , zjwj) for j ≥ 0. It is then straightforward to
verify that {w = 0} is the unique irreducible curve associated to the sequence p¯.
For the record we notice that all the maps π˜j are monomial in the coordinates
that we constructed.
6.3. Parameterization and multiplicities
After having described the connection between Γ and sequences of infinitely
nearby points, we proceed to equip Γ with a parameterization and multiplicity
function.
6.3.1. Farey weights and parameters. Let us associate to each element of
Γ∗ a vector (a, b) ∈ (N∗)2, called its Farey weight . It is defined inductively through
the following combinatorial procedure (see [HP] for the toric case). If π is a single
blowup of the origin, then Γπ is a single point E0 whose weight is defined to be
(2, 1). Otherwise we may write π = π′ ◦ π˜, where π˜ is the blowup of a point p on
the exceptional divisor (π′)−1(0). The Farey weights of the vertices in Γπ that are
strict transforms of vertices in Γπ′ inherit their weights from the latter graph. The
only other vertex in Γπ is the exceptional divisor Ep obtained by blowing up p.
The weight of Ep is determined as follows. When p is free, i.e. p ∈ E for a unique
exceptional divisor E ⊂ (π′)−1(0), then the weight of Ep is defined to be (a+1, b),
where (a, b) is the weight of E. When p is a satellite point, it is the intersection of
two components E and E′ whose weights are (a, b) and (a′, b′), respectively. The
weight of Ep is then (a+ a
′, b+ b′). See Figure 6.7 and compare with Figure 6.1.
(a,b) (a,b)
(a+1,b)
(a,b) (a′, b′) (a,b)
(a+a′, b+b′)
(a′, b′)
Figure 6.7. Farey weights under elementary modifications. The
first kind of modification is illustrated to the left, the second kind
to the right. Compare Figure 6.1.
The Farey parameter of a point in Γ∗ with weight (a, b) is defined to be the
rational number A = a/b. We shall later see that A defines a parameterization of
Γ∗. Although, this can be proved directly (in roughly the same way that we verified
condition (T2) in Section 6.1.3), we shall only prove
Lemma 6.15. The Farey parameter A is a strictly increasing function on Γ∗.
Proof. It is equivalent to prove that the restriction of A to the set of vertices
Γ∗π for any π ∈ B is strictly increasing. We proceed by induction on the number
of point blow-up necessary to decompose π. When this number equals 1, π is
the blow-up of the origin, Γ∗π is reduced to one point, and the claim is obvious.
Otherwise, pick π ∈ B, and consider elements E,E′ ∈ Γ∗ that are adjacent vertices
in Γπ. Assume E < E
′. There are two cases. In the first case, E′ is obtained from
E by blowing up a free point and a′/b′ = (a+1)/b > a/b. In the second case, E′ is
obtained by blowing up the intersection point between two irreducible components
E and E′′. Then E < E′ < E′′ so the inductive assumption gives a/b < a′′/b′′,
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from which it is elementary to see that a′/b′ = (a+a′′)/(b+b′′) ∈ ]a/b, a′′/b′′[. This
concludes the proof. 
6.3.2. Multiplicities. We can also use the Farey weights to define multiplic-
ities in the universal dual graph. Namely, if E ∈ Γo, then we set
m(E) := min{b(F ) ; F ∈ Γ∗, F ≥ E},
where (a(F ), b(F )) denotes the Farey weight of F .
By definition, m is integer-valued and increasing on Γo. It hence has a minimal
extension to a function on Γ with values in N. Let us describe its basic structure.
The key to such a description is given by
Lemma 6.16. Let E ∈ Γ∗ and suppose F is obtained from E by blowing up a
free point. Then m(F ) = b(F ) = b(E). Moreover, the multiplicity is constant equal
to b(E) in the segment ]E,F ].
Proof. Let (a, b) be the Farey weight of E. As F is obtained by blowing a
free point p on E, its Farey weight is by definition (a+1, b). Whence b(E) = b(F ).
We always have m(F ) ≤ b(F ). To prove the converse inequality, observe that if
F ′ ≥ F , then the sequence of infinitely nearby points associated to F ′ starts with
the one of F followed by the blowup at a free point on F . An easy induction shows
that the Farey weight (a′, b′) of F ′ satisfies b′ ≥ b(F ). Thus m(F ) ≥ b(F ). This
shows m(F ) = b(F ) = b(E).
Any F ′ representing the same tangent vector as F at E is obtained by a se-
quence of blowups starting with p, hence b(F ′) ≥ b = b(E). In particular the
multiplicity of any element in the segment ]E,F ] is at least b(E). On the other
hand, this multiplicity cannot exceed m(F ) = b(E). Thus m ≡ b(E) on ]E,F ]. 
A direct consequence of this lemma is that, when E ∈ Γ∗ and its associated
dual graph is as in Figure 6.2, m(E) = b(Eg) = b(E¯g+1). Define mi = b(Ei−1) for
1 ≤ i ≤ g + 1. Then 1 = m1 < m2 < · · · < mg < mg+1. By Lemma 6.16 the
multiplicity equals mi on the segment ]Ei, E¯i+1]. This is illustrated in Figure 6.8.
In analogy with the situation on the valuative tree, we shall refer to E1,. . . ,Eg as
E0 1 E1
1
E¯1
m2 mg−1 Eg−1
mg−1
E¯g−1
mg Eg
mg
E¯g
mg+1 E
mg+1
E¯g+1
Figure 6.8. Multiplicities.
the approximating sequence of E.
Given E ∈ Γ∗ and a tangent vector ~v at E, define the multiplicity of ~v by
m(~v) = m(E) if ~v is represented by the root E0, and
m(~v) = min{m(F ) ; F represents ~v}
otherwise.
Let E ∈ Γ∗ and π ∈ B be minimal such that E ⊂ π−1(0). Its dual graph is
given by Figure 6.8. It is thus clear that the two tangent vectors represented by
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E0 and E¯g+1 (if E¯g+1 6= E) satisfy m(~v) = m(E). Note that these tangent vectors
correspond exactly to the intersection points of E with the other components of
the exceptional divisor. Fix any other tangent vector ~v, and F ∈ Γ∗ representing
~v. Then F is obtained by first blowing up a free point p on E. Thus b(F ) ≥ b(E),
i.e. m(~v) ≥ b(E). On the other hand, Lemma 6.3 shows that ~v is represented by
the exceptional component F obtained by blowing up p, and Lemma 6.16 gives
b(F ) = b(E). Whence m(~v) = b(F ), and we obtain the following two corollaries.
Corollary 6.17. We have m(~v) = b(E) for all but at most two tangent vectors
~v at E. The exceptional tangent vectors have multiplicity m(E).
We shall call b(E) the generic multiplicity of E.
Corollary 6.18. The multiplicity of a tangent vector ~v at E ∈ Γ∗ is equal to
the generic multiplicity iff there exists π ∈ B such that E ∈ B and the point on E
defined by ~v (see Proposition 6.3) is free.
We shall call such a tangent vector a generic tangent vector .
Note that when m(~v) = b(E), π may be chosen to be the composition of blow-
up at the sequence of infinitely nearby points associated to E. Moreover, when
blowing up at a free point, the generic multiplicity does not increase. Therefore we
have
Corollary 6.19. An element of Γ has infinite multiplicity iff it is an end
associated to a sequence of infinitely nearby points of Type 1.
Recall that any end of Γ corresponding to a sequence of infinitely nearby points
of Type 4 can be viewed as an irreducible curve C. WritemΓ(C) for the multiplicity
of C as an element of Γ. (We shall later show that mΓ(C) coincides with the usual
multiplicity m(C) of C.)
Corollary 6.20. If C is an irreducible curve, π ∈ Γ∗ and the strict transform
C′ of C by π intersects π−1(0) in a free point p ∈ E, then mΓ(C) ≥ b(E) with
equality iff C′ is smooth and transverse to E at p.
Proof. Let (qj)
∞
0 be the sequence of infinitely nearby points associated to C
′
(note that q0 = p) and let Fj ∈ Γ∗ be the exceptional divisor obtained by blowing
up qj . Then mΓ(C) = lim b(Fj). By induction, b(Fj) ≥ b(E) with equality iff (qk)j0
are all free. Thus mΓ(C) ≥ b(E) with equality iff qj is free for all j. The latter
condition is equivalent to C′ being smooth and transverse to E at p. 
Corollary 6.21. For any E ∈ Γo we have m(E) = min{mΓ(C) ; C > E}.
Proof. The inequality m(E) ≤ min{mΓ(C) ; C > E} is obvious. To prove
the other inequality it suffices to show that any E ∈ Γ∗ can be dominated by a
curve C with mΓ(C) = b(E). For this, pick π ∈ B such that E ∈ Γ∗π, pick any free
point p, and let C′ be a smooth curve at p, transverse to E. By Corollary 6.20 the
choice C = π(C′) works. 
6.4. The isomorphism
We are now ready to formulate the main result of this chapter. It states that
the universal dual graph, whose construction is purely geometric, is isomorphic—in
the strongest possible sense—to the valuative tree.
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The definition of the isomorphism goes as follows. A point E ∈ Γ∗ is an
exceptional component of some π ∈ B. It hence defines a normalized divisorial
valuation νE ∈ V : νE(φ) is proportional to the order of vanishing of π∗φ along E.
In other words, νE = b
−1π∗ divE for some constant b > 0 (we will later see that b
is indeed the generic multiplicity of E). This defines a mapping Φ : Γ∗ → Vdiv.
Theorem 6.22. The map Φ : Γ∗ → Vdiv extends uniquely to an isomorphism
of parameterized trees Φ : (Γ, A)→ (V , A). Here A denotes the Farey parameter on
Γ and thinness on V. Further, Φ preserves multiplicity.
Before starting the proof of Theorem 6.22, let us state some immediate conse-
quences and remarks. We refer to Section 6.6 below for more applications of the
theorem. The first consequence was in fact already implicitly used above.
Corollary 6.23. The Farey parameter defines a parameterization of the rooted,
nonmetric tree Γ. The points in Γ∗ are exactly the points in Γo having rational Farey
parameter.
Proof. The Farey parameter is indeed a parameterization, as thinness gives
a parameterization of V . As Vdiv is the set of valuations in Vqm having rational
thinness, the points in Γ∗ must be exactly the ones in Γo having rational Farey
parameter. 
Our definition of the isomorphism Φ : Γ→ V is quite indirect. In particular we
do not explicitly define the value of Φ on elements of Γ \ Γ∗. In fact, we have
Corollary 6.24. Let p¯ be a sequence of infinitely nearby points, ν(p¯) be its
associated Krull valuations as in Section 1.6, and γ(p¯) be its associated point in Γ
as in Section 6.2.
When p¯ is not of Type 3, Φ(γ(p¯)) = ν(p¯). When p¯ is of Type 3, ν(p¯) is
an exceptional curve valuation, and Φ(γ(p¯)) = ν′(p¯) where ν′(p¯) is the divisorial
valuation associated to ν(p¯).
A direct consequence is:
Corollary 6.25. For any irreducible curve C, viewed as an element of Γ, we
have Φ(C) = νC , where νC is the curve valuation associated to C.
Proof of Corollary 6.24. If p¯ is finite (i.e. of Type 0), then the statement
follows immediately from the definitions. Thus suppose p¯ = (pj)
∞
0 is infinite and
consider the truncations p¯n = (pj)
n
0 . By the definition of γ(p¯), γ(p¯n) ∈ Γ∗ tends
to γ(p¯) in the weak tree topology of Γ. On the other hand, it is also clear that
ν(p¯n) ∈ Vdiv converges to ν(p¯) in the Zariski topology on the set VK of Krull
valuations (see Section 5.5). Denote by P (ν(p¯)) the valuation in V corresponding
to ν(p¯). We refer to the discussion in Section 1.6. When p¯ is of Type 3, P (ν(p¯)) is
the divisorial valuation associated to ν(p¯). By Theorem 5.24, P (ν(p¯n)) converges
weakly to P (ν(p¯)), hence in the weak tree topology of V . As Φ is a tree isomorphism,
P (ν(p¯)) = Φ(γ(p¯)). 
6.5. Proof of the isomorphism
To prove Theorem 6.22, we shall consider Φ as a mapping of Γ∗ into Vdiv and
proceed in four steps: first, Φ is a bijection onto Vdiv; second, the image of the
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Farey parameter under Φ is equal to the thinness; third, Φ and its inverse are order
preserving; and fourth, Φ preserves multiplicity.
This will show that Φ : Γ∗ → Vdiv is an isomorphism of rooted, nonmetric
Q-trees. As thinness A is a parameterization of Vdiv, the Farey parameter A is
then a parameterization of Γ∗ and Φ : (Γ∗, A) → (Vdiv, A) is an isomorphism of
parameterized Q-trees. It follows immediately that Φ extends to an isomorphism
Φ : (Γ, A)→ (V , A) of parameterizedR-trees. Finally, asm is lower-semicontinuous
on Γ and V , and m = m◦Φ on Γ∗, we see that m = m◦Φ on Γ, so that m preserves
multiplicity.
6.5.1. Step 1: Φ : Γ∗ → Vdiv is bijective. That Φ is surjective is auto-
matic: any divisorial valuation ν is equivalent to π∗ divE for some π ∈ B and some
exceptional component E (see Proposition 1.12).
Let us give two arguments to prove that Φ is injective. Pick E,E′ ∈ Γ∗ and
π ∈ B such that E,E′ ∈ Γ∗π. Suppose E 6= E′. By construction the center of the
valuation Φ(E) in the total spaceXπ is irreducible and contains E. It is hence equal
to E. Similarly, the center of Φ(E′) is equal to E′ so that Φ(E) 6= Φ(E′). We may
also use a more geometric argument. EmbedXπ in some projective spaceP
k, k ≥ 2.
The curves E,E′ are algebraic so we may find a polynomial P = P (z0, . . . , zk)
homogeneous of degree d, such that E ⊂ {P = 0}, E′ 6⊂ {P = 0}. Choose
a coordinate axis zi such that E ∪ E′ 6⊂ {zi = 0}. Then the rational function
h = P/zdi satisfies divE(h) > 0 whereas divE′(h) = 0. Whence Φ(E) 6= Φ(E′).
6.5.2. Step 2: A ◦ Φ = A. We first need a preliminary result that gives
geometric interpretations of the components a and b of the Farey weight.
Proposition 6.26. Let π ∈ B, and E be an exceptional component with Farey
weight (a, b). Then
divE(π
∗m) := min
φ∈m
divE(π
∗φ) = b
divE(Jπ) = a− 1.
Here divE denotes the order of vanishing along E, and Jπ the Jacobian determinant
of π. Note that the first equation shows that
π∗ divE = b νE . (6.2)
This result allows us to give a local normal form for the contraction map; the
following lemma is a key ingredient in the rest of the proof of Theorem 6.22.
Lemma 6.27. Let E ∈ Γ∗ and π ∈ B be as in the previous proposition, and
pick any free point p ∈ E. Then one can find local coordinates (z, w) at p, local
coordinates (x, y) at the origin, such that E = {z = 0} and such that the contraction
map is given by
π(z, w) = (zb, za−bw + zbh(z)), (6.3)
for some regular function h with h(0) 6= 0. Moreover, given any smooth curve V at
p intersecting E transversely we may choose the coordinates such that V = {w = 0}.
We are now able to prove the relation between thinness and the Farey weight.
Pick ν ∈ Vdiv, choose π ∈ B, E ⊂ π−1(0) such that ν is equivalent to π∗ divE .
Let (a, b) be the Farey weight of E. We want to show A(ν) = a/b. Pick a free
point p ∈ E. By Proposition 6.26, π∗ divE = b ν. By Lemma 6.27 we can choose
coordinates (z, w) at p such that π(z, w) = (zb, za−bw + zbh(z)), where h(0) 6= 0.
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Notice that ν(x) = b−1π∗ divE(x) = 1. Recall from Chapter 4, that we wrote
k = C(x), and let kˆ be the field of Puiseux series over C that is the algebraic
closure of k. Then the valuation ν extends to a valuation on k[y] of the form
νˆ = val[φˆ; βˆ] for a Puiseux series φˆ ∈ kˆ, and where 1+ βˆ ∈ Q+ is the thinness of ν.
See Theorem 4.17. On the other hand, βˆ is also the maximum of ν(y − ψˆ) when ψˆ
ranges over all Puiseux series. But
νˆ(y − ψˆ) = b−1(π∗ divE)(y − ψˆ) = b−1 divE
(
wza−b + zbh(z)− ψˆ(zb)
)
≤ a− b
b
,
with equality for suitably chosen ψˆ. Hence βˆ = a/b− 1 and A(ν) = 1 + βˆ = a/b.
Proof of Proposition 6.26. First note that when π is the blow-up of the
origin, the proposition is clear as we have E = π−1(0), divE π∗m = 1 = b(E),
and divE(Jπ) = 1 = a(E) − 1. We then proceed by induction as follows. Pick
π ∈ B, and suppose the proposition has been proved for all exceptional components
E ⊂ π−1(0). We shall then prove it for the exceptional component obtained by
blowing up an arbitrary point p ∈ π−1(0).
Fix coordinates (z, w) centered at p such that the exceptional divisor is given
by E = {z = 0} if p is free, and E = {z = 0} , E′ = {w = 0} if p is satellite. We let
(a, b), and (a′, b′) be the Farey weights of E and E′ respectively. The ideal π∗m in
the ring of regular functions at p is generated by the pull-back of a generic smooth
element φ ∈ m. It is hence principal. By the inductive step, it is generated by zb
when p is free , and zbwb
′
when p is satellite. Similarly, the critical set of π coincides
with π−1(0), so that the determinant of the Jacobian of π equals Jπ = za−1×units
when p is free, and za−1wa
′−1 × units when p is satellite.
Write π˜ for the blow-up of p, and F = π˜−1(p). To compute the order of
vanishing of (π ◦ π˜)∗m, and J(π ◦ π˜) along F , we note that at a free point p1 ∈ F ,
we may choose coordinates (z1, w1) such that π˜(z1, w1) = (z1, z1(1+w1)). Whence
(π ◦ π˜)∗m = π˜∗π∗m is a principal ideal generated by{
π˜∗zb = zb1 when p is free;
π˜∗zbwb
′
= zb+b
′
1 when p is satellite.
On the other hand, by the chain rule formula,
Jπ ◦ π˜ = Jπ ◦ π˜ × Jπ˜ ={
za−11 × units× z1 = za1 × units when p is free;
za−1+a
′−1
1 × units× z1 = za+a
′−1
1 × units when p is satellite.
The Farey parameter (aF , bF ) of F equals (a+1, b) when p is free, and (a+a
′, b+b′)
when p is satellite. Thus divF (π˜
∗π∗m) = bF , and divF J(π ◦ π˜) = aF − 1. This
concludes the proof. 
Proof of Lemma 6.27. Pick local coordinates (x, y) at the origin such that
the strict transforms of {x = 0} and {y = 0} do not pass through p. Also pick
local coordinates (z, w) at p such that E = {z = 0} and V = {w = 0}. By
Proposition 6.26, π∗x and π∗y vanish to order b along E. After multiplying z by a
unit, we thus have π(z, w) = (zb, zbξ(z, w)) for some unit ξ. Similarly, by Proposi-
tion 6.26, the Jacobian determinant of π is given by za−1ρ(z, w), where ρ(0, 0) 6= 0.
Thus b−1zb−1zb ∂ξ∂w = z
a−1ρ(z, w), which gives ξ = h(z) + dwza−2bξ1(z, w), where
112 6. THE UNIVERSAL DUAL GRAPH
ξ1 + w
∂ξ1
∂w = ρ(z, w). Since ξ(0, 0) 6= 0 and ρ(0, 0) 6= 0 we have h(0) 6= 0 and
ξ1(0, 0) 6= 0. After multiplying w by dξ1(z, w) we arrive at (6.3). 
6.5.3. Step 3: Φ and Φ−1 are order preserving. This is the key (and
hardest) part of the argument. We start by stating
Lemma 6.28. Pick π ∈ B and p ∈ π−1(0). Let F ∈ Γ∗ be the exceptional
divisor of the blow-up of p. Then:
• when p is free, it belongs to a unique component E ⊂ π−1(0), and we have
νF > νE;
• when p is satellite, it lies at the intersection of two components E and E′
and νF ∈ [νE , νE′ ].
In order to prove that both Φ and its inverse are order preserving, it suffices to
show that the map Φ : Γ∗π → Vdiv is a tree embedding for any π ∈ B, in the sense
that Φ(E) < Φ(E′) iff E < E′. We then proceed by induction on the number of
blow-ups necessary to decompose π, i.e. the cardinality of Γ∗π. When this number
equals one, π is the blow-up of the origin, and Γ∗π is reduced to one point, so that
the statement is obvious.
Now suppose Φ : Γ∗π → Vdiv is a tree embedding and pick p ∈ π−1(0). Let π˜
denote the blow-up of p, and set F := π˜−1(p). When p is a satellite point, it is the
intersection of two divisorsE and E′. The graph Γ∗π◦π˜ is obtained from Γ
∗
π by adding
one vertex in the segment [E,E′]. By Lemma 6.28, νF ∈ [νE , νE′ ]. This segment
does not contain any other valuation νE′′ for any exceptional components E
′′ ∈ Γ∗π
by the inductive assumption. Thus Φ : Γ∗π◦π˜ → Vdiv is also a tree embedding in
this case.
When p is free, it belongs to a unique component E ∈ Γ∗π. The graph Γ∗π◦π˜ is
obtained from Γ∗π by attaching a new vertex F to E. By Lemma 6.28, νF > νE .
This shows that Φ is order preserving. To conclude the induction step, we also
need to show that νF does not define the same tangent vector as νE′ at νE for
some other E′ ∈ Γ∗π. Equivalently, we have to show that νF ∧ νE′ ≤ νE for all
E′ ∈ Γ∗π. We may assume νE′ ≥ νE . As Φ : Γ∗π → Vdiv is a tree embedding, it is
also sufficient to consider the case when E′ intersects E. Pick an irreducible curve
C = {φ = 0}, φ ∈ m, at the origin, whose strict transform C′ by π is smooth
and contains p′ := E ∩ E′. Let b and b′ be the generic multiplicities of E and E′,
respectively; and let F and F ′ be the exceptional divisors of the blow-ups at p and
p′. Introduce µp and µp′ , the multiplicity valuations at p and p′, respectively. From
Proposition 6.26 we have π∗ divE = b νE and π∗ divE′ = b′ νE′ , so that π∗µp = b νF
and π∗µp′ = (b + b′)νF ′ . Finally, let φ′ be a defining function for C′: this is a
regular function vanishing at p′. We then have:
νF (φ) = b
−1(π∗µp)(φ) = b−1µp(π∗φ) = b−1 divE(π∗φ) = νE(φ).
On the other hand,
νF ′(φ) = (b+ b
′)−1(π∗µp′)(φ) = (b + b′)−1µp′(π∗φ) =
= (b+ b′)−1 (divE(π∗φ) + divE′(π∗φ) + µp′(φ′)) >
> (b+ b′)−1 (bνE(φ) + b′νE′(φ)) > νE(φ).
We conclude that νF (φ) = νE(φ) < νF ′(φ). But by Lemma 6.28, νF ′ ∈ [νE , νE′ ], so
that νF ′ defines the same tangent vector as νE′ at νE . Thus νF ∧ νF ′ = νF ∧ νE′ =
νE , which completes the proof of Step 3.
6.5. PROOF OF THE ISOMORPHISM 113
Let us now turn to the proof of Lemma 6.28. We rely on the following well-
known result, which may be viewed as the second basic ingredient in the proof of
the isomorphism, the first one being the normal form in Lemma 6.27.
Lemma 6.29. Fix a smooth curve D at the origin and consider a finite sequence
(pj)
n
0 of infinitely nearby points above the origin such that p1, . . . , pn0 are all free
and pn0+1, . . . , pn are all satellite. Here 0 ≤ n0 ≤ n. Let π be the composition of
blowups at the points p0, . . . , pn−1. Then there exist coordinates (x, y) at the origin
and (z, w) at pn such that D = {x = 0}, {zw = 0} ⊂ π−1(D) and such that π is a
monomial map in these coordinates.
Here, “free/satellite point” is to be understood as “regular/singular point on
the total transform of D”. We postpone the proof of this lemma to the end of this
section, and conclude the proof of Lemma 6.28.
Proof of Lemma 6.28. When p is free, it belongs to a unique component E.
By Lemma 6.27, there exist coordinates (z, w) at p, (x, y) at the origin, such that
π(z, w) = (zb, za−bw + zbh(z)), for some regular function h such that h(0) 6= 0.
Here E = {z = 0}, and the form of π implies π∗ divz = b νE . If µp denotes the
multiplicity valuation at p (i.e. the monomial valuation with weight (1, 1) on (z, w)),
then we also have π∗µp = b νF . As µp > divz, we conclude that νF > νE .
Now assume that p is satellite. Let us first reduce to the case when π is a
composition of blow-ups at infinitely nearby points. Consider the set of all π′ ∈ B
such that π = ̟ ◦ π′ for some composition of blow-ups ̟ such that ̟ is a local
biholomorphism at p. This set admits a minimum thanks to Lemma 6.1. It is not
difficult to check that this minimum is necessarily a composition of blow-ups at
infinitely nearby points.
We may thus suppose that π = π˜0 ◦ . . . π˜n−1 is a composition of point blow-ups
at infinitely nearby points p0, . . . , pn−1 and that p = pn is a satellite point, say
p = E ∩E′. Define the numbers ng and n¯g+1 as in (6.10). Thus pj is free for ng <
j ≤ n¯g+1 and satellite for n¯g+1 < j ≤ n. Define p′ = png+1, ̟ = π˜ng+1 ◦ · · · ◦ π˜n−1
and ̟′ = π˜0 ◦ · · · ◦ π˜ng . Thus π = ̟′ ◦̟.
We may apply Lemma 6.29 to ̟, with the origin being the point p′ and the
curve D the exceptional divisor of ̟′ at p′. This gives coordinates (z, w) at p and
(z′, w′) at p′ in which ̟ is a monomial map, say ̟(z, w) = (zαwβ , zγwδ) for some
α, β, γ, δ. Moreover, the exceptional divisor of ̟′ is given by {z′ = 0} at p′ and the
exceptional divisor of π by {zw = 0} at p.
After permuting coordinates we may assume E = {z = 0} and E′ = {w = 0}
at p. Moreover, F is the exceptional divisor of the blowup at p. Denote by µp
the multiplicity valuation at p. Then νE , νE′ and νF are proportional to the
pushforwards by π of divz , divw and µp, respectively.
Since ̟ is monomial, the three valuations ̟∗ divz, ̟∗ divw, and ̟∗µp are
monomial in the coordinates (z′, w′). at p′. Their values on (z′, w′) are given by
(α, γ), (β, δ) and (α+β, γ+δ), respectively. Write µw′,t for the monomial valuation
sending z′ to 1 and w′ to t > 0. This is an element of the relative valuative tree
Vz′ studied in Section 3.9. The three valuations ̟∗ divz , ̟∗ divw and ̟∗µp are
then equivalent to µw′,γ/α, µw′,δ/β and µw′,(γ+δ)/(α+β), respectively. It is clear that
µw′,(γ+δ)/(α+β) belongs to the segment [µw′,γ/α, µw′,δ/β ], hence ̟
′
∗µw′,(γ+δ)/(α+β) ∈
[̟′∗µw′,γ/α, ̟
′
∗µw′,δ/β ].
114 6. THE UNIVERSAL DUAL GRAPH
On the other hand, the point p′ is a free point, lying on the component Eg =
Eng , so the pullback under ̟
′ of a smooth generic function is given by (z′)bg×units,
where bg is the generic multiplicity of Eg. See Proposition 6.26. Thus
π˜∗µw′,(γ+δ)/(α+β)(m) = π˜∗µw′,γ/α(m) = π˜∗µw′,δ/β(m) = bg.
This gives
νF = b
−1
g π˜∗µw′,(γ+δ)/(α+β), νE = b
−1
g π˜∗νw′,γ/α and νE′ = b
−1
g π˜∗νw′,δ/β.
We conclude that νF ∈ [νE , νE′ ]. 
Proof of Lemma 6.29. We denote by π˜j the blow-up at pj , Ej := π˜
−1
j (pj)
(as well as its strict transform by further blow-ups). We shall construct coordinates
(x, y) at the origin and (zj , wj) at each pj+1 such that π˜j is a monomial map for
all j < n. This clearly implies the lemma.
First suppose n0 = n i.e. all points are free. The existence of the coordinates
above is the proved in exactly the same way as in Proposition 6.12; the minor
adjustments necessary are left to the reader.
Next suppose n0 = 0, i.e. p1, . . . , pn are all satellite (in the sense that they are
singular points on the total transform of D). Fix arbitrary coordinates (x, y) at the
origin such that D = {x = 0}. Our assumptions imply that p1 is the intersection
point of E0 and the strict transform ofD (also denoted byD). We may hence choose
coordinates (z0, w0) at p1 such that {z0 = 0} = E0, {w0 = 0} = D and π˜0(z0, w0) =
(z0, z0w0). As p2 is a satellite point, it is necessarily one of the two intersection
points E1∩D (case 1) or E1∩E0 (case 2). We may now choose coordinates (z1, w1)
at p2 such that {z1 = 0} = E1 and {w1 = 0} = D in case 1, = E0 in case 2; and
π˜1(z1, w1) = (z1, z1w1) in case 1, or = (z1w1, z1) in case 2. Inductively we obtain
coordinates (zj , wj) at pj+1 such that {zj = 0} = Ej , {wj = 0} represents the other
exceptional component containing pj+1, and π˜j(zj , wj) = (zj , zjwj) or = (zjwj , zj).
Thus π˜j is monomial for 0 ≤ j < n.
Finally when 0 < n0 < n we may compose the two constructions above. This
completes the proof. 
6.5.4. Step 4: Φ preserves multiplicity. At this stage we may conclude
that Φ : Γ∗ → Vdiv extends to an isomorphism Φ : Γ → V of rooted, nonmetric
R-trees. Moreover, the Farey parameter defines a parameterization of Γ and Φ :
(Γ, A) → (V , A) is an isomorphism of parameterized trees. Notice that the proofs
of Corollaries 6.24 and 6.25 go through. Thus Φ maps any irreducible curve C,
viewed as an end in Γ, to the corresponding curve valuation νC .
Lemma 6.30. If C is any irreducible curve, then the multiplicity mΓ(C) of C
as an element of Γ is the same as its multiplicity m(C) as a curve.
Now pick any E ∈ Γo. By the definition of the multiplicity in V and by
Corollary 6.21 we have
m(Φ(E)) = min{m(C) ; νC > Φ(E)} = min{m(C) ; C > E}
= min{mΓ(C) ; C > E} = m(E).
This immediately implies that m ◦ Φ = m on all of Γ, completing Step 4 and thus
the whole proof of Theorem 6.22.
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Proof of Lemma 6.30. Let (pj)
∞
0 be the sequence of infinitely nearby points
associated to C. This is of Type 4 by Proposition 6.12. Pick n minimal such that
pj is free for j > n, let π be the composition of blowups at p0, . . . , pn and denote
by E the exceptional divisor obtained by blowing up pn.
Let C′ be the strict transform of C under π. Then C′ intersects π−1(0) only at
pn+1. As the points pj are free for all j > n, C
′ must be smooth and mΓ(C) = b,
where (a, b) is the Farey weight of E. See Corollary 6.20.
Lemma 6.27 provides us with local coordinates (z, w) at pn+1 and (x, y) at the
origin, such that E = {z = 0}, C′ = {w = 0} and such that π(z, w) = (zb, za−bw+
zbh(z)), where h is a regular function with h(0) 6= 0. A parameterization of C is
then given by t 7→ π(t, 0) = (tb, tbh(t)), showing that m(C) = b = mΓ(C). 
6.6. Applications
The fact that Φ : Γ → V is a tree isomorphism leads to interpretations in
more geometrical terms of several constructions in the valuative tree. We shall give
examples of this principle in subsequent sections. From the proof that Φ is order
preserving (Step 3 of the proof), we also extract a monomialization procedure for
arbitrary quasimonomial valuations. This is explained in Section 6.6.4.
6.6.1. Curvettes. Fix a divisorial valuation ν, and an irreducible curve C.
We say that C defines a curvette for ν if there exist π ∈ B and E ∈ Γ∗π, such that
ν = νE , and the strict transform of C is smooth and intersects E transversely at
a free point. Before stating the proposition characterizing curvettes inside V , let
us introduce some terminology. For a fixed divisorial valuation ν, a tangent vector
~v at ν is generic if it is not represented by νm, and its multiplicity is the generic
multiplicity of ν. By Proposition 3.39, any divisorial valuation admits at most two
tangent vectors which are not generic.
Proposition 6.31. Pick E ∈ Γ∗ and let ν = νE be the associated divisorial
valuation. Then if C is an irreducible curve at the origin, the following assertions
are equivalent:
(i) νC > ν, m(C) = b(ν), the generic multiplicity of ν, and νC represents a
generic tangent vector at ν;
(ii) C > E, m(C) = b(E), the generic multiplicity of E, and C represents a
generic tangent vector at E;
(iii) C is a curvette for ν.
It was observed by Spivakovsky, that a divisorial valuation acts by intersection
with a curvette: see [Sp, Theorem 7.2]. In fact for any ψ ∈ m, ν(ψ) = νC(ψ) as
soon as C is a curvette for ν and does not define the same tangent vector at ν as
the curve valuation associated to any irreducible factor of ψ.
Proof. The equivalence of (i) and (ii) is a direct consequence of the isomor-
phism between Γ and V . Hence we need only show that (ii) and (iii) are equivalent.
Notice that this is a statement purely inside Γ. Also recall that the multiplicity of
an irreducible curve C coincides with its multiplicity in the universal dual graph Γ.
First suppose C is a curvette for ν. Pick π ∈ B, and an exceptional component
E ∈ Γ∗π such that the strict transform of C by π intersects E at a free point p. By
Corollary 6.18, we infer that C > E and that C represents a generic tangent vector
at E. Further, Corollary 6.20 gives m(C) = b(E). Thus (ii) holds.
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Conversely, suppose C satisfies (ii). Consider the sequence of infinitely nearby
points (pj)
n
0 associated to E, and let π ∈ B be the composition of blow-ups at the
points p0, . . . , pn. Then E ∈ Γ∗π is obtained by blowing up the last point pn. The
strict transform C′ of C by π intersects E at a point p. As C defines a generic
tangent vector at E, p is free by Corollary 6.18. As C′ is smooth and transverse to
E at p, m(C) = b(E) by Corollary 6.20. Thus C is a curvette for ν = νE , which
completes the proof. 
6.6.2. Centers of valuations. Consider a valuation ν ∈ V and a proper
birational morphism π ∈ B, say π : X → (C2, 0). In Section 1.7 we defined the
center of ν on X . Here we shall compute the center in terms of tree data, using the
fundamental isomorphism between Γ and V .
Recall more precisely that the center of ν on X is either an irreducible compo-
nent E of π−1(0) (i.e. an element of Γ∗π) or a (closed) point p on π
−1(0). In the first
case, ν is the divisorial valuation νE associated to E. In the second case, ν = π∗µ,
where µ is a centered valuation on the ring Rp of formal power series at p, i.e. there
exist local coordinates (z, w) at p such that µ(z), µ(w) > 0.
Let us analyze the second case in more detail. Consider the sequence (qj)
∞
0 of
infinitely nearby points associated to µ. Thus q0 = p and 0 ≤ n ≤ ∞. Let π˜j be
the blow-up at qj , Fj = π˜
−1
j (qj) and set ̟j = π˜0 ◦ · · ·◦ π˜j . For each j we may apply
Corollary 6.4 to ̟j. This shows that Fj represents the tangent vector ~vp defined
by p, at E. In particular, the segment [F, Fj ] contains F for any F ∈ Γ∗π.
When ν is divisorial, n < ∞ and ν = νFn . As Φ is an isomorphism of rooted,
nonmetric trees, we conclude that [νF , ν] contains νE for any F ∈ Γ∗π. When ν is
nondivisorial, Corollary 6.24 implies that νFj → ν as n → ∞. Again we conclude
that [νF , ν] contains νE for any F ∈ Γ∗π.
We may summarize our result as follows.
Proposition 6.32. Pick π ∈ B and ν ∈ V. Let E be the set consisting of divi-
sorial valuations νE with E ⊂ π−1(0) such that [νE , ν] contains no other divisorial
valuations νF with F ⊂ π−1(0). It consists of one or two valuations.
(i) When E = {νE}, either ν = νE and the center of ν in π−1(0) equals E; or
ν 6= νE and the center of ν in π−1(0) is the (free) point on E associated
by Proposition 6.3 to the tangent vector ~v at νE represented by ν.
(ii) When E = {νE, νE′}, the center of ν is equal to the (satellite) point E∩E′.
This point is on E (E′) the point associated to the tangent vector at νE
(νE′) represented by ν.
Remark 6.33. By applying this result to a curve valuation ν = νC we obtain a
description of the intersection point of the strict transform of C with the exceptional
divisor π−1(0). (As follows from the proof, this could have been achieved without
passing to the valuative tree.)
6.6.3. Potpourri on divisorial valuations. In this section we prove three
results on divisorial valuations.
First, we describe which divisorial valuations are obtained by blowing up a free
point p on some exceptional component.
Proposition 6.34. Let ν be a divisorial valuation with associated sequence
(p0, . . . , pn) of infinitely nearby points. Then m(ν) = b(ν) iff pn is free.
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Proof. If pn is free, then by Lemma 6.16 the multiplicity of the exceptional
divisor F ∈ Γ∗ associated to the blow-up at pn satisfies m(F ) = b(F ). As Φ
preserves multiplicity, m(ν) = b(ν).
For the converse, suppose pn is satellite, say the intersection of two components
E and E′ of generic multiplicity b and b′ respectively. Then the generic multiplic-
ity of F is b + b′, whereas its multiplicity is bounded by max{m(E),m(E′)} ≤
max{b, b′}. Hence b(F ) > m(F ), and b(ν) > m(ν). 
Second, let us summarize what happens in general when blowing up a point p
on an exceptional component.
Proposition 6.35. Fix π ∈ B, pick a point p ∈ π−1(0), and define νF to be
the divisorial valuation associated to the blow-up at p.
(i) If p is a free point, i.e. p belongs to a unique exceptional component E of
π, then:
(a) νF > νE and νF does not define the same tangent vector at νE as
any νE′ for E
′ ∈ Γ∗π \ {E};
(b) the multiplicity m(νF ) of νF is equal to its generic multiplicity b(νF ),
and both coincide with b(νE); moreover, the multiplicity is constant,
equal to b(νE), on the segment ]νE , νF ];
(c) A(νF ) = A(νE) + b(νE)
−1.
(ii) If p is a satellite point, i.e. p is the intersection point of two exceptional
components E and E′, then:
(a) νE′ > νF > νE or νE > νF > ν
′
E;
(b) the multiplicity is constant, equal to max{m(νE),m(ν′E)} on the seg-
ment ]νE , νE′ [ ; moreover, the generic multiplicity of ν(F ) is given by
b(νF ) = b(νE) + b(νE′);
(c) A(νF ) = (a(νE) + a(νE′))/(b(νE) + b(νE′)), where a(νE) − 1 and
a(νE′) − 1 are the orders of vanishing of the Jacobian of π along E
and E′, respectively.
Proof. By the fundamental isomorphism Φ : Γ → V it suffices to prove the
corresponding statements in the universal dual graph. Most of them are then
straightforward consequences of the combinatorial definition of the partial ordering
and Farey weights. Specifically, assertions (a) and (c) in both (i) and (ii) are imme-
diate; (see also Proposition 6.26) and assertion (b) in (i) follows from Lemma 6.16.
Let us prove the first statement in assertion (b) in (ii) for completeness and as
we shall use it below. For this, we show in general that if π ∈ B and E,E′ are
adjacent elements in Γ∗π (i.e. E and E
′ intersect), then either E < E′ or E′ < E,
and the multiplicity is constant on the segment ]E,E′[.
For this, we may assume that π is minimal such that E,E′ ∈ Γ∗π. The proof
now goes by induction on the cardinality of Γ∗π. Without loss of generality, E
′
is obtained by blowing up a point on E. If this point is free, then E′ > E and
the multiplicity is constant equal to b on ]E,E′[ , where (a, b) is the Farey weight
of E. If the point is not free, it is the intersection point between E and another
irreducible components E′′. By induction we may assume E′′ > E and that the
multiplicity is constant on ]E,E′′[. As E′ ∈]E,E′′[ , this completes the proof. 
Third, let us define two divisorial valuations ν, ν′ to be adjacent if there ex-
ists a composition of blowups π ∈ B such that ν and ν′ are proportional to the
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pushforward of the order of vanishing along two irreducible components E, E′ of
π−1(0) with nonempty intersection. In other words, ν = νE , ν′ = νE′ with E,E′
being adjacent vertices in some Γπ.
We wish to characterize when two divisorial valuations are adjacent, purely in
terms of quantities on the valuative tree V . It follows from Proposition 6.35 that if
ν and ν′ are adjacent divisorial valuations, then either ν < ν′ or ν′ < ν. Further,
the multiplicity is constant, equal to m = max{m(ν),m(ν′)}, on the segment ]ν, ν′[.
By lower semicontinuity we then conclude that the multiplicity is constant on ]ν, ν′]
if ν < ν′ and ]ν′, ν] if ν′ < ν.
Proposition 6.36. Let ν and ν′ be divisorial valuations with generic multiplic-
ities b and b′, respectively. Assume that ν < ν′ and that the multiplicity is constant,
equal to m = m(ν′) on the segment ]ν, ν′]. Then
A(ν′)−A(ν) ≥ m
b b′
, (6.4)
with equality iff ν and ν′ are adjacent.
Remark 6.37. As a consequence, if ν < ν′ are adjacent valuations, then the
multiplicity equals |ab′ − ba′| on the segment ]ν, ν′]. Here (a, b) and (a′, b′) denote
the Farey weights of (the elements of Γ∗ associated to) ν and ν′, respectively.
Proof. Let us first prove (6.4). By Proposition 3.39, the multiplicity m =
m(ν′) divides b′ = b(ν′). As ν′ > ν, the tangent vector ~v represented by ν′ at ν
is not represented by νm. By assumption m(~v) = m. Again by Proposition 3.39,
either m(~v) = m(ν) or m(~v) = b(ν). In both cases, m divides b(ν). Write ν = νE
and ν′ = νE′ , for E,E′ ∈ Γ∗ and let (a, b), (a′, b′) be the Farey weights of E and E′,
respectively. Note that b = b(ν), b′ = b(ν′), hence m divides a′b − ab′. Then (6.4)
holds since
A(ν′)−A(ν) = a
′
b′
− a
b
=
m
bb′
a′b− ab′
m
≥ m
bb′
.
Next we show that for any π ∈ B, and any adjacent vertices in Γ∗π, equality
in (6.4) holds. We proceed by induction on the number of blowups in π, writing
π = π′ ◦ π˜ with π˜ being the blow-up at a point p. We let E be the exceptional
divisor of π˜. Using the induction step, we only need to prove (6.4) for E and
a vertex adjacent to E. When p is free, lying on a divisor F with Farey weight
(a, b), the Farey weight of E is (a + 1, b) by definition, and the multiplicity in
]E,F [ is constant (this is clear in Γ∗), equal to m := b = b(E) = b(F ). Whence
A(E) − A(F ) = (a+1)b−bab2 = mb2 . This proves the induction step in this case, as E
is adjacent to a unique vertex F . When p is satellite, intersection of two divisors
F1, F2 with Farey weights (a1, b1), (a2, b2), E belongs to the segment [F1, F2] by
construction and has Farey weight (a1+ a2, b1+ b2) by definition. The multiplicity
on the segment ]F1, F2[ is constant (again look in Γ
∗), equal to m = |a1b2−a2b1| by
the induction step. This immediately implies (6.4) for both pairs E,F1 and E,F2.
As E is adjacent to either F1 or F2 this completes the induction step.
Finally suppose E < E′, that the multiplicity is constant equal to m on ]E,E′[,
and that |a′b− ba′| = m where (a, b) and (a′, b′) are the Farey weights of E and E′,
respectively. We want to prove that E and E′ are adjacent. Let π ∈ B be minimal
(for the order relation D, see Lemma 6.1) such that E,E′ ∈ Γ∗π. Clearly E and
E′ are adjacent iff they are adjacent vertices in this dual graph Γπ. We can write
π = π′ ◦ π˜, where π′ ∈ B, π˜ is the blowup at q ∈ (π′)−1(0) and π˜−1(q) ∈ {E,E′}.
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First suppose q is a free point lying on a single component F . Then π˜−1(q) = E′
or else E 6< E′ by Proposition 6.35. The Farey weight of F equals (a′ − 1, b′). If
F 6= E, then F ∈ ]E,E′[ so that the multiplicity of F is equal to m. The preceding
argument shows mbb′ ≤ a
′−1
b′ − ab = mbb′ − 1b′ , a contradiction. Thus F = E and
E′ is adjacent to E. When q is satellite, it is the intersection point of F1 < F2,
whose Farey weights are (a1, b1) and (a2, b2), respectively. If E 6= F1, F2, then
E < F1 < E
′ < F2, thus F1 and F2 have multiplicity m. By what precedes,
A(E′)−A(E) = A(E′)−A(F1) +A(F1)−A(E) ≥ m
b′b1
+
m
b1b
=
m
bb′
b+ b′
b1
.
But b′ = b1 + b2 > b1, thus A(E′) − A(E) > mbb′ . This contradiction concludes the
proof. 
6.6.4. Monomialization. Let ν be a quasimonomial valuation. By Theo-
rem 6.22, Φ−1(ν) is either a branch point or a regular point in Γ, and by The-
orem 6.10 the sequence of infinitely nearby points p¯ = (pj) associated to ν is
either of Type 0 or 2. Let n be the smallest integer such that for some k ≥ 0,
pn+1, · · · , pn+k−1 are all free, and pn+k+l are satellite for all l ≥ 0. Thus n = ng in
the notation of Section 6.2. Let π ∈ B be the composition of the point blow-ups at
p0, · · · , pn. By Lemma 6.29, the valuation determined by pn+1, . . . , pn+l is mono-
mial in suitable coordinates at p = pn+1, for all l ≥ 1. When p¯ is of Type 2, the
valuation associated to the infinite sequence (pj)
∞
n+1 is also monomial by continuity.
Therefore the valuation ν is equivalent to π∗µ for some monomial valuation µ at p.
We have thus proved
Proposition 6.38. Let ν ∈ Vqm be a quasimonomial valuation which is not
monomial. Then there exists a proper birational morphism π ∈ B, a smooth point
p ∈ π−1(0) and a monomial valuation µ centered at p, such that π∗µ is proportional
to ν.
Note that in [ELS] it is proved that, in any dimension, an Abhyankar valuation
(i.e. giving equality in (1.1)) of rank one can be made monomial by a proper bira-
tional morphism. In our setting, the Abhyankar valuations of rank one are exactly
the quasimonomial ones.
Proposition 6.38 above is, however, more precise than what can be extracted
from [ELS]. First, the monomial valuation is centered at a point—something that
cannot be guaranteed in higher dimensions. Second, the birational morphism is
explicitly constructed. In fact, it can be detected in terms of data in the valuative
tree as follows:
Corollary 6.39. The divisorial valuation associated to the sequence p0, . . . , pn
of infinitely nearby points above is exactly the last element νg in the approximating
sequence of ν.
Proof. This is a consequence of the fact that the isomorphism Φ : Γ → V
preserves the partial ordering and multiplicity. More precisely, we described in
Section 6.2 the dual graph associated to the sequence p¯ = (pj) of infinitely nearby
points of Type 0 and Type 2. See Figures 6.2 and 6.6. In particular, this analysis
shows that Eg < γ(p¯), where Eg ∈ Γ∗ is the exceptional divisor of the blowup at
pn, n = ng. In Section 6.3.2 we described the restriction of the multiplicity function
to this dual graph. See Figure 6.8. In particular, Eg can be characterized as the
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maximum element in the segment [E0, γ(p¯)] having multiplicity strictly smaller than
m(γ(p¯)). On the other hand, by the definition of the approximating sequence, νg
is the maximum element in the segment [νm, ν] having multiplicity strictly smaller
thanm(ν). As Φ preserves the partial ordering and multiplicity, and as Φ(γ(p¯)) = ν,
this shows that Φ(Eg) = νg. 
6.7. The dual graph of the minimal desingularization
A desingularization of a (reduced, formal) curve C is a composition of point
blow-ups π ∈ B such that the total transform π−1(C) has normal crossings. By
Lemma 6.1, the set of all desingularization maps admits a minimal element, the
minimal desingularization, which we denote by πC .
Our aim in this section is two-fold. First we describe the embedding of the dual
graph ΓC of πC inside the universal dual graph. In particular, when C is irreducible,
we shall see that the branch points of ΓC correspond to the approximating sequence
of C. Then we explain how to recover ΓC from the following finite set of data: the
Farey parameters of all elements in the approximating sequences of the irreducible
components of C, and the intersection multiplicities between these components.
It is well-known since the work of Zariski that these data determine exactly the
topology of the embedding of C. In the literature it also is referred to as the
equisingularity type of C. In Appendix D, we shall discuss a way of encoding these
data in a tree called the Eggers tree.
An algorithm describing the dual graph ΓC in terms of the equisingularity
type of C is already described in [Ga, Section 1.4.3-1.4.5] using decompositions
into continued fractions. In our algorithm this decomposition is included in the
recursive computation of the “Farey weights” of the exceptional divisors. The
algorithm of [Ga] was implemented in a computer by the Spanish researchers A. and
J. Castellanos. Unfortunately, to our present knowledge these works have not been
published yet, and there seems to be no other precise reference concerning this
problem. We hope that our approach will lead the interested reader to read the
excellent work of E. G. Barroso.
The dual graph may be viewed equivalently as a simplicial tree (i.e. a collection
of vertices and edges) ΓC , or as an N-tree (i.e. a finite poset) Γ
∗
C . Then Γ
∗
C is the
set of vertices in Γ∗C ; see Section 3.1.7.
6.7.1. The embedding of Γ∗C in Γ
∗. First suppose C is irreducible. Then
C defines an end in Γ. Recall that this end is defined in terms of the sequence
p¯ = (pj)
∞
0 of infinitely nearby points associated to Γ: as p¯ is of Type 4, the points
pj are free for large j, and the components E
′
j ∈ Γ∗ increase to C as j →∞. Define
indexes ni, 0 ≤ i ≤ g and n¯i, 1 ≤ i ≤ g as in (6.1), i.e. pj is free for ni < j ≤ n¯i+1
and satellite for n¯i < j ≤ ni. In particular, pj is free for j > ng.
For j large enough, the strict transform of C is smooth and transverse at
pj+1. We denote this curve by Cj+1. Suppose moreover that j > ng. Then the
contraction of the exceptional divisor containing pj+1 maps it onto a free point,
namely pj. Thus Cj is still smooth and transverse at pj . On the other hand, when
j = ng, the contraction map sends Cj+1 to a curve passing through png which is a
satellite point. Whence the total transform of C by the blowups at p0, . . . , png−1
has not normal crossing singularities. This yields
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Proposition 6.40. The minimal desingularization πC of C is given by the
composition of blowups at the sequence of infinitely nearby points p0, . . . , png .
Write E′j for the exceptional divisor obtained by blowing up pj , and set Ei =
E′ni , E¯i = E
′
n¯i . Thus E1, . . . , Eg is the approximating sequence of C and the dual
graph Γ∗C looks as in Figure 6.9.
E0 E1
E¯1
Eg−1
E¯g−1
Eg
E¯g
C
Figure 6.9. The dual graph of the minimal desingularization of
an irreducible curve. Not all points are marked.
Remark 6.41. This yields a geometric interpretation of the approximating
sequence of C (and hence of νC). Let ΓˆC be the simplicial graph (or tree) whose
vertices are irreducible components of the total transform π−1(C) and where two
vertices are joined by an edge iff they intersect. Then E1,. . . , Eg are exactly the
branch points in ΓˆC . Moreover, Eg is the unique vertex with an edge joining the
strict transform of C.
Now suppose C is reducible, with irreducible components Cj . The minimal
desingularization πC of C clearly dominates the minimal desingularizations πCj ,
hence also their join, which we denote by π′C . The strict transform C
′
j of each Cj
by π′C is smooth and intersects the exceptional divisor (π
′)−1(0) in a free point.
However, it may happen that C′j and C
′
k intersect for j 6= k. It is then clear that
πC is obtained from π
′
C by blowing up these possible intersection points until the
strict transforms of Cj and Ck no longer intersect for j 6= k. Notice that this
involves only free blowups, and that the number of blow ups needed to separate
these components is given by the order of contact of C′j with C
′
k.
This allows us to describe the dual graph Γ∗C as follows. Consider the dual
graph of π′C . This is simply the union of the dual graphs Γ
∗
j := Γ
∗
Cj
. For each j,
define the exceptional component Ej,gj ∈ Γ∗j as above. If j 6= k and C′j ∩ C′k 6= ∅,
then we must have Ej,gj = Ek,gk =: Ejk and C
′
j and C
′
k define the same tangent
vector ~vjk at Ejk. Thus the exceptional component Cj ∧ Ck ∈ Γ∗ also represents
~vjk. This component is obtained by blowing up a sequence of infinitely nearby
(free) points, above C′j ∩ C′k. From these observations we conclude
Proposition 6.42. The dual graph Γ∗C of the minimal desingularization πC is
the union of
⋃
j Γ
∗
Cj
and all exceptional components E ∈ Γ∗ such that Ejk < E ≤
Cj ∧ Ck and b(E) = b(Ejk) for some j 6= k.
In the discussion of the Eggers tree in Appendix D we shall need the following
consequence of the proposition
Corollary 6.43. All branch points in Γ∗C are dominated by some Cj .
In Figure 6.10 we illustrate the dual graph Γ∗C , where C has two tangential
cusps as irreducible components.
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E ′0 = E0 E
′
2 = E1
E ′1 = E¯1
E ′3 E
′
4 C1
C2
Figure 6.10. The dual graph of the minimal desingularization of
the curve whose irreducible components C1 and C2 are parameter-
ized by t 7→ (t2, t3) and t 7→ (t2(1 + t2), t3(1 + t2)2), respectively.
6.7.2. Construction of ΓC from the equisingularity type of C. As be-
fore, we decompose C into irreducible components Cj , and view them as points in
Γ. We let Eji for i = 1, . . . , gj be the approximating sequence of Cj . Our aim is
to present an algorithm which has as input all Farey parameters A(j, i) := A(Eji)
and A(Cj ∧Cj′ ), and as output the dual graph of the minimal desingularization of
C.
Note that we preferred working with the Farey parameter A of Cj ∧Cj′ instead
of the skewness α of the corresponding valuation, because the Farey parameter
appears more naturally in our algorithm. However, the intersection multiplicity
between Cj and Cj′ is more easily related to α than to A, see (3.16). But note that
the knowledge of the Farey parameters of the approximating sequence is essentially
equivalent to the knowledge of its skewness. Indeed, we may use results of Sec-
tion 3.7 to compute the multiplicities, and (3.8) to compute the Farey parameters
(i.e. the thinness thanks to Theorem 6.22), see also Table D.1.
For convenience we denote by J the set of irreducible components of C. At each
step our data consist of several elements: a finite simplicial graph T ; a function w
defined on the set of vertices of T with values in (N∗)2; to each vertex E ∈ T (resp.
each edge e of T ) a subset J(E), J(e) ⊂ J such that the collection {J(E), J(e)}
form a partition of J ; finally to each j ∈ J an integer I(j) ∈ {1, · · · , gj}.
Before explaining the algorithm, let us interpret these data in geometric terms.
Each step corresponds to the blow up of the finitely many intersection points of the
strict transform of C with the exceptional divisor. The graph T is the dual graph of
the exceptional divisor at the current step. In particular, a vertex in T corresponds
to a divisor E ∈ Γ∗. If E is a vertex of T , then w(E) is exactly the Farey weight
of E. The subset J(E) is the set of branches of C which intersects the divisor
E at a free point. An edge e of T corresponds to the intersection point of two
divisors: J(e) is the set of branches of C which intersects the exceptional divisor at
this point. Finally a branch Cj intersects one or two irreducible components of the
exceptional divisor which have the same multiplicity m. The number I(j) is then
the unique integer such that m(Ej,I(j)) = m.
When w = (a, b) ∈ (N∗)2, we shall write A(w) = a/b. This is consistent with
our previous notation: when w is the Farey weight of E ∈ Γ∗, then A(w) is the
Farey parameter of E.
N Initiation: T consists of one point E0, w(E0) = (2, 1), J(E0) = J , and
I(j) = 1 for any j ∈ J .
6.7. THE DUAL GRAPH OF THE MINIMAL DESINGULARIZATION 123
N Loop: we modify T by adding a certain number of vertices/edges to it, leaving
the weight w of the previous vertices unchanged. Modifications of the graph are
done exactly at the vertices and edges for which J(E) or J(e) is non-empty.
-Modification at vertices : to each vertex E of T for which J(E) 6= ∅ apply the
following procedure.
• Step 1. Define a partition of J(E) using the equivalence relation j ∼ j′ ∈
J(E) iff A(Cj ∧ Cj′ ) > A(E).
• Step 2. For each element of this partition J ′ ⊂ J(E), add a new vertex F
attached to T by one edge f at E. Set w(F ) = w(E) + (1, 0).
(a) Define J(F ) to be the elements j ∈ J ′ for which A(F ) < A(j, I(j)).
For any j ∈ J ′, leave I(j) unchanged.
(b) Define J(f) to be the elements j ∈ J ′ for which A(F ) > A(j, I(j)).
For any j ∈ J ′, leave I(j) unchanged.
• Step 3. Set J(E) = ∅.
-Modification at edges : to each edge e of T for which J(e) 6= ∅ apply the
following procedure. We adopt the following notation. The boundary of e consists
of two vertices E1 and E2, and we will assume A(E1) < A(E2).
• Step 1. Replace the edge e by a vertex F and two edges, e1 joining F to
E1, and e2 joining F to E2. Define w(F ) = w(E1) + w(E2).
• Step 2. Define J(F ) to be the collection of j ∈ J(e) for which A(F ) =
A(j, I(j)). For any j ∈ J(F ), replace I(j) by I(j) + 1.
• Step 3. Define J(e1) := {j ∈ J(e), A(F ) > A(j, I(j))}, and J(e2) := {j ∈
J(e), A(F ) < A(j, I(j))}. For any elements in J(e1) ∪ J(e2), leave I(j)
unchanged.
N End : the algorithm stops when
(i) J(e) is empty for all edges of T ;
(ii) for any couple j 6= j′ ∈ J(E), A(Cj ∧ Cj′ ) = A(E);
(iii) for any j, I(j) = gj .
Let us explain a bit what is going on. We start with the dual graph of the
blowup at the origin. Suppose we have made the loop finitely many times. This
produces a finite graph T which corresponds to a certain modification π ∈ B. We
let C′ be the strict transform of C by π.
The set of vertices with J(E) 6= ∅ is the set of exceptional component E that
C′ intersects at a free point. The step “modification at a vertex” corresponds to the
blowup at all these free points. Pick any component E that C′ intersects at a free
point. We first subdivide J(E) into subsets consisting of branches intersecting E
at the same point (Step 1). Then we add to T a vertex for each of the intersection
points, and compute the Farey weight of the exceptional components which are
created (Step 2). After these blowups some branches will intersect the exceptional
divisor at a free point (Case (a)) or at a satellite point (Case (b)). In any case,
being created by a blowup at a free point, the new divisor cannot belong to the
approximating sequence of a branch of C. Thus I(j) is left unchanged in this case.
The set of edges with J(e) 6= ∅ is the set of singular points of the exceptional
set that C′ contains. Choose one of these points p. This is a satellite point, which is
the intersection of two components E1 and E2. Blowing up p induces an elementary
modification of T which consists of adding a vertex F in between E1 and E2, and
the Farey weight of the new exceptional divisor is the sum of the Farey weights of
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E1 and E2 (Step 1 of “modification at edges”). Then several cases appear for the
strict transform of a given branch Cj of C containing p. First it may intersect F
at a free point. This happens precisely when F lies in the approximating sequence
of Cj i.e. when A(F ) = A(j, I(j)). We thus have “superseded” the I(j)-th element
of the approximating sequence of Cj , and thus we add 1 to I(j) (Step 2). Or
second, it still intersects the exceptional divisor at a satellite point, F ∩ E1 when
A(F ) > A(j, I(j)), or F ∩ E2 when A(F ) < A(j, I(j)). In these two cases, F can
not be in the approximating sequence of Cj . Whence I(j) is left unchanged (Step
3).
Finally, we have achieved the desingularization of C when three conditions are
satisfied. First, the strict transforms of all branches of C intersect the exceptional
divisor at a free point (this is the condition J(e) = ∅ for all edges). Second, no
two branches intersect the exceptional divisor at the same point (when Cj and Ckj
intersect E, this happens precisely when Cj∧Cj′ = E). Finally, the strict transform
of each branch Cj is smooth and transverse to the exceptional divisor (this happens
precisely when the last element of the approximating sequence of each branch has
“appeared” in the process of blow-up, i.e. I(j) = gj).
We leave to the reader to check that this shows that the algorithm stops after
finitely many steps and produces ΓC .
6.8. The relative tree structure
We described in Section 3.9 the relative valuative Vx i.e. the union of divx and
the set of centered valuations normalized by ν(x) = 1, where x ∈ m is an element
determining a smooth formal curve {x = 0} at the origin. We explain here how to
recover Vx geometrically from the dual graphs of compositions of blow-ups. More
precisely we will construct a relative universal dual graph Γx and show, similarly
to Theorem 6.22, that Vx is isomorphic to Γx.
We already saw in Chapter 4 that Vx was useful for the approach to the valua-
tive tree through Puiseux series. In Section 6.8.4 we shall describe another situation
where Vx appears naturally.
6.8.1. The relative dual graph. Let us first construct the relative universal
dual graph as a nonmetric tree. Fix x ∈ m with m(x) = 1 and denote the curve
{x = 0} by Ex.
Consider the set B of proper birational morphisms above the origin as before.
To each π ∈ B we associate a relative dual graph Γx,π. This is a finite graph whose
set of vertices Γ∗x,π is in bijection with the union of (the strict transform of) Ex and
the set of all irreducible components of π−1(0). Two vertices are joined by an edge
iff they intersect. Note that Γx,π is always a simplicial tree, that Γ
∗
x,π = Γ
∗
π ∪{Ex},
and that Ex is joined by exactly one other vertex.
We endow Γ∗x,π with the natural partial ordering in which Ex is the unique
minimal element. As before, the set of all posets Γ∗x,π defines an injective system
and we denote the limit by Γ∗x. It is naturally a nonmetric Q-tree rooted in Ex. All
of its points are branch points, except Ex which is an end. In fact, Γ
∗
x is naturally
isomorphic to the Q-tree Γ∗ ∪ {Ex} rooted in Ex. We construct a canonical non-
metric R-tree Γox from Γ
∗
x using Proposition 3.12 and also consider its completion
Γx. Then Γ
o
x is naturally isomorphic to the R-tree Γ
o ∪{Ex} rooted in Ex, and Γx
is isomorphic to Γ, also rooted in Ex.
6.8. THE RELATIVE TREE STRUCTURE 125
As in the case of Γ (see Section 6.2), the points in Γx can be uniquely encoded
by sequences of infinitely nearby points of Types 0,1,2 and 4. The only difference is
that Ex is encoded by the empty sequence, and that the unique sequence of Type 4
that encodes the end in Γ corresponding to Ex, now encodes the unique tangent
vector at Ex in Γx.
Identify Γx with Γ as sets but write ≤x and ≤ for their partial orderings. Also
denote the associated infimum operators by ∧x and ∧. As before, let E0 be the
exceptional divisor obtained by blowing up the origin (which lies on Ex). Then we
have
Lemma 6.44. If I is a segment in Γ, then the partial orderings ≤ and ≤x on
I coincide iff the intersection of I with the segment [Ex, E0] contains at most one
point. On the other hand, on [Ex, E0] we have E
′ ≤x E′′ iff E′ ≥ E′′.
6.8.2. Weights, parameterization and multiplicities. Next we define rel-
ative Farey weights (ax, bx). These are defined using elementary modifications just
like their nonrelative counterparts, with the following exception: Ex is set to have
relative Farey weight (1, 1). As E0 is obtained by a free blowup of Ex, it has rela-
tive Farey weight (2, 1), which is also its nonrelative Farey weight. This easily gives
that the relative and nonrelative Farey weights agree on the tree {E ≥x E0}. In
general we have the following relation:
Lemma 6.45. The two Farey weights of E ∈ Γ∗ are related by
(ax, bx) =
(
a, b
( c
d
− 1
))
, (6.5)
where (c, d) is the nonrelative Farey weight of E ∧x E0.
Proof. We have to prove that (6.5) holds for any π ∈ B, and any E ∈ Γ∗π.
The proof goes by induction on the cardinality of Γ∗π and is left to the reader. 
The relative Farey parameter of E ∈ Γ∗x is defined by Ax(E) = ax/bx, where
(ax, bx) is the relative Farey weight of E. It follows from Lemma 6.45 that
Ax(E) = A(E)/(A(E ∧x E0)− 1). (6.6)
This formula easily implies that Ax defines a parameterization of Γx. Moreover,
Ax = A on the subtree E ≥x E0.
We can also use the relative Farey weights to define a relative multiplicity
function mx on Γ
o
x. Namely, we set
mx(E) = min{bx(F ) ; F ∈ Γ∗x, F ≥x E}. (6.7)
This multiplicity function naturally extends to the completion Γx. Lemma 6.44
and Lemma 6.45 easily imply
Lemma 6.46. For any E ∈ Γ we have mx(E) = 1 if E ∈ [Ex, E0] and mx(E) =
m(E)(A(E ∧x E0)− 1) otherwise.
6.8.3. The isomorphism. We can now define a relative version of the fun-
damental isomorphism Φ : Γ → V in Theorem 6.22. Let us define a map Φx from
Γ∗x into Vx by setting Φx(Ex) := divx and νx,E = b−1x π∗ divE(φ) for E ∈ Γ∗x \ {Ex}.
In view of Lemma 6.45 it is clear that
Φx(E) = Φ(E) (A(E ∧x E0)− 1) (6.8)
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Using Theorem 6.22 we have A(E ∧x E0) = A(νE ∧x νm) = 1 + νE(x). Thus (6.8)
implies νx,E = νE/νE(x), i.e. νx,E is the centered valuation on R equivalent to νE
and normalized by νx,E(x) = 1.
Theorem 6.47. The map Φx : Γ
∗
x → Vx extends uniquely to an isomorphism
of parameterized trees Φx : (Γx, Ax)→ (Vx, Ax) Here Ax denotes the relative Farey
parameter on Γx and relative thinness on Vx. Further, Φx preserves relative multi-
plicity.
Proof. Let Vdiv,x denote the set of divisorial valuations in Vx, with the con-
vention that divx ∈ Vdiv,x. Clearly Φx maps Γ∗x into Vdivx. It suffices to prove
that Φx : Γ
∗
x → Vdiv,x is an isomorphism of rooted, nonmetric Q-trees, and that Φx
preserves the parameterization and multiplicity.
As in Section 3.9 we denote by N : V → Vx the map sending νx to divx and
ν 6= νx to ν/ν(x). Then N restricts to an isomorphism of nonrooted, nonmetric
Q-trees Vdiv ∪ {νx} → Vdiv,x.
Above we identified Γ∗x and Γ
∗∪{Ex} as sets. Let us for the purpose of this proof
think of this identification as an isomorphism N : Γ∗ ∪ {Ex} → Γ∗x of nonrooted,
nonmetric Q-trees. We saw above that Ax ◦N = A.
It is then clear from the construction that N ◦ Φ = Φx ◦ N on Γ∗ ∪ {Ex}.
Since by Theorem 6.22, Φ is an isomorphism of nonrooted, nonmetric Q-trees, so
is Φx. As Φx maps Ex to divx, it is an isomorphism of rooted, nonmetric Q-trees.
Since Ax ◦ N ◦ Φ = A and Ax ◦ N = A on Γ∗ ∪ {Ex} we get Ax ◦ Φx = Ax on
Γ∗x, so that Φx preserves the parameterization. The same reasoning, in conjunction
with Lemma 6.46 and Proposition 3.65, shows that Φx preserves multiplicity. This
completes the proof. 
6.8.4. The contraction map at a free point. Let us end this section by
exhibiting a situation where the relative point of view appears naturally.
Pick π ∈ B, an exceptional component E ∈ Γ∗π, and a free point p ∈ E. Let
(a, b) be the Farey weight of E. Pick a regular function z at p such that E = {z = 0},
and let Γz and Vz be the corresponding relative universal dual graph and valuative
tree, respectively.
The point p defines a tangent vector in Γ at E. Write UΓ for the corresponding
(weak) open set, i.e. the set of elements in Γ\{E} representing this tangent vector.
The closure of UΓ is given by UΓ = UΓ ∪ {E} (see Lemma 7.3 below). Notice that
UΓ is naturally a tree rooted in E.
Let νE ∈ V be the divisorial valuation defined by E. The point p also defines
a tangent vector at νE in V . Write UV for the corresponding (weak) open set, i.e.
the set of valuations ν ∈ V \ {νE} representing the same tangent vector at νE as
the divisorial valuation obtained by blowing up p. Again, UV = UV ∪ {νE} and UV
is naturally a tree rooted in νE .
Define a map ̟Γ : Γz → Γ in terms of sequences of infinitely nearby points. Let
(pj)
n
0 be the (finite) sequence of infinitely nearby points associated to E. Then ̟Γ
maps a sequence (qk)
l
0, 0 ≤ l ≤ ∞, not of Type 3, with q0 = p, to the concatenated
sequence p0, . . . , pn, q0, . . . , ql. In particular, the empty sequence is mapped to
(p0)
n
0 . Notice that the concatenated sequence is never of Type 3.
We also define a map ̟V : Vz → V by ̟V(µ) = b−1π∗µ. As µ(z) = 1, it follows
from Lemma 6.27 that (π∗µ)(m) = b, so that ̟V(µ) ∈ V .
Theorem 6.48. The following properties hold:
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(i) the map ̟Γ gives an isomorphism ̟Γ : Γz → UΓ of rooted, nonmetric
trees. Moreover, for any F ∈ Γz we have:
m(̟Γ(F )) = bmz(F ) (6.9)
A(̟Γ(F )) = A(E) + b
−1(Az(F )− 1) (6.10)
(ii) the map ̟V gives an isomorphism ̟V : Vz → UV of rooted, nonmetric
trees. Moreover, for any µ ∈ Vz we have:
m(̟V(µ)) = bmz(µ) (6.11)
A(̟V(µ)) = A(νE) + b−1(Az(µ)− 1) (6.12)
α(̟V(µ)) = α(νE) + b−2αz(µ) (6.13)
(iii) the isomorphisms in (i) and (ii) respect the identification of the universal
dual graph and the valuative tree: if Φ : Γ → V and Φz : Γz → Vz are as
in Theorem 6.22 and Theorem 6.47, then ̟V ◦ Φz = Φ ◦̟Γ.
The theorem shows that the valuative tree (and the universal dual graph) has
a self-similar, or fractal, structure. This is illustrated in Figure 6.11.
Vz V
U
b−1pi∗
divz
νm
νE
Figure 6.11. The contraction map π at a free point p on an excep-
tional component E induces an isomorphism between the relative
valuative tree Vz and a subset U of the valuative tree V . See The-
orem 6.48
Proof. It is immediate from the definition of ̟Γ in terms of concatenations
of sequences of infinitely nearby points, from the definition of the partial orderings
on Γ∗z and Γ
∗, and from Corollary 6.13, that ̟Γ gives an isomorphism of rooted,
nonmetric Q-trees between Γ∗z and UΓ ∩ Γ∗. Thus it also gives an isomorphism
between the corresponding rooted, nonmetric R-trees. To prove (6.9) and (6.10)
we have to control the Farey weights. The relative Farey weight of Ez is (1, 1).
Write (a, b) for the Farey weight of E. A simple induction shows that if F has
relative Farey weight (c, d), then ̟Γ(F ) has relative Farey weight (c+ (a− 1), bd).
This easily implies both (6.9) and (6.10) and completes the proof of (i).
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Both (ii) and (iii) now follow from Theorem 6.22 and Theorem 6.47 together
with Corollary 6.24 and its corresponding relative version. Notice that (6.13) is a
consequence of (6.12) and (6.11).
We can also give a direct proof of (ii), not using the universal dual graph. As we
already noticed, Lemma 6.27 implies that ̟V is a well-defined map from Vz into V .
It is clearly order-preserving and (weakly) continuous. It is also injective as π is a
birational map and hence induces an isomorphism between the fraction fields of the
rings of formal power series at p and at the origin. If C is an irreducible curve at the
origin, then it follows from Proposition 6.32 that νC ∈ UV iff the strict transform
of C contains p. This immediately implies that ̟V restricts to a bijection between
curve valuations in Vz and curve valuations in UV . By continuity, this shows that
̟V is a surjective map of Vz onto UV . Equations (6.11)-(6.13) can also be proved
directly, using Lemma 6.27. The details are left to the reader. 
CHAPTER 7
Tree measures
One of the main motivations behind the present monograph is the fact that the
valuative tree V provides an efficient means of encoding singularities. We shall see
in the next chapter that this encoding can be nicely given in terms of measures on V .
These measures are obtained indirectly by passing through functions defined on the
tree Vqm of quasimonomial valuations, a procedure analogous to the identification
of positive measures on the real line with suitably normalized concave functions.
Here we develop a general methodology for identifying certain classes of func-
tions on Vqm with measures on V . In fact, the analysis is purely tree-theoretic and
does not depend on the fact that the elements of the valuative tree are valuations.
We shall therefore work on a general complete, rooted nonmetric tree, equipped
with an increasing parameterization taking value 1 at the root. The main example
we have in mind is V with the skewness parameterization.
An outline of the theory, as well as a more precise comparison to the situation
on the real line, is given in Section 7.1. We refer to that section for the organization
of the remainder of the chapter.
While the main results in this chapter are of fundamental importance for appli-
cations, the techniques are quite different from those of the rest of the monograph.
Hence many of the details can be skipped on a first reading.
7.1. Outline
As the analysis that we are about to undertake is somewhat delicate, we start
in this section by giving an outline of what we are trying to accomplish.
7.1.1. The unbranched case. It is a standard result that finite positive
measures on R can be identified with either decreasing functions or increasing,
concave functions (up to certain normalizations). More precisely we have
Proposition 7.1. The following objects are naturally in 1-1 correspondence
with each other:
(i) finite positive measures ρ on R;
(ii) left continuous decreasing functions f : R→ R with f(∞) = 0;
(iii) increasing concave functions g : R→ R with g(0) = 0 and g′(∞) = 0.
This correspondence goes as follows:
• to a measure ρ is associated the function f(x) = ρ [x,∞);
• to a function f is associated the function g(x) = ∫ x
0
f(y) dy;
• to a function g is associated the measure ρ = −d2g/dx2.
We shall extend this correspondence in two ways. First, we shall work with
complex measures in (i). The corresponding functions in (ii) are then known as
(normalized) functions of bounded variation, and the functions in the analogue
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of (iii) are characterized by having a complex measure as second derivative (in the
sense of distributions); again subject to a normalization.
The more difficult extension consists of replacing R with a general, complete,
parameterized tree. This presents two challenges. First, as opposed to a complete
tree, the real line has neither a maximal nor a minimal element. Essentially, this
means that the normalizations of the functions corresponding to the classes (ii)
and (iii) above have to be done with great care. Second, and more importantly,
a tree typically has branch points. This forces us to redefine notions such as “in-
creasing”, “concave” and “bounded variation”. Notice that in general there is no
bound on the amount of branching that a tree can exhibit. Already in the case of
the valuative tree, the tangent space at a divisorial valuation has the cardinality of
the continuum. Luckily, we shall not have to worry about the amount of branching,
and in any case it turns out that the measures and functions that we shall consider
all “live” on completions of countable unions of finite subtrees.
7.1.2. The general case. We now outline the analysis that we will undertake
in the remainder of the chapter. Our objective is to provide the reader with an
intuitive picture rather than stating all the precise definitions.
Consider a complete, parameterizable, rooted nonmetric tree T . Let T o denote
the set of non-ends in T . By convention, the root τ0 of T belongs to T o. Also fix an
increasing parameterization α of T with α(τ0) = 1. The choice of parameterization
is important for some, but not all, of the constructions below.
We will work exclusively with the weak topology on T . Any parameterizable
complete tree is weakly compact. Denote by M the set of complex Borel measures
on T . We think of the elements of M as complex valued functions on the Borel
σ-algebra generated by the weak open sets, butM can also be viewed as the dual of
C(T ). The latter point of view providesM with a norm, turning it into a Banach
space.
Our main objective is to identify M with two classes of functions on T o. This
goes as follows. To any complex Borel measure ρ ∈ M we associate two complex-
valued functions fρ and gρ on T o. These are defined by
fρ(τ) = ρ {σ ≥ τ} (7.1)
gρ(τ) =
∫
T
α(σ ∧ τ) dρ(σ). (7.2)
We let N and P be the set of all functions of the form fρ and gρ, respectively.
The key point is now that the spaces N and P can be characterized intrinsi-
cally, without any reference to measures. We shall refrain from giving the precise
definitions here, but the functions in N are left continuous and of bounded vari-
ation. The total variation TV () provides N with a norm. As for the set P , its
elements are called complex tree potentials. They can be characterized by the fact
that they have a well-defined left derivative at every point and this left-derivative
defines a function in N . This defines a natural isomorphism δ : P → N , which
enables us to define a norm on P by ‖g‖ = TV (δg).
The mappings ρ 7→ fρ and ρ 7→ gρ defined in (7.1)-(7.2) can then be thought
of as Banach space isomorphisms M→ N and M→ P . We denote their inverses
by d : N →M and ∆ : P →M. The mapping ∆ is of particular interest: we call
it the Laplace operator as it naturally generalizes the Laplace operator both on the
real line and on a simplicial tree.
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Inside the three isometric Banach spacesM, N and P are located three natural
(positive) convex cones M+, N+ and P+. The cone M+ consists of all (finite)
positive Borel measures on T , and N+ of all left-continuous, nonnegative, strongly
decreasing functions on T o. As before, these properties have to be interpreted in
the tree sense. The cone P+ is of particular interest. It consists of all positive
tree potentials, and can be characterized intrinsically, without passing to N . The
positive tree potentials should be thought of as nonnegative functions that are
concave in a (strong) way that reflects the branching of the tree. The isomorphisms
d : N → M and ∆ : M → P then restrict to bijections d : N+ → M+ and
∆ :M+ → P+.
In addition to the topologies induced from the norms, the cones above also
carry weak topologies, of great importance for applications. In the case ofM+, the
weak topology is given by the usual weak (or vague) topology on measures. On
N+, it is given by pointwise convergence outside a countable subset of T o \ {τ0}.
On the cone P+ of positive tree potentials, it is given by pointwise convergence on
T o.
The bijections d : N+ → M+ and ∆ : M+ → P+ then become homeo-
morphisms in the weak topologies. As the subset of probability measures in M+
is weakly compact, the cone P+ possesses strong compactness properties as well,
reminiscent of those of concave functions on the real line or superharmonic func-
tions on the unit disk. The analogy to the latter two spaces is reinforced by the
fact that the infimum of any family of positive tree potentials remains a positive
tree potential.
We also consider inner products on the cones above. On positive measures,
the inner product is defined as the bilinear extension of an inner product on Dirac
masses, defined as follows:
τ · τ ′ := α(τ ∧ τ ′), τ, τ ′ ∈ T (7.3)
On the cone N+, it is given by
〈f, f ′〉 := f(τ0)f ′(τ0) +
∫
T o
ff ′ dλ, f, f ′ ∈ N+, (7.4)
where λ denotes the one-dimensional Hausdorff measure on T o, induced by the
parameterization α. Finally, the inner product is defined on the cone P+ of positive
tree potentials by declaring 〈g, g′〉 = 〈δg, δg′〉. These inner products are preserved
under the isomorphisms of M+, N+ and P+.
Integrability problems prevent us from extending these inner products to the
full Banach spacesM, N and P , but as we show, they are well defined on suitable
subspacesM0, N0 and P0.
Finally, let us comment on the role of the parameterization α. It does not
appear in the definition of the space M of complex Borel measures, nor in the
space N . It does, however, appear in the definition of complex tree potentials, i.e.
the space P .
Moreover, the parameterization is needed to define the inner products in all
three cases (the Hausdorff measure depends on the parameterization).
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Throughout the chapter we shall assume that the parameterization is increasing
and takes value 1 at the root τ0. This is motivated by the applications in Chap-
ter 8 where we work with the valuative tree parameterized by skewness. Suitable
adaptations should be made when working with other types of parameterizations.
7.1.3. Organization. Let us end this section by giving a guide to the orga-
nization of the remainder of the chapter. See the introduction to each section for
further details.
The weak topology on a tree, which was introduced in Section 3.1.4, is analyzed
in more detail in Section 7.2. In particular we characterize connected open sets and
prove that a complete, parameterizable, nonmetric tree is weakly compact.
We analyze (weak) Borel measures in Section 7.3. Among other things we show
that every Borel measure is Radon (i.e. regular), supported on the completion of
a countable union of finite subtrees, and determined by its values on appropriate
generalizations of half-open intervals on the real line.
In Section 7.4 we turn to functions of bounded variation. They are defined and
analyzed in much the same way as on the real line (see e.g. [Fo]), but considerable
care has to be taken because of the branching in the tree. Here we define the
space N , which is the first space of functions to be identified with complex Borel
measures. This identification is proved in Section 7.5.
Then, in Section 7.6, we turn to complex tree potentials. These constitute the
second—and for applications most important—class of functions to be identified
with complex Borel measures. They are constructed by integrating functions in N
along segments. The space P of complex tree potentials is by definition isomorphic
to N , hence to M. The isomorphism between P andM defines the Laplacian of a
complex tree potential and is spelled out in Section 7.7.
Atomic measures play an important role in the two applications in Chapter 8.
The corresponding functions in N and P are easy to characterize; this is done in
Section 7.8.
Another important class of measures is given by the positive cone M+ ⊂ M
of positive Borel measures. In Section 7.9 we describe its preimages N+ ⊂ N and
P+ ⊂ P under the isomorphism of N and P with M. Moreover, we show that the
real-valued elements of M, N and P admit canonical Jordan decompositions into
differences of elements in M+, N+ and P+, respectively.
The cone P+ is very important in applications and consists of the positive
tree potentials. As opposed to general complex tree potentials, these can be easily
characterized directly as functions on T o,
On the cones M+, N+ and P+ it is natural to consider weak topologies, in
addition to the restriction of the norm topologies. The weak topologies are defined
and analyzed in Section 7.10. We show that the three cones are homeomorphic in
the weak topology, a fact that yields compactness properties in P+.
In Section 7.11 we show that the three cones behave well when passing to and
from a complete subtree S ⊂ T .
Finally, in Section 7.12, we analyze inner products, first on the conesM+, N+
and P+, then on suitable complex subspaces of M, N and P . We shall use them
in the next chapter.
The exact assumptions on the tree will vary somewhat from section to section,
but are stated in the respective introductions.
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7.2. More on the weak topology
Before studying measures and functions on trees, we review the weak topology
defined in Chapter 3 in more detail.
In this section, T denotes a nonmetric tree. Except if we mention it otherwise,
T is supposed nonrooted.
7.2.1. Definition. Recall the definition of the weak topology on T . If ~v ∈ Tτ
is a tangent vector at a point τ ∈ T , we define
U(~v) = {σ ∈ T \ {τ} ; σ represents ~v}. (7.5)
The weak topology is generated by the sets U(~v) in the sense that the open sets
are arbitrary unions of finite intersections of sets of the form U(~v).
7.2.2. Basic properties. First we state and prove some basic results.
Lemma 7.2. The weak topology is Hausdorff.
Proof. Suppose τ, τ ′ are distinct points in T . Pick a point τ ′′ ∈ ]τ, τ ′[ and let
~v and ~v′ be the tangent vectors at τ ′′ represented by τ and τ ′, respectively. Then
U(~v) and U(~v′) are disjoint open neighborhoods of τ and τ ′. 
Lemma 7.3. If ~v ∈ Tτ , then the weak closure of U(~v) equals U(~v) ∪ {τ}.
Proof. Any open set of the form
⋂n
1 U(~vi) containing τ must intersect U(~v).
Thus τ ∈ U(~v). On the other hand, if σ 6∈ U(~v) ∪ {τ}, let ~w be the tangent vector
at τ represented by σ. Then σ ∈ U(~w) and U(~v) ∩ U(~w) = ∅ so σ 6∈ U(~v). 
Lemma 7.4. If T has no branch points, then T is homeomorphic to a real
interval.
Proof. Suppose for simplicity that T is complete. Then T is isomorphic as a
nonmetric tree to the real interval I = [0, 1]. Moreover, the sets U(~v) correspond
to intervals of the form (x, 1] or [0, x) with 0 ≤ x ≤ 1. Such intervals generate the
topology on I so T and I are homeomorphic. 
Proposition 7.5. If (τk)
∞
1 is a sequence of points in T , then τk → τ ∈ T iff for
all subsequence (kj)
∞
1 , the segments ]τ, τkj ] have empty intersection. In particular,
if the points τk all represent distinct tangent vectors at τ , then τk → τ .
Proof. If there is a subsequence (kj) such that the segments ]τ, τkj ] have a
point σ ∈ T in common, let ~v be the tangent vector at σ represented by τ . Then
U(~v) is an open neighborhood of τ not containing any of the points τkj , so τkj 6→ τ ,
implying τk 6→ τ .
Conversely, suppose that there is no such subsequence. It suffices to show that
for any open set of the form U(~v) containing τ we have τk ∈ U(~v) for large k.
Here ~v is a tangent vector at some point σ 6= τ and represented by τ . But this is
clear, since otherwise we could find infinitely many k with σ ∈ [τ, τk]. The proof is
complete. 
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7.2.3. Subtrees. As we show next, the weak topology is well behaved with
respect to subtrees.
Lemma 7.6. If S is a subtree of T , then the weak topology on S coincides
with the topology on S induced from the weak topology on T . In other words, the
inclusion map ı : S → T is an embedding.
Proof. The weak topology on S is generated by subsets of S of the form US(~v)
defined as in (7.5), but where ~v is a tangent vector in S. The induced topology is
generated by sets of the form U(~v) ∩ S, where ~v ranges over tangent vectors in T .
On the one hand, every tangent vector in S also defines a tangent vector in T
and US(~v) = U(~v) ∩ S. On the other hand, if ~v is a tangent vector at some point
τ ∈ T such that U(~v) ∩ S 6= ∅, then either τ ∈ S and ~v is a tangent vector in S; or
τ 6∈ S and U(~v) ∩ S = S. 
Lemma 7.7. The relative closure of a subtree S ⊂ T consists of S and all points
in T that are ends in S. In particular, if T is complete, then the closure of S in T
is equal to the completion of S.
Proof. Consider a point τ ∈ T \ S, and let ~w be the unique tangent vector
~w at τ such that S ⊂ U(~w). If τ is not an end in S, then we can find a point
τ ′ ∈ U(~w) such that U(~v) ∩ S = ∅, where ~v is the tangent vector at τ ′ represented
by τ . Thus τ does not belong to the closure of S in T . On the other hand, if τ is
an end in S, then it is easy to see that if ~v is a tangent vector in T and τ ∈ U(~v),
then U(~v) ∩ S 6= ∅. This concludes the proof. 
If S is a complete subtree of T , then we can define a natural mapping pS : T →
S as follows. Pick a root τ0 ∈ S of T and set pS(τ) = max([τ0, τ ] ∩ S); this does
not depend on the choice of τ0. Clearly pS = id on S.
Lemma 7.8. The mapping pS : T → S is continuous, hence defines a retraction
of T onto S.
Proof. Any tangent vector ~v in S defines both an open set US(~v) in S and
an open set UT (~v) in T . Clearly UT (~v) = p−1S (US(~v)). Thus pS is continuous. 
Corollary 7.9. If (T ,≤) is a rooted, nonmetric tree, then the map σ 7→ τ ∧σ
is (weakly) continuous for any τ ∈ T .
Proof. Apply Lemma 7.8 to S = [τ0, τ ], where τ0 is the root of T . 
7.2.4. Connectedness. On the real line, the connected open sets are very
easy to describe, simply being the open intervals. On a general tree, the situation is
more complicated, yet understandable. The following result will play an important
role later in the chapter.
Proposition 7.10. On a nonmetric tree T , any connected open subset U ( T
is a countable increasing union of (open) sets of the form
n⋂
i=1
U(~vi), ~vi tangent vectors. (7.6)
When T is rooted at τ0 6∈ U , one can write the previous equation in the form
U(~v) \
n⋃
i=1
{σ ≥ τi}; (7.7)
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where ~v is a tangent vector, not represented by τ0, at some τ ∈ U , and τi ∈ U(~v)
for all i.
Remark 7.11. Note that any open set of the form U(~v) is also a countable
increasing union of sets of the form {σ ≥ τ} when ~v is not represented by the root.
Proposition 7.10 can hence be rephrased by saying that any connected open set is
a countable increasing union of sets of the form
{σ ≥ τ, σ 6≥ τi, 1 ≤ i ≤ n},
where τ, τi are in T . These sets play a role similar to that of half-open intervals on
the real line and will be explored systematically in Section 7.3.5.
Proof of Proposition 7.10. As U 6= T , we may pick an element τ0 ∈ T \U ,
and choose it as the root of T . Define τ := inf U . As U is open, U ∩ [τ0, τ ] is an
open set in the segment [τ0, τ ]. It is hence empty, and thus τ /∈ U . For simplicity
of notation, let us change the root if necessary, so that τ = τ0.
Thus U is a subset of T \{τ0}, which is a disjoint union of weak open sets U(~v)
where ~v ranges over all tangent at τ0. As U is connected, there exists a unique
tangent vector ~v such that U ⊂ U(~v). As U is open, U(~v) \ U is closed in U(~v),
Let F be the set of all minimal elements in U(~v) \U . More precisely, τ ∈ F iff
τ ∈ U(~v) \ U and ]τ0, τ [⊂ U . We claim that
U = U(~v) \
⋃
τ∈F
{σ ≥ τ}. (7.8)
Indeed, on the one hand, for any τ ∈ F we may cover U by the disjoint open sets
U ∩ {σ > τ} and U ∩U(~v0), where ~v0 is the tangent vector at τ represented by τ0.
As U is connected, we conclude that U ⊂ U(~v)\⋃τ∈F{σ ≥ τ}. On the other hand,
if σ ∈ U(~v) \ U , then set τ = inf ]τ0, σ] \ U . As U is open and nonempty we have
τ 6∈ U . Thus τ ∈ F and we obtain U ⊃ U(~v) \⋃τ∈F{σ ≥ τ}. Hence (7.8) holds.
Notice that inf F = inf(U(~v) \ U). Let us prove that U can be written in
the form (7.7) under the assumption inf F > τ0. We shall explain later how to
handle the other case. Set τ1 = inf F . Then either τ1 ∈ F in which case U =
U(~v) \ {σ ≥ τ1}; or F ⊂ {σ > τ1}. In the latter case, we define V to be the set
of tangent vectors at τ1 which are represented by some element in F . This set is
finite, since otherwise we could find an infinite sequence of elements in F ⊂ U(~v)\U
representing distinct tangent vectors at τ1. By Proposition 7.5, and the fact that
U(~v) \ U is closed this would imply that τ1 6∈ U , a contradiction. For any ~w ∈ V ,
we define τ(~w) := inf(F ∩ U(~w)). Since U(~v) \ U is closed in U(~v) and τ1 ∈ U(~v),
we have τ(~w) > τ1. Set F1 :=
⋃
~w∈V τ(~w).
Inductively we construct finite sets Fk with the following properties:
(i) any element in Fk+1 dominates some element in Fk;
(ii) any element in Fk is dominated by some element in F ;
(iii) any element in F dominates some element in Fk;
(iv) any increasing sequence (τk)
∞
1 with τk ∈ Fk for all k converges to an
element in F .
The set F1 was already defined. The construction of Fk+1 in terms of Fk is done
as follows. Fix τ ∈ Fk, and suppose τ 6∈ F . Let V (τ) be the set of tangent vectors
at τ represented by at least one point in F . By the same argument as before, V (τ)
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is a finite set, and we let
Fk+1 := (Fk ∩ F ) ∪
⋃
τ∈Fk\F
⋃
~w∈V (τ)
inf(F ∩ U(~w)).
Clearly (i)-(iii) hold. As for (iv), pick an increasing sequence τk+1 ≥ τk ∈ Fk. By
construction, if τk = τk+1, then τk ∈ F . We may hence suppose τk+1 > τk for
all k. As T is complete, the sequence converges to a point τ ∈ T . We need to
prove τ ∈ F . By construction, any τk is dominated by some σk ∈ F which does
not represent the same tangent vector as τ at τk. This implies that σk → τ by
Proposition 7.5, hence τ ∈ U(~v)\U . But τk belongs to U for all k and the sequence
increases to τ , so τ ∈ F and (iv) holds.
Define Uk := U(~v) \
⋃
τ∈Fk{σ ≥ τ}. This is a set of the form (7.7). From (i) it
is clear that Uk+1 ⊃ Uk. By (ii) and (7.8), Uk ⊂ U . We leave it to the reader to
check that (iii) and (iv) imply
⋃
Uk = U . Hence we are done in the case inf F > τ0.
When inf F = τ0, we fix a strictly decreasing sequence (τj)
∞
1 in U converging to
τ0, and apply the preceding result to Uj := U(~vj), where ~vj is the tangent vector at
τj represented by τj+1. This is a connected open set with inf(F ∩Uj) > inf Uj = τj .
The proof is complete. 
7.2.5. Compactness. We end this section by proving
Proposition 7.12. Any parameterizable, complete, nonmetric tree T is weakly
compact.
Proof. We will embed T as a closed subspace of a product space. Pick a root
τ0 of T and let ≤ be the partial ordering rooted at τ0. Also pick a parameterization
α : T → [0, 1]. Let E be the set of functions χ : T → [0, 1] endowed with the
product topology. This is a compact space, and convergence in this topology is
given by pointwise convergence. Define a mapping  : T → E by
(τ)(σ) = α(σ ∧ τ).
It is clear that  is injective: if τ 6= τ ′, then without loss of generality τ ∧ τ ′ < τ =
τ ∧ τ , and so (τ)(τ) 6= (τ)(τ ′). Let us show that (T ) is closed in E. For this,
notice that if τ ∈ T , then χ := (τ) : T → [0, 1] has the following two properties:
(i) for any end σ in T , the restriction of χ to [τ0, σ] is of the form
χ(σ′) = max{α(σ′), s}
for some s ∈ [0, α(σ)] (we have s = α(σ ∧ τ));
(ii) χ(σ ∧ σ′) = inf{χ(σ), χ(σ′)} for any σ, σ′ ∈ T .
Conversely, we claim that any function χ : T → [0, 1] satisfying (i) and (ii) is of the
form χ = (τ) for some τ ∈ T . Indeed, let S = Sχ ⊂ T be the set of points σ such
that χ is strictly increasing on the segment [τ0, σ]. If χ is nonconstant, then S is
nonempty by (i) and is a totally ordered set by (ii). Since T is complete, S has a
maximal element τ . It is then easy to check from (i) and (ii) that χ = (τ). If χ is
constant, then χ = (τ0). This proves the claim.
It is then clear that in E both conditions (i) and (ii) define a closed set in the
product topology, hence (T ) is closed.
Thus  gives a bijection of T onto the closed subset (T ) of E. We claim that 
is a homeomorphism onto its image. As T is Hausdorff and E compact, it suffices to
show that  is an open map onto its image. By the definition of the weak topology
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it suffices to show that (U(~v)) is relatively open in (T ) for every tangent vector
~v at any point τ in T . If ~v is represented by τ0, then
U(~v) = {σ ∈ T ; α(σ ∧ τ) < α(τ)} = {σ ∈ T ; (σ)(τ) < α(τ)}
and if ~v is represented by some τ ′ > τ , then
U(~v) = {σ ∈ T ; α(σ ∧ τ ′) > α(σ ∧ τ)} = {σ ∈ T ; (σ)(τ) < (σ)(τ ′)}.
In both cases it follows, after unwinding definitions, that (U(~v)) is the intersection
of an open set in E and (T ), hence is relatively open in (T ). This concludes the
proof. 
7.3. Borel measures
In this section we let T be a complete, nonmetric tree. We also assume that
T is weakly compact: as we have seen, this is the case if T is parameterizable. We
shall study complex Borel measures on T .
Since a tree can be a quite “large” space in the sense that there is no a priori
bound on the amount of branching, we shall be very detailed in our analysis. In
particular we shall (temporarily) distinguish between Borel measures and Radon
measures. Our general reference is [Fo].
7.3.1. Basic properties. Let B be the Borel σ-algebra on T , i.e. the smallest
σ-algebra containing all (weakly) open sets in T . A complex Borel measure is a
function ρ : B → C satisfying ρ(∅) = 0 and ρ(⋃∞1 Ej) =∑∞1 ρ(Ej) whenever (Ej)∞1
is a sequence of disjoint Borel sets; real (or signed) Borel measures are defined in
the same way, with C replaced byR.1 A real Borel measure ρ is positive if ρ(E) ≥ 0
for all E ∈ B. Obviously a function ρ : B → C is a complex Borel measure iff Re ρ
and Im ρ are real Borel measures. Less trivial is the fact that a real Borel measure
ρ has a unique Jordan decomposition ρ = ρ+− ρ−, where ρ± are mutually singular
positive measures: there exist disjoint Borel sets E± with ρ+(E−) = ρ−(E+) = 0
and ρ+(T \E+) = ρ−(T \E−) = 0. The measures ρ+ and ρ− are called the positive
and negative parts of ρ. These decompositions allow us to reduce many questions
about complex measures to positive measures.
7.3.2. Radon measures. A positive measure ρ is a Radon measure2 if
ρ(E) = inf{ ρ(U) ; U ⊃ E, U open }
for any Borel set E and
ρ(U) = sup{ ρ(K) ; K ⊂ U, K compact }
for any open set U ; the latter equality then holds when U is replaced by a general
Borel set E [Fo, Proposition 7.5]. A real Borel measure is said to be Radon iff its
positive and negative parts are Radon, and a complex measure is Radon iff its real
and imaginary parts are.
To any complex Borel measure ρ is associated its total variation measure |ρ|.
This is a positive measure which can be defined by |ρ|(E) = sup∑n1 |ρ(Ei)|,
where the supremum is taken over collections of finitely many disjoint Borel sets
E1, . . . , En such that E = ∪Ei. We call ‖ρ‖ := |ρ|(T ) ∈ R+ the total variation of
1We do not allow sets of measure ±∞.
2Some authors would call Radon measures regular Borel measures.
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ρ. If ρ is a real measure, then |ρ| = ρ+ + ρ−, where ρ = ρ+ − ρ− is the Jordan
decomposition of ρ.
7.3.3. Spaces of measures. Let C(T ) be the space of continuous functions
on T with the topology of uniform convergence. By the Riesz representation theo-
rem [Fo, Theorem 7.17], complex Radon measures can be identified with continuous
linear functionals on C(T ): to ρ is associated the operator ϕ 7→ ∫ ϕdρ. (In fact
this operator is well-defined for any Borel measure—the point is that there is a
canonical way of associating a unique Radon measure to each continuous linear
functional.) The total variation of ρ is equal to its norm as a linear functional on
C(T ).
On many topological spaces every finite complex Borel measure is Radon. This
is the case for Rn and, more generally, any locally compact Hausdorff space in
which every open set is a countable union of compact subsets [Fo, Theorem 7.8].
While a tree may not fall into the latter category (if, for instance, the tangent space
at some point is uncountable) we still have
Proposition 7.13. Every complex Borel measure on a weakly compact non-
metric tree is a Radon measure.
The proof is given in Section 7.3.6 below. We shall consequently omit the adjec-
tive “Radon” in what follows, and we shall identify Borel measures with continuous
linear functionals on C(T ).
We letM be the set of complex Borel measures on T . Let us recall a few facts
aboutM; they follow from the fact that T is a compact Hausdorff space (and that
every Borel measure is Radon), but do not use the tree structure of T .
There are two important topologies on M. First, we have the strong topology
induced by the norm ‖ρ‖ := sup{| ∫T ϕdρ| ; supT |ϕ| = 1}. Under this norm, M
is a Banach space. We shall also consider the weak topology, defined in terms of
convergence by ρk → ρ iff
∫
ϕdρk →
∫
ϕdρ for all ϕ ∈ C(T ). This topology is
Hausdorff. The unit ball {ρ ∈M ; ‖ρ‖ ≤ 1} is weakly compact.
We denote by M+ the set of positive Borel measures on V . This is a closed
subset ofM in both the weak and strong topologies. The subset ofM+ consisting
of probability measures (i.e. positive measure of total mass one) is weakly compact.
Atomic measures will play an important role in our study. To alleviate notation
we shall identify τ ∈ T with the corresponding point mass δτ ∈ M+. Indeed, the
mapping τ 7→ δτ gives an embedding of T as a weakly closed subset ofM+ (see [Bo,
III, §1, n.9, p.59] for instance).
7.3.4. The support of a measure. A general tree can exhibit quite wild
branching, but as the following result asserts, Borel measures live on reasonably
well-behaved subsets.
Lemma 7.14. The support of any complex Borel measure ρ on T is contained in
the completion of a countable union of finite subtrees. Moreover, the weak topology
on the support is metrizable.
Proof. We may suppose that ρ is a positive measure of mass 1. Consider the
decreasing function f : T → [0, 1] defined by f(τ) = ρ{σ ≥ τ}. The support of
ρ is included in the completion of the tree S := {f > 0} (see Lemma 7.7). Let
Sn = {f ≥ n−1}, n ≥ 1. By construction the tree Sn has at most n+1 ends, hence
at most n+ 2 branch points, so Sn is finite.
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According to the Urysohn Metrization Theorem (see [Fo, p.139]), any normal,
second countable space is metrizable. Now the support supp ρ is closed, hence
compact, and therefore normal: see [Fo, Proposition 4.25]. To conclude we need
to show that it is also second countable, i.e. that it admits a countable basis for its
topology. To do so, write supp ρ as the completion of an increasing union of finite
trees Sn as before. Take a countable dense set F in
⋃Sn. Then the collection of
all open sets {σ > τ} over τ ∈ F , and {σ > τ, σ 6≥ τ ′} over τ, τ ′ ∈ F , form a
countable basis. 
Remark 7.15. In general, a Borel measure is not necessarily supported on a
countable union of finite trees. An example can be constructed as follows.
Consider the Cantor setX := {0, 1}N endowed with the (ultra-)metric d(x, x′) =
max2−i|xi − x′i| where x = (xi)i≥0, x′ = (x′i)i≥0. Following Section 3.1.6, define
T to be the quotient of X × [0, 1] by the equivalence relation (x, t) ∼ (x′, t′) iff
t = t′ < d(x, x′).
On the Cantor set X there exists a natural probability measure ρX giving
measure 2−n to any cylinder {x ; x1, . . . , xn are fixed}. The pushforward of ρX by
the inclusion map X ∋ x 7→ (x, 1) ∈ T is a probability measure on T which is not
supported on a countable union of finite trees.
7.3.5. A generating algebra. Next we generalize the fact that on the real
line, complex Borel measures are determined by their values on half-open intervals.
Define collections E and A of subsets of T as follows. First, E consists of T
and all sets of the form {σ ∈ T ; σ ≥ τ, σ 6≥ τi, 1 ≤ i ≤ n} where τ, τi ∈ T . It is
clear that the complement of an element in E is a finite disjoint union of elements
in E . Hence E is an elementary family in the sense of [Fo, p. 22]. Second, A is
the set of finite disjoint unions of elements in E . Then A is an algebra in the sense
that A is closed under complements and finite unions and intersections (see [Fo,
Proposition 1.7]).
Still following [Fo], we define a premeasure (on A) to be a function ρ : A →
[0,∞[ such that ρ(∅) = 0 and ρ(⋃∞1 Ej) =∑∞1 ρ(Ej) whenever (Ej)∞1 is a sequence
of disjoint sets in A such that ⋃∞1 Ej ∈ A.
Lemma 7.16. Any premeasure on A has a unique extension to a (positive)
Borel measure on B.
Proof. This follows from Theorem 1.14 in [Fo]. 
Recall from Remark 7.11 that any connected open sets is a countable increasing
union of elements in E . Another reason why the elementary family E is important
lies in the following fact. Any set E ∈ E is a countable intersection of sets of the
form U(~v) \⋃n1 U(~vi), where the ~vi’s are tangent vectors, and U(~vi)’s are disjoint
subsets of U(~v). Conversely, any set U(~v) \ ⋃n1 U(~vi) as above, is a countable
increasing union of elements in E .
From this and Lemma 7.16, one deduces
Lemma 7.17. Let ρ, ρ′ be any two Borel measures on T . If ρ(U(~v)) = ρ′(U(~v))
for any tangent vector ~v, then ρ = ρ′.
7.3.6. Every complex Borel measure is Radon. Finally we prove that
every complex Borel measure is Radon:
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Proof of Proposition 7.13. It suffices to show that every positive Borel
measure ρ on T is Radon. Following the proof of Theorem 7.8 in [Fo] we can
associate a positive Radon measure ρ′ to ρ as follows:
ρ′(U) := sup
{∫
T
ϕdρ ; ϕ ∈ C(T ), 0 ≤ ϕ ≤ 1, suppϕ ⊂ U
}
,
for U open and ρ′(E) := inf{ρ′(U); E ⊂ U, U open} for any Borel set E. We claim
that ρ′ = ρ. Consider a tangent vector ~v at a point τ ∈ T . First assume that ~v
is not represented by the root τ0. Pick a sequence (τk)
∞
1 in T , decreasing to τ ,
and such that τk represents ~v for all k. Choose nondecreasing continuous functions
χk : [τ, τk]→ [0, 1] such that χk(τ) = 0 and χk(τk) = 1. Then define ϕk : T → [0, 1]
by ϕk(σ) := χk(σ ∧ τk) if σ ≥ τ , and ϕk(σ) = 0 otherwise. Using Corollary 7.9,
we see that ϕk is weakly continuous, Moreover, 0 ≤ ϕk ≤ 1, suppϕk ⊂ U , and
ϕk increases pointwise to the characteristic function of U(~v) as k→∞. Monotone
convergence gives
ρ(U(~v)) = lim
k→∞
∫
T
ϕk dρ = ρ
′(U(~v)).
A similar argument shows that ρ(U(~v)) = ρ′(U(~v)) also when ~v is represented by τ0.
In view of Lemma 7.17 we conclude that ρ = ρ′. Hence ρ is a Radon measure. 
7.4. Functions of bounded variation
Our objective now is to define a space N of functions that can be naturally
identified with the space M of complex Borel measures. The elements in N are
functions of bounded variation. These functions are defined and studied in a way
similarly to the classical case of the real line, but some details turn out to be trickier
because of the branching in the tree.
Unless otherwise stated, (T ,≤) will denote a rooted, nonmetric tree (not nec-
essarily complete) and τ0 its root. Recall that, by convention, the ends of T are
the maximal elements of T . In particular, the root τ0 is not an end.
7.4.1. Definitions. Consider a function f : T → C. Let us define what it
means for f to be of bounded variation, taking into account the (possible) branching
in T . If F is a finite subset of T , let Fmax be the set of maximal elements of F and
write σ ≻ τ when σ, τ ∈ F and σ is an immediate successor of τ in F , i.e. σ > τ
and there is no σ′ ∈ F with τ < σ′ < σ. Given a function f : T → C and a finite
set F , define the variation of f on F by
V (f ;F ) :=
∑
τ∈F\Fmax
∣∣∣∣∣f(τ) −∑
σ≻τ
f(σ)
∣∣∣∣∣ ; (7.9)
if Fmax = F then we declare V (f ;F ) = 0.
Remark 7.18. In contrast to the unbranched case, it can happen V (f ;F ) >
V (f ;F ′) when F ⊂ F ′. Indeed, let T be a rooted, nonmetric tree having exactly
two ends τ±. Let F = {τ0, τ+} and F ′ = {τ0, τ+, τ−}. Define f : T → C by f = 0
on T \ {τ+, τ−} and f(τ±) = ±1. Then V (f ;F ′) = 0 but V (f ;F ) = 1.
However, we have
Lemma 7.19. Let (T ,≤) be a nonmetric tree and let F ⊂ F ′ be finite subsets
of T such that all the maximal points in F ′ belong to F . Then V (f ;F ) ≤ V (f ;F ′).
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Proof. By induction it suffices to consider the case when F ′ = F ∪{τ ′}, where
τ ′ is not a maximal element in F ′. First assume τ ′ is not a minimal element of F ′.
Then τ ′ has an immediate predecessor τ ∈ F . Let E′ (E) be the set of immediate
successors σ of τ in F such that τ ′ 6< σ (τ ′ < σ). Then we have
V (f ;F ′)− V (f ;F ) =
∣∣∣∣∣f(τ) − f(τ ′)−∑
E′
f
∣∣∣∣∣+
∣∣∣∣∣f(τ ′)−∑
E
f
∣∣∣∣∣−
∣∣∣∣∣f(τ)− ∑
E∪E′
f
∣∣∣∣∣
which is nonnegative by the triangle inequality. The case when τ ′ is a minimal
element of F ′ is similar, but easier, and left to the reader. 
Definition 7.20. A function f : T → C is of bounded variation if
TV (f) := sup
F
V (f ;F ) <∞. (7.10)
We call TV (f) the total variation of f (on T ).
Clearly a function f : T → C is of bounded variation iff Re f and Im f are.
Notice that a constant function is not necessarily of bounded variation. In fact, the
constant function 1 is of bounded variation iff T is finite.
If f : T → C has bounded variation, then so has the restriction of f to any
subtree S and TV (f |S) ≤ TV (f).
If T is totally ordered (i.e. has no branch points), then we have TV (f) =
sup
∑n−1
1 |f(τi+1) − f(τi)|, where the supremum is taken over all finite, strictly
increasing sequences (τi)
n
1 in T . In particular, if T is a real interval, then the
definition above coincides with the classical definition.
7.4.2. Decomposition. On the real line, any bounded decreasing function
is of bounded variation, and it is a standard result [Fo, Theorem 3.27] that any
real-valued function of bounded variation is in fact a difference of two nonnegative,
decreasing functions.3
In order for these results to generalize we have to interpret “bounded” and
“decreasing” in a way that reflects the branching. Let us declare a finite subset E
of T to be without relations if σ 6< τ whenever σ, τ ∈ E.
Definition 7.21. We say that
(i) a function f : T → C is strongly bounded if supE |
∑
E f | <∞, where the
supremum is taken over finite sets E without relations;
(ii) a function f : T → R is strongly decreasing if f(τ) ≥∑E f whenever E
is a finite set without relations and τ < σ for all σ ∈ E.
Remark 7.22. The condition in (i) is equivalent to supE
∑
E |f | <∞: see [Ru,
Lemma 6.3]. Also, any nonnegative strongly decreasing function is clearly strongly
bounded.
Lemma 7.23. The following properties hold:
(i) any function f : T → C of bounded variation is strongly bounded;
(ii) any strongly bounded and strongly decreasing function f : T → R is of
bounded variation.
The proof is given in Section 7.4.6 below.
3Folland [Fo] works with increasing functions but the theory is completely analogous.
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Corollary 7.24. The support of a function of bounded variation (i.e. the locus
where it is nonzero) is contained in the completion of a countable union of finite
subtrees.
Proof. If f is has bounded variation, Lemma 7.23 and Remark 7.22 give us
C > 0 such that
∑
E |f | < C for any finite set E without relations. Thus the
smallest subtree of T containing the set {|f | > n−1} has at most Cn ends. 
Next we introduce an auxiliary function that plays the same role as the total
variation measure associated to a complex Borel measure.
Proposition 7.25. Suppose T is complete, and consider a function f : T → R
of bounded variation that vanishes on T \ T o. Define the total variation function
Tf : T → [0,∞[ by
Tf (τ) = TV (f |{σ≥τ}). (7.11)
Then the three functions Tf , Tf +f and Tf −f are nonnegative, strongly decreasing
functions on T and vanish identically on T \ T o.
As f = 12 (Tf + f) − 12 (Tf − f), we obtain the following decomposition result:
any function of bounded variation is the difference of two functions in the convex
cone of nonnegative, strongly decreasing functions on T , vanishing on T \ T o.
Proof of Proposition 7.25. Let us start with the function Tf + f . It is
clearly nonnegative and nonincreasing. Our conventions imply that Tf + f = 0 on
T \T o. Let us show that Tf+f is strongly decreasing. Consider any finite set E ⊂ T
without relations and τ ∈ T such that τ < σ for every σ ∈ E. Let ε > 0 and for
every σ ∈ E pick a finite subset Fσ ⊂ {σ′ ≥ σ} such that Tf(σ) ≤ V (f ;Fσ) + ε/n,
where n is the number of elements of E. Set F = {τ} ∪⋃σ∈E Fσ. Then we have
Tf (τ) + f(τ)−
∑
E
(Tf + f) ≥ V (f ;F )−
∑
σ∈E
V (f ;Fσ)− ε = −ε.
Letting ε→ 0 we conclude that the function Tf + f is strongly decreasing.
As T−f = Tf , this also shows that Tf − f is strongly decreasing and non-
negative. Finally 2Tf = (Tf + f) + (Tf − f), thus Tf is also strongly decreasing
and non-negative. This completes the proof. 
7.4.3. Limits and continuity. If ~v is a tangent vector at some point τ ∈ T
then we say that a sequence (τk)
∞
1 converges to τ along ~v if τk represent ~v for all
k and ]τ, τk] form a decreasing sequence of segments with empty intersection.
If f is a complex-valued function on T and ~v is a tangent vector then we say
that f has a limit along ~v if there exists a number a ∈ C such that f(τk) → a for
all sequences (τk)
∞
1 converging to τ along ~v; we then write f(~v) = a. If τ 6= τ0,
then we define f(τ−) = f(~v), where ~v is the tangent vector at τ represented by τ0
(assuming f(~v) exists). For convenience we also define f(τ0−) = f(τ0). Let us say
that a function f : T → C is left continuous at τ 6= τ0 if f(τ−) = f(τ). A function
f is left continuous if it is left continuous at every point τ 6= τ0.
Lemma 7.26. If f : T → C has bounded variation, then f(~v) exists for every
tangent vector ~v.
Proof. If τ ∈ T , then the restriction of f to the segment [τ0, τ ] has bounded
variation, allowing us to invoke the corresponding result on the real line, see [Fo,
Theorem 3.27]. 
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Next we wish to introduce a number measuring roughly the discontinuity at a
point of a function of bounded variation, in a way that reflects the tree structure.
In the case of the real line, this number equals the absolute value of the difference
between the left and right limits at a point, and can be used to prove that a function
of bounded variation has at most countably many discontinuities. Note that on a
general tree, a function of bounded variation may have uncountably many points
of discontinuity in the usual sense.
Proposition-Definition 7.27. Suppose f : T → C has bounded variation.
Then for each τ ∈ T , the series∑~v∈Tτ f(~v) is absolutely convergent. In particular,
there are at most countably many tangent vectors ~v at τ for which f(~v) 6= 0.
We can hence set
d(τ ; f) := f(τ−)−
∑
~v
f(~v) (7.12)
where the sum is over all tangent vectors ~v at τ not represented by τ0.
Recall that we defined f(τ0−) = f(τ0).
Proof. Fix τ ∈ T and pick an arbitrary finite set V of tangent vectors at τ ,
none represented by the root τ0. Fix ε > 0. For each of these vectors, choose a
representing element σ > τ , sufficiently close to τ so that |f(~v)−f(σ)| ≤ ε. We have∑ |f(~v)| ≤ ∑ |f(σ)| + ε#V . The collection of {σ} defines a set without relation,
and f is strongly bounded, thus
∑ |f(~v)| ≤ B+ ε#V , where B > 0 is independent
on the choices of tangent vectors (and on τ also). By letting ε tend to zero, we
conclude
∑ |f(~v)| ≤ B. This implies that ∑Tτ |f(~v)| is absolutely convergent. 
Lemma 7.28. Suppose f : T → C has bounded variation. Then, we have
d(τ ; f) = 0 for all but countably many points τ , and the series
∑
τ∈T d(τ ; f) is
absolutely convergent; in fact
∑
τ∈T |d(τ ; f)| ≤ TV (f).
Proof. Fix ε > 0 and consider any finite subset Z ⊂ T such that d(τ ; f) 6= 0
for all τ ∈ Z. For each τ ∈ Z, pick finitely many points τ1, . . . , τn close to τ with the
following properties: τ1 ≤ τ and τ1 < τ unless τ = τ0; τi > τ for 2 ≤ i ≤ n and these
τi’s represent distinct tangent vectors at τ ; |f(τ1)−
∑n
2 f(τi)−d(τ ; f)| < ε|d(τ ; f)|.
We may assume that the sets {τ1, . . . , τn} are disjoint as τ varies over Z. Let F
be their union: then
∑
τ∈Z |d(τ ; f)| < (1 − ε)−1V (f ;F ) ≤ (1 − ε)−1TV (f). We
conclude by letting ε→ 0. 
7.4.4. The space N . We are now in position to define the first space of func-
tions that can be identified with complex Borel measures. Assume that the rooted,
nonmetric tree (T ,≤) is complete. Let T o be the set of nonmaximal elements of T
(i.e. the points of T that are not ends).
Definition 7.29. We let N be the set of functions f : T → C of bounded
variation such that f is left continuous at any point in T o and f = 0 on T \ T o.
Definition 7.30. We let N+ be the set of nonnegative, strongly decreasing
functions on T , which are left continuous on T o and vanish on T \ T o.
Notice that N+ ⊂ N , thanks to Lemma 7.23, and that N+ is a convex cone.
We shall prove the following crucial decomposition result (see Proposition 7.25).
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Proposition 7.31. For any f ∈ N , the function Tf (τ) := TV (f |{σ≥τ}) is left
continuous, and the functions Tf , Tf + f and Tf − f belong to N+.
We can thus write any real-valued function in N as the difference of two func-
tions in N+, f = 12 (Tf + f)− 12 (Tf − f). This decomposition is called the Jordan
decomposition of f .
We shall later see that this decomposition f = f+ − f−, f± ∈ N+ is unique if
one imposes TV (f) = TV (f+) + TV (f−) (see Proposition 7.60).
We can equivalently viewN as the space of left continuous functions of bounded
variation on the subtree T o. In fact, this point of view is natural in many situations
when T is the valuative tree V and T o the subtree Vqm of quasimonomial valuations.
The equivalence follows from
Lemma 7.32. Let f : T o → C be a function of bounded variation. Extend f to
T by declaring f |T \T o = 0. Then f : T → C also has bounded variation.
Proof. Pick any finite subset F ′ ⊂ T . Set F := F ′∩T o and let E be the set of
points in F that are not maximal elements of F ′ but have no immediate successors in
F . Then V (f ;F ′) = V (f ;F )+
∑
E |f |. Here the first term is bounded by TV (f |T o)
and the second term is uniformly bounded in view of Lemma 7.23 (i). 
In the sequel we shall often consider the functions in N as defined only on T o.
However, it is important to notice that the norm TV (f) of f ∈ N is defined as the
total variation of f as a function on the complete tree T .
Notice that the functions in N are not necessarily left continuous at the ends
of T but they do have left limits there in view of Lemma 7.26.
Proposition 7.33. (N , TV ) is a normed, complex vector space.
Proof. That N is a complex vector space is obvious, as are the facts that
TV (λf) = λTV (f) for λ ∈ C, f ∈ N , and TV (f) = 0 iff f = 0. Finally, if f1, f2 ∈
N , then for any finite subset F ⊂ T we have V (f1 + f2;F ) ≤ V (f1;F ) + V (f2;F )
by the triangle inequality. Hence TV (f1 + f2) ≤ TV (f1) + TV (f2). 
We shall later see that the norm TV (·) is complete, so that N is in fact a
Banach space (see Corollary 7.39).
7.4.5. Finite trees. The total variation TV (f) of a function f : T → C
captures both the variation of f along segments of T and the discontinuities of f
at branch points. This assertion can be made precise as long as we deal with finite,
complete trees and functions in the space N :
Proposition 7.34. Assume that T is complete and finite. Let B ⊂ T o be any
finite subset containing all the branch points of T and let I be the set of connected
components of T \B. Then for any f ∈ N we have
TV (f) =
∑
τ∈B
|d(τ ; f)| +
∑
I∈I
TV (f |I). (7.13)
Remark 7.35. It is important that f be zero on the ends of T . Indeed, let T
be a rooted, nonmetric tree having two ends τ± and one branch point τ ′. Define
f : T → R by f |[τ0,τ ′] = 0, and f |]τ ′,τ±] = ±1. Then TV (f) = 1, but if B = {τ ′},
then the right hand side of (7.13) is zero.
In view of this remark, the proof of this proposition, which is given below, is
trickier than might be expected.
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7.4.6. Proofs. We end this section by supplying the proofs of various asser-
tions above.
Proof of Lemma 7.23. First suppose f : T → C has bounded variation.
Pick any finite subset E without relations and not containing the root τ0, and set
F = E ∪ {τ0}. Then |
∑
E f | ≤ V (f ;F ) + |f(τ0)| ≤ TV (f) + |f(τ0)| < ∞ so f is
strongly bounded, proving (i).
As for (ii), suppose f : T → R is strongly bounded and strongly decreasing.
Set C = infE
∑
E f , where E runs over all finite subsets without relations. Then
C > −∞ as f is strongly bounded. We claim that TV (f) = f(τ0)−C. To see this,
first pick any ε > 0 and choose E finite without relations such that
∑
E f ≤ C + ε.
As f is strongly decreasing, we may assume that τ0 6∈ E. Set F = E ∪ {τ0}.
Then TV (f) ≥ V (f ;F ) ≥ f(τ0) − C − ε, hence TV (f) ≥ f(τ0) − C when ε → 0.
For the converse inequality, consider any finite subset F ⊂ T . Let us show that
V (f ;F ) ≤ f(τ0) − C. We may assume that τ0 ∈ F as V (f ;F ) ≤ V (f ;F ∪ {τ0}).
Let E be the set of maximal elements in F . Then E is without relations and∑
τ∈F\Fmax
∣∣∣∣∣f(τ)−∑
Fτ
f
∣∣∣∣∣ = ∑
τ∈F\Fmax
(
f(τ) −
∑
Fτ
f
)
= f(τ0)−
∑
E
f ≤ f(τ0)− C,
where Fτ stands for the set of immediate successor of τ in F . This completes the
proof. 
Proof of Proposition 7.31. In view of Proposition 7.25, it suffices to show
that the function Tf defined in (7.11) is left continuous.
For this, pick any τ ∈ T , τ 6= τ0. Suppose Tf(τ−) > Tf(τ) and fix ε > 0
with 0 < 3ε < Tf(τ−) − Tf (τ). Pick τ ′ < τ such that |f(σ) − f(τ)| ≤ ε and
Tf(σ) ≥ Tf(τ) + 3ε for all σ ∈ [τ ′, τ [.
We shall construct a strictly increasing sequence τn ∈ [τ ′, τ [ converging to
τ , and finite sets Fn ⊂ {σ ; σ > τn, σ 6> τn+1}, such that V (f ;Fn) ≥ ε and
τn+1 ∈ Fn. This implies V (f ;
⋃n
1 Fi) ≥
∑n
1 V (f ;Fi), thus TV (f) ≥ V (f ;
⋃n
1 Fi) ≥∑n
1 V (f ;Fi) ≥ nε, which gives a contradiction as n→∞.
We define τn and Fn by induction. First set τ1 := τ
′. Given τn ∈ [τ ′, τ), let
us show how to construct Fn. First pick a finite subset F
′
n of {σ > τn} such that
V (f ;F ′n) ≥ Tf(τ)+2ε. Pick any end τ¯ in T with τ¯ > τ . As f vanishes on T \T o, we
have f(τ¯) = 0, so that we may assume that τ¯ ∈ F ′n. By Lemma 7.19 we may then
also assume that τ ∈ F ′n. In addition, we may assume that F ′n contains a point τ ′n
such that τn < τ
′
n < τ and F
′
n ∩ {σ > τ ′n} = F ′n ∩ {σ ≥ τ}. Let Fn = F ′n \ {σ ≥ τ}
and F ′′n = F
′
n ∩ {σ ≥ τ}. Then V (f ;F ′n) = V (f ;Fn) + |f(τ ′n) − f(τ)| + V (f ;F ′′n ).
Since V (f ;F ′′n ) ≤ Tf (τ) and |f(τ ′n)− f(τ)| < ε, this gives V (f ;Fn) ≥ ε.
Finally we set τn+1 := τ
′
n(= maxFn ∩ [τ ′, τ [). It is clear that Fn ⊂ {σ ; σ >
τn, σ 6> τn+1}, and that τn+1 belongs to Fn. This completes the inductive construc-
tion of τn and Fn and ends the proof. 
Finally we address the formula for the total variation on a finite tree.
Proof of Proposition 7.34. Fix ε > 0. For each open segment I ∈ I pick
a finite set FI ⊂ I such that V (f ;FI) ≥ TV (f |I)− ε.
For a point τ ∈ B, denote by Fτ the set of points σ ≥ τ in
⋃
I FI such
that [τ, σ[∩FI is empty. This set consists of minFI for the segments I for which
min I = τ0. As any segment I is totally ordered, one can add to FI points arbitrarily
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closed to min I. One can therefore assume |d(τ ; f) − V (f ;Fτ ∪ {τ})| ≤ ε. Declare
F to be the union of B and all the FI ’s, and define τ := max{σ ∈ Fτ , σ < τ} for
any τ ∈ B. We then have
TV (f) ≥ V (f ;F ) =
∑
τ∈B
V (f ;Fτ ) +
∑
I∈I
V (f ;FI) +
∑
τ∈B
|f(τ)− f(τ)| ≥
≥
∑
τ∈B
|d(τ ; f)| +
∑
I∈I
TV (f |I)− (2|B|+ |I|)ε.
Letting ε→ 0, we get TV (f) ≥∑τ∈B |d(τ ; f)|+∑I∈I TV (f |I).
Conversely, pick a finite set F such that V (f ;F ) ≥ TV (f) − ε. As f vanishes
at the ends of T , we can suppose F contains all ends of T . For each point τ ∈ B,
and each segment I containing τ in its boundary, pick a point τI ∈ I closed enough
to τ such that |f(τI)− f(~vI)| ≤ ε. Here ~vI denotes the tangent vector represented
by I at τ . When ~vI is represented by the root, we let as above τ := τI . As f is left
continuous, one can assume |f(τ)− f(τ)| ≤ ε, for all τ ∈ B. Otherwise, we denote
by Fτ the union of all τI ≥ τ .
By Lemma 7.19, we can add all points τ ∈ B and τI to F , this may only
increase V (f ;F ). Define FI := F ∩ I. Then
TV (f) ≤ ε+ V (f ;F ) = ε+
∑
τ∈B
V (f ;Fτ ) +
∑
I∈I
V (f ;FI) +
∑
τ∈B
|f(τ )− f(τ)| ≤
≤
∑
τ∈B
|d(τ ; f)| +
∑
I∈I
TV (f |I) + (1 +M)ε,
where M is the sum of the number of branches at all points in B. We conclude the
proof by letting ε→ 0. 
7.5. Representation Theorem I
We are now ready to relate complex Borel measures and normalized functions
of bounded variation.
Theorem 7.36. Let (T ,≤) be a weakly compact, complete, rooted nonmetric
tree.4 Then for any complex measure, the function Iρ = fρ : T o → C defined by
fρ(τ) := ρ{σ ≥ τ} (7.14)
belongs to N . Moreover, the map
I : (M, ‖ · ‖)→ (N , TV ),
is an isometry and restricts to a bijection between the set of positive measures M+,
and N+.
When f ∈ N , we shall denote by df the unique complex Borel measure such
that I(df) = f .
Remark 7.37. If T = [1,∞], with the natural parameterization α(x) = x,
then df = −df/dx.
4For instance a complete, parameterizable, rooted nonmetric tree.
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If ~v is a tangent vector not represented by τ0, then U(~v) is a countable decreas-
ing intersection of sets of the form {σ ≥ τ}; and if ~v is represented by τ0, then
U(~v) is the complement of a set {σ ≥ τ}. By regularity of Borel measures, we
immediately obtain
Proposition 7.38. Pick f ∈ N , and ρ ∈ M such that ρ = df . Then
(i) ρ{σ ≥ τ} = f(τ) for every τ ∈ T o;
(ii) ρU(~v) = f(~v) for every tangent vector ~v not represented by τ0;
(iii) ρU(~v) = f(τ0)− f(~v) for every tangent vector ~v represented by τ0;
(iv) ρ{τ} = d(τ ; f) for every τ ∈ T o.
Since M is complete in the norm ‖ · ‖ we also infer
Corollary 7.39. (N , TV ) is a Banach space.
We split the proof of the theorem into three parts.
7.5.1. First step. We show that ρ ∈M (resp. inM+) implies Iρ ∈ N (resp.
in N+) for any complex Borel measure; and I :M→ N is injective.
Write f = fρ, i.e. f(τ) = ρ {σ ≥ τ} for any τ ∈ T o. Let us show that f
is left continuous and of bounded variation. After decomposing ρ into real and
imaginary parts, and further into positive and negative parts, we may assume that
ρ is a positive measure. We need to show that f is left continuous and strongly
decreasing. That f is left continuous is easy to prove: if τk increases to τ then
ρ{σ ≥ τk} decreases to ρ{σ ≥ τ}. To see that f is strongly decreasing, consider a
finite subset E of T without relations and τ ∈ T o with τ < σ for all σ ∈ E. Then
the subsets {σ′ ≥ σ}σ∈E are mutually disjoint and contained in {σ ≥ τ ′}, implying
that f(τ) ≥ ∑E f , so that f is strongly decreasing. This shows that I sends M,
M+ to N , N+ respectively.
To prove the injectivity of I, suppose Iρ = Iρ′ for some Borel measures ρ, ρ′.
Then ρ{σ ≥ τ} = ρ′{σ ≥ τ} for any τ ∈ T , thus ρ(E) = ρ′(E) for any element of
the elementary family E defined in Section 7.3.5. And ρ = ρ′ by Lemma 7.16. Thus
I is injective.
7.5.2. Second step: from functions to measures. Given f ∈ N+ we
shall find a positive Borel measure ρ ∈ M such that f(τ) = ρ {σ ≥ τ} for any
τ ∈ T o. This shows that I : M+ → N+ is surjective, hence bijective. Note that
this implies I : M → N to be surjective too. Indeed, if f belongs to N , we may
write f = Re(f) + i Im(f). In view of Proposition 7.31, Re(f) and Im(f) are both
differences of elements in N+, thus lie in the image of I. Hence so does f .
So pick f ∈ N+. Recall that this means that f is nonnegative, left continuous,
strongly decreasing, and vanishing on T \ T o. To construct the positive measure ρ,
we proceed as on the real line (see [Fo, Section 1.5]), with suitable adaptations to
our setting, using the elementary family E and the algebra A from Section 7.3.5.
First define ρ as a function on E by
ρ{σ ≥ τ, σ 6≥ τk} = f(τ) −
∑
k
f(τk).
As f is strongly decreasing, ρ is nonnegative. Recall that an element E of the
algebra A is a finite disjoint union ⋃Ei of elements in E . We can therefore try to
extend ρ to A by declaring ρ(E) = ∑ ρ(Ei). A priori, this is not well-defined, as
the decomposition of E into elements of E is not unique. However, as in the proof
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of Proposition 1.15 in [Fo], if E =
⋃
Ei =
⋃
Fj are two decompositions, then it is
easy to see that
∑
i ρ(Ei) =
∑
i,j ρ(Ei ∩ Fj) =
∑
j ρ(Fj).
Hence ρ is well defined on A. We claim that it defines a premeasure on A.
Clearly ρ is finitely additive. It remains to show that if (Ei)
∞
1 is a disjoint sequence
of elements in A such that E = ⋃Ei ∈ A, then ρ(E) = ∑i ρ(Ei). By finite
additivity we may assume that E ∈ E , and we have
ρ(E) = ρ
(
n⋃
1
Ei
)
+ ρ
(
E \
∞⋃
n+1
Ei
)
≥ ρ
(
n⋃
1
Ei
)
=
n∑
1
ρ(Ei).
Letting n → ∞ yields ρ(E) ≥ ∑∞1 ρ(Ei). For the converse inequality, fix ε > 0
and write E = {σ ≥ τ, σ 6≥ τk} and Ei = {σ ≥ τi, σ 6≥ τij}. For each k, one can
pick τ˜k ∈ ]τ, τk[ such that 0 ≤ f(τ˜k)− f(τk) < ε2−k as f is left continuous. The set
K := {σ ≥ τ, σ 6> τ˜k} is then a compact set included in E, and as f is decreasing
ρ(K) ≥ ρ(E)−
∑
(f(τ˜k)− f(τk)) ≥ ρ(E)− ε.
Similarly, for each i pick τ˜i < τi such that 0 ≤ f(τ˜i) − f(τi) < ε2−i. Again this is
possible, at least as long as τi is not the root τ0. If τi = τ0 for some (unique) i, then
we set τ˜i = τi = τ0. The set Vi := {σ > τ˜i, σ 6≥ τij} is then an open set containing
Ei, and
ρ(Vi) ≤ ρ(Ei) + (f(τ˜i)− f(τi)) ≤ ρ(Ei) + ε2−i.
The compact set K can now be covered by finitely many of the open sets Vi, say
by V1, . . . , VN . This gives
ρ(E) ≤ ρ(K) + ε ≤
N∑
1
ρ(Vi) + ε ≤
∞∑
1
ρ(Ei) + 2ε.
Letting ε→ 0 we conclude that ρ(E) ≤∑ ρ(Ei), implying that equality holds.
Thus ρ is a premeasure on A. By Lemma 7.16 it extends uniquely to a positive
Borel measure ρ which obviously satisfies Iρ = f .
7.5.3. Total variation. To complete the proof of Theorem 7.36 we now show
that d : N →M preserves the norm. Thus pick any f ∈ N and write ρ = df ∈ M.
We must show that the total variation of f equals the total mass of ρ.
Let Tf : T o → [0,∞) be the function defined in (7.11), i.e. Tf(τ) = TV (f |{σ≥τ}).
By Proposition 7.31, Tf belongs to N+. Therefore there exists a positive measure
ρ′ := d(Tf ) such that Tf{τ} = ρ′{σ ≥ τ} for all τ ∈ T o. We shall prove that
ρ′ = |ρ|, which implies TV (f) = ρ′(T ) = ρ(T ) = ‖ρ‖.
Consider τ ∈ T o, fix ε > 0, and pick a finite set F ⊂ {σ ≥ τ} such that
Tf(τ) ≤ V (f ;F ) + ε. Following the notation in (7.9) we have
V (f ;F ) =
∑
τ∈F\Fmax
∣∣∣∣∣f(τ)−∑
σ≻τ
f(σ)
∣∣∣∣∣ = ∑
τ∈F\Fmax
|ρ{σ′ ≥ τ, σ′ 6≥ σ}| ≤ |ρ|{σ′ ≥ τ}.
After letting ε → 0 we conclude that ρ′{σ′ ≥ τ} = Tf(τ) ≤ |ρ|{σ′ ≥ τ}. This
implies that ρ′(E) ≤ |ρ(E)| for all E ∈ E , so that ρ′ ≤ |ρ| by Lemma 7.16.
Let us now show that |ρ| ≤ ρ′. First consider a set E in the elementary family
E , i.e. E = {σ ≥ τ, σ 6≥ τi}. It is then clear that
|ρ(E)| = |f(τ) −
∑
i
f(τi)| ≤ |Tf (τ) −
∑
i
Tf (τi)| = ρ′(E).
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Next consider a connected open set U . By Remark 7.11 there exists a countable
increasing sequence (Ei)
∞
1 such that Ei ∈ E and
⋃
Ei = U . Thus
|ρ(U)| = lim |ρ(Ei)| ≤ lim sup ρ′(Ei) = ρ′(U).
This easily implies that |ρ(U)| ≤ ρ′(U) for all (not necessarily connected) open sets
U . Finally consider an arbitrary Borel set E. Since ρ and ρ′ are Radon measures
we may find a decreasing sequence (Uj)
∞
1 of open neighborhoods of E such that
lim ρ(Uj) = ρ(E) and lim ρ
′(Uj) = ρ′(E). This gives |ρ(E)| ≤ ρ′(E). By the
definition of the total variation measure, we conclude that |ρ| ≤ ρ′.
This ends the proof of Theorem 7.36.
For further reference we note that we proved
Proposition 7.40. For any function f ∈ N , the total variation measure of df
can be computed as follows:
|df | = d (Tf ) . (7.15)
7.6. Complex tree potentials
We now turn to the second type of functions that will be identified with complex
Borel measures. They are slightly more complicated to define, and their relationship
to measures is less direct, but they are the functions that appear most naturally
in applications. Their analogues on the real line are (normalized) antiderivatives
of functions of bounded variation, and we shall define them accordingly also in the
tree setting.
In this section we work with a complete, rooted, nonmetric tree (T ,≤) and a
fixed increasing parameterization α : T → [1,∞] of T . While the parameterization
was not important when studying functions of bounded variation, here we must fix
a choice. We require that α be increasing and α(τ0) = 1, where τ0 is the root of T .
As before, denote by T o the ends of T , i.e. the set of nonmaximal points in T .
7.6.1. Definition. Recall the Banach space N defined in Section 7.4.4: its
elements are complex-valued, left continuous functions on T o of bounded variation.
The norm TV (f) of f ∈ N is the total variation of the extension of f to T obtained
by setting f = 0 on T \ T o.
As in Section 3.6 we need to integrate with respect to the parameterization α.
Fix σ0 < σ1 ∈ T and write αi = α(σi) for i = 0, 1. For t ∈ [α0, α1], define σt to be
the unique element in [σ0, σ1] such that α(σt) = t. For any measurable function f
on T , set ∫ σ1σ0 f(σ) dα(σ) := ∫ α1α0 f(σt) dt.
Definition 7.41. A function g : T o → C is a complex tree potential if there
exists a function f : T o → C such that f ∈ N and
g(τ) = f(τ0) +
∫ τ
τ0
f(σ) dα(σ) (7.16)
for any τ ∈ T o. We shall write f = δg , and g = If , when f, g are related by (7.16).
We denote by P the set of all complex tree potentials.
Notice that f appears both in the constant term and in the integrand. Also
note that f = δg is uniquely determined by g:
f(τ0) = g(τ0) and f(τ) =
dg
dα
(τ) := lim
σ→τ−
g(τ) − g(σ)
α(τ) − α(σ) for τ 6= τ0. (7.17)
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Definition 7.42. We refer to dgdα as the left derivative of g.
It is clear that P is a complex vector space as N is. Moreover, I : N → P is a
bijection. If g ∈ P , we may thus define a norm on P by ‖g‖ := TV (δg). It is clear
from the definitions and Corollary 7.39 that
Proposition 7.43. The set (P , ‖ · ‖) is a Banach space and the mappings
I : N → P and δ : P → N defined by (7.16) and (7.17) are isometric isomorphisms.
Define the support of a complex tree potential g to be the smallest subtree S
of T such that g is constant on any segment in T disjoint from S. We obtain from
Corollary 7.24:
Corollary 7.44. The support of any complex tree potential is contained in
the completion of a countable union of finite subtrees.
Remark 7.45. The definition of a complex tree potential is a bit indirect. It
is possible to give an equivalent, more direct definition by saying that g ∈ P iff:
(i) the restriction of g to any segment [τ0, τ ] admits a left-derivative at all
points;
(ii) the function f given by (7.17) is left continuous and has bounded variation.
7.6.2. Directional derivatives. Consider a function g : T o → C. and pick
a tangent vector ~v at a point τ ∈ T o. We define the derivative of g along ~v (when
it exists) by
D~vg = lim
k→∞
g(τk)− g(τ)
|α(τk)− α(τ)|
for any sequence (τk)
∞
1 converging to τ along ~v. Note that if ~v is represented by
τ0, then D~vg = − dgdα , where dgdα is the left derivative as in (7.17). It is then clear
from Lemma 7.26 that
Lemma 7.46. If g ∈ P is a complex tree potential, then D~vg exists for every
tangent vector ~v; in fact D~vg = (δg)(~v).
Next we define the analogue of the quantity d(τ ; f) for f ∈ N defined in (7.12).
Namely, if g is a complex tree potential, then we set
∆(τ0; g) = g(τ0)−
∑
~v∈Tτ0
D~vg and ∆(τ ; g) = −
∑
~v∈Tτ
D~vg for τ 6= τ0. (7.18)
Note that this makes sense as the series
∑
~v∈Tτ D~vg for any τ ∈ T o is absolutely
convergent thanks to Proposition 7.27. Lemma 7.28 immediately implies
Lemma 7.47. Let g : T o → C be a complex tree potential. Then ∆(τ ; f) = 0
for all but countably many points τ , and the series
∑
τ∈T ∆(τ ; g) is absolutely
convergent; in fact
∑
τ∈T |∆(τ ; g)| ≤ ‖g‖.
7.7. Representation Theorem II
We can now state the relation between complex tree potentials and complex
Borel measures.
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Theorem 7.48. Let (T ,≤) be a complete, rooted nonmetric tree equipped with
an increasing parameterization α : T → [1,∞] such that α(τ0) = 1. Then for any
complex Borel measure, the function gρ : T o → C defined by
gρ(τ) =
∫
T
α(σ ∧ τ) dρ(σ) (7.19)
is a complex tree potential, and
(M, ‖ · ‖) ∋ ρ 7→ gρ ∈ (P , ‖ · ‖)
is an isometry. When g ∈ P, we shall denote by ∆g the unique complex Borel
measure such that g∆g = g.
Definition 7.49. We call ∆ the Laplace operator ; if g is a complex tree po-
tential, then ∆g is the Laplacian of g. Given a complex Borel measure ρ ∈ M, the
function gρ in (7.19) is called the potential of ρ .
The following formulas relate a complex tree potential and its Laplacian.
Proposition 7.50. Let g ∈ P, and ρ ∈M such that ρ = ∆g. Then
(i) ρ{σ ≥ τ} = dgdα(τ) for every τ ∈ T o;
(ii) ρ(U(~v)) = D~vg for every tangent vector ~v not represented by τ0;
(iii) ρ(U(~v)) = D~vg + g(τ0) for every tangent vector ~v represented by τ0;
(iv) ρ{τ} = ∆(τ ; g) for every τ ∈ T o.
Proof of Theorem 7.48. For any complex measure ρ it is easy to check
from (7.14) and (7.19) that gρ = Ifρ and fρ = δgρ. As δ : (P , ‖ · ‖)→ (N , TV ) is
an isometry, Theorem 7.48 follows from Theorem 7.36. 
Remark 7.51. In the absence of branching, ∆ reduces to the usual Laplacian
on the real line: if T = [1,∞] is parameterized by α(x) = x, then ∆ = − d2dx2 .
Remark 7.52. Our definition of ∆ also generalizes the Laplace operator on
(rooted) simplicial trees as presented in e.g. [Car].
To see this, we make use of the discussion in Section 3.1.7. We hence view
a rooted simplicial tree as a rooted (nonmetric) N-tree TN and equip it with its
canonical parameterization α : TN → N with α(τ0) = 1. Let TR be the associated
rooted nonmetric R-tree obtained by “adding edges”. Finally let T be the comple-
tion of TR (if TN is finite, then T = TR). We view TN as a subset of T and equip
T with a parameterization α : T → [1,∞] extending the one on TN.
Any complex valued function g : TN → C extends uniquely as a function
g : T o → C which is affine (in the parameterization α) on the edges of T o.
If TN is finite, then g is always a complex tree potential whose Laplacian ∆g
is atomic, supported on TN, and
∆g{τ} = −
∑
σ∼τ
(g(σ)− g(τ)) if τ 6= τ0 (7.20)
∆g{τ0} = g(τ0)−
∑
σ∼τ0
(g(σ)− g(τ0)) (7.21)
Here the sums are over all σ ∈ TN adjacent to τ and τ0, respectively.
If TN is infinite, the situation is more complicated. Suffice it to say that g is
a complex tree potential on T if the quantities in the right hand sides of (7.20)
and (7.21) are all nonnegative. In that case the Laplacian ∆g is a positive measure
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on T whose restriction to T o is a sum of (at most) countably many atoms at points
in TN. The masses at these points are still given by (7.20)-(7.21). It is quite
possible, however, for ∆g to be nonzero and even nonatomic on T \ T o.
7.8. Atomic measures
A measure ρ ∈M is atomic if ρ =∑nj=1 cjτj , where n <∞, cj ∈ C and τj ∈ T
(recall that we identify a point in T with the corresponding point mass in M+).
The representation Theorems 7.36 and 7.48 immediately yield
Proposition 7.53. Pick f ∈ N . Then df ∈ M is atomic iff there exists a
finite subset F ⊂ T containing the root τ0, such that:
(i) f is zero outside the finite tree
⋃
τ∈F [τ0, τ ];
(ii) f is constant on any segment in T not containing any point in F .
Proposition 7.54. Pick g ∈ P. Then ∆g ∈ M is atomic iff there exists a
finite subset F ⊂ T containing the root τ0, such that:
(i) g is constant on any segment that intersects the finite subtree
⋃
τ∈F [τ0, τ ]
in at most one point;
(ii) g is an affine function of the parameterization α on any segment in T not
containing any point in F in its interior.
7.9. Positive tree potentials
Our next goal is to describe the image of the set of positive measures respec-
tively in the set of functions of bounded variation, and in the set of complex tree
potentials (Theorem 7.59 below).
In fact, we have already identified functions f ∈ N giving rise to positive
measures df ∈ M+ as belonging to the cone N+ of nonnegative, left continuous,
strongly decreasing functions on T o (Theorem 7.36).
7.9.1. Definition. We now wish to describe the preimage of M+ in P under
the Laplace operator.
Definition 7.55. A function g : T o → R is called a positive tree potential , or
simply tree potential (on T ), if the following conditions are satisfied:
(P1) g is nonnegative, increasing, and concave along totally ordered segments;
(P2) if τ 6= τ0, then
∑
~v∈Tτ D~vg ≤ 0;
(P3)
∑
~v∈Tτ0 D~vg ≤ g(τ0).
We denote by P+ the set of all positive tree potentials on T .
Note that (P1) implies that the directional derivative D~vg is well defined for
every tangent vector ~v at any point τ ∈ T o. Moreover, D~vg ≥ 0 except if ~v is
represented by τ0, in which case D~v = − dgdα ≤ 0. Hence the series in (P2) and (P3)
are well-defined.
If τ ∈ T o, then (P2) and (P3) imply that D~vg = 0 for all but countably many
tangent vectors ~v ∈ Tτ . Moreover, if ~v is not represented by τ0 and D~vg = 0,
then (P1) implies that g is constant in the open set U(~v). Hence conditions (P1)-
(P3) are quite strong.
Proposition 7.56. Every positive tree potential g ∈ P+ can be written g = If
for some f ∈ N+ (see (7.16)). As a consequence, every positive tree potential is a
complex tree potential, i.e. P+ ⊂ P.
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Proof. Consider a positive tree potential g ∈ P+. It follows from (P1) that
the left derivative of g is defined at any point. Thus we may define f : T o → R
by (7.10), i.e. f(τ0) = g(τ0) and f(τ) =
dg
dα (τ) for τ 6= τ0. It then follows from (P1)
that f is nonnegative and left continuous. We will show that f is also strongly
decreasing so that f ∈ N+ ⊂ N . By definition of P , this will show that g is a
complex tree potential.
Hence consider a finite, nonempty set E ⊂ T o without relations and τ ∈ T o
such that τ < σ for all σ ∈ E. We have to show that f(τ) ≥∑E f .
First assume that σ1∧σ2 = τ for any two distinct elements σ1, σ2 ∈ E. (This is
true if E has only one element!) Let V be the set of tangent vectors at τ represented
by the elements of E. Then (P1) implies that
∑
E f ≤
∑
V D~vg. If τ 6= τ0, then
we conclude from (P2) that∑
E
f − f(τ) ≤
∑
V
D~vg − dg
dα
(τ) ≤
∑
Tτ
D~vg ≤ 0.
If instead τ = τ0, then (P3) gives∑
E
f − f(τ) ≤
∑
V
D~vg − g(τ0) ≤
∑
Tτ
D~vg − g(τ0) ≤ 0.
In the general case we proceed by induction on the number of elements in E.
By the previous step we may assume that there exists τ ′ > τ and a decomposition
E = E′∪E′′, where E′ and E′′ are disjoint, E′ has at least two elements (E′′ could
be empty), σ′1 ∧ σ′2 = τ ′ for all distinct elements σ′1, σ′2 ∈ E′, and σ′ ∧ σ′′ < τ ′
whenever σ′ ∈ E′ and σ′′ ∈ E′′. Then E′′ ∪ {τ ′} has no relations and by the
inductive hypothesis and the first step we obtain
f(τ) ≥ f(τ ′) +
∑
E′′
f ≥
∑
E′
f +
∑
E′′
f =
∑
E
f.
This concludes the proof. 
Let us mention here some continuity properties of positive tree potentials with
respect to the weak topology.
Lemma 7.57. Any positive tree potential on T is (weakly) lower semicontinuous
and restricts to a continuous tree potential on any finite subtree.
Proof. Let f := δg ∈ N+. For each n ∈ N∗, define Sn := {f > 1/n}. This is
a finite tree. Set fn := 1Sn f , and gn := Ifn. Then (P1) implies that the potential
gn is continuous on the finite tree Sn. As it is locally constant outside Sn, it is weakly
continuous on T . The sequence fn increases pointwise towards f . By integration
gn increases pointwise to g as n→∞. Thus g is lower semicontinuous. 
However, positive tree potentials are not necessarily continuous as the following
example on the valuative tree shows.
Example 7.58. We work in the valuative tree V . Fix local coordinates (x, y),
set ρ =
∑
n≥1 n
−2νy+nx and let g = gρ be the associated positive tree potential
given by (7.16). If νn = νy+nx,n3, then νn → νm weakly but g(νn) > n → ∞ >
g(νm).
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7.9.2. Jordan decompositions. We now show that the three positive cones
M+, N+ and P+ are isomorphic and deduce the existence of Jordan decompositions
of real-valued elements in M, N and P .
Theorem 7.59. The isomorphisms
d : N →M and ∆ : P →M
restrict to bijections
d : N+ →M+ and ∆ : P+ →M+.
Proof. The fact that d : N+ →M+ is a bijection follows from Theorem 7.36.
To prove that ∆ : P+ → M+ is also a bijection, we prove that g ∈ P+ iff f
belongs to N+ where g and f are related by (7.16). That f belongs to N+ if
g ∈ P+ follows from Proposition 7.56. Conversely, pick f ∈ N+, and define
g(τ) := f(τ0) +
∫ τ
τ0
f(σ)dα(σ). As f is non-decreasing and non-negative it is clear
that g satisfies (P1). By Proposition 7.38 (iv), we have d(τ ; f) = df{τ} which is non-
negative as df is a positive measure. Recall from (7.12) that d(τ ; f) = −∑~v∈Tτ f(~v)
when τ 6= τ0, and = f(τ0) −
∑
~v∈Tτ f(~v) when τ = τ0, and that D~vg = f(~v).
Thus (P2) and (P3) are satisfied, so g ∈ P+, completing the proof. 
Using the Jordan decomposition of a real measure into positive measures and
the isomorphisms in Theorems 7.36, 7.48, 7.59, we infer from the result above:
Proposition-Definition 7.60.
• Any real Borel measure ρ is the difference of two positive measures ρ =
ρ+− ρ−. These measures are uniquely determined by the condition ‖ρ‖ =
‖ρ+‖+ ‖ρ−‖.
• Any real-valued function f ∈ N is the difference of two functions f =
f+−f−, where f± ∈ N+. These functions are uniquely determined by the
condition TV (f) = TV (f+) + TV (f−).
• Any real-valued complex tree potential g ∈ P is the difference of two pos-
itive tree potentials g = g+ − g−, with g± ∈ P+. This decomposition is
uniquely determined by the condition ‖g‖ = ‖g+‖+ ‖g−‖.
Any of these decompositions above is called the Jordan decomposition of ρ, f or g
respectively.
Recall that in the case of measures, ρ+ and ρ− are also characterized by the
fact that their support are disjoint in the sense there are Borel sets E± such that
ρ+(E+) = ρ−(E−) = 1, and ρ+(E−) = ρ−(E+) = 0.
7.10. Weak topologies and compactness
We have so far considered M, N and P with topologies induced by natural
norms on these three spaces. It is important in applications to consider weaker
topologies, in which these spaces, or at least subspaces of them, are compact. Here
we shall show how to accomplish this in the cones M+, N+ and P+.
Recall that the weak topology onM+ is defined in terms of convergence: ρk →
ρ iff
∫
ϕ dρk →
∫
ϕ dρ for any (weakly) continuous ϕ on T .
We define the weak topology onN+ in terms of convergent sequences as follows:
fk → f iff fk(τ0) → f(τ0), and fk → f pointwise on T \ {τ0} except at (at most)
countably many points. Note that this is a well-defined Hausdorff topology as
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f1 = f2 outside countably many points implies f1 = f2 on T \ {τ0}. A weak limit
in N+ is hence uniquely determined.
Finally the weak topology on P+ is defined in terms of pointwise convergence:
gk → g iff gk(τ)→ g(τ) for any τ ∈ T o.
Theorem 7.61. The maps
N+ d−→M+ and P+ ∆−→M+
are homeomorphisms in the weak topology.
As the set of positive measures of mass 1 is compact, so are its images in N+
and P+. This remark has ramifications for the structure of the cones N+ and P+.
Here we only mention an application to positive tree potentials.
Corollary 7.62. The space of positive tree potentials normalized by g(τ0) = 1
is compact in the topology of pointwise convergence. Moreover:
(i) from any sequence (gn)
∞
1 of positive tree potentials such that sup gn(τ0) <
+∞, one can extract a subsequence gnk converging pointwise;
(ii) if (gi)i∈I is any family of positive tree potentials, then g = infi gi is also
a positive tree potential;
(iii) if (gn)
∞
1 is an increasing sequence of positive tree potentials such that
sup gn(τ0) < +∞, then g = supn gn is also a positive tree potential.
Remark 7.63. As the properties above indicate, positive tree potentials play a
role similar to that of concave functions on the real line, or superharmonic functions
on the unit disk in the complex plane.
Proof. The first assertion is a consequence of the compactness of the set of
positive measures with bounded mass. The second statement is proved using (P1)-
(P3) in the same way as the fact that the family of nonnegative concave functions on
[0,∞[ are closed under infima. The same is true of (iii). Notice that sup gn(τ0) <∞
implies supn gn(τ) ≤ α(τ) supn g(τ0) < ∞ for all τ ∈ T o. The details are left to
the reader. 
Proof of Theorem 7.61. Thanks to Theorems 7.36, 7.48 and 7.59, both
maps d,∆ are bijective. To complete the proof, we need to show that these maps
and their inverses are weakly continuous. For sake of simplicity we shall only prove
that they are sequentially continuous. We leave to the reader to check that they
are indeed continuous, using the language of nets, or of filters.
Let us first prove that d is a homeomorphism. By Theorem 7.36, d is an
isometry. It is hence sufficient to prove that its restriction to M+(1) the set of
positive measures of mass 1, induces a homeomorphism onto its image N+(1),
which consists of functions in N+ with f(τ0) = 1. The set M+(1) is weakly
compact, and N+(1) is Hausdorff (see above). We thus only need to prove that
I = d−1 is weakly continuous.
So consider a sequence of positive measures ρn of mass 1 converging weakly to
ρ. Write fn = Iρn, f = Iρ. It is clear that fn(τ0) = ρn{T } = 1 → f(τ0). The
following result generalizes Proposition 7.19 in [Fo] and exemplifies the idea that
the quantity d(τ ; f) measures the discontinuity of f at τ :
Lemma 7.64. We have fn(τ)→ f(τ) for all τ ∈ T o with d(τ ; f) = 0.
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In view of Lemma 7.28, this result implies that fn → f on T o except on a
countable subset. Thus fn → f weakly, which completes the proof that d is a
homeomorphism.
To prove that ∆ is a homeomorphism, we proceed in the same way. Note that
∆−1ρ = gρ =
∫
α(σ ∧ ·) dρ(σ) for any measure ρ. It is sufficient to prove that
gρn → gρ pointwise when ρn → ρ weakly. But for any τ ∈ T o, then
gρn(τ) =
∫
α(σ ∧ τ) dρn(σ)→
∫
α(σ ∧ τ) dρ(σ) = gρ(τ)
since the function σ 7→ α(σ ∧ τ) on T o is weakly continuous (Corollary 7.9). This
completes the proof. 
Proof of Lemma 7.64. Fix τ ∈ T 0, τ 6= τ0. First pick an increasing se-
quence τk < τ converging towards τ . Let ϕk be a continuous increasing function,
with values in [0, 1], 1 on {σ ≥ τ}, and 0 on {σ 6≥ τk}. Then
lim sup
n
fn(τ) ≤ lim sup
n
∫
ϕk dρn =
∫
ϕk dρ ≤ f(τk).
As f is left continuous, we infer lim sup fn(τ) ≤ f(τ).
Now assume d(τ ; f) = 0. Fix ε > 0. Pick finitely many tangent vectors
{~vj} at τ , not representing τ0, such that
∑
f(~vj) ≥ f(τ) − ε. Pick sequences
(τjk)
∞
k=1 decreasing to τ such that τjk represents ~vj for all j, k. Also pick continuous
increasing functions ϕjk with values in [0, 1], 1 on {σ ≥ τjk} and vanishing outside
U(~vj). Set ϕk =
∑
j ϕjk. Then
lim inf
n
fn(τ) ≥ lim inf
n
∫
ϕk dρn =
∫
ϕk dρ ≥
∑
j
f(τjk).
Letting k →∞ yields lim infn fn(τ) ≥
∑
j f(~vj) ≥ f(τ) − ε, so as ε→ 0 we obtain
lim infn fn(τ) ≥ f(τ). Hence lim fn(τ) = f(τ) and we are done. 
7.11. Restrictions to subtrees
It is often important in applications to consider the restriction of functions and
measures to subtrees, as well as extensions from a subtree to the larger tree.
Let S be a complete subtree of T (as T is a rooted tree, we assume that the
root τ0 is contained in S). Denote by p = pS : T → S the retraction map defined
by pS(τ) := max[τ0, τ ]∩S and by ı = ıS : S → T the inclusion map. By Lemma 7.6
and Lemma 7.8, these are both continuous.
When f : T o → [0,∞) belongs to N+, its restriction to So is an element of
N+(S). (Here it is important to regard the elements of N+(S) as functions on So
and extend them by zero on S \ So.) Conversely, if f ∈ N+(S), we may extend it
to a function in N+ by declaring it to be zero outside So. Clearly the composition
N+(S)→ N+(T )→ N+(S) is the identity.
In the case of tree potentials the situation is only slightly more complicated.
Let g : T o → [0,∞) be a positive tree potential. It is straightforward to verify
from (P1)-(P3) that the restriction ı∗g of g to So is a positive tree potential on S.
Conversely, if g is a positive tree potential on S, then the minimal extension of g
to T o given by p∗g = g ◦ p is a positive tree potential on T . Again the composition
P+(S)→ P+(T )→ P+(S) equals the identity.
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Finally we consider measures. If ρ is a positive measure on S, then its push-
forward ı∗ρ, i.e. the extension of ρ by zero, is a positive measure on T . Conversely,
if ρ is a positive measure on T , then the pushforward p∗ρ is a positive measure on
S. This time, too, the composition M+(S)→M+(T )→M+(S) is the identity.
Proposition 7.65. All the mappings above are continuous and respect the
homeomorphisms between N+, P+ and M+ given by Theorem 7.61.
In particular, N+(S), P+(S) andM+(S)) are retracts of N+(T ), P+(T ) and
M+(T )), respectively.
Proof. That the mappings respect the isomorphisms is straightforward to
verify and is left to the reader. It is immediate from the definition of the weak
topology onN+ that the two mappings betweenN+(T ) andN+(S) are continuous.
Hence continuity holds also in the cones P+ and M+. 
Remark 7.66. The image measure ρS ∈M+(S) of a measure ρ ∈M+(T ) can
be written as
ρS = ρ|S +
∑
τ∈S
 ∑
~v∈Tτ\TSτ
ρ(U(~v))
 τ,
where Tτ and TSτ denote the tangent spaces of τ in T and S, respectively, and
where U(~v) as usual denotes the open subset of T consisting of points in T \ {τ}
represented by ~v.
7.12. Inner products
We have constructed three isomorphic Banach spacesM, N and P associated
to a given complete, parameterized tree. In this section we wish to equip these
spaces with inner products. As we show in Chapter 8, there are several interesting
interpretations of these inner products when working on the valuative tree V . First,
general complex atomic measures on V can be viewed as cohomology classes on the
vouˆte e´toile´e, and the intersection product on M agrees with the cup product on
cohomology. Second, positive atomic measures ρ on V with integer coefficients
correspond to integrally closed ideals ρI in the ring R, and the intersection product
ρI · ρJ gives the mixed multiplicity e(I, J). An analytic version of the latter result
is studied in [FJ1], where the intersection product is instead interpreted as a mixed
Monge-Ampe`re mass at the origin.
We start by showing how to define the inner products on the positive cones
M+, N+ and P+. The definition relies on a parameterization of the tree even in
the case of measures and functions of bounded variation. In order to extend this
inner product in the complex case, we need to impose some integrability conditions.
The upshot is that the inner products are well defined on subspacesM0, N0 and P0,
and turn these into isometric pre-Hilbert spaces. Finally, we compare the topologies
induced by the inner products with the strong and weak topologies and show that
the pre-Hilbert spaces are not complete.
7.12.1. Hausdorff measure. The inner products on (subspaces) of N and P
are defined by suitable integrals over T o with respect to (one-dimensional) Haus-
dorff measure, whose definition we now recall.
We fix here a complete tree T with an increasing parameterization α : T →
[1,∞] with α(τ0) = 1. The latter restricts to a parameterization α : T o → [1,∞[ of
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the subtree T o. Consider the metric on T o associated to the parameterization as in
Section 3.1, i.e. d(τ, τ ′) = α(τ)+α(τ ′)− 2α(τ ∧ τ ′), and let λ be the corresponding
one-dimensional Hausdorff measure:
λ{A} := lim
δ→0
inf
{ ∞∑
1
diam(Ei) ; A ⊂
∞⋃
1
Ei, diam(Ei) ≤ δ
}
(7.22)
for any subset A ⊂ T o. Here we use the convention that inf ∅ = ∞ so that
λ(A) = ∞ if A cannot be covered by countably many sets of diameter ≤ δ for
any δ > 0. From the remarks following Proposition 10.20 in [Fo] it follows that
λ restricts to a measure on the Borel σ-algebra generated by the open sets in the
topology associated to the metric d. As the latter topology is at least as strong as
the weak topology (see Proposition 5.5) we conclude that λ restricts to a (positive,
weak) Borel measure on T o. We can therefore integrate Borel measurable functions
against λ. In particular we can integrate the functions N+ and P+.
Notice that, in general, the mass of λ is infinite. That λ{T } < +∞ implies in
particular that T has at most countably many ends and is bounded for the metric
d introduced above. Note, moreover, that if T has no branch points, then λ is
isomorphic to Lebesgue measure on the interval α(T ) ⊂ R.
7.12.2. The positive case. The inner product is defined first on the set of
Dirac masses, and then extended to M+ by bilinearity.
Definition 7.67. If τ, τ ′ ∈ T , then we define τ · τ ′ := α(τ ∧ τ ′) ∈ [1,∞].
Note that this definition depends on the choice of the parameterization.
Remark 7.68. This definition has a natural interpretation in the case when T
is the valuative tree V : then νC · νC′ = C·C′m(C)m(C′) for any two irreducible curves C,
C′. See Section 3.8.
Definition 7.69. If ρ, ρ′ ∈M+, then we define ρ · ρ′ ∈ [1,∞] by
ρ · ρ′ :=
∫∫
T ×T
τ · τ ′ dρ(τ)dρ′(τ ′). (7.23)
Notice that by Fubini’s theorem and by (7.19) we have
ρ · ρ′ =
∫
T
g dρ′ =
∫
T
g′ dρ, (7.24)
where g, g′ ∈ P+ are the positive tree potentials associated to ρ and ρ′, respectively.
Here it is important to consider the natural extension of these potentials from T o
to T for the formula to work also when ρ or ρ′ charges an end.
The inner product is defined on N+, the cone of nonnegative, left continuous,
strongly decreasing functions on T o, by
〈f, f ′〉 := f(τ0)f ′(τ0) +
∫
T o
ff ′ dλ, (7.25)
where λ is 1-dimensional Hausdorff measure as above. Finally we define an inner
product on P+, the cone of positive tree potentials, by passing to N+ (see (7.16)
and (7.17)):
〈g, g′〉 := g(τ0)g′(τ0) +
∫
T o
dg
dα
dg′
dα
dλ. (7.26)
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Theorem 7.70. The isomorphisms
d : N+ →M+ and ∆ : P+ →M+
given in Theorem 7.59 preserve the inner products defined above.
The proof relies on the following lemma of independent interest.
Lemma 7.71. Let ρ ∈ M+ be any positive Borel measure, and let f = fρ be
its associated functions in N+. Then one can find a sequence of positive atomic
measures ρn tending weakly to ρ, such that fn := fρn increases pointwise (and in
fact uniformly) to f .
Proof of Theorem 7.70. Pick positive measures ρ, ρ′ ∈M+ and let f, f ′ ∈
N+ and g, g′ ∈ P+ be their preimages under d and ∆, respectively. It is clear from
the definition that 〈g, g′〉 = 〈f, f ′〉. Hence it suffices to show that ρ · ρ′ = 〈f, f ′〉.
First suppose ρ, ρ′ are Dirac masses at τ and τ ′ respectively. Then ρ · ρ′ =
τ · τ ′ = α(τ ∧ τ ′). Moreover, f and f ′ are the characteristic functions of the
segments [τ0, τ ] ∩ T o and [τ0, τ ′] ∩ T o, respectively, so
〈f, f ′〉 = f(τ0)f ′(τ0) +
∫
T o
ff ′ dλ = 1 +
∫ τ∧τ ′
τ0
dα = α(τ ∧ τ ′).
By bilinearity we conclude that ρ · ρ′ = 〈f, f ′〉 holds when ρ and ρ′ are positive
atomic measures.
In the general case, we rely on Lemma 7.71, and find positive atomic mea-
sures ρn, ρ
′
m whose corresponding functions fn, f
′
m ∈ N+ increase to f and f ′
respectively. Note that by integration it follows that gn, g
′
m increase to g and g
′
respectively. By monotone convergence, it is clear that
lim
m,n→∞
〈fn, f ′m〉 = lim fn(τ0)f ′m(τ0) + lim
∫
fnf
′
m dλ = 〈f, f ′〉.
On the other hand, monotone convergence applied to gn and g
′
m gives
ρn · ρ′m =
∫
gn dρ
′
m
n→∞−→
∫
g dρ′m =
∫
g′m dρ
m→∞−→
∫
g′ dρ = ρ · ρ′.
By what precedes, ρn · ρ′m = 〈fn, f ′m〉 for all n,m. Hence ρ · ρ′ = 〈f, f ′〉, which
completes the proof. 
Proof of Lemma 7.71. Suppose first that the support of f is included in a
finite tree S. For each n, pick a finite subset Bn ⊂ S containing the root, all branch
points, and all ends of S, and such that ρ(I) ≤ 1/n for any connected component
I of S \ Bn. For τ ∈ Bn set m(τ) = ρ{τ} +
∑
I ρ(I), where the sum is over all
I ∈ I having τ as a left endpoint. Now define the positive atomic measure ρn by
ρn =
∑
τ∈Bm(τ)τ . In other words, we slide the mass on each segment I to its left
endpoint. Set fn = Iρn. Clearly ρn has the same mass as ρ, hence fn(τ0) = f(τ0).
From the construction we have, for τ ∈ S:
f(τ)− fn(τ) = ρ{σ ≥ τ} − ρn{σ ≥ τ} ∈ [0, 1/n].
By choosing Bn ⊂ Bn+1 for all n, we get that fn increases uniformly to f .
In the general case, the set Sn := {f > 1/n} is a finite tree. Define fn :=
f × 1Sn . This is a sequence of functions in N+ increasing uniformly to f , and
supported on a finite tree. We conclude by a diagonal argument. 
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7.12.3. Properties. It is clear that the inner product on N+ (and on P+)
defined by (7.25) satisfies the Cauchy-Schwartz inequality. An immediate conse-
quence of Theorem 7.70 above is
Corollary 7.72. The inner product defined on M+ satisfies the Cauchy-
Schwartz inequality:
(ρ · ρ′)2 ≤ (ρ · ρ)(ρ′ · ρ′).
For further reference, we note that in general the intersection product is not
(weakly) continuous on M+ ×M+, and not even on the set of Dirac masses T ×
T . An example on the valuative tree T = V is given by νn = νy−nx,2 in local
coordinates (x, y). Here νn · νn = 2 but νn → νm and νm · νm = 1.
It is also clear that the inner product is not continuous for the strong topology
induced by the mass norm on M+. The self-intersection of a Dirac mass at an
end with infinite parameter is infinite; see also Example 7.81. Note however that
ρ · ρ′ ≥ mass ρ ·mass ρ′.
Proposition 7.73. The intersection product on M+ ×M+ is (weakly) lower
semicontinuous: if ρn → ρ, ρ′n → ρ′ weakly, then lim inf ρn · ρ′n ≥ ρ · ρ′.
The same results are also true in P+ and N+
Proof. We may suppose the mass of all measures ρ, ρ′, ρn, ρ′n is equal to 1.
Write f = Iρ, f ′ = Iρ′. The functions f, f ′ ∈ N+ are uniformly bounded from
above by 1. Note that ρ ·ρ′ = 1+∫ ff ′ dλ = 1+∫ 10 λ{ff ′ > t} dt by Theorem 7.70.
Fix ε > 0 arbitrarily small, and k sufficiently large such that 1 +
∫ 1
1/k
λ{ff ′ >
t} dt ≥ ρ · ρ′ − ε if ρ · ρ′ < +∞, or ≥ ε−1 if ρ · ρ′ = +∞. As {ff ′ > 1/k} ⊂
{f > 1/k} ∪ {f ′ > 1/k}, we may find a finite tree Sk containing {ff ′ > 1/k} (see
Corollary 7.24).
Define fn := Iρn, f
′
n := Iρ
′
n. As ρn tends weakly to ρ, fn tends to f λ-almost
everywhere. These functions are bounded uniformly from above by 1 = sup ‖ρn‖,
hence fn → f in L2(Sk) also. The same is true for f ′n. We hence have
ρn · ρ′n ≥ 1 +
∫
Sk
fnf
′
n dλ
n→∞−→ 1 +
∫
Sk
ff ′ dλ.
When ρ · ρ′ is finite, the right term is greater than ρ · ρ′ − ε. When ρ · ρ′ = ∞, it
is greater than ε−1. In any case, we conclude that lim inf ρn · ρ′n ≥ ρ · ρ′ by letting
ε→ 0. 
7.12.4. The complex case. We now wish to extend the previous definitions
and results to the complex case. In order to do this, we have to impose suitable
integrability restrictions.
Definition 7.74.
• A complex measure ρ belongs to M0 iff its total variation measure |ρ|
satisfies |ρ| · |ρ| <∞.
• A function f ∈ N belongs to N0 iff the function Tf , defined in (7.11),
satisfies 〈Tf , Tf〉 < +∞.
• A function g ∈ P belongs to P0 iff δg belongs to N0.
Remark 7.75. Note that any atomic measure supported on the set {α < ∞}
lies inM0. In particular, in the valuative tree V (parameterized by skewness), any
atomic measure supported on quasimonomial valuations lies in M0.
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Let us now describe how to define inner products on the sets M0,N0,P0.
Proposition 7.76. For any measures ρ, ρ′ ∈ M0 the function (τ, τ ′) 7→ τ · τ ′
lies in L1(ρ⊗ ρ′). One can thus define
ρ · ρ′ :=
∫∫
T ×T
τ · τ ′ d(ρ⊗ ρ′)(τ, τ ′). (7.27)
Proof. We have τ · τ ′ ∈ L1(ρ ⊗ ρ′) iff τ · τ ′ ∈ L1(|ρ| ⊗ |ρ′|). By the Cauchy-
Schwartz inequality (Corollary 7.72), the latter condition is satisfied when τ · τ ′ ∈
L1(|ρ| ⊗ |ρ|) ∩ L1(|ρ′| ⊗ |ρ′|), i.e. when ρ, ρ′ ∈M0. 
Proposition 7.77. For any f, f ′ ∈ N0, one has ff ′ ∈ L1(λ). One can thus
define
〈f, f ′〉 := f(τ0) f ′(τ0) +
∫
T o
f f ′ dλ. (7.28)
As a consequence, when g, g′ ∈ P0, we can set
〈g, g′〉 := g(τ0) g′(τ0) +
∫
T o
dg
dα
dg′
dα
dλ. (7.29)
Proof. Pick f, f ′ ∈ N0. Then 〈Tf , Tf 〉 <∞, 〈Tf ′ , Tf ′〉 <∞, so that 〈Tf , Tf ′〉 <
∞ by Corollary 7.72. But |ff ′| ≤ TfTf ′ , implying ff ′ ∈ L1(λ). 
Remark 7.78. The spaceM0 can be characterized in a slightly different way.
Namely, one can show that ρ ∈ M0 iff τ · τ ′ ∈ L1(ρ ⊗ ρ). In a similar way, a
real-valued function f ∈ N0 iff 〈f1, f1〉 <∞, 〈f2, f2〉 <∞, where f = f1− f2 is the
Jordan decomposition of f (see Proposition 7.60).
On the other hand, a function f ∈ N may be in L2(λ) but not in N0, as the
following example shows.
Example 7.79. Pick an end τ∞ ∈ T with α(τ∞) =∞ (assuming such an end
exists) and define increasing sequences (τk)
∞
1 and (τ
′
n)
∞
1 by τk, τ
′
n < τ∞, α(τ
′
n) = 2
n
and α(τk) = 2
n + 2−n. Set ρ1 =
∑∞
1 2
−n/2τk and ρ2 =
∑∞
1 2
−n/2τ ′n. Finally let
f1 = d
−1(ρ1), f2 = d−1(ρ2) and f = f1 − f2. Then it is straightforward to see that
f ∈ L2(λ) but f1, f2 /∈ L2(λ), so that f 6∈ N0.
Theorem 7.80. The three spaces M0, N0 and P0 are vector spaces, and the
natural inner product defined in (7.27), (7.28), (7.29) endow them with a pre-Hilbert
space structure. Further, the maps d : N →M, ∆ : P →M restrict to bijections
d : N0 →M0 and ∆ : P0 →M0
which preserve the inner products.
Proof. It is clear by definition that δ maps P0 bijectively onto N0 and pre-
serves the inner product. Hence we need only consider N0 and M0.
First note that d maps N0 onto M0. Indeed:
f ∈ N0 ⇔ 〈Tf , Tf〉 <∞ thm 7.70⇐⇒ d(Tf ) · d(Tf ) <∞
prop 7.40⇔ |df | · |df | <∞⇔ df ∈M0.
It is also clear that N0 is a vector space because Tf+f ′ ≤ Tf +Tf ′ for any functions
f, f ′ ∈ N . Hence M0 is also a vector space.
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We are thus reduced to proving that ρ · ρ′ = 〈Iρ, Iρ′〉 for any ρ, ρ′ ∈M0. Note
that by linearity, we need only check that ρ · ρ = 〈Iρ, Iρ〉 for all ρ ∈ M0.
First assume that ρ is a real measure. Let ρ = ρ+ − ρ− be the Jordan decom-
position of ρ. Thus ρ± are positive measures and |ρ| = ρ+ + ρ−. It is clear that
ρ ∈M0 implies ρ± · ρ± <∞. By Theorem 7.70, we infer that
ρ · ρ = ρ+ · ρ+ + ρ− · ρ− − 2ρ+ · ρ− = 〈f+, f+〉+ 〈f−, f−〉 − 2〈f+, f−〉 = 〈f, f〉.
If ρ = ρ1+ iρ2 is a complex Borel measure inM0, with ρi real Borel measures,
then |ρj | ≤ |ρ|, implying ρj ∈ M0 for j = 1, 2. By what precedes, ρj · ρj = 〈fj , fj〉,
for j = 1, 2, where fj = fρj . This gives
ρ · ρ = ρ1 · ρ1 + ρ2 · ρ2 = 〈f1, f1〉+ 〈f2, f2〉 = 〈f, f〉,
and completes the proof. 
7.12.5. Topologies and completeness. We end this section by briefly dis-
cussing the topology on the three pre-Hilbert spaces M0, N0 and P0 induced by
the associated norms. Namely, we give examples showing that the spaces are not
complete with respect to these norms, and that the topologies are not comparable
to the strong topologies in general.
Example 7.81. Assume that α is unbounded on T and pick a sequence (τn)∞1
in T o with α(τn) = n2. Then ρn := n−1τn tends to zero strongly but ρn ·ρn = n. On
the other hand, if α is bounded on T , say α ≤ C, then it is clear that ρ ·ρ ≤ C‖ρ‖2.
Example 7.82. Pick any strictly increasing sequence (τn)
∞
1 such that α(τn) is
bounded and set ρn =
∑2n
j=1(−1)jτ2n+j . Then clearly ρn ∈M0 and
ρn · ρn =
n∑
j=1
(α(τ2n+2j)− α(τ2n+2j−1)) < α(τ4n)− α(τ2n+1)→ 0
as n→∞. On the other hand, ρn has total variation 2n so ρn 6→ 0 strongly.
Notice that the fact that ‖ρn‖ is unbounded implies that ρn does not tend to
zero weakly either.
A small modification of the same example shows that M0 (and hence N0 and
P0) is not complete.
Example 7.83. Let (τn)
∞
1 be as in Example 7.82 and set ρn =
∑2n
1 (−1)j−1τj .
Then ρn ∈M0 and
(ρn+m − ρn) · (ρn+m − ρn) =
2m∑
j=1
(−1)jα(τ2n+j) ≤ α(τ2n+2m)− α(τ2n+1)→ 0
as n,m→∞. Hence (ρn)∞1 is a Cauchy sequence, but there is no ρ ∈ M such that
(ρn − ρ) · (ρn − ρ)→ 0. (Notice that ρn has total variation 2n.)
Remark 7.84. In fact, the completion of N0 is naturally isomorphic to C ⊕
L2(T o).
CHAPTER 8
Applications of the tree analysis
This chapter is devoted to applications of the tree analysis developed in the
previous chapter. We shall use measures on the valuative tree V to describe sin-
gularities of ideals in Section 8.1, and cohomology classes of the vouˆte e´toile´e in
Section 8.2. Further applications, to singularities of plurisubharmonic functions and
to the dynamics of fixed point germs f : (C2, 0) 	, will be explored in forthcoming
papers: see [FJ1], [FJ2], [FJ3].
Let us describe in more detail the content of this chapter.
We first attach to any ideal I ⊂ R a tree transform gI : Vqm → R+, by setting
gI(ν) = min{ν(φ) ; φ ∈ R}. This is a positive tree potential in the sense of
Section 7.9, hence the Laplacian of gI is a well-defined positive measure ρI = ∆gI ,
called the tree measure of I. We characterize the positive measures on V that are
tree measures of ideals (Theorem 8.2). Any tree measure ρI for an ideal I ⊂ R is
atomic, and its support coincides with the set of Rees valuations of I when I is
primary. This gives a tree-theoretic approach to the Rees valuations of a primary
ideal and to Zariski’s factorization of integrally closed ideals (complete ideals in
Zariski’s terminology).
We next introduce the vouˆte e´toile´e X. This space was first defined by Hiron-
aka [Hi] in a quite general context. In our setting, X has a simpler description than
in the general case, and can be viewed as the total space of the set of all blow-ups
above the origin. Our aim is to describe the cohomology of this space, that is, the
sheaf cohomology H2(X,C). In doing so, we were much inspired by the monograph
of Hubbard-Papadopol [HP], where the toric case was described in detail.
Let us summarize our approach. The cohomology H2(X,C) is a natural com-
plex vector space, endowed with an intersection form coming from the cup prod-
uct. We describe in Section 8.2.4 a natural map sending a cohomology class
ω ∈ H2(X,C) to a function gω defined on Vqm, the set of quasimonomial valuations.
As we show, gω is always a complex tree potential in the sense of Section 7.6, and
its Laplacian ρω = ∆gω is a complex atomic measure supported Vdiv, the set of
divisorial valuations. Thus ρω belongs to the subspace M0 of complex measures
on which we defined a inner product in Section 7.12. We show that the mapping
ω 7→ ρω gives an isometric embedding of H2(X,C) into M0 (Theorem 8.30). Fi-
nally we identify the images inside M0 of the subspaces H2(X,C), H2(X,Z) and
H2(X,R), as well as two natural positive cones in H2(X,R) (Theorem 8.33).
8.1. Zariski’s theory of complete ideals
8.1.1. Basic properties. We define the tree transform of an ideal I ⊂ R as
the function gI : Vqm → R given by
gI(ν) = ν(I) = min{ν(φ) ; φ ∈ I}. (8.1)
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We will show that gI is a positive tree potential in the sense of Definition 7.55, where
the valuative tree V is parameterized by skewness. Moreover, we will characterize
all positive tree potentials that are of this form.
Let us start with the case of a principal ideal. For φ ∈ m, set gφ(ν) = ν(φ).
Lemma 8.1. The function gφ : Vqm → [1,∞) is a positive tree potential with
the property that if ~v is any tangent vector in V, then D~vgφ is an integer divisible
by m(~v). Further, if φ is irreducible, then ∆gφ = m(φ)νφ.
Proof. By additivity in P+ and unique factorization in R we may assume
that φ is irreducible. Then Proposition 3.25 and Definition 7.67 imply that
gφ(ν) = m(φ)α(ν ∧ νφ) = m(φ) ν · νφ,
hence (7.19) shows that gφ = gρ, where ρ = m(φ)νφ. If ~v ∈ Tν is a tangent vector,
then D~vgφ = 0 unless ν ∈ [νm, νφ] and ~v is represented by either νm; or νφ, in which
case D~vgφ = ±m(φ) and m(~v) is a factor of m(φ). 
We let M+I be the set of positive measures ρ ∈M+ of the form
ρ =
s∑
i=1
nibiνi. (8.2)
Here 1 ≤ s < ∞, ni are positive integers, νi is a divisorial or curve valuation, and
bi = b(νi) is the generic multiplicity of νi if νi is divisorial and bi = m(νi) is the
multiplicity of νi if νi is a curve valuation.
To any positive measure ρ ∈M+ we associate an ideal Iρ ⊂ R by
Iρ = {φ ∈ R ; gφ ≥ gρ}. (8.3)
If ρ = bν, i.e. i = 1 and n1 = 1 in (8.2), then we write Iν = Iρ.
Theorem 8.2. The tree transform gI of any ideal I ⊂ R is a positive tree
potential whose Laplacian ρI = ∆gI is a positive measure in M+I of mass m(I).
Conversely, if ρ ∈M+I , then the ideal I = Iρ has associated measure ρI = ρ.
Definition 8.3. We call the positive measure ρI the tree measure of I.
Remark 8.4. If R′ is any subring of R = C[[x, y]] whose completion equals
R, and I is any ideal in R′, the curve valuations in (8.2) (if any) are associated to
elements in R′. In particular, when R′ is the ring of convergent power series, any
such curve valuation is analytic.
Remark 8.5. If I, J are ideals, then gIJ = gI + gJ , and gI+J = min{gI , gJ}.
Moreover gI∩J is the smallest positive tree potential dominating max{gI , gJ}.
One can rephrase the first two of these properties nicely in the terminology
of semi-rings. The set of ideals in R defines a semi-ring, with addition I + J ,
and multiplication I · J . We may endow R+ with its tropical semi-ring structure:
addition is given by min{a, b}, and multiplication by a+b. This induces a semi-ring
structure on the set of functions Vqm → R+, and in particular to the set P+ of
positive tree potentials. The properties above assert that the map I 7→ gI is a
semi-ring homomorphism.
Remark 8.6. Fix a composition of blow-ups π ∈ B, and let Ei be its excep-
tional components. It is a classical problem to characterize the collections of integers
ri which appear as multiplicities of some ideal I i.e. such that ri = divEi(π
∗I) for
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all i. A necessary and sufficient condition is that the ri’s satisfy certain proxim-
ity inequalities (or relations). For principal ideals this goes back to Enriques [En]
(see [Cas] for a more recent presentation). The case of general ideals was treated
by Lejeune-Jalabert [Le] and Lipman in [Li]. Theorem 8.2 can be viewed as a
translation of these proximity relations into the tree language.
Proof of Theorem 8.2. That gI = infφ∈I gφ is a positive tree potential is
a consequence of Lemma 8.1 and the fact that P+ is closed under infima (Corol-
lary 7.62). Clearly ρI has mass gI(νm) = m(I).
Let S ⊂ I be a finite set of generators for I. Then gI = minφ∈S gφ. This implies
that gI is supported on the smallest subtree of V containing νm and any νψ, where
ψ ranges over the irreducible factors of the elements of S. This is a finite subtree
S. Moreover, it follows from Lemma 8.1 that on any segment in S parameterized
by skewness, gI is a piecewise affine function with integer slopes. Thus ρI is an
atomic measure supported on valuations that are either ends or branch points in S,
or regular points in S where gI fails to be locally affine: see Proposition 7.54. From
the integer slope property we conclude that ρI =
∑r
i=1 n˜iνi, where νi are divisorial
(i.e. have rational skewness) or curve valuations and n˜i are positive integers.
We have to show that bi divides n˜i. For this, it suffices to show that if ν is
a curve or divisorial valuation, then ρI{ν}, which we now know is an integer, is
divisible by b(ν) in the case of a divisorial valuation, and by m(ν) in the case of a
curve valuation.
If ν is a curve valuation, then on [νm, ν[ µ 7→ µ(φ) is an affine function of
skewness with slope in m(ν)N as µ→ ν. Thus so is gI , which implies that ρI{ν} ∈
m(ν)N.
If ν is divisorial we have to work a bit harder. We may assume that b(ν) > 1,
so that in particular ν 6= νm. The proof relies on the following lemma.
Lemma 8.7. Let ν 6= νm be a divisorial valuation with approximating sequence
νm = ν0 < ν1 < · · · < νg < νg+1 = ν as in Proposition 3.44 and let φ ∈ C. Assume
that νφ and νm represent the same tangent vector at ν. Then ν(φ) ∈
∑g
i=1Nmiαi.
We continue the proof of the theorem. Recall that ρI{ν} = −
∑
~v∈Tν D~vgI .
Lemma 8.1 implies that D~vgI ∈ m(~v)N for every ~v ∈ Tν. If b(ν) = m(ν) then
m(~v) = b(ν) for every ~v and we are done, so suppose that b(ν) > m(ν).
Let ~v− ∈ Tν be the tangent vector represented by νm. There is then a unique
tangent vector ~v+ ∈ Tν, ~v 6= ~v− such that m(~v) = m(ν); for all other ~v we have
m(~v) = b(ν). It hence suffices to show that D~v+gI + D~v−gI ∈ b(ν)N. Moreover,
we may find ψ± ∈ S such that gI(µ) = µ(ψ±) as µ → ν, µ ∈ U(~v±). Then
ν(ψ+) = ν(ψ−) and we have to show that D~v+gψ+ +D~v−gψ− ∈ b(ν)N.
Write ψ± = ψ′±ψ
′′
±ψ
′′′
± , where ψ
′
± (ψ
′′
±) is the product of all irreducible factors
representing ~v− (~v+). Then
0 = ν(ψ+)− ν(ψ−) = ν(ψ′+)− ν(ψ′−) + α(ν)(m(ψ′′+ψ′′′+ )−m(ψ′′−ψ′′′− )).
By Lemma 8.7 we get that α(ν)(m(ψ′′+ψ
′′′
+ ) − m(ψ′′−ψ′′′− )) ∈
∑g
i=1Nmiαi. This
implies that m(ψ′′+ψ
′′′
+ ) −m(ψ′′−ψ′′′− ) ∈ b(ν)N by Proposition 3.53. But we always
have m(ψ′′′± ) ∈ b(ν)N so we conclude that m(ψ′′+) −m(ψ′′−) ∈ b(ν)N. Finally this
gives
D~v+gψ+ +D~v−gψ− = m(ψ
′′
+)−m(ψ′′−)−m(ψ′′′− ) ∈ b(ν)N,
which completes the proof that ρI ∈ M+I .
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Conversely, if ρ ∈ M+I , define I = Iρ by (8.3) and let S be the support of gρ
(thus S is a finite tree: see Section 7.6). Clearly gI = infφ∈I gφ ≥ gρ. For the
reverse inequality we pick irreducible elements ψij ∈ m, 1 ≤ i ≤ s, 1 ≤ j ≤ ni as
follows. Write µij = νψij . If νi is a curve valuation, then µij = νi for all j. If νi is
divisorial, then µij > νi, m(µij) = bi and µij represent distinct tangent vectors at
νi, none of which is in TSνi.
Write ψ =
∏
i,j ψij . It is then straightforward to verify that gψ = gρ on S.
Hence ψ ∈ I. Now consider ν 6∈ S and let ν0 = maxS ∩ [νm, ν]. If ν0 6= νi for
all i, then gψ(ν) = gψ(ν0) = gρ(ν0) = gρ(ν) for any choice of ψ. If ν0 = νi, then
we pick ψij such that no µij represent the same tangent vector as ν0 at νi. Again
gψ(ν) = gρ(ν). Hence gI = gρ, which implies ρI = ρ. The proof is complete. 
Proof of Lemma 8.7. Set µ = νφ ∧ ν and write µ ∈ [νj , νj+1[ for some
0 ≤ j ≤ g. Then b(µ) divides m(φ) and b(µ)α(µ) ∈ ∑i≤j Nmiαi ⊂ ∑gi=1Nmiαi.
This proves the lemma as ν(φ) = m(φ)α(µ). 
8.1.2. Normalized blow-up. The proof of Theorem 8.2 was based on tree
arguments. We now follow [Te2], and use the classical normalized blow-up of an
ideal to describe the geometric structure of an ideal of the form Iρ.
Recall that an ideal I is primary iff I ⊃ mn for some n ≥ 1. When I is
primary, denote by π : X → (C2, 0) the normalization of the blowup along I. The
exceptional components Ei of π are associated to divisorial valuations called the
Rees valuations of I.
Proposition 8.8. Let ρ =
∑
nibiνi ∈ MI. Then Iρ =
∏
Iniνi . Moreover, Iρ
is primary iff all νi are divisorial, in which case the latter coincide with the Rees
valuations of I.
Proof. Pick ρ ∈ M+I , and write I = Iρ. Assume first that I is primary.
Then I ⊃ mn for some n so the tree transform of I is bounded by n. Hence all the
valuations νi are divisorial. Let us show that they coincide with the Rees valuations
of I, and that I =
∏
Iniνi .
Let π : X → (C2, 0) be the normalization of the blowup along I, and Ei be the
set of exceptional components of π. Let (ψ0, · · · , ψN ) be a finite set of generators
for I. For a ∈ CN+1 write ψa =
∑
aiψi, and let Va be the strict transform of
ψ−1a (0) by π.
The structure of Va is described in [Te2, p. 332]. We may find integers n
′
i ≥ 1
such that outside a proper closed Zariski subset Z ⊂ PN , Va is a union of smooth
curves V ija , 1 ≤ j ≤ n′i. Moreover each V ija intersects Ei transversely at a smooth
point and Va ∩ Vb = ∅ for a 6= b ∈ Z.
Let µi be the divisorial valuation associated to Ei, ν
a
ij the valuation associated
to the irreducible curve π(V ija ), and ψij ∈ m the irreducible element attached to
π(V ija ). Pick φ ∈ m irreducible. Then gµi(φ) is equal to b(µi) times the order of
vanishing of π∗φ along Ei. On the other hand, νaij(φ) is equal to m(V
ij
a )
−1 times
the order of vanishing of φ ◦ h(t) where t → h(t) ∈ C2 is a parameterization of
π(V ija ). As V
ij
a is smooth and transverse to Ei, π(V
ij
a ) is a curvette for ν
a
ij in
the sense of Section 6.6.1. By Proposition 6.31, its multiplicity equals b(µi). The
parameterization h can be obtained by composing a parameterization of V ija with
π, hence νaij(φ) is equal b(µi) times the intersection product of π
∗φ−1(0) with V ija .
Whence νaij(φ) ≥ gµi(φ), with equality when the strict transform of φ−1(0) does
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not intersect V ija . In particular, ψ
ij
a ∈ Iµi for all j and all a 6∈ Z. When a 6= b,
V ija ∩ V ijb = ∅ hence gµi(φ) = min{νaij(φ), νbij(φ)}, so that gµi = min{νaij ; a 6=
Z, 1 ≤ j ≤ n′i}. We infer that the tree transform min{gψa ; a 6∈ Z} coincides with
the positive tree potential associated to the measure
∑
n′ib(µi)µi.
But I is generated by a finite number of sufficiently generic elements ψai , ai 6∈ Z
so we conclude that
∑
nibiνi =
∑
n′ib(µi)µi. In particular the νi’s are divisorial
and are exactly the Rees valuation of I.
We choose ai 6= Z such that ψai belongs to
∏
I
n′i
µi =
∏
Iniνi , hence I ⊂
∏
Iniνi .
Conversely ψ ∈ ∏ Iniνi implies ν(ψ) ≥∑nigIνi (ν) = gρ(ν), hence I =∏ Iniνi .
Suppose now I is not primary. We will show that I =
∏
Iniνi , and that some νi
are curve valuations. Write ρI =
∑
nibiνi ∈M+I . Suppose νi is divisorial for i ≤ r
and a curve valuation, νi = νφi for i > r. Define ρ
′ =
∑
i≤r nibiνi, and I
′ = Iρ′ .
We have proved that I ′ is a primary ideal equal to
∏
i≤r I
ni
νi .
Pick ψ ∈ I ′ ·∏i>r(φi)ni . The tree transform of νψ clearly dominates gI , hence
ψ ∈ I. Conversely suppose gψ(ν) ≥ gI(ν) for all ν. Then letting ν → νφi we infer
that the mass of ∆gψ at νφi is greater than ni hence φ
ni
i divides ψ. We may then
write ψ = ψ′
∏
i>r φ
ni
i , and clearly gψ′ ≥ gI′ , whence ψ′ ∈ I ′. We have proved
I = I ′
∏
i>r(φi)
ni =
∏
i I
ni
νi .
This concludes the proof. 
8.1.3. Integral closures. The mapping I 7→ ρI is not injective in general. For
instance, the ideals 〈x2, y2〉 and 〈x2, xy, y2〉 both have tree measure 2νm. However,
the lack of injectivity can be well understood. Recall that the integral closure I of
I is the set of φ ∈ R such that φn + a1φn−1 + · · · + an = 0 for some n ≥ 1 and
ai ∈ Ii. Then I¯ = I and I is integrally closed if I = I. We have the following
classical result (see [ZS2, p. 350]), rephrased in our language.
Proposition 8.9. For any ideal I ⊂ R we have I = {φ ∈ R ; gφ ≥ gI}.
Remark 8.10. Fix an ideal I and φ ∈ m. Suppose we want to show that φ ∈ I.
By Proposition 8.9 we must show that gφ ≥ gI . Since gI is locally constant outside
TI = supp gI it suffices to show that gφ ≥ gI on TI . Write ρI =
∑
nibiνi as before.
Assume that νi is divisorial for i ≤ r and a curve valuation for r < i ≤ s. Then gI
is affine and gφ concave on any segment in TI \ supp ρI . Hence it suffices to check
that νi(φ) ≥ νi(I) for i ≤ r and limα(ν)−1(ν(φ) − ν(I)) ≥ 0 as ν → νi for i > r.
In particular, if I is primary, then it suffices to check that gφ ≥ gI at the Rees
valuations of I (see e.g. [Te2, p.333]).
Corollary 8.11. If ρ ∈ M+I , then Iρ is integrally closed.
Let I be the set of integrally closed ideals in R. Theorem 8.2 and Corollary 8.11
imply that the mapping ρ 7→ Iρ gives a bijection between M+I and I, with inverse
is given by I 7→ ρI . Now gIJ = gI + gJ for any ideals I, J , hence ρIJ = ρI +
ρJ . We get from this that if I is integrally closed and ρ = ρI =
∑
nibiνi, then
I = Iρ = I
n1
ν1 · · · Insνs by Proposition 8.8. This leads to the following result that
incorporates Zariski’s celebrated decomposition of complete (=integrally closed)
ideals (see [ZS2]).
Theorem 8.12. The set I of integrally closed ideals in R is a semigroup under
multiplication and the mappings
I ∋ I 7→ ρI ∈ M+I and M+I ∋ ρ 7→ Iρ
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define inverse semigroup isomorphisms.
In particular, every I ∈ I has a unique factorization I = In1ν1 · · · Insνs , where ni
are positive integers and νi are divisorial or curve valuations.
8.1.4. Multiplicities. Suppose I and J are primary ideals in R. We define
the mixed multiplicity e(I, J) ∈ N∗ following [Te1, Chapter I, §2] (when I = J this
gives the multiplicity e(I) of I in the classical sense). For all n,m ≥ 0, the vector
space R/(InJm) is finite dimensional over C, and we write dimk(R/(I
nJm)) =
1
2n
2e(I)+nme(I, J)+ 12m
2e(J)+O(n+m). The multiplicity e(I, J) coincides with
the multiplicity of their respective integral closures (e.g. [Te1, Chapter 0, §0.6]).
Here we show how to compute mixed multiplicities in terms of the associated
tree measures. Recall from Section 7.12 the definition of the inner product on the
cone M+ of positive Borel measures on V . We then have
Theorem 8.13. For any primary ideals I, J we have
e(I, J) = ρI · ρJ =
∫∫
V×V
µ · ν dρI(µ)dρJ (ν) =
∑
i,j
nibimjcj µi · νj , (8.4)
where ρI =
∑p
1 nibiµi and ρJ =
∑q
1mjcjνj are the measures associated to I and
J , respectively (see Proposition 8.8), and bi, cj are the generic multiplicities of νi
and µj respectively.
Remark 8.14. In [FJ1] we shall prove an analytic version of Theorem 8.13
where I and J are replaced by plurisubharmonic functions u and v, and where
e(I, J) is replaced by the mass of the mixed Monge-Ampe`re measure ddcu ∧ ddcv
at the origin.
Proof. We may assume that I and J are integrally closed. Fix a finite set of
generators for I and J , say I = 〈φi〉, J = 〈ψj〉. By [Te1, Chapter I, §2] e(I, J) is
equal to the intersection multiplicity of {φα =
∑
αiφi = 0} with {ψβ =
∑
βjψj =
0} if the coefficients (αi), (βj) are sufficiently generic.
Introduce a composition of blow-ups π dominating the blow-ups of both ideals
I and J , i.e. such that all Rees valuations of I and J are determined by some ex-
ceptional divisor of π. Decompose the strict transform of {φα = 0} into irreducible
components V isα , 1 ≤ i ≤ p, 1 ≤ s ≤ ni as in the proof of Proposition 8.8. Each V isα
corresponds to a curve valuation µisα dominating µi, of multiplicity bi = b(µi), and
the tangent vectors defined by all µisα at µi are distinct. We do the same decompo-
sition of the strict transform of {ψβ = 0} as a union of irreducible germs W jtβ , with
associated valuations νjtβ . We note that if µi = νj for some i, j, then for sufficiently
generic α, β, the tangent vectors of µjtβ and ν
is
α at µi = νj are all distinct. We infer
V isα ·W jtβ = bicj µi · νj . Formula (8.4) now follows immediately by bilinearity since
{φα = 0} · {ψβ = 0} =
∑
i,j,s,t
V isα ·W jtβ =
∑
i,j
bicjnimj µi · νj .
The proof is complete. 
8.2. The vouˆte e´toile´e
We now turn to the vouˆte e´toile´e X. Our objective is to analyze its cohomology
H2(X,C) in terms of complex Borel measures on the valuative tree. We start by
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giving the definition and basic properties of X, of its cohomology H2(X,C), and of
the inner product on cohomology induced from the cup product. In Section 8.2.4
we then show how each cohomology class ω defines a function gω : Vqm → C. The
function gω turns out to be a complex tree potential in the sense of Chapter 7, so its
Laplacian ρω = ∆gω is a well-defined complex Borel measure on V . In fact, the map
ω → ρω gives an isomorphism between H2(X,C) and the set of complex atomic
measure supported on divisorial valuations. Moreover, as we prove in Section 8.2.5,
this isomorphism preserves the inner product in the sense that −ω · ω′ = ρω · ρω.
We end the chapter by describing the images of various subsets of H2(X,C) under
the isomorphism: see Theorem 8.33.
Throughout the section, we shall make essential use of the fundamental iso-
morphism from Chapter 6 between the valuative tree and the universal dual graph.
8.2.1. Definition. We shall denote by B the set of all blow-ups above the
origin in C2. We let Xπ be the total space of a fixed element π ∈ B so that
π : Xπ → (C2, 0). We saw in Chapter 6 that B forms an inverse system.
Definition 8.15. The vouˆte e´toile´e is the projective limit
X := proj lim
π∈B
Xπ.
Each Xπ is an algebraic variety, hence X is naturally a pro-algebraic variety.
We endow it with the topology induced by the product topology from the natural
embedding of X into the product
∏
Xπ. There is a natural proper projection map
X → (C2, 0). The space X is not algebraic (nor even a topological manifold): we
shall see that its second cohomology group is infinite dimensional.
Let us quickly indicate why our definition is equivalent to the usual one, given
for instance in [Hi]. Any ”e´toile”1 in the sense of Hironaka has a well-defined
”center” in Xπ for any π ∈ B: take the intersection of all images ̟(U) over all
(̟,U) in the e´toile. As we are in dimension two, this center is always a (closed)
point. This gives a natural map from the set of ”e´toiles” to X, which is easily seen
to be bijective, and also bicontinuous.
8.2.2. Cohomology. Consider π, π′ ∈ B such that π′ = π ◦ ̟ for some
modification ̟. The map ̟ induces a map between cohomology groups ̟∗ :
H2(Xπ,C) → H2(Xπ′ ,C).2 By [Br, Corollary 14.6] (see also [Ki]), the sheaf
cohomology of the constant sheaf C on the projective limit X is equal to
H2(X,C) = inj lim
π∈B
H2(Xπ,C). (8.5)
The choice of the base field is essentially irrelevant in the sequel. One may replace
C byR orQ or even Z. We restrict our attention to H2 as all the other cohomology
groups are easy to compute.
In order to proceed further, we need to describe more precisely the cohomology
H2(Xπ,C) and the pullback ̟
∗ discussed above. We shall use some of the notation
from Chapter 6. Specifically, we let Γ∗π be the (partially ordered) set consisting of
irreducible components of the exceptional divisor π−1(0).
The following result is classical; we refer to [GH, p.473-474] for a proof.
1An e´toile is a collection of finite composition of local blow-ups, an element is hence a map
̟ : U → (C2, 0), where U is some analytic space.
2When a class ω is represented by a smooth form α, ̟∗ω is the class of ̟∗α.
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Proposition 8.16.
• Each E ∈ Γ∗π induces a natural class [E] ∈ H2(Xπ,C). The cohomology
group H2(Xπ,C) is isomorphic to the direct sum of C[E] over E ∈ Γ∗π.
• Suppose ̟ : Xπ′ → Xπ is the blow-up at one point p ∈ π−1(0), and let
E := ̟−1{p}. Then ̟∗ : H2(Xπ,C) → H2(Xπ′ ,C) is an injective map
and we have
H2(Xπ′ ,C) = ̟
∗H2(Xπ,C)⊕C[E].
Remark 8.17. If π ∈ B and E ∈ Γ∗π (i.e. E is an irreducible component of
π−1(0)) then there are three natural objects associated to E: a cohomology class
[E] ∈ H2(Xπ,C); an element E in the universal dual graph Γ∗; and a divisorial
valuation νE ∈ Vdiv. The last two of these are independent of π (as long as E ∈ Γ∗π)
but the cohomology class does depend on π. Indeed, if π′ = π ◦̟ for some modifi-
cation ̟, then the image of [E] in H2(Xπ′ ,C) corresponds to the total transform
of E whereas the image of E in Γ∗π′ is the strict transform.
From Proposition 8.16 and (8.5) we infer:
• The natural map ıπ from H2(Xπ,C) to H2(X,C) is injective for any
π ∈ B.
• For each element ω ∈ H2(X,C), there exists π ∈ B, and ωπ ∈ H2(Xπ,C)
such that ıπωπ = ω. Moreover, ωπ =
∑
E∈Γ∗pi a(E)[E], where a(E) ∈ C.
• Two elements ω1 ∈ H2(Xπ1 ,C) and ω2 ∈ H2(Xπ2 ,C) determine the
same element ω ∈ H2(X,C) iff there exists π ∈ B and modifications
̟1 : Xπ → Xπ1 , ̟2 : Xπ → Xπ2 such that ̟∗1ω1 = ̟∗2ω2.
Corollary 8.18. The set H2(X,C) is an infinite dimensional vector space.
8.2.3. Intersection product. Each complex vector space H2(Xπ,C) is en-
dowed with a natural hermitian form, the cup product. If E,E′ ∈ Γ∗π, then [E] · [E′]
is by definition the intersection product of the curves E and E′. For two arbitrary
elements in H2(Xπ,C), we have (
∑
ai[Ei]) · (
∑
bj [Ej ]) :=
∑
aibj Ei ·Ej .
The map ̟ also induces a push-forward map ̟∗ : H2(Xπ′ ,C)→ H2(Xπ,C).3
It is a basic fact that ̟∗ω · ω′ = ω · ̟∗ω′ for ω ∈ H2(Xπ,C), ω′ ∈ H2(Xπ′ ,C).
Moreover ̟∗̟∗ = id as ̟ is birational. From these two facts one immediately
deduces
Proposition 8.19. Suppose ̟ : Xπ′ → Xπ is the blow-up at one point p ∈
π−1(0), and let E := ̟−1(p). Then ̟∗ : H2(Xπ,C)→ H2(Xπ′ ,C) is an isometric
embedding and we have the orthogonal direct sum decomposition
H2(Xπ′ ,C) = ̟
∗H2(Xπ,C) ⊥ C[E].
Moreover, [E] · [E] = −1.
Corollary 8.20.
• The cup product is a negative definite hermitian form on H2(Xπ,C).
• For any modification ̟ : Xπ′ → Xπ, the map ̟∗ : H2(Xπ,C) →
H2(Xπ′ ,C) is an isometric embedding.
Remark 8.21. It follows from Proposition 8.16, and the definition of H2(X,C)
as an injective limit, that H2(X,C) is in fact generated by classes [E] of exceptional
3As ̟ is proper, ̟∗T is even defined for any current T on Xpi′ .
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divisors with self-intersection −1. More precisely, it is generated by classes ω of the
following form: ω = ıπ[E], where E ∈ Γ∗ and π ∈ B is minimal such that E ∈ Γ∗π.
Remark 8.22. Proposition 8.19 is also true when replacing C by the ring of
integers Z. By decomposing π ∈ B into a sequence of point blow-ups, we infer the
existence of a basis F1, . . . , Fn ofH
2(Xπ,Z) (as a Z-module) such that Fi·Fj = −δij .
Now we can define the intersection product on H2(X,C). Pick two elements
ω, ω′ ∈ H2(X,C). By Proposition 8.16, we can find π ∈ B and ωπ, ω′π ∈ H2(Xπ,C)
such that ıπωπ = ω and ıπω
′
π = ω
′. We set
ω · ω′ := ωπ · ω′π.
By Corollary 8.20, this number does not depend on the choice of π ∈ B.
Corollary 8.23. The intersection product is a negative definite hermitian
form on H2(X,C).
8.2.4. Associated complex tree potentials. Let us associate a function
gω : Vqm → C to each cohomology class ω ∈ H2(X,C).
Fix π ∈ B, and irreducible components E,F ⊂ π−1{0} (i.e. E,F ∈ Γ∗π). We
define a function g[E] : Φ(Γ
∗
π)→ Q by
g[E](νF ) =
{
b(νE)
−1 if F = E
0 otherwise.
Here b(νE) is the generic multiplicity of the divisorial valuation νE and Φ : Γ
∗ →
Vdiv denotes the isomorphism between the universal dual graph and the valuative
tree as in Theorem 6.22.
We then define gωpi : Φ(Γ
∗
π) → C for any ωπ ∈ H2(Xπ ,C) by linearity. If
π′ ∈ B and π′ = π ◦̟ for some modification ̟, then the function g̟∗ωpi is defined
on Φ(Γ∗π′) ⊃ Φ(Γ∗π) and restricts to gωpi on Φ(Γ∗π).
Now fix a cohomology class ω ∈ H2(X,C), and a divisorial valuation ν. Pick
π ∈ B such that ıπωπ = ω with ωπ ∈ H2(Xπ,C) and ν = νE for some E ∈ Γ∗π. We
set
gω(νE) := gωpi(νE).
By what precedes, this does not depend on the choice of π.
Theorem 8.24. The function gω : Vdiv → C extends (uniquely) to a complex
tree potential gω : Vqm → C whose associated Laplacian ρω = ∆gω is a complex
atomic measure on V supported on divisorial valuations.
Remark 8.25. As before, we are using the parameterization of V by skewness
when talking about complex tree potentials.
Remark 8.26. We shall later show that any complex atomic measure ρ sup-
ported on divisorial valuations is of the form ρ = ρω for a unique ω ∈ H2(X,C).
In view of Remark 8.21, Theorem 8.24 follows by linearity from the following
more precise result:
Proposition 8.27. Consider a cohomology class ω ∈ H2(X,C) of the form
ω = ıπ[E], where π ∈ B, E ∈ Γ∗π. Assume that E has self-intersection -1. Then
gω : Vdiv → C extends to a complex tree potential whose Laplacian ρ = ∆gω is an
atomic measure given as follows:
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(i) if E = E0 is the exceptional divisor obtained by blowing up the origin
once, then b(E) = 1 and
ρ = νm;
(ii) if E intersects a unique E′ ∈ Γ∗π, i.e. if E is obtained by blowing up a free
point on E′, then b(E) = b(E′) and
ρ = b(νE)νE − b(νE′)νE′ ;
iii) if E intersects E′, E′′ ∈ Γ∗π, i.e. if E is obtained by blowing up the inter-
section point E′ ∩ E′′, then b(E) = b(E′) + b(E′′) and
ρ = b(νE)νE − b(νE′)νE′ − b(νE′′)νE′′ .
In order to prove this proposition, we shall use the following two results, whose
proofs are postponed until the end of the section.
Lemma 8.28. Fix π ∈ B and a point p ∈ π−1(0). Let ̟ be the blow-up of
p with exceptional divisor F = ̟−1(p). Consider ω ∈ H2(X,C) and assume that
ω = ıπωπ for some ωπ ∈ H2(Xπ,C). Then the following hold:
(a) if p is a free point, i.e. p belongs to a unique F ′ ∈ Γ∗π, then
gω(νF ) = gω(νF ′); (8.6)
(b) if p is a satellite point, i.e. p = F ′ ∩ F ′′ for F ′, F ′′ ∈ Γ∗π, then
gω(νF ) =
bF ′
bF ′ + bF ′′
gω(νF ′) +
bF ′′
bF ′ + bF ′′
gω(νF ′′). (8.7)
Lemma 8.29. Consider ω ∈ H2(X,C) and pick π ∈ B such that ω = ıπωπ
for some ωπ ∈ H2(Xπ ,C). Assume that Γ∗π has more than one element and pick
two adjacent elements F ′, F ′′ ∈ Γ∗π (i.e. F ′ intersects F ′′). Then gω is an affine
function of skewness on the segment [νF ′ , νF ′′ ] in Vqm.
Proof of Proposition 8.27. We only need to prove the formulas for ρ as
the expressions for the generic multiplicities b(νE) are known from Chapter 6.
In (i) we need to show that gω(ν) = 1 for every divisorial valuation ν = νF .
This is clear for F = E0. We now proceed by induction on the “length” of ν, i.e.
the number of elements in Γ∗π, where π ∈ B is minimal such that F ∈ Γ∗π. If this
length is one, then F = E0 and we are done. Otherwise we may apply Lemma 8.28.
The inductive assumption gives gω(νF ′) = 1 in case (a) and gω(νF ′) = gω(νF ′′) = 1
in case (b). In both cases we get gω(νF ) = 1, completing the proof of (i).
The proof in cases (ii) and (iii) is similar to that in case (i). By Lemma 8.29,
gω is an affine function of skewness on all segments [νF ′ , νF ′′ ], where F
′ and F ′′ are
adjacent vertices in Γ∗π. Moreover, gω(νE) = 1 and gω(νF ) = 0 for every F ∈ Γ∗π,
F 6= E. This determines the value of gω on the smallest subtree S ⊂ Vqm containing
all valuations νF , F ∈ Γ∗π. Proving the formulas for ρ in (ii) or (iii) then amounts
to showing that gω is locally constant outside S.
Pick a divisorial valuation ν 6∈ S and define ν0 = max{µ ∈ S ; µ ≤ ν}. We
need to prove that gω(ν) = gω(ν0). The valuations ν0 and ν are both divisorial,
say ν0 = νF0 and ν = νF for some F0, F ∈ Γ∗. Moreover, F is the last exceptional
divisor obtained by blowing up a sequence of infinitely nearby points p1, . . . , pn,
starting with a point p1 ∈ F0. Let Fi be the exceptional divisor obtained by
blowing up pi, and write νi = νFi . The key point is now that p1 is a free point on
F0. Thus gω(ν1) = gω(ν0) by Lemma 8.28. Inductively, we obtain from (a) or (b)
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in the same lemma that gω(νi) = gω(ν0) for 1 ≤ i ≤ n. But νn = ν so we are
done. 
Proof of Lemma 8.28. Both proofs are analogous; we only treat (b). In the
basis of H2(Xπ,C) consisting of classes of irreducible components of π
−1(0), write
ωπ = c
′[F ′] + c′′[F ′′] + . . . with c′, c′′ ∈ C. By definition, gω(νF ′) = c′/bF ′ and
gω(νF ′′ ) = c
′′/bF ′′ . In H2(X̟◦π,C), we have ̟∗ωπ = (c′ + c′′)[F ] + . . . . Together
with bF = bF ′ + bF ′′ , this gives (8.7). 
Proof of Lemma 8.29. Assume that νF ′ < νF ′′ . The divisorial valuations
in the segment ]νF ′ , νF ′′ [ are of the form νF , where F ∈ Γ∗ is obtained by a finite
sequence of blowups at satellite points, starting with the point F ′∩F ′′. By induction
it therefore suffices to show that gω is an affine function on the totally ordered set
{νF ′ , νF , νF ′′}, where F is the exceptional divisor obtained by blowing up the point
F ′ ∩ F ′′ once.
If (a′, b′) and (a′′, b′′) are the Farey weights of F ′ and F ′′, respectively, then
the Farey weight of F is (a′ + a′′, b′ + b′′). We thus obtain from Lemma 8.28:
gω(νF )− gω(νF ′)
α(νF )− α(νF ′ ) =
gω(νF )− gω(νF ′)
A(νF )−A(νF ′ )
b′
=
b′gω(νF ′ )+b
′′gω(νF ′′ )
b′+b′′ − gω(νF ′)
1
b′
(
a′+a′′
b′+b′′ − a
′
b′
)
=
gω(νF ′′)− gω(νF ′)
1
b′
(
a′′
b′′ − a
′
b′
) = gω(νF ′′ )− gω(νF ′)
A(νF ′′ )−A(νF ′)
b′
=
gω(νF ′′ )− gω(νF ′)
α(νF ′′ )− α(νF ′ ) .
Here we have used that the multiplicity is constant, equal to b′ on ]νF ′ , νF ′′ [. This
completes the proof. 
8.2.5. Isometric embedding. As we saw above, we have a natural intersec-
tion product on the cohomology H2(X,C). In Section 7.12 we showed that there
is a subspace M0 of the spaces of complex Borel measures on which we have a
well-defined inner product.
If ω ∈ H2(X,C), then the measure ρω is atomic and supported on Vdiv. This
implies that ρω ∈ M0: see Remark 7.75.
Theorem 8.30. The map ω 7→ ρω gives an isometric embedding of H2(X,C)
into M0 in the following sense: for any classes ω, ω′ ∈ H2(X,C), we have
−ω · ω′ = ρω · ρω′ . (8.8)
Here ω · ω′ denotes the intersection product on H2(X,C) as in Section 8.2.3 and
ρω · ρω′ the inner product on M0 as in Section 7.12.
Proof. Instead of proving (8.8) we shall prove the equivalent formula
−ω · ω′ = gω(νm) gω′(νm) +
∫
Vqm
dgω
dα
dgω′
dα
dλ; (8.9)
see Theorem 7.80. Fix π ∈ B, and E,E′ ∈ Γ∗π. Let us first prove (8.9) for ω = ıπ[E]
and ω′ = ıπ[E′] under suitable assumptions.
(1) First suppose E and E′ do not intersect, i.e. E and E′ are not adjacent
elements in Γ∗π. By Proposition 8.27 above, the function gω is supported on the
union of segments [νE , νF [ for all F ∈ Γ∗π with E ∩F 6= ∅. The analogous assertion
holds for gω′ . Hence the product gωgω′ is identically zero everywhere on Vqm. This
proves (8.9) in this case.
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(2) Now suppose E∩E′ 6= ∅ but E 6= E′, i.e. E and E′ are adjacent elements in
Γ∗π. Then −ω ·ω′ = −[E] · [E′] = −1. By the same argument as before, the product
gω gω′ is identically zero except on the segment I = ]νE, νE′ [. Assume νE > νE′
and let (aE , bE) and (aE′ , bE′) be the Farey weights of νE and νE′ , respectively.
The function gω is affine on I taking the value b
−1
E at νE and 0 at νE′ . The
multiplicity on I is constant and is given by m = |aEbE′ − aE′bE| by Remark 6.37.
Whence the (left) derivative with respect to skewness of gω on I is equal to
dgω
dα
=
gω(νE)− gω(νE′)
αE − αE′ =
m
bE(AE −AE′) =
aEbE′ − aE′bE
bE(aE/bE − aE′/bE′) = bE
′ .
A similar computation shows that dgω′dα = −bE′. The λ-length of I is given by
1/(bEbE′) so again (8.9) holds.
(3) If π is the blow-up of the origin and E = E′ = E0 is the exceptional divisor
of π, then −ω · ω′ = +1, gω = gω′ is constant equal to 1 on Vqm, and (8.9) is
immediate.
(4) Suppose π contains more than one blow-up, that E = E′ ∈ Γ∗π has self-
intersection −1, and that E is obtained by blowing up a free point on a (unique)
exceptional component F with Farey weight (a, b). Then νE > νF , the Farey
weight of E is (a+1, b), the multiplicity on I = ]νF , νE [ is constant equal to b, and
λ(I) = b−2. The function gω = gω′ is affine on I, sends νE to b−1 and νF to 0, is
locally constant outside I, and vanishes at νm. Whence
gω(νm) gω(νm) +
∫
Vqm
dgω
dα
dgω
dα
dλ = 0 +
(
1/b
1/b2
)2
1
b2
= +1.
This proves (8.9) in this case.
(5) Now suppose E = E′ has self-intersection −1 and is obtained by blowing
up a satellite point lying at the intersection of two divisors F, F ′ ∈ Γ∗π with Farey
weights (a, b) and (a′, b′), respectively. We may suppose νF > νF ′ . The valuation
νE has Farey weight (a+ a
′, b + b′) by definition, and lies in the segment ]νF ′ , νF [
by Lemma 6.28, where the multiplicity is constant equal to m = |ab′ − ba′| (see
Remark 6.37). The segment I = ]νF , νE [ hence has λ-length α(νF ) − α(νE) =
1/b(b+ b′) whereas the segment I ′ = ]νE , νF ′ [ has length 1/b′(b+ b′).
The function gω = gω′ is affine on I and I
′, locally constant outside these two
segments, and gω(νm) = gω(νF ) = gω(νF ′) = 0, gω(νE) = 1/(b + b
′). A direct
computation shows
gω(νm) gω(νm) +
∫
Vqm
dgω
dα
dgω′
dα
dλ =
b2
b(b+ b′)
+
b
′2
b′(b + b′)
= +1.
This gives (8.9).
We can now prove Theorem 8.30 in full generality. Pick π ∈ B minimal such
that ω = ıπ(ωπ) and ω
′ = ıπ(ω′π) for classes ωπ, ω
′
π ∈ H2(Xπ,C). We proceed by
induction on the number N(π) of elements in Γ∗π. When N(π) = 1, (8.9) follows
from (3).
For the inductive step, consider π ∈ B with N(π) > 1. Then we may write
π = π′ ◦̟, where N(π′) = N(π)− 1 and ̟ is the blowup at a point on (π′)−1(0).
Let E denote the exceptional divisor of ̟. By linearity, and by Corollary 8.20, it
suffices to check (8.9) for ωπ = [E] and ω
′
π ∈ ̟∗H2(Xπ′ ,C); and for ωπ = ω′π = [E].
8.2. THE VOUˆTE E´TOILE´E 175
The last case is taken care of by (4) and (5) and the first one reduces to (1) or (2),
again using linearity of both sides of (8.9). 
8.2.6. Cohomology groups. We have shown that the assignment ω 7→ ρω
gives an isometric embedding of H2(X,C) into M0. We now wish to describe the
image of H2(X,C) as well as of some of its subsets.
Definition 8.31. We let H2+(X) ⊂ H2(X,R) be the set of cohomology classes
ω which can be written ω = ıπωπ, with ωπ =
∑
E∈Γ∗pi a(E)[E] where a(E) ≥ 0.
Such classes are called pseudo-effective.
Definition 8.32. We let H2an(X) ⊂ H2(X,R) be the dual cone of H2+(X), that
is, the set of classes ω ∈ H2(X,R) for which ω · ω′ ≤ 0 for all ω′ ∈ H2+(X). Such
classes are called anti-numerically effective (or antinef for short).
Theorem 8.33. The map ω → ρω induces an isometry between
(i) H2(X,C) and the set of complex atomic measures supported on divisorial
valuations;
(ii) H2(X,R) and the set of real atomic measures supported on divisorial val-
uations;
(iii) H2(X,Z) and the set of real atomic measures ρ supported on divisorial
valuations such that ρ{ν} ∈ b(ν)Z for every ν ∈ Vdiv;
(iv) H2+(X) and the set of real atomic measures ρ supported on divisorial val-
uations such that ρ · ρ′ ≥ 0 for all positive measures ρ′;
(v) H2an(X) and the set of positive atomic measures supported on divisorial
valuations.
Remark 8.34. Thus the image of H2(X;Z) ∩ H2an(X) is exactly the set of
tree measures ρI for primary ideals I ⊂ R. See Theorem 8.2 and Proposition 8.8.
This fact is reminiscent of Lefschetz’ theorem of realization of cohomology classes
H2(X,Z)∩H1,1(X) by divisors on a projective variety. On the vouˆte e´toile´e analytic
ideals play the role of (effective) divisors.
Proof of Theorem 8.33. We have already seen in Theorem 8.30 that ω 7→
ρω is an isometry and in particular injective. Let us first prove (iii). Then (i)
and (ii) follow by linearity, whereas (iv)-(v) will be proved below.
Denote by MZ the set of real atomic measures supported on divisorial valu-
ations whose mass on a divisorial valuation ν is always an integer multiple of the
generic multiplicity of ν. Then MZ is an abelian subgroup of M0. We have to
show that MZ is the image of H2(X;Z).
First pick ω ∈ H2(X,Z). Let us show that ρω ∈ MZ. By linearity it suffices to
do this in the case ω = ıπ[E], where E ∈ Γ∗π and π ∈ B is minimal such that E ∈ Γ∗π:
see Remark 8.21. But then the conclusion is immediate from Proposition 8.27.
Conversely, let us show that any measure ρ ∈ MZ can be obtained as ρω for
some ω ∈ H2(X,Z). Again by linearity, it is sufficient to prove this for ρ = b(ν)ν,
where ν = νE is divisorial. Pick π ∈ B minimal such that E ∈ Γ∗π. We proceed by
induction on the number of elements in Γ∗π, i.e. the minimal number of blow-ups
necessary to create the exceptional divisor E.
If E = E0 is the exceptional divisor obtained by blowing up the origin once,
then νE = νm, b(νE) = 1 and we conclude by Proposition 8.27 (i).
Now assume Γ∗π has more than one element. Then either E intersects a unique
E′ ∈ Γ∗π or two distinct E′, E′′ ∈ Γ∗π. We will consider only the second of these
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cases, the first one being almost identical. We may apply the inductive hypothesis
to νE′ and νE′′ and find ω
′, ω′′ ∈ H2(X,Z) such that ρω′ = b(νE′)νE′ and ρω′′ =
b(νE′′)νE′′ . Set ω = ω
′ + ω′′ + b(E)ıπ[E]. We get from Proposition 8.27 (iii) that
ρω = ρω′ + ρω′′ + b(νE)νE − b(νE′)νE′ − b(νE′′)νE′′ = b(νE)νE .
This completes the induction step and hence the proof of (iii).
As noted above (i) and (ii) follow by linearity. In order to prove (iv) it suffices to
show that ω ∈ H2+(X) iff gω ≥ 0 on Vdiv. Indeed, (7.24) shows that ρω ·ρ′ =
∫
V gω dρ
′
for any positive measure ρ′.
That gω ≥ 0 whenever ω ∈ H2+(X) is a direct consequence of the definition of
gω. For the converse, consider ω 6∈ H2+(X). Pick π ∈ B and ωπ ∈ H2(Xπ,R) such
that ω = ıπωπ. Write ωπ =
∑
ai[Ei] with Ei ∈ Γ∗π and ai ∈ R. As ω 6∈ H2+(X),
one of these real numbers is negative, say a1 < 0. Then gω(νE1) = a1/b(ν1) < 0.
This completes the proof of (iv). Finally, (v) follows by duality from (iv) and
from Theorem 8.30. 
Appendix.
We end this monograph with an appendix containing complements to results
already proved in the main body of the text.
Appendix A is devoted to infinitely singular valuations. Specifically it contains
a list of properties that each characterizes a valuation as being infinitely singular.
We also give a few constructions of infinitely singular valuations.
In Appendix B we give different characterizations of the tree tangent space at
a divisorial valuation.
It is a fascinating fact that there are many paths to the valuative tree. We
summarize in Appendix C the classification of Krull valuations on R from the
different points of view emphasized in the memoir.
In order to help the reader familiar with invariants and terminology used to
describe plane curve singularities (as in Zariski [Za3]), we give a short dictionary
between this terminology and ours. This is done in Appendix D, where we also ex-
plain how the Eggers tree of a reduced curve singularity can be naturally embedded
in the valuative tree.
We conclude in Appendix E by discussing the importance of the various as-
sumptions we made on the ring R. Our standing assumption that R be the ring of
formal power series in two complex variables is clearly unnecessarily restrictive. As
the discussion shows, our method applies, for instance, to the ring of holomorphic
germs at the origin in C2 and to the local ring at a smooth point on a surface over
an algebraically closed field.
A. Infinitely singular valuations
The infinitely singular valuations in V are numerous, but also the most compli-
cated to describe. For the convenience of the reader we gather in one place all the
characterizations of infinitely singular valuations that we have seen so far. Most of
what we present here will also figure in the classification tables in Appendix C but
we feel it is useful to have the information spelled out in more detail. In addition,
we present a couple of explicit constructions of infinitely singular valuations.
As before we work with the ring R of formal power series in two complex vari-
ables, although as explained in Appendix E this is in fact unnecessarily restrictive.
A.1. Characterizations. The following result characterizes infinitely singu-
lar valuations from many different points of view.
Proposition A.1. For a valuation ν ∈ V the following properties are equivalent
and characterize ν as being infinitely singular:
(i) the multiplicity m(ν) is infinite;
(ii) the approximating sequence (νi)
g
0 of ν is infinite, i.e. g =∞;
(iii) the value semigroup ν(R) is not finitely generated;
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(iv) the numerical invariants of ν are given as follows: rat. rkν = rk ν = 1
and tr. deg ν = 0;
(v) for some (or, equivalently, any) choice of local coordinates (x, y), the SKP
[(Uj); (β˜j)] defined by ν has infinite length and nj ≥ 2 infinitely often (or,
equivalently, m(Uj)→∞);
(vi) for any choice of local coordinates (x, y), some (or, equivalently, any)
choice of extension νˆ to a valuation on the ring k¯[[y]], is of the form νˆ =
val[φˆ; βˆ], with φˆ =
∑∞
1 ajx
βˆj , βˆ = lim βˆj, and the βˆj’s have unbounded
denominators, i.e. φˆ 6∈ kˆ;
(vii) the sequence of infinitely nearby points associated to ν is of Type 1 in
Definition 6.7, i.e. it contains both infinitely many free and infinitely many
satellite points.
Proof. As already noted, all the above characterizations can be read off from
results already proved in the monograph. Specifically, our definition of an infinitely
singularly valuation was exactly (v), for a fixed choice of coordinates. Theorem 2.28
asserted that this definition is equivalent to (iv) and hence independent on the
choice of local coordinates. The equivalences of (i), (ii) follow from Proposition 3.37
and (iii) from Proposition 3.54. Further (vi) is a consequence of Theorem 4.17
and (vii) of Corollary 6.19 and Theorem 6.22. 
Remark A.2. In addition we have seen that the infinitely singular valuations
are ends in the valuative tree, but this is not a characterizing property as the curve
valuations are also ends.
A.2. Constructions. Next we outline a couple of constructions of infinitely
singular valuations, starting with the construction of an infinitely singular valuation
with prescribed skewness or thinness. See also Lemma 5.16.
Proposition A.3. Pick a quasimonomial valuation ν, and any real number
α > α(ν) (resp. A > A(ν)). Then there exists an infinitely singular valuation
µ > ν with α(µ) = α (resp. with A(µ) = A).
Proof. We may assume that ν is divisorial. Indeed, otherwise replace ν by a
divisorial valuation ν′ > ν such that α(ν′) < α (resp. A(ν′) < A).
Let us first construct an infinitely singular valuation with prescribed skewness.
Our strategy is to extend the approximating sequence (νi)
g
0 of ν to an infinite
approximating sequence (νi)
∞
0 . By convention, νg+1 = ν. Pick a curve valuation
µg+2 > ν with m(µg+2) = b(ν), and consider a divisorial valuation νg+2 in the
segment ]ν, µg+2[. It follows from (3.13) that the set of divisorial valuations in
]ν, µg+2[ with generic multiplicity equal to b(ν) is a discrete set. We may therefore
pick νg+2 in this segment such that b(νg+2) > m(νg+2) = b(ν) and α − 1/2 >
α(νg+2) > α(ν).
Inductively, given (νi)
g+k
1 we construct νg+k+1 divisorial with νg+k+1 > νg+k,
b(νg+k+1) > m(νg+k+1) = b(νg+k) and α − 1/2k > α(νg+k+1) > α(νg+k). Then
(νi)
∞
0 defines an approximating sequence for an infinitely singular valuation µ,
satisfying µ > ν and α(µ) = α.
For finding an infinitely singular valuation with prescribed thinness we may
follow the argument in the proof of Lemma 5.16. However, let us instead show
how to use Puiseux series, exploiting the analysis and notation of Chapter 4. Fix
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local coordinates (x, y) such that ν(y) ≥ ν(x) = 1 and pick a valuation νˆ ∈ V̂x
whose image in V under the restriction map equals ν. Then νˆ = val[φˆ; βˆ] for a
Puiseux series φˆ =
∑q
1 ajx
βˆj with βˆj < βˆj+1 < βˆ, and all coefficients aj 6= 0. By
Theorem 4.17, βˆ = A(ν) − 1 < A − 1. Since ν is divisorial, βˆ is rational. Set
βˆq+1 = βˆ and pick an arbitrary sequence of strictly increasing rational numbers
(βˆj)
∞
q+2 such that βˆq+2 > βˆ and βˆj → A − 1. Define ψˆ =
∑∞
1 ajx
βˆj , where, say,
aj = 1 for j > q. Set µˆ = val[ψˆ;A− 1]. Then µˆ is of special type and has Puiseux
parameter A − 1. Moreover, µˆ > νˆ. Let µ ∈ V be the image of µˆ under the
restriction map. Then Theorem 4.17 implies that µ is infinitely singular, µ > ν and
A(µ) = A. 
Remark A.4. By slightly modifying the first part of the proof above we can
construct an infinitely singular valuation with prescribed skewness t ∈ (1,∞) and
infinite thinness. The reason is that we may choose the νi’s inductively to have
very high multiplicity. Thus mi grows very fast and this allows for skewness αi to
increase to t ∈ (1,∞) whereas thinness Ai tends to infinity. The details are left to
the reader.
Remark A.5. Similarly one can construct a sequence (νn)
∞
0 of infinitely singu-
lar valuations with α(νn)→ 1 and A(νn) ≥ 3. Here is an outline of the construction.
Fix a large integer n. Pick a monomial divisorial valuation µ′ with α(µ′) = 1+1/n.
Then b(µ′) = n. Then pick µ divisorial with µ > µ′, µ representing a generic tangent
vector at ν′ and α(µ)−α(µ′) = 1/n. Then α(µ) = 1+2/n but A(µ) = 3+1/n > 3.
Now use Lemma 5.16 to replace µ by an infinitely singular valuation ν.
B. The tangent space at a divisorial valuation
Recall from Section 3.1 that in a general nonmetric tree T , the (tree) tangent
space Tτ at a point τ ∈ T is the set of equivalence classes T \{τ}/ ∼, where σ ∼ σ′
iff the two segments ]τ, σ] and ]τ, σ′] intersect.
We saw in Section 3.2 that branch points of the valuative tree correspond to
divisorial valuations. Our goal in this appendix is to describe the tangent space at
a divisorial valuation from several points of view.
Theorem B.1. Let ν = νE ∈ V be a divisorial valuation, associated to some
exceptional component E ⊂ π−1(0), where π is a composition of point blow-ups.
Then there exist natural bijections between the following four sets:
• T1: tree tangent vectors at ν (see Section 3.1.2);
• T2: Krull valuations µ satisfying Rµ ( Rν (see Sections 1.3 and 1.6);
• T3: sequences of infinitely nearby points (pj)∞0 of Type 3 (see Section 6.2),
such that the divisorial valuation νn associated to the truncated sequence
(pj)
n
0 converges (weakly) to ν as n→∞;
• T4: points on the exceptional component E.
The Krull valuations in T2 are exactly the exceptional curve valuations of the
form νE,p: see Lemma 1.5.
The proof of this result occupies the rest of Appendix B. We shall construct
injective maps Ψ1 : T1 → T2, Ψ2 : T2 → T3, Ψ3 : T3 → T4 and Ψ4 : T4 → T1. and
prove that the composition Ψ3 ◦Ψ2 ◦Ψ1 ◦Ψ4 is the identity.
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Fix a divisorial valuation ν ∈ V for the rest of the proof. Also fix a composition
π ∈ B of blowups such that ν = νE for some exceptional component E ⊂ π−1(0).
The construction of Ψ1 : T1 → T2 is interesting as it allows us to interpret tan-
gent vectors at ν in terms of directional derivatives. Let us first prove a preliminary
result.
Lemma B.2. Let ν ∈ V be divisorial, ε > 0, and [0, ε] ∋ t 7→ νt ∈ V a (weakly)
continuous map with ν0 = ν such that
d
dtα(νt) is a nonzero constant on ]0, ε[.
Consider R×R with the lexicographic order. Then the function
µ(ψ) =
(
ν(ψ),
d
dt
∣∣∣∣
t=0
νt(ψ)
)
defines a centered Krull valuation on R, with valuation ring satisfying Rµ ( Rν .
Proof. Clearly µ(φψ) = µ(φ) + µ(ψ) for φ, ψ ∈ R. Further, νt(φ + ψ) ≥
min{νt(φ), νt(ψ)} for any t. If strict inequality holds at t = 0, then µ(φ + ψ) ≥
min{µ(φ), µ(ψ)} by the lexicographic ordering. Otherwise t 7→ νt(φ + ψ), and
t 7→ min{νt(φ), νt(ψ)} are affine functions near t = 0, coinciding at t = 0. Then
the slope of the latter cannot exceed the slope of the former, and this implies that
µ(φ+ψ) ≥ min{µ(φ), µ(ψ)}. This shows that µ is a Krull valuation. It is immediate
that Rµ ( Rν . 
Consider a tree tangent vector ~v ∈ T1 at ν ∈ V . This is represented by a
segment that can be parameterized by skewness. Lemma B.2 gives us a Krull
valuation µ := Ψ1(~v) which satisfies Rµ ( Rν , i.e. µ ∈ T2. It does not depend on
the choice of the segment, as two segments defining the same tree tangent vector
intersect in a one-sided neighborhood of ν, hence define the same Krull valuation.
To show that Ψ1 is injective, take two different tangent vectors ~v1 6= ~v2, and
choose φ ∈ m irreducible such that φ represents ~v1 but not ~v2. Then it is straight-
forward to verify that Ψ1(~v1)(φ) 6= Ψ1(~v2)(φ).
The construction of Ψ2 : T2 → T3 is done as follows. For any Krull valuation
µ, we let Ψ2(µ) be the sequence of infinitely nearby points (pj)
∞
0 constructed in
Section 1.7. Let us recall the construction. The point p0 is the origin in C
2. We let
π˜0 : X0 → (C2, 0) be the blow-up at p0 with exceptional divisor E0. Then p1 ∈ E0
is defined to be the center of the valuation µ in X0. Inductively we construct a
sequence of points pj+1 ∈ Xj , with π˜j : Xj → Xj−1 being the blow-up at pj , and
we write Ej for the exceptional divisor of π˜j . The point pj+1 is chosen to be the
center of µ inside Xj. In particular, pj+1 ∈ Ej . Write πj = π˜0 ◦ · · · ◦ π˜j .
As Rµ ( Rν , the center of µ is always included in the center of ν. As ν
is divisorial, there exists j0 ≥ 1 such that the center of ν in Xj is a point for
j = 0, . . . , j0 − 1, and an irreducible component of π−1j (0) for i ≥ j0. In Xj0 , it is
given by Ej0 . In Xj for j > j0, it is the strict transform of Ej0 by π˜j ◦ · · · ◦ π˜j0+1.
We shall write Ej0 for this strict transform, too. This shows that for all j > j0,
pj+1 has to be the intersection point of Ej0 and Ej . The sequence (pj)
∞
0 is thus of
Type 3. By Theorem 6.11, the divisorial valuation νn associated with the truncated
sequence (pj)
n
0 , converges to νj0 = ν as n→∞. This shows that Ψ2(µ) ∈ T3.
It is clear that Ψ2 is injective by Theorem 1.10.
Now pick a sequence of infinitely nearby points (pj)
∞
0 ∈ T3 of Type 3. As
before denote by π˜j : Xj → Xj−1 the blow-up at pj and Ej the exceptional divisor
of π˜j . The identity map id : (C
2, 0)→ (C2, 0) lifts to a rational map idj : Xj → X
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for all j ≥ 0, where π : X → (C2, 0) was fixed at the beginning of the proof.
As (pj)
∞
0 is of Type 3, there exists an index j0 such that pj+1 is the intersection
point of Ej with the strict transform of Ej0 (which we shall also denote by Ej0) by
π˜j ◦ · · · ◦ πj0+1 for all j > j0. The divisorial valuation associated to Ej converges
to νj0 (Theorem 6.11). As νj0 = ν, idj sends Ej0 bijectively onto E for j ≥ j0. On
the other hand, for j large enough, idj is regular at pj+1. The point q := idj(pj+1)
equals idj(Ej0 ∩Ej+1) hence lies in idj(Ej0 ) = E. It is also clear that idj+1(pj+2) =
idj+1(πj+1(pj+2)) = idj(pj+1), so that q is independent of j. By definition we set
Ψ3((pj)
∞
0 ) := q.
To see that Ψ3 is injective, choose two different sequences of infinitely nearby
points (pj)
∞
0 , (p
′
j)
∞
0 ∈ T3. As the divisorial valuation associated to both sequences
is the same, and equal to ν, it follows that pj = p
′
j until j = j0, where Ej0 is the
exceptional component attached to ν. Being both of Type 3, the sequences are
determined uniquely by pj0+1 and p
′
j0+1
, respectively. By assumption these two
points are distinct. Now pick j > j0, and let ̟j : Yj → (C2, 0) be the composition
of blow-ups at the points p0, . . . , pj0 and then at both pj0+1, . . . , pj and p
′
j0+1, . . . , p
′
j.
As before, the identity map (C2, 0) → (C2, 0) lifts as a map idj : Yj → X . For j
large enough, idj is regular at pj+1 and p
′
j+1. These two distinct points belong to
the strict transform of Ej0 , which we again denote by Ej0 . As idj is a bijection of
Ej0 onto E, we conclude that Ψ3((pj)
∞
0 ) 6= Ψ3((p′j)∞0 ), i.e. that Ψ3 is injective.
Finally, for a point p ∈ E, we define Ψ4(p) to be the tree tangent vector at
ν defined by the divisorial valuation obtained by blowing-up p. Lemma 6.3 and
Theorem 6.22 imply that Ψ4 is injective.
The proof of Theorem B.1 will be complete, if we now show that the composition
Ψ3 ◦Ψ2 ◦Ψ1 ◦Ψ4 equals the identity. Pick an element in T4, that is, a point p ∈ E.
By definition, Ψ4(p) is the tree tangent vector at ν represented by the divisorial
valuation νp associated to the blow-up at p. The valuation µ := Ψ1 ◦ Ψ4(p) is
then a Krull valuation whose valuation ring is included in Rν , hence the center
of µ in X belongs to E. Pick an irreducible curve C = {φ = 0}, φ ∈ m, whose
strict transform C′ is smooth and intersects E transversely at p. Then νC and
νp represent the same tree tangent vector at ν. The segment [ν, νC ] ∩ [ν, νp] is
thus nontrivial. We parameterize it by skewness: t 7→ νC,t+α(ν). By definition, we
have µ = (ν, ddt |t=0νC,t+α(ν)). In particular, we infer that µ(φ) = (ν(φ), c) with c
positive.
Let µ˜ = (divE ,
d
dτ |τ=0νC′,τ ). It defines an exceptional curve valuation µ˜ which
is centered at p. Its image by π∗ is an exceptional curve valuation whose first
component equals π∗ divE which is equivalent to ν. Thus Rπ∗µ˜ ( Rν . It is also
clear by definition that (π∗µ˜)(φ) = (divE(π∗φ), c′) with c′ > 0.
Now pick a generic element x ∈ m such that {x = 0} is a smooth curve,
νx ∧ νC = νm, and the strict transform of {x = 0} by π does not contain p.
Then µ(x) = (ν(x), 0), and (π∗µ˜)(x) = (divE(π∗x), 0). Define ψ := φk/xl where
ν(φ)k = lν(x) with k, l ∈ N. Then ψ is an element of mµ ∩ mπ∗µ˜ with ν(ψ) = 0.
Remark 1.8 then implies Rµ = Rπ∗µ˜. In particular, we conclude that the center of
µ in X is precisely the center of µ˜ which is equal to p.
At this stage, we have shown that the Krull valuation Ψ1 ◦ Ψ4(p) is an ex-
ceptional curve valuation centered at p, whose associated divisorial valuation is
equal to ν. Now let (pj)
∞
0 := Ψ2 ◦ Ψ1 ◦ Ψ4(p) be the sequence of infinitely nearby
points associated to µ. Consider the sequence of blow-ups π˜j : Xj → Xj−1 as
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above. By construction, π˜j is the blow-up at pj, which is the center of µ in Xj−1.
For j large enough, the identity map (C2, 0) → (C2, 0) lifts to a rational map
idj : Xj → X which is regular at pj+1. The image of the center of µ in Xj by idj
is the center of µ in X . Thus idj(pj+1) = p for j large enough. This proves that
Ψ3 ◦Ψ2 ◦Ψ1 ◦Ψ4(p) = p, and concludes the proof.
C. Classification
As we have shown in this monograph, centered Krull valuations on R can
be interpreted in many different ways, each of which leads to a (full or partial)
classification. Let us review the four approaches that we have considered.
The first (and classical) way to classify Krull valuations is through their value
groups ν(K), in particular through the numerical invariants rk, rat. rk and tr. deg.
In the two-dimensional case that we are concerned with in this monograph, this
is feasible since Abhyankar’s inequalities give strong restrictions on the values of
these invariants.
A second way, and the one emphasized in the monograph at hand, is to identify
Krull valuations with points or tangent vectors in the valuative tree V . The non-
metric tree structure on V then leads to a classification of Krull valuations into
ends, regular points, branch points and tangent vectors. The valuative tree also
comes with two natural parameterizations: skewness and thinness. By checking
whether these are rational, irrational or infinite we obtain a third classification.
Finally, we can classify valuations according to whether the multiplicity is finite or
infinite.
Thirdly, we can take advantage of the isomorphism of V with the universal dual
graph, as worked out in Chapter 6. Specifically, we can classify Krull valuations
according to their associated sequences of infinitely nearby points, following the
terminology of Spivakovsky: see Definition 6.7.
Finally, as explained in Chapter 4, any valuation in V extends to an element of
the tree V̂x, i.e. a valuation on the ring of formal power series in one variable with
Puiseux series coefficients. Even though this extension is not unique, we can classify
valuations in the valuative tree using the tree structure on V̂x. This classification
can then be rephrased in the terminology of Berkovich.
We list all of these classifications in three tables. Table C.1 contains the classifi-
cation in terms of the numerical invariants (here we use the completeness of R—see
Appendix E) and the associated sequences of infinitely nearby points.
In Table C.2 we instead focus on the tree structure of the valuative tree, specif-
ically the nonmetric tree structure, skewness, thinness and multiplicity. For conve-
nience we define the skewness (thinness) of a tangent vector in V to be the skewness
(thinness) of the associated divisorial valuation.
Finally, in Table C.3 we present the classification using the Puiseux series
approach. Notice that this table is a reproduction of Table 4.1 in Chapter 4, and
that we used the relative valuative tree Vx instead of V . Recall that the terminology
for valuations in V and in Vx coincides except for divx which is quasimonomial in
Vx, and corresponds to the curve valuation νx in V .
A fifth classification is in terms of SKP’s. We do not present this classifica-
tion here as it depends on the choice of local coordinates. Instead we refer to
Definition 2.23.
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Classification rk rat.rk tr.deg Inf nearby pts
Divisorial 1 1 Type 0
Quasim.
Irrational
1
2 0 Type 2
Nonexcept. Type 4
Curve
Exceptional
2 2 0
Type 3
Infinitely singular 1 1 0 Type 1
Table C.1. The table shows the classification of centered Krull
valuations on R into five groups, and lists the three numerical
invariants as well as the type of the associated sequence of infinitely
nearby points as in Definition 6.7.
Classification skewness thinness mult Tree terminology
Divisorial rational rational Branch point
Quasim.
Irrational irrational irrational
<∞
Regular point
Nonexcept. ∞ ∞ End
Curve
Exceptional rational rational
<∞
Tangent vector
Infinitely singular ≤ ∞ ≤ ∞ ∞ End
Table C.2. Elements of the valuative tree. Here we show the
classification of centered Krull valuations on R in terms of the tree
structure on V .
Valuations in Vx Valuations in V̂x Berkovich
Divisorial Rational Type 2
Quasim.
Irrational
Finite type
Irrational Type 3
Curve m <∞Not quasi-
A =∞ Point type m =∞ Type 1monomial Inf sing
A <∞ Special type Type 4
Table C.3. Here the classification of centered valuations on R
is in terms of their preimages in the tree V̂x and in terms of
Berkovich’s terminology.
D. Combinatorics of plane curve singularities
The study of plane curve singularities is a rich and well developed subject with
its own notation and terminology. Here we show how to interpret some classical
invariants in terms of the valuative tree, specifically in terms of skewness, thinness
and multiplicity.
We divide the study into two parts. In the first, we consider an irreducible
formal curve with its associated invariants introduced by Zariski. In the second
part we extend this study to a (possibly reducible but reduced) formal curve and
its associated Eggers tree.
In both cases, we shall see that all the classical invariants can be understood in
terms of the subtree of the valuative tree whose end points are the curve valuations
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associated to the irreducible components of the curve. This serves to illustrate the
idea that the valuative tree provides an efficient way of encoding singularities (in
this case of plane curves).4
D.1. Zariski’s terminology for plane curve singularities. Let us recall
some notation from [Za3]. As before, R denotes the ring of formal power series in
two complex variables. Consider an irreducible formal curve C.5
Zariski writes n for the multiplicity m(C) and gives two equivalent sets of
invariants for C. The first set is defined through Puiseux expansions. Pick local
coordinates (x, y) such that the curve C is not tangent to {x = 0}. In these
coordinates, there is a Puiseux parameterization t→ (tn,∑ ajtj) of C. Here aj = 0
for 0 ≤ j < n. Define
• β1 = min{j ; aj 6= 0, j 6≡ 0 mod n};
• e1 = gcd{n, β1};
• β2 = min{j ; aj 6= 0, j 6≡ 0 mod e1} (if e1 > 1);
• e2 = gcd{n, β1, β2} etc. . .
This process produces two finite sets of integers (β1, . . . , βg) and (e1, . . . , eg), but
notice that the ei’s can be recovered from the βi’s and n. Set e0 = β0 = n and
ni = ei−1/ei for i = 1, . . . , g. The set (β1/n, . . . , βg/n) is usually called the set of
generic characteristic exponents of C.
The second set of invariants of C is defined through its value semigroup. This
is by definition the collection of all intersection products C ·D when D ranges over
all formal curves. We let β0, . . . , βg ∈ N∗ be a minimal set of generators of the
semi-group of C, that is, β0 = minD{C ·D} = n, and, inductively, βi+1 = min{a =
C ·D ; a 6∈∑i0Nβl} for i ≥ 0.
The βi’s (with n) determine the βi’s uniquely (and vice-versa) as follows: β0 =
n, β1 = β1 and
βi = ni−1βi−1 + βi − βi−1 for i = 2, . . . , g. (D.1)
It is known that (n;β1, . . . , βg) determines the equisingularity class of C, i.e.
the topological type of the embedding of C in C2.
We now translate these invariants into the tree language that we have devel-
oped, specifically using skewness, thinness and multiplicity on the valuative tree.
For this we consider the approximating sequence of νC as defined in Section 3.5:
νm = ν0 < ν1 < · · · < νg < νg+1 = νC . (D.2)
Here νi, 1 ≤ i ≤ g, are divisorial valuations with strictly increasing multiplicities
mi = m(νi), such that the multiplicity is constant, equal to mim on each segment
]νi−1, νi]. See Figure 3.4. Thus the generic multiplicity of νi is b(νi) = mi+1, where
mg+1 = m(C).
Write αi and Ai for the skewness and thinness of νi, respectively. Then we
claim that we have the identification given by Table D.1.
An irreducible formal curve naturally defines an end in the valuative tree. This
provides an embedding of a fundamentally discrete object (the ultrametric space C
of local irreducible curves) into a “continuous” object (the valuative tree V). The
4We do not claim, however, that the valuative tree leads to any results on plane curve
singularities that could not be proved by other means.
5Zariski actually writes X instead of C.
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Classical Tree
invariants language
n m(C)
g g
βi/n Ai − 1
n/ei mi+1 = bi
ni bi/mi
βi/n αimi
Table D.1. Dictionary expressing classical invariants of a curve
singularity in terms of the multiplicity, skewness and thinness of
the elements of the approximating sequence of the associated curve
valuation.
dictionary in Table D.1 shows that the discrete invariants for curves can be viewed
as special cases of continuous invariants for valuations.
Let us now prove the validity of the correspondence given in Table D.1. As the
invariants βi and ei are defined in terms of Puiseux series, it is natural to use the
analysis in Chapter 4 to verify the first four entries in the table. Here we will freely
apply the results from that chapter.
Thus define a Puiseux series by φˆ =
∑
ajt
j/n ∈ kˆ and let νˆφˆ = val[φˆ;∞] be
the associated valuation in V̂x of point type. Let φ be the minimal polynomial of
φˆ over k. Then C = {φ = 0} and νˆφˆ is sent to the curve valuation νC ∈ Vx6 by the
restriction mapping Φ : V̂x → Vx induced by the inclusion C[[x, y]] ⊂ k¯[[y]].
For 0 ≤ i ≤ g, let
νˆi = val
[
βi∑
0
ajt
j/n;βi/n
]
= val
[
βi−1∑
0
ajt
j/n;βi/n
]
This defines an increasing sequence of rational valuations in V̂x. The multiplicity
of νˆi is given by
m(νˆi) = lcm
{
j
n
; 0 < j < βi, aj 6= 0
}
= n/ gcd{β1, . . . , βi−1} = n/ei−1. (D.3)
and the multiplicity is constant in the segment ]νˆi−1, νˆi]. By Theorem 4.17 this
implies that if νi = Φ(νˆi) is the restriction of νˆi to R, then (νi)
g
1 is the approximating
sequence of νC . The first and the second entries in Table D.1 are thus clear. The
fourth entry follows from (D.3) and implies the fifth. Further, as νˆi has Puiseux
parameter βˆi/n, νi must have thinness βˆi/n− 1, which gives the third entry in the
table.
Finally let us prove that βi/n = miαi for 1 ≤ i ≤ g. This can be seen
from (D.1) and the relation between thinness and skewness. Indeed, we first have
β1/n = β1/n = A1− 1 = α1m1 as m1 = 1. Suppose we have proved that βi−1/n =
6By our choice of coordinates, νC is a valuation in both V and Vx.
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αi−1mi−1. Then
βi = ni−1βi−1 + βi − βi−1 = nni−1αi−1mi−1 + n(Ai −Ai−1) =
= nni−1mi−1αi−1 + nmi(αi − αi−1) = nαimi.
By induction, this completes the verification of Table D.1.
An alternative way of showing that βi/n = aimi is to use the fact that the
value group of νC is given by νC(R) =
∑g
i=0miαiN (see Proposition 3.52) and the
formula m(C)νC(ψ) = C · {ψ = 0} for any ψ ∈ m.
D.2. The Eggers tree. Let C be a reduced formal curve and let C1, . . . , Cr be
its branches (i.e. irreducible components). The embedding of C in C2 is determined
up to topological conjugacy7 by the generic characteristic exponents of each branch,
and by the order of contact between them.
This numerical information can be encoded geometrically in the Eggers tree TC ,
first introduced by Eggers [Eg], and subsequently used in studies of plane curve
singularities [Ga, Po]. Here we show that TC has a natural interpretation inside
the valuative tree V .
Let us recall the definition of TC , essentially following [Po]. First assume C is
irreducible, i.e. r = 1, and let β1/n, . . . , βg/n be its generic characteristic exponents
(with the notation in Appendix D.1). Also define β0 := n and βg+1 := +∞. Then
TC is a simplicial tree whose vertices are exactly of the form {βi/n}0≤i≤g+1, and
with exactly g + 1 edges linking βi/n to βi+1/n for 0 ≤ i ≤ g. By sending each
vertex to the corresponding element in [1,+∞], we may also view TC as the interval
[1,+∞] with g + 2 marked points {βi/n}0≤i≤g+1. Alternatively speaking, TC is a
rooted, nonmetric tree with a parameterization onto [1,+∞], still with g+2 marked
points.
When C =
⋃
Cj is reducible, TC is constructed by patching together the trees
TCj as follows. First define the coincidence order Kjj′ = K(Cj , Cj′) between two
branches Cj and Cj′ as follows. Fix local coordinates (x, y) such that all branches
are transverse to {x = 0}, and let φˆ = ∑ alxβˆl , φˆ′ = ∑ a′lxβˆ′l be Puiseux series
associated to Cj and Cj′ , respectively. Let (φˆl)
nj
1 , (φˆ
′
l′)
nj′
1 denote their orbits under
the action of the Galois group Gal(kˆ/k) where k and kˆ are the fields of Laurent
and Puiseux series in x, respectively (see Section 4.3). Then
Kjj′ := K(Cj , Cj′ ) := max
l,l′
ν⋆(φˆl − φˆ′l′ ),
where ν⋆ is the valuation on kˆ given by ν⋆(
∑
ajx
βˆj ) := min βˆj . Note that Kjj′ ≥ 1.
The trees TCj ≃ [1,+∞] and TCj′ ≃ [1,+∞] are now patched together at the
point corresponding to Kjj′ . In other words, TC is the set of pairs (Cj , t) where
1 ≤ j ≤ r and t ∈ [1,+∞] modulo the relation (Cj , s) = (Cj′ , t) iff s = t ≤ Kjj′ .
Notice the similarity to the construction in Section 3.1.6. Thus TC is naturally a
rooted, nonmetric tree with a parameterization onto [1,+∞]. The root of TC is
(Cj , 1) and the maximal points of TC are exactly of the form (Cj ,+∞).
To be precise, TC also comes with a finite number of marked points. These are
exactly the points coming from marked points on the trees TCj (i.e. the points of
the form (Cj , βji/nj)) together with the branch points of TC (i.e. the points of the
form (Cj ,Kjj′ ) = (Cj′ ,Kjj′ ) for j 6= j′). This marking allows us to recover TC as a
7i.e. the equisingularity type of C
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simplicial tree: the vertices are the marked points and the edges are open segments
in TC containing no marked points.
Proposition D.1. Let C be a reduced formal curve with irreducible components
C1, . . . Cr. Let nj be the multiplicity of Cj, and let {βji/nj}gj+1i=0 be the set of
(generic) characteristic exponents of Cj (by convention 1 and +∞ belong to this
set). Denote by νj = νCj the curve valuation associated to Cj and by (νji)
gj
i=1 the
approximating sequence of νj.
Define a map Ψ : TC → V by sending (Cj , t) to the unique valuation in the
segment [νm, νj ] with thinness equal to t + 1. Then Ψ gives an isomorphism of
parameterized trees from TC onto the subtree VC = ∪1≤j≤r{ν ≤ νj} of the valuative
tree parameterized by thinness (minus one).
Moreover Ψ(Cj , βji/nj) = νji and Ψ(Cj ,Kjj′ ) = νj ∧ νj′ . In other words, the
marked points on TC are sent to the points on VC consisting of the root, the ends,
the branch points, and all regular points where the multiplicity function is not locally
constant.
Proof. For an irreducible curve C, we have seen in the previous section that
the generic characteristic exponents corresponds exactly to the values −1 + A(νi)
where (νi)
g
1 is the approximating sequence of the curve valuation νC . When Cj , Cj′
are two irreducible curves, then by Theorem 4.17, we have Kjj′ = −1+A(νj ∧νj′ ).
These two facts immediately imply the proposition. 
In the original definition of the Eggers tree [Eg], two types of edges were dis-
tinguished: dashed or plain; as well as two types of vertices: white or black. Using
the isomorphism above, the different types of vertices and edges can be seen inside
the tree VC ⊂ V as follows: the white vertices are exactly the curve valuations, and
an edge ]ν, ν′[ is dashed iff the multiplicity on the edge is (constant) equal to that
of its left end point ν.
It is also possible to interpret the Eggers tree TC in terms of the minimal
desingularization of C. This was done by Popescu-Pampu: see [Po, The´ore`me 4.4.1.
p.152]. Let us outline how to understand this interpretation using the analysis in
Section 6.7.
Let π : X → (C2, 0) be the minimal desingularization of C, i.e. π ∈ B is
minimal with the property that the total transform π−1(C) has normal crossings in
X . Let Γ∗C be the dual graph of π. This is by definition a finite subset of Γ
∗ ⊂ Γ and
in particular an N-tree. Enlarge Γ∗C by adding the elements Cj ∈ Γ corresponding
to the irreducible components of C. The resulting set is still an N-tree. Now
remove from this set all points except for the following: the points Cj ; the branch
points; the root E0. We obtain a set XC , which by construction is a subset of the
R-tree SC :=
⋃
j [E0, Cj ] ⊂ Γ. Let us equip SC with the Farey parameterization,
from which we subtract a constant 1, and the multiplicity function induced from Γ.
Then XC is exactly the subset consisting of the root, the ends, the branch points,
and all regular points where the multiplicity function (induced from Γ) is not locally
constant.
Proposition D.1 and Theorem 6.22 now imply that SC is isomorphic to the
Eggers tree TC . More precisely, the fundamental isomorphism Φ : Γ → V restricts
to an isomorphism of parameterized trees Φ : SC → VC , where VC is defined in
Proposition D.1. Thus the composition Ψ−1 ◦ Φ : SC → TC is an isomorphism of
parameterized trees and maps XC onto the marked points on TC .
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We may also recover the minimal desingularization πC of C from the Eggers
tree TC using the algorithm in Section 6.7, as TC gives precisely the equisingularity
type of the curve.
E. What are the essential assumptions on the ring R?
Throughout the monograph we have assumed that R is the ring of formal
power series in two complex variables. An equivalent way of describing R is as an
equicharacteristic, complete, two-dimensional, regular local ring with residue field
C. Here we address the question of which of these conditions are actually necessary
for the analysis to go through.
First of all, nothing changes if we replace the residue fieldC by any algebraically
closed field k of characteristic zero. On the other hand, some assumptions are still
crucial to our analysis like locality, regularity, and dimension two. Without these
assumptions V needs not be a tree (see Remark 3.16 for instance).
Let us briefly discuss the assumption of completeness, and the assumptions on
the residue field k.
E.1. Completeness. In this text we have always assume R to be a complete
ring. Let us explain why this assumption is not essential.
Recall that Cohen’s Theorem [ZS2, p.304] asserts that any complete, equichar-
acteristic, regular local ring is isomorphic to the ring of formal power series with
coefficients in the residue field of the ring.
Proposition E.1. Suppose R is an equicharacteristic, two-dimensional, reg-
ular local ring with algebraically closed residue field, and let Rˆ be its completion.
Denote by V(R) the set of normalized centered valuations on R with values in R+.
Then the natural restriction map V(Rˆ)→ V(R) is a bijection.
Proof. If (x, y) is a regular system of parameters for R, and k is the residue
field of R, then the assumptions imply that k[x, y] ⊂ R ⊂ k[[x, y]] = Rˆ. The
assertion then follows immediately from Proposition 2.10. 
There is still one point where the assumption of completeness is important. It
concerns the numerical invariants of a curve valuation.
Proposition E.2. Let R be a (not necessarily complete) equicharacteristic,
two-dimensional, regular local ring with algebraically closed residue field. Suppose
ν ∈ V(R) is a curve valuation associated to the irreducible curve V . Then tr. deg ν =
0, and
• rat. rk ν = rk ν = 2 when V = {φ = 0} for some φ ∈ R;
• rat. rk ν = rk ν = 1 otherwise.
In particular when R is complete, we are always in the first case. When R
is the ring of convergent power series, the first case appears exactly when V is a
formal curve, and the second when V is an analytic curve.
Proof. Embed R in its completion Rˆ. Pick φ ∈ Rˆ such that the Krull valua-
tion ν is given by ν(ψ) = (νφ(ψ˜), divφ(ψ)) ∈ N ×N where ψ = φdivφ(ψ˜)ψˆ with φ
not dividing ψ˜, and νφ(ψ˜) is equal to the intersection number between {φ = 0} and
{ψ˜ = 0}.
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The set I := {ψ ∈ R ; divφ(ψ) > 0} is a prime ideal in R. Its completion I · Rˆ
is included in the height one ideal {ψ ∈ Rˆ ; divφ(ψ) > 0}, hence I has height zero
or one. As R is a factorial domain [ZS2, p.312], we have either I = (0), in which
case rk ν = rat. rkν = 2; or I is generated by an irreducible element φ′ ∈ R, in
which case rk ν = rat. rkν = 1. 
E.2. The residue field. We assumed the characteristic of the residue field of
k to be zero for sake of convenience. But Weierstrass’ preparation theorem holds
on k[[x, y]] without any assumption on the characteristic of k (see [ZS2, p.139]).
Hence k may be taken to be an arbitrary algebraically closed field.
The fact that k is algebraically closed is used in an essential way in Corol-
lary 2.25, hence in Theorem 2.29 which gives the description of valuations in terms
of SKP’s. Most results in the monograph rely on this description. It would be
interesting to extend some of our results to the case when k is not algebraically
closed (for instance when k = R).
Finally all methods presented here using SKP’s or Puiseux series fail on a non-
equicharacteristic ring. On the other hand, the geometric method in Chapter 6
based on the universal dual graph is likely to work. Again it would be interesting
to extend our results to this more general setting.
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