Abstract. We consider a large, convenient enough class of pencils on singular complex spaces. By introducing variation maps in homotopy, we prove in a synthetic manner a general Zariski-van Kampen type result for higher homotopy groups, which in homology is known as the "second Lefschetz theorem".
Introduction
The Lefschetz principle of comparing a space to its hyperplane slices is likely to hold for homotopy groups as well as for homology groups, under apropriate conditions.
In this note we focus on the analogues in higher homotopy groups of the vanishing cycles in homology, which are the object of the so-called "second Lefschetz theorem" [AF] . Our setting is a general one, as follows.
Let Y be a compact complex analytic space and let V ⊂ Y be a closed analytic subspace such that X := Y \ V is connected, of pure complex dimension n ≥ 2. A pencil on Y is the ratio of two sections, f and g, of some holomorphic line bundle over Y . This defines a meromorphic function h := f /g : Y P 1 (C), which is holomorphic over the complement Y \ A of the base locus A := {f = g = 0}.
To define singularities of pencils, which may also occur in the axis, we use a Nash blowing-up along A, with projections p : Y → P 1 and σ : Y → Y from the total space Y, endowed with a certain Whitney stratification S. There is a well-defined stratified singular locus of p, denoted by Sing S p. Let us denote by Σ the projection on Y of the singular locus Sing S p.
By using the geometry of the pencil, we define the variation maps var i : π * +1 (X c , X a i ) → π * (X c ) associated to the monodromy at the critical values a i of the pencil, where c is some regular value of the pencil (see §2.2). Then our main statement is the following: Theorem 1.1. Let h : Y P 1 define a pencil with isolated singularities on X = Y \ V . Let the axis A be not included in V . Suppose that for some k ≥ 0 we have the following conditions: (X c , X c ∩ A) is k-connected; (X c , X a i \ Σ) is k-connected, for all i; hd X∩Sing S p X ≥ k + 2. Then π q (X, X c ) = 0 for q ≤ k + 1 and, if moreover hd X∩Sing S p X ≥ k + 3, then the kernel of the map π k+1 (X c ) → π k+1 (X) induced by inclusion is generated by the images of the variation maps var i . This is the homotopy formulation of our result [Ti2] proved in homology. We discuss in §4 some special cases and a complementary situation issued from the study of polynomial functions.
The reason to consider nongeneric pencils is that generic ones may not exist on specific spaces. On the other hand, typical examples are polynomial functions, since having nongeneric behavior at infinity, see [Ti1, LT] .
Results like Theorem 1.1 have a long history, going back to Lefschetz [Lef] , Zariski and van Kampen [vK] . The most recent results of Zariski-van Kampen type have been proved by Libgober, respectively Chéniot, in particular cases and for generic Lefschetz pencils of hyperplanes: when X is the complement in P n or C n of a hypersurface with isolated singularities [Li] , respectively at the level of homology, when X is a non-singular quasi-projective variety [Ch2] .
Within the frame of singular complex spaces, the first Lefschetz hyperplane theorem for homotopy groups has been verified in different degrees of generality, see e.g. [La] , [GM] , , [FL] , [Fu] , [Li] , [Ch2] , [Ey] , [Ti1] .
Our approach is in the spirit of the Lefschetz method [Lef] , as presented by Andreotti and Frankel in [AF] . We emphasize on the specific ingredients of the proof in case of homotopy groups, completing the ideas around the Lefschetz principle for nongeneric pencils issued from our preprint [Ti3] and presented in [Ti1, Ti2] .
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Pencils and variation maps
2.1. Pencils with singularities in the axis. As before, let X := Y \V , be the difference of two compact complex analytic spaces. We introduce the basic notations and recall from [Ti1] the definition of singularities. Consider the compactification of the graph of h, namely the space
. Consider the projection p : Y → P 1 , its restriction p |X : X → P 1 and the projection to the first factor σ : Y → Y . Notice that the restriction of p to Y \ (A × P 1 ) can be identified with h. Let W be an analytic Whitney stratification of Y such that V is union of strata. Its restriction to the open set Y \ A induces a Whitney stratification on Y \ (A × P 1 ), via the mentioned identification. We denote by S the coarsest analytic Whitney stratification on Y which coincides over Y\(A×P 1 ) with the one induced by W on Y \A. This stratification exists within a neighbourhood of A×P 1 , by usual arguments (see e.g. [GLPW] ), hence such stratification is well defined on Y. We call it the canonical stratification of Y generated by the stratification W of Y .
Definition 2.1. [Ti1] One calls singular locus of p with respect to S the following subset of Y:
The set Λ := p(Sing S p) is called the set of critical values of p with respect to S. We say that the pencil defined by h := f /g : Y P 1 is a pencil with isolated singularities if dim Sing S p ≤ 0.
Remark that Sing S p is closed analytic. By a Bertini-Sard result [Ve] , as a version of the First Isotopy Lemma [Th] which uses that p is proper and analytic in a neighbourhood of A × P 1 and that S has finitely many strata, it follows that Λ ⊂ P 1 is a finite set and that the maps p :
Λ is a locally trivial fibration. We stick to the case of isolated singularities in the following. Then these are finitely many,by the compactness of Y . Part of them are contained in the blown-up axis A × P 1 , within or outside X.
Variation maps in homotopy.
In the literature, variation morphisms have been defined in homology. They enter in the description of local and global fibrations at singular fibres, see e.g. [Mi] , [La] , [Si] , [Ch2] , [Ti2] . In dimension 2, variation maps are implicit in the Zariski-van Kampen classical theorem [vK] .
We define here global variation maps for homotopy groups, in some pencil with isolated singularities, as defined above. We follow [Ti3] , making careful use of the geometry of p.
For any
At some singularity a ij , in local coordinates, we take a small ball B ij centered at a ij . For small enough radius of B ij , this is a Milnor ball of the local holomorphic germ of the function p at a ij . Next we may take a small enough disc D i ⊂ P 1 at a i ∈ P 1 , so that (B ij , D i ) is Milnor data for p at a ij . Moreover, we may do this for all (finitely many) singularities in the fibre Y a i , keeping the same disc D i , provided that it is small enough.
Then the restriction of p to Y D i \ ∪ j B ij is a trivial fibration if D i is small enough. One may construct a stratified vector field which trivializes this fibration over D i and such that this vector field is tangent to the boundaries of the balls Y D i ∩ ∂B ij . Using this vector field, we may construct a geometric monodromy of the fibration p | :
Let c i ∈ ∂D i . We have the geometric monodromy representation:
where Iso(., .) denotes the group of relative isotopy classes of stratified homeomorphisms.
As shown above, we may identify, in the trivial fibration over D i , the fiber X c i \ ∪ j B ij with the fibre X a i \ ∪ j B ij . Hence there is a well-defined geometric monodromy h i acting on the pair (X c i , X c i \ ∪ j B ij ), which is the identity on the second space.
which is the reflection into some fixed generic hyperplane through the origin.
Consider now the automorphism µ i :
) defined as follows (where * denotes the group composition law, for q ≥ 2):
, where · denotes some point. This will imply that the element
To prove the claim, we observe that for the restriction of γ to
e. the monodromy is the identity on im γ ′ ). We now use a tubular neighbourhood of im γ ′ to push im γ ′ out of X c i \ ∪ j B ij , with the exception of one point. We start with a homotopy within X c i \ ∪ j B ij which shrinks im γ ′ to a point. Then we may extend this homotopy to the intersection of γ(D q ) with some small tubular neighbourhood T of im γ ′ such that it is trivial at the boundary. This proves our claim.
It follows that the relation (1) actually defines a map:
In local coordinates at a ij , X a i is a germ of a complex analytic space; hence, for a small enough ball B ij , the set B ij ∩X a i \∪ j a ij retracts to ∂B ij ∩X a i , by the local conical structure of analytic sets [BV] applied to each punctured ball B ij \{a ij }. It follows that, if we denote
is homotopy equivalent, by retraction, to
), we get from (2) the variation map:
for any q ≥ 1. For q ≥ 2 this is a morphism of groups. The construction of var i makes sense for q = 1 still. In this case the image of var i is a subgroup in π 1 (X c i ), even if
) is not a group. See also (5). By its definition, this variation map enters as diagonal morphism in the following diagram:
) is the inclusion.
Proofs
When dealing with homotopy groups, we shall need to apply the homotopy excision theorem of Blackers and Massey [BM] . In homology, proofs are considerably simplified and are done in [Ti2] . For the connectivity claim, we follow in the beginning the lines of [Ti1] .
Let A ′ := A ∩ X c and assume that A ′ = ∅. We describe a decomposition of P 1 . Let K ⊂ P 1 be a closed disc with K ∩ Λ = ∅ and let D denote the closure of its complement in P 1 . We denote by S := K ∩ D the common boundary, which is a circle, and take a point c ∈ S. Then take standard paths γ i (non self-intersecting, non mutually intersecting)
We shall identify all fibres X c i to the fibre X c , by parallel transport along paths γ i . Let us recall some definitions that we use.
Definition 3.1. For a discrete subset Φ ⊂ X, one sais that the homotopy depth hd Φ X is greater or equal to q +1 if, at any point α ∈ Φ, there is an arbitrarily small neighbourhood N of α such that the pair (N , N \ {α}) is q-connected.
One sais that an inclusion of pairs of topological spaces (N, N ′ ) ֒→ (M, M ′ ) is a qequivalence if the inclusion induces isomorphism of homotopy groups for j < q and a surjection for j = q.
We have the natural commutative triangle: (4) where ∂ and ∂ 1 are boundary morphisms and ι is the inclusion of pairs (
) is a homotopy equivalence. This follows since X D is homotopy equivalent to X D to which one attaches along A ′ × D the product A ′ × Cone(D) and since D is contractible. Furthermore, for any q ≥ 2, the group π q (X D , X c ) is generated by the images π q (X D i , X c i ) → π q (X D , X c ), ∀i, induced by the inclusions. It then follows that im ∂ 1 is generated by the images of the boundary morphisms
To complete the proof, we have now to do the following: (i) to prove that (X D i , X c i ) is (k + 1)-connected, for all i, and (ii) to find the image of the map
We shall first replace X D i by X * D i := X D i \ Sing S p, using the homotopy depth assumption.
Lemma 3.2. If hd X∩Sing
Proof. In the exact sequence of the triple (
) is q-connexe, for all i. This is true since the inclusion:
is a q-equivalence, by homotopy excision and by using the hypothesis hd X∩Sing S p X ≥ q + 1.
Corollary 3.3. If hd X∩Sing S p X ≥ k + 3, then, for all i:
Proof. Lemma 3.2 shows that j * :
The last step in the proof of Theorem 1.1 is the following result, where the variation maps come in:
Proof. We suppres the lower indices i in the following. (a). Let D * denote D \ {a}. We retract D * to the circle ∂D and cover this circle by
The following inclusions induce isomorphisms in all homotopy groups:
Notice that X D \ ∪ j B ij is the total space of a trivial fibration (the restriction of p) over D with fibre X * a . We then excise X J ∪ X D \ ∪ j B ij from the last pair and get (X I , X ∂I ∪ X I \ ∪ j B ij ). This in turn is homotopy equivalent to (X I , X c ×∂I ∪X * a ×I), which is the product (X c , X * a ) × (I, ∂I). Now, since (X c , X * a ) is k-connected, this product is (k + 1)-connected. It remains to examine the condition for the homotopy excision, i.e. the level of connectivity of the pair (X J ∪ X D \ ∪ j B ij , X ∂I ∪ X I \ ∪ j B ij ). We transform this pair by the following sequence of inclusions and homotopy equivalences (replacing I by D and this by J) and which induce isomorphisms in all homotopy groups:
The result implies that the pair on top is (k + 1)-connected. It then follows that the excision in cause is a (2k + 2)-equivalence. This proves that (X D \ ∪ j B ij , X c ) is (k + 1)-connected. (b). The variation map naturally identifies to the right vertical arrow which makes the following diagram commutative:
, X c i )
The first claim of the theorem follows from Lemma 3.2 and Proposition 3.4(a). The second claim follows from Corollary 3.3 and Proposition 3.4(b).
Special cases of the main theorem
In case of generic pencils of hyperplanes on complex spaces, by using the Lefschetz method and the comparison with the axis of the pencil, Lamotke [La] , Chéniot [Ch2] , Eyral [Ey] and the author [Ti1] have proved connectivity results of increasing generality, which are all particular cases of the first claim of our Theorem 1.1.
We show in the following what becomes our statement in some particular cases. In homology, such comments have been made in [Ti1, Ti2] . We revisit them in our homotopy setting.
4.1. Aspects of the homotopy depth condition. As we have remarked in [Ti2] , when replacing the homotopy depth by the rectified homotopy depth, we get a stronger condition which implies both the second and third conditions in Theorem 1.1. First, notice that rhd X ≥ q implies rhd X ≥ q (since we may apply the Hamm and Lê's result [HL3, Theorem 3.2 .1] to the hypersurface X of X × P 1 ). This in turn implies hd α X ≥ q, for any point α ∈ X, by definition. Moreover, rhd X ≥ q implies that the pair (X D i , X c i ) is (q − 1)-connected, by [Ti1, Proposition 4.1] . This provides a shortcut to the proof of the first claim of Theorem 1.1.
However, it also follows that the pair (X * D i
, X c i ) is (k + 1)-connected, by Lemma 3.2. By the proof of Proposition 3.4, the (k + 1)-connectivity of (X * D i
, X c i ) is equivalent to the k-connectivity of the pair (X c i , X * a i ).
4.2. Pencils without singularities in the axis. If (A × P 1 ) ∩ X ∩ Sing S p = ∅, then the homotopy depth condition can be replaced by the following more general, global condition:
Indeed, we may start the proof of Theorem 1.1 by the space X \ Σ instead of the space X and get the conclusion "X c ֒→ X \ Σ is a (k + 1)-equivalence" and the corresponding second part of the conclusion involving variation maps. We may finally return to X since, under the above assumption, X \ Σ and X have isomorphic homotopy groups up to π k+1 .
Again in the case (A × P 1 ) ∩ X ∩ Sing S p = ∅, if the first condition in Theorem 1.1 is fulfilled, the second condition is equivalent to: (X * a i , A∩X * a i
) is (k −1)-connected. Indeed, when there are no singularities in the axis, we have A ∩ X * a i = A ∩ X c , for any i and we can use the exact sequence of the triple (X c , X * a i , A ∩ X * a i ) to conclude. We get the following statement for complements of singular spaces. The proof is by induction and follows the homology proof presented in [Ti2] ; we therefore skip it. Part (a) of this Corollary has been proved by Chéniot [Ch1] and Eyral [Ey] (with different and quite extended proofs). In homology and by using different variation maps, part (b) has been proved in [Ch2, Proposition 5.1] . For V = hypersurface with isolated singularities, a statement similar to part (b), but with a different presentation of the kernel, has been proved by Libgober [Li] . 4.3. A complementary case. The following is modeled on the case of polynomial functions on affine spaces, which we have also discussed in [Ti1, Ti2] . The proof follows the one for Theorem 1.1 and we skip it.
Theorem 4.2. Let h : Y P 1 define a pencil with isolated singularities on X = Y \ V , such that V contains a member of the pencil. For some fixed k ≥ 0, assume that (X c , X * a i ) is k-connected, for a general member X c and any atypical one X * a i
. Then: (a) If (X, X \Σ) is (k +1)-connected, then the inclusion X c ֒→ X is a (k +1)-equivalence. (b) If (X, X \Σ) is (k+2)-connected, then the kernel of π k+1 (X c ) → π k+1 (X) is generated by the images of the variation maps var i .
