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Vorwort des Herausgebers
Die heute in der Mobilfunktechnik eingesetzten Übertragungsverfahren stellen entweder
moderate Datenraten bei Geschwindigkeiten, die von Kraftfahrzeugen erreicht werden, zur
Verfügung (Generalized Packet Radio System (GPRS), Universal Mobile Telecommunica-
tion System (UMTS)) oder sie liefern bei niedrigen Geschwindigkeiten höhere Datenraten
(Wireless Local Area Network (WLAN) nach IEEE 802.11a oder nach HiperLAN/2). Da in
Zukunft aber die Nachfrage nach breitbandigen und damit hochratigen Übertragungen bei
hohen Teilnehmergeschwindigkeiten steigen wird, erscheint es plausibel, bekannte Ortho-
gonal Frequency Division Multiplex (OFDM) Verfahren, wie z.B. Digital Video Broadcast
- Terrestrisch (DVB-T), dahin gehend zu untersuchen, ob sie für diese Anforderungen ge-
eignet sind. Eine Anwendung kann z.B. ein Download aus dem Internet in einem Inter City
Express (ICE) sein, der Geschwindigkeiten von über 300 km/h erreicht.
Im Rahmen des vom Bundesministerium für Bildung und Forschung (BMBF) geförderten
Forschungsprojekts Communication and Mobility by Cellular Advanced Radio (COMCAR),
ergab sich die Notwendigkeit, den mobilen Empfang bei OFDM Systemen genauer zu un-
tersuchen. Um diese Aufgabe zu lösen, waren im mobilen Empfänger einsetzbare Schät-
zer für die Teilnehmergeschwindigkeit und für die Impulsverbreitung zu entwerfen und auf
ihre Leistungsfähigkeit zu untersuchen. Beide Algorithmen sollten anschließend in einen
Kanalschätzer für die breitbandige OFDM Funkübertragung bei hohen Geschwindigkeiten
eingesetzt werden. Dabei war von Datenraten von bis zu 10 Mbit/s bei Teilnehmergeschwin-
digkeiten von bis zu 350 km/h auszugehen. Als Grundlage der Downlinkübertragung sollte
das bei DVB-T eingesetzte OFDM Verfahren dienen.
Eine Lösung der so umrissenen Aufgabe ist mit der vorliegenden DissertationBreitbandi-
ge OFDM Funkübertragung bei hohen Teilnehmergeschwindigkeitenvon Henrik Schober
gegeben. Der technisch-wissenschaftliche Beitrag der Arbeit lässt sich folgendermaßen zu-
sammenfassen:
• Es wurden neuartige, robuste, mit einfachen Mittel realisierbare Schätzer für die Rela-
tivgeschwindigkeitv von Sender und Empfänger und für die, aufgrund des Doppleref-
fekts eintretende, Impulsverbreiterung∆τ eines OFDM Systems entworfen und ana-
lytisch sowie durch Simulationen auf ihre praktische Einsetzbarkeit hin untersucht.
• Es wurde ein neuer, praktisch verwendbarer Algorithmus für die Kanalschätzung
in breitbandigen OFDM Funkübertragungssystemen bei hohen Teilnehmergeschwin-
digkeiten entwickelt und durch Simulationen auf seine Brauchbarkeit getestet.
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Zusammenfassung
Seit Anfang der neunziger Jahre des 20. Jahrhunderts erfreut sichOrthogonal Fre-
quency Division Multiplex(OFDM) als Grundlage für die Datenübertragung in
Mobilfunksystemen immer größerer Beliebtheit. Neben den Systemen zur großflä-
chigen terretrischen Rundfunk- und FernsehübertragungDigital Audio Broadcast
(DAB) und Digital Video Broadcast Terrestrial(DVB-T) setzen sich auch immer
mehr Systeme in drahtlosen lokalen Netzwerken (WLAN) durch. Neben Hiperlan/2
hält vor allem IEEE 802.11a immer stärker Einzug in den WLAN-Bereich.
Der Bedarf an Übertragungskapazität und damit Bandbreite wächst, gerade auch
für mobile Anwendungen zum Beispiel in Autos oder Zügen. Dafür werden breit-
bandige Systeme benötigt, die auch in schwierigen Ausbreitungsszenarien bei ho-
hen Teilnehmergeschwindigkeiten zuverlässig funktionieren. Diese Anforderun-
gen können von OFDM-basierten Systemen erfüllt werden. Neben einer großen
Bandbreiteeffizienz bieten sie einfache Möglichkeiten zur Vermeidung von Inter-
Symbol-Interferenzen und weisen ein robustes Verhalten gegenüber Dopplerein-
flüssen auf.
Gegenstand dieser Arbeit sind mobile OFDM-basierte Funkübertragungssysteme,
die für verschiedenste Kanaleigenschaften bei hohen Teilnehmergeschwindigkeiten
bis zu360 km/h analysiert werden. Zunächst werden die Auswirkungen der Mobi-
lität auf das System sowohl qualitativ als auch quantitativ beschrieben. Anschlie-
ßend wird ein adaptives Kanalschätzverfahren auf Basis eines Wienerfilters vor-
gestellt, das sich auf die unterschiedlichen Ausbreitungsszenarien einstellen kann.
Hier spielt neben der Leistungsfähigkeit bezüglich der Bitfehlerraten vor allem die
Realisierbarbeit und die recheneffiziente Auslegung eine große Rolle.
Zur Anpassung des Filters an das aktuelle Ausbreitungsszenario werden zum Einen
die mittlere Impulsverzögerung (Delay Spread) des Kanals und zum Anderen die
aktuelle Teilnehmergeschwindigkeit benötigt. Für diese beiden Parameter werden
Schätzverfahren vorgeschlagen, die die entsprechenden Parameter aus den Em-
pfangssignalen extrahieren und für die Adaption des Wienerfilters zur Verfügung
stellen. Zur Verifikation der Algorithmen wurden Simulationen auf Basis des DVB-
T-Systems durchgeführt. Einerseits ist es ein bereits standardisiertes System, ande-
rerseits bietet gerade DVB-T schon heute die Möglichkeit zur breitbandigen Über-
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In den letzten zehn Jahren hat der gesamte Mobilfunkbereich einen kräftigen Auf-
schwung erlebt. Stand zunächst die normale drahtlose Telefonie im Vordergrund,
steigt nun der Bedarf an Kapazitäten zur Datenübertragung. Wurden bis heute
hauptsächlich Daten per SMS verschickt, sollen nun auch Bilder, Internetseiten
oder Videodaten über das Mobilgerät versendet und empfangen werden. Da die
Übertragungskapazitätendes Systems der zweiten MobilfunkgenerationGSM (engl.
Global System for Mobile Communications) dazu nicht ausreichen, wurden Erwei-
terung mit einer erhöhten Übertragungsrate wie GPRS (engl.General Packet Ra-
dio Service), EDGE (engl.Enhanced Data Rates for GSM Evolution) und HSCSD
(engl.High Speed Circuit Switched Data) entwickelt, die der 2,5. Generation zu-
geordnet werden. Um aber den zukünftigen Anforderungen gerecht zu werden, hat
Europa das Mobilfunksystem der dritten Generation UMTS (engl.Universal Mobi-
le Telecommunications System) standardisiert, das zunächst auf Datenraten bis zu
2 MBit/s ausgelegt wurde.
Für die Übertragung von beispielsweise Videodaten werden aber zum Teil noch
höhere Übertragungsraten benötigt, was Gegenstand der Weiterentwicklung von
UMTS ist. Eine weitere Möglichkeit aber besteht zum Beispiel darin, bereits vor-
handene breitbandige Systeme zu nutzen, die noch freie Kapazitäten haben. Im
Rahmen des COMCAR-Projektes (engl.Communication and Mobility by Cellular
Advanced Radio) [61], das vom Bundesministerium für Bildung und Forschung
(BMBF) gefördert wurde, sind Ansätze verfolgt worden, zum Beispiel den Digital
Video Broadcast Terrestrial (DVB-T) Standard als breitbandigen Downlink für die
individuelle mobile Kommunikation zu nutzen. Der in der Regel schmalbandige
Uplink kann weiterhin über GSM, UMTS oder andere Systeme erfolgen. In die-
sem Projekt wurde weiterhin neben der Entwicklung von breitbandigen Antennen
[12] für verschiedene Funksysteme auch an neuen Konzepten für Kommunikati-
onsprotokolle und an der Koexistenz von unterschiedlichen Systemen in gleichen
Frequenzbändern geforscht.
DVB-T wurde ursprünglich für die terrestrische stationäre Datenübertragung aus-
gelegt. Soll dieses System nun für den mobilen Empfang von entweder Rundfunk-
und Fernsehdaten oder auch zur mobilen Individualkommunikationverwendet wer-
den, muss DVB-T zunächst auf seine Eignung hin untersucht werden. Dabei steht
der Einfluss der Störungen, die durch die Mobilität verursacht werden, im Vorder-
grund und ergibt die Anforderungen an den Empfänger.
2 Kapitel 1: Einleitung
Daher wurde für das COMCAR-Projekt im Rahmen dieser Arbeit zunächst die
prinzipielle Leistungsfähigkeit von OFDM-basierten Systemen bei hohen Teilneh-
mergeschwindigkeiten untersucht, wobei maximale Geschwindigkeiten von
360 km/h angenommen wurden. Die auftretenden Dopplereffekte verursachen In-
terferenzen zwischen den parallelen Unterträgern, wodurch deren Orthogonalität
zerstört und die Systemleistung herabsetzt wird. Diese Störungen werden in die-
ser Arbeit sowohl qualitativ als auch quantitativ dargestellt und ihr Einfluss auf die
Systemleistung beschrieben.
Da die Übertragung in einem großen Geschwindigkeitsbereich von0 km/h bis
360 km/h sowie in einem großen Bereich der mittleren Impulsverbreiterung (e l.
Delay Spread) funktionieren soll, wird ein Vorschlag für eine adaptive Kanalschät-
zung gemacht, die auf der Basis der Wienerfilterung arbeitet. Für die optimale Fil-
terung ist stets die Berechnung der Filterkoeffizienten mit Hilfe einer Matrixinver-
sion in Abhängigkeit der Geschwindigkeit und der Impulsverbreiterung notwendig.
Dies bedeutet im Empfänger einen hohen Rechenaufwand, der gerade im mobilen
Endgerät kritisch ist. Um dies zu vermeiden, wird ein adaptives Wienerfilter vor-
geschlagen, das auf die Berechnung der Filterkoeffizienten im Endgerät verzichtet.
Statt dessen werden vorberechnete Filtersätze verwendet, die je nach Kanalzustand
und Geschwindigkeit aus dem Speicher gelesen werden. Die Auswirkungen bei
Fehlanpassung an den Kanal werden ausführlich diskutiert. Bei der Auswahl der
Filtersätze wird neben der Bitfehlerleistung auch der Rechenaufwand mit einbezo-
gen, um diesen im mobilen Endgerät möglichst gering zu halten.
Zur Auswahl der Filtersätze ist die Kenntnis der Geschwindigkeit und der mittleren
Impulsverbreiterung notwendig. Dazu werden zwei Verfahren vorgeschlagen, die
diese Parameter zuverlässig schätzen und somit die Auswahl des bestmöglichen
Filtersatzes gewährleisten.
Die vorliegende Arbeit ist wie folgt gegliedert.
In Kapitel 2 wird das Prinzip der OFDM-Übertragung erläutert und das System-
modell eingeführt. Weiterhin werden die für die Funkübertragung typischen Ka-
naleigenschaften in dem Frequenzbereich um800 MHz beschrieben und das darauf
aufbauende Kanalmodell dargestellt.
Kapitel 3 gibt einen kurzen Überblick über das DVB-T-System, das als Grundlage
für die Verifikation der Algorithmen dient, die im Rahmen dieser Arbeit entwickelt
wurden.
Der Einfluss der Mobilität auf das Übertragungsverfahren wird in Kapitel 4 darge-
stellt. Weiterhin wird hier auch das adaptive Wienerfilter und dessen Eigenschaften
bei Fehlanpassung an den Kanal beschrieben. Die beiden Parameterschätzverfahren
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für die Geschwindigkeit und die mittlere Impulsverbreiterung schließen das Kapi-
tel ab, wobei auch auf deren Eigenschaften bezüglich der Schätzgenauigkeit und
auf die Eigenschaften der Schätzfehler eingegangen wird.
Kapitel 5 enthält zuerst einige Simulationsergebnisse, die die prinzipielle Leistungs-
fähigkeit von DVB-T bei hohen Teilnehmergeschwindigkeiten darlegen. Desweite-
ren werden die Eigenschaften der Schätzverfahren dargestellt und verifiziert, die in
Kapitel 4 theoretisch hergeleitet wurden.
4 Kapitel 1: Einleitung
2 Systembeschreibung und
Mobilfunkkanäle
Dieses Kapitel beschreibt die grundlegenden Eigenschaften eines OFDM basierten
Übertragungssystems. In Abschnitt 2.1 werden der Aufbau und die Eigenschaften
des Übertragungsverfahrens selbst dargestellt. Abschnitt 2.2 beschäftigt sich mit
den Kanalmodellen, die in dieser Arbeit als Grundlage für die entwickelten Algo-
rithmen zur Kanalschätzung dienen.
2.1 Systembeschreibung
Ein Nachteil der Einträgerübertragung (engl. single carrier transmission) ist die
Inter-Symbol-Interferenz (ISI) , die in Kanälen mit Mehrwegeausbreitung auftritt.
Dabei ist das empfangene Symbolyn nicht nur von dem aktuell gesendeten Sym-
bol xn, sondern auch von den vorherigenx −i abhängig. Die Interferenz ist um
so größer, je kleiner die SymboldauerTS und je größer die maximale Mehrwege-
verzögerungτmax ist. Eine andere, aber äquivalente Darstellungsweise ergibt sich,
wenn das Spektrum des empfangenen Signals betrachtet wird. Giltτmax  TS,
so unterliegt das Spektrum des empfangenen Signals einem flachen Fading , bei
dem die gesamte Systembandbreite mit dem gleichen Fadingkoeffizienten multipli-
ziert wird. Wird das Verhältnisτmax/TS erhöht, setzt zunehmend frequenzselek-
tives Fading ein und das Spektrum des empfangenen Signals wird stärker gestört.
Gerade für breitbandige Systeme, die eine sehr kurze Symboldauer aufweisen, ist
im Empfänger sehr großer Aufwand nötig, um die ISI zu eliminieren. Um diese
Problematik zu entschärfen, kann der Datenstrom auf verschiedene Träger aufge-
teilt werden, die im Frequenzmultiplex angeordnet sind. Dadurch kann die Sym-
boldauer auf den einzelnen Trägern vergrößert und somit die Interferenz reduziert
werden. In herkömmlichen Frequenzmultiplexsystemen müssen zwischen den ein-
zelnen Trägern Schutzbänder angeordnet werden, um Interferenzen zu vermeiden
(Bild 2.1). Dadurch sinkt allerdings die spektrale Effizienz dieser Systeme, da Teile
des Spektrums nicht mehr zur Informationsübertragung genutzt werden können.
OFDM geht im Frequenzmultiplex einen anderen Weg. Die einzelnen Träger wer-
den überlappend angeordnet, bleiben bei passender Wahl der SymboldauerT S b -
ziehungsweise des Trägerabstandes∆f aber orthogonal. Die ersten Veröffentli-
chungen zur Datenübertragungauf orthogonalen parallelen Trägern gehen auf Chang
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Schutzband
Frequenzf1 f2 f3 f4
Leistungsdichte
Nutzband
Bild 2.1 FDMA mit spektral getrennten Bändern
[7] und Salzberg [49] zurück. Weinstein und Ebert [60] schlugen 1971 die Ver-
wendung der diskreten Fourier-Transformation (DFT) als Teil der Modulation vor,
wodurch der technische Aufwand stark verringert wurde, da keine Oszillatorbän-
ke zur Trägererzeugung mehr nötig waren. Allerdings rückte OFDM erst Ende der
80er Jahre in den Blickpunkt breiter kommerzieller Anwendungen, da erst jetzt die
technologischen Voraussetzungen der digitalen Signalverarbeitung gegeben waren.
Seither hat OFDM einen rasanten Aufschwung genommen und wird sowohl im
Rundfunkbereich als auch in lokalen drahtlosen Netzwerken (engl.Wireless Lo-
cal Area Network (WLAN)) und zur leitungsgebundenen Datenübertragung erfolg-
reich eingesetzt. Digital Audio Broadcast (DAB) [19] und Digital Video Broadcast
Terrestrial (DVB-T) [15] dienen als Beispiele für den digitalen Rundfunk. Die Stan-
dards Hiperlan/2 [18] und vor allem IEEE 802.11a [26] werden sehr erfolgreich in
WLANs eingesetzt. Bei der leitungsgebundenen Datenübertragung findet OFDM
sowohl in der xDSL-Technik [22] unter der Bezeichnung Discrete Multitone Tech-
nology (DMT) als auch bei der Datenübertragung über Stromnetze (ngl.Power
Line Communications (PLC)) Anwendung [11].
Im folgenden Abschnitt werden die Grundprinzipien der OFDM Übertragungstech-
nik dargestellt. Abgeschlossen wird dieses Kapitel mit einem Überblick über die
Vor- und Nachteile dieses Systems gegenüber herkömmlichen Systemen.
2.1.1 OFDM Übertragung
OFDM ist ein Vielträgerverfahren, bei dem die Informationssymbole auf vielen
Trägern parallel übertragen werden. Im Gegensatz zu herkömmlichen Frequenz-
multiplexsystemen überlappen sich bei OFDM die einzelnen Träger. Allerdings
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Frequenzf1 f2 f3 f4
Leistungsdichte
Bild 2.2 OFDM-Träger mit überlappenden Spektren
bleiben sie bei passender Wahl des Unterträgerabstandes∆f = |fn − fn−1| ortho-
gonal, wodurch eine interferenzfreie Übertragung bei gleichzeitig hoher spektraler
Effizienz möglich wird. Bild 2.2 veranschaulicht das Leistungsdichtespektrum ei-
nes OFDM Systems mit vier Trägern.
Wenn an der Mittenfrequenz eines Trägersfn alle anderen Träger einen Nulldurch-
gang aufweisen, bleibt das System interferenzfrei. Allgemein sind alle Trägerpaare
fm undfn mit einer reellwertigen Impulsformungg(t) orthogonal, wenn gilt
∫ ∞
−∞
g2(t)e−j2πfmt · ej2πfntdt = C · δ(m−n) ∀ 0 ≤ m, n ≤ K − 1, (2.1)
wobeiK die Anzahl der Träger im OFDM System darstellt.
Eine besonders einfache Möglichkeit, ein System aufzubauen, das der Bedingung
(2.1) genügt, besteht darin, alle Träger im Basisband als ganzzahliges Vielfaches
einer Grundfrequenz∆f zu wählen, so daß
fk = k · ∆f mit 0 ≤ k ≤ K − 1 (2.2)
gilt. Wählt man nun noch ein Rechteck der LängeTS als Impulsform, dann ist
Bedingung (2.1) erfüllt, wenn die Fensterlänge und damit die SymboldauerT S den
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Dann gilt∫ TS
0
e−j2πfmt · ej2πfntdt = 0 ∀ m = n. (2.4)
Die Unterträger eines OFDM-Systems können als Dirac-Kamm im Frequenzbe-
reich dargestellt werden. Die Fensterung im Zeitbereich entspricht im Frequenzbe-
reich einer Faltung dieses Dirac-Kamms mit einersin(x)/x-Funktion.
Sender- und Empfängerstrukturen
Zur Modulation eines Datenstromes auf ein OFDM-Symbol wird der hereinkom-
mende Datenstrom aufK Datenströme verteilt, die eine entsprechend niedrigere
Datenrate aufweisen. Somit kann die Symboldauer um den FaktorK erhöht wer-
den. Die Datenströme werden auf dieK Unterträger moduliert und parallel über-
tragen. Mit der verlängerten Symboldauer ist die Empfindlichkeit des Systems ge-
genüber ISI deutlich verringert. Um auch große Werte von K realisieren zu können,
wie z.B. bei DVB-T mit 6817, wurde die Verwendung der DFT bzw. der schnelleren
FFT zur Modulation vorgeschlagen [60], um den enormen Aufwand an Oszillator-
und Filterbänken zu vermeiden.

















ej2πfT t · s(t)
}
, 0 ≤ t < TS
das Sendesignal für die Dauer eines OFDM Symbols dar.d(k) sind die modulierten
Symbole, die im Allgemeinen aus einer QAM- oder PSK-Modulation entstanden
sind.s(t) stellt das Sendesignal im komplexen Basisband dar. Komplexe Variablen
werden im Rahmen dieser Arbeit stets mit einem Unterstrich gekennzeichnet. Da
das Signal für großesK in guter Näherung eine einseitige Bandbreite vonB =
K∆f = K/TS besitzt, läßt es sich nach dem Shannon’schen Abtasttheorem [55]
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Bild 2.3 Schematischer Aufbau eines OFDM-Senders
s(l · TS/K) =
K−1∑
k=0
d(k)ej2πkl∆fTS/K , l = 0 . . .K − 1, (2.6)




d(k)ej2πkl/K , l = 0 . . .K − 1 (2.7)
Diese Darstellung ist formal bis auf einen konstanten Vorfaktor mit der Definition
der IDFT [32] identisch.
Der gesamte Modulationsvorgang ist zur Verdeutlichung in Bild 2.3 dargestellt.
Nach einer Seriell / Parallel-Wandlung wird das diskrete Sendesignal im Basisband
über die IDFT berechnet. Anschließend erfolgt eine Parallel / Seriell-Wandlung,
das digitale Signal wird in ein analoges gewandelt und daraufhin in die RF-Lage
gemischt. In der praktischen Realisierung wird für die Berechnung der IDFT die
wesentlich schnellere IFFT verwendet. Wenn die Anzahl der TrägerK nicht mit
der FFT-LängeN , die einer Potenz von 2 entspricht, übereinstimmt, müssen an
den entsprechenden TrägernN −K Nullen eingefügt werden (engl.zero padding).
Die Demodulation eines OFDM-Symbols läßt sich, analog zum Sender, über eine
DFT bzw. FFT realisieren und wird in Bild 2.4 dargestellt. Nach dem Mischen ins
Basisband und anschließender Analog /Digital-Wandlung wird das Empfangssignal
mit der DFT in den Frequenzbereich transformiert, in dem die Entzerrung durch-
geführt wird. Dabei wird aus dem empfangenen Pilotträgern für jeden Unterträger
der entsprechende komplexe Wert der Kanalübertragungsfunktion geschätzt. An-
schließend wird jeder einzelne empfangene Unterträger durch Multiplikation mit
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Bild 2.4 Schematischer Aufbau eines OFDM-Empfängers
dem inversen Schätzwert entzerrt. Die Ergebnisse stellen die geschätzten Symbole
d̂k dar und werden abschließend in einen seriellen Datenstrom gewandelt.
Spektrale Effizienz und Spektren von OFDM-Systemen
Die spektrale Effizienzη eines OFDM-Systems läßt sich mit der Mächtigkeit des
ModulationsalphabetsKM durch
η =
K · log2 KM
TS · B
(2.8)
angeben. Die Bandbreite des Systems ist durch
B = fK−1 − f0 + 2 · β (2.9)
gegeben, wobeifk die Mittenfrequenz des k-ten Trägers darstellt undβ die einsei-
tige Bandbreite eines Unterträgers ist, die als Abstand vom Maximum zum ersten
Nulldurchgang betrachtet wird [8].
Damit ergibt sichB = K ·∆f = K/TS und als spektrale Effizienzη = log2 KM .
Allerdings ist die Abschätzung der Bandbreite in der Praxis etwas zu optimistisch,
da das Spektrum eher etwas breiter angesetzt werden sollte, um Anforderungen
bezüglich der Nachbarkanalstörungen zu erfüllen. Daher wirdβ um einen Faktor
γ erweitert, der der Außerbandstrahlung Rechnung trägt. Somit ergibt sichβ =





















Bild 2.5 Leistungsdichtespektren zweier OFDM-Signale mit 16 bzw. 256 Trägern
Man erkennt, daß die spektrale Effizienz für große Werte vonK sehr nahe an die
Grenze vonη = log2 KM heranreicht. Allerdings wird in dieser Rechnung nicht
der Einfluß der Kanalkodierung oder von Pilotsymbolen berücksichtigt.
In Bild 2.5 sind die Spektren zweier OFDM Signale mit 16 bzw. 256 Trägern darge-
stellt, die durch Mittelung über 1000 Symbole berechnet wurden. Hier wird die Au-
ßerbandstrahlung verdeutlicht, die für eine höhere Trägeranzahl deutlich abnimmt.
Allerdings ergeben sich aus der höheren Trägeranzahl auch einige Nachteile, wie
z.B. die Erhöhung des Rechenaufwandes für die FFT, die Anforderungen an die
Synchronisation steigen erheblich und die Eigenschaften für den mobilen Empfang
verschlechtern sich, worauf in Abschnitt 4.1 näher eingegangen wird. Eine Ver-
besserung des Spektrums bezüglich der Außerbandstrahlung kann weiterhin durch
eine zusätzliche Fensterung im Zeitbereich erreicht werden. Darauf soll im Rah-
men dieser Arbeit aber nicht näher eingegangen werden. Hierzu sei auf [16, 57]
verwiesen.




Bild 2.6 Das Schutzintervall
Das Schutzintervall
Eine direkte Folge der Mehrwegeausbreitung im Mobilfunk und im terrestrischen
Rundfunk sind Inter-Symbol-Interferenzen(ISI). Hierbei überlagern sich durch den
Mobilfunkkanal verzögerte Signalanteile den darauffolgenden Symbolen und stö-
ren die Detektion dieser Symbole. Breitbandige Einträgersysteme haben in der Re-
gel sehr kurze Symboldauern, die je nach Ausbreitungsszenario deutlich kürzer sein
können als die maximale Verzögerungτmax auf dem Kanal. Somit kann sich die
ISI über mehrere Symbole erstrecken und den Aufwand für die Kanalentzerrung
stark ansteigen lassen.
Durch die lange Symboldauer in OFDM-Systemen eröffnet sich eine besonders ele-
gante Möglichkeit, Inter-Symbol-Interferenzen zu vermeiden. Erreicht wird diese
Resistenz durch Voranstellen eines zyklischen Schutzintervalls (engl. guard inter-
val odercyclic extension) der LängeTG. Dieses entspricht einer Kopie der letzten
TG Sekunden des eigentlichen OFDM-Symbols. Die Idee hinter diesem Verfah-
ren besteht nun darin, das Schutzintervall so groß zu dimensionieren, dass die Im-
pulsantwort des Kanals nur den Signalanteil während der SchutzzeitTG störend
beeinflußt und nicht das Sendesignal während der eigentlichen SymboldauerT S.
Die ISI kann im Empfänger entfernt werden, indem das Schutzintervall verworfen
wird und der ungestörte Signalanteil für die anschließende FFT verwendet wird.
Die Gesamtdauer eines OFDM-SymbolsTO ergibt sich nun zu
TO = TS + TG. (2.11)
Bild 2.6 illustriert die Verwendung des Schutzintervalls.
Der Vorteil der zyklischen Erweiterung besteht darin, dass die verzögerten Signal-
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anteile im Empfänger als zusätzliche phasenverschobene Anteile eines periodi-
schen Signals interpretiert werden können und somit die Orthogonalität der Un-
terträger erhalten bleibt. Wäre als Schutzintervall einfach eine Nullperiode ein-
gefügt worden, würden die verzögerten Signalanteile innerhalb des FFT-Fensters
nicht mehr die volle LängeTS aufweisen und somit Interferenzen zwischen den
Unterträgern (engl.Inter Carrier Interference (ICI)) durch die daraus resultierende
größere Unterträgerbandbreite verursachen. Da die FFT ursprünglich für periodi-
sche Signale definiert ist [28], werden auch die Anforderungen an die Lage des
FFT-Blocks bei Verwendung des Schutzintervalles reduziert. Eine Verschiebung
des Blocks wirkt sich lediglich in Form einer konstanten Phasendrehung aller Trä-
ger aus, die im Rahmen der Kanalschätzung automatisch korrigiert wird. Weiterhin
wird die Außerbandstrahlung durch das zyklische Schutzintervall reduziert, da die
Bandbreite der Unterträger durch den längeren zeitlichen Block reduziert wird.
Die Länge des Schutzintervalls kann dem Ausbreitungsszenario angepasst werden,
so dass so wenig Kapazität wie möglich durch das Schutzintervall verloren geht.
In der Regel liegt die Länge des Schutzintervalles zwischen 5% und 25% der Sym-
boldauerTS .
Die spektrale Effizienz sinkt durch den Einsatz des Schutzintervalls. In Formel (2.8)
muss nun die Schutzzeit berücksichtigt werden. Es folgt
η =
K · log2 KM
(TS + TG) · B
. (2.12)
Wenn die Länge des Schutzintervalles allerdings zu kurz gewählt wird, tritt in dem
System wieder ISI auf.
In der Literatur sind auch Vorschläge für OFDM Systeme zu finden, die ohne
Schutzintervall auskommen oder ein Schutzintervall verwenden, das kürzer als die
maximale Verzögerung der Kanalimpulsantwort ist. In diesen Fällen steigt zwar die
spektrale Effizienz gegenüber einem System mit Schutzintervall, es muss aber auf
einen Entzerrer zurückgegriffen werden, der die Inter-Symbol-Interferenzen eli-
miniert. Hierbei können die Entzerrer sowohl im Zeitbereich [1, 54] als auch im
Frequenzbereich [56, 58] implementiert werden.
2.1.2 Vor- und Nachteile von OFDM Systemen
In diesem Abschnitt sollen zusammenfassend die Vorteile und Nachteile der OFDM-
Technik im Mobil- und Rundfunk dargestellt werden. Als Vorteile sind die folgen-
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den Aspekte zu nennen:
• Hohe spektrale Effizienz durch annähernd konstante spektrale Leistungs-
dichte und steil abfallende Flanken für eine große Anzahl von Unterträgern
K.
• Bei ausreichender Dimensionierung tritt durch die Einführung eines Schutz-
intervalls keine ISI auf, was einfache Kanalentzerrer ermöglicht.
• Gleichwellennetzwerke (engl. Single Frequency Networks (SFN)) werden
durch den Einsatz von OFDM ermöglicht, was vor allem im terrestrischen
Rundfunk von großem Vorteil ist und Frequenzressourcen einspart.
• Bei geeigneter Auslegung kann OFDM eine große Robustheit gegenüber
Dopplerverschiebungen besitzen.
Allerdings weist OFDM auch einige Nachteile auf, die hier erwähnt werden sollen.
• Genaue Frequenz- und Zeit-Synchronisation sind für einen zuverlässigen Be-
trieb unerlässlich.
• Durch die Überlagerung vieler paralleler Träger besitzt das OFDM-Signal
ein großes Verhältnis von Spitzenleistung zur mittleren Leistung (engl.Peak
to averagepower ratio(PAPR)) , was vor allem hohe Anforderungen an die
Leistungsverstärker stellt.
Allerdings überwiegen die Vorteile, was der vielfältige Einsatz der OFDM-Technik
in drahtlosen und drahtgebundenen Systemen, die in Abschnitt 2.1 erwähnt wurden,
belegt. Der späte Erfolg von OFDM beruht auf der Tatsache, dass erst in den letzten
Jahren die Technologie weiter fortschritt und somit den preisgünstigen Einsatz z.B.
von FFT-Bausteinen mit großen FFT-Längen ermöglichte.
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2.2 Mobilfunkkanäle
Im Mobilfunk benutzt man elektromagnetische Wellen, um Informationen oder
Nachrichten an einen Empfänger zu übermitteln. Die Übertragungseigenschaften
sind im Wesentlichen durch die Trägerfrequenz und die Umgebung, in der die Kom-
munikation stattfindet, bestimmt. Man kann im terrestrischen Mobilfunk, der hier
ausschließlich betrachtet wird, prinzipiell drei verschiedene Zelltypen definieren,
die in Bild 2.7 veranschaulicht werden [20]:
• Pikozellen haben in der Regel einen Radius von bis zu100 m und treten
üblicherweise in Häusern und Gebäuden auf. Eine direkte Sichtverbindung
(LOS, engl.Line of sight) und damit auch eine direkte elektromagnetische
Komponente besteht in den meisten Fällen, da sich Sender und Empfänger
oftmals im selben Raum befinden. Die Teilnehmergeschwindigkeit beträgt
normalerweise wenige Kilometer pro Stunde.
• Mikrozellen sind vor allem in städtischen Gebieten zu finden. Auch hier
wird oft noch eine direkte Sichtverbindung vorgefunden. Die Zellradien kön-
nen bis zu einem Kilometer betragen, wenn sich die Antennen der Basissta-
tionen oberhalb der umgebenden Dächer befinden. In diesem Szenario treten
in der Regel Geschwindigkeiten von Fußgängern und des Stadtverkehrs, also
bis etwa 50 km/h, auf.
• Makrozellen haben Zellradien, die einige zehn Kilometer betragen können.
Diese Zellen findet man vor allem in Vororten und ländlichen Gebieten. Eine
direkte Sichtverbindung tritt seltener auf, da natürliche und künstliche Hin-
dernisse die direkte Sicht versperren. In diesen Zellen werden die höchsten
Geschwindigkeiten erreicht. Im Rahmen dieser Arbeit werden Geschwindig-
keiten von bis zu 360 km/h betrachtet, die zum Beispiel im Zugverkehr auf-
treten.
Da in der vorliegenden Arbeit der Schwerpunkt auf die mobile Teilnehmeranbin-
dung bis hin zu höchsten Geschwindigkeiten gelegt wird, werden hier nur die typi-
schen Kanalszenarien von Makrozellen verwendet.
Die Wellenausbreitung zwischen Basis- und Mobilstation unterliegt drei nahezu
unabhängigen Einflüssen:
• Abschattung wird vor allem durch die Dämpfung von elektromagnetischen
Wellen durch Gebäude, Berge, Hügel u.ä. verursacht. Die Abschattung er-











zeugt mehr oder weniger starke Signaldämpfungen und fällt in die Kate-
gorie des langsamen Schwunds (engl. Fading) und kann durch eine log-
Normalverteilung beschrieben werden [42].
• Pfadverlustewerden durch den Abstand des Mobilteilnehmers zu der Basis-
station verursacht und wachsen mit dem Quadrat der Entfernung. Bei Um-
gebungen, in denen keine Sichtverbindungen auftreten, kann die Dämpfung
auch mit höheren Potenzen von drei bis fünf ansteigen [45]. Diese Dämpfung
fällt ebenso in die Kategorie des langsamen Schwunds.
• Mehrwegeausbreitung tritt auf Grund von Reflexionen, Streuungen und
Beugungen der elektromagnetischen Wellen an Objekten und natürlichen
Hindernissen auf. Daher treffen am Empfänger eine Vielzahl von Wellen ein,
die sich in der Ankunftszeit, der Dämpfung, der Phase und der Polarisation
unterscheiden. Diese überlagern sich am Empfänger je nach Phasenlage zu-
einander konstruktiv oder destruktiv. Die Interferenzsituationen liegen räum-
lich sehr dicht beieinander. Sie wechseln sehr schnell, wenn man sich durch
das Wellenfeld bewegt. Daher spricht man hier auch vom einem schnellen
Schwund (engl.fast fading) in einem zeitvarianten Kanal. Bild 2.8 verdeut-
licht die Entstehung von Mehrwegeausbreitung.
Die beiden Effekte Abschattung und Pfadverlust können durch eine Leistungskon-








unbedeutend. Daher wird im Folgenden nur die Mehrwegeausbreitung in den Ka-
nalmodellen berücksichtigt.
In dieser Arbeit wird ein lineares statistisches Kanalmodell verwendet, das auf Ar-
beiten von Bello [3] zurückgeht. Eine deterministische Kanalbeschreibung ist in der
Praxis nicht durchführbar, da dies die genaue Kenntnis aller im Funkfeld auftreten-
den Inhomogenitäten nach Geometrie und Materialeigenschaften als Zeitfunktio-
nen erfordern würde [30]. Des weiteren wird in dieser Arbeit mit den äquivalenten
Tiefpass-Signalen und Kanälen gearbeitet, wobei dies aber keine Einschränkung
der Allgemeinheit darstellt [44]. Da die Signale in der Tiefpassdarstellung im All-
gemeinen komplexwertig sind, werden die komplexen Variablen wieder, wie im
vorigen Abschnitt bereits eingeführt, durch einen Unterstrich gekennzeichnet.
Der Mobilfunkkanal kann allgemein durch eine zeitvariante Kanalimpulsantwort
h(τ, t) dargestellt werden, deren FouriertransformierteH(f, t) = F{h(τ, t)} die
zeitvariante Kanalübertragungsfunktion ist. Im Folgenden werden immer zumin-
dest schwach stationäre Prozesse angenommen, bei denen der Mittelwert konstant
und die Autokorrelationsfunktion nur eine Funktion vonτ , der Zeitdifferenz der
betrachteten Zufallsvariablen, ist und nicht von der Zeit abhängt. Die Kanalimpuls-
antwort stellt die Antwort zum Zeitpunktt auf einen Impuls zur Zeit − τ dar.
Das durch den Kanal übertragene Signal kann am Empfänger als Summe von vie-
len Wellen dargestellt werden, die zu verschiedenen Zeiten eintreffen und durch
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Bild 2.9 Tapped Delay Line Kanalmodell
Reflexion, Beugung und Streuung unterschiedliche Amplituden, Phasen, Polarisa-
tionen und Dopplerfrequenzen aufweisen. Gleichung (2.13) stellt die zugehörige




h̃n(t)δ(τ − τn) (2.13)
wobei der Koeffizient̃hn(t) die oben genannten Eigenschaften für Pfadn repräsen-
tiert. Auf die Eigenschaften der̃hn(t) wird in den nächsten Abschnitten genauer
eingegangen. Zunächst wird jedoch das FIR-Filter (engl.Finite Impulse Response)
Kanalmodell, das auch als Tapped Delay Line Kanalmodell bekannt ist, eingeführt,
mit dem Gleichung (2.13) für Simulationen in Rechnersystemen einfach umgesetzt
werden kann.
2.2.1 FIR-Filter Kanalmodell
Bild 2.9 stellt das FIR-Filter Kanalmodell dar, das sich unmittelbar aus Gleichung
(2.13) ableiten läßt. Da die Kenntnis des absoluten Eintreffzeitpunkts der Pfade
nicht nötig ist, könnenτ1 = 0 gesetzt und die Verzögerungen der anderen Pfade
relativ auf den Eintreffzeitpunkt des ersten Pfades bezogen werden.
Für die Implementierung des Kanalmodells auf Rechnersystemen ist eine verein-
fachte Darstellung des Tapped Delay Line Modells weit verbreitet [44], die im Fol-
genden kurz dargestellt wird.
Im komplexen Basisband kann das Empfangssignalr(t), das auf den Frequenzbe-







s(t − n/B) · h(n/B, t) =
∞∑
n=−∞
s(t − n/B) · hn(t) (2.14)
dargestellt werden, wobei die Kohärenzzeit des KanalsTc deutlich größer als das
AbtastintervallTA sein soll (TA  Tc) [44]. Die Impulsantworth(τ, t) wird zu
äquidistantenZeitpunktenτ = n · TA = nB abgetastet. Ein System mit der Band-
breiteB kann Impulse, die zu den Zeitpunktenτ und τ + ∆τ ankommen, nicht
auflösen, wenn∆τ  1/B gilt [39]. Daher werden alle Pfade, die “nahezu”
gleichzeitig eintreffen, in einem Koeffizientenhn (t) des Kanalmodells zusammen-
gefasst. Die Beträge der Koeffizienten weisen je nach Ausbreitungsszenario eine
Rayleigh- oder Rice-Verteilung auf. Die VariableNP repräsentiert nun die Anzahl
der Rayleigh- oder Rice-verteilten Pfade, die in dem FIR-Kanalmodell auftreten.
In den nächsten Abschnitten werden die Eigenschaften der Kanalkoeffizienten im
Detail erläutert und Bedingungen an sie gestellt, die es erlauben, die realen Kanä-
le mit ausreichender Genauigkeit wiederzugeben, die Komplexität aber möglichst
gering zu halten, um die Simulationsdauer und Komplexität auf Rechnersystemen
nicht unnötig groß werden zu lassen.
2.2.2 Rayleigh- und Rice-Verteilung
Das FIR-Filter Kanalmodell kann als frequenzselektiver Kanal aufgefasst werden,
der aus der Kaskadierung vonNP nicht-frequenzselektiven Kanälen hervorgeht.
Ein nicht-frequenzselektiver Kanal kann durch Gleichung (2.15) ausgedrückt wer-
den,
r(t) = hn(t) · s(t) + n(t) (2.15)
wobei das gesamte Spektrum mit dem selben Koeffizientenhn (t) gedämpft wird.
Die zeitliche Veränderung der Dämpfung wird als Schwund bezeichnet. Der Term
n(t) steht für additives weisses gaußsches Rauschen (engl.Additive White Gaussi-
an Noise (AWGN)), das unter anderem Störungen auf dem Kanal und thermisches
Rauschen von Sende- und Empfangskomponenten repräsentiert.
Es gibt einige Möglichkeiten, die Dichtefunktion der Koeffizienten zu beschrei-
ben. Eine weit verbreitete und experimentell auch bestätigte Dichtefunktion kann
aus der Annahme in Abschnitt 2.2.1 hergeleitet werden, dass sich der Koeffizi-
ent aus der Summe von hinreichend vielen, nahezu gleichzeitig eintreffenden und
unabhängig voneinander gestreuten Einzelpfaden zusammensetzt. Somit genügen
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die Koeffizientenhn(t) nach dem zentralen Grenzwertsatz [29] einer komplexen
Gauß-Verteilung. Wenn kein Pfad dominant ist, folgt die Dichtefunktion des Betra-










, 0 ≤ x < ∞, (2.16)
wobeiσ2hn die Leistung des zugrunde liegenden Gauß-Prozesses ist. Die Phase des
Kanalkoeffizienten wird unabhängig von der Amplitude beeinflusst und ist in dem
Intervall [0, 2π) gleichverteilt. Der Mittelwertµhn des komplexen Gauß-Prozesses
ist µhn = 0.
Falls ein direkter oder dominanter Pfad zwischen Basisstation und Mobilstation
zusätzlich zu den gestreuten Komponenten auftritt, kann die Zufallsvariablehn (t)
nicht mehr als mittelwertfrei angesehen werden. Die Amplitude vonhn (t) gehorcht















, 0 ≤ x < ∞,
(2.17)
wobei J0(x) die modifizierte Besselfunktion der ersten Art, nullter Ordnung [5]
darstellt. Der ParameterALOS bezeichnet die Amplitude der direkten Komponente
(LOS). Daraus lässt sich der Rice-ParameterKr als Leistungsverhältnis der direk-









Die Verteilung der Phase bei einem Rice-Prozess hängt von der Größe des Parame-
tersKr ab [31]. Mit größer werdendem Rice-FaktorK r ändert sich die Phase nur
noch in zunehmend engeren Grenzen.
2.2.3 Einfluss der Dopplerverschiebung
Zur Modellierung von Funkkanälen müssen im Mobilfunk gerade für sich bewe-














Bild 2.10 Zum Doppler
Diese Frequenzverschiebungen werden in den Kanalkoeffizienten, die in Abschnitt
2.2.2 hergeleitet wurden, zusätzlich berücksichtigt.
In diesem Abschnitt wird zunächst das erweiterte Modell für die Kanalkoeffizienten
hergeleitet. Anschließend werden die spektralen Eigenschaften genauer betrachtet,
da diese maßgeblich die Leistungsfähigkeit von Mobilfunksystemen gerade bei hö-
heren Geschwindigkeiten der Teilnehmer beeinflussen.
Das Dopplerleistungsdichtespektrum
Zunächst wird von einem bewegten Empfänger ausgegangen, der nur eine direk-
te Komponente empfängt (Bild 2.10). Da sich der Teilnehmer relativ zum Sender
bewegt, hängt die Phase des Empfangssignals von der Bewegung ab.α bezeich-
net den Winkel zwischen der Fahrtrichtung und der Einfallsrichtung der elektro-
magnetischen Welle. Dann entspricht die FrequenzverschiebungfD auf Grund des




· cos α (2.19)
Die maximalen Dopplerverschiebungen±fDmax = ± v·fTc0 ergeben sich fürα = 0
(Empfänger bewegt sich direkt auf den Sender zu) undα = π (Empfänger bewegt
sich vom Sender fort).
Wie bereits in Abschnitt 2.2.2 verdeutlicht, setzt sich ein Empfangssignal aus ei-
ner Vielzahl von Komponenten zusammen, die aus unterschiedlichen Richtungen
einfallen und somit verschiedene Dopplerfrequenzen aufweisen. Daraus läßt sich
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ein Leistungsdichtespektrum, das sogenannte Dopplerleistungsdichtespektrum, be-
rechnen, das je nach Leistung und Verteilung der Einfallswinkel unterschiedliches
Aussehen aufweisen kann. Weiterhin bestimmt die Charakteristik der Empfangs-
antenne maßgeblich die Form des Spektrums. In dieser Arbeit wird nur das am
meisten verbreitete Modell nach [9] genauer betrachtet.
Zur Modellierung der Dopplereinflüsse werden vereinfachende Annahmen getrof-
fen [42]:
• Die Einfallswinkel der elekromagnetischen Wellen sind in [0, 2π) gleichver-
teilt
• Die Wellenausbreitung erfolgt in der horizontalen Ebene
• Zum Empfang werden omni-direktionale Antennen verwendet, die die Wel-
len gleichmäßig aus allen Richtungen aufnehmen
Unter Beachtung obiger Annahmen ergibt sich für das Dopplerleistungsdichtespek-









für |fD| ≤ fDmax
0 sonst
(2.20)
wobeiσ2hn die gesamte Leistung des Pfadprozesses darstellt. Diese spektrale Leis-
tungsdichte wird auch als Jakes-Spektrum bezeichnet.
Bild 2.11 stellt das Leistungsdichtespektrum des Empfangssignals bei nicht fre-
quenzselektivem Rayleigh-Fading im Basisband dar. Ein zeitlich unbegrenzter und
unmodulierter Träger, der im Frequenzbereich als Dirac-Impuls darstellbar ist, er-
fährt eine Impulsverbreiterung in Form dieses Jakes-Spektrums.
Die Erzeugung des Pfadkoeffizienten kann wie in Bild 2.12 gezeigt erfolgen. Zwei







für |f | ≤ fDmax
0 sonst
(2.21)
werden über weisse Rauschprozesse gespeist und deren Ausgänge als Real- und
Imaginärteil des komplexen Pfadkoeffizienten aufgefasst. Die KonstanteC wird so
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Bild 2.11 Leistungsdichtespektrum des Empfangssignals bei nicht frequenzselektivem
Rayleigh-Kanal, relative Frequenzachse
gewählt, dass am Ausgang die gewünschte Leistung auftritt. Im Falle eines Rice-
Kanals wird zusätzlich die direkte dopplerbehaftete Komponentef D,LOS entspre-
chend des Rice-Faktors hinzuaddiert. Anschließend wird dieses Signal mit dem
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Bild 2.12 Modell für einen nicht frequenzselektiven Pfad
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Die Realisierung der Tiefpässe kann durch den Einsatz eines normierten IIR-Filters
mit anschließender Interpolation erfolgen [4]. Der IIR-Filter erzeugt das Jakes-
Spektrum, das auffDmax = 1 Hz normiert ist. Ein Filter der Ordnung 8 mit den
zugehörigen Koeffizienten ist in [23] angegeben. Der anschließende Interpolator
ermöglicht die Simulation der verschiedenen Geschwindigkeiten. Je größer die In-
terpolationsrate gewählt wird, desto niedriger wird die Geschwindigkeit des Mo-
bilteilnehmers sein.
Auswirkungen auf das Sendesignal
Im Folgenden werden die spektralen Eigenschaften des Kanals und seine Auswir-
kungen auf das Sendesignal genauer dargestellt. In Gleichung (2.15) wurde das
Signalmodell für einen nicht frequenzselektiven Kanal bereits eingeführt. Das Leis-
tungsdichtespektrumΦrr(f) des Empfangssignalsr(t) kann als Fouriertransfor-







φhnhn(∆t) · φss(∆t) + φnn(∆t)
}
(2.22)
Die Herleitung der Korrelationsfunktionφrr(∆t) ist in Anhang B angegeben. Die
Produktdarstellung vonφhnhn(∆t) undφss(∆t) wird durch die statistische Unab-
hängigkeit von Sende- und Kanalprozeß ermöglicht.
Damit ergibt sich das Leistungsdichtespektrum des Empfangssignals zu
Φrr(f) = Φhnhn(f) ∗ Φss(f) + Φnn(f) (2.23)
wobei das Symbol “∗” die Faltungsoperation symbolisiert.
Die Konsequenz für das Spektrum eines diskreten Datensignals, das über einen
Doppler behafteten Kanal gesendet wird, ist im Folgenden dargestellt.
Das Sendesignals(t) wird aus dem diskreten Informationssignald(k), dasKM
verschiedene Werte aus dem verwendeten Modulationsalphabet annehmen kann,




d(k) · g(t − kTS), d(k) ∈
{




wobei TS die Symboldauer eines Informationssymbols darstellt. Das Leistungs-
dichtespektrumΦss(f) des Sendesignals kann, wie in Gleichung (2.25) verdeut-
licht wird, als Produkt des Leistungsdichtespektrums des Eingangsprozesses und





· Φdd(f) · |G(f)|2 (2.25)
Wenn als Impulsformungsfilter im Zeitbereich ein Rechteckimpuls der LängeT D
verwendet wird, folgt bei einem weissen Eingangsprozessd(k) als Leistungsdich-
tespektrum des Sendesignals




Die mittlere Leistung des Informationsdatenprozesses wird mitσ 2D bezeichnet.
Zur Berechnung des Leistungsdichtespektrums des Empfangssignals wird aber nicht
die Faltung nach Gleichung (2.23) ausgeführt, sondern es wird zur Vereinfachung
die Fouriertransformierte aus der Korrelationsfunktion nach (2.22) berechnet. Da-
her wird die Autokorrelationsfunktionφss(τ) benötigt, die durch die inverse Fou-
riertransformation von (2.26) bestimmt ist,








1 − |∆t|TD für |∆t| ≤ TD
0 sonst,
und nach Gleichung (2.27) einen dreiecksförmigen Verlauf aufweist [47].
Das Leistungsdichtespektrum des Kanalprozesses kann in ähnlicher Weise wie das











für |f | ≤ fDmax
0 sonst,
(2.28)
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Bild 2.13 Autokorrelationsfunktionen der verschiedenen Prozesse
Die inverse Fouriertransformierte und damit die Korrelationsfunktion des zeitva-
rianten Kanalkoeffizienten kann nach Gleichung (2.29) durch die Besselfunktion
erster Art und nullter Ordnung dargestellt werden [47].
φhnhn(∆t) = F
−1 {Φhnhn(f)} = σ2hn · J0(2πfDmax∆t) (2.29)
Die komplexe Kanalimpulsantworthn (t) = h
R
n (t) + jhIn(t) setzt sich aus der
Summe von zwei unabhängigen, aber identisch verteilten Prozessenh Rn u dh
I
n mit
der mittleren Leistungσ2hn zusammen. Da
φhnhn(∆t) = E{h
R
n (t) · hRn (t − ∆t)} + E{hIn(t) · hIn(t − ∆t)} (2.30)





= σ2hn · J0(2πfDmax∆t)
Nun kann mit (2.22) das Leistungsdichtespektrum des Empfangssignals durch ein-
fache Multiplikation und anschließende Fouriertransformation berechnet werden.
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Bild 2.14 Leistungsdichtespektren von Sende- und Empfangssignal
In diesem Zusammenhang stellt Bild 2.13 die Korrelationsfunktionenφ ss(∆t),
φhnhn(∆t) sowieφrr(∆t) ohne zusätzliches additives weisses Rauschen auf dem
Kanal dar.
Die ursprüngliche Korrelationsfunktionφss(∆t) wird mit der Bessel-Funktion aus
(2.29) in Abhängigkeit der Dopplerfrequenz gewichtet und verzerrt. In Bild 2.13
wurde eine maximale Dopplerfrequenz vonfDmax = 2000 Hz angenommen, die
zur Verdeutlichung ihres Einflusses sehr groß gewählt wurde. Die Symboldauer
TD des Informationssignals beträgt in Anlehnung an den DVB-T-StandardT D =
224 µs.
Das Leistungsdichtespektrum des empfangenen Signals kann nun mit der Fourier-
transformation ausφrr(∆t) berechnet werden. Da kein geschlossener Ausdruck
für Φrr(f) in Abhängigkeit der Dopplerfrequenz angegeben werden kann, ist in
Bild 2.14 das Fourierintegral fürfDmax = 2000 Hz numerisch mit Hilfe von MAT-
LAB gelöst worden. Um die Auswirkungen des Kanals deutlich zu machen, ist
Φss(f) ebenfalls in Bild 2.14 dargestellt.
Das resultierende Spektrum ist etwas flacher, hat sich aber verbreitert. Diese Ver-
breiterung ist nun speziell für OFDM basierte Systeme der Grund, das die Ortho-
gonalität zwischen den Unterträgern gestört wird und somit Interferenz zwischen
diesen auftritt (ICI,engl.Inter Carrier Interference). Eine quantitative Betrachtung
für OFDM-Systeme folgt in Abschnitt 4.1
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2.2.4 Die WSSUS-Annahmen
Zur Vereinfachung der Modellierung von Kanaleigenschaften werden weitere For-
derungen an die Pfadkoeffizientenhn (t) gestellt, die zuerst von Bello [3] vorge-
schlagen wurden und als WSSUS-Annahmen (engl.Wide Sense Stationary Uncor-
related Scattering) bezeichnet werden.
Die EigenschaftWide Sense Stationary(WSS) bezieht sich auf die Stationarität des
Kanals, die zumindest schwach sein soll. Dann ist der Mittelwert des Prozesses
konstant und die Autokorrelationsfunktion (AKF) hängt nur von der Zeitdifferenz
ab. Da stets die Ergodizität vorausgesetzt wird und ergodische Prozesse immer sta-
tionär sind, ist diese Forderung implizit erfüllt [29].
Die zweite EigenschaftUncorrelated Scattering(US) beschreibt die Abhängigkeit
der Pfadkoeffizienten untereinander. Streukomponenten,die über verschiedene We-
ge und zu unterschiedlichen Zeitpunkten am Empfänger ankommen, sollen stets
unkorreliert sein. Somit lassen sich die Pfadkoeffizienten unabhängig voneinander
erzeugen. Unter bestimmten Umständen (z.B. bei starker Bebauung) spiegelt diese
Annahme aber nur bedingt die Realität wider.
2.2.5 Verzögerungs-Leistungsspektrum und
Impulsverbreiterung
Bisher wurde zur Charakterisierung des Kanals nur auf die Pfadkoeffizienten sel-
ber und deren Unabhängigkeit untereinander (uncorrelated scattering) eingegan-
gen. Zur weiteren Beschreibung wird das Verzögerungs-Leistungsspektrumφ V LS
(VLS) verwendet, das die Leistungsverteilung als kontinuierliche Funktion der Aus-
breitungsverzögerungτ der Kanalimpulsantworth(τ, t) beschreibt. Im Englischen
wird es als Power Delay Spectrum (PDS) bezeichnet. Es kann aus der allgemeinen
Autokorrelationsfunktion
φhh(τ1, τ2, ∆t) = E {h(τ1, t) · h∗(τ2, t − ∆t)} (2.32)
hergeleitet werden, wobei(.)∗ die komplexe Konjugation darstellt. Unter der An-
nahme der uncorrelated scattering (US) Eigenschaft aus Abschnitt 2.2.4 sind die
Pfade mit unterschiedlichen Laufzeiten unkorreliert. Daher kannφ V LS(τ) mit Glei-
chung (2.32) und derδ-Distribution durch
φV LS(τ1) = E {h(τ1, t) · h∗(τ2, t − ∆t)} · δ(τ1 − τ2) (2.33)
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dargestellt werden. Durch die Annahme der Stationarität ist der Erwartungswert
unabhängig vom absoluten Messzeitpunktt. φV LS(τ) stellt für∆t = 0 sozusagen
die mittlere Leistung der Kanalimpulsantwort als Funktion der Verzögerungτ dar.
Mit Hilfe des Verzögerungs-Leistungsspektrums können nun verschiedene Aus-
breitungsszenarien definiert werden, auf die in Abschnitt 2.2.6 genauer eingegan-
gen wird.
Das Verzögerungs-Leistungsspektrum bildet auch die Grundlage für die Definition
der mittleren Impulsverbreiterung (engl.delay spread) . Zunächst wird die mittlere
relative Ausbreitungsverzögerung durch Gleichung (2.34) definiert. Sie ergibt sich






τ · φV LS(τ)dτ, (2.34)





des Kanals normiert wird.τmax ist die maximale relative Ausbreitungsverzöge-
rung, die auf dem Kanal auftritt.








τ2φV LS(τ)dτ − τ2, (2.36)
wobei stets∆τ ≥ 0 gilt.
Mit Hilfe dieser Kenngröße lässt sich für einen gegebenen Kanal beurteilen, ob er
frequenzselektives oder nicht-frequenzselektives Verhalten bei gegebener Übertra-
gungsbandbreiteB aufweist. Wird der Kehrwert von∆τ zur Kohärenzbandbreite
Bc definiert,





sind Kanäle mitB  Bc als nicht-frequenzselektiv anzusehen, wogegen Kanäle
mit B 
 Bc Frequenzselektivität aufweisen.
Als Beispiele für VLS dienen zum Einen das bis zu einer gewissen Verzögerung
konstante, zum Anderen das exponentiell abfallende Spektrum.
Für das konstant verlaufende Spektrum gilt mitτmax als maximale Verzögerungs-






1 für 0 ≤ τ ≤ τmax
0 sonst, (2.38)








τ0 für τ ≥ 0
0 sonst,
(2.39)
Der Parameterτ0 definiert die Abklingkonstante des VLS.
2.2.6 Ausbreitungsszenarien von COST 207
Das Verzögerungs-Leistungsspektrum eignet sich zur Charakterisierung von Kanä-
len für verschiedene Übertragungssituationen. So wurden von der europäischen
Projektgruppe COST 207 speziell im Hinblick auf terrestrische mobile Funkkom-
munikation um 900 MHz bestimmte Kanäle definiert, die verschiedenen Ausbrei-
tungsszenarien gerecht werden sollen. Hierbei sind unter anderem die Kanäle für
hügelige Landschaften (engl.hilly terrain) , städtische Umgebungen (engl.typical
urban) oder ländliche Gegenden (engl. rural) zu nennen, deren VLS in Bild 2.15
dargestellt sind [10]. Aus diesen kontinuierlich verteilten VLS können nun Kanal-
parameter für das diskrete frequenzselektive Kanalmodell abgeleitet werden. Eine
Zusammenstellung der in dieser Arbeit verwendeten Kanalparameter der diskreten




























Bild 2.15 Verzögerungs-Leistungsspektren nach COST 207
2.2.7 Korrelationsfunktion der Kanalübertragungsfunktion
In OFDM basierten Systemen wird die Signalverarbeitung und speziell die Kanal-
schätzung und Kanalentzerrung im Allgemeinen im Frequenzbereich durchgeführt.
Daher ist die Kenntnis der KorrelationsfunktionφHH(∆f, ∆t) der zeitvarianten
ÜbertragungsfunktionH(f, t) = F{h(τ, t)} notwendig.
Die KorrelationsfunktionφHH(∆f, ∆t) wird über den Erwartungswert
φHH(∆f, ∆t) = E {H(f, t) · H∗(f − ∆f, t − ∆t)} (2.40)
definiert. Da die Korrelationseigenschaften im Zeitbereich vonh(τ, t) bereits be-
kannt sind, wirdH(f, t) durch die Kanalimpulsantworth(τ, t) ausgedrückt. Mit
Hilfe der Fouriertransformation können folgende Umformungen durchgeführt wer-
den:
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E {H(f1, t1) · H∗(f1 − ∆f, t1 − ∆t)} (2.41)






h(τ1, t1) · e−j2πf1τ1 dτ1 ·
∞∫
−∞








E {h(τ1, t1)h∗(τ2, t2)}︸ ︷︷ ︸
φV LS(τ1)·J0(∆t)·δ(τ1−τ2)
e−j2π(f1τ1−f2τ2) dτ2 dτ1
Der Erwartungswert in der letzten Zeile verschwindet unter der Annahme unkor-
relierter Pfade (uncorrelated scattering) fürτ1 = τ2. Für τ1 = τ2 dagegen stellt
der Erwartungswert nicht anderes als die Korrelationsfunktion des Pfades mit der
Verzögerungτ1 dar, der entsprechend des VLS gewichtet wird. Da die Korrela-
tionsfunktion nicht vonτ1 und τ2 abhängt, kann diese vor die Integrale gezogen
werden.












= J0(∆t) · F {φV LS(τ1)}
= J0(∆t) · φHH,f (∆f)
= φHH,t(∆t) · φHH,f (∆f)
Die KorrelationsfunktionφHH(∆f, ∆t) kann nach Gleichung (2.42) als Produkt
der zwei unabhängigen KorrelationsfunktionenφHH,t(∆t) und φHH,f (∆f) ge-
schrieben werden.φHH,t(∆t) beschreibt die Korrelationseigenschaften in Zeitrich-
tung und entspricht der BesselfunktionJ0(∆t). φHH,f (∆f) beschreibt die Korre-
lationseigenschaften in Frequenzrichtung und wird mit Hilfe der Fouriertransfor-
mation aus dem Verzögerungs-Leistungsspektrum berechnet.
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Bild 2.16 Betrag der KorrelationsfunktionenφHH,f (∆f)
Als Beispiele für die KorrelationsfunktionφHH,f (∆f) sollen die VLS aus den
Gleichungen (2.38) und (2.39) angegeben werden.
Für das konstante Verzögerungs-Leistungsspektrum berechnet sich die Korrelati-
onsfunktion zu










= σ2h · si(πτmax∆f) · e−jπτmax∆f
Für das exponentiell abfallende Spektrum ergibt sich die komplexe Funktion















Bild 2.16 zeigt die normierten Betragsverläufe beider Korrelationsfunktionen für
τmax = τ0 = 10 µs.
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3 Digital Video Broadcasting
Terrestrial (DVB-T)
Mit der Entwicklung des digitalen Fernsehstandards DVB wurde in Europa An-
fang der 90er Jahre des zwanzigsten Jahrhunderts begonnen. Durch den Zusam-
menschluss von Programmanbietern, Geräteherstellern, Netzbetreibern und Behör-
den aus ganz Europa wurde es möglich, bereits Ende 1994 die erste Spezifikation
zur Satellitenausstrahlung des digitalen Fernsehens in eine europäische Norm zu
überführen. Weitere Spezifikationen zur Übertragung über Kabel und die terrestri-
sche Ausstrahlung folgten. Einen umfassenden Überblick über die weltweite Ent-
wicklung des digitalen Fernsehens findet man in [46].
Der Schlüssel für die erfolgreiche digitale Fernsehübertragung liegt in der Daten-
reduktion, die aus der Rohdatenrate von166 Mbit/s bis zu216 Mbit/s eine Nutzer-
datenrate von ca.5 Mbit/s bis zu10 Mbit/s erzeugt . Für diese Quellencodierung
wird in DVB der MPEG-2-Standard der Moving Pictures Experts Group (MPEG)
[27] verwendet, auf den auch die sich anschließende Datenverarbeitung im Sender
zugeschnitten ist.
Die Bandbreite von DVB-T-Signalen kann6 MHz, 7 MHz oder8 MHz betragen,
wobei für die verschiedenen Bandbreiten die Grundkonfiguration des Systems bis
auf die Taktrate gleich bleibt. Durch geeignete Abstimmung des Oszillators kön-
nen die drei möglichen Bandbreiten eingestellt werden. In Deutschland sind für die
Übertragung von DVB-T vor allem die Trägerfrequenzen des analogen Fernsehens
der Frequenzbänder IV und V vorgesehen [6], in denen die analogen TV-Kanäle
eine Bandbreite von jeweils8 MHz besitzen. Hier kann genau ein DVB-T OFDM-
Symbol einschließlich der Schutzbänder zum Nachbarkanal eingefügt werden. So-
mit lassen sich die analogen TV-Programme sukzessive durch digitale ersetzen,
ohne dass das bisherige Frequenzraster geändert werden muss. Zur Fehlerkorrektur
wird ein auf den MPEG2-Datenstrom angepasstes Codierungsverfahren mit verket-
teten Reed-Solomon- und Faltungscodes verwendet.
Um flexibel auf die Erfordernisse beim Netzaufbau reagieren zu können, verfügt
DVB-T über zwei verschiedene Modi, die sich grundsätzlich in der Länge ihrer FFT
unterscheiden. Zum einen gibt es den 8k-Modus mit einer FFT-Länge von 8192,
der sich durch seine längeren Schutzintervalle besonders zum Aufbau von großen
Gleichwellennetzwerken eignet. Zum anderem gibt es den 2k-Modus, der eine FFT-
Länge von 2048 besitzt und besonders für Einzelsender und kleinere Gleichwellen-















































Bild 3.1 Blockschaltbild der Basisbandverarbeitung von DVB-T
(Quelle: ETSI EN 300 744)
netzwerke geeignet ist und gegenüber dem mobilen Empfang sehr unempfindlich
ist. Die Robustheit gegenüber mobilem Empfang wird zusätzlich durch Datenströ-
me mit unterschiedlicher Priorität verbessert, die im Modulationsmultiplex [46]
übertragen werden. Je nach Empfangsverhältnissen kann zwischen einer qualitativ
schlechteren aber robusteren und einer qualitativ hochwertigen Darstellung gewählt
werden. Auf dieses Verfahren wird in Abschnitt 3.3 eingegangen.
In diesem Kapitel werden in Grundzügen die wichtigsten Bereiche der Basisband-
verarbeitung des europäischen digitalen Fernsehsystems DVB-T [17] vorgestellt.
Es dient als Grundlage der Verifikation der Algorithmen, die im Rahmen dieser Ar-
beit entwickelt wurden.
3.1 DVB-T Systemaufbau
In diesem Abschnitt wird der prinzipielle Systemaufbau des DVB-T-Senders be-
schrieben. Dazu gibt Bild 3.1 zunächst einen Überblick über die funktionellen
Blöcke der Basisbandverarbeitung.
Die Informationsdaten werden in dem Quellenencoder gemäß dem MPEG-2-Stan-
dard komprimiert, in einem Multiplexer mit weiteren Datenströmen zusammenge-
fasst und anschließend auf zwei Prioritätsklassen aufgeteilt. Hierbei werden soge-
nannteMPEG-2 transport MUXPakete einer Länge von 188 Bytes erzeugt, wobei
das erste Byte SYNCn zur Synchronisation dient und nicht aus dem Quellenenco-
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SYNC
1 byte
MPEG-2 transport MUX data
187 bytes
~ ~~ ~ ~ ~
~ ~~ ~ ~ ~
a) MPEG-2 transport MUX packet
b) Randomized transport packets: Sync bytes and Randomized Data bytes
Bild 3.2 Aufbau der Transportpakete in DVB-T (Quelle: ETSI EN 300 744)
der stammt. Acht solcher Pakete werden zu einem größeren zusammengefasst, des-
sen Anfang durch ein bitweise invertiertes SynchronisationsbyteSYNC1 markiert
ist. Die Länge dieser acht Pakete entspricht auch der Periodenlänge des Verwürf-
lers (engl.Pseudo Random Binary Source (PRBS)), der sich auf das invertierte Byte
synchronisiert und eine möglichst gleichmäßige Auftrittswahrscheinlichkeit der bi-
nären Informationsbits sicherstellt. Je nach Konfiguration des Modulators und der
Kanalcodierung wird eine bestimmte Anzahl von Paketen zu Super-Rahmen zu-
sammengefasst. Die entsprechenden Parameter können dem Standard entnommen
werden [17]. Bild 3.2 veranschaulicht diesen Paketaufbau von DVB-T.
Daraufhin fügt die verkettete Kanalcodierung, die in Abschnitt 3.2 näher beschrie-
ben wird, dem Transportstrom Redundanz hinzu. Es schließt sich das gemeinsame
innere Interleaving der zwei Datenströme unterschiedlicher Priorität an und die
Bits werden in dem Signalraum entsprechend dem Modulationsverfahren angeord-
net. Anschließend werden die erzeugten Symbole zusammen mit den Pilotsymbo-
len und den modulierten Übertragungsparametern (ngl.Transmission Parameter
Signalling (TPS)) zu einem OFDM-Symbol zusammengesetzt. Die TPS Informati-
onsbits beschreiben die Systemparameter, die für die Übertragung der Programme
verwendet werden. Diese umfassen das Modulationsverfahren, die Schutzintervall-
länge, die Parameter der Kanalcodierung sowie die aktuelle Rahmennummer. Ab-
schließend wird die Transformation in den Zeitbereich mit Hilfe der IFFT durchge-
führt und das entsprechende Schutzintervall eingeführt. Nach der Digital/Analog-
Wandlung wird das Signal auf die Trägerfrequenz gemischt und über den Leis-
tungsverstärker gesendet. Tabelle 3.1 fasst die wichtigsten Systemparameter für die
beiden DVB-T-Modi zusammen.
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Parameter 8k Modus 2k Modus
TrägeranzahlK 6817 1705
SymboldauerTS 896 µs 224 µs
Unterträgerabstand∆f 1.116 kHz 4.464 kHz
Abstand der TrägerKmin undKmax 7.61 MHz 7.61 MHz
SchutzintervalllängeTG/TS 1/4, 1/8, 1/16 oder 1/32
Tabelle 3.1Systemparameter von DVB-T
3.2 Kanalcodierung
Dieser Abschnitt beschreibt die verkettete Kanalcodierung des DVB-T-Standards,
die sich aus einem verkürzten Reed-Solomon-Code (RS-Code) als äußerem Co-
de und einem Faltungsencoder als inneren Code zusammensetzt. Beiden Encodern
folgt jeweils ein Interleaver.
3.2.1 Reed-Solomon-Code
Die Daten werden nach dem Verwürfler zunächst einem verkürzten (204, 188, 8)
Reed-Solomon-Encoder zugeführt, der bis zu acht fehlerhafte Bytes korrigieren
kann. Er läßt sich aus dem systematischen RS (255, 239, 8) Code ableiten, der an
die 239 Infobytes 16 Parity-Bytes anhängt. Die Verkürzung des Codes wird durch
das Zufügen von 51 Nullbytes an 188 Infobytes erreicht, bevor sie dem Encoder
zugeführt werden. Da es sich um einen systematischen Code handelt, können die-
se 51 Nullbytes nach der Codierung wieder entfernt werden, ohne Information zu
verlieren und somit wird die Verkürzung des Codes ermöglicht.
Diese Codes eignen sich in besonderer Weise zur Korrektur von Bündelfehlern, da
die Korrektur nicht auf Bitfolgen, sondern auf Bytefolgen beruht [21]. Die Länge
derMPEG-2 transport MUXPakete vergrößert sich entsprechend der zugefügten
Parity-Bytes um 16 Bytes pro Paket.












Sync byte always passes through branch 0






























Bild 3.3 Faltungsinterleaver im DVB-T (Quelle: ETSI EN 300 744)
dargestellt, wobeiλ das primitive Element des ErweiterungskörpersGF (2 8) ist
und zuλ = 2 gewählt wird. Das primitive Polynomp(x) lautet
p(x) = x8 + x4 + x3 + x2 + 1. (3.2)
3.2.2 Äußerer Interleaver
Als äußerer Interleaver kommt ein Faltungsinterleaver der TiefeI = 12 zum Ein-
satz, der in Bild 3.3 dargestellt wird.
Dieser Interleaver arbeitet auf Byte-Ebene, das heißt, es werden ganze Bitgrup-
pen zu je 8 Bit umsortiert, wobei die Reihenfolge innerhalb dieser Gruppen nicht
verändert wird. Er zeichnet sich gegenüber einem Blockinterleaver durch eine Hal-
bierung der Verzögerungszeit aus, obwohl er praktisch die gleiche Wirkung hat
[21].
3.2.3 Faltungscode
Der innere Faltungscode ist aus dem eigentlichen Faltungsencoder der RateR =
1/2 und einer anschließenden Punktierungseinheit aufgebaut. Der Aufbau des Fal-
tungsencoders mit den zwei Generatorpolynomen


















X Output (G =171 Octal)1
Y Output (G =133 Octal)2
Bild 3.4 Innerer Faltungsencoder im DVB-T (Quelle: ETSI EN 300 744)
g1(x) = x6 + x3 + x2 + x + 1 (3.3)
g2(x) = x6 + x5 + x3 + x2 + 1
ist in Bild 3.4 dargestellt.
Der nachfolgende Interleaver erlaubt je nach Anforderung variable Coderaten von
1/2, 2/3, 3/4, 5/6 und7/8. Die entsprechenden Punktierungsmuster finden sich
im Standard für die Basisbandverarbeitung [17].
3.2.4 Innerer Interleaver
Das innere Interleaving ist ein zweistufiges Interleaving-Verfahren. In der ersten
Stufe werden die Datenströme bitweise umsortiert, wobei dies für die beiden Prio-
ritätsklassen getrennt voneinander durchgeführt wird. In Abhängigkeit des Wer-
tigkeit des Modulationsverfahrens kommen hier zwei bis sechs Bitinterleaver zum
Einsatz. In der zweiten Stufe schließt sich ein Symbolinterleaver an, der die Bits
aus den beiden Prioritätsklassen kombiniert und die so entstehenden Symbole ent-
sprechend ihrer Lage auf den Unterträgern anordnet. Dabei wird implizit der in Ab-
schnitt 3.3 beschriebene Modulationsmultiplex realisiert. Als Beispiel eines inneren
Interleavings für das hierarchische 16-QAM-Modulationsverfahren dient Bild 3.5.
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Y , Y , ...0 1
Re{z}convey
y , y0, 0 2, 0
Im{z}convey
y , y1, 0 3, 0
Bild 3.5 Inneres Interleaving für das hierarchische 16-QAM-Modulationsverfahren
(Quelle: ETSI EN 300 744)
3.3 Modulation
Grundsätzlich ist in dem DVB-T-Standard die Verwendung von drei Modulations-
verfahren vorgesehen. Neben 4-QAM finden auch 16-QAM und 64-QAM Anwen-
dung. Da DVB-T für den allgemeinen Fernsehrundfunk vorgesehen ist, muss auch
bei schwierigen Empfangsbedingungen eine Grundversorgung sichergestellt sein.
Daher wurde der sogenannte Modulationsmultiplex eingeführt, der im Folgenden
näher beschrieben wird.
Prinzipiell können in DVB-T zwei Datenströme unterschiedlicher Priorität gesen-
det werden. Die Daten der höheren Priorität stellen die für eine Grundversorgung
benötigten Daten dar, die allerdings eine eher bescheidene Bild- und Tonqualität
bieten. Die Anforderungen an das Träger-zu-Rauschleistungsverhältnis (CNR) sind
aber gering. Die Daten mit der niedrigeren Priorität dagegen können entweder Da-
ten zur Verbesserung der Bildqualität oder weitere Zusatzinformationen sein. Sie
benötigen zur korrekten Demodulation aber auch ein deutlich höheres CNR. Das
Modulationsmultiplexverfahren ermöglicht es, beide Datenströme gleichzeitig zu
senden. Je nach Empfangssituation ist es dem Nutzer überlassen, zwischen der
Grundversorgung oder einer qualitativ hochwertigen Übertragung zu wählen.
Der Modulationsmultiplex im DVB-T-Standard, der auch als hierarchische Mo-
dulation bezeichnet wird, ist für die beiden Modulationsarten 16- und 64-QAM
vorgesehen. Wird eine ebenfalls unterstütze 4-QAM-Modulation verwendet, kann
nur ein Datenstrom übertragen werden und die oben erwähnten Wahlmöglichkei-
ten entfallen. Bild 3.6 zeigt als Beispiel das Signalraumdiagramm einer 16-QAM-
Modulation.
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Bild 3.6 Hierarchische 16-QAM-Modulation fürαm = 2
Die Bits des Datenstroms hoher Priorität bestimmen den Quadranten, in dem der
Konstellationspunkt zum Liegen kommen soll. Die Bits niedriger Priorität dagegen
bestimmen die Lage des Punktes innerhalb des Quadranten. So ist es im Empfänger
möglich, die Entscheidung nur auf die Schätzung des Quadranten zu beschränken,
um auf diese Weise die Daten der höheren Priorität zu bestimmen. Im Vergleich zur
genauen Entscheidung der Lage des Konstellationspunktes innerhalb des Quadran-
ten erfordert diese Detektion einen wesentlich geringeren Störabstand. Die zuver-
lässige Detektion der Daten niedriger Priorität dagegen benötigt deutlich bessere
Ausbreitungsbedingungen.
DVB-T stellt noch eine weitere Option zur Verfügung, die Anforderungen an die
Demodulation von beiden Prioritätsklassen den Kanalverhältnissen anzupassen.
Der Parameterαm stellt das Verhältnis des Abstandes benachbarter Konstellati-
onspunkte von verschiedenen Quadranten zu dem Abstand innerhalb eines Qua-
dranten dar. In Bild 3.6 wurdeαm = 2 gewählt, wobei fürαm die Werte1, 2
oder4 zulässig sind. Je größer das Verhältnis gewählt wird, desto größer werden
die Anforderungen an die Demodulation der Daten niedriger Priorität, aber die An-
forderungen an die “Quadrantenentscheidung” werden geringer. Somit werden die
robusten Daten nochmals robuster, die weniger robusten werden störanfälliger. Bei
einer Verdopplung des Parametersαm steigt das benötigte CNR zur Demodulation
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der Zusatzdaten um etwa4 dB [46].
3.4 OFDM-Symbolaufbau
In DVB-T werden die Träger eines OFDM-Symbols nicht nur mit den Nutzerda-
ten moduliert, sondern auch mit Pilotsymbolen und wie bereits erwähnt mit TPS-
Daten, die die Information über die momentane Konfiguration des Systems enthal-
ten. Von den zur Verfügung stehenden 1705 Trägern im 2k-Modus beziehungsweise
den 6817 Trägern im 8k-Modus werden für die Nutzerdaten 1512 bzw. 6048 Trä-
ger verwendet. Im Folgenden wird kurz auf die TPS-Träger eingegangen, bevor die
Struktur der Pilotträger eingehend erläutert wird. Beide sind für die in dieser Arbeit
entwickelten Algorithmen von Bedeutung.
3.4.1 Transmission Parameter Signalling
Für die Daten der Systemkonfiguration werden im 2k-Modus 17 Träger und im
8k-Modus 68 Träger verwendet. Zur Modulation wird ein DBPSK-Verfahren ver-
wendet. Die TPS-Träger des ersten OFDM-Symbols eines Super-Rahmens dienen
als Referenz für die nachfolgenden Symbole.
Da die Konfigurationsdaten sehr wichtig sind, wird auf allen TPS-Trägern eines
OFDM-Symbols die gleiche Information übertragen. Somit wird zur Codierung
dieser Daten praktisch ein Wiederholungscode implementiert und pro OFDM-Sym-
bol 1 Bit übertragen. Neben Bits zur Synchronisation und weiteren Redundanz-
bits stehen für die Übertragung der Systemkonfiguration innerhalb eines OFDM-
Superrahmens 37 Bits zur Verfügung.
3.4.2 Pilotträger
In DVB-T werden im 2k-Modus 176 Träger und im 8k-Modus 701 Träger für Pilot-
symbole reserviert. Diese Pilotsymbole dienen in erster Linie zur Kanalschätzung,
die in OFDM Systemen in der Regel im Frequenzbereich durchgeführt wird. Dar-
überhinaus werden sie auch für Synchronisationsaufgabenund zum Beispiel für die
Schätzung der Teilnehmergeschwindigkeit (siehe Abschnitt 4.3) genutzt.
Bild 3.7 stellt die Pilotstruktur dar.
Grundsätzlich werden in DVB-T zwei verschiedene Typen von Pilotsignalen ver-
wendet. Zum einen die ständigen Piloten, die in jedem OFDM-Symbol auf dem sel-
ben Träger angeordnet sind, und zum anderen die verstreuten Piloten, die ihre La-
ge von OFDM-Symbol zu OFDM-Symbol verändern. Der Abstand zwischen den
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K =0min
K =1704 für 2k-Modusmax









Bild 3.7 Pilotträgeranordung im DVB-T-System
ständigen Piloten ist nicht regelmäßig sondern zufällig gewählt. Dadurch vermei-
det man Schätzfehler, die durch häufig periodisch in Frequenzrichtung auftretende
Fadingeinbrüche begründet sind. Die genauen Positionen sind im ETSI Standard
angegeben [17].
Die Positionen der verstreuten Piloten gehorchen folgender Bedingung:
k = 3 · (l mod 4) + 12 · p mit p ∈ N0 und0 ≤ k ≤ 1704. (3.4)
Die Variablek entspricht der Trägernummer undl repräsentiert die OFDM-Sym-
bolnummer innerhalb eines Superrahmens. Aus Gleichung (3.4) ist ersichtlich, dass
sich die Positionen der verteilten Piloten alle vier OFDM-Symbole wiederholen.
Der Vorteil einer solchen Pilotenanordnung liegt in der Möglichkeit, die Kanal-
schätzung effektiv in zwei Dimensionen durchführen zu können. Zeitlich aufein-
ander folgende Träger auf der gleichen Frequenz haben eine sehr hohe Korrelation
ihrer Kanalübertragungsfunktion. Dadurch kann die Effizienz der Pilotanordnung
auch in Frequenzrichtung gesteigert werden, da die Piloten auch für Träger von
vorangegangenen und nachfolgenden OFDM-Symbolen der selben Frequenz eine
sehr gute Kanalschätzung zulassen. Somit verteilt sich die Information, die man
über den Kanal erhält, im Mittel besser über die Zeit-Frequenz-Ebene.
Die Modulationssymbole für die Pilotträger werden aus einer pseudozufälligen bi-
nären Quelle abgeleitet und entstammen einem BPSK-Modulationsalphabet . Zur
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Verbesserung der Schätzergebnisse werden die Piloten zusätzlich mit 78% mehr
Leistung im Vergleich zu den Datenträgern gesendet. Diese Leistungsverstärkung
wird im Standard als “Power Boosting” bezeichnet.
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4 Mobiler Empfang bei OFDM
Systemen
Die Bereitstellung einer zuverlässigen Datenübertragung mittels mobiler Funksys-
teme weist einige zusätzliche Schwierigkeiten im Vergleich zu ortsfesten Einrich-
tungen auf. So sind bezüglich der Kanalschätzung in OFDM-Systemen zwei Pro-
blembereiche für die Leistungsfähigkeit von großer Bedeutung:
1. Die schnelle Änderung (schneller Schwund) des Mobilfunkkanals durch die
Bewegung des Teilnehmers durch das Wellenfeld
2. Der Einfluss der Dopplerverschiebung auf die Orthogonalität der Unterträger
Da sich in einem Mobilfunkkanal in der Regel viele Ausbreitungspfade ausbil-
den und am Empfänger zu unterschiedlichen Zeitpunkten eintreffen, überlagern
sich diese Pfade und können je nach Phasenlage konstruktiv oder destruktiv inter-
ferieren. Diese Interferenzsituationen liegen örtlich sehr nahe beieinander. Somit
muss in den Kanalschätzalgorithmen auf diese schnelle Kanaländerung eingegan-
gen werden. Je schneller sich der Kanal ändert (d.h. je größer die Teilnehmerge-
schwindigkeit ist), desto größer wird auch der mittlere quadratische Fehler der Ka-
nalschätzung werden, da bei gleicher Pilotanzahl eine größere Änderung des Ka-
nals erfasst werden muss.
Ein weiterer Einfluss der Mobilität besteht in dem Auftreten der Dopplerverschie-
bung. In Abschnitt 2.2.3 wurde bereits beschrieben, in welchem Maße ein Trä-
ger durch das Jakes-Spektrum beeinflusst wird. Dieser Effekt wirkt sich nun in
OFDM-Systemen nicht nur auf den einzelnen Träger aus, sondern stört auch die
Nachbarträger und führt zu Interferenzen zwischen den Unterträgern (engl. Inter
Carrier Interference (ICI)). Im nächsten Abschnitt wird eine quantitative Aussa-
ge über die Größe der zu erwartenden ICI gemacht. Anschließend werden einige
Kanalschätzalgorithmen vorgestellt, von denen speziell das Wienerfilter genauer
betrachtet wird. Es wird eine Möglichkeit aufgezeigt, die Komplexität dieses Fil-
ters mit Hilfe eines adaptiven Ansatzes zu reduzieren, der im Rahmen dieser Arbeit
entwickelt wurde [52].
Zur Adaption des Filters an die Kanaleigenschaften ist die Kenntnis der Teilneh-
mergeschwindigkeit und der mittleren Impulsverbreiterung notwendig. Daher wer-
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Bild 4.1 Blockschaltbild des Gesamtsystems
den in den letzten beiden Abschnitten dieses Kapitels Schätzalgorithmen für beide
Parameter vorgestellt, die ebenfalls Teil der Forschungsergebnisse sind [51, 53].
Bild 4.1 verdeutlicht den Zusammenhang der einzelnen Schätzverfahren, die in die-
ser Arbeit vorgestellt werden. Das adaptive Wienerfilter schätzt die Kanalübertra-
gungsfunktionH(k, l) für jeden einzelnen Unterträger auf Basis der empfangenen
Pilotträgerp(k, l). Die dafür benötigten Filterkoeffizienten werden in Abhängig-
keit der geschätzten Geschwindigkeitv̂ und der geschätzten Impulsverbreiterung
∆τ̂ ausgewählt. Das Optimierungskriterium für die Wahl des Filtersatzes ist hier-
bei die Minimierung der Bitfehlerrate des Übertragungssystems. An Stelle der Bit-
fehlerrate kann auch der mittlere quadratische Fehler (MSE) des Wienerfilters mi-
nimiert werden. Nach Gleichung (5.3), die in Kapitel 5 eingeführt wird, bedeutet
eine Minimierung des MSE auch die Minimierung der Bitfehlerrate, daP b in Ab-
hängigkeit vonPMSE eine streng monotone Funktion darstellt.
4.1 Störungen durch den Dopplereffekt
In Abschnitt 2.2.3 wurde bereits der Einfluss des Dopplereffektes auf einen ein-
zelnen Träger dargestellt. In diesem Abschnitt wird nun eine quantitative Aussage
über die Störleistung gemacht, die auf einen Träger durch alle anderen einwirkt.
Wie in [37] gezeigt wird, hängt diese Leistung nur von dem Produkt von maxima-
ler DopplerfrequenzfDmax und OFDM-SymboldauerTS ab.
Für die Herleitung wird zunächst von einem nicht-frequenzselektiven Fadingkanal
h(τ, t) = hn(t) · δ(τ) ausgegangen. Das Ergebnis kann anschließend einfach auch
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auf frequenzselektive Kanäle ausgeweitet werden. Weiterhin wird für das Sende-
signal zur Vereinfachung der Herleitung eine unendliche Anzahl von Unterträgern
angenommen, wobei der Fehler aber vernachlässigbar ist [37].




d(k) · ej2πfkt, 0 ≤ t < TS. (4.1)
Für das Empfangssignal gilt mit Gleichung (2.15)
r(t) = hn(t) · s(t), (4.2)
wobei das Rauschen nicht betrachtet wird, da es für die Herleitung keinen Einfluss
hat. Das demodulierte Signal an der Unterträgerfrequenzfm kann man bei einer







r(t) · e−j2πfmt dt (4.3)
Setzt man nun (4.1) und (4.2) in (4.3) ein, kann mand̂(k) als Summe des eigentli-



















hn(t) · e−j2π(fm−fk)t dt
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hn(t) · e−j2πl∆ft dt. (4.5)
a0 ist der komplexe Übertragungsfaktor des gewünschten Trägers, die anderen stel-
len die Koeffizienten der störenden Träger dar. Nur im Falle eines zeitabhängigen
Pfadeshn(t) liefert das Integral fürl = 0 einen Beitrag und zerstört damit die Or-













und ergibt sich mit [43, Formel 10-50] zu
PICI = 1 −
∫ 1
−1
(1 − |x|)J0(2πfDmaxTSx) dx (4.7)













= 1 angenommen wurde.
Die ausführliche Herleitung kann in [37] gefunden werden. Dort ist die Formel in
allgemeiner Form für beliebige Dopplerspektren angegeben und kann somit auch
für beliebige andere Ausbreitungsszenarien verwendet werden.
Wenn die Anzahl der Unterträger ausreichend groß ist, kann die Rauschleistung auf
Grund der Aussage des zentralen Grenzwertsatzes als gaußsches Rauschen angese-
hen werden.




als auch die StörleistungPICI
in Abhängigkeit des Produktes aus der maximalen Dopplerfrequenz und der Sym-
boldauerfDmaxTS . Für DVB-T im 2k-Modus beträgt die Störleistung bei einer
Teilnehmergeschwindigkeit vonv = 360 km/h−22.3 dB. Für geringere Geschwin-
digkeiten sinkt diese stark ab. Auf das OFDM-System wirkt sich die Deorthogo-
nalisierung in Form von zusätzlichem gaussverteiltem Rauschen aus. Somit er-
gibt sich für das Träger-zu-Rauschleistungsverhältnis (engl.Carrier to Noise Ratio
















Bild 4.2 Leistung des TrägersE









σ2n = N0 · ∆f repräsentiert die Rauschleistung bei einer Bandbreite von∆f =
1/TS und entspricht somit der Rauschleistung, die auf einen Unterträger entfällt.
N0 stellt die spektrale Leistungsdichte des komplexen Rauschprozesses dar.
Je nach Verhältnis von der AWGN-Rauschleistungσ2n zuPICI kann unter Umstän-
den einer der Terme vernachlässigt werden. Für Kanäle mit starkem AWGN-Anteil
wirkt sich die Deorthogonalisierung praktisch nicht aus. Erst bei sehr rauscharmen
Kanälen macht sichPICI bemerkbar und bewirkt im Verlauf der Bitfehlerraten
einen Errorfloor.
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4.2 Kanalschätzalgorithmen
Die Kanalschätzung spielt eine Schlüsselrolle für die Leistungsfähigkeit von mobi-
len Funkübertragungssystemen. Für OFDM-basierte Systeme läßt sich die Kanal-
schätzung in besonders einfacher Weise im Frequenzbereich durchführen. Dafür
wird das empfangene Signal nach der Analog/Digital-Wandlung zuerst in den Fre-
quenzbereich transformiert, bevor die Kanalschätzung und die Entzerrung durch-
geführt werden. In der Literatur sind auch Entzerrer zu finden, die im Zeitbereich
arbeiten [38, 54] und das Ziel haben, die Kanalimpulsantwort zu verkürzen, um
entweder das Schutzintervall zu verkürzen oder aufgetretene Symbolinterferenzen
zu verringern. Darauf wird in dieser Arbeit aber nicht näher eingegangen. Prinzi-
piell sind zwei Detektionsprinzipien möglich. Die differentielle Detektion ist vom
Rechenaufwand der kohärenten Detektion deutlich überlegen, da keine Kanalschät-
zung durchgeführt werden muss. Allerdings sind die minimal erreichbaren Bitfeh-
lerraten höher als im kohärenten Fall. Da DVB-T ausschliesslich kohärente Mo-
dulationsverfahren zur Übertragung von Informationsdaten verwendet, werden im
Weiteren differentielle Verfahren nicht mehr betrachtet.
Die Darstellung des Kanalmodells im Frequenzbereich ergibt sich aus der Annah-
me, dass sich der Kanal während eines OFDM-Symbols nicht ändert [30]. Das
Empfangssignal
R(k, l) = S(k, l) · H(k, l) + N(k, l) (4.10)
wird durch die Multiplikation des Sendesignalspektrums mit der Kanalübertra-
gungsfunktion gebildet, wobei sich zusätzlich additives weisses RauschenN(k, l)
überlagert. Die Störungen durch den Dopplereffekt, die im letzten Abschnitt be-
schrieben wurden, werden hier nur durch Annahme eines zusätzlichen Rauschterms
berücksichtigt. Die Kohärenzbandbreitedes KanalsBc ist in der Regel deutlich grö-
ßer als die Bandbreite eines Unterträgers. Dadurch stellt sich der Kanal für jeden
einzelnen Unterträger als nicht frequenzselektiv dar, und es muss daher im Empfän-
ger nur ein komplexer ÜbertragungskoeffizientĤ(k, l) pro Unterträger geschätzt
werden.
Für die Schätzung der Kanalübertragungsfunktion wurden viele Algorithmen vor-
geschlagen, von denen einige in den nächsten Abschnitten vorgestellt werden. So-
wohl die lineare als auch die kubische Interpolation sind die einfachsten Algorith-
men und werden in den nächsten zwei Abschnitten dargestellt. Sie kommen ohne
zusätzliche Information über den Kanal in Form der mittleren Impulsverbreiterung
und der Teilnehmergeschwindigkeit aus. Aufwändigere Algorithmen, wie zum Bei-
spiel das Wienerfilter, das in Abschnitt 4.2.3 beschrieben wird, benötigen dagegen
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Bild 4.3 Die lineare Interpolation
diese zusätzliche Information, erreichen aber auch einen besseren mittleren quadra-
tischen Schätzfehler (engl.Mean Square Error (MSE)). Da der Rechenaufwand für
die Bestimmung der Filterkoeffizienten des Wienerfilters recht groß werden kann,
wird in Abschnitt 4.2.4 auf eine Möglichkeit näher eingegangen, die Komplexität
deutlich zu reduzieren.
4.2.1 Lineare Interpolation
Die stückweise lineare Interpolation ist die einfachste Möglichkeit der Kanalschät-
zung. Dazu wird die Kanalübertragungsfunktion an den diskreten Frequenzstütz-
stellen der Informationsdatenträger durch lineare Interpolation zwischen den zwei
am nächsten liegenden Piloten geschätzt. In der Regel wird die Interpolation in
Frequenzrichtung durchgeführt, da so die Übertragungsfunktionen von allen Trä-
gerfrequenzen geschätzt werden können. Prinzipiell ist auch die Schätzung in Zei-
trichtung möglich, was sich gerade bei einer geringern Teilnehmergeschwindigkeit
anbietet. Allerdings muss hier auf die bilineare Interpolation zurückgegriffen wer-
den, da nicht alle Träger über Pilotsymbole verfügen. Hierzu muss zunächst eine
Interpolation in Frequenzrichtung erfolgen, bevor sie in Zeitrichtung möglich ist.
Bild 4.3 zeigt beispielhaft die lineare Interpolation für den Realteil der Kanalüber-
tragungsfunktion. Je schneller sich der Kanal ändert, desto stärker wird der mittlere
quadratische Fehler ansteigen, da keinerlei zusätzliche Information in die Schät-
zung gesteckt wird. Bild 4.4 zeigt als Beispiel den theoretischen MSE in logarith-
mischer Darstellung für einen Kanal mit exponentiell abfallendem Verzögerungs-
Leistungsspektrum in Abhängigkeit der Abklingkonstantenτ 0 für das DVB-T Sys-
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Bild 4.4 MSE der linearen Interpolation
tem. Man erkennt deutlich den starken Anstieg des mittleren quadratischen Fehlers
für steigendesτ0, der bereits fürτ0 = 5 µs inakzeptable Werte erreicht hat. Verbes-
serungen kann hier die bilineare Interpolation schaffen, die aber wieder höheren
Aufwand im Empfänger bedeutet und zusätzlich auch an den momentanen Kanal-
zustand adaptiert werden sollte.
4.2.2 Kubische Interpolation
Eine weitere Möglichkeit der Interpolation ohne Kanalinformationen besteht in der
kubischen Spline-Interpolation [5]. Die kubische Spline-Interpolation ist im Ge-
gensatz zu Interpolationsverfahren zum Beispiel nach Newton und Lagrange [14]
eine abschnittsweise Interpolation und vermeidet so für eine große Anzahl von
Stützstellen Polynome sehr hoher Ordnung. Bei der Spline-Interpolation wird der
zu interpolierende Abschnitt in viele kleinere aufgeteilt, die mit Polynomen ge-
ringer Ordnung beschrieben werden. An den Stützstellen zwischen den Intervallen
werden nun Anforderungen an die Ableitungen gestellt, so dass die interpolierende
Funktion dort zumindest zweimal stetig differenzierbar ist und einen glatten Kur-
venverlauf darstellt.
Im Vergleich zur linearen Interpolation beansprucht dieses Interpolationsschema
deutlich mehr Rechenaufwand. Es lässt sich auch kein Filter mit festgelegten Filter-
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koeffizienten mehr angeben, so dass keine einfache Berechnung des theoretischen
mittleren quadratischen Fehler möglich ist. Simulationsergebnisse, die in Abschnitt
5.1 zu finden sind, zeigen, dass die kubische Interpolation nicht prinzipiell bessere
Ergebnisse als die lineare liefert. Gerade für nicht-frequenzselektiveKanäle schnei-
det die lineare Interpolation besser ab.
4.2.3 Wienerfilter
Die genaueste Möglichkeit zur Kanalschätzung stellt das Wienerfilter dar, das zur
Bestimmung der Filterkoeffizienten auf die Korrelationsfunktion der Kanalprozes-
se zurückgreift. Durch diese zusätzliche Information wird es im Vergleich zur li-
nearen und kubischen Spline-Interpolation deutlich bessere Ergebnisse liefern. Es
ist ein lineares Filter, das die Schätzung der KanalübertragungsfunktionH(k, l) aus
der Linearkombination ausgewählter Pilotträgerwertep bildet:
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(4.12)
enthält die Filterkoeffizienten, die für jeden Unterträger explizit berechnet werden.
Dies wird auch durch die Abhängigkeit des Vektors von Unterträgerk (Frequenz)
und OFDM-Symbolnummerl (Zeit) gekennzeichnet. Der Vektorp setzt sich aus
den Werten der Kanalübertragungsfunktion und den Rauschtermen an den den Fre-















H(k1, l1) + N(k1, l1)
H(k2, l2) + N(k2, l2)
...
H(kL, lL) + N(kL, lL)

 (4.13)
L gibt die Länge des Wienerfilters und somit die Anzahl der für die Summe auf
der rechten Seite von (4.11) ausgewählten Pilotträger an. Wie auch der Vektor der
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Filterkoeffizienten wird die Auswahl der Pilotträger für jeden Unterträger einzeln
mit dem in nächsten Abschnitt beschriebenen Verfahren bestimmt.
Das Wienerfilter ist das beste lineare Filter und besitzt den minimal möglichen
mittleren quadratischen FehlerJ(w0(k, l)) bei bekannten Korrelationsfunktionen.
Man kann zeigen [48], dass das lineare Wienerfilter für gaußsche Störungen das
globale Minimum des MSE liefert. Das bedeutet, das kein nicht-lineares Verfahren
einen geringeren mittleren quadratischen Fehler aufweist. Da die Sendesymbole
an den Pilotträgern bekannt sind, wird die Schätzung des Kanals nach Gleichung
(4.10) nur durch gaußsches Rauschen gestört. Somit ist das Wienerfilter in diesem
Fall bereits der bestmögliche Schätzer.
Allgemein berechnet sich der MSE nach folgender Gleichung:
J(w(k, l)) = E
{∣∣∣Ĥ(k, l) − H(k, l)∣∣∣2} (4.14)
Die Koeffizientenw(k, l) werden aus der Forderung bestimmt, dassJ(w(k, l)) mi-
nimiert werden soll. Diese Aufgabe kann mit Hilfe des Gauß-Markoff-Theorems
gelöst werden. Auf die Herleitung soll in diesem Rahmen verzichtet und auf die
Literatur [35] verwiesen werden. Zunächst werden zwei Korrelationsmatrizen ein-
geführt, die für die Bestimmung der Filterkoeffizienten nötig sind. Anschließend
wird auf die Berechnung der Filterkoeffizienten mit Hilfe dieser Korrelationsmatri-
zen eingegangen.
Mit (4.13) läßt sich die KorrelationsmatrixΦPP (k, l) angeben, die die Korrelati-
onseigenschaften zwischen den Werten an den Pilotfrequenzen beschreibt.
ΦPP (k, l) = E
{




























= ΦHpHp(k, l) + σ
2
n · IL
ΦHpHp repräsentiert die Korrelationsmatrix der Übertragungsfunktion zwischen
den verwendeten Pilotträgern und kann direkt aus Gleichung (2.42) berechnet wer-
den.IL ist die(L×L)-dimensionale Einheitsmatrix undσ2n die Leistung des addi-
tiven weissen Rauschprozesses.
Die KorrelationsmatrixΦHP (k, l) beschreibt die Korrelationseigenschaften zwi-
schen dem zu schätzenden WertH(k, l) und den Piloten. Es folgt auf Grund der
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Schätzung eines einzelnen Wertes der(1 × L) dimensionale Vektor
ΦHP (k, l) = E
{





H(k, l) · p∗
1





Das Rauschen verschwindet wegen seiner Mittelwertfreiheit und der Unabhängig-
keit vom Kanalprozess. Die Elemente der Matrix können ebenso wieder mit Glei-
chung (2.42) berechnet werden und hängen nur von dem Abstand des einzelnen
Piloten von dem zu schätzenden Träger ab.
Existiert die inverse MatrixΦ−1PP , dann berechnet sich der gesuchte Koeffizienten-
vektorw(k,l) des Wienerfilters zu [35]
w(k,l)T = ΦHP (k, l) · Φ−1PP (k, l) (4.17)
= ΦHHP (k, l) ·
[




Bei Verwendung der Korrelationsfunktion aus Gleichung (2.42) wird nicht der Ein-
fluss des Dopplereffektes aus Abschnitt 2.2.3 berücksichtigt. Dieser wird nur in
Form einer zusätzlichen additiven gausschen Störung in die Berechnung der Filter-
koeffizienten aufgenommen.
Der mittlere quadratische Schätzfehler läßt sich mit Hilfe von Gleichung (4.14) als
Funktion der Korrelationsfunktionen und der Filterkoeffizienten ausdrücken. Zur
Vereinfachung der Darstellung wird in der folgenden Herleitung die Abhängigkeit
vonk undl weggelassen. Es gilt [25]
J(w) = E
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w∗ + E {HH∗}
= wT ΦPPw∗ − wT ΦHHP − ΦHP w∗ + σ2H
unter Beachtung vonΦPH = ΦHHP [35].
Somit lässt sich auch der mittlere quadratische Fehler für Fälle berechnen, in denen
eine Fehlanpassung zwischen dem Kanal und den Filterkoeffizienten besteht. D.h.
die Koeffizienten sind für ein Szenario berechnet worden, das von dem aktuellen
Kanal abweicht. Bei Anpassung ergibt sich
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Bild 4.5 Vergleich des MSE in Abhängigkeit vonτ0 bei v = 110 km/h für das opti-
male Wienerfilter und den linearen Interpolator
J(w) = σ2H − ΦHP Φ−1PPΦHHP , (4.19)
da für den KoeffizientenvektorwT = ΦHP Φ−1PP gilt.
Bild 4.5 zeigt den mittleren quadratischen Fehler für einen Kanal mit exponenti-
ell abklingendem Verzögerungs-Leistungsspektrum als Funktion vonτ 0 bei v =
110 km/h und einer Filterlänge vonL = 8. Zum Vergleich ist auch der Fehler des
linearen Interpolators eingezeichnet. Es ist deutlich eine Zunahme des MSE bei
steigendemτ0 zu erkennen. Aber der Fehler bleibt in der gleichen Größenordung
und reicht von1.5 · 10−4 bei τ = 0.1 µs bis zu9 · 10−4 bei τ = 5 µs. Die Ver-
besserungen verglichen mit dem linearen Schätzverfahren sind auf die zusätzlich
bekannten Informationen in Form der Korrelationsfunktion zurückzuführen.
Auswahl der Pilotträger
Die Qualität der Kanalschätzung hängt in großem Maße von der Anzahl der ver-
wendeten PilotträgerL ab. Je größer die Filterordnung gewählt wird, desto geringer
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wird bei Anpassung der mittlere quadratische Fehler ausfallen. Für die Filterleis-
tung ist aber nicht nur die Anzahl, sondern auch die Lage der verwendeten Pilotträ-
ger wichtig. Je nach Kanaleigenschaften sollte die Auswahl angepasst werden. So
können bei geringen Geschwindigkeiten auch Piloten, die zeitlich weiter entfernt
sind, in die Schätzung mit einbezogen werden. Bei sich schnell ändernden Kanälen
dagegen sollte eher das Frequenzband, in dem die verwendeten Piloten liegen, ver-
größert werden. Im gleichem Maße muss auch die Frequenzselektivität des Kanals
bei der Suche nach den besten Pilotträgern mit berücksichtigt werden.
Damit überhaupt eine zufriedenstellende Kanalschätzung möglich ist, sollte die Pi-
lotstruktur dem Abtasttheorem genügen. D.h. die Pilotträger dürfen einen maxima-
len Abstand voneinander nicht überschreiten, da sonst die Güte der Schätzung stark
verschlechtert wird. Es gilt mit der einseitigen Verzögerungτ ′max = 1/2·τmax [24]
fDmaxTO · NL ≤ 0, 5 und (4.20)
τ ′max∆f · NK ≤ 0, 5 (4.21)
Die TermefDmaxT0 undτ ′max∆f werden auch als normierte Bandbreiten bezeich-
net [24] und sind ein Maß für die Kohärenz des Kanals in Zeit- beziehungsweise
Frequenzrichtung.NL und NK stellen die Abstände der Pilotträger in Zeit- und
Frequenzrichtung dar. Für DVB-T ergeben sich bei ausschließlicher Berücksichti-
gung der Abstände der verteilten Piloten die maximalen WertefDmax = 558 Hz,
was beifT = 800 MHz einer Geschwindigkeit vonv = 750 km/h entspricht, und
τmax = 18, 6 µs.
Sei T (k, l) die Menge der Pilotträger, die für die Schätzung des Wertes der Ka-
nalübertragungsfunktionH(k, l) verwendet wird. Für die Auswahl vonT aus der
Menge der verfügbaren PilotenP können verschiedene Optimierungskriterien ver-
wendet werden:
1. T (k, l) wird dahingehend optimiert, dass der FehlerJ(w(k, l)) minimiert
wird. Voraussetzung hierfür ist die Kenntnis der Korrelationsfunktion
ΦHH(∆f, ∆t). Allerdings müssen hier alle verfügbaren Piloten in die Aus-
wahl mit einbezogen werden, was sehr rechenaufwändig ist.
2. T (k, l) wird aus den Piloten der Unterträger(k ′, l′) gebildet, die den gering-
sten Abstand zu dem zu schätzenden Träger haben. Zur Optimierung werden
die Pilotträger mit dem geringsten Abstand|k − k ′| + |l − l′| verwendet.
3. T (k, l) wird durch gewichtete Distanzen bestimmt, in dem die normierten
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Bandbreiten mit berücksichtigt werden. Als Optimierungskriteriumkann z.B.
die Minimierung von|k− k ′| · τ ′max∆f + |l− l′| · fDmaxTO dienen. Im Un-
terschied zu Punkt 2 werden hier die Korrelationseigenschaften des Kanals
berücksichtigt, was im Mittel zu besseren Ergebnissen führt.
Im Rahmen dieser Arbeit wurde das Pilotauswahlverfahren nach Punkt 3 verwen-
det. Das erste Verfahren ist zu aufwändig und benötigt auch die genaue Korrela-
tionsfunktion des Kanals. Das zweite Auswahlkriterium berücksichtigt in keiner
Weise die Kanaleigenschaften und ist daher im Mittel deutlich schlechter als der
zuletzt dargestellte Algorithmus.
Allerdings ist darauf zu achten, dass die Verzögerung der OFDM-Symbole durch
die Kanalschätzung nicht zu groß wird. Bei niedrigen Geschwindigkeiten und ei-
nem Kanal mit einer relativ großen maximalen Mehrwegeverzögerungτ max kann
bei den Algorithmen 1 und 3 das zur Schätzung verwendete Zeitfenster recht groß
werden. Das führt zu erhöhten Schätzzeiten und Speicherbedarf, da viele OFDM-
Symbole gespeichert werden müssen, bevor überhaupt die Kanalschätzung durch-
geführt werden kann. Entgegenwirken kann man durch eine zeitliche Begrenzung
der Schätzdauer, die allerdings einen erhöhten MSE der Schätzung zur Konsequenz
hat.
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4.2.4 Ansatz zur Aufwandsreduktion
Das im letzten Abschnitt vorgestellte Wienerfilter ist das optimale lineare Filter und
ist den anderen Verfahren gerade für Kanäle mit großer mittlerer Impulsverbreite-
rung und bei hohen Teilnehmergeschwindigkeiten überlegen. Allerdings weist das
Filter große Nachteile auf:
1. Die Kanaleigenschaften müssen in Form der Korrelationsfunktionen bekannt
sein.
2. Es ist eine Matrix-Inversionmit anschließender Vektor-Matrix-Multiplikation
für jeden einzelnen Unterträger notwendig.
Die Inversion einer(L × L)-Matrix beansprucht einen Aufwand an Rechenope-
rationen in der Größenordnung vonO(L 3). Die Matrixinversion muss für jeden
einzelnen Träger durchgeführt werden, wodurch der Rechenaufwand im 2k-Modus
von DVB-T nochmals mit dem FaktorK = 1705 erhöht wird. Da pro OFDM-
Symbol nur die Zeit einer SymboldauerTO zur Verfügung steht, ergibt sich ein Re-
chenaufwand, der gerade in mobilen Endgeräten nicht realisierbar ist. Daher wird
nach Möglichkeiten gesucht, den Rechenaufwand im mobilen Endgerät durch eine
Wienerfilterung zu verringern. Es gibt Ansätze, diese Reduktion zum Beispiel mit
Hilfe der Singulärwertzerlegung zu erreichen [13]. Im nächsten Abschnitt wird ein
Verfahren vorgestellt, das im Rahmen dieser Forschungsarbeit entstanden ist und
ein adaptives Wienerfilter zur Verringerung der Komplexität verwendet [52].
Adaptives Wienerfilter
Die Reduktion des Rechenaufwandes zur Berechnung der Filterkoeffizienten wird
bei dem hier vorgestellten Algorithmus durch gezieltes Ausnutzen der Robustheit
der Wienerfilter erreicht. Es wird bewusst eine Fehlanpassung zwischen Kanal und
Filterkoeffizienten in Kauf genommen, woraus dann natürlich ein erhöhter mittlerer
quadratischer Fehler resultiert.
Bild 4.6 zeigt den prinzipiellen Aufbau des adaptiven Filters.
Der Kern ist ein Koeffizientenspeicher, in dem die Koeffizientenvektoren für die
einzelnen Unterträger abgelegt werden. Diese Koeffizientenvektoren werden ein-
malig vorab für ausgewählte Kanalzustände berechnet und anschließend in dem
Speicher abgelegt. Im laufenden Betrieb wird ausschließlich auf diese Koeffizien-
ten zurückgegriffen,so dass nur ein Lesezugriff auf den Speicher notwendig ist. Die















w( , )k l
^
Bild 4.6 Blockschaltbild des adaptiven Wienerfilters
Auswahl der passenden Vektoren übernimmt die Speicherzuordnung. In Abhängig-
keit der geschätzten Parameterv̂ und∆τ̂ wird der Koeffizientensatz ausgewählt,
der für den momentanen Kanal den geringsten Fehler aufweist. Anschließend wird
der aus dem Speicher gelesene Koeffizientenvektor mit dem Vektor der Pilotträger
multipliziert. Das liefert den Schätzwert für die Übertragungsfunktion.
Der Vorteil dieses Verfahrens liegt in der Vermeidung von Rechenaufwand zur Be-
rechnung der Filterkoeffizienten. Es muss nur genügend Speicher zum Ablegen der
Koeffizienten vorhanden sein.
Der Speicherbedarf richtet sich nach der Genauigkeit der Kanalschätzung, die mit
dem Filter erreicht werden soll. Bild 4.7 zeigt die prinzipielle Zuordnung der Fil-
tersätze zu den Kanalzuständen. Jeder FiltersatzWi,j ist für einen Bereich dieser
zweidimenisionalen Ebene vorgesehen und wird in Abhängigkeit der geschätzten
Paramter̂v und∆τ̂ ausgewählt. Je genauer das Gesamtfilter sein soll, desto kleiner
werden die Zuordnungsbereiche der Filtersätze. Allerdings steigt mit zunehmender
Genauigkeit die Anzahl der benötigten Filtersätze stark an.
Damit eine Beurteilung über die Anzahl der benötigten Filtersätze möglich ist,
muss der Verlauf des mittleren quadratischen Fehlers bei Fehlanpassung an den
Kanal mit Hilfe von Formel (4.18) untersucht werden. Dabei werden auch Rand-
bedingungen deutlich, die bei der Auslegung der Filtersätze zu beachten sind. Da
sich die Arbeit auf die Anwendung im Mobilfunk beschränkt, werden hier die in
Anhang A dargestellten Kanäle betrachtet, die alle über exponentiell abfallende
Funktionen definiert werden. Somit ist der die Funktionen beschreibende Parame-
ter die Abklingkonstanteτ0 und dieser wird im Folgenden zur Auswahl der Filter-
sätze verwendet. Daτ0 praktisch nicht zu schätzen ist, wird stattdessen die mitt-







Bild 4.7 Zuordnung der Filtersätze zu den Kanalzuständen
∆τ wird in Abschnitt 4.4.1 vertiefend eingegangen. Bild 4.8 zeigt den Verlauf des
MSE von Wienerfiltern in Abhängigkeit der tatsächlichen Geschwindigkeitv für
eine Filterlänge vonL = 32. Jedes Filter ist für eine andere Geschwindigkeitvopt
optimiert. Zum Vergleich ist weiterhin der minimal mögliche Fehler angegeben,
der bei exakter Anpassung an den Kanal möglich wäre. Als Abklingkonstante ist
hierτ0 = 5, 0 µs gesetzt und entspricht annähernd dem Kanalszenario für hügeliges
Gelände.
Es ist deutlich der Charakter des Fehlerverlaufes zu erkennen. Wird das Filter für
eine Teilnehmergeschwindigkeit genutzt, die kleiner ist als die, für die das Filter
optimiert wurde, ändert sich der MSE nur geringfügig. Im Vergleich zur optimalen
Anpassung weist es aber für niedrigere Geschwindigkeiten einen höheren Fehler
auf.
Wird das Filter beispielsweise fürv = 180 km/h optimiert und beiv = 36 km/h
eingesetzt, vergrößert sich der MSE gerade um den Faktor1, 4.
Bei einem Einsatz des Filters dagegen bei zu hohen Geschwindigkeiten steigt der
Fehler mit zunehmendemv steil an und verschlechtert sich um Größenordnungen.
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Bild 4.8 Verlauf des MSE in Abhängigkeit der Geschwindigkeit
Wird ein Filter fürvopt = 108 km/h optimiert und beiv = 216 km/h verwendet,
ergibt sich ein MSE von4 ·10−3, der allerdings nicht mehr aus dem Bild abzulesen
ist, um die Übersichtlichkeit der Darstellung zu erhalten.
Bezüglich der Filtersatzauswahl ist daher darauf zu achten, dass die ausgwählten
Filtersätze eher für zu hohe Geschwindigkeiten optimiert sind. Ein starkes Unter-
schätzen der Geschwindigkeit kann somit zu großen Genauigkeitsverlusten der Ka-
nalschätzung führen.
Bei der Auswahl der Filterkoeffizienten in Abhängigkeit der Abklingkonstantenτ 0
können ähnliche Aussagen getroffen werden. Bild 4.9 zeigt den Verlauf des MSE
in Abhängigkeit vonτ0 bei verschiedenen Filteroptimierungen bei einer Teilneh-
mergeschwindigkeit vonv = 108 km/h und einer Filterlänge vonL = 32.
Auch hier ist wieder die Eigenschaft erkennbar, dass eher ein Filter gewählt werden
sollte, das für ein zu grossesτ0 optimiert wurde. Gerade für kleineτ0 steigt der
mittlere quadratische Fehler sehr stark an, falls das verwendete Filter für ein zu
kleinesτ0 ausgelegt wurde.
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Bild 4.9 Verlauf des MSE in Abhängigkeit mittleren Impulsverbreiterungτ0
Durch die Analyse der Fehler bei Fehlanpassung lässt sich nun eine geeignete Aus-
wahl an Filtersätzen bestimmen. Diese hängt in erster Linie von den Anforderun-
gen an die Kanalschätzung ab. Wie in Kapitel 5 gezeigt wird, reichen im DVB-T-
Betrieb insgesamt vier Filtersätze aus, um Kanäle mit einer Abklingkonstanten von
0 µs . . . 5 µs bei Geschwindigkeiten bis zu360 km/h ausreichend genau schätzen
zu können.
Neben der Frage des mittleren quadratischen Fehlers ist auch der Rechenaufwand
vor allem im mobilen Endgerät zu berücksichtigen. Gerade für die niedrigen Ge-
schwindigkeiten kann die Filterlänge und somit der Rechenaufwand reduziert wer-
den, was zum Beispiel zu einem geringeren Stromverbrauch führt.
Es ergeben sich die in Tabelle 4.1 beschriebenen Filter. Neben den Gültigkeitsbe-
reichen sind auch die Optimierungsparameter angegeben.
Sollen auch Kanäle mit einer Abklingkonstantenτ0 > 5 µs berücksichtigt wer-
den, sollte Folgendes beachtet werden. Bis ca.τ0 = 7 µs kann das Filter, das für
τ0,opt = 5 µs optimiert wurde, weiterverwendet werden, da der Fehlerzuwachs
recht gering ausfällt. Für größere Werte erreicht der Fehler bei Fehlanpassung die
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Filter v-Bereich in km/h τ0 -Bereich inµs vopt τ0,opt Filterlänge
W11 0-108 0-1 108 km/h 1 µs 8
W21 108-360 0-1 360 km/h 1 µs 32
W12 0-108 1-5 108 km/h 5 µs 8
W22 108-360 1-5 360 km/h 5 µs 32
Tabelle 4.1Auswahl der Filtersätze
Größenordnung von10−3. Bei τ0 = 10 µs beträgt die Schätzfehlerleistung bereits
PMSE = 5 · 10−3. Gegenüber der optimalen Anpassung ergibt dies bei einem
Träger-zu-Rauschleistungsverhältnis vonCNR = 30 dB undv = 108 km/h einen
Verlust von2, 5 dB, was mit Formel 5.3, die in Kapitel 5 eingeführt wird, berechnet
werden kann. Daher sollte für Kanäle mit einer größeren Abklingkonstanten ein
weiterer Filtersatz verwendet werden, der auf diesen Wert optimiert ist.
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4.3 Schätzung der Teilnehmergeschwindigkeit
Zur Adaption des Wienerfilters aus Abschnitt 4.2.3 werden die beiden Kanalpara-
meter Geschwindigkeit des mobilen Teilnehmersv und mittlere Impulsverbreite-
rung∆τ (Delay Spread) des Kanals benötigt. Dieser Abschnitt beschreibt einen im
Rahmen dieser Arbeit entwickelten Algorithmus, der die Teilnehmergeschwindig-
keit relativ zur Basisstation schätzt und somit die Auswahl des Geschwindigkeits-
bereiches für das adaptive Wienerfilter ermöglicht. Die Grundidee dieser Schätzung
besteht in der Auswertung der KorrelationsfunktionφHH,t(∆t) in Zeitrichtung ei-
nes beliebigen, aber festen Unterträgers. Der Algorithmus kann entweder mit Hil-
fe von bereits decodierten Trägern arbeiten, oder aber die bekannten Pilotträger
auswerten. Im zweiten Fall besteht der Vorteil, dass keinerlei Symbolfehlentschei-
dungen mit in die Schätzung einfließen. Allerdings kann der Algorithmus sich in
diesem Fall nur auf die ständigen Piloten stützen. Ansonsten müssten zwischen
den verteilten Piloten wiederum Nutzdaten geschätzt werden, da diese verteilten
Piloten nur bei jedem vierten Träger den auszuwertenden Träger belegen. Im fol-
genden Abschnitt wird zunächst der Schätzalgorithmus selbst im Detail vorgestellt.
Anschließend wird analytisch eine Abschätzung des Fehlers hergeleitet, der im Vor-
hinein eine Aussage über den Schätzfehler und die Eigenschaften des Algorithmus
zulässt.
4.3.1 Der Schätzalgorithmus
Wie bereits in Abschnitt 2.2.7 in Formel (2.42) hergeleitet wurde, läßt sich die Kor-
relationsfunktionφHH(∆f, ∆t) der KanalübertragungsfunktionH(f, t) als Pro-
dukt der Korrelationsfunktionen in Zeit- und Frequenzrichtung darstellen:
φHH(∆f, ∆t) = φHH,f (∆f) · φHH,t(∆t). (4.22)
Für die Schätzung der Geschwindigkeit wird nun ein beliebiger, aber fester Träger
ausgewählt. In den weiteren Betrachtungen über den Geschwindigkeitsschätzer gilt
daher∆f = 0, so dassφHH,f(∆f) = const. gilt und nur die Korrelationsfunktion
in ZeitrichtungφHH,t(∆t) Einfluss auf die Schätzung hat. Daher wird im Folgen-
den der Indext weggelassen und es giltφHH(∆t) = φHH,t(∆t). Mit Gleichung
(2.29) erhält man als Korrelationsfunktion die Besselfunktion der ersten Art und
nullten Ordnung
φHH(∆t) = J0(2πfDmax∆t), (4.23)
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wobei der Vorfaktor der Leistung aus Gleichung (2.29) nun durchφ HH,f(∆f) re-
präsentiert wird. Zur Schätzung der Geschwindigkeit werden zeitlich aufeinander-
folgende OFDM-Symbole ausgewertet. Somit ergeben sich für∆t nur ganzzahlige
Vielfache der SymboldauerTO und im Folgenden gilt
∆t = m · TO, m ∈ Z. (4.24)
Für die folgende Herleitung wird angenommen, dass sich der Kanal während ei-
nes OFDM-Symbols nicht ändert und sich das durch additives weisses Rauschen
N(k, l) gestörte EmpfangssignalR(k, l) im Frequenzbereich durch Formel (4.25)
darstellen läßt.
R(k, l) = S(k, l) · H(k, l) + N(k, l) (4.25)
Die Variablel beschreibt die OFDM-Symbolnummer undk ie Trägernummer. Die
Störungen, die durch den Dopplereffekt hervorgerufen werden, sollen vernachläs-
sigt werden, da sie als zusätzliches Rauschen interpretiert werden können und die
Leistung des Schätzers praktisch nicht beeinflussen.
Die Korrelationsfunktion des empfangenen und durch additives weisses Rauschen
gestörten SignalesR(k, l) im Frequenzbereich kann wie folgt durch
φRR(m) = E {R(k, l) · R∗(k, l − m)} (4.26)
= E {(S(k, l) · H(k, l) + N(k, l)) ·
· (S∗(k, l − m) · H∗(k, l − m) + N∗(k, l − m))}
beschrieben werden. Das RauschenN(k, l) und die KanalkoeffizientenH(k, l)
sind voneinander unabhängig. Daher ist mitE{N(k, l)} = 0 die Kreuzkorrela-
tionsfunktion vonN(k, l) undH(k, l) Null.
Wenn für die Schätzung ein Träger mit einem bekannten Pilotsymbol verwendet
wird, ist S(k, l) bekannt und beeinflusst die Korrelationsfunktion nur durch einen
konstanten VorfaktorC, der proportional zur Leistung des Pilotträgers ist. Mit Glei-
chung (4.26) undE{N(k, l)} = 0 kannφRR(m) berechnet werden:
φRR(m) = E{R(k, l) · R∗(k, l − m)} (4.27)
= C · E{H(k, l) · H∗(k, l − m)} + E{N(k, l) · N∗(k, l − m)}
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Da das Rauschen weiss ist, lässt sich dessen Korrelationsfunktion durch einen mit
der spektralen RauschleistungsdichteN0 eines komplexen Prozesses gewichteten
Dirac-Impuls darstellen
φNN (m) = E{N(k, l) · N∗(k, l − m)} (4.28)
= N0 · δ(m), k = 0, . . . , N − 1. (4.29)
Damit ergibt sich die theoretische Korrelationsfunktion des empfangenen Signals
R(k, l) zu
φRR(m) = C · E{H(k, l) · H∗(k, l − m)} + (4.30)
+E{N(k, l) · N∗(k, l − m)} (4.31)
= C · J0(2πfDmaxmTO) + N0 · δ(m)
Wie in Abschnitt 2.2.3 gezeigt wurde, ergibt die Korrelationsfunktion für den Re-
alteil ebenso wie für den Imaginärteil alleine ebenfalls obige, jedoch nur mit dem
Faktor 1/2 gewichtete Autokorrelationsfunktion, die für die weiteren Betrachtun-
gen verwendet wird. Dargestellt wird sie durchφRR(m), wobei nicht zwischen der
AKF des Realteils und des Imaginärteil unterschieden werden soll, da beide das
gleiche Ergebnis liefern.
Die grundlegende Idee des Schätzers für die relative Teilnehmergeschwindigkeit
besteht darin, die Autokorrelationsfunktion an einem beliebigen Träger zu schät-
zen, diese Funktion bezüglich des kleinsten positiven Nulldurchgangesm̂ 0 zu ana-
lysieren und daraus einen Schätzwert für die Geschwindigkeit abzuleiten, da diese
in direktem Zusammenhang mit̂m0 steht.
Der erste positive Nulldurchgang neben dem Maximum der BesselfunktionJ 0(x)
für x = 0 liegt bei x = 2, 405. Da die Besselfunktion nach Gleichung (4.30)
mit 2πfDmaxTO skaliert wird, wird dieser erste Nulldurchgang der Autokorrelati-
onsfunktion alleine durch die maximale Dopplerfrequenzf Dmax bestimmt, da die
SymboldauerTO für das System selbst konstant bleibt. Nach der Identifikation des





eine Schätzung der maximal auftretenden Dopplerfrequenz angegeben werden. Dar-
aus lässt sich die Teilnehmergeschwindigkeit mit Gleichung (4.33) berechnen, die
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auf der wohlbekannten Formel für die Dopplerfrequenz bei gegebener Trägerfre-





Die Schätzgenauigkeit hängt in erster Linie von der Anzahl der Werte ab, die für
die Berechnung der Autokorrelationsfunktion verwendet werden. Je nach Genau-
igkeitsanforderung kann die Schätzzeit unter Umständen zu lang werden. Da zum
Beispiel für 2048 Werte, die für die Schätzung der AKF verwendet werden, 2048
OFDM-Symbole verwendet werden müssen, sind diese im 8k-Modus erst nach
1, 84 s verfügbar. Abhilfe kann hier die parallele Schätzung auf mehreren Trägern
schaffen, deren Ergebnisse gemittelt werden. Pro Träger sind dann bei gleicher Ge-
samtgenauigkeit weniger OFDM-Symbole nötig, was einer Verkürzung der Schätz-
zeit gleichkommt.
Das Schätzverfahren ist sehr robust gegenüber dem weissen Gaußschen Rauschen.
Gleichung (4.28) zeigt, dass die Rauschleistung auf Grund des Dirac-Impulses
theoretisch nicht den Nulldurchgang der Korrelationsfunktionφ RR(m) beeinflusst.
Somit sind die geschätzten Geschwindigkeiten nahezu unabhängig von der Rausch-
leistung auf dem Kanal. Die auftretenden geringen Abweichungen werden durch
den Einfluss des Rauschens auf die Schätzgenauigkeit der Autokorrelationsfunkti-
on verursacht, worauf im folgenden Abschnitt noch genauer eingegangen wird.
4.3.2 Beurteilung der Schätzgenauigkeit
In diesem Abschnitt wird auf die Eigenschaften des Geschwindigkeitsschätzers nä-
her eingegangen. Dafür wird zunächst die Varianz der AKF-Schätzung in Abhän-
gigkeit des Parametersm berechnet. Anschließend wird die Dichte der geschätzten
Geschwindigkeit hergeleitet, um Aussagen über die Zuverlässigkeit und den dafür
benötigten Aufwand der berechneten Geschwindigkeiten zu formulieren.
Der Mittelwert der Kanalübertragungsfunktion mit Rayleigh-verteileten Pfaden ist
null, da sichH(k, l) als Linearkombination der mittelwertfreien Pfadehn (t) in
Form der DFT darstellen läßt und somit selbst mittelwertfrei ist. Daher kann im
Folgenden an Stelle der AKF die in diesem Fall identische Autokovarianzfunkti-
on ρRR(m) = E{R(k, l) · R(k, l + m)} des reellen ProzessesR(k, l) geschätzt
werden.
Für die Schätzung der Autokovarianzfunktion sollen Werte im Zeitintervall
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0 ≤ n < M (4.34)
ausgewertet werden, wobei der Zeitpunkt Null den Beginn des Schätzintervalls re-
präsentiert. Die Schätzformel für die Autokovarianz eines reellen, mittelwertfreien
Prozesses lautet [41]






R(k, n) · R(k, n + m)
wobei |m| < M gilt. Hierbei ist zu beachten, dass für großem die Anzahl der
Werte, die in der Schätzung berücksichtigt werden, sehr klein wird und die re-
sultierenden Korrelationswerte oftmals keine Aussage mehr über die tatsächlichen
Korrelationseigenschaften zulassen. Daher ist im Folgenden auf die richtige Aus-
legung der Größe des Schätzintervalls aus Gleichung (4.34) in Abhängigkeit der
Geschwindigkeit zu achten.











+ρRR(i + m) · ρRR(i − m)] , (4.36)
wobei hier nur der RealteilR(k, l) des EmpfangssignalsR(k, l) für die Schätzung
verwendet wird.
Da die Schätzung erwartungstreu ist und mitM → ∞ gegen 0 konvergiert,
lim
M→∞
[V ar{ρ̂RR(m)}] → 0, (4.37)
ist die Schätzung konsistent.
Zur Berechnung der Varianz des Geschwindigkeitsschätzers wird zunächst die theo-
retische AutokovarianzfunktionρRR(m) aus Gleichung (4.30) in Gleichung (4.36)
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Bild 4.10 Schätzvarianz für verschiedene Geschwindigkeitenv
eingesetzt. Bild 4.10 zeigt den Verlauf der Schätzvarianz in Abhängigkeit vonm
für drei verschiedene Geschwindigkeitenv beiM = 1024 Werten.
Die Schätzgenauigkeit nimmt für größere Geschwindigkeiten zu. Dieser Effekt
wirkt positiv der Tatsache entgegen, dass die Anforderungen an die Schätzung
steigen, da der Nulldurchgangm0 auf Grund von Gleichung (4.32) für höhere
Geschwindigkeiten immer weiter an den Ursprung heranrückt und somit deutlich
empfindlicher gegenüber Schätzfehlern wird.
Über die Robustheit gegenüber dem Kanalrauschen gibt Bild 4.11 Aufschluss. In
diesem Bild sind die Schätzvarianzen für Träger-zu-Rauschleistungsverhältnisse
von 0 dB, 5 dB, 10 dB, 20 dB und30 dB angegeben. Die Schätzvarianzen konver-
gieren sehr schnell und ändern sich kaum noch in realistischen Arbeitsbereichen
bei einemCNR > 5 dB des Systems. Daher ist zu erwarten, dass sich die Vari-
anz der geschätzten Geschwindigkeitv̂ nur minimal bei unterschiedlichenCNRs
ändern wird. Die Simulationsergebnisse sind in Abschnitt 5.2 angegeben.
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Bild 4.11 Schätzvarianz bei verschiedenenCNRs (M = 1024)
Dichte des Schätzfehlers
Aus diesen berechneten Varianzen lassen sich nun Aussagen über das zu erwar-
tende Verhalten der geschätzten Geschwindigkeiten herleiten. Da der Einfluss des
Kanalrauschens sehr gering ist, wird zur Vereinfachung der theoretischen Herlei-
tung der RauschanteilN(k, l) vernachlässigt. Daher vereinfacht sich die Schätz-






H(k, n) · H(k, n + m) (4.38)
H(k, l) sei der Realteil (oder Imaginärteil) der Kanalübertragungsfunktion an der
Frequenzstützstellek ·∆f des OFDM-Symbols zum Zeitpunktl ·TO. Die Übertra-
gungsfunktionH(k, l) ist eine gaußverteilte Zufallsvariable, daH(k, l) aus der ge-
wichteten Summe von unabhängigen und gaußverteilten Zufallsvariablen in Form
der DFT gebildet wird (vgl. Abschnitt 2.2.2). Nach dem Additionssatz für normal-
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verteilte Zufallsvariablen [59] ist der Prozess der Summen gaußverteilt. Die Leis-
tung des mitµH = 0 mittelwertfreien ProzessesH(k, l) seiσ2H und setzt sich aus
der Summe der Leistungen der einzelnen Pfade zusammen.
Zur Vereinfachung der Darstellung wird die Abhängigkeit vonH(k, l) von der Trä-
gerfrequenzk ·∆f nicht mehr explizit angegeben, da in diesem Abschnitt nur eine
feste, aber beliebige, Trägerfrequenz betrachtet wird.
Ziel dieser Schätzung ist die Bestimmung der Teilnehmergeschwindigkeit aus dem
kleinsten positiven Nulldurchgang der Autokorrelationsfunktion. Da die Schätzung
konsistent und erwartungstreu ist, wird die Schätzung an der Stelle des tatsächli-
chen Nulldurchgangesm0 den folgenden Fehler aufweisen:
∆ρHH(m0) = ρ̂HH(m0) − ρHH(m0) (4.39)






H(n) · H(n + m0).
Gesucht ist nun die Dichte von∆ρHH(m0), die weitere Aussagen über die Zuver-
lässigkeit des Schätzers geben wird. Hierzu wird Gleichung (4.39) näher analysiert.
DaH(l) undH(l+m0) gaußverteilt und unkorreliert sind, folgt daraus die statisti-
sche Unabhängigkeit der Variablen. Daher gilt, wenn wir annehmen, dass
(H(l), H(l + m0))T eine zweidimensionale Gaußverteilung besitzt, für die Dichte











Nach dem Einsetzen der Gaussverteilung und anschließender Integration (siehe An-
hang B.2) kann man die Dichte des Produktes der Zufallsvariablen als Funktion der
modifizierten Hankelschen Funktion schreiben.

















wobeiH (1)0 (z) die Hankelsche Funktion der ersten Art [33] darstellt.
Wird Gleichung (4.39) weiter ausgewertet, muss man die Summe über Hankel-
verteilte Zufallsvariablen berechnen. Leider sind diese Zufallsvariablen korreliert,
so dass der zentrale Grenzwertsatz hier keine Anwendung finden kann. Da aus der
Fachliteratur keine Anhaltspunkte über die Summe von korrelierten Zufallsvaria-
blen bekannt sind, wurde der Weg über die Simulationen gewählt. Das bedeutet, das
die Verteilungen für die verschiedenen Geschwindigkeiten zunächst simulativ be-
stimmt wurden. Anschließend wurde nach analytischen Funktionen gesucht, die die
gefundenen Histogramme bestmöglich approximieren. Bild 4.12 stellt beispielhaft
das normierte Histogramm für eine Teilnehmergeschwindigkeit vonv = 10 m/s
dar, das aus 50000 Schätzwerten gewonnen wurde. Der Fehler wurde der geschätz-
ten Kovarianzfunktion̂ρHH(m) an der Stellem = 57 als Approximation des wah-
ren Nulldurchganges beim0 = 56, 95 entnommen.
Es ist zu erkennen, dass das Histogramm eine leichte Schiefe aufweist. Im Rahmen
dieser Arbeit wurden nun viele verschiedene Dichten im Hinblick auf den Appro-
ximationsfehler untersucht. Zur Beurteilung wurde derχ 2-Test [2] durchgeführt,
dessen Ergebnisse für ausgewählte Funktionen in Tabelle 4.2 aufgelistet sind.T χ
stellt dabei die Testgröße für den Hypothesentest dar, die aus der Summe der nor-
mierten Abweichungsquadrate gebildet wird. Bei der Verwendung von 61 Klassen
beim χ2-Test wird die Hypothese, dass die analytische Funktion der Dichte der




60,0,95 = 79, 08 (4.43)
ist.
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Bild 4.12 Normiertes Histogramm des Schätzfehlers fürv = 10 m/s
Dichte ErgebnisTχ
Hankel modifiziert∝ K1.5(x) 1065
Gauß 7452
Weibull ≈ 106
Tabelle 4.2Ergebnisse desχ2-Tests für ausgewählte Dichten
Die Dichte, die auf der modifizierten Hankel-Funktion beruht, zeigt die besten Er-
gebnisse beimχ2-Test. Sie wird aus der Annahme hergeleitet (siehe Anhang B.2),
dass ein Teil der Summanden in Gleichung (4.39) unabhängig ist und somit die
Dichtef∆(∆) aus der Faltung dieser Einzeldichten erzeugt wird. Vier unabhängi-
ge Summanden ergeben das beste Ergebnis.
Die Gauß-Dichte ist die erste Annahme, wenn zunächst keine Information über
die mögliche Dichte vorliegt. Sie kann den Verlauf der simulativ erhaltenen Dichte
speziell in den Randbereichen nicht ausreichend approximieren, wodurch sich der
größere Fehler im Vergleich zu der Dichte auf Basis der modifizierten Hankelfunk-
tion ergibt.
Zum Vergleich wurden auch schiefe Dichten untersucht, zu denen die Weibull-
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Verteilung gehört. Hier ergeben sich zum einen durch die Parametervielfalt große
Probleme, die simulative Dichte zu approximieren. Zum anderen haben diese Funk-
tionen auch das Problem, die Randbereiche ausreichend genau nachzubilden. Daher
resultiert auch der sehr große Fehler, der für die Weibull-Dichte berechnet wurde.
Grundsätzlich muß man aufgrund desχ2-Tests bei allen diesen Dichten die Hy-
pothese, dass sie den Simulationsergebnissen genügen, ablehnen. Daher wurde die













für die weiteren Berechnungen ausgewählt, da sie den geringsten Fehler imχ 2-Test
aufweist und dem eigentlichen Verlauf der Simulationsergebnisse auch optisch am
ähnlichsten sieht. Bild 4.12 vergleicht das theoretische mit dem simulierten Hi-
stogramm, wobei es sich weiterhin um ein normiertes Histogramm handelt. Zur
Verdeutlichung des Verlaufs aber wurden die einzelnen Punkte der relativen Häu-
figkeiten mit Linien verbunden, anstatt diese einzeln durch Balken darzustellen.
Die Schiefe des simulierten Histogramms kann zwar durch die analytische Funkti-
on nicht wiedergegeben werden, dafür approximiert sie den Randbereich recht gut
und der prinzipielle Charakter des Fehlerhistogramms wird gut dargestellt.
Bestimmung des Nulldurchganges
Die Schätzung des Nulldurchganges erfolgt nun durch die Suche des kleinsten po-
sitiven Nulldurchganges der geschätzten Autokorrelationsfunktion. Da Gleichung
(4.38) nur diskrete Werte vonm berechnet, wird das kleinste positive Wertepaar
m1 undm2 = m1 + 1 bestimmt, deren geschätzte Korrelationsfunktionφ̂(m) an
den Stellenm1 undm2 verschiedene Vorzeichen aufweist. Somit liegt die Nullstel-
le zwischen diesen Werten und kann durch lineare Interpolation bestimmt werden,
was in Bild 4.13 verdeutlicht wird:




Aus Bild 4.11 ist zu erkennen, dass die Varianz an den Stellenm1 undm2 unter-
schiedliche Werte aufweist. Dies in Verbindung mit der linearen Interpolation führt
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Bild 4.13 Lineare Interpolation und Schätzfehler
zu Messfehlern, die den Mittelwert des Nulldurchganges im Vergleich zum tatsäch-
lichen verschieben, so dass die Schätzung insgesamt nicht mehr erwartungstreu ist.
Dieser Fehler kann aber bestimmt werden und ist für die geforderte Schätzgenau-
igkeit für das adaptive Wienerfilter ausreichend klein. Bevor dieser Effekt näher
erläutert wird, werden die zwei Haupteigenschaften der Schätzvarianz an den Stel-
lenm1 undm2 näher beschrieben:
1. Die Schätzfehler beim1 und m2 weisen eine sehr hohe Korrelation auf.
Bei den simulierten Fällen trat ein mittlerer Kovarianzkoeffizient vonρ =
0, 9776 auf, wobei über Geschwindigkeiten von10 m/s bis zu100 m/s ge-
mittelt wurde. Je niedriger die Geschwindigkeit, desto höher ist der Kovari-
anzkoeffizient. Bei30 m/s liegt der Korrelationskoeffizient noch bei> 0, 99.
2. Das Verhältnis der Schätzvarianzenν = Var{ρ̂HH(m2)} /Var{ρ̂HH(m1)}
ist stets größer eins. Bild 4.14 zeigt das Verhältnis in Abhängigkeit der Ge-
schwindigkeit.
Mit diesen beiden Eigenschaften kann man in guter Näherung die Amplituden der
Schätzfehler∆1 und∆2 in folgende Beziehung setzen:
∆2 ≈
√
ν · ∆1 (4.46)
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Bild 4.14 Verhältnis der Schätzfehlervarianzen
Ein kleines Gedankenexperiment soll nun den Effekt der nicht erwartungstreuen
Schätzung mit Hilfe von Bild 4.13 erklären. Nimmt man an, dass Var{ρ̂HH(m2)} 

Var{ρ̂HH(m1)} ist, hat ein Fehler∆2 < 0 kaum Auswirkungen auf̂m0, der sich
nur geringfügig nach links verschiebt. Der betragsmäßig gleiche Fehler∆ 2 > 0
dagegen kann̂m0 sehr stark nach rechts verschieben. Somit wird das wahrem0
durch die unterschiedlichen Varianzen im Mittel überschätzt.
Gleichung (4.46) ermöglicht nun die Berechnung des Nulldurchgangesm̂ 0 in Ab-
hängigkeit des Schätzfehlers∆1:












(ρHH(m2) − ρHH(m1)) + ∆1(
√
ν − 1) (4.49)
m̂0 kann nun als eine aus∆1 transformierte Zufallsvariable angesehen werden, da
die ρ(mi) undmi, i ∈ 1, 2, für die jeweils betrachtete Geschwindigkeit bekannt
sind.
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Bild 4.15 Theoretische DichtefM̂0(m̂0)
Bei bekannter Dichtef∆1(∆1) der Zufallsvariablen∆1 lässt sich nun die Dichte
vonm̂0 berechnen. Durch die Transformation von Zufallsvariablen erhält man










(m1 − m̂0) (ρHH(m2) − ρHH(m1)) − ρHH(m1)
1 − (m1 − m̂0)(
√
ν − 1) . (4.51)
Bild 4.15 zeigt die theoretische Dichte für eine Geschwindigkeit vonv = 10 m/s.
Es ist deutlich die Überschätzung vonm0 zu erkennen, wodurch im Mittel die
tatsächliche Geschwindigkeit nach den Gleichungen (4.32) und (4.33) unterschätzt
wird.
Falls das geschätzte Wertepaarm1 undm2 nicht den wahren Nulldurchgang ein-
schliesst, kann obige Herleitung zur Dichte vonm̂0 trotzdem verwendet werden,
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da die Varianz umm̂0 für kleine Schätzvarianzen nahezu linear verläuft und so-
mit immer der gleiche Nulldurchgang gefunden wird, auch wenn ein benachbartes
Wertepaar̃m1 undm̃2 verwendet wird.
Damit ist die Dichte des geschätzten Nulldurchganges bekannt, woraus sich mit
Gleichung (4.33) die Dichte der geschätzten Geschwindigkeit berechnen lässt:








mit A = 2,405·c2πfT TS . Die Herleitung vonfV̂ (v̂) ausfM̂0(m̂) ist im Anhang von [51]
zu finden.
Die Korrelationsfunktion eines schwach stationären stochastischen ProzessesX
wird durch
φXX(m) = E{X(l) · X∗(l − m)} (4.53)
definiert und ist damit eine Aussage im Mittel. Für die Schätzung der Autokor-
relationsfunktion nach Gleichung (4.35) wird nur ein endlicher Ausschnitt einer
Realisierung des ProzessesX verwendet, wodurch die momentane Korrelations-
funktion des Signalausschnittes von der mittleren AKF abweichen kann. Dadurch
entstehen weitere Fehler, die hier nicht weiter betrachtet werden, sich aber in den
Vergleichen mit den Simulationsergebnissen, die in Kapitel 5 vorgestellt werden,
niederschlagen. Bei einer Vergrößerung des Schätzintervalles werden nicht nur die
Schätzvarianzen nach Gleichung (4.36) geringer, es nähert sich auch die zu schät-
zende Korrelationsfunktion des Signalausschnittes der mittleren AKF an.
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4.4 Schätzung der Impulsverbreiterung
Die Berechnung der Filterkoeffizienten für die Wienerfilterung zur Kanalschät-
zung setzt die Kenntnis der Korrelationsfunktion des Kanals voraus. Wie in Ab-
schnitt 2.2.7 gezeigt wird, lässt sich diese als Produkt der Besselfunktion und einer
weiteren Funktion ausdrücken. Letztere kann aus dem Verzögerungs-Leistungs-
spektrum (PDP) mit Hilfe der Fouriertransformation nach Gleichung (2.42) be-
stimmt werden. Grundsätzlich muss zur Berechnung der Korrelationsfunktion das
Verzögerungs-Leistungsspektrum bekannt sein. Je nach Profil des PDP können
dabei die Parameter der maximalen Pfadverzögerungτmax, die Abklingkonstan-
te τ0 einer exponentiell abfallenden Funktion oder die mittlere Impulsverbreite-
rung ∆τ des Kanals mögliche charakteristische Werte sein, aus denen sich das
Verzögerungs-Leistungsspektrum bestimmen lässt.
Die Aufgabe im Empfänger besteht in der Schätzung des oder der passenden Pa-
rameter. In der Literatur sind Algorithmen zu finden, die das PDP oder auch den
Verlauf der Korrelationsfunktion im Frequenzbereich charakterisieren. In [50] wird
ein Algorithmus vorgestellt, der die maximale Ausbreitungsverzögerungτ max be-
stimmt. Damit lässt sich die Korrelationsfunktion von Kanälen mit konstanter Pfad-
leistung überτ schätzen. Weiterhin kann die optimale Länge des Schutzintervalles
von OFDM-Systemen bestimmt werden, da diese nur von dem Pfad mit der größten
Verzögerung abhängt. Onizawa und Mizoguchi schlagen in [40] einen Algorithmus
vor, der die Veränderlichkeit der ÜbertragungsfunktionH(k, l) in Frequenzrich-
tung untersucht und so die Adaption eines Filters realisiert. Dieser Algorithmus
wird in Abschnitt 4.4.2 vorgestellt. Allerdings reicht die Genauigkeit dieses Schät-
zers nicht aus, um eine zuverlässige Einstellung des adaptiven Wienerfilters zu er-
möglichen.
Daher wurde im Rahmen dieser Arbeit ein Algorithmus entwickelt, der die mittle-
re Impulsverbreiterung∆τ des Kanals ausreichend genau bestimmen kann. Dieser
Algorithmus wird in Abschnitt 4.4.3 beschrieben.
Die Mobilfunkkanäle im Bereich um800 MHz . . . 900 MHz weisen nach COST
207 [10] exponentiell abfallende Verzögerungs-Leistungsspektren auf, die durch
die Abklingkonstanteτ0 charakterisiert werden. Da die Schätzung vonτ0 eine sehr
schwierige Angelegenheit ist, wird auf den Schätzer der mittleren Impulsverbrei-
terung zurückgegriffen. Um von dem geschätzten Wert∆τ̂ auf τ 0 schließen zu
können, wird zunächst im folgenden Abschnitt der Zusammenhang von∆τ undτ 0
hergeleitet.
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4.4.1 Abhängigkeit zwischen∆τ und τ0







τ2φV LS(τ)dτ − τ2. (4.54)
wobei τ die mittlere Pfadverzögerung aus Gleichung (2.34) darstellt. Für Kanäle
mit einem exponentiell abfallenden Verzögerungs-Leistungsspektrum gilt für die
mittlere Impulsverbreiterung und die Abklingkonstante
∆τ = τ0. (4.55)
Die Herleitung dieser Gleichung ist in [53] angegeben und hat ihre Gültigkeit für
Kanäle mit einer Impulsantwort unendlicher Länge. In OFDM-Systemen dagegen
wird angenommen, dass die Impulsantwort auf die Länge des SchutzintervallesT G
beschränkt bleibt. Damit hat Gleichung (4.55) keine Gültigkeit mehr und muss an
die Kanalimpulsantwortlängeτmax angepasst werden. Nach [53] ergibt sich fol-
gender Ausdruck für∆τ als Funktion vonτ0 undτmax
∆τ =
[
τ20 − e−τmax/τ0 · (τ2max + τ20 ) − e−2τmax/τ0 · (τ2max − τ20 )− (4.56)
−e−3τmax/τ0 · (τmax + τ0)2
]0.5
Bild 4.16 zeigt beispielhaft den Verlauf von∆τ in Abhängigkeit vonτ max. Der
Wert der Abklingkonstanten wurde hier zuτ0 = 0.5 µs gewählt.
Man erkennt die asymptotische Gleichheit vonτ0 und∆τ für τmax → ∞. Dagegen
ist für kleine Werte der Kanalimpulsantwortlänge die mittlere Impulsverbreiterung
stets kleiner alsτ0.
Dieses Verhalten muss bei der Bestimmung vonτ0 und bei der Auswahl des an den
Kanal adaptierten Wienerfilters berücksichtigt werden. In Abschnitt 4.2.4 wurde
das Konzept der adaptiven Wienerfilterung vorgestellt. Die Grundidee bestand in
der Berechnung von wenigen Filtersätzen, die für einen bestimmten Bereich von
Kanaleigenschaften optimiert sind. Wird nun die mittlere Impulsverbreiterung∆τ
geschätzt, wird der Parameterτ0 stets größer sein. Somit sollte der Filtersatz ge-
wählt werden, der für den einen Wertτ0,opt optimiert wurde, der größer als der
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Bild 4.16 Normierte mittlere Impulsverbreiterung in Abhängigkeit der Kanalimpuls-
antwortlängeτmax für τ0 = 0.5 µs
geschätzte Wert∆τ̂ ist. An den Schätzer wird somit die Anforderung gestellt, den
Bereich der Abklingkonstanten zuverlässig zu detektieren und somit die Auswahl
des richtigen Filtersatzes zu ermöglichen. Als Anhaltspunkt für die Auswahl des
Filterbereiches kann folgende Abschätzung dienen. Wird angenommen, dass die
Länge der Impulsantwortτmax mindestens doppelt so groß ist wieτ0, gilt für die
mittlere Impulsverbreiterung
∆τ ≥ 0.50 · τ0, (4.57)
da nach Gleichung (4.56)∆τ(τmax = 2τ0) = 0.4961 · τ0 ist. Somit kann gerade in
den Grenzbereichen zwischen zwei Filtersätzen der richtige Filtersatz ausgewählt
werden, da durch (4.57) eine Abschätzung vonτ 0 nach oben gegeben ist.
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4.4.2 Schätzalgorithmus nach Onizawa
Onizawa u.a. schlagen in [40] ein adaptives Filter vor, das sich ebenfalls an die Fre-
quenzselektivität des Kanals anpasst. Zur Abschätzung der Veränderlichkeit nutzen
sie den Differenzvektor∆ zweier benachbarter Unterträger
∆i = (H(i, l)− H(i − 1, l)), (2 ≤ i ≤ K) (4.58)





1 G1 ≤ |∆i|
2 G2 ≤ |∆i| ≤ G1
3 |∆i| ≤ G2
(4.59)
Die ParameterGn sind sinnvoll zu wählende Entscheidungsgrenzen, die in der Ver-
öffentlichung zuG1 = 0.6 und G2 = 0.3 gesetzt wurden. Weiterhin wird die
Amplitude der Übertragungsfunktion mit in die Filterauswahl einbezogen, spielt
aber für die Anforderungen im Rahmen dieser Arbeit keine Rolle und muss daher
nicht berücksichtigt werden. Obwohl die Entscheidungsgrößen für die Auswahl
der Anzahl von Filterkoeffizienten verwendet werden, können sie eine erste grobe
Schätzung für die mittlere Impulsverbreiterung∆τ darstellen.
In Abschnitt 5.3 sind die Simulationsergebnisse zu finden, die den Algorithmus
auf die Brauchbarkeit zur Selektion des adaptiven Wienerfilters hin untersuchen.
Dabei kommt es darauf an, ob die verschiedenen Impulsverbreiterungen auch zu-
verlässig erkannt werden. Wie sich herausstellt, hat der Algorithmus speziell bei
Kanälen mit einer großen mittleren Impulsverbreiterung Probleme, die Kanäle zu
unterscheiden. Daher kann dieser Ansatz nicht den Anforderungen genügen und
wird in der weiteren Arbeit nicht eingesetzt.
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4.4.3 Schätzung der mittleren Impulsverbreiterung
Die Berechnung der mittleren Impulsverbreiterung nach Gleichung (2.36) aus Ab-
schnitt 2.2.5 setzt die Kenntnis der Kanalimpulsantworth(τ, t) voraus. Die Schät-
zung vonh(τ, t) kann am einfachsten durch die inverse Fouriertransformation der
KanalübertragungsfunktionH(k, l) erfolgen. In einem OFDM-System steht hier-
für die SchätzunĝH(k, l) zur Verfügung, die zum Beispiel mit Hilfe des adaptiven
Wienerfilters aus Abschnitt 4.2.4 gewonnen wurde.
In OFDM-Systemen ergibt sich allerdings bei der Berechnung der Kanalimpul-
santwort ein systematischer Fehler, der sich auf die Schätzgenauigkeit von∆τ̂ aus-
wirkt. Im Gegensatz zu den Annahmen in [36] ist dieser Fehler aber nicht unab-
hängig von der Kanalimpulsantwort, sondern wird durch diese bestimmt.
Die Schätzung der ÜbertragungsfunktionH(k, l) kann nur in dem Frequenzbe-
reich des OFDM-Symbols erfolgen, da nur hier die Pilotsymbole zur Verfügung
stehen. Ausserhalb dieses Bereiches muss demnach der Kanal zu Null angenom-
men werden. Dies entspricht der Multiplikation der Übertragungsfunktion mit ei-
nem Rechteckfenster der BandbreiteB = K · ∆f . Zur Darstellung des systema-
tischen Fehlers wird nachfolgend angenommen, dass der Kanal rauschfrei ist und
keine Fehler bei der Kanalschätzung auftreten. Weiterhin soll der Kanal während
eines OFDM-Symbols konstant sein. Liegt die Schätzung der Übertragungsfunkti-
on im Basisband vor, so ergibt sich für die geschätzte Kanalimpulsantwort
ĥ(τ) = F−1 {H(f) · rectB (f)} (4.60)
= F−1 {H(f)} ∗ B · si(πK∆ft)
= B · h(τ) ∗ si(πBt) .
Sie setzt sich aus der Faltung der eigentlichen Kanalimpulsantworth(τ) und einer
sin(x)/x-Funktion zusammen, deren Hauptzipfelbreite durch die Bandbreite des
Rechteckfensters bestimmt wird. Für den diskreten Fall mitτ = k ·∆t = k ·TS/N












wobei allerdings die Periodizität von̂h(n) nicht berücksichtigt wurde. Hier be-
stimmt das Verhältnis von der TrägeranzahlK zur FFT-LängeN die Größe der
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Bild 4.17 Einfluss der Fensterung bei der Kanalschätzung
Störungen. FürK = N wäre die ideale Rekonstruktion ohne Interferenzen der ein-
zelnen Pfade möglich.
Die Leistung der geschätzten Kanalimpulsantwort in Abhängigkeit vonn kann über


















































Der Schätzfehler ist daher nicht unabhängig von der ursprünglichen Kanalimpuls-
antwort sondern wird durch diese massgeblich bestimmt. Bild 4.17 verdeutlicht
den Einfluss der Fensterung auf die Schätzung der Kanalimpulsantwort. In die-
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sem Bild werden neben der ursprünglichen Kanalimpulsantwort auch die einzel-
nen Summanden aus Gleichung (4.61) dargestellt, die klar die Interferenz auf die
Nachbarimpulse erkennen lassen.
Zur Berechnung der mittleren Impulsverbreiterung wird nunĥ(τ) in die ursprüng-
liche Definition [30]
∆τ̂ =
√√√√∫ τmax0 |ĥ(τ)|2 · (τ − τ )2dτ∫ τmax
0 |ĥ(τ)|2dτ
(4.63)





gibt sich Formel (2.36).
Zur Beurteilung der Zuverlässigkeit des Schätzers können zum Beispiel der Mit-
telwert, der mittlere quadratische Fehler und die Varianz der Ergebnisse als Maß
verwendet werden. Allerdings sind für die analytischen Berechnungen dieser Aus-










− E2 {∆τ̂} . (4.64)
Die Bestimmung des zweiten Terms
E {∆τ̂}2 = E2







erfordert die Berechnung der Integrale unter der Wurzelfunktion, für die keine ana-
lytischen Lösungen bekannt sind. Es ist zu beachten, dass| ĥ(τ)| eine Faltungsope-
ration enthält. Desweiteren muss der Erwartungswert einer Wurzelfunktion ausge-
wertet werden.
So wird zur Beschreibung des Schätzverhaltens auf Simulationsergebnisse zurück-
gegriffen. In Kapitel 5 werden die Ergebnisse für den Mittelwert, die relative Fehler-
größe und auch Histogramme des Fehlers zur Beurteilung der Zuverlässigkeit dar-
gestellt.

































Bild 4.18 Alternatives Schätzsystem nach [53]
Alternativer Schätzalgorithmus
In der Veröffentlichung [53], die im Rahmen dieser Arbeit entstanden ist, wurde ein
Schätzalgortihmus vorgeschlagen, der den in Bild 4.18 gezeigten Aufbau hat. Es ist
ein entscheidungsrückgekoppeltes Verfahren, das aus den geschätzten Datend̂(n)
das wahrscheinlichste gesendete OFDM-Symbolŝ(n) rekonstruiert und anschlie-
ßend mit dem empfangenen Signalr(n) korreliert. Für die nach diesem Verfahren
geschätzte Kanalimpulsantwortĥ(n) wird, wie oben beschrieben, die mittlere Im-
pulsverbreiterung nach Gleichung (4.63) berechnet.
Wird zunächst eine fehlerfreie Detektion der Datend( ) vorausgesetzt, wird auch
das Sendesymbols(n) exakt rekonstruiert. Das Ergebnis der Korrelation
E {r(n) · s∗(n − ∆n)} kann daher wie folgt berechnet werden, wenn für das Emp-




d(κ) · e−j2πnκ/N (4.66)
im Basisband dargestellt wird.
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E {r(n) · s∗(n − ∆n)} = E
{∑
κ






h(κ) · E {s(n − κ) · s∗(n − ∆n)} .
Der Erwartungswert kann bei Unabhängigkeit der einzelnend(κ) wie folgt umge-
formt werden:
























Somit stellt sich die Korrelation als Faltung der ursprünglichen Kanalimpulsant-
wort h(n) mit einer si-Funktion dar, wenn Gleichung (4.68) in (4.67) eingesetzt
wird:



















Formal entspricht dieser Korrelationsschätzer damit dem in Abschnitt 4.4.3 vorge-
stellten Algorithmus. Allerdings weist die Schätzung über die Korrelationsfunktion
im Vergleich zu dem vorher dargestellten Schätzverfahren einige Nachteile auf:
• Der Schätzer benötigt einen höheren Rechenaufwand, da neben der IFFT-
Operation, die beide Schätzer benötigen, auch noch die Korrelation berechnet
werden muss.
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• Durch die benötigte Demodulation, die anschließende Remodulation und die
zusätzliche Korrelation ist die Zeitverzögerung dieser Schätzung deutlich hö-
her und stellt stark erhöhte Anforderungen an den Signalprozessor.
• Die Qualität des Schätzergebnisses der entscheidungsrückgekoppeltenStruk-
tur hängt stark von der Symbolfehlerrate ab. Gerade für höherstufige Modula-
tionsverfahren bei niedrigen Träger-zu-Rauschleistungsverhältnissen können
signifikante Fehler auftreten.
Aufgrund der einfacheren Struktur und der Unabhängigkeit von den geschätzten
Daten ist für die Schätzung der mittleren Impulsverbreiterung der Algorithmus aus
Abschnitt 4.4.3 zu verwenden. Bei geringerem Rechenaufwand liefert er im Ver-
gleich zur Schätzung über die Korrelationsfunktion bessere und zuverlässigere Er-
gebnisse.
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5 Ergebnisse
5.1 Ergebnisse der Kanalschätzung
In diesem Abschnitt werden einige Simulationsergebnisse für die Kanalschätzver-
fahren aus Kapitel 4 vorgestellt. Zunächst wird im folgenden Abschnitt die theo-
retische untere Schranke für die Bitfehlerrate eingeführt, so dass die prinzipielle
Leistungsfähigkeit der Schätzverfahren im Vergleich zur idealen Schätzung be-
urteilt werden kann. Die Simulationsergebnisse für die lineare und die kubische
Interpolation werden in Abschnitt 5.1.2 dargestellt. Hier ist vor allem der Ver-
gleich der beiden Verfahren interessant, da sie keinerlei Informationen über den
Kanal benötigen, aber deutliche Unterschiede im Rechenaufwand aufweisen. Ab-
schnitt 5.1.3 enthält die Ergebnisse für die adaptive Wienerfilterung. Hier werden
zunächst die bestmöglichen Bitfehlerraten für die drei Referenzkanäle bei unter-
schiedlichen Geschwindigkeiten dargestellt. Dies soll eine Einschätzung der Lei-
stungsfähigkeit von DVB-T im mobilen Umfeld ermöglichen. In den weiteren Ab-
schnitten wird auf die sinnvolle Auslegung der Filterlänge und den Einfluss des
Träger-zu-Rauschleistungsverhältnisses eingegangen. Anschließend werden in den
folgenden Abschnitten Ergebnisse präsentiert, die Leistungsfähigkeit des Wiener-
filters bei Fehlanpassung an die Geschwindigkeitv und die mittlere Impulsverbrei-
terung∆τ darlegen und somit das vorgeschlagene adaptive Filter aus Abschnitt
4.2.4 beurteilen.
5.1.1 Theoretische untere Schranke der Bitfehlerrate
Um die Leistungsfähigkeit der Kanalschätzverfahren beurteilen zu können, wird
hier die theoretische Schranke der minimalen BitfehlerrateP b beschrieben, die in









berechnet, wobeiµ sich aus dem mittleren Träger-zu-Rauschleistungsverhältnis
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Das mittlereCNR, das in Gleichung (4.9) eingeführt wurde, berücksichtigt neben
dem additiven weissen Rauschen auf dem Kanal auch die Unterträgerinterferenz,
die durch die Dopplereffekte verursacht wird. Diese Gleichung ist für ein vierwer-
tiges PSK-Modulationsverfahren gültig und kann damit auch auf das in DVB-T
verwendete 4-QAM-Verfahren angewendet werden.
Soll der Einfluss der Kanalschätzung und der Kanalentzerrung mit berücksichtigt
werden, ergibt sich mit dem mittleren quadratischen SchätzfehlerJ(w(k, l)) des









Die Bitfehlerwahrscheinlichkeit (5.3) ergibt sich für den k-ten Unterträger des
OFDM-Symbolsl. Zur Bestimmung der Bitfehlerrate für das OFDM-System muss
dann über die Unterträger gemittelt werden.
Die Bitfehlerrate ist das eigentliche Kriterium, nach dem die Kanalentzerrung opti-
miert wird. Zur Vereinfachung kann aber auch der mittlere quadratische Schätzfeh-
ler des Wienerfilters verwendet werden, da die Bitfehlerrate bei einem gegebenen
Träger-zu-Rauschleistungsverhältnis auf dem Kanal bei sinkendem MSE streng
monoton abnimmt. Daher führt die Minimierung des MSE auch zur Minimierung
der Bitfehlerrate. Die strenge Monotonie kann über die Ableitung der Bitfehlerrate
nachJ(w(k, l)) gezeigt werden. Auf die Darstellung der Herleitung wird hier aber
verzichtet.
5.1.2 Ergebnisse der linearen und kubischen Interpolation
Sowohl die lineare als auch die kubische Interpolation benötigen für die Schätzung
der Übertragungsfunktionkeinerlei Information über die Korrelationseigenschaften
des Kanals und lassen sich daher recht einfach implementieren. Bei der linearen In-
terpolation ist pro Unterträger lediglich die gewichtete Summe über zwei Pilotträ-
gerwerte zu berechnen. Die kubische Interpolation benötigt bereits mehr Rechen-
aufwand, da erst die Interpolationspolynome bestimmt werden müssen. Bild 5.1
zeigt die Simulationsergebnisse für die drei Referenzkanäle aus Anhang A bei ei-
ner Geschwindigkeit vonv = 36 km/h.
Der Rural-Kanal mit linearer Interpolation weist gegenüber der Referenz einen Ver-
lust von ungefähr2, 5 dB auf. Bei kubischer Interpolation, die hier nicht dargestellt
5.1 Ergebnisse der Kanalschätzung 95


















Bild 5.1 Vergleich der linearen und kubischen Interpolation in verschiedenen Kanal-
szenarien beiv = 36 km/h
ist, vergrößert sich der Verlust etwas. Für den Urban-Kanal bildet der Verlauf der
Bitfehlerrate mit linearer Interpolation bereits einen Error-Floor aus, wohingegen
die kubische Interpolation deutlich bessere Ergebnisse erzeugt. Dieses Verhalten
ist in dem Verlauf der Übertragungsfunktion begründet. Da sich der Urban-Kanal
im Vergleich zum Rural-Kanal deutlich schneller über der Frequenzachse ändert,
erlaubt die kubische Interpolation eine bessere Anpassung an diesen Verlauf als die
lineare. Die Ergebnisse für den Hilly-Kanal zeigen, dass hier eine Datenübertra-
gung nicht mehr möglich ist, was auch durch den mittleren quadratischen Fehler
aus Bild 4.4 bestätigt wird, der für große Werte der Abklingkonstantenτ 0 sehr
stark ansteigt. Hier muss dann auf eine Interpolation in Zeitrichtung in Form der
bilinearen Interpolation zurückgegriffen werden.
Die Leistungsfähigkeit bei höheren Geschwindigkeiten zeigt Bild 5.2.
Bei steigender Geschwindigkeit bilden sich nun Error-Floors aus, die durch die
Unterträgerinterferenz und damit auch durch die steigende Schätzfehlerleistung be-
gründet sind. In dem hier dargestellten Rural-Kanal erweist sich die lineare Inter-
polation wieder als überlegen, wohingegen beim Urban-Kanal die kubische Inter-
polation bessere Schätzergebnisse liefert.
96 Kapitel 5: Ergebnisse













Rural, v=360 km/h, kubisch
Rural, v=360 km/h, linear
Rural, v=110 km/h, kubisch
Rural, v=110 km/h, linear
Theoretische Schranke
Bild 5.2 Vergleich der linearen und kubischen Interpolation in verschiedenen Kanal-
szenarien beiv = 36 km/h
Die einfachen Interpolationsverfahren,die ohne zusätzliche Informationen über den
Kanal auskommen, können vor allem in Kanälen mit einer kleinen Abklingkonstan-
tenτ0 eingesetzt werden. Steigt die Frequenzselektivität dagegen an, versagen die
Verfahren und es kann auf die bilineare Interpolation oder auf zweidimensiona-
le kubische Interpolationsverfahren zurückgegriffen werden. Deutlich bessere Er-
gebnisse werden erzielt, wenn die Korrelationsfunktionen der Übertragungsfunk-
tion mit berücksichtigt werden und die Kanalschätzung mit Hilfe eines Wiener-
filters durchgeführt wird. Ergebnisse dieser Kanalschätzung werden im nächsten
Abschnitt dargestellt.
5.1.3 Ergebnisse der adaptiven Wienerfilterung
Erreichbare Bitfehlerraten
In diesem Abschnitt werden uncodierte Simulationsergebnisse präsentiert, die die
grundsätzliche Leistungsfähigkeit des DVB-T-Systems im 2K-Modus bei mobilem
Einsatz aufzeigen sollen. Als Referenz wird die theoretische untere Schranke der
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Bild 5.3 Theoretischer und simulierte Verläufe der Bitfehlerraten
BitfehlerratenPb in Rayleigh-Fading-Kanälen aus Gleichung (5.1) verwendet.
Dazu sind in Bild 5.3 zunächst die Bitfehlerkurven für die drei Kanäle aus Anhang
A bei einer Teilnehmergeschwindigkeit vonv = 36 km/h neben der theoretischen
Schranke für die BER dargestellt. Zur Kanalschätzung wurden die tatsächlichen
Werte der Geschwindigkeitv und der Abklingkonstantenτ0 des exponentiell ab-
fallenden Verzögerungs-Leistungsspektrums verwendet. Die Schätzungen wurden
alle mit einem Wienerfilter der LängeL = 32 durchgeführt. Eine Begründung für
diese Wahl folgt später in diesem Abschnitt. Die Abszisse beschreibt ausschließ-
lich das Verhältnis der Energie des gesendeten Symbols zur Rauschleistung des
additiven weissen Rauschens auf dem Kanal und berücksichtigt nicht die Schätz-
fehlerleistungPMSE oder die UnterträgerinterferenzPICI .
Die Bitfehlerraten des Rural- und des Urban-Kanals erreichen beide die theoreti-
sche Schranke fürCNR ≤ 20 dB. Für größere Werte ist eine leichte Verschlech-
terung zu erkennen, die sowohl durch den mittleren quadratischen Schätzfehler
des Wienerfilters als auch durch die bereits vorhandene Interferenz der Unterträ-
ger durch die Zeitvarianz des Kanals verursacht wird. Beide Fehler liegen in der
Größenordnung um5 · 10−5 . . . 1 · 10−4 und ihr Einfluss auf die Bitfehlerrate
steigt durch die sinkende additive Rauschleistung des Kanals. Der Schätzfehler des
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Urban-Kanals ist nach Bild 4.9 gegenüber dem Rural-Kanal nur geringfügig grö-
ßer, was sich auch in dem Verlauf der Bitfehlerraten widerspiegelt. Die Tatsache,
dass die Ergebnisse für den Rural-Kanal bei kleinemCNR teilweise leicht besser
ausfallen als die Theorie erlaubt, liegt an der mittleren Leistung des Kanals, die
bei den Simulationen nicht exakt eingehalten werden konnte. Wenige Prozent Ab-
weichung verursachen bereits eine sichtbare horizontale Verschiebung um zehntel
Dezibel.
Der Verlauf für den Hilly-Kanal ist mit ca.0, 5 dB Verlust dagegen trotz Anpas-
sung des Filters sichtbar schlechter. Dies liegt an dem hohen MSE der Schätzung,
der auch für kleine Träger-zu-Rauschleistungsverhältnisse weiterhin einen signi-
fikanten Einfluss gegenüber dem additiven weissen Rauschen des Kanals besitzt.
Des Weiteren ist das verwendete Filter an einCNR von30 dB angepasst, wodurch
im Bereich niedriger Werte desCNR zusätzliche Verluste entstehen. Der Einfluss
dieser Fehlanpassung wird später in diesem Abschnitt beschrieben.
Die Kurven der Bitfehlerraten für die höheren Teilnehmergeschwindigkeiten von
v = 110 km/h undv = 360 km/h werden in Bild 5.4 dargestellt. Um die Übersicht-
lichkeit zu wahren, wurde der Urban-Kanal von der Darstellung ausgenommen.
Die Ergebnisse für diesen Kanal liegen zwischen den entsprechenden Ergebnissen
von Rural- und Hilly-Kanal, wobei sie gerade fürv = 360 km/h nur geringfügig
schlechter als die für den Rural-Kanal ausfallen.
Für v = 110 km/h ist der Einfluss der Unterträgerinterferenz, deren Leistung bei
PICI = −32, 8 dB bezogen auf die Trägerleistung liegt, bereits deutlich zu sehen.
Für den Rural-Kanal ergibt sich somit zuzüglich eines durch die höhere Geschwin-
digkeit (siehe Bild 4.8) etwas gestiegenen mittleren quadratischen Fehlers der Ka-
nalschätzung ein Verlust von ca.2, 0 dB bei einemCNR = 30 dB. Für großes
CNR ist die beginnende Ausbildung eines Errorfloors zu erkennen. Eine zuver-
lässige Datenübertragung ist bei dieser Geschwindigkeit noch problemlos möglich,
zumal sich im DVB-T-System eine verkettete Kanaldecodierung anschließt.
Für die Geschwindigkeitv = 360 km/h ist die Leistungsfähigkeit deutlich ein-
geschränkt. Es hat sich bereits für einCNR ≤ 30 dB ein deutlicher Errorfloor
ausgebildet, wodurch nur noch eine Bitfehlerrate von ca.P b = 4 · 10−3 erreich-
bar ist. Die Leistungsverluste werden sowohl durch die Unterträgerinterferenz von
PICI = −22, 4 dB als auch durch den Schätzfehler, dessen Leistung beiPMSE ≈
7·10−3 liegt, verursacht. Der MSE steigt zum einen durch die höhere Teilnehmerge-
schwindigkeit nach Bild 4.8 an, zum anderen wirkt sich die Unterträgerinterferenz
selbst auch auf die Schätzgenauigkeit aus, da sie für das Wienerfilter eine weitere
Rauschquelle darstellt, die die Piloten zusätzlich verrauscht. Dieser Einfluss wird
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Bild 5.4 Bitfehlerraten fürv = 110 km/h undv = 360 km/h
im Anschluss an diesen Absatz beschrieben. Der Unterschied zwischen dem Rural-
und dem Hilly-Kanal wird durch die unterschiedlichen Schätzfehler hervorgerufen,
die besonders für größere Werte vonτ0 signifikanten Einfluss auf die Bitfehlerrate
haben. Trotz der Ausbildung des Errorfloors und der dadurch verringerten unco-
dierten Bitfehlerleistung ist auf Grund der Kanaldecodierung weiterhin eine zuver-
lässige Datenübertragung möglich, wobei dafür aber erhöhte Anforderungen an das
CNR gestellt werden. Da in dieser Arbeit der Schwerpunkt auf dem Kanalschätz-
verfahren liegt, wird auf die Kanalcodierung nicht weiter eingegangen.
Einfluss des Träger-zu-Rauschleistungsverhältnisses
Wie im letzten Abschnitt erwähnt wurde, hängt die Genauigkeit der Kanalschät-
zung nicht nur von der Abklingkonstantenτ 0 des Kanals und der Teilnehmer-
geschwindigkeitv ab, sondern in besonderem Maße auch von der Unterträgerin-
terferenzPICI . Diese Unterträgerinterferenz kann als zusätzliches additives Rau-
schen auf dem Kanal interpretiert werden. Um diesen Einfluss aufzuzeigen, stellt
Bild 5.5 den Verlauf des mittleren quadratischen Fehlers überτ 0 für Träger-zu-
Rauschleistungsverhältnisse vonCNR = 10 dB, CNR = 20 dB undCNR =
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Bild 5.5 Abhängigkeit des Schätzfehlers vom Träger-zu-Rauschleistungsverhältnis
30 dB dar, wobei sich die Gesamtrauschleistung beliebig aus dem AWGN-Anteil
und der UnterträgerinterferenzleistungPICI zusammensetzen kann. Je nach Pilo-
tenanordnung, die für verschiedene Geschwindigkeiten variiert, kann sich obiges
Diagramm je nach der Größe vonv noch geringfügig verschieben. Bild 5.5 wurde
mit der Pilotanordnung fürv = 36 km/h berechnet.
Selbst für ein großes Träger-zu-Rauschleistungsverhältnis, das durch das additive
weisse Rauschen auf dem Kanal bestimmt wird, wird sich der Schätzfehler ge-
mäß Bild 5.5 bei hohen Geschwindigkeiten bedingt durch die Unterträgerinterfe-
renz stark verschlechtern. Für Kanäle mit einem großenτ 0, wie z.B. dem Hilly-
Kanal, kann diese Verschlechterung auch deutlichen Einfluss auf die Bitfehlerrate
haben. Dadurch ist auch der Verlust fürv = 360 km/h gegenüber dem Rural-Kanal
zu erklären, der in Bild 5.4 festzustellen ist. In Bild 5.5 wird auch deutlich, dass
die Rauschleistung stets die dominierende Größe bei der Bitfehlerrate bleibt, wenn
τ0 ≤ 5 µs gilt. Bei einemCNR = 20 dB liegt der maximale MSE fürτ0 = 5 µs
bei1, 5 ·10−3 und ist geringer als die vorhandene Rauschleistung, die für20 dB bei
P = 1 · 10−2 liegt. Bei höheren Geschwindigkeiten ist diese Aussage fürL = 32
Filterkoeffizienten ebenfalls noch gültig.
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Bild 5.6 MSE bei Fehlanpassung des Träger- zu Rauschleistungverhältnisses
Nach der Schätzgleichung des Wienerfilters (4.17) wird für die optimale Wienerfil-
terung auch das aktuelle Träger- zu Rauschleistungsverhältnis bzw. die Rauschleis-
tung benötigt. Da dies wiederum der Berechnung der Filterkoeffizienten im Emp-
fänger gleichkommt, wird gleichermaßen der Einfluss bei Fehlanpassung desCNR
untersucht, wie es bereits in Abschnitt 4.2.4 für die Teilnehmergeschwindigkeit
v und die Abklingkonstanteτ0 des Verzögerungs-Leistungsspektrum beschrieben
wurde.
Ähnlich wie für die Fehlanpassungen vonv undτ0 gilt für dasCNR, dass es bes-
ser für einen zu hohen Wert optimiert werden soll, anstatt für zu niedrige. Bild 5.6
zeigt den mittleren quadratischen Fehler über dem Paramterτ 0 bei optimaler An-
passung und bei Fehlanpassung an die tatsächlichen Werte. Wird stets das Träger-
zu-Rauschleistungsverhältnis zuCNRopt = 30 dB angenommen, sind die Schätz-
fehler bei einem tatsächlichen Wert vomCNR = 20 dB nur geringfügig größer.
Die größten Abweichungen ergeben sich fürτ0 ≈ 1µs. Bei großem und kleinemτ0
sind die Differenzen sehr gering. Für einCNR von20 dB ist bereits eine Rausch-
leistung vonP = 1 · 10−2 vorhanden, die entweder von dem AWGN-Kanal oder
aber der UnterträgerinterferenzPICI herrührt. Daher wird eine Erhöhung des MSE
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bei τ0 = 1µs von7 · 10−4 auf 1, 1 · 10−3 die Bitfehlerrate praktisch nicht beein-
flussen. Für große Werte vonτ0, in denen der mittlere quadratische Fehler in die
Größenordnung des Rauschens kommt, ist der Verlust durch die Fehlanpassung
praktisch nicht mehr vorhanden.
Für Werte bei einemCNR < 20 dB werden die Verluste noch etwas größer, sind
in der Regel aber nicht relevant, da der Arbeitspunkt des Übertragungssystems eher
bei größeren Werten liegen wird.
Bei der Verwendung eines zu kleinenCNRopt steigt nach Bild 5.6 der Fehler wie-
derum umτ0 ≈ 1µs besonders stark an, nähert sich ansonsten aber dem Optimum.
Allerdings kann sich der größere Schätzfehler bei einem hohenCNR durchaus auf
die Bitfehlerrate auswirken. Daher wurden für die weiteren Simulationen alle Filter
für ein Träger-zu-Rauschleistungsverhältnisvon30 dB optimiert, wodurch die Aus-
wahl des passenden Filtersatzes für das adaptive Wienerfilter aus Abschnitt 4.2.4
unabhängig von dem Träger-zu-Rauschleistungsverhältnis vorgenommen werden
kann.
Einfluss der Filterlänge
Die FilterlängeL des Wienerfilters bestimmt die Genauigkeit des Schätzergebnis-
ses. Die SchätzfehlerleistungPMSE kann in Form des mittleren quadratischen Feh-
lers angegeben werden. In diesem Abschnitt wird auf die Auswahl der Filterlänge
eingegangen. Diese ist immer ein Kompromiss zwischen Genauigkeit auf der einen
Seite und Rechen- sowie Speicheraufwand auf der anderen. Wie im letzten Ab-
schnitt bereits beschrieben, hängt der Schätzfehler nicht nur von der Filterlänge,
sondern zusätzlich auch von dem Träger-zu-Rauschleistungsverhältnis ab, das aus
dem additiven weissen Rauschen und der Unterträgerinterferenz gebildet wird. Die
Bitfehlerrate wird nach Gleichung (5.3) aus dem Träger-zu-Rauschleistungsver-
hältnisCNR und dem MSE des Kanalschätzers berechnet. Um den Einfluss der
Filterlänge so gering wie möglich zu halten, ist darauf zu achten, dass das additive
Rauschen des Kanals und die Unterträgerinterferenz gegenüber der Schätzfehler-
leistung die dominierenden Rauschanteile bleiben. Bild 5.7 zeigt den Schätzfehler
über der Abklingkonstantenτ0 des Verzögerungs-Leistungsspektrums für verschie-
dene Filterlängen, wobei die Filtersätze fürτ0 = 5 µs undv = 360 km/h optimiert
wurden. Die Fehlanpassung stellt ein Worst-Case-Szenario dar, da der MSE für
kleinereτ0,opt undvopt geringer ausfallen und somit noch weniger Einfluss auf die
Bitfehlerrate haben wird.
Als Referenzwert für die Rauschleistungen vom Kanal und der Unterträgerinter-
ferenz wird ein Wert von30 dB angenommen. Im Rahmen dieser Arbeit werden
5.1 Ergebnisse der Kanalschätzung 103

















Bild 5.7 MSE bei unterschiedlichen FilterlängenL und Fehlanpassung
Kanäle mit einer maximalen Abklingkonstanten vonτ0 = 5 µs verwendet, wobei
dieses Worst-Case-Szenario durch den Hilly-Kanal repräsentiert wird. Damit der
Einfluss der Filterlänge auf die Höhe der Bitfehlerrate möglichst gering bleibt, ist
nach Bild 5.7 die Filterlänge zu 32 oder größer zu wählen. Für kleinere Filterlän-
gen wird die Bitfehlerrate signifikant von dem Schätzfehler mitbestimmt. Bei einer
Schätzfehlerleistung vonPMSE = 10−3, wie sie beiL = 16 undτ0 = 5 µs bereits
auftritt, wird bei geringen Geschwindigkeiten und einemCNR = 30 dB bereits
ein Verlust bezüglich der Bitfehlerrate von3 dB auftreten. Der Gewinn, den man
durch die Verwendung vonL = 64 Filterkoeffizienten gegenüberL = 32 erhält,
fällt recht gering aus. Je nach Anforderungen kann man auf diese Filterlänge zu-
rückgreifen. In dieser Arbeit wird allerdings eine maximale Länge vonL = 32
gewählt.
Bei steigender Rauschleistung wird auch der Schätzfehler ansteigen. Allerdings
wird das Rauschen stets die dominierende Größe gegenüber der Schätzfehlerlei-
stung sein, wenn man eine Filterlänge vonL = 32 verwendet (Bild 5.5).
Bei niedrigen Geschwindigkeiten kann man die Filterlänge reduzieren. Dazu zeigt
Bild 5.8 neben dem erreichbaren minimalen MSE fürτ o = 5 µs über der Geschwin-
digkeit bei verschiedenen Filterlängen auch den MSE bei Verwendung eines soge-
nannten Worst-Case-Filters, das fürvopt = 360 km/h undτ0,opt = 5 µs ausgelegt
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Bild 5.8 MSE unterschiedlichen Filterlängen zur Reduktion des Rechenaufwandes
ist.
Für L = 8 und Geschwindigkeiten bisv = 108 km/h weist der MSE praktisch
die gleiche Leistung auf wie das Worst-Case-Filter, dasL = 32 Koeffizienten auf-
weist. Das Filter mit16 Koeffizienten erreicht dieses Niveau bei216 km/h. Diese
Eigenschaften können bei der Auswahl der Filtersätze mit berücksichtigt werden,
was im nächsten Abschnitt näher besprochen wird.
Ergebnisse bei Fehlanpassung des Filters an den Kanal
Zur Bewertung der Filterleistung bei Fehlanpassung der Filterkoeffizienten an den
Kanal, wird der Einfluss der Teilnehmergeschwindigkeitv und der Abklingkon-
stantenτ0 zusammen betrachtet. Prinzipiell ist es möglich, einen einzigen Fil-
tersatz zu generieren, der für den sogenannten Worst-Case ausgelegt ist, d.h. für
vopt = 360 km/h undτ0,opt = 5 µs. Mit diesem Filtersatz ist es möglich, den
gesamten Bereich der betrachteten Kanalzustände abzudecken. Allerdings hat das
Filter auch nach Bild 4.8 und Bild 4.9 den größtmöglichen Fehler, der für niedri-
geresv undτ0 auf diesem relativ hohen Wert bleibt. Somit erhält man gerade für
Kanäle bei niedrigen Geschwindigkeiten und kleinenτ0 Verluste. Inwieweit die-
se Verluste toleriert werden können, hängt entschieden von den Forderungen an
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Worst−Case−Filter, L=32      
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Anpassung
Bild 5.9 Bitfehlerrate des Rural-Kanals bei Fehlanpassung und unterschiedlicher Fil-
terlänge beiv = 36 km/h
die Kanalentzerrung ab und kann hier nicht für alle möglichen Fälle beantwortet
werden.
Ein weiterer Aspekt bei der Auslegung des Systems, der vor allem in den mobilen
Endgeräten von wichtiger Bedeutung ist, ist der von der Kanalschätzung benötigte
Rechenaufwand. Da das Worst-Case-Filter nach Bild 4.8, verglichen mit der opti-
malen Anpassung, für kleinere Geschwindigkeiten und kleine Abklingkonstanten
einen recht hohen mittleren quadratischen Fehler aufweist, ist eine vergleichbar
hohe Anzahl von Filterkoeffizienten nötig, um den Einfluss des Schätzfehlers im
Vergleich zur übrigen Rauschleistung gering zu halten. Bei sinnvoller Anpassung
des Filters ist es möglich, die Koeffizientenanzahl deutlich zu reduzieren. Dies kann
zu einer besseren Bitfehlerrate bei geringerem Rechenaufwand führen und schont
so zum Beispiel die Energie-Ressourcen des Endgerätes.
Bild 5.9 zeigt die Bitfehlerkurven für den Rural-Kanal bei einer Teilnehmerge-
schwindigkeit vonv = 36 km/h und verschiedenen Filtersätzen.
Neben der Kurve bei optimaler Anpassung ist der Verlauf für den Worst-Case bei
vopt = 360 km/h,τ0,opt = 5 µs und einer Filterlänge vonL = 32 zu sehen. Wei-
terhin ist die Bitfehlerrate für ein Filter dargestellt, das aufvopt = 108 km/h und
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τ0,opt = 1 µs optimiert ist, aber nurL = 8 Filterkoeffizienten benötigt.
Der Verlust bei Verwendung des Worst-Case-Filters beträgt für den Rural-Kanal
bei einer Geschwindigkeit vonv = 36 km/h ca.1, 2 dB. Das Filter mit den acht Fil-
terkoeffizienten dagegen weist nur einen Verlust von0, 1 dB auf und benötigt dafür
im Vergleich zum Worst-Case-Filter nur ein Viertel der Rechenleistung. Diese Auf-
wandsreduktion kann bei einer Datenträgeranzahl von 1512 recht beachtlich sein
und rechtfertigt auch den zusätzlichen Rechenaufwand zur Parameterschätzung.
Für Geschwindigkeiten größer alsv = 108 km/h sollte dann entweder auf die Fil-
tersätze mitL = 32 Taps übergegangen werden, oder aber auf einen Filtersatz der
Länge 16, der nach Bild 5.8 noch bisv = 216 km/h einen geringeren Fehler bei
halbem Rechenaufwand im Vergleich zum Worst-Case-Filter aufweist.
Die Ergebnisse des Hilly-Kanals beiv = 36 km/h, die hier nicht dargestellt wer-
den, weisen ähnliches Verhalten auf. Der Verlust mit dem Worst-Case-Filter beträgt
0, 9 dB, wohingegen der Filter mitvopt = 110 km/h undτ0,opt = 5 µs einen Verlust
von0, 5 dB aufweist, allerdings bei nur einem Viertel des Rechenaufwandes.
Für die niedrigen Geschwindigkeiten sollten für die FilterlängeL = 8 Filtersät-
ze mit unterschiedlichenτ0,opt erzeugt werden, um den höheren mittleren quadra-
tischen Fehler beiτ0,opt = 5 µs nicht auch für die Kanäle mit geringerer Ab-
klingkonstanten zu erhalten. Eine sinnvolle Lösung besteht in einem Filter mit
τ0,opt = 1 µs, der fürτ0 ≤ 1 µs gültig ist und ein Filter mitτ0,opt = 5 µs, der
für die größerenτ0 eingesetzt wird.
Die Simulationsergebnisse für den Rural-Kanal bei einer Teilnehmergeschwindig-
keit vonv = 360 km/h werden in Bild 5.10 dargestellt.
Wird wieder das Worst-Case-Filter angenommen, treten Verluste auf, die je nach
Träger-zu-Rauschleistungsverhältnis zwischen1, 5 dB bei einemCNR = 20 dB
und4 dB beiCNR = 30 dB liegen. Durch den Error-Floor macht sich dieser Ver-
lust in der Bitfehlerrate nicht so stark bemerkbar. Wird das Filter dagegen für ein
τ0 = 1 µs optimiert, sind die Verluste gegenüber dem idealen Verlauf sehr gering.
Dieses Filter ermöglicht auch die optimale Bitfehlerrate für den Urban-Kanal, die
in Bild 5.4 dargestellt ist.
Gerade in dem Bereich hoher Geschwindigkeiten sollte darauf geachtet werden,
die Verluste so gering wie möglich zu halten, um eine zuverlässige Datenübertra-
gung zu ermöglichen. Daher ist hier auch eine Adaption des Wienerfilters an die
Abklingkonstanteτ0 sinnvoll. Ähnlich zu Bild 4.9, das fürv = 108 km/h berech-
net wurde, ist auch für360 km/h der mittlere quadratische Fehler fürτ 0 ≤ 1 µs
im Vergleich zu der Fehlerleistung beiτ0 = 5 µs recht gering. Daher sollten zwei
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Bild 5.10 Bitfehlerrate des Rural-Kanals bei Fehlanpassung und unterschiedlicher Fil-
terlänge beiv = 360 km/h
Filtersätze eingesetzt werden, die zum einen für den Bereich0 µs ≤ τ0 ≤ 1 µs
und zum anderen für1 µs < τ0 ≤ 5 µs ausgelegt sind. Das erste Filter wird auf
τ0,opt = 1 µs optimiert, das andere aufτ0,opt = 5 µs.
Insgesamt ergeben sich für den Geschwindigkeitsbereich von0 km/h. . . 360 km/h
für Kanäle mit einer Abklingkonstanten im Bereich von0 µs. . . 5 µs daher vier
Filter, die nachstehend in Tabelle 5.1 zusammen mit ihren Optimierungsparametern
angegeben sind. Zur Verdeutlichung wurden diese Ergebnisse bereits in Tabelle 4.1
dargestellt.
Filter v-Bereich in km/h τ0 -Bereich inµs vopt τ0,opt L
W11 0-108 0-1 108 km/h 1 µs 8
W21 108-360 0-1 360 km/h 1 µs 32
W12 0-108 1-5 108 km/h 5 µs 8
W22 108-360 1-5 360 km/h 5 µs 32
Tabelle 5.1Auswahl der Filtersätze
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5.2 Ergebnisse der Geschwindigkeitsschätzung
In Abschnitt 4.3 wurde ein Algorithmus vorgestellt, der die Teilnehmergeschwin-
digkeit v relativ zur Basisstation schätzt. Dafür wurde die Korrelationsfunktion
der Kanalübertragungsfunktion im Hinblick auf den kleinsten positiven Nulldurch-
gang ausgewertet, da dieser in direktem Zusammenhang mit der gesuchten Ge-
schwindigkeit steht. Weiterhin wurden Aussagen über den zu erwartenden Fehler
hergleitet, um eine Abschätzung der Leistungsfähigkeit des Verfahrens zu bekom-
men. In diesem Abschnitt werden Simulationsergebnisse präsentiert, die die theo-
retischen Aussagen über die Eigenschaften verifizieren. Alle Ergebnisse basieren
auf dem in Kapitel 3 beschriebenen DVB-T-System. Als Trägerfrequenz wurde
fT = 800 MHz gewählt.
Zunächst werden einige Ergebnisse präsentiert, die die prinzipielle Leistungsfähig-
keit des Schätzers darstellen. Anschließend werden in Abschnitt 5.2.1 die theore-
tisch hergeleiteten Eigenschaften mit den Simulationen verglichen, um das vorher-
gesagte Verhalten des Algorithmus zu verifizieren. Neben den simulativ bestimm-
ten Histogrammen der Schätzfehler wird auch die Robustheit des Schätzverfahrens
untersucht. Neben dem Einfluss der mittleren Impulsverbreiterung∆τ werden die
Auswirkungen des Träger-zu-Rauschleistungsverhältnisses und die SchätzlängeM
der Autokorrelationsfunktion betrachtet. Um die Übersichtlichkeit zu wahren, wer-
den die Geschwindigkeiten in diesem Abschnitt durchgehend in der Einheit m/s
angegeben.
5.2.1 Darstellung der Simulationsergebnisse
Bild 5.11 zeigt die Schätzergebnisse für den Rural-Kanal bei drei unterschiedlichen
Teilnehmergeschwindigkeiten. Nebenv = 10 m/s sind auch die Ergebnisse für
v = 30 m/s undv = 100 m/s zu finden. Für die Schätzung wurde ein fester Träger
verwendet, der ein kontinuierliches Pilotsymbol sendet. Pro Schätzwert wurden
M = 2048 OFDM-Symbole in die Schätzung der Autokorrelationsfunktion mit
einbezogen, was einer Schätzdauer von ungefähr0, 5 s bei einer SymboldauerT S =
224 µs und einer Länge des Schutzintervalles vonTG = 28 µs entspricht.
Die Ergebnisse zeigen eine klare Differenzierbarkeit der drei Szenarien. Dadurch
lassen sich die Ergebnisse den Geschwindigkeitsbereichen entsprechend zuordnen,
die für die adaptive Wienerfilterung vorgeschlagen wurden.
Die absouten Schätzfehler sind fürv = 100 m/s am größten, obwohl die Schätzva-
rianz der Autokorrelationsfunkion nach Bild 4.10 hier am geringsten ist. Aber die
deutlich größere Empfindlichkeit gegenüber der Abweichung des geschätzten vom
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Bild 5.11 Simulationsergebnisse für die drei Kanaltypen
wahren Nulldurchgang erzeugt bei den hohen Geschwindigkeiten auch größere ab-
solute Fehler. Denn nach Gleichung (4.32) und (4.33) hängt die Geschwindigkeit
von1/m̂0 ab und kann gerade für kleinêm0 schnell große Fehler erzeugen.
Unter den Schätzwerten sind auch Ausreißer zur erkennen, die die tatsächliche
Geschwindigkeitv stark unterschätzen. Eine Erklärung für diesen Effekt wird im
nächsten Abschnitt über die Verifikation des Schätzalgorithmus geliefert.
5.2.2 Verifikation der Eigenschaften
In Abschnitt 4.3.2 wurden Aussagen über die Schätzgenauigkeit des Algorithmus
zur Geschwindigkeitsschätzung hergeleitet. Der wichtigste Aspekt hierbei ist die
Dichte des Schätzwertes des kleinsten positiven Nulldurchgangesm̂0, aus dem di-
rekt die Geschwindigkeit berechnet werden kann. Mit Hilfe dieser Dichte sind Aus-
sagen über das Verhalten der Schätzwerte möglich. Des Weiteren wurden Aussagen
über das Verhalten des Schätzers bei unterschiedlichen Träger-zu-Rauschleistungs-
verhältnissen gemacht. Diese vorhergesagten Eigenschaften werden in diesem Ab-
schnitt den Simulationsergebnissen gegenübergestellt, um sie zu verifizieren und
das Funktionieren des Verfahrens zu bestätigen.
Gleichung (4.50) in Kapitel 4 beschreibt die theoretische Dichtef M̂0(m̂0) des ge-
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Bild 5.12 Vergleich des theoretischen mit dem simulierten Histogramm
schätzten Nulldurchganges. Sie wird in Bild 5.12 als normiertes Histogramm zu-
sammen mit dem simulierten Histogramm für eine Teilnehmergeschwindigkeit von
v = 10 m/s gezeigt. Um die Übersichtlichkeit zu erhalten, wurde der theoretische
Verlauf nicht mit Balken, sondern mit Linien dargestellt. Der wahre Nulldurchgang
liegt beim0 = 56.96.
Zwischen den beiden Darstellungen ist eine recht gute Übereinstimmung vorhan-
den. Der asymmetrische Verlauf der Dichte, der durch die unterschiedlichen Schätz-
varianzen bei der linearen Interpolation auftritt, wird auch in den Simulationser-
gebnissen deutlich. Die Konsequenz ist, dass es Schätzwerte geben kann, die den
wahren Nulldurchgang deutlich überschätzen und damit zu einer merkbaren Un-
terschätzung der Geschwindigkeit führen. Auf diesen Effekt wurde bereits bei den
Bemerkungen zu Bild 5.11 hingewiesen. Die Wahrscheinlichkeit,m 0 deutlich zu
unterschätzen dagegen ist sehr gering. Schätzwertem̂0 < 40 sind bereits sehr un-
wahrscheinlich.
Tabelle 5.2 gibt die simulierten Mittelwerte und den mittleren relativen Betrags-
fehler (MRBF) der geschätzten Geschwindigkeiten wieder. Der MRBF wird beiN
Messwerten̂vn durch










berechnet und stellt eine anschauliche Fehlergröße dar. Dabei werden auch gleich
die Ergebnisse für die drei im Anhang A dargestellten Kanäle mit angegeben, um
das Verhalten des Schätzers bei großen Unterschieden in der Frequenzselektivität
Bc = 1/∆τ zu dokumentieren.
v 10 m/s 30 m/s 100 m/s
Theorie E {} 9, 80 m/s 29, 10 m/s 98, 70 m/s
E {} 9, 59 m/s 28, 41 m/s 99, 21 m/s
Rural
MRBF 11, 36 % 7, 93 % 4, 45 %
E {} 9, 61 m/s 28, 42 m/s 99, 24 m/s
Urban
MRBF 11, 15 % 7, 89 % 4, 39 %
E {} 9, 60 m/s 28, 41 m/s 99, 23 m/s
Hilly
MRBF 11, 19 % 7, 91 % 4, 42 %
Tabelle 5.2 Mittelwert und MRBF des Schätzalgorithmus in verschiedenen Szenarien
Aus Tabelle 5.2 ist zu entnehmen, dass die wahre Geschwindigkeit im Mittel leicht
unterschätzt wird. Dies steht auch im Einklang mit dem theoretischen Mittelwert,
der aus der hergeleiteten Dichte für den Nulldurchgang berechnet wurde. Die Ab-
weichungen zwischen den theoretischen und den simulativ ermittelten Werten ba-
sieren auf den Fehlern, die durch die Annahme der Dichtef∆(∆) nach Gleichung
(4.44) gemacht werden. Im Gegensatz zu dem absoluten Fehler verringert sich der
relative Fehler für steigende Geschwindigkeiten. Liegt er beiv = 10 m/s noch bei
11.4 %, ist er beiv = 100 m/s bereits auf4, 5 % gesunken.
Ein Einfluss der Frequenzselektivität ist aus den Simulationsergebnissen nicht aus-
zumachen. Dies war zu erwarten, da die Korrelationsfunkionen in Zeit- und Fre-
quenzrichtung nach Gleichung (2.42) voneinander nicht abhängig sind und für die
Schätzung nur ein beliebiger, aber fester Unterträger ausgewertet wird.
Bild 4.11 in Kapitel 4 zeigt die Abhängigkeit der Schätzvarianz vom Träger-zu-
Rauschleistungsverhältnis. Da sich die Schätzvarianz fürCNR ≥ 5 dB kaum än-
dert, ist auch bei den Schätzergebnissen ein bezüglich der Schätzfehler nahezu vom
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Bild 5.13 Abhängigkeit des MRBF vomCNR bei verschiedenen Geschwindigkeiten
CNR unabhängiges Ergebnis zu erwarten. Bild 5.13 stellt den Verlauf des MRBFs
in Abhängigkeit vomCNR dar.
Die Abhängigkeit des Fehlers vom Träger-zu-Rauschleistungsverhältnis ist für alle
Geschwindigkeitsbereiche sehr gering und der Fehler kann gerade für den praktisch
relevanten Bereich fürCNR > 5 dB als konstant angenommen werden. Diese Ro-
bustheit des Verfahrens liegt vor allem an der Unabhängigkeit des kleinsten positi-
ven Nulldurchganges der KorrelationsfunktionφRR(m) vom Rauschen, da dieses
nach Gleichung (4.30) nur durch einen additiven Dirac-Stoß beim = 0 in φ RR(m)
eingeht.
Zusammenfassend kann gesagt werden, dass der vorgestellte Schätzalgorithmus
für die relative Teilnehmergeschwindigkeitv in dem hier untersuchten Geschwin-
digkeitsbereich von0 m/s. . . 100 m/s ein robustes und zuverlässiges Verfahren dar-
stellt. Systembedingt treten die in Tabelle 5.2 beschriebenen mittleren Abweichun-
gen auf, die aber für die Adaption des Wienerfilters ausreichend gering sind. Für
zuverlässigere Schätzungen wären Mittelungen über die Zeit oder auch über par-
allele Schätzungen auf unabhängigen Unterträgern mögliche Ansätze. Der Algo-
rithmus erweist sich als sehr unempfindlich gegenüber dem additiven weissen Rau-
schen auf dem Kanal und ist auch unabhängig von dem momentanen Verzögerungs-
Leistungsspektrum des Kanals.
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5.3 Ergebnisse der Impulsverbreiterungsschätzung
Dieser Abschnitt stellt die Simulationsergebnisse der Schätzalgorithmen für die
mittlere Impulsverbreiterung dar. Allen Simulationen zu Grunde liegt das in Ka-
pitel 3 beschriebene DVB-T-System im 2k-Modus bei einer Trägerfrequenz von
fT = 800 MHz.
Die Referenzergebnisse sind alle mit der idealen Kanalimpulsantwort berechnet
worden und unterliegen somit keinerlei Störungen. Alle anderen Ergebnisse basie-
ren auf der geschätzten KanalübertragungsfunktionĤ(k, l), die mit Hilfe des adap-
tiven Wienerfilters nach Abschnitt 4.2.4 berechnet wurde. Das Träger-zu-Rausch-
leistungsverhältnis beträgtCNR = 30 dB, soweit es nicht explizit anders angege-
ben ist.
Zur Beurteilung der Algorithmen werden die drei in Anhang A beschriebenen zeit-
varianten Kanäle nach COST 207 verwendet. Diese drei Kanäle weisen signifikan-
te Unterschiede in der mittleren Impulsverbreiterung auf und eignen sich daher gut
zur Beurteilung der Schätzleistung. Die mittleren Impulsverbreiterungen∆τ der




Hilly Terrain 5.51 µs
Tabelle 5.3Mittlere Impulsverbreiterung der Referenzkanäle
Dieser Abschnitt untergliedert sich wie folgt. Zunächst werden im folgenden Ab-
schnitt die Simulationsergebnisse für den Schätzer dargestellt, der auf dem Dif-
ferenzalgorithmus nach Onizawa [40] basiert. Anschließend werden in Abschnitt
5.3.2 die Ergebnisse beschrieben, die mit dem in Abschnitt 4.4.3 erläuterten Al-
gorithmus berechnet wurden. Darin wird auch versucht, simulativ eine Bewertung
der Schätzgüte vorzunehmen. Weiterhin wird ein Vergleich mit dem in [53] vorge-
schlagenen entscheidungsrückgekoppelten Verfahren gezogen, um die jeweiligen
Vor- und Nachteile zu verdeutlichen.
5.3.1 Simulationsergebnisse für den Schätzer nach Onizawa
Der Schätzalgorithmus nach Onizawa ist in dem ursprünglichen Sinn kein direk-
ter Schätzer der mittleren Impulsverbreiterung∆τ , sondern er versucht die Verän-
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Bild 5.14 Schätzergebnisse für den Algorithmus nach Onizawa
derlichkeit der Übertragungsfunktion, die eine Konsequenz der Größe∆τ ist, zu
beschreiben. Daher kann das Ergebnis nur einen ersten Anhaltspunkt der Kana-
leigenschaften liefern. Bild 5.14 zeigt die Schätzergebnisse∆, wobei jeder Wert
einem OFDM-Symbol entstammt und aus der Mittelung der Beträge der einzelnen
∆i, i = 2 . . .K, entstanden ist.
In diesem Bild sind beispielhaft Schätzungen für 500 aufeinanderfolgende OFDM-
Symbole für jeweils einen Kanaltyp dargestellt. Die mittlere Geschwindigkeit be-
trägtv = 20 m/s. Selbst mit diesem einfachen Differenz-Verfahren ist es möglich,
die drei Kanäle bezüglich ihrer mittleren Impulsverbreiterung zu charakterisieren
und zu unterscheiden. Allerdings hat dieses Verfahren auch zwei signifikante Nach-
teile:
• Der Ausgangswert der Schätzung steht in keinem direkten Zusammenhang
zu der mittleren Impulsverbreiterung. Es muss daher ein empirischer Um-
rechnungsfaktor ermittelt werden, damit die Schätzwerte auf den wahren
Wert∆τ abgebildet werden können.
• Das Ergebnis entspricht im Mittel ungefähr der Impulsverbreiterung. Aller-
dings kann es dem Verlauf des wahren Wertes in keiner Weise entsprechen.
Der zweite Nachteil wird durch Bild 5.15 für den Fall eines Urban-Kanals bei
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Bild 5.15 Vergleich des Algorithmus nach Onizawa mit dem Referenzverlauf
v = 20 m/s illustriert. Hierbei ist der Mittelwert der Schätzung auf den wahren
Mittelwert normiert und zusammen mit den Referenzwerten dargestellt.
Der Verlauf der Schätzung entspricht nicht dem tatsächlichen Verlauf der mittleren
Impulsverbreiterung. Daher kann man diesen Algorithmus nur als groben Klassifi-
kator einsetzen. Bei höheren Ansprüchen an die Zuverlässigkeit und an die einfache
Anwendung im Hinblick auf empirische Umrechnungsfaktoren kann der Einsatz
dieses Schätzers aber nicht empfohlen werden.
5.3.2 Simulationsergebnisse für das vorgeschlagene Verfahren
Dieser Abschnitt stellt die Ergebnisse für das Schätzverfahren aus Abschnitt 4.4.3
dar. Zunächst werden die Simulationsergebnisse anschaulich den Referenzwerten
gegenübergestellt, um prinzipiell die Leistungsfähigkeit dieses Verfahrens zu zei-
gen. Anschließend werden die Simulationsergebnisse bezüglich ihrer Schätzgenau-
igkeit bewertet, um einen Anhaltspunkt für die Zuverlässigkeit des Algortihmus zu
bekommen, da diese Auswertung analytisch nicht möglich ist. Daraufhin wird in
Kürze ein Vergleich mit dem entscheidungsrückgekoppelten Verfahren gezogen,
um die Vorteile gegenüber diesem Alternativverfahren aufzuzeigen.
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Bild 5.16 Simulationsergebnisse für die drei Kanaltypen
Darstellung der Ergebnisse
Bild 5.16 zeigt jeweils 500 fortlaufende Schätzergebnisse für die ausgewählten Re-
ferenzkanäle.
Wie beim Schätzalgorithmus nach Onizawa ist hier eine klare Unterscheidung der
Kanäle hinsichtlich ihrer mittleren Impulsverbreiterung möglich. Im Gegensatz
zum vorherigen Algorithmus ist aber keine weitere Normierung der Ergebnisse nö-
tig, da das Schätzergebnis die Impulsverbreiterung direkt in Sekunden ausdrückt.
Über die Schätztreue im Hinblick auf den Verlauf der mittleren Impulsverbreite-
rung gibt Bild 5.17 Aufschluss.
Im Vergleich zum Algorithmus nach Onizawa kann dieser Schätzer der Referenz
sehr gut folgen. Im Falle des hier dargestellten Urban-Kanals ist eine leichte Ten-
denz des Unterschätzens festzustellen.
Verglichen mit dem Verfahren nach Onizawa hat der im Rahmen dieser Arbeit un-
tersuchte Algorithmus zwei signifikante Vorteile. Zum einen liefert er direkt den
Schätzwert für die mittlere Impulsverbreiterung∆τ und benötigt keine weitere
Normierung oder Anpassung der Ergebnisse. Zum anderen kann er dem wahren
Verlauf der Impulsverbreiterung sehr gut folgen, was sich für die Auswahl der Fil-
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Bild 5.17 Vergleich mit dem Referenzverlauf für den Urban-Kanal
tersätze gerade in den Bereichen von Entscheidungsgrenzen als Vorteil darstellt.
Bewertung der Schätzgenauigkeit
Da für die Bewertung der Zuverlässigkeit des Schätzverfahrens keine analytische
Möglichkeit bekannt ist, soll in diesem Abschnitt über die Simulationsergebnis-
se versucht werden, das Verhalten des Algorithmus zu beschreiben. Hier spielen
vor allem die Einflüsse der Geschwindigkeit und des Kanalrauschens eine wichtige
Rolle, da dieser Schätzer ja in einem weiten Bereich von Kanalzuständen einge-
setzt werden soll.
Kanal Referenz v1 = 20 m/s v2 = 100 m/s
E {} E {} MRBF E {} MRBF
Rural 0.10 µs 0.12 µs 25.2 % 0.12 µs 26.6 %
Urban 1.06 µs 1.00 µs 4.7 % 1.00 µs 8.7 %
Hilly 5.51 µs 5.19 µs 4.7 % 5.03 µs 10.7 %
Tabelle 5.4 Mittelwert und MRBF des Schätzalgorithmus in verschiedenen Szenarien
Tabelle 5.4 stellt die wichtigen Beurteilungskriterien Mittelwert und mittlerer rela-
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Bild 5.18 Histogramm des Schätzfehlers für den Rural-Kanal
tiver Betragsfehler (MRBF) für die einzelnen Kanäle bei den beiden Geschwindig-
keitenv1 = 20 m/s undv2 = 100 m/s dar. Zur Berechnung des Mittelwertes und
des MRBF wurden 50000 Schätzwerte verwendet.
Es zeigt sich, dass die mittlere Impulsverbreiterung im Fall des Rural-Kanals über-
schätzt, in den anderen beiden Fällen dagegen unterschätzt wird. Dieses Verhal-
ten kann mit der Faltung der eigentlichen Kanalimpulsantwort mit einers (x)/x-
Funktion erklärt werden. Gerade Kanalimpulsantworten, die wie zum Beispiel der
Rural-Kanal eine sehr kurze maximale Pfadverzögerung aufweisen, werden durch
die Faltung deutlich in der Ausbreitungszeit verlängert, wodurch∆τ überschätzt
wird. Bei Kanälen mit größeren Verzögerungszeiten hat dieser Effekt kaum mehr
Auswirkungen auf die Schätzung. Dies spiegelt sich auch in den mittleren relati-
ven Fehlern wider. Weist der Rural-Kanal im Mittel ca.25 % Fehler auf, reduziert
sich dieser für den Urban-Kanal auf4.7 % bei v = 20 m/s und bleibt auch bei
dem Hilly-Kanal mit der größten Ausbreitungsverzögerung konstant. Für hohe Ge-
schwindigkeiten liefert die Schätzung ebenfalls zuverlässige Ergebnisse. Die Fehler
vergrößern sich zwar ca. um den Faktor 2, aber trotzdem ermöglicht dies noch eine
genaue Adaption des Wienerfilters.
Die Eigenschaft der Überschätzung wird auch von Bild 5.18 wiedergegeben. Dieses
Bild zeigt das Histogramm des Schätzfehlers für den Ruralkanal. Zum einen ist
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Bild 5.19 MRBF in Abhängigkeit desCNR für den Urban-Kanal beiv = 20 m/s
die Verschiebung des Mittelwertes deutlich zu erkennen, zum anderen wird auch
eine Schiefe der Verteilung zu positiven Fehlern hin sichbar. Für den Urban- und
den Hilly-Kanal, deren Fehlerhistogramme hier nicht gezeigt sind, reduziert sich
die Schiefe deutlich und es stellt sich ein kleiner negativer mittlerer Schätzfehler
ein. Gemein bleibt allen Histogrammen, dass sie zu größeren Fehlern hin recht
schnell abfallen und somit auf einen zuverlässigen und robusten Schätzalgorithmus
hinweisen.
Über die Robustheit gegenüber dem Kanalrauschen gibt Bild 5.19 Aufschluss. Dar-
in ist der MRBF für einen Urban-Kanal über dem Träger-zu-Rauschleistungsver-
hältnis aufgetragen. Erst bei sehr niedrigen Träger-zu-Rauschleistungsverhältnissen
steigt der relative Fehler leicht an und eignet sich daher auch für die Schätzung der
mittleren Impulsverbreiterung in stark verrauschten Systemen.
Zusammenfassend kann gesagt werden, dass der hier vorgestellte Schätzalgorith-
mus für die mittlere Impulsverbreiterung ein robustes und zuverlässiges Verfahren
ist, um ∆τ genau zu bestimmen. Auch hohe Geschwindigkeiten und ein niedri-
gesCNR beeinflussen die Leistungsfähigkeit nur in geringem Maße. Alleine bei
Kanälen mit einer kleinen maximalen Ausbreitungsverzögerungτ max wirkt sich
die Faltung mit dersin(x)/x-Funktion in dem Sinne störend aus, dass ein im Ver-
gleich zu den sonstigen Fehlergrößen deutlich höherer mittlerer Fehler auftritt.
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Bild 5.20 Vergleich der Schätzung über mit Korrelationsfunktion mit der Referenz bei
64-QAM undCNR = 10 dB
Vergleich mit dem entscheidungsrückgekoppelten Verfahren
Wie in Abschnitt 4.4.3 gezeigt wurde, entspricht der entscheidungsrückgekoppel-
te Algorithmus formal dem ersten in dieser Arbeit besprochenen, wenn eine feh-
lerfreie Detektion der Daten angenommen wird. Häufen sich allerdings die Feh-
ler gerade für höherstufige Modulationsverfahren, wie zum Beispiel 64-QAM, bei
niedrigen Träger-zu-Rauschleistungsverhältnissen,werden die Schätzfehler größer.
Bild 5.20 zeigt als Beispiel den Einfluss der fehlerhaften Rückkopplung für 64-
QAM und einemCNR von10 dB beiv = 20 m/s.
Es wird die entscheidungsrückgekoppelte Schätzung dem Referenzverlauf gegen-
übergestellt. Man erkennt, dass sich stellenweise Spitzen ausbilden, die auf die feh-
lerhaft detektierten Daten zurückzuführen sind. Gegenüber4.9 % des MRBF im
Falle der vorgeschlagenen Schätzung erhöht sich der Fehler nun auf6.01 %, kann
durch die Spitzen aber teilweise stark von dem tatsächlichen Wert abweichen.
Neben den Nachteilen des höheren Rechenaufwandes und der größeren Rechenzeit
sollte bei diesem Verfahren auch noch ein Erkennungsmechanismus implementiert
werden, der das Auftreten der Spitzenfehler detektiert und korrigiert. Dies könnte
entweder durch einfaches Ignorieren des entsprechenden Wertes oder durch Mitte-
lung über mehrere Ergebniswerte geschehen.
A Verwendete Mobilfunkkanäle
Dieser Anhang beschreibt die drei Kanalmodelle, die im Rahmen dieser Arbeit
für die Simulationen des Übertragungssystems verwendet wurden. Sie sind aus
dem COST 207-Vorschlag [10] abgeleitet und entsprechen dem in Abschnitt 2.2.1
vorgestellten FIR-Filter-Kanalmodell. Die Koeffizienten der einzelnen Pfade sind
entsprechend des WSSUS-Kanalmodells unabhängig voneinander und komplex
normalverteilt. In den nachfolgenden Abschnitten werden die Verzögerungs-Lei-
stungsspektren der einzelnen Kanaltypen im Detail dargestellt. Wie in Kapitel 2
bereits beschrieben wurde, wird in den Pfaden auch der Einfluss des Dopplerspek-
trums in Abhängigkeit der Teilnehmergeschwindigkeit berücksichtigt.
A.1 Ländliche Umgebung
Bild A.1 stellt das Verzögerungs-Leistungsspektrum für den ländlichen Kanal dar.
Er wird mit sechs Koeffizienten modelliert, wobei die größte Verzögerungτ max =
0, 5 µs beträgt. Dieser Kanal ist mit einer mittleren Impulsverbreiterung von∆τ =

























Bild A.1 Verzögerungs-Leistungsspektrum für den Rural-Kanal
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Bild A.2 Verzögerungs-Leistungsspektrum für den Urban-Kanal
0, 1 µs als nicht frequenzselektiv anzusehen.
A.2 Städtische Umgebung
Der Urban-Kanal, der die städtische Umgebung modelliert, setzt sich ebenfalls aus
6 Pfaden zusammen, wobei der erste Pfad im Mittel eine geringere Leistung als
der darauffolgende aufweist. Damit weist er bereits eine kleine Fehlanpassung im
Vergleich zum idealen PDP auf. Die mittlere Impulsverbreiterung beträgt∆τ =
1, 06 µs und hat eine Kohärenzbandbreite von ca. einem Megahertz. Das Verzöge-
rungsleistungsspektrum für diesen Kanal ist in Bild A.2 dargestellt.
A.3 Hügeliges Gelände
Bild A.3 zeigt das Verzögerungs-Leistungsspektrum für den Kanal hügeligen Ge-
ländes. Die maximale Verzögerungτmax liegt bei17, 5 µs.∆τ beträgt ca.5 µs und
weist daher eine Kohärenzbandbreite von180 kHz auf. Dies entspricht der Band-
breite von ca. 41 Unterträgern. Bezogen auf die gesamte OFDM-Bandbreite ist er
als frequenzselektiv anzusehen. Der Kanal setzt sich aus zwei Hauptbereichen zu-
sammen, die ungefähr15 µs auseinander liegen und beide nach COST 207 eine Ex-
A.3 Hügeliges Gelände 123

























Bild A.3 Verzögerungs-Leistungsspektrum für den Hilly-Terrain-Kanal
ponentialverteilung aufweisen. Somit kann dieser Kanal nicht mit der im Hauptteil
dieser Arbeit verwendeten Korrelationsfunktion exakt beschrieben werden. Aller-
dings lässt sich mit Hilfe dieses Kanals die Robustheit des adaptiven Schätzverfah-
rens beurteilen.
B Herleitungen
B.1 Korrelationsfunktion des nicht-frequenzselektiven
Kanals
Für einen nicht-frequenzselektivenKanal gilt das Kanalmodell aus Gleichung (B.1).
r(t) = hn(t) · s(t) + n(t) (B.1)
Die Korrelationsfunktion des Empfangsprozessesr(t) ergibt sich zu
φrr(∆t) = E{r(t) · r∗(t − ∆t)} (B.2)
= E{(hn(t) · s(t) + n(t)) · (h∗n(t − ∆t) · s∗(t − ∆t) + n∗(t − ∆t))}
= E{hn(t) · h∗n(t − ∆t) · s(t) · s∗(t − ∆t) + n(t) · n∗(t − ∆t)}
+ E{hn(t) · s(t) · n∗(t − ∆t)}︸ ︷︷ ︸
=0
+ E{h∗n(t − ∆t) · s∗(t − ∆t) · n(t)}︸ ︷︷ ︸
=0
= E{hn(t) · h∗n(t − ∆t)} · E{s(t) · s∗(t − ∆t)} + E{n(t) · n∗(t − ∆t)}
= φhnhn(∆t) · φss(∆t) + φnn(∆t)
Die Werte der Terme, die sich zu Null ergeben, folgen aus der Mittelwertfreiheit
des Rauschprozessesn(t), d.h. E{n(t)} = 0, und der Unabhängigkeit vonhn (t),
s(t) und n(t). Das Produkt in der Darstellung der Korrelationsfunktionφ rr(∆t)
aus den Korrelationsfunktionen des Kanal- und Sendeprozesses,φhnhn(∆t) be-
ziehungsweiseφss(∆t) ist wegen der gegenseitigen Unabhängigkeit der beiden
Prozesse gültig.
B.2 Herleitung der Schätzfehlerdichte
In diesem Abschnitt wird die näherungsweise Dichte des Schätzfehlers∆0 bei der
Geschwindigkeitsschätzung hergeleitet. Wie bereits in Abschnitt 4.3.2 beschrie-
ben wurde, sindHl und Hl+m0 statistisch unabhängig, da sie gaußverteilt und
an der Stellem0 unkorreliert sind. Damit gilt für die Dichte der Zufallsvariablen
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mit w2 = z2/σ4H . Dieses Integral läßt sich für reellew > 0 und somit fürz > 0








· K0(z/σ2H), z > 0.
K0(z) ist die modifizierte Hankelfunktion der Ordnung0 und läßt sich durch die





· j H(1)0 (jz) (B.7)
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Da nach Gleichung (B.5)fZ(z) achsensymmetrisch bezüglich reellerz sein muss,










, |z| > 0. (B.8)
Zur weiteren Bestimmung der Dichte des Schätzfehlers muss nun im Folgenden
mit Hilfe von (B.8) die Dichte nach der Summation in Gleichung (4.39) berech-
net werden. Da dies analytisch nicht möglich ist, da es sich um die Summe von
stark korrelierten Zufallsvariablen handelt, wurde diese Aufgabe zunächst simula-
tiv durchgeführt. Anschließend wird eine Näherung dieser durch Simulation erhal-
tenen Dichte gesucht. Als Ansatzpunkt dient Gleichung (B.8). Obwohl die einzel-
nen Summanden korreliert sind, wird die Annahme gemacht, dass zumindest ein
Teil der Summanden aus Gleichung (4.39) statistisch unabhängig ist. Daraus läßt
sich nun eine Dichte bestimmen. Die Dichte der Summe zweier Zufallsvariablen
läßt sich aus der Faltung der Einzeldichten berechnen und läßt sich einfach über
die Multiplikation ihrer charakteristischen Funktionen bestimmen [29]. Die besten
Erbebnisse erhält man durch Summation von vier Zufallsvariablen, die nach Glei-
chung (B.8) verteilt sind.
Die charakteristische FunktionϕZ(s) von fZ(z) wird durch die Fourierrücktrans-





Wenn nun vier Zufallsvariablen mit dieser charakteristischen Funktion aufaddiert
werden, wird die charakteristische Funktion des Fehlersϕ∆(s) = ϕ4Z(s) und die
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K1.5(x) repräsentiert die modifizierte Hankelsche Funktion der Ordnung1.5 und
Γ(x) die Gammafunktion.
Eine Bewertung dieser Approximation erfolgt in Abschnitt 4.3.2.
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Abkürzungen, Notation und Formelzeichen
Abkürzungen
(A)DSL (Asymmetric) Digital Subscriber Line
AKF Autokorrelationsfunktion
AWGN Additive White Gaussion Noise
BPSK Binary Phase Shift Keying
CNR Carrier-to-Noisepower-Ratio
DBPSK Differential Binary Phase Shift Keying
DFT Discrete Fourier Transform
DVB-T Digital Video Broadcasting (Terrestrial)
DMT Discrete Multitone Technology
FFT Fast Fourier Transform
FIR Finite Impulse Response
ICI Inter Carrier Interference
IDFT Inverse Discrete Fourier Transform
IFFT Inverse Fast Fourier Transform
IIR Infinite Inpulse Response
ISI Inter Symbol Interference
LOS Line of Sight
MPEG Moving Pictures Experts Group
OFDM Orthogonal Frequency Division Multiplex
PDS Power Delay Spectrum
PRBS Pseude Random Binary Source
QAM Quadrature Amplitude Modulation
SFN Single Frequency Network
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TPS Transmission Parameter Signalling
VLS Verzögerungs-Leistungsspektrum









y(D) binäre Folge in Polynomdarstellung
Y (t) stochastischer Prozeß
y Vektor
Y Matrix
Y (f) Fourier-Transformierte vony(t)
Y (z) z-Transformierte vonyk
Re{y} Realteil der komplexen Größey
Im{y} Imaginärteil der komplexen Größey
E{Y } Erwartungswert der ZufallsvariablenY
Var{Y } Varianz der ZufallsvariablenY
‖y‖ Norm
y ganzzahliger Anteil einer reellen Zahly
pY (y) Dichte der ZufallsvariablenY
ΦY Y (f) Leistungsdichtespektrum des ProzessesY (t)
arg max
y
f(y) Argument, für dasf(y) maximal ist
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Formelzeichen
al Komplexer Übertragungswert einschliesslich ICI
ALOS Amplitude der direkten Pfadkomponente










fX(x) Dichtefunktion der Zufallsvariablen X




h(τ, t) Zeitvariante Kanalimpulsantwort
H(f, t) Zeitvariante Kanalübertragungsfunktion
HJ(f) Übertragungsfunktion mit Jakes-Profil
hn(t) Zeitvarianter Pfadkoeffizient von Pfad n (Rayleigh- oder Rice-verteilt)
h̃n(t) Zeitvarianter Pfadkoeffizient von Pfad n (einzelner Pfad)
IL (L × L)-Einheitsmatrix
J(w(k, l)) Mittlerer quadratischer Fehler (MSE) des Wienerfilters
K Anzahl der Unterträger in einem OFDM Symbol
KM Mächtigkeit des Modulationsalphabets
Kr Rice-Parameter
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l Entscheidungsvektor nach Onizawa




NK Pilotträgerabstand in Frequenzrichtung
NL Pilotträgerabstand in Zeitrichtung
NP Anzahl Pfade im Kanal
M Anzahl der Werte für die Schätzung der AKF
p Vektor der Pilotträgerwerte
Pb Bitfehlerrate
PICI Leistung der ICI
PMSE Leistung des Schätzfehlers
P Menge aller Pilotträger
r(k) Komplexer diskreter Empfangsvektor
r(t) Empfangssignal im Basisband
s(k) Komplexer diskreter Sendevektor




TD Länge eines Informationssymbols
TG Dauer des Schutzintervalls
TO Dauer eines OFDM-Symbols einschließlich Schutzzeit
TS Dauer eines OFDM Symbols
Tχ Ergebnis desχ2-Tests
T Menge der Pilotträger für die Schätzung eines Unterträgers
v Geschwindigkeit des Teilnehmers
w Vektor der Filterkoeffizienten
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x(t) Sendesignal
y(t) Empfangssignal
α Einfallswinkel der Wellenfront bezüglich der Fahrtrichtung
αm Abstandsverhältnis der Konstellationspunkte der hierarchischen Modulation
β Einseitige Bandbreite eines Unterträgers
γ Faktor zur Berücksichtigung der Ausserbandstrahlung
δ(m) Kroneckersymbol
δ(t) δ-Distribution
∆ Vektor der Unterträgerdifferenzen
∆f Unterträgerabstand
∆τ Mittlere Impulsverbreiterung (Delay Spread)
η Spektrale Effizienz
λ Primitives Element eines Galois-Feldes
ν Verhältnis von Schätzvarianzen
ρ(m) Diskrete Kovarianzfunktion
σ2D Leistung des Informationssignal-Prozesses
σ2h Gesamtleistung des Kanals
σ2n Rauschleistung des additiven weissen Rauschens
σ2R Leistung Rayleigh-Prozeß
τ Zeitindex
τ0 Abklingkonstante bei exponentiell abfallenden Funktionen
τmax Maximale Pfadverzögerung auf dem Kanal
τ Mittlere Pfadverzögerung
φV LS Verzögerungs-Leistungsspektrum
φHH Korrelationsfunktion im Frequenzbereich vonH(f, t)
φHH,f Korrelationsfunktion im Frequenzbereich in Frequenzrichtung
φHH,t Korrelationsfunktion im Frequenzbereich in Zeitrichtung
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Φ Korrelationsmatrix
ϕZ(s) Charakteristische Funktion der Zufallsvariablen Z
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