The changes in density, wave functions, and self-consistent potentials of solids, in response to small atomic displacements or infinitesimal homogeneous electric fields, are considered in the framework of the densityfunctional theory. A variational principle for second-order derivatives of the energy provides a basis for efficient algorithmic approaches to these linear responses, such as the state-by-state conjugate-gradient algorithm presented here in detail. The phase of incommensurate perturbations of periodic systems, that are, like phonons, characterized by some wave vector, can be factorized: the incommensurate problem is mapped on an equivalent one presenting the periodicity of the unperturbed ground state. The singularity of the potential change associated with an homogeneous field is treated by the long-wave method. The efficient implementation of these theoretical ideas using plane waves, separable pseudopotentials, and a nonlinear exchangecorrelation core correction is described in detail, as well as other technical issues. ͓S0163-1829͑97͒05016-9͔
I. INTRODUCTION
The accurate prediction of material properties is one of the pivotal goals of computational condensed matter physics. Current efforts aim at increasing the accuracy of the predictions, the complexity of the systems studied, and the number of properties predicted, altogether for a decreasing computational cost. I will focus on the efficient prediction of responses of periodic systems to different perturbations, using the local-density approximation ͑LDA͒ to density-functional theory 1 ͑DFT͒ as a basic underlying tool. With this technique, changes in total energy due to adiabatic perturbations are obtained within a few percent of experimental data. 2 Exceptions to this gratifying picture are well characterized and discussed in the literature. 2, 3 The perturbations that will be considered belong to the following two classes: ͑a͒ collective displacements of atoms characterized by a wave vector, either commensurate or incommensurate with the underlying lattice, that altogether generate a basis for the description of phonons, and ͑b͒ homogeneous static electric fields. The present paper describes the computation of the first-order derivatives of the wave functions, density, and self-consistent potential with respect to these perturbations. The subsequent computation of various second-order derivatives of the total energy is described in an accompanying paper ͑P2͒. 4 The responses of crystalline solids to external perturbations, like electric fields or atomic displacements, have been calculated within the DFT using various methods. [5] [6] [7] [8] [9] [10] [11] [12] The simplest is a direct approach 5 in which one freezes a finiteamplitude perturbation into the system and compares the perturbed system with the corresponding unperturbed one ͑e.g., the frozen-phonon technique͒. However, in this approach, it is was impossible to handle perturbations incommensurate with the periodic lattice, or potentials linear in space ͑corre-sponding to homogeneous electric fields͒, while commensurate perturbations were handled through the use of supercells, sometimes with a considerable increase of computing time. Still, its simplicity has attracted many research groups. 13 The recent appearance of O͑N͒ algorithms for phonons 14 as well as Wannier function approach to the dielectric constant 15 could reduce the above-mentioned disadvantages.
There is also a dielectric-matrix approach in which one calculates dielectric matrices from the unperturbed groundstate wave functions. [6] [7] [8] Incommensurability is not a problem in this technique. However, the whole spectrum of the valence-and conduction-band wave functions is required, which can be computationally demanding, and responses to atomic displacements cannot be obtained when the electronion interaction is represented by a nonlocal pseudopotential.
Baroni, Giannozzi, and Testa 10, 16 ͑BGT͒ demonstrated the power of a perturbative approach, appearing also in Ref. 9 , in which the linear responses are calculated self-consistently. It combines the advantages of the two previous methods, without their drawbacks. Baroni and coworkers, as well as other research groups [17] [18] [19] used this formalism with plane waves and pseudopotentials. Linear muffin tin orbital [20] [21] [22] ͑LMTO͒ and linear augmented plane-wave 23 ͑LAPW͒ versions of this linear-response approach have also been proposed and implemented. Applications have been numerous, and included computations of dynamical matrices, Born effective charge tensors and dielectric permittivity tensors for bulk materials, surfaces or large molecules, as well as computation of elastic constants, piezoelectric tensors, photoelastic tensors, internal strain, deformation potential, electronphonon coupling, thermodynamical properties, atomic temperature factors, and phase transitions. 18, [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] It was also realized that the BGT approach was derived from an interesting merging of DFT and perturbation theory, and that it could be extended very efficiently to nonlinear responses, thanks to the 2nϩ1 theorem. [36] [37] [38] [39] [40] [41] [42] [43] From the same point of view, often referred to as density-functional perturbation theory ͑DFPT͒, one can infer the existence of a variational principle for the second-order derivatives of the total energy. 12, 20 This variational principle, its higher-order generalizations, and the 2nϩ1 theorem for DPFT, are thoroughly discussed in Ref. 42 . Thanks to the second-order variational principle, efficient minimization techniques, like the conjugate-gradient algorithm, 12, 44, 45 can be used for the evaluation of the first-order changes of the wave functions, charge densities, and self-consistent potentials. Moreover, second-order derivatives of the total energy converge more rapidly to the correct answers than in the BGT approach. Like the BGT technique, the variational approach has been widely used for studies of dynamical and dielectric properties of various materials ͓SiO 2 -quartz, 12, [46] [47] [48] SiO 2 -stishovite, [48] [49] [50] [51] [52] Si, 53 TiO 2 , 54, 55 BaTiO 3 , [56] [57] [58] [59] [60] ͒ as well as elaborate separable pseudopotentials, 66 in order to enhance the efficiency of the calculation. Since nonlinear exchange-correlation core corrections 67, 31 have been used in the above-mentioned applications 12, [46] [47] [48] [49] [50] [53] [54] [55] [56] [57] [58] [59] [60] the consequences of this technical feature will also be described. Specific aspects related to metals that cannot sustain static electric fields, and for which a Fermi surface is present, will be briefly mentioned when appropriate. By definition, all nonadiabatic as well as nonharmonic effects are ignored. This paper is organized as follows. In Sec. II, some basic results of DFPT are recalled. In Sec. III, I describe the preconditioned conjugate-gradient gradient algorithm that can be used to find the first-order changes in wave functions, charge densities, and the self-consistent potential with respect to a generic perturbation. Section IV contains a general analysis of response to perturbations that are characterized by a wave vector incommensurate with the periodicity of the underlying lattice. The factorization of the incommensurability is shown. In Sec. V, one finds the developments needed to obtain the first-order change in wave functions and densities with respect to collective atomic displacements, in the plane-wave implementation with separable pseudopotentials and a nonlinear exchange-correlation core correction. Section VI describes the treatment of homogeneous electric fields, using the long-wave method, then its implementation. In Sec. VII, I mention some technical considerations, and present perspectives in Sec. VIII. Atomic ͑Hartree͒ units are used throughout this paper.
II. BASICS OF DENSITY-FUNCTIONAL PERTURBATION THEORY

A. DFT equations
In the DFT, the ground-state energy of the electronic system is derived from the following minimum principle:
where the ␣ 's are the Kohn-Sham orbitals ͑to be varied until the minimum is found͒, T is the kinetic energy operator, v ext is the potential external to the electronic system that includes the one created by nuclei ͑or ions͒, E Hxc is the Hartree and exchange-correlation energy functional of the electronic density n(r), and the summation runs over the occupied states ␣. The occupied Kohn-Sham orbitals are subject to the orthonormalization constraints, ͵ ␣ *͑r͒ ␤ ͑ r͒drϭ͗ ␣ ͉ ␤ ͘ϭ␦ ␣␤ ,
͑2͒
where ␣ and ␤ label occupied states. The density is generated from n͑r͒ϭ ͚ ␣ occ ␣ *͑r͒ ␣ ͑ r͒.
͑3͒
The minimization of E el ͕͖ under the orthonormality constraints Eq. ͑2͒ can be achieved using the Lagrange multiplier method. The problem turns into the minimization of Since H is Hermitian, it is always possible to make a unitary transformation of Eq. ͑5͒ in such a way that H͉ ␣ ͘ϭ⑀ ␣ ͉ ␣ ͘.
͑7͒
B. Perturbation expansion
Having defined the DFT equations for the possible external potentials v ext , we now choose a reference ͑unperturbed͒ external potential v ext (0) and expand the perturbed potential v ext in terms of a small parameter , as follows:
We are interested in the change of physical quantities, due to the perturbation of the external potential. 68 So, we expand all of the exact perturbed quantities X() in the same form as v ext (), By virtue of Eq. ͑14͒, the first-order wave functions are orthogonal to the unperturbed wave functions of the occupied states. This is a specific advantage of the parallel-transport gauge. 71 Since E el (2) ͕ (0) ; (1) ͖ is variational with respect to (1) , 72 we deduce the Euler-Lagrange equations ͑also called self-consistent Sternheimer equations in this particular case͒, 73, 42 
where P c is the projector upon the unoccupied states ͑con-duction bands͒, H (0) , ⑀ ␣ (0) , and (0) are obtained from Eq. ͑10͒, and the first-order Hamiltonian H (1) is given by
͑17͒
One defines also
not to be confused with v Hxc (1) , that contains one more term, see Eq. ͑17͒. v ext (1) and v Hxc0 (1) do not depend on the first-order wave functions. Equation ͑16͒ can be solved by algorithms based on Green's functions or, within some basis set, by standard algorithms for dealing with inhomogeneous systems of equations. 16 In Eq. ͑13͒, the contributions
that will be denoted by E non-var (2) , also do not depend on the first-order wave functions, and will not change in the course of the minimization procedure or in the self-consistent procedure.
For the first-order wave functions that satisfy Eqs. ͑14͒-͑17͒, or equivalently minimize Eq. ͑13͒ under constraints Eq. ͑14͒, E el (2) can also be computed from
instead from Eq. ͑13͒. Taking into account the time-reversal symmetry, other expressions for E el (2) can be found:
or its Hermitian conjugate. However, if the wave functions are not exactly the ones that minimize Eq. ͑13͒ and satisfy
Eqs. ͑14͒-͑17͒, the error in Eqs. ͑20͒ and ͑21͒ is larger than the error in Eq. ͑13͒, since Eq. ͑13͒ is variational, while Eqs. ͑20͒ and ͑21͒ are not.
III. A CONJUGATE-GRADIENT ALGORITHM FOR THE COMPUTATION OF THE FIRST-ORDER RESPONSES
Equations ͑14͒-͑17͒ are used in the BGT approach. 9, 10, 16 They can be solved self-consistently: one fixes first a basis set, then, supposing H (1) to be known, Eq. ͑16͒ is treated as a linear system of equations for (1) , whose solution can be obtained by different standard numerical techniques; once (1) is found, it can be used to build a new H (1) through Eqs. ͑15͒ and ͑17͒.
In a different spirit, direct minimization of Eq. ͑13͒ is performed in the variational approach described here. These two possible approaches are directly connected to the two approaches that have been used to compute the ground-state properties of materials. Indeed, until 1985, the DFT groundstate wave functions were usually computed using a twolevel procedure: at the lower level, Eq. ͑7͒ was solved using standard diagonalization procedures, while at the upper level, a loop used the output of this diagonalization to generate a new density through Eq. ͑3͒, and a new Hamiltonian through Eq. ͑6͒, thus a new Eq. ͑7͒. Self-consistency was enforced, if needed, by the use of some convergence accelerator. 74 This is, in spirit, similar to the BGT technique.
By contrast, Car and Parrinello 65 suggested the insertion of the quantity defined in Eq. ͑4͒ in a fictitious Lagrangian ͑that also included the classical kinetic energy of nuclei͒, giving a unified approach to molecular dynamics and DFT. As a further step, the direct minimization of the functional Eq. ͑4͒ under the orthonormalization constraints Eq. ͑2͒ was proposed. For this purpose, Teter, Payne and Allan 45 ͑TPA͒ designed a band-by-band ͑or state-by-state͒ conjugategradient algorithm. Other global minimization algorithms were proposed in Refs. 75-78. The Car-Parrinello and the band-by-band conjugate-gradient algorithms have been presented in considerable detail in a review article by Payne et al. 44 All these techniques are particularly effective with plane-wave basis sets, since the corresponding Hamiltonian is sparse when fast Fourier transforms and separable pseudopotentials are used. 79 Since Eq. ͑13͒ is also a minimum principle, it is possible to use the same global minimization techniques for the second-order derivative of the energy E el (2) as for the groundstate energy. Moreover, the expression for E el (2) , Eq. ͑13͒, is an exact quadratic form in the space of the first-order wave functions, unlike the ground-state energy functional Eq. ͑4͒. This feature leads to an easier implementation of the stateby-state conjugate-gradient algorithm for response functions than for ground-state energy, that we will now describe.
A. State-by-state decomposition of the energy functional
In a state-by-state conjugate-gradient algorithm, each wave function is considered successively, and the energy functional is minimized with respect to variations of this wave function, in the potential created by the density of the others, the latter being temporarily frozen. Let us suppose that the state ␤, with first-order wave function ␤ (1) , is varied. One writes the minimum principle Eq. ͑13͒ as
where the term E ␤ (2) is the only one that depends on ␤ (1) . This first term is
͑23͒
where n ␤ (1) , the density change due to the first-order wave function ␤ (1) , is
The second term of Eq. ͑22͒,
͑25͒
does not depend on ␤ (1) , but on all the first-order wave functions for the states other than ␤. The third term of Eq. ͑22͒, E non-var (2) , is given by Eq. ͑19͒ and does not depend on first-order wave functions. Thus, only the first term must be considered in the minimization procedure with respect to ␤ (1) . Once the first-order wave function ␤ (1) is sufficiently converged ͑via the conjugate-gradient algorithm described in the next paragraph͒, another first-order wave function is varied, and so on. As soon as the last wave function has been varied, the algorithm goes on with varying the first wave function again, and then the others as well. Indeed, the wave functions were minimized in the potential created by the others while these were not yet converged. Thus, there is still a self-consistency loop, although the second-order electronic energy is always decreased. Because of the latter property, the algorithm is unconditionally stable.
B. Optimization of one state
A basic description of the conjugate-gradient algorithms can be found in Ref. 80 . The procedure of minimization of Eq. ͑23͒ follows closely Eqs. ͑5.10͒-͑5.38͒ of Ref. 44, valid for the minimization of the ground-state functional ͑the TPA algorithm͒. Except for a few details, the flow diagram of this update of a single state is very similar to the flow diagram of the TPA algorithm, shown in Fig. 17 of Ref. 44 .
In the initial step (mϭ1), a trial ␤ m(1) is used, which is either the null vector ͓it obviously satisfies the constraints Eq. ͑14͔͒, or the vector determined from the previous selfconsistency loop.
Then, an improved ␤ mϩ1 (1) is determined by the following operations ͑iterated over m, which runs from 1 to m max ).
͑1͒ The steepest-descent vector ␤ m ͓minus half the gradient of Eq. ͑23͒ with respect to changes of ␤ m (1) , projected on the conduction bands͔ is
with
where n ␤ m(1) (r) is inferred from Eq. ͑24͒, updated for each m.
͑2͒
The preconditioned steepest-descent vector ␤ m is as follows: ␤ m ϭ P c K ␤ m , where the preconditioning operator K is similar to the one defined in Eq. ͑5.16͒ of Ref. 44 .
where the parameter is to be determined by the minimization requirement, as follows. The energy Eq. ͑23͒, as a function of , becomes
͑28͒
where
The expression Eq. ͑28͒ is minimal when
a value that allows one to generate ␤ mϩ1 (1) . In step 3, unlike for the ground-state minimization algorithm, no further orthonormalization or orthogonalization is needed ͓compare with Eqs. ͑5.21͒ and ͑5.22͒ of Ref. 44͔, since the constraint Eq. ͑14͒ is linear in ␤ (1) and fulfilled by ␤ m . In step 4, the search for the minimum of the secondorder energy is simplified with respect to the ground-state minimization algorithm, because Eq. ͑23͒ is a quadratic form in ␤ (1) . Usually, m max is on the order of 4-6, while the error in the second derivative of the energy decreases by a factor of 3 or more after each set of all-state optimizations. Figure 2 of Ref. 42 shows a typical convergence of this algorithm.
In this state-by-state conjugate-gradient algorithm, only one wave function is varied at a time. Giannozzi and Baroni 33 have recently proposed to treat the minimization of Eq. ͑13͒ by simultaneous variation of all the first-order wave functions. No supplementary self-consistency loop is then needed. The latter approach requires more disk space, and a comparative study would be useful in order to assert the relative merits of both methods in terms of computational efficiency.
IV. RESPONSE TO INCOMMENSURATE PERTURBATIONS OF PERIODIC SYSTEMS
The conventions for the treatment of the unperturbed periodic system ͑e.g., normalization of Bloch's wave functions͒ are presented in Appendix A.
A. Incommensurate perturbations
One considers perturbations of the system that are incommensurate with the unperturbed periodic lattice, and characterized by a wave vector q. In order to be able to treat nonlocal pseudopotentials, the general form of a perturbation ͑a linear operator and not simply a local function in space͒ is taken into account. The ground-state potential operator is periodic, with
where R a is a vector of the real space lattice, while the perturbing potential operator is such that
Actually, when q is not equal to half a vector of the reciprocal lattice, such a perturbing potential is non-Hermitian, and should be always used in conjunction with its Hermitian conjugate counterpart. However, at the level of the linear response, there is no consequence of working only with the non-Hermitian v ext,q (1) , since the response to the sum of v ext,q (1) and its Hermitian conjugate is simply the sum of the response to each perturbation separately. Nevertheless we are also interested in the variational property of the second-order change in energy, for which we cannot afford a nonHermitian external potential. This difficulty is solved as follows. One considers both v ext,q and its Hermitian conjugate, written v ext,Ϫq ͑since its wave vector is Ϫq), as well as a complex expansion parameter , such that
This definition is a generalization of Eq. ͑8͒. Since both v ext () and v ext (0) are Hermitian, the Hermitian conjugates of v ext,q (1) and v ext,q,q (2) are v ext,Ϫq (1) and v ext,Ϫq,Ϫq (2) , respectively. One also has the freedom to impose that v ext,q,Ϫq (2) is Hermitian and equal to v ext,Ϫq,q (2) ͑sometimes they will be noted v ext,0 (2) in what follows͒. Applying a translation to the first-order wave functions and densities, one observes the following behaviors:
An expansion similar to Eq. ͑34͒ applies also to the energy, with
Due to the requirement of invariance under translation of the whole system, one derives, when q is not a vector of the reciprocal lattice,
while for 2q which is not a vector of the reciprocal lattice,
Thanks to these equations, it can be shown that E q,Ϫq
is a real quantity, variational with respect to change in the firstorder wave functions. This property will allow one to apply the above-mentioned minimization algorithm to the case of incommensurate perturbations.
B. Factorization of the phase
The factorization of the phase, in order to map the incommensurate problem to an equivalent one presenting the periodicity of the unperturbed problem is the crucial point in the treatment of perturbations characterized by a wave vector q, like v ext,q (1) . For this purpose, inspired by Eqs. ͑35͒ and ͑36͒, one defines the periodic functions ͑see Appendix A for the notations͒
in which case Eq. ͑13͒ becomes
satisfying a minimum principle with respect to variations of the first-order wave functions u n,k,q
under constraints ͗u m,kϩq
where the index n runs over the occupied states, while the first-order change in density is given by
The Euler-Lagrange equations associated with the minimization of Eq. ͑42͒ under constraints Eq. ͑43͒ are
Finally, there are simpler, but nonvariational, expressions for E el,Ϫq,q (2) , in the spirit of Eq. ͑21͒:
its Hermitian conjugate, or their mean. All the quantities that appear in Eqs. ͑42͒-͑47͒ have the periodicity of the unperturbed lattice. Note that the ground-state wave functions at k and at kϩq are needed to determine u mk,q (1) : u mk (0) appear in Eqs. ͑42͒, ͑44͒, and ͑45͒, while the orthonormalization constraint Eq. ͑43͒ makes use of u mkϩq (0) .
V. RESPONSE TO COLLECTIVE ATOMIC DISPLACEMENTS
We now focus on a first class of perturbations, directly connected to phonons. In this section and the next ones, the responses are treated in view of the implementation of the formalism with a plane-wave basis set, separable pseudopotentials, and taking into account the nonlinear exchangecorrelation core correction. The notations ͑definitions of local and separable potentials, exchange-correlation functional͒ are described in Appendix A. The different quantities will be given either in the real space or in the reciprocal space, whichever is the most appropriate.
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A. First-and second-order changes in potential operators
One considers unit displacements of atoms in sublattice , along the ␣ axis, multiplied by the infinitesimal ͑even-tually, a complex quantity͒ and by a phase varying with the cell to which the atoms belong: the ␣ component of their vector position is changed from ,␣ ϩR a,␣ to ,␣ ϩR a,␣ ϩe iq•R a . Atoms in the other sublattices are not displaced. Note that all of these collective displacements can be generated from q wave vectors restricted inside the Brillouin zone, the only ones that will be considered. Also, for reasons given in Sec. VII A and in the next paper ͑P2͒, we consider nonzero q wave vectors.
The first-order change in the potential operator Eq. ͑A12͒ ͑see Appendix A͒ is
while the second-order v ext,0 (2) (r,rЈ), needed in Eqs. ͑42͒ and ͑47͒, is as follows:
Their evaluation, based on Eqs. ͑A15͒ and ͑A19͒, leads to the following expressions ͑1͒ The first-order change of the local potential is
where v loc (G؉q) can be found from Eq. ͑A16͒, and where the definition of the phase-factorized, periodic potential
has been used ͓compare with Eq. ͑41͔͒. Note that, unlike in Eqs. ͑A15͒ and ͑A27͒, v loc,q (1) includes the Gϭ0 contribution: there is no associated divergence since we have supposed q to be nonzero.
͑2͒ The second-order change of the local potential is 84,85
͑3͒ The first-order change of the nonlocal potential is
͑4͒ The second-order change of the nonlocal potential is
The efficient use of v sep,kϩq,k (1) as well as v sep,k,k (2) is accomplished thanks to a further manipulation, an example of which is given here for the first-order separable part: Eq. ͑53͒ becomes
͑55͒
In this way, the sums on the reciprocal vectors G or GЈ are well separated. The same manipulation can be performed on Eq. ͑54͒.
B. First-and second-order changes in the exchange and correlation energy functional
The phase-factorized first-order change of pseudocore charge density is given by
͑60͒
In this expression, as for v loc,q (1) in Eq. ͑50͒, the Gϭ0 contribution is included in the Hartree term: there is no associated divergence since we have supposed q to be nonzero.
Equation ͑60͒ is to be minimized under the constraints Eq. ͑43͒, with the first-order change in density given by Eq. ͑44͒. The associated Euler-Lagrange equation is still Eq. ͑45͒, with a more explicit first-order Hamiltonian operator:
and v xc,q
Finally, there exists simpler, but nonvariational expressions for E el,Ϫq,q (2) , derived from Eq. ͑47͒: for example,
͑64͒
At this stage, we have written all the theoretical ingredients needed for the computation of the response to a collective displacement of atoms on one sublattice, in which the vector position ,␣ ϩR a,␣ is changed into ,␣ ϩR a,␣ ϩe iq•R a . In further sections, in order not to confuse them with the response to other perturbations, the first-order quantities related to this perturbation will be written X q ␣ instead of X q (1) , while the corresponding second-order quantities will be denoted by
.
VI. RESPONSE TO AN HOMOGENEOUS, STATIC ELECTRIC FIELD
Two important problems arise when one attempts to deal with the response to an homogeneous, static electric field. The first problem comes from the fact that the potential energy of the electron, placed in such a field, is linear in space, and breaks the periodicity of the crystalline lattice:
Second, this macroscopic electric field corresponds to a screened potential: the change of macroscopic electric field is the sum of an external change of field and an internal change of field, the latter being induced by the response of the electrons ͑the polarization of the material͒. In order to indicate this fact, the subscript ''scr'' has been used in Eq. ͑65͒. In the theory of classical electromagnetism, 87 the connection between the macroscopic displacement, electric, and polarization fields is
where P mac (r) is related to the macroscopic charge density by
It is important to emphasize that these fields are macroscopic fields: the microscopic fluctuations ͑local fields͒ have been averaged out in this description.
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The long-wave method is commonly used to deal with the first problem: a potential linear in space is obtained as the limit for q tending to 0 of
where q is in the direction of the homogeneous field. This method has its drawback: the homogeneous field and the wave vector are always parallel. In other words, the electric field is longitudinal. The treatment of transverse fields should be done by considering not only a scalar potential, but a vector potential. However, for our purpose, the scalar theory will be sufficient. 26 The detailed theoretical treatment of the response to an electric field, using the long-wave method, and treating the screening adequately ͑in order to solve the above-mentioned second problem͒ is given in Appendix B. It is found that an auxiliary quantity is needed: the derivative of the groundstate wave functions with respect to their wave vector. Once this quantity has been obtained, the computation of the response to an homogeneous electric field per se can be performed.
A. Derivative of the wave functions with respect to their wave vector
We will use the shorthand notation
In the parallel-transport gauge, 42 the u mk k ␣ at each k can be determined by the minimization of the following expression:
with the constraints ͗u mk
are the first derivative of kinetic energy operator and external potential with respect to the wave vector k ␣ :
The Euler-Lagrange equation associated with the minimization procedure Eq. ͑70͒ is
Derivative of the wave functions with respect to an electric field
Having obtained the derivative of the wave functions with respect to their wave vector, one is able to compute the response of the system with respect to the change of the longwave screened potential
In the parallel-transport gauge, 42 the derivative of the wave functions with respect to E ␣ is obtained through the minimization of the following expression ͑for which, as at the end of Sec. V, we rationalize our notation in view of the multiplicity of perturbations that are examined͒:
under the constraints
where the indices m and n run over occupied states, and
The associated Euler-Lagrange equations are
The nonvariational expressions for E el E ␣ *E ␣ can be obtained as well: for example,
͑82͒
In Eqs. ͑76͒ and ͑79͒, the operator i(‫ץ/ץ‬k ␣ ) acts on the wave functions u m,k (0) to replace the operator r ␣ , which should have been considered if there was no problem of compatibility between the linear potential Eq. ͑65͒ and the periodicity of the crystal. This result had been also obtained by other mathematical transformations.
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VII. TECHNICALITIES
A. Linear combination of perturbations
In Secs. V and VI, we have examined the responses with respect to two important classes of perturbations: wavevector-characterized collective atomic displacements, and homogeneous electric fields. We were also lead to consider derivatives of the wave functions with respect to their wave vector. These perturbations will be considered as basic perturbations. Since we are at the level of the linear response, the response of the system to a linear combination of these perturbations will be the linear combination of the responses of the system to each perturbation: for example, if a firstorder change of potential is described by
then the density response will be
This rule also applies to a linear combination of perturbations incommensurate with each other, or of different types. As such, it gives a powerful approach to the treatment of the q→0 limit of the response to collective atomic displacements. Indeed, the singularities observed in Eqs. ͑60͒ and ͑62͒ in the q→0 limit can be treated separately, as an homogeneous electric field associated with the collective atomic displacements. Thus, for q→0, we will first compute the response to a collective atomic displacement without associated electric field ͓by considering Eq. ͑60͒ without the Gϭ0 contribution in the local potential and the Hartree term͔, and then combines it with the response to an electric field, as elaborated on in Ref. 16 and P2. 4 As a complementary advantage of working with linear combination of perturbations, in the case where one does not want to compute the response to these basic perturbations, but would like to compute directly the response to one, specific perturbation not contained in this set of basic perturbations, one can tailor a variational expression by inserting the correct first-order change of potential into the expression Eq. ͑42͒, the latter being eventually worked out along the lines developed in Sec. VI.
Interestingly, the computations of the responses to a different set of perturbations are completely independent of each other, and offer a trivial way to parallelize the code. The amount of computation to be done to get the response to one perturbation is rather large compared to the time needed to initialize or gather the results of the different response computations, and there is no communication during the computation of responses. Thus the parallelization will be rather efficient, as soon as the number of perturbations to be treated is sufficiently large compared to the number of independent processors. 90 This part of the overall process of computing dynamical and dielectric properties is by far the most computing intensive. The steps explained in the P2 ͑Ref. 4͒ are at least one order of magnitude less time consuming, and can be easily parallelized as well.
B. Method of solution
Although the atomic displacement and electric field types of perturbations are different, we arrive at strikingly similar variational principles ͓Eqs. ͑60͒ and ͑76͔͒ under the same type of constraints ͓Eqs. ͑43͒ and ͑78͔͒, and the same rule for the formation of the density change from wave functions changes ͓Eqs. ͑44͒ and ͑77͔͒. The state-by-state conjugategradient algorithm previously described ͑Sec. III͒ can be applied straightforwardly to all of these minimization problems. Most of the routines of the code will be common to all the perturbations, because of the common form of the variational principle.
The computation of the steepest-descent vector, Eq. ͑26͒, will be the most time-consuming step in the state-by-state iterations. As already mentioned, the use of the fast Fourier transform allows us to make it tractable. In particular, when the zero-order Hamiltonian H (0) is to be applied to the change in first-order wave function, ͑a͒ the latter, available in the reciprocal space, is Fourier transformed to the real space; ͑b͒ the local potential part of H (0) is applied to it; ͑c͒ the remaining of the right-hand side of Eq. ͑26͒ is added; ͑d͒ the sum is backtransformed to the reciprocal space; ͑e͒ finally, one adds the result of applying the kinetic operator and separable potentials to the first-order wave function, since these operations are less time consuming ͑at the level of a few atoms per unit cell͒. Fast Fourier transforms are also needed to evaluate and update the Hartree potential Eqs. ͑27͒ and ͑30͒.
The computation of the derivative of the wave functions with respect to their wave vector can also be done using the same methodology. The quantity to be minimized, Eq. ͑70͒, is even simpler than those contained in Eqs. ͑60͒ and ͑76͒. The routines will be also similar.
C. Sampling of the Brillouin zone and symmetries
In view of the practical implementation of Eqs. ͑60͒ and ͑76͒, other comments must still be made. First, the integral over the Brillouin zone must be replaced by a summation, through discretization of the k space. For insulators, one can use the special k point technique of Ref. 91. This replacement is well-known in ground-state calculations. Its use in perturbed situations does not lead to technical problems. For metals, the existence of the Fermi surface, and occupied or unoccupied states below or above it, raises interesting questions. The techniques described by de Gironcoli 32 and Savrasov 22 can be adapted to the present variational approach.
Although it is a usual practice to fix the grid of k points, and then perform the computation of phonons only for the q-wave vectors that are differences between two k points in this grid, this attitude is not mandatory, as shown by the present theory. Though, some additional small error might appear when this rule is not followed, 92 although likely not larger than the error associated with the replacement of the integral over the Brillouin zone by a summation on a discrete set of points.
In the ground-state calculations, one is able to reduce the number of k points by folding the Brillouin zone to its irreducible part, using the spatial symmetries and the timereversal symmetry, with a considerable reduction in computing time. In general, it will not be possible to achieve the same gain in response calculations with respect to a perturbation of the atomic displacement or electric field type, because some symmetries will usually be broken by the perturbation. The collective atomic displacements are characterized by their q wave vector, the sublattice that is displaced, and the direction of the displacement ␣. Only when all of these elements are left invariant by some symmetry operation, will it be possible to reduce the number of k wave vectors for the summation on the Brillouin zone, for this perturbation. Nevertheless, all the other symmetry operations can be used to deduce the response with respect to another, symmetry-related one.
By the time-reversal symmetry, the wave vector q is mapped to Ϫq. So, the response to a Ϫq perturbation can be deduced from the response to a q perturbation. Also, the number of k points can be decreased by a factor of two, when 2q is equal to a reciprocal-space G vector.
The electric field perturbation is characterized by its direction ␣. It is left invariant by the time-reversal symmetry, so that the number of k wave vectors for the summation on the Brillouin zone can usually be halved. If, moreover, pointgroup symmetries leave the ␣ direction invariant, the number of k wave vectors can be further decreased. If not, the other symmetries can be used to relate the response with respect to an electric field along some direction with the response with respect to an electric field along another direction.
The computation of the derivative of wave functions with respect to their wave vector k can also benefit from symmetry operations. However, this computation is rather fast, since there is no self-consistency step in the conjugategradient minimization.
VIII. PERSPECTIVES
The aim of the present paper was to present a formalism ͑theory and algorithm͒ based on a variational principle within the DFPT, which allows one to obtain responses to atomic displacements and homogeneous electric fields. P2 ͑Ref. 4͒ describes the further manipulations needed to determine the dynamical matrices, interatomic force constant, Born effective charges, and dielectric permittivity tensors. Other papers mentioned in the Introduction give examples of the application of this technique.
The technical advantages that are characteristics of the perturbative approaches, like the one developed by Baroni, Giannozzi, and Testa, 10, 16 have been shown to be also valid in the present variational approach: a periodic problem to which an incommensurable perturbation is imposed can be mapped on an unperturbed unit-cell problem, amounting to a considerable reduction of computing time; an homogeneous electric field, whose potential breaks the periodicity of the lattice, can be treated by the long-wave method; because the formalism is very similar for the different perturbations, the implementation of codes for all these properties requires reasonable human work. The state-by-state conjugate-gradient algorithm has the nice property of being unconditionally convergent, since the trial second-order derivative of the energy is always decreased, and its convergence is easy to monitor, the right value being approached from above.
The present technique can be extended to cover more perturbations, especially those derived from modifications of the unit-cell size and shape, 93 or from alchemical transformation of atoms.
94,28 A variational principle for second-order derivatives of the total energy will be equally valid for these other perturbations, and the same conjugate-gradient algorithm can be used efficiently for these. 
APPENDIX A: CONVENTIONS FOR THE UNPERTURBED PERIODIC SYSTEM
The present appendix describes the conventions on which the perturbed expressions developed in this paper are based: Fourier transform, the relation between real and reciprocal space, the local and separable parts of pseudopotentials, exchange-correlation functional in the LDA with nonlinear core correction.
Periodic system: Real and reciprocal space
By Bloch's theorem, each wave function can be decomposed in a product of a phase factor by a periodic function. Explicitly, we write the ground-state unperturbed wave functions as
where N is the number of unit cells repeated in the Bornvon Karman periodic box, and ⍀ 0 the volume of the unperturbed unit cell. m and k label the number of the band and the wave vector of the wave function, respectively. The periodic function can be expanded in terms of plane waves as follows:
where the coefficients u mk (0) (G) are the Fourier transform of u mk (0) (r), defined for each vector G of the reciprocal lattice,
Equation ͑A1͒ is such that the orthonormalization condition of the u mk (0) (r) functions is
where the scalar product of periodic functions, either represented in real space or in reciprocal space, is defined as
This definition of scalar product for periodic functions is different from Eq. ͑2͒ which was valid for nonextended wave functions. Equation ͑A4͒ must be fulfilled only between periodic functions characterized by the same wave vector k.
The density of the electronic system is obtained by performing an integral over the whole Brillouin zone, and summing on all the occupied bands:
Since we will consider only nonmagnetic materials, the spin degeneracy factor s is 2. For insulators, the number of occupied bands is independent of the wave vector k, which simplifies the practical implementation of these calculations. For metals, the number of occupied bands will depend on the wave vector k. Instead of making a sharp transition from the occupied states and the unoccupied ones, a convenient practice involves introducing a smeared occupation function. 97 An alternative approach invokes the linear tetrahedron method. 98 The present formalism could be modified in order to incorporate the effect of these modifications, following de Gironcoli 32 or Savrasov.
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The ground-state wave functions can be obtained from the minimization of the electronic energy per unit cell; Eq. ͑1͒ becomes
In order to keep the amount of different symbols sufficiently low, in Eq. ͑A7͒ and in Secs. IV-VIII, we redefine E el and E Hxc to be energies per unit cell, unlike in Eq. ͑1͒ where these quantities were defined for the whole system. We have also redefined the kinetic and potential operators that act now on the periodic part of the Bloch functions, according to the following rule, valid for a generic operator O ͓this definition is coherent with Eq. ͑A1͔͒:
͑A8͒
For example, we obtain the following expression for the kinetic operator in reciprocal space, for kϭkЈ:
͑A9͒
The Euler-Lagrange equations associated with the minimization of Eq. ͑A7͒ under constraint Eq. ͑A4͒, followed by a unitary transformation, as to get Eq. ͑7͒, give
Description of the potential operator
In applications based on plane waves, the bare nuclear potential operator is replaced by a pseudopotential made of local and nonlocal contributions from all atoms inside each repeated cell with lattice vector R a :
where is the vector position of the atoms inside the cell, and each atom contribution is 
where only a few separable terms, labeled by , are present. The functions are short ranged, and should not overlap for adjacent atoms. Because of their different mathematical expressions, the local and nonlocal parts are treated in different ways. A local potential is naturally applied on the wave functions in the real space, since it is a diagonal operator in that representation. A separable potential could be treated efficiently either in reciprocal space or in real space. For small systems ͑on the order of ten atoms, or less͒, it is more efficient to apply the separable potential in the reciprocal space. The transformations of the wave functions between the real and reciprocal space are carried out by means of fast Fourier transforms. 65 Let us first treat the local part. For each atom, this local part is long ranged, with asymptotic behavior ϪZ /r, where Z is the charge of the ͑pseudo͒ ion. It is well known that, in a periodic geometry, this long-ranged part creates a divergence in the ionic potential that must be treated together with a similar divergence in the Hartree potential ͑the divergences cancel each other, but give also a residue, usually incorporated in the ion-ion energy͒. 2 In the reciprocal space, these divergences are associated with terms at Gϭ0, constant in real space. Thus in any case these compensating divergences are of no importance for the generation of the wave functions and the density, since only the mean of the potential is affected. Although the local potential operator as well as its derivatives are applied to the wave function in the real space, we will give their ͑simpler͒ expression in the reciprocal space. Their expression in the real space can be obtained by a Fourier transform, similar to Eq. ͑A2͒. We define 84,85
In this expression,
where the latter integral is performed throughout all the space. The limiting behavior of v
͑A18͒
For the separable part, one obtains
The special form of the matrix of separable potential, Eq. ͑A19͒, allows for its efficient application to any wave function.
Exchange and correlation energy and potential in the LDA
In the LDA, the exact exchange-correlation energy, a functional of the density everywhere, is replaced by the integral of the density n(r) times the mean exchangecorrelation energy per particle ⑀ xc (r) of the homogeneous electron gas at the point r. However, when combined with pseudopotentials, this simple definition is to be modified, in order to take into account that only valence states are used to build the density: the contribution of the core electrons should be included, because of the nonlinear character of the exchange-correlation energy functional. 67 The functional then is
͑A21͒
where the pseudocore density n c is made of nonoverlapping contributions from each atom,
The pseudocore density from each atom n c, is built at the same time as the pseudopotential. 67 ,99 It has spherical symmetry, and is specified by a one-dimensional function. The corresponding exchange-correlation potential is
and its derivative with respect to the density
͑A24͒
Unperturbed energy and Hamiltonian in the LDA
With these definitions, the electronic energy is
The Hartree energy ͓last term of Eq. ͑A25͔͒ can also be computed as
with the Hartree potential being defined as 84,85
The Hamiltonian is given by
The local, Hartree, and exchange-correlation ͑XC͒ potentials are operators local in the real space which are independent of k.
APPENDIX B: RESPONSE TO AN HOMOGENEOUS, STATIC ELECTRIC FIELD BY THE LONG-WAVE METHOD: DETAILED TREATMENT
Small-wave-vector limit of the response to an incommensurate perturbation
Inspired by Eq. ͑68͒, we write the following first-order potential operator change:
which corresponds to the simple change of phase-factorized local potential
The supplementary constant 1/i͉q͉, present in Eq. ͑68͒, will be taken into account afterwards. No second-order potential change, first-order separable potential change, or nonlinear exchange-correlation core correction is present. This leads to important simplifications of the variational principle ͓com-pare with Eq. ͑60͒, which was obtained for collective atomic displacements͔:
where we have taken advantage of
The corresponding nonvariational expressions are simple:
The associated first-order Hamiltonian operator is a local potential operator, here written in the reciprocal space,
The exchange-correlation contribution v xc,q (1) (G) is obtained from the knowledge of n q (1) through Eq. ͑63͒. This local potential operator includes a long-wave part ͑for Gϭ0), but also local fields ͑for G 0), the latters being of electrostatic origin ͑the Hartree part͒ as well as exchange-correlation origin.
From Eq. ͑B6͒ one can infer that the long-wave ͑macro-scopic͒ potential, for Gϭ0 in the limit of q→0, is made of the bare applied potential and the electronic screening, due to the Hartree term:
In the derivation of this equation, we have neglected the exchange-correlation contribution in comparison to the Hartree term in the limit of q→0, because of the 1/q 2 divergence of the latter while in the LDA, the exchange-correlation energy functional is well behaved in this limit. 100 
Analytical treatment of the Hartree divergence
The divergence of the Hartree term in Eq. ͑B3͒ can be treated analytically, thanks to the Sherman-Morrison formula for connecting two inversion ͑or minimization͒ problems. 101 The following auxiliary variational expression is first minimized ͓this expression would be equal to Eq. ͑B3͒ if it were not for the removal of the divergent Gϭ0 Hartree contribution͔:
where the indices m and n runs over occupied states. The associated nonvariational expressions give
The quantity ñ q (1) (Gϭ0) has the following expression in terms of the scalar products of zeroth-and first-order wave functions:
The associated first-order Hamiltonian operator, in the limit q→0 is
That is, the screening by the Hartree term has been removed when Gϭ0. By the Sherman-Morrison formula, at the minimum of both Eq. ͑B8͒ and Eq. ͑B3͒ one gets the following relationships:
These equations are especially important in that, when compared with Eq. ͑B7͒, they show that the rate of change of E el,Ϫq,q (2) with respect to an electric field ͓the long-wave part of H q (1) (Gϭ0)], is the same as the rate of change of
with respect to a bare applied field H q (1) (Gϭ0).
The limit q˜0
We now chose a particular direction q along which the limit q→0 is taken. Let it be the ␣ direction. We have qϭqe ␣ , where e ␣ is a unit vector along direction ␣, and q is the norm of the q vector, tending to zero. We expand the zeroth-order and first-order wave functions in powers of the small parameter q:
and
At the lowest order in q, the Euler-Lagrange equation derived from Eq. ͑B8͒, with the Hamiltonian Eq. ͑B13͒, is satisfied by taking
which constitutes the unique solution of them, because the whole quadratic form in Eq. ͑B8͒ is definite positive ͑see the discussion in Sec. 
where the indices m and n run over occupied states. Because of Eqs. ͑B9͒, ͑B20͒, and ͑B21͒, the expansion of ñ q (1) (Gϭ0) will even begin at the second order only. The same is true for the expansion of Ẽ el,Ϫq,q
. Finally, taking into account the second-order expansion of Eq. ͑B10͒,
as well as its complex conjugate, we obtain a variational expression with respect to the quantities dũ nk,0
under constraints Eq. ͑B21͒.
The connection with the equations presented in Secs. VI A and VI B is now possible, thanks to the identification
the Hartree functional. 71 Unfortunately, the perturbation expansion of band-specific quantities like the eigenvalues, or any band-by-band decomposition, cannot be performed in the parallel transport gauge, but in the diagonal gauge, which we will not describe here ͑Ref. 42͒. 72 But not with respect to (0) . 73 81 For such a q wave vector, the perturbing potential can be Hermitian, since the phase factor in Eq. ͑33͒ is a real number. Thus, it is not required to resort to the theory of Sec. IV B to treat them. Moreover, one can show that the results will be the same by either treating these commensurate perturbations as such, or using the limit of incommensurate perturbations tending to the commensurate wave vector, with the exception of the effects connected to the presence of an electric field ͑see Sec. VI͒. 82 In order to obtain Eqs. ͑44͒ and ͑47͒, the time-reversal symmetry has been used in order to get rid of the first-order wave functions for Ϫq using the following equalities:
͑where is a complex number of module unity͒, or using a generalization of these equalities when degeneracies are present. Other equations were also simplified thanks to this symmetry: all those giving the first-order densities in terms of the first-order wave functions, and the nonvariational expressions for the second-order derivatives of the energy. 83 The transformation of wave functions, the density, and potential between the real space and the reciprocal space will be often performed in an efficient way thanks to the fast Fourier transform algorithm. 84 The local potential v loc,k,k Ј does not depend on k and will be usually written v loc Ј . This shortening of the notation will be used for all occurrences of a k independent quantity. 85 The prime symbol indicates that the Gϭ0 term is excluded. 86 In this expression, it is taken into account that the electronic charge is Ϫ1 in the atomic units. 87 Starting from the knowledge of first-order changes of wave functions and density with respect to small atomic displacements or infinitesimal homogeneous electric fields within the density-functional theory, we write the expressions for the diagonal or mixed second-order derivatives of the total energy with respect to these perturbations: dynamical matrices for different wave vectors, Born effective-charge tensors and electronic dielectric permittivity tensors. Interatomic force constants and the phonon-band structure are then obtained by computing the Fourier transform of dynamical matrices on a regular mesh of wave vectors, with an eventual, separate treatment of the long-range dipole-dipole interaction. The same ingredients also allow one to compute the low-frequency response of the crystal to homogeneous electric fields. ͓S0163-1829͑97͒05116-3͔
I. INTRODUCTION
Nowadays, the density-functional theory 1,2 ͑DFT͒ is considered as the method of choice for simulating solids from the first principles. The present paper focuses on the computation, from perturbation theory within DFT ͑actually within the local-density approximation to DFT͒, of second derivatives of the total energy of periodic solids with respect to ͑a͒ collective displacements of atoms with different wave vectors, either commensurate or incommensurate with the underlying lattice; and ͑b͒ homogeneous static electric fields. In the preceding paper ͑P1͒, 3 it was shown how to compute the corresponding first-order changes in density, wave functions, and self-consistent potentials, thanks to a conjugate-gradient algorithm, with plane waves and pseudopotentials. The further second-order derivatives of the energy are directly linked to the dynamical matrices at any wave vector, the low-frequency ͑ion-clamped͒ dielectric permittivity tensor ⑀ ϱ , and the Born effective-charge tensors Z* ͑mixed secondorder derivative with respect to atomic displacement and electric field͒.
As for the calculation of the first-order responses, the methods used for the second-order derivatives of the energy are of two types: the direct approaches, and the perturbative approaches. In the frozen-phonon method ͑a direct approach͒, a small, but finite, perturbation is frozen in the system, allowing us to compute, e.g., interatomic force constants. 4 It is also possible to extract phonon eigenfrequencies and eigenmodes from molecular dynamic trajectories, 5 which is another direct method. Recent progress in polarization theory has open the way to direct approaches of Born effective charges, 6 and dielectric permittivity tensors. 7 However, in the frozen-phonon or the molecular dynamics methods, one has to deal with supercells, whose size depends on the commensurability of the perturbation with the unperturbed periodic cell. When the original cell is small ͑a few atoms͒, the supercells to take into account will be typically four or eight times larger, with a considerable increase in computer time. A recently proposed order N approach to the computation of phonon bands and interatomic force constant could partially waive this drawback. 8 By contrast, for wave-vector-characterized perturbations, perturbation theory allows one to map the computation of the responses onto an equivalent problem presenting the periodicity of the unperturbed periodic ground state, which is an obvious advantage over direct methods. Baroni, Giannozzi and Testa 9 ͑BGT͒ have popularized this type of method, as described in P1. 10 Many perturbative implementations of the computation of the first-order responses have been realized. When the first-order responses have been obtained, the generation of the diagonal ͑two derivatives with respect to the same perturbation͒ or mixed ͑one derivative with respect to one perturbation, one more derivative with respect to another͒ second-order derivatives of the total energy, can be performed. This supplementary step is rather easy, compared to the computation of the first-order responses. Actually, from the latter, even the mixed third-order derivatives of the energy can be computed easily.
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There are different formulas connecting the first-order responses to second-order derivatives of the energy. Some of them are stationary with respect to the errors made in the first-order responses. Others, inherently less accurate, have, in the case of mixed second-order derivatives of the total energy, the advantage of using the knowledge of the firstorder responses with respect to only one of the two perturbations. This property, in a different context, was called the ''interchange theorem.'' 12 The stationarity of some formulas, as well as the interchange theorem, is a consequence of the existence of the variational principle for the total energy of the system. 2 In this paper, the different formulas, nonstationary, 13 as well as stationary, will be developed, for the above-mentioned perturbations, in the framework of a plane-wave-pseudopotential method. Like in P1, efficient separable pseudopotentials, 14 as well as the nonlinear exchange-correlation core correction, 15, 16 are considered. Results obtained with these formulas were exhibited in Refs. For insulators, once the analytic part of the dynamical matrix at qϭ0 as well as ⑀ ϱ and Z* are available, it is possible to compute the LO-TO splitting of phonon frequencies at qϭ0, the low-frequency dielectric permittivity tensor, including the effect of ionic motion, and also the infrared reflectivity. These formulas will be derived in the present context, explicitly taking into account the anisotropy of ⑀ ϱ and Z*.
When the dynamical matrices are known for a sufficiently fine grid of wave vectors in the irreducible Brillouin zone, one can generate easily the interatomic force constants ͑IFC's͒ using a Fourier transformation, as well as dynamical matrices and phonon frequencies interpolated for any wave vectors. The efficiency of these transformations can benefit from a separate, analytic, treatment of the long-ranged dipole-dipole interactions, made possible by the knowledge of ⑀ ϱ and Z*. This treatment, in the case of isotropic ⑀ ϱ and Z* is rather easy to formulate, while the generalization to anisotropic quantities was only recently proposed. 17 It has been used to compute the phonon band structure of SiO 2 stishovite, [18] [19] [20] 23, 24 SiO 2 quartz, 17, 19 and to analyze the instabilities in cubic and rhombohedral BaTiO 3 .
21 A comprehensive description of this technique is presented here.
Once the complete phonon-band structure is available, one can compute the phonon density of states, some thermodynamical properties, and the atomic temperature factors. The corresponding formulas have been recalled in Ref. 19 . This paper is organized as follows. In Sec. II, we present the different generic formulas ͑stationary and nonstationary͒, that allow us to compute mixed second derivatives of the total energy from the knowledge of the first-order responses. In Sec. III, the second-order derivatives of the total energy with respect to atomic displacements are presented, within the plane-wave-pseudopotential implementation: they allow us to compute the dynamical matrices and phonon frequencies. The derivatives with respect to homogeneous electric fields, which allow us to compute dielectric permittivity tensors are developed in Sec. IV. Section V focuses on mixed derivatives with respect to atomic displacements and homogeneous electric fields: the Born effective charges. Then, we discuss the implementation of these equations ͑Sec. VI͒ and detail the sum rules to be checked for accuracy ͑Sec. VII͒. The two last sections of the paper build upon the results obtained in the previous sections: the computation of the low-frequency dielectric permittivity tensor and the associated LO-TO splitting ͑Sec. VIII͒, and the computation of interatomic force constants and phonon-band structures ͑Sec. IX͒. Some perspectives are presented in Sec. X. Appendix A describes briefly the computation of the dielectric permittivity tensors using different approximations: the ''local density plus scissors'' approach, the random phase approximation, and the neglect of local fields.
Throughout this paper, we use the atomic ͑Hartree͒ units. The notations and conventions are described in P1 ͑Ref. 3͒ and Ref. 25 .
II. MIXED DERIVATIVES OF THE TOTAL ENERGY
We consider two or more simultaneous Hermitian perturbations, combined in a Taylor-like expansion of the following type:
͑the indices j 1 and j 2 are not exponents, but label the different perturbations͒. The mixed derivative of the energy of the electronic system
is obtained in the local-density approximation to DFT from 25 ,26
The derivatives of the wave functions and density with respect to one perturbation can be obtained from the technique explained in P1, or from the BGT technique, [27] [28] [29] applied to the case of that particular perturbation.
Supposing that the first-order wave functions and densities are not exact, then Eqs. ͑3͒ and ͑4͒ give an estimation of E el j 1 j 2 that has an error proportional to the product of errors made in the first-order quantities for the first and second perturbations. It is a stationary expression. If these errors are small, their product will be much smaller. However, the sign of the error is undetermined, unlike for the variational expressions 30, 31 presented in detail in P1 ͓see Eq. ͑13͒ of Ref.
3͔.
The following expressions do not have these interesting properties ͑their error is on the order of the errors made on the first-order wave functions or densities, and not their product͒, but allows us to evaluate E el j 1 j 2 from the knowledge of the derivative of wave functions with respect to only one of the perturbations:
In the expressions Eq. ͑5͒, ͉ ␣
The time-reversal symmetry allows us to simplify further these expressions. For example,
These results Eqs. ͑5͒-͑7͒ are generalizations of the socalled ''interchange theorem,'' 12 and will be exploited in the next three sections. 13 We will, moreover, suppose that we have been able to compute the first-order responses ͑i.e., changes in wave functions and densities͒ to the basic perturbations described previously. 27, 28, 3, 29 
III. DYNAMICAL MATRIX AND PHONON FREQUENCIES
The total energy of a periodic crystal with small lattice distortions from the equilibrium positions can be expressed as
where ⌬ ␣ a is the displacement along direction ␣ of the atom in the cell labeled a ͑with vector R a ), from its equilibrium position .
The matrix of the IFC's is defined as
its Fourier transform is
where N is the number of cells of the crystal in the Bornvon Karman approach. 32 It is connected to the dynamical
The squares of the phonon frequencies mq 2 at q are obtained as eigenvalues of the dynamical matrix D ␣, Ј ␤ (q), or as solutions of the following generalized eigenvalue problem:
From Eqs. ͑8͒-͑10͒, the matrix C ␣, Ј ␤ (q) can be linked to the second-order derivative of the total energy with respect to collective atomic displacements of the type described in P1:
E tot is made of a contribution from the electron system and a contribution from the electrostatic energy between ions. Similarly, the C matrix is split in two parts:
The tools developed in P1 would allow us to build the diagonal part of the C el (q) matrix, in a plane wave basis, with efficient separable pseudopotentials and a nonlinear exchange-correlation core correction. In the following subsections, these results are generalized to the nondiagonal part of this matrix, and the ion-ion term is also computed.
A. The electronic contribution
The use of the mixed derivative formulas, shown in Sec. II, gives the following stationary expression ͑see P1 for the notations͒:
The corresponding nonstationary expressions are
͑17͒
Using Eqs. ͑16͒ and ͑17͒, a whole column or a whole row of the dynamical matrix C ␣, Ј ␤ (q) can be obtained from the knowledge of the first-order wave functions with respect to only one perturbation, either u q ␣ or u q Ј␤ , respectively.
The mixed second derivatives of the local and nonlocal potentials ͑given here in reciprocal space͒, and the second derivatives of the exchange-correlation functional are obtained from
with n c,0
B. The ion-ion contribution
Following the Ewald summation method, 2 the ion-ion contribution to the unperturbed total energy per unit cell ͑to which the residue of the cancellation of the divergences mentioned in Sec. IV B of P1 is added͒ is obtained as
with H(y)ϭerfc(y)/y, d a, Ј ϭ͉d a, Ј ͉, and d a, Ј ϭR a ϩ Ј Ϫ . The parameter ⌳ can assume any value, and is adjusted to obtain the fastest convergence of both reciprocal-and real-space sums. The contribution of the second derivative of the ion-ion energy to the matrix C Ew (q) can be computed following Ref. 33 ,
͑23͒
C Ew,␣, Ј ␤ (q) can be split into three parts: a rapidly convergent sum in reciprocal space; a rapidly convergent sum in real space; and a rather simple residual contribution,
The superscript ''iso'' is used in order to distinguish this quantity from its anisotropic generalization, needed in Sec. IX.
C. The q‫0؍‬ case
As mentioned in Sec. VII A of P1, the limit q→0 must be performed carefully. By the separate treatment of the electric field associated with phonons in this limit, one sees that a ''bare'' qϭ0 dynamical matrix must be computed, to which a ''nonanalytical'' part will be added, in order to reproduce correctly the q→0 behavior along different directions ͑see Sec. VIII B͒. The bare dynamical matrix is obtained from the following electronic contribution:
combined with the modified ion-ion contribution
͑27͒
Note the absence of the Gϭ0 contributions in the Hartree contribution to Eq. ͑26͒ and in the first term of Eq. ͑27͒. Equation ͑26͒ is a stationary expression. Simpler, nonstationary expressions exist as well, and are similar to Eqs. ͑16͒ and ͑17͒.
IV. ELECTRONIC DIELECTRIC PERMITTIVITY TENSOR
For insulators, the dielectric permittivity tensor is the coefficient of proportionality between the macroscopic displacement field and the macroscopic electric field, in the linear regime:
It can be obtained as
In general, the displacement D mac , or the polarization P mac , will include contributions from ionic displacements. In the present section, we examine only the contribution to the dielectric permittivity tensor from the electronic polarization, and for low frequencies of the applied field. This contribution is usually noted ⑀ ␣␤ ϱ . In Sec. VIII A, we will take care of the supplementary contributions from the ionic displacements.
We connect the dielectric permittivity tensor to the polarizability matrix, following Refs. 35 and 36. The polarizability of a solid describes the density response to an applied potential. In real space, one has
In the reciprocal space, for a periodic solid,
Since the density is the first-order derivative of the total energy with respect to a change of potential,
the polarizability is related to the second-order derivative of the total energy:
The connection with the dielectric permittivity tensor, following Ref. 35 , proceeds through the definition of the inverse dielectric matrix, with
and, for q approaching to zero, one finds
where q is the unit vector in the direction of q. These theoretical definitions give the following approach to the electronic contribution to the dielectric permittivity tensor:
where E el E ␣ *E ␤ is the mixed derivative generalization of the Eq.
͑76͒ of the preceding paper:
͑37͒
A much simpler nonstationary formula also gives E el E ␣ *E ␤ :
By this last expression, the knowledge of u E ␣ , the first-order derivative of the wave functions with respect to an electric field along direction ␣, allows us to compute the elements of the dielectric permittivity tensor ⑀ ␣␤ , for any value of ␤, provided that the derivative of the unperturbed wave function with respect to their wave vector along ␤ is also known.
V. BORN EFFECTIVE CHARGES
For insulators, the Born effective charge tensor Z ,␤␣ * ͑Ref. 38͒ is defined as the proportionality coefficient relating, at linear order, the polarization per unit cell, created along the direction ␤, and the displacement along the direction ␣ of the atoms belonging to the sublattice , under the condition of a zero electric field. The same coefficient also describes the linear relation between the force on an atom and the macroscopic electric field, because both can be connected to the mixed second-order derivative of the energy with respect to atomic displacements and a macroscopic electric field:
In the present formalism, this quantity can be obtained from
where Z is the charge of the ͑pseudo-͒ion , and the electronic screening ⌬Z ,␤␣ is
In this stationary expression, the basic ingredients are the first-order derivative of the wave functions with respect to a qϭ0 collective displacement, and the first-order derivatives of the wave functions with respect to an electric field and to their wave vector. By contrast, in the following nonstationary expressions, more sensitive to wave function convergence errors, the derivative with respect to an electric field is not needed:
or only its knowledge is required:
͑43͒
VI. IMPLEMENTATION NOTES
The stationary formulas Eqs. ͑15͒, ͑26͒, ͑37͒, ͑41͒, ͑A1͒, ͑A3͒, and ͑A5͒, to be considered for the computation of the second-order derivatives of the energy are all similar. This fact strongly reduces the time needed to implement this formalism. The similarity is also observed for the nonstationary formulas Eqs. ͑16͒, ͑17͒, ͑38͒, ͑42͒, and ͑43͒.
In order to compute the above-mentioned stationary expressions, one needs to know the first-order derivative of the wave functions with respect to the two perturbations defining the second-order derivative, and eventually the auxiliary derivative of the wave functions with respect to their wave vector. By contrast, for the nonstationary Eqs. ͑16͒, ͑17͒, ͑38͒, ͑42͒, and ͑43͒, the derivative of the wave vections with respect to only one of these perturbations is needed ͑and eventually the derivative with respect to the wave vector͒. This latter advantage can prove useful if, for example, the set of Born effective charges must be computed, while the dynamical matrix at qϭ0 is not needed: even if the number of atoms on the unit cell is large, all the effective charges can be easily found from the knowledge of the first-order responses with respect to the electric field only.
The parallelization of these formulas is easily achieved by considering the mixed derivatives one at a time: all the N 2 mixed derivatives with respect to the N perturbations can be computed in parallel, when all the first-order wave functions and densities have been computed. Also, the evaluation of the nonstationary expressions could be done at the end of the parallel computation of the first-order wave functions, using only one set of the first-order wave functions, since no information is required from the other processors.
In any case, the amount of computational work to evaluate these expressions is rather small compared with the work needed to obtain the first-order derivatives of the wave functions through the conjugate-gradient algorithm described in P1, or from the BGT procedure.
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VII. SUM RULES
A few sum rules are available to monitor whether the calculation is well converged with respect to numerical parameters, like the number of plane waves, the sampling of the Brillouin zone, and the number of points of the exchange-correlation grid.
The first is the acoustic-sum rule: 32 the dynamical matrix at the zone center should admit the homogeneous translations of the solid as an eigenvector, with a zero eigenfrequency, because of the invariance of the total energy with respect to translation. From Eq. ͑12͒, this gives
Since the dynamical matrix is symmetric, the transpose relation is also valid. In the implementation of the formalism explained here, this relation is slightly broken because of the presence of the exchange-correlation grid in the real space, on which the exchange-correlation potential and energies are evaluated: if all the atoms are translated by a given vector, while the exchange-correlation grid is unchanged, the energies will slightly change, and induce the breaking of the sum rule. All of the other terms can be implemented in a translation-invariant way. If needed, this problem can be bypassed by the following simple modification:
͑45͒
However, by this operation, the eigenfrequencies at q‫0؍‬ will change, and will not be the limit of the eigenfrequencies obtained by making q→0, unless the other dynamical matrices, for q 0, are also corrected. The generalization of Eq. ͑45͒ for q 0 will be discussed in Sec. IX. The second sum rule guarantees that the charge neutrality is also fulfilled at the level of the Born effective charges. For every direction ␣ and ␤, one must have
i.e., the sum of the Born effective charges of all atoms in one cell must vanish, element by element. This sum rule will be broken because of the finiteness of the number of plane waves or special points, or because of the discretization of the real-space integral ͑needed for the evaluation of the exchange-correlation energies and potentials͒. This problem could be corrected as follows. We define the mean effective charge excess per atom 
͑49͒
Other weighting schemes for the redistribution of this excess could be designed. Finally, in the case of the response to an electric field, one can also monitor the fulfillment of the f -sum rule, as described in Ref. 40 .
VIII. LOW-FREQUENCY DIELECTRIC PERMITTIVITY TENSOR AND LO-TO SPLITTING
In this section, we discuss two phenomena that arise from the same basic mechanism: the coupling between the macroscopic electric field and the polarization associated with the q→0 atomic displacements. In the computation of the lowfrequency ͑infrared͒ dielectric permittivity tensor, one has to include the response of the ions, whose motion will be triggered by the force due to the electric field, and whose polarization will be created by their displacement. The Born effective charges are involved in both mechanisms.
Also, in the computation of the long-wavelength limit of phonons, a macroscopic polarization and electric field will be associated with the atomic displacements. At the simplest level, the eigenfrequencies of phonons will depend on the direction along which the limit is taken as well as on the polarization of the phonon. This gives birth to the LO-TO splitting, and to the Lyddane-Sachs-Teller relation. 32 This phenomenon is also directly described by the Born effective charges.
A. Low-frequency dielectric permittivity tensor
The macroscopic low-frequency ͑static͒ dielectric permittivity tensor ⑀ ␣␤ () is calculated by adding to ⑀ ␣␤ ϱ the ionic contribution, following Maradudin et al. 33 In our notations, we obtain
͑50͒
Using the knowledge of the eigendisplacements U mq (␤) of C (qϭ0) from Eq. ͑12͒, normalized as
one derives
͑52͒
We define the components of the mode-effective charge vector Z m * as
Note that with this definition, the mode-effective charge of a pure translation of the solid vanishes, unlike with the definition given in Ref. 41 . The mode-oscillator strength tensor S m,␣␤ is defined as
One can also evaluate the value of the dielectric permittivity constant along the direction q , by
͑57͒
The reflectivity of optical waves normal to the surface, with their electric field along an optical axis of the crystal q, is given by
͑58͒
More general expressions for the reflectivity may be found in classical textbooks. 42 Equation ͑56͒ shows that, if the vector Z m * is perpendicular to q, the mode m does not contribute to the dielectric permittivity constant along q. For each mode m, there will thus be one direction along which the mode contributes to the dielectric permittivity constant, in which case it is referred to as longitudinal, while for the perpendicular directions, the mode will be referred to as transverse. We recover the usual distinction between LO and TO modes, confirmed by the following analysis of the q→0 limit of the dynamical matrix.
B. LO-TO splitting
The macroscopic electric field that accompanies the collective atomic displacements at qϭ0 can be treated separately, as mentioned in Sec. III C and in Sec. VII A of P1. After a careful treatment, one is able to recover the important result, 39, 27 
where the nonanalytical, direction-dependent term
͑60͒
In general, the eigenvectors of the C (q→0) matrix will not be identical to those of the C (qϭ0). However, the modes that are transverse to the direction of q are common to both. Indeed, the NA term in Eq. ͑59͒ acts in a space that is perpendicular to the space spanned by the TO modes ͑for which Z* m •qϭ0):
Sometimes, symmetry constraints will be sufficient to guarantee that some LO eigendisplacements of C (q→0) will be identical to those of C (qϭ0), even if the eigenfrequencies are not the same. In this case, the following relationship, linking LO and TO modes, holds:
By summing on all modes, and using the orthonormalization of eigenvectors Eq. ͑51͒, one gets
Finally, let us mention an interesting generalization of the Lyddane-Sachs-Teller relationship, linking dielectric properties and phonon frequencies, in the harmonic approximation:
IX. INTERATOMIC FORCE CONSTANTS, PHONON-BAND STRUCTURES
If the dynamical matrices were known everywhere in the Brillouin zone, the IFC's could be built by inverting Eq. ͑10͒, which defines the dynamical matrix from the IFC's:
Unfortunately, the dynamical matrices are not known everywhere in the Brillouin zone: for computational reasons they are only obtained for a small set of wave vectors. In this case, a numerical integration technique must be used to perform the integration appearing in Eq. ͑65͒. For that purpose, the use of a discrete Fourier transform is tempting: the dynamical matrices on a regular grid of (lϫmϫn) points in the Brillouin zone 44 will generate approximate IFC's in a large box, made of (lϫmϫn) periodic cells. Outside of this box, the IFC's, are supposed to vanish:
͑66͒
The vanishing of the IFC's beyond some distance is intrinsic to this discrete Fourier transform technique. If the integrand in Eq. ͑65͒ were infinitely differentiable, then the IFC's would decrease exponentially fast, and this intrinsic limitation would not be a practical concern. However, for insulators with nonvanishing effective charges, Eqs. ͑59͒ and ͑60͒ shows that, close to qϭ0, the behavior of the dynamical matrices is strongly nonanalytical: it depends on the direction along which qϭ0 is attained. In the real space, it can be seen that this nonanalytical behavior corresponds to longranged IFC's, with an average 1/d 3 decay (d being the distance between atoms͒, corresponding to dipole-dipole interactions.
Indeed, a dipole is created when an atom is displaced from its original position, and the proportionality coefficient between the dipole and the displacement is the Born effective charge. Even if the Born effective charge vanishes ͑this may be imposed by symmetry constraints, in elemental crystals͒, the atomic displacement will create a quadrupole or an octupole ͑the latter cannot be forbidden for symmetry reasons͒, with corresponding quadrupole-quadrupole 1/d 5 decay, or octupole-octupole 1/d 7 decay. However, the nonanalyticity corresponding to the dipole-dipole interaction is the strongest, and in the context of the present paper, even the dipole-quadrupole interaction, with 1/d 4 decay, will be neglected. Thus, if the Born effective charges of all atoms in a crystal vanish, we consider that Eq. ͑66͒ will give an adequate description of the IFC's.
For metals, the electrostatic interactions are screened for sufficiently large distances. On the other hand, Friedel oscillations, due to the abrupt change of the occupation number at the Fermi level, cause a long-ranged decay of the IFC's. In a simple isotropic model, the decay of the IFC's is given by
where k F is the Fermi wave vector. 46 In more realistic situations, the decay will still be inversely proportional to the cube of the distance, but the oscillatory behavior will be more complex, and determined by the shape of the Fermi surface. In many practical applications, this longrange decay of metallic interatomic force constants in the real space, and the associated singularity in the reciprocal space are of little importance.
For insulators with nonvanishing Born effective charges, the nonanalytical behavior of the dynamical matrices close to qϭ0 is perfectly defined from the knowledge of the Born effective charges and the electronic dielectric permittivity tensor, as shown in Eq. ͑60͒. This term cannot be neglected in practical applications. In a homogeneous material with an isotropic dielectric permittivity tensor ⑀␦ ␣␤ ͑the superscript ϱ of the ⑀ ϱ tensor will be omitted in the remainder of this paper, for brevity͒, the dipole-dipole interaction created by the displacement of atoms with ͑isotropic͒ charges Z and Z Ј will be described by the following force constants:
The Fourier transform of these force constants exhibits the following nonanalytical behavior:
Comparing the nonanalytical behaviors of Eqs. ͑60͒ and ͑69͒, it appears that, in the former, the ⑀ tensor is present as a metric in the reciprocal space. In order to reproduce the nonanalytical behavior of the dynamical matrix in the case of a material with anisotropic dielectric permittivity tensor and anisotropic effective-charge tensor, the following generalization of the dipole-dipole force constants Eq. ͑67͒ can be used, where the (⑀) Ϫ1 tensor is used as a metric in the real space:
where Ϫ1/2 is needed to get Eq. ͑60͒, and is connected to the Jacobian of the transformation between real and reciprocal space. The aϭ0 and ϭЈ case is obtained by imposing the acoustic-sum rule on the first or the second indices. The contribution C Ew DD of these dipole-dipole IFC's to the dynamical matrix can be calculated 17 using the Ewald summation technique as follows.
͑71͒ ͑2͒
The effective charge tensors can be factored out from Ĉ Ew DD ,
͑72͒
͑3͒ C Ew DD , the remaining quantity, is split into three parts: a rapidly convergent sum in the reciprocal space; a rapidly convergent sum in the real space; and the limiting contribution ͑as usual in Ewald summation techniques͒,
͑73͒
This expression is invariant under the change of the parameter ⌳, which can be adjusted to obtain the fastest convergence of both the reciprocal-and real-space sums. If ⌳ is made equal to 0, the reciprocal-space sum in Eq. ͑73͒ vanishes, as well as the limiting contribution. The complementary error functions in Eq. ͑74͒ will have the value 1, while the contributions from the Gaussians in the same equation will vanish. Altogether, one finds that the dynamical matrices described by Eqs. ͑71͒-͑74͒ are indeed the Fourier transform of the IFC's, Eq. ͑70͒.
Alternatively, putting ⌳ to infinity allows us to make the real-space sum vanish. The limiting behavior is suppressed, due to Eq. ͑71͒, and finally one finds
The nonanalytical behavior of this expression, for q→0, is found to be Eq. ͑60͒, as expected. 48 With the help of the dipole-dipole expressions for the dynamical matrix and the IFC's, we are now able to bypass the problems mentioned at the beginning of the present section. Indeed, the long-range behavior of the IFC's for real materials should not be different from the long-range behavior of the dipole-dipole IFC's characterized by the same Z* and ⑀. So, we remove, from the dynamical matrices of real materials, determined on a homogeneous set of wave vectors in the Brillouin zone with the grid (lϫmϫn), the dynamical matrices of the dipole-dipole system for the same wave vectors, shown in Eq. ͑75͒:
It is expected that their inverse Fourier transform, approximated by
decays like 1/d 4 or faster. The total IFC's, following this technique, is given by
where the short-ranged part is given by Eq. ͑77͒, and the dipole-dipole part is given by Eq. ͑70͒.
This technique not only allows us to get the IFC's, but also allows an easy interpolation of the dynamical matrix across the full Brillouin zone, with
Thus, it is possible to build the IFC's, and the full phonon spectrum, from the knowledge of the Born effective charge tensor, the dielectric permittivity tensor, and a few dynamical matrices, which sample adequately the whole Brillouin zone. Moreover, the use of the symmetries of the material ͑spatial operations of symmetries, as well as the timereversal symmetry͒, allows us to sample the dynamical matrices only in the irreducible part of the Brillouin zone, with a considerable reduction of computing time ͑see Sec. VI͒. As mentioned previously, the dynamical matrix at qϭ0 computed from the formulas of Sec. III C does not satisfy exactly the acoustic-sum rule. In term of the IFC's, the following relationship ͓Fourier transform of Eq. ͑44͔͒, is not satisfied:
This problem can be bypassed by generalizing, to every q wave vector, the recipe of Eq. ͑45͒ for qϭ0:
39,27
͑81͒
In this case, a wave-vector-independent, site-diagonal (␦ Ј ) correction is applied to the dynamical matrices. In the real space, only the ''on-site'' IFC's are affected. For every a and ,
Other correction schemes are possible. At this stage, one is able to compute the full phonon-band structure, and use it to predict thermodynamical properties by occupying the phonon modes following the Bose-Einstein statistics.
X. PERSPECTIVES
In the present paper, different equations that allow one to investigate the dynamical matrices, interatomic force constants, Born effective charge and dielectric permittivity tensor, have been presented in detail. Papers mentioned in the Introduction give examples of the application of this technique.
At the level of the second-order derivatives of the energy, these equations can be extended to cover more perturbations, especially those derived from the consideration of modifications of the unit cell, like the elastic constants, and the connected mixed derivatives, like the internal strain or the piezoelectricity. The extension to nonlinear properties is also possible, following the ideas contained in Refs. 25,11. The number of properties covered by such generalizations is very large: mode-Grüneisen parameters, nonlinear optical coefficients, phonon-phonon interaction, Raman scattering cross section, nonlinear piezoelectricity, nonlinear elasticity, etc.
The technique of Fourier interpolation of dynamical matrices takes advantage of the known asymptotic behavior of the IFC's. This technical point, combined with the advances described in P1, 3 have allowed us to obtain full phonon-band structures for moderately complex materials such as SiO 2 ␣ quartz and stishovite. 18, 17 A few thermodynamical properties, like constant-volume specific heats and entropy, have been derived from this knowledge, based upon the Bose-Einstein occupation of the phonon degrees of freedom. Other properties, like the thermal expansion or thermal conductivity, are also in the reach of this method.
Because the agreement between the LDA dielectric permittivity tensor and the experiment was not satisfactory, Levine and Allan have introduced the scissor operator correction to the LDA. 40 This correction leads to an improved agreement between theory and experiment for many semiconductors, although some cases of negative results have been reported. The reasons of the partial failure of LDA have been discussed in Ref. 49 .
The modifications of the equations appearing in Sec. VI B of the preceding paper, 3 needed to incorporate a scissor correction, are rather simple. Supposing that the gap between the valence and conduction states must be increased from E g LDA to E g LDA ϩ⌬, then Eq. ͑37͒ is slightly modified and becomes
The minimization problem appearing in Sec. VI B of the preceding paper 3 is to be replaced by Eq. ͑A1͒, where ␤ϭ␣. The associated Euler-Lagrange equation is
The other equations are unchanged, except for the replacement of ͉u m,k
Because of the positive definiteness of the term governed by ⌬ in the quadratic form underlying E el E ␣ *E ␣ , it is straightforward that if ⌬ is positive, the dielectric permittivity constant along any direction is always smaller in the ''localdensity plus scissor'' approximation than in the local-density approximation.
Electronic dielectric permittivity tensor in the random phase approximation
In the random phase approximation ͑RPA͒, described in the classical papers by Adler and Wiser, 50 one neglects the exchange and correlation effects. In the present variational approach, the RPA dielectric permittivity tensor is obtained by the following modifications to the LDA expressions Eq. ͑37͒:
where the first-order u RPA,E ␣ are to be obtained from the minimization of the same expression, for ␤ϭ␣, and the associated Euler-Lagrange equation is
Because the contribution of the LDA exchangecorrelation term to the quadratic form underlying E el E ␣ *E ␣ is negative definite, it is straightforward that the dielectric permittivity constant along any direction is always smaller in the RPA than in the LDA.
Electronic dielectric permittivity tensor without local fields
It is also possible to neglect the effect of all local fields, not only those connected to the exchange-correlation effects. This approach 51 has been also heavily used. In the variational density-functional perturbation theory ͑DFPT͒, the computations performed in this approximation rely on the following modifications to the LDA expressions Eq. ͑37͒:
where the first-order wave functions u 00,E ␣ are to be obtained from the minimization of the same expression, for ␤ϭ␣, and the associated Euler-Lagrange equation is
͑A6͒
Because the contribution of the Hartree term to the quadratic form underlying E el E ␣ *E ␣ is positive definite and usually larger than the negative-definite exchange-correlation contribution ͑this is not always true, see Ref. 52͒, it is expected that the dielectric permittivity constant along any direction is larger in the approximation without local fields than in the LDA.
Nonlinear optical susceptibilities, Raman efficiencies, and electro-optic tensors from first-principles density functional perturbation theory The nonlinear response of infinite periodic solids to homogenous electric fields and collective atomic displacements is discussed in the framework of density functional perturbation theory. The approach is based on the 2n + 1 theorem applied to an electric-field-dependent energy functional. We report the expressions for the calculation of the nonlinear optical susceptibilities, Raman scattering efficiencies, and electro-optic ͑EO͒ coefficients. Different formulations of third-order energy derivatives are examined and their convergence with respect to the k-point sampling is discussed. We apply our method to a few simple cases and compare our results to those obtained with distinct techniques. Finally, we discuss the effect of a scissors correction on the EO coefficients and nonlinear optical susceptibilities. 
I. INTRODUCTION
Nowadays, density functional theory 1,2 ͑DFT͒ is considered as a standard method in condensed matter physics, to study electronic, structural, and macroscopic properties of solids from first principles. Combined with adiabatic perturbation theory, it allows a priori the computation of derivatives of the energy and related thermodynamic potentials up to any order. At the second order, this approach has been applied to compute linear response functions such as phonon frequencies or Born effective charges with an accuracy of a few percent. The third-order derivatives are related to nonlinear properties such as phonon lifetimes, Raman tensors, or nonlinear optical susceptibilities.
The linear-response formalism has been implemented in various first-principles codes and is routinely applied to an increasing number of systems ͑see, for example, Ref. 3 and references therein͒. By contrast, the nonlinear response formalism has been mostly restricted to quantum chemistry problems. Although the hyperpolarizabilities of a huge number of molecules have been computed, taking into account both electronic and vibrational ͑ionic͒ contributions, 4,5 applications in condensed matter physics have focused on rather simple cases. [6] [7] [8] [9] [10] [11] [12] [13] Here, we present a methodology for the computation of nonlinear response functions and related physical quantities of periodic solids from density functional perturbation theory ͑DFPT͒. We focus on perturbations characterized by a zero wave vector and involving either three electric fields, or two electric fields and one atomic displacement. Following Nunes and Gonze, 14 our approach makes use of the 2n +1 theorem applied to an electric-field-dependent energy functional. 15 We report the local density approximation ͑LDA͒ expressions, as implemented within the ABINIT package. 16 Our paper is organized as follows. In Sec. II, we describe the theoretical background related to the 2n + 1 theorem and the electric field perturbation. In Sec. III, we describe the computation of the nonlinear optical susceptibilities, the nonresonant Raman scattering efficiencies of both transverse ͑TO͒ and longitudinal ͑LO͒ zone-center optical phonons and the linear electro-optic ͑EO͒ tensor. In Sec. IV, we illustrate the validity of the formalism by applying our methodology to some semiconductors and ferroelectric oxides and we briefly discuss the effect of a scissors correction on the EO coefficients and nonlinear optical susceptibilities.
Some of the tensors we consider in this work depend on static electric fields: they include contributions of both the electrons and the ions. Other quantities imply only the response of the valence electrons: they are defined for frequencies of the electric field high enough to get rid of the ionic contributions but sufficiently low to avoid electronic excitations. For clarity, we adopt the following convention. Static fields will be labeled by Greek indices ͑␣ , ␤ ,...͒ while we will refer to optical fields with Latin symbols ͑i , j ,...͒. To simplify the notation, we will also drop labels such as ϱ for quantities that do not involve the response of the ions. Using this convention, we can write ij and ␣␤ , respectively, for the optical and static dielectric tensor, respectively, and r ij␥ for the linear EO ͑Pockels͒ tensor that involves two optical and one static electric field.
II. FORMALISM
A. Mixed third-order energy derivatives
In this section, we present the general framework of the computation of third-order energy derivatives based on the 2n + 1 theorem. [17] [18] [19] Using the notation of Refs. 20 and 21, we consider three Hermitian perturbations labeled 1 , 2 , and 3 . The mixed third-order derivatives
͑1͒
can be computed from the ground-state and first-order wave functions 1 2 3 = 1 6
͑3͒
T is the kinetic energy and E Hxc ͑v Hxc ͒ is the sum of the Hartree and exchange-correlation energy ͑potential͒. The first-order potential v Hxc 2 can be computed as a second-order functional derivative of E Hxc :
͑4͒
Within the parallel gauge, the first-order Lagrange multipliers are given by
As a consequence of the 2n + 1 theorem, the evaluation of Eq. ͑3͒ requires no higher-order derivatives of the wave functions than the first one. These first-order wave functions are nowadays available in several first-principles codes. They can be computed from linear response by minimizing a stationary expression of the second-order energy 20 or equivalently by solving the corresponding Sternheimer equation. 22 It follows that the computation of third-order energy derivatives does not require additional quantities other than the calculation of second-order energy derivatives. Equation ͑3͒ is the general expression of the third-order energy derivatives. In case at least one of the perturbations does not affect the explicit form of the kinetic energy or the Hartree and exchange-correlation energy, it can be simplified: some of the terms may be zero. This is the case for the electric field perturbations treated in this work as well as for phonon-type perturbations. Further simplifications can be made in case pseudopotentials without nonlinear exchangecorrelation core correction are used.
B. The electric field perturbation
As mentioned in the Introduction, special care is required in case one of the perturbations j is a macroscopic electric field E. In fact, as discussed in the literature, for infinite periodic solids, usually treated with Born-von Kármán boundary conditions, the scalar potential E · r breaks the periodicity of the crystal lattice. Moreover, it is unbound from below: it is always possible to lower the energy by transferring electrons from the valence states to the conduction states in a distant region ͑Zener breakdown͒. However, for sufficiently small fields, the tunneling current through the band gap can be neglected and the system is well described by a set of electric-field-dependent Wannier functions W n ͑r͒. As shown by Nunes and Vanderbilt, 15 these Wannier functions minimize the energy functional
where E 0 is the Kohn-Sham energy under zero field, ⍀ 0 the unit cell volume, and P the macroscopic polarization that can be computed from the Wannier function centers. It is important to note that these Wannier functions do not correspond to the true ground state of the system but rather to a long-lived metastable state. In practical applications, it is not mandatory to evaluate the functional equation ͑6͒ in a Wannier basis. It can equivalently be expressed using Bloch functions u nk related to W n by a unitary transform. In this case, the polarization can be computed as a Berry phase of the occupied bands
where BZ is the Brillouin zone, e is the absolute value of the electronic charge, and the factor of 2 accounts for spin degeneracy. The Bloch functions are chosen to satisfy the periodic gauge condition
In order to use Eq. ͑7͒ in practical calculations, the integration over the BZ, as well as the differentiation with respect to k, has to be performed on a discrete mesh of N k k points. In case of the ground-state polarization, the standard approach is to build strings of k points parallel to a vector of the reciprocal space G ʈ . The polarization can then be computed as a string-averaged Berry phase. Unfortunately, the adaptation of this method to the computation of the energy derivatives is plagued with several difficulties, like the following. The general form of the nonlinear optical susceptibility ten-sor of a compound is imposed by its symmetry. 
where at least one of the three indices i, j, and l are different from the two others. When we tried to use strings of k points to compute ijl ͑2͒ , Eq. ͑9͒ was not satisfied. However, we were able to avoid these problems by using the finite difference formula of Marzari and Vanderbilt 24 on a regular grid of special k points ͑instead of strings͒,
where b is a vector connecting a k-point to one of its nearest neighbors and w b is a weight factor. The sum in Eq. ͑10͒ includes as many shells of first neighbors as necessary to satisfy the condition
where b ␣ are the reduced coordinates of b and g ␣␤ is the metric tensor associated with the real space crystal lattice. In the case of the ground-state polarization, we cannot apply the discretization equation ͑10͒ directly to Eq. ͑7͒. As shown by Marzari and Vanderbilt, the discretization of Eq. ͑7͒ does not transform correctly under the gauge transformation u nk ͑r͒ → e −ik·R u nk ͑r͒. ͑12͒
Since Eq. ͑12͒ is equivalent to a shift of the origin by one lattice vector R, P must change accordingly by one polarization quantum. In order to obtain a discrete expression that matches this requirement, we must combine Eq. ͑10͒ with the King-Smith and Vanderbilt formula 23,25
where S is the overlap matrix between Bloch functions at k and k + b:
S n,m ͑k,k + b͒ = ͗u nk ͉u mk+b ͘. ͑14͒
As discussed by Nunes and Gonze, 14 when we apply the perturbation expansion of the preceding section to the energy functional Eq. ͑6͒, we can adopt two equivalent approaches. The first possibility is the use of Eq. ͑7͒ for the polarization and a discretization after having performed the perturbation expansion. The second possibility is to apply the 2n + 1 theorem directly to Eq. ͑13͒ in which case no additional discretization is needed. Using the notations of Nunes and Gonze, we will refer to the first case as the discretization after perturbation expansion ͑DAPE͒ formulation and to the second one as the perturbation expansion after discretization ͑PEAD͒ formulation of the third-order energy. In the following sections, we will discuss both expressions. In addition, in Sec. IV B, we will compare their convergence with respect to the k-point sampling on a realistic example. The perturbation expansion of the first term ͑E 0 ͒ of Eq. ͑6͒ can easily be performed, as described in the Sec. II A. In contrast, the expansion of the second term ͑−⍀ 0 E · P͒ is more tricky since it explicitly depends on the polarization. In the two sections that follow, we will focus on the −⍀ 0 E · P term of Eq. ͑6͒. It will be referred to as E pol .
C. DAPE expression
According to the formalism of the preceding section, the E · P term acts as an additional external potential that has to be added to the ionic one. The E · P perturbation is linear in the electric field and does not depend explicitly on other variables such as the atomic positions. It just enters the terms of Eq. ͑3͒ that involve the first derivative of v ext with respect to E. In other words, the only terms in Eq. ͑2͒ that involve the expansion of P are of the form Ẽ 1 E i 3 , where 1 and 3 represent an arbitrary perturbation such as an electric field or an atomic displacement.
The DAPE expression of the third-order derivative of E pol is written as follows 14 
Ẽ pol
where u nk j are the projections of the first-order wave functions on the conduction bands. The complete expression of various third-order energy derivatives, taking into account the expansion of both E 0 and E pol , are reported in Sec. III. Eq. ͑15͒ was derived first by Dal Corso and Mauri 26 in a slightly different context: they performed the perturbation expansion of the energy functional equation ͑6͒ using a Wannier basis. The resulting expression of the third-order energy was expressed in terms of Bloch functions by applying a unitary transform to the Wannier orbitals.
Using the finite difference expression of Marzari and Vanderbilt equation ͑10͒, Eq. ͑15͒ becomes
where G i is a basis vector of the reciprocal lattice.
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D. PEAD expression
Applying directly the 2n + 1 theorem to Eq. ͑13͒ we obtain the alternative PEAD formulation of the third-order energy:
where Q is the inverse of the overlap matrix S and S j its first-order perturbation expansion
III. NONLINEAR OPTICAL PROPERTIES
In the preceding section we have discussed the general expressions of third-order energy derivatives. We now particularize them to the computation of selected nonlinear properties.
A. Nonlinear optical susceptibilities
In an insulator the polarization can be expressed as a Taylor expansion of the macroscopic electric field
where P i s is the zero-field ͑spontaneous͒ polarization, ij ͑1͒ the linear dielectric susceptibility ͑second-rank tensor͒, and ijl
͑2͒
the second-order nonlinear optical susceptibility ͑third-rank tensor͒. In the literature on nonlinear optics, one often finds another definition of the nonlinear optical susceptibility: instead of ijl ͑2͒ , it is more convenient to rely on the d tensor defined as
In general, the polarization depends on valence electrons as well as ions. In the present section, we deal only with the electronic contribution: we will consider the ionic cores as clamped to their equilibrium positions. This constraint will be relaxed in the following sections where we allow for ionic displacements.
Experimentally, the electronic contribution to the linear and nonlinear susceptibilities corresponds to measurements for electric fields at frequencies high enough to get rid of the ionic relaxation but low enough to avoid electronic excitations. In case of the second-order susceptibilities, this constraint implies that both the frequency of E, and its second harmonic, are lower than the fundamental absorption gap.
The general expression of the electronic nonlinear optical susceptibility depends on the frequencies of the optical electric fields ͑see, for example, Ref. 27͒. In the present context of the 2n + 1 theorem applied within the LDA to ͑static͒ DFT, we neglect the dispersion of ijl ͑2͒ . As a consequence, ijl ͑2͒ satisfies Kleinman's 28 symmetry condition, which means that it is symmetric under a permutation of i, j, and l. In order to be able to investigate its frequency dependence, one would need either to apply the formalism of time-dependent DFT 9 or to use expressions that involve sums over excited states. [29] [30] [31] [32] [33] Following the work of Dal Corso and co-workers 9, 26 we can relate the nonlinear optical susceptibilities to a third-order derivative of the energy with respect to an electric field,
where E E i E j E l is defined as the sum over the permutations of the three perturbations Ẽ E i E j E l ͓Eq. ͑2͔͒. Using the PEAD formulation of Sec. II B we can express these terms as follows:
B. Raman susceptibilities of zone-center optical phonons
We now consider the computation of Raman scattering efficiencies of zone-center optical phonons. In the limit q → 0, the matrix of interatomic force constants C can be expressed as the sum of an analytical part and a nonanalytical term 21
͑23͒
The analytical part corresponds to the second-order derivative of the energy with respect to an atomic displacement at q = 0 under the condition of vanishing macroscopic electric field. The second term is due to the long-range electrostatic interactions in polar crystals. It is at the origin of the socalled LO-TO splitting and can be computed from the knowledge of the Born effective charges Z ␣␤ * and the electronic dielectric tensor 21 ij . The phonon frequencies m and eigendisplacements u m ͑␣͒ are solutions of the following generalized eigenvalue problem,
where M is the mass of atom . As a convention, we choose the eigendisplacements to be normalized as
͑25͒
In what follows we consider nonresonant Raman scattering where an incoming photon of frequency 0 and polarization e 0 is scattered to an outgoing photon of frequency ͑ 0 − m ͒ and polarization e S by creating a phonon of frequency m ͑Stokes process͒. The scattering efficiency 34, 35 ͑cgs units͒ corresponds to
where c is the speed of light in vacuum and n m the boson factor
The Raman susceptibility ␣ m is defined as
where ij ͑1͒ is the electronic linear dielectric susceptibility tensor. In Eq. ͑26͒, ⍀ is the angle of collection in which the outgoing photon is scattered. As discussed in Ref. 34 , we have to be careful when we compare the theoretical and experimental scattering efficiencies. Due to Snell's law, the angle of collection is modified at the interface between the sample and the surrounding medium. Experimentally, the scattering efficiencies are measured with respect to the solid angle of the surrounding medium while Eq. ͑26͒ refers to the solid angle inside the sample. In order to relate theory and experiment, one has to take into account the different refractive indices of the sample and medium. For example, in case of an isotropic sample, Eq. ͑26͒ has to be multiplied 34 by ͑nЈ / n͒ 2 where n and nЈ are, respectively, the refractive indices of the sample and the medium. In contrast to the scattering efficiencies, the Raman susceptibilities defined in Eq. ͑28͒ are intrinsic properties of the sample and do not depend on the change in the angle of collection.
For pure transverse optical phonons, ‫ץ‬ ij ͑1͒ / ‫ץ‬ ␤ can be computed as a mixed third-order derivative of the energy with respect to an electric field, twice, and to an atomic displacement under the condition of zero electric field
In case of longitudinal optical phonons with wave vector q → 0 in a polar crystal, Eq. ͑28͒ must take into account the effect of the macroscopic electric field generated by the lattice polar vibration. This field enters the computation of the Raman susceptibilities at two levels. On one hand, it gives rise to the nonanalytical part of the matrix of interatomic force constants, Eq. ͑23͒, that modifies the frequencies and eigenvectors with respect to pure transverse phonons. On the other hand, the electric field induces an additional change in the dielectric susceptibility tensor related to the nonlinear optical coefficients ijk ͑2͒ . For longitudinal optical phonons, Eq. ͑29͒ has to be modified as follows:
The mixed third-order derivatives Eq. ͑29͒ can be computed from various techniques including finite differences of the dielectric tensor [37] [38] [39] or the second derivative of the electronic density matrix. 40, 41 Here, we follow an approach similar to Deinzer and Strauch 10 based on the 2n + 1 theorem. The third-order energy can be computed as the sum over the 6 permutations, Eq. ͑2͒, of , E i , and E j . According to the discussion of Sec. II B, we have to distinguish between the terms that involve the discretization of the polarization such as Ẽ E i E j or Ẽ E j E i and those that can be computed from a straightforward application of the 2n + 1 theorem such as
The former ones show an electric field as second perturbation. They can be computed from an expression analogous to Eq. ͑22͒:
͑31͒
We obtain a similar expression for Ẽ E j E i . The remaining terms do not require any differentiation with respect to k. They can be computed from the first-order change of the ionic ͑pseudo-͒ potential with respect to an atomic displacement v ext :
In pseudopotential calculations, the computation of the firstorder ionic potential v ext requires the derivative of local and nonlocal ͑usually separable͒ operators. These operations can be performed easily without any additional workload as described in Ref. 20 .
In spite of the similarities between Eqs. ͑31͒ and ͑32͒ and the expression proposed by Deinzer and Strauch we can quote a few differences. First, our expression of the thirdorder energy derivatives makes use of the PEAD fomulation for the expansion of the polarization. Moreover, Eq. ͑32͒ is more general since it allows the use of pseudopotentials with nonlinear core correction through the derivative of the second-order exchange-correlation energy with respect to ͑third term͒.
C. Sum rule
As in the cases of the Born effective charges and of the dynamical matrix, 42 the coefficients ‫ץ‬ ij ͑1͒ / ‫ץ‬ ␣ must vanish when they are summed over all atoms in the unit cell:
Physically, this sum rule guarantees that the macroscopic dielectric susceptibility remains invariant under a rigid translation of the crystal. In practical calculations, it is not always satisfied although the violation is generally less severe than in case of C or Z * . Even in calculations that present a low degree of convergence, the deviations from this law can be quite weak. They can be corrected using similar techniques as in the case of the Born effective charges. 21 For example, we can define the mean excess of ‫ץ‬ ij ͑1͒ / ‫ץ‬ ␣ per atom
and redistribute it equally between the atoms:
D. Electro-optic tensor
The optical properties of a compound usually depend on external parameters such as the temperature, electric fields, or mechanical constraints ͑stress, strain͒. In the present section we consider the variations of the refractive index induced by a static or low-frequency electric field E ␥ . At linear order, these variations are described by the linear EO coefficients ͑Pockels effect͒
where ͑ −1 ͒ ij is the inverse of the electronic dielectric tensor and r ij␥ the EO tensor.
Within the Born-Oppenheimer approximation, the EO tensor can be expressed as the sum of three contributions: a bare electronic part r ij␥ el , an ionic contribution r ij␥ ion , and a piezoelectric contribution r ij␥ piezo . The electronic part is due to an interaction of E ␥ with the valence electrons when considering the ions artificially as clamped at their equilibrium positions. It can be computed from the nonlinear optical coefficients. As can be seen from Eq. ͑19͒, ijl ͑2͒ defines the second-order change of the induced polarization with respect to E ␥ . Taking the derivative of Eq. ͑19͒, we also see that ijl ͑2͒ defines the first-order change of the linear dielectric susceptibility, which is equal to ͑1/4͒⌬ ij . Since the EO tensor depends on ⌬͑ −1 ͒ ij rather than ⌬ ij , we have to transform ⌬ ij to ⌬͑ −1 ͒ ij by the inverse of the zerofield electronic dielectric tensor 43 
⌬͑
Using Eq. ͑37͒ we obtain the following expression for the electronic EO tensor:
͑38͒
Equation ͑38͒ takes a simpler form when expressed in the principal axes of the crystal under investigation: 44 r ij␥
where the n i coefficients are the principal refractive indices. The origin of the ionic contribution to the EO tensor is the relaxation of the atomic positions due to the applied electric field E ␥ and the variations of ij induced by these displacements. It can be computed from the Born effective charges Z ,␣␤ * and the ‫ץ‬ ij ͑1͒ / ‫ץ‬ ␣ coefficients introduced in Sec. III B. As shown in the Appendix ͑see also Refs. 36 and 45͒, the ionic EO tensor can be computed as a sum over the transverse optic phonon modes at q = 0:
where ␣ m is the Raman susceptibility of mode m ͓Eq. ͑28͔͒ and p m,␥ the mode polarity
which is directly linked to the mode oscillator strength
For simplicity, we have expressed Eq. ͑40͒ in the principal axes while a more general expression can be derived from Eq. ͑37͒. Finally, the piezoelectric contribution is due to a relaxation of the unit cell shape due to the converse piezoelectric effect. 46, 47 As it is discussed in the Appendix, it can be computed from the elasto-optic coefficients p ij and the piezoelectric strain coefficients d ␥ :
In the discussion of the EO effect, we have to specify whether we are dealing with strain-free ͑clamped͒ or stressfree ͑unclamped͒ mechanical boundary conditions. The clamped EO tensor r ij␥ takes into account the electronic and ionic contributions but neglects any modification of the unit cell shape due to the converse piezoelectric effect: 46, 47 r ij␥ = r ij␥ el + r ij␥ ion . ͑44͒
Experimentally, it can be measured for frequencies of E ␥ high enough to eliminate the relaxations of the crystal lattice but low enough to avoid excitations of optical phonon modes ͑usually above ϳ100 MHz͒. To compute the unclamped EO tensor r ij␥ , we have to add the piezoelectric contribution to r ij␥ :
Experimentally, r ij␥ can be measured for frequencies of E ␥ below the ͑geometry-dependent͒ mechanical body resonances of the sample 47 ͑usually below ϳ1 MHz͒.
IV. RESULTS
A. Technical details
Our calculations have been performed within the local density approximation ͑LDA͒ to the density functional theory 1,2 ͑DFT͒. We used the ABINIT package, 16 a planewave, pseudopotential DFT code 48 in which we have implemented the formalism presented above. For reasons that will become obvious below, we chose the PEAD formulation, Eq. ͑17͒ , to perform the differentiation with respect to k. For the exchange-correlation energy E xc we relied on the parametrization of Perdew and Wang 49 as well as the parametrization of Goedecker, Teter, and Hutter. 50 These expressions have the advantage of avoiding any discontinuities in the functional derivative of E xc .
In case of the semiconductors Si, AlAs, and AlP, we used a 16ϫ 16ϫ 16 grid of special k points, a plane-wave kinetic energy cutoff of 10 hartree, and Troullier-Martins 51 normconserving pseudopotentials. These calculations have been performed at the theoretical lattice constant. To perform the finite difference calculations of the Raman polarizabilities, changes of the electronic dielectric tensor were computed for atoms displaced by ±1% of the unit cell parameter along the Cartesian directions.
In case of rhombohedral BaTiO 3 , we used a 10ϫ 10 ϫ 10 grid of special k points, a plane-wave kinetic energy cutoff of 45 hartree, and extended norm-conserving pseudopotentials. 52 Since the ferroelectric instability is quite sensitive to the volume of the unit cell and tends to disappear due to the volume underestimation of the LDA, 53 we chose to work at the experimental lattice constants. In contrast to the lattice parameters, the atomic positions have been relaxed: the residual forces on the atoms were smaller than 5 ϫ 10 −5 hartree/ bohr. It was shown by Gonze, Ghosez, and Godby 54 that an accurate functional for the exchange-correlation energy in extended systems should depend on both the density and the polarization. The LDA used here neglects this polarization dependence and may consequently introduce significant relative errors when studying the response of a solid to an electric field. In case of the second-order derivatives, the LDA usually yields an overestimate of the dielectric tensor ͑as large as 20% in BaTiO 3 ͒. 55 In contrast, no clear trends have been reported yet concerning nonlinear optical properties such as ijl ͑2͒ . 9, 29 In LDA calculations, it is common practice to apply a scissors correction 57 to compensate for the lack of polarization dependence of the exchange-correlation functional. In case of nonlinear optical properties, such a correction can be applied at different levels. On one hand, we can compute the nonlinear optical susceptibilities ͓Eq. ͑22͔͒ using a scissors operator for the first-order wave functions. 21 On the other hand, in the computation of the EO coefficients, we can use a scissors corrected refractive index in Eqs. ͑39͒ and ͑40͒. The influence of these corrections will be discussed below.
B. Nonlinear optical susceptibilities and Raman polarizabilities of semiconductors
In order to illustrate the computation of third-order energy derivatives, we performed a series of calculations on various cubic AB semiconductors where the atom A is located at the origin and B in ͑1/4,1/4,1/4͒. In these compounds, the nonlinear optical susceptibility tensor has only one independent element, d 123 ,
where ijk is the Levy-Civita tensor. The Raman susceptibilities are also defined by a single number, ␣ 12 . For phonons polarized along the Cartesian direction , the Raman susceptibility tensors are written as
In cubic semiconductors, it is customary to report the Raman polarizability 34,60 defined as
where is the reduced mass of the two atoms in the unit cell and A,3 a displacement of atom A along the z direction. The formalism of Sec. II involves an integration over the BZ and a differentiation with respect to k. In practical calculations, these operations must be performed on a discrete mesh of special k points. As we explained in Sec. II, the discretization can either be performed before ͑PEAD͒ or after ͑DAPE͒ the perturbation expansion of the energy functional equation ͑6͒. Up until now, the applications of the present formalism to real materials 9,10 made use of the DAPE formula of the third-order energy. The only application of the PEAD formula has been reported by Nunes and Gonze 14 on a one-dimensional model system. These authors observed that the PEAD formula converges better with respect to the k-point sampling than the DAPE formula. In order to compare the performance of these two approaches for a realistic case, we applied both of them to compute the nonlinear optical susceptibility d 123 of AlAs. We performed a series of calculations on a n ϫ n ϫ n grid of special k points. As can be seen in Fig. 1 the PEAD formula converges much faster than the DAPE formula. Therefore, the PEAD formulation has been applied to obtain the results presented below. It is the one that is actually available in the ABINIT code.
It is interesting to note that a different speed of convergence for distinct expressions has also been reported for the localization tensor. In Ref. 56 Sgiarovello and co-workers compared the convergence of two formulations based on different discretizations of the same k space integral.They observed that ͑i͒ both expressions converge to the same value in the limit of a large number of k points and ͑ii͒ that the expression used in their work converges faster than the expression used in Ref. 24 .
In Table I , we report the nonlinear optical susceptibilities of the cubic semiconductors AlAs and AlP. Our results are in close agreement with the values obtained by Dal Corso and co-workers 9 who applied the 2n + 1 theorem within the DAPE formalism, the results of Levine and Allan 29 who used a "sum over excited states" technique, and the values obtained by Souza and co-workers, 58 who followed a finite electric field approach. The values in the lower part of Table  I have been obtained using a scissors correction. Our methodology provides a correction similar to that reported by Levine and Allan. 30 The scissors correction decreases the value of the nonlinear optical susceptibilities in agreement with the discussion of Ref. 59 . To the authors' knowledge, no experimental data are available for AlAs and AlP. For other cubic semiconductors, it is, however, not clear that the use of a scissors correction improves agreement with experiment 29 and will even have a negative effect when the LDA underestimates the experimental value. In addition, it is not straightforward to isolate the error of the LDA on the nonlinear response functions from other sources of errors. Other factors have a strong influence on ijl ͑2͒ similar to the scissors correction. For ex- ample, the values of the nonlinear optical susceptibilities strongly depend on the pseudopotential 9 or on the error on the unit cell volume 29, 59 that is usually underestimated in LDA calculations.
We also computed the Raman polarizabilities of the transverse ͑TO͒ and longitudinal optical ͑LO͒ phonons of various semiconductors. In addition, we performed finite difference calculations of the dielectric tensor with respect to atomic displacements. Our results are summarized in Table II where we also report the results of Deinzer and Strauch 10 ͑DS͒ and Baroni and Resta 37 ͑BR͒ as well as the experimental result of Wagner and Cardona 60 for Si. The agreement between our results and those obtained in previous works is quite good. In addition, the results we obtained from the 2n + 1 theorem closely agree with the finite difference calculations, giving us some indication of the numerical accuracy of the implementation.
The Raman polarizabilities of the TO and LO modes are different. As it is discussed in Sec. III B, this difference is attributed to the macroscopic electric field associated with a longitudinal polar lattice vibration. On the one hand, this field modifies the dynamical matrix at q → 0. The eventual related modification of the eigenvectors of the LO modes may imply a first change of the Raman susceptibility. On the other hand, the macroscopic electric field itself may induce an additional change of ␣ related to the nonlinear optical coefficients ijl ͑2͒ . In the cubic semiconductors, the eigenvectors of the TO and LO modes are identical. The difference between the polarizabilities of the TO and LO modes comes therefore exclusively from the second term of Eq. ͑30͒.
C. EO tensor in ferroelectric oxides
In the rhombohedral phase of BaTiO 3 , the EO tensor has four independent elements: r 13 , r 33 , r 22 , and r 51 . In contrast to the dielectric tensor, the EO coefficients can either be positive or negative. The sign of these coefficients is often difficult to measure experimentally. Moreover, it depends on the choice of the Cartesian axes. Experimentally, these axes are chosen according to the Standards on Piezoelectric Crystals. 65, 71 The z axis is along the direction of the spontaneous polarization and the y axis lies in a mirror plane. The z and y axes are both piezoelectric. Their positive ends are chosen in the direction that becomes negative under compression. The orientation of these axes can easily be found from pure geometrical arguments. Unfortunately, these arguments do not allow us to determine the direction of the y axis. Therefore, we applied the methodology of Ref. 61 to compute the piezoelectric tensor from finite differences of the Berry phase polarization. Our results are reported in the Cartesian axes where the piezoelectric coefficients e 22 and e 33 are positive.
These coefficients, as well as their decomposition on the individual phonon modes and their electronic part, are reported in Table III . All EO coefficients are positive. As is the case for the tetragonal phase, 46 the modes that have the strongest overlap with the soft mode of the paraelectric phase dominate the amplitude of the EO coefficients. Moreover, the electronic contribution is found to be quite small.
As we discussed in the previous sections, linear and nonlinear optical susceptibilities are sometimes relatively inaccurate within the LDA. In this context, it is interesting to investigate the error due to the use of the LDA optical dielectric constants in the transformation equation ͑37͒. Unfortunately, we could not find any experimental data on the EO coefficients in the rhombohedral phase of BaTiO 3 . In Ref. 46, we studied the EO coefficients of ferroelectric LiNbO 3 and tetragonal BaTiO 3 and PbTiO 3 and found an overall good agreement between theory and experiment. In Table IV , we report the EO coefficients of these compounds as well as the values obtained using a scissors-corrected optical dielectric constant. No scissors correction has been applied for the nonlinear optical susceptibilities of these compounds that are required to compute the electronic contributions.
The effect of this correction is more important for the perovskite compounds than for LiNbO 3 , for which the LDA band gap and optical dielectric constants are in reasonable agreement with experiment. 62 For BaTiO 3 , we tested the optical dielectric tensor obtained from the scissors correction that modifies the LDA band gap to its experimental value: 21 we obtain r 13 = 12.68 pm/ V and r 33 = 30.84 pm/ V, in closer agreement with experimental data. However, such an improvement is not a general rule. In PbTiO 3 , a scissors shift that corrects the LDA band gap fails to correct the LDA optical dielectric constant ͓we obtain 11 = 5.81 and 33 = 5.51, while the experimental values are 6.63 and 6.64 ͑Ref. 63͔͒ and yields r 13 = 14.24 pm/ V and r 33 = 8.94 pm/ V. Using the experimental dielectric constants, we obtain r 13 = 10.92 pm/ V and r 33 = 6.16 pm/ V in better agreement with the experiment.
V. CONCLUSIONS AND PERSPECTIVES
In this paper, we presented the general framework for the computation of third-order energy derivatives within DFT. Our formalism makes use of the 2n + 1 theorem and the modern theory of polarization. Focusing on derivatives that are characterized by a zero wave vector and that involve either three electric fields or two electric fields and one atomic displacement, we described the computation of nonlinear optical susceptibilities, of Raman scattering efficiencies of TO and LO phonons, and of the EO tensor.
The computation of the Berry phase polarization involves a derivative of the wave functions with respect to their wave vector. In practice, this differentiation is computed on a grid of special k points. The perturbation expansion can either be performed before ͑DAPE͒ or after ͑PEAD͒ the discretization, leading to two mathematically distinct expressions of the third-order energies. We used both of them to compute the nonlinear optical susceptibility of AlAs, and we have shown that the PEAD formulation converges faster with respect to the k-point sampling.
We have computed the nonlinear optical susceptibilities and Raman polarizabilities of some cubic semiconductors as well as the EO tensor in the rhombohedral phase of BaTiO 3 .
Finally, we have studied the effect of a scissors correction on the EO coefficients and the nonlinear optical susceptibilities. In contrast to the dielectric tensor, we did not find a systematic improvement of the results by using this correction.
We can figure out several applications of the methodology presented in this work. Combined with the calculation of phonon frequencies and infrared intensities, the computation of Raman efficiencies can be a useful complementary tool for the interpretation of experimental spectra. Furthermore, the computation of the EO tensor from first principles can guide the tuning of the EO properties and help in designing new efficient EO materials. This could be particularly helpful since accurate optical measurements require high-quality single crystals not always directly accessible.
As discussed in Sec. III D, the optical properties of a compound are modified by an electric field E ␥ or a mechani- where r ij␥ and r ij␥ are, respectively, the clamped ͑strain-free͒ and unclamped ͑stress-free͒ EO coefficients, p ij are the elasto-optic ͑strain-optic͒ coefficients, and ij are the piezo-optical ͑stress-optical͒ coefficients. In order to relate Eqs. ͑A1a͒ and ͑A1b͒, we can express the strain as being induced by the stress or by the electric field ͑converse piezoelectric effect͒,
where S Ј Ј are the elastic compliances and d ␥ the piezoelectric strain coefficients. If we assume, for example, that the unit cell is free to relax within the electric field ͑stress-free mechanical boundary conditions͒ we can either use Eq. ͑A1b͒ ͑in which case the second term of the right-hand side is zero͒ or Eq. ͑A1a͒ to compute ⌬͑ −1 ͒ ij . In the latter case, the strain induced by the electric field can be obtained from the second term of the right-hand side of Eq. ͑A2͒:
͑A3͒
Using this identity, we obtain the following relation between the unclamped and the clamped EO coefficients:
Microscopic approach
In order to derive the expressions of the clamped and unclamped EO tensor of Sec. III D, we use a Taylor expansion of the electric enthalpy 66 F. Similar developments have already been applied to determine the lattice contribution of the static dielectric tensor and of the piezoelectric tensor. 67, 68 They are based on an expansion of F up to the second order in the atomic coordinates R ␣ , the homogeneous strain , and the macroscopic electric field E ␥ . In this section, we extend these developments to the third order.
The electric enthalpy of a solid in an electric field is obtained by the minimization
F͑R,,E͒. ͑A5͒
We denote R͑E͒ and ͑E͒ the atomic positions and the strain that minimize F at constant E and R 0 , 0 ͑=0͒ their values at .
͑A7͒
Let ␣ = R ␣ − R 0,␣ be the displacement of atom along direction ␣ and ␣ ͑ ͒ the first-order modification of the atomic position ͑strain͒ induced by a perturbation :
͑A8͒
In the discussion that follows, we will study the effect of an electric field perturbation and a strain perturbation on the electric enthalpy F in order to obtain the formulas to compute the elasto-optic coefficients as well as the clamped and the unclamped EO tensors.
a. Elasto-optic coefficients "E =0…
The elasto-optic tensor can be computed from the total derivative of the dielectric tensor with respect to at zero electric field 
͑A9͒
The derivative in the first term of the right-hand side is computed considering the ionic cores as artificially clamped at their equilibrium positions. The remaining terms represent the ionic contribution to the elasto-optic tensor. They involve derivatives of the linear dielectric susceptibility ij ͑1͒ with respect to the atomic positions that have to be multiplied by the first-order strain-induced atomic displacements ␣ ͓Eq. ͑A8͔͒. To compute these quantities we use the fact that F is minimum at the equilibrium for an imposed strain . This condition implies
