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In this dissertation, we investigate optimal control of hybrid differential equations
and elliptic partial differential equations with two biological applications. We prove
the existence of an optimal control for which the objective functional is maximized.
The goal is to characterize the optimal control in terms of the solution of the opti-
mality system. The optimality system consists of the state equations coupled with
the adjoint equations. To obtain the optimality system we differentiate the objective
functional with respect to the control. This process is applied to studying two prob-
lems: one is a type of hybrid system involving ordinary differential equations and a
discrete time feature. We apply our approach to a tick-transmitted disease model
in which the tick dynamics changes seasonally while hosts have continuous dynam-
ics. The goal is to maximize disease-free ticks and minimize infected ticks through
an optimal control strategy of treatment with acaricide. The other is a semilinear
elliptic partial differential equation model for fishery harvesting. We consider two
objective functionals: maximizing the yield and minimizing the cost or variation in
the fishing effort (control). Existence, necessary conditions and uniqueness for the





2 Optimal Control on Hybrid Systems Involving ODEs with Applica-
tion to a Tick-transmitted Disease Model 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Tick Model with Infection . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Framework of Mathematical Approach . . . . . . . . . . . . . . . . . 22
2.4 Existence of an Optimal Control . . . . . . . . . . . . . . . . . . . . . 24
2.5 Necessary Conditions of Optimal Control . . . . . . . . . . . . . . . . 27
2.6 Uniqueness of the Optimal Control . . . . . . . . . . . . . . . . . . . 42
2.7 Application to the Tick and Host Model . . . . . . . . . . . . . . . . 51
2.7.1 Adjoint System . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.7.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . 54
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3 Optimal Harvesting of a Semilinear Elliptic Fishery Model 78
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2 Existence and Uniqueness of a Positive Solution to the State Equation 84
3.3 Existence of an Optimal Control for J1 . . . . . . . . . . . . . . . . . 86
3.4 Derivation of the Optimality System for J1 . . . . . . . . . . . . . . . 89
vi
3.5 Uniqueness of Optimality System I . . . . . . . . . . . . . . . . . . . 98
3.6 Numerical Examples for J1 . . . . . . . . . . . . . . . . . . . . . . . . 103
3.7 Second Objective Functional . . . . . . . . . . . . . . . . . . . . . . . 115
3.7.1 Existence of an Optimal Control for J2 . . . . . . . . . . . . . 115
3.7.2 Derivation of Optimality System for J2 . . . . . . . . . . . . . 116
3.7.3 Uniqueness of Optimality System for J2 . . . . . . . . . . . . 119
3.7.4 Numerical Examples for J2 . . . . . . . . . . . . . . . . . . . . 124





2.1 Parameter Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.2 Optimal control and densities of ticks for A = 1, B = 30, vary K . . . 57
2.3 Densities of host 1 for A = 1, B = 30, vary K . . . . . . . . . . . . . 58
2.4 Densities of host 1 for A = 0, B = 30, vary K . . . . . . . . . . . . . 58
2.5 Optimal control and densities of ticks for A = 0, B = 30, vary K . . . 59
viii
List of Figures
2.1 Tick life cycle [44] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Density of larvae without control . . . . . . . . . . . . . . . . . . . . 61
2.3 Density of susceptible nymphs without control on log scale . . . . . . 61
2.4 Density of infected nymphs without control on log scale . . . . . . . . 62
2.5 Density of susceptible adult ticks without control on log scale . . . . 62
2.6 Density of infected adult ticks without control on log scale . . . . . . 63
2.7 Density of susceptible host 1 without control . . . . . . . . . . . . . . 63
2.8 Density of infected host 1 without control . . . . . . . . . . . . . . . 64
2.9 Density of recovered host 1 without control . . . . . . . . . . . . . . . 64
2.10 Optimal control u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.11 Optimal control u: A = 0 . . . . . . . . . . . . . . . . . . . . . . . . 65
2.12 Density of larvae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.13 Density of susceptible nymphs . . . . . . . . . . . . . . . . . . . . . . 66
2.14 Density of infected nymphs . . . . . . . . . . . . . . . . . . . . . . . . 67
2.15 Density of susceptible adult ticks . . . . . . . . . . . . . . . . . . . . 67
2.16 Density of infected adult ticks . . . . . . . . . . . . . . . . . . . . . . 68
2.17 Density of susceptible host 1 . . . . . . . . . . . . . . . . . . . . . . . 68
2.18 Density of infected host 1 . . . . . . . . . . . . . . . . . . . . . . . . 69
2.19 Density of recovered host 1 . . . . . . . . . . . . . . . . . . . . . . . . 69
2.20 Density of larvae: A = 0 . . . . . . . . . . . . . . . . . . . . . . . . . 71
ix
2.21 Density of susceptible nymphs: A = 0 . . . . . . . . . . . . . . . . . . 71
2.22 Density of infected nymphs: A = 0 . . . . . . . . . . . . . . . . . . . 72
2.23 Density of susceptible adult ticks: A = 0 . . . . . . . . . . . . . . . . 72
2.24 Density of infected adult ticks: A = 0 . . . . . . . . . . . . . . . . . . 73
2.25 Density of susceptible host 1: A = 0 . . . . . . . . . . . . . . . . . . . 73
2.26 Density of infected host 1: A = 0 . . . . . . . . . . . . . . . . . . . . 74
2.27 Density of recovered host 1: A = 0 . . . . . . . . . . . . . . . . . . . 74
3.1 Fish density u: B1 = 0.1, vary B2 . . . . . . . . . . . . . . . . . . . . 107
3.2 Optimal harvesting h: B1 = 0.1, vary B2 . . . . . . . . . . . . . . . . 107
3.3 Fish density: B1 = 0, B2 small . . . . . . . . . . . . . . . . . . . . . . 108
3.4 Optimal harvesting: B1 = 0, B2 small . . . . . . . . . . . . . . . . . . 108
3.5 Fish density: B1 = 0, B2 = 1 . . . . . . . . . . . . . . . . . . . . . . . 110
3.6 Optimal harvesting: B1 = 0, B2 = 1 . . . . . . . . . . . . . . . . . . . 110
3.7 Fish density: B1 = 0, B2 = 5 . . . . . . . . . . . . . . . . . . . . . . . 111
3.8 Optimal harvesting: B1 = 0, B2 = 5 . . . . . . . . . . . . . . . . . . . 111
3.9 Fish density: B1 = 0.1, B2 = 1 . . . . . . . . . . . . . . . . . . . . . . 112
3.10 Optimal harvesting: B1 = 0.1, B2 = 1 . . . . . . . . . . . . . . . . . . 112
3.11 Fish density: domain (0, 3) × (0, 3) . . . . . . . . . . . . . . . . . . . 113
3.12 Optimal harvesting: domain (0, 3) × (0, 3) . . . . . . . . . . . . . . . 113
3.13 Fish density: small B2 . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.14 Optimal harvesting: small B2 . . . . . . . . . . . . . . . . . . . . . . 114
3.15 Fish density: vary A . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.16 Optimal harvesting: vary A . . . . . . . . . . . . . . . . . . . . . . . 126
3.17 Fish density: small A . . . . . . . . . . . . . . . . . . . . . . . . . . . 127




Optimal control theory evolved from the calculus of variations and began to be
investigated in the 1950s. The variables are separated into state variables and control
variables. The trajectories of the state variables are influenced directly by the controls.
The controls can also explicitly affect the objective functional. Pontryagin and his
group in Moscow state University formulated and derived the maximum principle for
optimal control of systems governed by ordinary differential equations (ODEs). This
was a milestone of optimal control for finite dimensional problems. The principle
states that any optimal control along with the optimal state trajectory must solve
a system of forward-backward differential equations, which is a two-point boundary
value problem, and the optimal control maximizes a function called the Hamiltonian.
As an illustration of a simple version of Pontryagin’s Maximum Principle, the
following problem is considered [66]. Given a piecewise continuous control function
u(t), there is an associated continuous and piecewise differentiable state x(t) defined
on [t0, t1], a finite time interval, that solves
x′(t) = g(t, x(t), u(t)),
1
with initial conditions
x(t0) = x0, fixed; x(t1) free.
The final position being “free” means it is not fixed. Our goal is to find u∗ that








f(t, x(t), u(t)) dt.
Minimization problems can also be treated. Here f and g are assumed to be contin-
uously differentiable functions of their arguments.
The following theorem gives the necessary conditions for an optimal control [66].
Theorem 1.0.1. If u∗(t) is an optimal control in (1.0.1) with x∗(t) being the corre-
sponding state, then it is necessary that there exists a differentiable adjoint function
λ(t), where for all t0 ≤ t ≤ t1, λ(t) 6= 0, and
H(t, x∗(t), u(t), λ(t)) ≤ H(t, x∗(t), u∗(t), λ(t)),
for all controls u(t), where the Hamiltonian is defined by





(t, x∗(t), u∗(t), λ(t)).
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Forthermore, the transversality condition is satisfied
λ(t1) = 0.
To better understand the concept of an adjoint variable λ, a similarity may be
noted with the concept of the Lagrange multiplier method, used to attach constraints
to an optimization problem in a subset of Rn. However, since the constraining relations
x′(t) = g(t, x(t), u(t)) hold for each t, a multiplier function λ(t) must be utilized
rather than a Lagrange multiplier value for each constraint. Furthermore, the adjoint
variables play a significant role since they are chosen to remove the difficulty of
determining the exact influence of modifying the control. In addition, the adjoint can
be interpreted as the marginal valuation of the functional J(u) with respect to the
associated state variable at time t.
There is also a discrete version of Pontryagin’s Maximum Principle [71]. However
for a hybrid ODE system which involves continuous and discrete components, there
is no complete generalization of Pontryagin’s Maximum Principle. In particular in
Chapter 2, we are interested in the tick-transmitted disease model presented by Ghosh
and Pugliese [29] which is a type of hybrid system with eleven ordinary differential
equations. The dynamics of ticks changes in a seasonal way which has some discrete
components while the hosts have continuous dynamics throughout the years. The
goal is to maximize the disease-free ticks and minimize the infected ticks through an
optimal control strategy of treatment with acaricide. In the numerical examples, We
also illustrate the case when only minimizing the infected ticks.
First we develop the control techniques for an abstract model for the dynamics
of two populations with two distinct seasons: “summer” and “winter.” We consider
N + 1 years, i.e., n = 0, 1, · · · , N. Population 1 (x(t) = (x0(t), · · · , xN(t))) has dy-
namics only in “summer” and has a jump condition to obtain the initial condition
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for next “summer”; population 2 (y(t) = (y0(t), · · · , yN(t))) has continuous dynam-
ics throughout the years. Then population 1 and 2 have dynamics similar to ticks
and hosts, respectively. The corresponding state variables x(t), y(t) satisfy the state
system:








x′n(t) = fn(xn(t), yn(t), un(t)),
y′n(t) = g1,n(xn(t), yn(t)),
(1.0.2)
Winter: t ∈ [365n+ T, 365(n+ 1)], n = 0, · · · , N
























xn(s)yn(s) ds, n = 0, · · · , N − 1,
yn(365n) = yn−1(365n), n = 1, · · · , N,
(1.0.4)
where x0(0), y0(0) are given, and p1, p2, p3 are constants. T is the length of “summer.”
For the tick application, the second and third components of the RHS of (1.0.4) are
needed, but not the first component. Note p1 is included here since it is a common
condition in many other applications. The term with p1 means the information in
the beginning of the next year depends on the information at the end of the previous
year, which is often used in resource allocation in economics.
Our basic assumption is fn(xn(t), yn(t), un(t)), g1n(xn(t), yn(t)), g2n(yn(t)), n =
0, · · · , N are bounded and Lipschitz continuous for their arguments.
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The control set is
UM = {u = (u0(t), u1(t), · · · , uN(t)) : un is Lebesgue measurable, m ≤ un(t) ≤M,
t ∈ [365n, 365n+ T ], n = 0, · · · , N}.
(1.0.5)
We choose the lower bound to be the natural death rate of ticks and the upper bound








kn(xn(t), yn(t), un(t))dt, u ∈ UM , (1.0.6)
where kn(xn(t), yn(t), un(t)), n = 0, · · · , N are in C
1 for their arguments.
After we develop the control analysis for the above problem, we apply our approach
to the tick-transmitted disease model.
There is no full generalization of Pontryagin’s Maximum Principle to nonlinear
partial differential equations (PDEs). A general framework was developed by J.L.
Lions and his co-workers in which optimal control problems can be properly set and
their solutions be systematically attempted [52, 53]. Indeed, the ideas of Pontryagin’s
Maximum Principle are used to aid in characterizing an optimal control through an
optimality system, which involves the state system coupled with the adjoint system.
Explicitly, there are several connections between finite and infinite dimensional opti-
mal control theory. Given the optimal control and the corresponding state variable,
there exist an adjoint variable that satisfies a PDE in which the source terms equal
the partial derivative of the integrand of the objective functional with respect to the
state variable.
An optimal control problem for PDEs requires the following setting:
1. A control f belongs to some set U, the set of admissible controls.
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2. For a given control f, the state variable x(f) of the system is given by the
solution of an equation
Ax = F (x, f),
where A is a known operator and F is a continuous function of x and f. An
appropriate solution space for the state equation is chosen.
3. The “objective functional” J(f) is defined in terms of x(f), f, or a combination
of both and is to be maximized or minimized.
The goal is to find f ∗ ∈ U, such that
J(f ∗) = sup
f∈U
J(f),
or J(f ∗) = inf
f∈U
J(f).
The usual steps in these optimal control problems are:
1. The existence and uniqueness of the solution to the state system are proven.
2. The existence of an optimal control is proven. A maximizing or minimizing
sequence argument with the appropriate a priori estimates is generally used.
3. The necessary conditions for f to be an optimal control are derived. The ob-
jective functional is differentiated with respect to the control. We take the
Gateaux derivative of J with respect to f in the direction h at f ∗, i.e.
lim
ǫ→0
J(f ∗ + ǫh) − J(f ∗)
ǫ
.
Since the objective functional may contain the state variable x, we also differ-
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entiate x with respect to the control f, i.e.
lim
ǫ→0
x(f + ǫh) − x(f)
ǫ
,
which is shown to converge to a function ψ, called the sensitivity, and it satisfies
a linear PDE,
Lψ = g(h, f, x).
To characterize the optimal control f ∗ from
∂J
∂f
, the adjoint system is obtained
with a transversality condition and other appropriate boundary conditions. The
adjoint equation involves the adjoint L∗ of the operator L. A representation of
an optimal control is determined by standard optimality techniques. This rep-
resentation characterizes the optimal control in terms of the state and adjoint
variables. The state system coupled with the adjoint system and the character-
ization of the optimal control form the optimality system.
4. The existence and uniqueness of the solution of optimality system is established,
which implies the uniqueness of the optimal control.
The motivation behind our optimal control of PDE problem is the controversy of a
no-take marine reserve in fisheries. Neubert [65] derived the yield-maximizing spatial
harvesting strategy in a spatially explicit one dimensional fishery model in which no
reserves are imposed a priori. He showed that no-take marine reserves are always part
of an optimal harvest designed to maximize yield. In Chapter 3, we generalize his
model to a multidimensional semilinear elliptic PDE model with different objective
functionals.
7








−∆u = ru(1 − u) − h(x)u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
(1.0.7)
where the solution u(x) represents fish density, the region Ω is surrounded by a com-
pletely hostile habitat where the population is zero; and the control h(x) represents
the fishing effort (harvesting). Constant r > 0 is the growth rate. This is a spatially
explicit model for harvesting at equilibrium in time and the difficulty with such el-
liptic PDE control problems is the lack of uniqueness of solutions of the state PDE.
One can see u ≡ 0 solves the PDE, but we are looking for positive solutions.
We consider two fishery management problems, which require different control
sets and objective functionals.
Define control set 1
U1 = {h(x) ∈ L
2(Ω)| 0 ≤ h(x) ≤ 1 − δ};
and control set 2
U2 = {h(x) ∈ H
1
0 (Ω)| 0 ≤ h(x) ≤ 1 − δ},
where δ > 0 is small.







(B1 +B2h)h dx, h ∈ U1,
which represents the difference between the yield and cost, with B1, B2 are non-
negative. Term B1 is the cost per unit of effort when the level of effort is small
and the B2 term represents the rate at which the wages paid rises as more labor
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is employed (due to scarcity of labor), and u = u(h) is the solution of (1.0.7) with
control h ∈ U1. We want to find h





The second objective functional seeks to minimize the variation in the control to
eliminate the possibility of “chattering” harvest strategies as in Neubert’s work [65],












|∇h|2 dx, h ∈ U2, (1.0.10)
where A > 0 is a constant, and u = u(h) is the solution of (1.0.7) with control h ∈ U2.
The approach to optimal control problems in the dissertation can be described as
”optimize, then discretize.” See Heikenschloss et.al [1] for an example of this approach.
We do control analysisi directly on the state system and the objective functional, this
analysis gives the sensitvity system, the adjoint system and the characterization of
the optimal control. The state and adjoint systems together with the characterization
form the optimality system. To illustrate our results numerically, we discretize the
optimality system adn solve it with an iterative method. We do not directly use
the sensitivity system in the numerical calculation; it is used to find the adjoint
system and the characterization. The main alternative approach is to ”discretize,
then optimize;” the state system and the objective functional are discretized and
then an optimization method [2, 32, 43] is used to solve the discrete maximization (or
minimization) problem with constraints. See [10, 11, 42] for this approach. There are
also approaches that combine ideas of the two above approaches. Some incorporate
9
the sensitivity system directly in their optimization [13]. Data assimilation uses the
adjoint system in the calculation of the gradient of the objective functional in a
steepest descent method [7, 18].
10
Chapter 2
Optimal Control on Hybrid
Systems Involving ODEs with
Application to a Tick-transmitted
Disease Model
2.1 Introduction
In many economic, biological and physical scenarios, one needs to make reason-
able choices at multiple levels of decision making. While the specifics of the problem
depend on the application context, the goal is to “optimize performance”. The un-
derlying system often has continuous dynamics, frequently governed by ordinary or
partial differential equations. Decisions, such as resource allocation or control adjust-
ment, may occur at discrete times. Thus these hybrid systems involve continuous and
discrete components. See work by Lenhart and Protopopescu [48] for examples and
further background.
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The analysis needed for optimal control of such systems is a mixture of control
techniques for infinite dimensional systems [25, 41, 71, 75] and ideas from Pontryagin’s
Maximum Principle [66].
After developing the control analysis of a particular hybrid system, we will first
be applying this approach to a model of a tick-transmitted disease - Lyme disease
- which is a serious health problem affecting humans as well as domestic animals in
many parts of the world. The infections are generally transmitted through a bite
of an infected tick, and it appears that most of the infections are widely present in
some wildlife species. Hence, an understanding of tick population dynamics and its
interaction with hosts is essential to understand and control the disease [36]. We use
the model presented by Ghosh and Pugliese [29] which is a type of hybrid system
with eleven ordinary differential equations. The dynamics of ticks (Ixodes ricinus
in Trentino, Italy) changes seasonally and has some discrete components, while the
hosts have continuous dynamics throughout the years. The goal is to maximize the
disease-free ticks and minimize the infected ticks through an optimal control strategy
of treatment with acaricide. In numerical examples, we also illustrate the case when
only minimizing the infected tick. The most consistently effective method for reducing
an abundance of ticks on residential properties is to spray or otherwise broadcast
acaricides onto vegetation where the ticks live. Acaricides can be delivered directly
to tick hosts to kill ticks on the animals. The use of a bait box to attract rodents
and directly treat them with the acaricide fipronil kills ticks on the rodents. Another
baited device to lure deer and treat them with acaricide has the potential to reduce
tick populations over wide areas [34].
There has been work on diseases in ticks from different perspectives. Sandberg et
al. [70] used a matrix model to investigate the seasonally varying population densi-
ties of questing ticks. Awerbuch-Friedlander et al. [5] studied a nonlinear system of
12
difference equations that models the 3-stages life cycle of the deer tick over four sea-
sons and showed that seasonality can increase the stability of the system. Mount et
al. [61, 62, 63] formulated a series of computer simulations based on age-structured
difference equations to examine the relationship between host density, tick density
and the persistence of a tick-borne disease. Gaff and Gross [28] studied a tick-borne
disease model incorporating non-constant population sizes and spatial heterogeneity
utilizing a system of differential equations that may be applied to a variety of spatial
patches. By creating a set of patches that reflect an area of interest, Gaff [27] ex-
plored different control options prior to field application to aid in choosing the most
effective program. Buskirk and Ostfeld [15] used a computer model to show that the
density of ticks (Ixodes scapularis) was more sensitive to the availability of hosts for
juveniles than hosts for adults, hence modifying the average reservoir competence of
hosts for juveniles, could be used to manipulate the risk of Lyme disease without
actually changing the density of ticks. They also studied the importance of spatial
heterogeneity by combining field sampling and modeling approaches [16]. Busenberg
and Cooke [14] studied vertically transmitted disease, i.e. the passing of the infection
from parent to offspring. They presented a difference equation model for the trans-
mission of rickettsia in ticks. They concentrate on one aspect of vertical transmission
which is the cumulative effect of some pathogens as they are vertically transmitted
through several generations. Here we focus on the seasonal pattern of ticks in various
life stages and their interactions with hosts and try to find a best strategy to control
the disease.
On the work related to optimal control of hybrid system, Miller and Rubinovich
[58] studied optimal impulse control problems with restricted number of impulses.
They use the method of discontinuous time change to derive the necessary and suf-
ficient optimality conditions in the form of a maximum principle. Cassandras et al.
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[20] presented a hybrid system modelling framework (motivated from manufacturing
environments) which combines the time-driven dynamics of various physical processes
with the event-driven dynamics describing switches between the physical processes.
They formulated and analyzed a class of optimal control problems for single-stage
processes. They derived optimality conditions and several properties of optimal state
trajectories which simplify the task of obtaining explicit optimal control policies.
We call attention to some papers in two special issues on “control of hybrid sys-
tems” in Automatica and IEEE Transactions of Automatic Control [35, 56]. Many of
these papers deal with systems with time as the underlying variable entering in some
states as continuous variables and in other states as discrete variables; there is some
emphasis on stability and reachability issues [57, 73]. See the treatment of optimal
control of systems with continuous time dynamics between jumps at discrete times
in [19, 48].
Ixodidae ticks have a two-year life cycle. See a diagram in Fig 2.1. After hatching
from adults, they pass from one life stage to another by molting, after a blood meal.
In temperate climates, the life cycle is strongly influenced by the seasonal rhythm
[4, 67]. The seasonal tick activity is described as follows. Eggs are laid by an adult
female tick in the spring hatch into larvae later in the summer. These larvae reach
their peak activity in August. The larva then attaches itself to its host, begins feeding,
and over a few days, engorges (swells up) with blood. Most larvae, after feeding, drop
off their hosts and molt, or transform, into nymphs in the fall. The nymphs remain
inactive throughout the winter and early spring. In May, nymphal activity begins.
The nymph will then latch on to its host and feed for 4 or 5 days, engorging with
blood and swelling to many times its original size. Once engorged, the nymph drops
off its host into the leaf litter and molts into an adult. These adults actively seek new
hosts throughout the fall. Peak activity for adult ticks occurs in late October and
14
Figure 2.1: Tick life cycle [44]
early November. As winter closes in, adult ticks unsuccessful in finding hosts take
cover under leaf litter or other surface vegetation, becoming inactive in temperatures
below 40 degrees F. Adult female ticks that attach to deer, whether in the fall or
spring, feed for approximately one week. Mating may take place on or off the host,
and is required for the female’s successful completion of the blood meal. The females
then drop off the host, become gravid, lay their eggs underneath leaf litter in early
spring, and die. Each female lays approximately 3,000 eggs. The eggs hatch later in
the summer, beginning the two-year cycle anew [4].
Infection is transmitted from infected ticks to susceptible hosts, or vice versa from
infected hosts to susceptible ticks, while a tick is feeding on a host. A larva feeding
on an infected host may become, after molting, an infected nymph; analogously, a
nymph feeding on an infected host may become an infected adult. In both cases,
infection is assumed to last forever [29]. On the other hand, we assume that a host,
after a period of infection, will become immune and no longer capable of transmitting
15
the infection.
Rodents have often been implicated as one of the important hosts for nymphs,
while deer or other large mammals are preferred at the adult stage [6]. The model
[29] includes rodents and deer as hosts, but only host 1 (rodents) are assumed to
become infected and divided into susceptible, infected and recovered classes; host 2
(deer) are needed to sustain the tick population and are not partitioned into three
classes [29].
For the sake of simplicity, we disregard transmission between co-feeding ticks (i.e.
infection may also be transmitted directly among ticks feeding close to each other).
Also we assume that the infection does not affect either tick or host demography;
hence, for host 1, although each class has its own dynamics, we assume the total
population is constant, and so is host 2 (otherwise, it might fluctuate for reasons
other than interactions with ticks) [29].
As stated above, we consider a simple model for tick dynamics with two distinct
seasons: “summer” and “winter.” Feeding occurs as a continuous process during
summer, while molting generally occurs in winter. To be precise, assume that larvae
and nymphs that feed during one “summer” go through the molting stage but arrest
their development and emerge (as nymphs or adults, respectively) in the following
“summer.” On the other hand, assume that after the adult females feed and produce
eggs, a proportion of the eggs hatch immediately, so that larvae emerge in the same
“summer”, while the rest arrest their development and larvae emerge in the following
“summer.” Finally, assume that larvae, nymphs and adults die at the end of the
“summer” in which they have emerged, if they have not succeeded in feeding. Of
course, these assumptions are rather crude with respect to the complex interactions
between climate factors, individual fat reserves and feeding time; we believe, however
they capture some essential features of ticks’ seasonal rhythm [29].
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The Chapter is organized as the following: first we describe the tick transmitted
disease model, then set up the mathematical framework on a prototype model to
deal with the optimal control of the hybrid ODE system, and derive the existence,
necessary conditions and uniqueness for the optimal control. Then we apply our
approach to the tick-transmitted disease model. Finally we give numerical examples
to illustrate the results.
2.2 Tick Model with Infection
Our state variables are as follows:
• Ln(t) : density of larvae in summer n;
• N sn(t) : density of susceptible nymphs in summer n;
• N in(t) : density of infected nymphs in summer n;
• Asn(t) : density of susceptible adults in summer n;
• Ain(t) : density of infected adults in summer n;
• Hsn(t) : density of susceptible host 1 (rodent) in year n;
• H in(t) : density of infected host 1 (rodent) in year n;
• Hrn(t) : density of recovered host 1 (rodent) in year n;
where time t is the underlying variable. For host 1, we denote the total population as






n, but each class has its own
dynamics; For host 2, H2 is density of deer, which is also taken as a constant and is
not divided into susceptible, infected and recovered classes.
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The assumptions mentioned in Section 1 translate into the following model from
Ghosh and Pugliese [29] supplemented with control coefficients. We first list the
differential equations for ticks in the summer:




































n) − (un + gL)Ln,
Ṅ sn = −(un + gN)N
s
n,
Ṅ in = −(un + gN)N
i
n,
Ȧsn = −(un + gA)A
s
n,





• p is the probability of immediate development of tick larvae;
• c is the average number of eggs produced per fed adult;
• un is the death rate of ticks of various stages in summer n, for n = 0, · · · , N ,
our bounded control variable. We control it by applying the acaricide to the
ticks, the lower bound is the natural death rate of ticks and the upper bound
depends on the effectiveness of the acaricide;
• gz are the feeding rates in stage z, where z = L,N,A.
As in Rosa et al. [69], the feeding rates gz are assumed to depend on host densities


















, βzi are the rates of encounters between questing ticks in stage z, for z =
L,N,A and hosts Hi, i = 1, 2; σ
z
i are the detachment rates of ticks in stage z, z =
L,N,A, feeding on host i, for i = 1, 2.
Note we assumed host densities to be constant, thus feeding rates will also be









where qz is the probability of becoming infected for a host of type 1 by an infectious
tick in stage z, with z = N,A.





































































where a1 is the birth rate for host 1 (rodents) and b1 is the death rate for H1. We






n is a constant; γ is the recovery rate from
the disease for H1.
During winter, ticks arrest their development, so we only have host 1 (rodents)
dynamics, given by:
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Ḣsn = a1H1 − b1H
s
n,









System (2.2.1) – (2.2.3) needs to be complemented with initial conditions. Each
class of host 1 has continuous dynamics, host 2 (deer) is constant, which is used in
the feeding rate and it is not divided into susceptible, infected and recovered classes.
We need to keep track of the fact that larvae and nymphs that have fed on infected
hosts will emerge as infected nymphs and adults respectively. These initial conditions
include some jumps, which are hybrid-type features.















































































































Hsn+1(365(n+ 1)) = H
s
n(365(n+ 1)),
H in+1(365(n+ 1)) = H
i
n(365(n+ 1)),





• w is the probability of survival through winter for larvae that have delayed
development;
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• mz are the molting rates in stage z with z = L,N,A, taken as constants;
• T is the length of “summer”.
We illustrate the initial condition for susceptible nymphs in the beginning of the
(n + 1)th summer as follows: after molting, larvae will become susceptible nymphs,
but since some larvae encounter an infected host of type 1, they will become infected
nymphs.
Now we are ready to set up the optimal control problem.
Given the control set
UM = {u = (u0(t), u1(t), · · · , uN(t)) : un is Lebesgue measurable, m ≤ un(t) ≤M,
t ∈ [365n, 365n+ T ], n = 0, · · · , N}.
(2.2.5)
We choose the lower bound to be the natural death rate of ticks and the upper bound






















dt, u ∈ UM , (2.2.6)
where A,B,K are positive constants balancing the three parts of the objective func-
tional. This means we want to maximize disease-free ticks and minimize infected
ticks during N + 1 years while minimizing the cost of applying acaricide. We take
a quadratic cost for simplicity, other formats could also be treated. In numerical
examples, we also give A = 0 case.
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2.3 Framework of Mathematical Approach
Now we set up the framework to do optimal control of the hybrid ODE system. We
need to develop the optimal control analysis for the seasonal pattern of tick life and
the integral initial conditions because we cannot use Pontryagin’s Maximum Principle
[66] directly.
We consider an abstract model for the dynamics of two populations with two
distinct seasons: “summer” and “winter.” We consier N + 1 years and use sub-
script n to denote the population in year n, where n = 0, 1, · · · , N. Population 1
(x(t) = (x0(t), x1(t), · · · , xN(t))) has dynamics only in “summer” and has a jump
condition to obtain the initial condition for next “summer”; population 2 (y(t) =
(y0(t), y1(t), · · · , yN(t))) has continuous dynamics throughout the years. Then pop-
ulations 1 and 2 have dynamics similar to ticks and hosts respectively. The corre-
sponding state variables x(t), y(t) satisfy the state system:








x′n(t) = fn(xn(t), yn(t), un(t)),
y′n(t) = g1,n(xn(t), yn(t)),
(2.3.1)
Winter: t ∈ [365n+ T, 365(n+ 1)], n = 0, · · · , N

























xn(s)yn(s) ds, n = 0, · · · , N − 1,
yn(365n) = yn−1(365n), n = 1, · · · , N,
(2.3.3)
where x0(0), y0(0) are given, and p1, p2, p3 are constants. The initial condition for y
means it has continuous dynamics, and 365 is the last day of the current year, which
is also the first day of the following year. For the tick application, p2 and p3 type
jump conditions are needed, but p1 is not needed. Note p1 is included here since
it is a common condition in many other applications. The jump with p1 means the
information in the beginning of the next year depends on the information at the end
of the previous year, which is often used in resource allocation in economics.
In this chapter, our basic assumption is
fn(xn(t), yn(t), un(t)), g1n(xn(t), yn(t)), g2n(yn(t)), n = 0, · · · , N
are bounded and Lipschitz continuous for their arguments. So the solution to (2.3.1)
– (2.3.3) exists and is unique [55].







kn(xn(t), yn(t), un(t))dt, u ∈ UM , (2.3.4)
where kn(xn(t), yn(t), un(t)), n = 0, · · · , N are in C
1 for their arguments.
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2.4 Existence of an Optimal Control
We use ideas from Fleming and Rishel [25] and Strauss [75] to prove the existence
of an optimal control.
Remark: The initial conditions x0(0), y0(0) are given, by the Lipschitz conditions for
fn, g1,n, g2,n and Gronwall’s inequality, we have boundedness of x0(t), y0(t), so the
initial conditions give boundedness for the new starting values for next year. Since
we have a finite number of years, the states xn(t), yn(t), n = 0, · · · , N are bounded.
Theorem 2.4.1. In (2.3.1) − (2.3.4), for n = 0, · · · , N, assume
fn(xn(t), yn(t), un(t)) = an(xn(t), yn(t)) + bn(xn(t), yn(t))un(t) [H1]
and kn(xn(t), yn(t), un(t)) is a concave function. Then there exists an optimal control
u ∈ UM that maximizes J(u).




for all t, n = 0, · · · , N. The continuity of the kn function gives the existence of C2,
such that
J(u) ≤ C2, for all u ∈ UM .
Then supu∈UM J(u) exists, and there exists a maximizing sequence {u















n), k = 1, 2, · · · .
Here we explicitly show the dependence of the states on the controls and we note











k=1 and the continuity of fn, g1,n, g2,n, ODEs (2.3.1) –




′}∞k=1, n = 0, · · · , N.























n(t) uniformly, as k −→ ∞, n = 0, · · · , N.
Since {ukn}
∞
k=1 are bounded in L
2([365n, 365n + T ]), n = 0, · · · , N, then on a subse-
quence, ukn ⇀ u
∗
n weakly as k → ∞ in L
2([365n, 365n+ T ]), n = 0, · · · , N.














































































































uniformly as k → ∞, and ukn(s) ⇀ u
∗
n(s) as k → ∞ in L
2([365n, 365n + T ]), n =









































So we obtain (x∗n, y
∗
n) are solutions of (2.3.1) – (2.3.2) associated with u
∗ and satisfy
















Therefore there exists an optimal control u∗ that maximizes the objective functional
J(u).
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2.5 Necessary Conditions of Optimal Control
We need to differentiate the objective functional with respect to the control u. De-
note x(u) = (x0(u0), x1(u1), · · · , xN(uN)), y(u) = (y0(u0), y1(u1), · · · , yN(uN)). Since
x = x(u), y = y(u) are involved in J(u), we first must prove appropriate differentia-
bility of the mapping u −→ (x(u), y(u)).
Lemma 2.5.1. (Sensitivity)
The mapping
u ∈ UM −→ (x(u), y(u))
is differentiable in the following sense: there exist functions ψn ∈ L
∞([365n, 365n +
T ]), φn ∈ L
∞(365n, 365(n+ 1)), n = 0, · · · , N, such that
t ∈ [365n, 365n+ T ], n = 0, · · · , N,
xn(un + ǫvn) − xn(un)
ǫ
→ ψn uniformly in time t,
t ∈ [365n, 365(n+ 1)], n = 0, · · · , N
yn(un + ǫvn) − yn(un)
ǫ
→ φn uniformly in time t,
as ǫ→ 0, for any u satisfying u+ ǫv ∈ UM , and v = (v0, · · · , vN),
vn ∈ L
∞([365n, 365n + T ]), n = 0, · · · , N. Moreover, ψn, φn are solutions of the
following problem:
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′ = (fn)xψn + (fn)yφn + (fn)unvn, n = 0, · · · , N






















′ = (g1,n)xψn + (g1,n)yφn, n = 0, · · · , N
φ0(0) = 0;
(2.5.2)










′φn, n = 0, · · · , N
φn(365n) = φn−1(365n), n = 1, · · · , N,
(2.5.3)
where (fn)x, (fn)y, (fn)un are partial derivatives of fn = fn(xn, yn, un) with respect to
xn, yn, un respectively; (g1,n)x, (g1,n)y are partial derivatives of g1,n = g1,n(xn, yn) with
respect to xn, yn respectively and (g2,n)
′ is the derivative of g2,n with respect to yn.
Proof. Denote for each n, n = 0, · · · , N,
xǫn = xn(un + ǫvn), y
ǫ
n = yn(un + ǫvn),
xn = xn(un), yn = yn(un).
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0) − g1,0(x0, y0)
ǫ
ds. (2.5.5)
























































































































































































Going back to (2.3.1) – (2.3.3), using the Lipschitz conditions for fn, g1,n, g2,n and


















≤ C7, for t ∈ [365n, 365(n+ 1)]. (2.5.16)






. Then by the Ascoli-Arzela Theorem, on subsequences,
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there exist ψn ∈ L
∞([365n, 365n+ T ]), φn ∈ L
∞([365n, 365(n+ 1)]) such that for
t ∈ [365n, 365n+ T ], n = 0, · · · , N,
xǫn − xn
ǫ
→ ψn uniformly in t,
t ∈ [365n, 365(n+ 1)], n = 0, · · · , N
yǫn − yn
ǫ
→ φn uniformly in t,
as ǫ→ 0.




















n) − g1,n(xn, yn)
ǫ
,










let ǫ→ 0, using the chain rule, we have (2.5.1) – (2.5.3).
In order to obtain the characterization of the optimal control, we need the following
adjoint equations. We define λ1(t) = (λ10(t), λ11(t), · · · , λ1N(t)),
λ2(t) = (λ20(t), · · · , λ2N(t)). Note that λi,n+1 just means λi(t), i = 1, 2 in year n+ 1.
Theorem 2.5.2. Assume [H1], given an optimal control u∗ and the corresponding
solutions x∗, y∗ of the state system (2.3.1) – (2.3.3), there exist adjoint variables λ1, λ2
satisfying:
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λ1n(365n+ T ) = p1λ1,n+1(365(n+ 1)), n = 0, · · · , N − 1; (2.5.20)



















λ1N(365N + T ) = 0; (2.5.22)
and λ2 solving:





















































λ2,n+1(365(n+ 1)) = λ2n(365(n+ 1)), n = 0, · · · , N − 1,
and
λ2N(365(N + 1)) = 0.























































(characterization of optimal control)








kn(xn, yn, un) +
(































kn(xn, yn, un) +
(
















− (λ1nxn)(365n+ T ) + (λ1nxn)(365n)






















We first consider boundary terms for population 1 in “summers.”
In order to illustrate the idea, we first calculate for N = 1, then consider the case





− λ1n(365n+ T )xn(365n+ T ) + λ1n(365n)xn(365n)
]
= − λ10(T )x0(T ) + λ10(0)x0(0)
− λ11(365 + T )x1(365 + T ) + λ11(365)x1(365).
From initial conditions (2.3.3),








We choose λ10(T ) = p1λ11(365), then the boundary terms reduce to

















− λ1n(365n+ T )xn(365n+ T ) + λ1n(365n)xn(365n)
]
= − λ10(T )x0(T ) + λ10(0)x0(0)
− λ11(365 + T )x1(365 + T ) + λ11(365)x1(365)
...
− λ1N(365N + T )xN(365N + T ) + λ1N(365N)xN(365N).
Using initial conditions (2.3.3), the above becomes
− λ10(T )x0(T ) + λ10(0)x0(0)
[
− λ11(365 + T )x1(365 + T )
+ λ11(365)
(










− λ1N(365N + T )xN(365N + T ) + λ1N(365N)
(










We choose λ1n(365n+ T ) = p1λ1,n+1(365(n+ 1)), n = 0, · · · , N − 1, this reduces the
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above to
















We reindex for n and obtain the boundary terms as

















Notice population 2 has continuous dynamics throughout the years, so the bound-












− λ2n(365(n+ 1))yn(365(n+ 1)) + λ2n(365n+ T )yn(365n+ T )
]
=λ20(0)y0(0) − λ2N(365(N + 1))yN(365(N + 1)).
(2.5.28)
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kn(xn, yn, un) + λ1nfn(xn, yn, un) + λ
′
1nxn




































λ20(0)y0(0) − λ2N(365(N + 1))yN(365(N + 1))
]
.
Let u∗ ∈ UM be an optimal control and (x
∗, y∗) be the corresponding optimal
state solutions. Let u∗+ǫh ∈ UM for ǫ > 0, h = (h0, · · · , hN), hn ∈ L
∞([365n, 365n+






n+ǫhn) be the corresponding
solutions of the system (2.3.1) – (2.3.2) for n = 0, · · · , N . We compute the directional
derivative of the objective functional J(u∗) with respect to u∗ in the direction of h.
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Since J(u∗) is a maximum value, we have
0 ≥ lim
ǫ→0+





















































































− λ1N(365N + T )x
ǫ
N(365N + T ) + λ1N(365N + T )x
∗


























































− λ2N(365(N + 1))y
ǫ























































































































































−λ2N(365(N + 1))φN(365(N + 1)).
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−λ1N(365N + T )ψN(365N + T ) − λ2N(365(N + 1))φN(365(N + 1)).
We choose λ1 to solve:





























λ1n(365n+ T ) = p1λ1,n+1(365(n+ 1)), n = 0, · · · , N − 1; (2.5.30)
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λ1N(365N + T ) = 0; (2.5.32)
and λ2 solving:




















































λ2,n+1(365(n+ 1)) = λ2n(365(n+ 1)), n = 0, · · · , N − 1,
and

























For each n = 0, · · · , N, on the set where u∗n = m, we choose variation hn with support








































n) ≥ 0. This gives























































2.6 Uniqueness of the Optimal Control
We show uniqueness of the optimal control by considering the convexity of the
objective functional with respect to the control.
Theorem 2.6.1. Suppose in (2.3.1) − (2.3.2), for n = 0, · · · , N,
fn = fn(xn(t), yn(t), un(t)), g1,n = g1,n(xn(t), yn(t)), g2,n = g2,n(yn(t)),
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kn = kn(xn(t), yn(t), un(t)) are in C
2 for their arguments, their second partial deriva-
tives are bounded, (kn)uu < 0 with sufficiently large absolute value, then there is a
unique optimal control.
Proof. We have shown the existence of an optimal control, now we show uniqueness
of the optimal control by showing for all u, v ∈ UM , 0 < ǫ < 1,
g′′(ǫ) < 0,
where g(ǫ) = J(ǫu+ (1 − ǫ)v) = J(v + ǫ(u− v)). This implies the strict convexity of
the following map:




J(v + (ǫ+ δ)(u− v)) − J(v + ǫ(u− v))
δ
,
for n = 0, · · · , N, denote
x̃ǫn = xn(vn + ǫ(un − vn)), ỹ
ǫ
n = yn(vn + ǫ(un − vn)),
x̃ǫ+δn = xn(vn + (ǫ+ δ)(un − vn)), ỹ
ǫ+δ
n = yn(vn + (ǫ+ δ)(un − vn)).
Using Lemma 2.5.1, we have













as δ → 0 and the sensitivities ψǫn, φ
ǫ
n satisfy





























n + (fn)u(un − vn), n = 0, · · · , N,
ψǫn+1(365(n+ 1)) = p1ψ
ǫ































n, n = 0, · · · , N,
φǫ0(0) = 0;
(2.6.2)










′φǫn, n = 0, · · · , N,
φǫn(365n) = φ
ǫ
n−1(365n), n = 1, · · · , N,
(2.6.3)




n, vn + ǫ(un − vn)).
For 0 ≤ t ≤ T, integrating (2.6.1) and (2.6.2) from 365n to 365n+ t respectively,
we have










n + (fn)un(un − vn)
)
ds,

























n| + |un − vn|
)
ds,













where Cfn , Cg1,n are the bounds for the partial derivatives of fn(xn, yn, un) and
g1,n(xn, yn), since we have Lipschitz conditions.
Adding the inequalities in (2.6.5), we get
|ψǫn(365n+ t)| + |φ
ǫ
n(365n+ t)|
















where C3 = max{Cfn , Cg1,n}, C4 = Cfn . Gronwall’s Inequality implies for 0 ≤ t ≤ T,



















For T ≤ t ≤ 365, we get a similar estimate from (2.6.3):
|φǫn(365n+ t)| ≤ C5|φ
ǫ
n(365n+ T )|, (2.6.8)
where C5 = (1 + Cg2,n(365 − T )e
Cg2,n(365−T )), and Cg2,n is a bound for the derivative
of g2,n(yn).
Next we will prove: for 0 ≤ t ≤ T, n = 0, · · · , N,
|ψǫn(365n+ t)| + |φ
ǫ






|uj − vj|ds. (2.6.9)
We will prove this for n = 0, 1, then since we have a finite number of terms, (2.6.9)
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holds for n = 0, · · · , N.


















|u0 − v0|ds ≤ C6
∫ T
0
|u0 − v0|ds, 0 ≤ t ≤ T,
(2.6.10)
we use ψǫ0(0) = φ
ǫ
0(0) = 0 and C6 = C4(1 + C3Te
C3T ). When n = 1, (2.6.7) implies
























































Using (2.6.10) we have







































































are the bounds for ỹǫ0, x̃
ǫ
0,




}, C5})C6 and C8 = max{C7, C4}(1+C3Te
C3T ).
Then continuing this estimation procedure, for n = 0, · · · , N, we obtain (2.6.9).
To calculate g′′(ǫ), we need a second derivative of x, y with respect to the control



































































n(un − vn) + (fn)uu(un − vn)
2,
σǫn+1(365(n+ 1)) = p1σ
ǫ
























































τ ǫ0(0) = 0;
(2.6.15)










′τ ǫn + (g2,n)
′′(φǫn)
2,








n, vn + ǫ(un − vn)).
We can get the estimates for σǫn, τ
ǫ
n, n = 0, · · · , N,
|σǫn(365n+ t)| + |τ
ǫ







2ds, 0 ≤ t ≤ T. (2.6.17)
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where C(fn)uny is the bound for (fn)uny and we use estimate for φn in (2.6.9). Using
the Cauchy inequality a, b > 0, ab ≤
a2 + b2
2
















Using the inequality ai > 0, (a1 + · · · + an)
2 ≤ C(a21 + · · · + a
2


















Using Hölder’s Inequality for the first term and noticing the summation is a number




































































n, v + ǫ(un − vn)).
For the second derivative, we have
g′′(ǫ) = lim
η→0

















































































2 + 2(kn)yu(un − vn)φ
ǫ




The arguments for (kn)x, (kn)xx, (kn)xy, (kn)xu, (kn)y, (kn)yy, (kn)yu, (kn)uu are
(x̃ǫn, ỹ
ǫ
n, vn + ǫ(un − vn)).


























if we choose (kn)uu < 0 and large enough in absolute value, where C14 > 0 depends
on T and the bounds on the derivatives of fn, g1,n, g2,n, kn.
This completes the proof for the uniqueness.
2.7 Application to the Tick and Host Model
We now apply our ideas above to the tick model with seasonal pattern. In order
to use the adjoint equations in Theorem 2.5.2, we need the the moulting probabilities
mz, z = N,L,A in (2.2.4) to be constants. This differs from Ghosh and Pugliese’s
[29] model and we describe how we choose the parameter values in section 2.7.2.
2.7.1 Adjoint System
We note that the first five adjoint variables correspond to the tick state variables
and the last three adjoint variables correspond to the rodent host state variables. Use
an extension of Theorem 2.5.2, we have adjoint system corresponding to state system
(2.2.1) – (2.2.4):
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A− λ1n(un + gL) +m





























































− b1 − q
NβN1 ψ
































































































λ′1N = −[A− λ1N(uN + gL)];
λ′2N = −[A− λ2N(uN + gN)];
λ′3N = −
[











λ′4N = −[A+ λ1NpcgA − λ4N(uN + gA)];
λ′5N = −
[















− b1 − q
NβN1 ψ
















λjN(365N + T ) = 0, j = 1, · · · , 5, (2.7.4)





















λj,n+1(365(n+ 1)) = λjn(365(n+ 1)), j = 6, 7, 8, n = 0, · · · , N − 1,
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and
λ6N(365(N + 1)) = λ7N(365(N + 1)) = λ8N(365(N + 1)) = 0. (2.7.6)
Note for our objective functional which is quadratic in the control, we can explicitly














Table 2.1 is the list of all parameters used in our numerical simulations. All the
parameter values, which are considered to be reasonable for describing Ixodes ricinus
tick populations in Trentino, Italy (see CEA Report 2000 for background information
[68]), are from Ghosh and Pugliese [29] except w,A,B,m,M,mz, K. In all parameters
time is measured in days, and host densities are per hectare.
We take the probability of survival through winter for larvae that have delayed
development w to be 0.5. For A,B,K, constants that balance the three parts in
the objective functional, we take A = 1, B = 30 to indicate minimizing infected
ticks is more important than maximizing the disease-free ticks. Other values can be
investigated. Our goal is to see how the change in the cost of applying acaricide will
affect the control strategy. We take the weight in the objective functional for the
cost K to be 500, 5000, 50000. We choose m = 0.01 and M = 0.9 as the lower and
upper bound for control u. The molting probability mz in [29] is taken as a function
of average integral values x of ticks in stage z over each summer which is given by
0.15e−0.008x, here we take it as a constant (m = 0.1) in order to derive the adjoint
system using Theorem 2.5.2.
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Table 2.1: Parameter Values
Parameter Discription Value
p the probability of immediate development
of tick larvae
0.8
c average number of eggs produced per fed
adult (considering also their sex ratio)
1300
w the probability of survival through winter
for larvae that have delayed development
0.5
K cost weight in objective functional 500,5000,50000
A weight in objective functional for suscepti-
ble ticks
1
B weight in objective functional for infected
ticks
30
m lower bound for control u 0.01
M upper bound for control u 0.9
mz the molting rates in stage z (z=L, N,A) 0.1
T1 length of summer 182
T2 length of winter 365-T1
gz feeding rate in stage z = L, N, A [0.31,0.028,0.013]
a1 birth rate of host 1 1/365
b1 death rate of host 1 1/365
βz1 encounter rates between questing ticks in
stage z = L, N, A and host H1
[0.028,0.0009,0]
βz2 encounter rates between questing ticks in
stage z = L, N, A and host H2
[0.05,0.03,0.13]
qz probability of becoming infected for a host
1 bitten by an infectious tick in stage z =
N, A
0.5
ψz auxiliary function, z = L,N,A [0.3717,0.9434,0.9747]
H1 density for host 1 30
H2 density for host 2 0.1
r recovery rate of host 1 0.01
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Tables 2.2 and 2.5 give the values for the optimal control, ticks densities in various
life stages in the beginning and at the end of the each summer for A = 1 and A = 0,
respectively. Tables 2.3 and 2.4 give the densities of host 1 in the beginning and at
the end of each year for A = 1 and A = 0, respectively.
The optimality system consists of the state ODEs and the adjoint ODEs coupled
with the optimal control characterization. We solve the optimality system of hybrid
ODEs by the following forward-backward sweep method. Hackbusch [33] proposed a
fast iterative method which the solution of parabolic control problems is characterized
by a system of two equations parabolic with respect to opposite orientations. We have
an ODE version of his method which is implemented in MATLAB.
1. Initialization step: Choose initial guesses for ticks, hosts and control u
2. Iteration: un is known
(a) Solve (2.2.1) – (2.2.4) forward in time by 4th-order Runge-Kutta method
















(b) Solve (2.7.1), (2.7.3), (2.7.5) backward in time by 4th-order Runga-Kutta
method using transversality conditions (2.7.2), (2.7.4), (2.7.6), we get
(λin, i = 1, · · · , 8);
(c) Update the control by entering new ticks, hosts values and adjoint values
into the characterization of optimal control (2.7.7);
3. Repeat step 2 if a stopping criterion is not satisfied.
We make a few notes about the algorithm [49]. We choose the average value
between the lower and upper bound for the initial guess for control u. A convex
combination between the previous control values and values given by the current
characterization are used in updating u. This helps to speed up convergence.
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Table 2.2: Optimal control and densities of ticks for A = 1, B = 30, vary K
Variables In the begin-
ning of 1st
summer





At the end of
2nd summer
K = 500
control u 0.90 0.01 0.39 0.01
larvae 150 0.01 58.82 0.02
susceptible nymphs 200 0 14.35 0
infected nymphs 175 0 3.44 0
susceptible adults 20 0 0.52 0
infected adults 10 0 0.11 0
K = 5000
control u 0.90 0.01 0.18 0.01
larvae 150 0.1 81.49 0.09
susceptible nymphs 200 0 27.74 0
infected nymphs 175 0 6.44 0
susceptible adults 20 0 0.68 0
infected adults 10 0 0.14 0
K = 50000
control u 0.50 0.01 0.13 0.01
larvae 150 0.61 214.36 0.33
susceptible nymphs 200 0 96.16 0.02
infected nymphs 175 0 27.38 0
susceptible adults 20 0.01 1.59 0.01
infected adults 10 0 0.40 0
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Table 2.3: Densities of host 1 for A = 1, B = 30, vary K
Variables In the begin-
ning of 1st
year





At the end of
2nd year
K = 500
susceptible host 1 20 25.73 25.73 28.37
infected host 1 5 0.06 0.06 0
recovered host 1 5 4.21 4.21 1.63
K = 5000
susceptible host 1 20 25.54 25.54 28.13
infected host 1 5 0.07 0.07 0
recovered host 1 5 4.39 4.39 1.86
K = 50000
susceptible host 1 20 24.54 24.54 26.85
infected host 1 5 0.10 0.10 0.04
recovered host 1 5 5.36 5.36 3.11
Table 2.4: Densities of host 1 for A = 0, B = 30, vary K
Variable In the begin-
ning of 1st
year





At the end of
2nd year
K = 500
susceptible host 1 20 25.73 25.73 28.39
infected host 1 5 0.06 0.06 0
recovered host 1 5 4.20 4.20 1.61
K = 5000
susceptible host 1 20 25.60 25.60 28.22
infected host 1 5 0.07 0.07 0.01
recovered host 1 5 4.34 4.34 1.77
K = 50000
susceptible host 1 20 24.73 24.73 27.17
infected host 1 5 0.09 0.09 0.03
recovered host 1 5 5.18 5.18 2.80
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Table 2.5: Optimal control and densities of ticks for A = 0, B = 30, vary K
Variable In the begin-
ning of 1st
summer





At the end of
2nd summer
K = 500
control u 0.90 0.01 0.61 0.01
larvae 150 0.01 57.78 0.01
susceptible nymphs 200 0 13.67 0
infected nymphs 175 0 3.31 0
susceptible adults 20 0 0.52 0
infected adults 10 0 0.11 0
K = 5000
control u 0.90 0.01 0.23 0.01
larvae 150 0.05 74.32 0.05
susceptible nymphs 200 0 23.38 0
infected nymphs 175 0 5.53 0
susceptible adults 20 0 0.66 0
infected adults 10 0 0.13 0
K = 50000
control u 0.54 0.01 0.14 0.01
larvae 150 0.39 184.98 0.25
susceptible nymphs 200 0 79.36 0.02
infected nymphs 175 0 22.29 0
susceptible adults 20 0.01 1.42 0
infected adults 10 0 0.35 0
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Many types of convergence tests exist for Step 3. We require the following relative




where δ is the accepted tolerance, u is the vector of estimated values of the control
during the current iteration and uold is the vector of estimated values from the previous
iteration. In order to allow u = 0, our convergence criterion is rearranged as
δ||u|| − ||u− uold|| ≥ 0.








0) = (150, 200, 175, 20, 10)




0) = (20, 5, 5), which are the steady-state solutions from [29]. We did
the simulation for two years (730 days), and the time step within each Rugga-Kutta
iteration is 0.01. In order to see the figures clearly, our x-axis is [-10, 730] instead of
[0, 730].
First we give the numerical results without any control, see Figures (2.2) – (2.9).
Without any control, we can see the ticks population in every life stage increases
rapidly. Figures (2.2) – (2.6) are graphs for ticks and Figures (2.7) – (2.9) are graphs
for host 1 (rodents).
Then we give the corresponding figures with control, see Figures (2.12) – (2.19).
Comparing to the graphs with control (2.12) – (2.19), we can see the optimal control
strategy can significantly reduce the infected ticks density in every life stage and the
density of infected host 1, and also can increase the density of susceptible host 1. We
observe a sharp change in the slopes of the tick density curves when the control hits
its lower bound.
At last, we set the weight coefficient of maximizing the disease-free ticks A to be
zero, i.e., we only minimize the infected ticks, see Figures (2.10) and (2.11) for the
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Figure 2.2: Density of larvae without control




























Figure 2.3: Density of susceptible nymphs without control on log scale
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Figure 2.4: Density of infected nymphs without control on log scale


























Figure 2.5: Density of susceptible adult ticks without control on log scale
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Figure 2.6: Density of infected adult ticks without control on log scale





















Figure 2.7: Density of susceptible host 1 without control
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Figure 2.8: Density of infected host 1 without control

















Figure 2.9: Density of recovered host 1 without control
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Figure 2.10: Optimal control u








































Figure 2.11: Optimal control u: A = 0
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Figure 2.12: Density of larvae





























Figure 2.13: Density of susceptible nymphs
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Figure 2.14: Density of infected nymphs



























Figure 2.15: Density of susceptible adult ticks
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Figure 2.16: Density of infected adult ticks






















Figure 2.17: Density of susceptible host 1
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Figure 2.18: Density of infected host 1





















Figure 2.19: Density of recovered host 1
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optimal control strategy and Figures (2.20) – (2.27) for the graphs of ticks and host
1. We find in this case we need to apply more acaricide (u = 0.61) in the beginning
of the second summer with K = 500, while when A = 1, we only need u = 0.39.
Figure 2.10 is the graph of optimal control u with A = 1. We see the seasonal
pattern of applying the acaricide which is indicated by the seasonal pattern of ticks.
Also we see the dramatic changing strategy of applying the acaricide. We heavily
apply it for a short period of time in the beginning of the first summer, then apply
the minimum amount (lower bound of the optimal control) until the end of summer;
in the beginning of the second summer, we apply much less acaricide, then quickly
reduce to the lower bound. We vary K to see how the change in the cost of acaricide
affects the control u. We can see that increasing the cost will decrease the optimal
control u since it is more expensive to apply acaricide at higher cost. See Table 2.2 for
the optimal control level in the beginning and at end of every summer corresponding to
K = 500, K = 5000, K = 50000. Figure 2.12 is the graph for density of larvae. We can
see when the cost is relatively high, the larvae density is also relatively high because
it is expensive to kill the ticks. The “hump” in the first summer is due to the adults
producing new eggs emerging to larvae. See Table 2.2 for the densities in the beginning
or at the end of every summer corresponding to K = 500, K = 5000, K = 50000.
For Figures 2.13 and 2.14 we use log scale for y-axis because the differences in
densities of the nymphs between the first and second summer are large. We can see
decreasing the cost will decrease susceptible nymphs because it is cheaper to apply
control. We can see the nymphs are killed quickly due to the optimal control strategy.
And we observe the drastic change in the slopes of the density curves within each
summer when the control hits its lower bound. Figure 2.13 is for susceptible nymphs.
See Table 2.2 for the densities in the beginning and at the end of every summer
corresponding to K = 500, K = 5000, K = 50000.
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Figure 2.20: Density of larvae: A = 0

































Figure 2.21: Density of susceptible nymphs: A = 0
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Figure 2.22: Density of infected nymphs: A = 0





























Figure 2.23: Density of susceptible adult ticks: A = 0
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Figure 2.24: Density of infected adult ticks: A = 0






















Figure 2.25: Density of susceptible host 1: A = 0
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Figure 2.26: Density of infected host 1: A = 0






















Figure 2.27: Density of recovered host 1: A = 0
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For Figure 2.14, similar situations occur. As the cost of applying acaricide in-
creases, we can see higher density of infected nymphs because it is harder to remove
them. Also we see the drastic change in the densities of infected nymphs within each
summer. The infected ticks only survive for a short period of time. See Table 2.2 for
density values.
Figures 2.15 and 2.16 also use a log scale for the y-axis. Figure 2.15 is for suscep-
tible adult ticks. We can see decreasing the cost will decrease both susceptible and
infected adult ticks because it is easier to apply control. Figure 2.16 shows infected
adult ticks. We see the changing behavior of the density of adult ticks. See Table 2.2
for density values.
Figure 2.17 is for susceptible host of type 1. Notice the continuity of the host
graphs as expected from the model. We can see that decreasing the cost will increase
the susceptible host because infected nymphs and adult ticks decrease (see Hs eqn).
The graphs of infected host 1 are in Figure 2.18. We can see decreasing the cost
will decrease the infected host 1 density because we have less nymphs and adult
ticks (see H i eqn). Figure 2.19 shows the recovered host 1. We can see decreasing
cost will decrease the recovered host 1 density because the infected host 1 decreases
accordingly (see Hr eqn). See Table 2.3 for the densities corresponding to K =
500, K = 5000, K = 50000.
When A = 0, i.e., we only minimize infected ticks, we discover for K = 500, we
need to put more control efforts than in the A = 1 case in the beginning of the second
summer. From Tables 2.5, we can see the densities of ticks in every life stage decrease
more than those when A = 1.
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2.8 Conclusion
We developed the necessary conditions for an optimal control and corresponding
states and adjoints for an unusual ODE system with a hybrid feature. The specific
hybrid structure was motivated by a tick model from [29]. We successfully applied our
control results to determine optimal acaricide levels in this tick model and illustrated
our results with numerical simulations. The optimal controls and corresponding states
responded as expected to changes in the cost of acaricide, meaning higher cost coef-
ficient gave lower level of control. We found that applying the acaricide treatment
more heavily at the beginning of the first summer for a short period of time, then
quickly reducing to the lower bound, applying much less in the beginning of the
second summer then reducing to the lower bound, was optimal. This indicates the
density of ticks in every stage can be decreased dramatically after a short period of
time. And we see the drastic change in the densities of ticks in every life stage within
each summer due to the optimal control strategy.
Notice we only have host 1 (rodents) dynamics in the model. This is the first
step in understanding the interactions between the host and ticks to find the optimal
strategy to control lyme disease. Later we can include deer dynamics as well.
Our goal is to maximize disease-free ticks and minimize infected ticks considering
cost to apply the acaricide. We can thus have different values for the weight coef-
ficients for each component. In particular, we include graphs for only minimizing
infected ticks (take A = 0) which required more control efforts in the beginning of
the second summer when K = 500 and can reduce tick population more than in the
A = 1 case.
The techniques developed here can be applied to other systems with similar
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Chapter 3
Optimal Harvesting of a Semilinear
Elliptic Fishery Model
3.1 Introduction
Optimal control theory is a useful tool for fisheries management. Clark’s [22, 23]
books provide good background references in this particular field. Walters and Martell
[77] have an intensive discussion of fisheries-stock assessment and management. There
are several recent issues of Natural Resource Modeling Journal devoted to fishery
management and we call attention to the survey paper of Quinn II [38]. He traced
the development of fisheries models from 1900 to the 21st century. He pointed out
future fishery models will need to deal with habitat and spatial concerns, and one of
the key issues is to understand the effects of harvesting on the ecosystem.
Boncoeur et al. [12] used differential equations to investigate some economic con-
sequences of creating a marine reserve on both fishing and ecotourism, when the range
of controllability of fishing effort is limited and the impact of the reserve on ecosystem
is considered. They showed that creating a marine reserve has more complex eco-
nomic implications than predicted in studies focused exclusively on one stock and/or
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commercial fisheries. Their model suggested that the optimal size of the reserve is
larger when ecotourism is taken into account along with fishing activities.
Tuck and Possingham [76] used coupled spatially-explicit difference equations to
model the harvested and closed local populations of a single-species 2-patch metapop-
ulation. They consider the problem of optimally exploiting the single species local
population that is connected by dispersing larvae to an unharvested second local
population. They apply dynamic optimization techniques to determine policies for
harvesting the exploited patch by deriving an equation that implicitly defines the
optimal equilibrium escapement for the harvested stock. They also considered how a
reserve affects yield and spawning stock abundance when compared to policies that
have not recognized the spatial structure of the metapopulation. Comparisons of
harvest strategies between an exploited metapopulation with and without a harvest
refuge are also made.
Neubert [65] derived the yield-maximizing spatial harvesting strategy in a spatially
explicit model in which no reserves are imposed a priori. The model is a combination





= u(1 − u) − h(x)u, 0 < x < l,
u(0) = u(l) = 0.
Using Pontryagin’s Maximum Principle [66] with x as the underlying variable, he
showed that no-take marine reserves are always part of an optimal harvest designed
to maximize yield. Also he found that the sizes and locations of the optimal reserves
depend on a dimensionless length parameter. For small values of this parameter, the
maximum yield is obtained by placing a large reserve in the center of the habitat. For
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large values of this parameter, the optimal harvesting strategy is a spatial “chattering
control” with infinite sequences of reserves alternating with areas of intense fishing.
Such a chattering strategy would be impossible to actually implement due to the
difficulty of monitoring the reserves.
There also has been some related work done from a mathematical viewpoint using
partial differential equation (PDE). Leung and Stojanovic [51] studied the optimal
harvesting control of a biological species, whose growth is governed by the diffusive
Volterra-Lotka equation. The species concentration satisfies a steady-state equation
with no-flux (Neumann) boundary condition. The optimal control criteria is to max-
imize profit which is the difference between economic revenue and cost. They proved
existence of an optimal control with a positive lower bound and that it is charac-
terized by the solution of an elliptic optimality system. They constructed monotone
sequences converging from above and below to give upper and lower estimates for
the solutions of the optimality system. In the case where the limits of the upper and
lower iterates agree, the optimal control is uniquely determined.
Leung [50] also studied the corresponding optimal control problem for steady-
state prey-predator diffusive Volterra-Lotka systems and obtained similar results to
the single equation case [51]. The techniques are similar to some of those used here,
even though the model is not a fishery application.
Cañada et al. [64] and Montero [59] studied an optimal control problem for a
nonlinear elliptic equation of the Lotka-Volterra type with Dirichlet boundary condi-
tion. The conditions for the optimality system and uniqueness of the optimal control
depend on the eigenvalues of the Laplacian operator. Our problem is a bit simpler
with different objective functionals, and we use some of their techniques.
Shi and Kurata [47] studied a reaction-diffusion model with logistic growth and
constant effort harvesting. By minimizing an intrinsic biological energy function
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which is different from the yield, they obtained an optimal spatial harvesting strategy
which would benefit the population the most. They found out a non-harvesting zone
should be designed. On the other hand, in the zone which allows harvesting, the
effort should be put at the maximum value.
Here we analyze a harvesting problem which is an extension of that carried out by
Neubert [65] to a general domain with different objective functionals. We are seek-
ing an optimal fishery harvesting strategy modeled by a semilinear elliptic partial
differential equation of logistic type with Dirichlet boundary condition in a multidi-
mensional bounded domain. The solution u(x) represents fish density, the region Ω
is surrounded by a completely hostile habitat where the population is zero; and the
control h(x) represents the fishing effort (harvesting). The Laplacian operator ∆u
describes the movement of the fish by diffusion; the rate of change in the population
is described by logistic growth. Instead of a constant harvesting, we let the harvesting
depend on spatial location and we only harvest a percentage of the fish (less than
100%).








−∆u = ru(1 − u) − h(x)u, x ∈ Ω,
u = 0, x ∈ ∂Ω.
(3.1.1)
Here we have used dimensionless variables to simplify the equation, see [65] for details.
The domain Ω is bounded and smooth in Rn, r > 0 is the growth rate. This is a
spatially explicit model for harvesting and is the steady-state of the corresponding
semilinear evolution problem.
We consider two fishery management problems, which require different control
sets and objective functionals.
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Define control set 1
U1 = {h(x) ∈ L
2(Ω)| 0 ≤ h(x) ≤ 1 − δ};
and control set 2
U2 = {h(x) ∈ H
1
0 (Ω)| 0 ≤ h(x) ≤ 1 − δ},
where δ > 0 is small.







(B1 +B2h)h dx, h ∈ U1, (3.1.2)
which represents the difference between the yield and cost, where B1, B2 are non-
negative. Term B1 is the cost per unit of effort when the level of effort is small and
B2 term represents the rate at which the wages paid rises as more labor is employed
(due to scarcity of labor), and u = u(h) is the solution of (3.1.1) with control h ∈ U1
(we explicitly show the dependence of u on h and space is still the underlying variable).





The first objective functional generalizes Neubert’s work [65] to treat two and three
spatial dimensions, we can take B1 = B2 = 0 in our analysis to get an optimal
control characterization for his objective functional. But we can include the cost of
the harvesting effort by considering nonzero B1, B2. This first functional is similar to
Montero’s [64] when B1 = 0.
In Section 3.7, we want to maximize the yield while minimizing the variation of
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|∇h|2 dx, h ∈ U2, (3.1.5)
where A > 0 is a constant, and u = u(h) is the solution of (3.1.1) with control




is equivalent to H10 norm. This second objective functional seeks to minimize the
variation in the control to eliminate the possibility of “chattering” harvest strategies
like in Neubert’s work [65].
In Section 3.2 we give conditions for unique positive solutions to the state prob-
lem. In Section 3.3, we prove the existence of an optimal control. In Section 3.4,
necessary conditions for an optimal control are obtained, and in particular the opti-
mality system is deduced. In Section 3.5, we prove the uniqueness of the optimality
system. Note that in [50, 59, 64], there were no numerical examples to illustrate the
results. In Section 3.6, numerical examples are given to solve the nonlinear optimality
system for dimensions 1 and 2. In Section 3.7, we give the corresponding theoretical
results for J2(h), and it turns out the optimal control is characterized by a variational
inequality instead of the usual algebraic characterization. In Section 3.7.4, we ex-
plain the numerical methods to solve the variational inequality within the optimality
system, and it is equivalent to solving a minimization problem for the update of the
optimal control in each iteration of the solution to the optimality system. We then
give some numerical examples in this case. Finally we give some conclusions.
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3.2 Existence and Uniqueness of a Positive Solu-
tion to the State Equation
We say a function u(x) ∈ H10 (Ω) is a weak solution to (3.1.1) if
∫
Ω




ru(1 − u) − h(x)u
)
v dx, ∀v ∈ H10 (Ω). (3.2.1)
Using the extension of the maximum principle to weak solutions [37], we can show
0 ≤ u(x) ≤ 1.
Clearly u = 0 is a solution for (3.1.1), but for a fishery problem we need to have
a unique positive solution under certain conditions.
We present some results from [64] to guarantee existence of positive state solutions.
For a function q ∈ L∞(Ω), we define σ1(q) to be the principal eigenvalue of the
eigenvalue problem
−∆u(x) + q(x)u(x) = σu(x), x ∈ Ω;
u(x) = 0, x ∈ ∂Ω.
(3.2.2)
















It is known that the algebraic multiplicity of σ1(q) is equal to one and the associated
eigenfunction is positive.
We obtain the following properties for σ1(q) and we will refer to them in the
following proofs.
1. σ1(q) is increasing with respect to q, i.e. if q1 ≤ q2, then σ1(q1) ≤ σ1(q2);
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2. σ1(q) is continuous with respect to q ∈ L
∞(Ω);










Properties 1 and 2 follow from the definition of σ1(q). We present a proof of property
3: If 0 < c ≤
σ1(q)
σ1(q) + ||q||∞



















By rearranging the above inequality, we have property 3.
Note if there exist two positive constants M and µ, such that
||q||∞ ≤M, σ1(q) ≥ µ,










By [8], the nontrivial solution u to equation (3.1.1) is unique and strictly positive
if and only if σ1(−r + h) < 0 and u ≡ 0 if and only if σ1(−r + h) ≥ 0.
We take u = u(h) to be the maximum non-negative solution of (3.1.1). If for some
h ∈ U, σ1(−r + h) < 0, u = u(h) > 0 in Ω. If σ1(−r + h) ≥ 0 for some h ∈ U, then
u = u(h) ≡ 0. Here we explicitly show the dependence of the states on the controls
and we note that space is still the underlying variable.
Note Cantrell and Cosner [17] and Shivaji and Shi [72] studied a general class
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of semilinear equations and found that the existence and uniqueness of the positive
solutions depend on the principal eigenvalue of the corresponding linear operator.
3.3 Existence of an Optimal Control for J1
First we prove the existence of an optimal control for our first objective functional.
Theorem 3.3.1. There exists an optimal control h∗ ∈ U1 maximizing the objective
functional J1(h).
Proof. Since 0 ≤ h(x) ≤ 1 − δ and 0 ≤ u(x) ≤ 1, we have J1(h) ≤ meas(Ω), and we







First we get an a priori estimate for u. Let un = u(hn), and take v = un as the
test function in (3.2.1), we have
∫
Ω










r(un)2 dx ≤ C0,
since 0 < un ≤ 1 and hn ∈ U1. So we have
||un||H1
0
(Ω) ≤ C1. (3.3.3)
Then there exists u∗ in H10 (Ω) such that on a subsequence, u
n ⇀ u∗ weakly in H10 (Ω).
Since H10 (Ω) ⊂⊂ L
2(Ω), we obtain
un −→ u∗ strongly in L2(Ω).
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And there is a subsequence {unk}, s.t. unk converges to u
∗ almost uniformly [26], so
0 ≤ u∗ ≤ 1a.e..
Notice the sequence {hn} in U1 is uniformly bounded in L
2(Ω), so on an appro-
priate subsequence,
hn ⇀ h∗ weakly in L2(Ω).








run(1 − un) − hnun
)
v dx, ∀v ∈ H10 (Ω). (3.3.4)
Since un → u∗ strongly in L2(Ω), which implies
∫
Ω





















































































































































· ∇v dx −→ 0, (3.3.8)
since un ⇀ u∗ weakly in H10 (Ω) implies ∇u
n ⇀ ∇u∗ weakly in L2(Ω). Then passing
to the limit in (3.3.4), we have u∗ = u(h∗).










































∗)h∗ dx = J1(h
∗).
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where we used (3.3.7) and lower semicontinuity of the cost functional with respect to
weak L2 convergence. We have thus verified (3.3.9).
3.4 Derivation of the Optimality System for J1
In order to characterize the optimal control, we need to differentiate the objective
functional with respect to the control h. Since u = u(h) is involved in J1(h) (and
J2(h)), we first must prove appropriate differentiability of the mapping h −→ u(h)
whose derivative is called the sensitivity. We have two methods to obtain the sen-
sitivity result. Assuming for h ∈ U1, σ1(−r + h) < 0, in dimensions n = 1, 2, 3, we
use the Implicit Function Theorem [17] to obtain the differentiability result; for any
arbitrary dimension n, we use an a priori estimate approach.
Lemma 3.4.1. (Sensitivity, n = 1, 2, 3)
For h0 ∈ U1, σ1(−r + h0) < 0, dimension n = 1, 2, 3, the mapping h ∈ U1 −→ u(h)
is differentiable at h0 in the following sense: there exists ψ ∈ H
1
0 (Ω), such that
u(h0 + lǫ) − u(h0)
ǫ
⇀ ψ weakly in H10 (Ω) as ǫ→ 0,
for h0 + ǫl ∈ U1, l ∈ L








−∆ψ = rψ(1 − 2u) − h0(x)ψ − lu, x ∈ Ω,
ψ = 0, x ∈ ∂Ω.
(3.4.1)
Proof. In the following proof, we use ideas from Cantrell and Cosner [17], Chapter 3.
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−∆u+ (−r + h)u+ ru2 = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω.
(3.4.2)





F (h, u) = −∆u+ (−r + h)u+ ru2,
then solutions to (3.4.2) are characterized by F (h, u) = 0. In the map F, we need



















2 (Ω̄) ⊂⊂ C1,θ(Ω̄), 0 < θ < 1
2
, n = 1;
H2(Ω) ⊂ C0,δ(Ω̄), δ ∈ (0, 1), n = 2;
H2(Ω) ⊂ C0,
1
2 (Ω̄) ⊂⊂ C0,θ(Ω̄), 0 < θ < 1
2
, n = 3.
(3.4.3)
Since Hölder’s continuity implies continuity, then when u ∈ H2(Ω), for n = 1, 2, 3,
H2(Ω) ⊂ C(Ω̄), which gives u ∈ L∞(Ω) and H2(Ω) ⊂ L4(Ω).



















∣ − ∆u+ (−r + h)u+ ru2 −
(

























































From Section 3.2, if σ1(−r + h0) < 0 for h0 ∈ U1, then there exists u0 ∈ H
2(Ω) ∩
H10 (Ω), s.t. u0 > 0 and F (h0, u0) = 0. By the Implicit Function Theorem [17], if
Fu(h0, u0) has a continuous inverse, then for (h, u) close to (h0, u0) there exists a
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unique u = u(h) s.t. F (h, u(h)) = 0 and u is differentiable with respect to h(x).
First we calculate Fu in the direction of v:
lim
ǫ→0










− ∆u+ (−r + h)u+ ru2
]
ǫ
= − ∆v + (−r + h)v + 2ruv,
this holds in the weak L2 sense.








−∆v + (−r + h0 + 2ru0)v = q(x), x ∈ Ω,
v = 0, x ∈ ∂Ω,
(3.4.5)
uniquely for any q(x) ∈ L2(Ω̄).
Next we will show that 0 is not an eigenvalue of Lψ = σψ, where Lv = −∆v +
(−r+h0 + 2ru0)v, then from the Fredholm alternative Lv− 0 · v = q(x) has a unique
solution in H2(Ω) ∩H10 (Ω) for q(x) ∈ L
2(Ω̄) [17].








−∆u0 + (−r + h0 + ru0)u0 = 0, x ∈ Ω,
u0 = 0, x ∈ ∂Ω,
(3.4.6)








−∆ψ + (−r + h0 + ru0)ψ = σψ, x ∈ Ω,
ψ = 0, x ∈ ∂Ω,
(3.4.7)
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with σ = 0. So that σ = 0 is an eigenvalue of (3.4.7) and since u0 > 0 in Ω, it must be








−∆ψ + (−r + h0 + 2ru0)ψ = σψ, x ∈ Ω,
ψ = 0, x ∈ ∂Ω,
(3.4.8)
has a principal eigenvalue σ1(−r + h0 + 2ru0) with
σ1(−r + h0 + 2ru0) > σ1(−r + h0 + ru0) = 0,
because −r + h0 + 2ru0 > −r + h0 + ru0 and using the monotonocity of σ1(q). Since
σ1(−r + h0 + 2ru0) is the smallest eigenvalue of (3.4.8), 0 cannot be an eigenvalue
for (3.4.8); hence 0 is not an eigenvalue of L. So (3.4.5) has a unique solution v(x)
for each q(x) ∈ L2(Ω̄), i.e., we can invert Fu(h0, u0). Standard a priori estimates for
elliptic equations [24] imply that the mapping from q(x) to v(x) is continuous as a
mapping from L2(Ω) into H10 (Ω) which says Fu(h0, u0) has a continuous inverse. This
completes the proof.
After we get the differentiability of u with respect to h, we can derive equation
(3.4.1) easily (which is illustrated in the following lemma).
We can prove the sensitivity result for any dimension n using an a priori estimate
approach.
Lemma 3.4.2. (Sensitivity, any n) Assume for h0 ∈ U, σ1(−r + h0) < 0, the
mapping h ∈ U1 −→ u(h) is differentiable at h0 in the following sense: there exists
ψ ∈ H10 (Ω), such that
u(h0 + lǫ) − u(h0)
ǫ
⇀ ψ weakly in H10 (Ω) as ǫ→ 0,
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where h0 + ǫl ∈ U1, l ∈ L








−∆ψ = rψ(1 − 2u) − h0(x)ψ − lu, x ∈ Ω,
ψ = 0, x ∈ ∂Ω.
(3.4.9)
Proof. Define uǫ = u(h+ lǫ), using (3.1.1), we have
−∆uǫ = ruǫ(1 − uǫ) − (h(x) + ǫl)uǫ, (3.4.10)














Multiplying both sides by
uǫ − u
ǫ






































































Using (3.1.1), i.e. −∆u + (−r + h + ru)u = 0, we have σ1(−r + h + ru) = 0. Let ǫ1
sufficiently small, such that for |ǫ| < ǫ1, by the continuity of σ1(q), σ1(−r + h) < 0
implies σ1(−r + h+ ǫ1||l||∞) < 0, so there exists uǫ1 > 0, with uǫ1 = u(h+ ǫ1||l||∞),
σ1(−r + h+ r(uǫ1 + u)) > σ1(−r + h+ ru) = 0.
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Since u is decreasing with respect to h, we have uǫ ≥ uǫ1 . By the monotonicity of
σ1(q), we obtain
σ1(−r + h+ r(u
ǫ + u)) ≥ σ1(−r + h+ r(uǫ1 + u)) > 0.


























































































































and there exists ψ ∈ H10 (Ω) with the desired weak convergence of the quotients to ψ.

































⇀ ψ weakly in H10 (Ω), 0 ≤ h(x) ≤ 1 − δ, 0 ≤ u
ǫ, u ≤ 1 and uǫ → u
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luφ dx,∀φ ∈ H10 (Ω), (3.4.16)
i.e., ψ satisfies (3.4.9).
Remark: Note that the sensitivity result depends only on the PDE and the boundary
condition and not on the objective functional. Hence Lemmas 3.4.1 and 3.4.2 can be
applied in both control problems.
Now we are ready to characterize the optimal control, by deriving the optimality
system through differentiating J1(h) with respect to h at an optimal control.
Theorem 3.4.3. Assume B2 > 0, and for an optimal control h in U1, σ1(−r+h) < 0,








−∆p− r(1 − 2u)p+ hp = h, x ∈ Ω,






}, 1 − δ}.
Proof. Suppose h(x) is an optimal control. Let l ∈ L∞(Ω) such that h + ǫl ∈ U1 for
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ǫ > 0. The derivative of J1(h) with respect to h in the direction of l satisfies
0 ≥ lim
ǫ→0+





























































Since σ1(−r + h + 2ru) > 0, 0 is not an eigenvalue of Lψ = σψ, where Lv =
−∆v+(−r+h(x)+2ru)v, from Fredholm alternative, Lv−0 · v = h(x) has a unique
solution in H2(Ω)∩H10 (Ω) for h(x) ∈ L
2(Ω̄). Then choosing v(x) = p(x), we have the
existence and uniqueness of the adjoint.






















































− p u+ u−B1 − 2B2h
)
dx.
Then on the set 0 < h < 1− δ, we choose variation l with support on this set and
l to be any sign, which gives −pu+ u− B1 − 2B2h = 0. On the set where h = 0, we
choose l ≥ 0, which implies −pu+ u−B1 − 2B2h ≤ 0. Similarly where h = 1− δ, we
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choose l ≤ 0, which implies −pu+ u−B1 − 2B2h ≥ 0.




}, 1 − δ}. (3.4.21)
Next, we give the generalization of Neubert’s result [65] (for maximizing the yield
only) to multi-dimensions.

















0, if p > 1;
1 − δ, if p < 1;
r
2
, if p = 1.
(3.4.22)
Proof. The proof in Theorem 3.4.3 is valid for B2 = 0 except when we solve for h in




l(1 − p)u dx,
which is Neubert’s [65] case.
On the set where p < 1, then variation l ≤ 0, so h = 1 − δ. Where p > 1, then
variation l ≥ 0, so h = 0. Where p = 1, using (3.4.17), we get u =
1
2
, and then using
(3.1.1), we get h =
r
2
. This gives the same result as Neubert’s with r = 1.
97
3.5 Uniqueness of Optimality System I
In the case B2 > 0, the state equation (3.1.1) and the adjoint equation (3.4.17)
together with the characterization of the optimal control (3.4.21) is called optimality
































−∆u = ru(1 − u) − h(x)u, x ∈ Ω,
u = 0, x ∈ ∂Ω;
−∆p− r(1 − 2u)p+ hp = h, x ∈ Ω,




}, 1 − δ}.
(3.5.1)
We know that the solutions of the optimality system exist by Theorems 3.3.1 and 3.4.3.
We now prove that the solutions of (OS1) are unique, which gives a characterization
of the unique optimal control in terms of the unique solutions of (OS1).
To prove the uniqueness of the solutions to (OS1), we need a bound of the adjoint
p in L∞(Ω) depending on B2.
Lemma 3.5.1. For B2 6= 0, given u, p, h solving (3.5.1) with u positive in Ω, for





where C doesn’t depend on B2.
Proof. Since u > 0, using the monotonocity of σ1(q), we have σ1(−r + h + 2ru) >
σ1(−r + h + ru) = 0. Then by property 3 of σ1(q) and using weak formulation of
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By standard elliptic regularity and using the adjoint equation in (3.5.1), if ∂Ω ∈
C1,
||p||H2(Ω) ≤ C4||(r − h− 2ru)p+ h||L2(Ω) ≤ C5, (3.5.5)
where C4 only depends on Ω and dimension n and C5 only depends on r, Cp, c2,Ω, n.











































. From (3.4.3), we have
||p||L∞(Ω) ≤ C0||p||H2(Ω), (3.5.9)
where C0 only depends on Ω and dimension n. Using a refinement of (3.5.5) with B2





where C8 doesn’t depend on B2, only depends on Ω, n, r, Cp, c2.
Theorem 3.5.2. If B2 is sufficiently large, then solutions of the optimality system I
(OS1) with positive u components are unique.
Proof. Suppose u, p, h and ū, p̄, h̄ are two solutions of (OS1). From (3.4.21), we have



























|(1 − p)(u− ū)| + |p− p̄|
)
.
Using weak formulation of (3.1.1) with v ∈ H10 (Ω), we have
∫
Ω
∇u · ∇v dx−
∫
Ω
ru(1 − u)v dx+
∫
Ω





∇ū · ∇v dx−
∫
Ω
rū(1 − ū)v dx+
∫
Ω
h̄(x)ūv dx = 0; (3.5.13)




∇p · ∇w − r(1 − 2u)pw + hpw − hw
)





∇p̄ · ∇w − r(1 − 2ū)p̄w + h̄p̄w − h̄w
)
dx = 0. (3.5.15)
Subtracting (3.5.13) from (3.5.12), choosing v = u − ū and using hu − h̄ū =













(u− ū)2h+ ū(u− ū)(h− h̄) dx = 0,
(3.5.16)
subtracting (3.5.15) from (3.5.14), choosing w = p− p̄ and using up− ūp̄ = (u− ū)p+
















(h− h̄)p(p− p̄) + h̄(p− p̄)2 dx−
∫
Ω
(h− h̄)(p− p̄) dx = 0.
(3.5.17)
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−ū(u− ū)(h− h̄) dx−
∫
Ω




(h− h̄)p(p− p̄) dx+
∫
Ω
(h− h̄)(p− p̄) dx.
(3.5.18)
Since u, ū > 0, and u, ū satisfy the state equation in (3.5.1), we have
σ1(−r + h+ r(u+ ū)) > σ1(−r + h+ ru) = 0,
σ1(−r + h̄+ 2ūr) > σ1(−r + h̄+ rū) = 0.











































































































































































we obtain u = ū, p = p̄, h = h̄, i.e., we have the uniqueness of OS1, which implies the
uniqueness of the optimal control.
3.6 Numerical Examples for J1
We solve the Optimality System I (3.5.1) numerically by the following iteration
method which is implemented using MATLAB:
1. Initialization: Choose initial guesses for fish density u0 and harvesting h0.
2. Discretization: Use the Finite Difference Method to discretize state and ad-
joint equations to nonlinear algebraic systems.
3. Iteration: hn is known
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(a) Solve discretized (3.1.1) for state u: we keep the discretized Laplacian
term on the left, put the nonlinear terms to the right, then we have a
linear system to solve in which the corresponding matrix is tridiagonal for
1-D case and block tridiagonal for 2-D case.
(b) Solve discretized (3.4.17) for adjoint p: the resulting matrix of the corre-
sponding linear system is also tridiagonal for 1-D case and block tridiagonal
for 2-D case.
(c) Update the control by entering new fish density and adjoint values into
the characterization of optimal control (3.4.21).
4. Repeat step 3 if a stopping criterion is not satisfied.
We make a few remarks about the algorithm [49]. A central difference scheme is
used to discretize the Laplacian operator. A convex combination between the previous
control values and values given by the current characterization is used in updating h.
This helps to speed up convergence.
Many types of convergence tests exist for Step 3. We require the following relative




where τ is the accepted tolerance, h is the vector of estimated values of the control
during the current iteration and hold is the vector of estimated values from the previous
iteration. In order to allow h = 0, our convergence criterion is rearranged as
τ ||h|| − ||h− hold|| ≥ 0.
We take τ = 0.001 in the 1-D case and 0.01 in the 2-D case and require that the state
u also satisfies the above criterion.
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For the 1-D case, the interval length is 5, step size is 0.01, the matrix size in each
iteration for solving state and adjoint is 500 ∗ 500; in the 2-D case, the domain is
(0, 2.5) × (0, 2.5) or (0, 3) × (0, 3), step size is 0.05 (we also did 0.02, but when we
reduce to 0.01, Matlab shows “out of memory”), the corresponding matrix size is
2500 ∗ 2500 or 3600 ∗ 3600.















2 −1 0 · · · · · ·
−1 2 −1 0 · · ·
...
. . . . . . . . .
...
... 0 −1 2 −1





























di −1 · · · · · ·
−1 di −1 0 · · ·
...
. . . . . . . . .
...
... 0 −1 di −1














where di = 2 − ∆x
2(r(1 − 2ui) − hi), u = {ui}
N
i=1 is the discretized state function
and h = {hi}
N
i=1 is the discretized control function, ∆x is the step size. Notice this
tridiagnal matrix may be singular for certain values of u, h, r.
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We denote Au2 as the matrix needed to solve the state in the 2-D case, which is














A −I 0 · · · · · ·
−I A −I 0 · · ·
...
. . . . . . . . .
...
... 0 −I A −I




























4 −1 0 · · · · · ·
−1 4 −1 0 · · ·
...
. . . . . . . . .
...
... 0 −1 4 −1














The corresponding matrix for the adjoint in the 2-D case is replacing 4 in the main
diagonal of each A as Di = 4 − ∆x
2(r(1 − 2ui) − hi).
Next we give some numerical examples to illustrate the results. We vary values
for B1 and B2 to see how they affect the corresponding fish density and optimal
harvesting. In Figures 3.1–3.4, we set r = 1, δ = 0.01.
First we set B1 = 0.1 and vary B2 to see how the change in labor cost will
affect the fish density and harvesting strategy. We choose B2 = 0.5, 1.25, 2.5, 5, 10.
In Figures 3.1 and 3.2, we see that when labor cost increases, i.e. B2 increases, we
harvest less and the corresponding fish density is increasing. In this scenario, we
harvest more on the center of the habitat where the fish density is high.
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Figure 3.1: Fish density u: B1 = 0.1, vary B2









































 = 0.5B1 = 0.1
Figure 3.2: Optimal harvesting h: B1 = 0.1, vary B2
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 = 0.01B1 = 0
Figure 3.3: Fish density: B1 = 0, B2 small







































Figure 3.4: Optimal harvesting: B1 = 0, B2 small
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Then we set B1 = 0, but choose very small values for B2 so that we can compare
to Neubert’s results [65]. In Figures 3.3 and 3.4, we let B = 0.1, 0.05, 0.01 and see
the tendency toward a reserve in the middle of the region, and this result is similar
to Neubert’s result in [65] when the length parameter l = 5. In this case, the cost of
control is very low, which gives different results from the case when B2 is larger.
Next we illustrate the case of 2 dimensional space. In Figures 3.5–3.14, r = 5, δ =
0.01. We take the domain to be (0, 2.5)×(0, 2.5). In Figures 3.11 and 3.12, the domain
is (0, 3) × (0, 3) to see how the change in domain size affects the fish density.
We set B1 = 0 and B2 = 1 in Figures 3.5 and 3.6, they are graphs for fish
density and optimal harvesting respectively. Then we still set B1 = 0 and choose
B2 = 5 in Figures 3.7 and 3.8. We can see from Figures 3.6 and 3.8, as B2 increases,
optimal harvesting is decreasing as in the 1-D case, and in Figures 3.5 and 3.7, the
corresponding fish density is slightly increased.
Next we take B1 = 0.1, B2 = 1. Comparing Figures 3.10 with 3.6, we can see
B1 decreases the optimal harvesting, which can be seen from (3.4.21): when the fish
density is too low, we use the cut-off function in (3.4.21) to force the harvesting to
be 0. The corresponding fish densities in Figures 3.5 and 3.9 don’t change much for
B1 = 0 and B1 = 0.1.
In Figures 3.5 and 3.11, we have the same parameter values except the domain
size. We can see as domain size increases, so does fish density. And in Figures 3.6 and
3.12, this is also true for optimal harvesting. We calculated the J1 value in each case,
giving 6.22 and 1.78 for larger and smaller domain respectively. Montero [60] studied
a control problem of a biological growing species whose growth rate is confined to a
bounded domain and is modeled by a logistic elliptic equation with Dirichlet boundary
condition and a payoff-cost functional of quadratic type. He showed mathematically
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Figure 3.14: Optimal harvesting: small B2
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verified it numerically.
In Figures 3.13 and 3.14, we set B1 = 0 and choose B2 = 0.05. We can observe a
similar situation as in the 1-D case in that there tends to be a reserve in the center
of the region.
3.7 Second Objective Functional
In this section, we will deal with the second objective functional (3.1.5). We will
show the existence of an optimal control, derive the characterization of an optimal
control and prove the uniqueness. Finally we will give some numerical examples.
3.7.1 Existence of an Optimal Control for J2
Theorem 3.7.1. There exists an optimal control h∗ ∈ U2 maximizing the objective
functional J2(h).
Proof. The proof is similar to Theorem 3.3.1, and we still will use a maximizing
sequence argument. But in addition to get an H10 a priori estimate for u, we also
need an H10 estimate for h ∈ U2.













hnun − A|∇hn|2 dx.
Notice the L∞ bounds on the states and the controls give
∫
Ω










As before, we have the convergences of {un}, {hn} and the limits satisfy u∗ =





































A|∇h∗|2 dx = J2(h
∗).
where we used (3.1.5) and lower semicontinuity of ∇hn in L2 norm with respect to
weak convergence.
3.7.2 Derivation of Optimality System for J2
We provide a similar analysis for the sensitivity and adjoint equation. Since the
sensitivity equation does not depend on the form of the objective functional, Lemmas
3.4.1 and 3.4.2 are valid for this problem. The nonhomogeneous term of the adjoint
only depends on the dependence of the objective functional on the state, which is the
same dependence in J1 and J2. But we have different characterizations for optimal
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control h ∈ U2.
To clarify the characterization of our optimal control in U2, we make the following
definition involving a variational inequality with upper and lower obstacles [21, 45].
Definition 3.7.2. A function h ∈ U2 is a weak solution of the following variational
inequality (VI)
min{max(pu− u− 2A∆h, h− (1 − δ)), h− 0} = 0,
if for all v0 ∈ U2,
∫
Ω
2A∇h · ∇(v0 − h) + (pu− u)(v0 − h) dx ≥ 0. (3.7.3)
Now we derive the characterization of an optimal control using this VI.
Theorem 3.7.3. For an optimal control h in U2, σ1(−r + h) < 0, there exists a








−∆p− r(1 − 2u)p+ hp = h, x ∈ Ω,
p = 0, x ∈ ∂Ω,
(3.7.4)
Furthermore h(x) satisfies the following variational inequality (VI)
min{max(pu− u− 2A∆h, h− (1 − δ)), h− 0} = 0. (3.7.5)
Proof. Suppose h(x) is an optimal control. Let l ∈ H10 (Ω) such that h + ǫl ∈ U2 for
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small ǫ > 0. The derivative of J2(h) with respect to h in the direction of l satisfies
0 ≥ lim
ǫ→0+
















































∇h · ∇l dx,
where ψ is the sensitivity from Lemma 3.4.1 or 3.4.2.
Since σ1(−r+ h+ 2ru) > 0, we have the existence and uniqueness of the adjoint.




























∇h · ∇l dx.
















− pu+ u+ 2A∆h
)
dx.
On the set where h = 0, we choose variation l with support on this set and l ≥ 0,
which implies that pu − u − 2A∆h ≥ 0 in an appropriate weak H1 sense. Where
0 < h < 1 − δ, we can take l to have arbitrary sign, i.e. pu − u − 2A∆h = 0 a.e.
Where h = 1 − δ, the variation l ≤ 0 implies pu− u− 2A∆h ≤ 0.
The characterization of h can be written in the compact form as
min{max(pu− u− 2A∆h, h− (1 − δ)), h− 0} = 0, (3.7.9)
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which is interpreted as the weak solution to the VI given in Definition (3.7.2).
The state equation (3.1.1), adjoint equation (3.7.4) together with the character-

































−∆u = ru(1 − u) − h(x)u, x ∈ Ω,
u = 0, x ∈ ∂Ω;
−∆p− r(1 − 2u)p+ hp = h, x ∈ Ω,
p = 0, x ∈ ∂Ω;
min{max(pu− u− 2A∆h, h− (1 − δ)), h− 0} = 0.
(3.7.10)
The weak solutions of (OS2) exist by Theorems 3.7.1 and 3.7.3.
3.7.3 Uniqueness of Optimality System for J2
The adjoint equation (3.7.4) is the same as (3.4.17), so p is L∞ bounded. Due to
VI characterization of an optimal control, the estimate of the L∞ norm of p in terms
of A is more delicate than the estimate in Lemma 3.5.1.
Lemma 3.7.4. Given u, p, h solving (3.7.10) with u positive in Ω, for n = 1, 2, 3,





where C doesn’t depend on A.
Proof. For h ∈ U2, the RHS of adjoint equation in (3.7.10) is in H
1
0 (Ω), by a standard
elliptic regularity result [24], p ∈ H3(Ω) ⊂ H2(Ω). From (3.4.3), adjoint p is L∞
bounded and satisfies (3.5.9).
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From (3.5.4), we have an L2 estimate on p independent of A,
∫
Ω
p2 dx ≤ C3. (3.7.12)
Now we use a L2 estimate on h to refine our L2 estimate of p, which will be used to
obtain an estimate of ||p||L∞ in terms of A.
From standard approximation of a variational inequality by a semilinear approx-





















where C is independent of A since the L∞ norm of u and the L2 norm of p are

































Since h ∈ H10 (Ω), we get p ∈ H



























2 (Ω̄) ⊂⊂ C2,θ(Ω̄), 0 < θ < 1
2
, n = 1;
H3(Ω) ⊂ C1,δ(Ω̄), δ ∈ (0, 1), n = 2;
H3(Ω) ⊂ C1,
1
2 (Ω̄) ⊂⊂ C1,θ(Ω̄), 0 < θ < 1
2
, n = 3.
(3.7.19)
we have




Theorem 3.7.5. If A is sufficiently large, the dimension n = 1, 2, 3, then the solutions
of the optimality system (OS2) with positive u component are unique.
Proof. Suppose u, p, h and ū, p̄, h̄ are two solutions of (OS2). In (3.7.3), choosing
v0 = h̄, we have
∫
Ω
2A∇h · ∇(h̄− h) + (pu− u)(h̄− h) dx ≥ 0. (3.7.21)
In (3.7.3), replacing h by h̄ and choosing v0 = h, we get
∫
Ω
2A∇h̄ · ∇(h− h̄) + (p̄ū− ū)(h− h̄) dx ≥ 0. (3.7.22)














(p− p̄)ū+ p(u− ū)
]
(h− h̄) dx ≤
∫
Ω
(u− ū)(h− h̄) dx. (3.7.23)























−ū(u− ū)(h− h̄) dx−
∫
Ω




(h− h̄)p(p− p̄) dx+
∫
Ω




(p− p̄)ū(h− h̄) dx−
∫
Ω
p(u− ū)(h− h̄) dx+
∫
Ω
(u− ū)(h− h̄) dx.
(3.7.24)
Since u, ū > 0, and u, ū satisfy state equation in (3.7.10), we have
σ1(−r + h+ r(u+ ū)) > σ1(−r + h+ ru) = 0,
σ1(−r + h̄+ 2ūr) > σ1(−r + h̄+ rū) = 0.





































































































































































If we choose ǫ =
c3
4Cp
and A sufficiently large, such that
c3 > (2r + 1)
C5Cp
A2







then we have u = ū, p = p̄, h = h̄, i.e., we have the uniqueness of OS2, which implies
the uniqueness of the optimal control.
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3.7.4 Numerical Examples for J2
We need to solve the optimality system II (3.7.10) numerically.
The variational inequality characterization of the optimal control is equivalent to










(u− pu)h dx, h ∈ H10 (Ω). (3.7.27)
In the following, we set A1 = 2A and f = u−pu. We solve (3.7.10) by an iterative
method which is implemented using MATLAB:
• Initialization: Choose initial guesses for fish density u0 and harvest h0;
• Iteration: hn is known.
1. Solve the state equation in (3.7.10) for u,
2. Solve the adjoint equation in (3.7.10) for p,
3. Update the control by entering new fish density and adjoint values into
the characterization of optimal control in (3.7.10);
• Repeat step 3 if a stopping criterion is not satisfied.
The discretization of the system is done via the finite difference method with respect
to the space variables. A central difference scheme is used to discretize the Laplacian
operator. A convex combination between the previous control values and values
given by the current characterization is used in updating h. This helps to speed up
convergence.
To solve the variational inequality in (3.7.10), we discretize the energy functional
(3.7.27) with the trapezoidal integration rule and use the steepest descent method to
solve it. Indeed the functional is quadratic and constraints are bounded constraints.
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XTMX − F TX, 0 ≤ Xi ≤ 1 − δ, i = 1, · · · , N, (3.7.28)
where X = {h(xi)}
N
i=1 is the discretized control function, X
T denotes the transpose of

















2 −1 0 · · · · · ·
−1 2 −1 0 · · ·
...
. . . . . . . . .
...
... 0 −1 2 −1














We give numerical examples for 1-D case, the interval length is 5, step size is 0.05,
the matrix size in each iteration for solving state and adjoint is 100 ∗ 100, to update
the optimal control in each iteration, we need to solve a 100 dimensional minimization
problem.
In Figures 3.15 and 3.16, we vary A = 1, 2.5, 5, 10, and set r = 1, δ = 0.01. We
observe that increasing the variation in fishing effort will reduce optimal harvesting,
and the corresponding fish density is increasing.
In Figures 3.17 and 3.18, we choose small A = 0.1, 0.05, 0.01, and set r = 1, δ =
0.01. We can see simialr scenarios as J1(h) when B2 is small. Again there will be a
reserve in the center of the habitat for optimal harvesting.
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Figure 3.15: Fish density: vary A






























Figure 3.16: Optimal harvesting: vary A
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Figure 3.17: Fish density: small A
































Figure 3.18: Optimal harvesting: small A
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3.8 Conclusion
We find out in the long run,
• If we want to maximize yield and minimize cost (J1), then increasing B2 or B1
will decrease optimal harvesting;
• If we only want to maximize yield, then a reserve is part of the optimal har-
vesting strategy;
• For J1, the optimal benefit increases when domain size increases;
• If we want to maximize yield and minimize variation in fishing effort, then
increasing A will reduce optimal harvesting.
Our results also illustrate how to incorporate “low variation” together with a goal
of maximizing the yield. As the cost of implementing the control, we used an H1 norm
to minimize the variation in the fishing effort. This type of objective functional and
control set leads to a variational inequality as the control characterization instead
of the usual algebraic characterization. In both cases we completely characterized
the optimal control in terms of the optimality system and implemented an iterative
numerical scheme to illustrate the optimal harvesting strategy.
Although the two objective functionals are equivalent, we need totally different
methods to do analysis. The time dependent problem can be tackled in the future
and we will not have the nonuniqueness of the positive state solution.
Numerically we cannot get convergence for larger domain size, so we didn’t get
any “chattering” control strategy. Also notice the main diagonal of the tridiagonal
or block tridiagonal matrices consists of the growth rate r, state and control values,
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