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In recent years, the significant impact of disasters on human life has drawn a great
deal of research attention on disaster responses. In this thesis, we focus on Post-
Disaster Communication Networks (PDCNs), which are deployed in disaster a↵ected
areas where the network infrastructure can be damaged or even destroyed. We
particularly focus on the PDCNs based on Portable Resource Units (PRUs) in order
to provide an agile system that can be promptly deployed in disaster areas. There
are many challenges for designing PDCNs based on PRUs that we need to address.
For instance, after a disaster occurs, the demand from users is likely to be very
high because everyone wants to use network services to confirm the safety of family
members and friends. At the same time, the infrastructure is damaged/destroyed
while the facilities carried by the PRUs are limited. Therefore, we need to focus
on e ciency inside the system in order to provide as high performance as possible,
especially in terms of throughput and delay. Furthermore, due to the variety of
post-disaster scenarios, we need to make the PDCNs adapt to di↵erent situations
and utilize the remaining resources e↵ectively.
In order to address the above-mentioned challenges, we aim at improving the
throughput and delay of PDCNs based on PRUs in three di↵erent aspects: e -
ciency, adaptiveness, and application. For each aspect, we provide the possible
extensions as follows. Regarding the e ciency, we propose a method that considers
both spectrum and energy constraints and aims to maximize the utilization of these
resources. The proposal consists of two phases, namely, topology formation and
transmission division. The topology formation phase constructs a topology com-
posed of Access Points (APs) and links that belong to the top k spectrum-e cient
disjoint paths. The resulting topology is used by the transmission division phase to
split the transmissions from APs to the PRU. Through analysis, we prove that there
i
exists a value of k such that the spectrum-energy e ciency of a given topology is
maximized. Our experimental results also confirm these analytical findings.
Regarding the adaptiveness, we propose two topology control methods for di↵er-
ent deployment scales of PDCNs. On one hand, for a small scale PDCN based on a
single PRU, we suggest the use of cooperative communications and propose a topol-
ogy control cooperative method that optimally decides the number of cooperative
agents in order to maximize the throughput gain while guaranteeing a reasonable
computational time. We provide an analysis of the e↵ect of k on the throughput
gain, the cooperative computation time, and the utility, throughput gain speed. The
analysis is validated by conducting simulations. On the other hand, for a large-scale
PDCN which is based on multiple PRUs, we consider PRUs as Cognitive Radio Base
Stations (CRBSs) that are equipped with multiple antennas to utilize all the avail-
able spectrum in the area. We propose an adaptive topology control method that
aims to maximize the cognitive radio adaptability while guaranteeing the routing
computation time on the resulted topology. Also, we prove that there is a value of
k for a given network that optimally solves the trade-o↵ relationship between cog-
nitive radio adaptability and the routing computation time. Additionally, extensive
simulations are conducted to verify our analysis.
Regarding the application, we propose a method for safety confirmation appli-
cation which includes four phases, i.e., resizing and storing images, broadcasting
small-size images, routing, and deciding the image size to deliver to users. The ob-
jective of our method is to minimize the image searching time of users. We estimate
the expected searching time for each di↵erent size of images and choose the most
appropriate image size based on a mathematical analysis using an absorbing Markov
chain. Extensive computer-based simulations are conducted to verify the findings of
our analysis. Furthermore, the simulation results prove the existence of the optimal
image size that minimizes the searching time. The results also demonstrated the
e↵ectiveness of our proposed method.
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In the recent years, the earth has been a↵ected by many strong natural disasters.
Furthermore, the natural hazards around the globe have continued to increase in
a significant manner. Due to the significant impact of disasters on human life,
research works on disaster responses have drawn a great deal of attention. On one
hand, after a disaster occurs, the network infrastructure in the disaster a↵ected
area can be damaged or even completely destroyed. As a result, the remaining
infrastructure can only provide limited capacity. On the other hand, after a disaster,
the demand of using network communication services increases significantly because
people want to know the situation and confirm the safety of their families and friends.
Therefore, one of the most important disaster response tasks is to rapidly transport
necessary infrastructure to the disaster site and deploy a response network that can
temporarily provide reasonable services to people in the area.
In this thesis, we focus on Post-Disaster Communication Networks (PDCNs),
which are deployed in disaster a↵ected areas to replace the damaged/destroyed in-
frastructure or support the remaining network. There are three main challenging
issues that PDCNs need to deal with. Firstly, the situations after disasters are al-
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Chapter 1: Introduction
ways emergency cases. Therefore, a fast deployment of PDCN is required in order
to promptly provide the network services in the disaster a↵ected areas. Accord-
ingly, the system providing the PDCN needs to be very portable in order to be
transported and deployed easily. Secondly, there will be a high demand from users
while the remaining resources have a limited capacity. It requires PDCNs to focus
on e ciency inside the system in order to provide a high performance, especially in
throughput and delay. Finally, post-disaster scenarios can be di↵erent in di↵erent
cases. The di↵erences are usually in the scale of the a↵ected area or in the level of
damages. Consequently, the remaining resources in the disaster area are also not
predictable. In order to relax the critical situations as much as possible, PDCNs
need to adaptively utilize the remaining resources.
Regarding the requirements of prompt deployment and system portability, the
concept of Portable Resource Units (PRUs) has been considered in the literature.
For instance, the American Telephone & Telegraph (AT&T) company has consid-
ered the concept of Cell On Light Truck (COLT) and Cell On Wheels (COW) for
their disaster response networks, which aim to recover the local cellular networks
in disaster areas [1]. In Japan, the Ministry of Internal A↵airs and Communica-
tions (MIC) introduced the concept of the Movable and Deployable ICT Resource
Unit (MDRU) for their disaster recovery network [2]. The MDRU-based disaster
recovery network aims to recover the network services in a disaster a↵ected area
by constructing a wireless mesh network composed of the MDRU, portable Access
Points (APs), and user devices. The considered network scenarios and assumptions
in this research are similar to those in the MDRU-based disaster recovery network.
We particularly focus on the PDCNs based on PRUs (either a single PRU or
multiple PRUs). Additionally, this research is motivated by the second and the
third challenges mentioned above, which are the issue of limited capacity versus
high demand, and the requirement of adapting with various post-disaster scenar-
2
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ios. In order to address the limited capacity versus high demand issue, we focus
on e ciency and optimization. Particularly, we consider both spectrum e ciency
and energy e ciency in our proposed method to make the performance as high as
possible. Furthermore, the characteristics of typical applications of the system are
also considered to improve the delay in using the applications.
1.2 Research Objectives
Figure 1.1 demonstrates the objectives of this research. The final target of this re-
search is to improve the throughput and delay of PDCNs based on PRUs. In order
to achieve that, the research in this dissertation attempts to propose methods con-
sidering three aspects. The first aspect considered, in this thesis, is the e ciency of
the PDCNs. In particular, spectrum and energy resources are limited and need to be
e ciently used. The issue of limited spectrum resource is important not only in dis-
aster scenarios but also in any wireless network nowadays. However, in order to deal
with the critical demand of network services in disaster a↵ected areas, spectrum-
e cient methods become more vital. On the other hand, the power supply problem
is certainly critical after disasters due to power outages and the damages in in-
frastructure. Therefore, the portable network facilities equipped with batteries and
renewable energy functions should be used together with energy-e cient methods.
Spectrum e ciency is a measure of how e ciently the limited frequency spectrum is
utilized to transmit packets, i.e., how much throughput can be achieved with a lim-
ited frequency bandwidth. However, contemporary methods, such as those in [3–6],
that aim to improve spectrum e ciency fail to consider the limited energy resources
in practical disaster recovery networks. On the other hand, energy e ciency is a
measure of how e ciently the energy is utilized to transmit packets, i.e., how many
packets can be transmitted with a limited energy. However, existing energy e cient



















Figure 1.1: The main objectives of this research.
spectrum. Therefore, an e↵ective method that considers both spectrum e ciency
and energy e ciency is required. This thesis proposes such a method in order to
deal with the limited spectrum and energy resources in disaster a↵ected areas.
The second aspect considered, in this thesis, is the adaptiveness with di↵erent
disaster situations. We consider two di↵erent scales of PDCNs based on PRUs. A
small-scale PDCN consists of a single PRU connected with several portable APs.
An AP provides services to mobile terminals within its transmission range. The APs
can also connect to other APs using a mesh network paradigm to extend the service
coverage of the PRU. However, the backbone network constructed by the APs can
become the bottleneck if the tra c originating from the local network of each AP
is excessively high. In this case, we suggest using cooperative communications to
support the capacity of the backbone network. Some mobile terminals can act as
both users and cooperative agents that relay packets from an AP to another AP to
achieve throughput gain of the connection between the two APs. We then propose
a topology control cooperative algorithm, that optimally decides the number of
cooperative agents in order to maximize the throughput gain while guaranteeing a
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reasonable additional computation time. On the other hand, a large-scale PDCN
consists of multiple PRUs connecting to each other in a multi-hop paradigm. The
local network under each PRU can be considered as a small-scale PDCN. In this
considered network, each PRU also called a Cognitive Radio Base Station (CRBS) is
equipped with multiple antennas and able to use available spectrum in the area. For
this large-scale PDCN based on CRBSs, we propose an adaptive topology control
method aiming to maximize the cognitive radio adaptability while guaranteeing the
routing computation time.
The third considered aspect is the application of PDCNs based on multiple PRUs.
This thesis introduces the safety confirmation application using image databases on-
board the PRUs as a typical application of PDCNs. There are three main challenges
for the considered application and the considered network, including how to synchro-
nize distributed databases, how to deal with non-uniform distribution of users, and
how to deal with congestions in the network composed of PRUs, which is referred
to as the backbone network. In order to address the challenges, we propose a safety
confirmation method that has four phases: resizing & storing images, broadcasting
small-size images to other PRUs, routing in the backbone network, and deciding the
image size for delivering to users. Especially, in the last phase, the method uses an
absorbing Markov chain to estimate the image searching time and decide the image
size so that the searching time is minimized.
1.3 Research Contributions
In this thesis, we focus on improving the throughput and delay of PDCNs based on
PRUs. The main contributions of the dissertation are summarized as follows.
• We propose a method that considers both spectrum and energy e ciencies to
find routing paths in a PDCN based on a single PRU. The method comprises
5
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the paths based on the top k spectrum-e cient paths and the transmission
capabilities of the APs. By analyzing the relationship between the value of k
in the topology formation phase and the two objectives, namely, spectrum and
energy e ciencies, we show that a higher value of k decreases the average spec-
trum e ciencies of the paths and increases the total number of transmissions
that can be sent. Additionally, we introduce a new metric, namely, spectrum-
energy e ciency, to measure how many transmissions that can be carried out
with a limited frequency band and limited energy resource. Furthermore, we
prove that a value of k exists that leads to the maximum spectrum-energy
e ciency of the PDCN. By conducting extensive simulations, we validate the
accuracy of our analyses.
• We propose two topology control methods for di↵erent scales of PDCNs. For
a small-scale PDCN based on a single PRU, by using cooperative communi-
cations, we propose a topology control cooperative method, that optimally
decides the number of cooperative agents in order to maximize the through-
put gain while guaranteeing a reasonable computation time. For a large-scale
PDCN based on multiple PRUs, we propose an adaptive topology control
method that aims to maximize the cognitive radio adaptability while guaran-
teeing the routing computation time. The e↵ectiveness of the two methods is
validated by both analytical and simulation-based evaluations.
• We propose a method for the safety confirmation application that helps users
search for images that look similar to the people they are looking for. Con-
sidering a PDCN based on multiple PRUs where the image databases are
distributed, the method guarantees the minimum searching time of users by
deciding the most appropriate size of images for responding to the users. We
analyze the relationship between the expected searching time and image size
6
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based on an absorbing Markov chain. By using the findings in the analysis,
the algorithm for deciding the image size is introduced. By conducting exten-
sive simulations, we verify the existence of the image size that minimizes the
expected searching time.
1.4 Thesis Outline
The remainder of this thesis is organized as follows.
Chapter 2: Overview of Post-Disaster Communication Networks Based
on Portable Resource Units. In this chapter, we first provide an overview of
PDCNs and the existing PDCNs that consider using PRUs. We then point out the
challenges and requirements of PDCNs based on PRUs and highlight throughput
and delay as the main requirements that need to be addressed.
Chapter 3: Proposed Spectrum and Energy E cient Method for Post-
Disaster Communication Networks. In this chapter, we first identify the re-
quirements of spectrum and energy e ciencies in PDCNs. After that, the proposed
spectrum and energy e cient method for PDCNs is introduced. Finally, analytical
and simulation-based performance validations are presented.
Chapter 4: Proposed Adaptive Topology Control for Di↵erent Scales of
Post-Disaster Communication Networks. In this chapter, we point out the
necessity of having adaptive topology control methods for di↵erent scales of PDCNs.
We then propose two adaptive topology control methods for small-scale and large-
scale PDCNs, respectively. For small-scale PDCNs, the utilization of cooperative
communications is considered. On the other hand, cognitive radio is considered
in the scenario of large-scale PDCNs which are based on multiple PRUs. In the
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explanation of each method, we provide analytical and simulation-based validation
to prove the e↵ectiveness of the method.
Chapter 5: Post-Disaster Communication Network Application Perfor-
mance Enhancement. In this chapter, we introduce a typical application of PD-
CNs, which is the safety confirmation application using image databases equipped
with PRUs in the multiple PRUs based PDCNs. After that, the proposed Markov-
based performance optimization of the application is presented. In this proposal,
an absorbing Markov chain is used to find the image size that minimizes the ex-
pected image searching time. Finally, the analysis and evaluation of the proposal
are demonstrated.
Chapter 6: Conclusion. This chapter demonstrates the summary of the the-
sis and the related discussion. Finally, possible future directions of this work are
presented at the end of the dissertation.
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on Portable Resource Units
2.1 Introduction
In this chapter, we intend to provide a comprehensive overview of the research works
on PDCNs in literature. Particularly, this chapter focus on existing PDCNs that
are based on the concept of PRUs. This chapter also points out the challenges of
PRUs based PDCNs and the corresponding requirements. Among the requirements
of PDCNs based on PRUs, we highlight the importance of network performance in
terms of throughput and delay.
2.2 Post-Disaster Communication Networks
In spite of the advancing technologies, people still have to deal with many natural
disasters. There are many di↵erent types of disasters, such as floods, hurricanes,
tornadoes, volcanic eruptions, earthquakes, tsunamis, and so forth. In fact, Japan is
the most well-known country in the world for earthquakes and tsunamis. Recently,
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there were two strong earthquakes that hit Japan. In 2011, the Great East Japan
earthquake and its triggered powerful tsunami destroyed a large area in Tohoku
region of Japan. Furthermore, in 2016, a series of earthquakes in Kumamoto also
damaged/destroyed many buildings. Depending on the type and scale of the disas-
ter, the e↵ects on human life, which are generally undesirable, can be di↵erent case
by case. Specifically, regarding the impacts of disasters on the communication net-
works, the most common consequences are usually the damaged/destroyed network
infrastructure and the power outages.
Due to the significant influence of disasters on human life, many research as-
pects related to disasters and communications could be found in the literature. The
researchers have paid attention to both pre and post-disaster approaches. While
many research works focus on the planning and preparation of communication tech-
nology or the necessity of the redundancy in designing communication infrastruc-
ture [11–14], the post-disaster response has also become a hot topic [15–18]. On one
hand, some of the existing researches on post-disaster response have focused on situa-
tion management and supporting disaster responders. For instance, George et al. [15]
introduced the DistressNet, which is a wireless ad-hoc and sensor network architec-
ture aiming to improve the situational awareness. Pace and Aloi [16] focused on
utilizing space technologies and satellite applications to monitor the disasters and
mitigate their e↵ects. On the other hand, many di↵erent works have paid attention
to making the disaster response more e↵ective. For example, 911-network on wheels
(911-NOW) proposed by Abusch-Magder et al. [17] attempts to use the network on
wheels concept to make a portable wireless system for emergency response and dis-
aster recovery. Wang et al. [18] concentrates on more service-oriented architectures
to support disaster response. Relay-by-Smartphone [19] can be also considered as a
method to make the communication in the disaster area more e↵ective. The main
idea of Relay-by-Smartphone is to use the only Wi-Fi functionality of smartphones
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to send and relay messages among the devices. Therefore, when the cellular network
is out of service due to the e↵ect of the disaster, this technology can be used to make
the communications between people possible.
However, each of the above-mentioned works only considers one part of the whole
solution for disaster response. Therefore, a complete solution needs to be taken into
account, that includes deploying networks, providing and managing services, and
so forth. In order to come up with such a solution, not only academic research
but also industrial developments need to contribute their e↵orts. In Japan, Nippon
Telegraph and Telephone Corporation (NTT) has focused on preventing the e↵ects of
disasters on their telecommunication network for more than twenty years [20]. Three
fundamental principles, namely improving network reliability, preventing isolation,
and rapidly restoring services, have been considered in their e↵orts to make NTT
networks more resilient to disasters. However, these e↵orts only benefit the users
using the NTT carrier. A more “carrier-free” solution is required for the general
disaster responses. In this thesis, we focus on the PDCNs based on PRUs, which
are able to construct a wireless network by using the equipment carried by the
PRUs to the disaster area. With this consideration, the constructed network will be
independent of the carriers and aim to provide Internet access to every user in the
disaster a↵ected area.
2.3 PDCNs Based on PRUs
2.3.1 What is a PDCN Based on PRUs?
Figure 2.1 demonstrates an example of PDCNs based on a single PRU, which
can carry multiple portable APs and other necessary equipment for constructing
a PDCN. After an occurrence of disasters, the PRU will be transported to the dis-
aster a↵ected area. Once it arrives at the disaster site, the equipment carried by
11
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Figure 2.1: An example of PDCNs based on a single PRU.
the PRU will be used to deploy the PDCN providing network services to the mobile
terminals in the area. The PRU has the capability to communicate with outside
areas by using di↵erent methods. For example, if there is a remaining optical cable
in the area, the PRU can use that to connect to outside. The PRU can also have
a functionality to communicate with satellites. As a result, the PRU can act as a
gateway to relay the communication tra c from/to the disaster a↵ected area. In-
side the constructed PDCN, each portable AP is equipped with battery replenished
by using renewable energy. The portable APs are connected to each other in the
multi-hop fashion to extend the coverage of the network. Users can connect to the
closest portable APs to use the network services provided by the PDCN.
When the disaster area is large and one PRU cannot provide enough coverage,
multiple PRUs can be used, as shown in Figure 2.2. The PRUs can connect to each
other in a multi-hop manner. The PRU that are closest to outside area can be the
gateway to route all the tra c originated from and targeted to the disaster area.
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Figure 2.2: An example of PDCNs based on multiple PRUs.
2.3.2 Why is a PDCN Based on PRUs Necessary?
After a disaster occurs, it is expected to have an explosive increase in demand for
services. People attempt to use communication services to confirm the safety of
their family, relatives, and friends. The government and companies also want to
use services for management. On the other hand, the service supply will be very
limited. This is because the disaster can cause power outages and the damages in
information and communications resources. As a result, there will be a critical gap
between service supply and demand. In order to relax this situation, traditional
approaches using ad-hoc networks, wireless mesh networks, delay/disruption toler-
ant networking (DTN), or satellites were considered for use in the disaster areas.
As demonstrated in Table 2.1, each of them has its own strong points but is still
prone to significant shortcomings. For instance, ad-hoc networks, mesh networks,
and DTN share the same advantage, which is the easy configuration even in disaster
areas. However, while DTN and ad-hoc networks can be constructed by using only
user devices, mesh networks required remaining infrastructure to be set up. Regard-
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Approaches Advantages Disadvantages
Ad hoc networks • Easy configuration • High energy consumption
of devices
• Small coverage
• Limited number of users
Mesh networks • Easy configuration • Existing infrastructure
required
DTN • Easy configuration • High delay











• High number of users
• PRUs required
Table 2.1: The advantages and disadvantages of the approaches to relax the demand-
supply critical situation in disaster areas.
ing the disadvantages of the three types of networks, the high communication delay
is the main disadvantage of DTN while that of ad-hoc networks is the limited num-
ber of users. Furthermore, both DTN and ad-hoc networks need to consume much
energy of user devices, which usually becomes critical in disaster areas. The power
supply is also one of the main issues for mesh networks in such an area because there
might be power outages. Using satellite-based networks to provide services such as
satellite phones is a very di↵erent approach. Using satellites is superior to the above
three methods in terms of service coverage. However, the cost of the satellite-related
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equipment is relatively high, which causes the limited number of users able to use
satellite services.
In fact, the users in disaster areas need all the above-mentioned advantages.
Users need a network that is easily configured and is possible to provide services
to a high number of users while still can cover a large area. With the concept of
PDCNs based on PRUs, those features can be provided. Therefore, it is necessary
to advance the research focusing on PRU-based PDCNs.
2.3.3 Existing PDCNs Using the Concept of PRUs
There have been many research works focusing on PDCNs and use the similar con-
cept of PRUs. The existing works are not only in academia but also in industrial
development. Some significant works can be listed as follows.
Bell Labs
Abusch-Magder et al. [17] introduced the vision of the 911-Network On Wheels (911-
NOW) solution, which aims to enable first responders and emergency management
teams to communicate mission-critical information on a secure and rapidly deploy-
able wireless network. The features of 911-NOW include capability to be mounted on
a variety of di↵erent platforms, self-configuration, multi-hop and mesh networking
capabilities, amenability to di↵erent air interfaces, applications to support multiple
missions in emergency response, and secured communications.
AT&T
The Network Disaster Recovery (NDR) team of the AT&T company has considered
using a portable cell site, which is a cell on light truck (COLT) or cell on wheels
(COW), for their disaster response networks [1]. With the assumption that there
is no conventional communication method available at the disaster site, the NDR
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team uses an emergency communication vehicle (ECV), which is usually a four-
wheel drive van having a connection to the satellites, in order to establish first-in
communication capabilities. After that, a portable cell site, i.e., COLT or COW, is
used to replace the service provided in the damaged sited. With these e↵orts, the
users of AT&T can use the cellular service again after the damaged cellular site is
replaced by the temporary one.
The Ministry of Internal A↵airs and Communications of Japan
The MIC of Japan launched a national project involving industry and academia
to come up with a solution for the critical situation in disaster a↵ected areas. As
one of the outputs of the project, the Movable and Deployable ICT Resource Unit
(MDRU) has been researched and developed. An MDRU accommodates communi-
cation equipment, servers and storage, power supply equipment, and so forth. As
the name implies, MDRU is portable and can be used to promptly deploy a disaster
recovery network at the disaster site. The required features of an MDRU-based
disaster recovery network include:
• Agile and easy transportation
• Prompt installation
• High performance and capacity
• Large coverage
• Useful disaster-time applications
• Carrier-free and seamless usability
Di↵erent versions of the MDRU have been researched and developed to use for
di↵erent situations. Figure 2.3 shows di↵erent versions of the MDRU and the com-
parison in terms of size, capacity/robustness, and mobility/scalability/flexibility.
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Figure 2.3: Di↵erent versions of the MDRU.
Among the developed versions of the MDRU, the small-size MDRU (a.k.a, the
van-type MDRU) can be considered as the most typical MDRU [21]. Not only
servers, storage, and other static equipment, but also portable modules utilized to
construct a standalone wireless mesh network can be carried by the van. Figure 2.4
demonstrates the main modules in a van-type MDRU including a Fixed Wireless
Access (FWA) module, a network control module, servers, movable Wi-Fi modules,
and the maintenance modules.
In this thesis, our considered network scenarios and assumptions are close to
those in the MDRU-based disaster recovery network. Especially, we also consider
the PDCNs based on both single PRU and multiple PRUs.
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Figure 2.4: The modules in a typical MDRU. c 2016 IEEE.
2.4 Requirements of PDCNs Based on PRUs
2.4.1 Challenges of PDCNs Based on PRUs and the Corre-
sponding Requirements
In order to build a PDCN based on PRUs, there are some challenge issues that we
need to take into account. Table 2.2 summarizes the main challenges for PDCNs
and the corresponding requirements. The first challenge is that the situations after
disasters are always emergency cases. Everyone urges to use network services for
safety confirmation and gathering information. Accordingly, the PDCN needs to be
a portable system and the deployment of the PDCN needs to be as fast as possible.
Secondly, the demand from users, after any disaster, will be exceedingly high. How-
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Challenges Requirements
Emergency situations after disasters • A portable system
• Prompt deployment





Di↵erent scenarios of disasters • Capability to adapt to di↵erent
network environments
Table 2.2: The challenges of PDCNs based on PRUs and the corresponding require-
ments.
ever, the capacity of a PDCN will be limited by the amount of equipment carried
to the area and the bandwidth of the connection to the outside area. Therefore, we
need to focus on e ciency to improve the performance of the PDCN, especially the
throughput and delay. Thirdly, the disaster scenarios are di↵erent case by case, and
thus, we need a method to adapt to di↵erent network environments.
2.4.2 Throughput and Delay Requirements
Among the above-mentioned requirements of PDCNs, the requirements of a portable
system and prompt deployment can be fulfilled by using PRUs. Therefore, with the
PDCNs based on PRUs, the remaining challenges include limited resources, high de-
mand from users, and the variety of disaster situations. High performance is always
the most important requirement for any system. In the case of PDCNs, the impor-
tance of having high performance in terms of throughput and delay becomes even
more significant. The system needs to have high throughput because the number
of users in disaster area will be exceedingly increased after the system is deployed.
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The delay requirement comes from the emergency case and the characteristics of the
applications that users want to use after disasters.
2.5 Summary
In this chapter, we introduced the overview of the PDCNs and answered two ques-
tions:“What is a PDCN based on PRUs?” and “Why is a PDCN based on PRUs
necessary?” We also reviewed some significant works using the concept of PRUs for
PDCNs. Furthermore, we identified the challenges of PDCNs based on PRUs and
the corresponding requirements. Finally, we pointed out the importance of improv-
ing throughput and delay in PDCNs, which is the main objective of this thesis.
20
Chapter 3: Proposed Spectrum and Energy E cient Method for
Post-Disaster Communication Networks
Chapter 3
Proposed Spectrum and Energy
E cient Method for Post-Disaster
Communication Networks
3.1 Introduction
In this chapter, we identify the lack of spectrum and energy resources as one of
the most challenging issues for PDCNs and highlight the importance of considering
both spectrum e ciency and energy e ciency in PDCNs. However, after investi-
gating the relevant research work in literature, we find out that existing works only
consider spectrum e ciency or energy e ciency separately, in spite of the trade-o↵
relationship between them. Therefore, we aim to propose a method to maximize the
utilization of both spectrum and energy resources in order to improve the overall
system performance. The considered PDCN is composed of portable APs deployed
in the disaster area, which can replenish their energy by using solar panels. Af-
ter modeling the network, the proposed method constructs a topology based on
the top k spectrum-e cient paths from each transmitting node and applies max
flow algorithm with vertex capacities, which are the number of transmissions each
node can send, referred to as transmission capability. We introduce a new metric
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named spectrum-energy e ciency to measure both spectrum and energy e ciencies
of the network. This chapter will present our proposal in detail, including system
assumptions, proposed method, analysis, and performance evaluation.
Some parts of the content in this chapter are presented in the following paper,
which was written by the author of this dissertation.
• Thuan Ngo, Hiroki Nishiyama, Nei Kato, Toshikazu Sakano, and Atsushi Taka-
hara, “A Spectrum- and Energy-E cient Scheme for Improving the Utilization
of MDRU-based Disaster Resilient Networks,” IEEE Transactions on Vehicu-
lar Technology - Special Section on Green Mobile Multimedia Communications,
vol. 63, no. 5, pp. 2027-2037, Jun. 2014.
3.2 Spectrum and Energy E ciency Requirements
of PDCNs
After a disaster occurs, people in the disaster area will try to use network services
to confirm the safety of their families and friends. Therefore, the number of network
users will increase sharply within a short period of time. Even though the PRU only
aims to provide basic services such as VoIP, e-mail, and Internet access, guaranteeing
adequate network throughput is a major challenge in the PDCN based on PRUs,
where the following issues are very important.
• Spectrum e ciency: due to the extremely high demand from users, wide fre-
quency bandwidth is required to achieve good throughput. However, the spec-
trum resource is limited. Thus, it is necessary to use spectrum-e cient meth-
ods for the PDCN based on PRUs to increase the number of users that can be
satisfied with the available throughput. Spectrum e ciency is a measure of
how e ciently the limited frequency spectrum is utilized to transmit packets,
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i.e., how much throughput can be achieved with a limited frequency band-
width. However, contemporary methods such as those in [3, 4] that aim to
improve spectrum e ciency fail to consider the limited energy resources in
practical PDCNs.
• Energy e ciency: in a disaster-struck area, one of the most critical issues is
the power supply because the infrastructure for power supply is not available
due to damage, safety reasons, and so forth. Hence, the network has to operate
in an area where energy is very limited, which renders using energy-e cient
methods for PDCN based on PRUs to be of utmost importance. Energy
e ciency is a measure of how e ciently the energy is utilized to transmit
packets, i.e., how many packets can be transmitted with a limited energy.
However, energy-e cient methods such as those introduced in [7, 8] fail to
consider the limited frequency spectrum.
The approaches about spectrum e ciency alone or energy e ciency alone, which
are widely discussed in the literature, cannot be used in this kind of network because
there is a tradeo↵ relationship between the two. Therefore, the desired solution for
the aforementioned challenges is a method that considers both spectrum and energy
e ciencies to maintain high throughput for the PDCN based on PRUs, which is
limited in energy and spectrum resources. This objective is referred to as spectrum-
energy e ciency in this thesis.
3.3 Existing Works Related to Spectrum E ciency,
Energy E ciency, and Routing
Routing in multi-hop networks has been a well-known topic in literature. Most of the
conventional works in this research area, such as those in [22,23], aim to improve the
network throughput by introducing new routing metrics and modifying the existing
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routing protocols to apply the metrics. However, in those works, the limitations
of the physical layer have not been considered adequately. Recently, routing with
limited spectrum resource, in contrast, has become the new trend. Sikora et al.
analyzed the performance of some practical routing schemes for wireless networks
and figured out the schemes that are most suitable for power-limited networks and
the schemes that are most acceptable for bandwidth-limited networks [24]. The
authors in [24] also proposed a new information-theoretic scheme, referred to as
multi-hop with recursive backward interference cancellation, to remove all interfer-
ence from the multi-hop system with an arbitrarily small rate loss. However, the
assumptions in this research are relatively strict with a linear network while the
number of relays and their locations are design parameters. Chen et al. considered
a more flexible assumption an arbitrary number of randomly located nodes in a lin-
ear network and introduced the objective function for the optimal spectrum-e cient
routing problem [3]. The authors noted that the problem cannot be solved by using
simple shortest path algorithms because the routing metric is neither isotonic nor
monotone. Thus, they proposed two suboptimal solutions, namely Approximately
Ideal-Path Routing (AIPR) and Distributed Spectrum E cient Routing (DSER).
AIPR is a location-assisted routing algorithm which aims to approximate the ideal
routing path by calculating the optimum inter-relay distance D
hop
and choosing the
relay node with the distance to the source closest to D
hop
. On the other hand, DSER
modifies the objective function of the optimal spectrum-e cient routing problem so
that the problem can be solved in a distributed way. In DSER, the weight func-
tion of a link l is calculated as 1 +  
⇢
l
, where   is the routing coe cient, ⇢
l
is the
signal-to-noise ratio (SNR) of the link l, and 1 is the penalty for an additional hop.
By using this weight function, DSER can find the routing path by using shortest
path routing algorithms. Furthermore, Saad [4] proposed two algorithms to solve
the original problem of finding the maximum spectrum-e cient path in polynomial
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computation time. These algorithms rely on the iterative use of a shortest path
algorithm on a graph modified by removing unnecessary links. However, the above-
mentioned algorithms are based on the assumption that all nodes in the network are
connected with abundant power supplies, which sometimes cannot be guaranteed.
In many cases, such as post-disaster scenarios, the power supplies are limited and
energy is one of the critical issues, which leads to the requirements of considering
energy e ciency.
In fact, energy e ciency has become an important topic in literature and has
attracted much attention [25–29]. For example, Srinivas and Modiano studied the
minimum energy disjoint path routing problem in wireless ad hoc networks [7],
and proposed two optimal solutions for minimum energy 2 link-disjoint paths and
minimum energy k node-disjoint paths, respectively. Also, two heuristic algorithms
were provided to reduce the complexity of the optimal algorithms. On the other
hand, Miao et al. focused on the energy-e cient link adaptation in [8]. They
proved that a unique globally optimal link adaptation solution exists and proposed
two iterative algorithms, namely, Gradient Assisted Binary Search (GABS) and
Binary Search Assisted Ascent (BSAA), to obtain the optimum solution. However,
the above-mentioned algorithms for energy e ciency do not consider the limited
spectrum resource as a co-objective in their method.
In this chapter, we consider a network with the limitations of both frequency
bandwidth and energy resources. To come up with the solution for the joint problem
of finding both spectrum-e cient and energy-e cient routing paths, we propose a
method consisting of two phases, which will be introduced in the next section.
In this section, we describe the assumptions for our considered PRU-based
PDCN, define the network model, and introduce the metrics including transmis-
sion capability and spectrum-energy e ciency.
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Figure 3.1: Considered PRU-based PDCN. c 2014 IEEE.
3.4 System Assumptions and Definitions
3.4.1 System Assumptions
Figure 3.1 shows the our considered PRU-based PDCN. Portable APs are deployed
within the PRU’s service area radius, to construct a backbone network that provides
Internet connectivity to the users in the disaster area. In order to alleviate the
power outage in the disaster area, the APs are equipped with batteries, which are
rechargeable with solar panels. Some APs can directly connect to the PRU by using
the Fixed Wireless Access (FWA), which is similar to the assumption in [2]. The
APs can forward the packets from their surrounding users to the PRU. Each AP
can also relay the data from other APs to either the PRU or the next AP in multi-
hop path to the PRU. The connections between APs equally share the frequency
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bandwidth, which is a widely accepted assumption [3, 4, 24]. Since the available
energy can be di↵erent depending on time and each individual AP, the PRU needs
to decide which AP should send packets directly to the PRU and which AP has to
send packets by using the multi-hop network composed of APs. The PRU uses a
special frequency band for controlling APs, which is di↵erent from the frequency
band for data transmission, to reduce the influence of the controlling transmissions
on network performance.
3.4.2 Network Model
In order to model the multi-hop network composed of APs, we use a directed graph
G(V,E), where V is the set of APs and E is the set of directed links between APs.
For a given link l 2 E, t(l) and r(l) represent the transmitting node and receiving
node, respectively. A path L from node s to node d in the network can be defined
in two ways as follows:
1. It can be defined as an ordered sequence of nodes u1, u2, u3, ..., un 2 V , where
u1 = s and un = d.
2. It can be defined as an ordered sequence of links l1, l2, l3, ..., ln 2 E, where
t(l1) = s, r(ln) = d, and for each 1  i  n  1, r(li) = t(li+1).
We also use t(L) and r(L) to represent the starting node and the ending node
of a path L, respectively.
As shown in Figure 3.2, the nodes in the graph are categorized into three sets:
• Senders (S): the set of APs that send data from their local users and transmit
the data over the multi-hop network.
• Forwarders (F ): the set of APs that receive data from other APs and directly
send the data to the PRU.
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Figure 3.2: The categories of nodes in the network G(V,E). In the real network, the
forwarders are the APs that have direct connections with the PRU in the routing
paths. c 2014 IEEE.
• Relays (R): the set of APs that do not exists in S or F and are able to relay
data from other APs in S or R.
The three sets satisfy the following equation:
S [ F [R = V. (3.1)
We use L to represent the set of all paths from any sender to any forwarder:
L = {L|t(L) 2 S, r(L) 2 F} (3.2)
3.4.3 Metrics
There are three important metrics that are used in this chapter, namely spectrum
e ciency, transmission capability, and spectrum-energy e ciency. While spectrum
e ciency was already defined in literature, this research introduces the other two
metrics.
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Spectrum E ciency
Spectrum e ciency of a path L, <
L
, has been defined as the bandwidth-normalized










is the end-to-end achievable rate of path L, and B is the given bandwidth
constraint of path L. The unit of < is bit per second per hertz (b/s/Hz). With the
assumption of equal bandwidth sharing [3], <
L
can be calculated based on the SNR






|L| log(1 + SNRl). (3.4)
In this research, we define the spectrum e ciency of a network G(V,E), <
G
, as the










We introduce a metric named transmission capability in order to measure the num-
ber of transmissions which can be carried out with a given specific amount of energy.
The transmission capability of a node u,  
u
, is the number of transmissions that










is the remaining energy of node u and e(u,v) is the energy needed to carry
out a transmission from node u to node v. Considering a network with constant














where e is the energy for a single transmission. The transmission capability of a
path L,  
L








To be used in this chapter, we define the transmission capability of a network
G(V,E),  
G










Based on the transmission capability, the energy e ciency of the network G(V,E),
E
G














is the remaining energy of node u. E is measured in 1 over joule (1/J).
Spectrum-Energy E ciency
To come up with a metric measuring both spectrum e ciency and energy e ciency
of a network, we introduce spectrum-energy e ciency. The meaning of this metric
is to measure the energy-normalized spectrum e ciency of a network. We calculate
the spectrum-energy e ciency of a network G(V,E), ⌦
G
, as the product of spectrum








Since < is measured in b/s/Hz and E is measured in 1/J, the unit of ⌦ is b/s/Hz/J.
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3.5 Proposed Spectrum and Energy E cient Method
Based on the metrics mentioned in the previous section, the problem statement can
be defined as follows:
Problem statement: “Given a AP network G(V,E), the set of senders S, the
set of forwarders F , and the set of relays R, find the routing paths from the senders




In order to solve the problem, we proposed a spectrum and energy-e cient
method. From each sender, we find k disjoint paths with the highest spectrum
e ciency, <, by iteratively applying the optimal spectrum-e cient routing algo-
rithm [4]. The nodes and links of the resulting paths are used to construct a topol-
ogy. After that, the max flow algorithm with vertex capacities is applied to the
constructed topology, where the capacity of a node u is its transmission capability,
 
u
. Finally, the transmissions from nodes are split according to the result of the
max flow algorithm.
The proposed method is composed of two phases: topology formation and trans-
mission division. The topology formation phase carries out two steps:
1. From each sender, find the top k spectrum-e cient disjoint paths to any of
the forwarders.
2. Construct a new topology using nodes and links of the paths found in step 1.
After that, the transmission division phase carries out three steps:
1. Calculate the transmission capabilities of nodes in the topology created from
topology formation phase.
2. Carry out the max flow algorithm with vertex capacities, where the capacities
are the transmission capabilities of nodes.
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3. Split the transmissions from nodes following the result of max flow algorithm.
The following sub-sections present in detail the above-mentioned phases. The pro-
posed method is described in Procedures 1 and 2.
3.5.1 Topology Formation
In our proposal, the first step is to find top k disjoint paths, in terms of spectrum
e ciency, from each sender to any of the forwarders. After that, a new topology,
Ĝ(V̂ , Ê), is constructed by using all nodes and links of the resulting paths. Finding
the best spectrum-e cient routing path from a sender s to a forwarder d can be






Here, we need to, however, find paths from each sender to any of the forwarders,
which is not one-source one-destination problem. In order to transfer the problem
into a one-source one-destination problem, we create an extended graph G0(V 0, E 0)
from G(V,E) by adding a virtual destination d0 to V and adding a link from each
forwarder to d0. The SNR of the links from the forwarders to d0 are set to infinity.
V 0 = V [ {d0} (3.13)
E 0 = E [ {l|t(l) 2 F, r(l) = d0, SNR
l
=1} (3.14)
Now the problem becomes finding top k disjoint paths, in terms of spectrum e -
ciency, from each sender s to the virtual destination d0. The process is carried out
as shown in Procedure 1. In each routine, we find the most spectrum-e cient path
from sender s to the d0 in the graph G0 by using the optimal algorithm proposed
in [4]. All the nodes and links of the resulting path are added to the topology Ĝ.
After that, all nodes (except s and d0) and links of the resulting path are removed
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Procedure 1 Topology formation
Input: The original AP network G(V,E), set of senders S, set of forwarders F , and
the value of k.
Output: The topology Ĝ(V̂ , Ê).
1: Create a graph Ĝ(V̂ , Ê) with V̂ = V and Ê = {}.
2: Create a graph G0(V 0, E 0) with V 0 = V and E 0 = E.
3: Add a virtual destination d0 to V 0.
4: for all f 2 F do
5: Add link l(f,d0) to E 0 with SNRl =1.
6: end for
7: for all s 2 S do
8: for i = 1 to k do
9: In G0, find the best spectrum-e cient path L from s to d0 by using the
optimal algorithm proposed in [4].
10: Add all links of L to Ê except the links from forwarders to d0.




14: return Ĝ(V̂ , Ê).
from G0. The routine is repeated until we find k paths or no more path from s to d0
can be found. The resulting Ĝ is the topology we need to find.
3.5.2 Transmission Division
In order to have the best possible transmission strategy from senders to the for-
warders, we apply a max flow algorithm with vertex capacities [30] for the topology
Ĝ where the capacities are the nodes’ transmission capabilities. In order to apply
the max flow algorithm, the topology Ĝ(V̂ , Ê) needs to be transformed to a one-
source one-destination topology with links’ capacities. We consider the extended
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Figure 3.3: Transforming the topology Ĝ(V̂ , Ê) to an extended graph G⇤(V ⇤, E⇤).




, in G⇤. A virtual source
s⇤ and a virtual destination d⇤ are added to G⇤. c 2014 IEEE.
graph extended graph of Ĝ, G⇤(V ⇤, E⇤), as shown in Figure 3.3. G⇤ is the extended
version of Ĝ with the addition of virtual source s⇤ and virtual destination d⇤. Fur-




, in G⇤. The
set of nodes of G⇤ can be calculated as follows:




|8v 2 V̂ }. (3.15)
The set of links in the extended graph, E⇤ includes the links in Ê with the capac-
ities set to infinity. E⇤ also has links from s⇤ to all senders S and links from all
forwarders F to d⇤ with the capacities of links are set to infinity. In addition, for any




in G⇤, with the capacity
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Procedure 2 Transmission division
Input: The topology Ĝ(V̂ , Ê), set of senders S, and set of forwarders F .
Output: The transmission division strategy from the senders to the forwarders.
1: Create a graph G⇤(V ⇤, E⇤) with V ⇤ = {} and E⇤ = {}.
2: Add a virtual source s⇤ and a virtual destination d⇤ to V ⇤.
3: for all v 2 V̂ do
4: Calculate the transmission capability of node v,  
v
, by using Eq. 3.7.















8: for all l(u,v) 2 Ê do










11: for all u 2 S do
12: Add link l(s⇤,u
in




14: for all v 2 F do
15: Add link l(v
out
,d





17: Carry out a max flow algorithm for the graph G⇤(V ⇤, E⇤) with sender is s⇤ and
destination is d⇤.
18: return The flow passing through the links of G⇤(V ⇤, E⇤).






























)) =  v}, (3.16)
where cap(l(u,v)) is the capacity of link l(u,v).
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By applying a max flow algorithm for the extended graph G⇤, we can calculate
the maximum total number of transmissions that the virtual source s⇤ can send to
the virtual destination d⇤. This value is the same as the maximum total number
of transmissions that senders S can send to the forwarders F . After knowing the
result of the max flow algorithm, the nodes can split their transmissions following the
algorithm’s result. Note that this phase only considers the transmission capabilities
of nodes and do not need to use real-time status of network tra c.
3.6 Analysis
In this section, we analyze the relationship between the value of k and the three
metrics, spectrum e ciency, transmission capability, and spectrum-energy e ciency.
The complexity of the proposed method is also discussed in this section.
3.6.1 Relationship Between k and Spectrum E ciency
Theorem 1. Given a network G(V,E), the average spectrum e ciency of k paths
from a sender to any of the forwarders monotonically decreases when the value of k
increases.
Proof. Assume that {L1, L2, ..., Li, ..., Lk} are the top k spectrum-e cient paths
from a sender s to the virtual destination d0 via any of the forwarders. The paths
are found by using Procedure 1. As shown in Procedure 1, in every loop i, 1  i  k,
we find the ith best routing path from s to d0 in the current graph and after that
remove all nodes and links of path L
i
. Therefore, the spectrum e ciency of the
paths will satisfy <
L1   <L2   ...   <L
k
. Considering the total spectrum e ciency
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Which means the average spectrum e ciency of the paths will monotonically de-
crease when k increases.
⌅
3.6.2 Relationship Between k and Transmission Capability
Theorem 2. Given a network and energy level of nodes, the total number of trans-
missions that the senders can transmit to the forwarders monotonically increases
when the value of k in the topology formation phase increases.






) is the topology formed by using the Procedure 1
with a given value of k. Since in every loop, we attempt to find one more path







k+1. Accordingly, in the transmission division phase, G⇤
k+1 will have









k+1. The total number
of transmissions that senders can transmit to the forwarders is the flow that the
virtual source s⇤ can send to the destination d⇤ in Procedure 2. Therefore, the flow
calculated from G⇤
k+1 will be greater or at least equal to the value calculated from
G⇤
k
. In other words, the total number of transmissions that the senders can transmit
to the forwarders monotonically increases when the value of k increases. ⌅
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3.6.3 Choosing k to Maximize Spectrum-Energy E ciency
Given a network G(V,E), set of senders S, set of forwarders F , and the information
about the energy level of nodes, we need to find the value of k, bounded by |F |,
that maximizes the spectrum-energy e ciency of the network.
Let <(k) be the average spectrum e ciency of the paths from the senders to
the forwarders,  (k) is the total number of transmissions that the senders can send
to the forwarders, and E(k) is the network energy e ciency, the spectrum-energy
e ciency of the network is calculated as follows:










is the remaining energy of node u and L is the set of all paths from
senders to forwarders. When k increases, the total number of paths from senders




u2L Eu monotonically increases with the
increase of k. According to Theorems 1 and 2, <(k) monotonically decreases and
 (k) monotonically increases with the increase of k. Also, k is bounded by |F |,
which is generally a small number. Therefore, we can choose the value k, from 1 to
|F |, that maximizes the value of ⌦(k).
3.6.4 Complexity of the Proposed Method
As shown in Procedure 1 at line 9, we use the optimal routing algorithm proposed
in [4]. That algorithm has the complexity of O(|V |2|E|), where V and E are the set
of nodes and the set of links in the network, respectively. Therefore, the complexity
of the topology formation phase is O(k|S||V |2|E|), where S is the set of senders
and k is the number of spectrum-e cient paths which need to be found from each
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sender to the forwarders. As shown in Procedure 2, we use a max flow algorithm
for the extended graph. The complexity of the max flow algorithm is O(|V |2|E|)
when using Dinitz blocking flow algorithm [31], or O(|V |3) in case of push-relabel
maximum flow algorithm [32]. Hence, the complexity of our proposed spectrum and
energy-e cient method is O(k|S||V |2|E|).
3.7 Performance Evaluation
In this section, we evaluate the performance of our proposed spectrum and energy-
e cient method in a PRU-based PDCN by using extensive computer simulations. In
order to validate the analysis results, we confirm the relationship between the value
of k and the three metrics of the network, namely, spectrum e ciency, transmission
capability, and spectrum-energy e ciency. Furthermore, the proposed method is
compared with the optimal spectrum e ciency and the optimal transmission capa-
bility methods.
3.7.1 Simulation Settings
Table 4.2 describes the settings of our simulation. In the coverage area of the
PRU, which has a radius of 500 meters, 100 APs are uniformly distributed. This
is a large number of APs because, with 100 APs, approximately 4000 users can be
serviced (given that each AP can provide service for up to 40 users). Each AP has
a battery with the average remaining energy varying from 1000 to 2000 mJ. The
energy consumed per transmission is set to 20 mJ. Similar to the works in [3,4,24],
the additive white Gaussian noise (AWGN) channel model is used in our simulation
to calculate the spectrum e ciency of paths and the network. As mentioned in
Section 3.4.1, the PRU can determine the role of each AP, which can be either a
sender, a relay, or a forwarder, in the AP network. The problem of categorizing the
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Parameter Value
PRU’s coverage radius 500 m
Number of APs 100
AP distribution Uniform
Number of senders 5
Number of forwarders 5
Number of disjoint paths (k) 1 - 5
Network SNR 30 - 40 dB
Pathloss exponent 2
Energy consumed per transmission 20 mJ
Average APs’ remaining energy 1000 - 2000 mJ
Number of di↵erent network scenarios 1000
Table 3.1: Simulation settings for evaluating the proposed spectrum and energy
e cient method. c 2014 IEEE.
nodes into senders, forwarders, and relays is outside the scope of this thesis. For
the simulation, we choose five APs with the smallest amount of remaining energy
to be senders and five APs with the highest amount of remaining energy to be
forwarders. The packets from senders go through the AP network to the forwarders
before arriving the PRU. Since we find k disjoint paths from each sender to the PRU
to build a topology, the value of k is bounded by the number of forwarders, which
is 5 in the simulation settings. The remaining energy of APs is randomly generated
in the simulations. The experiment simulations are executed 1000 times, each with
a di↵erent topology.
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Figure 3.4: Average spectrum e ciency of the network (<
G
) with di↵erent values
of k. c 2014 IEEE.
3.7.2 The Relationship Among k, Spectrum E ciency, Trans-
mission Capability, and Spectrum-Energy E ciency
Figure 3.4 shows the relationship between the value of k and the average spectrum
e ciency of the network. Note that k = 1 means that we try to find only the most
spectrum-e cient path from each sender to the PRU. Therefore, when k = 1, our
result in terms of spectrum e ciency is the same as the maximum possible value.
The figure demonstrates that when k increases, the average spectrum e ciency de-
creases. This is reasonable because when k increases, more paths with a lower value
of spectrum e ciency will be added to the topology and will be used in the trans-
mission division phase of the proposed method. This result validates the conclusion
of Theorem 1.
Figure 3.5 illustrates how the transmission capability of the PRU-based PDCN
changes with di↵erent values of k. As shown in the figure, the optimal spectrum-
e cient method, which can be considered as the case k = 1, achieves only about
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Figure 3.5: Transmission capability of the network ( 
G
) with di↵erent values of k.
c 2014 IEEE.
50 percent of the maximum transmission capability. When k increases to 5, the
network transmission capability becomes close to the maximum value. The result
proves that the transmission capability can be improved when k increases. The
reason is that when k increases, the number of paths participating in transferring
data from the senders to the forwarders increases, which results in a higher total
number of transmissions that can be conducted. This result validates the conclusion
of Theorem 2.
Figure 3.4 and 3.5 prove that when k changes, the average spectrum e ciency
and the transmission capability of the network change with opposite trends. Since k
is a tuning factor, we can find the value of k that optimizes the trade-o↵ relationship
between spectrum e ciency and transmission capability.
Figure 3.6 demonstrates the change of the network spectrum-energy e ciency
when the value of k changes in simulated topologies. The figure shows that the
optimal value of k, which maximizes the spectrum-energy e ciency in the simulated
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Figure 3.6: The optimal value of k to maximize spectrum-energy e ciency (⌦
G
) in
simulated topologies. c 2014 IEEE.
topologies, is 2. Note that the optimal value of k in this figure is the average
value after simulating many topologies by using considered parameters. Di↵erent
variations of the network can lead to di↵erent optimal values of k.
3.7.3 Evaluating the Improvement in Spectrum-Energy Ef-
ficiency
In order to conduct comparisons with traditional methods, i.e., the methods that
optimize spectrum e ciency and transmission capability, respectively, we dynami-
cally choose the value of k for our proposed method to optimize the spectrum-energy
e ciency of each specific topology. Figure 3.7 demonstrates the change of network
spectrum e ciency when the network SNR changes for our proposed method com-
pared to the traditional methods. According to the results, the spectrum e ciency
of our proposal is less than that of the optimal spectrum-e cient method but more
than that of the optimal transmission capability method. This is because our pro-
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Figure 3.7: Average spectrum e ciency of the network (<
G
) with di↵erent values
of network SNR. c 2014 IEEE.
posed method employs the top k spectrum-e cient paths that have a lower average
spectrum e ciency compared with the one optimal spectrum e cient path.
Figure 3.8 shows the network transmission capability of the network for di↵er-
ent values of average remaining energy per node. The figure demonstrates that the
transmission capability of proposed method is between the two traditional methods.
The reason is that the optimal transmission capability method only considers trans-
mission capability of nodes while our proposal considers both transmission capability
and spectrum e ciency.
Regarding the most important metric in this research, spectrum-energy e ciency,
Figure 3.9 indicates the performance of the proposed method compared to traditional
methods. According to the result, our proposal achieves highest spectrum-energy
e ciency compared to the optimal spectrum e ciency and optimal transmission
capability methods.
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Figure 3.8: Transmission capability of the network ( 
G
) with di↵erent values of the
average energy per node. c 2014 IEEE.
In conclusion, the results of the computer simulations show that our method can
improve the spectrum-energy e ciency of the PRU-based PDCN by choosing top k
spectrum-e cient paths.
3.8 Summary
The lack of spectrum and energy resources is a critical problem in PRU-base PD-
CNs, where the throughput requirement becomes very important. However, existing
works in literature only consider the problems of spectrum e ciency and energy ef-
ficiency separately, in spite of the fact that they are conflicting objectives. Hence,
we proposed a method to improve the utilization of both spectrum and energy re-
sources in order to increase the performance of PRU-based PDCNs. The proposed
method consists of two phases, namely, topology formation and transmission divi-
sion. The topology formation phase constructs a topology composed of APs and
45











































Figure 3.9: Network spectrum-energy e ciency (⌦
G
) with di↵erent values of network
SNR. c 2014 IEEE.
links that belong to the top k spectrum-e cient disjoint paths. The resulting topol-
ogy is used by the transmission division phase to split the transmissions from the
sender APs to the PRU through the forwarder APs. The splitting is conducted
via the max flow algorithm with vertex capacities, in which the capacities are the
transmission capabilities of the APs in the resulting topology. We defined a new
metric, spectrum-energy e ciency, that reflects both spectrum and energy e cien-
cies of the network. Through analyses, we proved that we can dynamically choose
the value of k to maximizes the spectrum-energy e ciency of a given topology. Our
experimental results confirmed our analytical findings. Furthermore, simulations
showed that by appropriately selecting the value of k, the proposal can improve the
spectrum-energy e ciency compared to traditional approaches.
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In this chapter, we first discuss the requirement of using available resources in disas-
ter a↵ected areas for di↵erent scales of PDCNs based on PRUs. Here, a small scale
PDCN consists of a single PRU and multiple portable APs, a large-scale PDCN
consists of multiple PRUs. Therefore, a large scale PDCN can be considered as the
integration of multiple small scale PDCNs. By considering the characteristics of
PDCNs in di↵erent scales, we suggest the use of cooperative communications and
cognitive radio for small scale and large scale PDCNs, respectively. For each of
extensions of PDCNs, i.e., using cooperative communications or cognitive radio, we
propose an adaptive topology control method to improve the system performance.
This chapter will provide the details of the proposed topology control methods,
which aim to adapt to di↵erent available resources in the disaster area.
47
Chapter 4: Proposed Adaptive Topology Control for Di↵erent Scales of
Post-Disaster Communication Networks
Some parts of the content in this chapter are presented in the following papers,
which were written by the author of this dissertation.
• Thuan Ngo, Hiroki Nishiyama, Nei Kato, Satoshi Kotabe, and Hiroshi Tohjo,
“GHAR: Graph-based Hybrid Adaptive Routing for Cognitive Radio Based
Disaster Response Networks,” 2016 IEEE International Conference on Com-
munications (ICC 2016), Kuala Lumpur, Malaysia, May 2016.
• Thuan Ngo, Hiroki Nishiyama, Nei Kato, Satoshi Kotabe, and Hiroshi Tohjo,
“A Novel Graph-based Topology Control Cooperative Algorithm for Maximiz-
ing Throughput of Disaster Recovery Networks,” 2016 IEEE 83rd Vehicular
Technology Conference (VTC2016-Spring), Nanjing, China, May 2016.
4.2 The Requirement of Adaptive Topology Con-
trol for Di↵erent Scales of PDCNs
As discussed in Chapter 2, improving throughput and delay of PDCNs based on
PRUs is one of the most important objectives of this research. The most challenging
issue is that in order to make the PRUs more portable, the PRUs need to be compact
with limited network facilities carrying to the disaster area. Therefore, the PRUs and
the transported network equipment cannot provide significantly high performance.
On the other hand, in the disaster area, there might be some resources that are still
available. If we can utilize the available resources in the disaster site, we can further
improve throughput and delay of the network. Figure 4.1 demonstrate this idea of
extension.
PDCNs based on PRUs can have di↵erent scales. A small scale PDCN, which
aims to provide a relatively small coverage area, consists of a single PRU and multiple
portable APs. On the other hand, when the disaster a↵ected area is too large, a
large-scale PDCN consisting of multiple PRUs is required. In the large scale PDCN,
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Figure 4.1: The possible adaptive extensions that can be made with the PDCNs
based on PRUs. Cooperative Communications and Cognitive Radio can be used
with di↵erent scales of the PDCNs. Sections 4.3 and 4.4 provide the extensions,
which are the adaptive topology control methods for di↵erent scale of PDCNs.
there are multiple portable APs under each PRU. We can consider that one large
scale PDCN consists of many small scale PDCNs.
In the next sections, we introduce two adaptive topology control methods for
di↵erent scales of PDCNs to adapt with the varying available resources in the disaster
area. With a small scale PDCN, we aim to utilize cooperative communications to
improve the capacity in the backbone network composed of the portable APs. With
a large scale PDCN, we aim to utilize cognitive radio to exploit available spectrum
resources in the area. The two adaptive topology control methods for di↵erent scales
of PDCNs are provided in Sections 4.3 and 4.4.
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4.3 Proposed Adaptive Topology Control Method
for Small Scale PDCNs Based on Cooperative
Communications
In this section, we focus on utilizing cooperative communications to improve the
capacity of the backbone network, which is constructed by the APs, in a small
scale PDCN based on a single PRU. We also formulate the trade-o↵ relationship
between the gained throughput and the additional computation time. In order to
exploit that trade-o↵ relationship and provide a solution to maximize the gained
throughput while guaranteeing a reasonable computation time, we propose a topol-
ogy control method for the PDCN based on cooperative communications. In the
next sub-sections, we will introduce the motivation of the research, the considered
scenario, the network model, the proposed method, some analytical findings, and
the performance evaluation of the proposed method.
4.3.1 Motivation and Challenges of Utilizing Cooperative
Communications for Small Scale PDCNs
In order to construct a PDCN, many approaches have been introduced in the
literature which include the use of advanced technologies such as satellite net-
works [33–36], unmanned aerial vehicles (UAVs) [37–40], and device to device net-
works [41–44]. Among the existing approaches, deploying portable APs in the disas-
ter a↵ected areas is considered as the most practical technique to construct PDCNs,
which aim to provide wireless network access to the users [2, 10, 46]. The advan-
tage of these portable APs includes their ability to operate on battery power, which
can be replenished by energy harvesting technology using solar panels and/or other
power generation methods. In addition, a portable AP can be connected to other
APs using a mesh network paradigm to extend the service coverage. However, there
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are, indeed, shortcomings of deploying portable APs in such a fashion. For example,
since the number of portable APs is likely to be limited and it is di cult to deploy
many APs in the disaster area, the APs are anticipated to be generally located far
from each other. As the result, the capacity of the backbone network constructed
by the APs becomes significantly low. In other words, the inter-AP links do not
have adequate capacity to deal with the high tra c originating from the users in
each AP’s local network. In order to improve the capacity of the backbone network
constructed by the portable APs, we consider cooperative communications to be a
promising technique. Cooperative communications have a noticeable feature in im-
proving the network performance by exploiting each network node as both user and
relay [47–50]. Therefore, in this work, we aim to utilize cooperative communications
to improve the performance of the PDCN.
The idea of utilizing cooperative communications for the PDCN, which has the
backbone network constructed by portable APs, is that some mobile terminals can
act as both users and cooperative agents. Cooperative agents can relay packets from
an AP to another AP to improve the throughput of the connection between the two
APs. However, the problem is to answer the question: ”How many cooperative
agents should be used in the network?” If an excessive number of cooperative agents
is used, it will lead to a significantly high additional computation time. On the other
hand, when only a few cooperative agents are used, the gained throughput may not
be su cient. Therefore, finding the optimal number of cooperative agents for each
inter-AP link constitutes the main challenge of our work.
4.3.2 Considered Scenario
The considered network, as illustrated in Figure 4.2, consists of portable APs and
mobile terminals. Some mobile terminals can act as both users and cooperative
agents that relay packets from an AP to another AP to achieve throughput gain of
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Figure 4.2: Considered PDCN constructed by portable APs and mobile terminals.
Cooperative links connecting APs via mobile terminals, which also act as cooperative
agents, are used to improve the throughput of inter-AP links. c 2016 IEEE.
the connection between the two APs. However, the problem is to determine how
many cooperative agents should be used in the network. If an excessive number of
cooperative agents is used, the computation time needed to utilize the cooperative
links will be high. On the other hand, when only a few cooperative agents are
used, the gained throughput may not be su cient. Therefore, in order to e↵ectively
utilize cooperative communications for the PDCN, the problem in this trade-o↵
relationship between the gained throughput and the additional computation time
needs to be solved.
In order to address that problem, we propose a topology control method based
on graph theory. The network is modeled as a graph with the nodes are all APs
and mobile terminals. There is a logical link connecting two nodes if they are in
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the transmission range of each other. In order to form a topology, we first try
to find k non-overlapping paths from each AP to the other AP in the backbone
network. Then we use nodes and links of the resulting paths to construct the
topology. The necessary cooperative agents for each inter-AP link can be found in
the topology. Given a requirement of throughput gain, we can find the value of k to
satisfy the requirement while minimizing the computation time for using cooperative
communications.
4.3.3 Network Model
To model the considered network, we define a graph G(V,E), where V is the set of
nodes, i.e., either AP or mobile terminal, and E is the set of links connecting the
nodes. In this section, we use index number i to represent the node i and a pair
(i, j) to represent the link connecting nodes i and j.
Cooperative Agent Availability
In order to relay tra c among two APs, a mobile terminal needs to be in between
the APs. However, due to its random mobility, there is a likelihood that the mobile
terminal will move out of range of an AP, and hence cannot be the cooperative agent.
We define ⇢
i
as the probability that the node i is available to be a cooperative agent
during a given time period. The probability ⇢
i
is considered to be related to the
moving speed. The higher the moving speed, the higher probability that the node
moves out of the required area to be a cooperative agent. Because APs are also
modeled as nodes in the graph, they have cooperative agent availability as well.









from node s to node d is defined as a list of nodes n1, n2, ..., nk where
n1 = s, nk = d, and (ni, ni+1) 2 E with any i that satisfies 1  i < k. Let A




: s 2 A, d 2 A}. (4.1)
4.3.4 Metrics
In order to evaluate the performance of the considered PDCN, we introduce the
following metrics.
Cooperative Throughput Gain
The cooperative throughput gain of the connection between two APs s and d, T
sd
,

























is the gained throughput that node i can provide when it becomes a coop-
erative agent.








Cooperative computation time is the time needed to carry out the cooperative com-
munications between two APs. The cooperative computation time for the connection
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between two APs s and d,  
sd



















where  0 is the basic computation time of using cooperative communications;  t0
and  r0 are the additional time needed for an AP to transmit and receive data,
respectively, if a path is added between the two APs; and  
i
is the time needed to
relay data via the cooperative agent i.








This metric is used to evaluate the additional computation time needed to utilize
cooperative communications.
Cooperative Throughput Gain Speed
Let   and ⇥ denote the total cooperative throughput gain and the total cooperative
computation time of the network, respectively. The cooperative throughput gain




We considered S as the utility in this work.
4.3.5 Proposed Adaptive Topology Control Method for Small
Scale PDCNs
In this section, we propose a topology control method exploiting cooperative com-
munications. Our proposed method includes three phases. In the preliminary phase,
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the graph-based network model is constructed. In the second phase, the backbone
network is formed by portable APs and the direct links connecting them. In the
final phase, topology formation for cooperative communications is carried out for
each pair of APs (connected by a direct link) by finding suitable cooperative agents
to connect the APs via cooperative links.
Preliminary Phase
In this phase, we model the considered PDCN by using a graph G(V,E), where V
is the set of APs and mobile terminals. The set of links E consists of all logical
links between nodes. There is a logical link between two nodes if they are inside
the transmission range of each other. In this phase, the probability that a mobile
terminal can be a cooperative agent to connect two APs is calculated based on the
method introduced in [51], which uses node moving speed to calculate the probability
that a node moves out of the transmission range of another node. The detail of this
phase is presented in Procedure 3.
Backbone Network Formation
This phase is to find the topology of the backbone network constructed by only APs.
In most of the cases, the number of APs is not too large and the locations of the
APs are fixed, and thus, the topology can be manually constructed. The topology
can be also dynamically set up, which is out the scope of our current work. In this
work, we use B to denote the set of links in the backbone network topology.
Topology Formation for Cooperative Communications
This phase is based on the graph resulted in the preliminary phase and the topology
derived in the backbone network formation phase. On one hand, set of the nodes of
the modeled graph can be achieved in the preliminary phase. On the other hand,
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Procedure 3 Preliminary Phase
Input: Locations of APs and mobile terminals, mobile terminals’ moving speed.
Output: G(V,E).
1: V  ;
2: E  ;
3: for any node i in the network do
4: V  V [ i
5: range(i) transmission range of node i
6: if node i is mobile terminal then
7: ⇢
i
is calculated by using the method in [51]
8: end if
9: end for
10: for any pair of nodes i and j do
11: if d
ij
< range(i) and d
ij
< range(j) then




the pairs of APs that are connected by direct links can be pointed out by using
the topology constructed in the backbone network formation phase. Due to the
long distances between the APs, the direct links connecting APs generally do not
have enough capacity to support the tra c from local networks where numerous
mobile terminals connect to each AP. Therefore, in order to support the inter-AP
links, mobile terminals can be the cooperative agents to relay more packets between
two APs. Based on the information of inter-AP links achieved from the backbone
network, the cooperative agents are decided based on Procedure 4. The idea of this
procedure is that for each pair of APs m and n that has a direct link connecting
the two APs, k best non-overlapping paths, in terms of throughput gain, from m
to n via mobile terminals are calculated. The nodes inside those paths are the
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Procedure 4 Topology Formation for Cooperative Communications
Input: G(V,E), B(V̂ , Ê), and k.
Output: Cooperative communications network, G⇤(V ⇤, E⇤).
1: V ⇤  V̂
2: E⇤  ;
3: for each (m,n) 2 B do
4: G0(V 0, E 0) G(V,E)
5: for i 1 to k do
6: Find the ith best path pi
mn
in G0(V 0, E 0)
7: V 0  V 0 \ {j : j 2 V 0, j 2 pi
mn
}
8: V ⇤  V ⇤ [ {j : j 2 V 0, j 2 pi
mn
}
9: E 0  E 0 \ {(h, g) : (h, g) 2 pi
mn
}





13: return G⇤(V ⇤, E⇤)
selected as cooperative agents. The links connecting the cooperative agents are
referred to as the cooperative links. Thus, the subgraph constructed by the APs,
cooperative agents, and cooperative links is the desired topology of the cooperative
communications network.
4.3.6 Analysis
In this section, we analyze the relationship between k and the metrics introduced in
this work, cooperative throughput gain, cooperative computation time, and coop-
erative throughput gain speed. Using k as a tuning factor, we discuss how to select
the value of k to maximize the performance of the proposed method.
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Cooperative Throughput Gain and the Value of k
Theorem 3. Given a network G(V,E) and the value of k, G⇤(V ⇤, E⇤) is the topology
resulted after applying Procedure 4 on G(V,E). The total cooperative throughput gain
calculated on G⇤(E⇤, V ⇤) monotonically increases when the value of k increases.
































is the ith path connecting AP s with AP d. Since 0  ⇢
j
 1 and t
j
> 0,
from (4.8) we can see that when k increases,   monotonically increases. ⌅
Cooperative Computation Time and the Value of k
Theorem 4. Given a network G(V,E) and the value of k, G⇤(V ⇤, E⇤) is the topology
resulted after applying Procedure 4 on G(V,E). The total cooperative computation
time calculated on G⇤(E⇤, V ⇤) monotonically increases when the value of k increases.


























This equation proves that when k increases, ⇥ monotonically increases because  0,
 t0,  
r
0, and  j are greater than 0.
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⌅
Choosing the Value of k
Let k
max
be the value such that even if we make k greater than that, no more link is
added to E⇤ in Procedure 4. Therefore, the value of k in Procedure 4 needs to satisfy
(1  k  k
max
). As proved above, when k increases, both   and ⇥ monotonically
increases. Therefore, based on (4.6), for each network scenario,we choose the value
of k between 1 and k
max
that maximizes the cooperative throughput gain speed, S,
which is considered as the utility.
4.3.7 Performance Evaluation
In order to validate the analytical findings and evaluate the performance of our
proposed algorithm, extensive computer-based simulations have been conducted.
Here, we present the simulation settings and the performance evaluation results.
Simulation Settings
The simulation settings are summarized in Table 4.2. In the area of 500 m ⇥ 500 m,
25 portable APs are deployed. The number of mobile terminals randomly deployed
in the area is set to either 200, 500, or 1000. To simplify the relationship between the
moving speed of mobile terminals and their availability to be cooperative agents, we
randomly assign each mobile terminal i a value of ⇢
i
from 0 to 1. The transmission
range of cooperative agents is set to 65 m. The throughput each mobile terminal
can share for cooperative communications is varied from 1000 to 1500 kbps. The
maximum number of agents per inter-AP link can be 1, 2, or 3. Each simulation
is conducted with 1000 di↵erent scenarios generated randomly in order to calculate
average values.
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Parameter Value
Simulation area 500 m ⇥ 500 m
Number of APs 25
Number of mobile terminals 200, 500, 1000
⇢
i
of mobile terminal i 0.00 - 1.00
Throughput shared by cooperative agent i (t
i
) 1000 - 1500 kb/s
Transmission range of cooperative agents 65 m







for any cooperative agent i 0.1 s
Table 4.1: Simulation settings for evaluating the proposed topology control method





















































Max 1 agent per link
Max 2 agents per link
Max 3 agents per link
Figure 4.3: The average throughput gain per inter-AP link versus k. c 2016 IEEE.
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Max 1 agent per link
Max 2 agents per link
Max 3 agents per link
Figure 4.4: k versus the average computation time per inter-AP link. c 2016 IEEE.
The Relationship Between k and Throughput Gain
Figure 4.3 demonstrates the changes of the average expected throughput gain per
inter-AP link when k changes. This metric takes into account both the probability
that a mobile terminal is available to be a cooperative agent and the throughput
it can share. The simulation results show that when k increases, the throughput
gain for each inter-AP link also increases. Furthermore, the simulation is run with
di↵erent maximum numbers of agents per inter-AP link, and the results illustrate
that when we use multi-hop paradigm for cooperative agents, the throughput gain
increases even faster.
The Relationship Between k and Cooperative Computation Time
Figure 4.4 shows the computation time needed to carry out the cooperative commu-
nications. The results validate that when k increases, the cooperative computation
time increases. Also, when we accept a larger number of cooperative agents per
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Figure 4.5: k versus the cooperative throughput gain speed. c 2016 IEEE.
multi-hop path connecting two APs, the increase of the cooperative computation
time becomes more significant.
The Relationship Between k and Cooperative Throughput Gain Speed
Figure 4.5 illustrates the relationship between k and cooperative throughput gain
speed, which is considered as the utility in this work. The figure shows that even
though di↵erent network scenarios might lead to di↵erent results, there is a value of
k that maximizes the utility.
These results prove that the trade-o↵ relationship between cooperative through-
put gain and cooperative computation time can be optimized by finding the value of
k that maximizes the cooperative throughput gain speed. From the optimal value
of k, we can decide the cooperative agents for use to improve the capacity of the
backbone network constructed by APs.
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4.4 Proposed Adaptive Topology Control for Large
Scale PDCNs Based on Cognitive Radio
In this section, we focus on using all-spectrum cognitive radio for PDCNs to utilize
all available spectrum in the area for improving the network performance. We
consider a PDCN constructed by multiple PRUs where each PRU is a Cognitive
Radio Base Station (CRBS). Each CRBS is equipped with multiple antennas to
support di↵erent frequency bands available in the area. Based on the considered
PDCN, we propose an adaptive topology control method. Our proposed method
unites k non-overlapping minimum spanning trees to construct the topology for
the use in routing. We provide an analysis on the relationship between k and the
cognitive radio adaptability as well as the estimated routing computation time.
We also provide an analysis how to select the value of k. Furthermore, extensive
simulations are conducted to validate our analysis. Simulation results confirm the
e↵ectiveness of our proposal.
4.4.1 Motivation and Challenges of the Considered PDCNs
Based on Cognitive Radio
Many research works have been conducted in the field of disaster response networks
that which highlight the key requirements of disaster response networks including
quality of service (QoS), robustness and reliability, coverage and mobility, rapid
deployment, interoperability, spectrum agility, self-organization, and cost e↵ective-
ness [52–58]. Among the requirements, spectrum agility, which is the capability of
operating in many di↵erent frequency bands, has not been well addressed in the
existing works [52].
In order to fulfill the requirements of disaster response networks, which are also
the requirements of large scale PDCNs, cognitive radio [59–61] should be consid-
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ered because it has many advantages including heterogeneity, reconfigurability, self-
organization, and interoperability with existing networks [62–65]. Particularly, the
infrastructure in disaster areas could be destroyed or partially damaged, or can only
operate intermittently, and thus, there will be a significant availability of spectrum
for use by cognitive radio. The availability of spectrum depends on locations due to
the di↵erence in the degree of disaster e↵ects. Furthermore, the available spectrum
is also varying from time to time depending on the situations of the recovery process.
Therefore, an e↵ective and adaptive method that utilizes the available spectrum in
the disaster a↵ected area is required. In order to design such a method, we focus on
the following issues.
• All-spectrum cognitive radio should be considered to utilize any available spec-
trum in the area.
• The availability of spectrum is varying due to the di↵erences in time, location,
and network operating.
• Only some places in the disaster area can have connectivity to the outside
world, and thus, the method to route tra c in the area to such locations
needs to be taken into account.
In order to e↵ectively address these research issues, we consider a cognitive ra-
dio based PDCN as shown in Figure 4.6. Depending on the type of disasters, the
scenarios in the a↵ected areas will be di↵erent. For example, in Figure 4.6, both
tsunami and earthquake occur. In the locations a↵ected by the tsunami, the net-
work base stations are destroyed. On the other hand, in earthquake a↵ected areas,
the infrastructure is damaged. After the disaster occurs, disaster victims cannot
use network service due to the power outage and the lack of remaining network
infrastructure. Therefore, many PRUs, which we refer to as Cognitive Radio Base
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Figure 4.6: Considered large scale PDCN based on PRUs, where each PRU is a
cognitive radio base station. c 2016 IEEE.
Stations (CRBSs), are deployed to the area to provide network communication ser-
vices. Each CRBS is equipped with multiple antennas to support di↵erent frequency
bands, such as cellular networks, WiMAX, television, and so forth. We assume that
the CRBSs are agile and cost-e cient enough to be deployed with a relatively large
amount in the disaster a↵ected area.
However, there are many challenges that need to be resolved. We outline three
main challenges for cognitive radio based PDCNs as follows.
Routing Unlike other types of networks, PDCNs have to face more di culties
due to the critical situation in disaster a↵ected area. After a disaster occurs, many
places in the area might be isolated in terms of the access to network services.
Only a few locations can have connectivity to outside world, such as the locations
located closely to a non-a↵ected area, or the locations having facilities to connect to
a network with very large coverage, e.g., satellite network [66,67] or wireless network
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in the sky [68]. Therefore, routing is very important to bring network connectivity
and services to the whole area.
Adaptability This is always a challenge for cognitive radio networks. However, in
the PDCNs scenarios, the challenge becomes even more critical due to the frequent
change of available spectrum. In disaster areas, base stations and infrastructure can
be inactive due to many reasons such as power outage, damage, safety shutdown,
and so forth. It is not easy to predict when and how the infrastructure will recover
because the situation is di↵erent case by case. Therefore, adaptability is one of the
major challenges for designing a cognitive radio based PDCN that can adapt to
di↵erent scenarios of disasters.
Computation Time The demand of using network service in disaster areas is
always much higher than normal because the disaster victims will try to use the
Internet to confirm the safety of their family, relatives, and friends, while the network
infrastructure is usually damaged or destroyed. However, as mentioned above, only
a few places in the area can have connectivity to outside area. Therefore, after a
PDCN is deployed in the area, the routing computation time needs to be minimized
to provide acceptable network services to users in the disaster area.
Furthermore, there is a trade-o↵ relationship between cognitive radio adaptabil-
ity and the routing computation time. If each CRBS has too many direct connections
to other CRBSs in the area, the routing process will have a high computation time,
causing a high delay in routing tra c. On the other hand, if each CRBS has too
few neighbors, when the neighboring nodes cannot use the spectrum, the CRBS
is unable to find the next hop to route its tra c, and thus, fails to adapt to the
changing environment.
To overcome the challenges, we propose a topology control method to maximize
the cognitive radio adaptability while considering the routing computation time.
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Cognitive radio base station 
with the role of a gateway
Figure 4.7: Modeled network of the considered PDCN based on cognitive radio base
stations. c 2016 IEEE.
4.4.2 Considered Scenario
As shown in Figure 4.6, the considered PDCN is constructed by multiple CRBSs.
Each CRBS is equipped with multiple antennas to support multiple frequency bands.
The CRBSs are assumed to have the ability to switch between di↵erent antennas
in order to adapt to the varying available spectrum in the area. Additionally, we
assume that at a certain time, a central CRBS can be selected to carry out the
topology formation task.
4.4.3 Network Model
For a cognitive radio based PDCN constructed by CRBSs, we define a graphG(V,E),
as shown in Figure 4.7, where V is the set of CRBSs and E is the set of links
connecting the CRBSs. In this section, we use index number i to represent CRBS i
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and a pair (i, j) to represent the link connecting CRBS i and CRBS j. The Euclidean
distance between CRBS i and CRBS j is represented by d
ij
.
Spectrum Availability at a Node
In the considered network, the central CRBS periodically senses the spectrum avail-
ability status and select the best frequency band for the PDCN to use for the next
time period. We define ⇢
i
as the probability that the CRBS i can use the selected
frequency band in its local area during the next time period.
Link Cost
The cost of the link (i, j), c
ij




















) is the probability that at least one of the two CRBSs, i and j, cannot




) is the probability that the link
(i, j) will be disconnected during the next time period. d
ij
is the distance between i
and j. A longer distance between two CRBSs, the weaker the link connecting them.
The reason behind the equation (4.11) is that by choosing the link, we accept the
risk of having the link that might be broken or weaken due to the e↵ect of spectrum







is larger, and vice versa.
Neighbor Set
The set of neighbors of a CRBS i, N
i
, is defined as follows:
N
i
= {j : j 2 V, (i, j) 2 E}. (4.12)
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4.4.4 Metrics
In order to evaluate the performance of the considered PDCN, this research takes
into account the following metrics.
Cognitive Radio Adaptability Index (CRAI)
We introduce CRAI of a CRBS as the index to measure the ability of the node
in adapting to the change of available spectrum. CRAI of a node depends on the













is the CRAI of the CRBS i, and ⇢
j
is the probability that the CRBS j
can use the spectrum at its local area.
Estimated Routing Computation Time
This metric estimates the computation time needed when the routing is carried out
on the topology constructed after topology control process. It is directly a↵ected
by the number of nodes and links of the network. For example, if we use a routing
algorithm having the complexity of O(|E⇤|+ |V ⇤| log |V ⇤|), we need to measure the
absolute value of |E⇤|+|V ⇤| log |V ⇤| to evaluate the computation time more precisely.
Average Node Degree
The degree of a node in a graph is calculated by the number of adjacent nodes.
Therefore, the average node degree of the graph modeling the considered network,
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Average Number of Hops to Gateway
This metric is to estimate the number of hops from all CRBSs in the disaster area to
the gateway CRBS in when the routing is conducted on the topology. The average
number of hops to gateway, H, is calculated by the average number of hops in the











is the smallest number of hops needed to route tra c from CRBS i to the
gateway.
Utility
This metric can be considered as one of the most important metrics to evaluate the
e↵ectiveness of the network. We consider CRAI as the payo↵ we get after forming
the topology, and the production of the average node degree and the average number
of hops to the gateway as the estimated cost for routing conducted on the topology.




D ⇥H . (4.16)
4.4.5 Proposed Adaptive Topology Control Method for Large
Scale PDCNs Based on CRBSs
Our adaptive topology control method is carried out on the graph resulted by model-
ing the network composed of CRBSs. In our topology control method, the topology
will be formed so that the redundant neighbors of each node, i.e., each CRBS, are
removed before being used in routing. Therefore, we need to define which neighbor
is redundant. The most straightforward consideration of a redundant neighbor of a
node is that the neighbor will not be chosen to be the next hop in transmission, in
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Procedure 5 Topology Formation
Input: G(V,E), k.
Output: Topology for the routing, G⇤(V ⇤, E⇤).
1: Calculate the cost of each link by using (4.11).
2: G0(V 0, E 0) G(V,E)
3: V ⇤  V 0
4: E⇤  ;
5: for i 1 to k do







7: E 0  E 0 \ E
i
8: E⇤  E⇤ [ E
i
9: end for
10: return G⇤(V ⇤, E⇤)
any case. In order to carry out the process of removing redundant neighbors, we de-
sign a method to keep at least k neighbors for each node while the chosen neighbors
have a high probability to be the next hop of the node in transmissions. k is a tuning
factor that we can use to adjust the number of links in the topology. In order to
keep the best neighbors of each node in terms of minimizing the total link cost, we
extend the traditional minimum spanning tree (MST) algorithm [69] by using the
equation (4.11) for calculating weights of links. Note that the traditional MST uses
the only Euclidean distance between two nodes of a link as the link weight, we also
consider the probability that each node can be used for transmissions. In order to
guarantee that each node has at least k neighbors, we find k non-overlapping MSTs
of the graph and combine them to construct the topology. As shown in Procedure 5,











, are removed from the original graph and added to the topology.
By doing this process, the MSTs are guaranteed to be non-overlapped.
The proposed method is considered “adaptive” because it uses the spectrum
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availability at the nodes to calculate weights of the links and cognitive radio adapt-
ability index to calculate the utility. Aiming to maximize the utility, we can find the
most suitable value of k, the tuning factor, to adapt to di↵erent network scenarios.
4.4.6 Analysis
Here, we analyze the relationship between k and the metrics introduced in sub-
section 4.4.4. Base on the analysis, we discuss the selection of the value of k that
maximizes the performance of the proposal.
The Relationship Between k and Cognitive Radio Adaptability Index
Theorem 5. Given a network G(V,E) and the value of k. G⇤(V ⇤, E⇤) is the topology
resulted by applying Procedure 5 on G(V,E). The average CRAI of the nodes in the
topology G⇤(V ⇤, E⇤) monotonically increases when the value of k increases.
Proof. Based on (4.13), the average CRAI, A
ave
, of the nodes in the topology














As shown in Procedure 5, when k increases, |V ⇤| does not change and always equals
to |V |. The change in the constructed topology is only in E⇤. The increase of k












The Relationship Between k and the Routing Computation Time
Theorem 6. Given a network G(V,E) and the value of k. G⇤(V ⇤, E⇤) is the topol-
ogy resulted by applying Procedure 5 on G(V,E). The computation time of routing
conducted on G⇤ monotonically increases when the value of k increases.
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Proof. In Procedure 5, when k is increased by 1, the number of adjacent nodes for
each node in the topology will be increased by at least 1. For routing based on the
topology, each node needs to try with at least one more neighbor as the next hop.
Hence, the routing computation time will qualitatively increase with the increase of
k. The increase in computation time depends on the routing algorithm. For example,
Dijkstra algorithm [70], the most well-known algorithm for finding shortest paths
in graphs, has the complexity of O(|E⇤| + |V ⇤| log |V ⇤|). In Procedure 5, when k
increases, more links are added to E⇤ while V ⇤ is kept the same. Therefore, the value
of |E⇤|+ |V ⇤| log |V ⇤| monotonically increases when the value of k increases. ⌅
The Relationship Between k and the Average Number of Hops to Gate-
way
Theorem 7. Given a network G(V,E) and the value of k. G⇤(V ⇤, E⇤) is the topol-
ogy resulted by applying Procedure 5 on G(V,E). If the shortest paths in terms of
hop count are considered, the average number of hops from nodes on the topology
G⇤(V ⇤, E⇤) to the gateway monotonically decreases when the value of k increases.
Proof. In Procedure 5, when k increases, more links are added to E⇤ while V ⇤ is kept
the same. Therefore, there will be more possible paths on the topology from any
node to the gateway. When we consider shortest paths in terms of hop count, with
the increase of k, the new shortest paths will have less hop count than before, or at
least keep the same value. Therefore, the average number of hops from CRBSs to
the gateway CRBS, H, monotonically decreases when the value of k increases. ⌅
Selecting the Value of k
As proven above, when k increases, the average CRAI increases, and thus, the total
CRAI of the network,
P
i2V Ai, also increases. Furthermore, the increase of k leads
to the increase of the average node degree, D, and the decrease of the average
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number of hops to the gateway, H. Therefore, according to (4.16), there will be
a value of k that maximizes the utility, U . Note that in every specific network
scenario, the value of k has an upper bound, which is the largest node degree in
the modeled graph. Therefore, depending on the network scenario, the chosen value
for the tuning factor, k, should be the value between 1 and the upper bound that
maximizes the utility.
4.4.7 Performance Evaluation
In order to validate the analytical findings and evaluate the performance of the pro-
posed method, we conducted extensive simulations. In this section, the simulation
setup and the evaluation results are presented.
Simulation Setup
Table 4.2 presents the settings of our simulations. In the area of 10 km ⇥ 10 km, the
CRBSs are randomly deployed. The number of CRBSs is set to three di↵erent values,
40, 60, and 80, in order to evaluate the e↵ect of CRBS density on the performance
of the proposal. The probability that a CRBS i can cognitively use the spectrum
in its local area, ⇢
i
, is randomly assigned from 0.0 to 1.0. The transmission range
of CRBSs is set to 3 km. 300 di↵erent network scenarios are generated to calculate
the average results.
The Relationship Between k and CRAI
Figure 4.8 shows the relationship between the average CRAI and the value of k.
The results demonstrate that when k increases, the average CRAI of the network
also increases, which validates the conclusion of Theorem 5. The figure also shows
the behavior of CRAI when the number of CRBSs changes. When k is small, e.g., k
equals to 1 or 2, there is no significant change in the average CRAI when the number
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Parameter Value
Simulation area 10 km ⇥ 10 km
Number of CRBSs 40, 60, 80
⇢
i
of CRBS i 0.0 - 1.0
Transmission range of CRBSs 3 km
Number of di↵erent scenarios 300
Table 4.2: Simulation settings for evaluating the proposed topology control method





















Figure 4.8: k versus the average CRAI. c 2016 IEEE.
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Figure 4.9: k versus the estimated routing computation time in case the Dijkstra
algorithm is used for routing. c 2016 IEEE.
of CRBSs changes. However, when k becomes larger, i.e., more than 3, the e↵ect of
the number of CRBSs on the value of CRAI becomes more noticeable. The larger
number of CRBSs, the higher value of CRAI. This is because the increase of k only
makes changes to the topology if there are still links that can be further added to
the topology.
The Relationship Between k and the Estimated Routing Computation
Time
In order to estimate the computation time of routing with the resulted topology, we
evaluate the computation time of finding shortest paths on the topology by using
Dijkstra algorithm. Dijkstra algorithm on a graph G(V,E) can be implemented with
the computation time of O(|E|+ |V | log |V |). Figure 4.9 demonstrates the absolute
value of |E| + |V | log |V | with the topology resulted by using our simulations. The
results show that when k increases, the computation time also increases. This
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Figure 4.10: k versus the average node degree, D. c 2016 IEEE.
proves the conclusion in Theorem 6. The figure also shows that larger number of
CRBSs leads to larger computation time. It is reasonable because a higher density
of network nodes cause the increase in the number of each node’s neighbors.
k with the Average Node Degree and the Average Number of Hops to
Gateway
Figures 4.10 and 4.11 show that when k increases, the average node degree, D,
increases while the average number of hops to gateway, H, decreases. Therefore,
Theorem 7 is also validated. Since D can be considered as the average number of
tries that a node needs to do to find the next hop, and H is the average number
of hops required to relay a packet from a source to the gateway, D ⇥H can be the
approximate number of tries needed for finding routes to the gateway. Therefore,
we also find the relationship between D ⇥ H with k, as shown in Figure 4.12, in
order to approximately evaluate the cost of routing process on the resulted topology.
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Figure 4.12: k versus D ⇥H. c 2016 IEEE.
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The results show that D ⇥ H increases with the increase of k and becomes larger
with larger number of CRBSs. This is reasonable because a larger value of k and/or
a larger number of CRBSs will make the network more complex, and thus, more
di cult for routing.
The Relationship Between k and the Utility
The relationship between k and the utility, U , is presented in Figure 4.13, with
di↵erent network scenarios. Figures 4.13(a) and 4.13(b) demonstrate an example
of having di↵erent optimal values of k for maximizing the utility when the network
scenario is generated randomly with di↵erent seeds. It shows that the optimal value
of k does exist but might be di↵erent depending on network scenarios. Figure 4.13(c)
illustrates the distribution of the optimal values of k and the optimal points when
300 di↵erent scenarios are simulated with di↵erent number of CRBSs. The figure
shows that when the number of CRBSs becomes higher, the optimal values of k tends
to become larger. However, the figure also demonstrates that even with the same
number of CRBSs, the optimal values of k can be di↵erent with di↵erent scenarios.
4.5 Summary
In this chapter, we introduced two adaptive topology control methods for di↵erent
scales of PDCNs to adapt to the changes in available resources at the disaster site.
With small scale PDCNs, we utilized cooperative communications to improve the
capacity in the backbone network composed of the portable APs. With large scale
PDCNs, we utilized cognitive radio to exploit available resources in the area.
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Figure 4.13: Di↵erent network scenarios lead to di↵erent optimal values of k, for
example, optimal k equals to 3 in (a) and 4 in (b). (c) The distribution of optimal
values of k with di↵erent network scenarios and di↵erent number of CRBSs. c 2016
IEEE.
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Adaptive topology control for small scale PDCNs based on cooperative
communications
With small scale PDCNs, we addressed the problem that the low capacity in the
backbone network constructed by APs cannot satisfy the high demand from the
users in the APs’ local networks. Our proposed method utilizes cooperative com-
munications to gain the throughput of inter-AP links. The proposal aims to find k
best non-overlapping paths, in terms of throughput gain, via cooperative agents to
connect any pair of APs. We provided an analysis on the e↵ect of k on cooperative
throughput gain, cooperative computation time, and cooperative throughput gain
speed, which is considered as the utility. We also proved that there is a value of k
that maximizes the utility, and thus, optimizes the trade-o↵ relationship between
throughput gain and computation time. Extensive simulations were conducted and
their results demonstrated that the proposed algorithm can help to maximize the
throughput gain while maintaining the computation time within a reasonable level.
Adaptive topology control for large scale PDCNs based on cognitive radio
With large scale PDCNs, we focused on all-spectrum cognitive radio based PDCNs
to fulfill the spectrum agility requirement. The considered PDCN is constructed
by CRBSs, deployed in the disaster a↵ected area. Each CRBS is equipped with
multiple antennas to support di↵erent frequency bands available in the area. All
CRBSs in the network route their tra c to the gateway CRBS having connectivity
to the outside area. On the considered PDCN, we proposed an adaptive topology
control method that unites k non-overlapping MSTs on the original network to
construct the topology. An analysis on the relationship between k and the cognitive
radio adaptability as well as the computation time of routing process was provided.
Additionally, extensive simulations were conducted to verify our analysis and the
simulation results demonstrated the e↵ectiveness of our proposal.
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In this chapter, we focus on the applications of the PDCNs based on PRUs. Among
the possible applications of PDCNs, safety confirmation can be considered as one
of the most important services. With an embedded image database, a single PRU
can provide the safety confirmation application that allows users to search for the
images that look similar to the people they are looking for. However, a network
with multiple PRUs may increase the image searching time of the safety confirma-
tion application because the image databases are distributed and the capacity of
the backbone wireless network constructed by connecting the PRUs is also limited.
Therefore, in this chapter, we introduce a safety confirmation method that guaran-
tees the minimum searching time of users. The method includes four phases, namely
resizing and storing images, broadcasting small-size images, routing, and deciding
image size to deliver to users. Based on mathematical analysis using the absorbing
Markov chain, we estimate the expected searching time for each di↵erent size of
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images and choose the most appropriate size.
This chapter will discuss the applications of PDCNs based on multiple PRUs,
introduce our proposed method for the safety confirmation application using image
database, and present our proposed Markov-based analysis to optimize the perfor-
mance of the application.
Some parts of the content in this chapter are presented in the following paper,
which was written by the author of this dissertation.
• T. Ngo, H. Nishiyama, N. Kato, T. Sakano, and A. Takahara,“An E cient
Safety Confirmation Method Using Image Database in Multiple-MDRU-Based
Disaster Recovery Network,” IEEE Systems Journal, Accepted.
5.2 Applications of PDCNs Based on Multiple
PRUs and Relevant Research Works
In recent years, industrial organizations working on the PDCNs based on PRUs
have focused on developing the compact size of the PRUs. For example, AT&T and
NTT have developed van-type PRUs, which make the multiple PRUs based PDCNs
practical. In the PDCNs consisting of multiple PRUs, the PRUs should not work
individually. This is because there may be only a few PRUs that have a connec-
tion to the outside area. The other PRUs need to rely on those to communicate
with the outside world. Also, depending on PRUs, the available resources such as
energy, spectrum, devices, and so forth, might be di↵erent. Therefore, each PRUs
should corporate with others to provide better services in overall. Furthermore, the
deployment of PRUs in disaster area should be taken into account. In [71], the
authors provided a performance evaluation of multiple PRUs based wireless mesh
network by using computer-based simulations. The results show that di↵erent de-
ployment of PRUs might significantly a↵ect the overall performance of the PDCN
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composed by the PRUs. In addition, when the multiple PRUs are used to construct
a wireless network, routing is one of the most important research issues. Some ex-
isting approaches focus on improving spectrum e ciency [24, 72] while some others
aim to improve energy e ciency [73, 74]. In order to consider both spectrum and
energy e ciencies, the multiple PRUs based PDCNs can utilize the spectrum and
energy-e cient routing approach introduced in [75].
Regarding the applications of PDCNs based on multiple PRUs, text messages,
Voice over IP calls, and multimedia delivery are the main services which can be
provided. In order to provide multimedia services, many research issues have been
considered in the literature. Di↵erent multimedia applications and target networks
need di↵erent approaches for solving the issues. Zhou and Chao focus on the secu-
rity issue of multimedia service in Internet of Things [76]. They design a security
framework using the classification of multimedia tra c. They also provide the de-
sign rule and strategy that take into account the trade-o↵ relationship between
system flexibility and e ciency to make the architecture more e cient. On the
other hand, the authors of [77] focus on the delay-sensitive multimedia applications
for resource-limited heterogeneous networks. By considering the multimedia foren-
sics, network adaptation, and scheduling, they propose a method for allocating the
available network resources to fulfill the requirements of multimedia forensics service
while satisfying the application’s delay constraints.
In this work, we focus on the disaster relief application using the image database
installed in the PRUs and aim to provide a safety confirmation application for
people in/outside the disaster areas. The routing method proposed in [75] and the
traditional approaches for resizing and compressing images such as those in [78–80]
are utilized. The proposed algorithm is based on an analysis using absorbing Markov
chain, which is widely used in many di↵erent fields [81–86].
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5.3 A Typical PDCN Application Example: Safety
Confirmation Application Using Image Database
5.3.1 Image Database and the Safety Confirmation Appli-
cation Using a Single PRU
The demand for safety confirmation always becomes significantly high after the oc-
currence of any disaster. However, if the cellular network infrastructure is damaged
by the disaster, people will not be able to make calls or send messages to others.
In that case, if the PDCN can provide the safety confirmation application using
image database stored at the PRU, it will be very useful for users. In fact, the
works in [2,21] have considered using image database in their disaster recovery net-
work, where each PRU is equipped with an image database to provide image-based
applications for the PDCN.
The basic application of the image database is to provide a means of uploading
and downloading photos for people who are able to connect to the PRU. Users
in the disaster a↵ected area can upload photos of people, infrastructure, evacuation
centers, and so forth, to the image storage. Government and people from the outside
area later can browse the photos and achieve the updated information of the disaster
area.
The image storage equipped with the PRU also o↵ers a useful application, which
is the safety confirmation application as illustrated in Figure 5.1. The application
mainly focuses on the photos of people. Together with uploading the photos, the
other information such as name, gender, age, residing location, and so forth can be
registered. There is a database to store the photos and information uploaded to the
PRU. Any user having access to the PRU can do carry out the registration. For
instance, rescuers can take the photos of the disaster victims and register them to the
database. Evacuees can directly register their photos and their personal information
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• Users take photos and 
upload to the PRU.
• Rescuers take photos of 
the victims.
• Evacuees register their 
photos to the PRU.
• Users having connection 
with the PRU search photos 
of their family, relatives, 
friends…
• Government gathers the 
information of the victims.
Figure 5.1: Safety confirmation application using image database in a single PRU
based PDCN. c 2015 IEEE.
to the PRU. The image searching functionality can be provided by the PRU using
the image database. By using this application, people from the outside area are able
to search the photos of their family, relatives, friends, and so forth, who are in the
disaster area. The government can also use this application to gather the updated
information of the victims and evacuees in the disaster area to make an appropriate
decision for supporting the people and managing the situation.
5.3.2 Challenges of Safety Confirmation Application in Mul-
tiple PRUs Scenario
The main challenges for the safety confirmation application in the multiple PRUs
scenario are illustrated in Figure 5.2. The most important challenge is that, unlike
the single PRU scenario, the image databases are distributed among the PRUs in
the multiple PRUs based PDCN. For example, in the figure, some rescuers can
upload photos to the PRU number 1 while some evacuees register their photos to
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Figure 5.2: Challenges of the safety confirmation application using image database
in the multiple PRUs scenario: synchronization of distributed image databases,
congestion, lack of energy, routing, etc. c 2015 IEEE.
the PRU number 2. Therefore, we first need to solve the problem of synchronization
among such individual databases. Furthermore, during the synchronization of the
databases, there may be many issues, such as congestions (like the PRU number 5)
or PRUs running out of energy (like that of PRU number 7). Those issues need to
be taken into account in the routing method for the backbone network comprising
only PRUs.
5.3.3 Envisioned Solution for Safety Confirmation Applica-
tion in Multiple PRUs Scenario
In order to come up with a solution for the above-mentioned challenges, we need to
learn about the characteristics of the application. The first characteristic that could
be deducted is that images are di↵erent from other types of data especially when
the data is not adequately provided. With other types of data such as binary files,
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if the data is not enough, e.g., some bits are missing, there might be corruption in
opening the files and we cannot achieve any information from them. However, we
still can get some information from low-resolution images even though they do not
have all the data of the original ones. For example, we at least can di↵erentiate the
types of images, i.e., images of people or landscape or others. Moreover, if an image
is a photo of a person, we can recognize the gender of the person, the approximate
age, the hairstyle, and so forth. We can even see whether we know this person or
not if the resolution is not too low. The higher the resolution is, the better the
correctness of the recognition will be. In other words, low-resolution images can
still be recognized by people but only causes the probability of errors in recognizing.
On the other hand, high-resolution images usually need larger spaces in the storage
and require more time to be transferred in the network.
Consequently, the major issue here is that the images in high-resolution may
result in congestion in the network while low-resolution images may lead to user
recognition errors. However, if we can create di↵erent copies of images with di↵erent
sizes beforehand to be used in di↵erent situations. Given a network situation, an
optimal image size can be decided to make recognition correct in the shortest possible
time. That is the key idea of our proposed method for the safety confirmation
application. The use of this application can be explained via the following scenario.
After a disaster, a person from the outside area tries to find any information about
his/her father, who is in the disaster a↵ected area. However, due to the e↵ect of
the disaster, cellular network infrastructure in the area has been damaged and the
power outage occurred, and thus, the person cannot contact to his/her father. After
the PRUs arrive at the disaster area, they construct a multiple PRUs based PDCN,
which has a connection to the outside area. The evacuees and the rescuers are then
able to upload photos of people in the disaster area to any of the PRUs via the
wireless connection to the PDCN based on PRUs. Figure 5.3 illustrates the typical
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User Action Application Response
Search for a photo 
of a person/thing
Return a list of the 
photos in small-size 
Click to zoom in a 
photo from the list
Return the bigger 
size of the photo
Click to see the 
full-size of the photo
Return the original 
size of the photo
Back to the list to 
check other photos
Figure 5.3: Typical user actions and responses of the safety confirmation application.
user actions and responses of the safety confirmation application based on the image
database. By using the application, the person can explore all the images stored in
the database of any PRU. Additionally, he/she can also filter the images by name,
gender, age, and so forth. After the list of images is displayed on his/her device, the
person can select any image that looks similar to his/her father. A bigger size of
that image will be downloaded to the person’s device to help him/her see the image
in a better resolution. If the downloaded resolution is still not enough, there is an
option to view the original size of the image. The person can repeat the above steps
again until he/she finds a photo of his/her father or until there is no more similar
image to explore. Note that all the photos shown to the user in the application
should be from the storage of any PRU in the PDCN. The transmission of photos
inside the PDCN should be transparent to users.
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5.4 Proposed Performance Optimization Method
for the Safety Confirmation Application
In this section, we present in detail our proposed method for the image searching
application in the multiple PRUs based PDCN. The proposed method has four
phases: resize and storing images, broadcasting small-size images, routing in the
backbone network, and deciding image size to deliver to the users. Among them,
the last phase can be considered as the core contribution of this work.
5.4.1 Resizing and Storing Images
This phase is demonstrated in Figure 5.4. After an image is uploaded to the PRU,
di↵erent copies of the image with di↵erent sizes will be created automatically. The
reason behind this redundancy is that, in a disaster scenario, the system throughput
of the network is more critical than the size of the image storage. It is also due
to the trade-o↵ relationship between the resolution of the delivered images and the
downloading speed of those images. On one hand, if only the large size of the images
are used, delivery speed might be a↵ected due to the significantly high tra c load
causing congestions in the network. On the other hand, if only images in small size
are used, the speed might be guaranteed but the quality of the downloaded images
will be low. Therefore, depending on the network situation, di↵erent sizes of the
image should be used to deliver to users. Another advantage of creating and storing
di↵erent sizes of the images beforehand is that the processing time can be reduced
when other users explore the images using the application.
In fact, in order to create the database storing di↵erent copies of images with
di↵erent sizes, we need to take into account the image resizing techniques. However,
in the scope of this work, we do not propose a new method of image resizing or
compressing. Instead, we assume that any traditional approaches can be utilized.
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User, rescuer, evacuee… 
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of the image 
Each PRU has an image 
storing equipment, which has 
the automatic resize function.
Original
All versions 
of the image 




Figure 5.4: Resizing and storing images uploaded to the PRU. c 2015 IEEE.
5.4.2 Broadcasting Small-Size Images to Other PRUs
When a user uploads images to the system, the images are uploaded to the closest
PRU, which we will be referring to as the “local PRU”. After the images are copied
and stored in di↵erent sizes, the copies are also stored in that local PRU. After
resizing and storing the images, the smallest copy of each image is broadcasted
together with the additional information of the person in the image such as name,
age, gender, and so forth. By doing this way, the image storage in each PRU will
have all versions of the images that are directly uploaded from its local users and
all small-size images uploaded to other PRUs. Therefore, whenever users want to
see the list of images, the local PRU can promptly response the list of all images in
small size. When a user wants to see an image in a bigger size, the PRU having the
original version of the image will deliver it to the user through the PDCN.
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5.4.3 Routing in Backbone Network
Since the image transmission among the PRUs in the PDCN is required, the routing
in the backbone network is necessary regardless of the image size, either small-size
images for broadcasting or large-size images for individual requests. In this work,
we assume that any existing routing method can be used for this phase. In fact, the
method introduced in Chapter 3 can also be used in this proposed method to find the
best routing paths among PRUs in terms of spectrum-energy e ciency. Note that
the routing phase is not considered as the main contribution in this proposal. This
phase is presented here in order to help readers thoroughly understand all phases of
our proposed method.
5.4.4 Deciding Image Size for Delivering to Users
When a user search for an image using the safety confirmation application, a list
of images in small sizes will be responded to the user. When the user clicks on an
image in the list, a larger size of the image will be downloaded so that the user can
see it more clearly. However, deciding the size of the image for responding to the
user is a research issue here. If the size of the image is too big while the network
condition is not good, it may cause the congestion in the network, which leads to
long time needed for the user to verify whether this image is relevant or not. On
the other hand, if the size of the image is too small, there is a high probability that
the user still need to see a bigger size (or even the original image) for verification.
In that case, the total time for confirming the image might be even more than only
returning the original image to the user for preview.
In this work, we aim to minimize the searching time, which is the total time
for users to find out whether there is an image relevant to the person of the users’
interest. Depending on network condition, appropriate image size should be chosen
to deliver images to users so that users can find the relevant images in the shortest
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possible time. This task requires the updated information of the network condition.
Therefore, each PRU needs to periodically check its connections with neighboring
PRUs and broadcasts the information to other PRUs. Since this information can
be stored in a few packets and the number of PRUs in an area is usually not too
large, this information sharing step is much smaller than delivering an image in
the system. Therefore, the overhead caused by sharing the local information of the
PRUs can be considered negligible. By doing this process, each PRU can know the
updated situation of the backbone network. When a user starts using the image
searching application, the local PRU checks the condition of its local network and,
beforehand decide the appropriate size of the bigger-size images that are delivered
when requested. When the user clicks on any small image in the list, the local PRU
will send a request, which includes the calculated size and the ID of the image, to
the PRU having the original image in its storage.
The state diagram presented in Figure 5.5 demonstrates the possible actions of
users when using the image searching application and the physical meanings of the
transitions between states. The actions include focusing on a small image, viewing
a larger size of the image, see the original size of the image, and finish (deciding
whether there is a relevant image or not). As shown in this figure, after receiving
the list of small images, the user will focus on the first image. If the image looks
similar to the image the user wants to find, he/she may want to zoom into the image
to confirm. If the bigger size image is still not clear enough, the user may want to
see the original size of the image. If this image is the one that user is looking
for, the searching process finishes. Otherwise, the user will move on to the next
image and do the same process until the target image is found. In the Figure 5.6,
the names of states are replaced by symbols and the transitions between states are
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Figure 5.5: State diagram presenting the flow of user actions after downloading the
list of images. c 2015 IEEE.
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Figure 5.6: Transition diagram presenting the flow of user actions after downloading
the list of images. c 2015 IEEE.
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probability that a small image in the list looks similar to the one the user wants
to find. P
co
is the probability that the image is what the user is looking for. P
uncl
is the probability that the large image responded to the user is not clear enough.
P
clco
is the probability that the large image responded to the user is clear and is
what the user is looking for. The diagrams demonstrate a Markov chain, which we
proved to be an absorbing Markov chain (see Section 5.5). With di↵erent sizes of the
images, the time to finish each action and the value of the transition probabilities
can be di↵erent. By calculating the expected number of periods the chain spends
in each state and estimating the time necessary for each corresponding action, the
expected time until absorption (until the user find the answer whether there is any
relevant image or not) can be calculated. Therefore, given the network condition,
the probabilities presenting transitions between user actions, and the time to finish
each action, we can calculate the expected searching time corresponding each image
size. The most appropriate image size can be chosen so that the searching time of
users is minimized. In Section 5.5, the analysis we use to calculate the expected
searching time will be presented in detail.
5.4.5 Input Parameters for the Proposed Method
In this sub-section, we discuss the input parameters that are required to carry out
the proposed method. As introduced above, F , B, and O are used to denote the user
actions: focusing on an image, viewing a larger size, and viewing the original size
of the image, respectively. The time required for these user actions, T (F ), T (B),
and T (O), are the given input parameters of our method. They can be calculated
based on the statistics of user behaviors and the size of the image. However, in the
scope of this work, we do not propose a method to calculate these values. Instead,
we consider them as the given parameters.
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Regarding the probability values, P
co









, if the target image is in the database,
0, otherwise,
(5.1)




depend on the type
of images in the database and the size of the images. For example, a person in an
ID photo can be clearly seen even though the size of the photo is small. In contrast,
in order to recognize a person in a photo of a group, a large copy of the photo is








is out of the scope of this work





calculated in (5.1), P
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Section 5.5 will introduce how the input parameters are used in our proposed
method.
5.5 Markov-based Analysis on the Expected Im-
age Searching Time
This section provides the analysis that we base our proposal on. In this section,
we first show that the Markov chain used in our proposed method is an absorbing
chain. After that, we use the characteristics of an absorbing chain to estimate the
expected searching time of users. The expected searching time can be calculated by
using this analysis, and thus, the most appropriate size of images can be decided so
that the total searching time is minimized.
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5.5.1 Prove that the Markov Chain Used in the Proposed
Method is an Absorbing Markov Chain
The definition of absorbing Markov chain in [82] expressed that a chain is called
an absorbing chain if it satisfies two following conditions. First, it needs to have at
least one absorbing state, which does not have any probability of transitioning to
other states. Second, each non-absorbing state is able to transit to some absorbing
states (either directly or in multiple steps). As shown in Figures 5.5 and 5.6, the
state and transition diagrams are presented as a Markov chain having “END” is the
only one absorbing state. Note that for the simplicity in drawing the diagrams, the
absorbing state “END” is represented by two “END” states in Figures 5.5 and 5.6.
On the other hand, it is possible for each state in the chain to transition to “END”
by one or more steps. Therefore, the chain presented in Figures 5.5 and 5.6 is an
absorbing Markov chain.
5.5.2 Estimate the Expected Searching Time by Using the
Characteristics of an Absorbing Markov Chain
The transition matrix of Markov chain used in the proposed method can be presented
as Figure 5.7. Let M be the transition matrix. As demonstrated in this figure, M







Here, Q is a sub-matrix that represents the probabilities of the transitions from
non-absorbing to non-absorbing states, R is a sub-matrix representing the transition
probabilities from non-absorbing to absorbing states, 0 is the sub-matrix of zeros,
and I is an identity matrix.
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⋯ ⋯ END
0 0 ⋯ 0 0 ⋯ 0 0 0 ⋯ 0 0
0 0 ⋯ 0 0 ⋯ 0 0 0 ⋯ 0 0
0 0 0 0 0 0 0 0 0 ⋯ 0 0
0 0 0 ⋯ 0 0 0 ⋯ 0 0 ⋯ 0
0 0 ⋯ 0 0 0 ⋯ 0 ⋯
0 0 ⋯ 0 0 0 ⋯ 0 0 ⋯
0 0 0 ⋯ 0 0 0 ⋯ 0 0 0 ⋯
0 0 ⋯ 0 0 0 ⋯ 0 0 0 ⋯ 0
0 0 ⋯ 0 0 0 ⋯ 0 0 0 ⋯ 0
0 0 0 ⋯ 0 0 0 ⋯ 0 0 0 ⋯ 0 1
END 0 0 0 ⋯ 0 0 0 ⋯ 0 0 0 ⋯ 0 1
Figure 5.7: Transition matrix of the absorbing Markov chain in the proposed
method. c 2015 IEEE.
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Since Q1 ! 0 as n!1, and
I +Q+Q2 + ... = (I  Q) 1, (5.7)







Let F̂ be the fundamental matrix,








As proven in [85], in the fundamental matrix F̂ , any element F̂ (i, j) is the expected
number of periods that the chain spends in the jth non-absorbing state, given that
the chain began in the ith non-absorbing state. In the state diagram of the proposed
method, the chain begins at F1, the first non-absorbing state. Let N be the number
of images in the list downloaded by users. Following the index in Figure 5.7, the









) = F̂ (1, i), (5.11)
V (B
i




) = F̂ (1, i+ 2⇥N), (5.13)




), and T (O
i







, respectively, the expected searching time, ⇥, can be calculated as
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Procedure 6 Deciding the Image Size for Delivering to User
Input: Throughput of the backbone network among PRUs, throughput of each
local PRU network, number of images in the list responded to the user (N), the
list of image sizes (S), and functions to calculate input parameters mentioned in
Section 5.4.5.
Output: The most appropriate image size of the bigger image that should be
delivered to the user.
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for di↵erent image sizes using the given functions.
4: Calculate P
clco
for di↵erent image sizes using (5.2).
5: for all image size s 2 S do







), for any i, 1  i  N , using (5.11), (5.12), and (5.13).
7: Calculate the expected searching time, ⇥, using (5.14).
8: end for
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5.5.3 Decide the Image Size for Delivering to User








. As a result,
the transition matrix changed with image sizes. And thus, the number of periods
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) will be di↵erent. Furthermore, given
the throughput of the backbone network and the local PRU networks, di↵erent
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). Therefore, in order to find the most appropriate size of
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Parameter Value
Number of images (N) 20, 100, 400
Original image size 4096 kB
Sizes of the image copies 16 - 4096 kB
Average speed of backbone network 256 kbps

















Table 5.1: Simulation settings for evaluating proposed method. c 2015 IEEE.
images, the expected searching time, ⇥, can be calculated for all image sizes. After
that, the image size that minimizes the value of ⇥ will be chosen. As presented in
Procedure 6, the proposed method can decide the most appropriate image size by
using the results of this analysis.
5.6 Performance Evaluation
In this section, we evaluate the performance of our proposed method and verify
the analytical findings in Section 5.5. Extensive computer-based simulations using
MATLAB are conducted to find the evaluation results. In Table 4.2, the simulation
settings and parameters are summarized. There are two main experiments carried
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out for our evaluation. On one hand, the first experiment is to verify the relationship
between the expected searching time and image size, with a di↵erent number of
images in the list responded to the user. On the other hand, the second experiment
is to illustrate the existence of the optimal image size that minimizes the expected
searching time. Also in the second experiment, we evaluate how much improvement
the proposed method can provide comparing to the system that does not use our
proposal. Furthermore, the e↵ect of the input parameter P
uncl
on the minimum
expected searching time is presented in this section.
5.6.1 The Relationship Between Expected Searching Time
and Image Size
Regarding the settings for the first experiment, there are five levels of image size,
which are 16, 64, 256, 1024, and 4096 kilobytes (kB). The original size of the images
uploaded to any PRU is 4096 kB. After an image is uploaded to any PRU, di↵erent
copies of the image with the size of 16, 64, 256, and 1024 kB are created and stored
in the local PRU’s database. Then, the smallest copy (16 kB) is broadcasted to
any other PRU. In the first experiment, we suppose that there is a user using the
image searching application and the local PRU has to calculate the most appropriate
size of the bigger image that should be responded to the user. The speeds of the
backbone network and the local PRU network are supposed to be 256 and 64 kilobits
per second (kbps), respectively. The number of images in the list responded to a
user, N , is set to three di↵erent values, 20, 100, and 400 for three di↵erent scenarios.
Suppose there is an image in the databases of the PRUs that a user is looking for,
the probability that an image is the relevant one is P
co
= 1/N . The probability that
a small photo in the list looks similar to the targeted one, P
s
, is set to be three times
bigger than P
co
. With di↵erent image sizes, the probability that the user thinks that
the image is not clear enough, P
uncl
, is also di↵erent. In the first experiment, P
uncl
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Figure 5.8: Expected searching time versus image size with di↵erent number of
images in the list. c 2015 IEEE.
is set to 0.5, 0.4, 0.3, 0.2, and 0.1 for the image size of 16, 64, 256, 1024, and 4096
kB, respectively. Figure 5.8 shows the simulation results of the first experiment.
As demonstrated in the figure, with the current settings of the experiment, the
image size of 256 kB leads to the smallest value of the expected searching time.
Furthermore, it clearly demonstrates that the higher number of images in the list
responded to the user in the first step leads to a much higher expected searching
time. Therefore, if the user can e↵ectively use the filter function with name, gender,
age, and so forth, the searching time will be significantly decreased.
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Figure 5.9: Expected searching time versus image size with di↵erent number of
images in the list. c 2015 IEEE.
5.6.2 The Existence of the Optimal Image Size that Mini-
mizes the Expected Searching Time
In order to see the optimal image size more clearly, we do not set the levels of image
sizes in the second experiment. Instead, we suppose ⇢ is a function of image size that
represents the P
uncl
. ⇢ can be any given function. For example, in this experiment,







is the time needed to open an image with the size s.
The experiment is carried out with P
uncl
= 0.5 ⇥ ⇢, P
uncl
= ⇢, and P
uncl
= 1.5 ⇥ ⇢,
respectively. Figure 5.9 demonstrates the results of the second experiment. The
results show that the minimum of the expected searching time does exist regardless
of the value of P
uncl
. These results confirm the existence of the optimal image size.
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We also investigate the trend of the optimal image size when the quality of the
images is varied, which leads to the change of P
uncl
. In order to evaluate the e↵ect
of P
uncl
on the value of the minimum expected searching time, we conduct the same
experiment but with the ratio Puncl
⇢
varied from 0.1 to 1.0. Figure 5.10 shows the
trend of the minimum expected searching time when P
uncl
changes. As shown in this
figure, when P
uncl
increases, the minimum expected searching time also increases.
Note that a high value of P
uncl
implies that the images are not clear enough or in a
low-resolution. Therefore, the results are reasonable because people need more time
to recognize the details in a low-quality image.
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5.6.3 The Improvement of the Proposed Method
As presented in Figure 5.9, there is the big gap between the value of the expected
searching time at the image size of 4096 kB and the minimum point. Note that
in the system without our proposed method, the images are not resized and copied
to di↵erent versions. In other words, only the original size of images (4096 kB in
this experiment) are stored in the databases and will be responded to users when
requested. In contrast, our proposed method stores di↵erent copies of images with
di↵erent sizes and only respond images with an appropriate size. As shown in the
figure, the proposed method can reduce the searching time by approximately 75
percent. These results validate the e↵ectiveness of our proposal.
5.7 Summary
In this chapter, we proposed a safety confirmation method which includes four
phases, i.e., resizing and storing images, broadcasting small-size images, routing,
and deciding image size to deliver to users. The objective of our method is to min-
imize the searching time of users. We estimated the expected searching time for
each di↵erent size of images and choose the most appropriate image size based on a
mathematical analysis using the absorbing Markov chain. Extensive computer-based
simulations were conducted to verify the findings of our analysis. Furthermore, the
simulation results proved the existence of the optimal image size that minimizes






6.1 Summary and Discussion
In this thesis, we focused on PDCNs, which are deployed in disaster a↵ected areas
where the network infrastructure can be damaged or even destroyed. We identified
three main challenging issues that PDCNs need to address and also discussed the
corresponding requirements. Firstly, due to the emergency situations after disasters,
the portability and prompt deployment of a PDCN is required in order to quickly
provide the network services in the disaster a↵ected areas. Secondly, because of
the high demand from users and limited capacity of the remaining infrastructure,
PDCNs need to focus on e ciency inside the system in order to provide a high
performance, especially in throughput and delay. Finally, due to the variety of
post-disaster scenarios, PDCNs need to adapt to di↵erent situations and utilize the
remaining resources e↵ectively. Our considered network scenarios and assumptions,
in this thesis, are similar to those in the MDRU-based disaster recovery network [2].
We focused on the PDCNs based on PRU(s) and attempted to propose the methods
to address the above-mentioned challenges. The contents of the chapters in this
thesis can be summarized as follows.
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Chapter 1 The background, objectives, and main contributions of this thesis were
introduced.
Chapter 2 In this chapter, we provided an overview of PDCNs and the existing
PDCNs that consider using PRUs. The related works in disaster response/recovery
networks were also discussed in this chapter. Furthermore, we identified throughput
and delay as the main requirements that PDCNs need to take into account.
Chapter 3 In this chapter, we pointed out the requirements of spectrum and en-
ergy e ciencies in PDCNs based on PRUs. However, the current works in literature
only consider the problems of spectrum e ciency and energy e ciency separately,
despite the fact that they are conflicting objectives. Hence, we proposed a method
to improve the utilization of both spectrum and energy resources. The proposal
consists of two phases, namely, topology formation and transmission division. The
topology formation phase constructs a topology composed of APs and links that
belong to the top k spectrum-e cient disjoint paths. The resulting topology is used
by the transmission division phase to split the transmissions from sender APs to
the PRU. Through analyses, we proved that there exists a value of k such that
the spectrum-energy e ciency of a given topology is maximized. Our experimental
results confirmed our analytical findings.
Chapter 4 In this chapter, we proposed two topology control methods for di↵er-
ent scales of PDCNs. On one hand, for a small scale PDCN based on a single PRU,
we suggested using cooperative communications and proposed a topology control
cooperative method, that optimally decides the number of cooperative agents in
order to maximize the throughput gain while guaranteeing a reasonable cooperative
computation time. We provided an analysis on the e↵ect of k on the throughput
gain, the cooperative computation time, and the utility, throughput gain speed. The
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analysis was validated by using simulations. On the other hand, for a large scale
PDCN which is based on multiple PRUs, we considered PRUs as Cognitive Radio
Base Stations (CRBSs) that are equipped with multiple antennas to utilize all avail-
able spectrum in the area. We proposed an adaptive topology control method that
aims to maximize the cognitive radio adaptability while guaranteeing the routing
computation time. Also, we proved that there is a value of k for a given network that
optimally solves the trade-o↵ relationship between cognitive radio adaptability and
the routing computation time. Additionally, extensive simulations were conducted
to verify our analysis.
Chapter 5 In this chapter, we proposed a method for safety confirmation appli-
cation which includes four phases, i.e., resizing and storing images, broadcasting
small-size images, routing, and deciding the image size to deliver to users. The ob-
jective of our method is to minimize the image searching time of users. We estimated
the expected searching time for each di↵erent size of images and chose the most ap-
propriate image size based on a mathematical analysis using an absorbing Markov
chain. Extensive computer-based simulations were conducted to verify the findings
of our analysis. Furthermore, the simulation results proved the existence of the op-
timal image size that minimizes the searching time. The results also demonstrated
the e↵ectiveness of our proposed method.
6.2 Future Directions
In this thesis, we aimed at improving the throughput and delay of PDCNs based on
PRUs in three di↵erent aspects, i.e., e ciency, adaptiveness, and application. For
each aspect, we provided the possible extensions as follows.
Regarding the e ciency, we proposed a method that considers both spectrum
and energy constraints and aims to maximize the utilization of those resources.
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Currently, energy constraints are the remaining energy at the portable APs. In fact,
the APs can also have energy harvesting functionality. The consideration of using
expected energy which can be harvested in the next time period can be an extension
of this work.
Regarding the adaptiveness, we proposed two topology control methods for dif-
ferent deployment scales of PDCNs. In the proposed method for small scale PDCNs
using cooperative communications, we assumed that the topology of the backbone
network is decided beforehand and does not change during the process. However,
a dynamic topology formation of the backbone network can be an extension of this
proposal. In the proposed method for large scale PDCNs using cognitive radio, we
stated that any routing method can be used on top of the constructed topology. If
a novel distributed adaptive routing was added to the current method, it would be
a completely adaptive routing method for PDCNs using cognitive radio.
Regarding the application, we proposed a method for the safety confirmation
application using the distributed image databases onboard the PRUs in the large
scale PDCNs. Currently, the performance optimization using the absorbing Markov
chain is specific for only this application. A possible extension of this work can be
a model that can enhance the performance of di↵erent applications with di↵erent
network usage characteristics. Furthermore, since the images used in the safety
confirmation application are generally human photos, the special characteristics of
human photos should be considered in the image resizing task. If such an image
resize technique is included in the proposed method, it can produce recognizable
copies of the images while keeping the size as small as possible. As a result, the
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[14] M. OŃeill, A. R. Mikler, S. Indrakanti, C. Tiwari, and T. Jimenez, “Re-plan: An
extensible software architecture to facilitate disaster response planning,” IEEE
114
References
Transactions on Systems, Man, and Cybernetics: Systems, vol. 44, no. 12, pp.
1569–1583, Dec. 2014.
[15] S. M. George, W. Zhou, H. Chenji, M. Won, Y. O. Lee, A. Pazarloglou,
R. Stoleru, and P. Barooah, “Distressnet: a wireless ad hoc and sensor network
architecture for situation management in disaster response,” IEEE Communi-
cations Magazine, vol. 48, no. 3, pp. 128–136, Mar. 2010.
[16] P. Pace and G. Aloi, “Disaster monitoring and mitigation using aerospace
technologies and integrated telecommunication networks,” IEEE Aerospace and
Electronic Systems Magazine, vol. 23, no. 4, pp. 3–9, Apr. 2008.
[17] D. Abusch-Magder, P. Bosch, T. E. Klein, P. A. Polakos, L. G. Samuel, and
H. Viswanathan, “911-now: A network on wheels for emergency response and
disaster recovery operations,” Bell Labs Technical Journal, vol. 11, no. 4, pp.
113–133, Winter 2007.
[18] J. Wang, M. Pierce, Y. Ma, G. Fox, A. Donnellan, J. Parker, and M. Glasscoe,
“Using service-based gis to support earthquake research and disaster response,”
Computing in Science Engineering, vol. 14, no. 5, pp. 21–30, Sep. 2012.
[19] H. Nishiyama, M. Ito, and N. Kato, “Relay-by-smartphone: realizing multihop
device-to-device communications,” IEEE Communications Magazine, vol. 52,
no. 4, pp. 56–65, Apr. 2014.
[20] Y. Adachi and H. Obata, “Disaster prevention measures of ntt for telecommu-
nications network systems,” IEEE Communications Magazine, vol. 28, no. 6,
pp. 18–24, Jun. 1990.
[21] T. Sakano, S. Kotabe, T. Komukai, T. Kumagai, Y. Shimizu, A. Takahara,
T. Ngo, Z. M. Fadlullah, H. Nishiyama, and N. Kato, “Bringing movable and
115
References
deployable networks to disaster areas: development and field test of mdru,”
IEEE Network, vol. 30, no. 1, pp. 86–91, Jan. 2016.
[22] D. S. J. De Couto, D. Aguayo, J. Bicket, and R. Morris, “A high-throughput
path metric for multi-hop wireless routing,” in Proceedings of the 9th Annual
International Conference on Mobile Computing and Networking, ser. MobiCom
’03. New York, NY, USA: ACM, 2003, pp. 134–146. [Online]. Available:
http://doi.acm.org/10.1145/938985.939000
[23] R. Draves, J. Padhye, and B. Zill, “Routing in multi-radio, multi-hop
wireless mesh networks,” in Proceedings of the 10th Annual International
Conference on Mobile Computing and Networking, ser. MobiCom ’04.
New York, NY, USA: ACM, 2004, pp. 114–128. [Online]. Available:
http://doi.acm.org/10.1145/1023720.1023732
[24] M. Sikora, J. N. Laneman, M. Haenggi, D. J. Costello, and T. E. Fuja,
“Bandwidth- and power-e cient routing in linear wireless networks,” IEEE
Transactions on Information Theory, vol. 52, no. 6, pp. 2624–2633, Jun. 2006.
[25] A. E. A. A. Abdulla, H. Nishiyama, J. Yang, N. Ansari, and N. Kato, “Hymn:
A novel hybrid multi-hop routing algorithm to improve the longevity of wsns,”
IEEE Transactions on Wireless Communications, vol. 11, no. 7, pp. 2531–2541,
Jul. 2012.
[26] J. Deng, Y. S. Han, P. N. Chen, and P. K. Varshney, “Optimal transmission
range for wireless ad hoc networks based on energy e ciency,” IEEE Transac-
tions on Communications, vol. 55, no. 9, pp. 1772–1782, Sep. 2007.
[27] B. Alawieh and C. Assi, “Modeling and analysis of power-aware ad hoc networks
with directional antennas,” in Proceedings of the 12th IEEE Symposium on
Computers and Communications, 2007, pp. 33–38.
116
References
[28] R. Deng, J. Chen, C. Yuen, P. Cheng, and Y. Sun, “Energy-e cient cooper-
ative spectrum sensing by optimal scheduling in sensor-aided cognitive radio
networks,” IEEE Transactions on Vehicular Technology, vol. 61, no. 2, pp.
716–725, Feb. 2012.
[29] M. Cheng, X. Gong, and L. Cai, “Joint routing and link rate allocation under
bandwidth and energy constraints in sensor networks,” Wireless Communica-
tions, IEEE Transactions on, vol. 8, no. 7, pp. 3770–3779, 2009.
[30] H. Kaplan and Y. Nussbaum, “Maximum flow in directed planar graphs with
vertex capacities,” Algorithmica, vol. 61, no. 1, pp. 174–189, 2011. [Online].
Available: http://dx.doi.org/10.1007/s00453-010-9436-7
[31] Y. Dinitz, “Algorithm for solution of a problem of maximum flow in a network
with power estimation,” Soviet Math. Doklady, vol. 11, pp. 1277–1280, 1970.
[32] R. E. Tarjan, “A simple version of karzanov’s blocking flow algorithm,”
Operations Research Letters, vol. 2, no. 6, pp. 265–268, 1984. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/0167637784900762
[33] M. Casoni, C. Grazia, M. Klapez, N. Patriciello, A. Amditis, and E. Sdon-
gos, “Integration of satellite and lte for disaster recovery,” Communications
Magazine, IEEE, vol. 53, no. 3, pp. 47–53, Mar. 2015.
[34] G. Percivall, N. Alameh, H. Caumont, K. Moe, and J. Evans, “Improving disas-
ter management using earth observations - geoss and ceos activities,” Selected
Topics in Applied Earth Observations and Remote Sensing, IEEE Journal of,
vol. 6, no. 3, pp. 1368–1375, Jun. 2013.
[35] I. Bisio and M. Marchese, “Performance evaluation of bandwidth allocation
methods in a geostationary satellite channel in the presence of internet tra c,”
117
References
Computer Networks, vol. 52, no. 1, pp. 275 – 291, 2008. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S1389128607002368
[36] X. Yang, Z. Sun, Y. Miao, and H. Cruickshank, “Qos routing for manet and
satellite hybrid network to support disaster relives and management,” in 2016
IEEE 83rd Vehicular Technology Conference (VTC Spring), May 2016, pp. 1–5.
[37] J. Ueyama, H. Freitas, B. Faical, G. Filho, P. Fini, G. Pessin, P. Gomes, and
L. Villas, “Exploiting the use of unmanned aerial vehicles to provide resilience
in wireless sensor networks,” Communications Magazine, IEEE, vol. 52, no. 12,
pp. 81–87, Dec. 2014.
[38] Y. Lin, J. Hyyppa, T. Rosnell, A. Jaakkola, and E. Honkavaara, “Develop-
ment of a uav-mms-collaborative aerial-to-ground remote sensing system - a
preparatory field validation,” Selected Topics in Applied Earth Observations
and Remote Sensing, IEEE Journal of, vol. 6, no. 4, pp. 1893–1898, Aug. 2013.
[39] A. Merwaday, A. Tuncer, A. Kumbhar, and I. Guvenc, “Improved throughput
coverage in natural disasters: Unmanned aerial base stations for public-safety
communications,” IEEE Vehicular Technology Magazine, vol. 11, no. 4, pp.
53–60, Dec. 2016.
[40] Y. Zhou, N. Cheng, N. Lu, and X. S. Shen, “Multi-uav-aided networks: Aerial-
ground cooperative vehicular networking architecture,” IEEE Vehicular Tech-
nology Magazine, vol. 10, no. 4, pp. 36–44, Dec. 2015.
[41] L. Song, D. Niyato, Z. Han, and E. Hossain, “Game-theoretic resource alloca-
tion methods for device-to-device communication,” Wireless Communications,
IEEE, vol. 21, no. 3, pp. 136–144, Jun. 2014.
[42] C. Xu, L. Song, Z. Han, Q. Zhao, X. Wang, X. Cheng, and B. Jiao, “E ciency
resource allocation for device-to-device underlay communication systems: A re-
118
References
verse iterative combinatorial auction based approach,” Selected Areas in Com-
munications, IEEE Journal on, vol. 31, no. 9, pp. 348–358, Sep. 2013.
[43] H. Nishiyama, T. Ngo, S. Oiyama, and N. Kato, “Relay by smart device: In-
novative communications for e cient information sharing among vehicles and
pedestrians,” IEEE Vehicular Technology Magazine, vol. 10, no. 4, pp. 54–62,
Dec. 2015.
[44] A. Al-Hourani, S. Kandeepan, and A. Jamalipour, “Stochastic geometry study
on device-to-device communication as a disaster relief solution,” IEEE Trans-
actions on Vehicular Technology, vol. 65, no. 5, pp. 3005–3017, May 2016.
[45] T. Ngo, H. Nishiyama, N. Kato, Y. Shimizu, K. Mizuno, and T. Kumagai, “On
the throughput evaluation of wireless mesh network deployed in disaster areas,”
in Computing, Networking and Communications (ICNC), 2013 International
Conference on, Jan. 2013, pp. 413–417.
[46] M. Sugita, H. Matsue, K. Yamaguchi, T. Shimodaira, M. Shirotori, and
S. Nanamatsu, “Development strategy of disaster-resistant wifi mesh networks
and the disaster monitoring and reporting system in a local area,” in 2015
International Conference on Information Networking (ICOIN), Jan. 2015, pp.
139–144.
[47] A. Nosratinia, T. Hunter, and A. Hedayat, “Cooperative communication in
wireless networks,” Communications Magazine, IEEE, vol. 42, no. 10, pp. 74–
80, Oct. 2004.
[48] S. Yang, Z. Sheng, J. McCann, and K. Leung, “Distributed stochastic cross-
layer optimization for multi-hop wireless networks with cooperative communi-




[49] Z. Mo, W. Su, S. Batalama, and J. Matyjas, “Cooperative communication
protocol designs based on optimum power and time allocation,” Wireless Com-
munications, IEEE Transactions on, vol. 13, no. 8, pp. 4283–4296, Aug. 2014.
[50] S. W. Kim, “Cooperative communications with unreliable relays,” IEEE Trans-
actions on Wireless Communications, vol. 13, no. 11, pp. 5932–5939, Nov 2014.
[51] H. Nishiyama, T. Ngo, N. Ansari, and N. Kato, “On minimizing the impact of
mobility on topology control in mobile ad hoc networks,” Wireless Communi-
cations, IEEE Transactions on, vol. 11, no. 3, pp. 1158–1166, Mar. 2012.
[52] S. Ghafoor, P. Sutton, C. Sreenan, and K. Brown, “Cognitive radio for disaster
response networks: survey, potential, and challenges,” Wireless Communica-
tions, IEEE, vol. 21, no. 5, pp. 70–80, Oct. 2014.
[53] M. Uddin, H. Ahmadi, T. Abdelzaher, and R. Kravets, “Intercontact routing
for energy constrained disaster response networks,” Mobile Computing, IEEE
Transactions on, vol. 12, no. 10, pp. 1986–1998, Oct. 2013.
[54] L. Zhen, K. Wang, and H.-C. Liu, “Disaster relief facility network design in
metropolises,” Systems, Man, and Cybernetics: Systems, IEEE Transactions
on, vol. 45, no. 5, pp. 751–761, May 2015.
[55] M. Rehmani, A. Viana, H. Khalife, and S. Fdida, “A cognitive radio based
internet access framework for disaster response network deployment,” in Applied
Sciences in Biomedical and Communication Technologies (ISABEL), 2010 3rd
International Symposium on, Nov. 2010, pp. 1–5.
[56] E. Onem, S. Eryigit, T. Tugcu, and A. Akurgal, “Qos-enabled spectrum-aware
routing for disaster relief and tactical operations over cognitive radio ad hoc
networks,” in Military Communications Conference, MILCOM 2013 - 2013
IEEE, Nov. 2013, pp. 1109–1115.
120
References
[57] K. Morrison, “Rapidly recovering from the catastrophic loss of a major telecom-
munications o ce,” Communications Magazine, IEEE, vol. 49, no. 1, pp. 28–35,
Jan. 2011.
[58] G. Baldini, S. Karanasios, D. Allen, and F. Vergari, “Survey of wireless com-
munication technologies for public safety,” Communications Surveys Tutorials,
IEEE, vol. 16, no. 2, pp. 619–641, Second Quarter 2014.
[59] P. Pawelczak, K. Nolan, L. Doyle, S. W. Oh, and D. Cabric, “Cognitive radio:
Ten years of experimentation and development,” Communications Magazine,
IEEE, vol. 49, no. 3, pp. 90–100, Mar. 2011.
[60] A. Azarfar, J.-F. Frigon, and B. Sanso, “Improving the reliability of wireless
networks using cognitive radios,” Communications Surveys Tutorials, IEEE,
vol. 14, no. 2, pp. 338–354, Second Quarter 2012.
[61] H. Yilmaz, T. Tugcu, F. Alagz, and S. Bayhan, “Radio environment map as en-
abler for practical cognitive radio networks,” Communications Magazine, IEEE,
vol. 51, no. 12, pp. 162–169, Dec. 2013.
[62] L. Ding, K. Gao, T. Melodia, S. N. Batalama, D. A. Pados, and J. D. Matyjas,
“All-spectrum cognitive networking through joint distributed channelization
and routing,” Wireless Communications, IEEE Transactions on, vol. 12, no. 11,
pp. 5394–5405, Nov. 2013.
[63] T. Wang, L. Song, Z. Han, and W. Saad, “Distributed cooperative sensing
in cognitive radio networks: An overlapping coalition formation approach,”




[64] Z. Zhang, K. Long, and J. Wang, “Self-organization paradigms and optimiza-
tion approaches for cognitive radio technologies: a survey,” Wireless Commu-
nications, IEEE, vol. 20, no. 2, pp. 36–42, Apr. 2013.
[65] B. Wang and K. Liu, “Advances in cognitive radio networks: A survey,” Selected
Topics in Signal Processing, IEEE Journal of, vol. 5, no. 1, pp. 5–23, Feb. 2011.
[66] I. Bisio and M. Marchese, “Satellite earth station (ses) selection method
for satellite-based sensor networks,” Communications Letters, IEEE, vol. 11,
no. 12, pp. 970–972, Dec. 2007.
[67] I. Bisio, S. Delucchi, F. Lavagetto, and M. Marchese, “Comparison among re-
source allocation methods with packet loss and power metrics in geostationary
satellite scenarios,” in Communications (ICC), 2013 IEEE International Con-
ference on, 2013, pp. 4271–4275.
[68] T. H. Dinh, D. Niyato, and N. T. Hung, “Optimal energy allocation policy
for wireless networks in the sky,” in 2015 IEEE International Conference on
Communications (ICC), Jun. 2015, pp. 3204–3209.
[69] N. Li, J. Hou, and L. Sha, “Design and analysis of an mst-based topology
control algorithm,” Wireless Communications, IEEE Transactions on, vol. 4,
no. 3, pp. 1195–1206, May 2005.
[70] M. Barbehenn, “A note on the complexity of dijkstra’s algorithm for graphs
with weighted vertices,” Computers, IEEE Transactions on, vol. 47, no. 2, pp.
263–, Feb. 1998.
[71] P. Avakul, H. Nishiyama, N. Kato, T. Sakano, and A. Takahara, “A perfor-
mance evaluation of multiple mdrus based wireless mesh networks,” in Vehic-




[72] G. Shah, F. Alagoz, E. Fadel, and O. Akan, “A spectrum-aware clustering
for e cient multimedia routing in cognitive radio sensor networks,” Vehicular
Technology, IEEE Transactions on, vol. 63, no. 7, pp. 3369–3380, Sep. 2014.
[73] J. Zhu and X. Wang, “Model and protocol for energy-e cient routing over
mobile ad hoc networks,” Mobile Computing, IEEE Transactions on, vol. 10,
no. 11, pp. 1546–1557, Nov. 2011.
[74] J. Zuo, C. Dong, H. V. Nguyen, S. X. Ng, L.-L. Yang, and L. Hanzo, “Cross-
layer aided energy-e cient opportunistic routing in ad hoc networks,” Commu-
nications, IEEE Transactions on, vol. 62, no. 2, pp. 522–535, Feb. 2014.
[75] T. Ngo, H. Nishiyama, N. Kato, T. Sakano, and A. Takahara, “A spectrum-
and energy-e cient scheme for improving the utilization of mdru-based disaster
resilient networks,” Vehicular Technology, IEEE Transactions on, vol. 63, no. 5,
pp. 2027–2037, Jun. 2014.
[76] L. Zhou and H.-C. Chao, “Multimedia tra c security architecture for the in-
ternet of things,” Network, IEEE, vol. 25, no. 3, pp. 35–40, May 2011.
[77] L. Zhou, H.-C. Chao, and A. Vasilakos, “Joint forensics-scheduling strategy for
delay-sensitive multimedia applications over heterogeneous networks,” Selected
Areas in Communications, IEEE Journal on, vol. 29, no. 7, pp. 1358–1367,
Aug. 2011.
[78] J. Li, C. Sun, and S. Grzybowski, “Partial discharge image recognition in-
fluenced by fractal image compression,” Dielectrics and Electrical Insulation,
IEEE Transactions on, vol. 15, no. 2, pp. 496–504, Apr. 2008.
[79] Y. Wu, X. Liu, S. Liu, and K.-L. Ma, “Visizer: A visualization resizing frame-
work,” Visualization and Computer Graphics, IEEE Transactions on, vol. 19,
no. 2, pp. 278–290, Feb. 2013.
123
References
[80] W. Dong, N. Zhou, T.-Y. Lee, F. Wu, Y. Kong, and X. Zhang, “Summarization-
based image resizing by intelligent object carving,” Visualization and Computer
Graphics, IEEE Transactions on, vol. 20, no. 1, pp. 1–1, Jan. 2014.
[81] A. Kuzminskiy and Y. Abramovich, “Decentralized dynamic spectrum alloca-
tion based on adaptive antenna array interference mitigation diversity,” Signal
Processing, IEEE Transactions on, vol. 58, no. 4, pp. 2246–2260, Apr. 2010.
[82] A. Moid and A. Fapojuwo, “Three-dimensional absorbing markov chain model
for video streaming over ieee 802.11 wireless networks,” Consumer Electronics,
IEEE Transactions on, vol. 54, no. 4, pp. 1672–1680, Nov. 2008.
[83] K. Sakakibara, D. Ito, and J. Taketsugu, “Link-level performance of cooperative
multi-hop relaying networks with mds codes,” Communications and Networks,
Journal of, vol. 13, no. 4, pp. 393–399, Aug. 2011.
[84] M. Amoretti and G. Ferrari, “Investigating the resilience of unstructured su-
pernode networks,” Communications Letters, IEEE, vol. 17, no. 6, pp. 1272–
1275, Jun. 2013.
[85] F. Chiti, R. Fantacci, and A. Tassi, “Evaluation of the resequencing delay for
selective repeat arq in tdd-based wireless communication systems,” Vehicular
Technology, IEEE Transactions on, vol. 63, no. 5, pp. 2450–2455, Jun. 2014.
[86] Y. H. Bae, A. Alfa, and B. D. Choi, “Performance analysis of modified
ieee 802.11-based cognitive radio networks,” Communications Letters, IEEE,




Journal and Magazine Articles
[1] Thuan Ngo, Hiroki Nishiyama, Nei Kato, Toshikazu Sakano, and Atsushi
Takahara,“An E cient Safety Confirmation Method Using Image Database in
Multiple-MDRU-Based Disaster Recovery Network,” IEEE Systems Journal,
Accepted.
[2] Toshikazu Sakano, Satoshi Kotabe, Tetsuro Komukai, Tomoaki Kumagai,
Yoshitaka Shimizu, Atsushi Takahara, Thuan Ngo, Zubair Md. Fadlullah, Hi-
roki Nishiyama, and Nei Kato, “Bringing Movable and Deployable Networks
to Disaster Areas: Development and Field Test of MDRU,” IEEE Network
Magazine, vol. 30, no. 1, pp. 86-91, Jan. 2016.
[3] Hiroki Nishiyama, Thuan Ngo, Shoki Oiyama, and Nei Kato, “Relay by Smart
Device: Innovative Communications for E cient Information Sharing Among
Vehicles and Pedestrians,” IEEE Vehicular Technology Magazine, vol. 10, no.4,
pp.54-62, Dec. 2015.
[4] Shintaro Arai, Zubair Md. Fadlullah, Thuan Ngo, Hiroki Nishiyama, and Nei
Kato, “An E cient Method for Minimizing Energy Consumption of User Equip-
ment in Storage-Embedded Heterogeneous Networks,” IEEE Wireless Commu-
nications, vol. 21, no. 4, pp. 70-76, Aug. 2014.
[5] Thuan Ngo, Hiroki Nishiyama, Nei Kato, Toshikazu Sakano, and Atsushi Taka-
hara, “A Spectrum- and Energy-E cient Scheme for Improving the Utilization
of MDRU-based Disaster Resilient Networks,” IEEE Transactions on Vehicu-
125
Publications
lar Technology - Special Section on Green Mobile Multimedia Communications,
vol. 63, no. 5, pp. 2027-2037, Jun. 2014.
[6] Toshikazu Sakano, Zubair Md. Fadlullah, Thuan Ngo, Hiroki Nishiyama, Masa-
taka Nakazawa, Fumiyuki Adachi, Nei Kato, Atsushi Takahara, Tomoaki Ku-
magai, Hiromichi Kasahara, and Shigeki Kurihara, “Disaster-Resilient Net-
working: A New Vision Based on Movable and Deployable Resource Units,”
IEEE Network Magazine, vol. 27, no. 4, pp. 40-46, Aug. 2013.
[7] Hiroki Nishiyama, Thuan Ngo, Nirwan Ansari, and Nei Kato, “On Minimizing
the Impact of Mobility on Topology Control in Mobile Ad Hoc Networks,”
IEEE Transactions on Wireless Communications, vol. 11, no.3, pp.1158-1166,
Mar. 2012.
International Conference Papers
[8] Thuan Ngo, Hiroki Nishiyama, Nei Kato, Satoshi Kotabe, and Hiroshi Tohjo,
“GHAR: Graph-based Hybrid Adaptive Routing for Cognitive Radio Based
Disaster Response Networks,” 2016 IEEE International Conference on Com-
munications (ICC 2016), Kuala Lumpur, Malaysia, May 2016.
[9] Thuan Ngo, Hiroki Nishiyama, Nei Kato, Satoshi Kotabe, and Hiroshi Tohjo,
“A Novel Graph-based Topology Control Cooperative Algorithm for Maximiz-
ing Throughput of Disaster Recovery Networks,” 2016 IEEE 83rd Vehicular
Technology Conference (VTC2016-Spring), Nanjing, China, May 2016.
[10] Thuan Ngo, Hiroki Nishiyama, Nei Kato, Yoshitaka Shimizu, Kohei Mizuno,
and Tomoaki Kumagai, “On the Throughput Evaluation of Wireless Mesh Net-
work Deployed in Disaster Areas,” International Conference on Computing,
Networking and Communications (ICNC 2013), San Diego, USA, Jan. 2013.
[11] Ngo Duc Thuan, Hiroki Nishiyama, Nirwan Ansari, and Nei Kato, “On Perfor-
mance Evaluation of Reliable Topology Control Algorithms in Mobile Ad Hoc
Networks,” 2010 IEEE 72nd Vehicular Technology Conference (VTC2010-Fall),




[12] Thuan Ngo, Hiroki Nishiyama, and Nei Kato, “Improving User Throughput
by Dynamically Selecting Gateway in FiWi Access Networks,” 2014 IEICE
General Conference, Niigata, Japan, Mar. 2014.
[13] Ngo Duc Thuan, Hiroki Nishiyama, and Nei Kato, “On the E↵ect of Mobility
on Reliable Topology Control in Ad-hoc Networks,” Technical Report of IEICE,
Vol. 109, No. 448, NS2009-173, pp. 67-70, Mar. 2010.
Awards
• Best Paper Award in the 2016 IEEE International Conference on Com-
munications (ICC 2016) for the paper entitled “GHAR: Graph-based Hy-
brid Adaptive Routing for Cognitive Radio Based Disaster Response Net-
works”
• Best Paper Award in the 2016 IEEE 83rd Vehicular Technology Con-
ference (VTC2016-Spring) for the paper entitled “A Novel Graph-based
Topology Control Cooperative Algorithm for Maximizing Throughput of
Disaster Recovery Networks”
• IEEE VTS Japan 2010 Student Paper Award in the 2010 IEEE 72nd
Vehicular Technology Conference (VTC2010-Fall) for the paper entitled
“On Performance Evaluation of Reliable Topology Control Algorithms in




We enclose the permissions that were used to write this dissertation. Please see the
attached documents for a detailed description of the permissions.
• Certificate of Permission to reuse the content of the paper entitled “Bringing
movable and deployable networks to disaster areas: development and field test
of MDRU”.
• Certificate of Permission to reuse the content of the paper entitled “A Spectrum-
and Energy-E cient Scheme for Improving the Utilization of MDRU-Based
Disaster Resilient Networks”.
• Certificate of Permission to reuse the content of the paper entitled “A Novel
Graph-Based Topology Control Cooperative Algorithm for Maximizing Through-
put of Disaster Recovery Networks”.
• Certificate of Permission to reuse the content of the paper entitled “GHAR:
Graph-based hybrid adaptive routing for cognitive radio based disaster re-
sponse networks”.
• Certificate of Permission to reuse the content of the paper entitled “An E -
cient Safety Confirmation Method Using Image Database in Multiple-MDRU-
Based Disaster Recovery Network”.
129
Title: Bringing movable and
deployable networks to disaster
areas: development and field
test of MDRU




Thuan Ngo; Zubair Md.
Fadlullah; Hiroki Nishiyama; Nei
Kato




Copyright © 2016, IEEE
If you're a copyright.com
user, you can login to
RightsLink using your
copyright.com credentials.
Already a RightsLink user or
want to learn more?
Thesis / Dissertation Reuse
The IEEE does not require individuals working on a thesis to obtain a formal reuse license,
however, you may print out this statement to be used as a permission grant:
Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of
an IEEE copyrighted paper in a thesis:
1) In the case of textual material (e.g., using short quotes or referring to the work within these papers)
users must give full credit to the original source (author, paper, publication) followed by the IEEE
copyright line � 2011 IEEE.
2) In the case of illustrations or tabular material, we require that the copyright line � [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.
3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also
obtain the senior author�s approval.
Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:
1) The following IEEE copyright/ credit notice should be placed prominently in the references: � [year
of original publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE
publication title, and month/year of publication]
2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your
thesis on-line.
3) In placing the thesis on the author's university website, please display the following message in a
prominent place on the website: In reference to IEEE copyrighted material which is used with
permission in this thesis, the IEEE does not endorse any of [university/educational entity's name goes
here]'s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for
creating new collective works for resale or redistribution, please go to http://www.ieee.org
/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
���
 
Copyright © 2017 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com
Title: A Spectrum- and Energy-
Efficient Scheme for Improving
the Utilization of MDRU-Based
Disaster Resilient Networks
Author: Thuan Ngo; Hiroki Nishiyama;
Nei Kato; Toshikazu Sakano;
Atsushi Takahara




Copyright © 2014, IEEE
If you're a copyright.com
user, you can login to
RightsLink using your
copyright.com credentials.
Already a RightsLink user or
want to learn more?
Thesis / Dissertation Reuse
The IEEE does not require individuals working on a thesis to obtain a formal reuse license,
however, you may print out this statement to be used as a permission grant:
Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of
an IEEE copyrighted paper in a thesis:
1) In the case of textual material (e.g., using short quotes or referring to the work within these papers)
users must give full credit to the original source (author, paper, publication) followed by the IEEE
copyright line � 2011 IEEE.
2) In the case of illustrations or tabular material, we require that the copyright line � [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.
3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also
obtain the senior author�s approval.
Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:
1) The following IEEE copyright/ credit notice should be placed prominently in the references: � [year
of original publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE
publication title, and month/year of publication]
2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your
thesis on-line.
3) In placing the thesis on the author's university website, please display the following message in a
prominent place on the website: In reference to IEEE copyrighted material which is used with
permission in this thesis, the IEEE does not endorse any of [university/educational entity's name goes
here]'s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for
creating new collective works for resale or redistribution, please go to http://www.ieee.org
/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
���
 
Copyright © 2016 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com







2016 IEEE 83rd Vehicular
Technology Conference (VTC
Spring)
Author: Thuan Ngo; Hiroki
Nishiyama; Nei Kato; Satoshi
Kotabe; Hiroshi Tohjo
Publisher: IEEE
Date: 15-18 May 2016
Copyright © 2016, IEEE
If you're a copyright.com
user, you can login to
RightsLink using your
copyright.com credentials.
Already a RightsLink user or
want to learn more?
Thesis / Dissertation Reuse
The IEEE does not require individuals working on a thesis to obtain a formal reuse license,
however, you may print out this statement to be used as a permission grant:
Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of
an IEEE copyrighted paper in a thesis:
1) In the case of textual material (e.g., using short quotes or referring to the work within these papers)
users must give full credit to the original source (author, paper, publication) followed by the IEEE
copyright line � 2011 IEEE.
2) In the case of illustrations or tabular material, we require that the copyright line � [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.
3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also
obtain the senior author�s approval.
Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:
1) The following IEEE copyright/ credit notice should be placed prominently in the references: � [year
of original publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE
publication title, and month/year of publication]
2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your
thesis on-line.
3) In placing the thesis on the author's university website, please display the following message in a
prominent place on the website: In reference to IEEE copyrighted material which is used with
permission in this thesis, the IEEE does not endorse any of [university/educational entity's name goes
here]'s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for
creating new collective works for resale or redistribution, please go to http://www.ieee.org
/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
���
 
Copyright © 2016 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com
Title: GHAR: Graph-based hybrid








Author: Thuan Ngo; Hiroki
Nishiyama; Nei Kato; Satoshi
Kotabe; Hiroshi Tohjo
Publisher: IEEE
Date: 22-27 May 2016
Copyright © 2016, IEEE
If you're a copyright.com
user, you can login to
RightsLink using your
copyright.com credentials.
Already a RightsLink user or
want to learn more?
Thesis / Dissertation Reuse
The IEEE does not require individuals working on a thesis to obtain a formal reuse license,
however, you may print out this statement to be used as a permission grant:
Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of
an IEEE copyrighted paper in a thesis:
1) In the case of textual material (e.g., using short quotes or referring to the work within these papers)
users must give full credit to the original source (author, paper, publication) followed by the IEEE
copyright line � 2011 IEEE.
2) In the case of illustrations or tabular material, we require that the copyright line � [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.
3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also
obtain the senior author�s approval.
Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:
1) The following IEEE copyright/ credit notice should be placed prominently in the references: � [year
of original publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE
publication title, and month/year of publication]
2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your
thesis on-line.
3) In placing the thesis on the author's university website, please display the following message in a
prominent place on the website: In reference to IEEE copyrighted material which is used with
permission in this thesis, the IEEE does not endorse any of [university/educational entity's name goes
here]'s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for
creating new collective works for resale or redistribution, please go to http://www.ieee.org
/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
���
 
Copyright © 2016 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com
Title: An Efficient Safety Confirmation
Method Using Image Database
in Multiple-MDRU-Based Disaster
Recovery Network
Author: Thuan Ngo; Hiroki Nishiyama;
Nei Kato; Toshikazu Sakano;
Atsushi Takahara
Publication: IEEE Systems Journal
Publisher: IEEE
Date: Dec 31, 1969
Copyright © 1969, IEEE
If you're a copyright.com
user, you can login to
RightsLink using your
copyright.com credentials.
Already a RightsLink user or
want to learn more?
Thesis / Dissertation Reuse
The IEEE does not require individuals working on a thesis to obtain a formal reuse license,
however, you may print out this statement to be used as a permission grant:
Requirements to be followed when using any portion (e.g., figure, graph, table, or textual material) of
an IEEE copyrighted paper in a thesis:
1) In the case of textual material (e.g., using short quotes or referring to the work within these papers)
users must give full credit to the original source (author, paper, publication) followed by the IEEE
copyright line � 2011 IEEE.
2) In the case of illustrations or tabular material, we require that the copyright line � [Year of original
publication] IEEE appear prominently with each reprinted figure and/or table.
3) If a substantial portion of the original paper is to be used, and if you are not the senior author, also
obtain the senior author�s approval.
Requirements to be followed when using an entire IEEE copyrighted paper in a thesis:
1) The following IEEE copyright/ credit notice should be placed prominently in the references: � [year
of original publication] IEEE. Reprinted, with permission, from [author names, paper title, IEEE
publication title, and month/year of publication]
2) Only the accepted version of an IEEE copyrighted paper can be used when posting the paper or your
thesis on-line.
3) In placing the thesis on the author's university website, please display the following message in a
prominent place on the website: In reference to IEEE copyrighted material which is used with
permission in this thesis, the IEEE does not endorse any of [university/educational entity's name goes
here]'s products or services. Internal or personal use of this material is permitted. If interested in
reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for
creating new collective works for resale or redistribution, please go to http://www.ieee.org
/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from
RightsLink.
If applicable, University Microfilms and/or ProQuest Library, or the Archives of Canada may supply
single copies of the dissertation.
���
 
Copyright © 2016 Copyright Clearance Center, Inc. All Rights Reserved. Privacy statement. Terms and Conditions.
Comments? We would like to hear from you. E-mail us at customercare@copyright.com
