Introduction
Statistical approaches to evaluate higher-order interactions between single nucleotide polymorphisms (SNPs), or between SNPs and environmental variables, are critical for analyzing complex diseases, as higher susceptibility is likely to be related to the interaction of multiple SNPs and/or environmental factors. The effect sizes seen in complex diseases are typically very small, and therefore the power to detect those small effect sizes can crucially depend on whether methods to simultaneously investigate SNPs and environmental variables are employed, i.e. whether or not such interactions are directly assessed. This creates statistical challenges in the analysis of how SNPs and environmental variables relate to the disease outcome, since the number of possible interactions between genetic markers and the environmental factors is immense. To address this issue, many tools from the statistical and machine learning literature, developed to deal with high-dimensional search spaces, have been applied to multi-marker SNP data, e.g. neural networks [1] [2] [3] , random forests [4] [5] [6] [7] , and various other methods based on partitions, trees, and splines, and ensembles of base learners [8] [9] [10] . Some approaches to delineate higher-order interactions were specifically developed for SNP data, such as the multifactor dimensionality reduction techniques [11] [12] [13] [14] [15] , the restricted partition method [16, 17] , and logic regression [18] [19] [20] .
The above-cited methods are typically employed in case-control or cohort studies, relating genotypes to binary, ordinal, or numeric phenotypes. In addition to population-based designs, family-based studies offer an appealing alternative, since these designs are robust against population substructure, and allow for the assessment of linkage and association [21] [22] [23] [24] . Arguably, the simplest and most prominent test is the transmission disequilibrium test (TDT), a completely nonparametric approach applicable to trios of parents plus an affected offspring [25] . Many extensions to the TDT have been proposed, e.g. allowing for multi-allelic and haplotype-based tests, general pedigrees, missing data, quantitative traits, many using parametric approaches (see for example Laird and Lange [26] for a comprehensive review).
Much thought and effort was provided by the community to devise methods to detect gene-gene and gene-environment interactions in family data, particularly for nuclear families, and most prominently among those for parent-affected-child trios [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . These approaches quantify the statistical significance of candidate interactions under investigation, but they do not provide algorithms to allow for the actual search of SNP-SNP interactions. The task to search for and the assessment of higherorder interactions can be achieved by two approaches. MDR-PDT [37] merges the genotype-pedigree disequilibrium test [38] with the multifactor dimensionality reduction technique [12] : multilocus genotypes are pooled into high-risk and low-risk groups, sequentially reducing the dimensionality of the predictors. Trio-logic regression [39] is an extension of the logic regression methodology [18] [19] [20] and the genotypic TDT [40, 41] , employing probabilistic search algorithms (simulated annealing) to detect and assess higher-order interactions in trios with affected probands. The trio data are set up for conditional logistic regression with a 1: 3 matching ratio for the case genotypes versus three possible Mendelian realizations given the parents ('pseudo-controls'), taking the linkage disequilibrium (LD) structure in the genotype data into account.
With these methods for the analysis of genomic trio data under active development, algorithms to simulate such data sets are critical, to ensure proper type I error control of newly proposed methods, and to compare power with existing methods. With substantial advancement of computational power in the last 20 years, simulation methods of genetic family data have become available and now play a prominent role in statistical genetics. A vast literature exists on methods that can simulate large and complex evolutionary processes, starting with the founders of the population and creating pedigrees over dozens of generations, working forward in time [42] [43] [44] [45] [46] [47] [48] [49] [50] , and computationally efficient coalescent theory-based algorithms that work backwards in time [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] . Simulations of triads of parents and offspring are typically simpler, in particular under the assumptions of random mating and Hardy-Weinberg equilibrium. For complicated models of disease risk, case-parent trios are often simulated prospectively by randomly sampling parental haplotypes from the population, generating diplotypes for an offspring, and simulating the child's affection status under the genetic model using the genotypes at the disease loci [62] . The case-parent trios are then randomly selected from the subset of triads with affected probands. While easily implemented, this approach is computationally inefficient, and in particular under the assumptions of rare diseases and/or small genetic effects might require an exorbitant number of trios to be simulated. For some disease-risk models, however, the conditional joint distribution of haplotypes in parents and affected proband has a closed-form solution (see for example table 2 in Ainsworth et al. [63] ), and thus the genotypes for case-parent trios can be sampled directly from this distribution, yielding a much more efficient sampling approach. In this paper, we propose a novel and efficient retrospective sampling method for a haplotype-based simulation of caseparent trios, when the disease risk is thought to depend on epistatic interactions, or gene-environment interactions with binary exposures.
Methods
We describe an efficient approach to simulate case-parent trios, a key ingredient to validate new methods and software packages. For family data, simulations based on haplotypes and mating tables very often result in computationally intractable problems. We first show that a naive enumeration of mating patterns quickly results in unworkable dimensionalities, and we introduce an alternative that makes the required computations feasible. The following simulation methods have been implemented in the function trio.sim() in the R package trio.
Two Risk-Group Model
We assume two risk groups in the population defined by some genotype pattern G , and we assume that the probability of disease p is given via the log-odds as log , 1 where I is the indicator function, and α and β are some fixed parameters. We encode the genotype patterns using Boolean combinations of SNPs in dominant and recessive coding. This allows for a convenient specification of epistatic interactions, such as doublepenetrance models ( fig. 1 ), but also of more complicated higherorder biological interactions of interest. Further, binary environmental factors can easily be included in the interaction term. For example, a statement such as 'the odds of disease for smokers who have at least one variant allele at both SNP 7 and SNP 12 are three times higher compared to the rest of the population' can easily be encoded.
To simplify notation, we follow Weinberg et al. [64] and use the letters F , M , and C to represent the haplotype pairs (diplotypes) of the father, the mother and the child. We refer to the joint probability distribution of F , M , and C as the mating table. Further, we use the letter D to indicate an affected proband. To simulate case-parent trios, we therefore need to specify P ( F , M , C | D ) for each haplotype block (assuming independence between blocks).
For haplotype blocks that do not contain a locus involved in the genetic signal that defines the high-risk group in equation 1, the haplotype frequencies in the trios do not depend on the disease status of the child. Thus, we have
, under the assumption of random mating. Thus, for any block that does not contain information about the disease risk, we can sample the genotypes for the trios by randomly selecting two haplotypes for each parent using the population frequencies, and generate the proband's diplotype from the parents' haplotype pairs assuming independent segregation.
To generate the trio genotypes for the blocks that do contain information about disease risk, we have to take into account that the haplotype frequencies in those blocks are different from the population at large, if we condition on having an affected proband. However, enumerating the entire mating table and calculating all these probabilities is prohibitive. Assume for example that there are 3 blocks with loci that contribute to the disease risk with 5 haplotypes each. Thus, there are 5 3 = 125 possible haplotype sets for a subject, resulting in 125 × (125 + 1)/2 = 7,875 possible diplotypes for these 3 blocks combined. For a pair of parents we have 7,875 × (7,875 + 1)/2 ≈ 31 million haplotype-pair combinations. Thus, we pursue a different strategy that avoids generating the whole mating table. We first sample the haplotype pairs for affected probands, and then sample the parents' haplotype pairs given the proband's diplotype. In particular, we use
That is, we first sample a diplotype for an affected proband, and then sample the parents given the affected proband. We can avoid extensive enumerations by taking advantage of the fact that there are only two risk groups. The procedure is best explained in an example. Assume that there are 2 haplotype blocks with 2 and 3 loci, respectively, that specify the disease risk ( table 1 ) as follows:
Thus, subjects with 2 variant alleles at SNP 5 (the third locus in block 2) are at higher risk as are subjects with 2 variant alleles at SNP 1 (the first locus in block 1) and subjects with no variant alleles at SNP 3 (the first locus in block 2). We assume 3 possible haplotypes in block 1, and 4 possible haplotypes in block 3, resulting in 12 possibilities for a haplotype spanning both blocks ( table 2 ). Therefore, there are 12 × (12 + 1)/2 = 78 possible diplotypes in our population. Out of those 78 diplotypes, 22 have the risk genotype combination as specified above ( table 3 ) , and we tabulate the haplotype pairs accordingly in high-risk and low-risk diplotypes ( table 4 ) . For computational efficiency and convenience, we also differentiate between identical and non-identical haplotypes in a diplotype (denoted as strata HR 1 , HR 2 , LR 1 , and LR 2 ), and further stratify by the possible indices of the first haplotype we will sample in a pair. Note that this step needs to be carried out only once, when the simulation is initialized. Illustration of a double-penetrance model, assuming that disease risk depends on the interaction between SNPs. Common alleles for markers A and B are denoted by capital letters, the variant alleles using small letters. Subjects with 2 variant alleles at 1 SNP and at least 1 variant allele at the other SNP are at higher risk for disease. Using dominant and recessive coding, the grey region can be described as (
, where ∧ and ∨ denote the Boolean operators 'and' and 'or', respectively. 
In the above notation, f i|j refers to the i-th haplotype in block j. To reflect the diplotype distribution among affected probands, we have to consider the probability of disease given the genotype, and we note that
Efficient Simulation of Epistatic
Moreover, for any 2 children C 1 and C 2 within the same diplotype stratum as defined in table 4 , we have P ( D | C 1 ) = P ( D | C 2 ). Thus, if S denotes the union of all diplotypes within a stratum, we have
where P S ( D ) is the probability of disease, equal for every element in S . Thus, we can use the set of probabilities P ( S | D ) as the sampling probabilities to pick a stratum in the initial step in the sampling procedure. We then sample a haplotype (index i ) using the haplotypepair probabilities within the selected stratum indicated in table 4 , and then pick a second haplotype (index j ) from the set of permissible haplotypes, using the haplotype frequencies from this set. With the diplotype of the affected proband available, the joint diplotype distribution for the parents P ( F , M | C ) is rather straightforward. For computational efficiency, we again divide the joint parental distributions into strata ( table 5 ) . We distinguish between cases where the proband's haplotype pairs are identical or where they are not. The strata's probabilities are then used to sample the actual haplotype pairs for the parents ( table 6 ) . Two considerations are important in the calculation of the sampling probabilities. Since there is no ordering among the parents, the joint probability for a non-identical pair of diplotypes is multiplied by the factor 2. Further, depending on the parents' haplotype combinations, the number of distinct diplotypes among the 4 'Mendelian' children can be 1, 2, or 4. To calculate the correct sampling probabilities, these issues are taken into consideration by multiplying the parents' diplotype probabilities with the respective factors ( table 6 ). In summary, given the child's diplotype, we first derive the strata's probabilities of parent's diplotypes ( table 5 ) , and then calculate the sampling probabilities for diplotype pairs for the parents ( table 6 ). The general outline of the algorithm is shown in the online supplementary materials (for all online suppl. material, see www. karger.com/doi/10.1159/000348789).
Multiple Loci Disease Model
In the above derivations, we assumed that only two risk groups exist in the population (carriers and non-carriers). A convenient framework to extend this setting to a risk model that allows for additional risk loci beyond the epistatic interaction is the 'twolocus' genetic heterogeneity model [65] , which assumes that the 'loci' affect the outcome independently. In addition to the specified interaction (in our case) taken as the first 'locus', the second 'locus' can be understood to simply represent all other disease loci that define disease risk in an additive model. Assuming that the two risk sets are independent causes of disease, we can then write the probability that an individual is affected as a function of the probabilities that the subject becomes affected through the respective loci: The haplotype frequencies are derived from the frequencies in table 1. where C is the diplotype of the child at the locus of interest, as before. The genotype(s) of X and effect sizes are unknown, and thus the penetrance P ( D | X ) is simply assumed to have a given value π . Thus, we can simply write:
The only change required in comparison to the previous two risk-group model is the alteration of the sampling probabilities to pick a stratum in the first step (the probability P ( S | D ) in equation 4). That is, one needs to find the set of parameters α * , β * that satisfy the conditions of equation 6, namely logit( p * C ) = α * + β * C , for C = 0 and C = 1. Thus, α * = logit( p * C = 0 ), and β * = logit( p * C = 1 ) − logit( p * C = 0 ), which yields (see online suppl. materials) the closedform solution:
Results
We validated our case-parent simulation approach using interaction models of order 1-6 ( table 7 ), for 15 haplotype blocks containing 45 SNPs. In each setting, the loci contributing to the genetic risk were in separate haplotype blocks. We chose the haplotype frequencies such that about 5% of the population were carriers of the risk genotype combination. For each setting, we varied the risk among the non-carriers using α = −5 (corresponding to a risk of 0.7%), α = −3 (risk: 4.7%), α = −1 (risk: 27%) in the disease-risk model (equation 1). We also altered the odds ratios (OR) in the risk model using β = 0 (OR = 1), β = 1 (OR = 2.7), β = 2 (OR = 7.4), β = 3 (OR = 20). These extreme values were chosen deliberately, as the objective was to validate the trio simulations. We simulated 100 data sets with 1,000 trios for each α / β combination. It is noteworthy that it is possible to enumerate the complete For computational efficiency and convenience, we also differentiate between identical and non-identical haplotypes in a diplotype, denoted as strata HR 1 , HR 2 , LR 1 , and LR 2 , and further stratify by the possible indices of the first haplotype we will sample in a pair (index i). The strata probabilities are derived from the frequencies in table 2. Note that this somewhat time-consuming tabulation step is carried out when a simulation is initialized, and thus has to be invoked only once. mating tables, i.e. the trio haplotype pairs and the respective sampling probabilities, only for very limited interaction terms. With this approach, trios under only the first 3 risk-group definitions ( table 7 ) could be simulated. For the other settings, this approached was aborted because of excessive memory requirements (>32 GB), and the previously described efficient simulation approach was employed.
The validation of the trio simulation method was primarily based on the expected values of the parameter estimates derived via genotypic TDTs of the simulated data sets. For each of the simulated data sets, we derived the pseudo-controls (the possible but unobserved Mendelian realizations given the parental haplotypes) at each of the loci that affected the risk (between 1 and 6 loci, see table 7 ). Since these loci were chosen in separate blocks, we combined the 3 pseudo-genotypes in random order at each locus into 3 pseudo-controls. For all cases and controls, we then calculated the Boolean genotype combination that defined risk for each of the cases and pseudocontrols (thus, defining carriers and non-carriers), and we used conditional logistic regression with the carrier status as the predictor of interest. However, when using conditional logistic regression to compare cases and pseudo-controls, the expected value of the parameter estimates is not the log OR β , but the log relative risk [41] . In our case, the relative risk is given as
and therefore the log relative risk is
The latter term describes the deviation from the log OR β , and is 0 only if β is 0 (i.e. a risk independent of genotypes), and diminishes as α gets small for β ≠ 0. Notice though that in particular for α = −1 in our simulation, the 
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Child with identical haplotypes (i, i)
The strata's probabilities are derived from the frequencies in table 2. 
Child with different haplotypes (i, j)
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Child with identical haplotypes (i, i)
The strata's probabilities are based on the haplotype-pair frequencies in table 5. Two further considerations are important in the derivation of the sampling probabilities. The joint probability for a non-identical pair of diplotypes in the parents has to be multiplied by the factor 2, since there is no ordering in the parental diplotype pairs (denoted above as Factor P). Further, the number of distinct diplotypes in the 4 'Mendelian' children can be 1, 2, or 4, depending on the parents' haplotype combinations. This is taken into consideration by multiplying the parents' diplotype probabilities with the respective factor (denoted above as Factor C). We simulated 15 haplotype blocks containing 45 SNPs based on the above interactions, with various parameters for the diseaserisk model (see text for details). In the above notation, SNP R 13|1 is equal to 1 if the first locus in block 13 has 2 variant alleles. The superscript D denotes an assumed dominant effect (1 or 2 variant alleles), and the horizontal bar denotes the Boolean complement. The symbols ∨ and ∧ stand for the Boolean operators 'or' and 'and', respectively. Further, P(G) denotes the proportion of risk carriers in the population. The number of haplotypes in the blocks that contain a locus with disease-risk information was chosen between 3 and 8. The total number of possible haplotypes is recorded (n 1 ), as is the number of rows in the respective mating tables (n 2 ). The efficient simulation method introduced was crucial for interactions 4 -8, as the memory requirements were prohibitive when attempting to calculate the mating table. 2 . 100 replicates for 1,000 trios were simulated assuming a risk genotype given by the 6-way interaction in table 7, using various combinations for the parameters α ( − 5, − 3, − 1) and β (0, 1, 2, 3, 4). The exact procedure is described in more detail in the text. The boxplots summarize the 100 parameter estimates obtained by using the true risk model as binary predictor in a conditional logistic regression model. The arrows indicate the expected value for the parameters (the log relative risk) as defined in equation 9. The median of each of the parameter estimate sets (shown as a horizontal bar in the center of each box) coincides well with the expected value, thus validating the trio simulation approach. Only the outcome for the 6-way interaction is shown. Results and figures for the other 6 scenarios as indicated in table 7 were identical. Note that the generation of the mating tables is prohibitive for all but the most simple set-ups (examples 1-3 in table 7) , and a more efficient approach such as the one in the Methods section has to be employed.
difference between the log relative risk and the log OR can be substantial ( fig. 2 ) . We also validated our procedure for the two-locus genetic heterogeneity model, where additional risk loci are assumed (see online suppl. materials).
We also noticed that, as expected, the haplotype frequencies in the blocks that carry risk information deviate from the population frequencies ( fig. 3 ) when generating case-parent trios. We observed that the haplotypes that contribute to disease risk were sampled more frequently in our simulations compared to the population at large, at the expense of the other haplotypes in the respective blocks.
Discussion
Population-based designs such as case-control studies have arguably been the more popular approach for genetic association studies, but nonetheless, family-based (table 7 , scenario 3), using α = − 5 and β = 0 ( a ) and β = 4 ( b ). The bars show the haplotype frequencies in the 3 blocks that carry disease-risk information (block 1: left, block 6: middle, block 13: right). In each block, we assumed that 3 different haplotypes exist in the population, as indicated on the horizontal axis, where 1 refers to the minor (variant) allele, and 2 refers to the major allele. Thus, individuals with 2 variant alleles at locus 1 in block 13 (L1/11, right) are at higher risk for disease if β > 0, as are subjects that have 2 variant alleles at locus 1 in block 1 (L1/11, left) and at the same time no variant alleles at locus 2 in block 6 (L2/22, middle). For each haplotype in each block, we show the population frequency, the frequency among the parents, and the frequency among the probands. As expected, if there is no association between genotypes and outcome ( β = 0, a ), the haplotype frequencies do not differ among parents, offspring, and the population at large. However, we observe vast differences when such an association exists ( β = 4, b ). As expected, the only haplotype that can give rise to genotype 11 at locus 1 in block 13 is 122, and it is greatly enriched in parents and particularly in probands ( b , right We devised an efficient algorithm to rapidly simulate such case-parent trios, where the genetic risk is determined via higher-order epistatic interactions. Power to detect epistatic interactions using one or several competing statistical approaches can then be assessed. We validated the algorithm using interactions involving up to 6 SNPs, which, due to computational constraints (i.e. in particular due to memory constraints), cannot be achieved by standard mating table computations. The actual algorithm is implemented as a two-step procedure. First the haplotype tables and the respective sampling probabilities necessary to simulate case-parent trios are generated. This step requires specification of the haplotypes and their respective frequencies, or alternatively to delineate and phase LD blocks from genotype data observed in the population at large, if some population-specific and thus possibly more realistic genotype distributions and LD structures are desired. The second step is then to take random draws based on these tables and probabilities. If multiple simulations under the same parameter settings (e.g. for power calculations) are required, the tables and sampling probabilities only need to be generated once, and an arbitrary number of draws can be taken based on these. This procedure ensures that even if a large number of trios needs to be simulated, results are available almost instantaneously (see online suppl. materials).
The efficiency of our simulation approach is in part owed to the fact that only two risk groups are assumed to exist in the population (carriers and non-carriers), which is used for the calculation of the haplotype frequencies in the blocks that carry information about the disease risk. This seems like a limitation at first, since, in particular for complex diseases, more than a single interaction between some SNPs could be expected to affect the outcome. However, we were able to extend our methods to the 'two-locus' genetic heterogeneity framework [65] , allowing for a much more general setting. Under the assumption that the two 'loci' -the specified interaction taken as the first 'locus', the second 'locus' representing all other disease loci that define disease risk -are independent causes of disease, we derived closed-form solutions for the parameters needed in the simulation, and implemented this approach in the open source software R package trio. Other possible models for the interaction term, such as models involving additive genetic effects or continuous environmental covariates, cannot be accommodated in a straightforward manner unless they are dichotomized a priori, since they typically generate more than two risk groups as assumed in our proposed simulation framework. However, this type of interaction complexity is not typically sought for simulations. Instead, we often acknowledge that even complicated simulated models are an over-simplification of the unknown 'truth', and thus using a simple epistatic model, among many imperfect models, is the most interpretable. Nonetheless, any additive or quantitative main effects, not involved in the interaction, can be included in the simulating scenario as long as they are independent of the loci involved in the epistatic interaction, simply by using a trio-specific penetrance P ( D | X ) instead of a constant π in equation 6 .
The question also arises whether this approach can be extended further, for example to accommodate other phenotypes than disease indicators. Trios with quantitative traits that depend on epistatic interactions or other genetic models can simply be generated prospectively: i.e. randomly sampling parental haplotypes from the population, generating diplotypes for an offspring, and simulating the parents' and child's phenotypes according to the underlying genetic model. No rejection sampling is needed in this case and the simulation is efficient. For genetic models where the quantitative trait depends on epistatic interactions, it is not obvious how our framework could readily be extended, for example to simulate trios with offspring showing extreme phenotypes, to avoid the less efficient option of a prospective simulation followed by subsetting of individuals based on phenotype. However, the need to simulate such data is also not very obvious. While selecting individuals based on extreme phenotypes has become a popular choice for genome-wide association studies and sequencing studies, study designs are usually based on unrelated individuals [66] [67] [68] [69] . Linkage studies for quantitative traits using extreme phenotypes have also been employed in the past, but designs such as discordant sib pairs are certainly more common in these settings than trios [70] [71] [72] [73] .
In summary, we have developed an efficient simulation approach to model higher-order interactions in the case-parent trio design setting that can also accommodate genetic heterogeneity. This method, and associated software, is a useful tool for genetic analysis method development in an era of increasing attention to interactions and re-emerging use of family-based designs.
