Abstract. In this paper we develop efficient heuristic algorithms to solve the bottleneck traveling salesman problem (BTSP). Results of extensive computational experiments are reported. Our heuristics produced optimal solutions for all the test problems considered from TSPLIB, JM-instances, National TSP instances, and VLSI TSP instances in very reasonable running time. We also conducted experiments with specially constructed 'hard' instances of the BTSP that produced optimal solutions for all but seven problems. Some fast construction heuristics are also discussed. Our algorithms could easily be modified to solve related problems such as the maximum scatter TSP and testing hamiltonicity of a graph.
Introduction
Let G = (V, E) be a complete undirected graph on n nodes. For each edge (i, j) ∈ E a non-negative cost c ij is prescribed. Then the bottleneck traveling salesman problem (BTSP) is to Minimize max{c ij : (i, j) ∈ H} Subject to H ∈ Π, where Π is the collection of all Hamiltonian cycles (tours) in G. The matrix C = (c ij ) n×n is called the cost matrix associated with the BTSP.
To the best of our knowledge, BTSP was introduced by Gilmore and Gomory [11] in 1964, where the edge costs were assumed to be specially structured. Related works on special cases of the BTSP include various extensions of the Gilmore and Gomory class of problems [17, 18, 20, 23, 40, 41] and BTSP on a Halin graph [27] . Many of these special cases can be solved in polynomial time. For a state-of-the-art discussion on polynomially solvable cases of the BTSP, we refer to book chapter by Kabadi and Punnen [18] . The BTSP with a general cost matrix was first studied by Gabovich et al. [9] in 1971. The BTSP is well known to be NP-hard. In fact, unless P = NP, This work was supported by NSERC discovery grants awarded to Abraham P. Punnen and Eric Aubanel.
there does not exist a polynomial time -approximation algorithm for the BTSP for any > 0 [6, 26, 34] . However, polynomial algorithms with guaranteed performance ratios exist for various special cases. For example, when the edge costs satisfy the τ -triangle inequality (i.e. c ij ≤ τ (c ik + c kj ) for all i, j, k ∈ V and τ ≥ 1 2 ), a 2τ -approximate solution can be obtained in polynomial time [18] and this performance bound seems to be the best possible for problems in this class. That is, unless P = NP, there exists no polynomial 2τ − approximation algorithm for the BTSP for any > 0 even if the edge costs satisfy the τ -triangle inequality for τ > 1/2 [18] . The special case of the above result where τ = 1 (i.e. the edge costs satisfy the triangle inequality) has been obtained independently by Parker and Rardin [26] and Doroshko and Sarvanov [6] . For similar results on other bottleneck problems, including the BTSP, we refer to Hochbaum and Shmoys [13] . It is well known that the Euclidean TSP can be solved by a polynomial approximation scheme [3] . However, for any > 0 it is NP-hard to obtain a (2 − )-approximate solution for the BTSP even with a Euclidean cost matrix [34] . In this sense the Euclidean version of BTSP is harder than its TSP counterpart.
Despite these negative results, our main heuristic algorithms produced optimal solutions (in many cases with a proof of optimality) for almost all of the test problems considered, even for problems with over 30,000 nodes. Furthermore, these excellent computational results were achieved in a very reasonable computational time.
All of the known exact algorithms for the BTSP are of an enumerative type. Garfinkel and Gilbert [8] proposed a branch and bound algorithm to solve the BTSP and its directed version. They reported computational results on random problems with the number of nodes ranging from 10 to 100. Carpeneto, Martello and Toth [5] reported computational results with branch and bound algorithms on random problems of size between 40 to 200 nodes. Sergeev [35, 36] proposed dynamic programming based algorithms to solve the BTSP. One of our heuristic algorithms can easily be modified to get an exact optimal solution for the BTSP.
Although heuristic algorithms for the traveling salesman problem (TSP) have been thoroughly investigated in literature with well designed experimental analysis [16] , systematic experimental analysis of heuristic algorithms for the BTSP reported in literature are limited to small-size problems. Garfinkel and Gilbert reported experimental results using a construction heuristic on random problems of sizes up to 100 nodes. The algorithm produced optimal solutions in many cases. In one set of problems the solution quality appeared to be decreasing as the problem size varied from 10 to 100. Ramakrishnan, Punnen and Sharma [30] considered a simple binary search based threshold algorithm using the 2-max bound [23] as a starting lower bound and the objective function value of the nearest neighbor heuristic as the upper bound. The 2 − max bound is obtained as follows: For each node i find the second smallest cost of an edge incident on i, counting multiplicities. Let ζ(i) be this value. Note that if the smallest cost of an arc incident on node i is not unique, then ζ(i) takes the value of this smallest cost. The 2-max bound is defined as max{ζ(i) | i ∈ V }. Computational results on 72 TSPLIB problems of sizes up to 783 nodes are reported in [30] with optimality guaranteed for 37 problems. The optimality of these solutions were established by showing that the objective function value of the solution produced was equal to a lower bound to the optimal objective function value. The optimality of the remaining 35 problems was not proven because of the low quality of the 2-max lower bound. Our experiments show that the solutions produced by the algorithm of Ramakrishnan et al [30] for the remaining 35 problems were also optimal. They also discussed a generalized threshold algorithm without computational results.
In this paper we develop several heuristics for the BTSP. One of our algorithms could be viewed as a generalization of the threshold heuristic of Ramakrishnan et al. [30] . Results of extensive computational experiments conducted using these algorithms are reported. The algorithms produced provably optimal solutions for all problems from TSPLIB with sizes varying from 14 to 18512 nodes with the exception of linhp318 1 . We could not attempt to solve pla33810 and pla85900 due to memory limitations. Our algorithms also produced provably optimal solutions on random problems generated by the TSP instance generator of Johnson and McGeoch [14, 16, 32] of sizes 1000 to 30,000 from the categories of Euclidean problems with random uniform points, Euclidean problems with random clustered points, and random distance matrices. Further, we obtained optimal solutions to the National TSP instances and VLSI TSP instances of [37] . All these excellent experimental results were achieved within a very reasonable computational time. Our implementation used an explicit cost matrix and hence we could not solve problems of size more than 32000 cities due to memory limitations.
The optimality of many of the solutions is established by showing that the objective function values of the solutions obtained are equal to a lower bound. For some solutions without such proof of optimality, we used an exact solver obtained by modifying our heuristic algorithm to verify optimality. Since for most of the standard TSP test problems the lower bound value was optimal, we have tested the algorithms on specially constructed hard instances that are generated in such a way that our lower bound for the optimal objective function value is not equal to the optimal objective function value of the corresponding BTSP. Out of 81 such hard instances all except seven problems produced optimal solutions. In addition to these powerful (heuristic) algorithms, we also have results on some simple and 1 We did not test linhp318 because its format in TSPLIB was different from other problems and required separate processing to be consistent with our input format fast heuristics which are adaptations of the corresponding TSP heuristics. As expected, the performance of these heuristics was not as good as that of our primary algorithms in terms of solution quality, but these algorithms computed reasonable solutions quickly.
Another problem closely related to the BTSP is the maximum scatter traveling salesman problem (MSTSP) [2] which is defined as follows:
Maximize min{c ij : (i, j) ∈ H} Subject to H ∈ Π Any instance of the MSTSP can be reduced to an equivalent instance of the BTSP using cost matrixC = (c ij ) n×n wherec ij = max rs∈E c rs − c ij . Although this transformation preserves optimality, it does not preserve theoretical approximation ratios. Nevertheless, our BTSP heuristics can be used to solve MSTSP using these transformations.
Applications of the BTSP model are not widely discussed in the literature as that of the TSP. However, many applications of the TSP model have an interpretation in the BTSP context. Specific applications of the BTSP model discussed in the literature include sequencing problems on single state variable machines [11] , minimizing makespan in a two machine flow-shop [31] , printed circuit board assembly [4] , reconstructing sequential order from inaccurate adjacency information [19] , medical image processing [2] , and obtaining riveting sequences in joining metals in the aircraft industry [2] .
The paper is organized as follows: In Section 2 we discuss our heuristic algorithms for BTSP. Computational results with these algorithms are reported in Section 3 and concluding remarks are given in Section 4.
Algorithms for the bottleneck TSP
We first introduce some notation. For any subgraph S of G with cost matrix C, M ax(S, C) = max ij∈S c ij and Sum(S, C) = ij∈S c ij . Let BOBJ(C) denote the optimal objective function value of the BTSP with cost matrix C and TOBJ(C) be that of the TSP with cost matrix C. Let us now discuss some simple construction heuristics for the BTSP.
2.1. Nearest Neighbor Heuristics. Perhaps the simplest construction heuristic for both the TSP and the BTSP is the nearest neighbor heuristic (NNH) [21] . This algorithm was used by Ramakrishnan et al [30] to obtain a starting upper bound for their threshold heuristic. The NNH selects a starting node and moves to its closest neighbor. From there, it moves to the closest unvisited neighbor and repeats this process until all nodes are visited. The quality of the solution produced might be improved by selecting different starting nodes and choosing the overall best solution. Such an algorithm where each node is tried as a starting node is called the enhanced nearest neighbour heuristic (ENNH). For any real number δ, let C δ be the n × n matrix defined by
Instead of using the original cost matrix C, we could also use the cost matrix C δ where δ is a lower bound on the optimal objective function value for the BTSP. This provides additional flexibility in selecting edge-costs in the NNH allowing possible random selections at various iterations. NNH applied on C δ is called the bottleneck nearest neighbor heuristic (BNNH). Note that NNH when applied on the original cost matrix will produce the same solution for both TSP and BTSP if the same tie breaking rules are followed.
2.2.
Bottleneck Node Insertion Heuristic. Simple modifications of the well known node insertion heuristic (NIH) for the TSP [21] yields another construction heuristic for the BTSP. We call this algorithm the bottleneck node insertion heuristic (BNIH). A general step of the BNIH can be described as follows:
Let H k = (π(1), π(2), . . . , π(k), π(1)) be a tour on k nodes in G. From the remaining n − k nodes, choose a node r randomly and insert it into H k optimally. Replace H k by the new tour H k+1 on k+1 nodes and continue this process until a tour H n in G is obtained. A straightforward implementation of this algorithm takes O(n 3 ) time. We now observe that the BNIH can be implemented in O(n 2 ) time. Let
and
where k + 1 ≡ 1. Note that the index p in (2) may not be unique and hence
The cost ∆ r i of inserting node r between nodes π(i) and π(i + 1) is given by
(3) Choose q such that ∆ r q = min 1≤i≤k ∆ r i . Then node r is inserted between nodes π(q) and π(q + 1) in H k to obtain the new cycle H k+1 on k + 1 nodes. The algorithm outputs a tour H n on n nodes. It may be noted that given M ax(H k , C) and M ax(H k − {(π(p), π(p + 1))}, C) for H k and the index q, corresponding values for H k+1 can be obtained in O(1) time. It may be noted that updating other relevant information per iteration, including computation of q, takes O(n) time. Thus the complexity of BNIH can be verified to be O(n 2 ). We omit the step by step description of this algorithm and its complexity analysis. The performance of the BNIH might be enhanced by using the cost matrix C δ instead of C and repeating the algorithm for different starting cycles and random tie breaking rules.
NNH, BNNH, ENNH, and BNIH are construction type heuristic algorithms that produce approximate solutions quickly (ENNH is found to be very time-consuming and does not appear to be cost-effective in solving BTSP even if one needs only an approximate solution.). The quality of these construction heuristic solutions is not very impressive as we will see in Section 3. However, the objective function value of the solutions provide upper bounds for the optimal objective function value of BTSP. This information could be used effectively in other algorithms to obtain improved running time.
2.3. Feasibility Oracle. Let us now discuss a procedure central to the rest of our algorithms.
The δ-feasibility problem: Given a real number δ, does there exist a tour H in G with M ax(H, C) ≤ δ?
Clearly the δ-feasibility problem can be answered by solving the TSP on the cost matrix C δ . Let H * be an optimal solution to the TSP with cost matrix C δ . Then Sum(H * , C δ ) = 0 if and only if there exists a tour H in G such that M ax(H, C) ≤ δ. In fact H * will be one such tour. Let z 1 , z 2 , . . . , z m be an ascending arrangement of all distinct c ij : (i, j) ∈ G. Choose the smallest index i ∈ {1, 2, . . . , m} such that the z i -feasibility problem has a "yes" answer. Then an optimal solution to TSP(C z i ) is an optimal solution to the BTSP. The index i can be identified by sequential search or binary search. This is the well known threshold algorithm [7] for bottleneck problems specialized to the BTSP. However, for this approach we need to solve in the worst case O(log m) TSPs which may not be computationally efficient.
In the past few decades, excellent heuristic algorithms have been developed by researchers to solve the TSP that produce optimal or near optimal solutions. For a state-of-the-art discussion of such heuristics we refer to the book chapter by Johnson and McGeoch [16] . Our algorithms exploit the power of these TSP heuristics to develop powerful heuristics to solve the BTSP. Suppose that we use a TSP heuristic, say α, instead of an exact algorithm to solve the δ-feasibility problem. Let H α be the solution produced. If Sum(H α , C δ ) = 0 then clearly there exists a tour H in G such that M ax(H, C) ≤ δ, and in this case we have an "yes" answer for the δ-feasibility problem. But unlike the case of an exact TSP solver, if Sum(H α , C δ ) = 0 then we cannot conclude a "no" answer for the δ-feasibility problem. This is because α, being a heuristic algorithm, could possibly return a non-optimal solution. To explore this case further we "shake" the cost matrix to see if we can get an "yes" answer for the δ-feasibility problem. Note that the c ij values in C δ could be any positive number for the case of the δ-feasibility problem as long as we preserve the zero values. By changing the c ij values and applying α again on the changed problem we might get a better solution. The shake operation does precisely this. Consider the matrix C δ,R = (c
Note that for a tour H, Sum(H, C δ ) = 0 if and only if Sum(H, C δ,R ) = 0. The shake operation simply applies algorithm α on the cost matrix C δ,R . If no solution H α with Sum(H α , C δ,R ) = 0 is obtained, the shake operation is repeated a prescribed number, say #S, of times. If we have no tour H with Sum(H, C δ,R ) = 0, we are tempted to conclude a "no" answer to the δ-feasibility problem. This approximate solution approach for the δ-feasibility problem can be incorporated in the threshold algorithm to obtain a heuristic for BTSP. We will come to this later. Let us now discuss how to extract a heuristic solution for BTSP by one application of the heuristic approach discussed above (with minor modifications) to solve the δ-feasibility problem.
2.3.1. Extracting a heuristic solution. Suppose δ is a lower bound for the optimal objective function value. Such a lower bound can be obtained by solving the bottleneck biconnected spanning subgraph problem (BB-SSP) [29] on G using the cost matrix C. This is one of the strongest known lower bounds for the BTSP. Other popular lower bounds include the 2-max bound [18, 30] , bottleneck spanning tree bound [5, 18] and the bottleneck assignment bound [5] . Several algorithms are available to solve the BB-SSP [6, 23, 26, 29, 38] . Punnen and Nair [29] proposed an O(m + n log n) algorithm to solve this problem, and Manku [23] improved the algorithm with an O(m) time bound, where m is the number of arcs in the underlying graph. For our applications, both these algorithms have complexity O(n 2 ) since G is a complete graph.
Choosing δ as a lower bound to BOBJ(C), solve the δ-feasibility problem approximately by one application of a TSP heuristic α on the matrix C δ . Let H α be the solution produced and output H α . If Sum(H α , C δ ) = 0 then H α is an optimal solution. Otherwise use at most #S shake operations and solve the TSP on the resulting cost matrix C δ,R and output the best solution obtained. We call this heuristic the simple threshold heuristic or (ST − heuristic). The steps of the ST-heuristic is summarized below.
ST-Heuristic
Step 1: Set the value of the control parameter #S and compute the lower bound δ (possibly by solving BBSSP).
Step 2: Use a TSP heuristic α to solve the TSP with cost matrix C δ . (For example, use some recent variations of the Lin-Kernighan heuristic [1, 16, 22] ). Let H α be the resulting solution. If Sum(H α , C δ = 0 output H α and stop. Otherwise, designate H α as the "current solution" and M ax(H α , C) as the "current objective function value".
Step 3: ( Shake operation begins if #S> 0) Solve the TSP on the cost matrix C δ,R using α and let H α be the resulting solution. If Sum(H α , C δ ) = 0 Stop. H α is an optimal solution to BTSP. Otherwise update "current solution" and "current objective function value" if necessary and repeat this step #S times or until some other termination criterion is satisfied. (Note that the matrices C δ,R generated in each repetition are different with high probability.) Clearly, if Sum(H α , C δ ) = 0 then H α is an optimal solution to the BTSP. Our experimental results show that this is indeed the case for many of the test problems we have considered. But if Sum(H α , C δ ) = 0, then H α uses some edges of non-zero costs. In the ST-algorithm we perform a shake operations by choosing different random numbers for the non-zero values of C δ (i.e. by using C δ,R ) to see if Sum(H α , C δ ) = 0. Ideally we would like to make the largest value of such non-zero costs in H α as small as possible so that an improved bottleneck objective value is achieved. We try to achieve this using "controlled shake operations" discussed below. Let z 1 < z 2 < . . . < z u be an ascending arrangement of the distinct edge costs c ij such that c ij > δ. Let r 1 < r 2 < · · · < r u be random numbers generated from the interval [a, b] for some a and b. Consider the matrix
It can be verified that the BTSP with cost matrix C and the BTSP with cost matrix C δ, [a,b] have the same set of optimal solutions. In the simple threshold algorithm we could use C δ, [a,b] instead of C δ,R . The advantage of using C δ, [a,b] is that the difference between consecutive non-zero values of elements of C δ, [a,b] is larger compared to corresponding values of C δ . This in turn encourages the TSP heuristic α when applied on C δ, [a,b] to pick smaller non-zero values and hence a solution with better bottleneck objective function value could result. The built in randomness allows us to generate different matrices having this desirable property and could mimic the effect of a shake operation with additional advantages. Thus we call the operation of using α on the matrix C δ,[a,b] a type 1 controlled shake, and the parameter #CS1 denotes the number of type 1 controlled shakes permitted.
We have also tested using another cost matrix defined as follows. Let U be an upper bound on the optimal objective function value of the BTSP and z 1 < z 2 < . . . < z p be an ascending arrangement of the distinct edge costs c ij , δ < c ij ≤ U . Define d i = z i + R i where R i is a random number in the interval (R i−1 + θ, R i−1 + τ ) and θ and τ (θ < τ ) are prescribed parameters. Consider the cost matrix C δ,θ,τ = (c
where M is a large number. Note that the value of M is selected such that it is significantly larger than d p . The matrix C δ,θ,τ has similar properties as C δ, [a,b] with more control on the random numbers. The shake operation performed using C δ,θ,τ is called type 2 controlled shake and the parameter #CS2 denotes the number of type II controlled shakes performed. Using these controlled shake operations we obtain an enhanced version of our STheuristic which we call enhanced threshold heuristic or ET-heuristic. An informal description of the ET-heuristic is given below.
ET-Heuristic
Step 1: Set the values of the control parameters θ, τ , a, b, #CS1 and #CS2
Step 2: Compute the lower bound δ (possibly by solving the BBSSP)
Step 3: Use a TSP heuristic α to solve TSP on the cost matrix C δ . (For example, use some recent variations of the Lin-Kernighan heuristic [1, 16, 22] .) Let H α be the solution produced. Set H α as the "current solution" and M ax(H α , C) as the current objective function value. If Sum(H α , C δ ) = 0 Stop. H α is an optimal solution to the BTSP. Otherwise designate H α as the "current solution" and M ax(H α , C) as the "current objective function value".
Step 4: (Type 1 controlled shake begins if #CS1> 0) Solve the TSP on the cost matrix C δ,[a,b] using α and let H α be the resulting solution.
If Sum(H α , C δ ) = 0 Stop. H α is an optimal solution to BTSP. Otherwise update "current solution" and "current objective function value" if necessary and repeat this step #CS1 times or until some other termination criterion is satisfied. (Note that the matrices C δ,[a,b] generated in each repetition are different with high probability.)
Step 5: (Type 2 controlled shake operation begins if #CS2 > 0) Solve a TSP on the cost matrix C δ,θ,τ using α and let H α be the resulting solution. If Sum(H α , C δ ) = 0 Stop. H α is an optimal solution to BTSP. Otherwise update "current solution" and "current objective function value" if necessary and repeat this step #CS2 times until some other termination criterion is satisfied. (Note that the matrices C δ,θ,τ generated in each repetition are different with high probability in each repetition.) Step 6: Output "current solution" 2.4. Enhanced binary search algorithm. By choosing δ as any real number (instead of a lower bound to BOBJ(C)) in the ET-heuristic we can (heuristically) solve the δ-feasibility problem. Thus, the ET-heuristic can be used repeatedly in a binary search fashion among possible candidates for BOBJ(C). Let ETH(δ) denotes the algorithm where Step 2 of the ETheuristic is removed and δ is considered as an input parameter. We also use the ET-heuristic to obtain a heuristic solution, say H, to calculate an upper bound U = M ax(H, C) for BOBJ(C). Let L be a lower bound for BOBJ(C). If L = U , then H is an optimal solution to the BTSP. Otherwise L ≤ BOBJ(C) ≤ U . Choose δ as the median of the set {c ij |L ≤ c ij < U } and call ETH(δ) to test (heuristically) if there is tour H in G such that M ax(H, C) ≤ δ. If the answer is "yes", we have an improved solution, say H * . Then the upper bound can be updated as U = M ax(H * , C). Note that this value will be less than or equal to δ. (Whenever we update the upper bound U , we also update the solution associated with it.) If the answer is "no" we conclude (heuristically) that there is no solution with bottleneck objective function value smaller than δ and update L = δ. The process is continued until {c ij |L ≤ c ij < U } becomes empty. At this stage the current solution has bottleneck objective function value L.
In the binary search phase, we also use some special updates for the lower bound. Note that when an upper bound is updated at any iteration, it continues to remain a valid upper bound for BOBJ(C). However, when the lower bound L is updated, we make a heuristic decision. The updated L may not be a lower bound for BOBJ(C), although the probability of this happening is less if α is powerful. Nonetheless, we need to take care of this possibility of ETH(δ) generating a solution H * at some iteration with M ax(H * , C) < L. If this happens, we reset L back to the original lower bound obtained in the beginning of the algorithm and set U = M ax(H * , C). We never observed this phenomenon and this was not included in our final code. However, we keep this step in the description of our primary algorithm for completeness.
The foregoing discussions lead to our main algorithm to solve BTSP which is called the enhanced binary search threshold algorithm or EBST-algorithm. A formal description of the algorithm is given in Figure 1 (as Algorithm 1 EBST-Algorithm). Note that ETH(δ) is used to solve the δ-feasibility problem within the algorithm. Thus in the description of the algorithm we assume that ETH(δ) produce a solution H such that if M ax(H, C) ≤ δ we have an "yes" answer to the δ-feasibility problem and a no answer otherwise.
Algorithm 1 EBST-Algorithm
Solve the bottleneck biconnected spanning subgraph problem on G with cost matrix C. Let δ be the objective function value produced. Call ETH(δ). Let H be the resulting tour. {* ETH(δ) also produced FLAG. If FLAG = YES, the algorithm is terminated and we have an optimal solution. *}
{* update the lowerbound*} ⇐ k + 1 {* special update of the upperbound *} if max ij∈H c ij < z u then choose q such that z q = max ij∈H c ij u ⇐ q end if end if end while output Tour and OBJ The performance of the algorithm depends on various parameters such as #CS1,#CS2, θ, a, b and τ . Extensive computational experiments have been carried out to fine tune the values of these parameters. Considering the outcomes of these experiments and using our intuition we have decided to set the default values of these parameters are set to #CS1 = 3, #CS2 = 3, a = 1, b = n, θ = 5 and τ = 50. No claim is made that these are the best values. In fact for hard problems, one may try to change the parameter values to explore improved solutions. Nevertheless, for definiteness we decided that it is important to give definite values for all parameters. We have used the implementation of the LK-algorithm in the Concorde Library [1] as our TSP heuristic. It may be noted that a simple binary search algorithm using Helsgaun's implementation of the LK-algorithm [12] in place of ETH(δ) has been used by Ramakrishnan et al [30] and reported good experimental results on TSPLIB problems of size up to 783 cities. Their algorithm is a special case of our EBTS-algorithm by setting #CS1 = #CS2 = 0, and using Helsgaun's implementation of LK-algorithm in ETH(δ), the 2-max lower bound [26, 30] is used in place of the superior BBSSP lower bound, and using the NNH solution to compute the starting upper bound. The heuristic reported in [30] considered only 72 problems all, from the TSPLIB with size no more that 783. Optimality was guaranteed for 37 problems. From our experiments, their solutions for the remaining 35 problems were also optimal. Our algorithm also obtained optimal solutions to these problems, often without entering into the binary search phase, except for one problem.
Computational Results for BTSP
The algorithms discussed in the previous section were coded in ANSI C and tested using the GNU GCC compiler version 3.2 under Redhat Linux 8.0. Two classes of test problems are considered; standard benchmark problems and specially constructed hard problems. All the experiments with standard benchmark problems were carried out on the 164-processor Sun V60 clustered computer, Chorus at the University of New Brunswick, Fredericton. Chorus consists of 60 slave nodes of dual 2.8GHz Intel Xeon processors with 2 to 3 GB of RAM. Detailed information about the cluster can be found on UNB's ACRL site [39] . We did not use the multi-processing capabilities of the workstation; all tests were carried out using a single processor. The specially constructed hard problems were tested on a Dell Precision workstation with 2.0 GHz Intel Xeon Processor and 512 MB of memory. We used the Lin-kernighan implementation of Concorde Library [1] for solving all TSPs within our algorithms. Computational time was measured in seconds of CPU time corrected to two decimal digits. This does not include input and output times. All computational times reported for benchmark problems are average over 10 runs. Also, whenever 'best objective function value' is indicated, it is based on these 10 independent runs. We have done these 10 repetitions to investigate the effect of randomness within the algorithm on solution quality as well as running time and found no significant effect. The purposes of our preliminary experiments are to assess the performance of the algorithms on various classes of test problems and to fine-tune the parameters to set their default values.
The test problems we considered can be divided into five different categories: (1) TSPLIB problems [33] , (2) Random problems of Johnson and McGeoch [16, 14] , (3) Specially designed 'hard' problems, (4) National TSP instances [37] and (5) VLSI instances [37] . TSPLIB is a well known collection of TSP instances selected from practical applications and primarily used as a test bed for TSP algorithms. Our heuristics obtained optimal solutions for all TSPLIB problems except two very large ones with size more than 35,000 nodes. These very large problems were not tested due to memory limitations. We call the test problems in class 2 the JM-instances. These instances were introduced by Johnson and McGeoch [16] ; again, for testing TSP algorithms. The JM-instances are classified into three different groups: uniform point, clustered points, and random distance matrices. For most of the problems in classes (1) and (2) the BBSSP lower bound turned out to be the optimal objective function value. Thus, we have generated a special class of problems which do not have this property. The cost matrices in this class have a partitioned structure. See Figure 1 . ; and r ≥ 2, s ≥ 2, r + s = n. We generated problem instances from 100 to 2500 nodes for various values of β, γ, and r. Unless the dimensions of A and B are equal, this class of problems assures that the BBSSP lower bound is strictly less than the optimal BTSP objective function value. In fact the BBSSP lower bound will be no more that β and the optimal BTSP objective function value will be at least β + 1.
Our first set of experiments were performed on TSPLIB problems of size up to 7397 nodes to assess the relative strength of 2-max bound and BBSSP bound. The BBSSP lower bound was optimal for all problems except ts225 and the 2-max bound was optimal for 52 out of the 101 problems tested. The computational time for 2-max bound was, however, lower. Both algorithms took less than 0.01 seconds for problems within 225 nodes. The time for 2-max bound gradually increased to 0.15 seconds as problem size increased to 4461 nodes, whereas for BBSSP bound the computational time increased to 7.68 seconds. As the number of nodes increased to 7397 BB-SSP computational time increased to 48.39 seconds but the time for 2-max bound was only 0.37 seconds. Because of the superior quality of the lower bound and its reasonable computational time, we have decided to use BB-SSP lower bound in our experiments. Experimental results on these lower bound heuristics are reported in Table 1 . For larger problems, the time bound for computation of this lower bound could be reduced by using the linear time algorithm of Manku [23] or Punnen and Nair [29] . Our implementation used the O(n 2 log n) threshold algorithm discussed in Parker and Rardin [26] . Table 2 . TSPLIB -Results for construction heuristics
Let us now discuss experimental results on NNH, BNNH, ENNH, and BNIH heuristics. Table 2 summarizes the results of these experiments for midsize problems in our test set. In the table %-gap refers to the quantity (H−LB) LB 100 where H is the heuristic value and LB is the lower bound value. As the data indicates, the quality of these solutions are not very impressive but computational times are low except for ENNH. Due to poor quality of solutions, we decided not to test these heuristics on other classes of test problems. However, if one needs to select a construction heuristic, we recommend BNIH.
We now consider our ST and ET-heuristics. Preliminary experiments have been conducted using TSPLIB problems to set the values of the parameters #S, #CS1, #CS2, a, b, τ , and θ. We first considered ST-Heuristic with no shake operation and a single shake, 3 shakes, and 5 shakes. The random numbers for C δ,R are selected from the interval [1, n 2 ]. Problems up to size 2103 produced provably optimal solution without shake except ts225. Five more problems did not produce optimal solutions for ST-heuristic with no shakes. Computational results on these problems including ts225 are reported in where H is the heuristic solution value and LB is the BBSSP lower bound value.
Although additional shake operations did produce optimal solutions in some cases, random shaking did not perform consistently better. (See Table 3 .) In some cases, 5 shakes produced worse solutions than one shake. We believe this is dues to the randomness in our algorithm and possibly in the LK algorithm as well. Let us now look at the effect of controlled shaking used by the ET-heuristic. We initially set #CS2 = 0 to assess the effect of type 1 controlled shake. The value of a is set to 1 and b is set to n. We considered three different values, 1, 3, and 5, for #CS1 and obtained optimal solutions to all but 3 problems (pla7397, rl5915, ts225) for #CS1 = 1 and 3. Further the accuracy was better for #CS1 = 3 for problems that were not solved to optimality. For #CS1 = 5, we obtained optimal solution for all but two problems (ts225,pla7397). Considering the computational time and solution quantity, we believe #CS1 = 3 could be a reasonable choice if #CS2 = 0 is selected. These results are summarized in Similar experiments were conducted using #CS1 = 0 and #CS2 = 1, 3, and 5. We also examined the effect of varying the values of {θ, τ } as {5,10}, {10,25}, {5,100}, and {50,100}. No significant difference in quality of solutions is observed. #CS2 = 3 and {θ, τ } = {10,25} appeared a good choice, although no significant difference is observed in solution quality for other choices of the parameters. It solved optimally all but 3 problems (ts225, rl5915,pla7397). Table 5 shows results of these experiments. θ = 5, τ = 10 θ = 10, τ = 25 θ = 5, τ = 100 θ = 50, τ = 100 Problem %- where H is the heuristic solution value and LB is the BBSSP lower bound value.
The result in this experiment was not as good as that in Type I controlled shake. We believe that this might be due to the usage of M for elements in the shake matrix corresponding to c ij > U . Thus it may be reasonable to avoid using M and choose controlled random numbers of value more than M . No harm is done with this change and used this strategy in our final experiments. Finally, we have conducted experiments with the EBST-heuristic. In one case, for the corresponding ETH(δ) we set #CS1 = 0 and in the other case for the corresponding ETH(δ) we set #CS2 = 0. The values of the other parameters are set as follows: a = 1, b = n, τ = 25, and θ = 10. For the run with #CS1 = 0 we obtained optimal solutions for all problems tested from the TSPLIB except ts225, and for the run with #CS2= 0 we obtained optimal solutions for all but two problems with very minimal % deviation from optimum (.08% and .55%). The computation times for the two runs are given in Tables 6 and 7 Table 8 . JM -Instances Type C. All solutions are optimal and their values are equal to the BBSSP bound Thus EBST-heuristic clearly very effective in obtaining good quality solutions in reasonable running time. We have also tested our algorithm on other classes of problems with type I and type II shakes separately. Table 8 report experimental results with JM-instances of clustered type with size ranging from 1000 to 10000 nodes. All averages hereafter are taken over 10 trials. In the table, the columns corresponding to type I shake, we set #CS2 =0 and other parameters have default values. Likewise, the columns corresponding to type II shake, we set #CS1 = 0 and other parameters have default values. The running times were almost uniform except for C10K.1 which is an outlier. Table 9 represents similar data on JM-instances of Euclidian and random types. All the solutions obtained for this class are guaranteed to be optimal and computational times have a uniform behavior.
Taking guidance from previous experiments, we tested specially structured hard instances with parameter values set as #CS1 = 3, #CS2 = 3, a = 1, b = n, θ = 5 and τ = 50. The parameters β, γ and r used to generate the test problems are given along with the seed value to initialize the random number generator. When r = n/2 the BBSSP lower bound may coincide with the optimal objective function value. For all other values of r the Table 9 . JM-Instances of E and M types. All solutions are optimal and their values are equal to the BBSSP bound bound is guaranteed to be strictly lower than the BTSP optimal objective function value. Table 10 summarizes results on specially structured hard instances with 500 nodes. All solutions obtained were optimal. Table 11 report similar results on 2500 nodes. We obtained optimal solutions for 20 out of 27 problems. The running time for these hard instances are higher compared to other classes of problems. We have also tested hard instance with 100 nodes (table not included for these results) and obtained optimal solutions for all. The optimality of these instances were verified by using a modified version of our algorithm with an exact TSP solver. Table 11 . Hard instances with n = 2500
As the final experiment, we have used the parameter values #CS1 = 3, #CS2 = 3, a = 1, b = n, θ = 5 and τ = 50 and tested all available standard problems (subject to memory limitations). The outcome of these experiments are summarized in Tables 12, 13, 14, 15, 16, 17 . Our algorithm produced optimal solutions for all these problems. Using the large amount of data generated in the experiments, we tried a linear and quadratic fit to estimate the running time of our algorithm as a function of the problem size. The quadratic fit approximates the running time very well. (See Figure 2. ) This is consistent with the known experimental results on the average complexity of O(n 2.2 ) for the LK-heuristic [12, 16] . In this paper we have developed powerful heuristic algorithms for solving the BTSP. Results of systematic and detailed computational experiments are also reported. No such study is available in the literature so far for the BTSP. Our algorithms use powerful TSP heuristics as a subroutine. We obtained optimal solutions for all the TSPLIB problems, JM-instances, National TSP instances, and VLSI instances. Almost all the solutions produced also have a proof of optimality. We also obtained optimal solutions for several hard instances we have created. All these impressive experimental results were achieved in very reasonable computational time. We believe the algorithms we have developed in this paper and our experimental analysis provide substantial insight into the structure of the BTSP and offer effective solution methods. Table 16 . TSPLIB Instances lin105-vm1748
As indicated earlier, the algorithms can easily be used to solve the MSTSP. Also the algorithms can be used to test (heuristically) the existence of a Hamiltonian cycle in a graph. It is also possible to solve the asymmetric version of the BTSP using the algorithms with appropriate modifications by replacing the LK heuristic with a good ATSP heuristic. However, additional experimentation is needed to assess the quality of the resulting solutions. For experimental results on ATSP heuristics, we refer to the book chapter [15] .
