Abstract. This paper presents simple proofs of the principal results of the Perron-Frobenius theory for linear mappings on finite-dimensional spaces which are nonnegative relative to a general partial ordering on the space. The principal tool for these proofs is an application of the theory of norms in finite dimensions to the study of order inequalities of the form Ax S ax, x è 0 where A ^ 0. This approach also permits the derivation of various inclusion and comparison theorems.
1. Introduction. The results of Perron [1907] and Frobenius [1908] - [1912] concerning spectral properties of matrices with nonnegative elements have become an important tool in the study of iterative methods for linear equations in Rn. These results have been generalized in various ways; see, for example, Krein and Rutman [1950] and Schaefer [1966] for general extensions to infinite-dimensional spaces and further references.
Simple proofs of the Perron-Frobenius results for matrices can be found in Varga [1962] and Householder [1964] . These proofs, however, do not appear to carry over to the case of linear mappings on a finite-dimensional space which are nonnegative under a general partial ordering on the space. For this case, it is necessary either to emulate the infinite-dimensional proofs by using the Brouwer fixed point theorem (see, e.g., Fan [1958] ) or to depend heavily on the spectral theory of finite-dimensional linear maps and the Jordan form of a matrix (see Birkhoff [1967] and Vandergraft [1968] ).
In this paper, elementary proofs are presented of the principal results of the Perron-Frobenius theory for general partially-ordered finite-dimensional spaces. Our basic tools are some results about norms and a consistent use of simple orderbound concepts. No use is made of the spectral theory of linear mappings. These proofs are similar in spirit to the cited proofs of Varga and Householder for the case of the componentwise ordering. They also emulate some techniques of Bohl [1966] and Schneider and Turner [1972] which were employed by these authors in connection with discussions of the infinite-dimensional case.
2. Preliminary Results. Let V be a finite-dimensional, normed, real, linear space, and K E V a. closed, convex, and solid cone. In other words, aK C K for all a ^ 0, K + K E K, K r\ (-K) = {0}, and the interior K° of K is nonempty. These assumptions ensure that the cone is generating, that is, V = K -K. The partial ordering induced by K is denoted by 2:. Thus, x ^ y means x -y E K, and x > y stands for x -y E K°. If A E L(V) is a linear mapping of V into itself, then A ^ 0 is defined by Ax E K whenever x E K. Since all norms on V are equivalent, r(/l) is norm-independent. Also, since \\Ak\\ 1 1^411*, it follows that r(A) :g \\A\\ under any norm. We shall not use the well-known fact that the lim sup is actually a limit, nor that r(A) is the spectral radius of A. The facts about r(A) which we do need are contained in the following lemma. These vectors xk can be scaled so that ||x*|| = 1 for all k, which implies that a convergent subsequence can be found with a limit x* satisfying Ax* :S ax*, x* £: 0, ||x*|| = 1.
For the converse, we have r(A) ^ H^H* = \\Ax\\x ^ a; and, if r(A) = a > 0, then Â = (I/a)A satisfies r(Â) = 1. Now, apply Theorem 2 to Â to find x* ^ 0 with 0 g x* ^ x and Âx* = x*, that is, Ax* = ax* = r(A)x*.
A-Irreducibility.
Theorem 4 establishes the existence of a vector x 2; 0 such that Ax ^ r(A)x. In order to prove that equality holds for some nontrivial x 2r 0, it is convenient to impose slightly stronger conditions on A. In the case of the natural (componentwise) ordering on R", the concept of irreducibility is used in this connection. Vandergraft [1968] extended this concept to general partial orderings by considering the face structure of the cone K. For our purposes, it is expedient to use a somewhat simpler but equivalent definition. Proof. By Theorem 4, we know that Ax ^ r(A)x for some x 2: 0, x ^ 0, and by AT-irreducibility it follows that x > 0.Now,z-(^) 2; \\Ax\\x = \\A\\X > 0, so Theorem 4 also ensures that Ax* = r(A)x* for some 0 ^ x* ^ x, x* ?¿ 0, which by AT-irreducibility is only possible for x* > 0.
In order to prove a similar theorem for A-reducible A 2; 0, we use a standard continuity argument. Note first that there are B E L(V) such that Bx > 0 for any x 2; 0, x ;¿ 0. In fact, if zz > 0 and S 0 span(zz) = V is any decomposition of V, then the induced projection B from K onto span(w) has this property. Now, let A E L(V), A 2: 0 be given, and let e > 0. Then, by Theorem 3, Au < (r(A) + í)zz for some u > 0, and thus, Let jx*'} be a convergent subsequence, with limit x* 2t 0, x* ^ 0. Then, from (2), it follows that lim^oe r(Ak) = r(A), and thus Ax* = r(A)x*. This proves the following result. Theorem 7. For any A 2: 0, A E L(V) with r(A) > 0, there exists an x* 2: 0, x* ¿¿ 0, such that Ax* = r(A)x*.
.rv-irreducibility also allows a strengthening of some earlier results. The next theorem, for example, is a stronger form of the second part of Theorem 4. Theorem 8. Let A 2t 0 be K-irreducible, and suppose that Ax g ax, Ax 9e ax where x > 0, a > 0. Then riA) < a.
Proof. By Theorem 4, riA) 5¡ a. If riA) = 0, then riA) < a; hence suppose that riA) = a ^ 0. By Theorem 6, Ax* = ax* where x* > 0. Now, if z = \\x*\\x xx*, then z E SA and 0 Û Az = 11**11, Ax -Ax* ^ ||x*|Uax -ax* = az, which contradicts the AMrreducibility of A.
As an application of this result, we give a simple proof of the monotonicity of r(A). Theorem 9. Let 0 ^ A ^ B where A is K-irreducible and A ¿¿ B. Then riA) < r(B).
Proof. Clearly, B is also A"-irreducible, and by Theorem 6, r(B) > 0, Bx* = r(B)x* with x* > 0. But then Ax* ^ Bx* = r(B)x* and Ax* ^ z-(5)x*, which, by Theorem 8, gives r(A) < r(B).
The remaining statements of the Perron-Frobenius theory can be proven in the standard way (see, e.g., Vandergraft [1968] and Householder [1964] ). We shall not go into detail here, but rather consider results like those of Section 3 with certain inequalities reversed. An example of such a theorem is as follows. Using the usual continuity argument, we can drop the A-irreducibility in Theorem 9, and this leads to the following theorem.
Theorem 11. Let A 2; 0, A E UV). Then Ax 2t ax for some x 2: 0, x ^ 0, a > 0, if and only if r(A) 2: a.
Upper and lower bounds for r(A) can be obtained by combining Theorems 8 and 10 for A'-irreducible matrices, or Theorems 4 and 11 in the AT-reducible case. We state the result only for the AMrreducible case.
Theorem 12. If A 2: 0, A E L(V), is K-irreducible, then ax ^ Ax ^ ßx, with equality excluded, for some x 2: 0, x ^ 0, implies that a < r(A) < ß.
This provides a simple proof of a well-known inclusion theorem of Frobenius [1908] . That is, if A is an irreducible matrix in the classical sense, then applying Theorem 12 to \A\ = (|a¿,|), with the vector x = (1, 1, • ■ • , l)r and the usual componentwise ordering, we find that 5 < r(A) < S, where n n s = min 22 \aa\> s = max ^2 \aa\-Theorem 4 can also be used to prove the following well-known result.
