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We study the bifurcation curve of positive solutions of the combustion problem with non-
linear boundary conditions given by⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u′′(x) = λexp
(
βu
β + u
)
, 0< x< 1,
u(0) = 0,
u(1)
u(1) + 1u
′(1) +
[
1− u(1)
u(1) + 1
]
u(1) = 0,
where λ > 0 is called the Frank–Kamenetskii parameter or ignition parameter, β > 0 is the
activation energy parameter, u(x) is the dimensionless temperature, and the reaction term
exp( βu
β+u ) is the temperature dependence obeying the simple Arrhenius reaction-rate law.
We prove rigorously that, for β > β1 ≈ 6.459 for some constant β1, the bifurcation curve is
double S-shaped on the (λ,‖u‖∞)-plane and the problem has at least six positive solutions
for a certain range of positive λ. We give rigorous proofs of some computational results of
Goddard II, Shivaji and Lee [J. Goddard II, R. Shivaji, E.K. Lee, A double S-shaped bifurcation
curve for a reaction–diffusion model with nonlinear boundary conditions, Bound. Value
Probl. (2010), Art. ID 357542, 23 pp.].
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We study the bifurcation curve of positive solutions of the combustion problem with nonlinear boundary conditions
given by⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u′′(x) = λexp
(
βu
β + u
)
, 0< x< 1,
u(0) = 0,
u(1)
u(1) + 1u
′(1) +
[
1− u(1)
u(1) + 1
]
u(1) = 0,
(1.1)
where λ > 0 is called the Frank–Kamenetskii parameter or ignition parameter, β > 0 is the activation energy parameter,
u(x) is the dimensionless temperature, and the reaction term exp( βu
β+u ) is the temperature dependence obeying the simple
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differential equation in (1.1) is the one-dimensional case of an equation arising in the study of (steady state) solid fuel
ignition models in thermal combustion theory. For the derivation of the equation and more background information, refer
to Bebernes and Eberly [1]. Notice that the value of β in experiments varies from 5 to 100 [12, p. 110].
The motivation for this study comes from the reaction–diffusion model with a nonlinear boundary condition given by
ut = du + λ f (u), x ∈ Ω, (1.2)
dα(u)
∂u
∂η
+ [1− α(u)]u = 0, x ∈ ∂Ω, (1.3)
where Ω is a bounded domain in Rn with n 1,  is the Laplace operator, λ is a positive parameter, d is the diffusion co-
eﬃcient, ∂u
∂η is the outward normal derivative, f : [0,∞) → [0,∞) is a smooth function, and α(u) ∈ [0,1] is a nondecreasing
smooth function. The boundary condition in (1.3) has been recently studied by the authors of [4–6] in population dynamics.
Here α(u) = u
u−d ∂u
∂η
represents the fraction of the substance that remains on the boundary when reached [7–9]. For the case
when α(u) ≡ 0, (1.3) becomes the well-known Dirichlet boundary condition. If α(u) ≡ 1 then (1.3) becomes the Neumann
boundary condition. Recently, Goddard II, Shivaji and Lee [7] studied the positive steady state solutions of (1.2)–(1.3) when
n = 1, d = 1, Ω = (0,1), f (u) = exp( βu
β+u ) where β is a positive parameter, and
α(u) =
{0, x = 0,
u
u+1 , x = 1.
(So α is zero at u = 0 and it increases to one as u → ∞.) Thus problem (1.2)–(1.3) is reduced to problem (1.1). Clearly,
studying nonlinear boundary value problem (1.1) is equivalent to studying the following two boundary value problems⎧⎪⎪⎨
⎪⎪⎩
−u′′(x) = λexp
(
βu
β + u
)
, 0< x< 1,
u(0) = 0,
u(1) = 0,
(1.4)
and ⎧⎪⎪⎨
⎪⎪⎩
−u′′(x) = λexp
(
βu
β + u
)
, 0< x< 1,
u(0) = 0,
u′(1) = −1.
(1.5)
More precisely, the positive solutions of (1.4) and (1.5) are the positive solutions of (1.1).
We deﬁne the bifurcation curves of positive solutions of problems (1.1), (1.4), and (1.5), respectively as follows:
C = {(λ,‖uλ‖∞): λ > 0 and uλ is a positive solution of (1.1)},
S = {(λ,‖uλ‖∞): λ > 0 and uλ is a positive solution of (1.4)},
S˜ = {(λ,‖uλ‖∞): λ > 0 and uλ is a positive solution of (1.5)}.
Clearly, C = S ∪ S˜ . In this paper, we say that, on the (λ,‖u‖∞)-plane, the bifurcation curve S (resp. S˜) is S-shaped if there
exist two positive numbers λ∗ < λ∗ such that the bifurcation curve S (resp. S˜) has at least two turning points, some points
(λ∗,‖uλ∗‖∞) and (λ∗,‖uλ∗‖∞), and
(i) λ∗ < λ∗ and ‖uλ∗‖∞ < ‖uλ∗‖∞ ,
(ii) at (λ∗,‖uλ∗‖∞) the bifurcation curve turns to the left,
(iii) at (λ∗,‖uλ∗‖∞) the bifurcation curve turns to the right.
We say that, on the (λ,‖u‖∞)-plane, the bifurcation curve S (resp. S˜) is exactly S-shaped if (λ∗,‖uλ∗‖∞) and
(λ∗,‖uλ∗‖∞) are the only two turning points of S (resp. S˜). See Fig. 1. In that case, the value λ∗ is called the extinc-
tion limit and λ∗ is called the ignition limit. Moreover, we say that, on the (λ,‖u‖∞)-plane, the bifurcation curve C = S ∪ S˜
is double S-shaped if both S and S˜ are S-shaped. In addition, the bifurcation curve C = S ∪ S˜ is exactly double S-shaped if
both S and S˜ are exactly S-shaped.
The exact multiplicity of positive solutions and the shape of the bifurcation curve of (1.4) are studied partially in the
following Theorem 1.1(i)–(iii). Theorem 1.1(i)–(ii) follow easily from Brown, Ibrahim and Shivaji [3], and Theorem 1.1(iii)
follows from Hung and Wang [10, Theorem 2.2].
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Theorem 1.1. Consider (1.4). Then the following assertions (i)–(iv) hold:
(i) For all β > 0, (1.4) has at least one positive solution for all λ > 0.
(ii) (See Fig. 2.) If 0 < β  4, then the bifurcation curve S of (1.4) is monotone increasing on the (λ,‖u‖∞)-plane. More precisely,
(1.4) has a unique positive solution for all λ > 0.
(iii) (See Fig. 1.) If β  β∗ ≈ 4.166 for some constant β∗ deﬁned in [10, Theorem 2.2(i)], then the bifurcation curve S of (1.4) is
exactly S-shaped on the (λ,‖u‖∞)-plane. More precisely, there exist two positive numbers λ∗ < λ∗ such that (1.4) has exactly
three positive solutions for λ∗ < λ < λ∗ , exactly two positive solutions for λ = λ∗ and λ = λ∗ , and exactly one positive solution
for 0< λ < λ∗ and λ > λ∗ .
For (1.5), the computational results on the bifurcation curve of positive solutions have been studied by Goddard II,
Shivaji and Lee [7]. They [7, Theorem 3.6, Case 4] showed that, for β > β˜2 (some constant β˜2 ∈ (6,6.5)) the bifurcation
curve S˜ is exactly S-shaped on the (λ,‖u‖∞)-plane and hence, by Theorem 1.1(iii), the bifurcation curve C = S ∪ S˜ of (1.1)
is exactly double S-shaped with exactly six positive solutions for a certain range of positive λ. (See Fig. 3.) Notice that these
results are all based on numerical computations. In this paper, we give rigorous proofs of some computational results of [7,
Theorem 3.6, Case 4]. In Theorem 2.2 stated below, for β  β1 ≈ 6.459 for some constant β1 deﬁned in (4.15), we prove
that the bifurcation curve C = S ∪ S˜ of (1.1) is doubled S-shaped on the (λ,‖u‖∞)-plane, and (1.1) has at least six positive
solutions for a certain range of positive λ. However, the exact shape of bifurcation curve S˜ for all β > 0 needs further
investigation.
The paper is organized as follows: Section 2 contains statements of main results: Theorems 2.1–2.4. Section 3 is con-
cerned with several lemmas needed to prove the main results, and Section 4 contains the proofs of the main results.
2. Main results
The main results in this paper are Theorems 2.1–2.4; in particular, Theorems 2.1 and 2.2. Theorem 2.1 gives some basic
properties of the bifurcation curve S˜ of (1.5) for any β > 0. In Theorem 2.2, we prove that the bifurcation curve C = S ∪ S˜
of (1.1) is doubled S-shaped on the (λ,‖u‖∞)-plane for β  β1 (some constant β1 ≈ 6.459 deﬁned in (4.15)). Moreover,
we prove that (1.1) has at least six positive solutions for a range of positive λ. In Theorem 2.3, for 0 < β  β1 ≈ 6.459,
we investigate the multiplicity of positive solutions of (1.1). In Theorem 2.4, for 4.166 ≈ β∗  β < β2 ≈ 6.203 for some
constant β2 deﬁned in (4.17), we prove that (1.1) has at least four positive solutions for a range of positive λ.
Theorem 2.1. (See Figs. 3–5.) Consider (1.5) for any β > 0. Then the bifurcation curve S˜ of (1.5) is a continuous curve which starts at
some point (λ0,‖uλ0‖∞) on the (λ,‖u‖∞)-plane with λ0 > 0 and ‖uλ0‖∞ > 0. Moreover, the following assertions (i)–(vii) hold:
(i) S ∩ S˜ = {(λ0,‖uλ0‖∞)}. Moreover, if uλ is a positive solution of (1.5) with uλ = uλ0 , then ‖uλ‖∞ > ‖uλ0‖∞ .
(ii) S˜ starts from (λ0,‖uλ0‖∞) and initially continues to the right.
(iii) S˜ tends to inﬁnity as λ → ∞.
(iv) For any ρ > ρ0 ≡ ‖uλ0‖∞ , there exist exactly two positive numbers λ˜1(ρ) < λ˜2(ρ) such that (λ˜1(ρ),ρ) ∈ S˜ and (λ˜2(ρ),ρ) ∈ S.
(v) Suppose that, for some β¯ > 0, the bifurcation curve S β¯ of (1.4) is exactly S-shaped on the (λ,‖u‖∞)-plane with exactly two
turning points (say (λ2,‖uλ2‖∞) and (λ1,‖uλ1‖∞) satisfying λ1 < λ2 and ‖uλ2‖∞ < ‖uλ1‖∞), at (λ2,‖uλ2‖∞) the bifurcation
curve S β¯ turns to the left, and at (λ1,‖uλ1‖∞) the bifurcation curve S β¯ turns to the right. Then λ0 < λ2 and ‖uλ0‖∞ < ‖uλ2‖∞ .
That is, the bifurcation point (λ0,‖uλ0‖∞) is on the lower branch of S β¯ .
(vi) λ0 > 1.481 where λ0 = λ0(β). Moreover, if β  β∗ ≈ 4.166, then λ0 < 1.746.
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with β  β1 ≈ 6.459. ρ0 ≡ ‖uλ0‖∞ , ρ1 ≡ ‖uλ1‖∞ , ρ2 ≡ ‖uλ2‖∞ .
Fig. 4. The graph of the bifurcation curve C = S ∪ S˜ of (1.1) with 0 < β <
β1 ≈ 6.459.
Fig. 5. The graph of the bifurcation curve C = S ∪ S˜ of (1.1) with 4.166 ≈ β∗  β < β2 ≈ 6.203.
(vii) 0.223 ≈ ρˆ1 < ‖uλ0‖∞ < ρˆ2 ≈ 0.289, where ρˆ1 is the unique positive root of 4ρ exp( ρ2 ) = 1, and ρˆ2 is the ﬁrst pos-
itive root of 4ρ exp(−ρ2 ) = 1. Moreover, if β  1, then ‖uλ0‖∞ < ρ˜2 ≈ 0.270, where ρ˜2 is the ﬁrst positive root of
16ρ exp(−ρ) ∫ ρ0 exp( s1+s )ds = 1.
For β  β∗ ≈ 4.166, let the values λ1 ≡ λ∗ and λ2 ≡ λ∗ in which λ∗ and λ∗ are deﬁned in Theorem 1.1(iii), and let the
value λ0 be deﬁned in Theorem 2.1. We prove that:
(i) λ1 < λ0 < λ2 if β  β1 ≈ 6.459 for some constant β1 deﬁned in (4.15). Hence, on the (λ,‖u‖∞)-plane, the bifurcation
curve S˜ of (1.5) is S-shaped and the bifurcation curve C = S ∪ S˜ of (1.1) is doubled S-shaped.
(ii) If λ > λ0, (1.1) has at least 2 positive solutions.
(iii) 0< λ0 < λ1 if 4.166 ≈ β∗  β < β2 ≈ 6.203 for some constant β2 deﬁned in (4.17).
We state these results more precisely in the following Theorems 2.2–2.4.
Theorem 2.2. (See Fig. 3.) Consider (1.1) for β  β1 ≈ 6.459. Then the bifurcation curve C = S ∪ S˜ of (1.1) is doubled S-shaped on
the (λ,‖u‖∞)-plane. Moreover, the bifurcation curve S is exactly S-shaped and the bifurcation curve S˜ is S-shaped on the (λ,‖u‖∞)-
plane. In addition, there exist positive numbers λ3 < λ1 < λ0 < λ4 < λ2 such that:
(i) If λ0 < λ < λ4 , (1.1) has at least 6 positive solutions.
(ii) If λ1 < λ λ0 or λ = λ4 , (1.1) has at least 5 positive solutions.
(iii) If λ4 < λ < λ2 or λ = λ1 , (1.1) has at least 4 positive solutions.
(iv) If λ3 < λ < λ1 or λ = λ2 , (1.1) has at least 3 positive solutions.
(v) If λ = λ3 or λ > λ2 , (1.1) has at least 2 positive solutions.
(vi) If 0< λ < λ3 , (1.1) has a unique positive solution.
Theorem 2.3. (See Fig. 4.) Consider (1.1) for 0< β < β1 ≈ 6.459. Then the following assertions (i) and (ii) hold:
(i) If λ > λ0 , (1.1) has at least 2 positive solutions.
(ii) If 0< λ λ0 , (1.1) has at least 1 positive solution.
44 K.-C. Hung et al. / J. Math. Anal. Appl. 392 (2012) 40–54Theorem 2.4. (See Fig. 5.) Consider (1.1) for 4.166 ≈ β∗  β < β2 ≈ 6.203, the bifurcation curve S is S-shaped on the (λ,‖u‖∞)-
plane. Moreover, there exist positive numbers λ0 < λ1 < λ2 such that the following assertions (i)–(iv) hold:
(i) If λ1 < λ < λ2 , (1.1) has at least 4 positive solutions.
(ii) If λ = λ1 or λ = λ2 , (1.1) has at least 3 positive solutions.
(iii) If λ0 < λ < λ1 or λ > λ2 , (1.1) has at least 2 positive solutions.
(iv) If 0< λ λ0 , (1.1) has at least 1 positive solution.
3. Lemmas
In this paper, to prove our main results (Theorems 2.1–2.4), we apply the quadrature method (time map) which was
used in [7,11]. First, the time map formula which we apply to study problem (1.4) takes the form as follows:
√
λ = √2
ρ∫
0
ds√
F (ρ) − F (s) ≡ Gβ(ρ) for 0< ρ < ∞ if 0< β < ∞, (3.1)
where F (s) ≡ ∫ s0 f (t)dt = ∫ s0 exp( βtβ+t )dt; see [7,11]. Note that positive solutions u of (1.4) correspond to
‖u‖∞ = ρ and Gβ(ρ) =
√
λ. (3.2)
Thus, studying of the exact number of positive solutions of (1.4) with β > 0 is equivalent to studying the shape of the time
map Gβ(ρ) on (0,∞). We compute that
G ′β(ρ) =
√
2
2
ρ∫
0
θ(ρ) − θ(s)
ρ[F (ρ) − F (s)]3/2 ds, (3.3)
where θ(s) ≡ 2F (s) − sf (s); see [3, Eq. (2.7)].
On the other hand, considering problem (1.5), we deﬁne
H˜(ρ,q) = 2
ρ∫
0
ds√
F (ρ) − F (s) −
q∫
0
ds√
F (ρ) − F (s) −
1√
F (ρ) − F (q) for 0 q < ρ < ∞, (3.4)
see [7, Eq. (3.29)]. To study the exact number of positive solutions of (1.5), we need to ﬁrst analyze the function H˜(ρ,q). We
investigate several important properties of H˜(ρ,q) through Lemma 3.1. Note that Lemma 3.1 is a key lemma in this paper.
The proof of Lemma 3.1 is lengthy, and hence it is given in Appendix A.
Lemma 3.1. Consider H˜(ρ,q) with 0 q < ρ < ∞. Then the following assertions (i)–(v) hold:
(i) For any ﬁxed ρ > 0, H˜(ρ,q) is a monotone decreasing function of q on [0,ρ). Moreover, limq→ρ− H˜(ρ,q) = −∞.
(ii) limρ→0+ H˜(ρ,0) = −∞ and limρ→∞ H˜(ρ,0) = ∞.
(iii) For any β > 0, there exists a unique ρ0 = ρ0(β) satisfying 0.223 ≈ ρˆ1 < ρ0 < ρˆ2 ≈ 0.289 such that
H˜(ρ,0)
⎧⎨
⎩
< 0 when ρ ∈ (0,ρ0),
= 0 when ρ = ρ0,
> 0 when ρ ∈ (ρ0,∞).
(3.5)
Moreover, if β  1, ρ0 < ρ˜2 ≈ 0.270. (We shall show ρ0 = ‖uλ0‖∞ in the proof of Theorem 2.1 below and note that the numbers
ρˆ1 , ρˆ2 and ρ˜2 are given in Theorem 2.1(vii).)
(iv) There exists a unique function q(ρ) ∈ C[ρ0,∞) ∩ C1(ρ0,∞) such that
q(ρ)
{= 0 when ρ = ρ0,
> 0 on (ρ0,∞),
q(ρ) → ρ as ρ → ∞, and H˜(ρ,q(ρ)) = 0 for ρ  ρ0 .
(v) The function q(ρ) satisﬁes
q′(ρ) =
[F (ρ) − F (q(ρ))]3/2[2√2G ′β(ρ) +
∫ q(ρ)
0
f (ρ)
[F (ρ)−F (s)]3/2 ds] + f (ρ)
2[F (ρ) − F (q(ρ))] + f (q(ρ)) for ρ > ρ0.
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H
(
ρ,q(ρ)
)≡ 1
2[F (ρ) − F (q(ρ))] for ρ ∈
[
ρ0(β),∞
)
. (3.6)
By [7, Theorem 3.3], positive solutions u of (1.5) correspond to
‖u‖∞ = ρ and H
(
ρ,q(ρ)
)= λ. (3.7)
Thus, studying of the number of positive solutions of (1.5) with β > 0 is equivalent to studying the shape of the time map
H(ρ,q(ρ)) on [ρ0(β),∞). Also, proving that the bifurcation curve S˜ is S-shaped on the (λ,‖u‖∞)-plane is equivalent to
proving that the time map H(ρ,q(ρ)) has at least two critical points, a local maximum at some α∗ and a local minimum
at some α∗ > α∗ , on (ρ0(β),∞).
Lemma 3.2. Consider H(ρ,q(ρ)) and Gβ(ρ) for ρ ∈ [ρ0(β),∞). Then the following assertions (i) and (ii) hold:
(i) H(ρ0,q(ρ0)) = [Gβ(ρ0)]2 and H(ρ,q(ρ)) < [Gβ(ρ)]2 for ρ > ρ0 .
(ii) limρ→∞ H(ρ,q(ρ)) = ∞.
Proof. Lemma 3.2(i) follows by Lemma 3.1(iv), (3.1), (3.4), (3.6), and (3.7). Lemma 3.2(ii) is due to Goddard II, Shivaji and
Lee [7, Theorem 3.4(b)]. 
Since limβ→∞ exp( βuβ+u ) = exp(u) for any u  0, we deﬁne
G∞(ρ) =
√
2
ρ∫
0
ds√∫ ρ
s exp(u)du
for 0< ρ < ∞, (3.8)
cf. (3.1). In the following Lemma 3.3, we describe some basic properties of Gβ(ρ) and G∞(ρ). Lemma 3.3(i) follows from
[11, Theorem 3.2], Lemma 3.3(ii) follows by modiﬁcation of the proofs of [11, Theorems 2.3–2.4], and Lemma 3.3(iii) is due
to Wang [13, pp. 1478–1479, The proof of Theorem 2]. We omit the proofs.
Lemma 3.3. Consider (3.1) and (3.8). Then the following assertions (i)–(iii) hold:
(i) G∞(ρ) has exactly one critical point at some ρ˜ , a maximum, on (0,∞). Moreover, limρ→0+ G∞(ρ) = limρ→∞ G∞(ρ) = 0.
(ii) For any ﬁxed ρ > 0, Gβ(ρ) is a continuous, strictly decreasing function of β > 0. Moreover, limβ→∞ Gβ(ρ) = G∞(ρ).
(iii) If β  β˜ ≈ 4.4967, then f (u) = exp( βu
β+u ) has a unique inﬂection point at
β(β−2)
2 ∈ (ρ∗,ρ∗) where Gβ(ρ∗) and Gβ(ρ∗) are the
unique local maximum and unique local minimum of Gβ(ρ) on (0,∞), respectively.
In the next lemma, we provide some properties of λ∗ = λ∗(β), where λ∗ is deﬁned in Theorem 1.1(iii).
Lemma 3.4. (Cf. Theorem 1.1(iii).) Consider (1.4) with β  β∗ ≈ 4.166, then λ∗ = λ∗(β) is a strictly decreasing function of β ∈
[β∗,∞). Moreover, limβ→∞ λ∗(β) = 0.
Proof. By Theorem 1.1(iii), the bifurcation curve S of (1.4) is exactly S-shaped on the (λ,‖u‖∞)-plane if β  β∗ ≈ 4.166.
(See Fig. 1.) So Gβ(ρ) has exactly two critical points, a local maximum at some ρ∗ = ρ∗(β) and a local minimum at some
ρ∗ = ρ∗(β) > ρ∗(β), on (0,∞) by (3.2) if β  β∗ . Moreover, Gβ(ρ∗) =
√
λ∗ and Gβ(ρ∗) = √λ∗ , where λ∗ = λ∗(β) and
λ∗ = λ∗(β) are deﬁned in Theorem 1.1(iii).
First, we prove that λ∗(β) is strictly decreasing on [β∗,∞). By Lemma 3.3(ii), Gβ(ρ) is a continuous, strictly decreasing
function of β > 0 for any ﬁxed ρ > 0. So for any β¯  β∗ , we can choose δ > 0 small enough such that ρ∗(β) < ρ∗(β¯) for
any β ∈ (β¯, β¯ + δ). Therefore,
Gβ
(
ρ∗(β)
)= min
ρ∗(β)<ρ<∞Gβ(ρ) Gβ
(
ρ∗(β¯)
)
< G β¯
(
ρ∗(β¯)
)
for any β ∈ (β¯, β¯ + δ).
Thus we obtain that λ∗(β) = [Gβ(ρ∗(β))]2 is a strictly decreasing function of β ∈ [β∗,∞).
Next, we show limβ→∞ λ∗(β) = 0. By Lemma 3.3(i), limρ→0+ G∞(ρ) = limρ→∞ G∞(ρ) = 0 and ρ˜ is the unique critical
point, a maximum, of G∞(ρ) on (0,∞). In addition, β(β−2)2 ∈ (ρ∗,ρ∗) for β  β˜ ≈ 4.4967 by Lemma 3.3(iii). So for any
ε ∈ (0,G∞(ρ˜)), we can choose βˆ > β˜ such that
ρ∗(β) > ρ˜ (3.9)
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G∞
(
ρ∗(β)
)
<
ε
2
(3.10)
for any β  βˆ .
By Lemma 3.3(ii), limβ→∞ Gβ(ρ) = G∞(ρ) for any ﬁxed ρ > 0. We can choose βˇ > βˆ such that for any β  βˇ ,
Gβ
(
ρ∗(βˆ)
)− G∞(ρ∗(βˆ))< ε
2
. (3.11)
Thus,
Gβ
(
ρ∗(βˆ)
)
< Gβ
(
ρ∗(βˆ)
)− G∞(ρ∗(βˆ))+ G∞(ρ∗(βˆ))< ε for any β  βˇ (3.12)
by (3.10) and (3.11). We claim that
ρ∗(β) < ρ∗(βˆ) for any β  βˇ. (3.13)
And then
Gβ
(
ρ∗(β)
)= min
ρ∗(β)<ρ<∞Gβ(ρ) Gβ
(
ρ∗(βˆ)
)
< ε for any β  βˇ
by (3.12) and (3.13). That is, limβ→∞ λ∗(β) = limβ→∞[Gβ(ρ∗(β))]2 = 0.
To complete the proof, we still need to prove (3.13). Assume ρ∗(β0)  ρ∗(βˆ) for some β0  βˇ , then [ρ˜, ρ∗(βˆ)] ⊂
[0,ρ∗(β0)] by (3.9). Thus Gβ0 (ρ˜) < Gβ0 (ρ∗(βˆ)) since Gβ0 is monotone increasing on [0,ρ∗(β0)]. Moreover,
G∞(ρ˜) < Gβ0(ρ˜) < Gβ0
(
ρ∗(βˆ)
)
< ε
by Lemma 3.3(ii) and (3.12). This contradicts the fact that ε ∈ (0,G∞(ρ˜)). So (3.13) holds.
The proof of Lemma 3.4 is now complete. 
4. Proofs of the main results
Proof of Theorem 2.1. By (3.6), (3.7) and Lemma 3.1(iv), the bifurcation curve S˜ of (1.5) is a continuous curve which starts
at some point (λ0,‖uλ0‖∞) on the (λ,‖u‖∞)-plane, where λ0 = H(ρ0,q(ρ0)) > 0 and ‖uλ0‖∞ = ρ0 > 0.
(I). We prove Theorem 2.1(i). The uniqueness of (ρ0,q(ρ0)) can be obtained by Lemma 3.1(iii)–(iv). By Lemma 3.2(i),
H
(
ρ0,q(ρ0)
)= [Gβ(ρ0)]2 and H(ρ,q(ρ))< [Gβ(ρ)]2 for ρ > ρ0.
Thus S ∩ S˜ = {(λ0,ρ0)} = {(λ0,‖uλ0‖∞)} by (3.2) and (3.7). Moreover, if uλ is a positive solution of (1.5) with uλ = uλ0 ,
then ‖uλ‖∞ = ρ for some ρ > ρ0 by Lemma 3.1(iv) and (3.7).
(II). We prove Theorem 2.1(ii) by showing that limρ→ρ+0
d
dρ H(ρ,q(ρ)) > 0. By (3.6) for H(ρ,q(ρ)), we compute that
d
dρ
H
(
ρ,q(ρ)
)= −[ f (ρ) − f (q(ρ))q′(ρ)]
2[F (ρ) − F (q(ρ))]2 . (4.1)
Also, since limρ→ρ+0 q(ρ) = q(ρ0) = 0 and by Lemma 3.1(v), we compute and obtain that
lim
ρ→ρ+0
[
f (ρ) − f (q(ρ))q′(ρ)]= f (ρ0) − 2
√
2[F (ρ0)]3/2G ′(ρ0) + f (ρ0)
2F (ρ0) + 1
= 2F (ρ0)[ f (ρ0) −
√
2G ′(ρ0)
√
F (ρ0) ]
2F (ρ0) + 1
= − 2F (ρ0)
3/2
2F (ρ0) + 1
[√
2G ′(ρ0) − f (ρ0)√
F (ρ0)
]
(4.2)
in which
√
2G ′(ρ0) − f (ρ0)√
F (ρ0)
= √2G ′(ρ0) − 2 f (ρ0)
ρ0∫
ds√
F (ρ0) − F (s)
(
since
ρ0∫
ds√
F (ρ0) − F (s) =
1
2
√
F (ρ0)
)
0 0
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ρ0∫
0
θ(ρ0) − θ(s)
ρ0[F (ρ0) − F (s)]3/2 ds −
ρ0∫
0
2 f (ρ0)√
F (ρ0) − F (s) ds
(
by (3.3)
)
=
ρ0∫
0
2F (ρ0) − ρ0 f (ρ0) − 2F (s) + sf (s) − 2ρ0 f (ρ0)[F (ρ0) − F (s)]
ρ0[F (ρ0) − F (s)]3/2 ds
(
since θ(s) = 2F (s) − sf (s)).
≡
ρ0∫
0
h(s)
ρ0[F (ρ0) − F (s)]3/2 ds, (4.3)
where
h(s) ≡ 2F (ρ0) − ρ0 f (ρ0) − 2F (s) + sf (s) − 2ρ0 f (ρ0)
[
F (ρ0) − F (s)
]
. (4.4)
It is easy to see that h(ρ0) = 0. We compute that
h′(s) = f (s)
[
−1+ sf
′(s)
f (s)
+ 2ρ0 f (ρ0)
]
= f (s)
[
−1+ β
2s
(β + s)2 + 2ρ0 f (ρ0)
]
. (4.5)
We next show that, for any β > 0, h′(s) < 0 for 0 s < ρ0. There are two cases to be studied:
Case (A). Suppose 0< β < 1. We obtain that
2ρ0 f (ρ0) < 2ρˆ2 exp
(
ρˆ2
1+ ρˆ2
)
≈ 0.578exp
(
0.289
1+ 0.289
)
≈ 0.723
since ρ0 < ρˆ2 ≈ 0.289 by Lemma 3.1(iii) and the fact that exp( βsβ+s ) is a monotone increasing function of β > 0 for ﬁxed
s ∈ [0,ρ0). Thus,
−1+ β
2s
(β + s)2 + 2ρ0 f (ρ0)
< −1+ β
2s
(β + s)2 + 2ρˆ2 exp
(
ρˆ2
1+ ρˆ2
)
< −1+ s
(1+ s)2 + 2ρˆ2 exp
(
ρˆ2
1+ ρˆ2
)
(since 0< β < 1)
< −1+ ρˆ2
(1+ ρˆ2)2 + 2ρˆ2 exp
(
ρˆ2
1+ ρˆ2
) (
≈ −1+ 0.289
(1+ 0.289)2 + 0.723 ≈ −0.103
)
(
since
s
(1+ s)2 is a strictly increasing function of s < 1
)
< 0. (4.6)
So, by (4.5) and (4.6), h′(s) < 0 in Case (A).
Case (B). Suppose β  1. We obtain that 2ρ0 f (ρ0) < 2ρ˜2 exp(ρ˜2) ≈ 0.707 since ρ0 < ρ˜2 ≈ 0.270 by Lemma 3.1(iii). Thus,
−1+ β
2s
(β + s)2 + 2ρ0 f (ρ0)
< −1+ s + 2ρ˜2 exp(ρ˜2)
(
since
β2s
(β + s)2 =
s
(1+ s/β)2 < s for β  1
)
< −1+ ρ˜2 + 2ρ˜2 exp(ρ˜2) (≈ −1+ 0.270+ 0.707= −0.023)
< 0. (4.7)
So, by (4.5) and (4.7), h′(s) < 0 in Case (B).
Thus, for any β > 0, h′(s) < 0 for 0 s < ρ0 and hence h(s) > 0 for 0 s < ρ0 since h(ρ0) = 0. Then, by (4.1)–(4.4), we
obtain that limρ→ρ+0
d
dρ H(ρ,q(ρ)) > 0. This completes the proof of Theorem 2.1(ii).
(III). Now to prove Theorem 2.1(iii). By Lemma 3.2(ii), limρ→∞ H(ρ,q(ρ)) = ∞. Thus S˜ tends to inﬁnity as λ → ∞
by (3.7).
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λ˜1(ρ) = H
(
ρ,q(ρ)
)
<
[
Gβ(ρ)
]2 = λ˜2(ρ),
where (λ˜1(ρ),ρ) ∈ S˜ and (λ˜2(ρ),ρ) ∈ S .
(V). We now prove Theorem 2.1(v). Firstly, we notice that for any β > 0,
G ′(ρ) =
ρ∫
0
θ(ρ) − θ(s)
ρ[F (ρ) − F (s)]3/2 ds > 0 for 0< ρ < 1. (4.8)
This follows by applying (A.15) which is stated and proved in Appendix A.
Now, suppose the bifurcation curve S β¯ of (1.4) is exactly S-shaped for β = β¯ > 0. By (3.2), G β¯ (ρ) has exactly two critical
points, a local maximum at some ρ2 and a local minimum at some ρ1 > ρ2, on (0,∞). Moreover, ρ0 < 1 by Lemma 3.1(iii).
Thus, (3.2) and (4.8) imply that
‖uλ0‖∞ = ρ0 < ρ2 = ‖uλ2‖∞ and λ0 =
[
Gβ(ρ0)
]2
<
[
Gβ(ρ2)
]2 = λ2.
(VI). We now prove Theorem 2.1(vi). For β > 0, we compute that
λ0 =
[
Gβ(ρ0)
]2
>
[
Gβ(ρˆ1)
]2 (
by ρˆ1 < ρ0 < 1 and (4.8)
)
>
[
G∞(ρˆ1)
]2 (
since Gβ(ρˆ1) is monotone decreasing to G∞(ρˆ1) as β increases to ∞
)
≈ 1.4811,
where G∞(ρ) is deﬁned in (3.8). Moreover, if β  β∗ ≈ 4.166, then we compute that
λ0 =
[
Gβ(ρ0)
]2
<
[
Gβ(ρ˜2)
]2 (
by ρ0 < ρ˜2 < 1 and (4.8)
)
<
[
Gβ∗(ρ˜2)
]2
(≈ 1.74504) < 1.746 (4.9)
since Gβ(ρ˜2) is a monotone decreasing function of β on [β∗,∞).
(VII). Theorem 2.1(vii) follows by Lemma 3.1(iii) and since ρ0 = ‖uλ0‖∞ .
The proof of Theorem 2.1 is now complete. 
Proof of Theorem 2.2. (A). First, we show that for β ∈ [β∗,5],
λ∗(β) >
[
Gβ∗(ρ˜2)
]2
>
[
Gβ∗(ρ0)
]2  [Gβ(ρ0)]2 = λ0(β). (4.10)
To prove (4.10) for β = 5, ﬁrst, we compute that
Gβ(ρ) =
√
2
ρ∫
0
ds√
F (ρ) − F (s)
>
√
2
ρ∫
0
ds√
exp( βu
β+u )(ρ − s)
(
for some u ∈ (s,ρ) by the Mean Value Theorem)
>
√
2
ρ∫
0
ds√
exp( βρ
β+ρ )(ρ − s)
(
since exp
(
βu
β + u
)
is a monotone increasing function of u > 0
)
= 2√2ρ exp( −βρ
2(β + ρ)
)
≡ Rβ(ρ).
And then, we compute the local minimum value(s) of Rβ(ρ). To ﬁnd critical points of Rβ(ρ), we solve the equation
d
dρ
Rβ(ρ) =
√
2
[
1√
ρ
− β
2ρ
(β + ρ)2
]
exp
( −βρ
2(β + ρ)
)
= 0.
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[Rβ ( β(β−2)+β
√
β2−4β
2 )]2 ≈ 2.810 and b ≡ [Gβ∗ (ρ˜2)]2 ≈ 1.74504.
Fig. 7. Graphs of λ = [Gβ (ρ)]2 for ρ ∈ (0,140] with β = 6, β1 (≈ 6.459), 8.
So Rβ(ρ) has exactly two (positive) critical points at
β(β−2)−β
√
β2−4β
2 and
β(β−2)+β
√
β2−4β
2 . More precisely, Rβ(ρ) has a
local maximum at β(β−2)−β
√
β2−4β
2 and a local minimum at
β(β−2)+β
√
β2−4β
2 . (See Fig. 6.)
Next, taking β = 5, we obtain that[
min
β(β−2)
2 <ρ<∞
Gβ(ρ)
]2 = λ∗(β) (4.11)
and
min
β(β−2)
2 <ρ<∞
Rβ(ρ) = Rβ
(
β(β − 2) + β√β2 − 4β
2
)
(4.12)
by Lemma 3.3(iii) and since β(β−2)2 >
β(β−2)−β
√
β2−4β
2 . Thus, by (4.9), (4.11) and (4.12), for β = 5, we compute that
λ∗(β) >
[
Rβ
(
β(β − 2) + β√β2 − 4β
2
)]2
(≈ 2.810)
>
[
Gβ∗(ρ˜2)
]2
(≈ 1.74504). (4.13)
Therefore,
λ∗(β) >
[
Gβ∗(ρ˜2)
]2
>
[
Gβ∗(ρ0)
]2
>
[
Gβ(ρ0)
]2 = λ0(β) when β = 5 (4.14)
by (4.8), (4.13) and Lemma 3.1(iii). (See Fig. 6.)
Also note that, (4.10) holds for β ∈ [β∗,5) by Lemma 3.4 and (4.14).
(B). Consider (1.1) for β  β∗ ≈ 4.166. Since ρˆ1 < ρ0, by Lemma 3.4 and (4.10), there exists a unique number β1 > β∗
satisfying
λ∗(β1) =
[
G∞(ρˆ1)
]2 ≈ 1.481 (4.15)
and
λ∗(β) <
[
G∞(ρˆ1)
]2
(≈ 1.481) < λ0(β) for β > β1. (4.16)
(Numerical simulation by using the symbolic manipulator Mathematica shows that β1 ≈ 6.459, see Fig. 7.) Then, for β 
β1 ≈ 6.459, the bifurcation curve C = S ∪ S˜ of (1.1) is doubled S-shaped on the (λ,‖u‖∞)-plane by (4.15), (4.16) and
Theorem 2.1(i)–(v). Moreover, the bifurcation curve S is exactly S-shaped and the bifurcation curve S˜ is S-shaped on the
(λ,‖u‖∞)-plane.
Let λ1 = λ∗(β) and λ2 = λ∗(β). (See also Theorem 1.1(iii) and Fig. 3.) In addition, we take
λ3 = min
ρ0<ρ<∞
Hβ
(
ρ,q(ρ)
)
and
λ4 = max Hβ
(
ρ,q(ρ)
)
ρ0<ρ<ρ3
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solutions as in Theorem 2.2(i)–(vi) follow immediately by (3.2) and (3.7).
The proof of Theorem 2.2 is now complete. 
Proof of Theorem 2.3. Theorem 2.3(i)–(ii) follow easily by Theorem 1.1 and Theorem 2.1. 
Proof of Theorem 2.4. For β  β∗ ≈ 4.166, by Theorem 1.1(iii), the bifurcation curve S of (1.4) is exactly S-shaped on the
(λ,‖u‖∞)-plane, see Fig. 3. Let λ1 = λ∗(β) and λ2 = λ∗(β) where λ∗(β) and λ∗(β) are deﬁned in Theorem 1.1(iii). (See
Fig. 1.) Since ρ˜2 > ρ0 and by Lemma 3.4 and (4.10), we can ﬁnd a number β2 > 5 such that
λ∗(β2) =
[
Gβ∗(ρ˜2)
]2
> λ0(β) for any β  β∗. (4.17)
By Lemma 3.4 again, we obtain that λ∗(β) > λ0(β) for β∗  β < β2. (Numerical simulation by using the symbolic manipu-
lator Mathematica shows that β2 ≈ 6.203.)
We have λ0 < λ1 < λ2 for β∗  β < β2, and thus the existence results of multiple solutions as in Theorem 2.4(i)–(iv)
follow immediately.
The proof of Theorem 2.4 is now complete. 
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Appendix A
Proof of Lemma 3.1. Lemma 3.1(i)–(ii) are due to Goddard II, Shivaji and Lee [7, Lemma B]. We omit the proofs.
Recall (3.4),
H˜(ρ,q) = 2
ρ∫
0
ds√
F (ρ) − F (s) −
q∫
0
ds√
F (ρ) − F (s) −
1√
F (ρ) − F (q) for 0 q < ρ < ∞.
We then prove Lemma 3.1(iii)–(iv) as follows:
(I). We prove Lemma 3.1(iii). By Lemma 3.1(ii), there exists ρ0 = ρ0(β) > 0 such that
H˜(ρ0,0) = 2
ρ0∫
0
ds√
F (ρ0) − F (s) −
1√
F (ρ0)
= 0. (A.1)
We ﬁrst show ρ0 = ρ0(β) > ρˆ1 for any β > 0. Since f (s) = exp( βsβ+s ) is an increasing function and by the Mean Value
Theorem, we have
2
ρ∫
0
ds√
F (ρ) − F (s) < 2
ρ∫
0
ds√
f (0)(ρ − s) = 2
ρ∫
0
ds√
(ρ − s) = 4
√
ρ (A.2)
and
1√
F (ρ)
= 1√∫ ρ
0 exp(
βs
β+s )ds
>
1√
ρ exp( βρ
β+ρ )
>
1√
ρ exp(ρ)
. (A.3)
We set the equation 4
√
ρ = 1√
ρ exp(ρ)
, which is equivalent to
4ρ exp(ρ/2) = 1. (A.4)
It is easy to check that Eq. (A.4) has a unique positive root at ρˆ1 ≈ 0.223. Moreover,
4
√
ρ − 1√
ρ exp(ρ)
⎧⎨
⎩
< 0 when ρ ∈ (0, ρˆ1),
= 0 when ρ = ρˆ1,
> 0 when ρ ∈ (ρˆ1,∞).
(A.5)
If ρ0  ρˆ1 ≈ 0.223, by (A.2), (A.3) and (A.5),
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ρ0∫
0
ds√
F (ρ0) − F (s) < 4
√
ρ0 
1√
ρ0 exp(ρ0)
<
1√
F (ρ0)
.
This contradicts to (A.1). Thus ρ0 = ρ0(β) > ρˆ1 ≈ 0.223 for any β > 0.
We then prove ρ0 = ρ0(β) < ρˆ2 for any β > 0. To prove it, we ﬁrst show ρ0 < 1. Suppose not, then ρ0  1 for some
β > 0 and we compute that
2
ρ0∫
0
ds√
F (ρ0) − F (s) > 2
ρ0∫
0
ds√
F (ρ0)
= 2ρ0√
F (ρ0)
>
1√
F (ρ0)
.
Thus we get a contradiction by (A.1). So ρ0 = ρ0(β) < 1 for any β > 0.
Applying the fact that f (s) = exp( βs
β+s ) is an increasing function and by the Mean Value Theorem again, we have
2
ρ∫
0
ds√
F (ρ) − F (s) > 2
ρ∫
0
ds√
exp( βρ
β+ρ )(ρ − s)
>
2√
exp(ρ)
ρ∫
0
ds√
(ρ − s) =
4
√
ρ√
exp(ρ)
. (A.6)
On the other hand,
1√
F (ρ)
<
1√
ρ
(A.7)
since F (ρ) = ∫ ρ0 exp( βsβ+s )ds > ρ exp(0) = ρ . We set the equation 4√ρ√exp(ρ) = 1√ρ , which is equivalent to
4ρ exp
(
−ρ
2
)
= 1. (A.8)
It is easy to see that (A.8) has a unique root at ρˆ2 ≈ 0.289 on (0,1). Moreover,
4
√
ρ√
exp(ρ)
− 1√
ρ
⎧⎨
⎩
< 0 when ρ ∈ (0, ρˆ2),
= 0 when ρ = ρˆ2,
> 0 when ρ ∈ (ρˆ2,1).
(A.9)
If ρ0  ρˆ2 ≈ 0.289 (observe that ρ0 < 1 for any β > 0), by (A.6), (A.7) and (A.9),
2
ρ0∫
0
ds√
F (ρ0) − F (s) >
4
√
ρ0√
exp(ρ0)
 1√
ρ0
>
1√
F (ρ0)
.
This contradicts to (A.1). Thus ρ0 = ρ0(β) < ρˆ2 ≈ 0.289 for any β > 0.
Suppose β  1, we compute that
1√
F (ρ)
= 1√∫ ρ
0 exp(
βs
β+s )ds
<
1√∫ ρ
0 exp(
s
1+s )ds
(A.10)
since exp( s1+s ) < exp(
βs
β+s ). We set the equation
4
√
ρ√
exp(ρ)
= 1√∫ ρ
0 exp(
s
1+s )ds
, which is equivalent to
16ρ exp(−ρ)
ρ∫
0
exp
(
s
1+ s
)
ds − 1 = 0. (A.11)
It is easy to see that (A.11) has a unique root at ρ˜2 ≈ 0.270 on (0,1). Moreover,
4
√
ρ√
exp(ρ)
− 1√∫ ρ
0 exp(
s
1+s )ds
⎧⎨
⎩
< 0 when ρ ∈ (0, ρ˜2),
= 0 when ρ = ρˆ2,
> 0 when ρ ∈ (ρ˜2,1).
(A.12)
If ρ0  ρ˜2 ≈ 0.270 (observe that ρ0 < 1 for any β  1), by (A.6), (A.10) and (A.12),
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ρ0∫
0
ds√
F (ρ0) − F (s) >
4
√
ρ0√
exp(ρ0)
 1√∫ ρ0
0 exp(
s
1+s )ds
>
1√
F (ρ0)
.
This contradicts to (A.1). So ρ0 = ρ0(β) < ρ˜2 ≈ 0.270 for any β  1.
Next, we prove the uniqueness of ρ0. By the above analyses, there exists ρ0 ∈ (ρˆ1, ρˆ2) ⊂ (0,1) such that H˜(ρ0,0) = 0.
So the uniqueness of ρ0 holds if we can prove
d
dρ
H˜(ρ,0) > 0 for any ρ ∈ (0,1). (A.13)
By (3.4), H˜(ρ,0) = 2 ∫ ρ0 ds√F (ρ)−F (s) − 1√F (ρ) for ρ > 0. We compute that
d
dρ
H˜(ρ,0) =
ρ∫
0
θ(ρ) − θ(s)
ρ[F (ρ) − F (s)]3/2 ds +
f (ρ)
2[F (ρ)]3/2 . (A.14)
Since f (ρ)
2[F (ρ)]3/2 > 0 for ρ > 0, (A.13) holds if
ρ∫
0
θ(ρ) − θ(s)
ρ[F (ρ) − F (s)]3/2 ds > 0 for any ρ ∈ (0,1).
Since θ(s) = 2 ∫ s0 exp( βtβ+t )dt − s exp( βsβ+s ), we obtain that
θ ′(s) = f (s)
[
1− β
2s
(β + s)2
]
> 0 for s ∈ (0,1). (A.15)
So θ is a strictly increasing function on (0,1) for any β > 0, ρ ∈ (0,1). Hence we obtain (A.13) by (A.14) and (A.15).
Moreover, (A.13) and Lemma 3.1(ii) imply that (3.5) holds. Therefore, the proof of Lemma 3.1(iii) is complete.
(II). We prove Lemma 3.1(iv). By (3.5) and Lemma 3.1(i), there exists a function q(ρ) deﬁned on [ρ0,∞) such that
q(ρ)
{= 0 when ρ = ρ0,
> 0 on (ρ0,∞),
and
H˜
(
ρ,q(ρ)
)= 0 for ρ  ρ0. (A.16)
Moreover, q(ρ) → ρ as ρ → ∞ by [7, Theorem 3.4(a)]. So we only need to prove q(ρ) ∈ C[ρ0,∞) ∩ C1(ρ0,∞). By (3.4),
d
dq
H˜(ρ,q) = − 1√
F (ρ) − F (q) −
f (q)
2[F (ρ) − F (q)] 32
< 0 for 0< q < ρ < ∞.
This implies that
d
dq
H˜
(
ρ,q(ρ)
)= − 1√
F (ρ) − F (q(ρ)) −
f (q(ρ))
2[F (ρ) − F (q(ρ))] 32
< 0 for any ρ > ρ0. (A.17)
By (A.16), (A.17), and the Implicit Function Theorem, we obtain that q(ρ) ∈ C1(ρ0,∞).
Finally, we show that q(ρ) is continuous at ρ0. Suppose q(ρ) is discontinuous at ρ0. Then there exists ε > 0 such that
for any δ > 0, there exists ρ = ρ(δ) > ρ0 satisfying 0 < ρ − ρ0 < δ and q(ρ) = q(ρ) − q(ρ0) > ε. By continuity, we can
choose δ¯ > 0 such that
F (ρ) − F (ρ0) < F (ε) (A.18)
and
2
( ρ∫
0
ds√
F (ρ) − F (s) −
ρ0∫
0
ds√
F (ρ0) − F (s)
)
<
ε∫
0
ds√
F (ε) + F (ρ0) − F (s) (A.19)
if ρ − ρ0 < δ¯. By the above assumption, there exists ρ¯ > 0 satisfying ρ¯ − ρ0 < δ¯ and q(ρ¯) > ε. We compute that
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0
ds√
F (ε) + F (ρ0) − F (s)
> 2
ρ¯∫
0
ds√
F (ρ¯) − F (s) − 2
ρ0∫
0
ds√
F (ρ0) − F (s)
(
by (A.19)
)
= 1√
F (ρ¯) − F (q(ρ¯)) +
q(ρ¯)∫
0
ds√
F (ρ¯) − F (s) −
1√
F (ρ0)
(
by (3.4) and Lemma 3.1(iii)
)
>
1√
F (ρ0) + F (ε) − F (q(ρ¯))
− 1√
F (ρ0)
+
q(ρ¯)∫
0
ds√
F (ρ¯) − F (s)
(
by (A.18)
)
>
1√
F (ρ0) + F (ε) − F (ε) −
1√
F (ρ0)
+
q(ρ¯)∫
0
ds√
F (ρ¯) − F (s)
(
since q(ρ¯) > ε
)
=
q(ρ¯)∫
0
ds√
F (ρ¯) − F (s)
>
ε∫
0
ds√
F (ρ0) + F (ε) − F (s)
since q(ρ¯) > ε and F (ρ¯) < F (ρ0) + F (ε). Therefore, we get a contradiction, so q(ρ) is continuous at ρ0.
(III). We prove Lemma 3.1(v). By Lemma 3.1 (iv), for each ρ ∈ (ρ0(β),∞), we can ﬁnd a unique q(ρ) ∈ (0,ρ) such that
2
ρ∫
0
ds√
F (ρ) − F (s) −
q(ρ)∫
0
ds√
F (ρ) − F (s) =
1√
F (ρ) − F (q(ρ)) .
Then, we differentiate both sides of the above equation with respect to ρ and obtain that
ρ∫
0
θ(ρ) − θ(s)
ρ[F (ρ) − F (s)]3/2 ds −
q′(ρ)√
F (ρ) − F (q(ρ)) +
1
2
q(ρ)∫
0
f (ρ)
[F (ρ) − F (s)]3/2 ds = −
1
2
f (ρ) − f (q(ρ))q′(ρ)
[F (ρ) − F (q(ρ))]3/2 .
Solving above equation for q′(ρ) and by (3.3), we obtain that
q′(ρ) =
[F (ρ) − F (q(ρ))]3/2[2√2G ′β(ρ) +
∫ q(ρ)
0
f (ρ)
[F (ρ)−F (s)]3/2 ds] + f (ρ)
2[F (ρ) − F (q(ρ))] + f (q(ρ)) .
Therefore, we complete the proof of Lemma 3.1(v).
The proof of Lemma 3.1 is complete. 
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