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Abstract: In this work, we derive exact self-consistent solutions to the gap equa-
tions of the CPN−1 model on a finite interval with Dirichlet boundary conditions in
the large-N approximation. We find two classes of solutions describing an unbroken-
confining phase and a broken-Higgs phase, favoured for larger and smaller sizes of
the system, respectively. We compute the vacuum energy and the Casimir force and
observe that the sign of the force is repulsive in the Higgs phase, while it can change
from repulsive to attractive in the confining phase.
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1 Introduction
The Casimir force is a peculiar effect originating from the deformation of the quan-
tum vacuum of the electromagnetic field caused by the presence of boundaries [1].
This force decays as inverse powers of the size of the system, but dominates for
small distances, making the Casimir effect of paramount importance for nanotech-
nology applications as well as in other branches of physics of which the old MIT
bag model is a notable example [2–4]. The sign of the Casimir force is a particu-
larly relevant aspect of this phenomena and quite difficult to intuit. The original
finding of Casimir showed an attractive force for the electromagnetic field between
two parallel, perfectly conducting plates and this was experimentally detected [5].
In the case of a spherical shell configuration, however, both free (non-interacting)
scalars and fermions produce a repulsive force [6]. This not only gives an example
of the nontrivial connection between the sign of the force and the statistics, but also
invalidates the idea behind the MIT bag model that requires a balancing between
fermion and gauge contributions to the vacuum energy.
A number of works (see for example refs. [7–10]) analyzed the question on how
to control the sign of the force and it became clear that imposing ad-hoc boundary
conditions may lead to a change in the sign of the force, turning the issue of the
sign into an issue on how to dynamically induce changes in the boundary conditions.
A partial answer to this question has been recently proposed in [11], where it was
shown that using an interacting fermion field theory of the Nambu-Jona Lasinio (or
chiral Gross-Neveu) class, allows to realize a sign-flip in the force. The idea behind
[11] is that the standard attractive Casimir contribution that dominates the vacuum
energy for negligible coupling is opposed by a contribution to the effective action
from the condensate. The latter produces a repulsive force that competes with the
former when the coupling grows larger. It is due to this competition that a flip in
the force is generated. Physically, the boundary conditions are altered dynamically
– 1 –
by the condensate being localized close to the boundaries that leads to an effective
deformation of the boundary conditions and leads to a change in the force.
One important question left for clarification concerns the universality of this
mechanism. In other words, whether the same sign-change in the force can be
achieved in other systems featuring symmetry breaking, e.g. interacting bosonic
systems. This is the question we wish to address in this paper and with this in mind
we consider the scalar cousin of the interacting fermion model of Ref. [11], that is the
CPN−1 model. Previous relevant work is that of Ref. [12] that looks at an interacting
λφ4 scalar theory.
The CPN−1 model [13–15] in 1+1 dimensions has a long history due to the
similarities between the sigma model and Yang-Mills theory in 3+1 dimensions: dy-
namical mass gap, asymptotic freedom and instantons [16–23]. The 1+1 dimensional
CPN−1 model also appears as a world-sheet theory of a non-Abelian vortex string
in a 3+1 dimensional U(N) gauge theory with N scalar fields in the fundamental
representation [24–26] (see Refs. [27–30] for review), yielding a nontrivial relation
between the CPN−1 model and the U(N) gauge theory [31, 32]. The CPN−1 model
on a finite space was studied before on a finite interval [33–36] as well as on a ring
[37, 38], describing a closed string as well as an open string ending on some boundary,
respectively. In Ref. [33] a phase transition between confining (unbroken) phase for
a larger system and Higgs (broken) phase for a smaller system was found, although a
constant configuration was assumed inconsistently with the presence of boundaries.
Spatially varying configurations are consistent with the presence of boundaries and
these were derived numerically [34]. Constant configurations were later justified by
changing the boundary conditions [35, 36]. A similar phase transition was also found
for the case of a ring [37, 38]. It should be noted that the Higgs phase where SU(N)
symmetery is broken to SU(N − 1) × U(1) is consistent with the Coleman-Mermin-
Wagner theorem forbidding a gapless excitations in 1+1 dimensions [39, 40] for the
finite size system with large N 1.
Here, we shall work with the CPN−1 model on a finite interval and compute the
vacuum energy for such a system with Dirichlet boundary conditions imposed at the
edges of the interval. Analogously to the earlier findings of Ref. [11, 12], the force
in this case too shows a change in sign generated by the same competition between
the (large-N) contribution of the Casimir energy and that of the condensate. The
calculations are carried out by adopting a recently developed mapping between the
CPN−1 model and the Gross-Neveu model [41], where self-consistent exact solutions
to the gap equations of the CPN−1 on the infinite line or with periodic boundary
conditions were obtained. Here, we derive, for the first time, exact self-consistent
1The large distance behavior of the correlation function is known to be |x|−1/N [22]. Thus the
presence of the Higgs phase is consistent with the Coleman-Mermin-Wagner theorem for sufficiently
large N and small L, which satisfy logL≪ N .
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solutions to the gap equations for the CPN−1 model on a finite interval with Diriclet
boundary conditions in the large-N limit. We find two classes of exact solutions
describing a confining (unbroken) phase and a Higgs (broken) phase, both of which
are consistent with the presence of boundaries. For both confining and Higgs phases,
we calculate the quantum vacuum force and find that the force can change from
repulsive to attractive in the confining phase, while it is repulsive in the Higgs phase.
This result suggests that an analogous situation may occur in Yang-Mills theory in
3+1 dimensions.
2 Model, method, and solutions
We consider the following coupled equations [34] on the interval [−L/2, L/2] with
Dirichlet boundary condition:
[−∂2x + λ(x)]fn(x) = ω2nfn(x), (2.1)
N
2
∑
n
f 2n
ωn
+ σ(x)2 − r = 0, (2.2)
∂2xσ(x)− λ(x)σ(x) = 0, (2.3)
which follow from the CPN−1 model
S =
∫
dtdx [(Dµni)
∗(Dµni)− λ(n∗ini − r)] , (2.4)
where the ni (i = 1, · · · , N) are complex scalar fields, Dµ = ∂µ − iAµ, and λ(x) is
a Lagrange multiplier; λ is the mass gap function and σ represents the Higgs field.
Here we have decomposed ni into n0 = σ, ni = τ i (i = 2, · · · , N) and integrated
out the τ fields to obtain Eqs. (2.1)–(2.3). Finally, fn are the modes and ωn the
eigenfrequencies.
The mapping between the Gross-Neveu model and the CPN−1 model found in
[41] consists in the following prescription:
λ = ∆2 + ∂x∆, (2.5)
σ = A exp[
∫ x
0
∆(y)dy], (2.6)
where A is an integration constant, ∆ is a gap function obeying the Bogoliubov-de
Gennes equation (
0 ∂x +∆
−∂x +∆ 0
)(
fn
gn
)
= ωn
(
fn
gn
)
, (2.7)
and the gap equation
∆ =
N
2r
∑
ωn≥0
fngn. (2.8)
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These equations are obtained in the Gross-Neveu model in the mean field approxi-
mation. In terms of the auxiliary field ∆, the total energy in the CPN−1 model can
be expressed as 2
E = N
∑
n
ωn − r
∫
dxλ(x)
= N
∑
n
ωn − r
∫
dx
(
∆2 + ∂x∆
)
. (2.9)
In the case of the Gross-Neveu model, we found two classes of self-consistent
solutions consistent with the boundary conditions: one class corresponding to the
BCS-type solutions,
∆BCS =
2κ
sn(2κx, ν)
, (2.10)
and the other corresponding to the normal-type solutions,
∆Normal = −κcn(κx+K, ν)
sn(κx+K, ν)
, (2.11)
which reproduce the BCS solution ∆ = const. and the normal solution ∆ = 0,
respectively, in the limit of L → ∞ and ν → 1. Here, we indicate with sn, cn,
and dn the Jacobi’s elliptic functions with elliptic parameter ν. We also define
2K(ν)/L ≡ κ, where K(ν) is a complete elliptic integral of the first kind.
For the case of the infinite line, it has also been shown that the BCS solution
corresponds to the confining phase, whereas the normal solution corresponds to the
Higgs phase, although the latter is prohibited for the case of infinite systems. Here,
for the case of a finite system, we shall refer to the phase corresponding to ∆BCS as
the confining phase and to ∆Normal as the Higgs phase. By using the mapping (2.5)
and (2.6), we obtain exact self-consistent solutions
λConf = 4κ
21− cn(2κx, ν)dn(2κx, ν)
sn2(2κx, ν)
, (2.12)
σConf = Aconf
dn(2κx, ν)− cn(2κx, ν)
sn(2κx, ν)
, (2.13)
for the confining phase and
λHiggs = κ
2 cn
2(κx+K, ν) + dn(κx+K, ν)
sn2(κx+K, ν)
, (2.14)
σHiggs = AHiggs
(1−√1− ν)sn(κx+K, ν)
1− dn(κx+K, ν) (2.15)
2 Here the surface term σ∂xσ|L/2
−L/2 is dropped in the left hand side, which is, for example, justified
in the cutoff renormalization scheme: one can rewrite the term by σ∂xσ = N
∑
fn∂xfn/ωn [Eq.
(2.2)] and both fn and ∂xfn regularly vanish towards the boundary and thus σ∂xσ also vanishes
at the boundary as long as we have the energy cutoff (derivative and summation is commutable).
Though the cutoff renormalization scheme is used for this argument, the result does not depend on
the renormalization scheme.
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Figure 1. The configuration of the mass gap function λ and the Higgs field σ for the
confining phase [Fig. (a)] and those for the Higgs phase [Fig. (b)]. We set ν = 0 (dot line),
ν = 0.9 (dash-dot line), ν = 0.99 (dash line), and ν = 0.999 (solid line).
for the Higgs phase. In Fig. 1, we plot the mass gap function λ and the Higgs field
σ for the confining [Fig. (a)] and Higgs [Fig. (b)] phases. It can be seen from Fig. 1
that neither the mass gap function λ nor the Higgs field σ vanishes, whereas either
λ or σ vanishes in the infinite system. However, one can also see that the solutions
behave as those for the infinite system except in the vicinity of the boundary. We
note that the Higgs field σ becomes an odd an even function of x for the confining and
Higgs phases, respectively. Thus, limx→0 σ
2 = 0 in the confining phase, a condition
that may be used as a criterion of a phase transition from the confining to the Higgs
phase.
Let us compare the two solutions obtained above. First, let us consider the
limiting case of L → ∞ and ν → 1. In this case, the solutions in Eqs. (2.12) and
(2.13) and those in Eqs. (2.14) and (2.15) reduce to the confining and the Higgs
solutions, respectively, previously obtained in an infinite system. In this limit, the
Higgs phase is inhibited since the gap equation cannot be satisfied due to the absence
of an infrared cutoff [33], whereas the infrared cutoff
√
λ is dynamically generated in
the confining phase. We refer the value of
√
λ, which is constant in the infinite limit,
as m∞. In the finite system, it is the size L that works as infrared cutoff; then, the
Higgs phase can be a solution when the system is sufficiently small, i.e. L≪ 1/m∞.
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Figure 2. The Casimir force in the confinement phase. A sign flip of the force takes place.
We have set r = 1.
3 Casimir force
The vacuum energy is given by Eq. (2.9) and consists of two terms. The first corre-
sponds to the usual Casimir contribution; the other is a contribution stemming from
the condensate and that can be roughly considered as a classical background-field,
though it is formed by the interacting bosons in a self-consistent manner.
First, let us consider the confining phase, relevant for L≫ 1/m∞. In this case,
the energy spectrum is approximated by ωn = (pi/L)
√
n2 +m(n, ν)2. Numerical
fitting indicates that the function m(n, ν)2 behaves as m(n, ν) = m(ν) + · · · , consis-
tently with the expected asymptotic behavior of the eigenvalues. The total energy
is then computed numerically according to Eq. (2.9) working at leading order in an
expansion of the eigenvalues; illustrative results for the confining phase are shown in
Fig. 2. A transition of the force from attractive to repulsive is indeed observed and
this is roughly explained in terms of the competition between the usual Casimir part
and the “background potential” λ giving an opposing effect.
For the Higgs phase, relevant for L ≪ 1/m∞, a similar calculation is carried
out at ease. For such a case, we observe no change of sign in the Casimir force that
has always a repulsive character (Fig. 3). Contrary to the confinement phase, the
contribution from the background field is repulsive in the present case. Again we
recall the fact that this phase corresponds to the state without the condensation
in the infinite size limit, and thus it may not be surprising that the resulting force
has the same sign with that for the confinement phase in the weak coupling limit
– 6 –
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Figure 3. The Casimir force in the Higgs phase. The force is always repulsive for this
phase.
(ν → 0).
4 Summary
In this work, we have considered the CPN−1 model on an interval as a prototype set-
up of an interacting bosonic model. We have obtained exact self-consistent solutions
for the case of Dirichlet boundary conditions imposed at the edges of the interval by
using a recently discovered mapping between the Gross-Neveu model and the CPN−1
model [41]. The solutions separate into two classes, both specified by a continuous
parameter ν ∈ [0, 1]. One class reproduces the confinement phase in the infinite size
limit (ν → 1 and L = ∞), while the other returns the Higgs phase. We have found
that both the mass gap function λ and the Higgs field σ diverge near the boundary
for all the solutions, consistently with the numerical results in Ref. [34]. By using
those solutions, we have calculated the vacuum energy and the Casimir force. In the
confining phase we have observed a sign flip in the force, while the force is always
attractive in the Higgs phase.
The results obtained here for the CPN−1 model (together with those of [12])
seem to indicate that the mechanism of inducing a change in the vacuum energy and
in the force may be universal and independent of the statistics.
We conclude with few remarks and possible extensions. In the confining phase,
the Higgs field σ is an odd function and thus it cannot avoid to vanish at the origin,
whereas it is always nonzero for the Higgs phase. Thus, the condition of σ vanishing
at some point may be used as a phase-identification criterion in numerical analyses.
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In the present work, we have focused on the Casimir effect for the CPN−1 model.
To substantiate the present results a more detailed analysis of the phase structure
is necessary and we leave it for future work. Investigating the nature of the transi-
tion characterising the sign change in the force is an interesting problem that may
unfold additional features on the mechanism controlling the sign flip. Finding out
whether a finite-size counterpart of the soliton lattice solution of Ref. [41] exists is
also an interesting question. Looking at how external conditions like finite temper-
ature or density alter the present results is certainly worth of considering and for
such case alternative approaches (e.g., a la´ Ginzburg-Landau) may be appropriate.
The supersymmetric CPN−1 model is another interesting direction due to additional
cancellations that may occur in the vacuum energy due to supersymmetry. All such
speculations are nontrivial.
Note added: During the completion of this work, we were informed of Ref. [42]
dealing with similar problems and with some overlap with our work. The emphasis
of Ref. [42] is on the renormalized energy density rather than the Casimir force. The
boundary behaviour of their numerical solutions seems to differ from ours.
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