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Abstract—In the fight against global climate change, the
number of wind turbines installed globally is increasing. These
complex structures need continuous inspection to asses their state
and to repair them if needed. For this reason, wind turbine
inspection activities have increased globally. This work proposes
a method for how to improve the quality of data produced by
visual unmanned aerial vehicles in wind turbine inspections. To
accomplish this task, a multi-beam LiDAR is used in combination
with an RGB camera. The LiDAR measures the distance from
the camera to the wind turbine accurately. Additionally, the size
of possible damages on the structure of the wind turbine are
estimated, which is a valuable information to asses potential
structural damages that may affect the long term productive
life-cycle of a wind turbine.
Index Terms—Drones, LiDAR, multi-beam solid state LiDAR,
Inspection, Camera, Modeling, Wind Turbines
I. INTRODUCTION
The global demand for renewable energy is growing due
to the impact that the massive use of fossil fuels have on the
environment. One of the leading technologies is the production
of energy generated by wind turbines. Current state of the
art wind turbines are very large structures having a blade
diameter of 190 meters that is expected to grow in the coming
years [1]–[3]. Such large structures are often placed in harsh
environments that put an additional strain, leading eventually
to produce failures in the structure [4].
A modern wind turbine has an expected lifetime of 20-25
years, with the manufacturing materials accounting for 70 to
80% of its environmental impact, [3]. [3] shows that proper
recycling of materials at the end-of-service-life has a huge
economical and environmental benefit. However, prolonging
the lifetime of the structures performing regular inspections
has a high importance as well. In this respect, unmanned
aerial vehicles (UAVs) can be used to check regularly the wind
turbines, improving its maintenance.
The number of aerial inspections of wind turbine installa-
tions is growing globally as this technology improves inspec-
tion quality in comparison to the use of conventional operator
based inspections.
Most UAV-based inspections are performed by an operator
that manually controls a drone’s flight. Operators fly the
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drones at a safe distance from the inspection object, capturing
images alongside the wind turbine structures and blades. These
images are later analyzed by human inspectors, who visually
detect faults and damages. Although software for automated
computer vision-based detection of failures may be also used
[4], [5] for this purpose. Additionally, autonomous AI-based
systems are also emerging [6], to free the operator of the
burden of operating a drone.
The quality of the inspection, whether it is done by a
human or a machine, depends on many factors, such as
image quality, lighting conditions, sharpness of images, and
information about fault sizes, among others. The output of
wind turbine inspections is a collection of images that include
the approximate location and size of the fault, the extent
of the damage and the type of damage, e.g. lighting strike,
rain erosion, etc.. However, an important factor missed in
most inspection reports is determining the position and size
of the damage on a wind turbine. This information can help
inspectors and operators of a specific wind turbine to asses
damages’s severity so that a proper plan could be designed
for repairing these faults.
One of the challenges that wind turbine inspectors face
when collecting images, is how to associate the images to the
specific place on the structure where they were taken. This
issue comprises several tasks:
• Location of the detected fault
• Determining the size of the damage
The size of a damage may be estimated in relation to
wind turbine structure size. However, when damages are small
hairline cracks, these estimates will be imprecise.
The literature on drone-based inspections is extensive. In [7]
the performance of a system that combines radio-graphic and
ultrasonic techniques to detect different properties of defects is
described. The system tested was capable of detecting defects
with sizes in the range of millimeters. This technique, although
very precise, has only been tested in a controlled laboratory
environment. UAVs and drones were used in [5], [8], [9], to
take photos of damages in wind-turbines and analyze them
using a variety of techniques, but without accounting for the
exact size of the damaged area.
[4] discusses a method where faults are first manually
extracted from images. Then, wavelet transforms are applied
to these images to extract Haar-like features. These features
are used to train an extended cascading classifier that is
capable of detecting faults in images with different lighting
conditions. Results show that the classifier is capable of
detecting cracks larger than 10 × 40 pixels in length and
width, but the paper does not mention how the actual size
of the cracks are determined. In [8] wind turbine blades are
inspected using active infrared thermography. Results obtained
by the application of this method showed that it can be very
effective, since it was able to detect 100% of the faults in
the experiments performed. However, even though the paper
shows the size of some of the faults with respect to the size of
the blade, the authors do not discuss how this can be measured
automatically from the thermographic data they collected. In
[9], an UAV for automatically performing inspection flights
on wind turbines is proposed using a 3D mapping of the wind
turbine, spline-based path planning, collision avoidance and a
distance control system. A 2D LiDAR is used to create a 3D
map of the wind turbine and inspections are performed using
the spline-based path planning algorithm. A UAV is also used
in [5] to asses the potential damages in buildings and other
structures using computer vision techniques.
In all the aforementioned works, the problem of assessing
the actual size of the damaged area is not discussed. For
instance, although a valid method is described in [10], us-
ing a LiDAR as a reference against which in-flight camera
calibration can be performed, no measurements are reported.
The method used to align a set of photogrammetric points to
the LiDAR reference surface is the least squares algorithm.
This method was used in aerial surveying of terrains.
LiDARs have been also used to create topographic maps
and identify faults in seismic areas from Airborne point-cloud
data in [11], showing good results.
These methods are related to the work presented in this
paper, but they deal with problems at a larger scale and
therefore, they not directly applicable for wind turbine damage
detection.
Using a different approach, [12] combines a camera and
an ultrasonic sensor mounted on a ground robot to detect
simple objects and measure its size. First the distance from
the robot’s camera to the object is measured. Then, this data
is used to calculate object’s size from the width size of the
view field in the camera. The precision obtained by this
simple system was from 3.2 to 20.6% of accuracy, measured
in centimeters. However, due to the inherent imprecision of
ultrasonic transducers and its low resolution, these sensors are
not suitable to use in wind turbine inspections.
The aim of this paper is to propose a method for enhancing
the quality of wind turbine inspections and its posterior image
analysis. The goal is to enriching the information acquired by
the drone’s RGB camera through precise depth measurements,
using a LiDAR. We used a multi-beam LiDAR instead of a
single-beam LiDAR, to increase the likelihood of producing a
measurement and to get multiple measurements from a single
image. The benefits of using a multi-beam LiDAR to detect the
size of faults within the surface of a wind turbine is discussed.
In this work a prototype has been designed, built and
experimentally evaluated in a real life scenario. A pinhole
camera model is used to estimate the image pixel size, and
through pixel counting the sizes of objects can be estimated.
Using our method, photographs taken by an UAV of a wind
turbine were used to estimate the size of several features with
relatively high precision.
The main limitation of our study is the resolution of the
LiDAR used. With the current Lidar is not possible to measure
important parts of a wind turbine structure, such as wing tips
and trailing edges.
II. EXPERIMENTAL SETUP
A stand alone prototype was designed for this work, con-
sisting of a multi-beam LiDAR module suspended in a gimball
mount (DJI Ronin) attached to the underside of an UAV, in
our case a Hexacopter (DJI Matrice 600). This ensured that
the instruments are kept perpendicular to the horizon.
The images are captured by a Sony a7R II, with a sensor
resolution of 7952 × 5304, and a physical size of 35.9mm
× 23.9mm, i.e. a full frame sensor, which relates to a pixel
size of 7950/23.9 = 0.0045mm. The focal length of the lens
is 50 mm. The FOV of the camera is 39.5◦. The LiDAR is a
Leddar VU8, 8 segment LiDAR with horizontal 48◦ FOV, and
3◦ vertical FOV. The LiDAR used in this work is produced by
LEDDAR tech and it is a Flash Solid-State LiDAR, with no
moving components, which makes it suitable for UAV applica-
tions. The LiDAR offers simultaneous measurements from the
8 segments with up to 100 Hz [13]. The camera’s shutter signal
triggers an interrupt that enables LiDAR’s reading function.
This ensures that the LiDAR data is aligned with the images.
The data is continuously stored onto a SD card, and the images
and the LiDAR data are merged post flight. The software that
performs all these operations runs on an Atmel SAM3X8E
MCU.
III. METHOD
This section introduces the methods devised for measuring
the distance from the camera to the object, and its application
for image pixel size gauging.
A. Camera to Object Distance
The LiDAR outputs periodically an angle θ and a distance
ll. For each sample the LiDAR outputs a vector shown in
equation 1.
L =
[
[ll1 , . . . , llN ]
[θ1, . . . , θN ]
]
(1)
Where N is the amount of sequential beams that the LiDAR
emits and receives. In our case N = 8, with a ∆θ = 6◦ adding
to a total field of view (FOV) of up to 48◦. From the LiDAR
measurements, eight locations in a Cartesian coordinate system
can be computed using the LiDAR Beam model shown in
equation 2.
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Fig. 1. Sketch of the Lidar and Camera setup.
[xnp , y
n
p ]
T = ll
[
sin(θn)
cos(θn)
]
(2)
The beam of the LiDAR is emitted and received at point
[xl, yl], thus the distance ll will be the euclidean distance from
the measured point and the point of LiDAR’s emission as
shown in equation 3, [14].
ll =
√
(xp − xl)2 + (yp − yl)2 (3)
The angle of measurement can be found using the two points
in space as shown in equation 4
θn = atan2(yp − yl, xp − xl) (4)
As figure 1 shows, the LiDAR and the camera are placed
shifted in the x direction by a length of ld. The origin of the
camera with respect to the LiDAR will be xs = xl + ld. This
is crucial to referencing the points xp that the LiDAR has
detected as the points in the image.
B. Object Size Estimation
Our method is based on a pinhole camera model, where the
camera consists of two main elements, an image sensor with
width ws and a lens with a focal length lf , as illustrated in
figure 2. If these parameters are constant, then the width of
the FOV, wp, at any given point P can be estimated, if the
distance lp to the point P is known. This also means that wp
is relative, and proportional to lp. The consequence of this,
is that wp corresponds to a single point P in the FOV. If the
point is part of a flat plane, then wp can be calculated based
on the distance lp from the camera to the point P .
For an arbitrary point P , corresponding to the location of
some unknown object, the measurement lp is acquired by the
LiDAR and the width of the object plane wp, can be found
using a perspective projection, as illustrated by equations 5, 6
and 7, [15].
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Fig. 2. Sketch of the pinhole camera.
lp = xp − xf (5)
wp =
lp
lf
· ws (6)
wp
wpixel
= g[mm/pixel] (7)
where wpixel is the horizontal pixel count of the camera
frame, ws is the horizontal width of the sensor and g is the
relative width at the object relative to the sensor pixel. By
counting the number of pixels in the image, the object’s size
can be computed. This method can be used for an arbitrary
point in the image, as long as the length measurement lp to
the xp coordinate is available.
C. Data Quality
Although a LiDAR has high accuracy in measuring dis-
tances compared to other sensors, its data is subjected to mea-
surement errors, such as: noise, failures and measurement of
unexpected objects. In this work the data was not preprocessed
but directly collected from the LiDAR.
The LiDAR was tested in a laboratory setting to evaluate its
performance. An initial test was performed with the LiDAR
facing a white wall at a fixed distance of 710 cm, collecting
distance measurements at 10Hz for a period of 315 seconds. A
histogram, shown in figure 3, represents the measurements of
the 8 individual beams. As it can be expected, the distances
measured increase, the further from the center of the light
beam they are performed. As expected, the quality of the data
collected in this experiment is exceptional. We measured a
small standard deviation below 0.5 cm for the center beam
and a maximal standard deviation of 0.87 for beam 1, which
complies with the 1cm resolution stated in the specification of
the instrument.
Figure 4 shows a histogram of data collected by flying
the drone on a wind turbine. From this plot we can observe
that the data collected from the outer four LiDAR’s beams:
[l1, l2, l7, l8], is zero with relatively high frequency. This
Fig. 3. Distance data from each LiDAR beam when tested facing a white
wall.
is caused by measurement failures, which occurs when the
LiDAR does not detect any object. As the LiDAR used in
this work has a larger field of view than the camera, the
measurements performed further away from the center beam
produce maximum readings. The maximum reading ranges
specified by the manufacturer are 85, 19, 13 meters for a retro
reflector, white target, and gray target respectively.
Fig. 4. Histogram representing each of the eight LiDAR beams, data streams
from the experiment shown in figure 5
IV. RESULTS
Two experiments were performed in this work. The main
experiment, Tower Inspection, consisted in making the drone
to ascend vertically alongside a wind turbine tower. The data
collected from this experiment is the main result produced
by this work. The second experiment, Blade Inspection, was
performed by making the drone ascend vertically, from the
wind turbine hub along the blade and until the blade tip was
reached. During both experiments, the turbine was kept in
a static position and the blades were initially pitched into
the feathered position. The tests were performed on a Bonus
B1300 wind turbine, S4 K2 ”with B29 wings” (30m length),
the wind turbine is located near Billund, Denmark.
A. Tower Inspection
The experiment was performed by flying the UAV from
the bottom of the wind turbine to the hub, with an ascending
velocity of approximately 1m/s. Images from the wind turbine
were captured every second. The collected data is plotted in
figure 5, showing the profile of the wind turbine.
Fig. 5. Distance data collected during the experiment.
To evaluate the accuracy of our method, objects of known
sizes were identified at first. For this purpose, the door and the
door handle at the bottom of the tower were chosen. Figure 6
shows the image taken for the first inspection task, where the
door dimensions were manually measured to be 2070×690mm
(height × width) and the width of the handle was measured
as 190mm.
Fig. 6. Photo of wind turbine’s door located on the base of the tower.
The two locations that are nearest to the door and with
distance measures of 8016mm were used for the calculation.
Using equation 6 and 7 we get the following ratio:
ratio =
lp
lf
· ws
wpixel
=
8016
50
· 35
7952
= 0.72
mm
pixel
(8)
Counting the number of pixels for the door and multiplying
it with the previous ratio, the door’s width and height are
calculated as 2169.89×691.21mm and the width of the handle
is calculated as 186.73mm. This results produce an error
estimation for the door’s width and height of 4.60% and 0.17%
and for the handle’s width -1.75%. These results show that our
method can be used to measure with an acceptable precision
some of the features of a wind turbine.
B. Tower Inspection 2nd Part
Since the method has been shown to perform well, we tested
it with a photo of a small rust spot, located between point 3
and 4 and marked by an arrow in figure 7.
Fig. 7. Photo with detected points, image corresponds to sample 64 in figure
5.
Due to LiDAR’s resolution, the distance will be estimated
assuming that the wind turbine has approximately a flat
surface. Using our method we estimate the distance of the
rust spot from the drone to be approximately 6157.2mm.
However, it should be noted that given that the shape of the
tower is known, the exact distance could be calculated using
trigonometry but this approach in general cannot be applied
for more complex shapes such as the blades.
Given that the focus of this paper is not about the accurate
detection and quantification of faults, we used traditional com-
puter vision techniques to compute the size of the damaged
area in the rust spot. First, we manually identified the rust
damage by visually inspecting all images. Then, a Sobel filter
is used to isolate the rust affected area from the white surface.
This is shown in the top right of figure 7. Next, the Moore-
Neighbor tracing algorithm is used together with the Jacob’s
stopping criteria, to trace the contour of the damaged area.
The pixel density within the contour is then computed as was
done in [16]. Using this method, the total area of the rust spot
has been estimated to 367 pixels. Using equation 6 and 7 the
area of each pixel can be found.
ratio =
lp
lf
· ws
wpixel
=
6157.2
50
· 35
7952
= 0.56
mm
pixel
(9)
thus the area of the rust spot is
pixel · ratio = 367 · 0.56 = 204.03mm2 (10)
Since the location of the rust spot is difficult to access
physically, we used the vertical length of the welding as a
comparison to perform an estimation of rust’s height. The
rust covers the entire weld in the vertical direction and this
has been measured to be between 21-22mm. By counting the
number of pixels of the welding in the vertical direction, we
get 39 pixels, which results in 21.68mm. Comparing this with
the calculated rust height, gives an error deviation between
3.24 and -1.52%.
C. Blade Inspection
In the extensive number of flights we have performed,
we experienced that the LiDAR has issues detecting narrow
surfaces such as wind turbine blade edges. These areas unfor-
tunately, are some of the most critical areas that should be in-
spect periodically [17], [18]. This is because the leading edges,
Leading edge
Trailing edge
Fig. 8. Cross section of a wind turbine blade.
as sketched in figure 8, at the blade tip are exposed to severe
conditions when moving at a high velocity (≈ 80ms−1) and
are constantly struck by rain droplets and hailstone impacts
at high speed (100ms−1). This produces a large impact force
[19], that eventually leads to what is refereed to as leading
edge erosion. This will produce over time edge delamination,
which is the final stage of the erosion process. One such case is
shown in figure 9, where the composite material has degraded
due to erosion, and the blade is in a state of delamination.
For the erosion example shown in figure 9, no LiDAR data
was available. The data we obtained corresponds to the image
shown in figure 10, which is approximately 7 meters below
the image in figure 9. The data collected here was a single
point measurement at 7.03meters.
This data collection problem is even more acute when trying
to measure the trailing edge of the wind turbine blade, due to
its sharp features. Figure 11, shows the trailing edge that is
approximately 26 meters below the tip of the blade. Applying
the LiDAR to this feature and the rest of features up in the
blade did not produce any LiDAR measurements.
Fig. 9. Wind turbine’s blade tip seen from the leading edge side.
Fig. 10. Leading edge of the wind turbine, approximately 7 from the blade
tip.
V. CONCLUSION
In this paper a Flash Solid-state LiDAR from Leddar was
embedded onto a commercial drone, aiming at evaluating the
use of such equipment in commercial wind turbine inspections.
The goal was to use LiDAR measurements to accurately scal-
ing the images from the camera with the aim of determining
its usefulness in detecting the sizes of damages.
The proposed method was used to measure the area of
objects of known sizes such as doors and handles that are
part of the wind turbine structure. The size of these objects
was calculated with an error of 4.60%, 0.17% and -1.75%
corresponding to three features, door height, width and handle
width.
Next, the size of a rust spot located in a wind turbine’s tower
was estimated. However, given that the exact size of the rust
spot could not be measured due to its inaccessible location in
the wind turbine, its size was estimated indirectly from other
Fig. 11. Trailing edge of the wind turbine blade, approximately 26 from the
blade tip.
measurements. Our results show that the rust width could be
calculated with a error deviation of 3.24% and -1.52%. From
these experiments it can thus be concluded, that our method
is well suited to determining with a high degree of accuracy,
the size of certain wind turbine tower’s features.
However, our method has some shortcomings. Firstly, it
has a relatively low resolution and secondly it was unable
to detect objects located at steep angles. This is clearly a
problem when a multibeam LiDAR is used to inspect blade
tips and its trailing edges sice the Lidar will not be able to
measure the distance to these objects. Another problem, that
is related to the low resolution of our LiDAR occurs when we
try to measure surfaces that are not flat. In this case we used
a simple linear approximation of the distance to the points
located between the LiDAR beams. However, this approach
will not work when applied to more complex shapes.
In our future work we will use a higher resolution LiDAR
to address these issues.
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