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Abstract
Recently, a method to dynamically define a divergence function D for a given
statistical manifold (M , g , T ) by means of the Hamilton-Jacobi theory associated
with a suitable Lagrangian function L on TM has been proposed. Here we will
review this construction and lay the basis for an inverse problem where we assume
the divergence function D to be known and we look for a Lagrangian function L for
which D is a complete solution of the associated Hamilton-Jacobi theory. To apply
these ideas to quantum systems, we have to replace probability distributions with
probability amplitudes.
1 Introduction
In the field of information geometry, divergence functions are ubiquitous objects. A di-
vergence function D is a positive semi-definite two-point function defined on M×M,
where M is the manifold underlying the statistical model (M , g , T ) under study (see
[1, 2, 3]), such that D(m1 ,m2) = 0 if and only if m1 = m2. Roughly speaking, the value
D(m1 ,m2) is interpreted as a “measure of difference” between the probability distribu-
tions parametrized by m1 and m2. The exact meaning of this difference depends on the
explicit model considered. If we imbed classical probabilities in the space of quantum sys-
tems, i.e., we replace probabilities with probability amplitudes, it is still possible to define
divergence functions and derive metric tensors for quantum states. For instance, when
M = P(H) is the space of pure states of a quantum system with Hilbert space H, Woot-
ter has shown (see [21]) that a divergence function D providing a meaningful notion of
statistical distance between pure states may be introduced by means of the concepts of dis-
tinguishability and statistical fluctuations in the outcomes of measurements. It turns out
that this statistical distance coincides with the Riemannian geodesic distance associated
with the Fubini-Study metric on the complex projective space. On the other hand, when
M = Sn is the manifold of positive probability measure on χ = {1, ..., n}, and D is the
Kullback-Leibler divergence function (see [1, 2, 3]), then the meaning of the “difference”
between m1 and m2 as measured by D is related with the asymptotic estimation theory
for an empirical probability distribution extracted from independent samples associated
with a given probability distribution (see [1]). One of the main features of a divergence
function D is the possibility to extract from it a metric tensor g, and a skewness tensor
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T on M using an algorithm involving iterated derivatives of D and the restriction to the
diagonal of M×M (see [1, 2, 3]). Given a statistical model (M , g , T ) there is always a
divergence function whose associated tensors are precisely g and T (see [17]), and, what
is more, there is always an infinite number of such divergence functions. In the context
of classical information geometry, all statistical models share the “same” metric g, called
the Fisher-Rao metric. This metric arise naturally when we consider M as immersed in
the space P (χ) of probability distributions on the measure space χ, and, provided some
additional requirements on symmetries are satisfied, it is essentially unique (see [3, 9]).
This means that, once the statistical manifold M⊂ P (χ) is chosen, all the admissible di-
vergence functions must give back the Fisher-Rao metric g. On the other hand, different
admissible divergence functions lead to different third order symmetric tensors T . Quite
interestingly, the metric tensor g is no longer unique in the quantum context (see [19]).
In a recent work ([10]), a dynamical approach to divergence functions has been pro-
posed. The main idea is to read a divergence function D, or more generally, a potential
function for a given statistical model (M , g , T ), as the Hamilton principal function asso-
ciated with a suitably defined Lagrangian function L on TM by means of the Hamilton-
Jacobi theory (see [7, 11]). From this point of view, a divergence function D becomes a
dynamical object, that is, the function D is no more thought of as some fixed kinematical
function on the double of the manifold of the statistical model, but, rather, it becomes
the Hamilton principal function associated with a Lagrangian dynamical system on the
tangent bundle of the manifold of the statistical model. In the variational formulation of
dynamics [11], the solutions of the equations of motion are expressed as the critical points
of the action functional:
I (γ) =
∫ tfin
tin
L (γ , γ˙) dt , (1)
where γ are curves on M with fixed extreme points m(tin) = min and m(tfin) = mfin,
and L is the Lagrangian function of the system. In order to avoid technical details, we
will always assume that L is a regular Lagrangian (see [18]). The evaluation of the action
functional on a critical point γc gives a two-point function
1:
S (min ,mfin) = I(γc) , (2)
which is known in the literature as the Hamilton principal function. When a given dy-
namics admits of alternative Lagrangian description, it is possible to integrate alternative
Lagrangians along the same integral curves and get different potential functions. If the
determinant of the matrix of the mixed partial derivatives of S is different from zero,
then it is possible to prove (see [11]) that S is a complete solution of the Hamilton-Jacobi
equation for the dynamics:
H
(
x ,
∂S
∂x
, t
)
+
∂S
∂t
= 0 , (3)
where H is the Hamiltonian function ([8]) associated with the Lagrangian L. In this case,
S(min ,mfin) is called a complete solution for the Hamilton-Jacobi theory. It turns out
that the existence of a complete solution S forces the dynamical system associated with
the Lagrangian function L to be completely integrable, that is, to adimit n = dim(M)
1In general, this function depends on the additional parameters tin and tfin, however we will always
take tin = 0 and tfin = 1.
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functionally independent constants of the motion which are transversal to the fibre of TM
(see [7]). The main result of [10] is to prove that, given any statistical model (M , g , T ),
the Lagrangian functions:
Lα =
1
2
gjk(x)v
jvk +
α
6
Tjkl(x)v
jvkvl , (4)
labelled by the one-dimensional real parameter α, are such that their associated Hamilton
principal functions are potential functions for (M , g , T ) in the sense that they allow to
recover g and T as follows:
∂2 Sα
∂xj
fin
∂xk
in
∣∣∣∣∣
xin=xfin
= −gjk(x) , (5)
∂3Sα
∂xl
in
∂xk
in
∂xj
fin
∣∣∣∣∣
xin=xfin
−
∂3Sα
∂xl
fin
∂xk
fin
∂xj
in
∣∣∣∣∣
xin=xfin
= 2αTjkl(x) . (6)
The functions Sα are not in general fair divergence functions because they are not positive-
definite. However, the analysis of [10] clearly shows that we may add terms of at least
fourth order in the velocities to Lα and the resulting Hamilton principal function will be
again a potential function for (M , g , T ). Consequently, we could keep adding terms of
higher order in the velocities so that the resulting potential function is actually a divergence
function.
In this short contribution we want to formulate an inverse problem for the Hamilton-
Jacobi theory focused on some relevant situations in information geometry. Specifically,
we ask the following question: Given a fixed divergence function D onM×M generating
the statistical model (M , g , T ), is it possible to find a Lagrangian function L on TM
such that D is the Hamilton principal function S of L? If the answer is yes, then we can
analyze the associated dynamical system and its physical interpretation in the context of
the adopted model. In the following we will review a case in which the answer exist in
full generality, namely, the case of of self-dual statistical manifolds ([3]). An interesting
example of such a manifold is given by the space of pure states of quantum mechanics
which will be briefly discussed. The possibility to extend this ideas to relevant cases going
beyond self-dual statistical manifolds will be addressed in future works.
2 Hamilton-Jacobi, information geometry, and the inverse
problem for potential functions
Self-dual statistical manifolds (see [3]) are statistical models for which the symmetric
tensor T identically vanishes, so that the only connection available is the self-dual Levi-
Civita connection ∇g associated with the metric g, and a canonical contrast function Dd
is given by:
Dd(min ,mfin) =
1
2
d2(min ,mfin) , (7)
where d2(min ,mfin) is the square of the Riemannian geodesic distance associated with
the metric g on M. In this particular case, it turns out (see [10]) that the family Lα
3
of Lagrangian functions given in equation (4) provides a solution to the inverse problem.
Indeed, when T = 0, the family of Lagrangian functions Lα collapses to a single Lagrangian
which is the metric Lagrangian Lg =
1
2
gjkv
jvk. To prove that Lg actually solves the inverse
problem for Sd in the case of self-dual manifolds, let us recall that, if the manifold M is
regular enough, the square of Riemannian geodesic distance d2(min ,mfin) is given by:
d2(min ,mfin) =
(∫
1
0
√
gjk(γg(t)) γ˙g
j γ˙g
k dt
)2
=
(∫
1
0
√
2Lg(γg, γ˙g) dt
)2
(8)
where γg is a geodesics for g with fixed endpointsmin andmfin, and where the square root is
introduced in order to ensure the invariance of the distance function under reparametriza-
tions of γ. Geodesics curves are precisely the projection of the integral curves of a vector
field Γ on TM which is the dynamical vector field associated with the Lagrangian function
Lg =
1
2
gjk v
j vk by means of the Euler-Lagrange equations stemming from the variational
principle for the action functional (1). Now, recall that the metric Lagrangian Lg, as well
as all of its functions F (Lg) with F analytic, give rise to the same dynamical trajectories
([18]) and are all constants of the motion for this dynamics. Consequently, we can take√
2Lg(γg, γ˙g) out of the integral in equation (8) so that we are left with:
Dd(min ,mfin) =
1
2
d2(min ,mfin) = Lg(γg, γ˙g) =
=
∫
1
0
Lg(γg , γ˙g) dt = I(γg) = S(min ,mfin) , (9)
which means that the canonical divergence function of self-dual manifolds is actually the
Hamilton principal function of the metric Lagrangian Lg associated with the metric tensor
g.
A relevant example of self-dual manifold is given by the space P(H) of pure states of a
quantum system with Hilbert space H. We are here considering probability amplitudes in-
stead of probability distributions. For simplicity, we limit our case to the finite-dimensional
case H ∼= Cn. The metric g on P(H) is the so-called Fubini-Study metric (see [8]). Apart
from a constant conformal factor, g is the unique metric on P(H) which is invariant under
the canonical action of the unitary group U(n) on P(H). The manifold P(H) is a homo-
geneous space for the unitary group, specifically, it is P(H) ∼= U(n)/Uρψ , where Uρψ is the
istropy subgroup of the non-negative Hermitean matrix ρψ associated with a pure state
ψ with respect to the action ρψ 7→ U
† ρψ U for which the space of pure states is a homo-
geneous space of the unitary group. Note that (P(H) , g) is a Riemannian homogeneous
manifold. We may exploit the homogeneous space structure of P(H) in order to describe
the Lagrangian function associated with the metric tensor g by means of a degenerate La-
grangian function on the tangent bundle of the unitary group. This is particularly useful
since U(n) is a Lie group, hence it is parallelizable, and thus a pair of global dual basis
{Xj} and {θ
j} of, respectively, vector fields and one-forms are available. Let us consider
then a fixed positive matrix ρψ associated with a fiducial pure state ψ, and consider the
following Lagrangian:
L(g , g˙) =
1
2
Tr
([
ρψ , g
−1g˙
]2)
=
1
2
Gjkθ˙
j θ˙k , (10)
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where Gjk is a constant matrix, and θ˙
j is the velocity-like function defined on the tangent
space of every Lie group (see [16]). It is clear that L is invariant with respect to the
tangent lift of the left action of U(n) on itself and with respect to the tangent lift of the
right action of the isotropy subgroup Uρψ . Consequently, L is the pullback to TU(n) of a
Lagrangian function L on P(H). In order to focus on the main stream of the paper, we
will not enter into a full discussion for this dynamical system. We simply state that, using
the theory of degenerate Lagrangians ([15]), it is possible to prove that L is the metric
Lagrangian associated with the Fubini-Study metric, and that the dynamical trajectories
of the vector field Γ associated with L project down onto the geodesics of the Fubini-Study
metric on the space of quantum pure states. Specifically, writing ρ0 = U
†
0 ρψ U0, we have:
γρ0,A(t) = e
−[ρψ ,A]t ρ0 e
[ρψ ,A]t , (11)
where A is a self-adjoint matrix. The dynamical vector field on TP(H) may be seen as
a family of vector fields on P(H) labelled by the matrix parameter A. Once we select
a member of this family, that is we fix A, we are left with a vector field on the space
of pure quantum state generating the unitary evolution associated with the Hamiltonian
operator H = −ı[ρψ ,A]. These evolutions have a clear physical meaning, indeed, they
represent the dynamical evolution of an isolated quantum system with energy operator H.
The Hamilton principal function for L is the pullback of the Hamilton principal function
associated with the Lagrangian function L on TP(H). Writing ρ1 = γρ0,A(1) we have:
S(ρ0 , ρ1) =
1
2
Tr
(
[ρψ , [ρψ ,A]]
2
)
= Tr (ρψA [A , ρψ ]) . (12)
For example, let us consider a two-level quantum system, for which the most general pure
state is:
ρ =
1
2
(
I+ xjσj
)
, (13)
where I is the identity matrix, the σj’s are the Pauli matrices, and δjkx
jxk = 1. We take
ρψ =
1
2
(I+ σ3). In this case, the isotropy subgroup U(2)ρψ is equal to U(1) × U(1), and
thus P(H) is a two-dimensional sphere embedded in the three-dimensional space R3. The
tensor g reads:
g = Gnkθ
n ⊗ θk = θ1 ⊗ θ1 + θ2 ⊕ θ2 . (14)
A direct computation shows that the dynamical trajectories are:
ρ(t) = cos(rt)ρ0 +
sin(rt)
r
[ρψ ,A] , (15)
where, r2 = (A1)2 + (A2)2. From this it follows that:
[ρ ,A] =
1√
1− (δjk x
j
0 x
k
1)
2
arccos
(
δjk x
j
0 x
k
1
)
[ρ0 , ρ1] , (16)
and thus:
S(ρ0 , ρ1) = arccos
2
(
δjk x
j
0 x
k
1
)
. (17)
5
Going back to probability distributions, let us recall a particular case in which the
inverse problem formulated here has a positive solution (see [10]). Consider the following
family of exponential distributions on R+ parametrized by ξ ∈ R+ =M:
p(x , ξ) = ξ e−xξ ξ, x > 0 . (18)
The Kullback-Leibler divergence function for this model is:
DKL(ξin , ξfin) =
∫ +∞
0
p(x , ξin) ln
(
p(x , ξin)
p(x , ξfin)
)
dx = ln
(
ξin
ξfin
)
+
ξfin
ξin
− 1 . (19)
A direct computation shows that DKL is the Hamilton principal function associated with
the Lagrangian function:
LKL(ξ , v) = e
v
ξ −
v
ξ
− 1 . (20)
In this case, it happens that the dynamical system associated with LKL and the dynamical
system associated with the metric Lagrangian Lg of this statistical model are the same,
that is, LKL and Lg are non gauge-equivalent alternative Lagrangians (see [18]).
3 Conclusions
We have seen how the inverse problem for divergence functions in the context of Hamilton-
Jacobi theory has a positive answer in the case of self-dual statistical manifolds. In this
case, the canonical divergence function D(m1 ,m2) =
1
2
d2(m1 ,m2), where d
2(m1 ,m2) is
the Riemannian distance, is the Hamilton principal function associated with the metric
Lagrangian Lg. In the case when M is the space of pure states of a finite-level quantum
system, the metric g is the Fubini-study metric and we have seen how to describe the
metric Lagrangian Lg by means of a degenerate Lagrangian L on the unitary group.
In general, both in classical and quantum information geometry, some well-known di-
vergence functions are relative entropies (see [3, 4, 5, 12, 20]), hence, a positive answer
to the inverse problem for such divergence functions brings in the possibility of defin-
ing dynamical systems associated with relative entropies, and, in accordance with the
Hamilton-Jacobi theory, this points to the possibility of looking at relative entropies as
generators of canonical transformations. A more thourogh analysis of these situations will
be presented in future works.
Finally, let us comment on the possible relation of this work with the recent develop-
ments in Souriau’s Lie group thermodynamic. In this framework, a sort of Hessian metric,
called Souriau-Fisher metric, g is defined on a manifoldM by means of a function on M,
the so-called Koszul-Vinberg Characteristic function (see [6, 13]) . It is not possible to
compare directly our procedure with the Koszul-Vinberg Characteristic function generat-
ing the same statistical structure since the latter is a function defined on M and not on
M×M. Moreover, one has to generalize the Hamilton-Jacobi approach along the lines
explained in [14], section 6. This generalization amounts to replace R of the extended
formalism with a Lie Group (which could be the Galilei group or Poincare` group). The
nontriviality of the second cohomology group for the Galilei group would require to work
with suitable central extensions to apply the generalized theory. In Souriau’s theory, the
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so-called Euler-Poincare` equations naturally appear. These equations are equivalent to the
equations of motion of a Lagrangian system with symmetries, however, they are defined
on the product of the configuration space with the Lie algebra of the group of symmetries
of the system rather than on the tangent bundle of the configuration space. Furthermore,
they may be derived starting from a variational principle just like Euler-Lagrange equa-
tions. Consequently, a possible relation between Hamilton principal function for the action
(1) and the Koszul-Vinberg Characteristic function will be possible when the Hamilton-
Jacobi theory is generalized to include a Lie group G instead of R.
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