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Abstrat
We study the problem of a potential interation of a nite-dimensional Lagrangian system (an
osillator) with a linear innite-dimensional one (a thermostat). In spite of the energy preservation
and the Lagrangian (Hamiltonian) nature of the total system, under some natural assumptions the
nal dynamis of the nite-dimensional omponent turns out to be simple while the thermostat
produes an eetive dissipation.
1 Introdution
The problem of interation of a nite-dimensional Hamiltonian system with an innite-dimensional one
always attrated attention of physiists and speialists in dynamis. In omparison with the nite-
dimensional dynamis in spite of the energy preservation in this situation in general some eetive dissi-
pation appears. More preisely, a part of the energy an tend to be unobservable beause of a radiation
(existene of waves, going to innity) and beause of transformation into heat (when some L2-omponent
of a solution osillates faster and faster, and weakly tends to zero, keeping a notieable part of the total
energy). Note that by using the Fourier transform one an see that these two mehanisms are dual.
The problems of this kind are ompliated and usually the innite-dimensional system has to be hosen
linear while the nite-dimensional system an be linear or nonlinear. The innite-dimensional part an
be a thermostat [2℄, a string (or more generally, the Klein-Gordon system) [3, 4℄, or an eletromagneti
eld (the Maxwell equations) [5℄.
Below we regard the innite-dimensional system as a ontinual olletion of independent osillators.
We all it a thermostat. Note that thermostat is only one of possible physial interpretations of the
innite-dimensional system in our ontext, probably, not quite unquestionable.
In this paper we assume that total energy of the system is nite. Our method is based on the
simple observation that the nite-dimensional system should osillate in a way whih does not produe
a resonane in the thermostat. (Existene of suh a resonane implies inniteness if the energy.) This
ondition imposes some restritions on the Fourier spetrum of the nite-dimensional omponent of
the solution. In the examples (Setion 3) these restritions imply simple nal dynamis of the nite-
dimensional subsystem.
In Setion 3 we onsider a one-dimensional osillator. In the nonlinear ase we present some natural
suient onditions for the thermostat suh that the osillator tends to equilibrium positions as t→ ±∞.
If the osillator is linear, some kind of synhronization an happen and the nal dynamis of the system
an be a harmoni osillation with some eigenfrequeny. In both ases a part of the total energy
dissolves in the thermostat, i.e., it is onentrated in a omponent of the thermostat motion whih
weakly tends to zero.
Now we turn to more tehnial part. Consider the Lagrangian system
d
dt
∂L0
∂x˙
− ∂L0
∂x
= 0, L0 = L0(x, x˙), x ∈M. (1.1)
Here M is a smooth m-dimensional manifold, x = (x1, . . . , xm) are loal oordinates, and the Lagrangian
L0 equals the dierene of the kineti and potential energy
L0(x, x˙) = 1
2
〈A(x)x˙, x˙〉 − V0(x).
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The squarem×m-matrix A is assumed to be positive denite. Hene, it determines a Riemannian metri
onM . Then the produt 〈A(x)x˙, x˙〉 is the square of the Riemannian length of the veloity vetor x˙. Suh
Lagrangian systems are usually alled natural.
Consider another system, alled a thermostat. This is an innite-dimensional linear Lagrangian system
with Lagrangian
LT (ξ, ξ˙) =
∫
ρ(ν)
2
(
ξ˙2(ν, t)− ν2ξ2(ν, t)) dν. (1.2)
(For brevity we use the notation
∫
for
∫ +∞
−∞ .) One an regard it as a ontinual olletion of independent
harmoni osillators, parameterized by the internal frequeny of osillations ν. Physial meaning of ρ(ν)
is the density of osillators with the frequeny ν. Equations of motion of the isolated thermostat are
ρ(ν)
(
ξ¨(ν, t) + ν2ξ(ν, t)
)
= 0.
Now suppose that these two systems interat and the interation potential is linear in ξ:
V
int
= −f(x)
∫
κ(ν) ξ dν,
where f : M → R is a smooth funtion. In other words we onsider the system with Lagrangian
L0 + LT − V
int
. The equations of motion are as follows:
d
dt
∂L0
∂x˙
− ∂L0
∂x
=
∂f
∂x
∫
κξ dν, (1.3)
ρ(ξ¨ + ν2ξ) = κf(x). (1.4)
We take initial values in the form
x|t=0 = x0, ξ|t=0 = ξ0(ν), x˙|t=0 = x˙0, ξ˙|t=0 = ξ˙0(ν). (1.5)
The total energy is
E(x, ξ, x˙, ξ˙) =
1
2
〈Ax˙, x˙〉+ 1
2
∫
ρξ˙2 dν + V0 +
1
2
∫
ρν2ξ2 dν + V
int
. (1.6)
The paper is organized as follows. Setion 2 starts from formulation of our assumptions on the
funtions ξ0, ξ˙0, ρ, κ, A, V0, and f . A part of these assumptions is responsible for regularity of these
funtions. Another part ensures positive deniteness of the energy E. We need this positive deniteness
to prove Theorem 1 on the existene of a solution to system (1.3),(1.4),(1.5).
We onsider the spae Cb of bounded uniformly ontinuous funtions on a line and the spae Cˆb of
distributions, obtained as Fourier transforms of funtions from Cb. The subspae C0 ⊂ Cb onsists of the
funtions, vanishing at innity. For any distribution ψˆ ∈ Cˆb we dene its singular support sing supp ψˆ ⊂ R
as follows. We say that λ ∈ sing supp ψˆ if there exists a regular (for example, smooth) funtion hˆ with
supp hˆ in an arbitrarily small neighborhood of λ suh that Fourier transform of hˆψˆ does not lie in C0.
Exept Theorem 1 Setion 2 ontains formulation of Theorem 2, an important tehnial tool. Assertion
(1) of Theorem 2 means that the Fourier transform ψˆ of the funtion ψ(t) = f(x(t)) ∈ Cb is regular on the
essential spetrum σ of the thermostat. Here σ ⊂ R is the set of essential frequenies of osillators in the
thermostat. The physial meaning of σ is as follows. Osillators from the thermostat with frequenies
outside of σ do not inuene the nite-dimensional part of the system and therefore, an be ignored.
Formally, σ = {ν : aˆ(ν) 6= 0}, aˆ = κ/√ρ. Regularity of ψˆ on σ means that sing supp ψˆ∩σ = ∅. Assertion
(2) of Theorem 2 an be regarded as a relation between the singular part of ψˆ and the singular part of
ϕˆ, the Fourier transform of
∫
κ(ν)ξ(ν, t) dν. The last integral is taken from the right-hand side of (1.3).
Setion 3 ontains appliations of our tehnial observations to the ase of one-dimensional osillator.
First we show that the well-known Klein-Gordon equation generates a thermostat, i.e., it is equivalent
to an innite-dimensional Lagrangian system with Lagrangian (1.2). We dene thermostats used in this
setion as the ones, satisfying Hypothesis T. Conditions, presented in it are motivated by the properties
of the Klein-Gordon thermostat.
2
Then we speify the nite-dimensional part of the system, by onsidering a one-dimensional osillator
with L0 = 12 x˙2 − V0(x) with some smooth potential V0. We take f(x) = x and distinguish two ases:
linear (V0 = vx
2/2) and nonlinear (V0 is arbitrary).
In the linear ase we show that, when t→ ±∞, depending on parameters of the system the osillator
tends to the equilibrium position (Theorem 3) or to some harmoni motion with an eigenfrequeny λ0
(Theorem 4). The last situation an be regarded as some kind of synhronization in the total system. In
the nonlinear ase we have to assume that the spetrum σ is very large (σ = R \ {0}). Then we obtain
that the osillator tends to some equilibrium positions whih an be dierent for t→ +∞ and t→ −∞,
and belong to the set of ritial points of the eetive potential V0(x)− 12Kx2, K =
∫
κ2
ρν2 dν.
In Setion 4 we obtain some a priori estimates whih follow from the energy preservation and prove
Theorem 1. In Setion 5 we show that preservation of the energy implies that the L2-norm of the funtions
aˆψˆt is uniformly bounded (Corollary 5.1). Here ψˆt(τ) is the Fourier transform of ψ(τ)χ(0,t)(τ), where
χ(0,t) is the harateristi funtion of the interval (0, t). This statement is ruial in the proof of assertion
(1) of Theorem 2 (Setion 7). Assertion (2) of Theorem 2 is proven in Setion 6. Setion 8 ontains a
self-ontained theory of the spaes Cb, C0 and others together with their Fourier transforms.
2 Tehnial theorems
Below the funtions ξ0, ξ˙0, ρ, κ, A, V0, and f satisfy hypotheses H1H5.
H1. The funtions A, V0, f are smooth, A is positive denite, ρ is non-negative, and suppκ ⊂ supp ρ.
Below we extend the funtion κ/
√
ρ to R \ supp ρ as zero.
H2. The integrals
∫
κ2
ρ
dν and K :=
∫
κ2
ρν2
dν are nite.
H3. The eetive potential
V (x) = V0(x)−Kf2(x)/2
is bounded from below (without loss of generality V ≥ 0). Moreover, either f is bounded or V → ∞ as
|f | → ∞. The sets ME = {x ∈M : V ≤ E} are ompat.
In partiular, by (1.6)
E =
1
2
〈Ax˙, x˙〉+ 1
2
∫
ρξ˙2 dν + V +
1
2
∫
ρν2
(
ξ − κf
ρν2
)2
dν, (2.1)
where all four terms in the right-hand side are non-negative.
H4.
∫
ρ (ξ˙20 + ν
2ξ20) dν <∞.
Remark 2.1 Assumptions H2 and H4 imply that E(x0, ξ0, x˙0, ξ˙0) <∞. Indeed, by (1.6) it is suient
to hek that
∫
κξ0 dν <∞. This inequality follows from the estimate
( ∫
κξ0 dν
)2 ≤ K ∫ ρν2ξ20 dν.
Theorem 1 Suppose that onditions H1H4 hold. Then there exists a solution x(t), ξ(ν, t) of equations
(1.3), (1.4), (1.5). Moreover, E <∞ is onstant and the funtions
ψ(t) = f(x(t)), E(t) =
∫
ρ(ν)
(
ν2ξ2(ν, t) + ξ˙2(ν, t)
)
dν (2.2)
are bounded.
Proof of Theorem 1 is ontained in Setion 4.
Let Cb be the spae of uniformly ontinuous bounded funtions R→ C. It is a Banah spae with the
L∞-norm: ‖ϕ‖∞ = sup |ϕ|. LetM be the spae of densities of nite Radon C-measures on R. The spae
M is onjugated to Cb and onsists of distributions suh that for any µ ∈ M µ(τ)dτ is a nite Radon
C-measure. Therefore M is a Banah spae with respet to the norm
‖µ‖M = sup
‖ϕ‖∞=1
µ(ϕ), µ(ϕ) =
∫
ϕ(τ)µ(τ) dτ, ϕ ∈ Cb, µ ∈ M.
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The spae M obviously ontains L1 = L1(R).
Let F be the Fourier transform:
F(ψ) = ψˆ(λ) =
∫
e−iλτψ(τ) dτ, F−1(ψˆ) = ψ(τ) = 1
2π
∫
eiλτ ψˆ(λ) dλ.
Reall the standard formulas for the onvolution
2πF(ϕψ) = Fϕ ∗ Fψ, F−1(ϕˆψˆ) = F−1ϕˆ ∗ F−1ψˆ.
Below we usually denote funtions (or distributions) on the time axis by h, ϕ, ψ, . . . and their Fourier
transforms by hˆ, ϕˆ, ψˆ, . . . Analogously, a hat over a notation of a funtion spae denotes its Fourier dual
spae.
Let C+0 ⊂ Cb denote the spae of funtions whih tend to zero at +∞ and C−0 ⊂ Cb the spae of
funtions whih tend to zero at −∞. We have the spaes of distributions Cˆb = F(Cb) and Cˆ±0 = F(C±0 ).
We put C0 = C+0 ∩ C−0 and Cˆ0 = F(Cˆ0).
We dene Mˆ = F(M). It is easy to show that Mˆ ⊂ Cb, [1℄. By the Riemann-Lebesgue theorem
F(L1) ⊂ C0.
We put
aˆ(ν) =
κ(ν)√
ρ(ν)
, wˆ(ν) =
2πaˆ2(ν)
iν
. (2.3)
H5. The funtions aˆ and aˆ′ = daˆ/dν belong to the spae Mˆ and aˆ(0) = wˆ(0) = 0.
Note that by Lemma 8.5 w = F−1(wˆ) ∈ L1.
We also dene the essential spetrum of the thermostat
σ = {s : aˆ(s) 6= 0} = {s : wˆ(s) 6= 0}.
The motion of the thermostat outside the essential spetrum ξ|R\σ is immaterial for the nite-dimensional
part of the system beause the oupling term in (1.3),
∂f
∂x
∫
κξ dν, is independent of ξ|R\σ.
By H5 aˆ is ontinuous. Therefore the set σ is open and its losure σ = supp aˆ = supp wˆ.
Let ϕˆ ∈ Cˆb, λ ∈ R. We say that λ 6∈ sing supp+(ϕˆ) i there exists an interval I ∋ λ suh that for
any µˆ ∈ Mˆ, supp µˆ ⊂ I we have: µˆϕˆ ∈ Cˆ+0 . Analogously we dene sing supp−(ϕˆ) and sing supp(ϕˆ) =
sing supp+(ϕˆ) ∪ sing supp−(ϕˆ).
Hene, sing supp±(ϕˆ) and sing supp(ϕˆ) are losed subsets of R.
We put
w±⋄ (τ) =
{ ±(w(τ) − w(−τ))/2 if ± τ > 0,
0 if ± τ < 0. (2.4)
A standard omputation shows that
1
wˆ±⋄ (ν) = ±
1
4
(
wˆ(ν)− wˆ(−ν))+ 1
2πi
v.p.
∫
λ wˆ(λ) dλ
ν2 − λ2 . (2.5)
Proposition 2.1 Suppose that aˆ and wˆ satisfy H5. Then
(a) w±⋄ := F−1(wˆ±⋄ ) ∈ L1,
(b) Im wˆ±⋄ are odd and Re wˆ
±
⋄ are even,
() wˆ±⋄ (0) = − 12πi
∫ wˆ(λ)
λ dλ = K, the onstant, dened in H2,
(d) wˆ±⋄ are C
1
-smooth.
Proof. By H5 and Lemma 8.5 w ∈ L1. Therefore by (2.4) w±⋄ also lie in L1.
Assertions (b) and () are obvious while (d) follows from H5.
1
see some details in Setion 6
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Theorem 2 Suppose that onditions H1H5 hold. Then the funtions ψ(t) = f(x(t)) and ϕ(t) =∫
κ(ν) ξ(ν, t) dν are bounded and their Fourier transforms ψˆ = F(ψ), ϕˆ = F(ϕ) are suh that
(1) aˆψˆ ∈ L2, wˆψˆ ∈ L1, and sing supp ψˆ ∩ σ = ∅,
(2) ϕˆ = wˆ+⋄ ψˆ + ϑˆ
+ = wˆ−⋄ ψˆ + ϑˆ
−
for some ϑˆ± ∈ Cˆ±0 .
We prove Theorem 2 in Setions 67.
Remark 2.2 By (1.3)
d
dt
∂L0
∂x˙
− ∂L0
∂x
=
∂f
∂x
ϕ. (2.6)
Some explanations. Physial meaning of assertion (1) from Theorem 2 is a regularity of ψˆ on σ.
This follows essentially from the fat that if sing supp ψˆ ∩ σ 6= ∅, a resonane appears in the equation
ρ(ν)
(
ξ¨ + ν2ξ
)
= ψ(t)
Existene of suh a resonane would ontradit to the assumption that the energy is bounded.
Assertion (2) + Remark 1 give a possibility to write down an approximate (modC±0 ) equation of
motion for the osillator. Studying of a nal dynamis of the osillator is based on the analysis of this
equation.
3 Examples
3.1 Klein-Gordon thermostat
The 1-dimensional Klein-Gordon equation has the form utt = uqq − m20u, m0 ≥ 0. If the onstant m0
vanish, the Klein-Gordon equation oinides with the 1-dimensional wave equation (a string). Passing
to the Fourier transform ξ(s, t) =
∫
e−iqsu(q, t) dq, we obtain the equation ξ¨ = −(s2 + m20)ξ. The
orresponding Lagrangian is LT = 12
∫
ρ0(s)
(
ξ˙2 − (s2 +m20)ξ2
)
ds with an arbitrary funtion ρ0. Putting
ν2 = m20 + s
2
, νs ≥ 0, we obtain:
LT = 1
2
∫
ρ(ν)(ξ˙2 − ν2ξ2) dν, ρ(ν) =


0 if |ν| ≤ m0,
ρ0
(
ν
√
1−m2
0
ν−2
)
√
1−m2
0
ν−2
if |ν| ≥ m0.
Below this system is alled a Klein-Gordon thermostat. We have the following obvious
Proposition 3.1 Suppose that in a Klein-Gordon thermostat ρ0(s) is C
1
-smooth and positive for s 6= 0,
lims→0 s/ρ0(s) <∞, κ is C1-smooth, positive, and suppκ = R \ (−m0,m0). Then
(a) ρ is ontinuous and positive for |ν| > m0;
(b) the funtions aˆ and wˆ (see (2.3)) vanish for |ν| ≤ m0, positive for |ν| > m0, and C1-smooth.
() the set σ is
σ = {ν ∈ R : |ν| > m0}. (3.1)
(d) the funtions wˆ±⋄ (see (2.5)), restrited to the interval [−m0,m0], equal
wˆ±⋄ (ν) =
∫
aˆ2(λ)
λ2 − ν2 dλ, |ν| ≤ m0,
i.e., they are real, even, and inreasing for 0 ≤ ν ≤ m0.
Below we onsider a thermostat, satisfying the following hypothesis, motivated by Proposition 3.1.
T. (a) aˆ(ν) vanishes for |ν| ≤ ν0 and positive for |ν| > ν0,
(b) σ = {ν ∈ R : |ν| > ν0},
() wˆ±⋄ |[−ν0,ν0] are equal to eah other, real, even and inreasing on [0, ν0].
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3.2 One-dimensional osillator
Consider the system (1.3),(1.4),(1.5) where
x ∈ R, A = 1, f = x.
Then ψ(t) = x(t) and equation (2.6) takes the form
ψ¨ + V ′0(ψ) = ϕ, ϕˆ = wˆ
+
⋄ ψˆ + ϑˆ
+ = wˆ−⋄ ψˆ + ϑˆ
−, ϑˆ± ∈ Cˆ±0 . (3.2)
In the next two setions we onsider the dynamis in the system osillator + thermostat in two ases.
(A) V0 = vx
2/2, v > 0.
(B) ν0 = 0.
3.3 Case A (linear)
Suppose that V0 = vx
2/2, v > 0. By H3 we have to assume that v −K > 0. We dene
Φˆ±(ν) = −ν2 + v − wˆ±⋄ (ν).
Note that by T Φˆ±, restrited to R \ σ = [−ν0, ν0], are real, even, and dereasing for 0 ≤ ν ≤ ν0. We
have: Φ±(0) = v −K > 0. The Fourier transform of (3.2) yields
Φˆ±ψˆ = ϑˆ±, ϑˆ± ∈ Cˆ±0 . (3.3)
Remark 3.1 By Theorem 2 and Lemma 8.9 equation (3.3) implies that sing supp±(ψˆ) ⊂ {Φˆ± = 0} \ σ.
Theorem 3 Suppose that a linear one-dimensional osillator interats with a thermostat, satisfying T,
onditions H1H5 hold, and wˆ±⋄ (ν0) < v. Then ψ ∈ C0.
Proof. We have: Φ±(0) > 0 and Φ±(ν0) > 0. Hene by monotoniity and evenness Φ± 6= 0 on
[−ν0, ν0] = R \ σ. By Remark 3.1 sing supp±(ψˆ) = ∅. Now ψ ∈ C0 by Corollary 8.3.
Theorem 3 means that, if wˆ±⋄ (ν0) < v on R \ σ, a linear one-dimensional osillator transmits all its
energy to a thermostat when t→ ±∞.
Theorem 4 Suppose that a linear one-dimensional osillator interats with a thermostat, satisfying T,
onditions H1H5 hold, and wˆ±⋄ (ν0) > v. Then for some α ∈ C
ψ(t) = αeiλ0t + αe−iλ0t + ϑ(t), ϑ ∈ C0. (3.4)
In other words, equation (3.4) implies that the nal motion of the osillator is redued to harmoni
osillations with the frequeny λ0.
Proof. Putting η =
√
ρξ, we present equations (1.3),(1.4),(1.5) in the form
x¨ = −vx+
∫
aˆη dν, η¨ = −ν2η + aˆx, (3.5)
x|t=0 = x0, η|t=0 = η0(ν), x˙|t=0 = x˙0, η˙|t=0 = η˙0(ν). (3.6)
Consider the Hilbert spae H with elements ζ = (x, η) and salar produt (ζ1, ζ2) = x1x2 +
∫
η1η2 dν.
Then system (3.5) an be written as
ζ¨ = −Aζ, ζ|t=0 = ζ0, ζ˙|t=0 = ζ˙0, (3.7)
where A is the self-adjoint unbounded operator
ζ = (x, η) 7→ Aζ =
(
vx−
∫
aˆη dν, −aˆx+ ν2η
)
.
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Inequality v −K > 0 implies that A is positive denite. Indeed:
(ζ,Aζ) =
∫ (
νη − aˆ
ν
x
)2
dν + (v −K)x2 > 0 for any ζ 6= 0.
The solution of (3.7) is
ζ(t) =
1
2
ei
√A tζ+ +
1
2
e−i
√A tζ−, ζ± = ζ0 ∓ iA−1/2ζ˙0. (3.8)
By the spetral theorem [6℄ we have: A = ∫∞0 s dEs, where {Es} is the orresponding spetral family.
Sine e±i
√A t =
∫∞
0
e±i
√
s t dEs, we present (3.8) in the form
ζ(t) =
1
2
∫ ∞
0
ei
√
s t dEsζ+ +
1
2
∫ ∞
0
e−i
√
s t dEsζ−. (3.9)
Diret omputation shows that λ20 ∈ [0, ν20) is an eigenvalue of A: Aζλ0 = λ20ζλ0 for some ζλ0 6= 0 i
Φˆ±(λ0) = 0, ζλ0 =
(
1,
aˆ(ν)
ν2 − λ20
)
.
(Reall that by Hypothesis T() on [−ν0, ν0] we have: Φˆ+ = Φˆ−). By T(a) ontinuous spetrum of A is
[ν20 ,∞). Hene the eigenvalue λ20 is an isolated point of spe (A).
We put 1 = (1, 0) ∈ H. Consider the hange of the variable λ = √s in the rst integral (3.9) and
λ = −√s in the seond one. Then the x-omponent of solution (3.9) is
x(t) =
∫
eiλtωˆ(λ) dλ,
where ωˆ satises the equation
ωˆ(λ) dλ =
{
λ−1 d(1, Eλ2ζ+), if λ > 0,
λ−1 d(1, Eλ2ζ−) if λ < 0.
The distribution ωˆ is well-dened beause 0 6∈ speA. Moreover, wˆ ∈ Cˆb beause by Theorem 1 ψ(t) = x(t)
is bounded.
Sine λ20 is an isolated point of spe(A), in a small neighborhood of the point λ = λ0 the distribution
ωˆ(λ) equals αδ(λ − λ0), α ∈ C. Analogously ωˆ(λ) = βδ(λ + λ0) near −λ0. Sine x is real, β = α.
Therefore
x(t) = ψ(t) = αeiλ0t + αe−iλ0t +
∫
eiλtωˆ0(λ) dλ,
where ωˆ0(λ) = ωˆ(λ)− α+δ(λ − λ0)− α−δ(λ+ λ0) vanishes in a neighborhood of the points ±λ0.
Now reall that by Remark 3.1 for any λ ∈ sing supp± ψˆ we have: λ = λ0 or λ = −λ0. This implies
that sing supp±(ωˆ0) = ∅. Applying Corollary 8.3, we nish the proof.
3.4 Case B (nonlinear)
Now onsider the ase ν0 = 0 i.e., σ = R \ {0}.
Theorem 5 Suppose that a one-dimensional (in general, nonlinear) osillator interats with a thermo-
stat, satisfying T, onditions H1H5 hold, and ν0 = 0. Then there exist limits limt→±∞ ψ(t) = x±,
where x± are ritial points of V0(x) − 12Kx2.
Proof. Sine ν0 = 0, by assertion (1) of Theorem 2 sing supp
±(ψˆ) ontains at most one point: λ = 0.
By Lemma 8.7 for any ⋆ ∈ {+,−} we have: ψ = ψ⋆0 +ψ⋆1 , where supp ψˆ⋆1 lies in a small neighborhood
of 0,
ψˆ⋆0 ∈ Cˆ⋆0 , ψˆ⋆1 ∈ Cˆb, ψ⋆1 ∈ C∞, ψ˙⋆1 =
d
dτ
ψ⋆1 ∈ C⋆0 .
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Sine supp ψˆ⋆1 is ompat, we also have: ψ¨
⋆
1 = F−1(−λ2ψˆ⋆1) ∈ C⋆0 . By Proposition 2.1, assertion (d), wˆ⋆⋄
is C1-smooth at zero. Therefore wˆ⋆⋄ψˆ
⋆
1 = wˆ
⋆
⋄(0)ψˆ
⋆
1 mod Cˆ
⋆
0 . This implies
ϕˆ = wˆ⋆⋄ψˆ + ϑˆ
⋆ = wˆ⋆⋄(0) ψˆ
⋆
1 + ϑˆ
⋆
1, ϑˆ
⋆
1 ∈ Cˆ⋆0 .
Reall that wˆ+⋄ (0) = wˆ
−
⋄ (0) = K. Then (3.2) takes the form
V ′0 (ψ
⋆
1) = Kψ
⋆
1 mod C⋆0 .
Therefore for large |t|, sgn t = ⋆, the funtion ψ⋆1(t) an take values only in an arbitrarily small neighbor-
hood of the set Cr := {x : V ′0(x) −Kx = 0}. This implies the existene of the limits
lim
t→−∞
ψ−1 (t) = limt→−∞
ψ(t) = x− and lim
t→+∞
ψ+1 (t) = limt→+∞
ψ(t) = x+,
where x± ∈ Cr.
4 Proof of Theorem 1
The plan of the proof is standard: a ombination of a loal existene theorem with the energy estimate
(2.1). Reall that by Remark 2.1 E(x0, ξ0, x˙0, ξ˙0) <∞.
4.1 A priori estimates
Proposition 4.1 If E is nite, ψ(t) := f(x(t)) is bounded: |ψ| ≤ c1 = c1(E).
Indeed, by H3 if f is unbounded, V is also unbounded. Then by (2.1) E = +∞.
Proposition 4.2 If E is nite,
∣∣ ∫ κξ dν∣∣ ≤ c2 = c2(E).
Indeed, by the Cauhy-Bunyakovsky inequality
( ∫
κξ dν
)2
=
(∫ κ√
ρ ν
√
ρ νξ dν
)2
≤ K
∫
ρν2ξ2 dν.
By H2 K <∞ while by (2.1)
∫
ρν2ξ2 dν ≤ 2
(
E + f(x)
∫
κξ dν
)
.
Therefore
( ∫
κξ dν
)2
< 2K
(
E + ψ
∫
κξ dν
)
whih is equivalent to
(∫
κξ dν −Kψ
)2
< 2KE +K2ψ2.
By Proposition 4.1 ψ is bounded. Hene
∫
κξ dν is also bounded.
Proposition 4.3 If E is nite, then E, dened in (2.2), satises E ≤ c3 = c3(E).
Indeed, by (2.1) E − f ∫ κξ dν + 12Kf2 ≤ E. It remains to use Propositions 4.1 and 4.2.
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4.2 Loal existene theorem
By (2.1) we have: V ≤ E. By H3 this implies that x lies in a ompat set ME ⊂ M . It is possible
to over ME by a nite number of oordinate harts. Hene while proving a loal existene theorem for
solution with energy E for the system (1.3)(1.4), we an assume that x ∈ B ⊂ Rm, where
B = {x ∈ Rm : 〈x, x〉 ≤ 1}
is the unit ball with the enter at zero. Moreover, we an assume that the parts of the harts, satisfying
the inequality 〈x, x〉 < 1/2, also over ME, and
A−1(x), f(x),
∂A
∂xj
,
∂f
∂xj
,
∂V0
∂xj
, j = 1, . . . ,m are uniformly bounded and uniformly Lipshitz.
Putting
ξ± = e∓iνt(ξ˙ ± iνξ), p = Ax˙,
we represent system (1.3)(1.4) in the form
ξ˙± = e∓iνt
κf(x)
ρ
, x˙ = A−1p,
p˙ =
1
2
〈
Gp, p
〉− V ′0 + f ′
∫
κ
2iν
(
eiνtξ+ − e−iνtξ−
)
dν,
(4.1)
where G(x) = A−1(x)A′(x)A−1(x), ξ+ = ξ− and primes stand for ∂/∂x.
This system is dened in an open set U in the Hilbert spae H with elements z = (ξ+, ξ−, x, p), where
x, p ∈ Rm and ξ+ = ξ−. The salar produt is
(z, z) = 〈A−1p, p〉+ 〈x, x〉 + 1
2
∫
ρ (|ξ+|2 + |ξ−|2) dν.
We will also use the orresponding norm ‖z‖2 := (z, z).
Note that
1
2
(z, z)− E = 〈x, x〉 − V + f
∫
κξ dν −Kf2/2. (4.2)
The terms−V and−Kf2/2 are non-positive, and by Propositions 4.14.2 f∫ κξ dν is bounded. Therefore
for x ∈ B (4.2) implies that (z, z) is bounded. In other words, we an assume that U ⊂ H is a bounded
set.
The system (4.1) has the form z˙ = Λ(z).
Proposition 4.4 The map Λ : U → H is Lipshitz.
Proof. Take any two points z1 = (ξ1+, ξ1−, x1, p1) and z2 = (ξ2+, ξ2−, x2, p2) from U .
We want to prove that ‖Λ(z1)−Λ(z2)‖ ≤ C‖z1 − z2‖. We have: ‖Λ(z1)−Λ(z2)‖ ≤
∑5
α=1 ∆α, where
∆21 =
∫
ρ
(κf(x1)
ρ
− κf(x2)
ρ
)2
dν,
∆22 =
〈
A−1(p1 − p2), A−1(p1 − p2)
〉
,
∆23 = 3
〈
A−1(Q1 −Q2), Q1 −Q2
〉
, Qj =
1
2
〈
G(xj)pj , pj
〉
,
∆24 = 3
〈
A−1(V ′0(x1)− V ′0(x2)), V ′0 (x1)− V ′0 (x2)
〉
,
∆25 = 3
〈
A−1(P1 − P2), P1 − P2
〉
, Pj = f
′(xj)
∫
κ
2iν
(
eiνtξj+ − e−iνtξj−
)
dν.
Sine f is Lipshitz, |f(x1)− f(x2)| ≤ onst |x1 − x2|. Therefore by H2 for some c, c1 > 0
∆21 ≤ c
∫
κ2
ρ
dν ‖z1 − z2‖2 ≤ c1 ‖z1 − z2‖2.
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Sine A−1 is uniformly bounded then ∆22 ≤ c2‖z1 − z2‖2.
Analogously we have:
∆23 ≤ c3‖z1 − z2‖2, ∆24 ≤ c4‖z1 − z2‖2.
Here are some more details onerning ∆5:
∆25 ≤ c‖z1 − z2‖2
(∫ |κ|√
ρ |ν|
√
ρ |ξ+| dν
)2
+ c sup
x∈B
|f ′(x)|2
(∫ |κ|√
ρ |ν|
√
ρ |ξ1+ − ξ2+| dν
)2
≤ c5 ‖z1 − z2‖2.
By proposition 4.4 we an use the theorem on loal existene of a solution for a system of ordinary
dierential equations [7℄. Hene for any initial ondition with x-omponent in the ball {〈x, x〉 < 1/2} we
have a solution on the time interval [−t0, t0] suh that its x-omponent does not leave the ball {〈x, x〉 < 1}.
Here t0 > 0 an be hosen the same for all on the harts. Sine the energy preserves, we an ontinue
the solution to all the time axis.
5 Spetrum of ψ(t)
For any measurable set M ⊂ R let χM be its harateristi funtion. If M is an interval (b1, b2) ⊂ R, we
take into aount its orientation:
χ(b1,b2)(t) =


1 if b1 < t < b2,
−1 if b2 < t < b1,
0 if (b1 − t)(t− b2) ≤ 0.
Let (x(t), ξ(ν, t)) be a nite energy solution of (1.3),(1.4),(1.5). For any real t we put
ψt = χ[0,t] ψ, ψ(τ) = f(x(τ)), ψˆt = F(ψt). (5.1)
Then ψˆt is an entire analyti funtion. Sine ψt is real, we have:
ψˆt(λ) = ψˆt(−λ). (5.2)
Now we onsider equation (1.4) as if the funtion ψ(t) were known. By (1.5) and (5.1) we get: ξ(ν, t) =
ξ1(ν, t) + ξ2(ν, t), where
ξ2(ν, t) := ξ0(ν) cos νt+
1
ν
ξ˙0(ν) sin νt = Re
( 1
2iν
ξ•eiνt
)
, ξ• := iνξ0 + ξ˙0,
ξ1(ν, t) =
κ
ρν
∫ t
0
sin ν(t− τ)ψ(τ) dτ = κ
2iρν
∫ t
0
(
eiνt−iντ − e−iνt+iντ )ψ(τ) dτ,
=
κ
2iρν
(
eiνtψˆt(ν)− e−iνtψˆt(−ν)
)
= Re
( κ
iρν
ψˆt(ν) e
iνt
)
. (5.3)
Let ‖ · ‖L2 be the L2-norm: ‖g‖2L2 =
∫ |g(ν)|2 dν for any g : R→ C.
Lemma 5.1 The funtion E(t) = E(ξ(ν, t), ξ˙(ν, t)), dened in (2.2), satises the equation
E(t) = ‖aˆψˆt +√ρξ•‖2L2 .
Proof. By diret omputation we obtain: E = E22 + E21 + E11, where
E22(t) :=
∫
ρ(ν2ξ22 + ξ˙
2
2) dν ≡ E(0) = ‖
√
ρ ξ•‖2L2,
E21(t) :=
∫
ρ(ν2ξ2ξ1 + ξ˙2ξ˙1) dν =
∫
aˆψˆt
√
ρξ• dν +
∫
aˆψˆt
√
ρξ• dν,
E11(t) :=
∫
ρ(ν2ξ21 + ξ˙
2
1) dν = ‖aˆ ψˆt‖2L2 .
By Proposition 4.3 E(t) ≤ c3(E). Therefore we have the following
Corollary 5.1 ‖√ρξ•‖2L2 ≤ c3(E) and ‖aˆψˆt‖2L2 < 2c3(E).
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6 Spetrum of
∫
κξ dν
We put
γˆ(ν) = π
κξ•(ν)
iν
, A+0 (t) =
∫ ∞
t
ψ(t− τ)w(τ) dτ, A−0 (t) = −
∫ t
−∞
ψ(t− τ)w(τ) dτ. (6.1)
Lemma 6.1 γˆ ∈ L1.
Lemma 6.2 limt→+∞A+0 (t) = limt→−∞A−0 (t) = 0.
Proofs of Lemmas 6.16.2 are ontained in Setion 7.
Proposition 6.1 Let γ = F−1(γˆ). Then
∫
κξ dν = F−1(wˆ±⋄ ψˆ) + Re
(
γ(t) +A±0 (t)
)
. (6.2)
Corollary 6.1 Assertion (2) of Theorem 2 holds:
∫
κξ dν = F−1(wˆ±⋄ ψˆ) + ϑ±, ϑ± ∈ C±0 .
Proof of Proposition 6.1. First note that
∫
κξ2 dν =
1
2π
Re
∫
eiλtγˆ(λ) dλ = Re γ(t).
By (5.3)
∫
κξ1 dν = ReA(t), A(t) := 1
2π
∫
eiνtwˆ(ν)ψˆt(ν) dν = F−1(wˆ ψˆt)(t) = (ψt ∗ w)(t).
By H5 and Lemma 8.5 w ∈ L1. Therefore A(t) = A±1 (t)−A±0 (t), where A±0 are dened by (6.1) and
A±1 (t) =
∫
ψ(t− τ)χ[0,±∞)(τ)w(τ) dτ =
(
ψ ∗ (χ[0,±∞)w)
)
(t).
The funtion ψ is real while wˆ is purely imaginary. Therefore w(τ) = −w(−τ), τ ∈ R. Hene
ReA±1 =
1
2
ψ ∗ (χ[0,±∞)(τ)w(τ) − χ[0,±∞)(τ)w(−τ)) = F−1(wˆ±⋄ ψˆ),
where we put
wˆ±⋄ =
1
2
F
(
χ[0,±∞)
(
w(τ) − w(−τ))) = 1
4π
(
χˆ[0,±∞) ∗
(
wˆ(λ) − wˆ(−λ))). (6.3)
By using an expliit form for the distributions χˆ[0,±∞) [8℄:
χˆ[0,±∞)(λ) = ±πδ(λ) + 1
i
v.p.
1
λ
,
we obtain (2.5).
Remark 6.1 By the rst equation (6.3) if w lies in L1 then w
±
⋄ also lie in L1. Sine wˆ(λ) − wˆ(−λ) is
odd and purely imaginary, by (2.5) Im wˆ±⋄ are odd and Re wˆ
±
⋄ are even.
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7 Three proofs
Proof of Lemma 6.1. Corollary 5.1 and Hypothesis H2 imply the inlusion
√
ρξ•, κ/(
√
ρν) ∈ L2. (7.1)
Thus κξ•/ν ∈ L1.
Proof of Theorem 2, assertion (1)
1. The family of distributions aˆψˆt ∈ Cˆb tends as t→ +∞ to
aˆψˆ+ := aˆF(χ[0,+∞]ψ) ∈ Cˆb.
Indeed, by H5 a = F−1(aˆ) ∈ M. Therefore for any ϕˆ = F(ϕ) ∈ Mˆ we have: a ∗ ϕ ∈ M. This implies
that
(aˆψˆt, ϕˆ) = 2π
(F−1(aˆψˆt), ϕ) = 2π
∫
(a ∗ ψt)ϕdτ = 2π
∫
ψt (a ∗ ϕ) dτ.
By Lemma 8.1 when t→ +∞ this tends to 2π ∫ ψ+ (a ∗ ϕ) dτ = (aˆψˆ+, ϕˆ).
2. By Corollary 5.1 the L2 norm of aˆψˆ+ as a funtional on Mˆ ∩ L2 ⊂ L2 does not exeed
√
2c3(E).
Sine Mˆ∩L2 is dense in L2, by the Hahn-Banah theorem aˆψˆ+ an be uniquely extended to a ontinuous
funtional on L2 with the same norm. We denote this funtional again by aˆψˆ+. By the Riesz theorem
aˆψˆ+ an be identied with some element of L2.
3. Analogously we have: aˆψˆ− ∈ L2, where ψˆ− = F(χ(−∞,0]ψ). Sine ψˆ = ψˆ++ψˆ−, we have: aˆψˆ ∈ L2.
By (7.1)
κ√
ρν
=
aˆ
ν
∈ L2. Therefore wˆψˆ = 2πaˆ
iν
· aˆψˆ ∈ L1. In partiular, F−1(wˆψˆ) ∈ C0.
4. Take any λ ∈ σ. By assertion (a) of Lemma 8.4 there exists an interval I ⊂ σ, λ ∈ I suh that for
any µˆ ∈ Mˆ with supp µˆ ⊂ I we have: µˆ = gˆwˆ, where gˆ ∈ Mˆ. Then
F−1(µˆψˆ) = F−1(gˆwˆψˆ) = g ∗ F−1(wˆψˆ).
Sine g ∈M and F−1(wˆψˆ) ∈ C0, by Lemma 8.2 g ∗ F−1(wˆψˆ) ∈ C0. Hene λ 6∈ sing supp ψˆ.
Proof of Lemma 6.2. We have: |A±0 (t)| = |ψ ∗ (χ[t,±∞)w)(t)| ≤ ‖χ[t,±∞)w‖M ‖ψ‖∞. By Corollary
8.1 limt→±∞ ‖χ[t,±∞)w‖M = 0.
8 The spaes Cb, C±0 , M and their Fourier images
8.1 Denitions
1. (a) Let Cb be the spae of uniformly ontinuous bounded funtions R→ C. It is a Banah spae with
respet to the L∞-norm:
‖ϕ‖∞ = sup |ϕ|, ϕ ∈ Cb.
Moreover, Cb is an assoiative ommutative Banah algebra: for any ϕ, ψ ∈ Cb we have: ϕψ ∈ Cb and
‖ϕψ‖∞ ≤ ‖ϕ‖∞ ‖ψ‖∞.
(b) Let C+0 ⊂ Cb be the spae of funtions vanishing at +∞ and C−0 ⊂ Cb the spae of funtions
vanishing at −∞. Then C±0 are losed vetor subspaes and moreover, ideals in (Cb, ·), i.e., C±0 · Cb ⊂ C±0 .
We dene C0 = C+0 ∩ C−0 . It is also a losed ideal in Cb.
() LetM be the spae of densities of nite Radon C-measures on R. These densities are distributions
on R, so for any µ ∈ M the orresponding measure is µ(τ) dτ . The spaeM is onjugated to Cb. Therefore
it is a Banah spae with respet to the norm
‖µ‖M = sup
‖ϕ‖∞=1
µ(ϕ), µ(ϕ) =
∫
ϕµdτ, ϕ ∈ Cb, µ ∈M.
Obviously, L1 ⊂M.
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Reall that M is a onvolution Banah algebra: ‖µ1 ∗ µ2‖M ≤ ‖µ1‖M ‖µ2‖M. Any µ ∈ M admits
an expansion
µ = µ1 − µ2 + iµ3 − iµ4, where µ1, µ2, µ3, µ4 ∈M are non-negative, (8.1)
see for example, [1℄.
(d) We also dene the onvolution of µ ∈M and ϕ ∈ Cb. Consider the linear isometri operator
st : Cb → Cb, (stϕ)(τ) = ϕ(t− τ).
Then (µ ∗ ϕ)(t) = µ(stϕ). By Lemma 8.2 we have: M∗ Cb ⊂ Cb, M∗ C0 ⊂ C0 and moreover,
‖µ ∗ ϕ‖∞ ≤ ‖µ‖M ‖ϕ‖∞.
2. (a) We put Cˆb = F(Cb). Elements of the spae Cˆb are distributions. In partiular, Cˆb ontains δ-
funtion. The equation F−1(ϕˆ ∗ ψˆ) = 2πϕψ implies that (Cˆb, ∗) is an assoiative ommutative algebra:
for any ϕˆ, ψˆ ∈ Cˆb we have: ϕˆ ∗ ψˆ ∈ Cˆb.
(b) Moreover, Cˆ+0 = F(C+0 ), Cˆ−0 = F(C−0 ), and Cˆ0 = F(C0) are ideals in (Cˆb, ∗).
() We also put Mˆ = F(M). It is easy to show that Mˆ ⊂ Cb, however Mˆ 6= Cb, [1℄. By the
Riemann-Lebesgue theorem the Fourier image of L1 ⊂M lies in C0.
By 1() for any µˆ1, µˆ2 ∈ Mˆ we have: µˆ1µˆ2 ∈ Mˆ.
(d) By 1(d) we have: Mˆ · Cˆb ⊂ Cˆb, Mˆ · Cˆ+0 ⊂ Cˆ+0 , Mˆ · Cˆ−0 ⊂ Cˆ−0 , and Mˆ · Cˆ0 ⊂ Cˆ0.
3. (a) Let ϕˆ ∈ Cˆb, λ ∈ R. We say that λ 6∈ sing supp+(ϕˆ) i there exists an interval I ∋ λ suh that for
any µˆ ∈ Mˆ with supp µˆ ⊂ I we have: µˆϕˆ ∈ Cˆ+0 .
(b) Equivalently, for any ϕˆ ∈ Cˆb we say that λ ∈ sing supp+(ϕˆ) i for any interval I ∋ λ there is a
funtion µˆ ∈ Mˆ suh that supp µˆ ⊂ I and µˆϕˆ ∈ Cˆb \ Cˆ+0 .
Analogously we dene sing supp−(ϕ) and sing supp(ϕ). The sets sing supp+(ϕˆ), sing supp−(ϕˆ), and
sing supp(ϕˆ) = sing supp+(ϕˆ) ∪ sing supp−(ϕˆ) are obviously losed.
8.2 Lemmas on Cb, C±0 , M and their Fourier images
We start from some notation. Consider the funtions
h0(τ) =
{
1− |τ | if |τ | ≤ 1,
0 if |τ | ≥ 1. hk(τ) = h0(k − τ), k ∈ Z.
Obviously, hk ∈ C0 form a partition of unity:
∑
k∈Z hk = 1.
For any K ∈ N we put
h
<
K =
∑
|k|≤K
hk, h
>
K =
∑
|k|>K
hk.
Lemma 8.1 Let µ ∈ M. Then for any ε > 0 there exists N > 0 suh that for any ϕ ∈ Cb suh that
suppϕ ∩ [−N,N ] = ∅ we have: |µ(ϕ)| < ε ‖ϕ‖∞.
Proof. By using the expansion (8.1), it is suient to assume that µ is non-negative. Then
‖µ‖M = µ(1) =
∑
k∈Z
µ(hk).
This series onverges. Therefore for any ε > 0 there exists K ∈ N suh that µ(h>K) < ε. For any ϕ ∈ Cb
suh that suppϕ ∩ [−K − 2,K + 2] = ∅ we have:
|µ(ϕ)| = |µ(h>K ϕ)| ≤ ‖ϕ‖∞ |µ(h>K)| < ε ‖ϕ‖∞.
13
Corollary 8.1 For any µ ∈M we have: limt→+∞ ‖χ[t,+∞) µ‖M = limt→−∞ ‖χ(−∞,t] µ‖M = 0.
Indeed, sine µ an be assumed to be non-negative,
‖χ[t,+∞) µ‖M = (χ[t,+∞) µ)(1) ≤ µ(h˜), h˜ =
+∞∑
k=[t]−1
hk.
Now it is suient to note that supp(h˜) ∩ (−t + 2, t − 2) = ∅, ‖h˜‖∞ = 1. Then by Lemma 8.1
limt→+∞ ‖χ[t,+∞) µ‖M = 0.
The seond limit an be onsidered analogously.
Lemma 8.2 For any ϕ ∈ Cb and µ ∈ M we have: µ ∗ ϕ ∈ Cb and ‖µ ∗ ϕ‖∞ ≤ ‖µ‖M ‖ϕ‖∞.
Moreover, if ϕ ∈ C⋆0 , ⋆ ∈ {+,−}, then µ ∗ ϕ ∈ C⋆0 .
Proof. The funtion µ ∗ ϕ is bounded beause
|(µ ∗ ϕ)(t)| = |µ(stϕ| ≤ ‖µ‖M ‖ϕ‖∞.
Sine ϕ is uniformly ontinuous, for any ε > 0 there exists an α > 0 suh that for any t we have:
|st+αϕ− stϕ| < ε. Then
|(µ ∗ ϕ)(t + α)− (µ ∗ ϕ)(t)| = |µ(st+αϕ− stϕ| ≤ ‖µ‖M ε.
This implies uniform ontinuity of ϕ ∗ h.
Now suppose that ϕ ∈ C+0 . Take an arbitrary ε > 0. By Lemma 8.1 there exists N > 1 suh that
|µ(ψ)| < ε‖ψ‖∞ for any ψ ∈ Cb suh that suppψ ∩ (−N − 1, N + 1) = ∅. (8.2)
If neessary we take a larger N suh that
|ϕ(τ)| < ε for any τ > N. (8.3)
We have: (µ ∗ ϕ)(t) = µ(stϕ) = µ(h<N stϕ) + µ(h>N stϕ). We estimate the last two terms separately.
For t > 2N by (8.3) ‖h<N stϕ‖∞ < ε. Therefore |µ(h<N stϕ)| < ε‖µ‖M.
On the other hand supp(h>N stϕ)∩ (−N −1, N +1) = ∅. Hene, |µ(h>N stϕ)| < ε‖h>N stϕ‖∞ ≤ ε‖ϕ‖∞.
Combining these two estimates, we have: |(µ ∗ ϕ)(t)| ≤ ε(‖µ‖M + ‖ϕ‖∞).
The ase ϕ ∈ C−0 is analogous.
Corollary 8.2 For any ϕˆ ∈ Cˆb, ϕˆ0 ∈ Cˆ⋆0 , ⋆ ∈ {+,−}, and µˆ ∈ Mˆ we have: µˆϕˆ ∈ Cˆb and µˆϕˆ0 ∈ Cˆ⋆0 .
Lemma 8.3 Let βˆ ∈ Mˆ, βˆ(0) = 1, and let βˆr(λ) = βˆ(rλ). Then for any ϕˆ ∈ Cˆb
lim
r→0
∥∥F−1(βˆrϕˆ)− ϕ∥∥∞ = 0.
Proof. First note that
βr(ϕ) = β(ϕr) for any ϕ ∈ Cb, where ϕr(τ) = ϕ(rτ).
Take any ε > 0. There exists b > 0 suh that
|ϕ(t− τ)− ϕ(t)| < ε for any t ∈ R and |τ | ≤ b. (8.4)
By Lemma 8.1 we an hoose r0 > 0 suh that
|β(ϕ)| < ε‖ϕ‖∞ for any ϕ ∈ Cb with supp(ϕ) ∩ [2− b/r0,−2 + b/r0] = ∅. (8.5)
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Below we assume that 0 < r < r0. Choosing an integer K ∈ [−2 + b/r,−1 + b/r], we obtain
(βr ∗ ϕ)(t) = βr(stϕ) = β(st/rϕr) = ϕ(t)β(h<K ) + β
(
h
<
K(st/rϕr − ϕ(t))
)
+ β(h>K st/rϕr).
We have the following estimates.
(1) Sine β(1) = 1, and
supp(h>K) ∩ [−2− b/r, 2 + b/r] = ∅, (8.6)
the inequality (8.5) implies that
|β(h<K)− 1| = |β(h>K)| ≤ ε ‖h>K‖∞ = ε.
(2) Sine by (8.4)
|(st/rϕr)(τ) − ϕ(t)| < ε for any |τ | ≤ b/r,
the inequality K ≤ b/r0 − 1 implies
∥∥h<K(st/rϕr − ϕ(t))∥∥∞ < ε, we have:∣∣β(h<K(st/rϕr − ϕ(t)))∣∣ ≤ ‖β‖M ∥∥h<K(st/rϕr − ϕ(t))∥∥∞ ≤ ε ‖β‖M.
(3) Again by using (8.6), we obtain:
|β(h>K st/rϕr)| ≤ ε‖ϕ‖∞.
Combining estimates (1)(3), we obtain: |(βr ∗ ϕ)(t)− ϕ(t)| < ε (2‖ϕ‖∞ + ‖β‖M).
Lemma 8.4 Suppose that µˆ ∈ Mˆ, µˆ(λ) 6= 0, and I is a suiently small interval ontaining λ. Then
(a) for any µˆ0 ∈ Mˆ, supp µˆ0 ⊂ I we have µˆ0 = µˆµˆ1 for some µˆ1 ∈ Mˆ,
(b) for any ϕˆ ∈ Cˆb, supp ϕˆ ⊂ I we have ϕˆ = µˆϕˆ1 for some ϕˆ1 ∈ Cˆb.
Proof. Without loss of generality we have: λ = 0. We assume that supp µˆ0 = [−α, α] ⊂ I. Below α
will be hosen suiently small. We put β = χ[−1,1] and βε(τ) = β(ετ). As usual, βˆε = F(βε). Then
µˆ0
µˆ
=
µˆ0
βˆε ∗ µˆ− (µˆ− βˆε ∗ µˆ)
=
µˆ0
βˆε ∗ µˆ
+
µˆ0
(βˆε ∗ µˆ)2
(
µˆ− βˆε ∗ µˆ
)
+
µˆ0
(βˆε ∗ µˆ)3
(
µˆ− βˆε ∗ µˆ
)2
+ . . .
Let hˆ be a smooth funtion suh that hˆ|[−1,1] = 1 and supp(hˆ) ⊂ [−2, 2]. Then putting
hˆα(λ) = hˆ(λ/α), fˆε,α = hˆα/(βˆε ∗ µˆ), fε,α = F−1(fˆε,α), gε = F−1(µˆ− βˆε ∗ µˆ),
we have: hˆ|supp(µˆ0) = 1. Therefore
F−1
( µˆ0
µˆ
)
=
∞∑
k=0
F−1
( µˆ0(hˆα)k+1
(βˆε ∗ µˆ)k+1
)
∗ F−1
((
µˆ− βˆε ∗ µˆ
)k)
=
∞∑
k=0
µ0 ∗ f∗kε,α ∗ g∗kε .
If the interval I and ε > 0 are suiently small, (βˆε ∗ µˆ)|I is lose to µˆ(0) 6= 0. Moreover, sine βˆε
and hˆα are smooth, fˆε,α is also smooth, and fε,α is fast dereasing. Sine supp(hˆα) is ompat, fε,α is
smooth. The following equations hold
lim
ε→+0
‖gε‖M = 0 and for any ε > 0 lim
α→+0
‖fε,α‖M = |bε| ‖h‖M, (8.7)
where we put 1/bε = (βˆε ∗ µˆ)(0). We will prove them a few lines below.
By (8.7) we an hoose ε, α > 0 so that ‖fε,α‖M ‖gε‖M ≤ 1/2. The estimate
‖F−1(µˆ0/µˆ)‖M ≤
∞∑
k=0
‖µ0‖M ‖fε,α‖kM ‖gε‖kM <∞
ompletes the proof of assertion (a).
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Proof of assertion (b) is analogous: the nal estimate is
‖F−1(ϕˆ/µˆ)‖∞ ≤
∞∑
k=0
‖ϕ‖∞ ‖fε,α‖kM ‖gε‖kM <∞.
Finally we prove equations (8.7). The rst one follows from Corollary 8.1. To prove the seond one
we note that hˆα = hˆαhˆ2α for any α > 0. Then
fˆε,α = bεhˆα + Jhˆα, J = hˆ2α
( 1
βˆε ∗ µˆ
− bε
)
.
Hene ‖fˆε,α‖M ≤ ‖bεhˆα‖M+ ‖J‖M‖hˆα‖M. Now it remains to note that ‖hα‖M = ‖h‖M for all positive
α and limα→+0 ‖J‖M = 0 beause the funtion 1/(βˆε ∗ µˆ)− bε vanishes at zero, is independent of α and
smooth in a small neighborhood of zero.
Lemma 8.5 For any aˆ ∈ Mˆ suh that aˆ′ ∈ Mˆ and aˆ(0) = 0 the Fourier transform of aˆ2(λ)/λ lies in
L1.
Proof. We put a = F−1(aˆ/λ). Then a = i θ ∗a, where θ = 12 (χ(0,+∞)−χ(−∞,0)). Sine a ∈M, θ ∗a is
dened almost everywhere and bounded. Let us show that its L1-norm (or M-norm, what is the same)
is nite. Indeed, sine aˆ(0) = 0, for almost all s ∈ R we have:
∫ s
−∞
a(τ) dτ = −
∫ +∞
s
a(τ) dτ.
Then
‖θ ∗ a‖M =
∫
ds
∣∣∣
∫ s
−∞
a(τ) dτ −
∫ +∞
s
a(τ) dτ
∣∣∣
= 2
∫ 0
−∞
ds
∣∣∣
∫ s
−∞
a(τ) dτ
∣∣∣ + 2
∫ +∞
0
ds
∣∣∣
∫ +∞
s
a(τ) dτ
∣∣∣
≤ 2
∫ 0
−∞
ds
∫ s
−∞
|a(τ)| dτ + 2
∫ +∞
0
ds
∫ +∞
s
|a(τ)| dτ
= 2
∫
|τ a(τ)| ds = 2‖F−1(aˆ′)‖M <∞.
We have: F−1(aˆ2/λ) = a∗a. Sine the funtion a is bounded and a ∈M then a∗a is also a bounded
funtion. The estimate
‖a ∗ a‖M ≤ ‖a‖M ‖a‖M <∞.
ompletes the proof.
8.3 Lemmas on the singular support
Lemma 8.6 Suppose that ϕˆ ∈ Cˆb, −∞ ≤ a < b ≤ +∞, and (a, b) ⊂ R\ sing supp⋆(ϕˆ), ⋆ ∈ {+,−}. Then
for any µˆ ∈ Mˆ, where supp(µˆ) ⊂ [a, b], we have: µˆϕˆ ∈ Cˆ⋆0 .
Proof. For deniteness we take ⋆ = +. First suppose that a and b are nite. Take an arbitrary ε > 0.
We an represent µˆ in the form µˆ = µˆ1 + µˆ2 + µˆ3, where µˆj ∈ Mˆ,
supp(µˆ1) ⊂ [a, b], supp(µˆ2) ⊂ (a, b), supp(µˆ3) ⊂ [a, b], and ‖µ1‖M, ‖µ3‖M < 1
2
ε/‖ϕ‖∞,
see Fig. 1.
Then F−1(µˆϕˆ) = (µ1 + µ2 + µ3) ∗ ϕ. We have: |(µ1 + µ3) ∗ ϕ| ≤ (‖µ1‖M + ‖µ3‖M)|ϕ|∞ < ε while
µ2 ∗ ϕ ∈ C+0 beause supp µˆ2 is ompat and does not interset with sing supp+(ϕˆ).
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Figure 1: Graphs of the funtions µˆ1, µˆ2, and µˆ3.
Now suppose that a = −∞ and/or b = +∞. Let
βˆ ∈ Mˆ, βˆ(0) = 1, supp(βˆ) ⊂ [−1, 1],
and let βˆr(λ) = βˆ(rλ). Consider an arbitrary ε > 0 and µˆ ∈ Mˆ with supp(µˆ) ⊂ [a, b]. Then by Lemma
8.3 for suiently small r ∥∥F−1(βˆrµˆϕˆ)−F−1(µˆϕˆ)∥∥∞ < ε.
The set supp(βˆrµˆϕˆ) ⊂ [−1/r, 1/r] ∩ [a, b], is ompat. Hene βˆrµˆϕˆ ∈ Cˆ+0 . Therefore for suiently large
τ > 0
|F−1(µˆϕˆ)(τ)| ≤ ∥∥F−1(βˆrµˆϕˆ)−F−1(µˆϕˆ)∥∥∞ +
∣∣(βˆrµˆϕˆ)(τ)∣∣ ≤ ε.
The ase ⋆ = − is analogous.
Corollary 8.3 Suppose that ϕˆ ∈ Cˆb, ⋆ ∈ {+,−}, and sing supp⋆(ϕˆ) = ∅. Then ϕˆ ∈ Cˆ⋆0 . Indeed, it is
suient to take in Lemma 8.6 µˆ = 1.
Lemma 8.7 Let ϕˆ ∈ Cˆb, ⋆ ∈ {+,−}, and sing supp⋆(ϕˆ) onsist of a nite number of points λ1 < . . . < λk.
Then ϕˆ = ϕˆ0 +
∑k
j=1 ϕˆj , where supp ϕˆj lie in small neighborhoods of λj ,
ϕˆ0 ∈ Cˆ⋆0 , ϕˆj ∈ Cˆb, ϕj ∈ C∞,
( ∂
∂τ
− iλj
)
ϕj ∈ C⋆0 .
Proof. It is suient to take ϕˆj = µˆjϕˆ, where µˆj ∈ Mˆ and for suiently small ε > 0
supp µˆj ⊂ (λj − 2ε, λj + 2ε), µˆj |(λj−ε,λj+ε) = 1.
Then supp ϕˆj is ompat. Therefore ϕj ∈ C∞.
For any j = 1, . . . , n sing supp⋆(ϕˆj) = {λj}. Let us put
g+j (λ) = i(λ− λj)χ[λj ,+∞)(λ), g−j (λ) = i(λ− λj)χ(−∞,λj ](λ).
Obviously g±j µˆj ∈ Mˆ. Then
i(λ− λj)ϕˆj = g+j µˆjϕˆ+ g−j µˆjϕˆ,
where by Lemma 8.6 g±j µˆjϕˆ ∈ Cˆ⋆0 . This implies that i(λ− λj)ϕˆj ∈ Cˆ⋆0 . Hene
F−1(i(λ− λj)ϕˆj) =
(
∂/∂τ − iλj
)
ϕj ∈ C⋆0 .
Finally by Corollary 8.3 ϕˆ0 = ϕˆ−
∑k
1 ϕˆj ∈ Cˆ⋆0 .
Lemma 8.8 Suppose that sing supp⋆(ϕˆ) ⊂ (−∞, a] and sing supp⋆(ψˆ) ⊂ (−∞, b], ⋆ ∈ {+,−}.
Then sing supp⋆(ϕˆ ∗ ψˆ) ⊂ (−∞, a+ b].
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Proof. For any ε > 0 we have: ϕˆ = ϕˆ− + ϕˆ+ and ψˆ = ψˆ− + ψˆ+, where
ϕˆ−, ψˆ− ∈ Cˆb, ϕˆ+, ψˆ+ ∈ Cˆ⋆0 ,
supp ϕˆ− ⊂ (−∞, a+ 2ε], supp ψˆ− ⊂ (−∞, b+ 2ε], supp ϕˆ+ ⊂ [a+ ε,+∞), supp ψˆ+ ⊂ [b+ ε,+∞).
Indeed, it is suient to take
h+ =
∞∑
k=1
hk, ϕˆ+ = h+
(
(τ − a− ε)/ε) ϕˆ, ψˆ+ = h+((τ − b− ε)/ε) ψˆ.
Then ϕˆ ∗ ψˆ = ϕˆ− ∗ ψˆ− mod Cˆ⋆0 , and supp(ϕˆ− ∗ ψˆ−) ⊂ (−∞, a+ b + 4ε].
Lemma 8.9 Suppose that ψˆ ∈ Cˆb satises the equation Φˆψˆ = ϑˆ, where ϑˆ ∈ Cˆ⋆0 , ⋆ ∈ {+,−}, and Φˆ ∈ Mˆ.
Then sing supp⋆(ψˆ) ⊂ {Φˆ = 0}.
Indeed, let Φˆ(λ) 6= 0. Take a small interval I ∋ λ = 0 and µˆ0 ∈ Mˆ with supp µˆ0 ⊂ I. Then by
assertion (b) of Lemma 8.4 µˆ0/Φˆ ∈ Mˆ. Then by Lemma 8.2 µˆ0ψˆ = µˆ0ϑˆ/Φˆ ∈ Cˆ⋆0 .
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