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Abstract— Virtual reality games and image processing Apps are 
examples of mobile cloud computing services (MCCS) common 
on Smartphones (SPs) nowadays, requiring intensive processing 
and/or wireless networking. The consequences are slow execution 
and huge battery consumption. Offloading the intensive 
computations of such Apps to a cloud based server can overcome 
such consequences. However, such offloading will introduce time 
delay and communication overheads. This paper proposes to do 
the offloading to nearby computing resources in a cooperative 
computation sharing network via short-range wireless 
connectivity. The proposed SCCOF reduces offloading response 
time and energy consumption overheads. SCCOF is supported by 
an intelligent cloud located controller that will form the 
cooperative resource sharing network on the go when needed, 
based on available devices in the vicinity, and will use the cloud if 
necessary. Upon the initiation of the MCCS service via the App, 
our controller will devise the offloaded VMs as well as the 
offloading network. A study test scenario was performed to 
evaluate the performance of SCCOF, resulting in saving of up to 
16.2x in execution time and 57.25% energy. 
Keywords- mobile cloud computing services; smart cooperative 
computation offloading framework; virtual machines; 
I.  INTRODUCTION 
As well as performing the necessary processing and 
communication for Apps such as social media, online gaming, 
banking, navigation and so on, Smartphones (SPs) can also be 
used for computing intensive mobile cloud computing services 
(MCCS) that require huge processing and wireless connectivity 
to cloud based servers. However, running these MCCS would 
result in draining the battery energy on the SP with rapid 
degradation of performance and eventually in a dead phone.  
In recent years, there has been a rapid technology 
improvements of resources onboard SP/tablets/wearable 
devices/gadgets, including connectivity, memory, multi-core 
processing, display and battery capacity, and sensors with a 
plethora of wireless technologies. However, the results of a 
survey carried out in fifteen countries concluded that a longer 
battery lifetime is the main desired feature for SP subscribers to 
capitalize on using these resources to the full [1].  
MCCS with offloading capability have been introduced to 
overcome SP limitations. These services merge the strength of 
cloud computing resources in terms of elasticity/flexibility and 
the convenience of SPs. Offloading refers to the concept of 
migrating the intensive computational tasks of such MCCS, 
bundled as a VM(s), from the SP to a server in the cloud to be 
processed before sending the results back to the SP in real time, 
as illustrated in Figure 1. A successful offloading would have 
to enhance the execution time and improve the battery 
consumption of SPs with Considerations of the amount of 
computation that needs to be offloaded, the cost of 
communication between the SP and the helping cloud servers, 
and the total delay to receive the results back, otherwise 
offloading is not beneficial. Ideally, offloading is most useful 
for tasks requiring large/complex computation that require few 
transfers between the SP and server done over a high 
bandwidth link such Wi-Fi/LTE. 
Obviously the more offloading techniques improve, it will 
encourage more and more MCCS uptake by SP users, which 
will further encourage researchers to improve the offloading 
techniques and so on. 
The main contributions of this paper are: 
• Propose to do the offloading to nearby computing 
resources in a cooperative computation sharing network 
via short-range wireless connectivity. 
• Introduce an on the go partitioning algorithm that can 
automatically distribute the App execution between the 
cooperative SPs. 
The rest of this paper includes: Section II that summarizes 
recent offloading frameworks, while Section III presents the 
development of our proposed framework “SCCOF” and the 
steps of the on-the-go partitioning algorithm. Section IV 
presents the evaluation and analysis including offloading 
execution time and energy costs, a study test scenario to 
evaluate the performance of SCCOF. Conclusions and further 
work are in section V. 
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 Figure 1.  Classic Offloading 
II. RECENT MOBILE-CLOUD OFFLOADING FRAMEWORKS 
Elasticity and scalability of cloud computing resources with 
the help of offloading is promising to bridge the gap between 
limited resources on SPs and the growing demand of MCCS. 
One of the earliest frameworks that improved both SP 
execution time and energy consumption is Cuckoo [2]. It was 
developed to make the process of offloading easier for App 
developers by providing its functions in a dynamic runtime 
system. That is, at runtime, it divides an App into a local part 
that will run on the SP and a remote part to be offloaded to the 
cloud based on context information (availability of the 
resource). Two computationally intensive Apps, an object 
recognition, and a reality game, were used to test the 
framework. Although Cuckoo can enhance the execution time 
and reduce the energy consumption, but it based on a very 
simple context information algorithm, which means that it 
always offloads if the remote cloud server is available without 
consideration for communication and computation costs. 
Another framework that aims to reduce the burden on App 
developers as well as to reduce SP energy consumption, but 
supports fine-grained code offloading is MAUI [3]. It achieves 
this by providing an integrated platform which runs partially 
between the SP and the server. MAUI consists of four 
components: (1) a profiler to gather information about the App, 
the SP platform, and the network; (2) a solver to get inputs 
from the profiler so to decide for each method the cost of 
offloading at runtime, including the amount of data to be 
transferred and the number of CPU cycles; (3) a proxy to 
handle the control and data transfer of the offloaded VMs; (4) a 
controller to determine the availability of the resources 
allocated. If the connection between the SP and the server is 
lost, then the proxy re-invokes the VM to run locally on the SP. 
Performing the processing computation of face detection by the 
cloud using a Wi-Fi connection have achieved up to 6.5x speed 
up and 89% energy saving compared to 4.75x and 76% when 
using 3G connection to offload. Although MAUI can reduce 
the burden on App developers and reduce energy consumption 
but the continuously running profilers that consume energy 
would increase the overhead by 5%. 
In the other hand, CloneCloud framework focuses on 
selecting suitable VMs of the running App to offload from the 
host SP to their framework clone that operates in the cloud’s 
server [4]. CloneCloud provides a partitioning mechanism 
which combines: (1) a static analyzer that identifies which part 
of the App to be offloaded based on a list of constraints, such 
methods which access SP features like GPS and Camera; (2) a 
dynamic profiler for the inputs of the SP and the clone; (3) both 
data collected from the analyzer and the profiler will then be 
sent to the solver that decides the portions to be offloaded. 
Performing the processing computation of image search App 
by the clone using Wi-Fi connection have achieved up to 20x 
speed up and 20% energy saving compared to 16x and 14% 
when using 3G connection for doing the offloading. Despite 
the fact that in case SP damage or lost, the clone can recover 
and backup data and Apps. However, the sync process between 
the SP and the clone in the cloud may increase the offloading 
overhead.  
Note that, none of the above three frameworks provides a 
mechanism to support resource allocation “on demand”. A 
framework (ThinkAir) that does consider the workload of the 
server in the cloud before offloading is developed to offer 
parallelism to multiple VMs while providing a dynamic on-
demand resource allocation [5]. It supports dynamic adaptation 
based on the user requirement and on the workload, thus it can 
achieve more performance enhancement since parallelization 
can improve SP performance. It achieves this by providing: (1) 
a profiler to gather information of the App VMs that needs 
offloading, the network status, and the SP’s platform 
capability; (2) a compiler to translates the annotated code and 
generates a remote VM; (3) a VM manager that can control the 
parallelization between VMs in the cloud and split tasks among 
VMs on demand. However, starting, resuming, and controlling 
VMs in the cloud can increase the latency by up to 32 seconds. 
This framework subsequently enhanced to improve the 
connectivity delay. That is, during the offloading process, if the 
network condition is poor due to (user movement or sudden 
drop in the network), no offloading is performed (delayed 
offloading) until the network status is improved for a 
predefined period of time [6]. Then the network condition is re-
evaluated again to check if there is an improvement. If no 
improvement is applied to the network status, ThinkAir-
enhanced resumes its offloading decision between the SP and 
the cloud. Their testing has shown that a considerable energy 
saving by up to 57% is achieved when performing the delayed 
offloading model. 
Mobile-to-Mobile framework, However, shifts the 
offloading from the cloud to a nearby collaborative SPs in a 
wireless arrange which assumed to be in a home or a small 
office. Mobile-to-Mobile framework provides an auto-splitting 
algorithm that distributes the computation among offloader and 
offloadee SPs [7]. Their algorithm proposes that the moment 
the offloader SP initiates a task, the task will be classified and 
assigned a position in a queue waiting to be offloaded. Then 
based on a history database including previous execution time 
and energy, the decision will be made to execute on one of the 
Collaborative SPs. Performing the processing computation of 
word count App by Mobile-to-Mobile framework have 
achieved up to 80% energy saving. Although their algorithm 
proves to distribute the computation between the collaborative 
SPs by up to 90% efficiency, but the algorithm is implemented 
on both offloader and offloadee SPs, and we believed this will 
also cost an extra energy overhead as well as delay in deciding 
when and where to offload.   
The motivation for our framework is provide similar 
capability as Mobile-to-Mobile framework, but to enhance the 
delay of offloading and availability of resources from having 
the focus shifts from the cloud server into cooperative device in 
the vicinity of the SP. Furthermore, our proposed framework 
deploys a controller that performs the partitioning and profiling 
of VM(s). 
The above reviews clearly show a story of continuous 
enhancement for the offloading technology. It starts with 
frameworks providing focus on developers to ease the 
offloading tasks. This then moved into enhancement made to 
ensure offloading done to an available server, followed by 
enhancement to assuring that connectivity is available and 
reliable. Our enhancement brings the server into locally 
available devices, thus reducing connectivity burden by default. 
We also shift the responsibility of partitioning to a cloud based 
controller, which also, as will be detailed later, acts as an 
intelligent divisor of local sharing network resources. 
III. PROPOSED FRAMEORK ARCHITECHURE 
SCCOF is unique in that it is an “on the go” framework that 
capitalizes on using available/cooperative local resources based 
on a cloud-based controller. As shown in Figure 2, SCCOF 
cloud-based controller logs/monitors all legacy task 
partitioning and offloading to any of the participated nearby 
SPs, so faster offloading execution is achieved. This controller 
also includes the partitioner function that will decide on the 
suitable VM(s) that will be executed on the SP and VM(s) that 
will be offloaded to neighboring devices based on many 
factors, including where the SP is and available nearby devices 
as well as issues to do with the App’s intensive computation 
itself. This will enhance the SP available energy as well as 
eliminating delay in deciding when and where to offload, if 
done on the SP. 
SCCOF’s on-the-go algorithm will automatically splits the 
App execution, by also performing the partitioning/profiling 
based on the legacy data it has in its database collected from 
previous task offloading. It takes considerations of several 
layers of analysis and it depends on the circumstances where to 
offload and what is the overall achievement. The following 
steps explains the algorithm. 
• The “Cooperative” offloading in SCCOF refers to a set 
of Devices (SP, tablet, PC, server) that are willing to 
participate in a cooperative environment by providing 
their local resources and share results with each other. 
Thus, each device has to register with the controller 
beforehand and has to exchange, via a secure key, a 
report including (location, memory level, battery level 
and processing capabilities), and whenever when asked 
by the controller. 
 
Figure 2.  Proposed SCCOF architecture 
• When the user has an App to execute, he/she interacts 
with SCCOF controller to help with the decision. 
• App profiler to monitor the App and to generate a 
partitioning graph G (V, E) with vertex and edge, 
where V represents the task and E represents the 
relationship between task i to task j. It constructs a 
weighted consumption graph to find the computation 
and communication costs. 
• SP profiler to profile SP local features such as battery 
level, CPU, and memory when running the App 
locally. There are two methods to profile SPs; either by 
using power monitor device attached to a SP or by 
using energy-wise software such as PowerTutor [8]. 
• Network profiler to gather information about the 
network type, connection status, and bandwidth when 
offloading. 
• The partitioner receives the results from all the 
profilers (App, SP, and network), then it decides which 
part to run locally and the number and variety of VMs 
that can be offloaded. 
• The scheduler assigns Id for each task and schedule 
tasks based on the availability of the participated 
devices and location. 
• Then the controller takes the decision based on 
location, battery level, processing capabilities of 
neighboring cooperative SPs, cost of execution each 
specific VM and time, including communication costs 
of all offloadee SPs available to participate and 
especially if these devices are in the vicinity of the SP, 
where a fast/cheap communication link can be 
established (e.g. P2P Wi-Fi or BT). Once the controller 
performs all analysis/decisions, it will send the results 
to the SP. Furthermore, the controller builds/updates 
the database regularly for future executions. 
• Then the user will communicate locally through (Wi-
Fi, Cellular or Bluetooth) with the selected SPs, 
establish a session and request the results. 
• Finally, the selected SPs will perform the requested 
computation and send the results back to the user. 
IV. EVALUATION AND ANALYSIS 
A. Offloading Execution Time and Energy Costs  
A successful offloading would have to improve both SP 
execution time energy consumption when running processing 
intensive Apps. However, the offloading decision is critical and 
must be made based on the objectives; to improve SP execution 
time, save SP energy or both. Therefore, there need to be a 
careful consideration of many parameters such as the amount 
of computation that needs to be offloaded, the cost of 
communication between SP and the helping servers, and the 
total time to send the computation to the cloud, get it processed 
and receive the results back, otherwise offloading is not 
beneficial [9]. 
1. Improve execution time: 
The time needed to execute on the SP is: 
𝑇𝑝 =
𝑤
𝑆𝑝
                                      (1) 
Where, Sp is the speed of SP (instructions per 
second), w is the amount of computation (number of 
instructions required by computation).  
So, the time needed to offload and execute on the server is: 
                              Ts = 
𝐷
𝐵
+  
𝑤
𝑆𝑠
                                  (2) 
Where, Ss is the speed of the server (instructions per 
second), D is the amount of data (bytes), B is the 
network bandwidth (Kbps).  
Offloading improves the execution time only when the total 
time to execute on SP is greater than the total time required 
to execute on the server. 
2. Save energy: 
The energy needed to perform the processing on SP is: 
                    𝐸𝑝 = 𝑃𝑝 × 
𝑤
𝑆𝑝
                                (3) 
Where, Pp is the power consumption of SP (watts).  
So, the energy required to perform the computation on the 
server in the cloud and send the results back to SP is: 
                     𝐸𝑠 = 𝑃𝑐 × 
𝐷
𝐵
+ 𝑃𝑖 × 
𝑤
𝑆𝑠
                        (4) 
Where, Pc is the power consumption for sending and 
receiving data (watts), Pi is the idle power 
consumption (watts). 
Offloading reduces the total energy only when the energy 
spent by the SP is greater than the energy needed to 
send/receive and execute on the server in the cloud. 
B. Study Test Scenario 
For this study, the N-queens puzzle is chosen for being 
computationally requiring intensive processing. This puzzle is 
a strategy game for finding the suitable squares to place N 
queens on an N X N checkers board in squares.  
 
Figure 3.  Execution time and energy consumption of N-queens puzzle 
The basic rule of the N-queens is that queens will not threat 
each other vertically, horizontally, or diagonally. After 
analyzing N-queens, we found that It uses backtracking 
algorithm which is a high intensive search operation where it 
combines many intensive functions and loops such as (utility 
function to check if the queen can be placed on board, 
recursive function to solve row and column location and solver 
function to return the values).  It tries to search for all possible 
solutions by going forward and backward until it reaches the 
correct solution. The solution can be formed in a binary matrix 
with a value of 1 if the queen is placed in a specific square and 
0 if not. That is, running such puzzle on the SP would consume 
much-desired processing time and battery energy. When N 
increases, more iterations need to be found, for N=12, the 
algorithm will perform 14200 iterations to conclude the 
solution of placing the queens. 
C. Results and Discussion 
Figures 3, shows the average time and energy required to 
execute the N-queens puzzle locally on an SP, and in the cloud 
when connecting the SP to a server via Wi-Fi and via 3G. 
Using Wi-Fi connection to offload can execute in far less time 
compared to 3G connection and local execution, this is because 
3G is slower than Wi-Fi and it has slower latency specially in 
congestion areas. Thus, this might be a bottleneck for 
offloading specially if Wi-Fi link between the SP and cloud is 
not available, and that is why SCCOF will also use Bluetooth 
to establish local connectivity with nearby SPs. 
Furthermore, the energy required when using Wi-Fi and 3G 
connection to offload the computation to the cloud consume 
less energy compared to SP (locally), albeit, 3G results are still 
reasonable and promising to offload. The overall saving using 
Wi-Fi connection would achieve up to 16.27x speed up and 
57.25% energy saving compared to 7.44x and 1.6% when 
using 3G connection to offload. 
Since SCCOF can communicate with the cooperative 
offloadee SPs using Bluetooth, we did an experiment to 
calculate the transmission time of offloading a file size of 100 
kilobytes. 
 Figure 4.  Data transmission time 
2 iPhone 6 SPs are used in the experiment which act as 
offloader and offloadee SPs respectively, the SP is equipped 
with Dual-core 1.4 GHz Typhoon (ARM v8-based), 1 GB 
RAM DDR3 memory, battery capacity of Li-PO 1810 mAh 
(6.9wh) and it runs iOS 10.2. CalcTool, was used to calculate 
the transmission time a file size of 100 kilobytes form the 
offloader to the offloadee using Bluetooth with transfer rate of 
2.1 MBPS. The results showed that it takes up to 363 
milliseconds compared to 77 milliseconds for Wi-Fi and 838 
milliseconds for 3G. Figure 4 shows the data transmission time 
between the offloader and offloadee device using of Wi-Fi, 3G 
and Bluetooth. 
It is obvious that Bluetooth consumes far less time when 
offloading data from offloader to offloadee compared to 3G. 
Hence, we believe that SCCOF framework with the help of 
Bluetooth communication can reduce the time taken to transmit 
data to cloud/nearby SPs which would bring in advance more 
achievements to add to the offloading process. 
V. CONCLUSION AND FURTHER WORK 
SCCOF unique features to enhance published framework 
contributions have been discussed. However, it is worth 
reflecting here to point out issues we learnt thus far in this first-
year work of a 3-year PhD programme.  
SCCOF assumes, as fundamental to its performance, that 
there will be devices of various categories such as SPs, tablets, 
PC’s on desktops and laptops available to participate in a 
resource-sharing network. We believe this is following on the 
trend to share anything to aid others, for gains that include (1) 
they will come to your help when you need to execute a 
computer intensive MCCs, and (2) a credit system can be 
devised between grouped-users that can be exchanged for 
monies or other sharing schemes.  
Our proposed cloud-based controller has the potential to be 
very intelligent using deep learning engine and like. However, 
we believe that we will develop a simple machine learning 
controller and progress its development dependent on analysis 
of testing various scenarios and overhead costs for the 
offloading process. 
Albeit, our study thus far is based on a simple scenario as 
proposed in IV, however we are preparing several offloading 
examples based on image processing/recognition in 
collaboration with colleagues in the department. Our study test 
scenario was performed to evaluate the performance of 
SCCOF, resulting in saving of up to 16.2x in execution time 
and 57.25% energy. We plan to extend our test scenario 
portfolio to include multiple offloading tasks at the same time 
onboard the same SP and using options of connectivity (Wi-Fi, 
Cellular/LTE and Bluetooth) in a changing dynamically 
environments (where connectivity is switched from one 
technology to another while offloading/execution). Note also 
that we will be using Bluetooth for short range connectivity 
which can be limiting, but Wi-Fi is also chosen at all times for 
p2p and WLAN connectivity. 
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