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1. Introduction
This work is mainly concerned with low dimensional intrinsic regular sets in the ﬁrst Heisenberg group H, equipped
with a sub-Riemannian distance. Some motivations for this study stem from the project of developing Geometric Measure
Theory in stratiﬁed groups.
The notion of “regular set” here refers to the sub-Riemannian metric structure. In the family of Heisenberg groups Hn ,
a natural class of intrinsic regular surfaces has been found by B. Franchi, R. Serapioni and F. Serra Cassano, [7]. The choice
of these sets naturally arises from the so-called “Rumin complex”, [10], according to which H-regular surfaces of [7] can be
seen as “regular currents” deﬁned on the space of compactly supported Rumin differential forms. This complex singles out
two distinct classes of H-regular surfaces. The low dimensional H-regular surfaces are C1 smooth horizontal submanifolds,
whose topological dimension is less than or equal to n. On the opposite side, the low codimensional H-regular surfaces have
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have characterized all these sets as intrinsic differentiable intrinsic graphs, [2].
A low codimensional H-regular surface is locally deﬁned as a level set of an Rk-valued differentiable mapping on an
open set of Hn , where the differential is surjective and differentiability is meant with respect to intrinsic dilations and the
group operation, see Section 2. It has been proved in [7] that this set, although it may not be C1 smooth in the classical
sense, is locally an intrinsic graph and its (2n + 2− k)-dimensional Hausdorff measure with respect to the sub-Riemannian
metric structure can be computed by an area-type formula. It is worth to stress that these results are achieved when k n,
since the corresponding semidirect factorizations of Hn can be used to realize the intrinsic graph structure of the level set.
A consequence of the above mentioned area-type formula is the sub-Riemannian coarea formula for Lipschitz mappings
f : A ⊂ Hn → Rk , under the condition k n, [9]. The validity of this formula for k > n is still not clear. As suggested by this
problem, one is led to consider level sets of Rk-valued differentiable mappings with surjective differential in the case k > n.
These level sets do not belong to the class of H-regular surfaces of [7].
Our aim is to understand the structure of these sets in the simplest situation, namely, in the ﬁrst Heisenberg group H.
This amounts to study whether a possible “implicit curve theorem” for R2-valued differentiable mappings is available. An
equivalent formulation of this fact is to study the intersection of two H-regular surfaces of H having linearly independent
horizontal normals at the intersection points. Our main result is the following
Theorem 1.1. Let Σ1 and Σ2 be two H-regular surfaces of H, where x0 ∈ Σ1 ∩ Σ2 and the horizontal normals ν1H (x0) and ν2H (x0)
are linearly independent. Then there exists a neighborhood O ⊂ H of x0 such that the set Σ1 ∩ Σ2 ∩ O coincides with the image of an
injective continuous curve Γ : [0,1] → H.
The proof of this theorem differs from both the Euclidean case and the Heisenberg case considered in [7]. In the sequel,
we present the main ideas that lead to this result. It is clearly not restrictive to assume that x0 is the origin and that both
Σ1 and Σ2 are deﬁned around this point as zero level sets of differentiable functions f1 and f2, respectively. Notice that
in particular Σ2 need not be a graph in the classical sense, but it can be injectively parametrized by an intrinsic graph
mapping Φ2 : n → n · φ(n) that involves the group operation, where n and φ(n) belong to a vertical subgroup and to a
horizontal subgroup of H, respectively. This was observed in [6] and subsequently developed for higher codimensions in [7].
Then we notice that the intersection of Σ1 and Σ2 around the origin amounts to the Φ2-image of the zero level set of
f1 ◦ Φ2. Both f1 and Φ2 are not differentiable in the classical sense, hence the level set of their composition may have a
priori a highly nontrivial structure. The classical Dini’s scheme to prove the implicit function theorem suggests us to ﬁnd
directions, or more precisely a family of curves, along which f1 ◦Φ2 is strictly monotone. However, in our case these curves
are solutions to a continuous ODE, hence the corresponding ﬂow is not uniquely deﬁned. By Lemma 4.2, that has been
kindly pointed out to us by P. Majer, we select a continuous and “monotone” ﬂow of solutions that leads us to Theorem 4.1.
Here we show that whenever this family of curves is available, then there exists an injective continuous parametrization
of the level set. To ﬁnd these curves, we follow the recent theory developed in [1]. First of all, the work of L. Ambrosio,
F. Serra Cassano and D. Vittone, [1], shows that ϕ , as a scalar function, is a distributional solution of the Burgers equation
∂
∂ y
ϕ + detC ∂
∂t
(
ϕ2
)= − (Y f2) ◦ Φ2
(X f2) ◦ Φ2 . (1)
Here we are following notation and terminology of both Sections 2 and 3. In the recent work [3], F. Bigolin and F. Serra
Cassano establish the full characterization of H-regular surfaces as intrinsic graphs of distributional solutions of the Burgers
equation. Here the authors ﬁnd an interesting connection with a recent result of C.M. Dafermos, [4].
In short, all of these results show that the required family of curves exactly corresponds to the characteristics of (1) in
the vertical plane. In fact, these characteristics are precisely those curves that are “lifted” by Φ2 to C1 smooth horizontal
curves in Σ2. This is somewhat surprising, since Σ2 is not even Lipschitz regular from the Euclidean viewpoint. Then the
claim of Theorem 1.1 is established if we show that f1 ◦ Φ2 is differentiable along these curves and it has nonvanishing
derivative.
In Theorem 3.1, taking into account that differentiability of f1 implies classical differentiability along horizontal directions
and using a recent result by G. Arena and R. Serapioni, [2], we have found an intrinsic Taylor expansion of f1 ◦ Φ2. This
theorem implies in turn a partial differentiability along directions of characteristics, see Corollary 3.2. Nevertheless, this is
still not enough to obtain differentiability of f1 ◦Φ2 along characteristics, since f1 ◦Φ2 is not regular in the Euclidean sense.
The ﬁnal step to overcome this problem is to join Theorem 3.1 with the above mentioned result of C.M. Dafermos, in the
version stated in [3].
As a consequence, in Theorem 3.3 we establish a chain rule for the composition f1 ◦ Φ2, where the linear independence
of ∇H f1(0) and ∇H f2(0) ﬁnally shows that the derivative of f1 ◦Φ2 along characteristics is also nonvanishing, leading us to
the required strict monotonicity. Finally, in Section 5.1 we add an observation about the regularity of the implicit curve. We
show that the implicit curve, as a set, has a sort of cone-type Lipschitz continuity, in analogy with the intrinsic Lipschitz
continuity introduced in [8]. Here the main difference is that the intrinsic cone refers to a factorization of the Heisenberg
group that is no longer a semidirect product.
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We represent the Heisenberg group H as a 3-dimensional Hilbert space, equipped with orthogonal subspaces H1 and
H2 such that H = H1 ⊕ H2, dim(H1) = 2 and dim(H2) = 1. The Hilbert norm on H will be denoted by | · |. Any element
x ∈ H is uniquely represented as x = x1 + x2, with x j ∈ H j and j = 1,2. Throughout, an orthonormal basis (e1, e2, e3) of
H will be ﬁxed, where e3 ∈ H2. Taking into account the above direct sum, we will also use the further decomposition
x1 = x1,1e1 + x1,2e2 ∈ H1. The group operation in H is deﬁned as follows: for any x, y ∈ H
x · y = x+ y + ω(x1, y1), (2)
where ω : H1 × H1 → H2, ω(x1, y1) = ω¯(x1, y1)e3 and
ω¯(x1, y1) = x1,1 y1,2 − y1,1x1,2.
The so-called “intrinsic dilations” of H are deﬁned as δr(x) = rx1 + r2x2. We ﬁx the metric structure on H introducing the
homogeneous norm
‖x‖ = max{|x1|,√|x2|}, (3)
that satisﬁes the triangle inequality ‖x · y‖ ‖x‖ + ‖y‖ and the homogeneity ‖δrx‖ = r‖x‖ for all x, y ∈ H and r > 0. This
homogeneous norm deﬁnes a distance on H, setting d(x, y) = ‖x−1 · y‖ for all x, y ∈ H. With respect to this distance, the
closed ball of center x and radius r > 0 is denoted by Dx,r . The point x is omitted when it coincides with the origin. If
E ⊂ H, we also use the notation DEx,r = Dx,r ∩ E . We use the same conventions for the open balls Bx,r of center x and
radius r. In sum, we wish to stress that the previous assumptions on H allow us to regard it as a Hilbert space, a Lie group
with group operation (2) and a metric space equipped with distance d, simultaneously.
Throughout the paper, Ω will denote an open subset of H. A mapping f : Ω → R2 is differentiable at x ∈ Ω if the
following Taylor expansion
f (y) = f (x) + ∇H f (x)
(
x−1 y
)+ o(d(x, y))
holds as d(x, y) → 0. From this deﬁnition, it follows that ∇H f (x) : H → R2 is also homogeneous, namely, ∇H f (x)(δr z) =
r∇H f (x)(z) for all z ∈ H and r > 0. Let f1 and f2 denote the components of f . Then we will also think of ∇H f (x) as a 2×3
matrix of rows ∇H f1(x) and ∇H f2(x). These vectors are the well-known horizontal gradients of the components f1 and f2,
respectively. Notice that the left invariant vector ﬁelds (X1, X2) spanned by the orthonormal vectors (e1, e2) yield the form
of ∇H f (x) as a matrix with respect to the ﬁxed scalar product, namely,(∇H f (x))ij = X j f i(x) and (∇H f (x))i3 = 0
for i, j = 1,2. We denote by C1(Ω,R2) the linear space of mappings f : Ω → R2 that are differentiable and such that
x → ∇H f (x) is continuous. Taking into account the “stratiﬁed mean value theorem” (1.41) of [5], the next lemma can be
shown by standard arguments.
Lemma 2.1. Let f ∈ C1(Ω,R2). Then for every p ∈ Ω there exist δ > 0 and a nonincreasing function ωp : [0, δ[→ R inﬁnitesimal at
zero and depending on the modulus of continuity of x → ∇H f (x), such that Dp,δ ⊂ Ω and for all 0 < t  δ, we have
sup
{ | f (y) − f (x) − ∇H f (x)(x−1 · y)|
d(x, y)
: x, y ∈ Dp,δ, 0< d(x, y) t
}
ωp(t).
Deﬁnition 1 (Horizontal and vertical subgroups). Each 1-dimensional subspace of H that is contained in H1 is said to be a
horizontal subgroup. We say that N is a vertical subgroup if N = H + H2, where H is a horizontal subgroup.
Deﬁnition 2. We say that Σ ⊂ H is an H-regular surface if for each point p ∈ Σ there exists an open set U ⊂ H containing
p and a function f ∈ C1(Ω,R) such that Σ ∩ U = f −1(0) and ∇H f (q) = 0 for all q ∈ U . A horizontal normal of Σ at p is
given by νH (p) = ∇H f (p)|∇H f (p)| .
Deﬁnition 3. Let H be a horizontal subgroup and let N be a normal subgroup such that H ⊕ N = H. Then we deﬁne the
factorizing mapping J associated to this direct sum by J (n, v) = n · v , where J : N × H → H. A direct computation shows that
the factorizing mapping J is a diffeomorphism and its inverse deﬁnes the canonical projections πN : H → N , πH : H → H by
the formula J−1(x) = (πN (x),πH (x)). Explicitly, we have
πN(x) = x− xH − ω(x1, xH ) and πH (x) = xH ,
where xH ∈ H and x− xH ∈ N .
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Deﬁnition 4. Let O be an open set of R2, let β = 0 and let ϕ : O → R be continuous. We consider a bounded measurable
function g : I × J → R, where I and J are open intervals and I × J ⊂ O . Let [a,b] ⊂ I and let τ ∈ C1([a,b], J ). We say that
τ is a characteristic associated to the Burgers equation
∂
∂ y
ϕ + β
2
∂
∂t
(
ϕ2
)= g (4)
if τ˙ (y) = βϕ(y, τ (y)) for all y ∈ (a,b).
Following Theorem 2.1 of [3], the next theorem states a version of a result by C.M. Dafermos, [4], that is one of the key
points to establish the chain rule of Theorem 3.3.
Theorem 2.2. Let I and J be two open intervals and let g : I × J → R be bounded measurable such that g(η, ·) is continuous on J for
any η ∈ I . Let [a,b] ⊂ I and let τ ∈ C1([a,b], J ) be a characteristic associated with a continuous distributional solution ϕ of (4) with
β = 1. We set ν(η) = ϕ(η, τ (η)) for any η ∈ [a,b]. Then (τ , ν) satisﬁes the system{
τ˙ (s) = ν(s),
ν˙(s) = g(s, τ (s)) for all s ∈ [a,b]. (5)
In particular, τ˙ is Lipschitz continuous on [a,b].
3. Taylor-type expansion and chain rule
In order to simplify the statements of the main results of this section, we ﬁrst ﬁx a number of basic assumptions we
will use throughout. First, a vertical subgroup N ⊂ H along with a horizontal subgroup H ⊂ H such that H ⊕ N = H will be
ﬁxed.
We also introduce a unit (horizontal) vector b1 ∈ H and an orthonormal basis (b2, e3) of N , where b1 and b2 span H1,
although they need not be orthogonal. We make explicit the change of variables with respect to the orthonormal basis
(e1, e2) of H1, setting
b1 = c11e1 + c21e2, b2 = c12e1 + c22e2 and C =
(
c11 c
1
2
c21 c
2
2
)
.
Then the corresponding left invariant vector ﬁelds associated to b1 and b2 are
Y1 = c11X1 + c21X2 and Y2 = c12X1 + c22X2.
We choose f ∈ C1(Ω,R2) of components f1 and f2, we ﬁx x0 ∈ Ω and assume that
Y1 f2(x0) = 0. (6)
The point x0 can be written in a unique way by the group product as x0 = n0 · v0, where n0 ∈ N and v0 ∈ H . Condi-
tion (6) suﬃces to apply the implicit function theorem of [6]. Thus, taking into account the previous assumptions along
with Deﬁnition 3 and considering the factorizing mapping J associated to N ⊕ H = H, we can ﬁnd s, r > 0 such that
BNn0,s · BHv0,r := J
(
BNn0,s × BHv0,r
)⊂ Ω
and an “intrinsic graph mapping” Φ2 : BNn0,s → H such that
Φ2(n) = n · φ2(n) and φ2 : BNn0,s → BHv0,r .
In addition, the following conditions
Φ2(n0) = x0 and f2
(
Φ2(n)
)= f2(x0)
are satisﬁed for all n ∈ BNn0,s . Finally, we introduce the uniquely deﬁned mapping
ϕ2 : BNn0,s → R, such that φ2(n) = ϕ2(n)b1.
It is not restrictive to assume that Y1 f2 = 0 everywhere on BNn0,s · BHv0,r . These assumptions will be understood throughout
this section.
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n¯ · v¯ = η¯1b1 + η¯2b2 + τ¯e3 ∈ BNn0,s · BHv0,r ⊂ Ω . Then the following Taylor-type expansion holds
f1 ◦ Φ2(n) = f1 ◦ Φ2(n¯) − (η − η¯2)
Y1 f2(x¯)
det
(
Y1 f1(x¯) Y2 f1(x¯)
Y1 f2(x¯) Y2 f2(x¯)
)
+ o(∥∥(η − η¯2)b2 + τ ′e3∥∥), (7)
where n = ηb2 + τe3 and τ ′ is given by the change of variable
τ ′ = τ − τ¯ − 2ηη¯1 det(C) + η¯1η¯2 detC . (8)
Proof. We set g1(ξ) = f1(x¯ · ξ) and observe that
f1
(
n · φ2(n)
)= g1(x¯−1 · n · φ2(n))= g1(u · (φ2)x¯−1(u)),
where (φ2)x¯−1 is the “translated function”, as introduced in (i) of Proposition 3.6 in [2]. Then u is given by the expression
τx¯−1(n) := x¯−1 · n · x¯ · πN
(
x¯−1
)
,
where the projection πN is recalled in Deﬁnition 3. Notice that τx¯−1 (N) ⊂ N and
τx¯−1(n) = x¯−1 · n · x¯ · πN
(
x¯−1
) · πH(x¯−1) · (πH(x¯−1))−1
= x¯−1 · n · (πH(x¯−1))−1.
Taking into account the expression of πH in Deﬁnition 3 and that x¯−1 = −x¯, we get(
πH
(
x¯−1
))−1 = (x¯)H = πH (x¯) = v¯.
Then the following formulae hold
τx¯−1(n) = x¯−1 · n · v¯ = cv¯−1
(
n¯−1n
)
,
where cv¯−1 (x) = v¯−1 · x · v¯ is a group isomorphism of N . Then τx¯−1 (BNn0,s) = cv¯−1 (BNn¯−1·n0,s). Notice that this open set contains
the origin, hence the new variable u ∈ cv¯−1 (BNn¯−1·n0,s) varies in an open neighborhood of the origin.
Let us set the “translated” variables (η′, τ ′), such that u = η′b2 + τ ′e3. Taking into account that u = τx¯−1 (n), a direct
computation shows that{
η′ = η − η¯2,
τ ′ = τ − τ¯ − 2ηη¯1 det(C) + η¯1η¯2 detC .
Notice that the second equation yields (8). Now, we wish to study the local expansion of f1 ◦ Φ2 around zero, with respect
to the new variables (η′, τ ′). First of all, condition (6) implies that the level set f2 is a low codimensional H-regular surface,
that is given by its intrinsic graph mapping Φ2 : BNn0,s → H, with Φ2(n) = n · φ2(n). Thus, Theorem 4.2 of [2] implies that
φ2 is (uniformly) intrinsic differentiable. According to Deﬁnition 3.13 of [2], intrinsic differentiability of φ2 corresponds to
differentiability at the origin of its translated functions, with respect to intrinsic linear mappings. In particular, our translated
function (φ2)x¯−1 satisﬁes
lim
u→0
‖L2(u)−1 · (φ2)x¯−1(u)‖
‖u‖ = 0, (9)
where L2 : N → H is an intrinsic linear mapping. Recall from Proposition 3.23(ii) of [2] that any intrinsic linear mapping is
H-linear. Then L2 is H-linear, i.e. a group homomorphism, satisfying L(δru) = rL(u) for all u ∈ N and r > 0. As a consequence,
L2 is a linear mapping satisfying L2(η′b2 + τ ′e3) = αη′b1 for some ﬁxed α ∈ R.
We deﬁne g2(ξ) = f2(x¯ · ξ). Due to the differentiability of g2 at 0 and taking into account (9), the chain rule gives
∇H g2(0)
(
u · L2(u)
)= ∇H f2(x0)(u · L2(u))= 0.
Then the previous equation gives
L2(u) = −η′ Y2 f2(x¯)
Y1 f2(x¯)
b1.
Condition (9) implies that (φ2)x¯−1 (u) = L2(u) · ε2(u), where ‖ε2(u)‖/‖u‖ → 0 as u → 0. Setting L1 = ∇H f1(x¯), differentiabil-
ity of g1 at zero yields
g1(x) − g1(0) = L1(x) + ε1(x),
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g1
(
u · (φ2)x¯−1(u)
)− g1(0) = L1(u · (φ2)x¯−1(u))+ ε1(u · (φ2)x¯−1(u))
= L1(u) + (L1 ◦ L2)(u) + L1
(
ε2(u)
)+ ε1(u · (φ2)x¯−1(u))
= L1(u) + (L1 ◦ L2)(u) + o(u)
= η′Y2 f1(x¯) − η′ Y2 f2(x¯)
Y1 f2(x¯)
Y1 f1(x¯) + o
(∥∥η′w + τ ′e3∥∥), (10)
where ‖o(u)‖/‖u‖ → 0 as u → 0, since ‖ε1(u · (φ2)x¯−1 (u))‖/‖u‖ → 0 as u → 0. This proves the Taylor expansion (7). 
Corollary 3.2 (Directional derivatives). Under the assumptions of Theorem 3.1, we have that f1 ◦ Φ2 is partially differentiable at n¯
along z¯ = b2 + 2η¯1(detC)e3 ∈ N and there holds
∂z¯( f1 ◦ Φ2)(n¯) = − 1Y1 f2(x¯) det
(
Y1 f1(x¯) Y2 f1(x¯)
Y1 f2(x¯) Y2 f2(x¯)
)
. (11)
Proof. The idea is of restricting the expansion (7) to the set of points n = ηb2 + τe3 such that the corresponding change of
variable η′b2 + τ ′e3 = τx¯−1 (ηb2 + τe3) satisﬁes τ ′ = 0. We wish to read this constraint with respect to the initial variables
(η, τ ), where n = ηb2 + τe3. Recall that the change of variable u = η′b2 + τ ′e3 = τx¯−1 (n) gives{
η′ = η − η¯2,
τ ′ = τ − τ¯ − 2ηη¯1 det(C) + η¯1η¯2 detC .
Then our constraint τ ′ = 0, yields
τ = τ¯ + 2ηη¯1 det(C) − η¯1η¯2 detC
= τ¯ + 2(η − η¯2)η¯1 det(C) + η¯1η¯2 detC
= τ¯ + 2η′η¯1 det(C) + η¯1η¯2 detC .
Then we get a line l(η′) in N of coordinates{
l1
(
η′
)= η′ + η¯2,
l2
(
η′
)= τ¯ + 2η′η¯1 det(C) + η¯1η¯2 detC . (12)
The equation n¯ · v¯ = x¯ yields n¯ = η¯2b2 + τ¯1e3 = η¯2b2 + (τ¯ + η¯1η¯2 detC)e3, then
l2
(
η′
)= τ¯1 + 2η′η¯1 detC .
It follows that l can be written as follows
l
(
η′
)= (η¯2 + η′)b2 + (τ¯1 + 2η′η¯1 detC)e3,
where l(0) = n¯. Thus, due to expansion (7), we can establish
f1 ◦ Φ2
(
l
(
η′
))− f1 ◦ Φ2(l(0))= − η′
Y1 f2(x¯)
det
(
Y1 f1(x¯) Y2 f1(x¯)
Y1 f2(x¯) Y2 f2(x¯)
)
+ o(η′),
that leads us to the conclusion. 
In the next theorem, we identify N with R2, through the isomorphism (η, t) → ηb2 + te3.
Theorem 3.3 (Chain rule). Let I and J be two open intervals such that I × J ⊂ BNn0,s and deﬁne [a,b] ⊂ I . Let τ ∈ C1([a,b], J ) be any
characteristic of
∂
∂η
ϕ2 + det(C) ∂
∂t
(
ϕ22
)= −Y2 f2(Φ2(ηb2 + te3))
Y1 f2(Φ2(ηb2 + te3)) . (13)
If γ (η) = ηb2 + τ (η)e3 , then the composition f1 ◦ Φ2 ◦ γ is everywhere differentiable and
d
dη
( f1 ◦ Φ2 ◦ γ )(η) = − 1
Y1 f2(Φ2 ◦ γ )(η) det
(
Y1 f1(Φ2 ◦ γ (η)) Y2 f1(Φ2 ◦ γ (η))
Y1 f2(Φ2 ◦ γ (η)) Y2 f2(Φ2 ◦ γ (η))
)
. (14)
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rem 3.1, we ﬁx η¯2 ∈ [a,b],
γ (η¯2) = n¯ = η¯2b2 + τ¯1e3 and τ (η¯2) = τ¯1.
Taking into account the constraint x¯ = n¯ · v¯ , we get
x¯ = (η¯2b2 + τ¯1e3) · (η¯1b1) = η¯1b1 + η¯2b2 + (τ¯1 − η¯1η¯2 detC)e3,
where η¯1 = ϕ2(n¯). It follows that
τ¯ = τ¯1 − η¯1η¯2 detC . (15)
In view of expansion (7), we get
f1 ◦ Φ2
(
γ (η)
)− f1 ◦ Φ2(n¯2) = − (η − η¯2)
Y1 f2(x¯)
det
(
Y1 f1(x¯) Y2 f1(x¯)
Y1 f2(x¯) Y2 f2(x¯)
)
+ o(∥∥(η − η¯2)w + τ˜ (η)e3∥∥),
where the change of variable (8) gives τ˜ (η) = τ (η) − τ¯ − 2ηη¯1 detC + η¯1η¯2 detC , then
τ˜ (η) = τ (η) − τ¯1 − 2(η − η¯2)ϕ2
(
γ (η¯2)
)
detC, (16)
as a consequence of (15). Hence differentiability follows if we show that |τ˜ (η)| = O (|η − η¯2|2). Then we consider
τ (η) − τ¯1 − 2(η − η¯2)ϕ2
(
γ (η¯2)
)
detC = 2detC
η∫
η¯2
(
ϕ2
(
γ (s)
)− ϕ2(γ (η¯2)))ds. (17)
Due to [1] and [3], ϕ2 is a distributional solution of (13), hence Theorem 2.2 shows that ϕ2(s, τ (s)) is continuously differ-
entiable on [a,b]. Then (17) leads us to the conclusion. 
4. Selecting a ﬂow of a continuous vector ﬁeld
In the next theorem we study the level set of a continuous function, assuming a strict monotonicity on a family of curves
that are solutions to a continuous ODE. Here the main point of the proof is that solutions are not unique.
Theorem4.1. Let A ⊂ R2 be an open set with (0,0) ∈ A and let h : A → R be continuous. Let F : A → R be continuous, let F (0,0) = 0
and assume that each solution τ : I → R of
τ˙ (η) = h(η,τ (η)), (18)
whose graph is contained in A, has the property that η → F (η, τ (η)) is strictly increasing on the compact interval I . Then there exists
a compact neighborhood of the origin U ⊂ A and an injective continuous curve ζ : [0,1] → U such that
ζ
([0,1])= U ∩ F−1(0). (19)
Proof. Let a,b > 0 and let R = [−a,a] × [−b,b] be contained in A, set M = maxR |h| and δ = min{a, b2M }. If |τ (0)|  b/2,
then we have at least one solution τ of (18) deﬁned on Iδ = [−δ, δ], whose graph is contained in [−a,a] × [−b,b]. Let τ¯
and τˆ be, respectively, the inﬁmum and the supremum of the solutions of (18) satisfying τ (0) = 0. Then τ¯ and τˆ solve (18)
and satisfy
τ¯  τˆ on Iδ and τ¯ (0) = τˆ (0) = 0.
Since F (0,0) = 0 and both η → F (η, τ¯ (η)), η → F (η, τˆ (η)) are strictly increasing, whenever η ∈ (0, δ] we have
F (η, τ¯ (η)) > 0 and F (η, τˆ (η)) > 0 and for every η ∈ [−δ,0) we have F (η, τ¯ (η)) < 0 and F (η, τˆ (η)) < 0. We denote by
τ− and τ+ two solutions of (18) on Iδ satisfying
τ+(0) = +b/2, τ−(0) = −b/2, and τ−  τ¯  τˆ  τ+ on Iδ.
Let us now apply Lemma 4.2 and then ﬁnd two continuous and nondecreasing one-parameter families of solutions to (18),
τμ and τν deﬁned on [μˆ,μ+] and [ν−, ν¯] that connect τˆ to τ+ and τ− to τ¯ , where
μˆ =
∫
τˆ , μ+ =
∫
τ+, ν− =
∫
τ−, ν¯ =
∫
τ¯ .Iδ Iδ Iδ Iδ
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such that for ξ ∈ [ν0, ν¯] ∪ [μˆ,μ0], we have
F
(−δ, τξ (−δ))< 0< F (δ, τξ (δ)).
By strict monotonicity of η → F (η, τξ (η)), for all ξ ∈ [ν0, ν¯] ∪ [μˆ,μ0], it follows that there exists a unique point ζ =
ζ(ξ) ∈ R2 on the graph of τξ such that F (ζ(ξ)) = 0. Uniqueness of ζ(ξ) and the continuity of ξ → τξ ∈ C(Iδ, [−b,b]) imply
the continuity of
[ν0, ν¯] ∪ [μˆ,μ0]  ξ → ζ(ξ) ∈ Iδ × [−b,b].
Let us check that for all ν ∈ [ν−, ν¯[, we have τν(0) < τ¯ (0) = 0. The construction of τν in Lemma 4.2 gives
ν =
∫
Iδ
τν <
∫
Iδ
τ¯ = ν¯ and τν  τ¯ ,
hence τν = τ¯ . From minimality of τ¯ , it follows that τν(0) < τ¯ (0) = 0. One argues in a similar way to get τμ(0) > τˆ (0) = 0
for all μ ∈]μˆ,μ+]. This proves that τν0(0) < 0 < τμ0(0). Continuity of both τν0 and τμ0 implies that the compact set
U = {(η, τ ) ∈ R2: η ∈ Iδ, τν0(η) τ  τμ0(η)}
is a neighborhood of (0,0). Take any point (η0, τ0) ∈ U and assume that
τ¯ (η0) τ0  τˆ (η0).
If η0 = 0, then (η0, τ0) = (0,0) is a zero of F . If η0 > 0, we can choose a maximal solution y of (18) on some open
interval J =]α,β[ such that y(η0) = τ0. By maximality of y, if β  δ, then there exists ε > 0 such that y(t) < τ¯ (t) for
all t ∈ [β − ε,β[. Then max{y(t), τ¯ (t)} = τ¯ (t) for all t ∈ [β − ε,β[, therefore this function is a solution to (18) that can be
extended to ]max{α,−δ}, δ]. We argue in a similar way in the case −δ  α, hence max{y(t), τ¯ (t)} is well deﬁned on Iδ and
satisﬁes (18). Now, we set τ˜ = min{τˆ ,max{y, τ¯ }}. We observe that τ˜ is still a solution of (18) and clearly τ˜ (η0) = τ0 and
τ¯  τ˜  τˆ . Since τ˜ (0) = 0 and η → F (η, τ˜ (η)) is strictly increasing, we have F (η0, τ˜ (η0)) = F (η0, τ0) > 0. If η0 < 0, then
one argues in the same way getting F (η0, τ0) < 0.
By construction of ζ , we observe that ζ : [ν0, ν¯] ∪ [μˆ,μ0] → U and also
ζ
([ν0, ν¯] ∪ [μˆ,μ0])⊂ U ∩ F−1(0).
Let us now pick (η0, τ0) ∈ U ∩ F−1(0). If (η0, τ0) = (0,0), then it coincides with both ζ(ν¯) and ζ(μˆ), so that we can assume
(η0, τ0) = (0,0). The previous arguments imply that either τ0 < τ¯(η0) or τ0 > τˆ(η0). Let us consider for instance the case
τ0 > τˆ(η0). Since (η0, τ0) ∈ U , we have
τμˆ(η0) = τˆ (η0) < τ0  τμ0(η0),
hence the number
μ1 = inf
{
μ ∈ [μˆ,μ0]: τμ(η0) τ0
}
is well deﬁned and by continuity of μ → τμ(η0), we get
μˆ < μ1 μ0 and τμ1(η0) τ0.
By contradiction, if we had τμ1 (η0) > τ0, again continuity of μ → τμ(η0) would contradict the deﬁnition of μ1 giving
μ′1 ∈]μˆ,μ1[ such that τμ′1 (η0) > τ0. This shows that τμ1 (η0) = τ0, hence we have η0 ∈ Iδ such that F (η0, τμ1 (η0)) = 0, by
the strict monotonicity of η → F (η, τμ1 (η)) we must have
ζ(μ1) =
(
η0, τμ1(η0)
)= (η0, τ0).
We have proved that (η0, τ0) ∈ ζ([ν0, ν¯]∪ [μˆ,μ0]). Clearly, in the case τ0 < τ¯(η0) the same previous argument holds, hence
leading us to the equality
ζ
([ν0, ν¯] ∪ [μˆ,μ0])= U ∩ F−1(0).
Since ζ(ν¯) = ζ(μˆ) = (0,0), an elementary change of variable allows us to assume that ζ : [0,1] → U ∩ F−1(0) is a surjective
continuous curve. To conclude, we have to show that ζ can be reparameterized as an injective, continuous curve. We just
notice that ζ(ξ1) = ζ(ξ2) implies ζ(ξ) = ζ(ξ1) for all ξ1  ξ  ξ2 due to monotonicity of ξ → τξ in the sense of Lemma 4.2.
This property of ζ corresponds to the fact that all of its preimages are intervals. It is an elementary fact to notice that this
property gives the existence of an injective continuous reparametrization of ζ . 
The proof of the previous theorem requires the following lemma, that we have not found in the existing literature on
ODEs and that has been kindly pointed out to us by P. Majer.
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(18) deﬁned on I , whose graphs are contained in I × J and such that τ−  τ+ on I . Then deﬁning the numbers
μ− =
∫
I
τ−(η)dη and μ+ =
∫
I
τ+(η)dη,
there exists a continuous curve [μ−,μ+]  μ → τμ with respect to the L∞-norm on the space of solutions to (18) deﬁned on I , such
that τμ− = τ− and τμ+ = τ+ . Moreover, τ satisﬁes
(1) if μ1 μ2 , then τμ1  τμ2 on I ,
(2)
∫
I τμ(η)dη = μ for all μ ∈ [μ−,μ+].
Proof. Set R = I × J and let S be the family of solutions to (18), deﬁned on I such that τ−  τ  τ+ . Clearly, the graph of
solutions of S is contained in R . Now, for any couple of solutions α,β ∈ S such that α  β on I we introduce the set
I(α,β) = {y ∈ S: α  y  β on I}.
We ﬁrst notice that for every τ1, τ2 ∈ S such that τ1  τ2 on I the family I(τ1, τ2) is connected. Taking into account that
each τ ∈ S has a Lipschitz constant less than or equal to M = maxR |h(η, τ )|, then the proof of connectedness follows the
same arguments used to prove connectedness of the interval. For the sake of the reader, we sketch here a few details.
By contradiction, let C1 and C2 be disjoint nonempty compact sets of S such that I(τ1, τ2) ⊂ C1 ∪ C2 and C1 does not
contain τ2. Let ρ1(η) = supτ∈C1 τ (η) be the upper envelope of C1. Taking into account that the pointwise maximum of two
solutions is still a solution, one can ﬁnd a converging sequence of solutions in C1 that restricted on a dense subset of I
pointwise converge to ρ1. This shows that ρ1 ∈ C1. Similarly, we set
ρ2(η) = inf
τ∈C2∩I(ρ1,τ2)
τ (η)
and observe that it belongs to C2 ∩ I(ρ1, τ2). Clearly, the lower envelope ρ2  ρ1 cannot coincide with ρ1, since ρ1 ∈ C1.
Then there exists a ∈ I where ρ1(a) < ρ2(a) and one can ﬁnd a solution τ0 of S that satisﬁes ρ1(a) < τ0(a) < ρ2(a). We
deﬁne
τ¯ = max{ρ1,min{τ0,ρ2}}
that is clearly still a solution of (18), satisﬁes ρ1  τ¯  ρ2 and τ¯ (a) = τ0(a). In particular, τ¯ ∈ I(τ1, τ2) and it differs from
both ρ1 and ρ2. This leads us to a contradiction with the inclusion I(τ1, τ2) ⊂ C1∪C2. In view of connectedness of I(τ1, τ2),
we have{∫
I
τ : τ ∈ I(τ1, τ2)
}
=
[∫
I
τ1,
∫
I
τ2
]
. (20)
The previous property, through a dyadic construction allows us to obtain a continuous section of the function L : I(τ−,
τ+) → [μ−,μ+], deﬁned as L(τ ) =
∫
I τ (η)dη. We ﬁrst choose μ1,1 = μ−+μ+2 , then thanks to (20) we select τμ1,1 ∈
I(τ−, τ+) such that∫
I
τμ1,1 = μ1,1.
We then proceed on the two subintervals [μ−,μ1,1] and [μ1,1,μ+], selecting their middle points μ2,1 and μ2,2, respec-
tively, and choosing τμ2,1 and τμ2,2 satisfying
τ−  τμ2,1  τμ1,1 , τμ1,1  τμ2,2  τ+ and
∫
I
τμ2,i = μ2,i for i = 1,2.
Iterating this procedure, we get a nondecreasing mapping ν → τν deﬁned on a dense subset of [μ−,μ+], taking values in
I(τ−, τ+). For every μ ∈ [μ−,μ+], we deﬁne the extension
τμ(η) = lim
ν→μ−
ν dyadic
τν(η)
for all η ∈ I . Compactness of I(τ−, τ+) makes pointwise converging sequences into uniform converging sequences, up to
subsequences. Then [μ−,μ+]  μ → τμ ∈ I(τ−, τ+) is clearly a continuous section of L and satisﬁes the claimed proper-
ties. 
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z ∈ A. Assume that each solution τ : I → R of
τ˙ (η) = h(η,τ (η)), (21)
whose graph is contained in A, has the property that η → F (η, τ (η)) is strictly increasing on the compact interval I . Then there exists
a compact neighborhood U ⊂ A of z and an injective continuous curve ζ : [0,1] → U such that
ζ
([0,1])= U ∩ F−1(0). (22)
Proof. One simply applies Theorem 4.1 to the functions F˜ , h˜ : A˜ → R, where A˜ = A − z and F˜ (x) = F (x+ z), h˜(x) = h(x+ z)
for all x ∈ A˜. Clearly, (0,0) ∈ A˜, F˜ (0,0) = 0 and h˜, F˜ are continuous on A˜. Let I  t → (t, y(t)) ∈ I × J ⊂ A˜ be any solution of
y˙(t) = h˜(t, y(t)) for all t ∈ I.
Then we set z = (z1, z2) and consider τ : I + z1 → J + z2 by (η, τ (η)) = (η, z2 + y(η − z1)) ∈ A and observe that
τ˙ (η) = y˙(η − z1) = h˜
(
η − z1, y(η − z1)
)= h(η,τ (η)),
hence η → F (η, τ (η)) = F˜ (η − z1, y(η − z1)) is strictly increasing and so is t → F˜ (t, y(t)). We are in the position to apply
Theorem 4.1, that provides us a compact neighborhood U˜ of the origin and a continuous injective curve ζ : [0,1] → U˜ such
that U˜ ∩ F˜−1(0) = ζ˜ ([0,1]). Setting U = U˜ + z and ζ = ζ˜ + z, our claim follows. 
5. Proof of Theorem 1.1 and remarks on regularity
Collecting all of the results in the previous sections, we are now able to prove Theorem 1.1. By deﬁnition of H-regular
surface, Σ1, Σ2 can be represented in an open set Ω containing x0 as zero level set of f ∈ C1(Ω,R2), where f = ( f1, f2)
and the horizontal gradients ∇H f1 and ∇H f2 are everywhere nonvanishing. We also have that they are linearly independent
at x0. This follows by the deﬁnition of horizontal normal and the fact that horizontal normals of Σ1 and Σ2 are linearly in-
dependent at x0. By continuity, we can further assume that ∇H f1 and ∇H f2 are linearly independent on Ω , up to shrinking
the open set Ω around x0. Then we can write
Σ1 ∩ Σ2 ∩ Ω = f −1(0).
We now ﬁx a direction Y1 = c11X1 + c21X2 such that Y1 f2(x0) = 0 and deﬁne b1 = c11e1 + c21e2. This allows us to assume
the conditions understood in Section 3. Recall that N is a vertical subgroup with orthonormal basis (b2, e3) and such that
H ⊕ N = H, where H = span{b1}. We also recall that the implicit function theorem of [6] yields Φ2 : BNn0,s → BNn0,s · BHv0,r ,
Φ2(n) = n · φ2(n) ∈ f −12 (0) for all n ∈ BNn0,s , with φ2 : BNn0,s → BHv0,r . In addition, the everywhere surjectivity of ∇H f on Ω
implies that
det
(
Y1 f1(x) Y2 f1(x)
Y1 f2(x) Y2 f2(x)
)
= 0 (23)
for all x ∈ Ω , since Y2 = c12X1 + c22X2 and (Y1, Y2) are everywhere linearly independent. According to the framework of
Section 3, we can also assume that Y1 f2 is everywhere nonvanishing on BNn0,s · BHv0,r . Let us denote the open set BNn0,s · BHv0,r
by Ω˜ ⊂ Ω , hence
Σ1 ∩ Σ2 ∩ Ω˜ =
{
Φ2(n) ∈ Ω˜ ∩ Σ2: n ∈ BNn0,s and f1
(
Φ2(n)
)= 0}.
Let n0 = η0b2 + τ0e3 ∈ N and let us identify BNn0,s ⊂ N with an open set A of R2 by the basis (b2, e3) of N . Then we
set F = f1 ◦ Φ2 : A → R and observe that F (η0, τ0) = 0. Let us now consider any characteristic τ of (13) whose graph is
contained in A. We have that
τ˙ (η) = 2det(C)ϕ2
(
η,τ (η)
)
.
As a consequence of Theorem 3.3, it follows that F (η, τ (η)) is differentiable and
d
dη
F
(
η,τ (η)
)= − 1
Y1 f2(Φ2(η, τ (η)))
det
(
Y1 f1(Φ2(η, τ (η))) Y2 f1(Φ2(η, τ (η)))
Y1 f2(Φ2(η, τ (η))) Y2 f2(Φ2(η, τ (η)))
)
= 0,
whenever (η, τ (η)) ∈ A. Notice that the previous derivative does not vanish, due to (23). Up to exchanging the sign of F ,
we have proved that η → F (η, τ (η)) is strictly increasing and we can apply Corollary 4.3 with h = 2det(C)ϕ2. Then we get
a compact neighborhood U ⊂ A of n0 such that U ∩ F−1(0) is the image of an injective continuous curve ζ : [0,1] → U .
Finally, we set O = U · BHv0,r ⊂ Ω˜ and observe that
Σ1 ∩ Σ2 ∩ O =
{
Φ2
(
ζ(ξ)
) ∈ O : ξ ∈ [0,1]}.
Setting Γ = Φ2 ◦ ζ , the previous equality concludes the proof.
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In analogy with intrinsic cones of [8], associated to a semidirect factorization of Hn , we introduce similar cones in H,
although there is no semidirect factorization. Recall the canonical decomposition associated to any element x = x1 + x2 ∈ H,
where x j ∈ H j and j = 1,2. The difference with respect to a semidirect factorization is that here H1 is not a subgroup.
Given α, r > 0 and p ∈ H, we deﬁne the (intrinsic) closed cone with base H2, axis H1, width r > 0 and opening α > 0 as
Cr(α) =
{
x ∈ H: ‖x2‖ α ‖x1‖ α r
}
.
Notice that the deﬁnition of homogeneous norm (3) gives ‖x1‖ = |x1| and ‖x2‖ = √|x2|. The closed cone with vertex p is
the translated cone
Cr(p,α) = p · Cr(α).
A set S ⊂ H has the cone property if for every p ∈ S we can ﬁnd a neighborhood U of p such that for all α > 0 there exist
r > 0, depending on α and U , such that for all x ∈ U ∩ S there holds
S ∩ Cr(x,α) = {x}. (24)
It is easy to observe that any level set of f ∈ C1(Ω,R2), where ∇H f is everywhere surjective has the cone property. In fact,
let p ∈ f −1(z) and let δ > 0 and ωp be as in Lemma 2.1. By surjectivity, we can make δ small such that
λ = min
x′∈Dp,δ
v∈H1, |v|=1
∣∣∇H f (x′)(v)∣∣> 0.
Then for any x, y ∈ Dp,δ/2 ∩ f −1(z) we have
λ|y1 − x1|
∣∣∇H f (x)(x−1 · y)∣∣ωp(∥∥x−1 · y∥∥)∥∥x−1 · y∥∥. (25)
Let α > 0 and set 0 < ε < λ/(α + 1). Let tε > 0 be such that sup0stε ωp(s) < ε and tε < δ/4. Thus, for every x ∈ Dp,δ/4 ∩
f −1(z) and y ∈ Dx,tε ∩ f −1(z) \ {x}, as a consequence of (25) we get
|y1 − x1| < 1
α
√∣∣(x−1 · y)2∣∣,
where x−1 · y = (x−1 · y)1 + (x−1 · y)2 and (x−1 · y) j ∈ H j . Finally, deﬁning r = tε/max{1,α}, we have proved that Cr(x,α)∩
f −1(z) = {x}.
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