In this paper, we propose an illumination normalization approach, which apparently improves the face recognition accuracy in outdoor environments. The proposed approach computes the frequency variability and reflection direction on local face regions where the direction of the light source is unknown. It effectively recovers the illumination on a face surface. Majority of conventional approaches needs constant albedo coefficients as well as known illumination source direction to recover the illumination. Our novel approach computes unknown reflection directions by using spatial frequency components on salient regions of a face. The method requires only one single image taken under any arbitrary illumination condition where we do not know the light source direction, strength, or light sources. The method relies on the spatial frequencies and does not need to use any precompiled face model database. It references the nose tip to evaluate the reflection model that contains six different reflection vectors. We tested the proposed approach by still images from major face databases and conducted testing by using video images from an IP camera placed in outdoor. The efficiency of the Ayofa-filter was tested by both holistic-based approaches and feature-based methods. We used principal component analysis (PCA) and linear discriminant analysis (LDA) as holistic methods and used Gabor-wavelets and active appearance model (AAM) as feature-based methods. The error rates obtained after the illumination-normalization show that our novel method significantly improves the recognition ratio with these recognition methods.
Introduction
In recent years, face recognition in outdoor environments has been great interest among researchers because of the increasing demand on face recognition for public security. So far, many papers have been published and some of the effective algorithms have been commercialized. Although most of them give satisfactory results in indoor environments, they suffer from high misrecognition rates in outdoor environments [29] . Face recognition techniques are not steady in outdoor environments due to the complexity of the real world situations. Some surveys were conducted to address these problems caused by nonlinearly changing outdoor environments [2, 3] . Some problems presented in these reports are illumination, face pose, expression, occlusion, aging, natural changes, race difference, distortions during enrollment or recognition and hardware factors. Among them, the illumination problem has always been the most important issue.
In the past decades, a significant effort has been devoted to address the illumination issue. Zou and Kittler [26] reported different illumination normalization techniques such as photometric techniques, subspace techniques and frequency transformation techniques. They also investigated an albedo technique published by Belhumeur et al. [16] . Belhumeur used a prior condition in which the number of reflections should be known initially. This is not possible to determine the number of reflections in real world conditions since light intensity is always different in outdoor environments. Furthermore, the direction of light frequently changes by sunlight, by weather conditions, by human factors and by the condition of the environment.
Biswas et al. [4] introduced an estimation method of albedo as an alternative to Belhumeurs technique. His approach is capable to estimate the illumination direction. However, cast shadows cause the failure of albedo computation in his method. In addition, his method strongly depends on the accuracy of the face landmark detection. Thus, a small detection error on even one landmark point significantly increases the illumination normalization error. Zhang et al. [5] proposed a face recognition, which reports high performance under arbitrary unknown illumination conditions by using spherical harmonics representation. He estimates the spherical harmonic basis images from one frontal image taken under an arbitrary illumination condition. In his method, a face illumination database set was generated by using frontal images and the statistics of spherical images in cartesian space were computed. The accuracy of his method depends on the landmark accuracy. Furthermore, his illumination estimation depends on the quality of the illumination database. Normally, a database, which covers all the illumination conditions, is not easy to collect. Lee et al. [6] approached the illumination problem by using linear superposition of images without considering landmark points. The advantage of this method is that neither does it require 3D model of faces as in the spherical harmonics approach [5] nor does it need any illumination database training. Nonetheless, if the images are taken under extreme illumination conditions, the approximation error becomes high. Moreover, the problems turn into even more difficult to handle if there are cast shadows and partial occlusions. Chen et al. [7] proposed logarithmic total variation (LTV) to overcome extreme illumination conditions. LTV is used to remove larger scale lighting fields and it keeps the small-scale facial features. However, LTV causes high false acceptances in face recognition by causing deformations under severe illumination conditions.
There are more works such as illumination cone methods [8, 9] , spherical harmonic based representations [12, 13, 14] which perform better than LTV. Georghiades et al. [8] showed that the illumination cones of human faces can be approximated well by low dimensional linear subspaces. Therefore, the set of face images in fixed pose but under different illumination conditions can be efficiently represented using an illumination cone. However, illumination cone approaches are expensive methods in computation and they need more than one image to normalize the illumination. Spherical harmonic based representations are faster than Illumination cone methods but they are not effective techniques under partial lights that frequently happen in outdoor environments. Basri and Jacobs [30] proposed that the set of images of a convex Lambertian object obtained under a variety of lighting conditions could be approximated by using linear subspace that is formed by harmonic images. However, this method requires knowledge of the objects surface normals and albedos before the harmonic subspace can be computed. To overcome this, Feng et al. [12] proposed an algorithm for estimating the illumination parameters. It includes the direction and strength of a point light source and strength of the ambient illumination for an illumination model consisting of one point 2 light source and ambient illumination. He projects the images into an analytical subspace and estimates the illumination from these projected coefficients using a nonlinear least-squares method. The estimated error of the light direction increases when the ambient lights are on.
Okabe et al. [13] proposed a different approach to recover the illumination under ambient lights and cast shadow. He compared the results of spherical harmonics and haar wavelets to calculate the inverse lighting. However, he did not consider the cast-shadow effects. To recover it, Adini et al. [14] used an illumination database of faces, in which each of the imaging conditions was controlled. The distances between the pairs of images of different people were computed and compared with the distances of images of the same face in a different viewing condition. He extracted the edge map of an image by filtering with 2D Gabor features. All of the above representations were also followed by a log function to generate additional representations. However, the recognition experiment on a face database with lighting variation indicated that none of his representations is sufficient by itself to overcome image variation due to the change of the illumination direction.
Hadjidemetriou [17] proposed a multiple histogram approach, which does neither require a constant light source nor needs an illumination database. He calculated the image histogram for different resolutions of a face image by using Gaussian filters. He used the features of Gaussian filters and combined image intensity information with spatial information. He used the features directly to acquire the intensity information. However, intensity information does not always provide accurate results in outdoor environment since the illumination causes different reflections from the part to part. If the light is equally distributed to the face surface and if the whole face image is dark or bright, the method of Hadjidemetriou works well. This is simply not realistic in outside since the light comes from many different directions. Xie et al. [28] proposed an effective illumination correction methodology. He assumes that a face is a lambertian surface. Based on this, he measures the albedo on each image pixel (x,y). He normalizes the illumination by estimating the albedo. He estimates the albedo by computing the light intensity. Although his method is based on simple arithmetic calculations, it overperforms the method of Hadjidemetriou [17] . However, his approach needs a fix light source to estimate the albedo. In our method, Ayofa-filter does not need to know any light direction. We extract the features from a face, calculate the albedo by estimating the light direction, and finally reconstruct the face model. Matsushita et al. [22] focused on removing the cast shadow effect by using the illumination eigenspaces. Eigenspaces contain a previously constructed database set and image sequence information, which have similar structure with Adini et al. [14] . In his method, scene must be constant and camera must be set to a fixed location. Blanz [27] solved these limitations by using a morphable 3D model. The 3D morphable model describes the shape and texture of face separately based on the eigenfaces of the shape and texture obtained from a database of 3D scans. His algorithm works well across pose and illumination but the computational expense is quite high. Gross et al. [25] proposed an anisotropic diffusion based normalization technique. By using a single brightness image, his technique estimates the illumination field and then they compensate the illumination to recover the scene reflectance. He applies a smoothness constraint to the image. He claims that his technique does neither require any training steps nor require the knowledge of 3D face models nor the reflective surface models. Although his method removes the significant illumination changes, significant amount of shadow remains. In addition to this, the method does not deal with cast-shadow. Therefore, it is not efficient to use in outdoor illumination.
In this paper, we propose a novel feature based illumination normalization approach by using Ayofa-filters. Estimation of Albedo is frequently used with shape from image shading (SFS) [10, 15] . We propose a different approach to find the amount of reflection to remove the illumination effects on a face surface. We segment the face area into nine parts before the feature extraction. The segmentation is important since the illumination in small image regions is more homogeneous. If we divide the face image into smaller regions and use a different set of filter parameters for each region, it is expected that the overall estimation error to be smaller than processing the whole face. However, there are other problems, which arise in this case. One of them is the interpolation problem and another problem is the pixel saturation problem. If the majority of the pixels in an arbitrary region has saturated due to the heavy illumination such as direct sunlight or strong light from background, the features obtained from the region are distorted heavily. To avoid such problems, we first process the face by using nonlinear intensity filtering and then extract the face features by using Gabor filters. Based on the features, we estimate the reflection direction by measuring the amplitude of Ayofa vectors. We interpolate the face after correcting the illumination. The efficiency of the method mostly depends on the Ayofa-filter parameter selection. Serrano et al. [19] introduced a similar method to Ayofa-filter by using Gabor jets. However, he used Gabor features only for face recognition. We use Gabor decomposition technique to compute Ayofa-filter. Ayofa-filter parameters are wavelength, orientation, scale, filter window size, tilt, and illumination slant.
Finally, we tested the methodology with principal component analysis (PCA), linear discriminant analysis (LDA), Gabor wavelets and active appearance model (AAM) methods to see the performance of the proposed system. In addition to this, we compared the proposed illumination technique with multiscale retinex algorithm(MSR), self-quotient image(SQI) and isotropic smoothing methods. To make a fair comparison, we remove the first few components of the PCA. The first three components of PCA components contain illumination details [1, 18] and a small change in illumination causes large changes in PCA components. Finally, we got that the error rates obtained after the proposed illumination-normalization improved significantly. This paper is organized as follows: in Section 2, we explain our Ayofa-filter design and its parameter selection. In Section 3, we give the experimental results by using images selected from ARFace-DB, FRGC-DB, CMU-PIE-DB, YaleE-DB. Experimental results based on outdoor conditions are also presented in this section. In Section 4, we summarize and conclude the paper. A face is marked by five points automatically. These five points contain two eyes, nose tip and the corners of the mouth as seen in Fig.1(a) . A pre-trained cascade detects the center of two eyes, nose tip and mouth corners. There is no human action to do any manual input. In Fig.1(b) , horizontal lines show the landmark lines and vertical lines show the eye centers. Based on the points, the face is segmented into nine parts inside the inner-face area in Fig.1 
The Theory and Computation of the Ayofa-Filter

Image Preparation
(c).
There are some recent research studies, which use some different methods by dividing the face area into 8 parts or 16 parts or 64 parts to normalize the illumination. The more face area is divided into parts, the more processing power is needed. Our purpose is to introduce a method, which runs fast and still provides high accuracy when using megapixel images. The nine-part division is decided empirically. More divisions increase the normalization performance slightly but the speed becomes slow. For example, performance is 2% better with 20% speed degradation if 16-division is used and performance is 5% better with 40% speed degradation if the number of division is 64. More detailed indication is given in Table 1 . In Table 1 , different face partitions are investigated and their speed-accuracy relations are given. ARFace-DB images are used during the accuracy measurements.
We decided that nine-part division (3x3) is optimal in terms of speed and accuracy trade-off. The only disadvantage of nine-part division is that we cannot perfectly eliminate the background effects during the illumination normalization. If a strong light comes from the back, the face boundary is distorted. The distortion sometimes causes misrecognition. We prevent such misrecognitions by cutting the face area smaller. However, the smaller face cut leads to performance degradation. Partitioning the face smaller than the nine parts degrades the speed but increases the accuracy. Partitioning the face into 81 equal parts gives the best accuracy with 65% speed degradation. Further partitioning decreases the performance. Since the proposed method is for outdoor use, the speed is important. We selected 3x3 partitioning as we considered the best speed and accuracy tradeoff. Rather than using a fixed partitioning, a new scheme in which face image is divided into 3x3, 5x5 and 9x9 blocks and "vote" on the best overall interpretation can be employed. Although this increases the accuracy, the processing time increases. Downscaling the face image by keeping 3x3 partitioning is another scheme to try. Downscaling the face image does not affect the speed. However, it destroys some of the important face features and it leads higher equal error rate.
The estimation of reflection requires that face be not affected by a spotlight from the middle of the face. Another assumption is that the light comes from any of the eight directions as shown in Fig.1(c) . In addition to these D1∼D8, there are also harmonic light effects. Harmonic lights are the second and third reflections from face normal. The harmonic illumination effects are taken into account in this paper.
Before the Gabor decomposition, five points from a face are automatically detected. These points are used to normalize the face to 100x100 pixels. Five-point normalization is important for accurate normalization since face shape should not be distorted when face is normalized. Furthermore, nose point gives us information about the pose orientation of the face. Pose orientation is used for the decision of the Ayofa-filter parameters. Based on the five points, face is divided into the nine parts. Ayofa-filters are applied to each segmentation area in clockwise direction and are implemented in three parts. The first part does the contrast filtering to remove the DC components of the illumination. The second part of the filter extracts the face features. The last part does the normalization of the illumination and finally, face is reconstructed by a linear interpolation technique.
Let I(x, y) be the normalized face image. Let i w be the face image width i h , be the face image height, r w be the rectangle width of each segmentation area, r h be the rectangle height of each segmentation area. Let Er x be right eye x coordinate and El x be the left eye x coordinate, ml y be the left mouth y coordinate.
where x 1 is the width of the rectangle area from the top left of the face, x 2 is the distance between eyes which is also width of the middle rectangle and x 3 is the width of the rectangle area from the top right of the face. y 1 is the y coordinate of x 1 , y 2 is the height of x 2 and y 3 is the height of x 3 .
Ayofa-Filter Design
Ayofa-filter schematic diagram is given below. In Fig.2 , face normalization process contains face gray-scaling, resizing, cutting, and tilt-angle correction. Each segment of the face is processed by a nonlinear intensity filter (NIF). This module cuts the high frequency components of the raw image data and corrects the light intensity. NIF is computed by the following equation.
where I(x, y) is the raw input image data, ϕ j is a bandpass filter and υ j is the low pass filter. j shows the sampling frequency which changes between 0 ∼ 2π . Maximum frequency is the frequency value which both bandpass and low pass filters are limited by maximum frequency.
The resulting data is processed by Gabor decomposition. Fig.3(a) shows some Gabor filters that are used for Gabor decomposition. Fig.3(b) is the Gabor waveform. The middle part is weighted. Filters extract the global texture features from the target face object. The selection of the scale and orientation is decided by a stochastic generic algorithm. The spatial features are used to compute the illumination reflection.
It is important what parameters should be used and where the filters must be applied on the face area. To find answer to these, the light directions are computed for each direction (D1 ∼ D8). As an example, we assume that light comes from the direction of D7. Light is reflected to the six different directions by scattering on the face surface. We name these six different directional vectors as Ayofa-vector. Magnitude of each scattered reflection vector is computed by integral image. The computation is repeated for all directions and the estimation is done for each direction separately. Fig.4(a) depicts the six illumination vector which is called here as Ayofa-vector. Fig.4(b) shows the various images that are affected by the sunlight and Fig.4(c) shows the Ayofa vectors on actual images. Once the light reaches to the face surface, it is scattered into the six different directions. The nose tip is taken as a reference point of the Ayofa vectors. This is because of three facts: nose is the highest point on a face, nose is the middle of the face and the nose is always visible.
Let i w be the face width, i h be the face height. The length of each Ayofa-vector is computed by
In the above equation, θ is 60 degree, which is the angle of each Ayofa-vector. Georghiades [8] made the normalization of the illumination with the assumption that light source is known. Their method does not work in uncontrolled environment. The illumination direction is not predictable in uncontrolled environments since the sunlight direction changes with time, weather conditions, and other factors such as occlusions by a vehicle and so on. Ayofa-filter does not depend on sunlight direction. The theory of our filter is discussed in detail below.
The energy spectral density of the albedo is computed by the following equation.
where ω is the angular frequency and ε is error factor. ρ(ω) is the energy spectral density of the image lambertian surface ρ of N i(x, y) image. A 0 is the coefficient value. M is the maximum number of reflections. This is typically set to six in this paper. This number should be set to higher values in practical use because there are more reflections in real world conditions.
We consider six reflection directions for each light source. The angle between each reflection direction is calculated by
where θ aν is the angle between Ayofa-vectors, N is the number of reflections. If N is increased, the computation time decreases while the error factor of the albedo estimation ǫ increases. To compute the albedo, we do the following steps:
Step 1: After face is segmented into parts, Ayofa-filters are applied onto each part of the face. Ayofa-filters are expressed in terms of complex exponential function and it is obtained by a combination of Gabor decomposition and power density and its expression is given below.
where each ϕ µ,γ is a plane wave characterized by the vector k µ,γ enveloped by a Gaussian function, where σ is standard deviation of the Gaussian. The center frequency of the filter at µ, γ is given by the characteristic wave vector, k γ cosθ µ , k γ sinθ µ having a scale and orientation given by k γ and θ µ . 8 Here, scale factor γ is 4, orientation factor µ is set to 3. The first term inside the brackets in eq.6 gives the oscillatory part of the kernel. The second part compensates the DC value of the kernel. The expression exp(σ 2 /2) is the cut-off frequency and it is subtracted to remove the DC components of the Gaussian octaves. The convolution of an intensity-corrected image N i and a Gabor wavelet ϕ µ,γ can be defined as follows:
G( z) is the convolution output with a wavelet at a position z. µ denotes the scale, γ denotes the orientation. ϕ µ,γ is tuned to 4 scales and 3 orientations and they are used for extraction of the illumination strength. The convolution results at a pixel position z consist of important local information, and can be concatenated to form a discriminative local feature.
Step 2: Let N i x,y be the nonlinear image intensity function, which is calculated by (2) . The definition of a surface can be explained in terms of depth and albedo by giving S x,y = S −x,y and ρ x,y = ρ −x,y due to the symmetry relation of the face. A standard Lambertian reflectance function has the following form:
, N i −x,y = ρ −x,y
where
, τ is the tilt and σ is the slant of the illumination. ρ x,y is the albedo of the face normal. p x,y and q x,y are the surface gradients which their gradients are tangent to the surface normal. The ratio of L x,y and L −x,y gives a new reflection which yields
By using discrete approximation for surface gradients, p x,y = S x,y − S x−1,y , q x,y = S x,y − S x,y−1 , the reflection function (9) is modified as
To find two unknowns, S x−1,y and S x,y−1 , we expand (10) into Taylor series and use only the first order terms. Finally, we obtain
where f n = f (r x,y , S n x,y , S n x−1,y , S n x,y−1 ), f n−1 = f (r x,y , S n−1 x,y , S is the partial gradient term and is defined as below:
Substituting (13) into (12) and also substituting (10) to (12) gives the iterative depth map equation
where W x,y = 1 + Q s (S n−1 x,y − S n−1
x,y−1 )
Substituting (13) into (9) gives us the pixel albedo values.
Step 3: After the intensity in each pixel is recovered for all areas, the face is reconstructed by linear interpolation.
As a summary, in Step 1, Ayofa-filters are computed to extract the face features. In
Step 2, albedo function ρ and computed albedo value in a given pixel value is calculated.
If the neighboring gradient point in similar directions gives near values, the peaks produce an averaging effect among the neighbors. Such information is computed in Step 2. In Step 3, pixel recovery is done by interpolating the parts. Fig.5(b) , the images from extended Yale database are processed. The proposed method extracts the features, albedo estimation is done, and the image is reconstructed by linear interpolation technique is applied to obtain the final face image which is illuminationnormalized.
The proposed method is compared with multi-scale retinex (MSR), self-quotient image (SQI) and isotropic techniques. Multi-scale retinex (MSR) processing has been shown to be an effective way to enhance image contrast, but it often has an undesirable desaturation effect which can be seen in 10 Fig .5 (the third row) . The SQI technique exhibits similarities to the MSR, but unlike the MSR, it uses an anisotropic filter for the smoothing operation. Isotropic technique uses a smoothing of the image to estimate the luminance. It represents a simpler variant of the anisotropic diffusion based normalization technique proposed by Gross et al. [25] . Compared with other techniques, our proposed technique provides the same level of illuminated images. For example, for the third column image, other techniques provide dark and distorted face compared with other images although the proposed technique gives very similar illumination effect.
Experiments on Images of Arbitrary Illumination
In our experiments, we used ARFace-DB [11] , which contains images of both illumination and occlusions, FRGC-DB [20] , which gives various illumination images with various face poses, CMU-PIE-DB [21] which also provides images of both pose and illumination variations and YaleE-DB [9] which has 9 poses and 64 illuminations. We choose some images from the lights folder of CMU-PIE-DB. We choose frontal and small right-angled images.
YaleE-DB has various illumination images with various poses. YaleE-DB consists of 16128 images of 40 human subjects under 9 poses and 64 illuminations per pose. We used illumination range of -40 to +90. Numbers -40, 90 mean the illumination direction.
We combined the databases to compare our proposed method with the other traditional methods. We use the frontal face images of the 40 subjects in the YaleE-DB, each with 25 different illumination and the frontal face images of the 100 subjects from each CMU-PIE-DB, ARFace-DB and FRGC-DB, each with 10 different illuminations. All images are roughly aligned between different subjects. Images are manually cropped by using the five points from the face surface.
CMU-PIE-DB and Yale-DB are not properly aligned and the ground-truth data is not available. Therefore, we marked all the images from these databases manually before using them for training and testing. The marking was done in accordance with FRGC-DB by a different research group so that there is no algorithm-bias. FRGC-DB comes with ground-truth data and the specification of the marking is written in the documentation. The ground-truth specifications of FRGC-DB were strictly applied to CMU-PIE and YaleE marking.
IPCAM images are collected from an IP camera, which provides megapixel image and it is mounted in outdoor. We enrolled 50 people to the system and tested their images at five different locations in the morning, in the noon, in the evening and midnight during a period of ten consequent days in summer season. The testing was done in two stages. The first stage was done by using the databases. The second stage was by using IP camera in outdoor platform. We prepared 4000 images from all databases in the first stage and we used 20000 images in the second stage. In the first stage, we used randomly selected 440 people for enrollment. We used approximately five images per person during enrollment process. We used the rest (3560 images) for testing.
During the training, we enrolled one image per person. However, this gave bad performance. We increased the number of images one by one and decided to use five images. In different papers, it is reported that the more pose variations of images we enroll, the more the performance of the algorithm increases. Since our purpose is to test the effect of the proposed illumination normalization technique, we just used five images per person. The reason to use only five images for training is because many authors used five images and we needed a fair comparison with them.
In the second stage, we enrolled 50 people to the system. We enrolled five consequent images per person. In Fig.7, (a) is the training image, (b) is the testing images. We used five consequent images taken in the same environment. The testing was done while the person is walking through the camera view. During testing, we met significant variations in face pose, face expression, and illumination.
We used manually marked images during training and testing in the first stage and used automatically detected points in the second stage. We used a landmark detector, which detects two eyes, nose tip, and the corner of the mouth as in Fig.1 (a) . Our landmark detector is based on haar-like wavelet and support vector machine. Landmark detection has an average error rate of three pixels in outdoor. The accuracy difference between images with groundtruth data and the images with three-pixel error was approximately 0.1%. The method of Biswas et al. causes inaccuracy around 5%. Our proposed method can compensate the pixel errors as much as 10 pixels. Errors more than 10 pixels cause significant changes in accuracy.
Based on these, we got the following results: As seen in Fig.8 , we compared our method by using PCA, LDA, Gabor and Active Appearance Model (AAM). PCA and LDA are holistic approaches. Gabor is feature-based approach and AAM is hybrid approach, which is a mixture of feature-based approaches and holistic approaches. By choosing four different methodologies, we can make sure of the performance of the proposed method. We evaluated the proposed method with these methodologies and then evaluated them without our method to see the effectiveness of our method. LDA performed better than PCA in all databases and Gabor overperformed PCA, LDA and AAM both in the first stage and the second stage.
During the evaluation, we ignored the first three components of the PCA to eliminate the illumination effects. Furthermore, we performed 10 times the same test for each database, enabling us to construct an average result with a 90% confidence interval for both PCA and LDA. The illumination affects the performance significantly as seen in Fig.8 . The proposed method significantly improves the face recognition performance. FRGC-DB gave the best results among the databases we used. ARFace and CMU-PIE gave similar results. IPCAM results are worse than the ARFace, FRGC, CMU-PIE and YaleE. There are several reasons to cause it such as pose changes, landmark detection errors, blurring on the face, face expression, camera focus etc. As a result, we confirmed that our proposed method improved the recognition rates significantly.
We conducted some more tests by using other illumination techniques. We compared our method with multiscale retinex algorithm, self-quotient image and isotropic smoothing methods. Its results are seen in Fig.9 We compared the proposed method by using MSR, Isotropic and SQI methodologies. MSR and SQI are similar methods. The difference of MSR is that it uses isotropic smoothing while SQI uses anisotropic smoothing. As it can be observed in Fig.5 , neither MSR, SQI nor Isotropic method is enough by itself. They need additional methodologies to provide promising results. Our proposed method provides the stable illumination in most of situations. The speed performance of the proposed method is given in Table 5 . The highest resolution (1920x1080) was used during evaluation in outdoor (the second stage). The other resolutions (1280x960 and 640x480) were used in the first stage.
To measure the speed, we used Intel Pentium Core2Duo, 1.8GHZ with 1GB RAM. We used single CPU, single thread to measure the speed. Our proposed method computation was faster than 640x480  15  20  25  27  1280x960  30  40  42  55  1920x1080  50  65  65  72 MSR, Isotropic, and SQI computation. In all methods, as the resolution of the image increased, the computation time increased.
Conclusion
We proposed the Ayofa-filter for albedo estimation and illumination normalization for accurate face recognition in uncontrolled environments. We used one single image and normalized it by five points from the eye, the nose, and the corners of the mouth. Our Ayofa-filter extracts the face features by using Ayofa-vectors and estimates the albedo. Instead of holistic face processing, we divided the face into nine equal pieces and estimated the reflection function parameters by Ayofafilter for each face part. More partitioning of the face was also investigated in this paper to make sure nine-equal division is appropriate. We removed the DC components of the face and used a set of filters for extracting the most meaningful face features. We generated specific filters with various orientation and frequencies with a kernel frequency. This improved the computation speed of the Ayofa-filter by making it advantageous compared with the traditional methods such as decomposition techniques, illumination cones, frequency analysis techniques etc. Finally, we evaluated the results by using the major face recognition databases and IP camera for the evaluation in outdoor.
The experimental results showed that our approach is promising and it increases the performance of conventional face recognition algorithms. We compared the efficiency of the proposed method by using MSR, Isotropic and SQI image techniques. We confirmed that the proposed method overperforms all these illumination technique. Furthermore, we tested the proposed method and MSR, Isotropic and SQI techniques by using PCA, LDA, Gabor and AAM face recognition algorithms to see their effects on these algorithms. The results before and after Ayofa-filter were quite different. Before Ayofa-filter, the experimental results produced poor recognition. After the Ayofa-filter, we observed a significant improvement on recognition rates. The best results were obtained on FRGC-DB. We used randomly selected five frontal images per person during enrollment. The enrollment images were chosen carefully not to have any angle or occlusions on faces.
The proposed method was used for facial recognition in outdoor in this paper. It can also be used for other purposes such as estimating lighting situations, and this method can be used as a part of a more systematic approach in which multiple faces are used to estimate albedo, angle of illumination and other properties. It can also be used for color implications by using L*a*b* color space, HSI, etc.
We plan to continue testing of our method with our database that contains a large variation of illumination taken from outdoor environments. In our proposed technique, there is a manual work effort to mark the faces and angular face elimination. We plan to integrate head pose estimation methods [23] for automatic feature calculation and optical flow algorithms for shape error estimation [24] . In addition to this, our method currently needs to search the nine parts separately. We expect great speedup with a pre-filtering process by using face pose estimation and fine grid windowing techniques to narrow the search space and get a high performance on pose images. Narrowing face area search will let us focus on the region-of-interest and will prevent us from processing background effects.
