We propose a variational splitting technique for the generalized-α method to solve hyperbolic partial differential equations. We use tensor-product meshes to develop the splitting method, which has a computational cost that grows linearly with respect to the total number of degrees of freedom for multi-dimensional problems. We consider standard C 0 finite elements as well as smoother B-splines in isogeometric analysis for the spatial discretization. We also study the spectrum of the amplification matrix to establish the unconditional stability of the method. We then show that the stability behavior affects the overall behavior of the integrator on the entire interval and not only at the limits 0 and ∞. We use various examples to demonstrate the performance of the method and the optimal approximation accuracy. For the numerical tests, we compute the L 2 and H 1 norms to show the optimal convergence of the discrete method in space and second-order accuracy in time.
Introduction
The generalized-α method is an implicit method for solving dynamic problems, which is second-order accurate and provides user-controlled numerical dissipation. Chung and Hulbert in [5] proposed this method to solve structural dynamics problems in which the underlying partial differential equations are hyperbolic. The generalized-α method balances the high and low-frequency dissipation. This algorithm minimizes the lowfrequency dissipation while it maximizes the high-frequency dissipation [5] .
Various methods provide control over dissipation. For example, the Newmark methods [14] control dissipation, whereas it has high dissipation in the low-frequency region. Similarly, the θ method [18] , the θ 1 method [10] , and the ρ method proposed by Bazzi and Anderheggen [2] have high dissipation in the low-frequency region. The generalizedα method includes the description of the aforementioned these time integrators in a single framework. Furthermore, particular choices of the free parameters, reduce the algebraic system resulting from the generalized-α method to those of the HHT-α [9] and WBZ-α [19] methods.
Splitting techniques approximate the linear systems and to reduce the computation cost [16] . Reducing the dimension of the matrices resulting from implicit numerical schemes, [16] and domain decomposition methods [15, Chapter 8] are two examples. In this work, we use the idea of operator splitting and adapt it to tensor-product approximations in the context of the classical finite elements and isogeometric analysis for the spatial discretization. We use splitting methods to reduce the computational cost of this class of meshes significantly. We solve the multi-dimensional problems with computational time and storage that grow proportionally to the number of degrees of freedom in the system. The results reported in [7, 8, 12, 13] show that alternating direction splitting solvers based on tensor-product provide an overall linear computational cost at every time step for various problems. In [3] , we introduced a variational splitting for parabolic problems, and herein, we extend the idea to hyperbolic problems. That is, we propose a splitting for the generalized-α method for hyperbolic equations. We use tensor-product grids to formulate the variational formulation for multi-dimensional problems. We then write the d-dimensional formulation as a product of d formulations in each dimension plus error terms. We refer to these formulations as variationally separable. Based on the variational separability, we present a splitting technique to solve the resulting linear systems with a linear computational cost. With sufficient regularity, the approximate solution converges to the exact solution with optimal rates in space and time while reducing the computational cost significantly.
The rest of this paper is as follows. Section 2 describes the hyperbolic problem under consideration and introduces the particular spatial discretizations to arrive at the matrix formulations of the problem. Section 3 presents a temporal discretization using the generalized-α method. Therein, we also introduce various splitting methods. Section 4 establishes the stability of the splitting schemes. We show numerically in Section 5 that the approximate solution converges optimally to the exact solution. We also verify that the computational cost is linear. Concluding remarks are given in Section 6.
Problem statement
Let Ω = (0, 1) d ⊂ R d , d = 2, 3, be an open and bounded domain. We consider the wave propagation problem
where ∆ is the Laplacian, f is the forcing function, d 0 and v 0 are the given initial displacement and velocity, respectively. We write the hyperbolic equation (2.1) in weak form. Below, we first discretize this problem in the spatial domain using isogeometric analysis.
Spatial semi-discretization
The spatial discretization results in an approximate solution u h (·, t) in the finitedimensional space generated by the isogeometric elements for t ≥ 0 as a solution of an initial value problem written in a system of ordinary differential equations. The matrix resulting from the wave propagation equation becomes:
where M and K are the mass and stiffness matrices, respectively; see, for example, [3] for the detailed derivations. F is the applied-load vector, which is a given function of time. U is the vector of displacement unknowns, and superposed dots indicate temporal differentiation, that is,U andÜ are the velocity and acceleration vectors, respectively.
Fully-discrete time-marching scheme
The initial boundary-value problem consists of finding a function U = U (t) which satisfies (2.2) and the initial conditions
Considering a time marching 0 = t 0 < t 1 < · · · < t N = T , U n , V n , and A n are given approximations to U (t n ),U (t n ), andÜ (t n ), respectively. Using a Taylor expansion, linear expressions for U n+1 and V n+1 are delivered. A n+1 is obtained by considering the equation of (2.2) at the time-step n + 1.
The generalized-α based splitting method
We control the numerical dissipation in the higher frequency regions by using the generalized-α method [5] which we write as
1c)
with initical conditions
where F n+α f = F (t n+α f ) and
We use α m rather than 1 − α m as originally used in [5] , which is standard usage (e.g., see [1] ). The method is second-order accurate in time when
We selected the parameters as
to achieve unconditional stability. Finally, the user-control of the high-frequency damping requires the use of the following definitions:
where ρ ∞ defines the ratio of the amplitude of the highest frequency in the system after the first time step. In order to derive our splitting scheme, we perform the following elimination. From (3.1), (3.4), and (3.5), we have
Therefore, we rewrite (3.8) as
Here, after solving (3.9) and obtaining A n+1 , we calculate V n+1 using the second equation in (3.7). We then calculate U n+1 using equation (3.7c) and repeat this procedure at each step as time marches forward. The overall procedure only requires solving one matrix problem at each time step; that is, we invert G only once. This matrix has a tensorproduct structure, which allows us to develop splitting schemes. We present and analyze our splitting schemes as follows.
Splitting method
For a Galerkin discretization of (2.1) on tensor-product meshes in 2D, we have (for the derivation, see [3] )
where M ξ and K ξ with ξ = x, y are the 1D mass and stiffness matrices, respectively. The operator ⊗ is a tensor product. Now, we rewrite
Thus, T η is of order of O(τ 4 ). Now, to propose our method, we approximate G as
We split the 3D system using a similar argument. As we show in section 4, using onlyG on the left-hand side of (3.9) lacks the usercontrol on the numerical dissipation and unconditional stability. Thus we substitute K by an approximation derived from (3.14) . To obtain it, we use (3.10) to obtain this equivalent expression:
Then, the approximation we use becomes
Now, we rewrite (3.9) as
This modification is second-order accurate in time, while it reduces the matrixassembly cost for the system as onlyG is needed. Additionally, the system in (3.17) provides the user-control on the numerical dissipation. We analyze this method in section 4.2. Algorithm 1 summarizes the method . Remark 1. The solution cost of the linear system with a matrix M ξ + ηK ξ −1 , where ξ = x, y, z, is linear with respect to the number of degrees of freedom (see for example [12, 13] ). Therefore, the overall cost to solve the resulting multi-dimensional system is linear as it consists of two or three linear systems for 2D and 3D problems, respectively.
In the next section, we analyze the method focusing on the stability property and present its advantages.
Algorithm 1 Variationally separable splitting for the generalized-α method for 2D hyperbolic problems Set T, τ, ρ ∞ , M ξ , K ξ , U 0 , V 0 , F 0 , where M ξ and K ξ are the mass an stiffness matrices in ξ direction, where ξ = x, y.
for n = 1 until n = T τ do,
Reassemble R n as a matrix representation, which rows and columns belong to values corresponding to x and y directions.
Update U n+1 form V n+1 and A n+1 using (3.7c). end for
Spectral analysis
We start the analysis with the standard generalized-α method. The following analysis follows closely the approach introduced in [3, 5] . Throughout this section, we set F = 0.
The generalized-α method
The standard generalized-α method, combined with (3.9), (3.1a) and (3.1b), results in the following:
where I is an identity matrix and we denote
To study its stability, we spectrally decompose the matrix K with respect to M (c.f., [11] ) to obtain:
where Λ is a diagonal matrix with entries to be the eigenvalues of the generalized eigenvalue problem Kv = ΛM v (4.4)
and P is the matrix formed by the eigenvectors. We sort the eigenvalues in ascending order and are listed in Λ, and the j-th column of P is associated with the eigenvalue λ j corresponds to the j-th diagonal entry of Λ. 6
Using (4.3) and (3.10), and considering I = P IP −1 , we calculate
Finally we obtain:
(4.6)
If we define E = (I + ηΛ) −1 , we can rewrite the amplification matrix in (4.1) as:
(4.7)
Thus, we have
(4.8) Let us denote the matrix raised to power n byΞ. The method is unconditionally stable when the spectral radius of this matrix is bound by one. Herein, we omit the analysis for brevity and state that the method is unconditionally stable for specific values for α m and α f given in (3.6) . We also refer the reader to [3] in which we detailed the analysis.
Stability of the splitting schemes
Here, we first analyze the scenario of only applying the approximatingG and then the proposed splitting approach. Similarly, we consider the spectral decomposition of each of the directional matrices K ξ with respect to its directional M ξ and obtain
where D ξ is a diagonal matrix with entries being the eigenvalues of the generalized eigenvalue problem
and P ξ is a matrix, with all the columns being the eigenvectors. Herein, ξ = x, y, z specifies each of the coordinate directions. We state the analysis for 2D splitting and similarly to the case of generalized-α scheme; we calculate the required terms as follows (for more details see [3] )
where:
If we use the following identity:
then, the blocks of the amplification matrix are:
(4.14)
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we write the matrix as:
(4.15) The stability of the method follows the same logic as analysis of the generalized-α method by calculating the spectral radius of:
First, by defining σ = τ 2 D ξ , we consider the two limiting cases for σ: σ → 0 and σ → ∞.
In the limit σ → 0, since D ξ is diagonal, E ξ → I and consequently, we have τ 2 ζ → 0 and E → I . Hence,Ξ becomes upper triangular and the eigenvalues are obtained as:
Hence, due to the equal multiplicity with the dimension of the stiffness matrix in 2D, K, the following condition is required: Here, we look into the proposed splitting method (3.17) in more detail to discuss its need to consider the finite time-step sizes. We first show in figure 1 that the largest eigenvalue for the system withG only used on the left-hand side is not bounded by 1 as T , scaled by τ 2 K, grows. If we only split the left-hand side, the largest eigenvalue is not bounded for finite time steps, while it is bounded for the cases σ → 0 or σ → ∞. To address this unboundedness of the eigenvalue, we propose the splitting introduced in (3.17), which is unconditionally stable and provides dissipation control to the user even when σ → ∞. By following a similar argument, we obtain the amplification matrix as: For the case of σ → 0, the eigenvalues of amplification matrix (4.20) are . the high-frequency dissipation, we follow the idea proposed in [5] , by expressing the two parameters α m and α f in terms of the spectral radius ρ ∞ of (4.22). By setting each of the eigenvalues of (4.22) equal to −ρ ∞ , we state α f = 1 1+ρ∞ that is the similar to the 10 generalized-α method. We also state that α m = 2−ρ∞ 1+ρ∞ for ρ ∞ ≤ 0.5, and α m = 1 for 0.5 ≤ ρ ∞ ≤ 1. Hence, the method is unconditionally stable as well as A-stable by setting ρ ∞ = 0.
Remark 2. The conditions on α m , α f for unconditional stability for the 3D splitting are the same as for the 2D splitting. The analysis is more involved, but it follows the same logic. We do not include it for brevity.
Finally, we present the corresponding error estimates. From the above analysis, the splitting schemes have second-order accuracy in time. Stability and consistency imply the method's convergence. Thus, following the classical estimation (see, for example, [17] ), for regular solutions, we have the error estimates
where u n h is the approximate solution at time t n and C(u) is a positive constant independent of the mesh size h and the time-step size τ .
Numerical examples
We now use the splitting methods proposed on several numerical examples to validate the efficiency and accuracy of the proposed methods. In all cases, we obtain optimal convergence rates for the spatial and temporal resolutions of the mesh. Additionally, we show a linear computational cost of the splitting schemes with respect to the total number of degrees of freedom in the system. Here, we consider the partial differential model problem To show the computational cost for the wave propagation problem (2.1) in both 2D and 3D, we refer to figure 3. This figure shows that the required cost for solving the multi-dimensional matrix problems of the proposed splitting scheme grows linearly to the total number of degrees of freedom in the system. Herein, as an example, we use a direct solver that is Gaussian elimination and three settings of the C 0 and C 1 quadratic elements as well as C 2 cubic isogeometric elements for the spatial discretization. The figure shows linear cost when applying the method for 2D and 3D cases. This proportionality validates the efficiency of the splitting scheme when solving the resulting matrix problems. Additionally, this approximation allows the use of direct solvers for problems of arbitrary dimension. 11 In figure 4 , we show the L 2 norm and H 1 semi-norm to study the space convergence of the methods for displacement for the final time of 0.1 when choosing the fixed time steps τ = 10 −3 and τ = 10 −4 for C 1 quadratic and C 2 cubic elements, respectively. Additionally, we show that the method can also be used in conjunction with the classical finite element and delivers the optimal convergence rates, p + 1 in L 2 norm, and p in H 1 norm. Here, the splitting technique delivers the same error as the direct solution of the generalized-α method for ρ ∞ = 0, 0.5, 1. Figure 5 also shows the space convergence of the velocity for C 1 quadratic and C 2 cubic isogeometric elements.
Lastly, we provide numerical evidence of the second-order convergence in time for our method. Figure 6 illustrates L 2 norm for the case in which the number of elements N = 100 × 100 for FEM and IGA with quadratic elements, and N = 64 × 64 for IGA cubic elements. The final time T is set to be 0.1. Figure 4 : Space-convergence of the splitting technique as well as generalized-α method for ρ∞ = 0, 0.5, 1 in L 2 norm and H 1 semi-norm when using p = 2, C 1 , p = 3, C 2 and classical finite elements p = 2, C 0 for space discretization. Figure 5 : Space-convergence of the velocity obtained using the splitting technique and generalized-α method for ρ∞ = 0, 0.5, 1 in L 2 norm and H 1 semi-norm when using p = 2, C 1 , p = 3, C 2 for space discretization.
Concluding remarks
We introduce a splitting technique for hyperbolic equations, which model wave propagation and structural dynamics. The method modifies the generalized-α method for temporal discretization. The proposed splitting method is unconditionally stable and provides second-order accuracy in time as well as optimal convergence rates in space. Another essential feature of the schemes is that the cost of solving the resulting algebraic system is proportional to the total number of degrees of freedom. Hence, the cost of the overall computation diminishes significantly for multidimensional problems.
These splitting schemes will be extended to higher-order generalized-α methods that we propose in [4] and [6] as well as phase-field problems and to other time integrators. These advances will be reported shortly. Figure 6 : Time-convergence of the solution obtained using the splitting method, in L 2 norm using classical FEM: p = 2, C 0 , n = 100 and IGA: p = 2, C 1 , n = 100, and p = 3, C 2 , n = 64 for space discretization.
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