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Informačné systémy  a infraštruktúra už dávno nie sú vedľajším “zaujímavým 
doplnkom či hračkou”. Dosvedčujú to aj výdavky na informatizáciu, ktoré firmy 
vynakladajú a rýchly rast informatických oddelení v spoločnostiach, kde predtým nikdy 
neexistovali. S rozvojom informačných technológií a ich prerastania do prakticky každého 
odvetvia, a tým ako sa zvyšuje ich komplexnosť, nastala situácia, kedy spoločnosti 
a organizácie, ktoré sa zaoberajú činnosťou diametrálne odlišnou od informatických 
oblastí, životne závisia na dostupnosti a kvalite nimi využívaných informačných 
technológii. Môže na nich záležať celá výroba, kritický proces, bankovníctvo a často krát aj 
hodnota najväčšia - ľudský život.  
Vzniká preto logická potreba dohľadu nad dostupnosťou a funkčnosťou týchto 
kritických systémov. K tomu sa používajú rôzne dohľadové (monitorovacie) riešenia téz - 
Enterprise monitoring solutions (EMS). 
Dáta z EMS systémov môžu poskytnúť IT manažmentu kritické informácie o 
dlhodobom trende kvality ich IT infraštruktúry a jej problémových častiach a často 
poskytujú aj reálny pohľad na kvalitu dodávaných služieb. Z týchto dôvodov sú často 
volené ako cieľové ukazovatele v outsourcingových dohodách o poskytovaní a správe IT 
infraštruktúry. Hodnota týchto dát je však dôležitá aj z hľadiska optimalizácie 
poskytovaných služieb či IT infraštruktúry. Ich analýzou sa obvykle zaoberá oddelenie 
manažmentu služieb IT (Service Management).  
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Vymedzenie problému  
Mnohé dohľadové systémy, ktoré dohliadajú na IT infraštruktúru sústreďujú svoju 
reportovaciu funkcionality okolo technických výkonnostných parametrov IT infraštruktúry 
ako sú vyťaženie prenosovej kapacity linky, vyťaženie výkonnostných ukazovateľov 
serverov a pod. Bohužiaľ opomínajú dáta o udalostiach (v angličtine označovaných ako 
events), ktoré v tejto infraštruktúre vzniky.  
Tieto udalosti sú cenným zdrojom informácii pre IT manažment riadiaci správu IT 
infraštruktúry. Poskytujú informácie o výkonnostných parametroch a dostupnosti 
infraštruktúry z pohľadu výskytu problémov súvisiacich s týmito ukazovateľmi. Typickým 
príkladom môže byt výskyt a dĺžka trvania vyťaženia linky.  
Ako vedúci centra dohľadových systémov pre Európu, Blízky východ a Afriku som 
dostal na starosti navrhnúť a implementovať reportovacie rozhranie k jednému z nástrojov, 
ktoré používame na dohľad nad sieťovou infraštruktúrou. Používaný nástroj, Zenoss,  
nedisponuje v súčasnosti dostatočnými schopnosťami spracovávať a ukladať dlhodobo dáta 
o udalostiach ktoré v IT infraštruktúre vznikli, tie predstavujú cenný zdroj informácii pre 





Cieľom tejto práce je riešiť nedostatky spojené s absenciou analytických služieb 
používaného Zenoss dohľadového systému. Hlavne sa jedná o návrh a realizáciu nového 
reportovacieho riešenia, ktoré bude schopné využívať dáta zo Zenossu a pokrývať ich 
podľa požiadaviek užívateľov a zároveň generovať všetky reporty dohodnuté medzi 
dodávateľom a odberateľom, vrátane nevyhnutnej kalkulácie SLA. 
Riešenie chcem dosiahnuť návrhom využívajúcim portfólio MSBI - Microsoft 
Business inteligence, ktorého implementáciu bližšie rozoberiem v tejto bakalárskej práci. 
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1 Teoretické východiská 
Táto práca sa zaoberá využitím analytických služieb špecificky na analýzu dát z 
dohľadového systému, a preto budem v teoretickej časti nasledovať tok dát a popíšem 
jednotlivé časti procesu transformácie týchto dát v relevantné informácie použiteľné na 
úrovni manažmentu. 
1.1 Dáta a informácie 
Začnem ale tým, že jasne stanovím rozdiel medzi vstupom teda dátami a výstupom 
teda informáciami.  
1.1.1 Informácia 
Dôležitosť informácie je definovaná nasledovne (1), pochopenie informácií je 
kľúčom k znalosti, to však platí len v prípade, že informáciu čerpáme zo zmysluplného 
zdroja. Informácia môže mať rôzne podoby, môže sa jednať o správu alebo vnem, ktorý 
však musí spĺňať tri kritéria: 
 Musí byť zrozumiteľná tj. príjemca musí ovládať jej syntax. 
 Musí byt pochopiteľná tj. príjemca musí byť schopný rozumieť jej sémantike. 
 Musí byť pre príjemcu relevantná tj. musí mať pre príjemcu význam. 
Pre potreby tejto práce sa budem zaoberať predovšetkým informáciami 
v spoločnosti, a preto najlepšie bude definovať informáciu aj ako „neopomenuteľnú súčasť 
rozhodovacieho procesu, či už v podnikaní alebo v osobnom živote“ (2 s. 19). 
 
1.1.2 Dáta 
Dáta predstavujú svojim spôsobom zdroj informácií, ktoré však z týchto dát treba 
určitým spôsobom vyčítať. Nachádzajú sa v rôznych formách a rôznych zdrojoch ako sú 
napríklad databázové systémy, kartotéky a pod. Ich spoločným ukazovateľom je, že sú 
zaznamenávané pre ich určitý význam pre podnik. V istom okamžiku sú dáta statické, ale 
z pohľadu času sa môžu meniť. Na prvý pohľad môžu byť dáta nezmyselné a je preto 
dôležité ich najskôr správne spracovať, než dostanú podobu informácie (3). 
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„ Dáta sa stávajú informáciami pokiaľ : 
 Tieto dáta máme.  
 Vieme, že ich máme. 
 Vieme odkiaľ tieto dáta čerpať. 
 Máme k nim prístup. 
 Zdroju môžeme dôverovať.„ (4 s. 14) 
Z toho vyplýva, že pri práci s dátami sa musíme zaoberať nie len tým, ako dáta 
interpretovať a pochopiť informáciu v nich uloženú, ale aj tým ako k nim správne 
pristupovať, aké sú medzi nimi skryté väzby a či sú dáta relevantné a správne. 
Celý koncept naviazania dát na informácie by sa dal teda opísať aj tak, že „dáta sú 
to čo ukladáte, informácie sú to, čo získavate.“ (3 s. 67) 
1.2 Databázové systémy 
Prvé databáze vznikali ako prirodzená reakcia na stále rastúce množstvo informácií 
a dát, ktoré k nim boli naviazane a ktoré bolo treba uchovávať v nejakej jasne definovanej 
a štruktúrovanej forme. Aj keď si to v dnešnej dobe informačných systémov 
neuvedomujeme, prvé databázové systémy vznikali ako kartotéky či papierové zoznamy. 
Pojem databáza by sme teda mohli obecne definovať ako akúsi kolekciu vzájomne 
prepojených a spolu súvisiacich položiek ktoré obsahujú dáta. (3) 
1.2.1 Typy databáz 
Hlavné delenie databáz rozdeľuje databázy na tie ktoré sa sústreďujú hlavne na 
aktívnu prácu s dátami - operačné, a potom na tie, ktoré sa sústreďujú hlavne na dlhodobé 
ukladanie a získavanie informácii z dát, tie sa nazývajú analytické.    
Operačné databázy 
Základom každého informačného systému ja operačná databáza. Tie sa využívajú 
všade tam, kde je potreba zhromažďovať, upravovať a spracovávať dáta, ktoré sa neustále 
menia a sú aktuálne len v danom čase. Pri takejto práci s dátami hovoríme o tzv. online 
spracovaní transakcií OLTP (online transaction processing). Operačné databázy sú pre ich 
charakter práce s dátami najčastejšie používanými databázami a využívajú sa prakticky 
15 
v každom odvetví. Príkladom môže byť napríklad databáza v nemocnici kde sú uchované 
informácie o pacientovi ktoré sa menia v závislosti na jeho anamnéze (3) 
Analytické databázy 
Ako už názov napovedá analytické databázové systémy analyzujú dáta v určitom 
najčastejšie časovom kontexte. Analytické databázy čerpajú svoje dáta predovšetkým 
z OLTP databáz, ale dáta v nich sú statické a samotné systémy sú prispôsobené hlavne 
k ich dlhodobému ukladaniu. Ich využitie v dnešnej dobe je hlavne ako súčasť 
manažérskych informačných systémov, pre ktoré poskytujú cenne informácie ako napr. 
trendy, štatistické hodnoty a agregované pohľady z rôznych pohľadov. Hovoríme teda 
o online analytickom spracovaní OLAP (online analytical processing - OLAP). (3)  
Nakoľko sa moja bakalárska práca zaoberá využitím analytických databáz, venujem sa tejto 
tematike viac v kapitole 1.2.3 
1.2.2 Databázové modely operačných databáz 
S rastúcim množstvom dát vznikla potreba ukladať dáta efektívne. Hlavným cieľom 
bolo znižovať množstvo duplicitných dát a dáta ukladať do efektívnejších modelov 
s cieľom zvýšiť kapacitu databáz a znížiť náročnosť práce s dátami, hovoríme teda 
o takzvanej normalizácii dát.  
Lineárny model 
Bol prvým a najjednoduchším modelom. Pre potreby dnešných databáz je 
nepoužiteľný pretože nijak nereflektuje vzťahy medzi objektmi. Typickým príkladom sú už 
spomínané kartotéky kde každá karta v kartotéke predstavuje vlastný objekt a karty spolu 
nijak nesúvisia. (1) 
 
Hierarchický model 
Rovnako ako lineárny model sa aj hierarchický model pre potreby dnešných 
databázových systémov nehodí. Našiel však svoje uplatnenie prostredníctvom štandardu 
XML, ktorý sa pomaly ale iste stáva štandardom pre výmenu dát. Hierarchický model, ako 
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už názov napovedá, využíva k ukladaniu dát ich hierarchickú väzbu. V terminológii XML 






Sedany Kabria Sedany Kabria
 
Obrázok  1.2.1Schéma lineárneho dátového modelu 
 
Sieťový model 
Sieťový model bol prvým pokusom ako skutočne vyjadriť závislosti medzi dátami 
a vychádzal z hierarchického modelu. „Sieťový databázový model je vyjadrený v pojmoch 
uzlov a množinových štruktúr“ (3 s. 52). Model dokázal zachytiť vzťah 1:N 
prostredníctvom využitia vzťahu vlastník a člen. 
 
Relačný model 
Relačné databáze predstavujú prielom v oblasti informačných technológii a 
akcelerovali vývoj informačných systémov. Model relačnej databázy predstavil v roku 
1970 Dr. Edgar F. Codd a postavil ho na princípe matematických relácií. V relačnom 
modely sú dáta uložené v tabuľkách (reláciách) , tabuľky môžu medzi sebou vytvárať 
väzby na základe rovnakých stĺpcov. Relačná databáza potom vzniká ako kolekcia týchto 
tabuliek a ich väzieb. 
 
Obrázok  1.2.2 Ukážka relačného modelu 
Záznamy v jednotlivých tabuľkách sú teda prepojené určitým vzťahom. 
Zdroj: Vlastná tvorba 
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Vzťah 1:1 (one to one)  hovorí, že každý záznam v tabuľke A má väzbu len na jeden 
záznam v tabuľke B.  
Vzťah 1:N (one to many) hovorí, že každý záznam v tabuľke A môže mat väzbu na jeden 
alebo viac záznamov v tabuľke B a zároveň každý záznam v tabuľke B má vazbu len na 
jeden záznam v tabuľke A. 
Vzťah M:N (many to many) hovorí, že každý záznam v tabuľke A môže mat väzbu na 
jeden alebo viac záznamov v tabuľke B a zároveň každý záznam v tabuľke B môže mat 
väzbu na jeden alebo viac záznamov v tabuľke A 
K tomu aby sme mohli k dátam v relačnej databáze pristupovať slúži pre tento účel 
navrhnutý jazyk SQL. Jazyk SQL patrí medzi deklaratívne jazyky. Jeho vykonávanie 
prebieha na servery kam je zadaný prostredníctvo príkazovej riadky. S jeho pomocou sa 
nielen s dátami pracuje, ale používa sa aj na správu celého databázového prostredia ako 
vytváranie nových užívateľov , pridávanie a odstraňovanie tabuliek a podobne. S drobnými 
rozdielmi využívajú SQL všetky moderné relačné databázové systémy. (1) 
 
Objektový dátový model 
Špeciály dátový model označovaný ako OODBMS (Object Oriented Database 
Management System) vznikol ako posledný a predstavuje značnú zmenu v prístupe 
k databázam. Nachádza využitie všade tam, kde relačný model nestačí pokrývať 
komplexnosť vzťahov medzi dátami. Priekopníkom medzi objektovými databázami je 
spoločnosť Caché, ktorej objektová databáza je nasadená napríklad v komplexných 
zdravotníckych aplikáciách ako napríklad Epic impatient. 
Model OODBMS používa objekty podobne ako objektovo orientované 
programovanie. Každý objekt ma nielen svoje atribúty, ale aj metódy. Tieto objekty sú 
generované a spravované systémom a rovnako ako u objektovo orientovaného 
programovania sú objekty charakterizované pomocou tried, ktoré popisujú jeho atribúty 
a metódy. OODBMS si vďaka tomu získava popularitu u programátorov, ktorým výrazne 
uľahčuje prácu na komplexných informačných systémoch. (5) 
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1.3 Analytické databáze 
Keďže využitie analytickej databáze tvorí základ mojej práce rozhodol som sa 
venovať tejto problematike celú kapitolu. 
1.3.1 Viacdimenzionálny model analytických databáz 
Viacdimenzionálny databázový model v odbornej literatúre označovaný aj ako 
OLAP (Online Analytical Processing) tvorí základ analytických databáz, slúži hlavne na 
ukladanie upravených a vyčistených dát. Na rozdiel od relačného modelu, kde cieľom je 
dáta čo najviac normalizovať , je špecifický tým, že dáta sú uložené v prevažne 
nenormalizovanej forme a jeho dáta sú úložné v dvoch typoch tabuliek a to v tabuľkách 
dimenzií a faktov. OLAP je vhodným riešením tam , kde potrebujeme spracovať veľké 


































Obrázok  1.3.1 OLAP dátová kocka 
OLAP model tvorí akási pomyslená kocka ktorej hrany predstavujú dimenzie ako je 
to možné vidieť na obrázku. Tejto kocke sa prezíva dátová a predstavuje základ OLAP 
modelu, umožňuje analyzovať dáta z rôznych perspektív ako napríklad predaje vozov 
podľa značky v danom regióne a v danom časovom období. Koncept kocky sa však 
používa len pre zjednodušenie problematiky na rozdiel od geometrickej kocky môže mať 
Zdroj: Vlastná tvorba 
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OLAP model omnoho viac dimenzií potom hovoríme o multidimenzionálnej OLAP kocke. 
(4) 
1.3.2 Popis dát v OLAP 
Ako som už spomínal dáta OLAP modely môžeme rozdeliť na dva typu. Fakty 
a dimenzie. Dáta sú uložené v tabuľkách, ktoré spolu tvoria určité schéma ktoré definuje 
závislosť medzi faktami a dimenziami. 
Fakty 
„Fakty sú numerický merane jednotky obchodovania“ (4 s. 176) 
Tabuľka faktov je najvedšia tabulka v databáze. Obsahuje veľký počet dát ktoré 
slúžia sĺužia pre samotný štatistický výpočet. Tieto dáta preto voláme fakty. Fakty spolu 
môžeme kombinovať alebo ich vypočítať pomocou iných faktov a tak tvoriť merné 
jednotky, napríklad počet predaných aút. 
Podľa typu merítka je možne s dátami pracovať roznym spôsobom. Niektoré sú 
aditívne, čo znamená, že ich môžeme sčítat v čase. Napríklad celkové predaje áut za rok sú 
výsledkom sčítania predajov za jednotlivé mesiace. Iné zase môžeme sčítať len v danom 
časovom okamžiku. Napríklad počet áut u jednotlivých čakajúcich na predaj na konci 
mesiaca nejde sčítať do ročného úhrnu ako počtu áut čakajúcich na predaj na konci roka 
pretože autá mohli byť predané v rámci mesiaca prípadne zostať na sklade viac mesiacov. 
Môžeme však spočítať koľkou áut čaká dokopy u všetkých dealerov na konci daného 
mesiaca. (4) 
Dimenzie 
„Dimenzie obsahujú logicky alebo hierarchicky usporiadané dáta. Sú to vlastne 
textové popisy obchodovania“ (4 s. 177) 
Tabuľky dimenzii obsahujú dáta ktoré slúžia k tvorbe dimenzií. Na rozdiel od 
tabuľky faktov ktorá je aktualizovaná pravidelne novými dátami sa jedna o pomerne 
stabilné tabuľky ktorých zmeny prebiehajú len príležitostne. Napríklad dimenziu 
obsahujúcu dáta popisujúce kontinenty sveta pravdepodobne nebude treba meniť vôbec. 
Dimenzie môžu predstavovať celistvú entitu s rôznymi vlastnosťami ktoré tvoria atribúty 
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dimenzie. Ako príklad si predstavme entitu pacienta ktorý ma vlastnosti ako vek, pohlavie , 
meno priradeného doktora a tieto vlastnosti sa využiť pri viazaní na dimenzie. (3) 
Dimenzie sú najčastejšie definované formu hierarchie. Vďaka definovaniu 
hierarchie môže z dátových kociek čítať agregované dáta z jednotlivých úrovní a presúvať 

















Obrázok  1.3.2 Štruktúra úrovní v dimenzii 
1.3.3 Schémy tabuliek faktov a dimenzii 
„Multidimenzionálna OLAP kocka sa vytvára na základe dimenzionálneho modelu, 
ktorý má určité typologické usporiadanie, tomu sa zjednodušene hovorí schéma“ (4 s. 178) 
Teda tieto schémy definujú závislosť medzi tabuľkou faktov a tabuľkami dimenzií. 
Hviezdicové schéma 
Je základnou schémou ktorá sa skladá z tabuľky faktov , ktorá obsahuje cudzie 
kľúče, ktoré sa vzťahujú k primárnym kľúčom v tabuľky dimenzií ktorá obsahuje kľúče 
primárne. Primárne sú hviezdicové schémy oproti relačným nenormalizované, čo negatívne 
ovplyvňuje rýchlosť vytvorenia modelu OLAP kocky ,na druhú stranu keď je model 
vytvorený ponúka značne vysoký opytovací výkon. (4) 











Obrázok  1.3.3Hviezdicové schéma 
Schéma snehovej vločky 
Schéma snehovej vločky principiálne vychádza zo hviezdicovej schémy ale 
dimenzie s viacerými úrovňami môžu byť rozdelené do viacerých relačne zviazaných 
tabuliek. Tento model umožňuje síce ľahšie normalizovať dáta a teda znížiť dobu pre 
vytvorenie modelu OLAP kocky, ale zároveň vyšší počet prepojení medzi tabuľkami 
znižuje opytovací výkon.  









FK1 kľúč typu motora
Tabuľka dimezii 3
Tabuľka dimezii Tabuľka dimezii
Tabuľka dimenzií typu motorov
PK kľúč typu motora
 
Obrázok  1.3.4 Schéma snehovej vločky 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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1.4 Dátové sklady 
Najčastejšie používanou definíciou pre dátový sklad, v odbornej literatúre 
označovaný ako data warehouse DW, je definícia Bill Inmona, ktorý dátový sklad definuje 
ako „ predmetne orientovanú, pernamentnú, integrovanú a časovo variabilnú kolekciu dát, 
ktorej účelom je poskytovať informácie na podporu rozhodovania manažmentu“ (6 s. 32) 
Koncept dátového skladu sa však neobmedzuje len na problematiku ich uloženia ale 
aj na to ako sa dáta získavajú , transformujú a ďalej poskytujú. To je ilustrované na 
nasledujúcom obrázku a vysvetlím v ďalších kapitolách. 
 
Obrázok  1.4.1Procesné schéma dátového skladu 
1.4.1 Proces ETL 
Proces ETL (z anglického Extract Transformation Load) je tiež označovaný ako 
dátova pumpa, je dôležitou súčasťou každého riešenia dátového skladu, bez neho by nebolo 
čo v dátovom sklade analyzovať. Jeho úlohou je spracovanie dát z rôznych operačných 
prostredí a ich zavedenie do centrálneho dátového úložiska ktoré je súčasťou dátového 
skladu. 
Zdroj: Vlastná tvorba 
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Extrakcia dát 
Je časť ELT ktorá sa zaoberá extrakciou dát z operačných databáz a ich prenášaniu 
do dátového skladu. Môže využívať rôznych foriem vstupov, napríklad priame napojenie 
na operačné databáze alebo spracovávať exportované dáta uložené v súboroch. Dáta ktoré 
extrahujeme môžu pochádzať z našich vlastných informačných systémov ale aj z rôznych 
externých systémov napríklad dáta o počasí, alebo o peňažnom kurze. (4) 
 
Transformácia dát 
Cieľom transformácie dát je upraviť extrahované dáta tak aby ich bolo možné 
uložiť do unifikovaného dátového modelu. Zároveň počas transformácie môžeme dáta 
štandardizovať do požadovaných formátov, odstraňovať duplicity a vytvárať dáta nové na 
základe tých exportovaných. (2) Ako typický príklad by som uviedol časové informácie 
ktoré môžu byť z rôznych zdrojov v rôznych časových pásmach ich transformáciou do 
rovnakého časového pásma zamedzíme ich nekonzistencii. Prípadne môžeme z adresy 
zákazníka extrahovať smerovacie číslo a pod. 
Typické úlohy transformačného procesu : 
 Selekcia kvalitných dát  
 Rozdelenie alebo zjednotenie dátových štruktúr 
 Konverzia dát na štandardné formáty 
 Zosumarizovanie detailných dát 
 Vytvorenie lepšieho pohľadu na dáta 
 
 
Zavedenie dát do dátového úložiska 
Je posledným krokom ETL procesu a zaoberá sa už samotným umožním dát do 
databázových tabuliek. S ohľadom objem dát by tento proces mal byť plánovaný, 
optimalizovaný a automatický, nakoľko prebieha v pravidelných intervaloch. (4) 
Zavádzanie dát môže byť buď: 
 Inkrementálne, pri ktorom sa zavádzajú len nové dáta 
 Kompletný prepis, pri ktorom dochádza ku kompletnému zmazaniu dát 
v sklade a nasledovnému kompletnému zavedeniu 
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1.4.2 Spôsoby uloženia dát v dátovom úložisku 
V dátovom úložisku môžu byť dáta úložné rôznym spôsobom. V tejto kapitole 
bližšie objasním rozdiely medzi týmito modelmi a ich oblasti použitia. 
Multidimenzionálny OLAP 
Označovaný aj ako MOLAP je vlastne multidimenzionálna databáza, ktorá má 
svoju vlastnú vnútornú štruktúru vo forme multidimenzionálnych matích, do ktorej vkladá 
dáta. Databáza je organizovaná tak aby poskytla čo najlepší dotazovací výkon. Vlastná 
vnútorná štruktúra MOLAP je ale aj nevýhoda pretože v sebe ukladá všetky dáta a tvorý 
tak duplicitu k pôvodnému dátovému zdroju 
 
Relačný databázový OLAP 
Označovaný aj ako ROLAP je model, ktorý priamo pracuje s dátami v pôvodnej 
relačnej databáze. Na rozdiel od MOLAP teda nevytvára ich kópiu. Miesto toho používa 
sadu interných metadát ktoré mu umožňujú prekladať OLAP požiadavky na do formy SQL 






Obrázok  1.4.2Vizualizácia modelu ROLAP 
Hybridný OLAP 
Označovaný aj ako HOLAP je model ktorý kombinuje modely ROLAP a MOLAP. 
Spracúva dáta z relačnej databáze a tie ukladá v agregovanej forme do multidimenzionálnej 
podoby ako MOLAP, v relačnej databáze zase ukladá množstvo detailných dát (4) 
 
Zdroj: Vlastná tvorba 
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1.5 Business inteligence v Microsoft SQL server 2008 
Ako je vidieť na obrázku 1.5.1 pojem Business inteligence nezahrňuje, len 
poskytovanie dát, ale predstavuje ucelenú platformu nástrojov ktoré ich umožňujú získavať 
, analyzovať a umožňujú prístup k týmto dátam pre koncových užívateľov. (4) Business 
inteligence môžeme rozdeliť do blokov podľa toho ako ktorá časť s dátami pracuje. 
 
Obrázok  1.5.1Schéma Microsoft Business inteligence 
Integračné služby, ktoré zastrešuje produkt Microsoft Server Integration Services SSIS, sa 
zaoberajú procesom ETL, teda získavaním, transformáciou a plnením dát z operačných 
databáz a zdrojov informácií, do dátového úložiska. Microsoft vytvoril grafické prostredie, 
ktoré umožňuje tento proces ETL implementovať vo forme procesu a tým výrazne uľahčil 
jeho správu 
Dátové úložisko, ktoré zastrešuje databázový systém Microsoft SQL, ten ukladá dáta do 
relačnej databáze a ponúka štandardné funkcie dátových úložísk ako napríklad kompresiu 
dát. 
Analytické služby, ktoré Microsoft prináša vo forme Microsoft Analysis Server 
s grafickým prístupovým prostredím Microsoft Business Intelligence Studio. To umožňuje 
vytváranie OLAP dátových kociek a ich správu. Samozrejmosťou je vytváranie predikcií, 
kľúčových výkonnostných ukazovateľov a dátového dolovania. 
Zdroj: www.microsoft .com 
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1.6 Úvod do problematiky dohľadových systémov 
S rozvojom informačných systémov, infraštruktúry a jej kritickosti, vzniká logická 
potreba dohľadu nad dostupnosťou a funkčnosťou týchto kritických systémov. K tomu sa 
používajú rôzne komplexné dohľadové (monitorovacie) riešenia tzv. Enterprise monitoring 
solutions. 
„Komplexné dohľadové systémy sú už dedikovanými službami, ktoré dokážu 
monitorovať či už lokálne alebo vzdialené systémy, ich služby a spracovávať rôzne 
ukazovatele, ktoré by mohli naznačovať vznik problému (výkonnosť, teplota).“ (7) 
1.6.1 Základné služby pokrývané dohľadovými systémami 
Rýchla detekcia vzniknutých problémov – táto funkcia dohľadových systémov je 
najdôležitejšia. Umožňuje IT oddeleniam zistiť a identifikovať problém rádovo v minútach 
po jeho vzniku. Odpadá teda nutnosť čakať na to, kým problém nahlásia samotní užívatelia 
a znižuje sa tak reakčná dobu, a teda skracuje výpadok služieb na minimum. Moderné 
dohľadové systémy využívajú postupy, ktoré umožňujú presne identifikovať miesto vzniku 
problému a uľahčujú tak jeho vyriešenie. 
Proaktívne zisťovanie stavu IT infraštruktúry – Dohľadové systémy aktívne 
zisťujú stav celej IT infraštruktúry a systémov v pravidelných dostatočne krátkodobých 
intervaloch (rádovo minúty).  Častokrát môžu odhaliť problém, ktorý v istom časovom 
horizonte môže ovplyvniť dostupnosť IT služieb (napr. rýchlo sa znižujúca kapacita 
voľného priestoru v diskovom poli, prílišné vyťaženie procesoru a pod.). Vďaka týmto 
informáciám môžu IT oddelenia vykonať nevyhnutné zmeny, aby zabránili potenciálnemu 
výpadku služieb 
Plánovanie kapacity – IT infraštruktúra a systémy sa neustále menia (pridávanie 
nových serverov, užívateľov, aplikácií…). Sledovanie a plánovanie kapacity patri medzi 
hlavne úlohy IT manažmentu. Dohľadové systémy ukladajú zozbierané dáta a následne sú 
schopné poskytovať trendy a predikcie kapacity kľúčových časti IT infraštruktúry. 
Napríklad sledovať trend saturácie internetového pripojenia a upozorniť na to, že v určitom 
časovom horizonte môže dôjsť k jeho preťaženiu a obmedzeniu služieb. IT manažment 
môže na danú situácie reagovať proaktívne a navýšiť kapacitu pripojenia predtým ako 
dôjde k úplnému preťaženiu.  
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Prehľad o dostupnosti  a kvalite služieb – Je kritickým pre IT manažment každej 
spoločnosti.  S rastúcim trendom outsourcingu v oblasti IT kedy sú aplikácie prípadne celá 
IT infraštruktúra spravované treťou stranou (poskytovateľom služieb), ale aj pre potreby 
hodnotenia vlastného IT oddelenia, vzniká požiadavka merať kvalitu a úroveň dohodnutých 
poskytovaných služieb užívateľom. Moderné dohľadové systémy poskytujú detailné 
informácie o dostupnosti služieb až na úrovni jednotlivých užívateľov (koľko času v 
danom mesiaci nebolo možné používať službu , koľko času bolo nedostupné internetové 
pripojenie a pod.). 
 
1.6.2 Základný prehľad dohľadových systémov  
Z predchádzajúcich kapitol je zrejmé prečo a za akým účelom implementovať 
dohľadové systémy. Teraz sa budem detailnejšie venovať dvom základným typom 
dohľadových systémov.  
 
Obrázok  1.6.1 Základný prehľad skladby informatickej infraštruktúry a adekvátnych 
dohladových systémov 
 
Dohľadové systémy v oblasti infraštruktúry  
Ako prvé sa na trhu objavili dohľadové systémy pre základnú IT infraštruktúru ako 
sú servre a sieťové komponenty. Hlavnou úlohou je poskytnúť prehľad o aktuálnom stave 
IT infraštruktúry a jej fungovaní.  
Zdroj: Vlastná tvorba 
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Historicky sa dohľadové systémy zameriavali buď na sieťovú alebo serverovú časť 
infraštruktúry, nakoľko sú ale tieto dve časti úzko prepojene, je možné v dnešnej dobe 
vidieť skôr dohľadové systémy, ktoré pokrývajú obe tieto časti rámci jedného produktu. 
 
Dohľadové systémy pre monitorovanie dostupnosti a výkonu služieb 
Dohľadové systémy zamerané na monitorovanie služieb sú priamo cielené na 
sledovanie výkonu aplikácií a služieb, ktoré aplikácie poskytujú, pričom sa nezaoberajú 
infraštruktúrou, ktorú tieto služby využívajú. Sledujú dostupnosť služieb ale aj ich stabilitu. 
Na rozdiel od systémov, ktoré monitorujú infraštruktúru, vnímajú službu ako celok 
a neriešia jej vnútornú štruktúru (zohľadňujú len či je služba dostupná s očakávaným 
výkonom, nie či využíva jeden alebo dva servery, či je pripojená cez primárnu alebo 
sekundárnu linku a pod.).   
 
1.6.3 Dohľadové systémy pre sieťovú infraštruktúru  
Pre potreby tejto práce sa budem zaoberať hlavne dohľadovými systémami pre 
sieťovú infraštruktúru. 
Sieťová infraštruktúra je nosným prvkom prenosu dát je jej dostupnosť najviac 
kritické. Redundantné linky a zariadenia umožňujú získať značne vysokú dostupnosť 
služieb (moderne dátové centra bežné garantujú 99.99% času tj. 4,3 minúty nedostupnosti 
mesačne). Všeobecne sa dohľadové systémy pre siete označujú skratkou NMS (Network 
Management Solutions ) a sú kombinované s ďalšími funkciami uľahčujúcimi správu siete. 
Podrobnosti obsahuje ISO štandard pre FCAPS model. 
 
Hlavné úlohy týchto dohľadových systémov sú :  
Identifikácia presného bodu zlyhania (Failure isolation ), kedy dohľadový 
systém presne identifikuje linku, prípadne zariadenie, ktoré zlyhalo a spôsobilo 
nedostupnosť služieb pripojených prostredníctvom tohto bodu. 
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Obrázok  1.6.2 Ukážka izolácie problému v praxi  
Prehľad o stave siete – Hlavne v prípade redundantných sietí je možné, že 
výpadok primárneho spojenia nikto nepocíti vďaka adekvátnej zálohe spojenia 
prostredníctvom iného komunikačného kanálu. Úlohou dohľadového systému je na tieto 
problémy upozorniť. 
Sledovanie hlavných sieťových ukazovateľov ako sú vyťaženie liniek, počet 
spojení, sieťová kvalita služieb (nestabilita siete – Jitter, odozva siete – response time). 
 
Obrázok  1.6.3 Ukážka grafu vyťaženia linky 
 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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2 Analýza problému a súčasnej situácie  
2.1 Analýza spoločnosti  Accenture 
2.1.1 Všeobecný popis spoločnosti 
Accenture je popredná globálna spoločnosť v oblasti manažérskeho poradenstva, 
systémovej integrácie, vývoja a údržby software a outsourcingu podnikových procesov. 
Celosvetovo zamestnáva viac ako 246.000 ľudí a jej tržby prekročili 25,7 miliárd USD.  
V Českej republike pôsobí od roku 1991 prostredníctvom svojej pobočky v Prahe, 
ktorá súčasnosti má už viac ako 2000 zamestnancov. Jej klientmi sú známe svetové firmy, 
ktorým pomáha v rôznych oblastiach ich podnikania. Spoločnosť má v svojom portfóliu 
širokú škálu produktov a služieb ako manažérske poradenstvo, technologické poradenstvo, 
systémová integrácia, vývoj a údržba software, outsourcing podnikových procesov.  
Spoločnosť je rozdelená do troch hlavných divízií - Consulting, Accenture 
Technology Solutions a Services. Každá z divízií sa zaoberá poskytovaním rôznych služieb 
a produktov.  
 
2.1.2 Finančné výsledky za fiškálny rok 2011. 
Za fiškálny rok (FY) 2011 (k 31.8.2011) zaznamenala spoločnosť aj napriek vcelku 
nepriaznivej situácie na trhoch rekordný zisk 25,5 miliárd USD, čo je oproti fiškálnemu 
roku 2010, v ktorom bol zisk 21,6 miliárd USD, nárast o viac ako 18 ％. Hodnota zisku na 
akciu predstavovala v FY 2011 3,40 USD čo je nárast o 28% oproti roku 2010.  Dividenda 
na jednu akciu v FY 2011 dosiahla úrovne 1,13 USD čo je zvýšenie o 0,56 USD na akciu 
oproti roku FY2011.(10) 
Hlavná časť zisku bolo vygenerovaná z poradenskej činnosti a z outsourcingu 
služieb. Obe tie to oblasti zaznamenali skoro 20 percentný rast, čo súvisí so stále sa 
zvyšujúcim dopytom po týchto oblastiach, kedy firmy viac a viac svojich vedľajších 
interných procesov outsourcujú k špecializovaným firmám, prípadne využívajú ich 
špecialistov v oblasti poradenstva - hlavne v oblasti IT. 
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Čistý zisk z poradenskej činnosti bol v FY 2011 14,12 miliardy UDS, čo 
predstavuje 19 percentný nárast oproti FY 2010 a čistý zisk z outsourcingu predstavoval 
9,27 miliardy USD čo predstavuje nárast o 18 percent oproti FY 2010(10) 
 
2.1.3 Spoločnosť Accenture v Českej republike 
Spoločnosť v Českej republike tvoria dve spoločnosti s ručením obmedzením 
a jedna organizačná zložka ktorá má v týchto spoločnostiach hlavný podiel. 
Accenture Central Europe B.V.
Organizačná zložka
Vedúci organizační zložky Barini Maurizio
 
Accenture Technology Solutions - 
Czech Republic s.r.o.
Prokurista Volek Tomáš






Obrázok  2.1.1 Hlavné organizačné zložky spoločnosti Accenture v ČR 
 
Accenture Central Europe B.V.  je organizačná zložka založená spoločnosťou 
Accenture Central Europe B.V.  so sídlom v Holandskom kráľovstve. Zaoberá sa 
poradenskou činnosťou (Consulting) a zároveň zamestnáva väčšinu riadiacich pracovníkov 
v strednej Európe. Spoločnosť založila v Českej republike dve ďalšie spoločnosti, pomocou 
ktorých dodáva služby a produkty svojim zákazníkom v Českej republike ale aj v zahraničí. 
Dnes zamestnáva nad 300 špecialistov v rôznych oblastiach poradenstva ako IT, právne 
poradenstvo, finančné poradenstvo, manažment a pod. 
Accenture Services s.r.o – Najväčšia zo spoločností Accenture v ČR s viac ako 
1200 zamestnancami za zameriava na poskytovanie rôznych outsourcingových služieb 
medzinárodnej, predovšetkým ale európskej klientele. Poskytuje outsourcing v oblasti IT, 
ľudských zdrojov a účtovníctva. Accenture Central Europe B.V. má v Accenture Services 
100% podiel so základným imaním 50 000 000 CZK. 
 
Zdroj: Vlastná tvorba 
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Rok 2011 2010 2009 
Aktíva celkom 499 451 545 599 430 279 
Vlastný kapitál 185 326 176 250 157 585 
Cudzie zdroje 307 211 362 137 265 305 
Tržby resp. výkony 1 330 471 1 081 055 916 550 
Obrat resp. výnosy 1 611 803 1 370 240 1 205 444 
Náklady 1 602 727 1 351 575 1 153 059 
Hospodársky výsledok 
za účtovné obdobie 9 076 
 
18 665 52 385 
Tabuľka 2.1.1 Finanční údaje Accenture Services v tísc. Kč 
Accenture Technology Solutions -  Najmladšia Accenture spoločnosť na Českom 
trhu. Zameriava sa na vývoj aplikácií a dodávku riešení na kľuč v oblasti IT. Accenture 
Central Europe B.V. má v Accenture Services 75% podiel so základným imaním 150 000 
CZK a Accenture Minority I B.V (sídlo Holandské kráľovstvo) s podielom 25% a vkladom 
50 000 CZK. 
2.1.4 Postavenie spoločnosti na trhu 
Spoločnosť ma v predmete podnikania perspektívne oblasti poradenstva 
a outsourcingu, ktoré predstavujú neustále rastúci trh aj v dobe finančnej krízy. Je 
pravdepodobné, že neistá situácia na finančnom trhu bude viesť k zvyšovaniu dopytu po 
týchto službách, pretože prinášajú zefektívnenie a šetrenie nákladov. To potvrdzuje aj rast 
spoločnosti ako po stránke príjmov tak po stránke počtu zamestnancov. 
Spoločnosť je medzi 10 najväčšími značkami z outsourcingu, ktoré spolu ovládajú 
85 percent svetového trhu outsourcingu a radí sa medzi značky ako IBM, Infosys 
Technologies, Sodoxo, Capgemini, Tata Consultancy Services, Wipro Technologies, 
Hewlett-Packard, Genpact a Tech Mahindra. 
Spoločnosť má stabilnú klientelu v podobe nadnárodných spoločností ako Unilever, 
Microsoft, kde poskytuje hlavne outsourcing riadenia ľudských zdrojov. Spoločnosť 
Accenture bola niekoľko krát ocenená ako svetovo najlepší dodávateľ týchto služieb. 
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2.2 Popis organizačnej zložky IO-CIM-IO  
 V spoločnosti Accenture pracujem na vedúcej pozicí ako vedúci centra pre 
dohľadové systémy - OC EMT (Operations Center Enterprise management tools) . 
Organizačne spadá OC EMT pod spoločnosť Accenture Services s.r.o, ktorá sa zaoberá 
hlavne outsourcinogom. Obtasť správy vlastných IT technológií a infraštruktúry vyčlenila 
do divízie  IO CIM IO (Internal Outsourcing Central infrastructure management  Integrated 
operations). Táto divízia má celosvetovo viac ako 600 zamestnancov a svoj servis 
poskytuje pomocou troch hlavných servisných centier IO CIM OC (OC – Operation 
center), pričom jedno sídli v Prahe ostatné dve v Latinskej Amerike a Ázií. Hlavnou 
náplňou práce IO CIM OC je starostlivosť o globálnu vnútornú sieť a systémy spoločnosti 
Accenture, ale aj niektorých jej zákazníkov. Sme orientovaní skôr na veľké firmy 
s medzinárodnou pôsobnosťou a správu Enterprise IT riešení. 
IO CIM IO
Internal outsourcing central 







IO CIM OC 
 EMEA
IO CIM OC APA
 
IO CIM OC AMR
 
IO CIM OC EMT
Enterprise management team
Lubomír Stašo 




Obrázok  2.2.1Organizačná štruktúra IO CIM IO 
 
 Operations Center Enterprise management tools team, ďalej len  OC EMT, sa 
zaoberá podporov nástrojov využívaných  v IO CIM IO na správu IT infraštruktúry hlavne 
potom EMS systémami ako sú aplikácie monitorujúce stav siete, kvalitu poskytovaných IT 
služieb a aplikácií. Poskytuje prehľad o sieťovej infraštruktúre, jej zabezpečení a pod. 
 
Zdroj: Vlastná tvorba 
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2.2.1 Analýza centra pre dohľadové systémy OC EMT 
Okrem správy interných dohľadových systémov pre spoločnosť Accenture, 
poskytuje OC EMT správu a implementáciu dohľadových systémov aj pre 87 externých 
zákazníkov spoločnosti Accenture. 
EMS systémy sú súčasťou každého podnikového IT riešenia vo veľkých podnikoch 
a kladie sa ne neho veľký dôraz, hlavne pre jeho vplyv na riadenie IT. Medzi najvedčích 
dodávateľov riešení patrí napríklad spoločnosť IBM s produktom Netcool,  BMC s 
produktmi SMART a  patrol express,  HP open view , Compuware a pod. V sektore stredne 
veľkých spoločností sú populárne aj produkty s otvoreným kódom ako Nagios a Zenoss od 
spoločnosti Zenoss, tá dokonca ponúka aj profesionálnu podporu. 
Nakoľko je na trhu veľa dodávateľov a poskytovateľov služieb v oblasti EMS je 
nutné aby OC EMT udržovalo svoje riešenia a služby neustále konkurencieschopné. 
SWOT analýza OC EMT je zhrnutá v nasledujúcich riadkoch. 
Silné stránky 
 Naviazanie služieb správy a poskytovania EMS na ostané služby poskytované 
zákazníkom. Zákazník teda pre rôzne služby nemusí využívať rôznych 
poskytovateľov 
 Zázemie veľkej spoločnosti. Zákazníkovi to dáva určitú záruku kvality služieb. 
 Predaj dohladových systémov ako služby. Zákazník tak môže meniť svoje 
dohľadové systémy a tak  pružne reagovať na zmeny v svojej infraštruktúre  
 Hosťovanie infraštruktúry dohladových systémov v dátovom centre spoločnosti 
Accenture. Zákazník teda nepotrebuje vlastnú infraštruktúru pre dohľadové 
systémy   
 Využívanie princípu „Multitenancy“ , teda zdieľania jednej inštancie systému 
viacerými organizáciami. Zákazník tak má možnosť využívať systémy za nižšie 
ceny ako keby ich vyžíval sám. 
 Klasické výhody outsourcingu ako sú zdieľanie ľudských zdrojov, vykrývanie 





 Absencia vlastného softwarového produktu. Spločnosť Accenture nemá 
a neplánuje vývoj vlastných EMS, závisí tak plne na externých dodávateľoch EMS. 
Poskytuje iba podporu a služby spojené s EMS 
 Drahé riešenia na mieru. Accenture sa snaží dodávať profesionálne riešenia, ktoré 
detailne zohľadňujú potreby klientov, to je síce výhoda ale v dnešnej dobe 
ekonomickej nestability keď sa spoločnosti snažia šetriť, čím viac siahajú po 
lacnejších a všeobecných riešeniach priamo od dodávateľov.  
 Obmedzujúci výber riešení. V portfóliu spoločnosti je podpora pre zhruba 30 
riešení od rôznych dodávateľov. Aj keď sa jedná o riešenia, ktoré sú väčšinou 
najlepšie v obore, alebo predstavujú zlatý štandard, nemusia vyhovovať všetkých 
zákazníkom.  
 Obmedzenia vychádzajúce zo vzťahu k dodávateľom EMS. Spoločnosť 
Accenture nikdy nemôže garantovať zákazníkom služby, ktoré nie sú garantované 
aj zo strany dodávateľa EMS pre spoločnosť Accenture.  
Príležitosti 
 Vytváranie partnerstiev s dodávateľmi. Pomáha eliminovať problém 
s chýbajúcim vlastným portfóliom EMS. Vďaka partnerstvám s dodávateľmi môže 
Accenture priamo ovplyvňovať vývoj dodávateľských EMS riešení a presadzovať 
potreby svojich zákazníkov. 
 Komplexnejšie multitenancy riešenia. Zákazníci si multitenancy koncept značne 
obľúbili pretože predstavjú spôsob ako ušetriť za EMS infraštruktúru a licencie. 
Ďalším logickým krokom ako priblížiť multitenancy riešenia bližšie k zákazníkom 
je ich poskytovanie ako súčasť cloudových služieb.  
 Vytváranie úzko profilovaných konceptov. Je pomerne novinkou. Spoločnosť sa 
zameriava na tvorbu veľmi detailných a úzko profilovaných riešené na kľuč. 




 Akvizície dodávateľov EMS ostanými poskytovateľmi služieb. Mnohé 
spoločnosti poskytujúce IT outsourcing pristúpili k akvizíciám softwarových 
spoločností ponúkajúcich EMS systémy a tie začlenili do svojho portfólia. 
Za zmienku stojí napríklad akvizícia spoločnosti Netcool spoločnosťou 
IBM, produktová rada Netcool je považovaná za jeden z najlepších EMS 
systémov pre monitorovanie sieťovej infraštruktúry. IBM tak získlo 
niekoľko prestížnych zákazníkov ako AT&T, Verizon a pod. Firemná 
stratégia spoločnosti Accenture dáva prednosť organickému rastu 
a prakticky nevykonáva žiadne akvizície. 
 Prenikanie dodávateľov EMS na outsourcingový trh. Samotný 
dodávatelia EMS hľadajú nové spôsoby predaja svojich produktov 
a maximalizácie zisku. Mnohý už začali dodávať vlastné riešenia vo forme 




2.3 Analýza riešenia problému 
2.3.1 Vznik problému 
Problém vznikol po implementácii dohľadového systému Zenoss od spoločnosti 
Zenoss. Ten využíva spoločnosť Accenture a niekoľko externých zákazníkov na 
monitoring výkonnostných parametrov IT infraštruktúry ako sú vyťaženie prenosovej 
kapacity linky, vyťaženie výkonnostných ukazovateľov serverov a pod.  
Aj keď okrem monitorovania výkonnostných ukazateľov disponuje Zenoss aj 
manažmentom udalostí (v angličtine označovaný ako event management), nedisponuje 
pokročilejším reportovaním  dáta o týchto udalostiach, ktoré v tejto infraštruktúre vzniky. 
Tieto udalosti sú cenným zdrojom informácii pre IT manažment riadiaci správu IT 
infraštruktúry. Poskytujú informácie o výkonnostných parametroch a dostupnosti 
infraštruktúry z pohľadu výskytu problémov súvisiacich s týmito ukazovateľmi. Typickým 
príkladom môže byt výskyt a dĺžka trvania vyťaženia linky.  
 
Obrázok  2.3.1 ukážka zobrazenia udalosí v systéme zenoss Zdroj: Vlastná tvorba 
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Zenoss poskytuje iba dva reporty o udalostiach, a to pohľad na aktuálne udalosti 
a pohľad na udalosti ktoré sa stali v minulosti. V historických udalostiach umožňuje len 
filtrovanie na základe času vzniku a podľa vyhľadávania textového reťazca. Tieto reporty 
sú  však z pohľadu IT manažmentu prakticky nepoužiteľné. Je preto nutné dáta exportovať 
do prostredia MS Excel a následne spracovať pivotnými tabuľkami aby sa ich informačná 
hodnota zvýšila. To však trvalo dlho a pre množstvu dát (300 – 400 tisíc udalostí za 
mesiac) ide o náročný proces, na ktorý je nutné vynakladať značné ľudské zdroje. 
 
2.3.2 Možné riešenia problému 
Naskytujú sa dve možné riešenia tohto problému. 
1. Spoločnosť Zenoss prisľúbila implementáciu BI rozhrania do Zenossu. Bi rozhranie 
postavené na open source platforme Juspersoft by malo pokryť požiadavky IT 
manžmentu a poskytnúť plnohodnotnú BI platformu pre dáta o udalostiach. Bohužial 
podpora Juspersoft bude dostupná až v roku 2014. Čo je pre IT manažment príliš dlhá 
doba. 
2. Ako druhá možnosť sa naskytuje postavenie vlastnej BI platformy na základe 
Microsoft Business inteligence. Ktorú môže spoločnosť využívať na základe 
korporátnej licenčnej politiky spoločnosti Microsoft, bez nutnosti ďalších nákladov 
na licencie  
2.3.3 Metodický postup riešenia problému  
Zostavenie požiadaviek 
V prvom rade bude nutné aby som pozbieral a štandardizoval vstupné požiadavky 
IT manažmentu, ktorý bude využívať dáta k podpore svojej operačnej činnosti. Zároveň 
analyzoval kontraktom stanovené reporty, ktoré musia byť dodané zákazníkovi. Z týchto 
vstupov som vytvorím všeobecné požiadavky a technické požiadavky na implementáciu,.  
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Identifikácia zdroja dát  
Na základe požiadaviek identifikujem odkiaľ a aké dáta budem potrebovať. Ich 
formát a parametre. Dáta bude nutné centralizovať a preto sa budem musieť zaoberať aj ich 
procesom uloženia v dátovom sklade. 
Spracovanie zdrojových dát a ich poskytovanie 
Pre rýchli prístup k dátam v dátovom sklade bude treba navrhnúť a vytvoriť OLAP 
dátovú kocku. Ta umožní vytváranie komplexných reportov v reálnom čase. Jej návrh musí 
odrážať stanovené požiadavky IT manažmenu. 
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3 Vlastné návrhy riešenia, prínos návrhu riešenia 
3.1 Požiadavky na realizáciu 
3.1.1 Všeobecné požiadavky 
Všeobecné požiadavky boli definované na úrovni projektu ako takého a mimo 
finančných, časových a požiadaviek na ľudské zdroje, ktoré presahujú rozsah tejto práce 
boli definované takto: 
Požiadavka 1: Realizácia musí byť v súlade so všetkými firemnými štandardami 
a nariadeniami. 
To implikuje nutnosť používať štandardné firemné riešenie pre podobné projekty tj. 
produktovú radu spoločnosti Microsoft Business Inteligence. 
Požiadavka 2: Realizácia musí dodržať všetky kritéria stanovene v projektovom 
zadaní. To implikuje  
Požiadavka 3: Realizácia musí uspokojiť požiadavky hlavných kľúčových užívateľov. 
To implikuje nutnosť zapojiť do návrhu reportov všetkých IT manažérov a Service 




3.1.2 Technické požiadavky na realizáciu 
Na základe rozhovorov s IT manažérmi som stanovil nasledovné technické 
požiadavky a analyzoval ich dopad na výsledné riešenie. Sporné body som prebral 
s nadriadenými.  
Požiadavka Implikácie pre návrh a realizáciu 
Nezávislosť systému na hlavných 
databázach 
Definovať vlastné dátové úložisko, ktoré bude 
obsahovať kópiu dát zo Zenossu 
Databáza musí podporovať 
ukladanie dáta za viac ako dva roky  
 
Analyzovať trend za posledné mesiace a 
adekvátne prispôsobiť požiadavky na HW  
Platforma musí byť synchronizovaná 
s hlavnými databázami minimálne 
raz za 24 hodín  
Navrhnúť dátovú pumpu tak aby dokázala čerpať 
dáta aspoň raz za deň  
Poskytnúť plne funkčnú business 
inteligence platformu pre Service 
management 
 
Využiť nielen reportovacie služby, ale aj analytické 
a implementovať adekvátnu OLAP dátovú štruktúru 
Prístupnosť pomocou webového 
užívateľského rozhrania alebo 
pomocou MS Excel 
 
Táto funkcionalita je štandardne pokrytá v rámci 
MS Excel a MS reporting services 
Vytvoriť základnú sadu reportov, 
ktoré definuje IT manažment 
Analyzovať požiadavky IT manažmentu na 
požadované reporty a navrhnúť ich  
Podpora rôznych grafických 
výstupov reportov (grafy, listy, 
matice) 
Táto funkcionalita je štandardne pokrytá v rámci 
MS Excel a MS reporting services 
Možnosť rôznych výstupných 
formátov (PDF, html, MS Word ...) 
Táto funkcionalita je štandardne pokrytá v rámci 
MS reporting services 
Možnosť nastavenia pravidelného 
posielania reportov 
Z dôvodu komplexnosti tejto požiadavky bola táto 
požiadavka po schválení manažmentom zamietnutá 
Možnosť preddefinovať reporty 
užívateľom ako aj tvoriť vlastné ad-
hoc reporty  
Z dôvodu komplexnosti tejto požiadavky v rámci 
MS reporting services a možnosti vytvárania 
vlastných reportov v prostredí MS Excel bola táto 
požiadavka zamietnutá 
Umožniť čerpanie z rôznych 
dátových zdrojov pre možné 
rozšírenia v budúcnosti 
Táto požiadavka nebola reflektovaná v návrhu 
z dôvodu nedostatočného objasnenia prínosu pre 
firmu.  
Tabuľka č.  3.1.1 Zoznam technických požiadaviek na realizáciu 
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3.2 Konceptuálny návrh riešenia 
V tejto kapitole popíšem konceptuálny návrh riešenia. Detailnejšie približuje 
samotné riešenie a poukazuje na to, ako jednotlivé časti riešenia spolu spolupracujú. 
Dátová pumpa
SQL Serverové integračné služby 
Microsoft SQL Server Integration Services SSIS 
Zobrazovacia vrstva



































Obrázok  3.2.1Funkčný návrh riešenia 
  
Riešenie vychádza zo štandardnej implementácie produktového portfólia 
spoločnosti Microsoft. Používa hlavne komponenty dodávané v balíku Microsoft SQL 
server, ktoré sú vzájomne prepojené.  
Pre potreby dátovej pumpy som sa rozhodol použiť produkt Microsoft Server 
Integration Services , ktorý umožňuje v grafickom prostredí navrhnúť dátovú pumpu, ktorá 
bude čerpať dáta zo Zenoss MySQL databázy, využíva priame prepojenie medzi už 
existujúcou Zenoss MYSQL databázou a MS SQL serverom. Pravidelná úloha na MS SQL 
serveri zaisťuje import dát, ktoré sú  následne spracované na MS SQL serveri, ktorý bol 
inštalovaný ku tomuto účelu. . Dátová pumpa zároveň normalizuje dáta, aby s nimi bolo 
neskôr možné efektívne pracovať. Dátová pumpa je viac popísaná v kapitole 3.3. 
Zdroj: Vlastná tvorba 
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Následne spracované dáta sú uložene do relačnej databázy Microsoft SQL. 
Databáza obsahuje vlastný dátový model, do ktorého sú dáta uložené. Databáza ich potom 
buď priamo poskytuje pre potreby reportingu, napr. pokiaľ ide o report čistých 
neagregovaných dát, alebo ich poskytuje analytickej vrstve pre vytvorenie HOLAP dátovej 
kocky. 
Analytická vrstva využíva technológiu Microsoft Analysis services k vytvoreniu 
dátovej kocky, ktorá poskytuje dátové pohľady na spracované dáta. Táto vrstva je detailne 
popísaná v kapitole 3.4. 
Zobrazovacia vrstva poskytuje prístup k dátam a reportom pre koncových 
užívateľov. Je postavená na koncepte Microsoft reporting services a Microsoft Sharepoint. 
K dátam sa pristupuje prostredníctvom štandardného riešenia spoločnosti Accenture, ktoré 
poskytuje podobné služby viacerým zákazníkom (takéto riešenie sa v odbornej literatúre 
označuje ako Multitenancy teda viac organizačné), prípadne pomocou MS Excel, ktorý 
dokáže vytvárať priame spojenia na OLAP databázu. Viac o tejto vrstve je v kapitole 3.5. 
Existujúce riešenie Microsoft Sharepoint a Microsoft reporting services
Nové riešenie spracovania dát
Existujúce monitorovacie riešenie
Microsoft SQL server s 
















Obrázok  3.2.2 Technický návrh riešenia 
 
  
Zdroj: Vlastná tvorba 
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Operačný systém Windows Server 2008 R2 Enterprise Service Pack 1 
Architektúra X64 Virtuálny server na platforme ESX host 
Procesorový výkon 8 x Intel® Xeon® CPU X7550 2Ghz 
Pamäť 16 GB 
Disková kapacita Priamo pripojené disky : C: 50GB D:300GB  
SUN : Data G: 1TB   Log L:  300GB 
Lokácia servera Dátové centrum BNG6 , Bangalore , India 
Tabuľka č.  3.2.1 Špecifikácia serveru hosťujúceho MS SQL 
 
 
3.3  Návrh a realizácia dátovej pumpy a dátovej vrstvy 
V predchádzajúcej kapitole som vysvetlil celkový koncept riešenia. V tejto kapitole 
sa venujem návrhu a implementácií riešeniu dátovej pumpy. Tú som navrhol v grafickom 
prostredí SQL server business intelligence studio ako balíček SSIS 
 
Obrázok  3.3.1Process ETL definovaný v SSIS Zdroj: Vlastná tvorba 
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Počas realizácie som prišiel nato, že príležitostne dochádza k prerušeniu spojenia 
a tým pádom k zlyhaniu procesu extrakcie dát. Preto som sa rozhodol dáta najskôr nahrať 
do tabuľky pre dočasné dáta a až následne spracovávať už ako lokálne. Túto tabuľku som 
nazval tmp_hisotry 
Nasleduje proces dopočítania dát a ich transformácie. V tejto časti odfiltrujem 
nepotrebné informácie pripadne transformujem niektoré do formátu vhodnejšieho pre 
užívateľov. Zároveň vytváram nové dátové položky ktoré sú odvodené od kombinácie 
starých.  
Ďalším krokom je aktualizácia dimenzii na základe nových dát. V tejto časti 
procesu dochádza k overeniu , že dimenzie sú aktuálne a nie je nutné ich doplniť novými 
informáciami.  
Keďže relačná databáza používa vlastné kľúče k definovaniu vzťahov medzi 
tabuľkami dimenzii a tabuľkou faktov, musím staré kľúče zo Zenoss MySQL databáze 
nahradiť novými kľúčmi používanými v mojej databáze. Dáta je treba spárovať so 
správnymi primárnymi kľúčmi v tabuľke dimenzii s cudzími kľúčmi v tabuľke faktov.  
Nasleduje vloženie dát z tabuľky s dočasnými dátami  do tabuľky faktov v SQL 
relačnej databáze. 
Posledným krokom je prepočítanie dátovej kocky s novými dátami. Pretože 
dochádza aj ku aktualizácii niektorých dimenzii sú tieto dimenzie tiež prepočítane. 
 
Obrázok  3.3.2 nastavenie spracovania OLAP dátovej kocky 
Celý tento balíček je uložený na MS SQL servery ako úloha (SQL Server Agent 
job) a spustený raz za 24 hodín. 
Zdroj: Vlastná tvorba 
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3.3.1 Extrakcia zdrojových dát 
Napojenie na zdrojovú databázu 
 
Dátové centrum Sterling Virginia Dátove Centrum BNG6 Bangalore India





SSIS integračné služby 
Extrakt dát
Transformácia dát




Obrázok  3.3.3Technická realizácia dátovej pumpy 
Dáta sú extrahované zo Zenoss MySQL databáze ktorá sa nachádza v dátovom 
centere v Sterling Virginia v Spojených štátoch a sú prenášané cez vnútropodnikovú sieť 
MPLS do dátového centra BNG6 v Banglaore India. Toto MPLS spojenie poskytuje 
dostatočnú kapacitu na pokrytie presunu dát  bez nutnosti navýšenia jeho kapacity.  
Integračné služby SSIS priamo nepodporujú pripojenie na MySQL databázu. Na jej 
podporu je treba na MS SQL serveri doinštalovať MySQL .Net provider komponentu, 
ktorá je voľne dostupná pod open source licenciou zo stránok projektu MySQL 
(http://dev.mysql.com/downloads/connector/net/ ). Táto integrácia využíva verzie 6.3.5 
tohto konektoru.  
Pre pripojenie je použitý štandardný port 3306. Meno servera , užívateľské meno 
a heslo sú statické a vytvorené len pre potreby tohto spojenia a preto som sa rozhodol ich 
vložiť priamo do balíčku SSIS. Dotazovaná databáza sa vola events. 
Zdroj: Vlastná tvorba 
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Obrázok  3.3.4 Nastavenie pripojenia pre Zenoss MySQL databázu 
Výber zdrojových dát 
Ako zdroj dát slúži databáza „events“ ktorá ukladá dáta o udalostiach v sieti. Keďže 
nás zaujímajú len historické udalosti, budeme dáta čerpať výlučne z tabuľky „history“ 
ktorá ich obsahuje v nenormalizovanej forme. Normalizované dáta bohužiaľ k dispozícii 
nemáme nakoľko Zenoss primárne využíva objektovo orientovanú databázu Zope. 
Zdrojové dáta budeme čerpať raz za 24 hodín. A to pomocou nasledujúceho 
MySQL príkazu v Príloha č. :  2 
 
Obrázok  3.3.5 Nastavenie MySQL príkazu pre extrakciu dát 
Keďže prenášať všetky dáta by bolo neefektívne prenášajú sa len dáta, ktoré boli do 
tabuľky vložene za dobu od poslednej synchronizácie. Povodne som chcel vložiť pevný 
časový udaj ako predchádzajúci deň, ale nakoniec som siahol po riešení ktoré nahráva 
všetky záznamy medzi časom poslednej synchronizácie a aktuálnym dátumom. To 
zaisťuje, že aj v prípade zlyhania dátového importu v jednom cykle sú dáta nahrane v cykle 
nasledovnom. 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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Vloženie dát do tabuľky pre dočasné dáta 
Počas extrakcie sú dáta vkladané do tabuľky pre dočasné dáta. Tá je navrhnutá tak 
aby odpovedala extrahovaným dátam a ich dátovým typom. SQL príkaz na vytvorenie 
tabuľky pre dočasné dáta je v Príloha č. :  4. Mapovanie stĺpcov medzi Zenoss MySQL a 
MS SQL je v Príloha č. :  3 
 
Obrázok  3.3.6 Pracovny postup nahrania dát z MySQL to MS SQL 
Problém nastal len u položky suppid ktorá odhalila problém konverzie typu MySQL 
reťazec na MS SQL unikátny identifikátor  automaticky v rámci Mysql.Net poskytovateľa , 
v prípade, že niektoré položky v stĺpci suppid obsahujú prázdny reťazec „“. Tento problém 
som vyriešil tak , že som prázdne reťazce nahradil hodnotou Null a nasledne až 
konvertoval do formátu MS SQL unikátny identifikátor . 
 
Obrázok  3.3.7 Úprava dát suppid do formátu akceptovateľného v MS SQL 
 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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3.3.2 Spracovanie zdrojových dát a ich transformácia 
Nové dopočítané dáta.  
Pre jednoduchosť a počet dát ktoré treba dopočítavať som sa rozhodol využiť 
funkcionality MS SQL pre kalkulované stĺpce v tabuľkách. Tie sú umiestnené v tabuľke 
pre dočasné dáta. Hodnoty sú tým pádom automaticky dopočítané už pri vkladaní dát do 
tejto tabuľky. Toto riešenie my prišlo ako jednoduchšie na správu než vkladanie kalkulácii 










Rozdiel v minútach medzi 
posledným monitorovacím cyklom 





V ktorom CRM systéme bola 
udaloť zaznamenaná. 
 smallInt 
(case when [incident] IS NOT NULL then 
case when left([incident],(4))='INCB' then 1 
else 2 end else 3 end) 
firstDate 
Agregácia času vzniku udalosti na 
hodiny pre potreby naviazania na 
časovú dimenziu 
dateTime DateAdd(Hour, DateDiff(Hour, 0, 
[firstTime]), 0) 
lastDate 
Agregácia času vyriešenia udalosti 
na hodiny pre potreby naviazania na 
časovú dimenziu 




Geografická informácia o mieste 
pôvodu udalosti. Tá je vyčlenená zo 
zoznamu skupín ktorých sa udalosť 
týka. Skupiny reprezentujú objekty 
v Zope objektovej databáze ktorú. 
varchar 
case when  
CHARINDEX('Geography',[DeviceGroups]
)>1  









)   else len([DeviceGroups]) end )end 
3.3.3 Aktualizácia dát v tabuľkách dimenzií  
Keďže systém Zenoss je operačným systémom je pravidelne aktualizovaný novými 
informáciami, ktoré ovplyvňujú aj dimenzie. Preto je nutné počas procesu ETL overiť ,že 
dimenzie obsahujú všetky položky a variácie ktoré môžu v Zenoss nastať a ovplyvniť 
udalosti. Ako príklad môžem uviesť pridanie nového monitorovaného zariadenia. K tomu 
sa môže objaviť nová udalosť. Bez aktualizácie dimenzie zariadení by potom pri tvorbe 
OLAP databázy nastala nekonzistencia dát medzi tabuľou faktov a dimenziou.  
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Informácie v dimenziách sú preto porovnávané s tabuľkou pre dočasné dáta 
a v prípade, že dimenzia neobsahuje niektoré dáta, sú tieto následne vložené do tabuľky 
dimenzie. Tak sa nemôže stať, že by dimenzia neobsahovala informácie o všetkých 
možných kombináciách cudzích kľúčov v tabuľke faktov.  
Tento proces je rovnaký pre všetky dynamické dimenzie, uvádzam preto len príklad 
pre jednu dimenziu „dim_device“ 
 
Obrázok  3.3.8Aktualizácia dimenzie pri procese ETL 
Ako demonštrujem na obrázku pomocou príkazu SQL získame distinktne hodnoty z 
tabuľky dočasných hodnôt a tie následne porovnáme s dátami v tabuľke s dimenziou. 
Pokiaľ dáta chýbajú, je dimenzia aktualizovaná o nové dáta.  
insert into dim_device(device)  
 ( 
 ( SELECT * from view_device 
   where not exists( 
     select * from dim_device  
where tmp_history.device = 
dim_device.device 
      ) 




3.3.4 Nahranie dát do tabuľky faktov 
Pretože niektoré požiadavky od IT manažmentu na reporty vyžadujú aj detailné dáta 
musíme do dátového skladu uložiť aj detailné informácie ktoré by sme za normálnych 
Zdroj: Vlastná tvorba 
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okolností odfiltrovali. Takýmto príkladom môže byť presný čas kedy udalosť vznikla. Ten 
je pre potreby OLAP nepoužiteľný pretože by časová dimenzia vyžadovala drill-down až 
na úroveň sekúnd čo by nehorázne navýšilo dobru generovania OLAP kocky a nemalo by 
žiadnu výpovednú hodnotu. SQL príkaz na presun dát medzi tabuľkou dočasných dát 
a faktov je v Príloha č. :  7. SQL príkaz na vytvorenie tabuľky Faktov je v Príloha č. :  6 
3.3.5 Dátový model  
Výsledný dátový model je teda čiastočne normalizovaná relačná databáza. 
Definovaním vzťahov medzi tabuľkou Faktov a tabuľkami dimenzii prostredníctvom 
Primárneho a cudzieho kľúča som docielil aj ľahšej tvorby OLAP kocky pretože určenie 







































































Obrázok  3.3.9Dátový model relačnej databáze dátového skladu Zdroj: Vlastná tvorba 
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3.4 Návrh a implementácia Analytickej vrstvy 
Teraz keď dáta prešli cez proces ETL a sú uskladnené v relačnej databáze môžem 
s nimi pracovať v prostredí SQL server business intelligence studio ako s dimenziami 
a faktami. Ešte predtým ale objasním rozdiely medzi dimenziami. 
3.4.1 Plne statické dimenzie 
Statické dimenzie obsahujú dáta ktoré sú pre Zenoss štandardné a nemenia sa. Tieto 
dimenzie sú naplnené dátami pri inicializácií dátového skladu a nie sú už aktualizované 
procesom ETL. Niektoré z týchto dimenzií dokonca používajú kľúče rovnakej hodnoty ako 
MySQL databáza Zenossu a to z toho dôvodu, že ich zmeny Zenoss neumožňuje a teda sú 
spoľahlivé. 
Zoznam statických dimenzií a príkazov na ich vytvorenie a dát na ich 
inicializovanie je v Príloha č. :  5 
3.4.2 Dynamicky aktualizované dimenzie 
Princíp dynamických dymenzii som objasnil v kapitole 3.3.3. Ich zoznam a SQL 
príkazy na vytvorenie sú v Príloha č. :  6 
3.4.3 Časová dimenzia 
Časovú dimenziu, ktorá dáva dátam časový rozmer a umožňuje tak sledovanie 
trendov prípadne filtráciu na základe časových úsekov, som musel riešiť s ohľadom na 
požadované reporty. Niektoré požadovali dáta na granulárnej úrovni hodín, a preto som 
nemohol využiť štandardnú časovú dimenziu, ktorú si návrhové prostredie tvorí samo, tá 
ma totiž len granularitu na úrovni dní. Časová dimenzia sa vzťahuje k stĺpcom firstDate 
a lastDate v tabuľke faktov. 
Tento problém som vyriešil návrhom vlastnej databázovej tabuľky, ktorej 
vytvorenie a naplnenie hodnotami som realizoval T-SQL skriptom ktorý je Príloha č. :  1 
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Obrázok  3.4.1Štruktúra databázovej tabuľky pre časovú dimenziu 
3.4.4 Návrh dátovej kocky 
Ako prvý krok k návrhu OLAP kocky musím stanoviť zdrojové dáta a ich 
rozdelenie na dimenzie a fakty a väzby medzi nimi. Vzhľadom nato, že som v relačnej 
databáze učil vzťahy medzi tabuľkou FactData a dimenziami pomocou relácii 1:N, môžem 
k tomuto kroku ľahko využiť automatický proces ktorý je súčasťou vývojového prostredia. 
 
Obrázok  3.4.2Hviezdicové schéma vytvorené z relačného modelu dátového skladu 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
54 
3.4.5 Výber vhodných merateľných veličín  
Podľa analýzy reportov som zistil, že budem potrebovať hlavne dve merané 
veličiny a to : 
Minútový údaj ako dlho bola udalosť aktívna - Event Live. Ten využíva funkciu 
sumarizovania, teda sčítavania ,  dát. To znamená , že výsledná hodnota napríklad môže 
byť celkový čas kedy bola udalosť aktívna v danom mesiaci na danom zariadení.  
Počet záznamov s rovnakými parametrami - Facat Data count . Ten sčítava 
počet záznamov s rovnakými parametrami. Môžem teda povedať ,že daná udalosť vznikla 
na danom zariadení v danom mesiaci x krát. 
3.4.6 Sledovanie kapacity 
Na základe dát po 6 mesačnej prevádzke som sa snažil určiť či kapacita úložiska 
bude postačovať pre potreby ukladania dát po dobu 24 mesiacov. K tomu som analyzoval 
trend rastu záznamov aj to aký je mesačný prírastok. 
 
Graf č.:  3.4.1Nárast záznamov v databáze za časové obdobie 
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Graf č.:  3.4.2 Počet nových záznamov v databáze za mesiac 
Očakávaný rast bude pravdepodobne na úrovni 6-7 miliónov ročne. Tento rast som 
predikoval na základe predpokladaného navýšenia počtu zariadení v pohľadovom systéme  
oproti dnešnému množstvu a na základe aktuálneho rastu záznamov.  Na základe spotreby 
diskového priestoru  dátami za pol roka som odhadol cieľovú veľkosť databáze na približne 
13GB čo  nebude predstavovať problém ani z hľadiska kapacity diskového priestoru ani 
z hľadiska výpočtovej kapacity.  
 
Obrázok  3.4.3 Veľkosť tabuľky faktov s polročnými dátami 
3.5 Prístup k dátam v OLAP dátovej kocke. 
Ku OLAP dátovej kocke sa dá pristupovať rôznymi rozhraniami ktoré podporujú 
prístup k OLAP databázam. Ako cieľ tejto práce som zvolil prístup prostredníctvom 
Microsoft Excel, ktorý dokáže pracovať ako s dátami z relačných databáz tak s dátami 
z OLAP databáz.  
3.5.1 OLAP rozhranie MS Excel 
Pristupovanie k analytickým dátam z prostredia MS Excel je veľmi jednoduché 
a intuitívne. Rozhranie umožňuje pracovať s OLAP dátami prostredníctvom pivotnej 
tabuľky na ktorú sú užívatelia bežne zvyknutý. Rozdiel je v tom, že dáta pre pivotnú 
tabuľku nie sú uložené priamo v dokumente ale dotazované z SQL servera v tom danom 
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okamžiku. Z toho aj logicky vyplýva, že užívateľ musí byť pripojený do počítačovej siete 
spoločnosti aby k daným dátam mohol pristupovať. Samozrejmosťou je aj podpora grafov 
vytváraných priamo z dát z OLAP databázy. 
 
Obrázok  3.5.1Prístup k analytickým službám z prostredia MS Excel 
K pripojeniu k analytickej databáze slúžia prvky v sekcii Dáta. Ako prvé je treba 
definovať dátový zdroj , server, z ktorého budeme dáta získavať. Keď je tento zdroj už 
definovaný uloží sa ako zapamätaný a jeho definícia teda prebieha len raz. 
 
Obrázok  3.5.2 Autentifikačný proces k prístupu do analytickej databáze 
Pretože zamestnanci spoločnosti Accenture pracujú v doménovom prostredí 
využíva MS SQL server doménovú autentifikáciu  pre prístup do analytickej aj relačnej 
databázy. Užívateľ je teda autentifikovaný svojim doménovým účtom pod ktorým je 
prihlásený na svojej pracovnej stanici.  
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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Obrázok  3.5.3 Možnosť výberu zobrazenia dát z analytickej databáze 
Posledným krokom je možnosť výberu zobrazenia dát ako pivotnej tabuľky alebo 
kombinácie pivotnej tabuľky a grafu. 
 
Obrázok  3.5.4 Zobrazenie ukážkového reportu v prostredí MS Excel 
 
Zdroj: Vlastná tvorba 
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Obrázok  3.5.5 Zobrazenie ukážkového reportu s grafom v prostredí MS Excel 
 
Obrázok  3.5.6 Ukážka Top15 reportu s problematickými pobočkami 
Zdroj: Vlastná tvorba 
Zdroj: Vlastná tvorba 
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4 Záver 
V tejto práci som riešil problematiku reportingu dát z dohladových systémov 
v organizácií CIM-IO spoločnosti Accenture. Ako riešenie som navrhol a implementoval 
Analytické služby SQL k vytvoreniu  analytickej databáze s dátami, ako súčasť nového 
dátového skladu učeného pre tieto potreby.  Počiatočnou analýzou požiadavkou , ktoré som 
získal od IT manažmentu organizácie, som zistil aj to, že pred implementáciou tohto 
riešenia sa dáta spracovávali manuálne, neboli dostupné v tak rýchlom čase a kvalite ako 
po zavedení riešenia. Toto riešenie teda prispelo k zvýšeniu efektivity tejto organizácie 
a dramatickému zníženiu nákladov na reporting z dohľadového systému Zenoss. Dnes je 
riešenie implementované už štyri mesiace a na základe prvotných skúseností užívateľov, 
ktorý s ním pracujú , dostávam nove požiadavky na jeho rozširovanie a zlepšovanie. V 
rámci organizácie preto o zavedení procesu životného cyklu tohto riešenia, čo by zaistilo 
jeho ďalšie zlepšenie a podporu. 
K riešeniu momentálne pridávame aj rozhranie Microsoft reporting Services, ktoré 
umožní dostupnosť dát prostredníctvom webového portálového riešenia s predefinovanými 
reportmi. Riešenie však už aj v tejto fáze splnilo väčšinu  očakávaní, ktoré  s ním boli 
spojené.  
Do budúcna uvažujeme o rozšírení tohto riešenia aj o ďalšie dohľadové systémy 
a vytvorenie jednotného portálu pre prístup k všetkým dátam z týchto systémov nie len pre 
potreby našej ale aj ostatných organizácií. Je to elegantné riešenie problematiky 
chýbajúcich reportingových riešení v dohladových systémov.  
Veľký potenciál ma riešenie aj v rozšírení o meranie kľúčových výkonnostných 
ukazovateľov KPI, čo by umožnilo jeho využívanie ku okamžitému zisťovaniu kvality 
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7 Zoznam použitých skratiek 
BI - Business inteligence 
CRM - Customer relationship database 
DOLAP - Database On-Line Analytical Processing  
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EMT - Enterprise management tools 
ETL - Extraction Transformation Loading  
HOLAP - Hybrid On-Line Analytical Processing   
IT - Informačné technológie  
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MOLAP - Multidimensional On-Line Analytical Processing  
MS – Microsoft  
MSBI - Microsoft business inteligence 
OLAP – On-Line Analytical Processing  
OLTP – On-Line Transaction Processing 
ROLAP - Relational Online Analytical Processin 
SLA - Service level agreement 
SQL - Structured Query Language  
SSIS - Microsoft Server Integration Services 
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Príloha č. :  1 T-SQL príkaz na vytvorenie a  naplnenie časovej dimenzie 
-- deklarácia premenných pre začiatočný a konečný dátum a čas 
DECLARE @LoopDate datetime 
DECLARE @EndDate datetime 
--Vloženie hodôt pre začiatočný a konečny dátum  
--Tieto hodnoty treba zobrať v podaz pre prípad, že riešenie bude  
--využívané aj po hodnote EndDate 
SET @LoopDate = '2010-06-01 00:00:00' 
SET @EndDate = '2015-01-01 00:00:00'  
--Vytvorí samotnú tabuľku preuloženie dát 
CREATE TABLE [dbo].[dim_calendar]( 
 [PK_Date] [datetime] NOT NULL, 
 [date_value] [datetime] NOT NULL, 
 [date_name] [varchar](50) NOT NULL, 
 [year] [datetime] NOT NULL, 
 [year_name] [varchar](50) NOT NULL, 
 [month] [datetime] NOT NULL, 
 [month_name] [varchar](50) NOT NULL, 
 [dayOfMonth] [int] NOT NULL, 
 [dayOfYear] [int] NOT NULL, 
 [week_date] [datetime] NOT NULL, 
 [week] [int] NOT NULL, 
 [week_of_year] [varchar](50) NOT NULL, 
 [day_of_week] [int] NOT NULL, 
 [day_of_week_name] [varchar](50) NOT NULL, 
 [hour_of_day] [time](7) NOT NULL, 
 CONSTRAINT [PK_dim_calendar] PRIMARY KEY CLUSTERED  
( 
 [PK_Date] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, IGNORE_DUP_KEY = 
OFF, ALLOW_ROW_LOCKS  = ON, ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
 
 
-- Použitie cyklu While na vygenerovanie jednotlivých položiek v dimenzii 
-- Využíva startDate ako ukazateľ aktuálnej hodiny v danom dni. 
--Každým prechodom vytvorý nový záznam a na konci zvýši hodnotu o 1hodinu 
WHILE @LoopDate <= @EndDate 
BEGIN 
 -- vloží záznam pomocov Insert 
insert into dim_calendar values( @LoopDate, 
  DATEADD(dd,DATEDIFF(dd,0,@LoopDate),0) , 
datename(WEEKDAY,@LoopDate)+ ', ' + 
datename(month,@LoopDate)+' '+ datename(dd,@LoopDate) + ' ' + 
datename(YEAR,@LoopDate), 
  DATEADD(yyyy,DATEDIFF(yyyy,0,@LoopDate),0) , 
  datename(YEAR,@LoopDate), 
  DATEADD(mm,DATEDIFF(mm,0,@LoopDate),0), 
  datename(month,@LoopDate)+' ' +datename(YEAR,@LoopDate), 
  datepart(day,@LoopDate) , 
  datepart(DAYOFYEAR,@LoopDate) , 
  DATEADD(WEEK,DATEDIFF(WEEK,0,@LoopDate),0), 
  datepart(WEEK,@LoopDate)  , 
  datename(YEAR,@LoopDate)+' week '+ datename(WEEK,@LoopDate), 
  datepart(weekday,@LoopDate) , 
  datename(WEEKDAY,@LoopDate),    
  CONVERT(CHAR(8),@LoopDate,8) ) 
-- Inkrementuje hodnotu LoopDate o 1 hodinu 
 SET @LoopDate = DateAdd(hh, 1, @LoopDate) 
END 
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Príloha č. :  2 MySQL príkaz pre výber dát zo Zenoss MySQL databáze 
SELECT      
  dedupid,evid, 
  device,component, 
  eventClass,eventKey, 
  summary,message, 
  severity,eventState, 
  eventClassKey,eventGroup, 
  stateChange, 
  FROM_UNIXTIME(firstTime) AS firstTime, 
  FROM_UNIXTIME(lastTime) AS lastTime,  
  Cast(suppid AS CHAR(36)) AS suppid, 
  prodState,agent, 
  `count`, manager,  
  DeviceClass, Location,  
  Systems, DeviceGroups,  
  ipAddress,  facility,  
  priority, ntevid,   
  ownerid,deletedTime,  
  clearid,DevicePriority,  
  eventClassMapping,monitor,  




  (deletedTime > '"+  @[User::lastDeleteDate] +"' and deletedTime < 
date(now()))  




Príloha č. :  3 Mapovanie stĺpcov medzi Zenoss MySQL a MS SQL 
Stĺpec MySQL typ MSSQL Typ Null Konverzia 
evid CHAR(36) uniqueidentifier no   
device VARCHAR(128) VARCHAR(128) Yes   
eventClass VARCHAR(128) VARCHAR(128) Yes   
summary VARCHAR(128) VARCHAR(128) Yes   
severity SMALLINT(6) smallint Yes   
eventState SMALLINT(6) smallint Yes   
eventClassKey VARCHAR(128) VARCHAR(128) Yes   
eventGroup VARCHAR(64) VARCHAR(64) Yes   
stateChange TIMESTAMP datetime Yes   
firstTime DOUBLE datetime Yes FROM_UNIXTIME(firstTime)  
lastTime DOUBLE datetime Yes FROM_UNIXTIME(lastTime) 
prodState SMALLINT(6) smallint Yes   
suppid CHAR(36) VARCHAR(36) Yes   
manager VARCHAR(128) VARCHAR(128) Yes   
agent VARCHAR(64) VARCHAR(64) Yes   
DeviceClass VARCHAR(128) VARCHAR(128) Yes   
Location VARCHAR(128) VARCHAR(128) Yes   
DeviceGroups VARCHAR(255) VARCHAR(255) Yes   
priority SMALLINT(6) SMALLINT(6) Yes   
ownerid VARCHAR(32) VARCHAR(32) Yes   
deletedTime TIMESTAMP datetime Yes   
clearid CHAR(36) uniqueidentifier Yes   
eventClassMapp
ing VARCHAR(128) VARCHAR(128) Yes   
monitor VARCHAR(128) VARCHAR(128) Yes   
incident VARCHAR(256) VARCHAR(256) Yes   
 
Dáta odvodené od pôvodných dát 
 
evenLive Calculated persistant  bigint   (datediff(minute,[firstTime],[lastTime])) 
lastCycle Calculated persistant  bigint   (datediff(second,[lastTime],[stateChange])) 
incidentSys Calculated persistant  smallInt   
(case when [incident] IS NOT NULL then 
case when left([incident],(4))='INCB' then 1 
else 2 end else 3 end) 
firstDate Calculated persistant dateTime 
 
DateAdd(Hour, DateDiff(Hour, 0, 
[firstTime]), 0) 
lastDate Calculated persistant dateTime  
DateAdd(Hour, DateDiff(Hour, 0, 
[firstTime]), 0) 
Geoloacation Calculated persistant VARCHAR(256)  
case when  
CHARINDEX('Geography',[DeviceGroups]













Príloha č. :  4 SQL príkaz na vytvorenie tabuľky pre dočasné dáta 
CREATE TABLE [dbo].[tmp_history]( 
 [evid] [uniqueidentifier] NOT NULL, 
 [device] [varchar](128) NULL, 
 [eventClass] [varchar](128) NULL, 
 [summary] [varchar](128) NULL, 
 [severity] [smallint] NULL, 
 [eventState] [smallint] NULL, 
 [eventClassKey] [varchar](128) NULL, 
 [eventGroup] [varchar](64) NULL, 
 [stateChange] [datetime] NULL, 
 [firstTime] [datetime] NULL, 
 [lastTime] [datetime] NULL, 
 [prodState] [smallint] NULL, 
 [suppid] [varchar](36) NULL, 
 [manager] [varchar](128) NULL, 
 [agent] [nchar](10) NULL, 
 [DeviceClass] [varchar](128) NULL, 
 [Location] [varchar](128) NULL, 
 [DeviceGroups] [varchar](255) NULL, 
 [priority] [smallint] NULL, 
 [ownerid] [varchar](32) NULL, 
 [deletedTime] [datetime] NULL, 
 [clearid] [uniqueidentifier] NULL, 
 [incident] [nchar](10) NULL, 
 [evenLive]  AS (datediff(minute,[firstTime],[lastTime])) PERSISTED, 
 [lastCycle]  AS (datediff(second,[lastTime],[stateChange])) 
PERSISTED, 
 [incidentSys]  AS (case when [incident] IS NOT NULL then case when 
left([incident],(4))='INCB' then (1) else (2) end else (3) end) PERSISTED 
NOT NULL, 
 [firstDate]  AS (dateadd(hour,datediff(hour,(0),[firstTime]),(0))) 
PERSISTED, 
 [lastDate]  AS (dateadd(hour,datediff(hour,(0),[firstTime]),(0))) 
PERSISTED, 





charindex('Geography',[DeviceGroups]) else len([DeviceGroups]) end)  end) 
PERSISTED, 
 CONSTRAINT [PK_tmp_history] PRIMARY KEY CLUSTERED  
( 
 [evid] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, IGNORE_DUP_KEY = 
OFF, ALLOW_ROW_LOCKS  = ON, ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY]  
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Príloha č. :  5 Zoznam statických dimenzii a ich príkazov na vytvorenie a prvotných dát 
Statické dimenzie používajúce kľúče zo zenoss MySQL databáze 
Názov dimenzie: dim_severity 
Použitie Poskytuje dimenzionálny pohlad na závažnosť udalosti. 
SQL príkaz na 
vytvorenie: 
REATE TABLE [dbo].[dim_severity]( 
 [severity_id] [int] NOT NULL, 
 [severity_name] [nchar](10) NULL, 
 CONSTRAINT [PK_dim_severity] PRIMARY KEY CLUSTERED  
( 
 [severity_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah ku tabuľke 
faktov 
fact.severity_id  dim_severity.severity_id 
Základné dáta Severity_id severity_name 
0 clear      
1 debug      
2 info       
3 warning    
4 error      
5 critical   
 
 
Názov dimenzie: Dim_prodState 
Použitie Poskytuje dimenziu pre produkčný stav zariadenia keď udalosť 
vznikla.  
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_prodState]( 
 [prodState_id] [int] NOT NULL, 
 [prodStateDesc] [varchar](15) NULL, 
 CONSTRAINT [PK_dim_prodState] PRIMARY KEY CLUSTERED  
( 
 [prodState_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah ku tabuľke 
faktov 
Fact.prodState_id  dim_prodState.prodState_id 


















Názov dimenzie: dim_eventState 
Použitie Poskytuje dimenziu pre informácie o stave udalosti ked bola poslaná do histórie 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_eventState]( 
 [eventState_id] [int] NOT NULL, 
 [eventStateDesr] [varchar](50) NULL, 
 CONSTRAINT [PK_dim_eventState] PRIMARY KEY CLUSTERED  
( 
 [eventState] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah ku tabuľke 
faktov 
Fact.eventState_id  dim_eventState.eventState_id 






Názov dimenzie: Dim_incidentSys 
Použitie Poskytuje dimenziu  pre informácie v ktorom CRM systéme bola 
udalosť zaznamenaná. 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_incidentSys]( 
 [incidentSys_id] [tinyint] NOT NULL, 
 [incidentSys_name] [varchar](20) NULL, 
 CONSTRAINT [PK_dim_incidentSys] PRIMARY KEY CLUSTERED  
( 
 [incidentSys_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah ku tabuľke 
faktov 
Fact. incidentSys_id dim_eventState.incidentSys_id 
Základné dáta incidentSys_id incidentSys_name 
1 ITSM Bangalore 
2 ITSM Sterling 





Statické dimenzie využívajúce vlastné kľúče dátového skladu 
Názov dimenzie: dim_manager 
Použitie Poskytuje dimenziu  pre informácie z ktorým zenoss kolektorom bola 
informácia zaznamenaná 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_manager]( 
 [manager_id] [int] IDENTITY(1,1) NOT NULL, 
 [manager_name] [varchar](50) NULL, 
 CONSTRAINT [PK_dim_manager] PRIMARY KEY CLUSTERED  
( 
 [manager_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah ku tabuľke 
faktov 
Fact.manager_id  dim_collector.manager_id 



















Príloha č. :  6 Dimenzie aktualizované prostredníctvom procesu ETL 
Názov dimenzie: dim_agent 
Použitie Poskytuje dimenziu  pre informácie z ktorým agentom bola udalosť 
zaznamenaná 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_Agent]( 
 [agent_id] [int] IDENTITY(1,1) NOT NULL, 
 [agent_name] [varchar](64) NULL, 
 CONSTRAINT [PK_dim_Agent] PRIMARY KEY CLUSTERED  
( [agent_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah k faktom Fact.agent_id  dim_Agent.agent_id 
 
Názov dimenzie: dim_eventGroup 
Použitie Poskytuje dimenziu  pre informácie o type udalosti 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_eventGroup]( 
 [eventGroup_id] [int] IDENTITY(1,1) NOT NULL, 
 [eventGroup_name] [varchar](64) NULL, 
 CONSTRAINT [PK_dim_eventGroup] PRIMARY KEY CLUSTERED  
( [eventGroup_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah k faktom Fact. eventGroup_id dim_EventClass. eventGroup_id 
 
Názov dimenzie: dim_device 
Použitie Poskytuje dimenziu  pre informácie o zariadení ku ktorému sa 
udalosť vzťahuje 
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_device]( 
 [device_id] [int] IDENTITY(1,1) NOT NULL, 
 [device_name] [varchar](80) NULL, 
 CONSTRAINT [PK_dim_device] PRIMARY KEY CLUSTERED  
( [device_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah k faktom Fact. device_id dim_device. device_id 
 
Názov dimenzie: dim_deviceClass 
Použitie Poskytuje dimenziu  pre informácie z triede zariadenia ku ktorej sa 
udalosť vzťahuje  
SQL príkaz na 
vytvorenie: 
CREATE TABLE [dbo].[dim_deviceClass]( 
 [deviceClass_id] [int] IDENTITY(1,1) NOT NULL, 
 [deviceClass_name] [varchar](80) NULL, 
 CONSTRAINT [PK_dim_deviceClass] PRIMARY KEY CLUSTERED  
( [deviceClass_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, 
IGNORE_DUP_KEY = OFF, ALLOW_ROW_LOCKS  = ON, 
ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 
) ON [PRIMARY] 
Vzťah k faktom Fact. deviceClass_id dim_deviceClass. deviceClass_id 
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Príloha č. :  7 SQL príkaz na vytvorenie tabuľkyFaktov 
CREATE TABLE [dbo].[Fact]( 
 [fact_id] [uniqueidentifier] NOT NULL, 
 [evid] [uniqueidentifier] NOT NULL, 
 [device_id] [int] NULL, 
 [eventClass_id] [int] NULL, 
 [summary] [varchar](128) NULL, 
 [severity_id] [smallint] NULL, 
 [eventState_id] [smallint] NULL, 
 [eventGroup_id] [int] NULL, 
 [firstTime] [datetime] NULL, 
 [lastTime] [datetime] NULL, 
 [prodState_id] [int] NULL, 
 [suppid] [varchar](36) NULL, 
 [manager_id] [int] NULL, 
 [agent_id] [int] NULL, 
 [DeviceClass_id] [int] NULL, 
 [ownerid] [varchar](32) NULL, 
 [deletedTime] [datetime] NULL, 
 [clearid] [uniqueidentifier] NULL, 
 [incident] [nchar](10) NULL, 
 [evenLive] [bigint] NULL, 
 [lastCycle] [bigint] NULL, 
 [incidentSys_id] [bigint] NULL, 
 [firstDate] [datetime] NULL, 
 [lastDate] [datetime] NULL, 
 [Geoloacation_id] [int] NULL, 
 CONSTRAINT [PK_Fact] PRIMARY KEY CLUSTERED  
( 
 [fact_id] ASC 
)WITH (PAD_INDEX  = OFF, STATISTICS_NORECOMPUTE  = OFF, IGNORE_DUP_KEY = 
OFF, ALLOW_ROW_LOCKS  = ON, ALLOW_PAGE_LOCKS  = ON) ON [PRIMARY] 





Príloha č. :  8 SQL príkaz na presun dát medzi tabuľkou dočasných dát a faktov. 
SELECT      
  dbo.tmp_history.evid, 
  dbo.tmp_history.firstDate, 
  dbo.tmp_history.lastDate,  
  dbo.tmp_history.incidentSys, 
  dbo.tmp_history.eventState,  
  dbo.tmp_history.severity,  
  dbo.tmp_history.prodState,  
  dbo.dim_manager.manager_id, 
  dbo.dim_Agent.agent_id,  
  dbo.dim_eventGroup.eventGroup_id, 
  dbo.dim_deviceClass.deviceClass_id,  
  dbo.tmp_history.firstTime,  
  dbo.tmp_history.lastTime, 
  dbo.tmp_history.summary, 
  dbo.tmp_history.suppid, 
  dbo.tmp_history.ownerid,  
  dbo.tmp_history.deletedTime,  
  dbo.tmp_history.clearid, 
  dbo.tmp_history.incident,  
  dbo.tmp_history.evenLive,  
  dbo.tmp_history.lastCycle,  
  dbo.tmp_history.Geoloacation 
FROM         dbo.tmp_history INNER JOIN 
                      dbo.dim_device ON dbo.tmp_history.device = 
dbo.dim_device.device_name INNER JOIN 
                      dbo.dim_manager ON dbo.tmp_history.manager = 
dbo.dim_manager.manager_name INNER JOIN 
                      dbo.dim_Agent ON dbo.tmp_history.agent = 
dbo.dim_Agent.agent_name INNER JOIN 
                      dbo.dim_eventGroup ON dbo.tmp_history.eventGroup = 
dbo.dim_eventGroup.eventGroup_name INNER JOIN 
                      dbo.dim_deviceClass ON dbo.tmp_history.DeviceClass 
= dbo.dim_deviceClass.deviceClass_name CROSS JOIN 
                      dbo.dim_prodState 
                       
