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Posplošena diskriminantna analiza z uporabo posplošenega
singularnega razcepa
Povzetek
Linearna diskriminantna analiza je metoda, ki se uporablja v statistiki,
pri strojnem učenju in pri metodah prepoznavanja vzorcev. Njen cilj
je poiskati takšno kombinacijo merjenih spremenljivk, ki kar najbolje
ločuje med vnaprej določenimi razredi. Definirana je kot optimizacijski
problem, ki vključuje kovariančne matrike, ki zadoščajo pogoju nesin-
gularnosti. Ker ta pogoj otežuje aplikativnost metode, predstavimo
posplošitev linearne diskriminantne analize, ki je uporabna tudi v pri-
meru, ko navadna linearna diskriminantna analiza odpove. Uporabo
posplošene diskriminantne analize preizkusimo na primeru iz področja
medicine, kjer v razrede razvrščamo merjene podatke.
Angleški naslov dela
Abstract
Linear discriminant analysis is a method used in statistics, machine
learning and pattern recognition. Its aim is to find a combination of
features that separates between pre-structured clusters. It is defined as
an optimization problem involving covariance matrices, that have to be
nonsingular. Since this condition makes it difficult to apply the method
on every data, we aim to generalize linear discriminant analysis and
make it useful also in cases, when classic linear discriminant analysis
fails. Usage of generalized discriminant analysis is shown on medical
case of cluster prediction.
Math. Subj. Class. (2010): 15A18, 68T10
Ključne besede: Linearna diskriminantna analiza, posplošeni singu-
larni razcep, optimizacija sledi
Keywords: Linear discriminant analysis, generalized singular value
decomposition, trace optimization
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1. Uvod
Linearna diskriminantna analiza je metoda, ki se že dolgo uporablja
v statistiki, strojnem učenju in metodah prepoznavanja vzorcev. Upo-
rabljamo jo za iskanje linearne kombinacije spremenljivk ali značilnosti
podatkov, ki kar najbolje poudarja razlike med razredi. Takšno orodje
je dandanes, ko živimo v dobi podatkov, kar precej uporabno. Uporaba
linearne diskriminantne analize pa sega že v čase pred današnjo poplavo
podatkov. Uporabljala se je namreč že v šestdesetih letih prejšnjega
stoletja, ko so z njeno pomočjo na podatkih o računovodskih razmerjih
in drugih finančnih spremenljivkah odkrivali, katera podjetja so blizu
bankrota in katera ne ([7]). V sedanjem času pa se uporablja tudi za
prepoznavanje obrazov, marketinške namene ter za medicinske študije.
Primer uporabe v medicinskih študijah bomo prikazali v nadaljevanju.
V matematičnem jeziku je linearna diskriminantna analiza definirana
kot optimizacijski problem, ki vključuje kovariančne matrike, ki pred-
stavljajo razpršenost podatkov znotraj posameznega razreda in razpr-
šenost oziroma ločenost posameznih razredov. Diskriminantna analiza
pa sama po sebi zahteva, da je ena od teh kovariančnih matrik nesin-
gularna, kar omejuje njeno uporabo na matrikah določenih dimenzij.
V nadaljevanju tako preučimo več različnih optimizacijskih kriterijev
in poskušamo njihovo uporabo razširiti na vse matrike z uporabo po-
splošenega singularnega razcepa. Na ta način se izognemo pogoju ne-
singularnosti, ki ga zahteva diskriminantna analiza. Tako pridemo do
posplošene diskriminantne analize, ki jo lahko uporabimo tudi, kadar
navadna linearna diskriminantna analiza odpove. V nadaljevanju lahko
vidimo, da je matrika singularna, kadar je velikost vzorca manjša od
dimenzije posamezne meritve. V delu diplomskega seminarja bomo te-
stirali učinkovitost posplošene diskriminantne analize in jo, kjer bo to
mogoče, primerjali tudi z običajno diskriminantno analizo.
1.1. Matematični uvod. Cilj diskriminantne analize je združiti la-
stnosti originalnih podatkov na način, ki najučinkoviteje ločuje med
razredi, v katerih so podatki. Pri takšnem združevanju lastnosti po-
datkov se dimenzija danih podatkov zmanjša tako, da se struktura
podatkov in določenih razredov kar najbolje ohrani.
Predpostavimo, da so podatki zloženi v matriko A ∈ Rm×n, kjer
m predstavlja dimenzijo posamezne meritve, n pa predstavlja število
meritev oz. podatkov. Denimo, da so podatki v matriki A iz k raz-
ličnih razredov. Tako so stolpci a1, a2, . . . , an matrike A združeni v k
podmatrik, ki predstavljajo razrede, v katerih so podatki:
A =
[︂
A1, A2, . . . , Ak
]︂
, kjer Ai ∈ Rm×ni .
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Tu število ni predstavlja moč indeksne množice razreda i. To indeksno
množico razreda i označimo z Ni. Očitno velja tudi
k∑︂
i=1
ni = n.
Matriko A lahko poleg delitve na podmatrike razdelimo tudi na stolpce.
Matrika A = [ai,j] ∈ Rm×n je tako sestavljena iz n posameznih stolpcev,
kjer i-ti stolpec označimo z ai:
ai =
⎡⎢⎢⎢⎢⎣
a1,i
a2,i
...
am,i
⎤⎥⎥⎥⎥⎦ .
Cilj diskriminantne analize je najti linearno preslikavo iz Rm v Rℓ, ki
v novem prostoru kar najbolje poudari razrede, v katerih so podatki.
Tu navadno velja ℓ ≤ m−1, kar pomeni, da je prostor, v katerega ta li-
nearna preslikava slika, nižje dimenzionalen kot prvotni prostor. Iskano
linearno preslikavo predstavimo z matriko GT ∈ Rℓ×m. Za preslikavo
GT torej velja
GT : Rm → Rℓ.
Cilj je poiskati tako preslikavo GT , ki izbran m-dimenzionalen vektor
preslika v nov vektor v ℓ-dimezionalnem prostoru, v katerem so ra-
zredi podatkov poudarjeni, razpršenost podatkov znotraj razredov je
zmanjšana, razlike med razredi pa so povečane.
Za nadaljnje izračune moramo definirati tudi centroid i-tega razreda,
ki je izračunan kot povprečje stolpcev v i-tem razredu,
c(i) = 1
ni
∑︂
j∈Ni
aj,
in centroid celotnih podatkov, ki je izračunan kot povprečje vseh stolp-
cev, to je
c = 1
n
n∑︂
j=1
aj.
Razpršenost podatkov znotraj posameznih razredov, razpršenost vseh
podatkov ter razpršenost oziroma razlike med razredi je smiselno pred-
staviti s pomočjo matrik. Zato v nadaljevanju definiramo matriko
SW =
k∑︂
i=1
∑︂
j∈Ni
(aj − c(i))(aj − c(i))T ,
ki predstavlja matriko razpršenosti podatkov znotraj razredov, matriko
SB =
k∑︂
i=1
∑︂
j∈Ni
(c(i) − c)(c(i) − c)T =
k∑︂
i=1
ni(c(i) − c)(c(i) − c)T ,
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ki predstavlja matriko razpršenosti oziroma razlik med razredi, in ma-
triko
SM =
n∑︂
j=1
(aj − c)(aj − c)T ,
ki predstavlja matriko celotne razpršenosti podatkov. Vse tri matrike
so velikosti m×m. S pomočjo preslikave GT pa jih preslikamo v matrike
velikosti ℓ × ℓ na sledeč način:
SℓW = GT SW G, SℓB = GT SBG, SℓM = GT SMG.
Iz danih matrik razpršenosti podatkov bi radi tvorili kriterij kvalitete
strukture razredov. Kriterij kvalitete strukture razredov mora imeti
visoko vrednost, kadar so razredi, v katerih so podatki, strnjeni in
dobro ločeni med seboj. Opazimo lahko, da sled(SW ) predstavlja, kako
skupaj so si podatki v posameznem razredu, saj velja
sled(SW ) =
m∑︂
t=1
⎡⎣ k∑︂
i=1
∑︂
j∈Ni
(at,j − c(i)t )2
⎤⎦ = k∑︂
i=1
∑︂
j∈Ni
[︄
m∑︂
t=1
(at,j − c(i)t )2
]︄
=
k∑︂
i=1
∑︂
j∈Ni
⃦⃦⃦
aj − c(i)
⃦⃦⃦2
2
.
Podobno sled(SB) predstavlja ločenost med razredi, saj velja
sled(SB) =
m∑︂
t=1
⎡⎣ k∑︂
i=1
∑︂
j∈Ni
(c(i)t − ct)2
⎤⎦ = k∑︂
i=1
∑︂
j∈Ni
[︄
m∑︂
t=1
(c(i)t − ct)2
]︄
=
k∑︂
i=1
∑︂
j∈Ni
⃦⃦⃦
c(i) − c
⃦⃦⃦2
2
=
k∑︂
i=1
ni
⃦⃦⃦
c(i) − c
⃦⃦⃦2
2
.
Optimalna preslikava GT tako maksimizira sled(SℓB) in minimizira sled(SℓW ).
Smiselen maksimizacijski kriterij se tako zdi
sled(GT SBG)/sled(GT SW G).
Tega optimizacijskega problema se ne da rešiti z uporabo matričnih
razcepov, zato ga aproksimiramo s kriterijem
sled((SℓW )−1SℓB),
ki ga, kot bomo videli v nadaljevanju, lahko rešimo z uporabo lastnega
ali pa singularnega razcepa.
Kljub temu da je ta optimizacijski kriterij lažje izračunljiv, ima svoje
pomanjkljivosti. Opazimo lahko, da kriterija ne moremo uporabiti, ka-
dar je matrika SℓW singularna, torej kadar je njena determinanta enaka
0. Do situacije, ko je že matrika SW ∈ Rm×m singularna, pride v pri-
merih, ko za matriko A ∈ Rm×n velja m > n, saj je potem po definiciji
sestavljena kot vsota n matrik z rangom 1. Matrika SW , ki je dimezij
m × m, ima tako rang manjši ali enak n, iz česar sledi, da je njena de-
terminanta enaka 0. Na primer, do tega problema pride v primeru, ko
je pridobivanje podatkov drago oz. zahtevno in so pridobljeni podatki
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visokih dimenzij (dimenzija posameznega podatka je večja od števila
vseh pridobljenih podatkov).
Obstaja več načinov, kako aplicirati diskriminantno analizo na ma-
triki A ∈ Rm×n z m > n. V grobem jih ločimo na tiste, kjer dimen-
zijo podatkov zmanjšamo v dveh korakih, in na tiste, kjer dimenzijo
podatkov zmanjšamo v enem koraku. Pri prvem načinu se faza diskri-
minantne analize nadaljuje v fazo, v kateri zanemarimo oblike posa-
meznih razredov. Najpopularnejša metoda za prvi del tega procesa je
zmanjšanje ranga matrike s pomočjo singularnega razcepa. To je tudi
glavno orodje metode, imenovane metoda glavnih komponent. Kakor-
koli, učinkovitost dvostopenjskih načinov se precej razlikuje glede na
način zmanjšanja dimenzije v prvi fazi. V diplomskem delu se bomo
osredotočili na način, ki posploši diskriminantno analizo tako, da teo-
retično optimalno zmanjša dimenzijo podatkov brez uvedbe dodatnega
koraka. V ta namen bomo obravnavali kriterij
sled((Sℓ2)−1Sℓ1) ,
kjer matriki S2 in S1 predstavljata poljubno matriko izmed SW , SB in
SM . Kadar je matrika S2 nesingularna, klasična diskriminantna analiza
predstavi svojo rešitev s pomočjo posplošenega problema lastnih vre-
dnosti. S prestrukturiranjem problema in uporabo posplošenega singu-
larnega razcepa pa lahko razširimo uporabnost diskriminantne analize
tudi na primer, ko je matrika S2 singularna.
2. Matematična priprava - posplošeni singularni razcep
Za začetek bomo obravnavali osnovno definicijo singularnega raz-
cepa, ki jo bomo v nadaljevanju posplošili.
Izrek 1 (Singularni razcep). Za vsako matriko A ∈ Rm×n, z lastnostjo
m ≥ n, obstaja singularni razcep
A = UΣV T ,
kjer sta U ∈ Rm×m in V ∈ Rn×n ortogonalni matriki, Σ ∈ Rm×n je
oblike
Σ =
⎡⎢⎢⎢⎢⎣
σ1
. . .
σn
⎤⎥⎥⎥⎥⎦
in σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0 so singularne vrednosti matrike A.
Dokaz. Ker je AT A simetrična pozitivno semidefinitna matrika, so vse
njene lastne vrednosti nenegativne. Označimo in uredimo jih kot
σ21 ≥ σ22 ≥ . . . ≥ σ2n ≥ 0.
Ustrezni ortonormirani lastni vektorji v1, . . . , vn zadoščajo AT Avi =
σ2i vi za i = 1, . . . , n. Naj bo σr > 0 in σr+1 = · · · = σn = 0. Matriko V
8
razdelimo na V1 = [v1, . . . , vr] in V2 = [vr+1, . . . , vn] . Iz
(AV2)T (AV2) = V T2 AT AV2 = V T2 [0, . . . , 0] = 0
sledi AV2 = 0. Sedaj definiramo ui := 1σi Avi za i = 1, . . . , r. Vekorji
u1, . . . , ur so ortonormirani, saj je
uTi uj =
1
σiσj
vTi A
T Avj =
σj
σi
vTi vj = δij, i, j = 1, . . . , r,
kjer smo v zapisu uporabili t.i. Kroneckerjev delta, definiran z δij = 1
za i = j in δij = 0 za i ̸= j. Označimo U1 = [u1 · · · ur] in dopolnimo z
U2 = [ur+1 · · · un], da je U = [U1 U2] ortogonalna matrika. Matrika
UT AV ima obliko
UT AV =
[︄
UT1 AV1 U
T
1 AV2
UT2 AV1 U
T
2 AV2
]︄
.
Desna bloka sta zaradi AV2 = 0 enaka 0. Za i = 1, . . . , r in k = 1, . . . , m
velja
uTk Avi = σiuTk ui = σiδik,
torej UT2 AV1 = 0 in UT1 AV1 = diag(σ1, . . . , σr). Dobimo singularni
razcep A = UΣV T , kjer je S = diag(σ1, . . . , σr) in
Σ =
[︄
S 0
0 0
]︄
.

V primeru, ko velja n > m, dobimo singularni razcep za A ∈ Rm×n
tako, da transponiramo singularni razcep matrike AT . Sedaj, ko po-
znamo definicijo singularnega razcepa, si oglejmo originalno definicijo
posplošenega singularnega razcepa (Van Loan, [4]).
Izrek 2 (Posplošeni singularni razcep (Van Loan)). Za matriki KA ∈
Rp×m z p ≥ m in KB ∈ Rn×m obstajata ortogonalni matriki U ∈ Rp×p
in V ∈ Rn×n ter nesingularna matrika X ∈ Rm×m, da velja
(1) UT KAX =
⎡⎢⎢⎢⎢⎣
α1
. . .
αm
0p−m,m
⎤⎥⎥⎥⎥⎦ in V T KBX = ΣBq ,
kjer je q = min(n, m),
ΣBq =
⎡⎢⎢⎢⎢⎣
β1
. . .
βq
0q,m−q
0n−q,q 0n−q,m−q
⎤⎥⎥⎥⎥⎦ ,
αi ≥ 0 za 1 ≤ i ≤ m, βi ≥ 0 za 1 ≤ i ≤ q in β1 ≥ β2 ≥ . . . ≥ βq.
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Dokaz. Iz matrik KA in KB tvorimo združeno (p + n) × m matriko
K =
[︄
KA
KB
]︄
, za katero izračunamo singularni razcep. Iz singularnega
razcepa dobimo ortogonalni matriki Q ∈ R(p+n)×(p+n) in Z1 ∈ Rm×m,
tako da velja
(2) QT
[︄
KA
KB
]︄
Z1 =
⎡⎢⎢⎢⎢⎣
γ1
. . .
γm
0p+n−m,m
⎤⎥⎥⎥⎥⎦ ,
kjer za k = rang(K) velja γ1 ≥ . . . ≥ γk > γk+1 = . . . γm = 0.
Matriko Z1 razdelimo na dve matriki, matriko Z11 ∈ Rm×k, ki je
sestavljena iz prvih k stolpcev matrike Z1, in matriko Z12 ∈ Rm×(m−k),
ki je sestavljena iz preostalih m − k stolpcev matrike Z1. Pišemo
Z1 = [Z11 Z12] .
Po predpostavki velja p ≥ m in ker je očitno tudi m ≥ k, sledi p ≥
m ≥ k. Sedaj definirajmo matriko
D := diag(γ1, ..., γk) ∈ Rk×k.
Tako iz zgornje enačbe (2) dobimo
(3)
[︄
KAZ11 KAZ12
KBZ11 KBZ12
]︄
= Q
[︄
D 0k,m−k
0p+n−k,k 0p+n−k,m−k
]︄
,
od koder sledi [︄
KAZ11
KBZ11
]︄
= Q
[︄
D
0
]︄
.
V kolikor še matriko Q razdelimo na podmatrike
Q =
[︄
Q11 Q12
Q21 Q22
]︄
,
kjer je matrika Q11 ∈ Rp×k, matrika Q12 ∈ Rp×(p+n−k), matrika Q21 ∈
Rn×k in matrika Q22 ∈ Rn×(p+n−k), ugotovimo, da je
Q
[︄
D
0
]︄
=
[︄
Q11 Q12
Q21 Q22
]︄ [︄
D
0
]︄
=
[︄
Q11D
Q21D
]︄
.
Iz tega neposredno sledita enakost
KAZ11 = Q11D =⇒ KAZ11D−1 = Q11 =: KA1 ∈ Rp×k
in enakost
KBZ11 = Q21D =⇒ KBZ11D−1 = Q21 =: KB1 ∈ Rn×k.
Sedaj singularni razcep naredimo na matriki KB1 . Za matriko KB1
vemo, da ima isti rang kot matrika KB, saj velja, da je matrika Z11 pol-
nega ranga (je namreč podmatrika ortogonalne matrike Z), in vemo, da
je matrika D−1 polnega ranga. Označimo r = rang(KB) = rang(KB1).
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Iz singularnega razcepa za matriko KB1 dobimo ortogonalni matriki
V ∈ Rn×n in Z2 ∈ Rk×k, da velja
(4) V T KB1Z2 = ΣBt ,
kjer je t = min{n, k}, ΣBt =
⎡⎢⎢⎢⎢⎣
β1
. . .
βt
0t,k−t
0n−t,t 0n−t,k−t
⎤⎥⎥⎥⎥⎦ in velja β1 ≥
β2 ≥ . . . ≥ βr > βr+1 = . . . = βt = 0.
Iz enačbe (3) sledi, da je
KBZ12 = 0n,m−k.
Opazimo, da velja tudi
V T KBZ1
[︄
D−1Z2 0
0 Im−k
]︄
= V T KB [Z11 Z12]
[︄
D−1Z2 0
0 Im−k
]︄
=
V T KB
[︂
Z11D
−1Z2 Z12
]︂
=
[︂
V T KBZ11D
−1Z2 V
T KBZ12
]︂
=[︂
V T KB1Z2 0n,m−k
]︂
=
[︂
ΣBt 0n,m−k
]︂
=⎡⎢⎢⎢⎢⎣
β1
. . .
βt
0t,m−t
0n−t,t 0n−t,m−t
⎤⎥⎥⎥⎥⎦ .
Če za q = min{n, m} dodatno definiramo še βt+1 = . . . = βq = 0,
dobimo ravno
V T KBZ1
[︄
D−1Z2 0
0 Im−k
]︄
=
⎡⎢⎢⎢⎢⎣
β1
. . .
βq
0q,m−q
0n−q,q 0n−q,m−q
⎤⎥⎥⎥⎥⎦ ,
kar je pa ravno matrika ΣBq iz izreka. Matriko X tako definiramo na
sledeči način
X := Z1
[︄
D−1Z2 0
0 Im−k
]︄
.
Dokazati pa moramo še, da zgornja matrika X ustreza tudi enačbi
(1), torej da obstaja tudi taka matrika U , da velja
UT KAX =
⎡⎢⎢⎢⎢⎣
α1
. . .
αm
0p−m,m
⎤⎥⎥⎥⎥⎦ .
Ker je matrika Q ortogonalna, dodatno velja KTA1KA1 + K
T
B1KB1 = Ik,
kjer je Ik identična matrika dimenzije k×k. To enakost lahko pokažemo
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tako, da razpišemo spodnjo enačbo
QT Q =
[︄
QT11 Q
T
21
QT12 Q
T
22
]︄ [︄
Q11 Q12
Q21 Q22
]︄
=
[︄
QT11Q11 + QT21Q21 QT11Q12 + QT21Q22
QT12Q11 + QT22Q21 QT12Q12 + QT22Q22
]︄
=
[︄
KTA1KA1 + K
T
B1KB1 Q
T
11Q12 + QT21Q22
QT12Q11 + QT22Q21 QT12Q12 + QT22Q22
]︄
= I =
[︄
Ik 0
0 Ip+n−k
]︄
.
Definirajmo matriko G, ki jo dobimo s preoblikovanjem enačbe (4):
G := KB1Z2 = V ΣBt ∈ Rn×k.
Za matriko KA1Z2 izračunamo razširjen QR razcep, KA1Z2 = UR,
kjer je U ∈ Rp×p ortogonalna matrika in R ∈ Rp×k zgornja trapezna
matrika. Tak razcep lahko naredimo na primer z uporabo Househol-
derjevih zrcaljenj.
Opazimo lahko, da so stolpci matrike KA1Z2 medsebojno ortogo-
nalni, saj velja
(KA1Z2)T (KA1Z2) = ZT2 KTA1KA1Z2 = Z
T
2 (Ik − KTB1KB1)Z2 =
ZT2 Z2 − ZT2 KTB1KB1Z2 = Ik − G
T G = Ik − ΣTBtV
T V ΣBt
= Ik −
⎡⎢⎢⎢⎢⎣
β21
. . .
β2t
0t,k−t
0k−t,k−t 0t,k−t
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
1 − β21
. . .
1 − β2t
0t,k−t
0k−t,k−t It,k−t
⎤⎥⎥⎥⎥⎦
= diag(1 − β21 , . . . , 1 − β2k),
kjer smo dodatno definirali še βt+1 = . . . = βk = 0. Iz tega sledi, da je
matrika R oblike
R =
⎡⎢⎢⎢⎢⎢⎣
√︂
1 − β21
. . . √︂
1 − β2k
0p−k,k
⎤⎥⎥⎥⎥⎥⎦ ,
saj velja
(KA1Z2)T (KA1Z2) = RT UT UR = RT R = diag(1 − β21 , . . . , 1 − β2k).
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Velja tudi
UT KAX = UT KAZ1
[︄
D−1Z2 0
0 Im−k
]︄
= UT KA [Z11 Z12]
[︄
D−1Z2 0
0 Im−k
]︄
=
UT KA
[︂
Z11D
−1Z2 Z12
]︂
=
[︂
UT KAZ11D
−1Z2 U
T KAZ12
]︂
=[︂
UT KA1Z2 0p,m−k
]︂
=
[︂
UT UR 0p,m−k
]︂
=
[︂
R 0p,m−k
]︂
=⎡⎢⎢⎢⎢⎣
α1
. . .
αk
0k,m−k
0p−k,k 0p−k,m−k
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
α1
. . .
αm
0p−m,m
⎤⎥⎥⎥⎥⎦ ,
kjer smo definirali αi =
√︂
1 − β2i za i = 1, . . . , k in αk+1 = . . . = αm =
0. S tem smo pokazali, da matrika
X = Z1
[︄
D−1Z2 0
0 Im−k
]︄
zadošča tako razcepu matrike KA kot tudi razcepu matrike KB iz iz-
reka, kar zaključuje dokaz. 
Problem tega izreka pa je, da se ga ne da uporabiti, kadar dimenzije
matrike KA niso ustrezne. Zaradi tega pretirano zavezujočega pogoja
se odločita C.C. Paige in M.A. Saunders [2] ta posplošeni singularni
razcep še dodatno posplošiti. Tako dobimo naslednji izrek:
Izrek 3 (Posplošeni singularni razcep (Paige in Saunders)). Naj bosta
dani matriki KA ∈ Rp×m in KB ∈ Rn×m. Potem za K =
[︄
KA
KB
]︄
in k = rang(K) obstajajo ortogonalne matrike U ∈ Rp×p, V ∈ Rn×n,
W ∈ Rk×k in Q ∈ Rm×m, da velja
(5) UT KAQ = ΣA
[︂
W T R, 0
]︂
in V T KBQ = ΣB
[︂
W T R, 0
]︂
,
kjer sta
ΣA =
⎡⎢⎣IA DA
0A
⎤⎥⎦ in ΣB =
⎡⎢⎣0B DB
IB
⎤⎥⎦ ,
R ∈ Rk×k je nesingularna matrika, matriki
IA ∈ Rr×r in IB ∈ R(k−r−s)×(k−r−s)
sta identični matriki, kjer je
r = rang(K)− rang(KB) in s = rang(KA)+ rang(KB)− rang(K).
Dalje sta 0A ∈ R(p−r−s)×(k−r−s) in 0B ∈ R(n−k+r)×r ničelni matriki,
ki imata lahko tudi ničelno število vrstic ali stolpcev, matriki DA =
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diag(αr+1, ..., αr+s) in DB = diag(βr+1, ..., βr+s) pa sta diagonalni ma-
triki, ki zadoščata pogoju
1 > αr+1 ≥ . . . ≥ αr+s > 0 in 0 < βr+1 ≤ . . . ≤ βr+s < 1
pri
(6) α2i + β2i = 1 za i = r + 1, . . . , r + s.
Dokaz. Izračunamo singularni razcep matrike K. Tako dobimo orto-
gonalni matriki P ∈ R(p+n)×(p+n) in Q ∈ Rm×m, da velja
(7) K = P
[︄
R 0k,m−k
0n+p−k,k 0n+p−k,m−k
]︄
QT ,
kjer je R ∈ Rk×k diagonalna matrika ranga k. Matriki QT in P razde-
limo na podmatrike
QT =
[︄
QT1
QT2
]︄
in P = [P1 P2] =
[︄
P11 P12
P21 P22
]︄
,
kjer je matrika Q1 ∈ Rm×k sestavljena iz prvih k stolpcev matrike Q,
matrika Q2 ∈ Rm×(m−k) pa iz preostalih m − k stolpcev matrike Q,
podmatrike matrike P pa so sledečih dimenzij: P11 ∈ Rp×k, P12 ∈
Rp×(p+n−k), P21 ∈ Rn×k in P22 ∈ Rn×(p+n−k).
Ker je P ortogonalna matrika, velja ∥P∥2 ≤ 1 in posledično tudi
∥P11∥2 ≤ ∥P1∥2 ≤ ∥P∥2 ≤ 1. Posledično nobena singularna vrednost
matrike P11 ni večja od 1.
Singularni razcep podobno kot na matriki K naredimo tudi na ma-
triki P11. Tako dobimo ortogonalni matriki U ∈ Rp×p in W ∈ Rk×k, da
velja
P11 = UΣAW T ,
kjer je
ΣA =
⎡⎢⎣Ir DA
0A
⎤⎥⎦ ,
kjer je r geometrična večkratnost singularne vrednosti 1, matrika Ir je
identična matrika dimenzije r × r, matrika DA =
⎡⎢⎢⎣
αr+1
. . .
αr+s
⎤⎥⎥⎦
diagonalna matrika, kjer r + s predstavlja rang matrike P11 in 0A ∈
R(p−r−s)×(k−r−s) ničelna matrika, ki ima lahko ničelno število vrstic ali
stolpcev.
Matriko P21W množimo z ortogonalnimi transformacijami tako, da
uničimo vse elemente v zgornjem delu matrike P21W . Tako dobimo
ortogonalno matriko V T ∈ Rn×n, da velja
V T P21W = (ℓij)i,j = L,
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kjer je matrika L ∈ Rn×k spodnje trapezna matrika z nenegativnimi
diagonalnimi elementi, če je n ≥ k. V primeru n < k pa ima L obliko
L = [L1 L2] ,
kjer je L1 poljubna n × (k − n) dimenzionalna matrika realnih števil,
matrika L2 ∈ Rn×n pa spodnje trikotna matrika z nenegativnimi dia-
gonalnimi elementi. Za elemente matrike L tako velja ℓij = 0, ko velja
n − i > k − j, ter ℓij ≥ 0, ko velja n − i = k − j. Matrika ortogonalnih
transformacij V je tu lahko sestavljena kar kot produkt Householderje-
vih zrcaljenj P1̃, P2̃, . . . , Pk̃, ki jih dobimo tako, da začnemo elemente
zgornjega dela matrike P21W uničevati iz desne proti levi (najprej to-
rej sestavimo matriko P̃ k, nato matriko P̃ k−1, itd.) in za to uporabimo
manj stabilno verzijo Householderjevih zrcaljenj, tako da je zadoščeno
pogoju, da so diagonalni elementi matrike L nenegativni. Velja torej
V T = P1̃P2̃ . . . Pk̃.
Podrobnejši opis razcepa je podan v nadaljevanju (glej primer 2.1).
Opazimo lahko, da velja spodnja enakost[︄
UT 0m,n
0n,m V T
]︄ [︄
P11
P21
]︄
W =
[︄
UT P11W
V T P21W
]︄
=
[︄
ΣA
L
]︄
.
Zgornja matrika
[︄
ΣA
L
]︄
je ortogonalna, saj je produkt ortogonalnih ma-
trik. Za matriko L iz ortonormiranosti stolpcev matrike
[︄
ΣA
L
]︄
velja, da
je levih r stolpcev enakih nič in tako ima matrika L sledečo obliko
L =
[︄
0n−k+r,r 0n−k+r,k−r
0k−r,r L1
]︄
,
kjer je L1 ∈ R(k−r)×(k−r) spodnje trikotna matrika z nenegativnimi di-
agonalnimi elementi. Ker je desnih k − r − s stolpcev matrike ΣA
ničelnih, stolpci matrike
[︄
ΣA
L
]︄
pa so po normi enaki 1, mora imeti de-
snih k − r − s stolpcev matrike L1 normo ena. Prav tako morajo biti
stolpci matrike L1 paroma pravokotni. Ker pa je matrika L1 spodnje
trikotna z nenegativnimi diagonalnimi elementi, je desnih k − r − s di-
agonalnih elementov matrike L1 enakih 1. To lahko bolje vidimo tako,
da začnemo dopolnjevati matriko L1 iz desne proti levi. Desni spo-
dnji element matrike L1 mora biti po prejšnjem enak 1 (zaradi pogoja,
da imajo stolpci matrike
[︄
ΣA
L
]︄
normo enako 1, ter pogoja, da so vsi
ostali elementi zadnjega stolpca matrike L enaki 0). Posledično iz or-
togonalnosti stolpcev matrike
[︄
ΣA
L
]︄
sledi, da so vsi preostali elementi
zadnje vrstice matrike L1 enaki 0. V kolikor bi bil namreč katerikoli
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neničelen, bi kršili pogoj ortogonalnosti stolpcev. Tako nadaljujemo
na naslednjem levem stolpcu in pridemo do ugotovitve, da mora biti
predzadnji element tega stolpca enak 1. Na enak način lahko dolo-
čimo vrednosti vseh k − r − s desnih stolpcev matrike L1. Podobno
lahko določimo vrednosti tudi za s levih stolpcev matrike L1. V s-
tem stolpcu matrike mora biti zaradi ortonormiranosti stolpcev
[︄
ΣA
L
]︄
vrednost βr+s :=
√︂
1 − α2r+s, kjer zaradi pogoja nenegativnosti diago-
nalnih elementov matrike L1 vzamemo pozitiven predznak. Podobno
velja za vseh s levih stolpcev matrike L1.
To implicira obliko matrike
[︄
ΣA
L
]︄
, torej
[︄
ΣA
L
]︄
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ir
DA
0m−r−s,k−r−s
0p−k+r,r
DB
Ik−r−s,k−r−s
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
kjer je matrika DB diagonalna matrika, DB =
⎡⎢⎢⎣
βr+1
. . .
βr+s
⎤⎥⎥⎦ , ma-
trika Ik−r−s,k−r−s identična matrika ter matrika 0p−k+r,r ničelna ma-
trika, ki ima lahko ničelno število vrstic ali stolpcev. Iz ortogonalnosti
matrike
[︄
ΣA
L
]︄
sledi tudi, da so njeni stolpci ortonormirani, iz česar sledi
α2r+i + β2r+i = 1 za i = 1, . . . , s. Matriko L sedaj preimenujmo v ΣB.
Iz enačbe (7) in enakosti
P11 = UΣAW T in P21 = V ΣBW T
dobimo [︄
KA
KB
]︄
Q =
[︄
P11 P12
P21 P22
]︄ [︄
R 0k,m−k
0n+p−k,k 0n+p−k,m−k
]︄
=[︄
P11R 0p,m−k
P21R 0n,m−k
]︄
=
[︄
UΣAW T R 0p,m−k
V ΣBW T R 0n,m−k
]︄
.
(8)
Če začetno enačbo iz enačbe (8) pomnožimo z leve z matriko
[︄
UT 0p,n
0n,p V T
]︄
,
dobimo[︄
UT 0p,n
0n,p V T
]︄ [︄
KA
KB
]︄
Q =
[︄
UT 0p,n
0n,p V T
]︄ [︄
UΣAW T R 0p,m−k
V ΣBW T R 0n,m−k
]︄
,
iz česar sledi
UT KAQ = ΣA
[︂
W T R, 0
]︂
in V T KBQ = ΣB
[︂
W T R, 0
]︂
,
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s čimer smo dokazali izrek. 
Na enostavnem primeru ponazorimo razcep, ki smo ga v zgornjem
dokazu uporabili na matriki P21W , da smo dobili matriko L željene
oblike.
Primer 2.1. Vzemimo 4 × 2 dimenzionalno matriko
P21W =
⎡⎢⎢⎢⎣
1 0
2 1
2 1
0 0
⎤⎥⎥⎥⎦ .
Tu za matriko P21W ∈ Rn×k (v našem primeru n = 4 in k = 2)
velja n ≥ k, tako da iščemo ortogonalno matriko V T ∈ R4×4, da velja
V T P21W = L, kjer je L spodnje trapezna matrika.
Sedaj izračunajmo manj stabilno različico Householderjevih zrca-
ljenj. V prvem koraku za
x2 =
⎡⎢⎢⎢⎣
0
1
1
0
⎤⎥⎥⎥⎦
izračunamo
w2 = x2 − ∥x2∥2 e4 =
⎡⎢⎢⎢⎣
0
1
1
0
⎤⎥⎥⎥⎦ − √2
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
0
1
1
−
√
2
⎤⎥⎥⎥⎦ ,
iz vektorja w2 pa lahko izračunamo Householderjevo zrcaljenje
P2 = I −
2
wT2 w2
w2w
T
2 =
1
2
⎡⎢⎢⎢⎣
2 0 0 0
0 1 −1
√
2
0 −1 1
√
2
0
√
2
√
2 0
⎤⎥⎥⎥⎦ .
Na prvem koraku za P2̃ razglasimo kar P2. Izračunajmo sedaj produkt
P2̃P21W =
1
2
⎡⎢⎢⎢⎣
2 0 0 0
0 1 −1
√
2
0 −1 1
√
2
0
√
2
√
2 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1 0
2 1
2 1
0 0
⎤⎥⎥⎥⎦ = 12
⎡⎢⎢⎢⎣
2 0
0 0
0 0
4
√
2 2
√
2
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
1 0
0 0
0 0
2
√
2
√
2
⎤⎥⎥⎥⎦ .
Na drugem koraku vzamemo za x1 naslednji levi stolpec nastalega
produkta P2̃P21W , kjer izpustimo toliko elementov tega stolpca, kolikor
je število predhodno narejenih korakov. Tako za vektor
x1 =
⎡⎢⎣10
0
⎤⎥⎦
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izračunamo
w1 = x1 − ∥x1∥ en−1 =
⎡⎢⎣10
0
⎤⎥⎦ −
⎡⎢⎣00
1
⎤⎥⎦ =
⎡⎢⎣ 10
−1
⎤⎥⎦
in Householderjevo zrcaljenje
P1 = I −
2
wT1 w1
w1w
T
1 =
⎡⎢⎣1 0 00 1 0
0 0 1
⎤⎥⎦ − 22
⎡⎢⎣ 1 0 −10 0 0
−1 0 1
⎤⎥⎦ =
⎡⎢⎣0 0 10 1 0
1 0 0
⎤⎥⎦ .
Definiramo
P1̃ =
[︄
P1 0
0 I1,1
]︄
=
⎡⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎤⎥⎥⎥⎦ .
V splošnem na i-tem koraku pri konstrukciji wi izberemo enotski vektor
en−i+1, za matriko Pĩ pa vzamemo
[︄
Pi 0
0 Ii−1,i−1
]︄
. Sedaj lahko poraču-
namo matriko
P1̃P2̃P21W =
⎡⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1 0
0 0
0 0
2
√
2
√
2
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
0 0
0 0
1 0
2
√
2
√
2
⎤⎥⎥⎥⎦ .
Vidimo, da je dobljen produkt res spodnje trapezna matrika. Defini-
ramo
V T := P1̃P2̃ =
⎡⎢⎢⎢⎣
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎤⎥⎥⎥⎦ 12
⎡⎢⎢⎢⎣
2 0 0 0
0 1 −1
√
2
0 −1 1
√
2
0
√
2
√
2 0
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0 −12
1
2
√
2
2
0 12 −
1
2
√
2
2
1 0 0 0
0
√
2
2
√
2
2 0
⎤⎥⎥⎥⎥⎦ ,
kar je ravno iskana ortogonalna matrika. Enak postopek lahko upora-
bimo tudi na poljubni matriki P21W ∈ Rn×k, kjer velja n < k.
Iz posplošenega singularnega razcepa, ki sta ga definirala Paige in
Saunders, neposredno sledi Van Loanova posplošitev singularnega raz-
cepa. S preoblikovanjem enačbe (5) dobimo
UT KAQ =
[︂
ΣA, 0
]︂ [︄W T R 0
0 I
]︄
.
Inverz matrike
[︄
W T R 0
0 I
]︄
je kar matrika
[︄
R−1W 0
0 I
]︄
, saj veljata obe
enakosti iz definicije inverza, torej[︄
R−1W 0
0 I
]︄ [︄
W T R 0
0 I
]︄
= I in
[︄
W T R 0
0 I
]︄ [︄
R−1W 0
0 I
]︄
= I.
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Očitno sledi
UT KAQ
[︄
R−1W 0
0 I
]︄
=
[︂
ΣA, 0
]︂
.
Nesingularno matriko X definiramo kot
(9) X = Q
[︄
R−1W 0
0 I
]︄
in dobimo ravno Van Loanovo posplošitev razcepa
(10) UT KAX =
[︂
ΣA, 0
]︂
.
Podobno lahko pokažemo tudi za matriko KB, za katero iz enačbe (5)
dobimo
(11) V T KBX =
[︂
ΣB, 0
]︂
.
Tako je definirana matrika X ravno iskana matrika iz prve posplošitve
singularnega razcepa ter matriki
[︂
ΣA, 0
]︂
in
[︂
ΣB, 0
]︂
ravno iskani
diagonalni matriki.
Za nadaljnje delo definirajmo matrike
(12) HW :=
[︂
A1 − c(1)e(1)
T
, . . . , Ak − c(k)e(k)
T
]︂
,
(13) HB :=
[︂
(c(1) − c)e(1)T , . . . , (c(k) − c)e(k)T
]︂
in
HM := [a1 − c, . . . , an − c] = A − ceT = HW + HB,
kjer velja e(i) = (1, . . . , 1)T ∈ Rni×1 in e = (1, . . . , 1)T ∈ Rn×1.
S pomočjo teh matrik lahko definiramo tudi matrike razpršenosti
podatkov. Matriko SW lahko definiramo kot produkt matrike HW z
njeno transponiranko, torej
(14) SW = HW HTW ,
matriko SB lahko definiramo na podoben način kot
(15) SB = HBHTB ,
prav tako pa tudi matriko SM
(16) SM = HMHTM .
Z uporabo enačbe (14) lahko tudi na drugačen način pokažemo prej-
šnjo ugotovitev, da je matrika SW , kadar velja m > n, singularna.
Razvidno je namreč, da je matrika SW definirana kot produkt matrik
HW in HTW , kjer je matrika HW dimenzije m × n, matrika HTW pa di-
menzije n × m. V kolikor velja m > n, sta tako ti dve matriki največ
ranga n. Ker pa za rang matrike velja, da je rang produkta dveh matrik
navzgor omejen z manjšim izmed rangov teh dveh posameznih matrik
(torej rang(AB) ≤ min(rang(A), rang(B)), je posledično tudi matrika
SW največ ranga n in je torej (ker velja m > n) očitno singularna.
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3. Matematična rešitev problema
V tem poglavju prikažemo uporabo posplošenega singularnega raz-
cepa v namen razširjene uporabe posplošene diskriminantne analize.
3.1. Maksimizacija optimizacijskega kriterija J1 = sled
(︂
(Sℓ2)−1Sℓ1
)︂
za nesingularno matriko S2. Izhajamo iz maksimizacije optimiza-
cijskega kriterija
J1(G) = sled
(︂
(GT S2G)−1(GT S1G)
)︂
z izbiro optimalne preslikave G ∈ Rm×ℓ, kjer sta matriki S1 in S2 iz-
brani izmed m × m matrik SW , SB in SM . Matrika S2 je sestavljena
kot produkt matrike in transponiranke te matrike in je zato simetrično
pozitivno semidefinitna (posledično so vse lastne vrednosti te matrike
nenegativne). Ko pa je matrika S2 nesingularna, je simetrično po-
zitivno definitna in posledično so vse lastne vrednosti pozitivne. Za
simetrično pozitivno definitno matriko pa obstaja razcep Choleskega,
kar pomeni, da obstaja spodnjetrikotna matrika V s pozitivnimi ele-
menti na diagonali, da velja
S2 = V V T .
Oglejmo si posplošeni problem lastnih vrednosti za matriki S2 in S1,
kjer za ti dve matriki iščemo takšen λi ∈ R in takšen neničelen vektor
xi ∈ Rm, da velja
(17) S1xi = λiS2xi.
Če sedaj matriko S2 nadomestimo z matriko V V T , ki jo dobimo iz
razcepa Choleskega, dobimo
S1xi = λiV V T xi = V λiV T xi,
kar lahko z leve pomnožimo z V −1, saj vemo, da za matriko V obstaja
inverz. Tako dobimo
V −1S1xi = λiV T xi.
Enačbo lahko dodatno razčlenimo
V −1S1V
−T V T xi = λiV T xi.
Ker je matrika S1 simetrična, je tudi matrika V −1S1V −T simetrična,
saj velja
(V −1S1V −T )T = (V −T )T ST1 (V −1)T = V −1S1V −T .
Simetrično matriko pa lahko diagonaliziramo v bazi ortonormiranih
lastnih vektorjev in tako dobimo takšno matriko Y , da velja Y Y T =
Y T Y = I in
V −1S1V
−T = Y ΛY T ,
kjer je Λ = diag (λ1, . . . , λm) diagonalna matrika. S preoblikovanjem
zgornje enačbe pa dobimo
S1 = V Y ΛY T V T = X−T ΛX−1,
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kjer smo dodatno definirali matriko X := V −T Y −T . Poleg matrike S1
pa lahko preoblikujemo tudi matriko S2,
S2 = V V T = V Y Y T V T = X−T X−1.
Zgornji enačbi lahko tudi obrnemo, tako da je XT S1X = Λ in XT S2X =
Im.
Iz posplošenega problema lastnih vrednosti (17) lahko vidimo, da sta
λi in xi ravno lastna vrednost in pripadajoči lastni vektor za matriko
S−12 S1. Ker je matrika S1 tudi simetrično pozitivno semidefinitna, so
vse njene lastne vrednosti λi ≥ 0 za i = 1, . . . , m. Z uporabo permu-
tacijskih matrik lahko matriko Λ preuredimo tako, da za q = rang (S1)
velja λ1 ≥ . . . ≥ λq > λq+1 = . . . = λm = 0.
Optimizacijski kriterij ima tako sledečo obliko
J1 (G) =sled
(︂
(GT S2G)−1GT S1G
)︂
=sled
(︂
(GT X−T X−1G)−1GT X−T ΛX−1G
)︂
=sled
(︂
(G̃T G̃)−1G̃T ΛG̃
)︂
,
(18)
kjer je matrika G̃ := X−1G ∈ Rm×ℓ. Ker vemo, da ima matrika X
poln rang, ima matrika G̃ rang enak številu stolpcev (torej ℓ) in tako
lahko na njej naredimo QR razcep in dobimo matriko Q ∈ Rm×ℓ, ki
ima ortonormirane stolpce in nesingularno matriko R ∈ Rℓ×ℓ, da velja
G̃ = QR. Enačbo (18) dodatno preoblikujemo
J1(G) =sled
(︂
((QR)T QR)−1(QR)T ΛQR
)︂
=sled
(︂
(RT QT QR)−1RT QT ΛQR
)︂
=sled
(︂
(RT R)−1RT QT ΛQR
)︂
=sled
(︂
R−1QT ΛQR
)︂
.
Ker pa vemo, da imata podobni matriki enako sled, velja
J1(G) = sled
(︂
R−1QT ΛQR
)︂
= sled
(︂
QT ΛQ
)︂
.
Tako lahko vidimo, da je po diagonalizaciji matrik S1 in S2 maksimiza-
cija optimizacijskega kriterija odvisna le še od matrike Q, ki predstavlja
ortonormirano bazo za matriko X−1G, torej
max
G
J1(G) = max
QT Q=I
sled
(︂
QT ΛQ
)︂
.
Ker pa vemo, da je sled matrike enaka vsoti lastnih vrednosti in da
ima matrika Q ortonormirane stolpce, velja
max
QT Q=I
sled
(︂
QT ΛQ
)︂
≤ λ1 + · · · + λq = sled
(︂
S−12 S1
)︂
.
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Za vsak ℓ ≥ q optimizacijski kriterij doseže svoj maksimum pri izbiri
Q =
[︄
Iℓ
0m−ℓ,ℓ
]︄
oziroma za G = X
[︄
Iℓ
0m−ℓ,ℓ
]︄
R.
Preslikava G, za katero maksimizacijski kriterij doseže svoj maksimum,
pa ni enolična, saj za katerokoli nesingularno matriko W ∈ Rℓ×ℓ velja
J1(GW ) =sled
(︂
(W T GT S2GW )−1W T GT S1GW
)︂
=sled
(︂
W −1(GT S2G)−1W −T W T GT S1GW
)︂
=sled
(︂
W −1(GT S2G)−1GT S1GW
)︂
.
Ker pa velja, da imata podobni matriki enako sled, dobimo
J1(GW ) = J1(G).
V kolikor za nesingularno matriko W izberemo R−1 (ta obstaja, saj je
R po definiciji nesingularna), je maksimum optimizacijskega kriterija
J1(G) dosežen tudi za
G = X
[︄
Iℓ
0m−ℓ,ℓ
]︄
.
Tako smo ugotovili, da za ℓ ≥ q = rang(S1) velja
sled
(︂
(GT S2G)−1GT S1G
)︂
= sled
(︂
S−12 S1
)︂
,
v kolikor preslikavo G ∈ Rm×ℓ sestavimo iz ℓ lastnih vektorjev matrike
S−12 S1, ki pripadajo ℓ največjim lastnim vrednostim te matrike.
Po ugotovitvi iz prvega poglavja je matrika S2 lahko nesingularna le,
ko velja m ≤ n, oziroma ko je število pridobljenih podatkov večje od
dimenzije posameznega podatka. V nasprotnem primeru trenutne re-
šitve za maksimizacijski kriterij ne moremo uporabiti. Za nadaljevanje
zapišimo λi iz enačbe (17) kot α2i /β2i in tako se naš problem posploši
na
(19) β2i S1xi = α2i S2xi.
V naslednjem poglavju maksimizacijo optimizacijskega kriterija J1(G)
posplošimo tudi na primer, ko je matrika S2 singularna.
3.2. Posplošitev optimizacijskega kriterija za singularno ma-
triko S2. V nadaljevanju bomo obravnavali maksimizacijo prejšnjega
optimizacijskega kriterija J1, kjer matrik S1 in S2 ne izbiramo več,
temveč te določimo kot S1 = SB in S2 = SW . Iščemo preslikavo G, ki
zadošča pogojema
(20) min
G
sled
(︂
GT SW G
)︂
in max
G
sled
(︂
GT SBG
)︂
.
Za iskanje vektorjev xi iz enačbe (19) uporabimo posplošeni singularni
razcep. In sicer izračunamo posplošen singularen razcep, podan v iz-
reku 2 in enačbah (9), (10) in (11) na matriki K :=
[︄
HTB
HTW
]︄
∈ R2n×m.
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Tako dobimo ortogonalni matriki U ∈ Rn×n in V ∈ Rn×n, nesingularno
matriko X ∈ Rm×m ter matriki ΣA in ΣB, da velja
(21) HTB = U
[︂
ΣA, 0
]︂
X−1
in
(22) HTW = V
[︂
ΣB, 0
]︂
X−1,
kjer sta matriki ΣA in ΣB sledečih oblik
ΣA =
⎡⎢⎣Ir DA
0n−r−s,k−r−s
⎤⎥⎦ , ΣB =
⎡⎢⎣0n−k+r,r DB
Ik−r−s
⎤⎥⎦ ,
matriki DA in DB pa sta oblike
DA =
⎡⎢⎢⎣
αr+1
. . .
αr+s
⎤⎥⎥⎦ , DB =
⎡⎢⎢⎣
βr+1
. . .
βr+s
⎤⎥⎥⎦ ,
kjer je r = rang(K)− rang(HTW ), s = rang(HTB)+ rang(HTW )− rang(K)
ter k = rang(K). Za elemente matrik DA in DB pa velja 1 > αr+1 ≥
. . . ≥ αr+s > 0 in 0 < βr+1 ≤ . . . ≤ βr+s < 1. Sedaj si podrobneje
oglejmo matriki SB = HBHTB in SW = HW HTW . Za produkt matrik
HBH
T
B po (21) velja
HBH
T
B =X−T
[︄
ΣTA
0T
]︄
UT U [ΣA, 0] X−1
=X−T
[︄
ΣTAΣA 0k,m−k
0m−k,k 0m−k,m−k
]︄
X−1,
(23)
kjer je matrika ΣTAΣA ∈ Rk×k enaka diagonalni matriki diag (α21, . . . , α2k).
V kolikor tu gledamo le i-ti stolpec obrnljive matrike X, ki ga označimo
z xi, ter dodatno definiramo αi = 0 za i = k + 1, . . . , m, dobimo
(24) xTi HBHTBxi = α2i , i = 1, 2, . . . , m.
Za produkt matrik HW HTW po podobnem izračunu kot za HBHTB velja
(25) HW HTW = X−T
[︄
ΣTBΣB 0k,m−k
0m−k,k 0m−k,m−k
]︄
X−1.
Prav tako velja tudi
(26) xTi HW HTW xi = β2i , i = 1, 2, . . . , m,
kjer smo dodatno definirali βi = 0 za i = k + 1, . . . , m. Dodatno iz
enačbe (23) lahko razberemo, da velja
(27) HBHTBxi = 0 za i ∈ {k + 1, . . . , m},
iz enačbe (25) pa sledi
(28) HW HTW xi = 0 za i ∈ {k + 1, . . . , m}.
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Tako vidimo, da m − k desnih stolpcev matrike X predstavlja jedro
tako matrike SW kot tudi matrike SB.
Če združimo enačbi (23) in (25), dobimo enačbo
(29) α2i HW HTW xi = β2i HBHTBxi.
Tako dobimo enak problem kot v (19). Najprej bomo potegnili vzpo-
rednice med to metodo in metodo iz prejšnjega poglavja, ki velja le
za nesingularno matriko SW , nato pa si bomo pogledali primer rešitve
tega problema za singularno matriko SW .
3.2.1. Matrika SW nesingularna. V tem primeru bo zagotovo veljalo
n ≥ m. Matrika HTW bo v tem primeru imela poln stolpični rang, torej
rang(HTW ) = m, iz česar pa sledi r = m − m = 0, s = rang(HTB) +
m − m = rang(HTB) ter k = m. Od tod dobimo, da je βi ̸= 0 za ∀ i =
1, . . . , m. Posledično lahko enačbo (29) delimo z βi in dobimo
α2i
β2i
HW H
T
W xi = HBHTBxi.
Ker pa nam posplošeni singularni razcep vrne pare singularnih vredno-
sti (αi, βi) urejene v sledečem vrstnem redu 1 > αr+1 ≥ . . . ≥ αr+s > 0
in 0 < βr+1 ≤ . . . ≤ βr+s < 1, velja, da so koeficienti λi = α
2
i
β2i
v
padajočem vrstnem redu, saj za poljuben i ∈ {1, . . . , s} velja
α2r+i
β2r+i
= α
2
r+i
β2r+i+1
β2r+i+1
β2r+i
≥
α2r+i
β2r+i+1
≥
α2r+i+1
β2r+i+1
.
Sledi, da za optimalno preslikavo G potrebujemo le prvih k−1 stolpcev
matrike X, saj v tem primeru velja kar k = m, mi pa iščemo preslikavo,
ki slika v prostor dimenzije manjše od m.
3.2.2. Matrika SW singularna. Do primera, ko je matrika SW singu-
larna, pride vedno, ko velja m > n. Tu ne moremo definirati lastnih
vektorjev matrike S−1W SB in tako klasična diskriminantna analiza od-
pove. Recimo, da imamo singularni vektor xi, ki leži v jedru matrike
SW (torej xi ∈ ker(SW )). Iz (19) vidimo, da potem velja ena izmed
možnosti: ta vektor leži tudi v jedru matrike SB ali pa je pripadajoča
vrednost βi enaka 0. Ločimo torej dve možnosti:
(1) xi ∈ ker(SW ) ∩ ker(SB)
V tem primeru je enačbi (19) zadoščeno za poljubna αi in
βi. Iz enačb (27) in (28) vemo, da bo to primer za m − k
desnih stolpcev preslikave X. Premislimo, ali se nam te stolpce
preslikave X splača vključiti v preslikavo G. Velja
sled(GT SBG) =
ℓ∑︂
j=1
gTj SBgj in sled(GT SW G) =
ℓ∑︂
j=1
gTj SW gj,
kjer gj predstavlja j-ti stolpec preslikave G. Ker iz (24) in(26)
za i = k + 1, . . . , m velja xTi SW xi = 0 in xTi SBxi = 0, dodajanje
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teh stolpcev v preslikavo G ne bo imelo vpliva niti na maksi-
mizacijo sled
(︂
GT SBG
)︂
niti na minimizacijo sled
(︂
GT SW G
)︂
iz
(20). Posledično teh stolpcev xi ne vključimo v G.
(2) xi ∈ ker(SW ) − ker(SB) ⇒ βi = 0
Iz βi = 0 in (6) sledi, da je αi = 1, iz česar sledi λi = ∞. Ti
vektorji xi bodo predstavljali najbolj leve stolpce matrike X.
Če te stolpce vključimo v preslikavo G, bomo na pogoje iz (20)
vplivali tako, da bomo sled(GT SBG) povečali, medtem ko bo
sled(GT SW G) ostala nespremenjena. Tako lahko sklepemo, da
te stolpce vključimo v G.
Iz opisanega zaključimo, da tudi ko je matrika SW singularna, presli-
kavo G ∈ Rm×ℓ sestavimo iz ℓ levih stolpcev matrike X. Od tod sledi
naslednji algoritem.
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4. Algoritem
Algoritem 1 Posplošena linearna diskriminantna analiza z uporabo
posplošenega singularnega razcepa
Vhod: Matrika A ∈ Rm×n, katere podatki so v p razredih, in
dimenzija ℓ, v katero slika iskana preslikava.
Izhod: Preslikava G ∈ Rm×ℓ, ki ohranja strukturo razredov
podatkov z maksimizacijo J1(G) = sled
(︂
(GT SW G)−1GT SBG
)︂
.
1: Iz matrike A poračunamo matriki HB in HW z uporabo formule
(30) HB =
[︂√
n1(c(1) − c),
√
n2(c(2) − c), . . . ,
√
np(c(p) − c)
]︂
in formule (12).
2: Izračunamo matriki P in Q iz singularnega razcepa matrike K :=[︄
HTB
HTW
]︄
:
K = P
[︄
R 0k,m−k
0n+p−k,k 0n+p−k,m−k
]︄
QT .
3: Označimo k := rang(K).
4: Matriko P razdelimo
P = [P1 P2] =
[︄
P11 P12
P21 P22
]︄
,
kjer so P11 ∈ Rp×k, P12 ∈ Rp×(p+n−k), P21 ∈ Rn×k in P22 ∈
Rn×(p+n−k).
5: Izračunamo matriko W iz singularnega razcepa matrike P11:
P11 = U
[︂
ΣA 0
]︂
W T .
6: Za G razglasimo prvih ℓ stolpcev matrike X = Q
[︄
R−1W 0
0 I
]︄
.
Opomba 4.1. Algoritmu v drugem koraku namesto matrike HB iz
(13) uporabi matriko
HB :=
[︂√
n1(c(1) − c),
√
n2(c(2) − c), . . . ,
√
np(c(p) − c)
]︂
,
saj matrika SB = HBHTB v tem primeru ostane enaka in tako določa
razpršenost podatkov med posameznimi razredi. Matriko HB tu zame-
nja z namenom olajšanja računske zahtevnosti algoritma, saj je nova
matrika dimenzije m × p, kar je zaradi p ≤ n občutno manj.
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5. Uporaba algoritma
Z željo po preizkušanju učinkovitosti zgoraj definiranega algoritma
1, tega prevedemo v programsko okolje R. Na spletni strani Datahub
[6] najdemo podatke o raku na dojkah. Vsaka posamezna meritev za
vsako izmed treh različnih celičnih jeder je tu sestavljena iz desetih re-
alno številskih lastnosti, na primer radija celičnega jedra (izračunan je
kot povprečna razdalja med centrom in robom celičnega jedra), struk-
ture (ta je izračunana kot standardni odklon sivine celičnega jedra),
površine in podobnih opisnih statistik. Vse opisne statistike so bile
določene na podlagi digitaliziranih slik, ki so bile opravljene na dolo-
čenem strdku. Skupno ima torej vsaka posamezna meritev 30 opisnih
statistik, za vsako meritev pa imamo tudi podatek, ali je bil strdek, na
katerem so bile opravljene meritve, škodljiv ali ne (razred neškodljivih
označimo z 1, razred škodljivih pa z 2). Meritve so tako razdeljene v
dva razreda. Skupno število vseh pridobljenih meritev je 569.
Podatke najprej razdelimo v množico učnih podatkov za učenje al-
goritma (angl. Training data) in na testne podatke, na katerih bomo
testirali pravilnost delovanja algoritma (angl. Test data ali Validation
data). Prvo učno množico sestavimo tako, da vzamemo prvih 75 od-
stotkov vseh meritev iz posameznega razreda (v našem primeru je to
159 meritev strdkov, ki so se izkazali za škodljive, in 267 meritev strd-
kov, ki so se izkazali za neškodljive). Podobno sestavimo tudi podatke
za testiranje, tako da vzamemo preostale meritve, ki še niso vsebovane
v učnih podatkih. Tako poskrbimo, da so v učnih podatkih enakomerno
vsebovani podatki iz obeh razredov.
Algoritem uporabimo na učnih podatkih in za izbran ℓ (ta pred-
stavlja dimenzijo prostora, v katerega želimo slikati) dobimo iskano
preslikavo G. S pomočjo GT preslikamo vse učne podatke in na pod-
lagi preslikanih podatkov za vsak razred izračunamo tudi nov centroid.
Nov centroid i-tega razreda c(i)ℓ izračunamo kot
c
(i)
ℓ =
1
ni
∑︂
j∈Ni
aℓj,
kjer aℓj predstavlja preslikano meritev aj iz razreda i. Preslikamo tudi
vsako meritev iz podatkov za testiranje. Razred vsake testne meritve
tu določimo tako, da pogledamo, kateremu centroidu je preslikana me-
ritev najbližje. Za predviden razred meritve določimo razred, kateremu
pripada najbližji centroid. Za vsako testno meritev tako dobimo njen
predviden razred, ker pa poznamo tudi dejanski razred vsake testne
meritve, lahko izračunamo odstotek pravilno določenih razredov.
Poračunajmo najprej učinkovitost za ℓ = 29, kar predstavlja za ena
zmanjšano dimenzijo prvotnih podatkov. V tem primeru je odstotek
pravilno predvidenih razredov 91, 6% (algoritem se tako zmoti le 12-
krat). Še več, v primeru, ko je meritev neškodljiva, algoritem napove
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razred meritve nepravilno le v 1 primeru, se pa zato zmoti pri kar
20, 8% vseh meritev, ki so v resnici škodljive, in merjene strdke označi
za neškodljive. Kar težko je pomisliti, kako bi približno petini obo-
lelih pacientk trdili, da so zdrave, namesto da bi nemudoma pričeli z
zdravljenjem. Poskusimo sedaj algoritem še za ℓ = 2. V tem primeru
postane odstotek pravilno predvidenih razredov presenetljivo še višji,
natančneje 92, 3%. To lahko pojasnimo s tem, da v nekaterih prime-
rih zmanjšanje dimenzije za 1 ni optimalna rešitev, saj lahko nekatere
dodatne dimenzije algoritem le zmedejo in tako razred določimo na
podlagi ene komponente, ki nima velike pojasnjevalne moči. Učinkovi-
tost algoritma za vse ℓ ∈ {1, . . . , 29} je prikazana v tabeli 1.
Izbran ℓ Odstotek zadetih razredov
1-14 92,3%
15-21 90,9%
22 91,6%
23 93,7%
23 93,7%
23 93,7%
24 94,42%
25-29 91,6%
Tabela 1. Prikaz učinkovitosti algoritma za ℓ ∈
{1, . . . , 29} in prvo učno množico.
Opazimo lahko, da je optimalen ℓ enak 24 ter da se odstotek zadetih
razredov za izbran ℓ spreminja. Upoštevati moramo, da smo učinkovi-
tost algoritma testirali na relativno majhnem vzorcu testnih podatkov
in dejstvo, da je učinkovitost algoritma odvisna od nabora učnih po-
datkov, ki je tu najbrž določen kar z vrstnim redom prihajanja meritev
v podatkovno bazo. Ko je ℓ = 2, lahko preslikane meritve tudi grafično
prikažemo. Na dobljeni sliki 1 lahko najprej opazimo ’linearnost’ pre-
slikanih podatkov. To gre pripisati temu, da je preslikava G sestavljena
iz dveh komponent, ki kar najbolje poudarita razlike med razredi. Na
podlagi obeh dimenzij lahko tu kar zelo dobro napovemo razrede vseh
testnih meritev. V kolikor preslikani podatki ne bi bili linearni, bi to
pomenilo, da ena komponenta ne pojasni dobro razlik med razredi.
Algoritem lahko sedaj preizkusimo tudi na podatkih, na katerih na-
vadna linearna diskriminantna analiza odpove. V ta namen drugo učno
množico sestavimo iz prvih petnajstih meritev, ki so se izkazale za ško-
dljive, in prvih štirinajstih meritev, ki so se izkazale za neškodljive,
podatke za testiranje pa sestavimo iz preostalih 540 vzorcev. Iz tega
sledi, da je matrika SW očitno singularna, saj ima posamezna meritev
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Slika 1. Prikaz preslikanih testnih podatkov za prvo učno
množico in ℓ = 2
večjo dimenzijo od števila vseh zbranih meritev. V tem primeru se
algoritem za ℓ = 28 izkaže z 92, 2% odstotki zadetih razredov testnih
meritev, za ℓ = 2 pa še nekoliko več, natančneje 92, 6%. Poglejmo
delovanje algoritma še grafično. Na dobljeni sliki 2 lahko razberemo,
Slika 2. Prikaz preslikanih testnih podatkov za drugo učno
množico in ℓ = 2
da linearnost podatkov ni tako opazna, saj imata v tem primeru obe
linearni kombinaciji spremenljivk nekoliko manjšo pojasnjevalno moč.
To gre pripisati dejstvu, da smo algoritem učili na precej manjši učni
množici podatkov.
Potrebno pa se je zavedati, da se rezultati med seboj razlikujejo tudi
glede na to, kako sestavimo učno množico podatkov in kako sestavimo
podatke za testiranje. Izbrali smo le eno izmed mnogih možnosti, v
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kakem drugem primeru bi se rezultati lahko nekoliko razlikovali. Za-
ključimo lahko, da posplošena diskriminantna analiza z uporabo po-
splošenega singularnega razcepa deluje precej dobro neodvisno od sin-
gularnosti matrike S2. Tako je uporabna tudi na primerih, ko običajna
linearna diskriminantna analiza odpove, in tako bi v našem primeru
lahko rešili kako življenje več.
Slovar strokovnih izrazov
generalized singular value decomposition posplošeni singularni
razcep ali posplošen problem singularnih vrednosti
generalized discriminant analysis posplošena diskriminantna ana-
liza
cluster prediction klasifikacija v razrede
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