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ABSTRACT 
The purpose of this thesis is to establish the 
feasibility of modelling store-and-forward communication 
networks with QGERT.  QGERT is a network modelling tech- 
nique in which the user describes the system to be ana- 
lyzed in terms of a set of symbols representing various 
types of events and activities.  The symbols are combined 
to form a network of nodes and branches.  A FORTRAN-based 
simulation program called Q-GERTS is used to simulate the 
flow of transactions through the network and to collect 
statistical information describing the performance of the 
network model. 
A brief description of the QGERT symbol set and re- 
lated terminology is presented along with an explanation 
of how this technique can be used to develop certain 
measures of performance for store-and-forward communica- 
tion networks. Specifically, statistics of interest are 
the average transmission times for messages and the prob- 
ability that a message is transmitted successfully. 
QGERT models are developed for simple four-node 
message-switched and packet-switched communication net- 
works.  A detailed description of each model is presented 
along with a listing of the associated input and output 
of the- Q-GERTS computer program. 
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QGERT was found to be an effective tool for model- 
ling these simple store-and-forward networks.  The models 
require very little development time and can be quickly 
and easily modified to accommodate various types of net- 
work configurations and message traffic characteristics. 
INTRODUCTION 
The growth in information processing technology has 
been proceeding at a very rapid pace and will undoubtedly 
continue to do so in the near future.  A major milestone 
was reached when it was discovered that data could be 
transmitted between computers over telecommunication 
lines.  This marked the birth of computer-communication 
networks.  In the past, computers were isolated entities, 
serving a limited number of users who brought their prob- 
lems to the machine, waited for processing to be completed, 
and carried away the results.  All programs and files re- 
quired by the various users of the machine had to be 
stored on site.  Now, however, the convergence of com- 
puter technology and communications technology has made 
it possible to create vast networks of computers and ter- 
minals.  The various resources of the computers in the 
network can now be shared, thereby eliminating unneces- 
sary duplication and making information processing more 
economical.  Programs and data files associated with any 
given machine can now be made available to many users 
over a wide range of geographical locations. 
We have recently witnessed the development of sever- 
al highly successful experimental computer networks. The 
most widely publicized of these networks is the U. S. De- 
partment of Defense Advanced Research Projects Agency 
Network (ARPANET).  By 1975, the ARPANET consisted of 
approximately 100 computers distributed throughout the 
continental United States.  The technology of satellite 
transmission has made it possible to connect computers 
in Hawaii and Europe to the network also.  One of the 
interesting effects produced by the ARPANET and other 
experimental networks has been to point out the wide 
variety of potential applications for computer-communica- 
tion. 
The demand for information storage and retrieval 
exists to varying degrees in business, in industry, in 
government, and even in the home.  This demand, coupled 
with the potential for economies of scale in the develop- 
ment of large computer-communication networks with shared 
data bases, leads us to believe that the use of computer- 
communication will become increasingly widespread.  The 
networks developed in the future will undoubtedly become 
larger and more complex than the ones that exist today. 
With the advent of large data networks, cost becomes 
a significant problem.  The designers of these networks 
must attempt to satisfy the needs of their users in a 
cost-effective manner.  In order to do this, techniques 
must be available to analyze design alternatives in terms 
of performance and its relation to cost.  Unfortunately, 
however, the growth in computer-communication technology 
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has been so rapid that the development of appropriate 
analysis tools has not been able to keep up with the 
pace.  Researchers have found it particularly difficult 
to develop analytical techniques that will account for 
all of the complexities inherent in modern computer- 
communication networks.  Consequently, many analysts have 
turned to simulation as an alternative. 
Types of Communication Networks 
Communication networks may be conveniently classified 
into three types as follows: 
1) Circuit-Switched 
2) Message-Switched 
3) Packet-Switched 
In circuit-switching, a "call" is set up between subscrib- 
ers and message transmission takes place in a conversation- 
al mode.  To set up the call, a path of connecting trans- 
mission lines must be established between source and des- 
tination.  When one subscriber wishes to converse wi^h 
another subscriber, a signal is transmitted through the 
network, seizing available channels in an attempt to 
reach the destination.  If no path is available, a busy 
signal is returned to the caller who must then wait until 
the necessary channels are free.  When a path has been 
established, message transmission takes place over all of 
the channels in the path in both directions simultaneous- 
ly.  The path remains allocated to the two subscribers 
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until the caller releases the path or until the call is 
preempted by a subscriber of higher priority. 
At the present time, circuit-switching is the most 
effective means of accommodating voice transmission, but 
it can also be used for transmission of data.  A good 
example of a circuit-switched network is the public tele- 
phone system.  Another is the AUTOVON network used by the 
Department of Defense for voice transmission. 
In message-switching, transmission of data takes 
place in what is commonly known as a store-and-forward 
procedure.  Unlike circuit-switching, only one channel is 
used at a time for any given message transmission.  The 
message first proceeds from its source to some other node 
in the network according to a predetermined routing al- 
gorithm.  When the message arrives at this new node, it 
is either forwarded to the next node in its path or, if 
no channels are available, it is placed in a queue of 
messages awaiting transmission.  The message proceeds 
through the network in this manner until it arrives at 
its destination.  This way, a message only needs to occupy 
one channel at a time rather than an entire path from 
source to destination, thereby freeing channels for trans- 
mission of additional messages.  The AUTODIN network of 
the Department of Defense is a good example of a message- 
switched communication network.  Many large corporations 
also use message-switched networks to satisfy their data 
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transmission needs. 
Packet-switching is very similar to message-switching 
in that it relies on a store-and-forward technique for 
transmission of messages.  The difference, however, is 
that the messages are broken down at the source into 
small packets of a fixed size.  The individual packets 
are then transmitted through the network in a manner 
similar to messages in a message-switched system.  When 
all of the packets have arrived at the specified destina- 
tion, they are reassembled and the complete message is 
transmitted to the receiving subscriber.  One of the main 
advantages of packet-switching is that many packets of 
the same message may be in transmission simultaneously. 
As a result, the transmission delay may be considerably 
less than with message-switching.  This is known as the 
"pipelining" effect.   In some instances, transmission 
delays in a packet-switched environment have been found 
to be so low that the subscribers can exchange information 
in a manner similar to circuit-switched communication. 
The experimental ARPANET is an example of a packet- 
switched communication network. 
Because of the technological and functional differ- 
ences among the three types of communication networks, 
different measures are required to evaluate the performance 
Kleinrock, L., Queueing Systems, Volume II: Computer Ap- 
plications, John Wiley and Sons, 1976, p. 294. 
of each type.  A discussion of some of the relevant per- 
formance measures appropriate for each type of network 
is included in the following section. 
Performance Measures for Communication Networks 
Podell (15) has formulated a Measure of Effective- 
ness (MOE) to characterize the responsiveness of a digital 
system to any subscriber in a circuit-switched communica- 
tion network.  It is the probability that one of a number 
of pre-speeified subscriber-to-subscriber routes will: 
1. be available (not failed in a long-term sense 
at the instant of demand) 
2. not be blocked (by subscribers of equal or higher 
precedence fully occupying any portion of all of 
the pre-specified routes) 
3. not fail in a long-term sense (over the subscrib- 
er's call interval) 
4. not fail in a short-term sense (by providing an 
acceptably low probability of bit error over the 
call interval 
5. not be preempted (over the call interval by a sub- 
scriber of higher precedence) 
The above joint probability statement is expressed as a 
sum of mutually exclusive terms, each term corresponding 
to one of the pre-specified routes through the network. 
Podell and others created computer programs to deter- 
mine the MOE in question in their development of ALAMO (6) 
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and EVALMO (7).  These computerized packages have been 
successfully used by the Defense Communications Agency to 
evaluate some of their existing and proposed communica- 
tion systems.  There is, however, one major deficiency 
in these packages and that is that the question of block- 
ing and preemption were assumed to be negligible in these 
models.  Fischer and Knepley (5) describe an algorithm 
and a program which can be used to estimate the blocking 
probabilities by way of an iterative procedure, given: 
the number of trunks in each trunk group of the network; 
the nodal originating-destination traffic requirements 
matrix in erlangs and the routing doctrine of the net- 
work.  However, the work of Fischer and Knepley has not 
been integrated in the ALAMO and EVALMO packages.  Simu- 
lation has been suggested as an alternate way of incor- 
porating these particular results.  Whitehouse (22) has 
developed a GASP-IV simulation program to determine the 
various components in the MOE formulated by Podell. 
The store and forward communication networks require 
a different type of MOE than the one described above for 
circuit-switched networks.  A message-switched or packet- 
switched network can be designed so that virtually all 
messages will be completed.  This is accomplished by 
allocating sufficient storage space for the queueing of 
message at the various nodes in the network.  Message 
queuing, however, can create a problem.  If the system 
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becomes overly congested, queues will become very large 
and the time to successfully transmit a message will in- 
crease accordingly.  Message transmission time should 
therefore be a major component of a good measure of ef- 
fectiveness for store-and-forward communication networks. 
In many store-and-forward networks, message storage 
areas are large enough to insure that no messages will be 
lost as a result of balking from the message queues.  In 
some instances, however, networks are designed in such a 
way that a certain percentage of messages can be expected 
to balk from the queues during peak operation.  This prob- 
ability of balking should also be included in a measure 
of effectiveness for store-and-forward networks. 
Podell's measure of effectiveness for circuit- 
switched networks can be used to accommodate message- 
switched or packet-switched networks if the following re- 
visions are made: 
1. The probability of a line being blocked is re- 
placed by the probability of a message being lost 
as a result of balking from the message queue. 
2. Message transmission time is included in the MOE. 
This can be accomplished by determining the prob- 
ability that a message will be transmitted within 
a specified time.  Different times might be speci- 
fied for different precedence levels of messages. 
10 
The remainder of this thesis is devoted to a demon- 
stration of the use of a network simulation language known 
as QGERT to model store-and-forward communication networks. 
The purpose of the modelling is to show how QGERT might 
be used to estimate certain parts of the measure of ef- 
fectiveness described above; specifically the message 
transmission time, the probability of balking, and the 
probability of preemption.  The following two sections 
contain a brief discussion of the background of QGERT 
and the symbols and terminology required to understand 
the way in which it operates. 
Background of QGERT 
QGERT is the most recent in a series of programs 
developed to analyze GERT-type stochastic networks. 
GERT was the result of research which effectively 
extended the work in PERT and CPM.  Eisner and Elmagrahby 
suggested and experimented with additional node and arc 
logic which would allow for general precedence relation- 
ships and probabilistic structure in the networl (2,3). 
Pritsker, Happ and Whitehouse (16,18,20) developed this 
idea further and defined the stochastic network or GERT 
network.  Stochastic networks are characterized by: 
1. Directed arcs representing activities or 
processes, 
11 
2. Each arc is assigned a probability of occurrence 
and other parameters which describe the distribu- 
tion of time to traverse the network, 
3. Logical nodes which denote the precedence rela- 
tionship between the incident and emanating arcs 
of the node, and 
4. The realization of the network is a set of arcs 
or nodes which define the path through the net- 
work for one experiment. 
Initial work revolved around the analytical solution 
of GERT networks but after a time the networks became 
more complicated and simulation approaches were used. 
There have been a number of computer packages which have 
been used effectively in the modelling of GERT type net- 
works.  These include: 
1. GERTS IIIQ - This special version of GERTS ana- 
lysis allows for the formulation of problems in- 
cluding Q-nodes.  The queueing nodes allow for 
the modelling of systems which have store and 
forward features and seem to be effective for 
modelling some of the more advanced communication 
systems. 
2. GERTS IIIQR - Hogg et al. (8,9,12) have developed 
a version of GERTS which combines the features of 
GERTS IIIQ and another model GERTS IIIR, which 
allows for the modelling of resource allocation 
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considerations into the GERT model.  Hogg et al. 
present a number of examples of their model 
which seem to be similar to the communication 
networks approach. 
3. QGERT - This was developed by Pritsker (19) as 
an extended GERTS IIIQ.  It accommodates much more 
advanced queueing logic than was previously avail- 
able, making it very attractive for modelling 
fairly complex store-and-forward communication 
networks.  Pritsker is also working on a new ver- 
sion of QGERT which was not yet available at the 
time of this writing. 
QGERT; Symbols and Terminology 
QGERT is a network modelling technique and a high- 
level simulation language.  The use of QGERT consists of 
the following two steps: 
1. A network model of the system being studied is 
constructed using the various QGERT symbols. 
2. Statistical quantities are derived from the model 
by using a "canned" computer program called 
Q-GERTS. 
A detailed description of the QGERT modelling technique 
and the Q-GERTS simulation program can be found in the 
Q-GERTS User's Manual (19). 
In general, a QGERT network consists of a series of 
nodes and branches.  Special symbols are used to model 
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the flow of transactions through the network.  The flow 
of transactions involves: the releasing of nodes repre- 
senting milestones or events; the performance of activi- 
ties represented by branches of the network; the storing 
of transactions at Q-nodes awaiting processing by service 
activities; the branching of transactions through the net- 
work based on past and present conditions within the net- 
work; and the collection of statistical information con- 
cerning the transactions and the release times of nodes. 
Some of the important QGERT symbols are shown in 
Figures 1 through 3.  Most of the nodes in a QGERT net- 
work are regular nodes such as the ones shown in Figure 1. 
A regular node consists of an input side, a middle section 
and an output side.  The input side shows the number of 
transactions required to release the node for the first 
time (Rf) and the number required for subsequent releases 
(R ).  The middle section is optional.  It indicates the 
criterion for selecting attribute sets from incoming 
transactions (C); the type of statistics to be collected 
at the node (S); and the assignment of attributes to trans- 
actions passing through the node.  Attribute assignment 
requires the specification of three values: an attribute 
number (A); one of the 15 distribution types provided in 
QGERT (D); and a parameter set number (P) indicating the 
parameters that are to be used in the selection of a 
value from the distribution specified.  Multiple attribute 
14 
QGERT Symbols: Regular Nodes 
FIGURE 1. 
/^ 
C 
A D p (Rr A 0 p 
W s A n p \s A D p 
(a) Deterministic 
X* 
n 
TP D P 
/ R £ A D P 
\Rs s 
A D P 
A £> 
(b) Probabilistic 
s~ 
c 
A D P V fat A D P # \R s A n P V^s A D P ^ 
(o) Conditional-Take-First 
y*~ 
C 
A D P 
# /ftf 
A P P 
\Hs s .A 
D P, 
A D P 
(d) Conditional- 
Take- All 
QGERT Symbols: Activities 
FIGURE 2. 
(v  nr m  fpTPs) ^ 
T 
15 
QGEHT Symbols: Special-Purpose Nodes 
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assignments are permitted at a node.  Each of the nodes 
in Figure 1 provides for four different attribute assign- 
ments.  The output side of a regular node indicates the 
node number and the type of branching which is to occur 
from the node.  The type of branching is indicated by the 
shape of the output side of the node.  Figure 1(a) shows 
the symbol for deterministic branching.  This means that 
all activities emanating from this node will be initiated. 
Probabilistic branching is indicated by Figure 1(b).  Only 
one activity emanating from this node will be selected. 
The selection is on a random basis according to the prob- 
abilities specified on the activities. The symbols for 
conditional branching are shown in Figures 1(c) and 1(d). 
QGERT provides 14 condition codes which can be associated 
with an activity. With conditional-take-first branching, 
the activities emanating from the node are rank ordered. 
The conditions associated with the activities are tested 
in order.  When one of the conditions is satisfied, that 
activity is initiated.  For the case of conditional-take- 
all branching, the conditions for all activities emanating 
from the node are tested and each activity is initiated 
if its condition is satisfied. 
The branches or activities in a QGERT network are 
represented in Figure 2.  Each activity has associated 
with it a probability (P) if it emanates from a node with 
probabilistic branching, or a condition code (C) if it 
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emanates from a node with conditional branching.  The time 
to complete the activity can also be specified.  The time 
can either be constant or it can be a value from a dis- 
tribution (D) with parameter set (PS).  An optional ac- 
tivity number may also be specified.  If no time is speci- 
fied, the activity duration will be zero time units. 
In addition to the regular nodes in a QGERT network, 
there are a few special-purpose nodes.  These are shown 
in Figure 3.  Figure 3(a) represents a source node. 
These are the nodes at which transactions are created. 
Figure 3(b) is a sink node.  Here, transaction flow termi- 
nates.  One method of shutting off the simulation of the 
network is to specify the number of times a sink node 
must be realized.  Q-nodes are represented by the symbol 
shown in Figure 3(c).  Q-nodes are locations in the net- 
work where transactions are stored in queues awaiting 
further processing.  The modeller must specify the ini- 
tial number in the queue (I), the maximum number permitted 
in the queue (M), and one of four available procedures 
for ranking transactions in the queue (R).  Balking from 
the queue is indicated by a dashed line to another node 
in the network.  If parallel queues or parallel servers 
exist in the network, an S-node such as the one shown in 
Figure 3(d) is used to select from among the queues or 
servers.  Each S-node has associated with it a queue se- 
lection rule (QSR) and/or a server selection rule (SSR). 
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Fourteen rules are available for queue selection and eight 
for server selection. 
The symbols of Figures 1 through 3 are the basic 
building blocks of a QGERT network.  Figure 4 presents 
a sample network constructed for the purpose of illustra- 
ting the ways in which these symbols can be combined to 
model a system using QGERT.  Nodes 2 and 3 represent 
source nodes.  A constant value of 1 is assigned to at- 
tribute 1 in node 2, and a constant value of 2 is assigned 
to attribute 1 in node 3.  The branches looping back on 
nodes 2 and 3 represent the time between arrivals of 
transactions.  The interarrival times are exponentially 
distributed with parameter sets 1 and 2.  The activities 
from nodes 2 to 4 and 3 to 4 each have a constant dura- 
tion of 1 time unit.  Node 4 is an S-node which sends 
transactions to one of the parallel queues represented by 
Q-nodes 5 and 6.  The queue selection rule is SNQ.  This 
implies that the S-node will select the queue which cur- 
rently contains the smallest number of transactions.  Q- 
node 5 allows a maximum of 3 transactions and Q-node 6 
allows a maximum of 4.  The ranking procedure in both 
queues is SI, meaning that transactions with the smaller 
values of attribute 1 will be ranked ahead of those with 
larger values of attribute 1.  The duration of the ser- 
vice activity from node 5 to node 7 is normally distrib- 
uted with parameter set 3.  Q-node 6 has probabilistic 
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branching.  The network model indicates that 20% of the 
transactions will be serviced in a constant time with 
parameter set 4 and 80% of the transactions will be serv- 
iced according to a uniform distribution with parameter 
set 5.  At node 7, statistics are collected on the time 
between successive realizations of the node.  Branching 
from node 7 is conditional-take-first.  Transactions with 
attribute 1 equal to 1 will be sent to node 8 and trans- 
actions with attribute 1 equal to 2 will be sent to node 
9.  Statistics are collected at nodes 8 and 9, showing 
the interval of time elapsed since the transaction was 
last marked.  Transactions are automatically marked at 
source nodes.  Since no other marking was indicated in 
the network, the statistics collected for nodes 8 and 9 
will represent the time elapsed between the departure of 
a transaction from a source node until its arrival at 
nodes 8 and 9 respectively.  Nodes 10 and 11 form a dis- 
joint part of the network sometimes referred to as a 
"simulation clock."  Node 10 is a source node and node 11 
is a sink node.  The activity between nodes 10 and 11 has 
a duration of 100 time units.  When 100 time units have 
elapsed, sink node 11 will be realized and the simulation 
will be terminated. 
The Q-GERTS Computer Program 
After a system has been modelled using the symbols 
described in the previous section, the Q-GERTS computer 
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program is used to perform the desired network analysis. 
Q-GERTS is written in FORTRAN-IV and uses simulation to 
analyze QGERT networks.  The Transition from the QGERT 
model to the Q-GERTS input is very simple.  One data 
card is required for each node, activity/ parameter set, 
and attribute assignment.  An additional card is required 
to provide some general information about the network. 
The input is free-form, permitting data to be entered 
without card column restrictions.  Each card contains a 
three-letter identification to specify the symbol repre- 
sented by the card and additional parameters to describe 
the symbol.  All values on the card are separated by 
commas. 
The output from the Q-GERTS program includes the 
following: 
1. An echo check of the input. 
2. A listing of the input cards. 
3. Results of the first simulation of the network 
(optional). 
4. A summary report for the total number of simula- 
tions performed.  In addition to the statistics 
called for by the modeller, Q-GERTS provides 
statistics on: average number in each of the Q- 
nodes, average server utilization, and average 
number of transactions balking per unit time 
from each of the queues. 
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5. Histograms for each of the statistics collected 
(tabular or plotted). 
The sample QGERT model described in the previous 
section was analyzed with the Q-GERTS program.  The re- 
sults for five simulations of the network can be found 
in Appendix A. 
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MODELLING MESSAGE-SWITCHED COMMUNICATION 
NETWORKS WITH QGERT 
A brief description of the concepts involved in 
message-switching was included in the introduction. 
Basically, messages are transmitted from node to node in 
the communication network in a store-and-forward manner. 
If all possible communication channels are busy, the mes- 
sage waits in a queue until one of the channels becomes 
available.  This idea of storing-and-forwarding is what 
makes message-switched networks good candidates for 
QGERT analysis. 
A Hypothetical Network 
In order to demonstrate the use of QGERT to model 
message-switched communication networks, it was decided 
to use a simple hypothetical four-node communication net- 
work.  If the concepts in modelling simple networks are 
understood, they can be easily extended to the modelling 
of large, fairly complex networks.  The network selected 
for analysis is the one shown in Figure 5. 
The nodes in the network of Figure 5 are numbered 1 
through 4.  The nodes actually represent switching cen- 
ters that operate by means of message-switching.  Each 
switching center has associated with it a computer (C) 
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Pour-Node Communication Network 
FIGURE 5. 
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and a system of terminals (T).  A message originating at 
any one of the centers can be transmitted to any of the 
other centers.  The network is fully connected except 
for the fact that there is no direct link between node 1 
and node 4.  Messages can travel in both directions simul- 
taneously along any of the communication lines. 
In order to model the message-switched network of 
Figure 5, it is necessary to make certain assumptions 
about some of the characteristics of the network.  These 
assumptions, for the time being, are as follows: 
1. Message interarrival times are exponentially 
distributed with a mean of 2 time units at each 
of the switching centers. 
2. The percentages of messages leaving node 1 and 
destined for each of the other nodes are as fol- 
lows: 30% to node 2, 30% to node 3, 4 0% to node 
4.  For messages leaving node 2: 30% to node 1, 
40% to node 3, 30% to node 4.  For messages 
leaving node 3: 40% to node 1, 30% to node 2, 
30% to node 4.  For messages leaving node 4: 30% 
to node 1, 40% to node 2,   30% to node 3. 
3. There are 3 priority classes of messages.  The 
breakdown is as follows: 10% are priority 1 
(high priority); 30% priority 2; 60% priority 3. 
This distribution holds for all combinations of 
source and destination. 
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4. Message length (in terms of transmission time) is 
exponentially distributed with a mean of 10 time 
units^ for all types of messages. 
5. The times required to transmit a single bit of 
information along each of the communication links 
(a function of the length of the link) are as 
follows: 2.5 time units between nodes 1 and 2; 
3.0 time units between nodes 1 and 3; 2.0 between 
2 and 3; 1.0 between 2 and 4; 1.5 between 3 and 4. 
6. Queues are large enough so that no messages will 
be lost as a result of balking. The messages in 
the queues are ranked according to priority, but 
high priority messages do not preempt lower pri- 
ority messages. 
7. Messages going from node 1 to node 4 are initial- 
ly routed to node 3 and messages going from node 
4 to node 1 are initially routed to node 2. 
8. Each of the communication lines in the network 
contains four channels for message transmission. 
With these characteristics in mind, a QGERT model of the 
four-node message-switched communication network of Figure 
5 was developed.  The following section explains the model 
in detail. 
Development of the QGERT Model 
The key to modelling a store-and-forward communica- 
tion network is to think of a communication line as a 
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series of parallel servers.  The parallel servers are the 
various communication channels in the line.  The trans- 
actions that they serve are the messages that are being 
transmitted over the channels.  Figure 6 depicts a sample 
communication line with 4 channels as it would be modelled 
using QGERT. 
Node number 2 is a Q-node.  It represents the stor- 
age area for messages awaiting transmission.  Node 3 is 
an S-node.  It selects from among the four communication 
channels in the line.  The server selection procedure is 
random (RAN).  This implies that if more than one channel 
is available for the transmission of a message, the avail- 
able channels have an equal probability of being selected. 
The channels are represented by the activities from node 
3 to nodes 4,5,6, and 7 respectively.  Message trans- 
mission time is made up of two components.  The first com- 
ponent is variable and is dependent on the message length. 
It is represented as a value from a distribution D with 
parameter set PS and is shown on the service activities 
emanating from node 3.  The second component is fixed and 
is a function of the length of the communication line. 
It is represented on the activity between nodes 8 and 9 
as a constant value with parameter set PS. 
The principle of the two components of message 
transmission time is illustrated in Figure 7.  Two mes- 
sages are being sent from station A to station B. 
28 
o 
en 
c 
c 
-p 
•H 
c 
c 
o 
•H 
-p 
u 
•H 
c 
3 
o 
CJ 
rd 
M-l 
o 
O 
£ 
EH 
PS 
H 
O 
O 
W 
PS 
O 
H 
29 
Two Components of Message Transmission Time 
FIGURE 7. 
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Transmission of message 1 at station A begins at time 0 
and ends at time 2 for a variable component of 2 time 
units.  The fixed component of transmission time is 1 
time unit so that station B begins to receive the message 
at time 1.  Transmission of message 1 is completed when 
the last bits of information are received by station B 
at time 3.  Total transmission time is 3 time units. 
Transmission of message 2 begins at time 2 and ends at 
time 6 for a variable component of 4 time units.  Trans- 
mission is completed at time 7 for a total transmission 
time of 5 time units. 
A QGERT model of a communication network is made up 
of three major parts. These parts can be categorized as 
follows: 
1. The origination of messages at the various 
switching centers in the network and the assign- 
ment of attributes including source, destination, 
priority, and message length. 
2. The actual routing and transmission of messages 
through the communication channels of the net- 
work. 
3. The collection of statistics describing the per- 
formance of the network. 
The entire QGERT model of the four-node message- 
switched communication network of Figure 5 appears in 
Figure 8.  Parts a, b, and c of Figure 8 correspond to 
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^GERT Model of a Pour-Node Message-Switched Communication 
Network: Message Generation 
FIGURE 8(a) 
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QGERT Model of a Pour-Node Message-Switched Communication 
Network: Routing and Transmission 
FIGURE 8(b) 
(AEV,2,2) 
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QGERT Model of a Pour-Node Message-Switched Communication 
Network: Statistics Collection 
FIGURE 8(c) 
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the three parts of the model as described above.  The 
remainder of this section is devoted to an explanation of 
the model. 
Nodes 2, 36, 84, and 132 represent the four switch- 
ing centers in the network where messages originate.  The 
activities looping back on these nodes represent the time 
between arrivals of messages.  Interarrival times are 
exponentially distributed with a mean of two time units 
at each of the centers.  The distribution of interarrival 
times can be easily modified by changing the values in 
parameter sets 1, 2, 3, and 4. 
Values of attribute number 1 are assigned at nodes 
4, 38, 86, and 134 indicating the origin of a message at 
stations 1, 2, 3, and 4 respectively.  The branching from 
each of these  nodes is probabilistic.  The activities 
emanating from them show the probabilities of messages 
being sent to each of the other stations in the network 
(in accordance with the proportions stated in the de- 
scription of the network in the previous section).  The 
destination of a message is indicated by values assigned 
to attribute number 2 at nodes 5, 39, 87, and 135.  The 
activities emanating from these nodes feed into node 7. 
Branching from node 7 is probabilistic also, with 10% of 
the transactions going to node 11, 30% to node 13, and 
60% to node 15. 
35 
1. 
Values of attribute numbers 3 and 4 are assigned at 
nodes 11, 13, and 15.  Attribute number 3 indicates the 
message priority level.  A constant value of 1 is assigned 
at node 11, 2 at node 13, and 3 at node 15 indicating 
messages of high priority, middle priority, and low pri- 
ority respectively.  Attribute number 4 represents the 
message length in terms of transmission time.  Trans- 
mission time is exponentially distributed with parameter 
set 11 for high priority messages, 12 for middle priority 
messages, and 13 for low priority messages.  Initially, 
all three distributions have a mean of 10 time units (as 
specified in the network description). 
Following the assignment of attributes 3 and 4, the 
message is sent to node 17 to determine where it should 
be routed for initial transmission.  At this point, no 
time has elapsed since the origination of the message. 
Branching from node 17 is conditional-take-first, 
based on the value of attribute 1.  Messages from source 
number 1 (ie.: those with attribute 1 equal to 1) are 
sent to node 6; messages from source 2 are sent to node 
40; messages from source 3 are sent to node 88; and mes- 
sages from source 4 are sent to node 136.  The activities 
emanating from node 17 all have a constant time of 1 asso- 
ciated with them.  This is the time required to process 
the message prior to transmission.  Branching from nodes 
6, 40, 88, and 136 is also conditional-take-first, this 
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time based on the value of attribute number 2 (the des- 
tination of the message).  Messages are routed from these 
nodes to an appropriate S-node in order to select a com- 
munication line for transmission.  For example, a message 
with attribute 1 equal to 2 and attribute 2 equal to 3 
will be initially routed to node 40 and then to S-node 
number 56.  At this point, the message will be sent to 
one of three possible Q-nodes (43, 57, or 71) depending 
on the queue selection rule specified for the S-node.  In 
this case, the queue selection rule for each of the S- 
nodes is POR which stands for "preferred order."  The 
preferred order for messages going from source 2 to des- 
tination 3 is Q-node 57, followed by Q-node 71, followed 
by Q-node 43.  Q-node 57 represents the queue of messages 
awaiting transmission over the link between stations 2 
and 3; Q-node 71 represents the queue for the link between 
stations 2 and 4; and Q-node 43 represents the queue for 
the link between stations 2 and 1.  Each of the Q-nodes 
in Figure 8(b) has an infinite queue length.  Therefore, 
the queues will never be full and all messages going from 
station 2 to station 3 will be initially routed to Q-node 
57.  If, however, a limit was placed on the size of the 
queues and the queue for node 57 became full, a message 
going from station 2 to station 3 would have to be placed 
in the queue at node 71 and would initially be transmitted 
to station 4 before going on to station 3.  If the queue 
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at node 71 was also full, the message would be placed in 
s 
the queue at node 4 3 and would be transmitted to station 
1 initially. 
There are 10 Q-nodes in Figure 8 (b).  Each of the 
Q-nodes is followed by an S-node and a set of parallel 
servers, making up the symbol set for a communication 
link as was previously described in the explanation of 
Figure 6.  There are 2 such sets of symbols for each of 
the 5 links in the communication network, representing the 
transmission of messages in both directions over the link. 
The ranking procedure for each of the queues is S3, mean- 
ing that messages are ranked according to attribute 3 
with small values first.  Attribute 3 was used to desig- 
nate the priority class of the message.  The activity 
times for the service activities are shown as (AT,4). 
This means that the time to complete the activity will be 
equal to the value stored in attribute 4 for each message. 
Attribute 4 was used to assign a value representing the 
variable component of the message transmission time. 
Each of the communication lines contains 4 channels.  Be- 
cause of limited space, however, Figure 8(b) only shows 2 
channels for each of the lines.  The other channels are 
indicated by a series of dots. 
After a message has been transmitted over one of the 
communication lines, a value is assigned to attribute 5 
indicating the station to which the message has just been 
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transmitted.  The message is then sent to node 166.  The 
times on the activities leading into node 166 represent 
the fixed component of message transmission time and cor- 
respond to the values given for each of the lines in the 
description of the network.  Branching from node 166 is 
1 
conditional-take-first. A check is made to see if attri- 
bute 5 is equal to attribute 2.  If it is, the message 
has arrived at its destination and is ready to be sent to 
the statistics collection part of the network.  If not, 
the message is routed back to node 6, 40, 88, or 136 (de- 
pending on the value of attribute 5) for further trans- 
mission. 
When a message arrives at its destination, it is 
sent from node 166 to node 16 8 for statistics collection. 
Node 168 is a statistics node which calls for the collec- 
tion of "interval" statistics.  This is designated by the 
letter I in the central portion of the node.  Statistics 
associated with node 168 on the Q-GERTS output will indi- 
cate the average time spent in the system for all mes- 
sages.  Branching from node 168 is conditional-take-first, 
based on attribute 1 (the source of the message).  Inter- 
val statistics for nodes 170, 172, 173, and 174 will indi- 
cate the average time in the system for messages origi- 
nating at stations 1, 2, 3, and 4 respectively.  Next, 
messages are routed according to the value of attribute 
2 (destination) to node 180, 182, 184, or 186 where 
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statistics will be collected indicating average time in 
the system for messages which have arrived at stations 1, 
2, 3, and 4 respectively.  Finally, messages are routed 
from node 188 to node 190, 192, or 194 where interval 
statistics are collected for the three priority levels of 
messages.  Statistics for high priority messages are col- 
lected at 190; middle priority at node 192, and low pri- 
ority at node 194. 
The subnetwork consisting of source node 175 and 
sink node 173 is the simulation clock.  The activity time 
for the branch connecting the two nodes indicates that the 
simulation is to be run for 300 time units.  In the input 
to the Q-GERTS program, it will be specified that statis- 
tics collection is not to begin until 100 time units have 
elapsed.  This permits the system to reach a steady-state 
before any statistics are collected.  Statistics will 
therefore be collected over an interval of 200 time units. 
Simulation Results 
The Q-GERTS program was used to analyze the network 
described in the previous section. The input to the pro- 
gram consists of one card for each of the nodes, activi- 
ties, parameter sets, and attribute assignments shown in 
Figure 8; and a card that contains some general informa- 
tion about the network being modelled. The information 
contained on this card includes the following: 
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1. A three letter ID to indicate that the card 
contains general information (GEN). 
2. The name of the analyst. 
3. The project number. 
4. The date. 
5. The number of sink nodes in the network (1). 
6. The number of nodes for which statistics are 
kept (13). 
7. The number of sink nodes to realize the net- 
work (1) . 
8. The number of simulations of the network (2). 
9. An integer random number seed. 
10. The maximum number of attributes associated with 
each transaction flowing through the network (5). 
11. The time from which statistics will be kept 
(100.0) . 
12. The type of histogram desired (tabular). 
The GEN card must be the first card in the input deck. 
It is followed by the cards representing the nodes, para- 
meter sets, and attribute assignments.  These can be 
arranged in any order and are followed by cards represent- 
ing the activities in the network.  The last card in the 
input deck contains the letters "FIN". 
The results of 2 simulations of the network shown in 
Figure 8 are as follows: 
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1. Average message transmission times 
Message Type       Node No.       No. of Time Units 
12.3361 
16.0297 
19.3908 
27.2049 
12.3500 
14.0068 
17.1912 
17.4733 
13.2201 
15.1907 
25.4596 
Priority 1 190 
Priority 2 192 
Priority 3 194 
Source 1 170 
Source 2 172 
Source 3 174 
Source 4 176 
Destination 1 180 
Destination 2 182 
Destination 3 184 
Destination 4 186 
All Messages 168 17.7135 
2. Average number in Message Queues 
Communication Link 
1 to 2 
1 to 3 
2 to 1 
2 to 3 
2 to 4 
3 to 1 
3 to 2 
3 to 4 
4 to 2 
4 to 3 
Node No. 
9 
23 
43 
57 
71 
91 
105 
119 
139 
153 
Avg. No. in Queue 
.0154 
3.7137 
.4964 
.0655 
.0000 
.0552 
.0047 
2.1353 
1.7557 
.0958 
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3. Average Channel Utilization 
Communication- 
Link 2 Activity No. 
198 
Percentage 
Busy Time 
a to 2 .2400 
197 .3546 
' 196 .36^73 
195 .4055 
1 to 3 194 .9067 
193 .9168 
' 192 .8631 
191 .9088 
2 to 1 190 .6405 
189 .6398 
188 .6043 
187 .7193 
2 to 3 186 .4684 
185 .5523 
184 .4080 
183 .4815 
2 to 4 182 .3320 
181 .4038 
180 .2858 
179 .3909 
3 to 1 178 .3933 
177 .4717 
176 .4371 
175 .5121 
2 
The QGERTS program assigns activity numbers to service 
activities if none are specified in the program input. 
43 
3 to 2, 174 .3530 
.3457 
.4700  , 
.3129 
3 to 4 170 .7801 
.8230 
.8815 
.7987 
4 to 2 166 .8115 
.8177 
.8731 
.9008 
4 to 3 . 162 .4400 
.5247 
.4227 
.4256 
A complete listing of the Q-GERTS input and output (which 
includes much more information than what is shown above) 
for this model can be found in Appendix B. 
Modification of the Network 
One of the interesting features of the QGERT model- 
ling technique is the ease with which a model can be modi- 
fied.  For example, the interarrival time of messages at 
one of the stations in the communication network can be 
modified simply by changing the values on one card in the 
input desk.  The same is true for such parameters as: ac- 
tivity times, probabilities of selecting among activities, 
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maximum queue lengths, attribute values, and queue or 
server selection rules.  There are three major modifica- 
\ tions that an analyst might wish to* make to the model of 
the message-switched communication network shown in Figure 
8.  These are: 
1. To limit the size of message queues and permit 
messages to "balk" from the system. 
2. To allow for more generalized message generation. 
3. To account for changes in the structure of the 
communication network. 
The remainder of this section discusses the changes that 
must be made to the QGERT model in Figure 8 in order to 
implement these modifications. 
1) Limiting the size of message queues 
The QGERT model discussed in the previous section 
permitted queues of messages to build up indefinitely. 
This insured that all messages would eventually be trans- 
mitted successfully.  In reality, there must be some limit 
to the number of messages that can be allowed to accumu- 
late in a storage area.  If the maximum queue length is 
small, some of the messages will balk from the queues and 
will not be completed.  In order to incorporate this idea 
into the QGERT model of a message-switched communication 
network, the following changes must be made to the model 
in Figure 8: 
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a) The maximum number permitted in the queues must 
be changed from, an indefinitely large number to 
whatever the actual maximum is. 
b) For each of the selector nodes, a node number 
must be specified to show where balkers are to 
be sent.  If all of the queues associated with a 
particular S-node are full, an arriving message 
will balk to this specified node. 
c) The portion of the network model devoted to sta- 
tistics collection must be revised to collect 
statistics on the messages that balk from the 
queues. 
The Q-GERTS program was used to analyze a message- 
switched network similar to the one modelled in Figure 8 
where the queues were limited to a maximum of 5 messages. 
The revised statistics section of the model is shown in 
Figure 9.  All messages that balk from the queues are sent 
to node 196.  Nodes 191, 193, and 195 specify that statis- 
tics are to be collected on messages of priority 1, 2, and 
3 respectively that balk from the system.  Statistics for 
all balking messages are collected at node 19 8.  The re- 
sults for 2 simulations of this modified network can be 
found in Appendix C. 
2) Generalized Message Generation 
In the original model of the message-switched commu- 
nication network, it was assumed that the distribution of 
46 
Statistics Collection for a QGERT Model of a Pour-Node 
Message-Switched Communication Network with Balkers 
FIGURE 9. 
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message priorities was the same for all combinations of 
source and destination; and that the distribution of mes- 
sage lengths was a function of the priority level only. 
In reality, however, the distributions of priority level 
and message length certainly might vary depending on the 
source and/or the destination of the message.  For ex- 
ample, the distribution of message priority as a function 
of source and destination may be depicted in the form of 
a matrix as shown below.  The numbers inside the paren- 
theses represent the probabilities of priority 1, priori- 
ty 2, and priority 3 messages respectively. 
Destination 
12 3 4 
1 (.1,.3,.6)  (.2,.3,.5)  (0,.1,.9)  (.2,.2,.6) 
2 (0,0,1.0)   (.1,.4,.5)  (.1,.2,.7) (.1,.3,.6) 
Source 
3 (.3,.3,.4)  (.1,.3,.6)  (.1,.4,.5) (.2,.3,.5) 
4 (0,.2,.8)   (.3,.3,.4)  (.2,.4,.4) (,1,.3,.6) 
This generalization of the types of messages originating 
at the various nodes in the network can be incorporated 
in the QGERT model.  First, however, it is necessary to 
introduce a feature of QGERT that has not yet been de- 
scribed. 
QGERT permits the user to access a FORTRAN function 
within the framework of the symbols that make up the model. 
The function is given the name USERF.  It is written by 
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the user and may be accessed by either of the following 
methods at various locations in the model:' 
a) To access the function USERF at a node, the user 
must specify an attribute assignment with the 
distribution code UF. 
b) To access the function USERF on an activity, the 
user must specify an activity time with the dis- 
tribution code UF. 
The function USERF has only one argument.  It is the value 
that the user specifies as an attribute value or an ac- 
tivity time parameter set number.  This value is then used 
in a computed GO TO statement so that different parts of 
the function can be accessed, depending on the value of 
the argument.  Thus, a great deal of flexibility can be 
added to the QGERT model.  Figure 10 shows how the user- 
written function can be incorporated into the message 
generation section of the model of a message-switched 
communication network. 
Nodes 2, 36, 84, and 132 represent the four switch- 
ing centers in the network where messages originate.  Four 
\ attribute assignments are specified at each of these 
nodes respectively.   Attribute 1 is assigned a constant 
value indicating the source of the message.  Attributes 
2, 3, and 4 specify that function USERF is to be used to 
assign values for destination, priority level, and mes- 
sage length respectively.  Not only is the number of nodes 
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Message Generation for £GERT Model of a Four-Node 
Message-Switched Communication Network with 
FORTRAN Function USERF 
FIGURE 10. 
(SX,1) 
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and activities significantly reduced from that of Figure 
8, but the origination of messages in the network can be 
performed" in a much more generalized manner.  Message 
priority can be made a function of source and destina- 
tion; and message length a function of source, destina- 
tion, and priority.  The FORTRAN coding that will accomp- 
lish this can be found in Appendix D. 
3) Addition or Deletion of Nodes in the Communication 
Network 
The QGERT model in Figure 8 has been formulated in 
such a way that changes in the structure of the communi- 
cation network can be taken into account in the model 
quickly and easily.  The addition (deletion) of a channel 
in one of the communication lines simply involves the ad- 
dition (deletion) of one node and two activities in the 
model.  The addition (deletion) of a switching center 
requires the addition (deletion) of several nodes and ac- 
tivities and the modification of the probabilities show- 
ing the proportions of messages going from the various 
sources to each of the destinations.  To illustrate, sup- 
pose switching center number 4 was deleted from the 
original message-switched network.  This would leave the 
three-node network of Figure 11.  Rather than listing 
the nodes and activities that must be deleted from the 
model in Figure 8, a revised model of the new three-node 
network is presented in Figure 12.  In general, the 
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Three-Node Communication Network 
FIGURE 11. 
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QGERT Model of a dree-Node Message-Switched 
Communication Network: Message Generation 
FIGURE 12(a) 
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QGERT Model of a Three-Node Message-Switched 
Communication Network: Routing 
and Transmission 
FIGURE 12(b) 
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QGERT Model of a Three-Node Message-Switched 
Communication Network: Statistics Collection 
FIGURE 12(c) 
ffl^K^^X) 
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addition (deletion) of a switching center requires the 
addition (deletion) of approximately 22 nodes in the 
model and about twice as many activities (the number of 
activities depending to a slight extent on the total 
number of switching centers in the network at the time) 
This assumes that the switching center being added or 
deleted is directly connected to two other centers in 
the network by communication lines, each containing 4 
channels for message transmission. 
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MODELLING PACKET-SWITCHED COMMUNICATION 
NETWORKS WITH QGERT 
Packet-switching, as discussed in the introduction, 
is very similar to message-switching.  It uses the store- 
and-forward technique for transmission of messages.  The 
basic difference, however, is that messages are divided 
into small packets at the source and the packets are 
transmitted through the network independently.  It is 
quite possible that two packets of the same message 
might take completely different paths to the specified 
destination.  All packets are of a uniform size.  Con- 
sequently, processing of packets at the switching cen- 
ters can be performed very quickly.  When all of the 
packets arrive at the specified destination, they are 
automatically reassembled into the original message. 
The QGERT Model 
For the sake of simplicity and to set up a basis 
for comparison, the four-node communication network of 
Figure 5 was selected to demonstrate the use of QGERT to 
model packet-switched networks.  The switching centers 
in the network are now assumed to operate on the prin- 
ciple of packet-switching rather than message-switching. 
Also, it is assumed that the number of packets in a mes- 
sage is poisson distributed with a mean of 5 packets for 
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all types of message.  Each packet requires 2 time units 
for transmission.  The average variable transmission time 
per message is therefore 10 time units, which is com- 
parable to the variable transmission time for messages 
in the message-switched network. 
In order to develop a model of a packet-switched 
network, it is necessary to make use of the user-written 
FORTRAN function USERF, which was discussed previously. 
This function is used to separate the messages into pac- 
kets prior to transmission and to reassemble the packets 
when transmission is completed.  A complete QGERT model 
of the four-node packet-switched network is presented in 
Figure 13.  Once again, part (a) of the model represents 
message generation and attribute assignment; part (b) 
represents routing and transmission of messages; and 
part (c) represents the collection of statistics reflect- 
ing the performance of the network. 
Part (a) of Figure 13 is very similar to part (a) of 
the message-switched model, except for a few minor changes. 
As in the message-switched model, attributes 3 and 4 are 
assigned at nodes 11, 13, and 15.  Attribute 3 still re- 
presents the priority level of the message, but attribute 
4 is now assigned a value equal to the number of packets 
in the message.  The distribution code is PO for poisson, 
with parameter sets 11, 12, and 13 for priority 1, 2, and 
3 messages respectively.  Following the assignment of 
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QGERT Model of a Pour-Node Paoket-Switohed 
Communication Network: Message Generation 
FIGURE 13(a) 
• <wv-+—j l tii'M1 V- 
^x-i-ln 
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QGERT Model of a Pour-Node  Packet-Switched Communication 
Network:  Routing and  Transmission 
FIGURE 13(b) 
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QGERT Model of a Pour-Node Packet-Switched Communication 
Network: Statistics Collection 
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attributes 3 and 4, all messages are sent to node 19 where 
a value is assigned from an incremental distribution (IN) 
beginning with the number 1.  This means that the first 
message will have a value of attribute 6 equal to 1, the 
second will have a value equal to 2, the third equal to 
3, etc.  In this way, each message is given a unique 
identification number.  When a message is divided into 
packets, each packet will have this identification num- 
ber and it will be possible to keep track of which pac- 
kets belong to each message. 
The decomposition of the message into packets is 
performed at node 21.  Attribute 5 is assigned a value 
from the distribution UF with parameter number 2.  This 
means that the function USERF will be called with an 
argument of 2.  A listing of the USERF is presented in 
Figure 14.  Initialization of variables is performed 
first.  This occurs at node 3 where USERF is called with 
an argument of 1.  When the number 2 is specified as an 
argument, packet generation takes place beginning with 
statement number 20.  When a packet is generated, a com- 
parison is made to see if all of the packets in the mes- 
sage have been generated.  If they have, a value of 1 is 
returned for USERF.  Otherwise, a value of 0 is returned. 
The branching from node 21 is conditional-take-first 
based on this value of USERF.  The activity feeding back 
to node 21 will take place until all of the packets have 
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FORTRAN Function USERF for the  Packet-Switched Model 
FIGURE 1^. 
FUNGTIGX  US2SP(I?':C) 
JCK.'.CN/T.iANS/JE3CH(20C0),X.V0D,Kp,^D,NJi,;OiTrt,.\..oT:i(600) 
CO[':i<ON/PAaM/ATUB(l),I5E2D,JTHIB(6),N?i:-:i,fA.iAX(10C,^),3JA.Li; 
C 0MK0N/G2NL/IFIN,I?RST,IGRAF,ITHAC ,LIST80\, KON,NAXE(12),KCHDH,NDAY, 
1 N"KM,KPHKT,NPH0J,NRUNfNHUNSfNS0HC(20),NT:iCS,i\,T.1Ci,Ha..C,NYii,T3aG, 
2 TNOW 
J0^K0N/U3SR/Ki3NUMCi0),NPKTS(U0),N:iA)(,K0UXT 
GO   TO   (10,20,30)   IPN 
10 NKAX=^0 
KOUNT=0 
DO  1   I=1,KKAX 
N?''TS(I)=0 
>;i6NUM(I)=0 
1 J0NTINU3 
U32RF=0. 
-££TURN 
20 I=JTiIB(6) 
J=D2oCa(I+3) 
''CL'NT=KOUNT+l 
IFC'wUNT. il-t.JjaC   TO  2 
US£RF=0. 
a2TURN 
2 'CUNT=0 
U3E3F=1. 
i2TU3N 
30 K=JIriI3(6) 
ID=JJdCH(K+5) 
iMTOTAL=D23Ja(X + 3) 
IF(KT0TAL.N2.1)G0   TO   7 
U52R?=1.0 
RETURN 
7 30   3   I=1,NKAX 
IF(K2SNUK(I). -...;. 13) GO   TO   5 
3 :CKTINU3 
DO  U   .1=1,N. AX. 
IF(KJ.3NUM(J).:.'-.0)~O   TO  U 
X23KUM(J)=ID 
:•;-•'TS(J)=I 
Uo.iSP=0. 
s2TURN 
U GCNTINU2 
W3ITE(Nr.-iXT,100) 
100 FOaMAT(///,5X,^,     /^RKING   -   rACKiT   AoS2K.3iY   i.-i.-.A   Io   Fi^L" ,/'// ) 
DO 300 I=I,:-;KAX 
300        .■iRIT2(NPa:;T,kOG)I,i". ;,SNUK(I) ,;-rKTS(I) 
iioC        FOSKAT(1X,3I10) 
GALL   cXIT 
5 NrKTS(I)=K.-.;7o(I)+l 
IP(.,'.-KTi.(i).j.^.NTCTAL)GC   TO  6 
U32RF=0. 
rtj.TU3N 
£ K£3NUK(I)=0 
KPKTS(I)=0 
U3 iRP=l. 
,(£TURN 
2ND 
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been generated.  The individual packets are sent to node 
17 and are subsequently treated in the same way as mes- 
sages in a message-switched system. 
The routing and transmission section of the model 
(Figure 13b) is also very similar to the message-switched 
model.  One of the differences is that the activity time 
on the service activities is changed to (CO,10).  This 
implies that the transmission time of packets is constant 
with a value in parameter set number 10.  The other change 
is that nodes 167 and 169 have been added to accommodate 
the assembly of packets prior to statistics collection. 
Whenever a packet arrives at node 167, USERF is called 
with an argument of 3.  A check is made to see if it is 
the last of the packets to arrive for a particular mes- 
sage.  The message identification number (attribute 6) 
is used for this purpose.  If it is the last packet, mes- 
sage transmission is complete and the message is sent to 
node 168 for statistics collection.  Otherwise, it is 
sent to node 169 and is stored until the remainder of the 
packets arrive.  The statistics section of the model is 
exactly the same as in the message-switched model.  Once 
again, statistics are collected for message transmission 
times broken down by source, destination, and priority of 
messages.  A complete listing of the Q-GERTS output for 
the packet-switched network can be found in Appendix E. 
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Simulation Results 
The results of 1 simulation of the packet-switched 
network shown in Figure 13 are as follows: 
1) Average Message Transmission Time 
Message Type       Node No. 
Priority 1 190 
Priority 2 192 
Priority 3 194 
Source 1 170 
Source 2 172 
Source 3 174 
Source 4 176 
Destination 1 180 
Destination 2 182 
Destination 3 184 
Destination 4 186 
No. of Time Units 
7.7014 
9.4752 
20.0360 
22.2323 
9.3886 
10.0729 
19.0693 
17.8812 
13.7646 
12.7050 
17.9465 
All Messages 168 15.2999 
2) Average Number in Message Queues 
Communication Avg. No. in 
Link Node No. 
9 
Queue 
1 to 2 2.1586 
1 to 3 23 34.6291 
2 to 1 43 5.2832 
2 to 3 57 3.1106 
2 to 4 71 .8409 
3 to 1 91 2.7815 
3 to 2 105 2.0000 
3 to 4 119 20.2406 
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4 to 2 139 66.1192 
4 to 3 153 1.3979 
3) Average Channel Utilization 
Communication Link 
1 to 2 
1 to 3 
2 to 1 
2 to 3 
2 to 4 
3 to 1 
Activity No. Percent Busy Time 
198 .3400 
197 .3600 
196 .3600 
195 .3600 
194 1 .0000 
193 1 .0000 
192 1 .0000 
191 1 .0000 
190 .8800 
189 .8175 
188 .8461 
187 .8575 
186 .5867 
185 .6467 
184 .6667 
183 .6467 
182 .3400 
181 .4000 
180 .3400 
179 .3400 
178 .4343 
177 .4543 
176 .4343 
175 .4743 
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3 to 2 174 .5078 
173 .5478 
172 .5000 
171 .5600 
3 to 4 170 .9400 
169 .9400 
168 .9521 
167 .9790 
4 to 2 166 1.0000 
165 1.0000 
164 1.0000 
163 1.0000 
4 to 3 162 .5098 
161 .4898 
160 .5498 
159 .5098 
Packet-Switching vs. Message Switching 
The parameters of the four-node communication network 
were kept the same for the message-switched and packet- 
switched models.  One of the reasons for this was to be 
able to make a comparison between the two systems with 
regards to performance.  The average message transmission 
times for the simulation of the packet-switched network 
are reprinted in Table 1 along with the results for the 
message-switched network. 
It can be seen that transmission times for the high 
and middle priority messages were significantly better 
67 
for the packet-switched model while the time for the low 
priority messages was slightly worse.  The average time 
for all messages was approximately 15% less with packet- 
switching.  This is as expected.  Because of the pipe- 
lining effect, several packets of the same message can 
be in transmission simultaneously along parallel communi- 
cation channels.  As a result, the transmission times of 
7.7014 for priority 1 messages and 9.4752 for priority 2 
messages for the packet-switched network are actually 
less than the expected value of 10 for the sum of the 
packet transmission times (5 packets per message multi- 
plied by 2 time units per packet). 
In both of the models, the transmission times are 
greatest for the messages that originate at stations 1 
and 4 and for those that arrive at these same stations. 
This is also as anticipated since there is no direct link 
between the two.  The average queue lengths and channel 
utilization were significantly larger for the packet- 
switched model because, on the average, five times as 
many transactions were being placed in the system at any 
given time. 
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Table 1:  Comparison of Simulated Message Transmission 
Times for the Packet-Switched and Message- 
Switched Model 
Message Type 
Priority 1 
Priority 2 
Priority 3 
Average Transmission Time Units 
Packet-Switched     Message-Switched 
7.7014 12.3361 
9.4752 
20.0360 
16.0297 
19.3908 
Source 1 
Source 2 
Source 3 
Source 4 
22.2323 
9.3886 
10.0729 
19.0693 
27.2049 
12.3500 
14.0068 
17.1912 
Destination 1 
Destination 2 
Destination 3 
Destination 4 
17.8812 
13.7646 
12.7050 
17.9465 
17.4733 
13.2201 
15.1907 
25.4596 
, All Messages 15.2999 17.7135 
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SUMMARY AND CONCLUSIONS 
QGERT was found to be an effective tool for the 
analysis of performance of store-and-forward communica- 
tion networks.  In particular, once the analyst has be- 
come familiar with the QGERT symbol set and related 
terminology, the ease with which networks can be modelled 
and modified makes it quite attractive.  Compared to a 
straight simulation, the initial model development stage 
requires very little time.  On the other hand, the time 
to perform the simulation can become quite large in cer- 
tain instances.  This was particularly true in the case 
of the packet-switched model, in which a significant 
amount of time was required to check each packet as it 
arrived at its destination in the process of reassemb- 
ling the packets into the original message.  Limited 
computer resources did not permit elaborate experimenta- 
tion to determine how simulation time increased with the 
number of nodes in the communication network.  A small 
experiment with three, four, and five node networks, how- 
ever, seemed to indicate that simulation time would not 
increase exponentially. 
Because the QGERT models can be modified easily, 
they are well suited to an analysis of alternative network 
configurations during the design stages of communication 
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network development.  For example, the configuration and 
message traffic characteristics for the sample four-node 
network analyzed in this thesis were selected arbitrarily. 
The results of the simulations indicate that there are 
severe imbalances and that the network is not well de- 
signed to accommodate the existing message traffic. 
Specifically/ the links going from node 1 to node 3, 
node 2 to node 1, node 3 to node 4, and node 4 to node 2 
are characterized by very high channel utilization rates 
and consequently, very long message queues.  The remain- 
der of the links, however, have relatively small utiliza- 
tion rates and message queues.  The analyst might want 
to test whether or not performance of the network could 
be improved by adding channels to the busy lines and 
deleting unnecessary channels from the other lines.  This 
can be accomplished within the framework of the QGERT 
model simply by adding or deleting one node and two ac- 
tivities for each channel.  This would mean the addition 
or deletion of three cards from the input deck. 
In the introduction to the thesis, it was stated that 
a measure of effectiveness for store-and-forward communi- 
cation networks should include either estimates of the 
average message transmission time or the probability that 
a message is completed within a specified number of time 
units.  The former can be seen directly in the form of 
the interval statistics collected for each of the models 
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presented in the previous chapters, while the latter can 
be determined from the histograms printed as part of the 
Q-GERTS output.  For example, in Appendix fl, the histo- 
gram for node 190 shows that 29 out of 11*+ high priority 
messages had completion times greater than 18 time units. 
The probability of completing a high priority message in 
less than 18 time units could therefore be estimated as 
75% (85 divided by 114). 
It was also stated that the measure of effectiveness 
should include the probability of balking and the proba- 
bility of messages being preempted by subscribers of 
higher precedence.  The latter was not included in the 
models of message-switched and packet-switched networks 
presented previously, but is discussed in the following 
section entitled Areas for Further Study.  In the message- 
switched model with limited queue lengths, the output of 
which can be found in Appendix C, the probability of balk- 
ing can be estimated from the Q-GERTS summary report. 
This report shows, for each of the types of messages, 
the total number that balked and the total number that 
were completed.  The probability of balking can therefore 
be estimated by dividing the number of balkers by the 
total number of messages. 
It should be emphasized that no attempt was made to 
establish confidence limits for the statistical quanti- 
ties collected in the various models which have been pre- 
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sented.  This is because the purpose of the thesis was 
to establish feasibility of a modelling technique, not 
statistical confidence.  Although the statistics col- 
lected for transmission times and probabilities may not 
be exact quantities, the relative values seem to be in 
keeping with the general theory of message-switching and 
packet-switching. 
In conclusion, it seems that feasibility has been 
established for the use of QGERT to model store-and- 
forward communication networks.  An attempt was also 
made to develop models for circuit-switched networks, 
but the models became extremely complex and seemed to 
offer no clear-cut advantage over alternative methods of 
simulation.  There is still quite a bit of work to be 
done in this area, and the following section contains 
several ideas for future study. 
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AREAS FOR FURTHER STUDY 
The QGERT modelling technique has been shown to 
offer several advantages over other simulation tech- 
niques in the modelling of certain types of store-and- 
forward communication networks.  There are a number of 
things that can still be done, however, to make the model- 
ling effort more efficient and general enough to accom- 
modate any store-and-forward network. 
There is, at the time of this writing, an improved 
version of QGERT being developed.  This new version will 
contain several features which will simplify the model- 
ling of communication networks considerably.  For one 
thing, parallel servers can be modelled with a single 
activity indicating the number of servers.  This means 
that for each of the communication lines in the network, 
a single activity can replace the symbol set developed 
for a communication line in Figure 6.  This really be- 
comes significant for lines which contain a large number 
of communication channels.  Another feature offered by 
the new version is the duplication of similar parts of 
a QGERT model.  This would be very beneficial in the 
modelling of large communication networks, particularly 
in the routing and transmission section of the model 
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which is characterized by a series of similar subnetworks 
representing the communication lines.  Also, a set of 
subroutines will be available for use in the user func- 
tion.  The subroutines will permit the addition of much 
more advanced logic in the models.  For example, one 
of the subroutines can be used to account for preemption 
of low priority messages in the models of communication 
networks. 
After the new version of QGERT is fully tested and 
made available for commercial use, it is recommended that 
the following experiments be carried out: 
1. The testing of various routing strategies for 
messages or packets.  This can be accomplished 
in part by changing the queue selection rules 
in the S-nodes of the message-switched and 
packet-switched models.  QGERT offers a limited 
number of such rules.  An elaborate strategy 
might require some modification of the coding in 
the Q-GERTS program. 
2. Experimentation to determine the optimum number 
of simulations and the length of the simulations 
in order to establish levels of statistical con- 
fidence for the different types of performance 
measures being investigated in the models. 
3. Modelling of existing communication networks such 
as the packet-switched ARPANET and the message- 
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switched AUTODIN network of the Department of 
Defense in order to determine how well the models 
reflect the actual performance of these networks. 
The ultimate goal of the QGERT modelling effort for 
store-and-forward communication networks might be the 
development of a program which would generate the input 
to the Q-GERTS program.  In this way, the analyst would 
simply have to specify the type of network to be modelled 
along with some parameters describing the configuration 
of the network and characteristics of the message traffic, 
The program could subsequently input this information, 
generate the appropriate Q-GERTS input, and perform the 
simulation. 
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1    O O    | 
f    (-> U    1 
1   >- 
1   »-« 
I    -1 
i a 
t <t 
1    C3 
1   O 
I   Cc 
i a. 
1   zz Jj   1 
i r> IL    1 
1   o 
l  o 
i  >■ 
i  •— V    1 
i  k-< 
_J   1 
i  > "    1 
1    <-5 --    i 
t   <r 
i   a: 
I    CL 
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I   C" 
I   <"> 
i   *-* 
i   ►— 
i   ~~t 
1
   ^ 
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1   "i 
I   r* 
i    n 
I   "i 
j   t 
t   ;* ' T      t 
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L 
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OOOOOOOOOO 
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.»»♦   INPUT   CAROS   *** 
GEN,J.J.FAG AN,1, 2, 1, 197 7 ,1, <+, 1,5,23^5,1* 
SOU,2,0,1* 
SOU,3,0,1* 
SEL,t»,SNQ,,,,,5,6* 
QUE,5,0,3,D,S,1* 
QUE,6,0,*4,P,S, 1* 
STA,7,1,1,,B* 
STA,8,1,1,,1* 
STA,9,1,1,,1* 
SOU,10,0,1* 
SIN,11,1,1* 
VAS,2,1,SC,1* 
VAS,3,1,SC,2* 
PAR,1,2* 
PAR,2,2* 
PAR,3,1,,,0.5 
PAR,W,1* 
PAR,5,,0.5,1.5* 
ACT,2,2,£X,1* 
ACT,2 ,<+,SC,l* 
ACT,3,3,EX,2* 
ACT,3,«t, SC,1* 
ACT,5,7,NO,3* 
ACT,o,7,CO,^,,.2* 
ACT,6,7,UN,5,,.8* 
ACT,7,8,,,,,,AEV,1,1* 
ACT,7,9,,, ,,,AEV,1,2* 
ACT,10,11,SC,100* 
FIN* 
***   NO   ERRORS   DETECTED   IN   INPUT   OATA   *** 
***   EXECUTION   WILL    BE   ATTEMPTED   *** 
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10 
11 
20 
21 
FUNCTION   USERFUFN) 
DIMENSION   PDES(«t,'« ),PPRie»,3),TIME(<»,3) 
COMMON/PARM/AIRIBd) ,ISEEU.JTR1U(G) , NPRKS , P ARAM < 10 0 ,'»), SCALE 
OATA((PDES<I,J),J-l,i(),I-l,i.)/0.,.3,.3,.'*,.3,0.,.'t,.3,.i(,.3,0.,.3, 
1 .3,.!*, .3,0./ 
DATA((PPRI(I,J),J=l,3),I = l,Ji)/.l,.3,.6,.l,.'.,.5,.2..3,.5,.l,.2,.7/ 
DATA(CTINE(I,J>,J = l,3),I = lfM/5.,7.,10.i6.,8.,i0.,8.,g. ,12.,5., 
1  8. ,1U./ 
NSOU=JTRIB(l> ...._... 
RN=DRANO(ISEED) 
CUMPROB=0. 
GO   TO(l, 2, 3) IFN . _        .._. _        . 
DO   10   J=l, <t 
IF(N30U.EQ.J>GO   TO   10 
CUMPROH=CUMPROH« PCX'S (t.'SOU, J) 
IF(RN.LT.CUMPROC)GO   TO   11 
CONTINUE 
IDES=J 
USERF=IJES 
RETURN 
DO   20   J=l,3 
CUMPROB=CUMPROBtPPRI(N3 0U,J) 
IFiRN.LT.CUMPROniCO   10   21 
CONTINUE       . 
IPRI=J 
USERF^IPRI 
RETURN 
USERF=-TIME(IOES,IPRl}*ALOG(RN) 
RETURN 
END 
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Q-GERTS Output for the Pour-Node Packet-Switohed 
Network Model in FIGURE 13 
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