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Advanced wireless communication technology today is marked by an 
increasing need for mobility and permanent accessibility. At the same time, the desire 
for ever higher data transfer rates is also increasing. The greatest current challenge for 
future wireless communication systems is therefore to provide broadband mobile (or 
at least portable) data access with a quality of service (QOS) as high as possible. To 
achieve this, Multiple-Input Multiple-Output (MIMO) wireless communication 
technology is expected to improve the spectral efficiency (channel capacity), coverage, 
and link reliability over the limited bandwidth of existing networks. 
Since urban MIMO systems have complex propagation characteristics, the 
channel capacity cannot be estimated using a simple method. Hence, the channel 
capacity characteristics are introduced to urban MIMO systems by using a 
combination of imaging and ray-launching methods as a ray-tracing scheme. A 
simulation based on these methods with variable parameters can reproducibly 
estimate various urban propagation characteristics and discriminate the effects of the 
urban model and antenna configurations. The characteristics of the Signal-to-Noise 
Ratio (SNR), the channel capacity, the spatial correlation, as well as the path visibility 
are then determined from the results of the simulation. 
In this study, the performance of the urban SU-MIMO systems is first 
evaluated and compared to that of the conventional iid channels. It is clarified that, in 
urban MIMO communications in which the spatial correlation is very high, the Eigen-
Mode Transmission System (EMTS) algorithm is optimal for urban MIMO 
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transmission. The Minimum Mean Square Error (MMSE) algorithm is unsuitable 
because its channel capacity is strongly affected by a high spatial correction and 
degraded in such a scenario. 
Next, the effects of urban model configurations on the performance of urban 
SU-MIMO systems are evaluated. It is clarified that, although the spatial correlation is 
very high in an urban outdoor scenario, the MIMO communications is more effective 
than conventional SISO. When the average building height decrease or BS antenna 
was mounted higher, more reliable services are provided to users communicating in 
the urban area. 
After that, the effects of the antenna configurations on the performance of 
urban SU-MIMO systems are evaluated. It is clarified that more reliable services are 
obtained in these systems when more elements are added to the MT and BS antennas. 
However, the channel capacity is not increased in proportion to the increased number 
of the elements at the transmitting and receiving antennas as in conventional iid 
scenarios. The wider element spacing cannot enhance the performance of SU-MIMO, 
due to the very high spatial correlation in urban environment. Furthermore, more 
reliable services are also obtained in urban SU-MIMO systems when the antenna 
polarizations of both MT and BS antennas are set to vertical. 
The parameter called path visibility, which is herein defined as the probability 
that a direct wave can be received at the receiving antenna, is next introduced. In 
general, the relative strength of the direct and scattered components of the received 
signal in wireless communications is expressed by the Ricean K-factor, which 
provides an indication of the link quality.  Although the K-factor is generally used as 
the propagation parameter in mobile communication, it is difficult to estimate the K-
factor exactly when the BS installation is considered in actual outdoor environment 
because a delay profile measurement is required. On the other hand, when the 
building structure around the BS is determined, the path visibility can be relatively 
easily obtained. Moreover, even if the K-factor is used as the index on the channel 
capacity of SU-MIMO/MU-MIMO, the SNR must also be clarified. Hence, instead of 
using the complicated K-factor, the path visibility is herein used as the indicative 
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parameter to determine the channel capacity in urban MIMO scenarios. For SU-
MIMO, it is finally clarified that only the single parameter, “path visibility,” can be 
used to determine the channel capacity characteristics in urban MIMO scenarios. This 
parameter also provides guidance in determining the appropriate range for the base 
station (BS) height. 
As mentioned above, the larger number of antennas cannot contribute the 
improvement in the channel capacity in urban SU-MIMO scenarios due to the very 
high spatial correlation. Next, the MU-MIMO transmission is focused because it can 
discriminate multiple users by the difference of Angle of Arrival (AOA-diff). In 
details, it is clarified that the spatial correlation between users of MU-MIMO, in 
which the locations of two MTs in the propagation area are independent, is much 
lower than that of the SU-MIMO in which all MT antennas stay close all the times. Its 
effect on the channel capacity is lowed. 
The Multi Access Channel (MAC) capacity in the uplink is next compared to 
the capacity in SU-MIMO by considering the same total numbers of transmitting and 
receiving antennas between SU-MIMO and MU-MIMO. When the same numbers of 
the antenna elements are used, the better performance is obtained by urban MU-
MIMO systems, unlike in the identical independent distributed (iid) scenarios which 
are generally assumed in MIMO transmission. 
Finally, the path visibility is playing an important role once again. It is 
clarified that only this single parameter, “path visibility,” can also be used to 
determine the improvement in the channel capacity by MU-MIMO in urban scenarios, 
while both of SNR and spatial correlation must be considered as the indicative 
parameters on the performance of SU/MU-MIMO in conventional studies. 
Confidently, the use of the path visibility introduced in this study can be 
beneficially applied in actual network preparation of future wireless communications 
in which the improvement in the spectral efficiency, coverage, and link reliability 
systems are required. 
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Chapter 1 Introduction 
1.1 Motivation and Scope of Dissertation 
Advanced wireless communication technology today is marked by an 
increasing need for mobility and permanent accessibility. At the same time, the desire 
for ever higher data transfer rates is also increasing. The greatest current challenge for 
future wireless communication systems is therefore to provide broadband mobile (or 
at least portable) data access with a quality of service (QOS) as high as possible. 
It has been concluded in many studies that Multiple-Input Multiple-Output 
(MIMO) wireless communication architecture is promising as an approach to achieve 
high bandwidth utilization [1]-[4]. MIMO wireless channels can be simply defined as 
a link where both transmitting and receiving ends are equipped with multiple antenna 
elements. This advanced communication technology has the potential to improve the 
spectral efficiency (channel capacity), coverage, and link reliability in future wireless 
networks. However, the performance of MIMO wireless communication depends 
heavily on the propagation environment [5]-[7]. In outdoor wireless communications, 
the propagation environment becomes very complex because the height of the 
antennas among the surrounding buildings and the building height distribution itself 
in each urban area are different. The signal paths, especially the Line-of-Sight (LOS), 
between the transmitting antenna and respective receiving antenna, change according 
to the city environments [6]-[9]. 
Hence, a building model is first prepared, in order to determine the urban 
propagation characteristics between the transmitting and receiving arrays. Then, a ray-
launching simulation is employed as a ray-tracing scheme, in order to evaluate the 
channel capacity in urban MIMO systems. This method can be used to estimate 
various propagation characteristics such as a complex electric field, the delay and 
angular profiles of emitted/arriving radio waves. The simulations based on these 
methods have been applied to the study of wireless communications for path-loss 
prediction as well as multipath characteristic prediction [10]-[14]. Moreover, 
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concerning MIMO systems, ray-tracing models have been recently developed [15], 
[16] and have shown good agreement with measured channel characteristics [17], [18]. 
The ray-tracing simulation in MIMO systems is generally employed in order to 
validate the effectiveness of measured results, because site specific problems might 
exist in measured results [17]. On the other hand, a building model is constructed 
case-by-case from the building height distribution generated using geographical data 
[19], and the channel capacity in urban MIMO scenarios can be obtained by 
employing this building model. To the best knowledge of the authors, there is no 
report in literature that uses a representative building model that is constructed from 
reasonable statistical parameters such as the building height distribution [19], the 
density of buildings [20], and the street width [21], as used in this study. Hence, our 
building model can represent a statistical distribution of actual outdoor environment. 
Furthermore, with these simulations, all pertinent parameters, such as the building 
height distribution, base station (BS) height, mobile terminal (MT) location, and ray 
trajectory can be tightly controlled. The simulations can also be repeated to gain a 
statistical description of system performance in different scenarios. 
Generally, the channel capacity in a MIMO channel can be represented by the 
SNR and the spatial correlation. However, since these propagation parameters are 
strongly affected by the heights of the BS and MT antennas as well as the surrounding 
buildings, it is very difficult to simply explain the relationship between the channel 
capacity characteristics of MIMO systems and these propagation parameters. Hence, a 
new parameter called “path visibility,” which is the probability that the direct wave 
can be received at the receiving antenna or that a LOS exists, is introduced herein. It 
is noted that the relative strength of the direct and scattered components of the 
received signal in wireless communications is expressed by the Ricean K-factor, 
which provides an indication of the link quality.  Although the K-factor is generally 
used as the propagation parameter in mobile communication, it is difficult to estimate 
the K-factor exactly when the BS installation is considered in actual outdoor 
environment because a delay profile measurement is required. On the other hand, 
when the building structure around the BS is determined, the path visibility can be 
relatively easily obtained. Moreover, even if the K-factor is used as the index on the 
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channel capacity of MIMO, the SNR must also be clarified. Hence, instead of using 
the complicated K-factor, the path visibility is used herein as the indicative parameter 
to determine the channel capacity in urban MIMO scenarios. 
Although it is clear that there is a relationship between the SNR and the path 
visibility in a Single-Input Single-Output (SISO) channel, the channel capacity 
characteristics in MIMO systems are affected by not only the SNR but also the spatial 
correlation. The relationships among the characteristics of the SNR, channel capacity, 
and spatial correlation of urban MIMO systems and the path visibility are evaluated 
herein. It is confirmed that the channel capacity in urban MIMO systems can be 
estimated by using only the path visibility with the ray-tracing simulation. It is shown 
that the channel capacity of urban single-user (SU) MIMO is improved by employing 
the EMTS (Eigen-Mode Transmission System) algorithm as the MIMO transmission, 
as the MMSE (Minimum Mean Square Error) algorithm is considered ineffective.  
Further evaluation concerning the antenna configurations is considered 
because such parameters affect the hardware scale in MIMO systems. Furthermore, 
the channel capacity in outdoor scenarios is compared to that in the independent and 
identically distributed (iid) scenarios which generally are the representative models in 
MIMO systems. Although the channel capacity of the iid channels is improved in 
proportion to the numbers of transmitting and receiving antennas, it is clarified that it 
is different in urban MIMO scenarios where the channel capacity is not improved 
even if the numbers of antennas are increased. This occurs due to the high spatial 
correlation in outdoor scenarios compared to that in the indoor ones. Finally for SU-
MIMO communication, it is clarified that the optimal capacity in urban SU-MIMO 
can be determined by only single parameter “path visibility”. It is also indicated that, 
at the optimal path visibility when considering 4×4 MIMO-EMTS transmission, the 
channel capacity is maximized because the appropriate combination of SNR and 
spatial correlation can be obtained. 
The multi-user (MU) MIMO communication is next considered. The Space 
Division Multiple Access (SDMA) transmission in urban propagation environment 
has been introduced to represent the total capacity in wireless communications [22]. 
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When considering the uplink scenarios, the SDMA can discriminate multiple users by 
the difference of AOA (AOA-diff), which is defined as the difference of the angle at 
which the signal from each MT arrives at the BS. The performance of urban SDMA in 
terms of the Signal-to-Interference-plus-Noise Ratio (SINR) has been studied only in 
the case that each MT is composed of single antenna element [23], [24]. For each user 
in such a system, the Single-Input Multiple-Output (SIMO) channel is generated, and 
the capacity is generally determined by the minimum number of antennas between the 
transmitting and receiving antennas. Hence, the capacity in such a SIMO channel is 
determined by the single transmitting antenna [23], [24]. In order to further improve 
the channel capacity in urban wireless communication systems, the multiple antennas 
at each MT are introduced herein, i.e., the MU-MIMO transmission is considered. 
Furthermore, the uplink scenarios, in which the MT and BS are respectively 
performing as the transmitting and receiving antennas, are focused. In such scenarios, 
the analysis of channel is commonly referred to the Multi Access Channel (MAC) 
[25]. The MAC capacity (CMAC) is considered as the total channel capacity at which 
the BS antenna can receive from the MT antennas moving in the propagation area. 
Then, the CMAC is compared to the capacity in SU-MIMO by considering the same 
total numbers of transmitting and receiving antennas between SU-MIMO and MU-
MIMO. When the same numbers of antenna elements are used, the better performance 
is obtained in urban MU-MIMO scenarios, unlike in the iid ones which are generally 
used in MIMO transmission. Although it is clarified that the path visibility can be 
used as the performance index in SU-MIMO, this parameter is playing an important 
role once again in MU-MIMO. It is clarified that, by only this single parameter, “path 
visibility,” the improvement in the channel capacity by MU-MIMO in urban scenarios 
can be determined. 
1.2 Contributions and Outline of Dissertation 
Figure 1-1 shows the structure of this dissertation. The rest of this dissertation 
which represent the contribution and outline of this study is constructed as follows. 
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In Chapter 2, the overview of MIMO wireless communications will be 
introduced. Basic knowledge of radio waves and MIMO wireless communications 
will be explained as well as the use of MIMO technology in cellular wireless 
networks. The theory about the capacity of MIMO systems will be represented along 
with those of various kinds of static and fading channels. Outdoor wireless 
propagation environment will also be represented in this chapter. According to the 
simulation method employed throughout this study, the basic knowledge about the 
ray-tracing will be shown. 
In Chapter 3, all the analysis models, including the urban propagation model, 
and the distribution of the building height and width will be introduced. The 
evaluation methods concerning all parameters which are considered throughout this 
study such as the SNR, channel capacity in both SU-MIMO and MU-MIMO systems, 
spatial correlation, path visibility, and difference of angle of arrival, will be 
respectively described. According to the simulation software employed in this study, 
brief information about how the ray-tracing simulation works will be shown. 
In Chapter 4, the performance of the urban SU-MIMO systems compared to 
that of the conventional iid channels will be evaluated. The effects of algorithms 
employed for MIMO transmission will be considered. The effects of urban model 
configurations such as the building height distribution, and BS antenna height, as well 
as those of antenna configurations such as the number of antenna elements, antenna 
element spacing, and antenna polarization will be discussed. The effects of path 
visibility on the SNR, channel capacity and spatial correlation characteristics will also 
be discussed in this chapter. 
In Chapter 5, the performance of the urban MU-MIMO systems compared to 
that of the urban SU-MIMO systems will be evaluated. The effects of urban model 
configurations and path visibility on the characteristics of the spatial correlation 
between users and channel capacity of urban MU-MIMO systems will be discussed. 
The improvement in the channel capacity by MU-MIMO in urban scenarios will be 
clarified.  
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Finally, the contributions of this dissertation will be concluded in Chapter 6. It 
will be summarized how the path visibility is used as the indicative parameter to 
determine the channel capacity characteristics in both urban SU-MIMO and MU-
MIMO systems. 
 
Figure 1-1  Structure of dissertation. 
Chapter 1 
Introduction 
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Chapter 2 Overview of MIMO Wireless 
Communication 
In this chapter, the overview of MIMO wireless communications is introduced. 
Basic knowledge of radio waves and MIMO wireless communications is explained as 
well as the use of MIMO technology in cellular wireless networks. The theory about 
the capacity of MIMO systems is represented along with those of various kinds of 
static and fading channels. Outdoor wireless propagation environment is also 
represented. According to the simulation method employed throughout this study, the 
basic knowledge about the ray-tracing is introduced at the end of this chapter. 
2.1 Basic Knowledge of Radio Waves 
As of technology has developed, equipment that utilizes radio waves such as 
television, mobile phones and so on has been introduced, and now radio waves are 
present all around us. Radio waves themselves are not something that humans 
invented. They have existed since the moment when the universe came into being. 
Presently in the natural world radio waves are radiated onto the surface of the earth 
from the sun and the other stars, and electromagnetic waves (radio waves) also arise 
from movement of the earth's crust and from lightening and so on. 
However humans discovered radio waves, and have invented devices for 
generating them. Radio waves are currently used in all sorts of fields. Familiar items 
include mobile phones, televisions, radios, amateur radio equipment and the like. 
There has been an explosive spread of mobile phones, allowing people to contact each 
other wherever they go. Exchanging email is also a very popular function. Television 
images are sent from countries on the other side of the earth, and for people who are 
not really interested in technology and the like, the technology behind these 
communications is not important. What is important is the content of the 
communication. 
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Although the design of equipment is considered using radio modules, it is not 
necessary for us to inquire particularly deeply into the physical characteristics of radio 
waves. Just a little knowledge of the subject seems to be sufficient. Radio waves are 
electromagnetic waves. Electromagnetic waves include waves such as X-rays, 
ultraviolet light, visible light, infrared rays and so on, but you probably imagine radio 
waves to be quite different from these waves. Of the various kinds of electromagnetic 
waves, radio waves have a longer wave length than infrared rays, and are defined by 
the Radio Law as “Electromagnetic waves with a frequency of less than 3,000 GHz (3 
THz)” [26]. 
Generally, there is a variety of causes of interference to transmissions in the 
space in which radio communication occurs. Some slight errors may occur with 
images and sound due to noise and the like, and the data may not reach the receiver 
correctly, but this is not a problem. In fact, we are not bothered by a slight ghost when 
we watch television, and with mobile phones it is not much of a problem if the sound 
is interrupted or distorted. However, when we consider controlling machinery and the 
like using radio waves in the industrial sector, if control of the machinery is 
incapacitated due to data error caused by noise, a major accident could result. Or if we 
were transmitting an execution file to a computer, executing the application with that 
file containing an error of even 1 bit might cause the system to freeze with the loss of 
important internal data. The causes of these issues are problems such as noise and 
interference. Figure 2-1 shows a summary of the possible causes with some brief 
descriptions below. 
Noise from the natural world 
There are radio disturbances on earth from atmospheric noise and sun flares, 
and electromagnetic noise caused by natural phenomena such as cosmic noise, 
movement of the earth's crust and so on. 
9 
Transmitter Receiver
Ground return, respiration:
Varies depending on ground 
humidity or substances
Obstacles
Other radio systems, industrial machines, 
consumer appliances, automobile noise
Cable loss,
Connector loss
Electronic circuit noise,
Improper design
Multipath 
fading
Natural noise:
Sun, atmosphere, lightning, rain
 
Figure 2-1  Noise and loss that may cause errors. 
Interference from other radio equipment 
This is interference from radio equipment or appliances using the same 
frequency or a close frequency. With narrowband radio equipment, only one piece of 
equipment can be used in the same area, at the same frequency, and at the same time. 
Noise from the device itself 
When you come to design your radio equipment, there is a high possibility of 
errors occurring due to the proximity to noise emanating from around the power 
supply, the CPU, and from other components. 
Causes due to the physical properties of radio waves 
In the path of the radio waves between the transmitter and the receiver, there 
may be several kinds of obstacle such as mountains and buildings, walls, people and 
so on. If we consider an example involving buildings, there are direct waves that 
arrive directly, reflected waves that arrive after hitting buildings and the like, 
diffracted waves that circumvent the shadows of buildings, transmitted waves that 
arrive by passing through the glass or walls of buildings, and so on. These radio 
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waves arrive after a longer delay than direct waves and reach the receiver with 
different phases. When these are combined, the received signal level becomes 
variously stronger or weaker, and this causes errors to occur. This phenomenon is 
called multipath fading and is represented by Figure 2-2. Many problems can be 
anticipated particularly when moving around with the radio equipment. But even with 
systems involving fixed equipment, the same issue may occur if there are moving 
obstacles such as cars and people in the vicinity, and if it happens to be located in the 
valley of the radio wave or 'dead spot', communication will be unreliable. 
Transmitting 
system
Direct 
waves Receiving 
system
Reflected 
waves
Transmitted 
waves
Reflected 
waves
Diffracted 
waves
 
Figure 2-2  Path of radio waves. 
2.2 MIMO Wireless Communication 
MIMO technology is well-known as the use of multiple antennas at the 
transmitter and receiver in wireless communication systems. It has rapidly gained in 
popularity over the past decade due to its powerful performance-enhancing 
capabilities. Communication in wireless channels is mainly deteriorated by the 
multipath fading. Multipath is the arrival of the transmitted signal at an intended 
receiver through differing angles, differing time delays, and differing frequency shifts 
due to the scattering of electromagnetic waves in the propagation environment. In 
consequence, the received signal power fluctuates in space, frequency, and time 
11 
divisions through the random multi-path components. This random fluctuation in 
signal level is known as fading. It can severely affect the quality and reliability of 
wireless communication. 
MIMO technology promises a breakthrough in wireless communication 
system by offering a number of benefits that help meet the challenges posed by both 
the deteriorations in the wireless channel as well as limited bandwidth. In addition to 
the time and frequency dimensions that are utilized in conventional single-antenna 
wireless systems (Single-Input Single-Output, SISO), MIMO is considered by 
utilizing the spatial dimension which is provided by the multiple antennas at the 
transmitter and the receiver. The performance gains that are expected from the use of 
MIMO technology is shown in Figure 2-3 [27] . The relationship between data rate 
and receive Signal-to-Noise Ratio (SNR) for an M×M (i.e., M receiving and M 
transmitting antennas) fading link with M = 1, 2, 4. Assuming a target receive SNR of 
25 decibels (dB), a conventional SISO (i.e., M = 1) system can deliver a data rate of 
0.7 Mbps, as with M = 2 and 4 we can realize data rates of 1.4 Mbps and 2.8 Mbps, 
respectively. This increase in data rate is realized for no additional power or 
bandwidth expenditure compared to the SISO system. 
 
Figure 2-3  Average data rate versus SNR for different antenna configurations. 
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Figure 2-4 [27] shows the basic block diagram that comprises a MIMO system, 
where x and y stand for the transmitted and received signal vectors respectively. The 
information bits to be transmitted are encoded and interleaved. The interleaved 
codeword is mapped to data symbols by the symbol mapper. These data symbols are 
input to a space-time encoder that outputs one or more spatial data streams. The 
spatial data streams are mapped to the transmit antennas by the space-time pre-coding 
block. The signals launched from the transmit antennas propagate through the channel 
and arrive at the receive antenna array. The receiver collects the signals at the output 
of each receive antenna element and reverses the transmitter operations in order to 
decode the data: receive space-time processing, followed by space-time decoding, 
symbol de-mapping, de-interleaving and decoding. Each of the blocks offers the 
opportunity for significant design challenges and complexity-performance trade-offs. 
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Figure 2-4  Block diagram of a MIMO communication system. 
The benefits of MIMO technology that help achieve such significant 
performance gains are described in brief below. 
A. Array Gain 
Array gain is the increase in receive SNR that results from a coherent 
combining effect of the wireless signals at a receiver, which is realized through spatial 
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processing at the receiver array and spatial pre-processing at the transmitter array. 
Array gain improves resistance to noise, thereby improving the coverage and the 
range of a wireless network. 
B. Spatial Diversity Gain 
Spatial diversity gain reduces fading and is realized by providing the receiver 
with multiple copies of the transmitted signal in space, frequency or time. With an 
increasing number of independent copies, the probability in which at least one of the 
copies is not going into a deep fade increases, thereby improving the quality and 
reliability of reception. 
C. Spatial Multiplexing Gain 
MIMO systems offer a linear increase in data rate through spatial multiplexing 
[2, 3, 28], i.e., transmitting multiple, independent data streams within the operating 
bandwidth. Under suitable channel conditions, such as rich scattering in the 
environment, the receiver can separate the data streams. Furthermore, each data 
stream experiences at least the same channel quality that would be experienced by a 
SISO system, effectively enhancing the capacity. It can be said that the spatial 
multiplexing gain increases the capacity of a wireless network. 
D. Interference Reduction 
Interference in wireless networks occurs from multiple users sharing time and 
frequency resources. Interference may be reduced in MIMO systems by utilizing the 
spatial dimension to increase the separation between users. For instance, in the 
presence of interference, array gain increases the tolerance to noise as well as the 
interference power, hence improving the Signal-to-Interference-plus-Noise Ratio 
(SINR). Additionally, the spatial dimension may avoid the interference by directing 
signal energy towards the intended user and minimizing interference to other users. 
Interference reduction and avoidance improve the coverage and range of a wireless 
network. 
Generally, it may not be possible to utilize all above benefits at the same. 
However, using some combination of the benefits across a wireless network will 
result in improved capacity, coverage and reliability. 
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2.3 MIMO in Cellular Wireless Networks 
This section briefly reviews the use of MIMO technology in cellular wireless 
networks and also discusses a new form of the technology, known as distributed 
MIMO. In a cellular wireless communication network, multiple users may 
communicate at the same time and frequency. The network capacity will be relatively 
higher corresponding to the more aggressively reuse of time and frequency resources. 
This means that transmitted signals can be detected reliably. Multiple users may be 
separated in time, frequency, or code divisions. The spatial dimension in MIMO 
channels, can provide an extra dimension to separate users, allowing more aggressive 
reuse of time and frequency resources, thereby increasing the network capacity. 
The schematic of a cell in a MIMO cellular network is shown in Figure 2-5 
[27]. A base-station equipped with L antennas communicates with P users, each 
equipped with M antennas. The channel from the base-station to the users (the 
downlink) is a broadcast channel (BC) while the channel from the users to the base-
station (the uplink) is a multiple-access channel (MAC), as shown in Figure 2-6 [27]. 
In order to understand the possible gains from MIMO technology in a multi-user 
environment, consider the uplink of a cellular MIMO system where all the users 
simultaneously transmit independent data streams from each of their transmit 
antennas, i.e., each user signals with spatial multiplexing. To the base-station, the 
users combined, appear as a multi-antenna transmitter with PM antennas. Thus the 
effective uplink channel has a dimension of L×PM. This effective channel will have a 
considerably different structure from the Hw MIMO single user channel due to path-
loss and shadowing differences between users. However, with rich scattering and L ≥ 
PM, we can expect that the spatial signatures of the users are well separated to allow 
reliable detection. 
While MIMO technology provides substantial performance gains, the cost of 
deploying multiple antennas at terminals in a network can be reduced. Distributed 
MIMO is a means of realizing the gains of MIMO with single-antenna terminals in a 
network, allowing a gradual migration to a true MIMO network. The approach 
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Figure 2-5  MIMO cellular system. 
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Figure 2-6  Uplink/downlink channels in cellular system. 
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Figure 2-7  Distributed MIMO. 
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requires some level of cooperation between network terminals [29, 30-33]. The 
cooperating terminals, shown in Figure 2-7 [27], form a virtual antenna array that 
leverages the gains of MIMO in a distributed fashion. Substantial performance gains 
can be realized through this approach. 
2.4 Channel Capacity of MIMO Systems 
In Section 2.2, it is clearly described that MIMO systems provide tremendous 
capacity gains, which has lead significant activity to develop transmitter and receiver 
techniques that realize these capacity benefits and utilize diversity-multiplexing trade-
offs. In this section, more detail about the Shannon capacity limits of SU and MU-
MIMO systems will be explored. These fundamental limits indicate the maximum 
data rates that can be transmitted over the MIMO channel to one or more users, 
assuming no constraints on the delay or the complexity of the encoder and decoder. 
Many studies by Foschini [2] and Telatar [3] predict remarkable capacity growth for 
wireless systems with multiple antennas when the channel represents rich. However, 
these predictions are based on somewhat unrealistic assumptions about the underlying 
time-varying channel model and how well it can be tracked at the receiver as well as 
at the transmitter. More realistic assumptions can dramatically impact the potential 
capacity gains of MIMO techniques.  
2.4.1 Mutual information and Shannon capacity 
In the late 1940s, Claude Shannon has introduced the channel capacity using a 
mathematical theory of communication [34-36]. The channel capacity (C) is denoted 
as the maximum rate at which reliable communication can be performed, without any 
constraints on transmitter and receiver complexity. He showed that for any rate R < C, 
there exist rate R channel codes with arbitrarily small block error probabilities. 
However, such a code may have a very long block length, and the encoding and 
decoding complexity may also be extremely large. In fact, the required block length 
may increase as the desired probability of error (Pe) is decreased and the rate R is 
increased towards C. In addition, Shannon showed that codes operating at rates R > C 
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cannot achieve an arbitrarily small error rate. Therefore, the channel capacity is truly 
the fundamental limit to communication. 
Theoretically, even if it is possible to communicate at any rate below capacity, 
it is actually a very difficult problem to design practical channel codes with 
reasonable block length and encoding/decoding complexity at rates close to capacity. 
Tremendous progress has been made in code design over the past few decades, and 
practical codes at rates very close to capacity do exist for certain channels, such as 
single antenna Gaussian channels. However, these codes generally cannot be directly 
used for MIMO channels, as codes for MIMO channels must also utilize the spatial 
dimension. Practical space-time coding and decoding techniques for MIMO channels 
have been shown to achieve near-capacity limits in some scenarios [27]. The capacity 
limits of MIMO channels provide a benchmark against which performance of space-
time codes and general MIMO transmission and reception strategies can be compared. 
It has been shown in Shannon’s study that the channel capacity, defined as the 
maximum rate at which reliable communication is possible, can be simply 
characterized in terms of the mutual information between the input and the output of 
the channel. The basic channel model consists of a random input X, a random output Y, 
and a probabilistic relationship between X and Y which is generally characterized by 
the conditional distribution of Y given X, or f(y|x). The mutual information of a SU 
channel is then defined as [27] 
 
2,
( , )( ; ) ( , ) log
( ) ( )
 
=  
 
∫
x yS S
f x yI X Y f x y dxdy
f x f y
, (2.1) 
where the integral is taken over the supports Sx, Sy of the random variables X and Y, 
respectively, and f(x), f(y), and f(x,y) denote the probability distribution functions of 
the random variables. The units of mutual information are bits per channel use. 
Furthermore, he proved that the channel capacity of most channels is equal to 
the mutual information of the channel maximized over all possible input distributions 
[27]: 
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 
∫
x yS Sf x f x
f x yC I X Y f x y dxdy
f x f y
. (2.2) 
For a time-invariant additive temporally white complex Gaussian noise 
(AWGN) channel with bandwidth B and received SNR γ, the maximizing input 
distribution is Gaussian, which results in the channel capacity in the units of bit per 
second (bps) [27] 
 
2log (1 )= + γC B . (2.3) 
Referring back to Figure 2-4, the channel input is the vector x sent from the 
transmit antennas and the channel output is the vector y obtained at the receive 
antennas. Thus, the Shannon capacity of the MIMO AWGN channel is based on the 
maximum mutual information between its input and output vectors. 
The capacity of a channel has multiple definitions when the channel is time-
varying, depending on what is known about the channel state or its distribution at the 
transmitter or receiver. These definitions have different operational meanings. 
Specifically, when the instantaneous channel gains, also called the channel state 
information (CSI), are known perfectly at both the transmitter and the receiver, the 
transmitter can adapt its transmission rate and power relative to the instantaneous 
channel state. In this case the Shannon (ergodic) capacity is the maximum mutual 
information averaged over all channel states. Essentially, ergodic means that a 
reasonably long time fading realizations has a distribution similar to the statistical 
distribution of the channel. Hence, ergodic capacity is an appropriate capacity metric 
for channels that vary quickly. 
An alternate capacity definition for time-varying channels with perfect 
transmitter and receiver CSI is outage capacity. Outage capacity requires a fixed data 
rate in all non-outage channel states, which is needed for applications with delay-
constrained data where the data rate cannot depend on channel variations. The 
average rate associated with outage capacity is typically smaller than the ergodic 
capacity due to the additional constraint associated with this definition. Outage 
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capacity is the appropriate capacity metric in slowly varying channels, where the 
channel coherence time exceeds the duration of a codeword. In this case each 
codeword experiences only one channel state: if the channel state is not good enough 
to support the desired rate then an outage is declared and no data are transmitted, 
since the transmitter knows that the channel is in outage. Outage capacity under 
perfect CSI at the transmitter and the receiver (CSIR) has been studied for single-
antenna channels [37-39], but this work has yet to be extended to MIMO channels. A 
more common assumption for studying capacity of time-varying MIMO channels is 
perfect CSIR but no CSIT. In such a case, the transmission (reception) strategy is 
based on the channel distribution instead of the instantaneous channel state. 
2.4.2 MIMO Channel Model 
In order to understand the performance limits in MIMO systems and to design 
efficient communication algorithms, it is important to understand the nature of the 
MIMO channel. For a system with M transmit antennas and N receive antennas in 
Figure 2-8 [40], the MIMO channel at a given time instant may be represented as an 
M×N matrix [40] 
 
11 12 1
21 22 2
1 2
 
 
 =
 
 
 
M
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N N NM
h h h
h h h
h h h
H


   

, (2.4) 
where hmn is the channel gain between the m-th receive and n-th transmit antenna pair. 
The n-th column of H is often referred to as the spatial signature of the n-th transmit 
antenna across the receive antenna array. This is particularly important when 
independent data streams are launched from the transmit antennas, as is done in the 
case of spatial multiplexing. As for the case of SISO channels, the individual channel 
gains comprising the MIMO channel are commonly modeled as zero-mean circularly 
symmetric complex Gaussian random variables. Consequently, the amplitudes |hmn| 
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are Rayleigh-distributed random variables and the corresponding powers |hmn|2 are 
exponentially distributed. 
x1
x2
xM
y1
yN
y2
h11
hNM  
Figure 2-8  M×N MIMO system. 
The degree of correlation between the individual MN channel gains 
comprising the MIMO channel is a complicated function of the scattering in the 
environment and antenna spacing at the transmitter and the receiver. Consider an 
extreme condition where all antenna elements at the transmitter and are co-located 
and likewise at the receiver. In this case, all the elements of H will be fully correlated 
and the spatial diversity order of the channel is one. De-correlation between the 
channel elements will increase with antenna spacing. However, antenna spacing alone 
is not sufficient to ensure de-correlation. Rich scattering in the environment in 
combination with adequate antenna spacing ensures de-correlation of the MIMO 
channel elements. With rich scattering, the typical antenna spacing required for de-
correlation is approximately a half-wavelength (λ/2). Under ideal conditions, when 
the channel elements are perfectly de-correlated, the channel becomes the classical 
independent, identically distributed (iid) Rayleigh fading MIMO channel with the 
spatial diversity order of MN. 
In practice, the behavior of H can significantly deviate from the de-correlated 
matrix due to a combination of inadequate antenna spacing and inadequate scattering 
leading to spatial fading correlation. Furthermore, the presence of a fixed (possibly 
Line-of-Sight, LOS) component in the channel will result in Ricean fading. In the 
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presence of an LOS component between the transmitter and the receiver, the MIMO 
channel may be modeled as the sum of a fixed (LOS) component and a fading 
component, assuming uncorrelated fading, as [40] 
 
1
1 1
= +
+ + w
K
K K
H H H . (2.5) 
K ≥ 0 is the Ricean K-factor of the channel and is defined as the ratio of the power in 
the LOS component of the channel to the power in the fading component. Ricean K-
factor which provides an indication of link quality is generally used as the 
propagation parameter in mobile communication. When K = 0, the channel becomes 
pure Rayleigh fading, as at K = ∞ corresponds to a non-fading channel. 
In general, real-world MIMO channels will represent some combination of 
Ricean fading and spatial fading correlation. Furthermore, the use of polarized 
antennas will necessitate additional modifications to the channel model. These factors 
will affect the performance of a given MIMO signaling scheme. With appropriate 
knowledge of the MIMO channel at the transmitter, the signaling strategy can be 
appropriately adapted to meet performance requirements. The CSI which provides the 
precise channel realization could be completely or partially known. 
Referring back to Figure 2-8, a narrowband point-to-point communication 
system of M transmit and N receive antennas can be represented by the discrete time 
model [40] 
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, (2.6) 
or simply as 
 
= +y Hx n , (2.7) 
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where x represents the M-dimensional transmitted symbol, n is the N-dimensional 
AWGN vector with E[nnH] = σ2IN. We assume a channel bandwidth of B, where 
typically σ2 = N0B. For simplicity, given a transmit power constraint P, we will 
assume an equivalent model with a noise power of unity and transmit power P/σ2 = ρ, 
where ρ can be interpreted as the average SNR per receive antenna and is simply 
referred to as SNR henceforth. This power constraint implies that the input symbols 
satisfy [40] 
 
*
1
E
=
  = ρ ∑
M
m m
m
x x . (2.8) 
Different assumptions can be made about the knowledge of the channel gain 
matrix H at the transmitter and receiver, referred to as CSIT and CSIR, respectively. 
For a static channel CSIR is typically assumed, since the channel gains can be 
obtained by sending a pilot sequence for channel estimation. More details on 
estimation techniques for MIMO channels can be found in [41]. If a feedback path is 
available, then CSIR from the receiver can be sent back to the transmitter to provide 
CSIT. CSIT may also be available in time-division duplexing systems without a 
feedback path by utilizing reciprocal properties of propagation. When the channel is 
not known at either the transmitter or receiver then some distribution on the channel 
gain matrix must be assumed. The most common model for this distribution is a zero-
mean spatially white (ZMSW) model, where the entries of H are assumed to be iid 
zero mean, unit variance, complex circularly symmetric Gaussian random variables. 
In general, different assumptions about CSI and about the distribution of the H entries 
lead to different channel capacities and different approaches to space-time signaling. 
2.4.3 MIMO Channel Capacity 
The Shannon capacity of a MIMO channel, which equals the maximum data 
rate that can be transmitted over the channel with arbitrarily small error probability, is 
focused in this section. The maximum rate that can be transmitted over the channel 
with some nonzero outage probability is defined by the capacity versus outage. 
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Channel capacity depends on what is known about the channel gain matrix or its 
distribution at the transmitter and/or receiver. It is assumed throughout this section 
that the receiver has knowledge of the channel matrix H, since for static channels a 
good estimate of H can be obtained easily. 
A. Static Channels 
The static channel capacity forms the basis for the capacity of fading channels. 
The capacity of a MIMO channel is an extension of the mutual information formula 
(Shannon) for a SISO channel given by (2.2) to a matrix channel. Specifically, the 
capacity is given in terms of the mutual information between the channel input vector 
x and output vector y as [40] 
 
[ ]
( ) ( )
max ( ; ) max ( ) ( | )= = −
f x f x
C I H HX Y Y Y X , (2.9) 
where H(Y) and H(Y|X) are the entropy in y and y|x, respectively. The definition of 
entropy yields that H(Y|X) = H(N), which is the entropy in the noise. Since this noise 
n has fixed entropy independent of the channel input, maximizing mutual information 
is equivalent to maximizing the entropy in y. 
The mutual information of y depends on its covariance matrix, which for the 
narrowband MIMO model is given by [40] 
 
[ ]= = +H H NEy xR yy HR H I , (2.10) 
where Rx is the covariance of the MIMO channel input. It turns out that for all 
random vectors with a given covariance matrix Ry, the entropy of y is maximized 
when y is a zero-mean circularly-symmetric complex Gaussian (ZMCSCG) random 
vector [3]. But y is ZMCSCG if only the input x is ZMCSCG, and therefore this is the 
optimal distribution on x. This results in the mutual information [40] 
 
2( ; ) log det  = + 
H
NI B xX Y I HR H , (2.11) 
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where det[A] and AH denotes the determinant and the Hermitian of a matrix A, 
respectively. This formula was derived in [1, 3] for the mutual information of a multi 
antenna system, and also appeared in earlier works on MIMO systems [42, 43]. 
The MIMO capacity is achieved by maximizing the mutual information (2.11) 
over all input covariance matrices Rx satisfying the power constraint [40] 
 
2:Tr( )
max log det
=ρ
 = + 
H
NC B
x x
xR R
I HR H . (2.12) 
The optimization relative to Rx will clearly depend on whether or not H is known at 
the transmitter. We now consider this maximizing under different assumptions about 
CSIT. 
Channel Known at Transmitter: Water-Filling 
The MIMO parallel decomposition in Figure 2-9 [40] allows a simple 
characterization of the MIMO channel capacity for a fixed channel matrix H known at 
the transmitter and receiver. Specifically, the capacity equals the sum of capacities on 
each of the independent parallel channels with the transmit power optimally allocated 
between these channels. 
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Figure 2-9  Parallel Decomposition of the MIMO Channel. 
This optimization of transmit power across the independent channels results 
from optimizing the input covariance matrix to maximize the capacity in (2.12). Using 
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properties of unitary matrices, we get the MIMO capacity with CSIT and CSIR as 
[40] 
 
( )22:max log 1ρ ρ ≤ρ= + σ ρ∑ ∑n nn n nnC B
. (2.13) 
Since ρ = P/σ2N, the capacity (2.13) can also be expressed in terms of the power 
allocation Pn to the n-th parallel channel as [40] 
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where ρn = Pn/σ2N and γn = σ2n P/σ2N is the SNR associated with the n-th channel at 
full power. This capacity formula can also be used in the case of flat fading or in 
frequency-selective fading. Solving the optimization leads to a water-filling power 
allocation for the MIMO channel [40]:  
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for some cutoff value γ0. The resulting capacity is then [40] 
 0
2
: 0
log
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 γ
=  γ 
∑
n
n
n
C B . (2.16) 
The channel capacity under perfect CSIT and CSIR can also be defined on 
Single-Input Multiple-Output (SIMO) or Multiple-Input Single-Output (MISO) 
channels. These channels can only obtain diversity gain from the multiple antennas. 
When both transmitter and receiver know the channel the capacity equals that of a 
SISO channel with the signal transmitted or received over the multiple antennas 
coherently combined to maximize the channel SNR, as in MRC. This results in 
capacity C = B log2(1+ρhc), with the channel matrix H reduced to a vector h of 
channel gains, the optimal weight vector c = h∗/||h||, and ρ = P/σ2N. 
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Channel Unknown at Transmitter: Uniform Power Allocation 
In this part, assume that the receiver knows the channel but the transmitter 
does not. Without channel information, the transmitter cannot optimize its power 
allocation or input covariance structure across antennas. If the distribution of H 
follows the ZMSW channel gain model, there is no bias in terms of the mean or 
covariance of H. Thus, the best strategy should be to allocate equal power to each 
transmit antenna, resulting in an input covariance matrix equal to the scaled identity 
matrix: Rx = (ρ/M) IM. It is shown in [3] that under these assumptions this input 
covariance matrix indeed maximizes the mutual information of the channel. For an M-
transmit, N-receive antenna system, this yields mutual information given by using the 
SVD of H, we can express this as [40] 
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where  γ n = σ2n ρ = σ2nP/σ2N and RH is the number of nonzero singular values of H. 
The mutual information of the MIMO channel depends on the specific 
realization of the matrix H. The average mutual information of a random matrix H, 
averaged over the matrix distribution, depends on the probability distribution of the 
singular values of H [3, 44]. In fading channels, the transmitter can transmit at a rate 
equal to this average mutual information and insure correct reception of the data, as 
discussed in the next section. But for a static channel, if the transmitter does not know 
the channel realization or the average mutual information then it does not know at 
what rate to transmit such that the data will be received correctly. In this case, the 
appropriate capacity definition is capacity with outage. In capacity with outage, the 
transmitter fixes a transmission rate C, and the outage probability associated with C is 
the probability that the transmitted data will not be received correctly, i.e., the 
probability that the channel H has mutual information less than C. This probability is 
given by [40] 
27 
 
2: log det
 ρ  = + <    
H
out Np p B CM
H I HH . (2.18) 
As the number of transmit and receive antennas grows large, random matrix 
theory provides a central limit theorem for the distribution of the singular values of H 
[45], resulting in a constant mutual information for all channel realizations. As an 
example of this limiting distribution, note that for fixed N, under the ZMSW model 
the law of large numbers implies that [40] 
 
1lim
→∞
=H NM M
HH I . (2.19) 
Substituting this into (2.17) yields that the mutual information in the asymptotic limit 
of large M becomes a constant equal to C = N B log2(1+ρ). Defining L = min(M, N), 
this implies that as L grows large, the MIMO channel capacity in the absence of CSIT 
approaches C = L B log2(1+ρ), and hence grows linearly in L. Moreover, this linear 
growth of capacity with L in the asymptotic limit of large L is observed even for a 
small number of antennas [46]. Similarly, as SNR grows large, capacity also grows 
linearly with L = min(M, N), for any M and N [2]. 
Although the channel realization is not known at the transmitter, the capacity 
of MIMO channels still grows linearly with the minimum number of transmit and 
receive antennas, as long as the channel can be accurately estimated at the receiver. 
Thus, MIMO channels can provide very high data rates without requiring increased 
signal power or bandwidth. These results are the main reason for the widespread 
appeal of MIMO techniques. However, at very low SNR, the capacity only scales 
with the number of receive antennas. The reason is that the MIMO system is just 
trying to collect energy rather than utilize all available dimensions, so all energy is 
concentrated into one of the available transmit antenna to achieve capacity [3]. 
B. Fading Channels 
In this section, assume that the channel gain matrix experiences flat-fading, so 
the gains hmn vary with time. As in the case of the static channel, the capacity depends 
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on what is known about the channel matrix at the transmitter and receiver. With 
perfect CSIR and CSIT the transmitter can adapt to the channel fading and its capacity 
equals the average over all channel matrix realizations with optimal power allocation. 
With CSIR and no CSIT, the outage capacity is used to characterize the outage 
probability associated with any given channel rate. 
Channel Known at Transmitter: Water-Filling 
With CSIT and CSIR, the transmitter optimizes its transmission strategy for 
each fading channel realization as in the case of a static channel. The capacity is then 
just the average of capacities associated with each channel realization, given by (2.12), 
with power optimally allocated. This average capacity is called the ergodic capacity 
of the channel, as mentioned in Section 2.4.1. There are two possibilities for 
allocating power under ergodic capacity. A short-term power constraint assumes that 
the power associated with each channel realization must equal the average power 
constraint P. In this case, the ergodic capacity becomes [40] 
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A less restrictive constraint is a long-term power constraint, where we can use 
different powers for different channel realizations subject to the average power 
constraint over all channel realizations. The ergodic capacity under this assumption is 
given by [40] 
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The short-term power constraint gives rise to a water-filling in space across the 
antennas, whereas the long-term power constraint allows for a two-dimensional 
water-filling across both space and time, similar to the frequency-time water-filling 
associated with the capacity of a time-varying frequency-selective fading channel. 
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Channel Unknown at Transmitter: Ergodic Capacity and Capacity with Outage 
Consider a time-varying channel with random matrix H known at the receiver but not 
the transmitter. The transmitter assumes a ZMSW distribution for H. The two relevant 
capacity definitions in this case are ergodic capacity and capacity with outage. 
Ergodic capacity defines the maximum rate, averaged over all channel realizations 
that can be transmitted over the channel for a transmission strategy based only on the 
distribution of H. This leads to the transmitter optimization problem, i.e., finding the 
optimum input covariance matrix to maximize ergodic capacity subject to the transmit 
power constraint. The problem is to characterize the optimum Rx to maximize [40] 
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where the expectation is with respect to the distribution on the channel matrix H, 
which for the ZMSW model is iid zero-mean circularly symmetric unit variance. 
As in the case of scalar channels, the optimum input covariance matrix that 
maximizes ergodic capacity for the ZMSW model is the scaled identity matrix Rx = 
(ρ/M) IM, i.e., the transmit power is divided equally among all the transmit antennas 
and independent symbols are sent over the different antennas. Thus, the ergodic 
capacity is given by [40] 
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Since the capacity of the static channel grows as L = min(M, N), for L large, this will 
also be true of the ergodic capacity since it just averages the static channel capacity. 
When the channel is not ZMSW, capacity depends on the distribution of the singular 
values for the random channel matrix: these distributions and the resulting ergodic 
capacity in this more general setting are studied in [44]. Figure 2-10 [40] shows the 
ergodic capacity of a 4×4 MIMO system with iid complex Gaussian channel gains. 
This figure shows capacity with both transmitter and receiver CSI and with receiver 
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CSI only. There is little difference between the two, and this difference decreases with 
SNR. 
 
Figure 2-10  Ergodic Capacity of 4×4 MIMO Channel. 
When the channel gain matrix is unknown at the transmitter and the entries are 
complex Gaussian but not iid, then the channel mean or covariance matrix can be 
used at the transmitter to increase capacity. The basic idea is to allocate power 
according to the mean or covariance. This channel model is sometimes referred to as 
mean or covariance feedback. This model assumes perfect CSIR, and the impact of 
correlated fading depends on what is known at the transmitter. Although capacity with 
outage applies to a slowly-varying channel where the channel matrix H is constant 
over a relatively long transmission time, then changes to a new value, it is defined 
similar to the definition for static channels. As in the static channel case, the channel 
realization and corresponding channel capacity is not known at the transmitter, yet the 
transmitter must still fix a transmission rate to send data over the channel. For any 
choice of this rate C, there will be an outage probability associated with C, which 
defines the probability that the transmitted data will not be received correctly. The 
outage capacity can sometimes be improved by not allocating power to one or more of 
the transmit antennas, especially when the outage probability is high [1]. This is 
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because outage capacity depends on the tail of the probability distribution. With fewer 
antennas, less averaging takes place and the spread of the tail increases. 
2.5 Equalization 
Generally, delay spread causes intersymbol interference (ISI). ISI can cause an 
irreducible error floor when the modulation symbol time is on the same order as the 
channel delay spread. Signal processing provides a powerful mechanism to counteract 
ISI. In a broad sense, equalization defines any signal processing technique used at the 
receiver to mitigate the ISI problem caused by delay spread. Signal processing can 
also be used at the transmitter to make the signal less susceptible to delay spread. In 
the cases where the delay spread is small such as cordless phones typically operate 
indoors, since voice is also a relatively low date rate application, equalization is 
generally not needed. However, the IS-54 digital cellular standard is designed for 
outdoor use, where the delay spread is large, so equalization is part of this standard 
[40]. Higher data rate applications are more sensitive to delay spread, and generally 
require high-performance equalizers or other ISI mitigation techniques. In fact, 
mitigating the impact of delay spread is one of the most challenging hurdles for high-
speed wireless data systems. 
Equalizer design must typically balance ISI mitigation with noise 
enhancement, since both the signal and the noise pass through the equalizer, which 
can increase the noise power. Nonlinear equalizers suffer less from noise 
enhancement than linear equalizers, but typically entail higher complexity, as 
discussed in more detail below. Moreover, equalizers must typically have an estimate 
of the channel impulse or frequency response to mitigate the resulting ISI. In this 
section, the examples associated with linear and nonlinear equalizers are briefly 
described. 
Equalization techniques fall into two broad categories: linear and nonlinear. 
The linear techniques are generally the simplest to implement and to understand 
conceptually. However, linear equalization techniques typically suffer from more 
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noise enhancement than nonlinear equalizers, and are therefore not used in most 
wireless applications. Among nonlinear equalization techniques, the optimal 
equalization technique is maximum likelihood sequence estimation (MLSE). 
Unfortunately, the complexity of this technique grows exponentially with the length 
of the delay spread, and is therefore impractical on most channels of interest. 
However, the performance of the MLSE is often used as an upper bound on 
performance for other equalization techniques.  
2.5.1 Minimum Mean Square Error (MMSE) Linear Equalizer 
Generally, the performance metric in wireless systems is probability of error 
(or outage probability), so for a given channel, the optimal choice of equalizer 
coefficients would be the coefficients that minimize probability of error. Since desired 
performance metric is extremely difficult to be directly optimized, an indirect 
optimization that balances ISI mitigation with the prevention of noise enhancement 
must be used instead. Hence, linear equalizers, such as the Zero Forcing (ZF) 
equalizer and the Minimum Mean Square Error (MMSE) equalizer, are considered. 
The former equalizer cancels all ISI, but can lead to considerable noise enhancement. 
The latter technique minimizes the expected mean squared error between the 
transmitted symbol and the symbol detected at the equalizer output, thereby providing 
a better balance between ISI mitigation and noise enhancement. Because of this more 
favorable balance and MMSE equalizers tend to have better BER performance than 
equalizers using the ZF algorithm, MMSE is considered in this study as the example 
of linear equalizer. 
In MMSE equalization as shown in Figure 2-11 [40], the goal of the equalizer 
design is to minimize the average mean square error (MSE) between the transmitted 
symbol dk and its estimate ˆkd  at the output of the equalizer, In other words, the filter 
coefficients {wi} are chosen to minimize 2ˆE[ ]−k kd d . 
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Figure 2-11  MMSE equalizer with noise whitening filter. 
The purpose of the noise whitening filter, as indicated by the name, is to 
whiten the noise such that the noise component output from this filter has a constant 
power spectrum. It might seem odd at first to introduce the matched filter at the 
receiver front end only to cancel its effect in the equalizer. However, that the matched 
filter is meant to maximize the SNR prior to sampling. By removing the effect of this 
matched filter through noise whitening after sampling, we merely simplify the design 
ˆ ( )eqH z  to minimize MSE. Hence, the ideal infinite length MMSE equalizer cancels 
out the noise whitening filter and it is identical to the ZF filter in the absence of noise. 
This ideal equalizer can also show a balance between inverting the channel and noise 
enhancement. 
2.5.2 Maximum Likelihood Sequence Estimation (MLSE) Nonlinear 
Equalizer 
Maximum-likelihood sequence estimation (MLSE) avoids the problem of 
noise enhancement since it does not use an equalizing filter. Instead, it estimates the 
sequence of transmitted symbols. The structure of the MLSE is the same as in Figure 
2-11 except that the equalizer Heq(z) is replaced by the MLSE algorithm. Given the 
channel response h(t), the MLSE algorithm chooses the input sequence {dk} that 
maximizes the likelihood of the received signal w(t). In the other words, since w(t) 
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depends on d0, …, dL , the MLSE decodes this as the symbol sequence dL that 
maximizes the likelihood function or the log of this function. 
Furthermore, since the derivation of the MLSE is based on the channel output 
w(t) only (prior to matched filtering), derivation in [40] implies that the receiver 
matched filter in Figure 2-11 is optimal for MLSE detection (typically the matched 
filter is optimal for detecting signals in AWGN, but this derivation shows that it is 
also optimal for detecting signals in the presence of ISI if MLSE is used). However, it 
is noted that the complexity of this equalization technique grows exponentially with 
the channel delay spread. 
Although MLSE is the optimal form of equalization, its complexity precludes 
its widespread use. There has been much work on reducing the complexity of the 
MLSE [47]. Most of these techniques reduce the number of symbols spanned by the 
ISI through preprocessing or decision-feedback in the detector. These reduced 
complexity equalizers have better performance versus complexity tradeoffs than the 
other equalization techniques, and achieve performance close to that of the optimal 
MLSE with significantly less complexity. 
If the channel is known at the transmitter, then the transmitter can pre-equalize 
the transmitted signal by passing it through a filter that effectively inverts the channel 
frequency response. Since the channel inversion occurs in the transmitter rather than 
the receiver, there is no noise enhancement. It is difficult to pre-equalize in a time-
varying channel since the transmitter must have an accurate estimate of the channel, 
but this approach is practical to implement in relatively static wireline channels. A 
problem with this approach is that the channel inversion can increase the dynamic 
range of the transmitted signal, which can result in distortion or inefficiency from the 
amplifier [48]. 
 2.6 Propagation Models for Urban Environment 
The initial understanding of radio wave propagation goes back to the 
pioneering work of James Clerk Maxwell, who in 1864 formulated the theory of 
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electromagnetic propagation which predicted the existence of radio waves. In 1887, 
the physical existence of these waves was demonstrated by Heinrich Hertz. However, 
Hertz saw no practical use for radio waves, reasoning that since audio frequencies 
were low, where propagation was poor, radio waves could never carry voice. The 
work of Maxwell and Hertz initiated the field of radio communications: in 1894 
Oliver Lodge used these principles to build the first wireless communication system, 
however its transmission distance was limited to 150 meters. By 1897 the 
entrepreneur Guglielmo Marconi had managed to send a radio signal from the Isle of 
Wight to a tugboat 18 miles away, and in 1901 Marconi’s wireless system could 
traverse the Atlantic ocean. These early systems used telegraph signals for 
communicating information. The first transmission of voice and music was done by 
Reginald Fessenden in 1906 using a form of amplitude modulation, which got around 
the propagation limitations at low frequencies observed by Hertz by translating 
signals to a higher frequency, as is done in all wireless systems today. 
Electromagnetic waves propagate through environments where they are 
reflected, scattered, and diffracted by walls, terrain, buildings, and other objects. The 
ultimate details of this propagation can be obtained by solving Maxwell’s equations 
with boundary conditions that express the physical characteristics of these obstructing 
objects. This requires the calculation of the Radar Cross Section (RCS) of large and 
complex structures. Since these calculations are difficult, and many times the 
necessary parameters are not available, approximations have been developed to 
characterize signal propagation without resorting to Maxwell’s equations. 
A typical outdoor wireless propagation environment is represented in Figure 
2-12 [27], where the mobile wireless terminal is communicating with a wireless 
access point (base station). The signal transmitted from the mobile may reach the 
access point directly (LOS) or through multiple reflections on local scatterers 
(buildings, mountains, etc.). As a result, the received signal is affected by multiple 
random attenuations and delays. Moreover, the mobility of either the nodes or the 
scattering environment may cause these random fluctuations to vary with time. 
Furthermore, a shared wireless environment may cause undesirable interference to the 
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transmitted signal. This combination of factors makes wireless a challenging 
communication environment. 
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Figure 2-12  Radio propagation environment. 
Various radio propagation models for different wireless services that 
specifically address varying propagation environments and operating frequency bands 
are generally known [49, 50]. A large number of propagation prediction models have 
been developed for various terrain irregularities, tunnels, urban streets and buildings, 
earth curvature, etc. [51, 52]. The level of sophistication in the development of these 
models also depends on the longevity of the related technology. These research 
activities and available results should also be useful in addressing the needs of new 
emerging high frequency and point to multi-point terrestrial wireless communication 
systems such as the local multi-point and point-to-point distribution systems (LMDS 
and PPDS, respectively) and wireless local area networks [53]. 
Due to the phenomenal growth in mobile and portable terrestrial wireless 
communication systems, and their potential utilization in a wide variety of high data 
rate and multimedia services, higher frequency bands need to be allocated and utilized 
for these services. New devices and components for high frequency and millimeter 
wave integrated front-end receivers are being developed, active and low cost phased 
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array antennas are being designed, and advanced software issues in coding, 
modulation, switching, and networking are being researched and developed. In 
addition to these rather obvious advances that are needed to enable the next 
generation wireless technology, developing new and more computationally efficient 
propagation models is also essential. Development of reliable propagation models and 
the availability of the associated simulation software tools would be absolutely 
necessary for the successful implementation of the future terrestrial wireless systems 
and also for their integration with other technologies including the satellite, LMDS, 
and the wire-line based services. Accurate propagation models will help in using the 
rather congested frequency spectrum more efficiently, in planning more effective 
radio networks, and in implementing cost effective solutions for a desirable and user 
specific communication coverage pattern. 
Three distinct models can be used for urban propagation. These include 
propagation in macrocells, microcells, and indoor or picocells. In macrocells, the base 
station is often placed well above an average rooftop, while for microcells the base 
station is placed well below the average rooftop. In macrocells, the propagation path 
is dominated by the over the rooftop path, while for microcells reflections and 
diffraction from buildings and streets often dominate the propagation environment. 
For such environments, ray-tracing type simulation models are adequate and their use 
is justifiable. For picocells and indoor propagation, on the other hand, new challenges 
appear and improved propagation models and simulation tools are required to achieve 
reliable, accurate, and computationally efficient propagation predictions and to help 
overcome many of the indoor propagation impairments. Challenges facing the 
development of picocell simulation tools may include the following: 
• Propagation predictions depend primarily on often unavailable building 
construction parameters such as wall thickness, materials, and indoor 
building structures. 
• Exclusive use of ray tracing-based propagation models may be inadequate. 
Available ray tracing procedures often encounter a large number of 
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reflections and multiple transmissions and hence become time consuming 
and computationally inefficient. 
• Lack of knowledge of diffraction coefficients for many indoor structures 
may also compromise the accuracy of available ray tracing simulation 
methods. 
• The ray-tracing procedure and the geometrical theory of diffraction are 
high frequency techniques, and dimensions of some of the indoor 
structures may not necessarily satisfy the small dimensions compared to 
the wavelength criterion required by these methods. 
It is often argued that results from deterministic electromagnetic-based 
calculation models are not expressed in terms of parameters that can be used in the 
simulation of wireless communications systems. Parameters such as delay spread, 
coverage, direction of arrival, and bit error rate (BER) are necessary for system 
simulations and need to be incorporated as part of the simulation code development. 
In developing propagation models, four different types of methods are often 
used, and the above listed limitations are expected to impact them differently. For 
example, statistical models provide parameters suitable for system simulations but 
lack specificity and accuracy. EM-based deterministic models, on the other hand, 
provide accurate and site specific coverage and delay spread information but are also 
very computationally inefficient and time consuming. Empirical and measurement-
based models are site specific, frequency specific, and hence lack generality. 
Researchers use a combination of these methods to help improve the accuracy, 
broaden the generality, and reduce the required computational time. But much more 
research and development are needed to fully develop accurate, computationally 
efficient, and experimentally verified propagation models that may be used for 
broadband and highly mobile communications systems. With the advances in the 
signal processing methods and the development of communications algorithms, the 
envisioned propagation models are expected to play a critical role in the accurate 
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accounting for mobility and the dynamic variation in the characteristics of the 
propagation channels. 
Among four different types of methods mentioned above, the ray-tracing 
method represents the most commonly used approach in the calculation of 
propagation models for terrestrial and urban environments [53]. Several software 
packages are available [54-56], and some research efforts are underway to help in the 
continued improvement of the accuracy and extension of generality and to increase 
computational efficiency. The conventional ray tracing method is based on a ray 
launching and bouncing procedure that can be very inefficient if no speed-up 
algorithm is employed. There have been several schemes to accelerate this procedure 
including the image method, the bounding box method, and the utilization of the 
visibility approach [55, 57]. Although these methods have their own advantages and 
specific domains of applications, more efficient methods are needed to cope with the 
complex and often computationally demanding indoor or indoor/outdoor situations 
while maintaining good accuracy of the propagation prediction results. Such research 
activities were found at CSELT in Italy and KDD Research and Development 
Laboratories in Japan [53]. At CSELT results from several models were presented 
including site specific ray tracing predictions which were time consuming; ray-
launching results, which were faster but lacked accuracy; and semi-deterministic 
methods, which were being used in small cell planning. For indoor propagation, 
however, empirical models based on experimental measurements were being used. 
Results from these calculations were presented in terms of field distributions in the 
propagating environment, delay spread distribution, and Doppler frequency 
distribution. At KDD two tools were developed [53]. These include the CSPLAN tool, 
which is used for cell site planning and coverage evaluation using low antenna height 
and 2D building shapes, and the BSPLA tool, which provides propagation predictions 
for mobile based station planning. For the BSPLA tool, path loss is evaluated based 
on geographic information of the propagation area. This effort at KDD points to other 
ongoing research activities in the area of channel characterization and propagation 
models development, including the use of geographic information and data from the 
Global Positioning System (GPS) to guide the development and enhance the accuracy 
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and the computational efficiency of new propagation models for future wireless 
communications systems [58, 59]. This may provide significant advantages in systems 
that intend to incorporate dynamic variations in channel characteristics. For mobile 
multimedia wireless applications, incorporation of such capabilities may be crucial in 
enhancing the quality of service or making it even possible in the first place. 
2.7 Ray Tracing 
In a typical urban or indoor environment, a radio signal transmitted from a 
fixed source will encounter multiple objects in the environment that produce reflected, 
diffracted, or scattered copies of the transmitted signal, as shown in Figure 2-2. These 
additional copies of the transmitted signal, called multipath signal components, can be 
attenuated in power, delayed in time, and shifted in phase and/or frequency from the 
LOS signal path at the receiver. The multipath and transmitted signals are summed 
together at the receiver, which often produces distortion in the received signal relative 
to the transmitted signal. 
In ray tracing, a finite number of reflectors with known location and dielectric 
properties is assumed. The details of the multipath propagation can then be solved 
using Maxwell’s equations with appropriate boundary conditions. However, the 
computational complexity of this solution makes it impractical as a general modeling 
tool. Ray-tracing techniques approximate the propagation of electromagnetic waves 
by representing the wavefronts as simple particles. Thus, the reflection, diffraction, 
and scattering effects on the wavefront are approximated using simple geometric 
equations instead of Maxwell’s more complex wave equations. The error of the ray 
tracing approximation is smallest when the receiver is many wavelengths from the 
nearest scatterer, and all the scatterers are large relative to a wavelength and fairly 
smooth. Comparison of the ray-tracing method with empirical data shows it to 
accurately model received signal power in rural areas [60], along city streets where 
both the transmitter and receiver are close to the ground [60-62], or in indoor 
environments with appropriately adjusted diffraction coefficients [63]. Propagation 
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effects besides received power variations, such as the delay spread of the multipath, 
are not always well-captured with ray tracing techniques [64]. 
If the transmitter, receiver, and reflectors are all immobile, then the impact of 
the multiple received signal paths, and their delays relative to the LOS path, are fixed. 
However, if the source or receiver are moving, then the characteristics of the multiple 
paths vary with time. These time variations are deterministic when the number, 
location, and characteristics of the reflectors are known over time. Otherwise, 
statistical models must be used. The most general ray tracing model includes all 
attenuated, diffracted, and scattered multipath components. This model uses all of the 
geometrical and dielectric properties of the objects surrounding the transmitter and 
receiver. 
General Ray Tracing (GRT) can be used to predict field strength and delay 
spread for any building configuration and antenna placement [65-67]. For this model, 
the building database (height, location, and dielectric properties) and the transmitter 
and receiver locations relative to the buildings must be specified exactly. Since this 
information is site-specific, the GRT model is not used to obtain general theories 
about system performance and layout. It explains the basic mechanism of urban 
propagation, and can be used to obtain delay and signal strength information for a 
particular transmitter and receiver configuration in a given environment. The GRT 
method uses geometrical optics to trace the propagation of the LOS and reflected 
signal components, as well as signal components from building diffraction and diffuse 
scattering. There is no limit to the number of multipath components at a given 
receiver location: the strength of each component is derived explicitly based on the 
building locations and dielectric properties. In general, the LOS and reflected paths 
provide the dominant components of the received signal, since diffraction and 
scattering losses are high. However, in regions close to scattering or diffracting 
surfaces, which may be blocked from the LOS and reflecting rays, these other 
multipath components may dominate.  
The propagation model for the LOS and reflected paths was outlined in the 
previous section. Diffraction occurs when the transmitted signal “bends around” an 
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object in its path to the receiver. Diffraction results from many phenomena, including 
the curved surface of the earth, hilly or irregular terrain, building edges, or 
obstructions blocking the LOS path between the transmitter and receiver [51, 68, 69]. 
Diffraction can be accurately characterized using the geometrical theory of diffraction 
(GTD) [70], however the complexity of this approach has precluded its use in wireless 
channel modeling. Wedge diffraction simplifies the GTD by assuming the diffracting 
object is a wedge rather than a more general shape. This model has been used to 
characterize the mechanism by which signals are diffracted around street corners, 
which can result in path loss exceeding 100 dB for some incident angles on the wedge 
[63, 67, 71]. Diffraction is most commonly modeled by the Fresnel knife edge 
diffraction model due to its simplicity. The geometry of this model is shown in Figure 
2-13 [40], where the diffracting object is assumed to be asymptotically thin, which is 
not generally the case for hills, rough terrain, or wedge diffractors. In particular, this 
model does not consider diffractor parameters such as polarization, conductivity, and 
surface roughness, which can lead to inaccuracies [71]. 
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Figure 2-13  Knife-Edge Diffraction. 
In addition to diffracted rays, there may also be rays that are diffracted 
multiple times, or rays that are both reflected and diffracted. Models exist for 
including all possible permutations of reflection and diffraction [72]. However, the 
attenuation of the corresponding signal components is generally so large that these 
components are negligible relative to the noise. Diffraction models can also be 
specialized to a given environment. For example, a model for diffraction from 
rooftops and buildings in cellular systems was developed in [73]. 
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Chapter 3 System Models and Analysis 
Methods 
In this chapter, all the analysis models, including the urban propagation model, 
and the distribution of the building height and width are introduced. The evaluation 
methods concerning all parameters which are considered throughout this study such 
as the SNR, channel capacity in both SU-MIMO and MU-MIMO systems, spatial 
correlation, path visibility, and difference of angle of arrival, are respectively 
described. According to the simulation software employed in this study, brief 
information about how the ray-tracing simulation works is illustrated at the end of this 
chapter. 
3.1 Urban Propagation Model 
The urban propagation model is simulated by a ray-tracing method, including 
the characteristics and the locations of the transmitting and receiving antenna arrays. 
The downtown area of an idealized large city is considered in this study. It is 
represented as an urban propagation model in Figure 3-1. In reality, the city blocks in 
the downtown area differ in size, but typically there are 20 square city blocks per mile 
(≈12 per km) [20]. Since the entire space of the model covers the area of 640 m×640 
m, the model is formed of 8×8=64 blocks of 50 m×50 m. Each block consists of four 
buildings. Since the standard width of the street including the sidewalk studied in [21] 
is approximately 65 ft (19.5 m), the street width herein is set to 20 m. The buildings 
are assumed to be constructed of concrete and the relative dielectric constant and 
conductivity are set to 5 and 0.01 S/m, respectively. It is noted that the simulated 
models determined from these reasonable statistical parameters can be considered as a 
representative model for the downtown area of any large city. Hence, the 
characteristics of the SNR, channel capacity, spatial correlation, and path visibility, 
obtained in this study can be applied to the evaluation of MIMO systems in actual 
propagation environment. 
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(b)  Top-view image 
Figure 3-1  Urban propagation model. 
The uplink scenarios are considered throughout this study. The MT and BS 
antennas are respectively performing as the transmitting and receiving antennas. In 
Chapter 4, the M×N SU-MIMO systems are considered. This means that the MT and 
BS antennas respectively consist of M and N elements. In Chapter 5, the (M1+M2)×N 
MU-MIMO systems are considered. In this case, the characters M1 and M2 represent 
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the numbers of elements of the first and second MT antennas, respectively. It is noted 
that M1+M2 is supposed to be not greater than N. 
In some actual cellular environments in which the effectiveness of an adaptive 
array was evaluated, the element spacing is narrowly set at a half wavelength (λ/2) 
even when a 4-element array antenna is used [74]. As a general understanding, MIMO 
and adaptive arrays need more than two antenna elements while only two antennas are 
generally used for space diversity in cellular systems, it is difficult to establish array 
antennas with a wide element spacing in such limited space. It has been shown that 
compact multi-antenna terminals with closely spaced antenna elements are practical 
[75]. Hence, the element spacing at the BS and MT arrays herein is set to a half 
wavelength. For the BS, a linear array is employed. It is located at the top of a 
building on one side of the model as shown in Figure 3-1(b). Since an accurate 
reflection or diffraction cannot be obtained at the edge of the analysis model in Figure 
3-1, the MT is assumed to move on the street in the area of 280 m×280 m around the 
center of the model along the broken lines in Figure 3-1(b) at the height of 1.5 m. The 
MT antennas are set in a symmetrical array depending on their numbers of elements. 
In this study, the carrier frequency is set to 3 GHz. A ray-launching method is 
employed as the ray-tracing scheme. To obtain the reflecting points for the diffraction, 
an image method is used. The numbers of reflections and diffractions considered in all 
simulations are up to 30 and 2, respectively. The average building heights of 20 m to 
40 m are considered throughout this study as the representative cases of a downtown 
area. 
3.2 Distribution of Building Height and Width 
Different studies have assumed various building height distributions from 
uniform and random distributions [76] to the Rayleigh distribution [19]. However, the 
building height distribution taken from geographical data in [19] can be better fitted 
by a chi-square distribution. Hence, the chi-square is employed to assume the building 
height distribution in this study. The minimum height of these buildings, hmin, is set to 
4 m. The height of the building, h, can be expressed by [77], [78] 
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 ( )( )20 min= χ +h h k h , (3.1) 
where χ2(k) is the chi-square distribution with k degrees of freedom (DOF) which is 
set to 5 herein. The term h0 denotes the scaling parameter which can be obtained when 
the average building height, hAVG, is set, as 
 ( )0 AVG min= −h h h k . (3.2) 
The width of each building, wm, can be determined from its height using [77] 
 ( )0 1 exp( )= −α ⋅ −βmw w h , (3.3) 
where w0 is 55 m, α is 1.1, and β is -0.025 m-1. These values are considered applicable 
to universal cases [77]. It is noted that the total number of buildings in each simulated 
model is 64×4=256 buildings. Each of four buildings is packed one-by-one into each 
street block. The first building (the bottom left square in each block in Figure 3-1(b)) 
is packed into the block with its full width. However, for the three remaining 
buildings, to refrain from exceeding the margin of the block (50 m×50 m), their 
widths may need to be decreased so that they fit (three other squares/rectangles in 
each block in Figure 3-1(b)). 
Figure 3-2 shows the building height distribution when hAVG is set to 30 m. 
The grey bar graph shows an example of the distribution of h of the model, and the 
solid line shows the distribution of the average of h of 20 different models, which 
approaches the chi-square distribution (dashed line) corresponding to Equation (3.1). 
An acceptable building height distribution can be obtained when this number of 
models is considered. Although the accuracy is improved when the trial number of 
models is increased, the simulation time is relatively increased. Hence, the number of 
20 different models is selected for use throughout this study. The deviation in the 
building height as well as other statistical data can be calculated from the basic 
characteristics of the chi-square distribution. 
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Figure 3-2  Building height distribution. 
3.3 Evaluation Methods 
The performance of urban MIMO systems considered throughout this study is 
dealt with many parameters, such as the path visibility, SNR, channel capacity, spatial 
correlation, and difference of angle of arrival (AoA-diff). The definitions of these 
parameters are first introduced in this section. 
3.3.1 Signal-to-Noise Ratio (SNR) 
The channel response matrices are obtained from the complex received 
voltage matrices, which are calculated at intervals of 14 m in length along the broken 
lines in Figure 3-1(b). This means that the number of calculated points in each model 
is 185. When the numbers of transmitting and receiving antennas are M and N, 
respectively, the channel response matrix, H, can be expressed by [40], [79] 
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Note that, for independent, identically distributed (iid) channels, hnm = 1 for all n, m. 
When σ2 denotes the power of additive complex Gaussian noise, the average 
SNR at each receiving antenna, γ0, of the receiving array can be calculated from H’s 
elements by [80] 
 
2
1 1
0 2
= =γ =
σ
∑ ∑N M nmn m h
NM
. (3.5) 
3.3.2 Channel Capacity 
A. SU-MIMO Systems 
Referring back to Section 2.5, different algorithms which range from optimal 
MLSE to more practical linear one such as MMSE can be employed in MIMO 
systems. In the cases of SU-MIMO considered in Chapter 4, both optimal (nonlinear) 
and suboptimal (linear) equalizations are considered. 
The Eigen-mode Transmission System (EMTS), which is MLSE-like 
algorithm and has been employed in many studies about MIMO systems [81], [82], is 
herein considered as an optimal equalization. As mentioned in Section 2.5, the 
decoding complexity of this MLSE-like algorithm can be reduced by using a linear 
filter to separate the transmitted data streams and then decode each stream 
independently. Hence, the linear MMSE equalization, which is used to mitigate the 
intersymbol interference (ISI) and noise enhancement, is also considered herein. 
Assume that the Channel State Information (CSI) between the transmitting and 
receiving antennas is not known by the transmitting antenna. Referring back to 
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Sections 2.4 and 2.5, in such a case, when the adaptive control for the weight 
coefficients is MMSE, the channel capacity can be obtained in units of 
bit/second/Hertz (bps/Hz) using [83] 
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The upper subscript H denotes the Hermitian transposition, and hm denotes the m-th 
column of H. 
By using EMTS with equal power control, the channel capacity of MIMO can 
be obtained using [80] 
 02
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EMTS m
m
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, (3.7) 
or simply in terms of  H as 
 2 0log det  = + γ 
H
EMTSC I HH . (3.8) 
The term λm represents the eigenvalue that is obtained by the matrix of HHH. The 
channel response matrices are determined from the matrices of amplitude and phase 
of the received signal at each receiving antenna from each transmitting antenna, and 
obtained by tracing the ray into the propagation model. The channel capacity is then 
obtained by deriving the average SNR. Here, the transmission power is set at a value 
that would yield the SNR of 20 dB for the transmission distance of 400 m over a free 
space connection. 
To evaluate the performance of the systems statistically, the cumulative 
probability (Cumulative Density Function or CDF) is considered. In order to obtain 
reliable results, the propagation characteristics between the MT and BS antennas are 
simulated in 20 different urban propagation models for each setting. This means that 
the CDF of the channel capacity is calculated from the total number of 185×20=3,700 
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different channel response matrices. This number of models is considered in Section 
3.2 that it is adequate to give an accurate value of the channel capacity of the 
evaluated systems. 
B. MU-MIMO Systems 
Multiuser systems with multiple antennas at the transmitter and receiver are 
called MU-MIMO systems. These multiple antennas can significantly enhance 
performance in multiple ways. The antennas can be used to provide diversity gain to 
improve BER performance. The capacity region of the multiuser channel is increased 
by MIMO, providing multiplexing gain. Finally, multiple antennas can provide 
directivity gain to spatially separate users, which reduces interference. The capacity 
regions of MIMO multiuser channels have been extensively studied [84], [85], 
motivated by the large capacity gains associated with single-user systems. These 
results can be extended to find the MIMO capacity region in fading with perfect CSI 
at all transmitters and receivers. 
In the cases of MU-MIMO considered in Chapter 5, two MTs are assumed to 
move independently along the broken lines in Figure 3-1(b). For each paired location 
of these MTs, the channel matrix is obtained from the simulation. The channel 
capacity is then calculated using this channel matrix. In order to evaluate the 
statistical performance, the channel capacities of different paired locations of the MT1 
and MT2 are evaluated. 
Referring back to Figure 2-6, when considering the uplink scenarios, the 
analysis of the channel is commonly referred to multi-access channel (MAC). The 
MAC capacity (CMAC) is considered as the total channel capacity at which the BS 
antenna can receive from the MTs moving in the propagation area. In such a MAC, 
the BS can estimate all the CSIs from the transmitting antennas, as shown in Figure 3-
3. In the cases of 2-user MIMO systems evaluated in Chapter 5, this CMAC can be 
obtained by the substitution of the combined CSI (HMAC) into Equation (3-8). This 
means that the number of calculated cases is 185×185=34,225 for each model, and the 
CDF of the channel capacity is calculated from the total number of 34,225×20= 
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684,500 different channel response matrices for each setting. For example, in the 
cases of (2+2)×4, the CSI of the MAC is the combination of the CSIs of two MTs as 
shown in Figure 3-4. 
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3.3.3 Spatial Correlation 
In outdoor wireless communications, it is expected that the angular spread at 
the BS is narrower than that at the MT. In such a scenario, the capacity is degraded 
even if a high SNR is obtained [79], [86]. Hence, the spatial correlation is introduced. 
The spatial correlation between the i-th and the j-th elements of the BS array is 
evaluated using [79], [86] 
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It is noted that i, j = 1,2,3,4 in the case of 4×4 MIMO. 
In cases of MU-MIMO systems, the positions of two MTs are independent as 
mentioned above. In order to evaluate the spatial correlation between users, the 
following definition is given. In such cases, there are 2×2=4 combinations of spatial 
correlation, between 2 antenna elements of MT1 and the other 2 of MT2. They can be 
obtained by [79], [86] 
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where N is the number of BS antennas, i(1) and j(2) are the i-th element of MT1 and j-
th element of MT2, respectively. In the cases of (2+2)×4 MU-MIMO, i,  j = 1, 2. The 
spatial correlation for each paired location of two MTs is also calculated using the 
channel matrix mentioned in Section 3.3.2-B. The statistical characteristics of this 
spatial correlation are also obtained by the same method as in Section 3.3.2-B. The 
spatial correlation characteristics plotted in Fig. 8 are averaged from these values. It is 
noted that Equation (3.10) can also be adopted to calculate the spatial correlation of 
SU-MIMO as in Equation (3.9). 
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3.3.4 Path Visibility 
To evaluate the performance of outdoor wireless communication systems, not 
only the signal obstacles (in this case, the surrounding buildings) and the height of the 
BS must be considered, but also the location of the MT in such a propagation 
environment. The signal path between the transmitting and receiving antennas is 
directly and strongly affected by these parameters. Hence, the path visibility is 
introduced as a representative term for these effects. It is defined as the probability 
that a direct wave can be received at the receiver or that a LOS exists, i.e., 
 LOS
OP
[%] 100= ×Npath visibility
N
. (3.11) 
The terms NLOS and NOP denote the number of observed points at which a LOS exists 
and the total number of observed points, respectively. 
It is noted that, in general, the relative strength of the direct and scattered 
components of the received signal in wireless communications is expressed by the 
Ricean K-factor, which provides an indication of the link quality.  Although the K-
factor is generally used as the propagation parameter in mobile communication, it is 
difficult to estimate the K-factor exactly when the BS installation is considered in 
actual outdoor environment because a delay profile measurement is required. On the 
other hand, when the building structure around the BS is determined, the path 
visibility can be relatively easily obtained. Moreover, even if the K-factor is used as 
the index on the channel capacity of SU-MIMO/MU-MIMO, the SNR must also be 
clarified. Hence, instead of using the complicated K-factor, the path visibility is herein 
used as the indicative parameter to determine the channel capacity in urban MIMO 
scenarios. 
3.3.5 Difference of Angle of Arrival 
Generally, Angle of Arrival (AOA) measurement is a method for determining 
the direction of propagation of a radio-frequency wave incident on an antenna array 
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[47]. AoA determines the direction by measuring the Time Difference of Arrival 
(TDOA) at individual elements of the array. From these delays, the AoA can be 
calculated and this TDOA measurement is generally made by measuring the 
difference in received phase at each element in the antenna array. 
However, in the study of MU-MIMO in Section 5, the AOA difference (AOA-
diff) is just defined as the difference of the angle at which the signal from each MT 
arrives at the BS, when considering the uplink channel. In the other words, this AOA-
diff is just reflecting that how far the geometrical distance between users is. It is easily 
noticed that the AOA-diff becomes large when the locations of two MTs are far apart. 
For a clear understanding, the defined AOA-diff is shown in Figure 3-4. 
Base station
Mobile terminals
AoA-Diff
 
Figure 3-4  Difference of angle of arrival (AoA-Diff). 
3.4 Ray-Tracing Simulation 
Referring back to Section 2.7, the ray tracing method is a technique which 
presumes propagation loss, delay time, and direction of arrival (DOA) of the ray on 
the basis of geometrical theory of light, by pursuing the radio wave from the 
transmitting point to the reception point. Since ray-tracing method is dealt with many 
buildings or obstacles in propagation area, the computational method becomes 
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extremely complicated. In wireless communication, the ray-tracing method is 
applicable for the urban propagation measurement as well as the simple layout for 
indoor scenario. Additionally, the calculation time of this method strongly depends on 
the computational resources. 
Throughout this study, the ray-tracing method is mainly employed for the 
simulation of urban MIMO systems. There are two techniques in ray-tracing method: 
image method and ray-launching method [87], which are expressed below. 
3.4.1 Image Method 
Image method is used to calculate the reflection and diffraction of the ray 
which arrives at the receiver by assuming the locus of the ray from the combination of 
transmitting point, receiving point, and all reflecting surfaces. Additionally, the 
computational complexity of this method increases in proportion to number of 
reflection and diffraction of the ray. 
The calculation method of multipath reflection using image method is as 
follows. An example in the case of two reflecting surfaces is considered. In Figure 3-5, 
it is assumed that the ray from the transmitting point A arrives at the receiving point B, 
after 2-time reflecting on surfaces 1 and 2, at reflecting points P and Q, respectively. 
In this case, the shadowing points of the transmitting point A and receiving point B, 
regarding the surface 1 and 2, are assumed as A' and B', respectively. Since there are 2 
reflections existing along the path of the ray, the following conditions are necessarily 
considered. 
a) Surface 2 is crossed by the line A'B' at an intersection designated as the 
reflecting point Q. 
b) Surface 1 is crossed by the line A'Q at an intersection designated as the 
reflecting point P. 
c) The direct ray is spread along the line AP. 
d) The direct ray is spread along the line PQ. 
e) The direct ray is spread along the line QB. 
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Figure 3-5  Image method. 
These 5 segments of the locus of the ray are decided regarding the combination of 
surfaces 1 and 2. Moreover, the diffracted ray can also be calculated by this method, 
but not for the transmitted wave. 
3.4.2 Ray-Launching Method 
Ray-launching method is a technique to calculate the field intensity of the ray 
arrives at the receiver. From the view point of the transmitter, many rays emit in all 
directions as shown in Figure 3-6. The path of the ray in each direction as well as its 
reflection and diffraction can be pursued. When this ray is passing the area near the 
receiver which is called the reception area, the field intensity can be then calculated. 
However, the reception area where the receiver and the ray completely concur 
becomes very small. The ray which is not passing the reception area is considered as 
the un-received ray as also shown in Figure 3-6. Moreover, the transmitted wave can 
also be calculated by this method, but not for the diffracted ray.  
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Figure 3-6  Ray-launching method. 
3.4.3 Diffracted Ray 
Diffraction refers to various phenomena which occur when a wave encounters 
an obstacle. It is described as the apparent bending of waves around small obstacles 
and the spreading out of waves past small openings. It can be simply said that 
diffraction arises because of the way in which waves propagate. Similar effects are 
observed when light waves travel through a medium with a varying refractive index 
or a sound wave through one with varying acoustic impedance. Diffraction occurs 
with all waves, including sound waves, water waves, and electromagnetic waves such 
as visible light, x-rays and radio waves. This means the effects of diffraction can be 
regularly seen in everyday life.  
In outdoor wireless communication, the diffraction generally exists on the path 
where the direct ray does not arrive directly at the reception point. With the simulation 
on radio wave propagation by the analytical software which is used in this study, the 
diffraction phenomenon is considered. 
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Chapter 4 Channel Capacity Characteristics 
of Urban SU-MIMO Systems 
In this chapter, the performance of the urban SU-MIMO systems, introduced 
in Section 3.3.2-A, compared to that of the conventional iid channels is evaluated. The 
effects of algorithms employed for MIMO transmission are considered. The effects of 
urban model configurations such as the building height distribution, and BS antenna 
height, as well as those of antenna configurations such as the number of antenna 
elements, antenna element spacing, and antenna polarization are discussed. The 
effects of path visibility on the SNR, channel capacity and spatial correlation 
characteristics are also discussed at the end of this chapter. 
4.1 Effects of Algorithms for Urban MIMO Transmission 
Figure 4-1 represents the examples of the channel capacity distribution around 
the observed area along the broken lines in Figure 3-1(b). Two different cases are 
shown to clarify the difference in the channel capacity distribution of urban SU-
MIMO systems. The average building heights of 20 m to 40 m are considered 
throughout this study as the representative cases of a downtown area as mentioned in 
Section 3.1. 
Figures 4-1(a) shows the case when the weight coefficients in the SU-MIMO 
system are controlled using the MMSE algorithm, as Figures 4-1(b) shows the case 
when the EMTS algorithm is employed for urban MIMO transmission. In both cases, 
the average building height (hAVG) is set to 30 m and the BS antennas are mounted at 
the height (hBS) of 80 m. 
These figures clarify that, for both settings, the further the distance the MT 
moves away from the BS, the more degraded the channel capacity becomes, 
especially at the far edges of the observed area. As the results, it is noticed that there 
are more darker-points presenting in Figure 4-1(b) than in Figure 4-1(a). In the other 
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words, it is clarified that the urban SU-MIMO systems, in which the EMTS algorithm 
is employed, have a higher channel capacity compared to that using the MMSE 
algorithm. 
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Figure 4-1  Channel capacity distribution in which only the algorithm is changed. 
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To discriminate these results, the performance of SU-MIMO systems is 
evaluated statistically by calculating the CDF of the channel capacity. Figure 4-2 
represents the effects of algorithms for urban MIMO transmission by a comparison of 
their CDFs of the channel capacity. By considering the difference in the systems, it is 
noticed that the area under the CDF curve of the channel capacity of MIMO-EMTS 
system is clearly smaller than that of MIMO-MMSE one. That is to say, the 
effectiveness in SU-MIMO systems is improved by utilizing the EMTS algorithm as 
the MIMO transmission. 
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Figure 4-2  Effects of algorithms for urban MIMO transmission. 
To make it a bit clearer, the improvement in the channel capacity of MIMO-
EMTS over MIMO-MMSE compared to those for conventional iid channels is 
represented in Figure 4-3. This is illustrated in terms of the channel capacity ratio 
(CEMTS / CMMSE). The dashed lines, which represent the capacity ratio of the 
conventional iid channels, clearly indicate that EMTS can improve the channel 
capacity only slightly over MMSE (CEMTS/CMMSE ≈ 1.2) for all the variations in the 
model configurations. In the case of the SU-MIMO channels, which are represented 
by the solid lines, it is clear that the capacity can be significantly improved by 
employing EMTS (CEMTS / CMMSE > 2). This is due to the very high spatial correlation, 
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which is described hereafter. Hence, the EMTS is considered to be effective for urban 
SU-MIMO communications. Further details regarding the low channel capacity when 
MIMO-MMSE is employed and why MMSE is considered unsuitable for urban SU-
MIMO scenarios are discussed in Section 4.2.3. It was also indicated in [81] that the 
channel capacity of urban MIMO systems is maximized when the EMTS algorithm is 
employed. Hence, hereafter the focus of the discussion is on MIMO-EMTS. 
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Figure 4-3  Improvement in channel capacity by EMTS. 
4.2 Effects of Urban Model Configurations 
4.2.1 Effects of BS Antenna Height 
Figure 4-4 represents other two examples of the channel capacity distribution 
around the observed area. Figures 4-4(a) shows the case when the BS antennas are 
mounted at the height (hBS) of 40 m, as Figures 4-4(b) shows the case when the BS 
antennas are mounted higher at the height of 80 m. In both cases, the average building 
height (hAVG) is set to 20 m and the EMTS algorithm is employed for urban MIMO 
transmission. As the results, it is noticed that there are more darker-points presenting 
in Figure 4-4(b) than in Figure 4-4(a). In the other words, it is clarified that MIMO 
users can obtain more reliable service when moving around the area with a higher-
mounted BS. 
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Figure 4-4  Channel capacity distribution in which only the BS height is changed. 
80 m 
To discriminate these results, the performance of the systems is evaluated 
statistically by calculating the CDF of the SNR as well as of the channel capacity. 
Herein, the SNR of the MIMO systems is determined from the average SNR of four 
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antenna elements, which is almost the same level as that for the SISO systems. 
Figures 4-5(a) and 4-5(b) respectively represent the effects of the BS antenna height 
on the SNR and channel capacity characteristics. The BS antenna height is varied 
among 60 m, 80 m, and 100 m as the average building height is set to 30 m. In Figure 
4-5(a), the characteristics of the SNR (per element) of the MIMO systems are 
illustrated. As shown in this figure, the SNR is increased along with the average 
building height. Moreover, the range of the SNR becomes 0 to 50 dB regardless of the 
distribution of the building height. 
In Figure 4-5(b), comparisons between 4×4 MIMO-EMTS and conventional 
SISO systems are shown. By considering the difference in the systems, it is noticed 
that the area under the CDF curves of the channel capacity of MIMO-EMTS systems 
is much smaller than that for SISO systems. That is to say, the effectiveness in the 
MIMO systems is improved over the conventional SISO systems. When the BS 
antenna is mounted higher, the channel capacities for both SISO and MIMO are 
increased. Although it is well known that the capacity in SISO channels is increased 
by the SNR, these results confirm that the capacity in urban MIMO systems is also 
increased by the increase in the SNR. 
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Figure 4-5  Effects of BS antenna height. 
4.2.2 Effects of Building Height Distribution 
Figure 4-6 represents other two examples of the channel capacity distribution 
around the observed area. Figures 4-6(a) shows the case when the average building 
height (hAVG) is set to 20 m, as Figures 4-6(b) shows the case when the average 
building height (hAVG) is set higher to 40 m. In both cases, the BS antennas are 
mounted at the height (hBS) of 80 m and the EMTS algorithm is employed for urban 
MIMO transmission. As the results, it is noticed that there are more darker-points 
presenting in Figure 4-6(a) than in Figure 4-6(b). In the other words, it is clarified that 
MIMO users can obtain more reliable service in an area in which the average building 
height is lower. 
Figures 4-7(a) and 4-7(b) represent the effects of building height distribution 
on the SNR and channel capacity characteristics, respectively. The same comparisons 
among the different systems as in Figure 4-5 are considered. The average building 
height is varied among 20 m, 30 m, and 40 m as the BS is mounted at a height of 80 
m. Considering the variation in the average building height, it is clarified that when 
65 
the average building height becomes low, the area under the CDF curves of the SNR 
and channel capacity decreases, i.e., for all systems. A user moving in the area in 
which the average height of the surrounding buildings is lower can obtain more 
reliable services. 
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(b)  EMTS algorithm, hAVG = 40 m
Figure 4-6  Capacity distribution in which only the average building height is changed. 
, hBS = 80 m 
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(b)  Effect on channel capacity characteristics 
Figure 4-7  Effects of building height distribution. 
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4.2.3 Effects of Model Configurations on SNR, Chanel Capacity, and 
Spatial Correlation Characteristics 
Figures 4-8(a), 4-8(b), and 4-8(c) represent the effects of the building height 
distribution and BS antenna height on the SNR, the channel capacity and the spatial 
correlation characteristics, respectively. The average building height is varied among 
20 m, 30 m, and 40 m as the BS antenna height is varied from 40 m to 150 m in steps 
of 10 m. It is noted that the algorithms employed for urban MIMO transmission do 
not affect the SNR characteristics of the systems. However, at any average building 
height, the average SNR increases when the BS antenna is mounted higher. 
Figure 4-8(b) shows that when 4×4 MIMO-EMTS is employed, it achieves 
approximately 4-times higher channel capacity over the conventional SISO systems. 
The elements added to the BS and MT antennas seem to be fully beneficial since the 
channel capacity of MIMO-EMTS is only slightly influenced by the spatial 
correlation and it promises to be more applicable to urban MIMO transmission. On 
the other hand, as discussed regarding Figure 4-3, the performance of MIMO-MMSE 
severely degrades and it is considered inapplicable to urban wireless communications. 
In such cases, the performance of the systems is distinctly influenced by high spatial 
correlation environments as shown in Figure 4-8(c). The spatial correlations for all 
settings of urban propagation models are really high. These results are confirmed by 
the situations with the high spatial correlation measured in actual MIMO 
environments when only vertical polarization is used [79]. In general MIMO 
transmission, the channel capacity is affected by two factors, the multiplexing gain 
and the spatial diversity gain. In such high correlation scenarios, the second and the 
remaining eigenvalues are very small compared to the first one. However, the effect 
of the spatial diversity gain considering the first eigenvalue can be achieved because 
the diversity effects exist at the transmitting and receiving arrays. Hence, the channel 
capacity can still be improved. 
Considering the intersection between the curves and the vertical dash lines in 
Figure 4-8, when the average building height is 20 m, the average SNR on the right-
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hand side gradually increases compared to the other side. The highest level of the 
average channel capacity is obtained when the BS antenna is mounted at 80 m height. 
At this average building height, the average spatial correlation keeps increasing 
throughout the variation of the BS height. 
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(c)  Effect on spatial correlation characteristics 
Figure 4-8  Effects of building height distribution and BS antenna height. 
In urban wireless communications, the performance of the MIMO systems in 
terms of the channel capacity characteristics is influenced by not only the reflection 
and diffraction of the propagation model itself, but also the SNR and the spatial 
correlation. When the average building height is not so high (20 m) and the BS 
antenna is mounted low, the influence of the SNR seems to be larger than that of the 
spatial correlation. Thus, the average channel capacity of MIMO-EMTS can be 
improved along with the increase in the height of the BS antenna and the average 
SNR. However, when the BS antenna is mounted very high compared to the average 
building height, in this case higher than 80 m, the influence of the spatial correlation, 
which still gradually increases, begins to affect the channel capacity. Consequently, 
the channel capacity of the systems cannot be improved and gradually degrade. These 
situations are more clearly described in Section 4.4 by additionally considering the 
effects of path visibility. 
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4.3 Effects of Antenna Configurations 
The effects of urban model configurations on the channel capacity 
characteristics have been discussed. Beside those studies, the effects of the antenna 
configurations in such urban propagation environment where the spatial correlation 
becomes very high and strongly affect the channel capacity, are quite interesting to be 
considered. The channel capacity of conventional iid channels, which is herein 
calculated using the random-generated channel matrix with the average SNR obtained 
from the simulation results of each urban propagation model, is referred to show the 
effectiveness of our studied systems. 
4.3.1 Effect of Number of Antenna Elements 
In this section, the effects of the numbers of the MT and BS antenna elements 
are evaluated. The numbers of the MT and BS antenna elements in considered SU-
MIMO systems are varied together from two to four elements as shown in Figure 4-9, 
as the conventional SISO system is also referred as the reference case. 
Mobile Terminal 
(MT) Number of MT antenna elements
2 3 4
dd d
Number of BS antenna elements
Base station
(BS)
d
2 3 4
dd
 
Figure 4-9  Number of antenna elements. 
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Figure 4-10 represents the effect of the number of the antenna elements on the 
channel capacity of M×N SU-MIMO, when M=N. The height of the 4-element BS 
antenna is varied among 60 m, 80 m and 100 m. The average building height is set to 
30 m. The MT antennas are set in a square array with the spacing of a half wavelength 
(λ/2). It clearly indicates that the channel capacity of the systems is improved along 
with the increase in the numbers of antenna elements. However, even if the numbers 
of antenna elements is increased, the channel capacity is not increased in proportion to 
the numbers of elements at the transmitting and receiving antennas as in the 
conventional iid scenarios. Moreover, adding more elements to the antenna array 
seems to deteriorate the channel capacity compared to that in the iid cases. 
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Figure 4-10  Effect of number of antenna elements. 
4.3.2 Effect of Antenna Element Spacing 
In this section, the effects of the spacing between each antenna element at both 
MT and BS antennas are evaluated. The element spacing (d) at both MT and BS 
antennas in SU-MIMO systems are varied from λ/2 to 3λ as shown in Figure 4-11. 
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Figure 4-11  Antenna element spacing. 
Figure 4-12 represents the effect of element spacing at the BS antenna on the 
channel capacity characteristics. The BS antenna height is varied among 60 m, 80 m, 
and 100 m. The average building height is set to 30 m. The linear array of four 
antenna elements is employed at the BS, as four antenna elements are set in a square 
array at the MT. Since the carrier frequency employed herein is 3 GHz, one 
wavelength (λ) becomes 10cm. Figure 4-12(a) shows another case when the element 
spacing at both MT and BS antennas are varied together, as Figures 4-12(b) and 4-
12(c) respectively show the cases when the element spacing at only MT or BS 
antenna is varied, as that at another side is fixed at  λ/2. 
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(a)  Both BS and MT antenna element spacings are varied 
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(b)  Only MT antenna element spacing is varied 
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(c)  Only BS antenna element spacing is varied 
Figure 4-12  Effect of antenna element spacing. 
As the results in Figure 4-12(a), larger or wider element spacing at both MT 
and BS antennas can improve the channel capacity of SU-MIMO systems, and 
approach to those of the conventional iid cases. In such a case, the spatial correlation 
in urban propagation environment seems to be mitigated by wider element spacing. 
Unfortunately, in practice, it is rather inconvenience to implement the MT antenna 
elements with such a wide spacing. In consequence, the variation of the element 
spacing at only the BS or MT antenna is considered separately. 
In Figures 4-12(b) and 4-12(c), the variation of the element spacing at only the 
MT or BS antenna, among the values of λ/2, 1λ, 2λ and 3λ, as that at another side is 
fixed at λ/2, merely affects the channel capacity, unlike the effects of other parameters 
in the previous sections. Even if the spacing between each antenna element at BS is 
wider, the average channel capacity is not improved. Moreover, the channel capacity 
of these SU-MIMO systems is deteriorated compared to those of the iid cases. This is 
because the very high spatial correlation in urban propagation environment, in which 
the signals arrive at the receiving antenna from the limited directions. In such iid 
channels, the channel capacity characteristics are not affected by the antenna element 
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spacing. In consequence, it is assumed that there is a challenge to obtain the higher 
capacity when the MU-MIMO with the same total number of antennas with the SU-
MIMO is employed. Hence, the MU-MIMO transmission is introduced in Chapter 5, 
in order to reduce the spatial correlation and its effect on the channel capacity 
characteristics of urban MIMO systems. 
4.3.3 Effect of Antenna Polarization 
In this section, the effect of the antenna polarization at both MT and BS 
antennas is evaluated. The antenna polarizations at BS and MT antennas in SU-
MIMO systems are varied between the vertical and horizontal polarization as shown 
in Figure 4-13. 
S
E = Electric Field Vector
Vertical 
Polarization
H
Antenna
S
H
= Poynting
Vector
(Energy Flow)
Horizontal 
Polarization
E
= Magnetic Field Vector
 
Figure 4-13  Antenna polarization. 
Figure 4-14 represents the effect of the antenna polarizations at the BS and 
MT antennas on the channel capacity characteristics. The BS antenna height is varied 
among 60 m, 80 m, and 100 m. The average building height is set to 30 m. The linear 
array of four antenna elements is employed at the BS, as four antenna elements are set 
in a square array at the MT. 
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As the results, for all BS antenna heights, the most reliable SU-MIMO systems 
is obtained when the vertical polarizations are employed at both BS and MT antennas 
(V-V). The reliability of the system decreases when the antenna polarizations are 
changed to horizontal (H-H). And it goes similarly worse when the different antenna 
polarization of the BS and MT sides are employed (V-H, H-V). These results lead us 
to pay attention on V-V case which is employed in other sections throughout this 
study. However, wit is noted that, in some practical scenarios such as street microcell 
with many low-height repeaters [9], the BS antenna with horizontal polarization has 
been considered that it can provide more advantages.  
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Figure 4-14  Effect of antenna polarization. 
Additionally, it is noted that there are other antenna configurations, such as the 
radiation pattern, which are not considered herein. Even if the directional antennas 
have promised good performance in many indoor MIMO systems [88], it seems not to 
be appropriate for the urban ones where the user terminals are supposed to move in 
wide propagation environment. Some simulated results about the effects of these 
parameters look too complicate to be discussed. Hence, the omni-directional antennas 
are employed at both transmitting and receiving antennas throughout this study. 
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4.4 Effects of Path Visibility 
4.4.1 Effects of Model Configuration on Path Visibility 
Before discussing the effects of path visibility, it is noted that the results in 
this section do not depend on the algorithm employed in the systems. It is also 
clarified that the path visibility around the observed area is significantly influenced by 
the surrounding buildings, the BS height, as well as the location of the MT in the 
propagation area. 
Figures 4-15(a) and 4-15(b) show the effects of the building height 
distribution and the BS antenna height on the path visibility, respectively. In Figure 4-
15(a), the BS antenna height is varied from 40 m to 120 m in steps of 20 m. The 
figure shows that, at any BS antenna height, the path visibility reasonably decreases 
when the average building height is higher. Furthermore, when the average building 
height is set to 40 m, the path visibility changes in only a small range or 
approximately only 12 percent, even if the BS is mounted at three times the average 
building height (120 m). In Figure 4-15(b), the average building height is varied 
among 20 m, 30 m, and 40 m. The figure shows that, at any average building height, 
the path visibility reasonably increases when the BS antenna is mounted higher. 
Moreover, the relationship between the path visibility and BS antenna height seems to 
be ably and roughly approximated as linear functions, i.e., it appears linear with a 
constant slope for each average building height. 
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(a)  Effect of building height distribution 
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(b)  Effect of BS antenna height 
Figure 4-15  Effects of urban model configurations on path visibility. 
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4.4.2 Effects of Path Visibility on SNR, Chanel Capacity, and Spatial 
Correlation Characteristics 
From the results in Figures 4-8 and 4-15, it is anticipated that some 
relationships exist among the path visibility, SNR, channel capacity, and spatial 
correlation. In order to clarify the relationships among these parameters, the effects of 
path visibility on the SNR, channel capacity, and spatial correlation characteristics are 
represented in Figures 4-16(a), 4-16(b), and 4-16(c), respectively. 
Figure 4-16(a) indicates that the SNR characteristic of urban SU-MIMO 
systems can be approximated from the path visibility without the need to derive it 
from the model configuration, neither the building height distribution nor the BS 
antenna height. On the right-hand side of the vertical dashed line, i.e., when the path 
visibility is greater than 30 percent, it is noticed that the SNR is not increased in a 
proportional to the path visibility. Furthermore, a very interesting result is obtained in 
Figure 4-16(b), as the channel capacity is maximized when the path visibility is 
approximately 30%. When the path visibility is greater than 30%, the channel 
capacity is decreased while it is proportionally improved on the other side or when the 
path visibility is less than 30%. The reason why the optimal channel capacity exists 
can be explained by using Figures 4-16(a) and 4-16(c). 
In such cases where the BS antenna is mounted very high compared to the 
height of the surrounding buildings, although the path visibility increases, the 
influence of the spatial correlation, which still gradually increases as shown in Figure 
4-16(c), becomes affecting the channel capacity. On the other hand, it is noted that the 
SNR is not increased in a proportional to the path visibility when the path visibility is 
greater than 30% as shown in Figure 4-16(a). In the other words, the channel capacity 
is determined by not only the SNR but also the spatial correlation, although the effect 
on the channel capacity by the SNR is basically stronger than that by the spatial 
correlation. 
Therefore, the channel capacity is decreased even if the SNR and path 
visibility are increased, when the spatial correlation is very high. As a result, the 
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appropriate combination of the SNR and spatial correlation, which maximizes the 
channel capacity in 4×4 MIMO-EMTS transmission, is obtained when the path 
visibility is approximately 30%. Furthermore, it is found that the appropriate channel 
capacity in urban SU-MIMO scenarios can be determined by only a single parameter, 
path visibility. 
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(b)  Effect on channel capacity characteristics 
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(c)  Effect on spatial correlation characteristics 
Figure 4-16  Effects of path visibility. 
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Chapter 5 Channel Capacity Characteristics 
of Urban MU-MIMO Systems 
In this chapter, the performance of the urban MU-MIMO systems compared to 
that of the urban SU-MIMO systems is evaluated. The effects of urban model 
configurations and path visibility on the characteristics of the spatial correlation 
between users and channel capacity of urban MU-MIMO systems are discussed. The 
improvement in the channel capacity by MU-MIMO in urban scenarios is finally 
clarified. 
Referring back to Chapter 4, the channel capacity of urban SU-MIMO is 
deteriorated compared to that of the iid cases due to the very high spatial correlation 
in urban propagation environment. The performance of SU-MIMO systems is 
degraded because the multipath rich environment cannot be created. Hence, in order 
to reduce the effect of the spatial correlation, the MU-MIMO transmission is 
introduced in this section. In order to compare the MAC capacity to the channel 
capacity in SU-MIMO, the total numbers of transmitting and receiving antennas of 
both SU-MIMO and MU-MIMO are set to be the same. In the other words,, the 
channel capacity characteristics of urban (2+2)×4 MU-MIMO are evaluated 
throughout this chapter. 
5.1 Channel Capacity Comparison between MU-MIMO and SU-MIMO 
When considering the uplink scenarios in urban MU-MIMO transmission, 
CMAC is considered as the total channel capacity at which the BS antenna can receive 
from the MTs moving in the propagation area. 
Figure 5-1 represents the examples of the CDFs of CMAC of (2+2)×4 MU-
MIMO compared to those of the channel capacity of 4×4 SU-MIMO (CSU). Figure 5-
1(a) shows the case when the average building height (hAVG) is 20 m, and the BS 
antenna height (hBS) is 50 m, in which CMAC is almost as same as CSU (CMAC ≈ CSU). 
Figure 5-1(b) shows another case when the BS antenna is mounted higher at 100 m 
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height, in which CMAC is clearly greater than CSU. This characteristic reasonably lies in 
the same direction and agrees with those of measured MU-MIMO channels in both 
outdoor and indoor scenarios which are clearly evaluated in [89]. 
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(a)  hAVG = 20 m, hBS = 50 m. 
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(b)  hAVG = 20 m, hBS = 100 m. 
Figure 5-1  Examples of CDFs of CSU and CMAC. 
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These results promise a very significance to be considered, since the MU-
MIMO transmission is effective when the BS antenna is mounted higher, while the 
SU-MIMO one is not. When considering the cases of conventional iid channels, the 
CMAC are always equal to the CSU, i.e., the SU-MIMO seems to be also effective in iid 
scenarios. 
5.2 Effects of Urban Model Configurations 
5.2.1 Effects on Channel Capacity Characteristics 
To evaluate the performance of urban MU-MIMO further, the variation of the 
model configurations are considered. Figure 5-2 shows the effects of the model 
configurations on the channel capacity of SU-MIMO and MU-MIMO systems 
mentioned in Section 5.1. The average building height is varied among 20 m, 30 m and 
40 m, respectively. 
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Figure 5-2  Effects of urban model configurations on CMAC and CSU. 
When considering the channel capacity of MU-MIMO compared to that of 
SU-MIMO, the results promise a very significance, since there are the situations that 
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the CMAC becomes greater than the CSU (CMAC > CSU), i.e., the MU-MIMO 
transmission presents the effectiveness. Further discussion about this is expressed in 
Section 5.4. These results confirm that the channel capacity characteristics of MU-
MIMO are greatly different from those in the iid scenarios, in which the CMAC is 
normally equal to the CSU, when the total number of antennas is the same. These are 
clearly supported by Figure 5-3 which is discussed in the next section. 
5.2.2 Effects on Spatial Correlation Characteristics 
Since the previous section states that the channel capacity characteristics of 
MU-MIMO are greatly different from those in the iid scenarios, in which the CMAC is 
normally equal to the CSU, when the total number of antennas is the same. These 
results are clearly supported by Figure 5-3. The average spatial correlation between 
the users of (2+2)×4 MU-MIMO in which two MTs moving independently in the 
propagation area is much lower than the average spatial correlation between each 
antenna element of 4×4 SU-MIMO in which all MT antenna elements always stay 
close. Since the spatial correlation becomes low, its effect on the channel capacity is 
also deteriorated. 
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Figure 5-3  Spatial correlation characteristics. 
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5.3 Effect of AoA-diff on Channel Capacity Characteristics 
From the view of the receiving antenna (BS), the AOA-diff is defined and its 
effect on the channel capacity characteristics is indicated. Figure 5-4 shows the 
average CMAC and CSU at each AOA-diff. In the cases of MU-MIMO in which the MTs 
stay far from each other, along with the increase in the AOA-diff, the channel capacity 
is relatively increased. Even if the BS antenna is mounted at 50 m height at which the 
MU-MIMO transmission is not much more effective than the SU-MIMO (see Figure 
5-2), the channel capacity is also increased when the locations of two MTs are far apart 
and the spatial correlation becomes low. Moreover, when the MTs stay at the very near 
locations, or the AOA-diff is small, the (2+2)×4 MU-MIMO can be approximately 
regarded as the 4×4 SU-MIMO, and the channel capacity becomes low due to high 
correlation. 
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 Figure 5-4  Effects of difference of AOA on CSU and CMAC. 
5.4 Channel Capacity Improvement in MU-MIMO 
The results in Figure 5-2 are very interesting as discussed. However, the 
turning points at which the CMAC becomes greater than the CSU cannot be distinctly 
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noticed. Hence, Figure 5-5 shows the clearer figure by illustrating in terms of the 
channel capacity ratio of the CMAC to the CSU, which indicates the improvement in the 
channel capacity of MU-MIMO over SU-MIMO. The intersections between these lines 
and the horizontal dashed line indicate the turning points at which the CMAC becomes 
greater than the CSU (CMAC / CSU > 1). As the average building height is higher, the 
turning points relatively present at the higher BS antenna height, for example, when 
hAVG = 40 m and hBS ≈ 100 m. 
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Figure 5-5  Improvement in channel capacity by MU-MIMO. 
5.5 Effect of Path Visibility on Channel Capacity Characteristics 
To explain these more relatively, the path visibility which is introduced in 
Chapter 3 seems to be playing an important role once again. Consequently, Figure 5-6 
shows the effect of the path visibility on the characteristics of the CMAC / CSU. As the 
results, along the increase in the path visibility, the ratio of the CMAC / CSU is relatively 
increased. It is clarified that the CMAC becomes greater than the CSU, when the path 
visibility is about 13 percent. That is to say, to obtain the effectiveness of urban 
wireless communication, not only the MU-MIMO transmission is supposed to be 
employed, but also the BS antenna should be mounted at the height so as the path 
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visibility is greater than 13%. This result will be very useful when considering the 
installation of the BS in urban SU/MU-MIMO systems. Furthermore, when the 
average building height is varied from 20 m to 40 m, the optimal height of the BS 
antenna which yields 13% path visibility can be estimated as shown in Figure 5-7. In 
general words, when the building structure in each urban area is given and the BS 
antenna is installed, the path visibility can be estimated. By only this single parameter, 
“path visibility,” the improvement in the channel capacity by MU-MIMO in urban 
scenarios can be determined. 
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Figure 5-6  Effect of path visibility on the characteristic of CMAC / CSU. 
In such urban propagation scenarios in which the spatial correlation is very 
high, the independent positions of the users in MU-MIMO can reduce the spatial 
correlation. That is the reason why MU-MIMO transmission can present the 
effectiveness while the SU-MIMO cannot. These results also confirm that the channel 
capacity characteristics in urban MU-MIMO are greatly different from those in neither 
indoor nor iid scenarios as discussed in Section 5.1. On the other hand, although the 
spatial correlation can be reduced in the cases of MU-MIMO, the change in the 
difference of the spatial correlation is very small (see Figure 5-3). Moreover, it is 
shown in Chapter 4 that the path visibility becomes high as the average building height 
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is lower. When considering these facts together with the results in Figure 5-4, it is 
clarified that the most of the capacity improvement in the cases of MU-MIMO is 
because of the enlargement of AOA-diff. This is reinforced by that the performances 
of SU-MIMO and MU-MIMO become approach as the average building height 
becomes higher (see Figure 5-2). Namely, when the LOS path is blocked, the AOA-
diff does not work as a dominant factor anymore. 
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Chapter 6 Conclusions 
In this chapter, the contributions of this dissertation are concluded. It is 
summarized how the path visibility is used as the indicative parameter to determine 
the channel capacity characteristics in both urban SU-MIMO and MU-MIMO systems. 
6.1 Contributions 
In this study, the channel capacity characteristics in urban SU-MIMO and 
MU-MIMO systems considering the uplink scenario were respectively evaluated in 
Chapters 4 and 5, by using a simulation based on the ray-tracing method. 
First, after showing the overview of MIMO communication, as well as the 
system model and analysis methods employed in this study, the effects of algorithms 
for urban MIMO transmission were evaluated.  It was found that, in urban MIMO 
communications in which the spatial correlation is very high, the EMTS algorithm 
was suitable for urban MIMO transmission. The MMSE algorithm was unsuitable 
because its channel capacity is strongly affected by a high spatial correction and 
degraded in such a scenario. It was confirmed by a comparison with conventional iid 
channels that the channel capacity of urban MIMO systems could be significantly 
improved by the use of EMTS.  
Second, the effects of urban model configurations on the SNR and channel 
capacity of urban SU-MIMO systems were evaluated. Even if the spatial correlation is 
very high in an urban outdoor scenario, the MIMO communications were more 
effective than conventional SISO. When the average building height decreased or BS 
antenna was mounted higher, more reliable services were provided to users moving in 
the urban area. 
Third, the effects of the antenna configurations on the channel capacity of SU-
MIMO systems were evaluated. It was clarified that more reliable services were 
obtained in urban SU-MIMO systems when more elements were added to the MT and 
BS antennas. However, the channel capacity was not increased in proportion to the 
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increased number of the elements at the transmitting and receiving antennas as in 
conventional iid scenarios. The wider element spacing could not enhance the 
performance of SU-MIMO, due to the very high spatial correlation in urban 
environment. Furthermore, more reliable services were also obtained in urban SU-
MIMO systems when the antenna polarizations of both MT and BS antennas were set 
to vertical. 
Fourth, the effects of the urban model configurations on the path visibility 
were evaluated. It was clarified that the path visibility reasonably increased when 
either the average height of the surrounding buildings was lower or the BS antenna 
was mounted higher. The effects of the path visibility on the SNR, channel capacity 
and spatial correlation characteristics were then evaluated. It was clarified that the 
SNR and channel capacity characteristics of urban MIMO systems could be derived 
directly from the path visibility between the BS and MT antennas. Neither a high 
SNR nor a high BS antenna location was necessarily optimal for the channel capacity 
in urban MIMO-EMTS scenarios. Hence, from the viewpoint of the base station 
installation in urban SU-MIMO systems, not only the SNR but also the spatial 
correlation must be carefully considered. It was found that the appropriate channel 
capacity in urban MIMO scenarios can be determined by only a single parameter, path 
visibility. Furthermore, this parameter provided guidance in terms of the BS antenna 
height reaching optimality at the path visibility of 30 percent when considering 4×4 
MIMO-EMTS transmission. At this optimal path visibility, the channel capacity is 
maximized because the appropriate combination of SNR and spatial correlation can 
be obtained. 
Fifth, the MU-MIMO transmission was introduced to reduce the spatial 
correlation. The MAC capacity in ((2+2)×4) MU-MIMO was compared to the 
capacity in 4×4 SU-MIMO. It was clarified that the spatial correlation between users 
of MU-MIMO in which two MTs moved independently in the propagation area was 
much lower than that of the SU-MIMO in which all MT antennas stayed close all the 
times. Its effect on the channel capacity was also lowed. By the definition of the AoA-
diff, it was clarified that when the MTs stayed far from each other in which the spatial 
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correlation becomes low, the channel capacity was increased. Moreover, when the 
AoA-diff was small or the MTs stayed very near, the (2+2)×4 MU-MIMO channels 
could be approximately regarded as the 4×4 SU-MIMO. 
Finally, the ratio of the CMAC / CSU which indicates the improvement in the 
capacity by MU-MIMO was relatively increased along with the increase in the path 
visibility. It was confirmed that the MU-MIMO transmission was effective because 
the spatial correlation can be reduced by the independent positions of the users. In 
such urban scenarios, the MU-MIMO transmission was supposed to be employed. 
When the building structure in each urban area was given and the BS antenna was 
installed, the path visibility could be estimated. By only this single parameter, the 
improvement in the channel capacity by MU-MIMO in urban scenarios could also be 
determined. 
Confidently, the use of the path visibility introduced in this study could be 
beneficially applied in actual network preparation of future wireless communications 
in which the improvement in the spectral efficiency, coverage, and link reliability 
systems are required. 
6.2 Future Works 
Although the sector cell in which the signals also arrive from the back side of 
the BS, i.e., the case in which the location of the BS is surrounded by the moving 
MTs, is another important scenario, it is not considered in this paper. Evaluations of 
such case are expected in the future studies. Furthermore, in this study, the channel 
capacity of 2-user MIMO for a given pairing of two users was obtained, in order to 
evaluate the basic performance of MU-MIMO in outdoor propagation environment. 
Evaluations of the optimal MU pairing or user scheduling employed to reduce the 
instantaneous spatial correlation, i.e., to achieve multi-user diversity in [90], [91], are 
also expected in the future studies. 
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MATLAB Source Code 
A. Building Urban Propagation Model 
% Building Urban Propagation Model 
clear all; 
ts = 1;      % town-image start 
hav = 30;    % average height of buildings [m] 
hbs = 80;    % height of BS antenna [m] 
bse = 4;     % number of BS element 
bes = 0.5;   % element spacing [x lambda] 
town = 20;   % number of propagation models 
pz = [1;1;1;1];   % polarization (1 = vc, 2 = hz) 
 
for ntown = ts:town 
    f_name = sprintf('C:\\EEMs\\town-h%d-bs%d-be%d-bes%1.1f-
%d.dat',hav,hbs,bse,bes,ntown); 
    fw = fopen(f_name,'w'); 
     
    fprintf(fw,'EEM-RTM\r\n'); 
    fprintf(fw,'1 4\r\n');      % EEM-RTM Version 
    fprintf(fw,'model\r\n'); 
    fprintf(fw,'3.0e9\r\n');    % Carrier Frequency [Hz] 
     
    % Material Type 
    nwtype = 1;     % type of materials used 
    fprintf(fw,'====MATERIAL====\r\n'); 
    cond(1) = 5;    % dielectric constant 1 [S/m] 
    perm(1) = 0.01; % conductance 1 [S/m] 
     
    for i = 1:nwtype 
        fprintf(fw,'%d %d %3.2f \r\n',i,cond(i),perm(i)); 
    end 
         
    fprintf(fw,'%d\r\n',0); 
    % __________________________________________________________ 
     
    % Buildings 
    fprintf(fw,'====GEOMETRY====\r\n'); 
     
    rd_wdh = 20;    % Road width(m) 
    st_bld = 22;    % Buildings width(m) 
    st_sps = 1;     % Space width(m) 
    st_blk = 50;    % Block width(m) 
    st_hgt = 20;     
     
    st_fc = 0.0;     
     
    vrtnh = 0.3;    %  
    vrtnw = 0.5;    %  
    dnty = 100.;    %  
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    n_blk = 8;      % Number of blocks 
     
    x_of = 0;        
    nct = 0 ;        
    n_dat = 1; 
    c_dat = 1; 
     
    b_nub_x = 2;    % Number of buildings per block in x-axis 
    b_nub_y = 2;    % Number of buildings per block in y-axis 
    b_nub_all = (n_blk^2)*(b_nub_x * b_nub_y); % Total number of 
buildings 
     
    for jx = 1:n_blk    % Number of block in x-axis 
        for jy = 1:n_blk     % Number of block in y-axis 
            for kx = 1:b_nub_x     
                for ky = 1:b_nub_y      
                    nct = nct+1; 
                     
                    x1n = (jx-1)*(st_blk+rd_wdh)+(kx-
1)*(st_bld+st_sps);  
                    y1n = -(jy-1)*(st_blk+rd_wdh)-(ky-
1)*(st_bld+st_sps);  
                    z(nct) = 0; 
                     
                    %55*(1-1.1*exp(-0.025*z(nct))) 
                    for j = 1:5 % DOF = 5 chi-squared distribution 
                        x = randn(1); 
                        y(i,j) = x^2; 
                        z(nct) = z(nct)+y(i,j); 
                    end 
                     
                    if hav == 10 
                        z(nct) = z(nct)*1.2+4; % Height distribution 
                    else if hav == 20 
                            z(nct) = z(nct)*3.2+4; % Height 
distribution 
                        else if hav == 30 
                                z(nct) = z(nct)*5.2+4; % Height 
distribution 
                            else if hav == 40 
                                    z(nct) = z(nct)*7.2+4; % Height 
distribution 
                                end 
                            end 
                        end 
                    end 
                    x1(nct) = x1n; 
                    y1(nct) = y1n; 
                    x2(nct) = x1n+55*(1-1.1*exp(-0.025*z(nct))); 
                    y2(nct) = y1n-55*(1-1.1*exp(-0.025*z(nct))); 
                    ntp(nct) = 1; 
                     
                    if jx == 5 && jy == 1 % height of all buildings 
in the block which BS antenna is implemented 
                        z(nct) = 10; 
                    end 
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                    if ky >= 2  
                        if y2(nct-1)-1.0 <= y1(nct) 
                            y1(nct) = y2(nct-1)-2.0; 
                            y2(nct) = y1(nct)-55*(1-1.1*exp(-
0.025*z(nct))); 
                        end 
                    end 
                     
                    if kx >= 2 
                        if x1(nct)-x2(nct-b_nub_x) <= 1.5 
                            x1(nct) = x1(nct)-x1(nct)+x2(nct-
b_nub_x)+2.0; 
                            x2(nct) = x1(nct)+55*(1-1.1*exp(-
0.025*z(nct))); 
                        end 
                    end 
                     
                    if kx == 2 && ky == 1  
                        ex = x2(nct-1)-x1(nct); 
                        ey = y1(nct-1)-y2(nct); 
                        if ex > 0 && ex > ey 
                            y2(nct) = y1(nct-1)+1; 
                            else if ex > 0 && ex < ey 
                                    x1(nct) = x2(nct-1)+1; 
                                end 
                        end 
                    end 
                     
                    if kx == 2 && ky == 2  
                        ex = x2(nct-3)-x1(nct); 
                        ey = y2(nct-3)-y1(nct); 
                        if ex > 0 && ex > ey 
                            y1(nct) = y2(nct-3)-1; 
                            y2(nct) = y1(nct)-55*(1-1.1*exp(-
0.025*z(nct))); 
                        else if ex > 0 && ex < ey 
                                x1(nct) = x2(nct-3)+1; 
                        x2(nct) = x1(nct)+55*(1-1.1*exp(-
0.025*z(nct))); 
                            end 
                        end 
                    end 
  
                    if y2(nct) < -(jy-1)*(st_blk+rd_wdh)-st_blk  
                        y2(nct) = -(jy-1)*(st_blk+rd_wdh)-st_blk;   
                    end 
  
                    if x2(nct) > (jx-1)*(st_blk+rd_wdh)+st_blk  
                        x2(nct) = (jx-1)*(st_blk+rd_wdh)+st_blk; 
                    end 
  
                    if rand(1) < dnty/100 
                        n_flg(nct) = 1;   
                        sfc_dt(n_dat,1) = x1(nct); 
                        sfc_dt(n_dat,2) = y2(nct); 
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                        sfc_dt(n_dat,5) = z(nct); 
                        sfc_dt(n_dat,6) = ntp(nct); 
                        n_dat = n_dat+1; 
  
                        sfc_dt(n_dat,1) = x2(nct); 
                        sfc_dt(n_dat,2) = y2(nct); 
                        sfc_dt(n_dat,5) = z(nct); 
                        sfc_dt(n_dat,6) = ntp(nct); 
                        n_dat = n_dat+1; 
          
                        sfc_dt(n_dat,1) = x2(nct); 
                        sfc_dt(n_dat,2) = y1(nct); 
                        sfc_dt(n_dat,5) = z(nct); 
                        sfc_dt(n_dat,6) = ntp(nct); 
                        n_dat = n_dat+1; 
          
                        sfc_dt(n_dat,1) = x1(nct); 
                        sfc_dt(n_dat,2) = y1(nct); 
                        sfc_dt(n_dat,5) = z(nct); 
                        sfc_dt(n_dat,6) = ntp(nct); 
                        n_dat = n_dat+1; 
          
                        crn_dt(c_dat,1) = x1(nct); 
                        crn_dt(c_dat,2) = y1(nct); 
                        crn_dt(c_dat,3) = 225.0; 
                        crn_dt(c_dat,4) = 90.0; 
                        crn_dt(c_dat,5) = z(nct); 
                        crn_dt(c_dat,6) = ntp(nct); 
                        c_dat = c_dat+1; 
          
                        crn_dt(c_dat,1) = x2(nct); 
                        crn_dt(c_dat,2) = y1(nct); 
                        crn_dt(c_dat,3) = 270.0; 
                        crn_dt(c_dat,4) = 135.0; 
                        crn_dt(c_dat,5) = z(nct); 
                        crn_dt(c_dat,6) = ntp(nct); 
                        c_dat = c_dat+1; 
          
                        crn_dt(c_dat,1) = x2(nct); 
                        crn_dt(c_dat,2) = y1(nct); 
                        crn_dt(c_dat,3) = 315.0; 
                        crn_dt(c_dat,4) = 180.0; 
                        crn_dt(c_dat,5) = z(nct); 
                        crn_dt(c_dat,6) = ntp(nct); 
                        c_dat = c_dat+1; 
          
                        crn_dt(c_dat,1) = x2(nct); 
                        crn_dt(c_dat,2) = y2(nct); 
                        crn_dt(c_dat,3) = 0.0; 
                        crn_dt(c_dat,4) = 225.0; 
                        crn_dt(c_dat,5) = z(nct); 
                        crn_dt(c_dat,6) = ntp(nct); 
                        c_dat = c_dat+1; 
                    else 
                        n_flg(nct) = 0; 
                    end 
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                end    
            end 
        end 
    end 
     
    zz = z'; 
     
    for i = 1:100  
        xx(i) = 0; 
        for j = 1:n_blk*n_blk*b_nub_x*b_nub_y 
            if zz(j) < i 
                xx(i) = xx(i)+1; 
            end 
        end 
    end 
     
    xx = xx'; 
        
    for i = 1:4:n_dat-1 
        fprintf(fw,'1 2\r\n'); 
        fprintf(fw,'%d\r\n',4); 
        for m = i:i+3 
            fprintf(fw,'%f %f\r\n',sfc_dt(m,1)+50,sfc_dt(m,2)+590);  
        end 
        fprintf(fw,'%d %f\r\n',0,sfc_dt(i,5)); 
    end 
     
    fprintf(fw,'2 1\r\n'); 
    fprintf(fw,'0 0 0\r\n');         
    fprintf(fw,'640 0 0\r\n');      % Entire space 
    fprintf(fw,'640 640 0\r\n');     
    fprintf(fw,'0 640 0\r\n');       
    fprintf(fw,'0\r\n'); 
  
    % Base Station Position 
    fprintf(fw,'====TX====\r\n'); 
    freq = 3*10^9;          % mobile radio frequency (Hz) 
    wave = (3*10^8)/freq;   % radio wavelength (m) 
    bsx = 340;  % reference x-coordination of BS location 
    bsy = 560;  % reference y-coordination of BS location 
    fbsx =  bsx - (bes*wave*(bse-1)/2);   % x-coordination of first 
BS element location 
    for be = 1:bse 
        fprintf(fw,'1 1\r\n'); 
        fprintf(fw,'%d %d %d 1 0\r\n',fbsx,bsy,hbs); 
        fprintf(fw,'%d\r\n',pz(be)); 
        fbsx = fbsx + (bes*wave); 
    end 
    fprintf(fw,'0\r\n'); 
    fclose(fw); 
    ntown = ntown+1; 
end 
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B. User’s Location 
% User's location - 185 points calculation 
clear all; 
sec1 = 1; 
sec2 = 106; 
ute = 4;    % number of UT element 
ues = 0.5;  % element spacing (x lambda) 
a = 14;     % interval of each observation point in x-axis 
def = 180;  % initial value of x,y coordinate - same as xx value 
point = ((640-2*def)/a)+1;  % number of observation point in each 
axis 
freq = 3*10^9;          % mobile radio frequency (Hz) 
wave = (3*10^8)/freq;   % radio wavelength (m) 
utes = ues*wave;        % UT element spacing (m) 
pz = [2;2;1;1];      % polarization (1 = vc, 2 = hz) % file name = 
line 24,88 
 
for line = 1:5  
    xx = 180;   % initial value of x-coordinate (for movement) 
    yy = 194;   % initial value of y-coordinate (for movement) = xx + 
a 
    for i = 1:point % number of observation points in x-axis 
        fw_name1=sprintf('C:\\EEMs\\terminal-ue%d-ues%1.1f-%d-
hz.dat',ute,ues,sec1); 
        fp1=fopen(fw_name1,'w'); 
         
        % User Terminal 
        fprintf(fp1,'====RX0====\r\n'); 
        if ute == 4 
            fprintf(fp1,'1 1\r\n'); 
            fprintf(fp1,'%d %d 1.5\r\n',xx-utes/2,def-utes/2); 
            fprintf(fp1,'%d\r\n',pz(1)); 
            fprintf(fp1,'1 1\r\n'); 
            fprintf(fp1,'%d %d 1.5\r\n',xx+utes/2,def-utes/2); 
            fprintf(fp1,'%d\r\n',pz(2)); 
            fprintf(fp1,'1 1\r\n'); 
            fprintf(fp1,'%d %d 1.5\r\n',xx-utes/2,def+utes/2); 
            fprintf(fp1,'%d\r\n',pz(3)); 
            fprintf(fp1,'1 1\r\n'); 
            fprintf(fp1,'%d %d 1.5\r\n',xx+utes/2,def+utes/2); 
            fprintf(fp1,'%d\r\n',pz(4)); 
        else if ute == 3 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',xx,def-utes/sqrt(3)); 
                fprintf(fp1,'%d\r\n',pz(1)); 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 
1.5\r\n',xx+utes/2,def+utes/(2*sqrt(3))); 
                fprintf(fp1,'%d\r\n',pz(2)); 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',xx-
utes/2,def+utes/(2*sqrt(3))); 
                fprintf(fp1,'%d\r\n',pz(3)); 
            else if ute == 2 
                    fprintf(fp1,'1 1\r\n'); 
                    fprintf(fp1,'%d %d 1.5\r\n',xx-utes/2,def); 
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                    fprintf(fp1,'%d\r\n',pz(1)); 
                    fprintf(fp1,'1 1\r\n'); 
                    fprintf(fp1,'%d %d 1.5\r\n',xx+utes/2,def); 
                    fprintf(fp1,'%d\r\n',pz(2)); 
                    else if ute == 1 
                        fprintf(fp1,'1 1\r\n'); 
                        fprintf(fp1,'%d %d 1.5\r\n',xx,def); 
                        fprintf(fp1,'%d\r\n',pz(1)); 
                    end 
                end 
            end 
        end 
        fprintf(fp1,'0\r\n'); 
  
        fprintf(fp1,'====RX1====\r\n'); 
        fprintf(fp1,'0\r\n'); 
  
        fprintf(fp1,'====RX2====\r\n'); 
        fprintf(fp1,'0\r\n'); 
  
        fprintf(fp1,'====SOLVER====\r\n'); 
        fprintf(fp1,'30 90 2 0 0 1 1 0\r\n'); 
  
        fprintf(fp1,'====MISC====\r\n'); 
        fprintf(fp1,'1\r\n'); 
        fprintf(fp1,'0 0 640 640\r\n'); 
        fprintf(fp1,'0 640 640 0\r\n',xx,def); 
        fprintf(fp1,'1 1\r\n'); 
        fprintf(fp1,'1\r\n'); 
  
        fclose(fp1); 
         
        if i < 17 
            fw_name2=sprintf('C:\\EEMs\\terminal-ue%d-ues%1.1f-%d-
hz.dat',ute,ues,sec2); 
            fp2=fopen(fw_name2,'w'); 
         
            % x-axis 
            fprintf(fp1,'====RX0====\r\n'); 
            if ute == 4 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',def-utes/2,yy-utes/2); 
                fprintf(fp1,'%d\r\n',pz(1)); 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',def+utes/2,yy-utes/2); 
                fprintf(fp1,'%d\r\n',pz(2)); 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',def-utes/2,yy+utes/2); 
                fprintf(fp1,'%d\r\n',pz(3)); 
                fprintf(fp1,'1 1\r\n'); 
                fprintf(fp1,'%d %d 1.5\r\n',def+utes/2,yy+utes/2); 
                fprintf(fp1,'%d\r\n',pz(4)); 
            else if ute == 3 
                    fprintf(fp1,'1 1\r\n'); 
                    fprintf(fp1,'%d %d 1.5\r\n',def,yy-utes/sqrt(3)); 
                    fprintf(fp1,'%d\r\n',pz(1)); 
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                    fprintf(fp1,'1 1\r\n'); 
                    fprintf(fp1,'%d %d 
1.5\r\n',def+utes/2,yy+utes/(2*sqrt(3))); 
                    fprintf(fp1,'%d\r\n',pz(2)); 
                    fprintf(fp1,'1 1\r\n'); 
                    fprintf(fp1,'%d %d 1.5\r\n',def-
utes/2,yy+utes/(2*sqrt(3))); 
                    fprintf(fp1,'%d\r\n',pz(3)); 
                else if ute == 2 
                        fprintf(fp1,'1 1\r\n'); 
                        fprintf(fp1,'%d %d 1.5\r\n',def-utes/2,yy); 
                        fprintf(fp1,'%d\r\n',pz(1)); 
                        fprintf(fp1,'1 1\r\n'); 
                        fprintf(fp1,'%d %d 1.5\r\n',def+utes/2,yy); 
                        fprintf(fp1,'%d\r\n',pz(2)); 
                    else if ute == 1 
                            fprintf(fp1,'1 1\r\n'); 
                            fprintf(fp1,'%d %d 1.5\r\n',xx,def); 
                            fprintf(fp1,'%d\r\n',pz(1)); 
                        end 
                    end 
                end 
            end                     
            fprintf(fp1,'0\r\n'); 
             
fprintf(fp1,'====RX1====\r\n'); 
            fprintf(fp1,'0\r\n'); 
  
            fprintf(fp1,'====RX2====\r\n'); 
            fprintf(fp1,'0\r\n'); 
  
            fprintf(fp1,'====SOLVER====\r\n'); 
            fprintf(fp1,'30 90 2 0 0 1 1 0\r\n'); 
  
            fprintf(fp1,'====MISC====\r\n'); 
            fprintf(fp1,'1\r\n'); 
            fprintf(fp1,'0 0 640 640\r\n'); 
            fprintf(fp1,'0 640 640 0\r\n'); 
            fprintf(fp1,'1 1\r\n'); 
            fprintf(fp1,'1\r\n'); 
             
            fclose(fp2); 
            yy = yy + a; 
            if mod(i,4)==0 
                yy = yy+a; 
            end 
            sec2 = sec2 + 1; 
        end 
         
        xx = xx + a; 
        sec1 = sec1 + 1; 
    end 
  
    def = def + 70; 
end 
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C. Make of BAT File for Simulation with EEM-RTM Software 
% Make of BAT files 
  
clear all; 
  
ts = 1;       % town-image start 
te = 20;      % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute = 4;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
fw_name = sprintf('C:\\EEMs\\EEM-RTM\\town%d-%dsec%d-h%d-bs%d-be%d-
ue%d-bes%1.1f-ues%1.1f.bat',ts,te,sec,hav,hbs,bse,ute,bes,ues); 
fp1 = fopen(fw_name,'w'); 
  
for i = ts:te     % Range of town model 
    for k = 1:sec 
        fprintf(fp1,'type town_BS\\town-h%d-bs%d-be%d-bes%1.1f-%d.dat 
user\\terminal-ue%d-ues%1.1f-%d.dat > 
inp.dat\r\n',hav,hbs,bse,bes,i,ute,ues,k); 
        fprintf(fp1,'rtm2.exe\r\n'); 
        fprintf(fp1,'copy sol.log sol_log\\sol_town%d-h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f-%d.log\r\n',i,hav,hbs,bse,ute,bes,ues,k); 
        fprintf(fp1,'copy field.log field_log\\field_town%d-h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f-
%d.log\r\n',i,hav,hbs,bse,ute,bes,ues,k); 
        fprintf(fp1,'copy path.log path_log\\path_town%d-h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f-
%d.log\r\n',i,hav,hbs,bse,ute,bes,ues,k); 
        fprintf(fp1,'copy matrix.log matrix_log\\matrix_town%d-h%d-
bs%d-be%d-ute%d-bes%1.1f-ues%1.1f-
%d.log\r\n',i,hav,hbs,bse,ute,bes,ues,k); 
        fprintf(fp1,'\r\n'); 
    end 
end 
  
fclose(fp1); 
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D. Calculation of Channel Capacity for SU-MIMO 
% Calculation of Channel Capacity for SU-MIMO 
clear all; 
  
ntown = 20;     % number of town-image 
ts = 1;         % town-image start 
te = ts+ntown-1;  % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute = 4;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
coef = 12726681.132626675;  %Coefficient obtained from Reference 
Channel Matrix 
Vave = 12726681.132626675*bse*ute/16; 
snr = 20;               % average received signal-to-noise ratio (dB) 
gamma = 10^(snr/10);    % average received signal-to-noise ratio 
(Watts) 
CMLDall = []; 
CMMSEall = []; 
 
for town = ts:te 
    for k = 1:sec 
        fw = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f\\matrix_town%d-h%d-bs%d-be%d-ute%d-bes%1.1f-
ues%1.1f-
%d.log',hav,hbs,bse,ute,bes,ues,town,hav,hbs,bse,ute,bes,ues,k); 
        fp = fopen(fw); 
        NtNr = fscanf(fp,'%f%f\r\n',[2,1]); 
        NtNr = NtNr'; 
        channel = fscanf(fp,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute]); 
        channel = channel'; 
        fclose(fp); 
         
        % Channel Response Matrix 
        H = []; 
        for n = 1:ute 
            for m = 1:bse 
                H(n,m) = channel(n,2*m-1) * Vave * 
exp(j*(channel(n,2*m)*pi/180)); 
            end 
        end 
  
        % uplink 
        H = H'; 
        CMLD(k) = 
abs(log2(det(eye(size(H*H'))+gamma/bse*(H*H'))));       % Capacity of 
MLD & MAC         
         
        for m = 1:bse 
            CCMMSE(m) = log2(1-
H(:,m)'*inv(H*H'+bse*eye(ute)/gamma)*H(:,m)); 
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        end 
        CMMSE(k) = abs(-sum(CCMMSE));       % Capacity of MMSE    
     end 
    CMLDall = [CMLDall,CMLD]; 
    CMMSEall = [CMMSEall,CMMSE]; 
end 
  
CMLDsort = sort(CMLDall); 
CMMSEsort = sort(CMMSEall); 
  
for cmld = 1:size(CMLDsort',1) 
    if CMLDsort(cmld) == 0 
        cmldindex = cmld; 
    end 
end 
for cmmse = 1:size(CMMSEsort',1) 
    if CMMSEsort(cmmse) == 0 
        cmmseindex = cmmse; 
    end 
end 
  
CMLDsort(1:cmldindex) = []; 
CMMSEsort(1:cmmseindex) = []; 
  
CMLDmax = ceil(max(CMLDsort)); 
CMMSEmax = ceil(max(CMMSEsort)); 
  
CMLDsort_avg = sum(CMLDsort)/size(CMLDsort',1); 
CMMSEsort_avg = sum(CMMSEsort)/size(CMMSEsort',1); 
  
% Cumulative Density Function 
scale = 0.01;   %<=1 
  
amld = [0:scale:CMLDmax]; 
ammse = [0:scale:CMMSEmax]; 
  
cdfmld = zeros(1,(CMLDmax/scale)+1); 
cdfmmse = zeros(1,(CMMSEmax/scale)+1); 
  
for pmld = 1:CMLDmax/scale 
    for qmld = 1:size(CMLDsort',1) 
        if CMLDsort(qmld) < amld(pmld) 
            cdfmld(pmld-1) = cdfmld(pmld-1) + 1; 
        end 
    end 
end 
for bmld = 2:size(cdfmld',1) 
    if cdfmld(bmld) < cdfmld(bmld-1) 
        cdfmld(bmld) = cdfmld(bmld-1); 
    end 
end 
cdfmld = cdfmld*100/(size(CMLDsort',1)); 
  
for pmmse = 1:CMMSEmax/scale 
    for qmmse = 1:size(CMMSEsort',1) 
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        if CMMSEsort(qmmse) < ammse(pmmse) 
            cdfmmse(pmmse-1) = cdfmmse(pmmse-1) + 1; 
        end 
    end 
end 
for bmmse = 2:size(cdfmmse',1) 
    if cdfmmse(bmmse) < cdfmmse(bmmse-1) 
        cdfmmse(bmmse) = cdfmmse(bmmse-1); 
    end 
end 
cdfmmse = cdfmmse*100/(size(CMMSEsort',1)); 
  
figure(8); 
plot(amld,cdfmld,'--r','LineWidth',2.5); hold on; 
plot(ammse,cdfmmse,'m','LineWidth',2.5); hold off; 
axis([0 max(CMLDsort) 0 100]); 
set(gca,'fontname','Tahoma','fontsize',12,'YGrid','on'); 
xlabel('Channel capacity [bps/Hz]','fontsize',12); 
x = get(gca,'xlabel'); set(x,'fontname','Tahoma'); 
ylabel('Cumulative density function [%]','fontsize',12); 
y = get(gca,'ylabel'); set(y,'fontname','Tahoma'); 
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E. Calculation of MAC Channel Capacity for MU-MIMO 
% Calculation of Channel Capacity for MU-MIMO 
clear all; 
  
ntown = 20;     % number of town-image 
ts = 1;         % town-image start 
te = ts+ntown-1;  % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute1 = 2;      % number of UT element 
ute2 = 2;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
coef = 12726681.132626675;  %Coefficient obtained from Reference 
Channel Matrix 
Vave1 = 12726681.132626675*bse*ute1/16; 
Vave2 = 12726681.132626675*bse*ute2/16; 
snr = 20;               % average received signal-to-noise ratio (dB) 
gamma = 10^(snr/10);    % average received signal-to-noise ratio 
(Watts) 
CTDMAall = []; 
CMACall = []; 
  
for town = ts:te 
    for k1 = 1:sec 
        for k2 = 1:sec 
            fw1 = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f\\matrix_town%d-h%d-bs%d-be%d-ute%d-
bes%1.1f-ues%1.1f-
%d.log',hav,hbs,bse,ute1,bes,ues,town,hav,hbs,bse,ute1,bes,ues,k1); 
            fw2 = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f\\matrix_town%d-h%d-bs%d-be%d-ute%d-
bes%1.1f-ues%1.1f-
%d.log',hav,hbs,bse,ute2,bes,ues,town,hav,hbs,bse,ute2,bes,ues,k2); 
            fp1 = fopen(fw1); 
            fp2 = fopen(fw2); 
            NtNr1 = fscanf(fp1,'%f%f\r\n',[2,1]); 
            NtNr1 = NtNr1'; 
            NtNr2 = fscanf(fp2,'%f%f\r\n',[2,1]); 
            NtNr2 = NtNr2'; 
            channel1 = 
fscanf(fp1,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute1]); 
            channel2 = 
fscanf(fp2,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute2]); 
            channel1 = channel1'; 
            channel2 = channel2'; 
            fclose(fp1); 
            fclose(fp2); 
  
            % Channel Response Matrix 
            H1 = []; 
            H2 = []; 
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            Hmac = []; 
            for n = 1:ute1 
                for m = 1:bse 
                 H1(n,m) = channel1(n,2*m-1) * Vave1 * 
exp(j*(channel1(n,2*m)*pi/180)); 
                end 
            end 
            for n = 1:ute2 
                for m = 1:bse 
                 H2(n,m) = channel2(n,2*m-1) * Vave2 * 
exp(j*(channel2(n,2*m)*pi/180)); 
                end 
            end 
  
            %uplink 
            H1 = H1'; 
            H2 = H2'; 
            C1(k2) = 
abs(log2(det(eye(size(H1*H1'))+gamma/bse*(H1*H1'))));    % Capacity 
of First MT 
            C2(k2) = 
abs(log2(det(eye(size(H2*H2'))+gamma/bse*(H2*H2'))));    % Capacity 
of Second MT             
            CTDMA(k2) = (C1(k2)+ C2(k2))/2;    % Capacity of TDMA 
             
            %uplink 
            Hmac = [H1, H2]; 
            CMAC(k2) = 
abs(log2(det(eye(size(Hmac*Hmac'))+gamma/bse*(Hmac*Hmac'))));    % 
Capacity of Multiple Access Channel 
        end 
        CTDMAall = [CTDMAall,CTDMA]; 
        CMACall = [CMACall,CMAC]; 
    end 
end 
  
CTDMAsort = sort(CTDMAall); 
CMACsort = sort(CMACall); 
  
for ctdma = 1:size(CTDMAsort',1) 
    if CTDMAsort(ctdma) == 0 
        ctdmaindex = ctdma; 
    end 
end 
for cmac = 1:size(CMACsort',1) 
    if CMACsort(cmac) == 0 
        cmacindex = cmac; 
    end 
end 
  
CTDMAsort(1:ctdmaindex) = []; 
CMACsort(1:cmacindex) = []; 
  
CTDMAmax = ceil(max(CTDMAsort)); 
CMACmax = ceil(max(CMACsort)); 
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CTDMAsort_avg = sum(CTDMAsort)/size(CTDMAsort',1); 
CMACsort_avg = sum(CMACsort)/size(CMACsort',1); 
  
% Cumulative Density Function 
scale = 0.05;   %<=1 
  
atdma = [0:scale:CTDMAmax]; 
amac = [0:scale:CMACmax]; 
  
cdftdma = zeros(1,(CTDMAmax/scale)+1); 
cdfmac = zeros(1,(CMACmax/scale)+1); 
  
for ptdma = 1:CTDMAmax/scale 
    for qtdma = 1:size(CTDMAsort',1) 
        if CTDMAsort(qtdma) < atdma(ptdma) 
            cdftdma(ptdma-1) = cdftdma(ptdma-1) + 1; 
        end 
    end 
end 
for btdma = 2:size(cdftdma',1) 
    if cdftdma(btdma) < cdftdma(btdma-1) 
        cdftdma(btdma) = cdftdma(btdma-1); 
    end 
end 
cdftdma = cdftdma*100/(size(CTDMAsort',1)); 
  
for pmac = 1:CMACmax/scale 
    for qmac = 1:size(CMACsort',1) 
        if CMACsort(qmac) < amac(pmac) 
            cdfmac(pmac-1) = cdfmac(pmac-1) + 1; 
        end 
    end 
end 
for bmac = 2:size(cdfmac',1) 
    if cdfmac(bmac) < cdfmac(bmac-1) 
        cdfmac(bmac) = cdfmac(bmac-1); 
    end 
end 
cdfmac = cdfmac*100/(size(CMACsort',1)); 
  
figure(5); 
plot(atdma,cdftdma,'r','LineWidth',2.5); hold on; 
plot(amac,cdfmac,'--b','LineWidth',2.5); hold off; 
axis([0 max(CMACsort) 0 100]); 
set(gca,'fontname','Tahoma','fontsize',12,'YGrid','on'); 
xlabel('Channel capacity [bps/Hz]','fontsize',12); 
x = get(gca,'xlabel'); set(x,'fontname','Tahoma'); 
ylabel('Cumulative density function [%]','fontsize',12); 
y = get(gca,'ylabel'); set(y,'fontname','Tahoma'); 
lg = legend('TDMA','MAC',2,'location','southeast'); 
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F. Calculation of SNR 
% Calculation of SNR 
clear all; 
  
ntown = 20;     % number of town-image 
ts = 1;         % town-image start 
te = ts+ntown-1;  % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute = 4;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
coef = 12726681.132626675;  %Coefficient obtained from Reference 
Channel Matrix 
Vave = 12726681.132626675*bse*ute/16; 
snr = 20;               % average received signal-to-noise ratio (dB) 
gamma = 10^(snr/10);    % average received signal-to-noise ratio 
(Watts) 
  
SNRall = []; 
for town = ts:te 
    for k = 1:sec 
        fw = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f\\matrix_town%d-h%d-bs%d-be%d-ute%d-bes%1.1f-
ues%1.1f-
%d.log',hav,hbs,bse,ute,bes,ues,town,hav,hbs,bse,ute,bes,ues,k); 
        fp = fopen(fw); 
        NtNr = fscanf(fp,'%f%f\r\n',[2,1]); 
        NtNr = NtNr'; 
        channel = fscanf(fp,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute]); 
        channel = channel'; 
        fclose(fp); 
         
        sumampt = 0; 
        for m = 1:bse    
            ampt = sum(channel(:,2*m-1)); 
            sumampt = sumampt + ampt; 
        end 
         
        if sumampt == 0 
            SNR(k) = 0; 
        else 
            revise = sumampt * Vave/(bse*ute); 
            SNR(k) = abs(10*log10(gamma*revise)); 
        end 
    end 
    SNRall = [SNRall,SNR]; 
end 
  
SNRsort = sort(SNRall); 
  
for ss = 1:size(SNRsort',1) 
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    if SNRsort(ss) == 0 
        snrindex = ss; 
    end 
end 
  
SNRsort(1:snrindex) = []; 
SNRsort_avg = sum(SNRsort)/size(SNRsort',1); 
  
SNRmax = ceil(max(SNRsort)); 
  
% Cumulative Density Function 
scale = 0.01;   %<=1 
  
a = [0:scale:SNRmax]; 
  
cdf = zeros(1,(SNRmax/scale)+1); 
  
for p = 1:SNRmax/scale 
    for q = 1:size(SNRsort',1) 
        if SNRsort(q) < a(p) 
            cdf(p-1) = cdf(p-1) + 1; 
        end 
    end 
end 
 for aa = 2:size(cdf',1) 
    if cdf(aa) < cdf(aa-1) 
        cdf(aa) = cdf(aa-1); 
    end 
end 
  
cdf = cdf*100/(size(SNRsort',1)); 
  
figure(2); 
plot (a,cdf,'LineWidth',2.5); 
axis([0 max(SNRsort) 0 100]); 
set(gca,'fontname','Times New Roman','fontsize',14,'YGrid','on'); 
xlabel('SNR [dB]','fontsize',14); 
x = get(gca,'xlabel'); set(x,'fontname','Times New Roman'); 
ylabel('Cumulative Density Function [%]','fontsize',14); 
y = get(gca,'ylabel'); set(y,'fontname','Times New Roman'); 
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G. Calculation of Spatial Correlation for SU-MIMO 
% Calculation of Spatial Correlation 
clear all; 
  
ntown = 20;     % number of town-image 
ts = 1;         % town-image start 
te = ts+ntown-1;  % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute = 4;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
coef = 12726681.132626675;  %Coefficient obtained from Reference 
Channel Matrix 
Vave = 12726681.132626675*bse*ute/16; 
snr = 20;               % average received signal-to-noise ratio (dB) 
gamma = 10^(snr/10);    % average received signal-to-noise ratio 
(Watts) 
  
R12all = []; 
R13all = []; 
R14all = []; 
R23all = []; 
R24all = []; 
R34all = []; 
Rall = []; 
for town = ts:te 
    for k = 1:sec 
        fw = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f-dp-dp\\matrix_town%d-h%d-bs%d-be%d-ute%d-
bes%1.1f-ues%1.1f-%d-dp-
dp.log',hav,hbs,bse,ute,bes,ues,town,hav,hbs,bse,ute,bes,ues,k); 
        fp = fopen(fw); 
        NtNr = fscanf(fp,'%f%f\r\n',[2,1]); 
        NtNr = NtNr'; 
        channel = fscanf(fp,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute]); 
        channel = channel'; 
        fclose(fp); 
         
        % Channel Response Matrix 
        for n = 1:ute 
            for m = 1:bse 
                H(n,m) = channel(n,2*m-1) * Vave * 
exp(j*(channel(n,2*m)*pi/180)); 
            end 
        end 
         
        H = H'; 
        ref = zeros(ute,bse); 
        if H == ref 
            R12(k) = 0; 
            R13(k) = 0; 
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            R14(k) = 0; 
            R23(k) = 0; 
            R24(k) = 0; 
            R34(k) = 0; 
        else 
            R12(k) = 
abs(sum(H(:,1).*conj(H(:,2)))/(sqrt(sum(H(:,1).*conj(H(:,1))))*sqrt(s
um(H(:,2).*conj(H(:,2)))))); 
            R13(k) = 
abs(sum(H(:,1).*conj(H(:,3)))/(sqrt(sum(H(:,1).*conj(H(:,1))))*sqrt(s
um(H(:,3).*conj(H(:,3)))))); 
            R14(k) = 
abs(sum(H(:,1).*conj(H(:,4)))/(sqrt(sum(H(:,1).*conj(H(:,1))))*sqrt(s
um(H(:,4).*conj(H(:,4)))))); 
            R23(k) = 
abs(sum(H(:,2).*conj(H(:,3)))/(sqrt(sum(H(:,2).*conj(H(:,2))))*sqrt(s
um(H(:,3).*conj(H(:,3)))))); 
            R24(k) = 
abs(sum(H(:,2).*conj(H(:,4)))/(sqrt(sum(H(:,2).*conj(H(:,2))))*sqrt(s
um(H(:,4).*conj(H(:,4)))))); 
            R34(k) = 
abs(sum(H(:,3).*conj(H(:,4)))/(sqrt(sum(H(:,3).*conj(H(:,3))))*sqrt(s
um(H(:,4).*conj(H(:,4)))))); 
        end 
    end 
     
    R12all = [R12all,R12]; 
    R13all = [R13all,R13]; 
    R14all = [R14all,R14]; 
    R23all = [R23all,R23]; 
    R24all = [R24all,R24]; 
    R34all = [R34all,R34]; 
end 
  
R12all(isnan(R12all)) = 0; 
R13all(isnan(R13all)) = 0; 
R14all(isnan(R14all)) = 0; 
R23all(isnan(R23all)) = 0; 
R24all(isnan(R24all)) = 0; 
R34all(isnan(R34all)) = 0; 
  
Ralltemp = [R12all;R13all;R14all;R23all;R24all;R34all]; 
for rall = 1:sec*ntown 
    Rall(rall) = max(Ralltemp(:,rall)); 
end 
  
Rsort = sort(Rall); 
  
for rr = 1:size(Rsort',1) 
    if Rsort(rr) == 0 
        rindex = rr; 
    end 
end 
  
Rsort(1:rindex) = []; 
Rsort_avg = sum(Rsort)/size(Rsort',1); 
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Rmax = ceil(max(Rsort)); 
  
% Cumulative Density Function 
scale = 0.00005;   %<=1 
a = [0:scale:1]; 
cdf = zeros(1,(1/scale)+1); 
  
% R 
for p = 1:1/scale 
    for q = 1:size(Rsort',1) 
        if Rsort(q) < a(p) 
            cdf(p-1) = cdf(p-1) + 1; 
        end 
    end 
end 
for aa = 2:size(cdf',1) 
    if cdf(aa) < cdf(aa-1) 
        cdf(aa) = cdf(aa-1); 
    end 
end 
cdf = cdf*100/size(Rsort',1); 
  
figure(2); 
plot (a,cdf,'LineWidth',2.5); hold on; 
axis([0 1 0 100]); 
set(gca,'fontname','Times New Roman','fontsize',16,'YGrid','on'); 
xlabel('Spatial Correlation','FontSize',14); 
x = get(gca,'xlabel'); set(x,'fontname','Times New Roman'); 
ylabel('Cumulative Density Function [%]','FontSize',14); 
y = get(gca,'ylabel'); set(y,'fontname','Times New Roman'); 
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H. Calculation of Spatial Correlation between Users for MU-MIMO 
% Calculation of Spatial Correlation between Users 
clear all; 
  
ntown = 20;     % number of town-image 
ts = 1;         % town-image start 
te = ts+ntown-1;  % town-image end 
sec = 185;    % number of observation point 
hav = 30;     % average height of buildings (m) 
hbs = 80;     % height of BS antenna (m)           
bse = 4;      % number of BS element 
ute1 = 2;      % number of UT element 
ute2 = 2;      % number of UT element 
bes = 0.5;    % BS element spacing (x lambda) 
ues = 0.5;    % UT element spacing (x lambda) 
  
coef = 12726681.132626675;  %Coefficient obtained from Reference 
Channel Matrix 
Vave1 = 12726681.132626675*bse*ute1/16; 
Vave2 = 12726681.132626675*bse*ute2/16; 
snr = 20;               % average received signal-to-noise ratio (dB) 
gamma = 10^(snr/10);    % average received signal-to-noise ratio 
(Watts) 
  
R11_12all = []; %Spatial Correlation between #1 of MT1 and #1 of MT2 
R11_22all = []; %Spatial Correlation between #1 of MT1 and #2 of MT2 
R21_12all = []; %Spatial Correlation between #2 of MT1 and #1 of MT2 
R21_22all = []; %Spatial Correlation between #2 of MT1 and #2 of MT2 
Rall = []; 
  
for town = ts:te 
    for k1 = 1:sec 
        for k2 = 1:sec 
            fw1 = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f-dp-dp\\matrix_town%d-h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f-%d-dp-
dp.log',hav,hbs,bse,ute1,bes,ues,town,hav,hbs,bse,ute1,bes,ues,k1); 
            fw2 = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-
be%d-ute%d-bes%1.1f-ues%1.1f-dp-dp\\matrix_town%d-h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f-%d-dp-
dp.log',hav,hbs,bse,ute2,bes,ues,town,hav,hbs,bse,ute2,bes,ues,k2); 
            fp1 = fopen(fw1); 
            fp2 = fopen(fw2); 
            NtNr1 = fscanf(fp1,'%f%f\r\n',[2,1]); 
            NtNr1 = NtNr1'; 
            NtNr2 = fscanf(fp2,'%f%f\r\n',[2,1]); 
            NtNr2 = NtNr2'; 
            channel1 = 
fscanf(fp1,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute1]); 
            channel2 = 
fscanf(fp2,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute2]); 
            channel1 = channel1'; 
            channel2 = channel2'; 
            fclose(fp1); 
            fclose(fp2); 
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            % Channel Response Matrix 
            for n = 1:ute1 
                for m = 1:bse 
                 H1(n,m) = channel1(n,2*m-1) * Vave1 * 
exp(j*(channel1(n,2*m)*pi/180)); 
                end 
            end 
            for n = 1:ute2 
                for m = 1:bse 
                 H2(n,m) = channel2(n,2*m-1) * Vave2 * 
exp(j*(channel2(n,2*m)*pi/180)); 
                end 
            end 
            H = [H1', H2']; 
         
            ref = zeros((ute1+ute2),bse); 
            if H == ref 
                R11_12(k2) = 0; 
                R11_22(k2) = 0; 
                R21_12(k2) = 0; 
                R21_22(k2) = 0; 
            else 
                R11_12(k2) = 
abs(sum(H(:,1).*conj(H(:,3)))/(sqrt(sum(H(:,1).*conj(H(:,1))))*sqrt(s
um(H(:,3).*conj(H(:,3)))))); 
                R11_22(k2) = 
abs(sum(H(:,1).*conj(H(:,4)))/(sqrt(sum(H(:,1).*conj(H(:,1))))*sqrt(s
um(H(:,4).*conj(H(:,4)))))); 
                R21_12(k2) = 
abs(sum(H(:,2).*conj(H(:,3)))/(sqrt(sum(H(:,2).*conj(H(:,2))))*sqrt(s
um(H(:,3).*conj(H(:,3)))))); 
                R21_22(k2) = 
abs(sum(H(:,2).*conj(H(:,4)))/(sqrt(sum(H(:,2).*conj(H(:,2))))*sqrt(s
um(H(:,4).*conj(H(:,4)))))); 
            end 
        end 
     
        R11_12all = [R11_12all,R11_12]; 
        R11_22all = [R11_22all,R11_22]; 
        R21_12all = [R21_12all,R21_12]; 
        R21_22all = [R21_22all,R21_22]; 
    end 
end 
  
R11_12all(isnan(R11_12all)) = 0; 
R11_22all(isnan(R11_22all)) = 0; 
R21_12all(isnan(R21_12all)) = 0; 
R21_22all(isnan(R21_22all)) = 0; 
  
Ralltemp = [R11_12all;R11_22all;R21_12all;R21_22all]; 
for rall = 1:sec*ntown 
    Rall(rall) = max(Ralltemp(:,rall)); 
end 
Rsort = sort(Rall); 
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for rr = 1:size(Rsort',1) 
    if Rsort(rr) == 0 
        rindex = rr; 
    end 
end 
  
Rsort(1:rindex) = []; 
Rsort_avg = sum(Rsort)/size(Rsort',1); 
Rmax = ceil(max(Rsort)); 
  
% Cumulative Density Function 
scale = 0.00005;   %<=1 
a = [0:scale:1]; 
cdf = zeros(1,(1/scale)+1); 
  
% R 
for p = 1:1/scale 
    for q = 1:size(Rsort',1) 
        if Rsort(q) < a(p) 
            cdf(p-1) = cdf(p-1) + 1; 
        end 
    end 
end 
for aa = 2:size(cdf',1) 
    if cdf(aa) < cdf(aa-1) 
        cdf(aa) = cdf(aa-1); 
    end 
end 
cdf = cdf*100/size(Rsort',1); 
  
figure(8); 
plot (a,cdf,'LineWidth',2.5); hold on; 
axis([0 1 0 100]); 
set(gca,'fontname','Times New Roman','fontsize',16,'YGrid','on'); 
xlabel('Spatial Correlation','FontSize',14); 
x = get(gca,'xlabel'); set(x,'fontname','Times New Roman'); 
ylabel('Cumulative Density Function [%]','FontSize',14); 
y = get(gca,'ylabel'); set(y,'fontname','Times New Roman'); 
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I. Calculation of Path Visibility 
% Calculation of Path Visibility 
clear all; 
  
ntown = 20;         % number of town-image 
ts = 1;             % town-image start 
te = ts+ntown-1;    % town-image end 
sec = 185;          % number of observation point 
hav = 30;           % average height of buildings (m) 
hbs = 80;           % height of BS antenna (m)           
bse = 4;            % number of BS element 
ute = 4;            % number of UT element 
bes = 0.5;          % BS element spacing (x lambda) 
ues = 0.5;          % UT element spacing (x lambda) 
  
%for ts = 1:21   %%%%%%%%%%%% 
PV = zeros(ntown,sec); 
for town = ts:te 
    for k = 1:sec 
        fw = sprintf('C:\\EEMs\\EEM-RTM\\path_log\\h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f\\path_town%d-h%d-bs%d-be%d-ute%d-bes%1.1f-
ues%1.1f-
%d.log',hav,hbs,bse,ute,bes,ues,town,hav,hbs,bse,ute,bes,ues,k); 
        fp = fopen(fw); 
        npoint = fscanf(fp,'%f\r\n',[1,1]); 
        for p = 1:npoint(1) 
            npath = fscanf(fp,'%f\r\n',[1,1]); 
            if npath(1) > 0 
                a = fscanf(fp,'%f %f %f %f %f %f %f %f %f %f 
\r\n',[10,npath(1)]); 
                a = a'; 
                b = sort(a(:,2)); 
                if b(1) == 1 
                    PV(town,k) = 1; 
                    break 
                end 
            end 
        end 
        fclose(fp); 
    end 
end 
  
blind = 0; 
for town = ts:te 
    for k = 1:sec 
        fw2 = sprintf('C:\\EEMs\\EEM-RTM\\matrix_log\\h%d-bs%d-be%d-
ute%d-bes%1.1f-ues%1.1f\\matrix_town%d-h%d-bs%d-be%d-ute%d-bes%1.1f-
ues%1.1f-
%d.log',hav,hbs,bse,ute,bes,ues,town,hav,hbs,bse,ute,bes,ues,k); 
        fp2 = fopen(fw2); 
        NtNr = fscanf(fp2,'%f%f\r\n',[2,1]); 
        NtNr = NtNr'; 
        channel = fscanf(fp,'%f%f%f%f%f%f%f%f\r\n',[bse*2,ute]); 
        channel = channel'; 
        fclose(fp2); 
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        ref = zeros(ute,bse*2); 
        if channel == ref 
            blind = blind + 1; 
        end 
    end 
end 
         
PVsum = sum(sum(PV)'); 
PVpct = PVsum*100/(sec*ntown); % PV of MIMO system 
  
notblind = (sec*ntown) - blind; 
PVpctnz = PVsum*100/notblind; % PV of MIMO system 
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J. Calculation of Difference of Angle of Arrival (AOA-Diff) for MU-MIMO 
% Calculation of Difference of Angle of Arrival (AOA-Diff) 
clear all; 
sec = 185;    % number of observation point 
fp2 = fopen('C:\\Program Files\\MATLAB\\R2007b\\work\\Results\\AoA-
2d.dat','w');    % AoA 
  
AoA_radall = []; 
AoA_degall = []; 
  
for k1 = 1:sec 
    for k2 = 1:sec 
        fw1 = sprintf('C:\\EEMs\\EEM-RTM\\mtposition.log'); 
        fp1 = fopen(fw1); 
        point1 = fscanf(fp1,'%f\r\n',[1,1]); 
        size1 = fscanf(fp1,'%f%f%f%f\r\n',[4,sec]); 
        size1 = size1'; 
        fclose(fp1); 
  
        % Distance among BS, MT1 and MT2 
        xbs = 340; 
        ybs = 560; 
        x1 = size1(k1,2); 
        y1 = size1(k1,3); 
        x2 = size1(k2,2); 
        y2 = size1(k2,3); 
        zbs = 0;    %2D 
        z1 = 0;     %2D 
        z2 = 0;     %2D 
  
        a = sqrt( (abs(xbs-x1))^2 + (abs(ybs-y1))^2 + (abs(zbs-
z1))^2 ); 
        b = sqrt( (abs(xbs-x2))^2 + (abs(ybs-y2))^2 + (abs(zbs-
z2))^2 ); 
        c = sqrt( (abs(x2-x1))^2 + (abs(y2-y1))^2 + (abs(z2-z1))^2 ); 
  
        % AoA Difference 
        AoA_rad(k2) = acos( (c^2 - b^2 - a^2) / (-2*b*a) ); 
        AoA_deg(k2) = AoA_rad(k2)*180/pi; 
         
    end 
    AoA_radall = [AoA_radall,AoA_rad]; 
    AoA_degall = [AoA_degall,AoA_deg]; 
end 
  
AoAall = [AoA_radall;AoA_degall]; 
fprintf(fp2,'%f %f\r\n',AoAall); 
fclose(fp2); 
