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Understanding correlation effects in topological phases and their transitions is a cutting-edge area
of research in recent condensed matter physics. We study topological quantum phase transitions
(TQPTs) between double-Weyl semimetals (DWSMs) and insulators, and argue that a novel class of
quantum criticality appears at the TQPT characterized by emergent anisotropic non-Fermi liquid
behaviors, in which the interplay between the Coulomb interaction and electronic critical modes
induces not only anisotropic renormalization of the Coulomb interaction but also strongly correlated
electronic excitation in three spatial dimensions. Using the standard renormalization group methods,
large Nf theory and the  = 4 − d method with fermion flavor number Nf and spatial dimension
d, we obtain the anomalous dimensions of electrons (ηf = 0.366/Nf ) in large Nf theory and the
associated anisotropic scaling relations of various physical observables. Our results may be observed
in candidate materials for DWSMs such as HgCr2Se4 or SrSi2 when the system undergoes a TQPT.
Introduction. — Quantum criticality and topology
play key roles in modern condensed matter physics [1–5],
and the two concepts become naturally important near
TQPTs. Recently, there has been a surge of interest in
TQPTs [6–11]. The simplest class is described by the
weakly interacting Dirac fermions, and it is well under-
stood that the sign of the Dirac mass terms determines
adjacent topological phases [12–14]. Since quasiparticles
are well defined, non-interacting tight-binding models are
sufficient to describe TQPTs in this class.
Beyond the simplest class, however, our understand-
ing of TQPTs is far from complete. The long-range
Coulomb interaction may drastically change the prop-
erties of non-interacting fermions near TQPTs, and
the non-interacting tight-binding models cannot describe
some classes of TQPTs. The interplay between critical
electronic modes and the Coulomb interaction becomes
significant, and quantum critical non-Fermi-liquid states
may appear with emergent particle-hole and rotational
symmetries [15–19]. Moreover, the interplay may also
give rise to weakly coupled but infinitely anisotropic ex-
citations in a class of TQPTs [20–24]. Thus, it is vital to
deepen our understanding of TQPTs beyond the simplest
class.
In this work, we uncover a novel class of TQPTs which
shows emergent anisotropic non-Fermi-liquid behaviors
in three spatial dimensions (3d) associated with topo-
logical nature of electronic wave functions. Our target
system is the DWSM adjacent to insulator phases under
the long-range Coulomb interaction. The presence of ei-
ther the fourfold (C4) or sixfold (C6) rotational symmetry
allows a direct phase transition between DWSMs and in-
sulators whose bare Hamiltonian has a quadratic band
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touching spectrum. Without the symmetries, double-
Weyl nodes may split into two Weyl nodes. The long-
range Coulomb interaction becomes relevant at the criti-
cal point, and thus quasi-particle excitations are expected
to be absent. Moreover, the absence of the cubic symme-
try indicates a possibility of anisotropic quantum critical
behaviors in contrast to most of the fixed points with the
full rotational symmetry as in conformal field theories.
Using the standard renormalization group (RG) meth-
ods, we indeed find novel quantum critical phenomena
with emergent anisotropy. For example, we find that the
power-law dependences of the energy dispersion and the
Coulomb interaction on momentum become anisotropic,
even though they are initially set to be the same in all di-
rections, and all excitations have anomalous dimensions.
Our universality class is one concrete example of strongly
interacting fixed points with non-Fermi-liquid behaviors
beyond the conformal field theory description in 3d. We
calculate its experimental signatures in physical observ-
ables such as the specific heat, compressibility, diamag-
netic susceptibility, and optical conductivity.
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FIG. 1: Phase diagram for the TQPT between the DWSM
and insulator phases with the tuning parameter m. The insets
show the energy dispersions for the (a) DWSM, (b) insulator
and (c) TQPT.
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2Model. — We consider a minimal lattice model of
DWSMs with a C4 symmetry with a rotational axis along
the z direction [25–28, 28, 29],
H(k) =2t′x [cos(kya0)− cos(kxa0)]σx
+ 2t′y sin(kxa0) sin(kya0)σy + 2Mz(k)σz,
(1)
where Mz(k) = mz − t′z cos(kza0) + m0[2 − cos(kxa0) −
cos(kya0)] and a0 is the lattice constant. In general,
C4 symmetry does not imply t
′
x = t
′
y. However, in the
presence of the Coulomb interaction, t′x = t
′
y emerges at
low energies [29]. For |mz| < t′z, the Hamiltonian sup-
ports two double-Weyl nodes at k = (0, 0,±k∗z), where
k∗z = a
−1
0 cos
−1(mz/t′z), which are characterized by the
Chern numbers ±2 around the points [25]. For |mz| > t′z,
the system shows an insulator phase. At |mz| = t′z,
a quantum phase transition occurs between the DWSM
and insulator phases, as shown in Fig. 1. Neglecting m0
for simplicity, we obtain the low-energy effective Hamil-
tonian near the transition point given by
H0(k) =t⊥[(k2x − k2y)σx + 2kxkyσy] + (tzk2z +m)σz,
(2)
where t⊥ = t′xa
2
0 and tz = t
′
za
2
0. Here, a tuning parameter
of the TQPT, m ∝ |mz| − t′z, is introduced. The energy
eigenvalues of the Hamiltonian are given by E±(k) =
±
√
t2⊥(k2x + k2y)2 + (tzk2z +m)2, and at m = 0 the energy
dispersion becomes quadratic in all three directions.
The corresponding effective action with the long-range
Coulomb interaction is
S =
∫
dτd3x ψ†[∂τ − igφ+H0(−i∇)]ψ (3)
+
∫
dτd3x
1
2
[
a
{
(∂xφ)
2 + (∂yφ)
2
}
+
1
a
(∂zφ)
2
]
,
where g ≡
√
4pie0√
ε
with e0 and ε being the bare charge
and the dielectric constant, respectively, ψ is a spinor
with 2Nf components, and φ is a bosonic field describ-
ing the long-range Coulomb interaction. Note that the
topological aspect of Eq. (2) ensures the band crossing
associated with the C4 symmetry of the system. The
parameter a is introduced to characterize the anisotropy
ratio of the Coulomb interaction between the xy-plane
and the z-axis. For later usage, we define the following
dimensionless parameters,
α =
Ad−2g2√
t⊥tzΛ4−d
, β =
tz
t⊥
, γ =
a
√
β
2
(4)
with Ad = [6pi(4pi)
d
2 Γ(d2 )]
−1. Here, α represents the ra-
tio of the Coulomb potential and the electron kinetic en-
ergy, β−1 is the anisotropy parameter for the fermionic
fields, and γ is the combination of the two anisotropy pa-
rameters a and β. We assume that all the four-fermion
interactions, uijklψ
†
iψ
†
jψkψl, are set to be small at the
lattice-spacing scale and flow into the trivial fixed point
as in the literature [30], which is also justified below and
in the Supplemental Material [29].
The bare scaling dimensions of the parameters can be
obtained by setting [τ ] = −z, [x, y] = −z⊥ and [z] = −1.
We find [ψ] = (2z⊥ + d− 2)/2, [φ] = (z + z⊥ + d− 3)/2,
and [g2] = z − z⊥ − d + 3. Here, the dimension of the
space along the z-axis is extended from the physical di-
mension of 1 to d − 2. This extension is needed for the
 = 4 − d expansion method, as will be explained later.
If we set (tz, t⊥, a) marginal, z = 2 and z⊥ = 1 thus,
for d = 3 the non-interacting fixed point becomes unsta-
ble because of the relevant coupling constant g2, similar
to that of the Luttinger-Abrikosov-Beneslavskii (LAB)
phase [17, 31, 32]. We stress that at our fixed point,
the system becomes highly anisotropic distinguishing the
scaling along the z and xy directions, which is fundamen-
tally different from the isotropic LAB phase even though
the bare scaling gives the same scaling dimensions. In
this sense, our fixed point has emergent anisotropy.
To deal with the relevant parameter, we employ the
large Nf method and the  = 4 − d expansion method,
and find that both methods give consistent results for the
emergent anisotropic non-Fermi-liquid behaviors.
Large Nf calculation. — We first use the large Nf
method since it is naturally extended from the conven-
tional random phase approximation [20, 21, 33–35]. The
boson self-energy is
Π(iΩ, q) =Nfg
2
∫
ω,k
Tr[G0(iω + iΩ,k + q)G0(iω,k)], (5)
with the fermion propagator G0(iω,k) = (−iω +
H0(k))−1. Here, we use the notation
∫
ω,k
=∫
dω
2pi
dkxdky
(2pi)2
∫ ′ dkz
2pi , where
∫ ′ dkz
2pi stands for an integration
over µ < |kz| < Λ with the infrared (IR) cutoff µ and
the ultra-violet (UV) cutoff Λ. A detailed exposition of
the boson self-energy is presented in the Supplemental
Material [29]. We propose the following ansatz for the
boson self-energy at one-loop level:
Π(iΩ, q) =− Nfg
2|q⊥|√
t⊥tz
F
(√
t⊥
|Ω| |q⊥|,
√
tz
t⊥
∣∣∣ qzq⊥ ∣∣∣) , (6)
where q⊥ ≡
√
q2x + q
2
y and
F (x, y) =
√
C2⊥1 + C
2
z1y
2 tanh
(
x
√
C2⊥2 + C
2
z2y
2
)
, (7)
with C⊥1 = 0.041, C⊥2 = 1.199, Cz1 = 0.016, and Cz2 =
1.267. For the details, see the Supplemental Material
[29].
The one-loop boson self-energy modifies the Coulomb
potential in momentum space as
D(iΩ, q) =
1
D−10 (q)−Π(iΩ, q)
, (8)
where D0(q) =
(
aq2⊥ +
1
aq
2
z
)−1
is the bare boson prop-
agator. In the static (Ω = 0) and long wave length
3(q → 0) limit, the self-energy dominates the bare propa-
gator since it linearly depends on the momentum in this
limit. Thus, we take the boson self-energy as the main
contribution to the renormalized Coulomb interaction,
D(iΩ, q) ' 1−Π(iΩ,q) . This indicates that the boson is
strongly renormalized from the quadratic to a linear mo-
mentum dependence, exhibiting the anomalous dimen-
sion of order one at the TQPT. This approximation has
been well established in large Nf analysis and is checked
afterward.
The fermion self-energy with the renormalized
Coulomb interaction is
Σ(iω,k) =(−ig)2
∫
Ω,q
G0(iω + iΩ,k + q)D(iΩ, q), (9)
and the fermion part of the action is modified by the
fermion self-energy as
−iω +H0(k)→ −iω +H0(k)− Σ(iω,k). (10)
It is straightforward to show that the corrections from
the self-energy are logarithmically divergent in both UV
and IR cutoffs, respectively, and we find
Σ(iω,k) ≈Cω
Nf
(iω)`− Ctz
Nf
`(tzk
2
z)σz
− Ct⊥
Nf
`
[
t⊥(k2x − k2y)σx + 2t⊥kxkyσy
]
,
(11)
where Cω = 0.366, Ct⊥ = 0.614, Ctz = 0.341, and
` = log Λµ is the RG parameter. For the details, see the
Supplemental Material [29].
We also evaluate the vertex correction at vanishing ex-
ternal momentum and frequency,
δg =(−ig)2
∫
Ω,q
G0(iΩ, q)
2 1
−Π(iΩ, q) =
Cg
Nf
`, (12)
where Cg = 0.366, which is exactly the same as Cω. This
agreement is not a coincidence but instead a consequence
of the Ward identity δg = ∂Σ/∂(iω).
Using the logarithmic dependence of the self-energy,
one can find various anomalous dimensions. The scale in-
variance at the critical point forces renormalization of the
fermion fields with the anomalous dimension ηf =
Cω
Nf
.
The non-zero anomalous dimension clearly indicates non-
Fermi-liquid behaviors of the fermionic excitations, which
can be understood by the absence of the pole structure
in the fermionic Green function.
From Eq. (11), the RG equations for t⊥ and tz are
given by
1
t⊥
dt⊥
d`
=
Ct⊥ − Cω
Nf
,
1
tz
dtz
d`
=
Ctz − Cω
Nf
. (13)
From Eq. (13), we find 1β−1
dβ−1
d` =
Ct⊥−Ctz
Nf
> 0, in-
dicating that β−1 diverges at the TQPT and that the
(a) (b) (c)
FIG. 2: Feynman diagrams at one-loop order for the (a)
fermion self-energy, (b) boson self-energy, and (c) vertex cor-
rection. A straight line with an arrowhead and a wavy line
represent the fermion and boson propagators, respectively.
fermionic excitations become highly anisotropic at low
energies. Thus, our critical theory is described by an
emergent anisotropic non-Fermi liquid.
 = 4 − d expansion. — Our large Nf calculation is
further supported by the standard  = 4 − d expansion
[17, 36–38]. Here, we introduce a new renormalization
scheme in which the three spatial dimensions are embed-
ded into a manifold that has more coordinates in the
direction of the rotational axis (z-direction). Namely, we
extend the coordinates as∫
dkxdky
(2pi)2
∫
dkz
2pi
→
∫
dkxdky
(2pi)2
∫
dkzd
d−3p
(2pi)d−2
(14)
with k2z → k2z+p2, and the momentum p lives in a (d−3)-
dimensional manifold. Recalling [g2] = z − z⊥ + 3 − d
with z = 2 and z⊥ = 1, the coupling constant becomes
marginal at d = 4 and the quantum fluctuations give
logarithmic divergences. To read off these logarithmic
divergences, we introduce the parameter  = 4 − d and
employ the standard momentum shell RG analysis with
 expansion. For the momentum shell integration, we
impose the UV and IR cutoffs on the (d−2)-dimensional
space of (kz,p) as∫
k,p
=
∫
dkxdky
(2pi)2
∫
∂Λ
dkzd
d−3p
(2pi)d−2
, (15)
where ∂Λ represents an infinitesimal momentum shell
µ <
√
k2z + p
2 < Λ with µ = Λe−`.
By integrating out the high energy modes, we obtain
corrections at one-loop order. The fermion self-energy
depicted by the diagram in Fig. 2(a) is given by
Σ(iΩ, q) =(−ig)2
∫
ω,k,p
G0(iω + iΩ,k + q)D0(iω,k)
≈− αF⊥(γ)`
[
t⊥(q2x − q2y)σx + 2t⊥qxqyσy
]
− αFz(γ)`
(
tzq
2
z
)
σz, (16)
where F⊥ and Fz are dimensionless functions, whose ex-
plicit expressions are presented in the Supplemental Ma-
terial [29]. Note that the frequency part is not renor-
malized at the one-loop order because of the instanta-
neous nature of the bare Coulomb interaction. Then, it
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FIG. 3: RG flows of α and γ for (a) Nf = 1 and (b) Nf = 10
at  = 1. The red dots represent the fixed points (α∗, γ∗). For
Nf = 1, (α
∗, γ∗) = (0.671, 0.748) and for Nf = 10, (α∗, γ∗) =
(0.096, 0.966) obtained from Eq. (18).
is easy to see that the vertex correction [Fig. 2(c)] van-
ishes due to the Ward identity. For the boson self-energy
[Fig. 2(b)], we find
Π(q) =Nfg
2
∫
ω,k,p
Tr [G0(iω,k + q/2)G0(iω,k − q/2)]
≈−Nfα
[
a
γ
q2⊥ +
γ
a
q2z
]
`. (17)
Renormalizing the wave functions and the coupling
constants, we obtain the RG equations for α and γ as
1
α
dα
d`
= − Nfα
2
(
1
γ
+ γ
)
− α
2
F+(γ),
1
γ
dγ
d`
=
Nfα
2
(
1
γ
− γ
)
+
α
2
F−(γ),
(18)
where F±(x) = Fz(x)± F⊥(x). We find two fixed points
from the RG equations in Eq. (18). The non-interacting
fixed point α∗ = 0 with arbitrary γ∗ is unstable, whereas
there exists a stable interacting fixed point at (α∗,γ∗)
with α∗ > 0. For Nf = 1 and  = 1, the stable fixed
point is located at (α∗, γ∗) = (0.671, 0.748), and for large
Nf , (α
∗,γ∗) ≈ (/Nf , 1− 0.358/Nf ). The RG flows of α
and γ are illustrated in Fig. 3.
At the stable fixed point, the RG equations for the
bosonic and fermionic anisotropy parameters are given
by, respectively,
1
a
da
d`
∣∣∣∣
f.p.
=
Nfα
∗
2
(
1
γ∗
− γ∗
)
> 0,
1
β−1
dβ−1
d`
∣∣∣∣
f.p.
=− α∗F−(γ∗) > 0,
(19)
where f.p. stands for the fixed point. Note that β−1 di-
verges at the stable fixed point as in the large Nf calcu-
lation demonstrating an emergent anisotropic non-Fermi
liquid, which becomes a sanity check of our analysis giv-
ing a consistent result with the large Nf calculation. For
the details, see the Supplemental Material [29].
Physical observables. — Recently, several materials
[26, 39–42] have been proposed as possible candidates
for DWSMs, in which TQPTs may occur by tuning the
system parameters. For example, it has been theoreti-
cally demonstrated that SrSi2 can be tuned by changing
the lattice constant through doping or strain, leading to
a transition from the DWSM to a trivial insulator phase
[42]. Since the anisotropic non-Fermi-liquid behavior at
the TQPT will provide power-law corrections anisotrop-
ically to the scaling of physical observables [34, 43, 44],
the anisotropic scaling relations will be valuable to ex-
periments.
First, consider the parameter dependence of physical
observables in the non-interacting limit [27–29, 45–48].
The details are presented in the Supplemental Material
[29]. In the non-interacting limit, the specific heat CV ,
compressibility κ, diamagnetic susceptibility χD, and op-
tical conductivity σ are give by
CV ∝ T
3/2
t⊥t
1/2
z
, κ ∝ T
1/2
t⊥t
1/2
z
, (20)
χD,⊥ ∝ t1/2z T 1/2, χD,z ∝
t⊥
t
1/2
z
T 1/2,
σ⊥⊥ ∝ 1
t
1/2
z
Ω1/2, σzz ∝ t
1/2
z
t⊥
Ω1/2.
Here, χD,x = χD,y = χD,⊥ and σxx = σyy = σ⊥⊥ be-
cause of the C4 symmetry of the Hamiltonian. We also
assume tx = ty = t⊥ for simplicity.
Now, consider how the anisotropic non-Fermi liquids
change the bare scaling behaviors of the physical observ-
ables. From the  expansion, the RG equations for t⊥
and tz are given by
1
t⊥
dt⊥
d ln b
=z − 2z⊥ + αF⊥(γ),
1
tz
dtz
d ln b
=z − 2 + αFz(γ),
(21)
where ln b ≡ `. Let us choose z = 2 and z⊥ = 1 so
that t⊥ and tz are marginal at the tree level. Since
dO
d ln b = zO for O = ω, T with z = 2, O(b) = Ob2.
Let b∗ be the cutoff value defined as O(b∗) = Λ, then
b∗ = (Λ/O)1/2. Combining this with Eq. (21), we find
that ti(b
∗) = ti,0(b∗)α
∗Fi(γ∗) ∝ O−ci where i =⊥, z,
ci =
1
2
d ln ti
d ln b
∣∣
f.p.
= α∗Fi(γ∗)/2, c⊥ ≈ 0.402/Nf , and
cz ≈ 0.044/Nf in the large Nf approximation.
Then, near the interacting fixed point, the scaling re-
lations of the physical observables with respect to either
temperature or frequency become
CV ∝ T 3/2+η1 , κ ∝ T 1/2+η1 , (22)
χD,⊥ ∝ T 1/2−η2 , χD,z ∝ T 1/2−η3 ,
σ⊥⊥ ∝ Ω1/2+η2 , σzz ∝ Ω1/2+η3 ,
where η1 ≡ c⊥+cz/2 ≈ 0.423/Nf , η2 ≡ cz/2 ≈ 0.022/Nf ,
and η3 ≡ c⊥ − cz/2 ≈ 0.380/Nf . (Equivalently, we can
obtain the same results by including all the effects of
5renormalization in the coordinates rather than the sys-
tem parameters, as presented in the Supplemental Ma-
terial [29].) Thus, it is easily seen that the diamagnetic
susceptibility and optical conductivity show anisotropic
scaling behaviors, χD,z/χD,⊥ ∝ T η2−η3 and σ⊥⊥/σzz ∝
Ωη2−η3 . In addition, the permittivity tensor character-
izing the charge screening also exhibits the anisotropic
behavior, ε⊥/εz = a2 ∝ Ωη2−η3 . By measuring these ra-
tios, we can clearly see the anisotropic scaling behaviors
at the TQPT.
Discussion and Conclusion. — So far, for simplic-
ity we ignored m0 in Eq. (1) and the corresponding
s⊥(k2x + k
2
y)σz term with s⊥ = m0a
2
0 in H0, which is
allowed by symmetry. If we include the effect of this
term, we find that there still exists a stable non-Gaussian
fixed point at (α∗, γ∗, λ∗) = (0.336/Nf , 0.821 −
0.083/Nf ,−sgn(β)(0.866 + 0.035/Nf )) in the  expan-
sion (λ ≡ s⊥/t⊥), indicating that the anisotropic non-
Fermi-liquid behavior is robust against the s⊥(k2x+k
2
y)σz
term. The details are presented in the Supplemental
Material [29]. Note that for a TQPT between triple-
Weyl semimetals [46], we believe that similar symmetry-
allowed parabolic term should be considered.
There are studies on the instability of NFL in the
quadratic dispersions under the presence of the short-
range interactions [49, 50]. Our calculations are con-
trolled by either  or 1/Nf . Thus, the scaling dimensions
of the four-point short-range interactions at the stable
fixed point are the same as the bare one at the lead-
ing order, [uijkl] = −d + 2 + O ( or 1/Nf ), which indi-
cates that our fixed point is stable under the short-range
interactions. A detailed discussion on the effect of the
short-range interactions can be found in the Supplemen-
tal Material [29].
We stress that our emergent anisotropic non-Fermi-
liquid fixed point is distinct from previously studied non-
Fermi-liquid fixed points. Our fixed point is in 3d in
sharp contrast to most of the previously studied fixed
points including the very nice work by Sur and Lee
where anisotropic non-Fermi liquid below 3d was found
[37]. In 3d, quantum fluctuations are typically marginal
or even irrelevant, so quasi-particles are usually well-
defined. However, the interplay between the topology
and C4 rotational symmetry in our systems protects the
quadratic band touching at the topological phase tran-
sition, and the anisotropic non-Fermi-liquid fixed point
appears. As discussed above, the absence of the cubic
symmetry makes the anisotropy even emergent in terms
of the anomalous dimensions. Furthermore, the charac-
teristic interplay between topology and symmetry is cru-
cial in addition to the long-range Coulomb interaction to
realize our universality class.
In summary, we studied TQPTs between DWSMs and
insulators using the large Nf theory and epsilon expan-
sion. We found that a novel class of quantum criti-
cality appears at the TQPT characterized by emergent
anisotropic non-Fermi-liquid behaviors in which critical
electronic modes and the long-range Coulomb interac-
tion are strongly coupled, and the system becomes in-
finitely anisotropic. The anisotropic behaviors at the
TQPT may be observed experimentally by measuring
the power-law corrections to the diamagnetic suscep-
tibility χD,z/χD,⊥ ∝ T η2−η3 and optical conductivity
σ⊥⊥/σzz ∝ Ωη2−η3 , which we propose as smoking-gun
signals of our TQPTs.
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I. DETAILS OF THE  = 4− d METHOD
In this section, we provide detailed calculations of the  = 4− d method. First, we prove that tx = ty and ax = ay
at low energies. Next, we derive the renormalization group (RG) equations using the  = 4− d expansion. Then we
discuss the effect of the symmetry-allowed parabolic term, which is neglected in the main text, demonstrating that
the TQPT is still characterized by anisotropic non-Fermi liquids.
Consider the leading-order self-energy corrections for fermions and bosons:
Σ(0,k) =(−ig)2
∫
Ω,q
G0(iΩ, q + k)D0(iΩ, q), (S1)
Π(iΩ, q) =−Nf (−ig)2
∫
ω,k
Tr[G0(iΩ + iω,k + q/2)G0(iω,k − q/2)], (S2)
where
∫
Ω,q,p
=
∫
Ω
dΩ
2pi
∫ dqxdqy
(2pi)
∫
∂Λ
dqzd
d−3p
(2pi)d−2 with ∂Λ being the region µ <
√
q2z + p
2 < Λ. Here,
G0(iΩ,k) =
1
−iΩ + εx(k)σx + εy(k)σy + εz(k)σz =
iΩ + εx(k)σx + εy(k)σy + εz(k)σz
Ω2 + E(k)2
, (S3)
D0(iΩ, q) =
1
axq2x + ayq
2
y + azq
2
z
, (S4)
where εx(k) = tx(k
2
x − k2y), εy(k) = 2tykxky, εz(k) = tzk2z , and E(k) =
√
εx(k)2 + εy(k)2 + εz(k)2.
A. Proof of the emergent rotational symmetry along the kz-axis
1. Proof of ax = ay
First, let us prove that ax = ay at low energies. From the self-energy of the Coulomb interaction at Ω = 0,
Π(0,k) =−Nf (−ig)2
∫
ω,q
Tr[G0(iω, q + k/2)G0(iω, q − k/2)]
=−Nfg2
∫
q,p
(
1− ~ε+ · ~ε−
E+E−
)
1
E+ + E−
≈−Nfg2
∫
q,p
[
1
ax
(q2x + q
2
y)(t
2
xt
2
y(q
2
x + q
2
y)
2 + t2z(t
2
x + t
2
y)(q
2
z + p
2)2)
2(t2x(q
2
x − q2y)2 + 4t2yq2xq2y + t2z(q2z + p2)2)5/2
axk
2
x
+
1
ay
(q2x + q
2
y)(t
2
xt
2
y(q
2
x + q
2
y)
2 + t2z(t
2
x + t
2
y)(q
2
z + p
2)2)
2(t2x(q
2
x − q2y)2 + 4t2yq2xq2y + t2z(q2z + p2)2)5/2
ayk
2
y
]
+
1
az
t2zq
2
z(t
2
x(q
2
x − q2y)2 + 4t2yq2xq2y)
(t2x(q
2
x − q2y)2 + 4t2yq2xq2y + t2z(q2z + p2)2)5/2
azk
2
z
]
, (S5)
where εi± = εi(q ± k/2) and E± =
√∑
i ε
2
i±.
We find that the coefficients of the k2x and k
2
y terms are the same, which we denote as Ca, are given by
Ca =−Nfg2
∫
q,p
(q2x + q
2
y)
[
t2xt
2
y(q
2
x + q
2
y)
2 + t2z(t
2
x + t
2
y)(q
2
z + p
2)2
]
2
[
t2x(q
2
x − q2y)2 + 4t2yq2xq2y + t2z(q2z + p2)2
]5/2
2∝− Nfg
2
Λ4−d
`, (S6)
where ` = ln(Λ/µ). Let C ′a = −Ca/`, which is positive regardless of tx, ty and tz. Then, the beta function of ax/ay is
1
ax/ay
d(ax/ay)
d`
=C ′aay
(
1− ax
ay
)
. (S7)
Since C ′a is positive, ax = ay at low energies.
2. Proof of tx = ty
From now on, we employ the following form of the Coulomb interaction propagator with ax = ay ≡ a and az = 1/a,
D0(iΩ, q) =
1
a(q2x + q
2
y) + (q
2
z + p
2)/a
. (S8)
Then
Σ(iω,k) =(−ig)2
∫
Ω,q,p
G0(iω + iΩ,k + q)D0(iΩ, q),
=− g
2
2
∫
q,p
εx(k + q)σx + εy(k + q)σy + εz(k + q)σz
E(k + q)
1
a(q2x + q
2
y) + (q
2
z + p
2)/a
,
≈− δtxεx(k)σx − δtyεy(k)σy − δtzεz(k)σz, (S9)
where
δtx =
g2
2
∫
q,p
ε2xt
2
y(q
4
x + 6q
2
xq
2
y + q
4
y)− 2ε2yt2y(q4x + q4y)− (2− t2y/t2x)ε2xε2z + ε4z
(ε2x + ε
2
y + ε
2
z)
5/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
, (S10)
δty =
g2
2
∫
q,p
−ε2xt2x(q4x + 6q2xq2y + q4y) + 2ε2yt2x(q4x + q4y)− (2− t2x/t2y)ε2yε2z + ε4z
(ε2x + ε
2
y + ε
2
z)
5/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
, (S11)
δtz =
g2
2
∫
q,p
(ε2x + ε
2
y)(ε
2
x + ε
2
y − εztz(5q2z − p2))
(ε2x + ε
2
y + ε
2
z)
5/2
1
a(q2x + q
2
y) + (q
2
z + p
2)/a
. (S12)
To prove tx = ty at low energies, let us define T = tx/ty. Then, the beta function of T is given by
1
T
dT
d`
=
δtx − δty
`
. (S13)
From Eqs. (S10) and (S11), δtx − δty is given by
δtx − δty =
g2
2
∫
q,p
(t2x + t
2
y)ε
2
x(q
4
x + 6q
2
xq
2
y + q
4
y)− 2(t2x + t2y)ε2y(q4x + q4y)− ((2− t2y/t2x)ε2x − (2− t2x/t2y)ε2y)ε2z
(ε2x + ε
2
y + ε
2
z)
5/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
=
g2
2ty
∫
q,p
(1 + T 2)((q2x − q2y)2(q4x + 6q2xq2y + q4y)T 2 − 8q2xq2y)
(T 2(q2x − q2y)2 + 4q2xq2y + β2(q2z + p2)2)5/2(a(q2x + q2y) + (q2z + p2)/a)
+
g2
2ty
∫
q,p
β2(q2z + p
2)2(q4x + 6q
2
xq
2
y + q
4
y − 2(q4x + q4y)T 2)
(T 2(q2x − q2y)2 + 4q2xq2y + β2(q2z + p2)2)5/2(a(q2x + q2y) + (q2z + p2)/a)
, (S14)
where β ≡ tz/ty.
Expanding δtx − δty in terms of δT = T − 1, then we have
δtx − δty ≈
g2
2ty
∫
q,p
(q4x − 6q2xq2y + q4y)(2(q2x + q2y)2 − (q2z + p2)2β2)
((q2x + q
2
y)
2 + β2(q2z + p
2)2)5/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
− g
2
2ty
δT
∫
q,p
4(q2x + q
2
y)
2(q8x − 22q6xq2y + 50q4xq4y − 22q2xq6y + q8y)
((q2x + q
2
y)
2 + β2(q2z + p
2)2)7/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
3+
g2
2ty
δT
∫
q,p
β2(q2z + p
2)2(7q8x − 40q6xq2y + 2q4xq4y − 40q2xq6y + 7q8y)
((q2x + q
2
y)
2 + β2(q2z + p
2)2)7/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
− g
2
2ty
δT
∫
q,p
4β4(q4x + q
4
y)(q
2
z + p
2)4
((q2x + q
2
y)
2 + β2(q2z + p
2)2)7/2(a(q2x + q
2
y) + (q
2
z + p
2)/a)
=− Ad−2g
2
12pi
√
tytzΛ4−d
(
9a5β5/2
4
∫ ∞
0
dr
r5(4a4β2 − r4)
(r4 + a4β2)7/2(r2 + 1)
)
δT`
=− αGT (γ)δT`, (S15)
where α = Ad−2g
2
√
t⊥tzΛ4−d
, γ = a
√
β
2 , and Ad =
1
6pi(4pi)d/2Γ(d/2)
. Here, we introduce the function GT (x) defined by
GT (x) =72x
5
∫ ∞
0
dr
r5(64x4 − r4)
(r4 + 16x4)7/2(r2 + 1)
=
3x
4(1 + 16x4)7/2
[√
1 + 16x4(1 + 160x4 − 832x6 − 1536x8 + 2048x10)
+48x4(−1 + 64x4) ln
(
4x2(4x2 +
√
1 + 16x4)
−1 +√1 + 16x4
)]
. (S16)
Note that GT (γ) is positive for all γ. Then, we see
1
δT
dδT
d`
≈− αGT (γ)δT (S17)
is negative (positive) for positive (negative) δT . Therefore, δT flows to 0, which means T = 1 is a stable fixed point
and we arrive at the conclusion that tx = ty ≡ t⊥ at the low energies. Combining the results of Secs. I A 1 and I A 2,
we can use the following form of action at low energies,
S =
∫
dτddx
[
ψ†(∂τ − igφ+ Hˆ0(−i∇))ψ + 1
2
(
a
{
(∂xφ)
2 + (∂yφ)
2
}
+
1
a
(∂zφ)
2
)]
, (S18)
where
H0(k) =t⊥(k2x − k2y)σx + 2t⊥kxkyσy + tzk2zσz. (S19)
B. Renormalization group equations in the  = 4− d expansion
In this section, we will show the details of the RG analysis using the  = 4 − d expansion. From Eqs. (S5) and
(S10)−(S12) with tx = ty = t⊥ and ax = ay = a−1z = a, we obtain the fermion and boson self-energies, respectively,
given by
Σ(iΩ, q) =(−ig)2
∫
ω,k,p
G0(iω + iΩ,k + q)D0(iω,k)
≈− αF⊥(γ)`
[
t⊥(q2x − q2y)σx + 2t⊥qxqyσy
]− αFz(γ)` (tzq2z)σz, (S20)
Π(q) =g2
∫
ω,k,p
Tr [G0(iω,k + q/2)G0(iω,k − q/2)]
≈−Nfα
[
a
γ
q2⊥ +
γ
a
q2z
]
`, (S21)
where F⊥(γ) and Fz(γ) are given by
F⊥(x) ≡ δx
α`
∣∣∣∣
tx=ty=t⊥, ax=ay=a−1z =a
=48x5
∫ ∞
0
dr
r(32x4 − r4)
(r4 + 16x4)5/2(r2 + 1)
40 1 2 3 4
0.0
0.2
0.4
0.6
0.8
FIG. S1: Plots of F⊥(x) and Fz(x). The blue solid line and red dashed line represent F⊥(x) and Fz(x), respectively.
=
3x
2(1 + 16x4)5/2
[√
1 + 16x4(1 + 64x4 − 192x6)− 16x4(1− 32x4) ln
(
4x2
(
4x2 +
√
1 + 16x4
)
−1 +√1 + 16x4
)]
, (S22)
Fz(x) ≡ δz
α`
∣∣∣∣
tx=ty=t⊥, ax=ay=a−1z =a
=6x
∫ ∞
0
dr
r5(r4 − 32x4)
(r4 + 16x4)5/2(r2 + 1)
=
3x
(1 + 16x4)5/2
[√
1 + 16x4(−2 + 12x2 + 16x4) + (1− 32x4) ln
(
4x2
(
4x2 +
√
1 + 16x4
)
−1 +√1 + 16x4
)]
. (S23)
Figure S1 shows the plots of F⊥(x) and Fz(x). Then, after rescaling z → ze`, (x, y) → (x, y)ez⊥`, and τ → ez`τ ,
and introducing the renormalization constant, ψ → ψ/Z1/2ψ , φ→ φ/Z1/2φ , t⊥ → t⊥/Zt⊥ , tz → tz/Ztz , a→ a/Za, and
g → g/Zg, we arrive at the following renormalized action,
Srenorm =
∫
dτddx
[
ψ†
(
∂τ − igφ+H0(−i∇)− Σ(−i∇)
)
ψ +
1
2
(
a
{
(∂xφ)
2 + (∂yφ)
2
}
+
1
a
(∂zφ)
2
)
− 1
2
φΠ(−i∇)φ
]
=
∫
dτddx
e(z+2z⊥+d−2)`
Zψ
ψ†
[
e−z`∂τ − 1
ZgZ
1/2
φ
igφ (S24)
+
e−2z⊥`
Zt⊥
(1 + αF⊥(γ)`) t⊥
(
(∂2y − ∂2x)σx − 2∂x∂yσy
)− e−2`
Ztz
(1 + αFz(γ))tz∂
2
zσz
]
ψ
+
∫
dτd3x
e(z+2z⊥+d−2)`
2Zφ
[
e−2z⊥`
Za
2
(
1 +Nf
α
γ
`
)
a((∂xφ)
2 + (∂yφ)) + e
−2`Za (1 +Nfαγ`)
1
a
(∂zφ)
2
]
.
Requiring the scaling invariance of the action, we obtain the renormalization constants as follows:
Zψ =1 + [2z⊥ + (d− 2)] `, (S25)
Zt⊥ =1 + [z − 2z⊥ + αF⊥(γ)] `, (S26)
Ztz =1 + [z − 2 + αFz(γ)] `, (S27)
Zφ =1 +
[
z + z⊥ + (d− 3) + Nfα
2
(
1
γ
+ γ
)]
`, (S28)
Za =1 +
[
1− z⊥ + Nfα
2
(
1
γ
− γ
)]
`, (S29)
Zg =1 +
[
z − z⊥ − (d− 3)
2
− Nfα
4
(
1
γ
+ γ
)]
`. (S30)
5From these renormalization constants, we can obtain the following RG equations for d = 4− ,
1
t⊥
dt⊥
d`
=z − 2z⊥ + αF⊥(γ), (S31)
1
tz
dtz
d`
=z − 2 + αFz(γ), (S32)
1
a
da
d`
=1− z⊥ + Nfα
2
(
1
γ
− γ
)
, (S33)
1
g2
dg2
d`
=z − z⊥ − 1 + − Nfα
2
(
1
γ
+ γ
)
. (S34)
Thus, we find the RG equations for the dimensionless parameters α and γ as follows:
1
α
dα
d`
=− Nfα
2
(
1
γ
+ γ
)
− α
2
(
Fz(γ) + F⊥(γ)
)
, (S35)
1
γ
dγ
d`
=
Nfα
2
(
1
γ
− γ
)
+
α
2
(
Fz(γ)− F⊥(γ)
)
. (S36)
C. Effects of the symmetry-allowed parabolic term
If we include the symmetry-allowed parabolic term, s⊥(k2x + k
2
y)σz, the non-interacting Hamiltonian H0 is modified
as
H0 =t⊥(k2x − k2y)σx + 2t⊥kxkyσy +
[
Btzk
2
z + s⊥(k
2
x + k
2
y)
]
σz, (S37)
where B = ±1 for the topologically trivial and nontrivial insulator phases, respectively.
1. Boson self-energy
Similarly as in Eq. (S21), we can obtain the boson self-energy in the presence of the symmetry-allowed parabolic
term as
Π(iΩ, q) =−Nf (ig)2
∫
ω,k,p
Tr[G0(iΩ + iω,k + q)G0(iω,k)]
≈−Nfα
[
1
γ
(
2 + λ2
2
−Bλ(5 + 2λ
2)
4
√
1 + λ2
)
aq2⊥ + γ
(
1 + 2λ2√
1 + λ2
− 2Bλ
)
1
a
q2z
]
, (S38)
where λ = s⊥t⊥ .
2. Fermion self-energy
Similarly as in Eq. (S20), we can obtain the fermion self-energy as
Σ(iω,k) =(ig)2
∫
Ω,q,p
G0(iω + iΩ,k + q)D0(iΩ, q)
≈− δt⊥
[
t⊥(k2x − k2y)σx + 2t⊥kxkyσy
]− [δtzBtzk2z + δs⊥s⊥(k2x + k2y)]σz, (S39)
where δt⊥ , δtz and δs⊥ are, respectively, given by
δt⊥ =
g2
2
∫
k,p
t2zk⊥k
d+1
z (2(Btzk
2
z + s⊥k
2
⊥)
2 − t2⊥k4⊥)
2
(
t2⊥k
4
⊥ + (Btzk2z + s⊥k
2
⊥)2
)5/2
(ak2⊥ +
1
ak
2
z)
=
Ad−2g2 `√
t⊥tzΛ4−d
∫
dr
3(2γ)5r(−r4 + 2(4Bγ2 + λr2)2)
2(1 + r2)(r4 +
(
4Bγ2 + λr2)2
)5/2
6=αF⊥(γ, λ)`, (S40)
δtz =
g2
2
∫
k,p
t3⊥k
5
⊥k
d−3
z (t
2
⊥k
4
⊥ − (2Btzk2z − s⊥k2⊥)(Btzk2z + s⊥k2⊥))(
t2⊥k
4
⊥ + (Btzk2z + s⊥k
2
⊥)2
)5/2
(ak2⊥ +
1
ak
2
z)
=
Ad−2g2 `√
t⊥tzΛ4−d
∫
dr
6γr5(r4 − (8Bγ2 − λr2)(2Bγ2 + λr2))
(1 + r2)
(
r4 + (4Bγ2 + λr2)2
)5/2
=αFz(γ, λ)`, (S41)
δs⊥ =
g2
2
∫
k,p
B
s⊥
t2⊥tzk
3
⊥k
d−1
z (t
2
⊥k
4
⊥ − (2Btzk2z − s⊥k2⊥)(Btzk2z + s⊥k2⊥))
2
(
t2⊥k
4
⊥ + (Btzk2z + s⊥k
2
⊥)2
)5/2
(ak2⊥ +
1
ak
2
z)
=
B
λ
Ad−2g2 `√
t⊥tzΛ4−d
∫
dr
3(2γ)3r3(r4 − (8Bγ2 − λr2)(4Bγ2 + λr2))
(1 + r2)
(
r4 + (4Bγ2 + λr2)2
)5/2
=
B
λ
αFs(γ, λ)`. (S42)
Here, we introduce the following dimensionless functions,
F⊥(γ, λ) =
∫ ∞
0
dr
48γ5r(−r4 + 2(4Bγ2 + λr2)2)
(1 + r2)(r4 + (4Bγ2 + λr2)2)5/2
=
3γ
2(1 + (4Bγ2 − λ)2)2
[
(1 + λ2)3/2 + 64γ4(−3γ2 +
√
1 + λ2)− 4Bγ2λ(−12γ2 + 5
√
1 + λ2)
−16γ
4(1− 2(4Bγ2 − λ)2)√
1 + (4Bγ2 − λ)2 ln
 4γ2
(
4γ2 −Bλ+√1 + (4Bγ2 − λ)2)
−1 + 4Bγ2λ− λ2 +√1 + λ2√1 + (4Bγ2 − λ)2
 , (S43)
Fz(γ, λ) =
∫ ∞
0
dr
6γr5(r4 − (8Bγ2 − λr2)(4Bγ2 + λr2))
(1 + r2)(r4 + (4Bγ2 + λr2)2)5/2
=
3γ
(1 + (4Bγ2 − λ))2
[
−
(
16Bγ4λ− 4γ2(3 + 2λ2) +Bλ(1 + λ2)
)
+
√
1 + λ2(−2 + (4Bγ2 − λ)2)
+
1− 32γ4 + 4Bγ2λ+ λ2√
1 + (4Bγ2 − λ)2 ln
 4γ2
(
4γ2 −Bλ+√1 + (4Bγ2 − λ)2)
−1 + 4Bγ2λ− λ2 +√1 + λ2√1 + (4Bγ2 − λ)2
 , (S44)
Fs(γ, λ) =
∫ ∞
0
dr
24γ3r3(r4 − (8Bγ2 − λr2)(4Bγ2 + λr2))
(1 + r2)(r4 + (4Bγ2 + λr2)2)5/2
=
−12γ
(1 + (4Bγ2 − λ))2
[
−
(
16Bγ4λ− 4γ2(3 + 2λ2) +Bλ(1 + λ2)
)
+
√
1 + λ2(−2 + (4Bγ2 − λ)2)
−1− 32γ
4 + 4Bγ2λ+ λ2√
1 + (4Bγ2 − λ)2 ln
 4γ2
(
4γ2 −Bλ+√1 + (4Bγ2 − λ)2)
−1 + 4Bγ2λ− λ2 +√1 + λ2√1 + (4Bγ2 − λ)2

=− 4γ2Fz(γ, λ). (S45)
Note that in the limit λ = 0, F⊥(γ, λ) = F⊥(γ), and Fz(γ, λ) = Fz(γ).
3. RG flow equation
From Sec. I C 1 and Sec. I C 2, we can obtain the following RG flow equations,
1
t⊥
dt⊥
d`
=z − 2z⊥ + αF⊥(γ, λ), (S46)
1
tz
dtz
d`
=z − 2 + αFz(γ, λ), (S47)
1
s⊥
ds⊥
d`
=z − 2z⊥ − 4bα
λ
γ2Fz(γ, λ), (S48)
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a
da
d`
=1− z⊥ + Nfα
2
[
1
γ
(
2 + λ2
2
−Bλ(5 + 2λ
2)
4
√
1 + λ2
)
− γ
(
1 + 2λ2√
1 + λ2
− 2Bλ
)]
, (S49)
1
g2
dg2
d`
=z − z⊥ − 1 + − Nfα
2
[
1
γ
(
2 + λ2
2
−Bλ(5 + 2λ
2)
4
√
1 + λ2
)
+ γ
(
1 + 2λ2√
1 + λ2
− 2Bλ
)]
. (S50)
Then, the RG equations for the dimensionless parameters, α, γ and λ are given by
1
α
dα
d`
=− α
2
[
Nf
{
1
γ
(
2 + λ2
2
−Bλ(5 + 2λ
2)
4
√
1 + λ2
)
+ γ
(
1 + 2λ2√
1 + λ2
− 2Bλ
)}
+ Fz(γ, λ) + F⊥(γ, λ)
]
, (S51)
1
γ
dγ
d`
=
α
2
[
Nf
{
1
γ
(
2 + λ2
2
−Bλ(5 + 2λ
2)
4
√
1 + λ2
)
− γ
(
1 + 2λ2√
1 + λ2
− 2Bλ
)}
+ Fz(γ, λ)− F⊥(γ, λ)
]
, (S52)
1
λ
dλ
d`
=− α
λ
[
4Bγ2Fz(γ, λ) + λF⊥(γ, λ)
]
. (S53)
For given Nf , the RG equations have unstable fixed point, α
∗ = 0 with arbitrary γ∗ and λ∗, and stable interact-
ing fixed point, (α∗, γ∗, λ∗) = (0.342/Nf , 0.799 − 0.079/Nf ,−B(0.875 + 0.032/Nf )) for large Nf . Then, near the
interacting fixed point,
1
a
da
d`
∣∣∣∣
f.p.
=
Nfα
∗
2
[
1
γ∗
(
2 + λ∗2
2
−Bλ
∗(5 + 2λ∗2)
4
√
1 + λ∗2
)
− γ∗
(
1 + 2λ∗2√
1 + λ∗2
− 2Bλ∗
)]
> 0, (S54)
1
β−1
dβ−1
d`
∣∣∣∣
f.p.
= −α∗
(
Fz(γ
∗, λ∗)− F⊥(γ∗, λ∗)
)
> 0. (S55)
Thus, the bosonic and fermionic anisotropy parameters a and β−1 diverge at the stable interacting fixed point.
Therefore, even if we keep s⊥(k2x + k
2
y)σz, the interacting fixed point still exhibits anisotropic non-Fermi liquid
behaviors.
II. DETAILS OF THE LARGE Nf CALCULATION
In this section, we will show the detailed calculations of the large Nf method.
A. Boson self-energy
Consider the self-energy of the Coulomb interaction given by
Π(iΩ, q) =−Nf (−ig)2
∫
ω,k
Tr[G0(iΩ + iω,k + q)G0(iω,k)]
=−Nfg2
∫
k
E+ + E−
(E+ + E−)2 + Ω2
(
1− ~ε+ · ~ε−
E+E−
)
, (S56)
where εi± = εi(k ± q/2) and E± =
√∑
i ε
2
i±.
1. q⊥ dependence
Let us find the q⊥ dependence in Π(iΩ, q) with non-zero iΩ. Because of the emergent rotational symmetry along
the kz-axis, we put q⊥ = q⊥xˆ for simplicity. After changing the integration variables, kx → q⊥x, ky → q⊥y, kz →
(t⊥/tz)1/2q⊥z, we get
Π(iΩ, q⊥) = −Nfg
2 |q⊥|
8pi3
√
t⊥tz
∫
d3x
√(
(x+ 1)2 + y2
)2
+ z4 +
√(
x2 + y2
)2
+ z4[√(
(x+ 1)2 + y2
)2
+ z4 +
√(
x2 + y2
)2
+ z4
]2
+
(
Ω
t⊥|q⊥|2
)2
8×
1−
(
(x+ 1)2 − y2
)(
x2 − y2
)
+ 4(x+ 1)xy2 + z4√(
(x+ 1)2 + y2
)2
+ z4
√(
x2 + y2
)2
+ z4

= −C⊥1Nfg
2√
t2⊥tz
√
t⊥q2⊥ tanh(C⊥2ξr), (S57)
where ξr =
√
t⊥
|Ω| |q⊥|, C⊥1 = 0.042, and C⊥2 = 1.199. The final result is a fitting function using an ansatz obtained
from Π(iΩ, q⊥) ∝ ξ2r for ξr  1, and Π(iΩ, q⊥) ∝ ξr for ξr  1.
2. qz dependence
Similarly, after changing the integration variables, k⊥ → (tz/t⊥)1/2q⊥r, kz → qzz, we get
Π(iΩ, qz) = −Nfg
2 |qz|
4pi2t⊥
∫ ∞
0
dr r
∫ ∞
−∞
dz
√
r4 + (z + 1)4 +
√
r4 + z4[√
r4 + (z + 1)4 +
√
r4 + z4
]2
+
(
Ω
tzq2z
)2
×
[
1− r
4 + (z + 1)2z2√
r4 + (z + 1)4
√
r4 + z4
]
= −Cz1Nfg
2√
t2⊥tz
√
tzq2z tanh(Cz2ξz), (S58)
where ξz =
√
tz
|Ω| |qz|, Cz1 = 0.016, and Cz2 = 1.267. The final result is a fitting function using an ansatz obtained
from Π(iΩ, qz) ∝ ξ2z for ξz  1, and Π(iΩ, qz) ∝ ξz for ξz  1.
3. Arbitrary q dependence
For arbitrary q,
Π(iΩ, q) = − Nfg
2 |q⊥|
8pi3
√
t⊥tZ
ξz
ξr
∫
d3x
√(
(x+ 1)2 + y2
)2
+
ξ4z
ξ4r
(z + 1)4 +
√(
x2 + y2
)2
+
ξ4z
ξ4r
z4[√(
(x+ 1)2 + y2
)2
+
ξ4z
ξ4r
(z + 1)4 +
√(
x2 + y2
)2
+
ξ4z
ξ4r
z4
]2
+
(
Ω
t⊥q2⊥
)2
×
1−
(
(x+ 1)2 − y2
)(
x2 − y2
)
+ 4(x+ 1)xy2 − ξ4zξ4r (z + 1)z√(
(x+ 1)2 + y2
)2
+
ξ4z
ξ4r
(z + 1)4
√(
x2 + y2
)2
+
ξ4z
ξ4r
z4

= − Nfg
2√
t2⊥tz
√
C2⊥1t⊥q
2
⊥ + C2z1tzq
2
z tanh
(√
C2⊥2ξ
2
r + C
2
z2ξ
2
z
)
. (S59)
For Π(iΩ, q) ≡ −Nfg2|q⊥|√
t⊥tz
F
(√
t⊥
|Ω| |q⊥|,
√
tz
t⊥
∣∣∣ qzq⊥ ∣∣∣), we illustrate the dimensionless function F (x, y) in Fig. S2(a) and
compare it with the exact numerical values in Fig. S2(b).
B. Fermion self-energy
Using the boson self-energy obtained in Sec. II A, we can obtain the fermion self-energy as follows:
Σ(iω,k) =(ig)2
∫
Ω,q
G0(iΩ + iω, q + k)D(iΩ, q)
90
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FIG. S2: (a) The dimensionless function F (x, y). (b) Comparison between the exact numerical values and the ansatz F (x, y).
For
√
t⊥
|Ω| |q⊥| = ξR cos θ and
√
tz
t⊥
∣∣∣ qzq⊥ ∣∣∣ = ξR sin θ, we present the numerical and analytic values for θ = 0 (blue), pi/6 (yellow),
pi/4 (green), and pi/3 (red). The dotted points represent the exact numerical values, and the solid lines represent the values
obtained by the ansatz in Eq. (6). The ansatz is in good agreement with the exact numerical values.
=− g2
∫
Ω,q
i(Ω + ω) + εx(k + q)σx + εy(k + q)σy + εz(k + q)σz
(Ω + ω)2 + ε2x(k + q) + ε
2
y(k + q) + ε
2
z(k + q)
1
a(q2x + q
2
y) + q
2
z/a−Π(iΩ, q)
≈− g2
∫
Ω,q
i(Ω + ω) + εx(k + q)σx + εy(k + q)σy + εz(k + q)σz
(Ω + ω)2 + ε2x(k + q) + ε
2
y(k + q) + ε
2
z(k + q)
1
−Π(iΩ, q)
≈iωδω − δt⊥
(
εx(k)σx + εy(k)σy
)− δtzεz(k)σz. (S60)
The corrections δω, δt⊥ , and δtz are evaluated in the following subsections.
1. ω correction δω
The correction δω is given by
δω =− g2
∫
Ω,q
t2⊥(q
2
x + q
2
y)
2 + t2zq
4
z − Ω2[
t2⊥(q2x + q2y)2 + t2zq4z + Ω2
]2
coth
(√
C2⊥2 (q
2
x+q
2
y)+C
2
z2
βq2z
(Ω/t⊥)1/2
)
Nfe2
(t⊥tz)1/2
√
C2⊥1(q
2
x + q
2
y) + C
2
z1βq
2
z
=− (t⊥tz)
1/2
8pi3Nf
1
t2⊥
∫ ∞
−∞
dΩ
∫
µ<|qz|<Λ
dqz
∫ ∞
−∞
dq⊥ q⊥
q4⊥ + β
2q4z − Ω2/t2⊥
[q4⊥ + β2q4z + Ω2/t
2
⊥]
2
coth
(√
C2⊥2q
2
⊥+C
2
z2
βq2z
(Ω/t⊥)1/2
)
√
C2⊥1q
2
⊥ + C2z1βq
2
z
. (S61)
After changing the integration variables, q⊥ →
√
βqza and Ω→ βt⊥q2zb, we have
δω =
(t⊥tz)1/2
Nf
1
t2⊥
t⊥β2
β5/2
ln(Λ/µ)
∫ ∞
0
da
∫ ∞
0
db
a
2pi3
−a2 − 1 + b2
(a4 + 1 + b2)2
coth
(√
(C2⊥2a
2 + C2z2)/b
)
√
C2⊥1a
2 + C2z1
=
Cω
Nf
ln(Λ/µ), (S62)
where Cω = 0.366072. Note that δω has a logarithmic divergence both in the UV and IR cutoffs.
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2. t⊥ correction δt⊥
The correction δt⊥ is given by
δt⊥ =g
2
∫
Ω,q
(Ω2 + t2zq
4
z)
(
Ω2 − 3t2⊥(q2x + q2y)2 + t2zq4z
)[
Ω2 + t2⊥(q2x + q2y)2 + t2zq4z
]3
coth
(√
C2⊥2 (q
2
x+q
2
y)+C
2
z2
βq2z
(Ω/t⊥)1/2
)
Nfe2
(t⊥tz)1/2
√
C2⊥1(q
2
x + q
2
y) + C
2
z1βq
2
z
=
(t⊥tz)1/2
8pi3t2⊥Nf
∫ ∞
−∞
dΩ
∫
µ<|qz|<Λ
dqz
∫ ∞
−∞
dq⊥ q⊥
(Ω2/t2⊥ + β
2q4z)(Ω
2/t2⊥ − 3q4⊥ + β2q4z)
[Ω2/t2⊥ + q
4
⊥ + β2q4z ]
3
coth
(√
C2⊥2q
2
⊥+C
2
z2
βq2z
(Ω/t⊥)1/2
)
√
C2⊥1q
2
⊥ + C2z1βq
2
z
.
(S63)
After changing the integration variables, q⊥ →
√
βqza and Ω→ βt⊥q2zb, we have
δt⊥ =
(t⊥tz)1/2
t2⊥Nf
t⊥β2
β5/2
ln(Λ/µ)
∫ ∞
0
da
∫ ∞
0
db
a
2pi3
(1 + b2)(−3a4 + 1 + b2)
(a4 + 1 + b2)3
coth
(√
(C2⊥2a
2 + C2z2)/b
)
√
C2⊥1a
2 + C2z1
=
Ct⊥
Nf
ln(Λ/µ), (S64)
where Ct⊥ = 0.614362. Note that δt⊥ has a logarithmic divergence both in the UV and IR cutoffs.
3. tz correction δtz
The correction δtz is given by
δtz =g
2
∫
Ω,q
16t4zq
8
z +
(
Ω2 + t2⊥(q
2
x + q
2
y)
2 + t2zk
4
z
)(
Ω2 + t2⊥(q
2
x + q
2
y)
2 − 13t2zk4z
)
[
Ω2 + t2⊥(q2x + q2y)2 + t2zq4z
]3
×
coth
(√
C2⊥2 (q
2
x+q
2
y)+C
2
z2
βq2z
(Ω/t⊥)1/2
)
Nfe2
(t⊥tz)1/2
√
C2⊥1(q
2
x + q
2
y) + C
2
z1βq
2
z
(S65)
=
(t⊥tz)1/2
8pi3t2⊥Nf
∫ ∞
−∞
dΩ
∫
µ<|qz|<Λ
dqz
∫ ∞
−∞
dq⊥ q⊥
16β4q8z +
(
Ω2/t2⊥ + q
4
⊥ + β
2k4z
)(
Ω2/t2⊥ + q
4
⊥ − 13β2k4z
)
[Ω2/t2⊥ + q
4
⊥ + β2q4z ]
3
×
coth
(√
C2⊥2q
2
⊥+C
2
z2
βq2z
(Ω/t⊥)1/2
)
√
C2⊥1q
2
⊥ + C2z1βq
2
z
. (S66)
After changing the integration variables, q⊥ →
√
βqza and Ω→ βt⊥q2zb, we have
δtz =
(t⊥tz)1/2
t2⊥Nf
t⊥β2
β5/2
ln(Λ/µ)
∫ ∞
0
da
∫ ∞
0
db
a
2pi3
16 + (a4 + 1 + b2)(a4 − 13 + b2)
(a4 + 1 + b2)3
coth
(√
(C2⊥2a
2 + C2z2)/b
)
√
C2⊥1a
2 + C2z1
=
Ctz
Nf
ln(Λ/µ), (S67)
where Ctz = 0.341231. Note that δtz has a logarithmic divergence both in the UV and IR cutoffs.
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C. Vertex correction
The correction δg is given by
δg =(ig)
2
∫
Ω,q
1
2
Tr[G0(iω, q)G0(iω, q)]D(iω, q)
=− g2
∫
Ω,q
−Ω2 + t2⊥(q2x + q2y)2 + t2zq4z[
Ω2 + t2⊥(q2x + q2y)2 + t2zq4z
]2 coth
(√
(C2⊥2(q
2
x + q
2
y) + C
2
z2βq
2
z)t⊥/Ω
)
Nfe2√
t⊥tz
√
C2⊥1(q
2
x + q
2
y) + C
2
z1βq
2
z
=−
√
t⊥tz
8pi3Nf t2⊥
∫ ∞
−∞
dΩ
∫
µ<|qz|<Λ
dqz
∫ ∞
−∞
dq⊥ q⊥
−Ω2/t2⊥ + q4⊥ + β2q4z
(Ω2/t2⊥ + q
4
⊥ + β2q4z)2
coth
(√
(C2⊥2q
2
⊥ + C2z2βq
2
z)t⊥/Ω
)
√
C2⊥1q
2
⊥ + C2z1βq
2
z
. (S68)
After changing the integration variables, q⊥ →
√
βqza and Ω→ βt⊥q2zb, we have
δg =
(t⊥tz)1/2
Nf
1
t2⊥
t⊥β2
β5/2
ln(Λ/µ)
∫ ∞
0
da
∫ ∞
0
db
a
2pi3
−a2 − 1 + b2
(a4 + 1 + b2)2
coth
(√
(C2⊥2a
2 + C2z2)/b
)
√
C2⊥1a
2 + C2z1
=
Cg
Nf
ln(Λ/µ), (S69)
where Cg = Cω, which is consistent with the Ward identity.
III. CONSISTENCY BETWEEN THE LARGE Nf CALCULATION AND  EXPANSION
In this section, we will show the correspondence between the large Nf calculation and the  expansion.
In the static (Ω = 0) and long wavelength limit (q → 0), the boson propagator in the large Nf approximation has the
following form for the momentum dependence:
D(iω = 0, q → 0)−1 ∼ q⊥ + |qz|. (S70)
Let us consider the  expansion case. In the  expansion, near the interacting fixed point,
α∗γ∗ =

Nf
(
1− cNf
Nf
)
≈ 
Nf
, (S71)
α∗
γ∗
=

Nf
1
1− cNf /Nf
≈ 
Nf
(
1 +
cNf
Nf
)
≈ 
Nf
, (S72)
where we only keep up to N−1f order because we consider the large Nf limit. Using these results,
D(iω = 0, q → 0)−1 =aq2⊥ +
1
a
q2z −Π(iω, q)
=a
(
1 +Nf
α∗
γ∗
`
)
q2⊥ +
1
a
(1 +Nfα
∗γ∗`) q2z
≈a (1 + `) q2⊥ +
1
a
(1 + `) q2z
∼e`q2⊥ + e`q2z
≈q2−/z⊥⊥ + |qz|2−. (S73)
Here, in the fourth line, we absorbed the momentum dependence of a into q⊥ and qz. For a sufficiently large Nf ,
z⊥ ≈ 1, thus for  = 1 with d = 3, D(0, q)−1 ∼ q⊥ + |qz|. Therefore, the result of the  expansion is consistent with
the large Nf calculation.
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IV. PHYSICAL OBSERVABLES IN THE NON-INTERACTING LIMIT
In this section, we will calculate the physical observables such as the specific heat, compressibility, diamagnetic
susceptibility, and optical conductivity at the TQPT between DWSM and insulating phases in the non-interacting
limit. For simplicity, we assume tx = ty = t⊥, the rotational symmetry along the kz-axis.
A. Density of states
Through the analytic continuation iω → ω + iδ in G0(iω,k), the retarded Green’s function Gret0 is obtained as
Gret0 (ω + iδ,k) =
1
−(ω + iδ) +H0(k) , (S74)
and the imaginary part of Gret0 and the spectral function are
Im[Gret0 (ω,k)] =
pisgn(ω)
2Ek
(ω +H0(k)) (δ(ω − Ek) + δ(ω + Ek)) , (S75)
SF (ω) =− 1
pi
Tr[Gret0 (ω,k)]
=δ(ω + Ek) + δ(ω − Ek). (S76)
The density of states is given by
ρ(ω) =
∫
d3k
(2pi)3
SF (ω,k)
=
|ω|
pi2
∫ ∞
0
dk⊥
∫ ∞
0
dkz k⊥δ(ω2 − (t2⊥k4⊥ + t2zk4z))
=
Γ(5/4)
4pi3/2Γ(3/4)
|ω|1/2
t⊥t
1/2
z
, (S77)
where Γ(x) is the gamma function and we use the identity,∫ 1
0
dR
R
(1−R4)3/4 =
√
piΓ(5/4)
Γ(3/4)
. (S78)
B. Free energy
In this section, we will calculate the free energy at the TQPT in the non-interacting limit from which the specific
heat and the compressibility are derived. The finite-temperature propagator of fermion is
G0(iωn,k)
−1 =(−iωn − µ) +H0(k), (S79)
where we introduce the chemical potential µ for deriving the compressibility. The partition function and its logarithmic
form are given by
Z =Det[βG−10 ]
=
∏
iωn
∏
k
[
β2((ωn − iµ)2 + E(k)2)
]
, (S80)
lnZ =V
∫
d3k
(2pi)3
T
∑
iωn
ln
[
β2((ωn − iµ)2 + E(k)2)
]
=
V
2
∫
d3k
(2pi)3
T
∑
iωn
[
ln
{
β2(ω2n + (E(k)− µ)2)
}
+ ln
{
β2(ω2n + (E(k) + µ)
2)
}]
, (S81)
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where β = T−1 and we use the relation[
(ωn − iµ)2 + E(k)2
] [
(ωn + iµ)
2 + E(k)2
]
=
[
ω2n + (E(k)− µ)2
] [
ω2n + (E(k) + µ)
2
]
. (S82)
By using ∑
iωn
ln
[
β2(ω2n + E(k)
2)
]
=E(k)/T + 2 ln(1 + e−E(k)/T ) + const., (S83)
we obtain the free energy density as
F =− T
V
lnZ
=− T
∫
d3k
(2pi)3
[
E(k)/T + ln(1 + e−(E(k)−µ)/T ) + ln(1 + e−(E(k)+µ)/T ) + const.
]
. (S84)
Subtracting T = 0 contribution, δF(T ) := F(T )−F(0) is given by
δF(T, µ) =− T
∫
d3k
(2pi)3
[
ln(1 + e−(E(k)−µ)/T ) + ln(1 + e−(E(k)+µ)/T )
]
=
Γ(5/4)
8piΓ(3/4)
T 5/2
t⊥t
1/2
z
[
Li 5
2
(−eµ/T ) + Li 5
2
(−e−µ/T )
]
, (S85)
where Lin(x) is the polylogarithm function.
1. Specific heat
For µ = 0, using Li 5
2
(−1) = − (4−
√
2)
4 ζ(5/2) with the zeta function ζ(x), we get the free energy δF(T, 0) as
δF(T, 0) =− (4−
√
2)Γ(5/4)ζ(5/2)
16piΓ(3/4)
T 5/2
t⊥t
1/2
z
. (S86)
The specific heat at µ = 0 is then given by
CV =− T ∂
2δF(T, 0)
∂T 2
=
15(4−√2)Γ(5/4)ζ(5/2)
64piΓ(3/4)
T 3/2
t⊥t
1/2
z
. (S87)
2. Compressibility
The compressibility is given by
κ =− ∂
2δF(T, µ)
∂µ2
=− Γ(5/4)
8piΓ(3/4)
T 1/2
t⊥t
1/2
z
[
Li 1
2
(−eµ/T ) + Li 1
2
(−e−µ/T )
]
. (S88)
At µ = 0, we have
κ =− (
√
2− 1)Γ(5/4)ζ(1/2)
4piΓ(3/4)
T 1/2
t⊥t
1/2
z
, (S89)
where Li1/2(−1) = (
√
2− 1)ζ(1/2) is used. Note that ζ(1/2) < 0, hence, κ > 0.
(S90)
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C. Diamagnetic susceptibility
Using the Fukuyama formula [1], the diamagnetic susceptibility is given by
χD,x =e
2
0T
∑
iωn
∫
d3k
(2pi)3
Tr[JjG(iωn,k)JkG(iωn,k)JjG(iωn,k)JkG(iωn,k)], (S91)
where Ji ≡ ∂H0∂ki is the current operator,
Jx =2t⊥kxσx + 2t⊥kyσy, (S92)
Jy =− 2t⊥kyσx + 2t⊥kxσy, (S93)
Jz =2tzkzσz. (S94)
Note that because of the C4 symmetry of the Hamiltonian, χD,x = χD,y = χD,⊥. Subtracting the zero temperature
contribution to obtain a finite result, we have
χD,⊥ =e20T
∑
iωn
∫
d3k
(2pi)3
Tr[JyG(iωn,k)JzG(iωn,k)JyG(iωn,k)JzG(iωn,k)]
− e20
∫
dωd3k
(2pi)4
Tr[JyG(iω,k)JzG(iω,k)JyG(iω,k)JzG(iω,k)],
=e20t
2
⊥t
2
z
∫
d3k
(2pi)3
[−32(k2x + k2y)k2zM2 + 128t2⊥t2z(k2x + k2y)3k6zM4]
=e20t
1/2
z T
1/2cχ,⊥, (S95)
where cχ,⊥ = 0.054. Here, we use ∫ pi/2
0
cos θR sin
1/2 θR dθR =
2
3
, (S96)∫ pi/2
0
cos3 θR sin
5/2 θR dθR =
8
77
, (S97)
and the following Matsubara frequency summations (where the zero-temperature contribution has been subtracted)
M1(ξ/T ) =T
∑
iωn
1
(ω2n + ξ
2)
−
∫ ∞
−∞
dω
2pi
1
(ω2 + ξ2)
=
1
2ξ
[
tanh
(
ξ
2T
)
− 1
]
, (S98)
M2(ξ/T ) =T
∑
iωn
1
(ω2n + ξ
2)2
−
∫ ∞
−∞
dω
2pi
1
(ω2 + ξ2)2
=
1
4ξ3
[
tanh
(
ξ
2T
)
− 1
]
− 1
8ξ2T
1
cosh2( ξ2T )
, (S99)
M3(ξ/T ) =T
∑
iωn
1
(ω2n + ξ
2)3
−
∫ ∞
−∞
dω
2pi
1
(ω2 + ξ2)3
=
3
16ξ5
[
tanh
(
ξ
2T
)
− 1
]
− 3
32ξ4T
1
cosh2( ξ2T )
− 1
32ξ3T 2
tanh
(
ξ
2T
)
cosh2
(
ξ
2T
) , (S100)
M4(ξ/T ) =T
∑
iωn
1
(ω2n + ξ
2)4
−
∫ ∞
−∞
dω
2pi
1
(ω2 + ξ2)4
=
5
32ξ7
[
tanh
(
ξ
2T
)
− 1
]
− 5
64ξ6T
1
cosh2
(
ξ
2T
) − 1
32ξ5T 2
tanh
(
ξ
2T
)
cosh2
(
ξ
2T
)
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+
1
384ξ4T 3
1
cosh4
(
ξ
2T
) [2− cosh( ξ
T
)]
. (S101)
Similarly, χD,z is given by
χD,z =e
2
0T
∑
iωn
∫
d3k
(2pi)3
Tr[JxG(iωn,k)JzG(iωn,k)JxG(iωn,k)JzG(iωn,k)]
− e20
∫
dωd3k
(2pi)4
Tr[JxG(iω,k)JzG(iω,k)JxG(iω,k)JzG(iω,k)]
=e20t
4
⊥
∫
d3k
(2pi)3
[−32(k2x + k2y)2M2 + 256t4⊥(k2x + k2y)4k2xk2yM4] ,
=
e20t⊥
t
1/2
z
T 1/2cχ,z, (S102)
where cχ,z = 0.107. Here, we used ∫ pi/2
0
dθ
cos2 θ√
sin θ
=
4pi1/2Γ(5/4)
3Γ(3/4)
, (S103)∫ pi/2
0
dθ
cos6 θ√
sin θ
=
80pi1/2Γ(5/4)
77Γ(3/4)
. (S104)
In summary,
χD,⊥ = cχ,⊥e20t
1/2
z T 1/2, χD,z = cχ,z
e20t⊥
t
1/2
z
T 1/2. (S105)
D. Optical conductivity
The optical conductivity is given by
σij(Ω, T ) =e
2
0
∫ ∞
−∞
dω
pi
nF (ω)− nF (ω + Ω)
Ω
∫
d3k
(2pi)3
Tr
[
JiIm[G
ret
0 (ω,k)]JjIm[G0(ω + Ω,k)]
]
, (S106)
where nF (x) =
1
1+ex/T
. Because of the C4 symmetry of the Hamiltonian, σxx = σyy. Hence, we only need to consider
σxx and σzz.
σxx(Ω, T ) =e
2
0
∫ ∞
−∞
dω
pi
nF (ω)− nF (ω + Ω)
Ω
∫
d3k
(2pi)3
Tr
[
JxIm[G
ret
0 (ω,k)]JxIm[G
ret
0 (ω + Ω,k)]
]
=
e20T
3/2
5t
1/2
z
δ(Ω)
∫ ∞
0
dR
R3/2
cosh2
(
R
2
) + 3
20
√
2pi
e20
t
1/2
z
|Ω|1/2 tanh
( |Ω|
4T
)
, (S107)
σzz(Ω, T ) =e
2
0
∫ ∞
−∞
dω
pi
nF (ω)− nF (ω + Ω)
Ω
∫
d3k
(2pi)3
Tr
[
JzIm[G
ret
0 (ω,k)]JzIm[G0(ω + Ω,k)]
]
=
e20T
3/2
t⊥t
−1/2
z
3Γ(−1/4)2
160
√
2pi5/2
δ(Ω)
∫ ∞
0
dR
R3/2
cosh2
(
R
2
) + √piΓ(3/4)
40
√
2Γ(5/4)
e20
t⊥t
−1/2
z
|Ω|1/2 tanh
( |Ω|
4T
)
. (S108)
Here, we used the following identities, ∫ ∞
0
dR
R3/2
cosh2
(
R
2
) =4.06856, (S109)∫ pi/2
0
cos7/2 θ√
cos θ sin θ
dθ =
8
5
, (S110)∫ pi/2
0
sin5/2 θ dθ =
3Γ(−1/4)2
40
√
2pi
, (S111)
16∫ 1
0
dR
R3(R4 − 2)
(1−R4)3/4 =−
6
5
, (S112)∫ 1
0
dR
R5√
1−R4 =
√
piΓ(3/4)
10Γ(5/4)
, (S113)
lim
Ω→0
nF (A)− nF (A± Ω)
Ω
=± 1
4T
1
cosh2(A/2T )
. (S114)
For T = 0,
σxx(Ω) =
3
20
√
2pi
e20
t
1/2
z
|Ω|1/2, σzz(Ω) =
√
piΓ(3/4)
40
√
2Γ(5/4)
e20
t⊥t
−1/2
z
|Ω|1/2. (S115)
V. EFFECT OF EXTRA RELEVANT PERTURBATIONS
In the presence of extra perturbations such as doping and disorder, a new parameter is introduced to characterize
the extra perturbation in addition to the intrinsic length scale, correlation length ξ set by temperature. For example,
for doping, the Fermi wave vector kF is well defined. With the two parameters, the two regimes naturally appear. For
a large doping kF ξ  1, our fixed point cannot be a good starting point, and it would be better to start from the Fermi
liquid. On the other hand, kF ξ  1, our description is certainly a good starting point and one can investigate the
doping effect as a perturbation even though a little more additional cautions are necessary as in one of the standard
critical phenomena.
VI. SANITY CHECK OF THE POWER-LAW CORRECTION
In the main text, we included all the renormalization effects in the system parameters. Here, for a sanity check,
equivalently we will include all the renormalization effects in the coordinates and obtain the associated anomalous
dimensions.
Recall that the RG equations for t⊥ and tz are given by
1
t⊥
dt⊥
d`
=z − 2z⊥ + αF⊥(γ), (S116)
1
tz
dtz
d`
=z − 2 + αFz(γ). (S117)
Imposing t⊥ and tz as constants, then we have
z =2− αFz(γ), (S118)
z⊥ =1 +
α
2
[F⊥(γ)− Fz(γ)] . (S119)
At the fixed point (α, γ) = (α∗,γ∗),
z∗ =2− α∗Fz(γ∗), (S120)
z∗⊥ =1 +
α∗
2
[F⊥(γ∗)− Fz(γ∗)] . (S121)
Now, let us find the power-law corrections of the physical observables by using scaling hypothesis with the renor-
malized quantity OR and the scaling dimension dO for an observable O. For the density of states, we have
ρ =bz−(2z⊥+1)ρR, (S122)
whereas for the free energy,
F =b−(z+2z⊥+1)FR. (S123)
From Eq. (S123), we obtain the specific heat and the compressibility, respectively, as
CV =− T ∂
2F
∂T 2
= b−(2z⊥+1)CV,R, (S124)
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κ =− ∂
2F
∂µ2
= bz−(2z⊥+1)κR. (S125)
To determine the scaling relation of the optical conductivities and the diamagnetic susceptibilities, we use the
minimal coupling −i∂i → −i∂i + e0Ai(τ,x), where Ai(τ,x) is a gauge-field. Since e0 receives no renormalization at
all, the scaling dimension of Ai is the same as that of ∂i. The optical conductivities and the diamagnetic susceptibilities
can be obtained from the current-current response function Kij(iω, q) =
1
(2pi)d+1δ(ω+Ω)δd(q+p)
〈Ji(iω, q)Jj(iΩ,p)〉 with
Ji(iω, q) = e0
∫
k
ψ†(iω,k+ q)∂H0(k)∂ki ψ(iω,k) by the following relations [1, 2]:
σij(ω) =
1
2ω
ImKretij (ω, q = 0), (S126)
χD,i(ω) =− lim
q→0
ijk
2qjqk
Kjk(0, q). (S127)
Here, the repeated indices are not summed. Because 〈Ji(iω, q)Jj(iΩ,p)〉 is obtained by differentiating the logarithm
of the partition function Z[A] with respect to Ai(iω, q) and Aj(iω,p), the scaling dimension of Kij(iω, q), namely
[Kij ], is given by
[Kij ] =[
δ
δAi(iω, q)
] + [
δ
δAj(iω, q)
]− [dτ ]− [ddx]
=− [∂i]− [∂j ] + (z + 2z⊥ + d− 2). (S128)
Equipped with this scaling relation of Kij , we can derive the following relations:
σ⊥⊥ = bd−2σ⊥⊥,R, (S129)
σzz = b
2z⊥−d+2σzz,R, (S130)
χD,⊥ = b−z+d−2χD,⊥,R, (S131)
χD,z = b
−z+2z⊥−d+2χD,z,R. (S132)
The RG equation of the temperature and frequency is
dO
d ln b
= zO, (S133)
where O = T,Ω. Let z = z∗ and z⊥ = z∗⊥. Solving this, we obtain O(b) = bz
∗O. Let b∗ be the cutoff value, so that
O(b∗) = (b∗)z∗O = Λ, then b∗ = (Λ/O)1/z∗ ∝ O−1/z∗ . Using this, we can obtain the power-law corrections of the
observables in terms of the temperature and frequency.
For the density of states, we have
ρ ∝ |Ω|(2z∗⊥+1−z∗)/z∗ ∝ |Ω|1/2+c⊥+ 12 cz . (S134)
For the specific heat and compressibility,
CV ∝ T (2z∗⊥+1)/z∗ ≈ T 3/2+c⊥+ 12 cz , (S135)
κ ∝ T (2z∗⊥+1−z∗)/z∗ ≈ T 1/2+c⊥+ 12 cz . (S136)
For the diamagnetic susceptibility,
χD,⊥ ∝T (z∗−1)/z∗ ≈ T 1/2− 12 cz , (S137)
χD,z ∝T (z∗−2z∗⊥+1)/z∗ ≈ T 1/2−c⊥+ 12 cz . (S138)
For the optical conductivity,
σxx ∝Ω1/z∗ ≈ Ω1/2+cz , (S139)
σzz ∝Ω(2z∗⊥−1)/z∗ ≈ Ω1/2+c⊥− 12 cz . (S140)
Here, c⊥ ≈ 0.402/Nf and cz ≈ 0.044/Nf in the large Nf approximation. Thus, we obtain the same results as in the
main text. If the symmetry-allowed parabolic term is included, we have c⊥ ≈ 0.145/Nf and cz ≈ 0.050/Nf .
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For the candidate materials of DWSM, HgCr2Se4 and SrSi2, HgCr2Se4 has one pair (Nf = 1) of double-Weyl
points, whereas SrSi2 has six pairs (Nf = 6) of double-Weyl points. In particular, for SrSi2, it has cubic symmetry,
therefore, to see the anisotropic behaviors, we need to maintain only one C4 symmetry. For example, if we apply a
uniaxial pressure along zˆ, then the C4 symmetry along xˆ and yˆ is broken, so we only have two pairs of double-Weyl
points on the zˆ axis [3]. Therefore, under this situation, the effective number of pairs of double-Weyl points of SrSi2
is two (Nf = 2). Then, for η2 ≡ cz/2 and η3 ≡ c⊥ − cz/2 we find that η2 − η3 values for HgCr2Se4 and SrSi2 are
−0.198 and −0.132, respectively. We expect that the anisotropic scaling will be manifested at low temperatures or
low frequencies.
VII. STABILITY OF THE ANISOTROPIC NFL FIXED POINT UNDER SHORT-RANGE
INTERACTIONS
In this section, we study the effect of short-range interactions which was reported to destroy the non-Fermi liquid
phase in the pyrochlore iridates A2Ir2O7 [4, 5] and show that the non-Fermi liquid phase of DWSM at the TQPT
remains stable in a realizable range of Nf in d = 3.
A. Possible type of short-range interactions
Here, we investigate how short-range interactions affect the non-Fermi liquid we have found. We first note that(
ψ†σ0ψ
)2
= − (ψ†σiψ)2 = 1
2
(
ψ†σyψ∗
)
(ψᵀσyψ) (S141)
for i = x, y, z. Using this identity, we can study the effects of all possible short-range interactions in the particle-
particle and particle-hole channels by adding just the following interaction to the action in Eq. (S19):
Su =
u
2
∫
dτddx
(
ψ†σ0ψ
)2
(τ,x)
. (S142)
In contrast to Ref. [4, 5] where the 4 by 4 gamma matrices are used and the vector-type short-range interactions
appear, only the scalar-type interaction is needed in the present case.
B. One-loop corrections
To obtain the corrections generated by the short-range interaction and the combination of the short-range and
Coulomb interactions up to one-loop order, we evaluate the Feynman diagrams in Fig. S3. Among the diagrams in
Fig. S3, only the diagrams Figs. 3(b), 3(g), 3(h), and 3(k) give us the following non-zero corrections to the short-range
interaction,
δu(b)d` =− u2
∫
∂Λ
dΩddq
(2pi)d+1
ηµν
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
,
δu(g),(h)d` =u(ig)2
∫
∂Λ
dΩddq
(2pi)d+1
ηµν
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
D0(iΩ, q),
δu(k)d` =− (ig)4
∫
∂Λ
dΩddq
(2pi)d+1
ηµν
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
D0(iΩ, q)
2,
where ηµν ≡ diag(1,−1,−1,−1) and the repeated indices are summed over. Here, by using Eq. (S141), we convert
the corrections to ‘vector-type’ short-range interaction such as (ψ†σiψ)2 (i = x, y, z) into the corrections to the
‘scalar-type’ short-range interaction such as (ψ†σ0ψ)2, which is reflected in ηµν . As a result, we obtain the following
correction δu to u:
δud` =δu(b)d`+ δu(g)d`+ δu(h)d`+ δu(k)d`
=−
∑
a,b=u,g
∫
∂Λ
dΩddq
(2pi)d+1
ηµν
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
Tr[σ0G(iΩ, q)σ0σµ]
Tr[σµσµ]
Ia(q)Ib(q)
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(a) (b) (c) (d)
(e) (f) (g) (h) (i)
(j) (k)
FIG. S3: Feynman diagrams generated by the short-range interaction and long-range Coulomb interaction. The dashed and
wavy lines stand for the short-range interaction and long-range Coulomb interaction, respectively. The solid line with an
arrowhead stands for the fermion propagator.
=
u2
4
∫
∂Λ
ddq
(2pi)
d
1
εq
+
ug2
2
∫
∂Λ
ddq
(2pi)
d
1
aq2⊥ +
1
aq
2
z
1
εq
+
g4
4
∫
∂Λ
ddq
(2pi)
d
1
(aq2⊥ +
1
aq
2
z)
2
1
εq
, (S143)
where Iu(q) = u and Ig(q) =
g2
a(k2x+k
2
y)+k
2
z/a
. Introducing a dimensionless parameter
u¯ =
Sd−2
4pi (2pi)
d−2
Λ2−d |t⊥|
u,
the correction δu to the dimensionless u¯ is obtained from Eq. (S143),
δu = u¯2H1(λ) + u¯αH2(γ, λ) + α
2H3(γ, λ), (S144)
with
H1(γ, λ) =
∫ Λρ
0
ρdρ√
ρ4 + (1 + λρ2)
2
(S145)
=
1
2
√
1 + λ2
log
1 +
√
1 +
(√
1 + λ2 + λ
)2
√
1 + λ2 + λ
 ,
H2(γ, λ) =12γ
∫ ∞
0
ρdρ
(1 + 4γ2ρ2)
√
ρ4 + (1 + λρ2)
2
(S146)
=
6γ√
1 + (4γ2 − λ)2
log
 4γ
2
(
4γ2 − λ+
√
1 + (4γ2 − λ)2
)
√
1 + λ2
√
1 + (4γ2 − λ)2 + λ (4γ2 − λ)− 1
 ,
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H3(γ, λ) =36γ
2
∫ ∞
0
ρdρ
(1 + 4γ2ρ2)
2
√
ρ4 + (1 + λρ2)
2
(S147)
=18γ2
4γ2 −
√
1 + λ2
1 + (4γ2 − λ)2 +
(
4γ2 − λ)λ− 1(
1 + (4γ2 − λ)2
)3/2 log
 4γ
2
{√
1 + (4γ2 − λ)2 − (4γ2 − λ)}
1− λ (4γ2 − λ) +
√
(1 + λ2)
(
1 + (4γ2 − λ)2
)

 ,
where Λρ =
(
1 + λ2
)−1/4
is introduced to regulate the UV divergence in Eq. (S145).
After rescaling the fields and space-time coordinates, we finally obtain the RG flow functions for α, γ, λ and u¯:
1
α
dα
d`
= − α
2
[
Nf
{
1
γ
(
2 + λ2
2
− λ(5 + 2λ
2)
4
√
1 + λ2
)
+ γ
(
1 + 2λ2√
1 + λ2
− 2λ
)}
+ F+(γ, λ)
]
, (S148)
1
γ
dγ
d`
=
α
2
[
Nf
{
1
γ
(
2 + λ2
2
− λ(5 + 2λ
2)
4
√
1 + λ2
)
− γ
(
1 + 2λ2√
1 + λ2
− 2λ
)}
+ F−(γ, λ)
]
, (S149)
1
λ
dλ
d`
= −α
λ
[
4γ2Fz(γ, λ) + λF⊥(γ, λ)
]
, (S150)
du¯
d`
= (− 2− αF⊥(γ, λ)) u¯+ δu¯
= (− 2− αF⊥(γ, λ) + αH2(γ, λ)) u¯+H1(γ, λ)u¯2 +H3(γ, λ)α2. (S151)
Note that no modification arises in Eqs. (S148), (S149), and (S150) even if we include u, because u does not yield
self-energy corrections to the fermion ψ and boson φ at leading order. For the particle-particle channel, it has the
same RG flow equations as the particle-hole channel because they have the same operator form.
C. RG analysis of the short-range interaction
The RG function for u¯ in Eq. (S151) includes a term proportional to α2. This α2 correction generates u¯ during the
RG even if we start with an initial condition u¯(` = 0) = 0. Consequently, we find no stable fixed point with Nf = 1
in d = 3. First, let us ignore λ in the RG functions of Eqs. (S148–51). Figure S4 shows the RG flow for Nf = 4,
4.775, and 5 in d = 3, where stable (unstable) fixed points are denoted by red (blue) points. The green point is the
NFL fixed point obtained when the short-range interaction is neglected. As we can see, the lower bound of Nf , Nc,
above which a stable fixed point begins to appear is approximately Nc = 4.775. This result seems to show that the
non-Fermi liquid phase of DWSM at the TQPT is not realizable since Nf ≥ 5 is not likely to be achievable in a real
experiment. However, if we take λ into account, we get a qualitatively different result. Figure S5 shows the RG flow
when λ is kept. The estimated lower bound of Nf is about Nc = 1.883. Thus, a stable fixed point appear for Nf = 2,
which is much smaller compared to that obtained when λ is neglected. We expect that DWSM at the TQPT with
Nf = 2 is accessible in an experiment with SrSi2 [3]. Although the estimated values of the lower bound of Nf are
found to depend on the renormalization scheme, the symmetry-allowed s⊥-term in DWSM at the TQPT seems to
stabilize the non-Fermi liquid phase.
D. Relevance of the short-range interaction in O() order
In the previous section, we considered the corrections up to one-loop order. However, in the  expansion, we find
the anisotropic NFL fixed point up to order of O(). For that reason, near our anisotropic NFL fixed point, α2 will
give us the correction of O(2). Therefore, if we carefully consider terms of order , we can ignore α2 contributions in
Eq. (S151) near our anisotropic NFL fixed point. In this situation, the short-range interaction is irrelevant in d = 3
for Nf > Nc = 2.279 when λ is neglected, whereas Nc become 0.952 if λ is kept. Thus, keeping λ, we find that
the non-Fermi liquid phase of DWSM at the TQPT with Nf = 1 remains stable in the presence of the short-range
interaction up to the accuracy of O(). Note that to properly keep O(2) contributions, we need to calculate the
two-loop order diagrams, which is beyond the scope of the current work.
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FIG. S4: RG flow diagrams in terms of Nf when s⊥ is ignored.
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FIG. S5: RG flow diagrams in terms of Nf when s⊥ is included.
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