In this paper, we propose a parallel step exploration technique for protocol validation in the context of protocol composition. A protocol is modeled as a network of extended communicating nite state machines (ECFSM's). A composite protocol is de ned as an interleaved execution of a set of component protocols subject to a set of constraints such as synchronization, ordering and inhibition. By encoding the constraints into the component protocols and the analysis algorithm, our method keeps each process in the component protocols as a separate entity and performs validation without constructing the composite protocol explicitly. We show that our technique not only achieves signi cant state reduction but also preserves the progress property of the composite protocol in the reduced state space. To our best knowledge, this is the rst attempt to adapt existing state reduction techniques to the validation of protocol composition.
INTRODUCTION
Designing a correct protocol is a challenging task due to the complex interactions among communicating entities. One way to tackle the complexity in protocol design and analysis is through composition, where one divides the functionality of a protocol into subfunctions, develops component protocols for the subfunctions, and then combines them to obtain the composite protocol for the original problem. CGL85, CM86, LT93, S94a] discuss methods for constructing a multiphase protocol,whereas Lin88, Lin91, S93, S94b] study techniques for constructing protocols which performed multiple functions at the same time.
All these techniques impose su cient conditions on the component protocols so that properties of the composite protocol can be inferred from those of the component protocols (which are smaller in size and therefore easier to analyze). While the analysis of the composite protocol is avoided, the su cient conditions restrict the class of protocols that can be composed { one might still be able to construct correct protocols from a set of component protocols which do not satisfy those conditions. In this setting, the composite protocol needs to be validated for correctness.
Many techniques have been proposed to tackle the state explosion problem in protocol validation by eliminating redundant interleaving of independent transitions in di erent processes during state exploration. (Informally, two transitions are independent if they cannot enable or disable each other; otherwise they are dependent.) The partial order based techniques V90, HGW92, GW93, GW94, P93, P94, LM96c] select a representative sequential execution for each set of equivalent transition sequences, while other techniques allow more than one process to make progress in a single step YG82, RW82, II83, GH85, ZB86, CR93, OU94, LM96a, LM96b, LM96c, SU96] .
In this paper, a protocol is modeled as a set of extended communicating nite state machines (ECFSM's). A composite protocol is then modeled as an interleaved execution of a set of component protocols subject to a set of constraints such as synchronization, ordering and inhibition. The ordering constraint was used for sequential composition in S94a], while the synchronization constraint was used for parallel composition in S93, S94b] . These constraints can be combined to produce a variety of composite protocols, such as serial-parallel compositions. Other than those constraints, we impose no additional restrictions on the component protocols.
Although existing techniques can potentially reduce the state space drastically, they might not be most e ective if applied to the composite protocol directly. Suppose we construct R from two component protocols P and Q, and a set of constraints by composing P i and Q i into R i at each site i. By de nition, independent transitions can only come from di erent processes. However, in constructing R i from P i and Q i , we are in fact putting many originally independent transitions between P i and Q i into R i to make them arti cially dependent for subsequent validation.
To achieve greater state reduction, we propose a modi cation to the parallel step reachability analysis OU94] that keeps P i and Q i as separate entities so that both can make progress in parallel during state exploration. This provides us with a much larger set of independent actions and allows us to exploit concurrency between actions in the component protocols. By encoding the constraints into each process and the validation algorithm, we are able to enforce the composition constraints on-the-y. We show that our technique signi cantly reduces the state space explored while preserves the progress property of the composite protocol.
The rest of the paper is organized as follows: Section 2 introduces the extended communicating nite state machines as the model for protocol speci cation; Section 3 formally speci es the composition constraints and presents a algorithm to construct a composite protocol. Our parallel step reachability analysis technique is described in Section 4. An example is given Section 5. Conclusion and future work are given in Section 6. Due to space limitations, we only outline the algorithms and omit the proofs of theorems. Please refer to the full paper SL97] for details.
THE ECFSM MODEL
A communication protocol P is modeled as a network of n 2 extended communicating nite state machines (ECFSM's), denoted as P = P 1 kP 2 k : : :kP n . Each P i is a nite state machine with local variables, denoted as (A i ; V i ; X i ; T i ; x 0 i ), where A i is a nite set of actions, V i is a nite set of local variables, X i is a nite set of local states, T i is the transition relation, and x 0 i is the initial local state. Processes exchange messages via uni-directional FIFO channels. The channel from P i to P j is denoted as An action a 2 A i is of the form en(a) ?! a, where en(a) is a boolean function on V i , called the enabling condition of a, and a is the associated computation consisting of a non-empty sequence of statements separated by \;". A statement is either a local statement involving only local variables, a send statement P j !m appending m at the end of channel C ij , or a receive statement P j ?m removing m from the head of channel C ji if first(c ji ) = m. We assume that each action contains at most one send or receive statement. We omit the enabling condition if it is identically true. Given a global state S P = (< s i >; < c ij >) and a transition a de ned at s i , let stmt be a statement of a. stmt is enabled in S P i (1) en(a) is true in S P ; (2) if stmt = P j !m then jc ij j < B ij in S P ; and (3) if stmt = P j ?m then c ji = m c 0 ji in S P . Transition a is enabled in S P if all the statements in a are enabled in S P ; otherwise it is disabled in S P . The set of enabled and disabled transitions in S P are denoted as enabled(P i ; S P ) and disabled(P i ; S P ), respectively.
The execution of a in S P is assumed to be atomic. If a is executed, it will result in a global state S 0 Two transitions a and b are independent in a global state S P if: (1) If a is enabled in S P , then b is enabled in S P i it is also enabled in succ(S P ; a); and (2) If b is enabled in S P , then a is enabled in S P i it is also enabled in succ(S P ; b); and (3) If both a and b are enabled in S P , then succ(succ(S P ; a); b) = succ(succ(S P ; b); a). Otherwise, a and b are dependent. By de nition, all transitions in the same process are dependent.
Since we assume that each local variable in P i has a nite domain, each channel has a nite capacity, and a send statement is blocked if the destination channel is full, it follows that R P is nite. As a result, it is decidable whether P has the required progress property.
COMPOSITION OF PROTOCOLS
The composite protocol R from P and Q is de ned as an interleaved execution of P and Q at each site subject to a set of constraints. Without loss of generality, we make the following assumptions:
(1) P and Q have the same number of processes, with P i and Q i running at site i. R i is constructed from P i and Q i and a set of constraints on their actions. (2) The send and receive statements from P i and Q i operate on the same set of channels in R i . So each send statement P j !m (Q j !m 0 ) from P i (Q i ) is renamed as R j !m (R j !m 0 ), and each receive statement P j ?m (Q j ?m 0 ) from P i (Q i ) is renamed as R j ?m (R j ?m 0 ); (3) The message sets of P i and Q i are disjoint, and so are the local variable sets. This can be ensured through proper renaming; (4) The bound on a channel in R is the sum of the bounds on the same channel in P and Q.
Specifying the Constraints
We rst de ne a cross product operator for P i and Q i . The set of ordering constraints from P i to Q i is denoted as order(P i ; Q i ). The set of ordering constraints from Q i to P i , denoted as order(P i ; Q i ), can be de ned similarly. ex satis es the inhibition constraint (a; b) from P i to Q i if the following condition is satis ed: If t h = a 1 then there is no t l such that l > h and t l = b x for any x 1. The set of inhibition constraints from P i to Q i is denoted as inhibit(P i ; Q i ). The set of inhibition constraints from Q i to P i , denoted as inhibit(Q i ; P i ), can be de ned similarly. Let constraints(P i ; Q i ) be the set of constraints imposed on site i. Then constraint(P; Q) = S n i=1 constraints(P i ; Q i ) is the set of constraints for composing P and Q. Even though they are de ned with respect to (w.r.t) a nite execution sequence, they also apply to in nite behaviors of G. We say an in nite execution sequence satis es a constraint if every pre x of the sequence satis es the constraint. Note that while the set of synchronization constraints is a symmetric relation, the sets of ordering and inhibition constraints are not. For the latter two types, we need to distinguish the cases where P i takes precedence over Q i from those where Q i takes precedence
We add a pre x p to all the elements of protocol P. The same convention applies to protocols G, H, Q and R. over P i . We impose the following four requirements for constraints(P i ; Q i ) to be well-speci ed for site i: (1) The set of synchronization, ordering and inhibition constraints be mutually disjoint.
(2) Each transition of P i be synchronized with at most one transition of Q i and vice versa. This restriction avoids cases during execution where a transition of P i (Q i ) has to be synchronized with more than one transition of Q i (P i ) in the same global state of the composite protocol. (3) If a and b are synchronized, they should not both contain receive statements expecting messages from the same channel, since at any global state of G, only one of the two receive statements will be enabled. (4) There be no cyclic dependency in the sets of ordering constraints and inhibition constraints y . constraints(P; Q) is well-speci ed i each constraints(P i ; Q i ) is well-speci ed. In the rest of the paper, unless otherwise speci ed, we assume that constraints(P; Q) is well-speci ed.
Constructing the Composite Protocol
The construction of R i from P i ; Q i and constraints(P i ; Q i ) is composed of three steps. The rst step introduces a set of new variables for each constraint. The next step adds new conjuncts and/or local statements to the transitions in P i and Q i . The last step computes R i from P i Q i by deleting and modifying those transitions involved in the synchronization constraints.
Step Intuitively, item (3) enforces the ordering constraints; and item (4) implements the inhibition constraints. However, items (1) and (2) together only partly enforce the synchronization constraints. The missing part will be lled in the next step.
y Please refer to the full paper for how these cyclic dependency can be statically checked.
Step 3: We compute R i from P i Q i as follows: for each (a; b) 2 synch(P i ; Q i ), for each transi- 
PARALLEL STEP REACHABILITY ANALYSIS
There are two major sources that cause dependency between a transition a in P i and a transition b in Q i : (1) If (a; b) or (b; a) belongs to constraints(P i ; Q i ), a and b cannot be executed in arbitrary order except for synchronization; (2) If both a and b involve sending a message to the same channel, the channel content will di er by the order in which a and b are executed. To take into account these dependency, we encode constraints(P i ; Q i ) into P i and Q i , as was done Step and Q i as two threads of process H i in a hypothetical protocol H = H 1 kH 2 k kH n that share the same set of channels and local variables. We then apply parallel step state exploration to validate H, where both P i and Q i can make progress from a global state. Finally, we show that the hypothetical protocol H and the composite protocol R have the same progress property.
The Hypothetical Protocol H
A global state of H is denoted as S H = (< hs i >; < c ij >), where hs i is of the form (ps i ; qs i ). Since hs i has the same component structure as rs i , so are S H and S R . De ne S H = (S R ) (or S R = ?1 (S H )) i S H and S R have the same component values. is a one-to-one mapping from the set of global states in R and the set of global states in H. Since a transition is enabled in (S R ) if it is enabled in S R , is a homomorphism from R R to R H w.r.t the reachability relation 7 ! . Let (R R ) be the image of R R in R H . Then (R R ) R H .
Suppose S H = (S R ). It can be shown that S H is reachable via an execution sequence ex in H if S R is reachable via ex in R, by induction on jexj. However, the converse is not always true. The main reason is that the additional conjuncts we put on actions a and b for (a; b) 2 synch(P i Theorem 3 Given S R 2 R R , S R is non-progress global state in R i S H = (S R ) is a parallel non-progress global state in H.
Discussion
The parallel step technique described in this section was adapted from the simultaneous reachability analysis method in OU94] to t the context of protocol composition. Similar to SU96], we can use the \sleep-set" concept GW93, GW94] to further eliminate redundant transitions in computing the set of parallel progress vectors. We can also correlate transitions from di erent processes, as was done in fair reachability analysis RW82, GH85, LM96a, LM96b]. Doing so might result in fewer global states, but the computation in each global state becomes more elaborate.
In this paper, we assume that the component protocols have the required progress property. If the composite protocol has non-progress global states, then it is most likely that the composition constraints are not consistent with each other. Hence in analyzing error scenarios, we should focus on the set of constraints involved. Note that not all the non-progress global states are semantically incorrect. For example, if one action inhibits the other and that action corresponds to an exception in the protocol, the protocol may halt in response to that exception. So it is up to the designer to decide whether a non-progress global state is acceptable or not. However, the imposed constraints are not the only cause for non-progress in the composite protocol. This point is more subtle. Recall that in our model, a send statement is blocked if the destination channel is full. In the composite protocol, the bound on a channel might be enlarged. So it is possible that a send action that is not enabled in the original component protocol becomes enabled in the composite protocol. So a process may exhibit new behaviors after the composition. These new behaviors, together with their interactions may also cause non-progress in the composite protocol.
Last but not least, even though we presented our technique in the context of two component protocols P and Q, it can be easily extended to handle cases with more than two component protocols. Furthermore, our technique does not require that all component protocols have the same number of processes, nor does it require that the composition of processes be xed w.r.t the indices of the processes in each component protocol. All is required is that at most one process from each component protocol can participate in each site in the composite protocol. However, not every component protocol is required to participate in the composition for a site. What we need is a composition schema that describes which process from which component protocol is needed to participate at each site. Once the schema is given, we can de ne composition constraints for each site with more than one process, and the rest of the work can proceed as described above. In the next section, we will give an example in this general setting.
Consider a network of four sites shown in Figure 1(a) . We want to design a data transfer protocol in which site 1 rst establishes connection with sites 2, 3 and 4 and then transfers a sequence of data items to them. Site 1 send the items directly to 2 and 4 and site 2 forwards the data items to 3. We want a stop&wait protocol in which 1 sends the next data item only after all sites have received the previous data item. Finally, site 1 may send a disconnect message at any time after the connection establishment to break the connection. Figure 2(a) gives a stop&wait protocol (S i;j ; R i;j ) with S i;j at site i as the sender and R i;j at site j as the receiver. Figure 2(b) gives a disconnect protocol in which 1 simply sends a disconnect message to 2 and 4, and 2 forwards it to 3. We will design protocols using four component protocols: (S 1;2 ; R 1;2 ), (S 1;4 ; R 1;4 ), (S 2;3 ; R 2;3 ) and (D 1 ; D 2 ; D 3 ; D 4 ) (see Figure 1(b) ).
As a simpler case, we rst compose (S 1;2 ; R 1;2 ) and (S 1;4 ; R 1;4 ) with a synchronization constraint (send 1;2 ; send 1;4 ) at site 1 to ensure that the rst data item is sent after connection with both 2 and 4 has been established, and subsequent data items are sent only after acknowledgements from both 2 and 4 are received for the previous data item. For the composite protocol built by the algorithm in section 3, the standard reachability analysis explores 126 states, the partial order method in HGW92] nds 81 states, whereas our method has only 9 reachable states (here we view inc i;j as an internal action; otherwise, the number of states are unbounded). In fact, our method explores 9 states irrespective of the number of receivers.
The next protocol with all four sites is obtained by combining all four protocols with seven more constraints: (1) An ordering constraint (rec 1;2 ; send 2;3 ) on 2 to ensure that a data item is forwarded to 3 only after it has been received from 1; (2) An order constraint (rack 2;3 ; sack 1;2 ) on 2 to ensure the stop&wait discipline w.r.t 1 and 3; (3) Two ordering constraints (sres 1;2 ; dis 1;2 ) and (sres 1;4 ; dis 1;4 ) on site 1 to ensure 1 can send a disconnect message only after connection setup; (4) Three inhibition constraints (dis 1;2 ; send 1;2 ), (dis 1;4 ; send 1;4 ) and (dis 2;3 ; send 2;3 ) to ensure no more data items are to be sent after the disconnect message is sent. These constraints allow the messages that have already been sent to be received and acknowledged. Although the nal composite protocol is a complex one, our method explores only 47 reachable states.
CONCLUSION AND FUTURE WORK
In this paper, we studied the problem of validating protocol composition for progress based on the set of component protocols and a set of composition constraints. By encoding the constraints into the processes of component protocols and the analysis algorithm, we are able to perform parallel step state exploration for the composite protocol without constructing it explicitly. As a result, we are able to perform validation for the composite protocol in a signi cantly reduced global state space. As far as we know, this is the rst attempt to adapt existing state reduction techniques to protocol composition. However, we have just scratched the surface in this direction. First, the composite protocol construction algorithmgiven in Section 3 may not be the most e cient one, and the R i constructed may not be the minimum state machine for the composite process. How to build a minimum state composite process is an interesting problem that requires further study. Second, It would be interesting to investigate other encoding schemes to t the partial order techniques so that more general properties can be validated. We also want to include more constraint types to allow more exible compositions. Finally, we plan to implement the parallel step method and experiment it with complex examples.
