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INTRODUCTION 
Statement of the Problem 
Incorporated entities, ranging between 2,500 and 10,000 population, 
are termed, in various writings, cities, towns, settlements, social 
systems, service centers, communities, or simply "places". The terminol­
ogy surrounding popular conceptions of such settlements range from 
"progressive, clean communities," to "dying hick towns". These population 
concentrations are topics of attention in a variety of academic and popu­
lar writings among economists, geographers, journalists, philosophers, 
political scientists, other social scientists, and are of particular con­
cern to human ecologists (within the discipline of sociology). Why are 
scholars interested in communities of this size? First of all, as these 
settlements are inhabited by greater numbers of people, the need to under­
stand them increases. Such inquiries are not limited to academicians and 
not reserved for one disciplinary approach because contemporary men believe 
that it is important to interpret the multitudes and physical structures 
comprising these settlements. This is a particularly important considera­
tion in respect to communities because human existence is intricably 
intertwined with specifics of residence. Historically, residence cate­
gorizations such as pastoral, agricultural, or urban, allow general con­
clusions to be stated regarding the way of life of the population inhab­
iting these areas. Current delineations regarding residence and size of 
place delineations enable the scientist to generalize about effects of 
living in particular community categories. 
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Since communities between 2,500 to 10,000 population will be investi­
gated in this dissertation, basic trends for places of this size in the 
United States will be outlined (103). Keeping the urban definition constant, 
there were 2,195 places in 1930; 2,436 in 1940; 2,723 in 1950 and 3,115 in 
1960. With respect to people in places of this size, the 1930 population 
was 10,663,472; 11,786,766 in 1940; 13,503,767 in 1950; and 15,681,575 in 
1960. The proportion of the total population in this size of place cate­
gory was 8.7 percent in 1930 and in 1960, thus remaining constant. The 
number of places 2,500 to 10,000 population in the United States increased 
41.9 percent, 1930-1960, however, and their population increased 47.1 per­
cent during this period. 
Incorporated places 2,500 to 10,000 population in the West-North 
Central region (Iowa, Minnesota, Kansas, Missouri, Nebraska, North Dakota, 
and South Dakota) will be investigated in this dissertation. Population 
trends for these places are as follows (103). There were 262 places in 
1930; 288 in 1940; 321 in 1950; and 389 in 1960. With respect to people 
in places of this size, the 1930 population was 1,183,847; 1,338,469 in 
1940; 1,512,141 in 1950; and 1,883,045 in 1960. The proportion of the 
total population in this size of place category was 9.7 percent in 1930; 
10.2 percent in 1940; 10.8 percent in 1950; and 12.2 percent in 1960. The 
number of places 2,500 to 10,000 population in the West-North Central 
region increased 48.5 percent, 1930-1960, and their population increased 
59.1 percent during this period. These increase percentages are appre­
ciably larger than the comparable percentages for the United States. 
A myriad of complex forces, in our industrialized and urbanized 
United States society, are relevant with respect to the way of life in 
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places of this size. There are also infinite variations concerning 
characteristics of individual communities; a few of the factors are 
related to geography, natural resources, ethnic and economic origin of 
the settlement, past and present values concerning the nature of the 
community and forces external to the community including geographic, 
economic, political, and technological factors. 
Community research efforts, like conceptualizations follow many 
routes, and consequently, community theory has not been incorporated into 
a meaningful paradigm. Furthermore, consensus does not exist regarding 
acceptable criteria from which a universal definition may be derived for 
community. Investigators assume them to be one of the following, de­
pending upon their orientation: physical conglomerations of homes and 
streets, centers of exchange and commerce, social systems, sub-cultures, 
or even a frame of mind. Certain physical, population size, economic, 
cultural, and social psychological limitations are thus inferred. Indi­
vidual settlements vary considerably in their characteristics and nature. 
Places may be identified as predominantly mining, light manufacturing, 
agricultural service, or as combinations of these and other adjectives. 
Adherence to one or more of these activities in the wake of externally 
precipitated change may spell demise for a particular settlement. On the 
other hand, the settlement may grow through specialization, or it may 
diversify and prosper. Virtually all communities are concomitantly be­
coming more heterogeneous, interdependent, complex, urbanized, and indus­
trialized in Western societies. This is particularly true in the United 
States as evidenced by the convergence of rural and urban ways of 
living (1). 
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At any rate, tasks for scientists are clearly delineated. They must, 
through logical derivation and empirical research, delineate meaningful 
concepts that describe community life. A community is more than space 
or the geographical area inferred in an incorporated place, however. It 
also includes a population -- the people who inhabit the geographical area. 
Consequently, when the concept of community is utilized and when community 
research is proposed, the population must be considered as an integral 
part of that concept. Investigators designate community behavior and way 
of life, but it is actually the behavior and way of life of human beings; 
a community's description must include characteristics of the population; 
if communities are to be understood it must be through an understanding of 
the people -- their institutions, attitudes, values, behavior, and way of 
life. Social characteristics of populations inhabiting small communities 
(2,500 to 10,000 population) will be examined in this dissertation through 
a statistical method -- factor analysis. Inferences concerning the atti­
tudes and values of the inhabitants will be drawn from a case study of 
communities in this size category. 
Purposes and Objectives 
Factor analysis 
Previous discussion noted that communities will be analyzed by factor 
analysis in this dissertation, and these communities will be defined as 
incorporated places, 2,500 to 10,000 population. A total of 77 variables 
have been selected, providing the data for the factor analysis calcula­
tions, that will subsequently provide conceptual descriptions of the commu­
nities being considered. These variables, obtained from population 
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censuses and consisting of trend information, are essentially character­
istics about the people inhabiting the given communities. The variables 
are also indicative of community characteristics because human beings are 
the prime precondition for any community. In other words, this infor­
mation represents properties of communities that, in turn, explain be­
havioral and way of life variations between aggregates of human beings. 
The general categories of characteristics, not mutually exclusive, are: 
1) size (total population, dwelling units, retail volumes); 2) social 
characteristics (age, education, income, labor force); 3) housing charac­
teristics (rent, condition, degree of crowding, value and age of unit); 
4) economic characteristics (labor force, retail trade, income, rent and 
value of dwelling units); 5) migration; and 6) change (in size, and 
housing and economic characteristics). 
This large number of variables, meaningful as it is, becomes unwieldly. 
Several hundred pages would be required to discuss all the intercorrelations 
between these variables and the means of the variables for the aggregate 
matrix of communities. Many volumes have also been written, interpreting 
similar correlation matrices and means describing social characteristics 
of communities. 
At any rate, it is essential that the total number of variables be 
reduced to a manageable sub-set that also produces conceptual consistencies. 
This is the precise purpose of factor analysis. A parsimonious set of 
"factors" or "clusters" will be derived from the complete intercorrelation 
matrices that will explain a substantial proportion of the interrelation­
ships between the 77 original variables. A concomitant objective realized 
from this process is that of conceptualization. The titles or terminology 
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employed to identify these factors represent empirically derived concepts, 
which, in turn, describe both the inhabitants of the given geographical 
areas and the incorporated places themselves. Implications will conse­
quently be derived from these factors about the communities (as people) --
their characteristics, attitudes, values, behavior, and way of life -- and 
about the incorporated places (community as space) -- their character­
istics, institutional framework, and reciprocal relationships regarding 
community as both a dependent and independent variable. 
The factors in factor analysis are independently derived. In other 
words, the concept utilized to describe a given factor, represents a 
statistically derived category that explains the variables comprising that 
factor. A set of factors consequently represents a classification scheme 
that explains the behavior and way of life of people as well as the 
reciprocal relationships between community and people. 
Case study 
The way of life of a population has been discussed as an empirical 
reality, with potential implications being derived from factor analysis. 
In reality, however, the variables surrounding the way of life of a popu­
lation comprise unique conceptual and methodological considerations. Con­
census exists among sociologists that way of life can best be determined 
through general case study methods. Such objectives are achieved by con­
sulting the people themselves -- asking them questions -- with the 
responses providing the empirical information. 
Factor analytic and case study methods are virtually at two extremes 
of a methodological continuum, but, it will be indicated in the "REVIEW OF 
LITERATURE AND THEORY" that both are included in the human ecological 
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approach to community research. Also, great utility is achieved in this 
dissertation by combining the results of the two methods because this 
complementation yields meaningful conclusions. 
Case studies, in general, investigate the behavioral consistencies 
and inconsistencies, attitudes, value orientations, and institutional 
complex surrounding the way of life of the population of a given geo­
graphical area. Case studies do investigate specific social and behavioral 
aspects of community life, however, and responses to such topical questions 
will comprise the information utilized in this dissertation. Variations 
in response to these questions or topics may be systematized and classi­
fied according to other variables such as total population, population 
change, and age distribution. These variables are analogous to several 
of the factors derived in the factor analytic study of communities. 
Hence, case study responses concerning significant topics from the popu­
lation of 16 of the 257 incorporated places included in the factor analytic 
study will be utilized. Community analyses by statistical methods, uti­
lizing available information is thus combined with a survey method uti­
lizing primary information, whereby attitudinal responses complement 
statistically derived descriptive concepts. 
Definition of Terms 
Community 
The substantive concepts, noted in the title of this dissertation, 
will be defined in this section and community will be discussed first. 
"Community" is derived from the French word, commune, which was derived 
from the Latin communia, meaning: "the commonality" or "the common 
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people." (106) Usage of the word led to designation of various bodies 
treated as a unit of law, as the peasantry sharing the common rights and 
property in a village. Hence, it can be concluded that humans, as social 
beings have always associated with each other in some kind of group rela­
tionship, with community relationships appearing since the beginning of 
recorded history. 
Community, in this inquiry, will be operationally defined as the 
Bureau of the Census Place: 
"The term 'place' as used in reports of the decennial censuses 
refers to a concentration of population regardless of the 
existence of legally prescribed limits, powers, or functions. 
Most of the places listed are incorporated as cities, towns, 
villages, or boroughs, however. In addition, the larger unin­
corporated places outside the urbanized areas were delineated and 
those with a population of 1,000 or more are presented in the same 
manner as incorporated places of equal size. Each unincorporated 
place possesses a definite nucleus of residences and has its 
boundaries drawn so as to include, if feasible, all the surrounding 
closely settled area. Unincorporated places are shown within 
urbanized areas if they have 10,000 inhabitants or more and recog­
nition. The towns in New England and townships in New Jersey and 
Pennsylvania recognized as urban are also counted as places, as is 
Arlington County, Virginia." (103, p. xxii) 
These places do conform to the criteria specified in sociological 
analysis of the concept community as well. The "places" that shall be 
examined in this inquiry, in the 2,500 to 10,000 range are. by definition, 
"urban" places. Such communities are not large cities, nor is the way of 
life urban in popular sense, compared to cities of 500,000 or five million. 
Many of the places considered in this inquiry are agricultural service 
centers and industry plays minor roles in the way of life for many others. 
Nevertheless, size and density of population are the chief deter­
minants of community status but other variables are also significant. Much 
variation exists among nations of the world in respect to formal demo-
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graphie definitions for population concentrations (25). A settlement of 
200 people is considered urban in Denmark, Sweden, and Finland, while a 
settlement must have over 10,000 inhabitants to be termed urban in Greece 
and 5,000 population in Ghana. A population center, to be urban in India, 
must not only have more than 5,000 residents, but its density must also 
be over 1,000 per square mile and over 75% of its male population must be 
engaged in nonagricultural pursuits. No settlement in Israel may be 
classified as urban if more than one-third of the heads of households are 
engaged in agriculture. Hence, this socio-economic aspect of function 
becomes more important than either population size or density in deter­
mining the category in which an entity is placed. The administrative 
function, on the other hand, is the sole criterion in determining urban 
classification in five nations, and others define urban places as those 
with a particular type of government. 
Community may be conceptually defined as a territorial system where 
the inhabitants share a common area for their daily activities which are 
a collective response to conditions of life in a particular territory. 
Community, furthermore, shall be considered to have arisen through sharing 
a limited territorial space for residence and for sustenance and functions 
to meet common needs generated in sharing this space by establishing 
characteristic forms of action (9, 40). The primary concepts in these 
statements are area and inhabitants which appear in the Bureau of Census 
definition of place, and also include the basic ecological criteria for 
community -- space and people. 
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Factor analysis 
Factor analysis refers to the resolution of a set of variables, 
linearly, in terms of a small number of categories or "factors". This 
resolution is accomplished by the analysis of the correlations among 
the variables. A satisfactory solution will yield factors which convey 
all the essential information of the original set of variables, and at 
the same time attain scientific parsimony. Such underlying factors, 
computationally, are hypothetical constructs and several categories of 
factors are utilized (19): 
1. Common factors -- involved in more than one variable set 
a. General factor -- present in all variables 
b. Group factor -- present in more than one but not in all 
variables 
2. Unique factor -- involved in a single variable set 
Common factors are necessary to account for the intercorrelations 
among the variables, while each unique factor represents that portion of 
a variable not derived from its correlations with other variables in the 
set. For convenience, all factors are taken to be in standard form, i.e., 
each factor has a mean of zero and unit variance. Computationally factor 
analysis involves the task of inverting a correlation matrix and reducing 
it from the order of the number of variables to the number of factors (38). 
Case study 
"Case study" is a term utilized to describe an investigation of a 
single, few, or perhaps many cases, whereas if more than one case is 
included, each case retains its identity (41). The "case" may represent 
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an individual person, a social situation or event, as series of inter­
related situations or events, a social process or processes, a comnunity, 
properties of a society or culture, or a society culture itself. Examples 
of several types of case studies will be presented in the "REVIEW OF 
LITERATURE AND THEORY". 
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REVIEW OF LITERATURE AND THEORY 
It was stated in the INTRODUCTION that the human ecological approach 
to community will be utilized in this dissertation. This is not a narrow 
approach because a wide range of conceptual and empirical analyses are 
included in this category. To recapitulate, this method considers community 
to have arisen through sharing a limited territorial space for residence and 
for sustenance and functions to meet common needs generated in sharing this 
space by establishing characteristic forms of social action (40). 
Human ecological community conceptualizations and research may be 
grouped into two general categories -- research that places prime emphasis 
on the community as space and that which first considers the community as 
people (including population and the socio-cultural complex surrounding 
human behavior). These are not exclusive categories, because community 
research in human ecology involving one of these approaches usually con­
siders the other as a precondition to or part of the definition for commu­
nity. For example, prior to consideration of the community as space, human 
behavior is considered to have been responsible for the origin of the commu­
nity. In other words, both space and people are, implicitly or explicitly, 
included in all such research endeavors with the majority of community 
investigations in human ecology placing prime emphasis on neither space nor 
people, but including both in their conceptual and theoretical frameworks. 
Consequently, a rigid classification of human ecological research will 
not be utilized in this dissertation. A logical order of presentation, 
directed toward theoretical generalizations, shall, nevertheless, be em­
ployed as such: 1) historical systems, 2) ideal types and/or dichotomies. 
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3) early rural and urban conceptualizations, 4) regional location and 
tributary areas, 5) recent rural and urban conceptualizations, 6) economic 
specialization or functional typologies, 7) factor analytic structure of 
communities, and 8) case studies. The literature reviewed in this disser­
tation, in the author's judgment, allows delineation of theoretical gener­
alizations in keeping with the objectives of this dissertation. 
Historical Systems 
Conceptualization of communities from historical bases follows many 
routes as evidenced from early writings in economics, geography, and 
philosophy as well as history, and more recently in anthropology and 
sociology. The majority of such schemes place community development into 
progressive stages, an evolutionary sequence, a cycle, or perhaps a con­
tinuum, from communities of simple aggregates to highly specialized and 
differentiated urban and industrialized centers. 
The origin of population concentration is thus included in historical 
classification systems. One notion, with contemporary as well as ancient 
applications, is the crossroads theory which has been traced to the 
earliest known ideogram, an Egyptian hieroglyph (25). This ideogram, a 
cross within a circle, symbolizes the settlement's origin and function. 
The cross represents convergence, the meeting of not only goods for barter, 
but of men and ideas; and the circle represents the compactness of a 
community, its social barriers, and its containment in space which may have 
been represented by the real structure of a wall. This theory substantiates 
two social preconditions for population concentrations: 1) close proximity 
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of participants and 2) communications. It explains the growth of settle­
ments but also suggests the possible decline of large concentrations, 
because with speed of transport, the convergence could be a handicap. 
Another notion relating to the historical origin or population con­
centration was proposed by Charles Horton Cooley (25), who noted that 
breaks in transportation are significant, because this break is usually 
at the frontier of some great impediment to communication. A large number 
of population concentrations have arisen at the foot of mountain ranges, 
on fringes of great deserts, along large rivers, and on sea coasts, where, 
among other things, methods of transportation are changed. 
Lewis Mumford has authored considerable material dealing with histor­
ical analyses of population concentrations (32,33). His writing, in an 
anthro-historical perspective, also reflects his vehemence toward contem­
porary U. S. metropolitan communities. The first human communities served 
as sanctuaries and strongholds and existed during the paleolithic and 
neolithic ages. Villages originated from cairns and shrines in the 
paleolithic age, in which male roles dominated. Later, during the neolithic 
age, these settlements were centers for early agricultural activities in 
which female roles were emphasized with respect to pottery, stone con­
tainers, earthen wells, irrigation canals, granaries, banks, reservoirs, 
moats, aqueducts, drains, sewers, and rudimentary tools; and were the fore­
runners of communities centering around a public way, an agora, or council 
of elders in which hunter, craftsman, cultivator, and herdsman roles 
dominated. Urban communities were thus crystalized as division of labor 
and specialization of task performance occurred in respect to miner, 
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woodsman, fisherman, soldier, merchant, banker, chieftan, and priest roles 
and with male roles again dominating. A transformation consequently took 
place from communal villages to complex urban communities emphasizing a 
powerful God-like ruler, a captive rural population, a walled city, and 
armored personality. Mumford's evolutionary system regarding human commu­
nities -- protection to destruction -- is thus conceptualized. Population 
concentrations, historically, experience expansion, exploitation, and 
destruction; if this does not occur from internal forces, external forces 
will precipitate one or more stages. 
Historical classification systems are relevant to the study of con­
temporary communities within the 2,500 to 10,000 population range. Commu­
nities do follow stages in an evolutionary sequence or cycle and such con­
clusions are based upon recent empirical analyses as well as historical 
observation (13, 26, 44, 48). 
Ideal Types and/or Dichotomies 
To recapitulate, discussion has been concentrated on a prime precon­
dition for community, that being a human population. Hence, one of the 
oldest and most basic approach to looking at communities has been to 
classify them, based upon behavioral characteristics, into ideal types 
which may appear as dichotomous arrangements. One of the first scholars 
to observe the behavior of a community's population was Ibn-Khaldun (24) 
who noted that variation in human behavior was dependent upon the type of 
settlement that the population inhabited. Khaldun labeled his dichotomy 
of human groups, nomadic communities and sedentary communities. He 
observed that the people comprising the nomadic communities are brave. 
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resourceful, independent; their espirit de corps is strong; their family 
and tribal mores are well defined and strictly enforced; they are healthy, 
frugal and prolific. Khaldun believed that the people comprising the 
sedentary communities are refined and soft; they seek pleasure instead of 
necessities and crave luxuries; their espirit de corps is weak, they practice 
vice rather than virtue, prodigality rather than frugality and employ ruses 
rather than force. 
Howard Becker and Robert Park collaborated to originate the sacred and 
secular conceptualizations (29). Societies or communities are divided into 
two ideal types: sacred societies are those which impress upon their mem­
bers modes of conduct making for a high degree of resistance to change; 
social roles are prescribed by custom, the primary group is the central unit, 
and the definition of behavior rests in the mores. Secular societies are 
those in which resistance to change is at a minimum and accepted as essen­
tial; social roles are open to achievement; secondary associations are 
dominant, and individuals can do as they please in a variety of activities. 
Charles Horton Cooley and others devised the primary group - secondary 
group dichotomy (29). The primary group is characterized by intimate 
face-to-face association and cooperation, which results in a fusion of 
individualities in a common whole, so that the self is the common life and 
purpose of the group. Members of the secondary group regard each other as 
means to ends, and enter the group with separate and specialized parts of 
their personalities. The secondary group is also characterized by the con­
cept of contract. Since Cooley, primary groups have been associated with 
rural communities and secondary groups with urban communities. 
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Emile Durkheim originated the concepts of mechanical and organic 
solidarity of human groups (29). Those communities in which social 
solidarity was based on a collective consciousness were termed mechanical; 
and those in which social solidarity was characterized by specialization, 
division of labor, and interdependence were termed organic. 
H. S. Maine labeled his dichotomy status and contract (29). In 
primitive, medieval, and ancient communities the individual life chances 
are fixed by his status in the family. One family can contract with 
another only in ceremonial matters. Contracts are dominant in all spheres 
of life in modern communities, however. 
Robert Redfield reasoned that communities may be dichotomized into 
folk and secular or folk and urban ideal types (39). Folk communities are 
those in which informal expectations provide all necessary sanctions; 
universels and specialties prevail, and alternatives are limited; such 
societies are small, isolated, tightly knit, conservative, and are inte­
grated social systems. Secular communities are those in which laws provide 
the sanctions, and alternatives are numerous as individuals are more free 
to act as they wish; such societies are large, heterogeneous, and segmental 
roles and anonymity prevails. 
Pitirim Sorokin originated the familistic - contractual dichotomy for 
communities, which is dependent upon the prevalent cultural stage of 
development (29) . Familistic communities are characterized by the absence 
of centralized political institutions; the family is an independent insti­
tution, providing socialization, subsistence, and the economic functions as 
well as the center of power. Contractual communities are characterized by 
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institutional interdependence as well as interdependence of individuals. 
The institution of family thus plays a secondary role. 
Herbert Spencer dichotomized communities into two ideal types --
militant and industrial (29). The external system is predominant in 
militant communities; all life is subject to discipline and the individual 
is subordinate to the whole. The internal system is predominant in indus­
trial communities, it becomes popular to resist unpopular government, and 
society is the instrument of individual action. 
Ferdinand Tonnies conceptualized the Gemeinschaft - Gesellschaft ideal 
type dichotomy, the two terms literally translated as community and society, 
respectively (29). A social system or complex of social relationships 
could be one of two types: Gemeinschaft -- its members think of the commu­
nity as a gift of nature created by the supernatural (natural will); and 
Gesellschaft -- manifest authority arises from class relationships 
(rational will). 
Max Weber is considered to have originated the methodological notion 
of dichotomous ideal types for sociology (29). He also delineated his 
own community types; traditional and rational. Traditional societies or 
communities are those in which all social phenomena are fixed by custom. 
Rational societies or communities are those in which the structure and 
functioning of society is the conscious or unconscious determination of the 
members. 
Other conceptualizations representing similar typologies are: 
localité - cosmopolite (Robert Merton), folk - state (Howard W. Odum) , and 
informal - formal (Robin Williams). 
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All these scholars based their conceptualizations upon the behavior 
of the community's population -- interaction patterns, kinship behavior, 
how they make their living, urbanism, leisure activity, etc. -- with the 
community being the independent variable. To summarize this literature 
briefly, the historical systems and the ideal types and/or dichotomies 
serve to place the study of community in a proper perspective. Human 
beings have inhabited communities through several stages of development and 
characteristics of the population may be observed which are both dependent 
and independent variables with respect to communities. Furthermore, 
dichotomies and ideal types are useful in community analysis, not in their 
own light, but as conceptual bases and starting points from which empirical 
justifications may be derived. 
This section would not be complete without an introduction to the work 
of N. S. B. Gras (17), who proposed a historical-economic classification, 
placing Western communities into collectional, cultural-nomadic, settled 
village, town and metropolitan economies. The complexity of exchange and 
production systems and dependence upon the local area vary inversely --
hence the concomitant development of community structures and technology. 
It will be illustrated in subsequent sections of this chapter that Gras was 
also one of the first scholars to call attention to the interdependence 
between a population concentration and its adjacent hinterland, and the 
meaningful aspects of population, natural resources, and transportation in 
this•interdependence. 
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Early Rural and Urban Conceptualizations 
The early (1915 - 1935) approaches to rural and urban communities in 
human ecology will be presented in this section. These conceptualizations 
begin with a community as space, but also explicitly consider humans and 
their behavior as preconditions to community. Conceptualizations of this 
nature have been investigated for over 50 years by United States social 
scientists. Charles J. Galpin (15), in 1915, reported findings that comprise 
the classic conception of rural community in the United States. Galpin 
studied social organization in Walworth County, Wisconsin, and concluded 
that the community comprised a trade center and its surrounding area, that 
villagers and surrounding farmers lead a common life and share common 
institutions, that communities do not normally coincide with boundaries of 
governmental units, and that communities may be delineated in respect to 
borders beyond which people associate themselves with the institutions of 
a different trade center and belong to a different community. Research of 
this nature was developed further by Dwight Sanderson in New York and 
Irwin T. Saunders and Douglas Ensminger in Southwest United States. 
Studies of urban communities that emphasized the territorial space 
criterion followed Galpin's work by only several years. During the 1920's 
and 1930's, a human ecological approach to the study of urban communities 
was developed by Ernest W. Burgess, R. D. McKenzie, Robert E. Park and 
others at the University of Chicago (36). These sociologists reasoned 
that observable variations among parts of Chicago such as shopping centers, 
industrial complexes, tenement slum districts, better-class hotel areas, 
etc., are the product of cultural and economic forces that operate in all 
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such cities. Chicago was described in terms of five concentric zones, of 
which the Central Business District constituted the center (Zone I). Pro­
ceeding outward, a Zone of Transition (Zone II), a Zone of Workingmen's 
Homes (Zone III), a Zone of Middle Class Dwellers (Zone IV), and a Com­
muter's Zone (Zone V), may be encountered. Series of empirical studies 
were then conducted and numerous aspects of community living were found 
to vary characteristically among the several zones (45). The concentric 
zone approach was definitely a meaningful contribution to community theory, 
being uniquely associated with one urban area during one time period --
Chicago of the 1920's and 1930's -- but could not be applied to all Ameri­
can cities in general. 
The shortcomings of the concentric zones theory prompted the emergence 
of several additional approaches to the study of urban communities, one of 
which was socio-cultural. This approach will be reviewed in a subsequent 
section, and at this point, the representative views of one scholar will be 
presented. Walter Firey (12) pointed out that certain upper socio-economic 
residential areas (in Zone II, for example) may not undergo a transition 
process, but may survive as a downtown residential neighborhood as is the 
case for Beacon Hill in Boston. Firey noted also that noneconomic consider­
ations may prevail in urban areas, Boston again providing a concrete example. 
The most adamant opposition to the concentric zone theory comes from 
advocates of the social and natural area and sector theories. These 
approaches are often considered intra-city regional location or tributary 
area theories. 
There are, however, definite distinctions between social and natural 
area theories on one hand and regional location and tributary area theories 
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on the other. Both utilize available data concerning the population, but 
the former are generally concerned with information depicting the attitudes, 
values, and the way of life of the population, whereas the latter are not. 
The sector theory, originating from research by Homer Hoyt (23), is 
based on the premise that cities are composed of sectors rather than con­
centric zones. Hoyt conducted research from data on residential rent areas 
in 142 cities and concluded that there is a general pattern of rent areas 
that applies to all cities. This distribution of rent follows main lines of 
communication and transportation outward to the periphery. Most cities have 
one or more high-rent areas proceeding from the center of the city to the 
outskirts and others located in some of the suburbs along the periphery. 
Areas susceptible to slides, floods; along waterfronts, lakes, rivers, oceans; 
or that are limited by natural or artificial barriers to expansion, are likely 
to have low rents. 
The natural area theory divides cities into a number of specialized 
areas, each of which exerts a dominant influence over a certain type of 
activity in the surrounding territory. Examples of dominating variables 
are business or entertainment districts and medical or administrative centers. 
Physical barriers such as rivers, marshes or lakes may separate communities 
by impeding transportation and communication. Social barriers such as 
language, religious or ethnic differences may facilitate and perpetuate 
varying attitudes, interests, and ways of life among people living in close 
proximity. The foremost advocate of the natural area theory is Calvin F. 
Schmid (42), some of whose research since the 1930's has refuted the con­
centric zone theory. 
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Regional Location and Tributary Areas 
Since population centers are placed in space there should be a logic 
underlying their distribution which originates from their size relation­
ships. Early in the 19th century, Von Thunen (25) derived a hypothetical 
model placing a single population center in a uniform agricultural hinter­
land and suggested that man's economic activities were concentrically 
arranged because they depended upon distance from the center. Von Thunen's 
efforts thus comprised the starting point for studying the relationship 
between settlement and tributary areas. 
Walter Christaller, in the 1930's, formulated a hypothetical scheme 
which has been the basis of virtually all subsequent thinking on this 
topic (2). Beginning with the simple assumptions: 1) that a certain 
amount of land will support a community, and 2) that the bigger the area 
the bigger the town; Christaller suggested that several smaller tributary 
areas focus on one central city. Furthermore, in an abstract and ideal 
pattern of tributary areas, the hexagon provides a symbol for spatial 
organization. Tributary areas thus assumed complex geometrical patterns 
of smaller interlocking hexagons within larger hexagons. 
In formulating his framework, Christaller first classified the service 
centers, towns, and cities by size, then calculated the hypothetical dis­
tance between them, and the size and population of the hinterlands. This 
information is presented in Table 1. 
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Table 1. Walter Christaller's data for central place theory 
Size of Population 
Distance Tributary of 
Average Apart Area Tributary 
Settlement Population (Kms.) (S q. Kms . ) Area 
Market hamlet 800 7 45 2,700 
Township center 1,500 12 135 8,100 
County seat 3,500 21 400 24,000 
District city 9,000 36 1,200 75,000 
Small state capital 27,000 62 2,600 225,000 
Provincial head city 90,000 108 10,800 625,000 
Regional capital city 300,000 186 32,400 2,025,000 
Christaller's scheme was based on the spatial organization and data 
from southern Germany, and his hexagonal pattern which resulted corresponded 
quite closely to the actual formulations. Christaller believed that his 
theory could be applied to all of Western Europe, but it is most applicable 
to poor agricultural regions that have not been greatly disturbed by 
technological change. Christaller himself granted that modifications were 
essential in the case of highways and railways, and that his hypothetical 
grid did not allow for changes in industrialization, or for communities with 
specialized functions that have no great local significance. 
Cities of over 100,000 people were chosen as centers and distances 
between them were bisected and lines drawn through these points. The 
result is a series of polygons which are approximately equal in size cover­
ing the entire area as a mesh. Implicit in the rank-size rule and in 
Christaller's hexagonal pattern is the assumption that regularities do 
exist which arise from the varying demands of society. Christaller stated 
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that one of the prime functions of a community is to supply the needs of 
the population around it. 
Briefly, then, Christaller's theory proposes; 
"(1) The basic function of a city is to be a central place providing 
goods and services for a surrounding tributary area. The term 
'central place' is used because to perform such a function efficiently, 
a city locates at the center of minimum aggregate travel of its tri­
butary area i.e. central to the maximum profit area it can command. 
"(2) The centrality of a city is a summary measure of the degree to 
which it is such a service center; the greater the centrality of a 
place, the higher is its 'order'. 
"(3) Higher order places offer more goods, have more establishments 
and business types, larger populations, tributary areas and tributary 
populations, do greater volumes of business, and are more widely 
spaced than lower order places. 
"(4) Low order places provide only low order goods to low order tri­
butary areas; these low order goods are generally necessities requiring 
frequent purchasing with little consumer travel. Moreover low order 
goods are provided by establishments with relatively low conditions of 
entry. These high order goods are generally 'shopping goods' for which 
the consumer is willing to travel longer distances, although less 
frequently. The higher the order of goods provided, the fewer are the 
establishments providing them, the greater the conditions of entry and 
trade areas of the establishments, and the fewer and more widely spaced 
are the towns in which the-establishments are located. Ubiquity of 
types of business increases as their order diminishes. Because higher 
order places offer more shopping opportunities, their trade areas for 
low order goods are likely to be larger than those of low order places, 
since consumers have the opportunity to combine purposes on a single 
trip, and this acts like a price-reduction. 
"(5) More specifically, central places fall into a hierarchy comprising 
discrete groups of center. Centers of each higher order groups per­
form all the functions of lower order centers plus a group of central 
functions that differentiates them from and sets them above the lower 
order. A consequence is a 'nesting' pattern of lower order trade 
areas within the trade area of higher order centers, plus a hierarchy 
of routes joining the centers. 
"(6) Even more specifically, with Thuhen-type limiting assumptions 
relating to uniformity of population distribution, the hierarchy may 
be organized according to (a) a market principle, according to which 
nesting follows a rule of threes. Deviations from the market prin­
ciple may be explained by (b) the principles of traffic, which give 
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rise CO linear patterns and nesting according to fours, or (c) the 
socio-political or administrative 'separation' principles, with the 
hierarchy organized according to a rule of sevens, and with low-
order twin cities where one would predict a high order place to be 
l o c a t e d  i f  o n l y  t h e  m a r k e t i n g  p r i n c i p l e s  w e r e  o p e r a t i v e . "  ( 2 ,  p p .  3 - 4 )  
Prior to and since Christaller's efforts, very productive conceptuali­
zations emphasizing regional location and tributary area relationships among 
communities in the United States have been proposed. 
N. S. B. Gras (16), in 1922, published a model, relating metropolitan 
communities to national and local economies. Gras began with the assumption 
that a nation (United States economic system, for example) exercises control 
and administration over its economy and is an economic unit in that sense, 
but it cannot validly be regarded as a productive unit. He believed, how­
ever, that in terms of production there is no validity in the concept of 
national economy because it is not a productive unit. Gras proposed that a 
metropolitan economy concept be substituted for national economy. In his 
metropolitan economy the units of analysis are regions each dominated by a 
great metropolis, which serves as the primary trade center of its region. 
Thus, the metropolitan unit includes the metropolis and its hinterland and 
is not essentially concerned with political boundaries. Gras substantiates 
his hypothesis by tracing the historical development of metropolitan centers 
and the emergence of the metropolitan economy as the dominant form of economic 
organization in western Europe and North America. 
Robert E. Dickinson (5), in 1934, provided another conceptualization 
relating to the spatial organization of communities. Dickinson's criteria 
were population, manufacturing, wholesale and retail sales, amount of ware­
house space, and location of district branch offices of national concerns 
and Federal Reserve banks. Based upon this information certain American 
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cities were selected as first-order metropolitan centers and others as 
second-order metropolitan cities. The boundaries of the metropolitan 
regions surrounding these cities were then delineated, using in turn, 
wholesale trade, newspaper circulation, and the marketing of agricultural 
products, and then combining these criteria to form composite metropolitan 
regions. Dickinson also classified these metropolitan regions into larger 
groupings, or belts, based on geographic location and predominant type of 
trade. His categories were: 1) manufacturing, 2) livestock, 3) grain, 
4) other agricultural products, and 5) combinations of these. 
A recent research endeavor concerning tributary areas and regional 
location of communities that has had great impact upon the study of spatial 
organization, was published in 1949 by Donald J. Bogue (3). Bogue presents 
the hypothesis that an urban, industrialized society, such as the United 
States, is dominated by metropolitan communities, each dominated by a 
particular metropolis. Bogue utilized concepts from previous human eco­
logical community research in analyzing the metropolitan community, and 
classified the metropolis itself as a dominant, smaller hinterland cities 
as subdominants, rural nonfarm communities as influents, and rural farm 
communities as subinfluents, with each category based on the size of the 
area and the number of functions controlled. Bogue stated that his efforts 
supported and added detail to earlier research on this topic, particularly 
with respect to the "interdependence of parts" principle. Bogue granted 
that the relationships in his model would change but emphasized that there 
will be a definite pattern of population distribution about points which 
supply a variety of needs to a dependent population and this pattern will 
reflect the manner in which the entire population supports itself. 
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Walter T. Martin (28), an accomplished researcher and theorist on many-
human ecological topics, has given considerable time to the investigation 
of relationships concerning metropolitan areas, rural-urban fringe areas, 
suburbs, and satellite urban and rural communities. Martin, in 1957, 
published a review of research concerning changes in spatial organization 
of communities and placed these findings in an ordered theoretical context. 
In doing so he utilized the gradient principle, hypothesizing declining 
urban influence with distance from the edge of the city. He also hypoth­
esized a decrease in specialization and differentiation of subareas with 
distance from the city. Martin also presents data supporting the operation 
of the gradient of decreasing urban influence from studies of deconcen-
tralization of industry, déconcentration of population, occupational 
composition, and rural land values. 
To summarize this section briefly, regional location and tributary 
area approaches emphasize a different matrix of variables surrounding the: 
1) geographic features, 2) natural resources, and 3) economic institutions. 
Nevertheless, here is an attempt, like in the previously discussed approaches, 
to delineate variables that describe communities and which have implica­
tions for the population inhabiting the communities. Much of the litera­
ture reviewed in this section utilized "available" information, often termed 
secondary information. These terms refer to data collected, processed, and 
published by various public and private agencies and available for empiri­
cal analyses. A great deal of available data is utilized in regional 
location and tributary area approaches but is not directly concerned with 
the characteristics, value orientations, and way of life of the people. It 
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is this distinction that separates the approaches just presented from 
those in the forthcoming sections. 
Recent Rural and Urban Conceptualizations 
Literature in this section places prime emphasis upon the character­
istics of the population inhabiting a given geographic area. The quantity 
of available information about people, categorized by residence and size 
of place, is, of course, great. Several federal censuses, particularly 
the Census of Population, and state and federal vital statistics tabulations 
provide considerable data in terms of the constitution of the population at 
one point in time and about trends which have transpired. 
A community, as an interdependent complex of human action, assumes 
its very nature from the characteristics of the people who inhabit the 
area. Most basically, age and sex distributions vary considerably between 
communities and among various areas within communities. This is demonstrated 
most vividly in respect to natural areas in urban communities (27). Vary­
ing mobility may be observed among populations, both within and between 
communities. Community characteristics such as the number and percentage 
in various age groups, the ratio of the sexes to each other by age groups, 
proportions comprising various ethnic groups all provide meaningful insight 
into the way of life in categories of communities. Temporal aspects of 
community analyses are also facilitated by population information. Trend 
data is available for virtually all tabulations from census reports, thus 
allowing generalizations concerning adjustments and changes within and 
between communities. Concomitant variations may be observed in respect to 
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a variety of social, economic, and housing data for communities and 
community categories. 
Community analyses, both rural and urban, are also conducted to 
determine the impact of population trends (6, 7). Investigations in 
population decline areas (decreasing agricultural, forestry, or mining 
activity, for example) determine the influence that population decline 
has upon the people remaining, the institutional framework, and social 
and economic activities in the area. Conversely, investigations in 
population increase areas (rural-urban fringe or suburbs, for example) 
determine how this trend influences the original residents, the newcomers, 
and the existing institutions. Available data may therefore aid in 
deriving theoretical generalizations about communities as well as pro­
viding descriptive information. 
Social area analysis represents an indirect reaction to the concentric 
zones theory as well as deriving generalizations from social characteristics. 
This approach emerged from research during the late 1940's by Wendell Bell, 
Eshref Shevky, and Marilyn Williams. In 1955, Shevky and Bell (43) 
reported the theoretical reasoning behind the development of social area 
analysis, a precise description of the techniques involved in carrying 
out such an analysis, and a statement of various purposes for which social 
area analysis may be used. The authors indicated that social area analysis 
is based upon the classification of the census tracts of a city according 
to the three variables of social rank, urbanization, and segregation. 
These variables were selected because they could be utilized to measure 
crucial factors in the development of modern, industrialized society, and in 
turn are empirically measured by indexes obtained from census tract data. 
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Maurice D. Van Arsdol, Santo F. Camilleri, and Calvin F. Schmid, in 
the late 1950's conducted extensive research in which social area analysis 
was applied to ten large American cities (105). The results of their study 
led them to conclude that this approach is appropriate, because it is 
highly applicable to the cities studied. In eight of the ten cities the 
data supported the construction of the variables of social rank, urbani­
zation, and segregation on the basis of the specific indexes utilized by 
Shevky and Bell. 
Economic Specialization or Functional Typologies 
The terms utilized to designate this approach imply the nature of 
information upon which it is based. Available information concerning eco­
nomic characteristics, particularly the manner in which the population 
earns a living, is utilized to describe communities in terms of their eco­
nomic specialty or function (or combination of specialities or function). 
The resulting categories or "types" of communities thus represent terms 
that imply other social and behavioral characteristics and "way of life" 
relationships. Other approaches, discussed in previous sections of this 
chapter, have similar objectives, particularly the ideal type and/or 
dichotomy approach. However, the descriptive terms employed in the ideal 
type approach are based upon observation of the entire institutional frame­
work, value orientations and perhaps the actual behavior and way of life, 
rather than upon analyses of economic characteristics. The economic 
specialization or functional approach also utilizes available information, 
unlike the ideal type approach, but not unlike several other approaches 
discussed in this dissertation. 
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A chronological examination of research associated with this approach 
reveals that it has existed nearly 50 years. Marcel Aurousseau, in 1921, 
proposed a classification for communities, with 28 sub-class and six 
functional types of communities (18). Capital and revenue centers com­
prised the first group which were termed administrative towns. The second 
included fortress towns, garrison communities, and naval bases that were 
combined as defense centers. Art centers, cathedral towns, religious and 
pilgrimage centers, and university towns formed cultural centers. The 
fourth group included manufacturing and craft towns which were termed 
production centers. Depots, mining, fishing, lumber, market, bridgehead, 
navigation, export, import, and supply communities comprised the fifth 
group and formed communication links. The sixth was termed recreation 
centers and included health, tourist, and holiday centers. Natural re­
sources and other geographical factors determined the city's economic 
specialization in Aurousseau's construct. This criterion was qualified in 
respect to administrative communities which were not centrally located but 
resulted from human accidents in most cases. Areas of strategic military-
advantage facilitate defense centers and cultural centers tend to occur at 
the junction of old routes. Source of power and presence of raw materials 
determine the location of production centers and the location of communi­
cation links depends on if the function it serves is collection, transfer, 
or distribution. Climate and scenery usually determine the location of 
recreation centers. 
Considerable research was devoted to describing communities in terms 
of their economic specialization or function during the 15-year period 
following Aurousseau's efforts, but added little to the early research. 
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The majority of these studied did not relate the categories tb other vari­
ables, the categories were not mutually exclusive, explanations were not 
presented for cities that fell into two or more categories, and inclusiveness 
of the designated types was not clearly delineated. 
William F. Ogburn, in 1937, reported research which constituted a major 
breakthrough with respect to community research of this nature (35). Ogburn, 
noting the relationship between technological advancement and division of 
labor, suggested that specialization is characteristic of communities as 
well as human tasks. Seven types of cities were conceptualized; 1) trading 
centers, 2) factory communities, 3) transportation centers, 4) mining commu­
nities, 5) pleasure resorts, 6) health resorts, and 7) college communities. 
These categories were selected because census data were available which would 
substantiate the typology. Ogburn established criteria for identifying 
cities belonging to the various types and then, after having identified 
cities belonging to each type, compared them with hypothetical "average" 
cities on a large number of social and economic characteristics. Research 
prior to Ogburn's efforts had considered typologies as ends in themselves, 
rather than describing communities belonging to specific categories and then 
applying the classification to real communities. 
Considerable research of this nature has appeared since Ogburn's work, 
utilizing census data, in which a community's function is derived from its 
labor force characteristics, and more specifically from the occupation of 
its residents. The efforts of two researchers, C. D. Harris and H. J. Nelson 
shall be reviewed, which are representatives of research during the 20 years 
following Ogburn's work. 
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Harris (20) based his classification on activity of so-called 
"greatest importance" in each community with nine types of communities 
termed as such: 1) manufacturing, 2) retailing, 3) diversified, 
4) wholesaling, 5) transportation, 6) mining, 7) educational, 8) resort 
or retirement, and 9) others. Category 9 included financial centers, 
military bases, professional centers, political capitals, and regional 
capitals. Proportions of community populations in various labor force 
and occupational census tabulations were evaluated and then percentage 
cutting points were arbitrarily assigned to the several activities. For 
example, if 15 percent or more of the labor force were employed in mining, 
the community was termed mining; if higher education enrollment comprised 
25 percent or more of the total labor force, the community was placed in 
the educational category. This investigation, like Ogburn's, was widely 
accepted as a distinct improvement over previous efforts. Harris did not, 
however, relate his classification scheme to other variables. 
Considerable progress was made in this respect, by H. J. Nelson (34) 
whose typological terminology was similar to that of Ogburn and Harris. 
His categories were: 1) mining, 2) manufacturing, 3) transport and commu­
nications, 4) wholesale, 5) retail, 6) finance, 7) personal, 8) professional, 
9) public administration. Dealing with 847 cities (all those of 10,000 
population and above) Nelson found the mean percentage for all cities for 
each of the nine activities, then calculated the standard deviation. 
Cities with more than one standard deviation from the mean, in any activity 
were classified according to that activity. "Mf 1" meant one standard 
deviation in manufacturing. The degree to which manufacturing dominated 
was measured by the number of standard deviations, which was added to the 
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designation -- e.g. "Mf 2" or "Mf 3". It was also possible for a community 
to indicate more than one function because it could have above one standard 
deviation in manufacturing and in professional; hence, the designation of 
"Mf 1 Pr 1". This is a useful way of recognizing that the classes of 
activities are not mutually exclusive, and to acknowledge two or more major 
activities in a community is often much nearer reality than a statistically 
correct single-function category. 
The Ogburn, Harris and Nelson methods of classification are based on 
census information, particularly labor force and occupation data about the 
population of the community. This information is accessible, easily manip­
ulated, and constitutes logical and basic criteria. In 1956, one year after 
Nelson's research appeared, an equally comprehensive investigation was pub­
lished by Otis Dudley Duncan and Albert J. Reiss as one of the "Census 
Monograph Series" (8). Duncan and Reiss proposed four independent variables 
in respect to communities -- size of population, spatial organization, 
population growth and decline, and functional specialization -- with social 
characteristics of communities comprising the dependent variables. Regional 
location (major regions of the United States) was utilized as a central 
variable and information from the 1950 Census of Population was utilized. 
In this analysis of all size of place categories, Duncan and Reiss termed 
communities 2,500 to 10,000 population small cities. The authors' con­
clusions regarding these small communities are stated in the following 
paragraphs. 
In general, individual communities have a specialized economic base, 
the people have homogeneous interest, the communities are not structurally 
complex, and they exert little geographical influence. In terms of spatial 
organization they are not centers of dominance, and those in Standard 
Metropolitan Statistical Areas (S.M.S.A.) are unique, particularly if 
classified as a suburb or in the S.M.S.A. rural-urban fringe. The authors 
defined suburbs as incorporated places, outside central cities and within 
S.M.S.A.'s, with the rural-urban fringe comprising the unincorporated, 
non-urbanized area within S.M.S.A.'s. 
In respect to population growth and decline, the authors raised a 
question concerning the relative merits of population growth for all commu­
nities. Population growth may not be beneficial to the welfare of certain 
communities because of the inherent social costs. Communities with rela­
tively large proportions of white collar workers and with concomitant 
physical mobility, are often noted for "nontraditional" social problems 
which many behavioral scientists believe to be serious. 
The general conditions favoring community growth according to Duncan 
and Reiss are: 1) government employment (public administration), 2) white 
collar, wholesale, and trade occupations, 3) history of immigration and 
high fertility, and 4) dominant centers. 
Duncan and Reiss also proposed a functional typology for communities 
and began with four major dimensions: 1) manufacturing, 2) trade, 3) minor 
types of specialization, and 4) income. A profile was formulated for every 
city to reflect its position in each dimension, and each city could appear 
in more than one categorization. The communities were also classified by 
size and as Standard Metropolitan Statistical Areas, central cities, 
suburbs, and independent cities. In respect to the first dimension (manu­
facturing), the upper and lower quintiles of the proportion of persons 
engaged in manufacturing provided high and low types on manufacturing. The 
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residual category was ignored. Communities were delineated on the basis of 
wholesale and retail trade for the second dimension. Quartiles were for­
mulated for wholesale sales per capita and retail sales per capita which were 
combined into a 16-category matrix, which was subsequently reduced to a 
ninefold wholesale and retail trade categorization, which finally provided 
five types: 1) wholesale trade, 2) retail trade, 3) trade, 4) maintenance 
trade, and 5) nontrade centers. Dimension three (minor types) included 
higher education, public administration, transportation, military, and 
entertainment and recreation communities. The fourth dimension was based 
on the median income of families in 1949, with the upper and lower quintiles 
again being selected for analysis. 
Duncan and Reiss concluded that income is positively associated with 
proportion in the labor force, proportion of home ownership, and educational 
attainment regardless of the functional specialization of the place; as 
manufacturing activity increases, all other functional categories decline; 
manufacturing is positively associated with size of household and socio­
economic status and negatively associated with mobility. If manufacturing 
activity is important for community growth, it is in those centers not yet 
established as manufacturing areas. The author's conclusions concerning 
independent cities (places 10,000 to 50,000 population, not part of a 
S.M.SoA.) are generally applicable to places less than 10,000 population. 
Characteristics associated with these communities are: higher relative 
wholesale and retail trade volumes; larger proportions of unmarried males, 
of mobile persons, of nonwhite population; smaller proportions of persons 
enrolled in institutions of higher learning and home owners; and lower 
median income and socio-economic status. 
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Factor Analytic Structure of Communities 
Factor analysis was only recently applied to the problem of describing 
communities and very few researchers have utilized the method. Daniel 0. 
Price (38) in 1942, used factor analysis to conduct an exploratory study. 
Price stated that: 
"The purpose of factor analysis is to locate the smallest number of 
fundamental variables which will explain all the correlations observed. 
If the sociologist is attempting to get some orderly picture of society, 
he must, as far as possible, locate the fundamental factors in society 
from which the other characteristics can be predicted, and factor 
analysis seems to be a method for moving in that direction." 
(38, p. 451) 
Parsimony is thus gained by obtaining a reference set of variables that 
provide systematic and inclusive explanations of relationships between 
variables. Price, in his sample, included 15 variables for 93 cities and 
used Thurston's complete centroid technique with graphic rotation. Four 
factors were extracted and rotated with Factor One being associated with 
"large populations" and "maturity". Factor Two was associated with vari­
ables indicating "the nature of the occupational structure of cities" or 
in terms of a type of service center, or negatively defined, "the lack of 
predominance of industry". Factor Three was interpreted to indicate the 
general level of living in a city, and Factor Four was identified by the 
two main variables -- per capita trade volume of a city. 
Peter R. Hofstaetter (21), in 1952, and unaware of Price's explora­
tory study, began with a matrix of 23 items which had been previously 
examined by E. L. Thorndike in a "goodness of a city" study. Hofstaetter 
used a centroid factor analysis and again rotated four factors. Factor 
One was termed prevalence of slum conditions and was defined by items 
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suggesting poverty and high death rate as indicators of social disorgani­
zation, Factor Two was termed enlightened affluence, with the content 
emphasizing high education attainment. Factor Three revealed an indi­
cation of industrialization of the area in which the city is located. 
Factor Four was termed organized public welfare, and was heavily identi­
fied by expenditures in the community for services. The nature of these 
factors obviously reflects the influence of the objective to determine 
"goodness" factors. 
C. A. Moser and Wolf Scott, in 1961, reported their research with 
factor analysis of British Towns (31). These authors were unaware of 
Hofstaetter's work, aware of Price's work, and partially based their 
matrix on results from previous social area analyses. Moser and Scott 
used data from 157 towns with 60 variables in a multivariate technique 
'called component analysis. Four components were rotated. Component One 
was identified with social class indexes. Component Two was identified with 
population growth, Component Three was associated with the working popu­
lation in 1951 and economic development after 1951, and Component Four 
was strongly associated with housing conditions, particularly with 
indications of overcrowding. 
Jeffrey K. Hadden and Edgar F. Borgatta, in 1965, reported their 
research on the factor analytic structure of 644 of the 674 cities in the 
United States with 25,000 or greater population (18). There were 344 
cities 25,000 to 50,000 population; 150 cities 50,000 to 75,000; 106 
cities 75,000 to 150,000; and 79 cities 150,000 or greater. The source 
of data for this massive analysis was essentially from the 1962 County 
and City Data Book. The author's method of analysis was the principle 
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components factor analysis with the square of the multiple correlation 
coefficient in the main diagonal with Varimax rotation. The factorial 
structure found in the parallel analysis enabled the authors to con­
ceptualize in respect to the following parsimonious factors; 
1. Socio-Economic Status Level 
2. Proportion Non-White 
3. Age Composition 
4. Educational Center 
5. Residential Mobility 
6. Population Density 
7. Foreign Born Concentration 
8. Total Population 
Sixty-five variables were included in the study, and thus, 2,080 corre­
lation coefficients were initially calculated and examined. 
Case Studies 
Factor analysis is the prime method of analysis in this dissertation, 
but case studies of communities will also be presented. Formal and 
technical designations for the latter approach are "ethnographic", 
"holistic", or "socio-cultural" community studies. Ethnographies, orig­
inating in anthropology, examine the entire way of life of a people or 
community, socio-cultural research concentrates on specific aspects of 
community life, and holistic investigations lie somewhere between these 
approaches. All three base their approach upon the behavior, institu­
tional structure, attitudes, value orientation, and way of life of the 
population, however. A general case study designation will be utilized 
in this dissertation because the research conducted for this dissertation 
is not clearly one of the three above types, but which does correspond 
closely to human ecological conceptualizations of community. Examples 
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of the three types of case studies of communities will be presented, in 
order to place the entire case study approach in a proper perspective. 
Albert L. Seeman (47), in 1937, published a community study that is 
representative of the socio-cultural approach. The author first observed 
the settlement pattern or how the people were distributed in space, and 
then derived cultural-institutional phenomena as the independent variables. 
Seeman investigated Mormon communities in Idaho and Utah and emphasized 
the importance of religious values in shaping the form of Mormon commu­
nities, resulting in pattern of nucleated agricultural settlements in 
contrast to the typical American pattern of scattered homesteads. Further­
more, the physical form of the communities themselves, including the larger 
urban centers, has been affected by the Mormon emphasis on planning commu­
nities in accordance with their religious values. 
Socio-cultural variables were also considered by Walter Firey, as was 
indicated in the "Early Rural and Urban Conceptualizations" section. Firey 
(12) believes that space has symbolic value and should not always be re­
garded as having only economic cost-imposing qualities. He has emphasized 
that space takes on meaning for man through cultural definitions, and that 
cultural values intervene between the physical environment and the human 
community. Firey presents evidence in support of his position from a study 
of Boston, in which he indicates that the maintenance of Beacon Hill as an 
upper-class residential district can only be explained by symbolic values. 
Symbolic values provide the only adequate explanation of what he calls 
"space fetishes", such as the Common, three cemeteries, old churches, and 
old meetinghouses, all maintained in the central business district despite 
their serious economic dysfunction. 
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The works of Seeman and Firey were based primarily upon observations,' 
rather than directly involving the population of the communities. Ethno­
graphies, on the other hand, study the population but through a variety of 
methods, ranging from structured interviews, to informal interaction, to 
participant observation. 
The Plainville studies are classic examples of ethnographic community 
research. In the first Plainville study, the author, an anthropologist, 
attempted to mask his and the community's identity by using pseudonyms, 
James West and Plainville, respectively (107). The field work was con­
ducted during the summers of 1939, 1940, and 1941, and published in 1945. 
After spending three summers in Plainville, West concluded that three 
aspects of the community's development were of crucial importance. The 
first was the local system of social stratification, according to which 
people behaved differently and were differently treated. Another was the 
process of socialization, according to which the young were inculcated with 
the values and behavior patterns of the somewhat distinctive local culture. 
The third was the "agony of social and economic reorientation" in which 
Plainville and the surrounding region found themselves as a result of the 
impact of the recently established federal agencies of the New Deal. 
Art Gallagher, Jr. (14) restudied Plainville during the summers of 
1954 and 1955, and did not attempt to mask his or the community's identity 
in his book that was published in 1955. Gallagher had difficulty gaining 
the confidence of community members because of bitterness about West's book, 
but did so through persistent informal interaction. Complete anonymity 
was accomplished in the restudy, while individuals could be identified in 
the report of the earlier study. Gallagher, of course, gained from West's 
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experience and provided elaborations that were not apparent in the earlier 
study. Gallagher concluded that social mobility had taken place during the 
15-year period between the studies, and that the social class boundaries 
were less distinct in 1955. Various occupational and organizational groups 
in the community appeared to be better integrated during the latter period. 
Gallagher hypothesized that this was a consequence of at least three 
phenomena: 1) more contact between Plainville and the larger society 
through mass media and transportation, 2) migration of individuals into and 
out of the community and concomitant contacts, and 3) physical mobility 
facilitated by World War II. Gallagher believed, however, that West's 
three conclusions about the community in 1940 were at least partially 
valid in 1955, The formal and informal power structure was much the same 
during both periods, socialization of the young still followed local value 
orientations, and the community still resisted external social and economic 
pressure. 
There is no clear line of demarcation between ethnographic and holistic 
community studies, because the latter regards the community as an integrated 
whole and describes the round of life of the people residing in a given 
area. Holistic studies do not, however, include investigating the way of 
life of a people nor do they include large communities in which sub-
communities exist. An example of the cumulative value of individual 
studies of this nature in establishing theoretical generalizations con­
cerning communities, is provided by Maurice Stein (46). Stein reviewed 
research of the University of Chicago ecologists, the Lynds, in Middleton, 
and of Warner and Low in Yankee City which indicates, respectively, the 
effects of urbanization, industrialization, and bureaucratization -- three 
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processes that are difficult to delineate in a single community study 
because they appear together empirically, but can be derived from several 
sources. A case study approach, very similar to holistic community 
research, will serve a similar purpose in this dissertation. Factor 
analysis yields conceptual consistencies among communities in respect to 
secondary data, and then a case study will provide "personal" or attitu-
dinal information for analogous community categories. 
Since community categories within a larger grouping will be employed 
in this dissertation, a holistic study will be reviewed which investigated 
two categorically similar communities. Richard E. DuWors (10) studied two 
communities in Eastern Maine that were very similar in ecology, technology, 
economics and populations, but varied greatly in community behavior which 
could be explained only in terms of different value orientations. The 
communities were Eastport and Lubec. Eastport appeared wealthier with its 
big houses, brick library, brick city hall, and brick high school, while 
Lubec had no library, a small town office, and condemned high school. 
Eastport went systematically into debt, while Lubec systematically stayed 
within its budget. Eastport used ten times the amount for WPA, a federal 
relief program than did Lubec. Other differences in behavior were notice­
ably great, all tending to support the general comment of local inhabitants 
that Eastport was "sporty" while Lubec was "thrifty". DuWors first dis­
regarded these responses as unreliable stereotypes, but later concluded 
that they were descriptive of actual value differences which were of 
crucial importance. DuWors stated: 
"At best, Eastport's constellation of dominant values included a 
high respect for the fine arts and learning ... At worst, the 
community values involved an irresponsible hedonism. Lubec's 
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values, at best, included a high sense of responsibility for 
community and financial stability. At worst, these values 
involved a narrowness identified with Puritanism in popular 
thinking." (10, p. 211) 
Summary of Review of Literature and Theory 
It is, at this point, desirable to summarize the literature presented, 
pulling together the several approaches and potential theoretical gener­
alizations that they represent. All the approaches describe or categorize 
communities in such a way that variables or concepts may be agreed upon 
that facilitate understanding the way of life of the people in communities 
of a given nature. Historical classification systems consequently con­
sider communities longitudinally, noting variations in the behavior of the 
people over time, with an evolutionary sequence, phases, stages, or a cycle 
being derived. Dichotomous and/or ideal type approaches tend to consider 
communities at one point in time, categorizing the way of life of the 
population. This approach considers the characteristics of the people, 
also, which are criteria for formulation of ideal-type concepts. 
The approaches outlined above only implicitly consider the hinter­
lands surrounding a population concentration, the interdependence of 
institutional spheres, and how people fit into this complex. The work of 
Charles J. Galpin included these associations and provided a beginning 
for the sociological study of communities. The early urban sociologists 
emphasized institutional interdependence and technological factors in a 
change framework. This approach, like historical systems, thus recog­
nized that human communities are not static but constantly changing, as 
reciprocal adjustments and adaptations between the population, institu-
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Clonal sphere, and technology, take place. Regional location approaches 
take all these variables into account -- relationship of population con­
centration to hinterlands, institutional spheres (particularly economic), 
technology, and change -- and utilize available data to derive these 
relationships. 
The recent rural and urban conceptualizations of communities, including 
social area analysis, combine the qualities of the previously discussed 
approaches. Available information was utilized, in the literature re­
viewed, which was directly related to the characteristics, behavior, and 
way of life of the population -- thus the community is studied as space 
(incorporated place) and as people (attributes of the population as deter­
mined by available and survey data) and the concept "community" is better 
understood, theoretically and in the real world. Economic specialization 
approaches also utilize a variety of available data to classify or type 
communities, and rely heavily upon social characteristics of populations. 
Duncan and Reiss, for example, employed social characteristics as dependent 
variables. 
Factor analysis, like historical, ideal type, and economic speciali­
zation approaches, facilitates concept building, but also utilizes a 
greater range and scope of data than any other method. This method corre­
sponds with contemporary human ecological objectives with respect to con­
sideration of communities as both people and space, by investigating 
social characteristics of incorporated places. Also, many relevant vari­
ables associated with the nature of communities may be utilized in one 
investigation, which in turn, allows conceptualization and theoretical 
generalizations. 
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Results from the four factor analytic studies reviewed are summarized 
in Table 2. An "x" down from a given factor and across from a given study 
indicates the concept representing the independent factors. Failure of an 
"x" to appear for a given variable in any study does not mean that that 
variable was not included in the study -- only that it was not derived as 
an independent factor. It should also be noted that all the variables 
listed are included in this investigation, A conceptualization representing 
socio-economic status was derived in all the studies, and labor force 
composition in three of the investigations. Educational attainment and total 
population (size) appeared in two studies. 
Table 2. Independent factors derived from factor analytic studies of 
communities 
Study: 
Factors Hadden and Moser and Hofstaetter Price 
Borgatta Scott 
Socio-economic x x x x 
Labor force x x x 
Education x x 
Age X 
Mobility x 
Housing conditions x 
Total population x x 
Population growth x 
Trade x 
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The Price and Hofstaetter inquiries are characterized by a small 
number of original variables, but were quite ambitious because computers 
were not available when they were conducted. All the studies except the 
Moser and Scott investigation failed to utilize trend data. The factor 
analyses reported in this dissertation include a relatively large number 
of variables and trend data. 
Five general categories of characteristics, comprising the variables, 
were presented in the Purposes and Objectives section of this dissertation. 
These non-mutually exclusive categories are: 1) size (total population, 
dwelling units, retail volumes); 2) social characteristics (age, education, 
income, labor force); 3) housing characteristics (rent, condition, degree 
of crowding, value and age of unit); 4) economic characteristics (labor 
force, retail trade, income, rent and value of dwelling units); and 
5) migration. Proportional change information will be utilized for size, 
housing, and economic characteristics; hence, "change" may comprise a 
sixth category of characteristics. Needless to say, the social and 
behavioral ramifications of these general categories of characteristics 
are numerous. 
Size of community evokes a myriad of associations, many being derived 
from traditional conceptualizations (historical systems and ideal types 
and/or dichotomies) and many others from recent empirical investigations 
(recent rural and urban conceptualizations). As communities become 
larger, division and specialization of labor becomes more complex because 
greater numbers of tasks must be performed and the tasks themselves 
become more specialized. Such developments are associated with technology, 
industrialization and urbanization -- thus, economic determinants. 
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Nevertheless J these phenomena do have great impact upon the behavior and 
way of life of the inhabitants of the communities. Interaction patterns 
are influenced by the occupational roles that individuals play, which, in 
turn, influence the interactional complex surrounding family, friends, 
leisure activities, etc. It is from these variations (task and role 
requirements vary among communities) that behavioral and way of life 
variations originate. Interaction patterns derived from the primary group, 
secondary group dichotomy, for example, reflect intimate, face-to-face 
associations in small communities and formal, role-specialized associa­
tions in large communities. In less abstract terms, the size of a city 
determines the nature of public services and the kinds of schools that 
are available, how public welfare is administered, and the quantity and 
quality of transportation and communication media and goods and services 
that are available. Briefly then, size of community determines social 
interactional, role, and behavioral potentials; it determines potentials 
for cultural, and educational activities, for contacts with the outside 
world, and for obtaining goods and services. 
The second category, social characteristics, is somewhat of a mis­
nomer because all the categories are directly associated with social 
behavior. Variables such as age and education, unless considered 
separately, can only be termed "social", however. These characteristics 
influence social interaction directly because they are segregative vari­
ables -- people tend to interact with others in similar age, education, 
income, and labor force categories, the latter three being indicators of 
socio-economic class. These variables also imply behavioral limitations --
particular activities are expected from persons of particular age 
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categories; education and labor force status roles imply limits as to 
interactional and behavioral potentials of individuals and families 
(these limits are normative not restrictive). Income levels likewise 
determine potentials for interaction and behavior through possession of 
goods and services as well as through socio-economic class expectations. 
Housing characteristics are also indicative of social phenomena, 
primarily because they are intimately related to variables such as income, 
education, and age. These segregative and socio-economic variables are 
very evident when related to rent, condition, degree of crowding, and age 
of dwelling units. Housing characteristics influence social phenomena in 
their own light, also. Such variables determine potentials for social 
interaction and behavioral expectations, and comprise the crucial environ­
mental composition of day-to-day living, which, in turn influences behavior 
and social disposition. Housing characteristics thus determine the social 
environment of the people as well as the physical environment of the 
community. 
Economic characteristics cannot be excluded from other categories, 
but these variables are also indicative of social phenomena. Economic 
institutions are, of course, dominant in our industrialized and urbanized 
United States way of life. Social interaction, role behavior, values, and 
the way of life itself, are determined by the nature of individuals' and 
families' economic attributes, such as their livelihood and income. Vari­
ables associated with trade are also related to human behavior. Such 
information is indicative of community characteristics, thus revealing 
socio-economic relationships which, in turn, influence social behavior and 
the way of life of the population. 
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Age-specific migration is a very important variable, because both 
inmigration and outmigration determine social interaction patterns and 
subsequent behavior of the individuals and families involved. Outmigra­
tion in a given community creates a need for re-alignment of social 
interaction patterns among those remaining in the community. Such 
migration is related to age distribution of the population which has a 
concomitant impact upon other social phenomena. Inmigration creates a 
need for the migrants to establish new interaction patterns and social 
roles, and to internalize new expectations regarding their behavior. 
Communities are also affected by migration. Those experiencing net out­
migration may have to provide public services that become costly for the 
remaining population. Those experiencing net inmigration may be faced 
with inadequate public services for the larger population. The physical 
environments in both types of communities are also affected. 
Migration is, of course, indicative of population change which 
usually promotes concomitant change in other characteristics. Change 
is consequently considered as a separate category of variables. Pro­
portional change data will be utilized that reveal change in total popu­
lation, housing characteristics, and retail trade. Change in these 
characteristics between decades or other census periods imply social and 
behavioral change as well as change in the nature of the communities. 
Population decline communities are characterized by static or decline 
situations with respect to other social and economic characteristics, 
although the proportions of elderly persons usually increase in such 
places. Population increase communities are characterized by increasing 
social and economic indexes, but the age distribution may or may not be 
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affected. The behavioral ramifications of these changes are revealed not 
only through variations in a smaller or larger community, but also through 
way of life variations in communities having a history of population 
decline compared to those having a history of population growth. 
The variables selected for the factor analyses in this dissertation 
will be utilized to describe the underlying forces which contribute to the 
understanding of incorporated places as viable communities. Two factor 
analyses were conducted, one emphasizing change variables and one utilizing 
one-point-in-time data for these same variables. 
Two analyses were conducted because the nature of factor analyses 
prohibits proportional-change data and longitudinal-raw data, for the same 
variables, from being included in the same analysis. This is logically as 
well as statistically sound, because the association between change in 
given characteristics between two points in time and in quantitative values 
for those same characteristics, is spurious. The proportional-change data 
(Analysis A) is presented in Table 3 and the longitudinal-raw data 
(Analysis B) is presented in Table 4. A total of 36 variables are in­
cluded in both analyses, 17 variables are included in Analysis A and not 
B, and 24 variables are included in Analysis B and not A; hence, a total 
of 77 variables. The means for these variables, for the total incorporated 
places included in this dissertation, are presented in Appendix A. The 
intercorrelation matrices for all the variables, for Analysis A and 
Analysis B, are presented in Appendix B. 
The absence of variables depicting economic specialization (wholesale 
trade, specific categories of industrial activity, and employment in 
specific categories of industrial activity) is intentional. Previous 
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Table 3. List of variables for factor analysis A 
Variable 
number Variable 
1 Change in population from 1900 to 1960 
2 Change in population from 1950 to 1960 
3 Percent of 1950 population 65 years of age and over 
4 Percent of 1960 population under 18 years of age 
5 Percent of 1960 population between 18 and 64 years of age 
6 Percent of 1960 population 65 years of age and over 
7 Percent of females 14 years of age and over in labor force, 
1950 
8 Percent of females 14 years of age and over in labor force, 
1960 
9 Nonworker ratio, 1960 
10 Percent of employed persons in manufacturing, 1950 
11 Percent of employed persons in manufacturing, 1960 
12 Median family income, 1950 
13 Percent of families with less than $2,000 income, 1950 
14 Median family income, 1960 
15 Percent of families with less than $3,000 income, 1960 
16 Percent of families with $10,000-plus income, 1960 
17 Median years of schooling of 25 years and older population, 
1950 
18 Median years of schooling of 25 years and older population, 
1960 
19 Percent of change in households from 1950 to 1960 
20 Size of largest place in county, 1960 
21 Size of largest place in county, 1950 
22 Net migration from 1950 to 1960 of people between 10 and 14 
years of age 
23 Net migration from 1950 to 1960 of people between 15 and 19 
years of age 
Table 3. (Continued) 
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Variable 
number Variable 
24 Net migration from 1950 to 1960 of people between 20 and 24 
years of age 
25 Net migration from 1950 to 1950 of people between 25 and 29 
years of age 
26 Net migration from 1950 to 1960 of people between 30 and 34 
years of age 
27 Net migration from 1950 to 1950 of people between 35 and 39 
years of age 
28 Net migration from 1950 to 1960 of people between 40 and 44 
years of age 
29 Net migration from 1950 to 1950 of people between 45 and 49 
years of age 
30 Net migration from 1950 to 1960 of people between 50 and 54 
years of age 
31 Net migration from 1950 to 1950 of people between 55 and 59 
years of age 
32 Net migration from 1950 to 1950 of people between 60 and 64 
years of age 
33 Net migration from 1950 to 1960 of people between 55 and 69 
years of age 
34 Net migration from 1950 to 1960 of people between 70 and 74 
years of age 
35 Net migration from 1950 to 1960 of people 75 years of age 
and over 
36 Change in number of dwelling units from 1950 to 1960 
37 Change in population per dwelling unit from 1950 to 1960 
38 Change in median number of rooms per dwelling unit from 1950 
to 1950 
39 Change in median rent per dwelling unit from 1950 to 1950 
40 Change in value of dwelling units from 1950 to 1960 
41 Change in dwelling units needing repair from 1950 to 1960 
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Table 3. (Continued) 
Variable 
number Variable 
42 Percent of dwelling units built before 1940 
43 Percent of dwelling units built from 1940 to 1949 
44 Percent of dwelling units built from 1950 to 1960 
45 Percent of structures with only one dwelling unit, 1960 
46 Percent of structures with from 2 to 4 dwelling units, 1960 
47 Percent of structures with more than 4 dwelling units, 1960 
48 Change in retail establishments from 1954 to 1958 
49 Change in retail sales from 1954 to 1958 
50 Change in retail payroll from 1954 to 1958 
51 Change in retail establishments from 1958 to 1963 
52 Change in retail sales from 1958 to 1963 
53 Change in retail payroll from 1958 to 1963 
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Table 4. List of variables for factor analysis B 
Variable 
number Variable 
1 1900 population 
2 1960 population 
3 Percent of 1950 population 65 years of age and older 
4 Percent of 1960 population under 18 years of age 
5 Percent of 1960 population 65 years of age and older 
6 Percent of females 14 years of age and older in labor 
force, 1950 
7 Percent of females 14 years of age and older in labor 
force, 1960 '' 
8 Nonworker ratio, 1960 
9 Percent of employed persons in manufacturing, 1950 
10 Percent of employed persons in manufacturing, 1960 
11 Median family income, 1950 
12 Percent of families with less than $2,000 income, 1950 
13 Median family income, 1960 
14 Percent of families with less than $3,000 income, 1960 
15 Percent of families with $10,000-plus income, 1960 
16 Median years of schooling of 25 years of age and older 
population, 1950 
17 Median years of schooling of 25 years of age and older 
population, 1960 
18 Percent change in number of households, 1950 to 1960 
19 size of largest place in county, 1960 
20 Size of largest place in county, 1950 
21 Net migration from 1950 to 1960 of people between 10 and 14 
years of age 
22 Net migration from 1950 to 1960 of people between 15 and 19 
years of age 
iri. 
Lum' 
23 
24 
25 
26 
11 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
57 
(Continued) 
Variable 
Net migration from 1950 to 1960 of people between 20 and 24 
years of age 
Net migration from 1950 to 1960 of people between 25 and 29 
years of age 
Net migration from 1950 to 1960 of people between 30 and 34 
years of age 
Net migration from 1950 to 1960 of people between 35 and 39 
years of age 
Net migration from 1950 to 1960 of people between 40 and 44 
years of age 
Net migration from 1950 to 1960 of people between 45 and 49 
years of age 
Net migration from 1950 to 1960 of people between 50 and 54 
years of age 
Net migration from 1950 to 1960 of people between 55 and 59 
years of age 
Net migration from 1950 to 1960 of people between 60 and 64 
years of age 
Net migration from 1950 to 1960 of people between 65 and 69 
years of age 
Net migration from 1950 to 1960 of people between 70 and 74 
years of age 
Net migration from 1950 to 1960 of people 75 years of age 
and over 
Number of dwelling units, 1960 
Number of dwelling units, 1950 
Population per dwelling unit, 1960 
Population per dwelling unit, 1950 
Median number of rooms per dwelling unit, 1960 
Median number of rooms per dwelling unit, 1950 
Median rent, 1960 
Median rent, 1950 
ari 
lum 
43 
44 
45 
46 
47 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
58 
(Continued) 
Variable 
Median value of dwelling units, 1960 
Median value of dwelling units, 1950 
Percent of dwelling units not deteriorating, 1950 
Percent of dwelling units dilapidated, 1960 
Percent of dwelling units deteriorating, 1960 
Percent of dwelling units built from 1950 to 1960 
Percent of dwelling units built before 1940 
Percent of structures with only one unit, 1960 
Percent of structures with more than 4 units, 1960 
Retail establishments, 1954 
Retail sales, 1954 
Retail payroll, 1954 
Retail establishments, 1958 
Retail sales, 1958 
Retail payroll, 1958 
Retail establishments, 1963 
Retail sales, 1963 
Retail payroll, 1963 
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research (8, 18, 31) in which such a matrix of variables is included, 
indicates that these variables are associated with each other and only-
two additional variables, total population and retail involvement, both 
included in this investigation. Furthermore, Hadden and Borgatta con­
cluded: 
"While a number of our findings relative to the economic special­
ization variables are interesting if not intriguing, the primary-
method of classification that seems to suggest itself out of our 
analyses is one based on social characteristics of the populations 
rather than economic specialization of the city." (18, p. 66) 
In conclusion, the literature reviewed in this chapter reveals that 
communities have been studied by several approaches, which have provided 
theoretical generalizations concerning the description of communities, 
based upon the characteristics, behavior, and way of life of the popula­
tion. The approaches vary from factor analysis, a statistical technique, 
that delineates relevant clusters of social characteristics obtained from 
census data, to case studies which provide information that cannot be 
obtained through any other method -- a description of the round of life 
of the people in a given area. These conclusions are based upon research 
in communities of greatly varying population size. Factor analyses have 
been conducted for large cities and case studies are, in general, conducted 
in comparatively small communities. Factor analyses will be applied to 
small incorporated places in this dissertation and the results coordinated 
with a case study of 16 of the 257 places included in the factor analyses. 
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METHODOLOGY 
No theoretical propositions, empirical hypothesis or conceptual­
izations between these levels have been stated in this dissertation be­
cause such efforts are not appropriate when factor analysis is utilized 
(18, 37, 38). The statistical technique itself provides the conceptual­
ization, with the theory-building derived from the variables comprising 
the factor analysis. General hypotheses have been implicitly stated, 
however. With respect to factor analysis, it has been proposed that 
interrelationships between properties of communities, as represented by 
characteristics of the populations, may be explained by several underlying 
variables, factors, or clusters to which concepts may be assigned. With 
respect to the entire inquiry, it has been proposed that the meaning of 
these underlying variables, as provided by the people themselves, will be 
explored through a case study. These propositions are derived from dis­
cussion in the "Purposes and Objectives" and "Summary Review of Literature 
and Theory" sections of this dissertation. 
Factor Analysis 
Discussion is also essential with respect to the communities, incor­
porated places, or observations comprising the factor analyses in this 
dissertation. As previously stated, the incorporated places 2,500 to 
10,000 population in the West-North Central region of the United States 
were selected. Utilization of places in the West-North Central region is 
expedient because a sufficient N is provided and considerable data is 
available. The 2,500 to 10,000 size range was selected for the same 
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reasons and also because, to the author's knowledge, a factor analytic 
study has not been conducted for cities of this population. The states 
comprising the West North Central Region and the number of incorporated 
places 2,500 to 10,000 population comprising the author's factor analyses, 
in each state are as follows: Iowa, 65; Kansas, 38; Minnesota, 49; 
Missouri, 58; Nebraska, 28; South Dakota, 13; and North Dakota, 6 -- a sum 
of 257. Considerable attrition of places thus occurred from the 389 
places existing in 1960, which resulted from data requirements. In order 
to utilize longitudinal and trend information the places had to exist in 
three census years -- 1900, 1950 and 1960 -- and had to be between 2,500 
and 10,000 population in 1950 and 1960. Attrition thus absorbed 119 
places as a result of the 1950-1960 requirement and 13 additional places 
from the 1900 requirement. These observations were consequently sacrificed 
for considerable longitudinal and trend data. 
Factor analysis in this dissertation began, as do many human ecological 
inquiries, with a search for relevant variables, from various census 
publications, and with over 400 variables being considered. The most 
meaningful variables in terms of the purposes and objectives of this 
investigation, were then selected, resulting in the 77 variables listed 
in Tables 3 and 4 (pages 53-58), for the two factor analyses. This data, 
all continuous and much of it being trend information, was coded and 
placed in a regression format, from which intercorrelations between all 
the variables were calculated. 
The correlation matrices, comprising the variables for the two 
analyses are examined and the individual correlations ordered from high 
to low. The next step is "clustering" and all correlation coefficients 
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below plus or minus .30 are dropped from the clustering procedure. The 
clusters of correlation coefficients are formulated from two criteria: 
1) greatest likelihood (high intercorrelations), and 2) theory (from the 
"Summary of Review of Literature and Theory" section of this dissertation). 
The highest intercorrelations must be considered first, but then inter­
correlations between variables that contributed to a particular factor 
in other factor analytic inquiries are examined. The intercorrelations 
between all relevant variables should be included in a given cluster, 
based upon the above criteria, but several time-consuming restrictions 
are placed upon cluster formation. No variable may appear in more than 
one cluster and the introduction of a variable into a cluster requires 
that the average correlation for the variable in the given cluster must 
be greater than this average for this variable in any other cluster. 
Variables that correlate highly in several clusters may be dropped from 
all clusters, but this always changes the average correlations for other 
variables in the several clusters, and concomitantly requires change in 
the composition of these clusters. Consequently, the clusters usually 
contain only three or four variables, which is not problematic because 
the factor analysis calculations recluster all relevant variables. 
Factor analysis was first proposed for community analysis in 1941 
by Horst (22) and first applied in a community analysis by Daniel 0. 
Price (38), whose research is reviewed in the "REVIEW OF LITERATURE AND 
THEORY". These authors emphasized that the method would have utility for 
examining a matrix of variables concerning the population of communities, 
and locating the "fundamental" variables from this matrix which describe 
community life and societal characteristics. Since this first application, 
63 
factor analysis has been considered no less than unique in community 
analysis, even though the procedure is essentially one of matrix trans­
formation, common in mathematics for many years. Utilizing available 
data for places, the purpose is to study the relationship among variables 
by partialling procedures. Parsimony is provided by derivation of a 
reference set of variables that deem such explanations inclusive and 
systematic as well as simple, through utilization of a minimum number 
of variables. Factor analysis is consequently a valuable method for 
ordering conceptual relationships among a large set of variables dealing 
with communities. 
Recalling the definitions of the several factors presented in the 
"Definition of Terms" section, the common factors may be designated as 
Fg, . . . , Fj^, for m common factors and the unique factors as U^, 
. . Un, for n unique factors. The basic linear model for factor analysis 
for variable (j=l, 2, . . ., n) is expressed as (19): 
^ ' • • ' ^jm ^ Uj,) - 0 
The coefficients of the common factors have two subscripts; the first 
gives the variable number while the second indicates the particular one of 
the common factors to which the coefficient is attached. The coefficients 
of the unique factors require a single subscript which designates both the 
variable number and the unique factor corresponding to the variable. 
There are, of course, n equations of this form -- one for each of the n. 
variables. The coefficients of the factors are referred to as "loadings". 
The loadings for a cluster are the correlation coefficients of the varia­
bles with the factors, and these factors, as defined by the factor loading 
are uncorrelated and orthagonal. 
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In order to obtain a more meaningful set of factors, the loadings 
are rotated. The notion of rotation is analogous to consideration of 
the factor loadings for each variable as coordinates of a point in four 
dimensional space with the factors on mutually perpendicular axes. The 
projection of a point on an axis is then the factor loading of the 
characteristic represented by the point with a point for each character­
istic. The factors (axes) are rotated so that each point lies as nearly 
as possible on an axis or on a plane joining two axes. This yields the 
maximum number of zero factor loadings, and each characteristic is 
described in terms of the smallest possible number of factors. The 
Varimax rotational scheme, utilized in this dissertation is expressed by 
the function (4): 
m n. ^ 
V = n ^ < (bjp/hj) - (
p=l j=l p=l 
for n variables and m orthogonal factors (p=l, 2, . . ., m), where bjp/hj 
are the adjusted correlations of variables with factors, b^^ the original 
correlations, and where V = the final factor loadings. 
This method of complete factor analysis of characteristics of cities 
in this size range, has not, to the author's knowledge, previously been 
applied utilizing longitudinal data in both quantitative and proportional 
change trend analyses; nor have these many variables been utilized in any 
factor analytic study of communities. A large number of variables, them­
selves, do not insure scientific results; however, because this only 
increases the potential for non-correlative factors. The variables chosen 
for this dissertation are all considered to represent potential combina­
tions from which conceptual systems may be derived. 
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Case Study-
Methodology utilized in case studies of 16 cities in Iowa, conducted 
in 1966, shall be reviewed in this section. Initially, forty-four Iowa 
cities between 2,500 and 10,000 population were randomly selected from all 
the cities in the state in this category (not including those which were 
in a Standard Metropolitan Statistical Area). The sampling was stratified 
in regard to three size of place categories; 2,500 to 4,999; 5,000 to 
7,499; and 7,500 to 9,999. Thus, the number of places selected for each 
of these subcategories was in proportion to the total number of places for 
each subcategory. These 44 cities were selected as part of a larger study 
conducted in 1964. 
A sub-sample of 16 cities was then selected with two sets of criteria 
in mind. The demographic characteristics of the 44 cities were examined 
and it was determined that population trends and age distribution would 
comprise the most significant dichotomous criteria. Twelve of the cities 
to be studied were selected by growth versus decline criteria; four cities 
in each of the three size categories (2,500 to 4,999; 5,000 to 7,499; and 
7,500 to 9,999 population in 1960) were selected -- two which exhibited 
the greatest percentage gain in population, 1950-1960, and two which 
exhibited the greatest decline in population, 1950-1960. The cities were 
placed in quartiles, based on the median age of all residents of that 
city, the proportion of the population over 64 years of age, and the pro­
portion less than 18 years of age. A city which was in the lowest quar­
tiles in regard to median age and proportion over 64 years of age, and 
the highest quartile in regard to proportion less than 18 years of age. 
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could be termed a "young" city. A city which was in the highest quartile 
in regard to median age and proportion over 64 years of age, and the 
lowest quartile in regard to the proportion less than 18 years of age 
could be termed an "old" city. Some overlapping between the categoriza­
tion schemes obviously occurred. The latter method of classification 
yielded four additional cities, however, one classified as young and 
three as old. Also, three cities were classified as both growing and 
"young", and five were both declining and "old", but no cities were in 
the decline and "young" nor the growing and "old" categories. 
Methodology in keeping with the case study approach, in which infor­
mal, open-end interviewing is conducted, was employed in this study. Four 
interviewers went in teams of two each to the 16 previously noted cities. 
Approximately ten respondents were interviewed in places 2,500 to 4,999 
population; 15 respondents were interviewed in places 5,000 to 7,499; and 
20 respondents in places 7,500 to 9,999. The interviewers spent from two 
to four days in each city depending upon the population (two days in 
places 2,500 to 4,999; three days in places 5,000 to 7,499; and four days 
in places 7,500 to 9,999). 
The names of respondents were not obtained through a formula aimed at 
selecting a random sample of the entire community. Instead, an attempt 
was made to obtain the names of "community knowledgeables", but not indi­
viduals who were influential in either the formal or"informal power 
structure of the community. These names were obtained from a variety of 
"informants" -- clergymen, lawyers, businessmen, county home economics and 
agricultural extension personnel, and individuals who were influential in 
the formal or informal power structure. This latter category of so-called 
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"influentials" were not, in most cases, included as part of the sample 
of respondents. It was felt that such persons could not avoid providing 
biased information, depending upon their occupation or power position. 
A random sample was not selected because it was felt that greater 
efficiency could be achieved by interviewing individuals who were con­
versant in regard to present situations and conditions in the community. 
The respondents were interviewed about their attitudes and an attempt was 
made to convince them that their responses were confidential; their indi­
vidual responses would not be repeated; and statements about their commu­
nity would not be communicated. Generalizations would not be made re­
garding a_ community or respondent but about categories of communities and 
respondents. 
The respondents were selected with specific representativeness guide­
lines in mind. The interviewers obtained at least one interview from 
individuals in each of the following age categories in each community: 
15-18, 19-24, 25-44, 45-64, and over 64 years of age. More individuals 
in the over-64 category were interviewed in several communities, in order 
to obtain additional information regarding the elderly. Also, several 
females and persons from several occupational and socio-economic levels 
were interviewed in each community. These variables, along with length 
of residence in the community were tabulated for each respondent. 
The interviews were conducted by undergraduate Iowa State University 
students who had social science backgrounds. It has previously been noted 
that the interviews were essentially open-end, but a specific outline was 
provided which the interviewers followed as closely as possible. This 
outline is presented in APPENDIX C. No rigid order of topics was followed 
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by the interviewers, because the respondent would often move from topic 
to topic as the interviewer provided leading comments. All respondents 
did not discuss all the topics on the outline, due to lack of knowledge, 
on their part, regarding some of the topics. The interviewers took brief 
notes during the discussions with the respondents, and immediately after 
each interview wrote a detailed report of the interview, basing their 
account on the outline, as much as possible. 
These written narratives were then coded in regard to the character­
istics of the respondent, to the outline topics, and to the city in which 
the respondent resided. A total of 208 respondents were interviewed, the 
majority of which yielded relatively complete interviews. Few respondents 
provided information regarding all of the interview outline categories, but 
few refusals were encountered. 
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FINDINGS 
Factor Analysis 
The interpretations of the factor analytic structures of communities 
presented in the REVIEW OF LITERATURE AND THEORY do not follow consistent 
and standardized patterns. These interpretations vary from presentation 
of the factors only to explaining the factors in terms of community 
types, to interpretation of the factors as "goodness of life" indicators. 
Factor analytic structures do not produce community typologies, nor do 
they provide goodness of life indicators. A community classification 
scheme formulated in an entire factor analytic structure, conclusions 
may be stated regarding the properties of communities, and social varia­
tions between and within communities are derived from particular factors. 
Interpretations of this nature will be attempted in this dissertation. 
Rules concerning the selection of variables for factor analysis are 
not standardized nor consistent. A previously noted condition is that 
which prohibits proportional change and one-point-in-time data from being 
included in the same factor analytic matrix. This rule has been followed 
in recent studies at the cost of exclusion of proportional change data. 
Another condition relates to the inclusion of variables in the matrix, 
concerning one property or topic, that sum to one hundred percent. This 
condition has not been followed in the factor analytic studies presented 
in the REVIEW OF LITERATURE AND THEORY. In this dissertation, this 
condition followed in Analysis B and ^  not in Analysis A. It was not 
followed in Analysis A to provide a larger number of potential relation­
ships with "change" variables. This situation concerns three variables 
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in Analysis A: variable 5, percent of 1960 population between 18 and 64 
years of age; variable 43, percent of dwelling units built from 1940 to 
1949; and variable 46, percent of structures with from 2 to 4 units in 
1960. Personal communications between the author and individuals uti­
lizing factor analysis have resulted in the conclusion that the utility 
of the Analysis A factor analytic structure would be greater with these 
three variables than without them. 
Other variations between the two analyses concern the fact that the 
factor analytic calculations for Analysis A were machine computed at Iowa 
State University and Analysis B at Texas A and M University. This has 
actually provided better factor analytic structures because of the varia­
tions in clustering procedure. The clustering process was accomplished 
manually in Analysis A; consequently, several factors, particularly those 
including proportional-change variables, were dictated by the cluster 
composition. One or more potential factors are always omitted in manual 
clustering, however, and several factors, obtained from Analysis B 
variables and clustered by factor analytic computer procedures, were not 
suggested by theory or greatest likelihood manual clustering procedures. 
All variables with a loading of greater than .30 have been included 
in each fundamental factor. To recapitulate, factor loadings are corre­
lations of the given variable with the entire fundamental factor or 
cluster of variables. There is nothing sacred about .30 as the cut-off 
for exclusion or inclusion of variables for factors, but it is a commonly 
accepted magnitude and with respect to the number of observations (257 
incorporated places) in this dissertation, a coefficient of .30 is beyond 
ordinary statistical significance criteria. The variables have a positive 
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loading unless preceded by a minus (-) sign, and are presented according 
to their loading within each factor, from high to low loadings. 
The sixteen factors presented in this dissertation are numbered con­
secutively with factors 1 through 6 being derived from Analysis A varia­
bles and factors 7 through 16 from Analysis B variables. Fourteen varia­
bles indicating proportional change or trend information and 39 one-
point-in-time variables are included in Analysis A. Factors 1 through 4 
comprise "change" variables and factors 5 and 6 comprise one-point-in-
time variables only. 
Factor 1 is termed "Growth" and includes variables depicting change 
in qualitative and quantitative aspects of community life. This factor 
is defined by seven proportional-change variables. The highest loadings 
are on variable 19, change in number of households, 1950 to 1960 (.77 
loading); variable 36, change in number of dwelling units, 1950 to 1960 
(.75 loading); and variable 2, change in total population, 1950 to 1960 
(.74 loading). Households, essentially social environments of living for 
families and individuals, thus receive higher loadings than both the 
physical structures for the people and the total population that com­
prises the households. Community growth, explained in this factor, is 
consequently most closely associated with change in the number of house­
holds, number of dwelling units and total population. The loading (.70) 
of variable 22, net migration from 1950 to 1960 of people between 10 and 
14 years of age, is also high. This age group does not migrate separately, 
of course, but does so with their parents who migrate to these growth 
communities. Variables 27, 28, and 29, including net migration, 1950 to 
1960, of the 35 through 49 years of age groups, have loadings of .50 or 
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greater, and account for many parents of the migrants 10 to 14 years of 
age. The loading is higher for the children than for the parents be­
cause the majority of the migrant families have children and the families 
are relatively large, emanating from high birthrates, 1940 to 1950. 
FACTOR 1 -- GROWTH (Analysis A) 
Variable No. Variable Loading 
19 Change in number of households from 
1950 to 1960 .77 
36 Change in number of dwelling units from 
1950 to 1960 .75 
2 Change in total population from 1950 
to 1960 .74 
22 Net migration from 1950 to 1960 of 
people between 10 and 14 years of age .70 
28 Net migration from 1950 to 1960 of 
people between 40 and 44 years of age .64 
27 Net migration from 1950 to 1960 of 
people between 35 and 39 years of age .62 
44 Percent of dwelling units built from 
1950 to 1960 .50 
29 Net migration from 1950 to 1960 of 
people between 45 and 49 years of age .50 
25 Net migration from 1950 to 1960 of 
people between 25 and 29 years of age .47 
24 Net migration from 1950 to 1960 of 
people between 20 and 24 years of age .44 
14 Median family income, 1960 .39 
23 Net migration from 1950 to 1960 of 
people between 15 and 19 years of age .39 
20 Size of largest place in county, 1960 .38 
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FACTOR 1 (Continued) 
Variable No. Variable Loading 
26 Net migration from 1950 to 1960 of 
people between 30 and 34 years of age .36 
39 Change in median rent per unit from 
1950 to 1960 .36 
38 Change in median number of rooms per 
dwelling unit from 1950 to 1960 -.33 
49 Change in retail sales from 1954 to 
1958 .33 
21 Size of largest place in county in 1950 .32 
15 Percent of families with less than $3,000 
income, 1960 -.32 
40 Change in value of dwelling units from 
1950 to 1960 .31 
16 Percent of families with $10,000-plus 
income, 1960 .30 
Variable 44, percent of dwelling units built from 1950 to 1960, has 
a loading of .50 in Factor 1, which complements "change in number of 
dwelling units", a definitive variable. Variables 23, 24, 25, and 26, 
including net migration, 1950 to 1960, for the 15 through 34 years of 
age groups also appear in this factor, revealing that migration of indi­
viduals and family members ten through 49 years of age is an indicator 
of growth. Such association suggests that individuals and families are 
attracted or pulled by employment opportunities provided in growing 
communities. Variable 14, median family income, 1960 (.39 loading); 
variable 15, percent of family with less than $3,000 income, 1960 
(-.32 loading); and variable 16, percent of families with $10,000-plus 
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income, 1960 (.30 loading); indicate that family income plays a vital 
role in this growth matrix. 
The presence of variable 20, size of largest place in county, 1960 
(.38 loading); and variable 21, size of largest place in county, 1950 
(.32 loading); in this factor allows conclusions regarding regional loca­
tion theory. The variables associated with growth of communities, con­
sequently refer to communities in counties containing cities, larger than 
10,000 population. These larger cities, in turn, contribute to growth 
of smaller cities in their tributary area. The variables indicating in­
creases in households, dwelling units and recently built dwelling units, 
total population, family income, retail sales, rent levels, and value of 
dwelling units, and the variables indicating net inmigration of individuals 
and family members, ten through 49 years of age, all infer growth, which 
is related to community living of a particular nature. These variables 
suggest characteristics of residential suburban communities (as opposed 
to employing satellites that provide industrial employment). 
Other variables included in Factor 1 reveal characteristics of em­
ploying satellites, however. Variable 38, change in median number of 
rooms per dwelling unit, 1950 to 1960 (-.33 loading), is associated with 
employing satellites or industrial cities as small homes and apartment 
complexes are added. The absence of socio-economic variables (other than 
income) such as those concerning educational attainment and labor force 
information is also indicative of employing satellite communities, not 
residential suburbs. 
The growth aspects of Factor 1 are in terms of change or increase 
depicted by the associations between the 21 variables in the factors. 
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In a behaviorial sense, people migrate to communities between 2,500 and 
10,000 population, and the households, number of recently built dwelling 
units, and total population increases. The income is relatively high, 
the median rent and volume of retail sales increase, but the number of 
rooms per dwelling unit declines. Very important, in terms of spatial 
principles, size of largest place in county is positively associated with 
these criteria. Growth, thus refers to the new and different, in a way 
of life sense, and concomitant progress and change in houses, people, 
mobility, and money. Duncan and Reiss noted, however, such growth infers 
superficial, narrow, and incomplete communities (8). Further insight 
will be provided on this topic in the case study section of this disser­
tation. 
Factor 2 is not unlike Factor 1 in its emphasis upon change, but 
definitely differs in variable composition, and is termed "Change in 
Environment" (physical and social environment). The highest loading in 
this factor is on variable 42, percent of dwelling units built before 
1940 (-.94 loading). This variable indicates the presence of relatively 
few old homes; thus, change in the physical and social environment 
associated with housing. Variable 44, percent of dwelling units built, 
1950 to 1960, with a loading of .79, also reveals the emphasis upon 
change and the "new and recent" in the living environments. Variable 3, 
percent of 1950 population 65 years of age and over (-.66 loading); 
variable 6, percent of 1960 population 65 years of age and over (-.63 
loading); and variable 4, percent of 1960 population under 18 years of 
age (.54 loading); substantiate the "young" aspects of this factor. 
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FACTOR 2 -- CHANGE IN ENVIRONMENT (Analysis A) 
Variable No. Variable Loadins 
42 Percent of dwelling units built before 
1940 -.94 
44 Percent of dwelling units built from 
1950 to 1960 .79 
1 Change in population from 1900 to 1960 .68 
3 Percent of 1950 population 65 years of 
age and over -.66 
6 Percent of 1960 population 65 years of 
age and over -.63 
19 Change in number of households from 
1950 to 1960 .62 
2 Change in total population from 1950 
to 1960 .59 
4 Percent of 1960 population under 18 
years of age .54 
38 Change in median number of rooms per 
dwelling unit from 1950 to 1960 .53 
36 Change in number of dwelling units from 
1950 to 1960 .50 
25 Net migration from 1950 to 1960 of 
people between 25 and 29 years of age .46 
51 Change in retail establishments from 
1958 to 1963 .33 
41 Change in dwelling units needing 
repair from 1950 to 1960 .30 
Quantitative increases are evident in Factor 2 from variable 1, 
change in population, 1900 to 1960 (.68 loading); variable 19, change 
in number of households, 1950 to 1960 (.62 loading); variable 2, change 
in total population, 1950 to 1960 (.59 loading); variable 36, change in 
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number of dwelling units, 1950 to 1960 (.50 loading); variable 51, change 
in retail establishments, 1958 to 1963 (.33 loading). Population increase, 
1900 to 1960, in this factor is indicative of consistent growth, not a 
rapid increase for 1950 to 1960. Apparently, the dwelling units needed 
replacing after 1940, in communities that are old in their incorporated 
place status but young in terms of new dwelling units. Variable 38, 
change in median number of rooms per dwelling unit, 1950 to 1960 (.53 
loading), reveals that more rooms are placed in each new dwelling unit; 
again a trend in the opposite direction than was noted in Factor 1. 
Variable 25, net migration from 1950 to 1960 of people between 25 and 29 
years of age (.46 loading) is the only migration variable in this factor, 
even though population, household, and dwelling unit increases all are 
included with relatively high loadings. The individuals and families 
between 25 and 29 years of age may desire new homes because of aspira-
tional mobility and relatively large families. Factor 2, in summary, is 
representative of change in physical and social environments and popu­
lation growth but without significant inmigration or socio-economic 
variables. This factor is indicative of youth, in terms of age of homes, 
age distribution of the people, and long-range population increase. 
Factor 3 is termed, "Change in Economic Services", and is defined 
by the four variables included in this factor. The highest loading is 
on variable 52, change in retail sales, 1958 to 1963 (.72 loading). 
Three additional variables are included in this factor, all dealing with 
change in economic services. Variable 52, change in retail sales, 1958 
to 1963 (.72 loading) and variable 53, change in retail payroll, 1958 to 
1963 (.64 loading) reveal the association between retail volume and the 
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labor force employed by retail firms. Variable 48, change in number of 
retail establishments, 1954 to 1958, has a minus .40 loading, however, 
portraying fewer retail firms in the light of increasing sales and pay­
roll. Variable 51, change in retail establishments, 1958 to 1963, is 
presented here, with a loading of .29, to note the reversal of the trend 
depicting fewer retail establishments. Factor 4 reveals that way-of-
life implications from economic criteria revolve around three variables -
change in retail sales, change in retail payroll, and the fluctuating 
change in retail establishments. 
FACTOR 3 -- CHANGE IN ECONOMIC SERVICES (Analysis A) 
Variable No. Variable Loading 
52 Change in retail sales from 1958 to 
1963 .72 
53 Change in retail payroll from 1958 to 
1963 .64 
48 Change in retail establishments from 
1954 to 1958 -.40 
51 Change in retail establishments from 
1958 to 1963 .29 
Factor 4 is termed, "The Elderly". This factor is defined by three 
variables depicting age distribution. One proportional change variable 
is included in this factor, but is negatively loaded indicating change 
in a decline orientation. Variable 6, percent of 1960 population 65 
years of age and over (.48 loading); variable 3, percent of 1950 popula­
tion 65 years of age and over (.33 loading); and variable 4, percent of 
I960 population under 18 years of age (-.30 loading); are indicative of 
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the so-called geriocracies or communities comprising comparative large 
proportions of the elderly. The inclusion of variable 40, change in 
value of dwelling units, 1950 to 1960 (-.30 loading), depicts a conse­
quence of such a way of life associated with the elderly and is an 
indicator of personal and social problems associated with the elderly. 
A decline in value of living environment is associated with communities 
inhabited by the elderly. 
FACTOR 4 -- THE ELDEEIY (Analysis A) 
Variable No. Variable Loading 
6 Percent of 1960 population 65 years 
of age and over .48 
3 Percent of 1950 population 65 years 
of age and over .33 
40 Change in value of dwelling units 
from 1950 to 1960 -.30 
4 Percent of 1960 population under 18 
years of age -.30 
Factor 5 has been termed, "Age Composition" and is defined by 
variables 3, 4, and 6, all depicting age distribution. Migration of all 
age groups over 40 years of age are represented in this factor, but 
migration of the elderly have the highest loadings. Variable 33, net 
migration from 1950 to 1960 of people between 65 and 69 years of age 
(.91 loading); variable 34, net migration from 1950 to 1960 of people 
between 70 and 74 years of age (.84 loading); variable 32, net migration 
from 1950 to 1960 of people between 60 and 64 years of age (.65 loading); 
variable 35, net migration from 1950 to 1960 of people 75 years of age 
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and older (.64 loading); and variable 31, net migration from 1950 to 
1960 of people between 55 and 59 years of age (.61 loading); thus por­
tray mobility of individuals and families over 55 years of age into 
communities between 2,500 and 10,000 population in the West North Central 
Region of the United States. Variable 6, percent of 1960 population 65 
years of age and over (.55 loading); and variable 3, percent of 1950 
population 65 years of age and over (.48 loading); reveal that large 
numbers of elderly persons do inhabit these communities. Variables 12 
and 13, median family income, 1950 (-.49 loading); and percent of 
families with less than $2,000 income, 1950 (.49 loading), respectively, 
indicate that these communities are poverty areas. Income variables for 
1960 are represented in this factor, but the associations are stronger 
for the 1950 data. 
FACTOR 5 -- AGE COMPOSITION (Analysis A) 
Variable No. Variable Loading 
33 Net migration from 1950 to 1960 of 
people between 65 and 69 years of age .91 
34 Net migration from 1950 to 1960 of 
people between 70 and 74 years of age .84 
32 Net migration from 1950 to 1960 of 
people between 60 and 64 years of age .65 
35 Net migration from 1950 to 1960 of 
people 75 years of age and over .64 
31 Net migration from 1950 to 1960 of 
people between 55 and 59 years of age . 6 1  
6 Percent of 1960 population 65 years 
of age and over .55 
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FACTOR 5 (Continued) 
Variable No. Variable Loading 
13 Percent of families with less than 
$2,000 income, 1950 .49 
12 Median family income, 1950 -.49 
3 Percent of 1950 population 65 years 
of age and over .48 
30 Net migration from 1950 to 1960 of 
people between 50 and 54 years of age .46 
14 Median family income, 1960 -.46 
15 Percent of families with less than 
$3,000 income, 1960 .45 
29 Net migration from 1950 to 1960 of 
people between 45 and 49 years of age .40 
4 Percent of 1960 population under 18 
years of age -.34 
18 Median years of schooling of 25 years 
and older population, 1960 -.33 
28 Net migration from 1950 to 1960 of 
people between 40 and 44 years of age .32 
45 Percent of structures with only one 
dwelling unit, 1960 .31 
16 Percent of families with $10,000-plus 
income, 1960 -.30 
Variable 4, percent of 1960 population under 18 years oE'age (-.34 
loading); and variable 18, median years of schooling of 25 years and 
older population, 1960 (-.33 loading); reveal the lack of young persons 
and relatively low educational attainment in such communities. The way 
of life portrayed by this variable consequently involves inmigration and 
presence of the elderly, low incomes, small proportions of persons less 
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than 18 years of age, and low educational attainment. Variable 45, percent 
of structures with only one dwelling unit, 1960 (.31 loading) indicates 
that many elderly persons reside in single dwelling unit homes. Based 
upon the composition of this and other factors, these elderly living 
environments are not deteriorating or dilapidated. 
Factor 6 is termed "Educational Center" and is defined by two varia­
bles indicating median years of schooling of the population 25 years of 
age and older in 1950 and 1950. Variable 17, median years of schooling 
of 25 years and older population, 1950 (.70 loading); and variable 18, 
median years of schooling of 25 years and older population, 1960 (.62 
loading); are followed by variable 23, net migration from 1950 to 1960 
of people between 15 and 19 years of age (.35 loading); and variable 24, 
net migration from 1950 to 1960 of people between 20 and 24 years of age 
(.30 loading). Migration variables are related to educational attain­
ment through the existence of institutions of higher education and other 
institutions that pull both persons with considerable education and 
persons 15 through 24 years of age. College and university cities 
2,500 to 10,000 population are the prime examples, whereby the faculty 
has high educational attainment and the students are between 15 and 24 
years of age. The location of a correctional institution in a community 
provides another example of such community life. Variable 10, percent 
of employed persons in manufacturing, 1950 (-.35 loading); and variable 
11, percent of employed persons in manufacturing, 1960 (-.32 loading); 
are included in this factor and are negatively associated with an educa­
tional center. Community life depicting high educational attainment is 
consequently negatively associated with manufacturing activity in a 
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community. These associations substantiate delineation of this factor 
according to community characteristics related to educational institu­
tions. The loadings of 1950 data are higher than 1960 data for both 
educational attainment and employment in manufacturing, indicating that 
the associations were stronger in 1950 than in 1960. 
FACTOR 6 -- EDUCATIONAL CENTER (Analysis A) 
Variable No. Variable Loading 
17 Median years of schooling of 25 years 
and older population, 1950 .70 
18 Median years of schooling of 25 years 
and older population, 1960 .62 
23 Net migration from 1950 to 1960 of 
people between 15 and 19 years of age .35 
10 Percent of employed persons in 
manufacturing, 1950 -.35 
11 Percent of employed persons in 
manufacturing, 1960 -.32 
24 Net migration from 1950 to 1960 of 
people between 20 and 24 years of age .30 
Factors 7 through 16 are derived from Analysis B variables and 
from machine clustering. Factor 7 is termed, "Socio-economic Level" and 
is defined primarily by four income and two educational attainment vari­
ables. Variable 14, percent of families with less than $3,000 income in 
1960, has the highest loading (-.84), which indicates the importance of 
low median incomes to socio-economic analysis. Variable 13, median 
family income, 1960, follows with a loading of .79. Variable 44, median 
value of dwelling units, 1950 (.79.loading); and variable 43, median 
value of dwelling units, 1960 (.75 loading); reveal the importance of 
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the monetary value of living environments in this factor. Variable 42, 
median rent per dwelling unit, 1950 (.71 loading); variable 45, percent 
of dwelling units not deteriorating, 1950 (.59 loading); variable 41, 
median rent per dwelling unit, 1960 (.54 loading); and seven additional 
housing variables are included in this factor. With twelve housing 
characteristic variables included, a good case is made for including 
housing information as a basic indicator of socio-economic level. Vari­
ables that indicate the value of dwelling units and median rent are 
definitely economic in nature, of course, but also reveal many social 
ramifications. This is particularly true with respect to recent trends 
concerning desires for new and larger homes, as is indicated by other 
factors in this analysis. 
FACTOR 7 -- SOCIO-ECONOMIC LEVEL (Analysis B) 
Variable No. Variable Loading 
14 Percent of families with less than 
$3,000 income, 1960 -.84 
13 Median family income, 1960 .79 
44 Median value of dwelling units, 1950 .79 
43 Median value of dwelling units, 1960 .75 
42 Median rent per dwelling unit, 1950 .71 
12 Percent of families with less than 
$2,000 income, 1950 -.69 
11 Median family income, 1950 .67 
45 Percent of dwelling units not 
deteriorating, 1950 .59 
15 Percent of families with $10,000-plus 
income, 1960 .55 
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FACTOR 7 (Continued) 
Variable No. Variable Loading 
41 Median rent per dwelling unit, 1960 .54 
17 Median years of schooling of 25 years 
of age and older population, 1960 .54 
39 Median number of rooms per dwelling 
unit, 1960 .45 
37 Population per dwelling unit, 1960 .43 
16 Median years of schooling of 25 years 
of age and older population, 1950 .40 
50 Percent of structures with only one 
unit, 1960 -.37 
33 Net migration from 1950 to 1960 of people 
between 70 and 74 years of age -.37 
40 Median number of rooms per dwelling 
unit, 1950 .37 
47 Percent of dwelling units deteriorating, 
1960 -.35 
46 Percent of dwelling units dilapidated, 
1960 -.35 
5 Percent of population 65 years of age 
and older, 1960 -.34 
38 Population per dwelling unit, 1950 .30 
Variables indicating educational attainment are included in this 
factor. Variable 17, median years of schooling of 25 years of age and 
older population, 1960 (.54 loading); and variable 16, median years of 
schooling of 25 years of age and older population, 1950 (.40 loading); 
provide educational attainment criteria for socio-economic level. 
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Factor 8 is termed, "Age of Conmiunity" and the title refers to the 
social and physical environment in terms of living environments as well 
as people. The highest loading in this factor is variable 3, percent of 
population 65 years of age and older, 1950 (-.79 loading); which is 
followed by variable 48, percent of dwelling units built, 1950 to 1960 
(.76 loading); variable 49, percent of dwelling units built before 1940 
(-.76 loading); and variable 40, median number of rooms per dwelling 
unit, 1950 (-.75 loading). The emphasis in this factor is consequently 
upon relatively small proportions of the elderly, large proportions of 
relatively new dwelling units, small proportions of old dwelling units, 
and a relatively large number of rooms per dwelling unit. In a way-of-
life sense, the significance is upon youth, the new, and the large. 
Variable 4, percent of population under 18 years of age, 1960 (.59 
loading), and other age distribution variables indicate the youth 
emphasis; variables 48 and 49 indicate the additional new living environ­
ments, and variables 39 and 40 reveal the trend toward smaller living 
environments. Variable 37, population per dwelling unit, 1960 (.57 
loading), indicates that greater numbers of individuals inhabit the 
new and larger homes. Speculation concerning this variable results in 
the conclusion that families are moderately large in these so-called 
"young" communities and several children are present in many of the 
households. Variable 18, percent change in number of households, 1950 
to 1960 (.42 loading), indicates that the new dwelling units become 
households, and that many of the old living environments retain their 
household status as well. The inclusion of variable 1, population, 
1900, with a minus .41 loading reveals that in this factor, a large 1900 
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population and historical community are not associated with progress and 
youth in 1960. 
FACTOR 8 --AGE OF COMMUNITY (Analysis B) 
Variable No. Variable Loading 
3 Percent of population 65 years of age 
and older, 1950 -.79 
48 Percent of dwelling units built from 
1950 to 1960 .76 
49 Percent of dwelling units built before 
1940 -.76 
40 Median number of rooms per dwelling 
unit, 1950 -.75 
5 Percent of population 65 years of age 
and older, 1960 -.69 
39 Median number of rooms per dwelling 
unit, 1960 -.61 
4 Percent of population under 18 years 
of age, 1960 .59 
37 Population per dwelling unit, 1960 .57 
18 Percent change in number of households, 
1950 to 1960 .42 
1 Population, 1900 -.41 
The behavioral and way-of-life implications of this factor are close­
ly related to the variables themselves. The emphasis is upon a youthful 
physical and social environment with few elderly persons and many young 
people and the living environments are new and relatively small. 
Factor 9 is termed, "Educational Attainment" and is defined by two 
variables: variable 16, median years of schooling of 25 years of age and 
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older population, 1950 (.57 loading); and variable 17, median years of 
schooling of 25 years of age and older population, 1960 (.52 loading). 
This is the second of two education oriented factors. Factor 6 is termed 
"Educational Center" because its variables, other than educational attain­
ment, describe community characteristics. This factor is termed "Edu­
cational Attainment" because its variables, other than educational attain­
ment, describe social and housing characteristics. Inclusion of vari­
able 38, population per dwelling unit, 1950 (-.49 loading); and variable 
37, population per dwelling unit, 1960 (-.32 loading); in Factor 9, 
reveals that high educational attainment is associated with few persons 
per dwelling unit. This may be interpreted as an indicator of small 
families or as an emphasis upon apartment living in which single persons 
or couples reside in multiple dwelling unit structures. Inclusion of 
variable 8, nonworker-worker ratio, 1960 (-.40 loading), indicates that 
high labor force participation is associated with high educational attain­
ment. Further speculation concerning behavioral and way-of-life ramifi­
cations of this factor does not necessarily imply the presence of an 
institution of higher learning. A conclusion of greater likelihood 
would reveal specialized employment, requiring high educational attain­
ment, of single persons and couples as well as employment of persons of 
both sexes and of a wide age range. 
FACTOR 9 -- EDUCATIONAL ATTAINMENT (Analysis B) 
Variable No. Variable Loading 
16 Median years of schooling of 25 years 
of age and older population, 1950 .57 
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FACTOR 9 (Continued) 
Variable No, Variable Loading 
17 Median years of schooling of 25 years 
of age and older population, 1960 .52 
38 Population per dwelling unit, 1950 
-. 49 
8 Nonworker-worker ratio, 1960 
-.40 
37 Population per dwelling unit, 1960 
-.32 
Factor 10 is termed, "Economic Services" and is defined by eight 
retail variables. Variable 56, retail sales, 1958; variable 59, retail 
sales, 1963; variable 58, retail establishments, 1963; variable 60, 
retail payroll, 1963; and variable 57, retail payroll, 1958; represent 
the five variables with loadings of greater than .90 in this factor, 
all indicating increasing importance of these economic services in cer­
tain communities between 2,500 and 10,000 population in the West North 
Central Region of the United States. The living environments of the 
people are also important to this economic factor. Variable 35, number 
of dwelling units, 1960 (.87 loading); and variable 36, number of 
dwelling units, 1950 (.84 loading); reveal high association between the 
several retail indicators of economic life and the living environments 
of communities. This factor is also unique with respect to the inclusion 
of variable 1, population, 1900 (.37 loading); and variable 6, percent 
of females 14 years of age and older in labor force, 1950 (.34 loading). 
Associations surrounding the population variable reveal an emphasis upon 
chronological, historical, and age aspects of communities; in other words, 
many years of experience is important for flexibility and growth of 
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economic services in the I960's. It cannot be concluded that only old 
communities, those having substantial population in 1900, can offer 
enlightened economic services 58 or 63 years later. It is concluded 
that 1900 population is important to economic services as indicated by 
the retail variables in this factor. The inclusion of variable 6, per­
cent of females 14 years of age and older in labor force, 1950 (.34 loading) 
indicates the association between this variable at an earlier date (1950) 
and the retail variables at later censuses (1954, 1958, and 1963). A 
high proportion of females in the labor force, then, is not necessarily 
associated with these retail indicators. This factor does indicate that 
a relatively high proportion of females in the labor force in 1950 is 
associated with relatively high retail indicators for the later censuses. 
Way-of-life and behavioral ramifications from this factor consequently 
relate indicators of economic services to physical and social environ­
ments and a historical population base. 
FACTOR 10 -- ECONOMIC SERVICES (Analysis B) 
Variable No. Variable Loading 
56 Retail sales, 1958 .94 
59 Retail sales, 1963 .94 
58 Retail establishments, 1963 .93 
60 Retail payroll, 1963 .93 
57 Retail payroll, 1958 .91 
35 Number of dwelling units, 1960 .87 
55 Retail establishments, 1958 .86 
36 Number of dwelling units, 1950 .84 
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FACTOR 10 (Continued) 
Variable No. Variable Loading 
53 Retail sales, 1954 .44 
52 Retail establishments, 1954 .40 
54 Retail payroll, 1954 .40 
1 Population, 1900 .37 
6 Percent of females 14 years of age 
and older in labor force, 1950 .34 
Factor 11 is termed "Females in Labor Force" and is defined by two 
variables: variable 7, percent of females 14 years of age and older in 
labor force, 1960 (.70 loading); and variable 6, percent of females 14 
years of age and older in labor force, 1950 (.60 loading). Variable 8, 
nonworker-worker ratio, 1960 (-.50 loading), complements variables 6 
and 7. The inclusion of variable 50, percent of structures with only 
one dwelling unit, 1960 (-.39 loading); and variable 51, percent of 
structures with more than 4 dwelling units, 1960 (.38 loading); in this 
factor, reveals that labor force participation of females is associated 
with relatively small proportions of single dwelling unit structures and 
relatively large proportions of structures with more than four dwelling 
units, such as apartment buildings. High female labor force participa­
tion often indicates large numbers of single females, which, in turn, is 
associated with apartment living. Apartment living environments are 
common for young married couples when the wife participates in the labor 
force, also. 
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FACTOR 11 -- FEMALES IN LABOR FORCE (Analysis B) 
Variable No. Variable Loading 
7 Percent of females 14 years of age 
and older in labor force, 1950 .70 
6 Percent of females 14 years of age 
and older in labor force, 1950 .60 
8 Nonworker-worker ratio, 1960 -.50 
50 Percent of structures with only one 
dwelling unit, 1960 -.39 
51 Percent of structures with more than 
4 dwelling units, 1960 .38 
Factor 12 is termed "Manufacturing" and is defined by two variables: 
variable 9, percent of employed persons in manufacturing, 1950 (.91 
loading); and variable 10, percent of employed persons in manufacturing, 
1960 (.89 loading). The remaining variable in this factor, variable 42, 
median rent per dwelling unit, 1950 (-.38 loading), reveals that incor­
porated places between 2,500 and 10,000 population, that may be classified 
as manufacturing communities, are also characterized as having low median 
rents per dwelling unit. These associations are strongest for 1950, but 
this factor does provide evidence that small manufacturing communities 
exist in the West North Central Region and that the social and physical 
environment is affected by other variables, one of which is median rent 
per dwelling unit. 
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FACTOR 12 -- MANUFACTURING (Analysis B) 
Variable No. Variable Loading 
9 Percent of employed persons in 
manufacturing, 1950 .91 
10 Percent of employed persons in 
manufacturing, 1960 .89 
42 Median rent per dwelling unit, 1950 -.38 
Factor 13 is termed "Housing Conditions" and is defined by the six 
variables comprising this factor. The highest loading is on variable 
47, percent of dwelling units deteriorating, 1960 (.49 loading); which 
is followed by variable 46, percent of dwelling units dilapidated, 1960 
(.44 loading). Negative loadings on variable 39, median number of rooms 
per dwelling unit, 1960 (-.43 loading); and on variable 40, median 
number of rooms per dwelling unit, 1950 (-.31 loading); indicate that 
either small houses or small units in apartment structures are deteri­
orating and dilapidated. Variable 51, percent of structures with more 
than 4 dwelling units, 1960 (.39 loading), clarifies this question by 
revealing that the multiple dwelling unit structures, in many communities 
between 2,500 and 10,000 population in the West North Central Region of 
the United States, are deteriorating and dilapidated. Variable 44, 
median value of dwelling units, 1950 (-.31 loading), indicates that 
these structures are economically unsound as well. Who lives in these 
substandard dwelling units? Based on previously presented factors in 
this dissertation and research indirectly dealing with this topic, it 
can be speculated that lower socio-economic level individuals and fami­
lies, elderly individuals and couples, single males and females, and 
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college and university students live in such social and physical environ­
ments . 
FACTOR 13 -- HOUSING CONDITIONS (Analysis B) 
Variable No. Variable Loading 
47 Percent of dwelling units deterio­
rating, 1960 .49 
46 Percent of dwelling units dilapidated, 
1960 .44 
39 Median number of rooms per dwelling 
unit, 1960 -.43 
51 Percent of structures with more than 
4 dwelling units, 1960 .39 
40 Median number of rooms per dwelling 
unit, 1950 -.31 
44 Median value of dwelling units, 1950 -.31 
Factor 14 is termed "Migration I", referring to the first of three 
factors defined by migration variables. The highest loadings in Factor 
14 are contributed by five migration variables: variable 26, net migra­
tion from 1950 to 1960 of people between 35 and 39 years of age (.77 
loading); variable 21, net migration from 1950 to 1960 of people between 
10 and 14 years of age (.76 loading); variable 27, net migration from 
1950 to 1960 of people between 40 and 44 years of age (.74 loading); 
variable 25, net migration from 1950 to 1960 of people between 30 and 34 
years of age (.72 loading); and variable 24, net migration from 1950 to 
1960 of people between 25 and 29 years of age (.66 loading). Variable 
18, percent change in number of households, 1950 to 1960 (.65 loading), 
reveals that the migration is into certain communities and households 
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increase concomitantly. The migrants have relatively large families as 
indicated by the high loading for the 10 to 14 years of age migrants, 
reflecting the high fertility, 1940 to 1950. Variable 49, percent of 
dwelling units built before 1940, with a minus .37 loading reveals that 
"old" dwelling units comprise a smaller proportion of total homes in 
these inmigration communities. The inclusion of variable 41, median 
rent per dwelling unit, 1960 (.32 loading), indicates that rents are 
relatively high when associated with the variables in this factor. 
Factor 14 is consequently somewhat growth oriented. Individuals and 
families between 25 and 49 years of age migrate, households increase as 
new dwelling units are added in the community of destination, and rent 
per dwelling unit increases. 
FACTOR 14 -- MIGRATION I (Analysis B) 
Variable No. Variable Loading 
26 Net migration from 1950 to 1960 of 
people between 35 and 39 years of age .77 
21 Net migration from 1950 to 1960 of 
people between 10 and 14 years of age .76 
27 Net migration from 1950 to 1960 of 
people between 40 and 44 years of age .74 
25 Net migration from 1950 to 1960 of 
people between 30 and 34 years of age .72 
24 Net migration from 1950 to 1960 of 
people between 25 and 29 years of age .66 
18 Percent change in number of households, 
1950 to 1960 .65 
28 Net migration from 1950 to 1960 of 
people between 45 and 49 years of age .57 
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FACTOR 14 (Continued) 
Variable No. Variable Loading 
49 Percent of dwelling units built 
before 1940 
-.37 
41 Median rent per dwelling unit, 1960 ,32 
Factor 15 is termed "Migration II", the second of three factors 
defined by migration variables. Two migration variables with very high 
loadings define this factor: variable 22, net migration from 1950 to 
1960 of people between 15 and 19 years of age (.94 loading); and variable 
23, net migration from 1950 to 1960 of people between 20 and 24 years of 
age (.93 loading). Variable 25, net migration from 1950 to 1960 of people 
between 30 and 34 years of age, has a minus .45 loading, revealing that 
this productive age group leaves certain communities nearly as frequently 
as individuals 15 to 24 years of age arrive. Variable 11, median family 
income, 1950 (-.50 loading); and variable 12, percent of families with 
less than $2,000 income, 1950 (.47 loading); reveal that income is rela­
tively low in communities described by these variables. This low income 
is probably a consequence of the large proportions of unskilled workers 
15 to 24 years of age, both male and female. Outmigration takes place 
as wage earners and others find it economically and socially feasible to 
move from such a community. Variable 4, percent of persons under 18 years 
of age, 1960 (-.43 loading), indicates that families with children less 
than 18 years of age also move from such a community. Inclusion of vari­
able 38, population per dwelling unit, 1950 (.36 loading), in Factor 15 
reveals that the living environments are somewhat crowded for many of 
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these low income, 15 to 24 years of age community dwellers. 
FACTOR 15 -- MIGRATION II (Analysis B) 
Variable No. Variable Loading 
22 Net migration from 1950 to 1960 of 
people between 15 and 19 years of age .94 
23 Net migration from 1950 to 1960 of 
people between 20 and 24 years of age .93 
11 Median family income, 1950 -.50 
12 Percent of families with less than 
$2,000 income, 1950 .47 
25 Net migration from 1950 to 1960 of 
people between 30 and 34 years of age -.45 
4 Percent of population under 18 years 
of age, 1960 -.43 
38 Population per dwelling unit, 1950 .36 
Factor 16 is termed "Migration III", the third factor defined by 
migration variables. This factor comprises four migration variables 
only, all with negative loadings, and indicates close association be­
tween these four migration variables. 
FACTOR 16 -- MIGRATION III (Analysis B) 
Variable No. Variable Loading 
29 Net migration from 1950 to 1960 of 
people between 50 and 54 years of age -.76 
30 Net migration from 1950 to 1960 of 
people between 55 and 59 years of age -.74 
28 Net migration from 1950 to 1960 of 
people between 45 and 49 years of age -.37 
31 Net migration from 1950 to 1960 of 
people between 60 and 64 years of age -.36 
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Case Study 
Discussion from previously presented sections of this dissertation 
established the utility of case studies for community analyses. A great 
deal of information concerning communities is processed and summarized 
through factor analytic procedures and behavioral and way-of-life impli­
cations may be drawn from the definitive titles of the factors and from 
the variables comprising the factors. These fundamental factors describe 
and classify communities in terms of the characteristics and behavior of 
the people that reside in the communities. "Growth", for example, infers 
behavior, whether it be defined by new homes, inmigration, higher incomes, 
or increasing retail sales. But what is the response from people con­
cerning their way of life in communities of various nature? Do people in 
growth communities view the world differently than those in decline 
communities? This question may be asked with respect to size categories 
of communities and in so-called young and old communities, also. Given 
the reciprocal interdependence between individual and community, a case 
study will supplement the factor analytic structures in this dissertation. 
Sixteen communities in Iowa, all between 2,500 and 10,000 population, 
were included in the case study from which information is derived in this 
dissertation. The procedures utilized for this case study are detailed 
in the METHODOLOGY section and the interview outline for the case study 
is presented in APPENDIX C. 
The 16 communities were dichotomized according to population growth 
or decline, 1950 to 1950. Responses were obtained from a total of 108 
respondents in nine population growth communities and seven population 
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decline communities. Referring to the factor analytic structures, growth, 
is the title of Factor 1 and is implied in other change factors in this 
dissertation, and decline is implicitly conceptualized through minus 
loadings in several factors and is explicitly conceptualized in Factor 4, 
The Elderly; Factor 5, Age Composition; and Factor 13, Housing Conditions. 
The responses from the residents of the growth and decline communi­
ties have been summarized to form a profile for the two types of communi­
ties. The majority of the respondents from population growth communities 
indicated that the community has very few community aesthetics problems. 
This conclusion complements the variable composition of several factors 
from the factor analytic structures, as well as the emphasis upon new 
dwelling units and other change variable in Factor 1. The majority of 
the respondents from population growth communities also indicated favor­
able attitudes toward their local government, streets and highways in 
the community, the local law enforcement agency, and the local hospital. 
A large proportion of the respondents from decline communities indicated 
that their community had many community aesthetics problems, however. 
Referring to the factor analytic structures, this conclusion complements 
the factors indicating negative loadings on housing variables and parti­
cularly Factor 13, Housing Conditions. The majority of the respondents 
from population decline communities also indicated unfavorable attitudes 
toward their local government, streets and highways in the community, 
and the local hospital, but offered constructive suggestions for local 
law enforcement. 
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The sixteen communities were also dichotomized according to the age 
distribution of the population, termed "young" and "old", and responses 
were obtained from a total of 208 respondents in nine old cities and seven 
young cities. Referring again to the factor analytic structures, variables 
depicting the age distribution of the population are included in several 
factors and portray young and old characteristics as well. Factor 8 is 
termed "Age of Community" and is defined, partially, by age distribution 
variables. 
The responses from the residents of young and old communities have 
been summarized to form a profile of the two types of communities. The 
majority of respondents from young communities associated community pro­
gress with the terms "growth" and "change", and indicated very few commu­
nity aesthetics problems. These results complement the associations be­
tween age distribution, change, and dwelling unit variables in several 
factors, from the factor analytic structures. The majority of respond­
ents from young communities also indicated favorable attitudes about 
their streets and highways and the local hospital. The majority of 
respondents fronTthe old communities associated community progress with 
industry and business which complements Factor 12, Manufacturing; indi­
cating that low rent is associated with manufacturing, and low rent is, 
in turn, associated with large proportions of the elderly. High pro­
portions of respondents from old communities also indicated that their 
community had many aesthetics problems, again complementing the associa­
tions between age distribution, dwelling unit and other change variables 
from the factor analytic structures. The majority of the respondents 
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from old communities also indicated unfavorable attitudes toward their 
streets and highways and the local hospital. 
The sixteen communities were categorized according to population 
size in 1960, also: six were 2,500 to 4,999 population; five were 5,000 
to 7,499 population; and five were 7,500 to 9,999. Again, responses were 
obtained from a total of 208 respondents. Referring to the factor analytic 
structures, size was not a definitive variable in any factor. Variables 
indicating change in size criteria received high loadings in Factors 1, 
2, and 4, however, and size variables received high loadings in Factor 10. 
The size variables are, of course, population, dwelling units, and quanti­
tative retail data. The respondents from the smallest communities (2,500 
to 4,999 population) were most likely to associate community progress 
with aesthetics and voluntary associations and indicated that their 
communities had few aesthetics problems; they believed that many of their 
peers were "backward" and that the aggregate community situation could 
be improved; they responded favorably toward their local government and 
local law enforcement agency, but unfavorably toward streets and high­
ways. The respondents from the mid-group of communities (5,000 to 7,499 
population) were most likely to associate communities progress with public 
services and noted few community aesthetics problems or problems with 
their peers; they believed that the aggregate community situation could 
be improved but responded favorably toward their local government and 
hospital. The respondents from the largest communities (7,500 to 9,999 
population) were most likely to associate progress with governmental 
change; indicated that their communities had many aesthetics problems; 
but that the aggregate community situation was satisfactory; they 
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responded favorably toward their peers, the streets and highways and 
hospital, but unfavorably toward their local government. The population 
trend and age distribution classifications provided so-called "pure type" 
profiles. The respondents from growth and young communities appear to 
be better off and are happier about it. 
These conclusions are substantiated by the factor analytic results. 
Factor 1, "Growth" is comprised of variables indicating new dwelling 
units, high median family income, and other variables indicating affluence. 
Several factors comprise age distribution variables which are associated 
with socio-economic and housing condition variables. The decline and 
old communities appear to have more problems and residents respond 
accordingly. This conclusion is also substantiated by the factor analytic 
results. Factors and negatively loaded variables within factors reveal 
that decline and old communities are associated with poor housing condi­
tions, low median income, and other declining socio-economic indicators. 
Responses from the size of place categories reveal a more complex 
and perhaps more realistic picture of community life. Respondents from 
the two smaller community categories indicated satisfaction with their 
local government but dissatisfaction with the aggregate community situa­
tion. Respondents from the smallest (2,500 to 4,999 population) urban 
communities associated community progress with aesthetics and voluntary 
associations neither of which depict urban values. Respondents from the 
mid-group (5,000 to 7,499 population) communities associate governmental 
services with community progress which may be interpreted as a desire 
for urban services. Respondents from the largest (7,500 to 9,999 popu­
lation) communities associate community progress with governmental change 
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which may be interpreted as an awareness of urban alternatives and desire 
for change in that direction. These respondents also indicated that 
their communities had many aesthetic problems but they were satisfied 
with the aggregate community situation. The larger communities, somewhat 
more urban in nature and often having manufacturing activity, may have 
unsightly areas. Referring to the factor analytic structures. Factor 12, 
"Manufacturing", indicates that low median rent is associated with manu­
facturing activity, and low rent has aesthetic implications. It might 
be concluded that residents of these communities overlook aesthetics 
problems when thinking of the aggregate community situation, because 
aesthetics are not a problem when associated with economic activity. 
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DISCUSSION 
Comparison with Other Factor Analytic Studies 
Nine independent factors derived from the factor analytic studies 
presented in the REVIEW OF LITERATURE AND THEORY, are presented in Table 
2 (page 47). The titles of these factors are; Socio-economic, Labor 
Force, Education, Age, Mobility, Housing Conditions, Total Population, 
and Trade. All these concepts are included, directly or indirectly, as 
titles for factors derived in this dissertation except total population. 
Comparisons with other factor analytic research in respect to the 
composition of specific factors in this dissertation will be presented. 
As previously indicated, the fourteen proportional-change variables in­
cluded in the Analysis A variables represent a departure from previous 
research efforts. Moser and Scott included two population-change vari­
ables and two housing-change variables in their analysis, and Hadden and 
Borgatta included one population-change variable in their analysis. Con­
sequently, there is not a great deal with which to compare Factors 1 
through 4 of this dissertation. Factor 1, in this dissertation, is 
termed "Growth" and several definitive variables deal with change in 
population and dwelling units. Moser and Scott called their second com­
ponent Population Growth, which was based upon variables depicting change 
in population and dwelling units. The remaining variables in Factor 1, 
in this dissertation, were not included in Moser and Scott's matrix. 
Change in population failed to be definitive in any factors in the Hadden 
and Borgatta study. 
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Factor 2, Change in Environment; Factor 3, Change in Economic Ser­
vices; and Factor 4, The Elderly, in this dissertation, consequently 
represent additional innovations, with respect to factor analytic 
structures of communities. 
Further comparisons will be made between the factor analytic 
structures in this dissertation and the Hadden and Borgatta study. The 
quantity and nature of the variables and the sample size in the Hadden 
and Borgatta study are most similar to the analyses in this dissertation. 
Factors 5 and 6 comprise no change variables but are derived from 
Analysis A variables. Factor 5, Age Composition, is similar to the age 
composition factor in the Hadden and Borgatta study. Migration was not 
loaded highly in the latter study, because only one mobility variable was 
utilized in that study rather than age-specific net migration. Inclusion 
of age-specific net migration rates in factor analytic structures of 
communities is another significant innovation in this dissertation. 
Factors 6 through 16 in this dissertation are derived from Analysis 
B variables. Factor 6, Educational Center, is also similar to the 
educational center factor in the Hadden and Borgatta study. Variables 
indicating education, lack of manufacturing, and migration are included 
in both factors. 
Factor 7, Socio-economic Level, may be considered as a classical fac­
tor included in all factor analytic studies reviewed. Factor 7, in this 
dissertation, is similar to the socio-economic factor derived in the 
Hadden and Borgatta study. The variable with the highest loading in 
Factor 7, in this dissertation, indicated low income (minus loading), 
while the variable with the highest loading in the Hadden and Borgatta 
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study indicated high income. The composition of the two factors are 
very similar as value of dwelling unit, median rent, and educational 
attainment variables are included in addition to income variables. 
Factor 10, Economic Services, is somewhat similar to a retail 
factor in the Hadden and Borgatta study, except that the latter factor 
comprised five variables, essentially economic criteria, while Factor 
10 in this dissertation contains 13 variables, including housing, 
population, and labor force variables. 
Factor 8, Age of Community; Factor 9, Educational Attainment; 
Factor 11, Females in Labor Force; and Factor 13, Housing Conditions; 
have no counterparts in the Hadden and Borgatta study. 
A factor similar to Factor 12, Manufacturing, in this dissertation, 
is included in the Hadden and Borgatta study as an economic specializa­
tion factor. 
Factors 14, 15, and 16, in this dissertation, are defined from 
migration variables. One such factor, termed Residential Mobility, was 
derived in the Hadden and Borgatta study. Previous discussion noted 
that age-specific net migration rates were utilized in this dissertation, 
thus creating a potential for several mobility factors involving specific 
age groups. 
Factors that were derived in the Hadden and Borgatta study but not 
in this dissertation were, as termed by Hadden and Borgatta: Proportion 
Non-White, Population Density, Foreign Born Concentration, and Total 
Population. Factors derived from the factor analytic structures in this 
dissertation, but not in the Hadden and Borgatta study are those con­
ceptualized as: Growth, Change in Environment, Change in Economic 
107 
Services, The Elderly; all defined by proportional change variables. 
Other additional factors in this dissertation are: Age of Community, 
Educational Attainment, Females in Labor Force, Housing Conditions, and 
age-specific migration factors. 
In summary, the 16 factors presented in this dissertation represent 
several innovations and additions concerning the utilization of factor 
analytic structures to describe communities. Proportional-change infor­
mation has been introduced in a relatively large matrix of variables and 
four factors are defined from change variables included in those factors. 
Age-specific migration rates are utilized that are derived as definitive 
variables in three factors and are included as variables in five addi­
tional factors. Factors derived in this dissertation for the first time, 
to the author's knowledge, are: Age of Community, The Elderly, three 
age-specific migration factors, and four "change" factors. 
The Present Study 
Definitive titles for factors may be interpreted as a classification 
of the communities included in a given factor analytic study. Caution 
must be exercised because factor analysis does not produce a comprehensive 
typology of communities, nor does it produce an exclusive classification 
of conceptual descriptions for communities. The concepts utilized as 
titles for the factors derived in a factor analytic structure do repre­
sent a classification of the community characteristics included in a given 
study. The factors derived from the Analysis B variables constitute a 
complete factor analytic structure, based upon the 60 variables that were 
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machine clustered. The titles of these factors may be considered as con­
cepts comprising a classification scheme as follows: 
1. Socio-economic Level: The nature of the communities described 
is defined by families with relatively high incomes and educa­
tion, and by relatively valuable dwelling units that are in 
good condition. 
2. Age of Community: The nature of the communities described is 
defined by the low proportion of persons 65 years of age and 
older, the high proportion of recently built dwelling units, 
the low median number of rooms per dwelling unit, and the high 
proportion of persons under 18 years of age. 
3. Educational Attainment: The nature of the communities described 
is defined by the high educational attainment of the population, 
and low population per dwelling unit. 
4. Economic Services: The nature of the communities described is 
defined by high volume of retail sales, large number of retail 
establishments, large retail payroll, large number of dwelling 
units, and 1960 population. 
5. Females in the Labor Force: The nature of the communities 
described is defined by the large proportion of females in the 
labor force and large proportion of multiple dwelling unit 
structures. 
6. Manufacturing: The nature of the communities described is 
defined by proportion of employed persons in manufacturing and 
low rent per dwelling unit. 
7. Housing Conditions: The nature of the communities described is 
defined by the proportion of deteriorating and dilapidated 
dwelling units, the large proportion of multiple dwelling unit 
structures, and relatively low value of dwelling units. 
8. Migration I: The nature of the communities described is defined 
by net inmigration of families between 25 and 44 years of age, 
the increasing number of households, and proportion of recently 
built dwelling units. 
9. Migration II: The nature of communities described is defined 
by net inmigration of persons between 15 and 24 years of age, 
net outmigration of persons between 30 and 34 years of age, 
relatively low income, low proportion of persons under 18 years 
of age, and high population per dwelling unit. 
10. Migration III: The nature of communities described is defined 
by net migration of persons between 45 and 64 years of age. 
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Factors 1 through 6 ,  from Analysis A variables constitute a special­
ized structure, concerned primarily with change variables, and provides 
a smaller but meaningful conceptual system. 
1. Growth (oriented communities): The nature of the communities 
described is defined by increase in numbers of households, 
dwelling units and population, net inmigration of persons be­
tween 10 and 49 years of age, relatively high family income, 
presence of a larger city in the county, higher rent per 
dwelling unit, more rooms per dwelling unit, and increasing 
retail sales. 
2. Change in Environment: The nature of the communities described 
is defined by the high proportion of recently built dwelling 
units, population increase, relatively young population, more 
rooms per dwelling unit, and inmigration of persons between 25 
and 29 years of age. 
3. Change in Economic Services: The nature of the communities 
described is defined by increasing retail sales and payroll and 
fluctuating number of retail establishments. 
4. The Elderly: The nature of the communities described is defined 
by the large proportion of persons 65 years of age and older and 
a decline in value of dwelling units. 
5. Age Composition: The nature of the communities described is 
defined by net inmigration of persons over 40 years of age, 
large proportions of persons 65 years of age and older, low 
family income, and low proportion of persons under 18 years of 
age. 
6. Educational Center: The nature of the communities described is 
defined by high educational attainment, net inmigration of per­
sons between 15 and 24 years of age, and low proportion of 
employed persons in manufacturing. 
Behavioral and way-of-life ramifications of the factor analytic 
structures in this dissertation have been explored briefly in the FINDINGS 
section and will be discussed further in this section with direct refer­
ence to the people residing in the communities considered in this disser­
tation. It was indicated in the REVIEW OF LITERATURE AND THEORY that 
change in social characteristics or properties of communities requires 
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human adjustments. This is particularly true with respect to migration, 
which comprises an important position in several factors. Age-specific 
migration variables provide information concerning the categories of 
people that are involved, which is demonstrated in the three migration 
factors. Migration of middle-aged families is indicated in Factor 14, 
young working persons migrate in Factor 15, and migration of upper-middle-
aged persons is associated with Factor 16. Age-specific migration vari­
ables are significant in Factor 6, indicating movement of college-age 
persons to certain communities; migration of elderly persons is indicated 
in Factor 5; and the growth that is indicated in Factor 1 is dependent 
upon migration of eight age groups. Migrants of all ages must adjust to 
the move itself, and to their new community, and to varying expectations, 
norms, and interaction patterns. 
Migration is an important criterion for growth and concomitant 
change that results, but other changes are ongoing in growth-oriented 
communities. The people are earning and spending more money, they are 
building new homes, and the population is increasing in the entire region. 
The old ways of thinking and of acting are replaced by the new and 
different. Supplementary information from the case study in this disser­
tation reveals that people are generally happy in the "growth" and 
"young" communities, which, in part, rejects the Duncan and Reiss warning 
concerning community growth. 
Growth and age distribution are also closely related in the factor 
analytic structures. Factor 2 indicates that the proportion of elderly 
persons is very low in growth-oriented communities and Factors 4 and 5 
reveal that concentration of the elderly is associated with low socio­
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economic indicators. Consequently, the elderly are not a part of growth 
communities, but many prefer to live in so-called geriocracies where the 
prevalent way of life is familiar to them; however. Subsistence, a con­
sequence of economic growth, becomes difficult for many. Supplementary 
information from the case study in this dissertation indicates that 
people are not entirely satisfied in the old and declining communities 
as well. 
Also, young and old communities are problematic in an interactional 
and behavioral sense as people become segregated by age. The growth 
communities are inhabited by the young, middle-aged families and the 
elderly reside in decline communities. Interaction between these and 
other age categories is reduced and behavior revolves around the parti­
cular homogeneous group. This segregative variable is evident with . 
respect to educational attainment and housing, as is indicated in Factors 
6, 9, and 13. Those with high education are less likely to interact with 
persons employed in manufacturing or with the elderly. Lower socio­
economic housing is associated with the elderly, with persons employed 
in manufacturing, and with a group of employed persons between 15 and 
24 years of age. Housing for these groups separates them from hetero­
geneous interactional and behavioral experiences, both between and within 
communities. 
Factor 13 indicates that a significant number of persons residing 
in the communities considered in this dissertation live in substandard 
homes. There is also a relatively large poverty group (family income of 
less than $3,000, 1960) residing in these communities, many of whom are 
elderly or young employed persons. Based upon these housing and economic 
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criteria, many individuals and families in a substantial proportion of 
the communities between 2,500 and 10,000 population in the West North 
Central Region of the United States, experience a deteriorating way of 
life. 
In summary, conceptual systems have been derived from the factor 
analyses in this dissertation concerning classification of and the way 
of life in small communities in the West North Central Region of the 
United States. Sixteen concepts are proposed that describe community 
properties and human characteristics of the 257 communities included in 
the analyses. Behavioral ramifications of the factor analytic structures 
refer to reactions and adjustments to changing economic and social 
phenomena. People may be categorized into socio-economic categories 
according to their income, education, living environment, and other 
aspects of their social and physical environment. These categories tend 
to be segregative in an interactional as well as spatial sense, within 
and between communities. It was determined in the case study that 
respondents from general community categories indicate attitudes that 
substantiate the factor analytic results. 
Future Research 
The purposes and objectives of this dissertation have been accom­
plished particularly with respect to the factor analytic structures. 
The utilization of factor analysis in community studies is not institu­
tional, however3 this being the first study, to the author's knowledge, 
of incorporated places between 2,500 and 10,000 population, A number of 
recommendations have consequently evolved in the course of this study. 
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The selection of variables is crucial in factor analytic studies of 
communities because they are obtained from a great potential of available 
information. A wide range of census data is available, of course, and 
other sources should be utilized. Vital statistics reports, county and 
city data books, and perhaps special censuses are examples. A matrix of 
variables representing a broad spectrum of characteristics should be 
selected. Meaningful additions to the present study might include popu­
lation density and occupational data. The number of variables included 
in factor analytic structures should also be increased. Although the 77 
variables included in this study represent a high for factor analytic 
studies of communities, a larger matrix would be beneficial. Careful 
selection of variables would be of greater importance because particular 
factors (socio-economic, for example) tend to gather a large number of 
variables. 
The author believes that more proportional-change variables should 
be included in future matrices, also. The utility of this approach has 
been indicated in this dissertation. Recent data should be placed in 
factor analytic matrices as soon as it is available. The bulk of popula­
tion and housing census information is gathered on decennial years, of 
course. Various economic censuses, the agriculture census, and special 
census, allow inclusion of intra-decennial information. The utilization 
of population estimates and projections would perhaps be a valuable 
addition to factor analytic matrices, also. The size and location of 
communities included in factor analysis is also crucial. Ideally, all 
the incorporated places 2,500 to 10,000 in the United States should be 
included in a factor analytic analysis, as well as additional community 
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categories. 
Finally, the author believes that future research involving multi­
variate community analysis should also be supplemented by case studies. 
Limited use of a case study in this dissertation provides meaningful 
information. 
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SUMMARY AND CONCLUSIONS 
Communities, in this dissertation, are operationally defined as 
incorporated places between 2,500 and 10,000 population. Such human 
settlements have been investigated by a number of methods with objectives 
most often aimed at classifying communities according to their proper­
ties or the characteristics of the people inhabiting the settlements. 
Literature is reviewed concerning research involving communities and 
relationships between communities. The inquiries were presented accord­
ing to basic emphasis upon the community such as: 1) people, 2) space, 
and 3) space and people. All the inquiries, however, implicitly or 
explicitly considered both people and space as pre-conditions for commu­
nity. Four factor analytic studies are reviewed, and the concepts uti­
lized for the fundamental factor titles are also included in classifica­
tions and descriptions of communities obtained in other human ecological 
community research. Some of these titles are socio-economic level, age, 
education, mobility, housing conditions, labor force, trade, total popu­
lation, and population growth. 
The prime method utilized in this dissertation is consequently 
factor analysis and two factor analytic structures are derived from a 
total of 77 variables. The inadequacies of community research in human 
ecology are, for the most part, a consequence of lack of systematization 
of the available information (particularly census data) concerning commu­
nities. The precise purpose of factor analysis is to derive a parsi­
monious set of factors from complete intercorrelation matrices comprising 
many variables. The concepts utilized to describe given factors repre­
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sent statistically derived categories that explain the variables com­
prising those factors. 
Two factor analyses are computed: an Analysis A list of variables 
includes 15 proportional-change and 38 one-point-in-time variables, and, 
to the author's knowledge, constitutes the largest matrix of change 
variables thus far included in a factor analytic study of communities. 
An Analysis B list of variables includes one proportional change variable 
and 59 one-point-in-time variables. Clusters for Analysis A were formu­
lated by the author, and clusters were machine computed for Analysis B. 
Four factors including change variables and two additional factors 
are derived from Analysis A variables and ten additional factors are 
derived from Analysis B variables. The entire structure of factors, 
numb'itéu consecutively, and their titles are: Factor 1, Growth; Factor 
2, Change in Environment; Factor 3, Change in Economic Services; Factor 
4, The Elderly; Factor 5, Age Composition; Factor 6, Educational Center; 
Factor 7, Socio-economic Level; Factor 8, Age of Community; Factor 9, 
Educational Attainment; Factor 10, Economic Services; Factor 11, Females 
in the Labor Force; Factor 12, Manufacturing; Factor 13, Housing Condi­
tions; and Factor 14, 15, and 16 are migration factors, defined by age-
specific migration rates. 
The factors derived from Analysis B variables comprise a complete 
factor analytic structure, that, in turn, produce a classification scheme 
of the 257 communities between 2,500 and 10,000 population in the West 
North Central Region of the United States. The concepts comprising this 
scheme would thus be: 1) Socio-economic Level, 2) Age of Community, 
3) Educational Attainment, 4) Economic Services, 5) Females in Labor 
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Force, 6) Manufacturing, 7) Housing Conditions, and 8), 9), 10) Migration 
(of three age groups). The factors derived from Analysis A variables 
provide a smaller but more specialized classification scheme, including 
the concepts: 1) Growth (oriented communities), 2) Change in Environ­
ment, 3) Change in Economic Services, 4) Elderly, 5) Age Composition, and 
6) Educational Center. 
A case study of 16 communities between 2,500 and 10,000 population 
provides information that supplements the factor analytic structures. 
Respondents from the "growth" and "young" cities, in the case study indi­
cate that aesthetics problems are rare in their communities and they 
appear to be well-off and happy. The factor analytic results reveal that 
relatively high incomes, increasing economic indicators, and many new 
homes are associated with growth and young communities. 
Respondents from "decline" and "old" communities, in the case study, 
indicate that aesthetics problems exist in their communities and they 
appear to be somewhat dissatisfied. The factor analytic results indi­
cate that relatively low incomes, declining economic indicators, and 
few new homes are associated with decline and old communities. 
Behavioral and way-of-life ramifications of the factor analytic 
structures with reference to the people residing in the communities are 
inferred primarily from migration and other change producing variables 
and from the several segregative variables influencing social interaction 
and behavior. Migration requires adjustments concerning the move, the 
new community, and varying expectations, norms, and interaction patterns. 
All age groups migrate; hence, concern is directed to a cross-section of 
the population. Other behavioral and way-of-life ramifications are a 
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consequence of changes regarding income, consumption, nature of housing, 
and population growth. The old ways of thinking and acting are replaced 
by the new and different. Community characteristics are associated with 
growth and decline or young and old from the factor analytic results, 
and the case study confirms that residents view the world differently 
in these two groups of communities. 
The segregative variables are age, education, housing, and socio­
economic indicators. The factor analytic structures confirmed that 
people comprising broad age groups (middle-aged and elderly, for example), 
educational attainment levels, and several age and condition of dwelling 
unit categories, are separated, between and within communities. Social 
interaction between these groups is thus minimized. The factor analytic 
structures also confirmed existence of a substantial number of poverty 
families and of substandard homes in the communities between 2,500 and 
10,000 population in the West North Central Region of the United States. 
The author believes that further research efforts concerned with 
factor analytic structures of communities should include a larger'number 
and greater range of carefully selected variables, more proportional-
change variables should be considered, additional community categories 
should be studied, and case studies should supplement factor analytic 
structures. 
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APPENDIX A. MEANS OF VARIABLES INCLUDED IN FACTOR ANALYSIS 
ri£ 
uml 
1 
2 
5 
36 
37 
38 
39 
40 
41 
43 
46 
48 
49 
50 
51 
52 
53 
Means of Variables in Analysis A and not B 
Mean 
Variable (ratios unless otherwise indicated) 
Change in population, 1900 to 1960 2.50 
Change in population, 1950 to 1960 1.11 
Percent 1960 population between 18 and 64 years of age 51.2% 
Change in dwelling units, 1950 to 1960 1.18 
Change population per dwelling unit, 1950 to 1960 0.98 
Change in median number of rooms per dwelling unit, 1950-1960 0.94 
Change in median rent per unit, 1950-1960 1.52 
Change in value of dwelling units, 1950-1960 1.55 
Change in dwelling units needing repair, 1950-1960 0.89 
Percent dwelling units built, 1940-1949 11.1% 
Percent structures with 2 to 4 dwelling units, 1960 10.7% 
Change in retail establishments, 1954-1958 0.91 
Change in retail sales, 1954-1958 1.07 
Change in retail payroll, 1954-1958 1.10 
Change in retail establishments, 1958-1963 1.03 
Change in retail sales, 1958-1963 1.22 
Change in retail payroll, 1958-1963' 1.31 
N5 VO 
ri£ 
uml 
1 
2 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
52 
53 
54 
55 
56 
57 
58 
59 
Means of Variables in Analysis B and not A 
Variable Mean 
1900 population 2,660 
1960 population 5,158 
Dwelling units in 1960 1,775 
Dwelling units in 1950 1,517 
Population per dwelling unit, 1960 2.96 
Population per dwelling unit, 1950 3.04 
Median number of rooms, 1960 4.90 
Median number of rooms. 1950 5.23 
Median rent, 1960 $63 
Median rent, 1950 $42 
Median value of dwelling units, 1960 $9,277 
Median value of dwelling units, 1950 $6,061 
% not deteriorating, 1950 90.6% 
% dilapidated, 1960 4.0% 
% deteriorating, 1960 1.6% 
Retail establishments, is:4 104.2 
Retail sales, 1954 $9,325,031 
Retail payroll, 1954 $895,720 
Retail establishments, 1958 93.7 
Retail sales, 1958 $9,915,545 
Retail payroll, 1958 $884,436 
Retail establishments, 1963 96.2 
Retail sales, 1963 $12,064,903 
Retail payroll, 1963 $1,144,358 
B 
3 
4, 
5, 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
Means of Variables in Both Analyses (A and B) 
Variable Mean 
% 1950 population 65+ years of age 12.6% 
% 1960 population under 18 years of age 33.2% 
7o 1960 population 65+ years of age 15.4% 
% females 14+ years of age in labor force, 1950 29.1% 
% females 14+ years of age in labor force, 1960 35.6% 
Nonworker ratio, 1960 1.60 
% employed persons in manufacturing, 1950 13.5% 
7o employed persons in manufacturing, 'I960 15.5% 
Median family income, 1950 $2,375 
7o families with less than $2,000 income, 1950 41.7% 
Median family income, 1960 $4,935 
% families with less than $3,000 income, 1960 23.8% 
% families with $10,000+ income, 1960 9.2% 
Median years of schooling, 25+ years of age, 1950 9.97 
Median years of schooling, 25+ years of age, 1960 10.68 
Change in households, 1950-1960 1.14 (ratio) 
Size of largest place in county, 1960 2.71 (scale. 
Size of largest place in county, 1950 2.65 (scale. 
Net migration 1950-1960, 10-14 years of age -8.33 (rate) 
Net migration 1950-1960, 15-19 years of age 3.11 (rate) 
Net migration 1950-1960, 20-24 years of age -7.36 (rate) 
Net migration 1950-1960, 25-29 years of age -19.22 (rate) 
B 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
49 
48 
Means of Variables in Both Analyses (A and B), (Continued) 
Variable Mean 
Net migration 1950-1960, 30-34 years of age -13.86 (rate) 
Net migration 1950-1960, 35-39 years of age -13.68 (rate) 
Net migration 1950-1960, 40-44 years of age -8.74 (rate) 
Net migration 1950-1960, 45-49 years of age -4.45 (rate) 
Net migration 1950-1960, 50-54 years of age -1.13 (rate) 
Net migration 1950-1960, 55-59 years of age 1.60 (rate) 
Net migration 1950-1960, 60-64 years of age 6.73 (rate) 
Net migration 1950-1960, 65-69 years of age 10.67 (rate) 
Net migration 1950-1960, 70-74 years of age 12.77 (rate) 
Net migration 1950-1960, 75+ years of age 4.53 (rate) 
% dwelling units built before 1940 69.9% 
% dwelling units built. 1950-1960 19.0% 
% structures with only one dwelling unit, 1960 85.5% 
7o structures with more than 4 dwelling units, 1960 3.8% 
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APPENDIX B. CORRELATION MATRICES OF VARIABLES UTILIZED 
IN FACTOR ANALYSES 
Intercorrelation Matrix for Analysis A 
Variable Variable Number 
Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
2 .46 
3 -.57 -.26 
4 .44 .32 -.65 
5 .07 .19 -.15 -.32 
6 -.53 -.52 .86 -.70 -.22 
7 .11 .13 -.12 .07 .10 -.14 
8 .07 .10 -.10 -.02 .14 -.15 .56 
9 .03 .06 -.14 .21 -.17 -.06 -.35 -. 65 
10 .04 .18 
00 o
 I .10 .12 -.17 .16 -.01 -.02 
11 -.03 .22 .02 .07 .11 -.14 .12 -.03 -.04 .90 
12 .27 .15 -.47 .56 -.02 -.45 .01 .01 -.14 .01 .03 
13 -.27 -.17 
C
O
 
-.55 .01 .46 -.04 -.04 .16 1 O
 
-.05 -.98 
14 .25 .47 -.39 .34 .23 -.56 .04 .18 -.22 .09 .14 .65 -. 66 
15 -.21 -.37 .38 -.32 -.20 .52 -.05 -.27 .32 -.01 -.05 -.67 .69 -.93 
16 .30 .44 -.25 .24 .19 -.41 .06 .11 -.16 -.00 .02 .38 -.37 .71 
17 .15 .16 -.13 -.06 .20 -.22 .01 .19 -.34 -.30 -.28 .26 -.25 .44 
18 .11 .15 -.12 .05 .14 -.25 .07 .25 -.43 -.29 -.27 .39 -.39 .55 
19 .50 .94 -.27 .27 .21 -.49 .15 .13 -.03 .17 .21 .10 -.12 .43 
20 .14 .33 -.16 .11 .18 -.29 .09 .10 -.10 .13 .14 .11 -.14 .28 
Intercorrelation Matrix for Analysis A (Continued) 
Variable Variable Number 
Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
21 .10 .24 -.16 .06 .20 -.26 .09 .09 1 O
 
.15 .13 .07 -.10 .24 
22 -.02 .58 .16 .12 .03 -.08 .01 .02 .05 .14 .25 -.02 .01 .20 
23 -.06 .28 .04 -.40 .41 -.14 .05 .20 -.12 -.06 -.05 -. 44 .41 .11 
24 .03 .39 -.03 -.33 .37 -.24 .10 .23 -.14 .00 -.01 -.34 .30 .19 
25 .39 . 66 -.20 .44 -.06 -.40 .11 -.00 -.03 .18 .27 .43 - .44 .43 
26 .26 .43 .01 .44 -.23 -.14 -.05 -.10 -.02 .11 .22 .39 -.38 .29 
27 .14 .58 .10 .22 .02 -.12 .01 .04 -.08 .25 .35 .12 -.13 .32 
28 -.03 .50 .18 .03 .07 -.06 .05 .11 -.12 .09 .23 -.01 -.00 .25 
29 -.13 .34 .28 -.05 -.03 .05 .10 .18 -.22 .08 .18 -.06 .05 .19 
30 -.20 .13 .27 -.16 .02 .18 .02 .10 -.17 -.05 .01 -.08 .08 .04 
31 -.20 -.02 .33 -.21 -.03 .30 .04 .13 -.12 -.02 -.01 -.16 .16 -.12 
32 -.17 -.03 .43 -.33 -. 08 .40 .04 .11 -.14 -.04 -.00 -.30 .29 -.22 
33 -.16 -.09 .43 -.26 -.24 .50 .04 .02 -.04 .01 .01 - .44 .44 -.43 
34 -.15 -.12 .43 -.33 -.15 . 54 -.01 -.03 -.04 -.02 -.04 -.49 .49 -.51 
35 -.06 -.06 .15 -.23 -.13 .39 -.01 -.00 -.03 -.15 -.18 -.19 .19 -.22 
36 .38 .84 -.18 .22 .18 -.40 .09 .08 -.04 .13 .19 .08 -.11 .37 
37 .27 .27 -.15 .46 -.21 -.21 -.02 -.03 -.19 -.05 .06 .32 -.30 .08 
38 .38 .08 -.47 .39 -.09 -.38 .05 -.01 . 06 .12 .03 .17 -.18 .08 
39 .25 -.45 -.13 .13 .15 -.29 .06 -.12 .04 .32 .32 -.02 -.00 .13 
40 .12 .31 -.18 .17 .14 -.29 .01 .01 .14 .14 .14 -.12 .12 .10 
Intercorrelation Matrix for Analysis A (Continued) 
Variable Variable Number 
Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
41 .22 .18 -.18 .20 .04 -.17 .13 -.05 .07 -.01 -.06 .06 -. 06 .04 
42 -. 64 -.71 .53 -. 46 -.11 .59 -.19 -.18 -.04 -.21 -.18 -.16 .16 -.25 
43 .59 .30 -.55 .45 -.01 -.45 .15 -.01 .14 .15 .07 .15 -.13 -.00 
44 .55 .84 .40 .36 .16 -.56 .19 .13 -.04 .21 .22 .13 -.14 .37 
45 .00 -.06 .20 -.00 -.21 .25 -.21 -.37 .24 .21 .21 -.14 .17 -.34 
46 .02 .12 -.15 -.05 .26 -.23 .18 .32 - .24 -.16 -.15 .09 -.13 .33 
47 .02 -.07 -.18 .07 .04 -.16 .16 .32 -.16 -.23 -.23 .15 -.16 .21 
48 .23 .16 -.19 .10 
O
 I -.15 -.02 -.01 -.00 .08 .03 .00 .01 .00 
49 .29 .40 -.17 .15 .03 -.25 -.02 -.04 -.03 .09 .11 .07 - .08 .27 
50 .23 .31 -.05 .15 -.02 -.16 -.00 -.03 .01 .21 .23 .04 -.05 .18 
51 .22 .36 -.08 .11 .05 -.15 .13 .04 -.00 .08 .07 -.01 -.01 .10 
52 .17 .26 -.06 .02 .17 -.12 .22 .14 -.06 .22 .17 -.19 .18 -.07 
53 .17 .24 .02 -.06 .12 -.01 .14 .06 -.10 .15 .15 -.18 .17 -.07 
Intercorrelation Matrix for Analysis A (Continued) 
Variable Variable Number 
Number 15 16 17 18 19 20 21 22 23 24 25 26 27 28 
15 
16 -.62 
17 -.45 .43 
18 -.58 .48 .82 
19 .32 .41 .12 .09 
20 -.25 .22 .19 .15 .33 
21 -.22 .18 .17 .12 .24 .94 
22 -.14 .20 -.07 -.07 .54 .24 .17 
23 -.12 .16 .31 .22 .28 .16 .16 .16 
24 -.19 .19 .35 .27 .37 .17 .17 .10 .90 
25 -.34 .35 .10 .16 .63 .22 .12 .39 -.22 .00 
26 -.19 .27 -.05 .05 .42 .10 .02 .48 -.42 -.36 .73 
27 -.22 .29 -.05 .02 .58 .29 .23 .69 -.04 -.05 .56 .69 
28 -.19 .19 .01 .06 .49 .22 .18 .65 .23 .21 .39 .43 .67 
29 -.19 .17 -.03 .04 .33 .14 .08 .54 .20 .18 .23 .26 .51 .70 
30 -.05 .02 -.02 -.02 .13 .03 -.00 .29 .14 .08 .03 .10 .27 .43 
31 .09 -.09 -.20 -.18 -.00 -.10 -.13 .20 .06 -.02 -.05 .05 .17 .29 
32 .18 -.14 -.14 -.17 .01 -.11 -.16 .21 .16 .06 -.09 -.00 .12 .31 
33 .42 -.29 -.23 -.30 -.08 -.18 -.20 .16 -.00 -.08 -.11 .03 .14 .26 
34 .51 -.36 -.24 -.31 -.10 -.25 -.25 .07 .02 -.06 -.20 -.04 .08 .18 
Intercorrelation Matrix for Analysis A (Continued) 
Variable Variable Number 
Number 15 16 17 18 19 20 21 22 23 24 25 26 27 28 
35 .18 -.16 -.06 -.12 -.06 -.17 -.17 .08 .04 -.04 -.18 -.07 .03 .11 
36 -.28 .36 .12 .09 .90 .40 .35 .58 .23 .30 .56 .43 .63 .53 
37 -.09 .06 .12 .18 .11 .03 .04 .01 -.36 -.26 .39 .42 .20 .04 
38 -.06 .10 -.02 -.04 .04 .01 -.01 -.22 -.16 -.09 .17 .05 -.02 -.18 
39 -.05 .11 -.05 -.06 .43 .17 .19 .20 .10 .20 .39 .28 .35 .17 
40 -.03 .10 -.11 -.04 .34 .14 .16 .18 .16 .18 .15 .15 .24 .22 
41 -.03 .12 -.00 -.01 .18 .11 .10 -.02 -.04 -.04 .10 .06 .13 .05 
42 .17 -.30 -.01 .02 .74 -.16 -.09 -.25 -.07 -.17 -.52 -.31 -.36 -.25 
43 .05 .12 -.12 -.15 .32 -.03 -.06 -.05 -.16 -.09 .23 .12 .06 -.08 
44 -.29 .37 .10 .08 .87 .26 .17 .41 .22 .31 .60 .37 .50 .43 
45 .42 -.16 - .27 -.32 -.07 -.19 -.19 .10 -.34 -.34 .09 .26 .17 .08 
46 -.42 .17 .23 ,29 .12 ,16 .15 -.05 ,43 .42 -.11 -.27 -.12 -.02 
47 - .26 ,08 .23 ,25 -.04 .15 ,18 -.14 .05 .08 -.05 -.14 - .20 -,17 
48 .02 -,05 -.03 -.05 .15 .02 .01 ,03 -,00 .02 .08 .02 .02 -,01 
49 -,18 ,24 .08 ,09 .40 ,17 .13 .14 ,14 ,19 .32 .21 ,20 .16 
50 -,11 .20 -,04 -.03 .35 ,10 .09 .22 .03 .08 .34 .31 .31 .23 
51 -.06 .19 -.02 -,03 .41 .09 .04 .13 ,12 ,15 .29 .20 .23 ,21 
52 ,10 -.03 -,07 -.15 ,30 .04 ,04 ,17 ,12 .12 .11 .07 .21 ,16 
53 .12 -.09 -.03 -.10 ,25 ,01 - .02 .22 .06 ,09 .13 ,11 .18 .19 
Intercorrelation Matrix of Analysis A (Continued) 
Variable Variable Number 
Number 29 30 31 32 33 34 35 36 37 38 39 40 41 42 
29 
30 .53 
31 .41 .74 
32 .45 .45 .57 
33 .32 .36 .45 .60 
34 .21 .33 .47 .55 .77 
35 .17 .26 .29 .41 .55 .58 
36 .35 .14 .01 .02 -.05 -.06 -.05 
37 -.05 -.07 -.13 -.17 -.04 -.10 -.09 .10 
38 -.20 -.24 -.15 -.30 -.13 -.12 -.03 .06 .21 
39 .08 .04 -.02 -.09 -.13 -.07 -.21 .43 .19 .17 
40 .08 .11 .01 -.15 -.11 -.08 -.10 .33 .02 .10 .33 
41 -.02 .01 .03 .00 -.02 -.07 .01 .17 .14 .23 .17 .09 
42 -.12 -.02 .03 .07 -.01 -.02 -.05 -.63 -.18 -.43 -.32 -.22 -.29 
43 -.12 -.12 -.11 -.12 .04 .07 .08 .23 .16 .51 .15 .04 .23 .82 
44 .27 .12 .03 -.02 -.03 -.03 .01 .78 .15 .28 .38 .31 .27 -.91 
45 -.03 -.02 .06 .12 .30 .29 .09 -.04 .12 .10 .11 -.19 .09 -.12 
46 .09 .11 .03 -.04 -.26 -.24 -.04 .06 -.17 -.06 -.07 .20 -.01 .04 
47 -.11 -.16 -.14 -.17 -.25 -.23 -.12 -.02 -.01 -.11 -.14 .09 -.20 .19 
48 .01 -.08 -.09 -.12 -.04 .01 -.03 .12 .07 .14 .13 .02 -.08 -.15 
latercorrelation Matrix for Analysis A (Continued) 
Variable Variable Number 
Number 29 30 31 32 33 34 35 36 37 38 39 40 41 42 
49 .08 .05 -.03 -.19 -.11 -.07 -.08 .33 .15 .13 .24 .21 .02 -.24 
50 .14 .12 .11 -.03 .08 .08 -.02 .27 .04 .12 .27 .22 -.03 -.25 
51 .08 .06 .08 .05 .12 .09 .10 .35 .09 .06 .17 .13 .12 -.38 
52 .04 -.07 .01 .05 .14 .15 .08 .27 .01 .11 .18 .12 .20 -.30 
53 .01 -.07 -.03 .05 .16 .18 .10 .23 .11 .08 .13 .05 . 06 -.24 
ial 
inb« 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
Intercorrelation Matrix for Analysis A (Continued) 
Variable Number 
43 44 45 46 47 48 49 50 51 52 53 
.51 
.20 .03 
.16 .05 -.92 
.19 -.15 -.74 .44 
.12 .14 -.07 .07 .02 
.03 .34 -.16 .16 .10 .38 
.11 ,30 -.01 .04 1 o
 
.15 
C
O
 m
 
.23 .39 .01 .00 -.01 -.36 .10 .19 
.20 .30 .12 -.10 -.11 -.06 -.16 -.01 
.12 .28 .21 -.19 -.14 -.03 .01 
00 o
 I 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
Intercorrelation Matrix for Analysis B 
Variable Number 
1 2 3 4 5 6 7 8 9 10 11 12 13 
.44 
.27 -.32 
-.26 .12 -.65 
.17 -.42 .86 -.70 
.05 .26 -.12 .07 -.14 
.01 .22 -.10 -.02 -.15 .56 
-.05 -.11 -.14 .21 -.06 -.35 -.65 
.09 .16 -.08 .10 -.17 -.16 -.01 -.02 
.16 .14 .02 .07 -.14 .12 -.03 -.04 .90 î? 
-.19 .13 -.47 .56 -.45 .01 .01 -.14 .01 .03 
.19 -.14 .48 -.55 .46 -.04 -.04 .16 -.04 -.05 -.98 
-.06 .36 -.39 .34 .56 .04 .18 -.22 -.09 .14 .65 -.66 
.09 -.31 .38 -.32 .52 -.05 -.27 .32 -.01 -.05 -.67 .69 -.93 
-.07 .31 -.25 .24 -.41 .06 ,11 -.16 -.00 .02 .38 -.37 .71 
.02 .26 -.13 -.06 -.22 .01 .19 -.34 -.30 -.28 .26 -.25 .44 
.00 .22 -.12 .05 -.25 .07 .25 -.43 -.29 -.27 .39 -.39 .55 
-.21 .32 -.27 .27 -.49 .15 .13 -.03 .17 .21 .10 -.12 .43 
.06 .43 -.16 .11 -.29 .09 .10 -.10 .13 .14 .11 -.14 .28 
iat 
mbe 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Intercorrelation Matrix for Analysis B (Continued) 
1 2 3 4 
Variable 
5 6 
Number 
7 8 9 10 11 12 13 
.11 .45 -.16 .06 -.26 .09 .09 -.07 .15 .13 .07 -.10 .24 
.03 .01 .16 .12 -.08 .01 .02 .05 .14 .25 - .02 .01 .20 
.10 .25 .04 -.40 -.14 .05 .20 -.12 - .06 -.05 - .44 .41 .11 
.09 .32 -.03 -.33 -.24 .10 .23 -.14 .00 -.01 -.34 .30 .19 
.11 .17 -.20 .44 - .40 .11 -.00 -.03 .18 .27 .43 - .44 .43 
.12 -.06 .01 .44 -.14 -.05 -.10 -.02 .11 .22 .39 -.38 .29 
.04 .11 .10 .22 -.12 .01 .04 -.08 .25 .35 .12 -.13 .32 
.03 .11 .18 .03 -.06 .05 .11 -.12 .09 .23 -.01 -.00 .25 
.00 .02 .28 -.05 .05 .10 .18 -.22 .08 .18 -. 06 .05 .19 
.03 - .03 .27 -.16 .18 .02 .10 -.17 -.05 .01 -.08 .08 .04 
.03 -.19 .33 -.21 .30 .04 .13 -.12 -.02 -.01 -. 16 .16 -.12 
.04 -.22 .43 -.33 .40 .04 .11 -.14 -.04 -.00 -.30 .29 - .22 
.10 -.33 .43 - .26 .50 .04 .02 -.04 .01 .01 - .44 .44 -.43 
.10 -.33 .43 -.33 .54 -.01 - .03 -.04 - .02 -.04 -.49 .49 -.51 
.16 -.19 .15 -.23 .39 -.01 -.00 -.03 -.15 - .18 -.19 .19 -.22 
.51 .95 -.18 .03 - .26 .25 .19 -.20 .16 .15 .09 - .08 .21 
.57 .85 -.12 -.05 -.11 .21 .15 - .18 .11 .07 .06 -.05 .08 
.22 .28 -.71 .82 - .81 .09 .08 .21 .11 .09 .49 -.51 .52 
.03 .27 -.36 .14 -.40 .04 .05 .36 .01 -.00 .04 -.08 .33 
.15 -.17 " .41 -.13 .28 -.19 - .12 - .10 -.13 - .02 .17 -.18 .22 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 1 2 3 4 5 6 7 8 9 10 11 12 13 
40 .23 -.15 .54 -.26 ,39 -.18 -.10 -.10 -.16 -.03 .07 -.07 .15 
41 -.10 .25 -.23 .27 -.40 .14 .13 -.17 -.10 -.04 .40 -.42 .55 
42 -.10 .16 -.14 .19 -.17 .11 .27 -.22 -.42 -.36 .47 -.47 .47 
43 -.17 .31 -.34 .28 -.50 .22 .31 -.22 -.09 -.05 .41 -.45 .68 
44 -.17 .22 -.22 .19 -.32 .20 .30 -.29 -.16 -.12 .46 -.49 .59 
45 -.05 .00 .10 -.11 .01 .00 .23 -.32 -.09 -.04 .30 -.33 .43 
46 .07 .05 -.02 -.04 .03 -.05 -.05 .18 .06 .06 -.22 .23 -.30 
47 .15 -.07 .15 -.15 .19 -.13 -.10 .09 .06 .07 -.24 .25 -.27 
48 -.27 .30 -.40 .36 -.56 .19 .13 -.04 .21 .22 .13 -.14 .37 
49 .40 -.23 .53 -.46 .59 -.19 -.08 -.04 -.21 -.18 -.16 .16 -.25 
50 -.09 -.30 .20 -.00 .25 -.21 -.37 .24 .21 .21 -.14 -.17 -.34 
51 .04 .15 -.18 .07 -.16 .16 .32 -.16 -.23 -.23 .15 -.16 .21 
52 .46 .74 .02 -.10 -.02 .33 ,25 -.24 .03 .03 -.02 .04 ,02 
53 .32 .73 -.12 .04 -.15 .37 ,34 -.30 -.06 -.07 .15 -.14 .17 
54 .18 .34 -.06 -.04 -.08 .18 .18 -.17 -.06 -.09 .04 -.03 .09 
55 .42 .76 -.05 -.07 -.07 .34 .25 -.25 .06 .05 -.03 .05 .01 
56 .32 .78 -.15 .07 -.21 .37 .33 -.31 -.02 -.02 .15 -.14 .23 
57 .31 .79 -.22 .12 -.27 .38 .37 -.30 .00 -.02 .19 -.19 .27 
58 .35 .76 -.07 -.04 -.12 .38 .27 -.25 .09 .09 -.06 .06 .03 
59 .29 .79 -.17 ,07 -.23 ,42 .36 -.31 .04 .03 .09 -.08 .20 
60 ,30 .81 -.20 .09 -.26 .43 .40 -.34 .03 .00 .14 -.13 ,25 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
14 
15 -.62 
16 -.45 .43 
17 -.58 .48 .82 
18 -.33 .41 .12 .09 
19 -.25 .22 .19 .15 .33 
20 -.22 .18 .17 .12 .24 .94 
21 -.14 .20 -.07 -.07 .54 .24 .17 
22 -.12 .16 .31 .22 .28 .16 .16 .16 
23 -.19 .19 .35 .27 .37 .17 .17 .10 .90 
24 -.34 .35 .10 .16 .63 .22 .12 .39 -.22 .00 
25 -.19 .27 -.05 .05 .42 .10 .02 .48 -.42 -.36 .73 
26 -.22 .29 -.05 .02 .58 .29 .23 .69 -.04 -.05 .56 .69 
27 -.19 .19 .01 .06 .49 .22 .18 .65 .23 .21 .39 .43 .67 
28 -.19 .17 -.03 .04 .33 .14 .08 .54 .20 ,18 .23 .26 .51 .70 
29 -.05 .02 -.02 -.02 .13 .03 -.00 .29 .14 .08 .03 .10 .27 .43 
30 .09 -.09 -.20 -.18 -.00 -.10 -.13 .20 .06 -.02 -.05 .05 ,17 .29 
31 ,18 -.14 -.14 -.17 .01 -.11 -.16 .21 .16 .06 -.09 -.00 .12 .31 
32 .42 -.29 -.23 -.30 -.08 -.18 -.20 ,16 -.00 -.08 -.11 .03 .14 .26 
33 .51 -.36 -,24 -.31 -,10 -,25 -.25 .07 .02 -.06 -.20 -.04 ,08 .18 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
34 .18 -.16 -.06 -.12 -.06 -.17 -.17 .08 .04 -.04 -.18 -.07 .03 .11 
35 -.18 .21 .24 .20 ,19 .41 .45 -.04 .12 .18 .11 -.05 .07 .05 
36 -.08 .08 .21 .18 -.13 .29 .35 -.23 .03 .07 -.07 -.19 -.13 -.12 
37 -.49 .33 .02 .11 .42 .19 .14 .10 -.04 .07 .43 .25 .22 .14 
38 -.31 .21 -.06 -.07 .24 .11 .12 .10 .34 .33 -.01 -.18 -.00 .08 
39 -.24 .17 .15 .25 -.16 -.07 -.13 .11 .00 -.04 -.02 ,10 .14 -.15 
40 -.17 .11 .13 .22 -.15 -.07 -.11 .19 .07 .01 -.08 .07 .13 .21 
41 -.55 .46 .35 .44 .47 .13 .10 .20 .14 .23 .46 .31 .32 .22 
42 -.55 .39 .44 .55 .06 -.03 -.08 .01 .04 .05 .12 .06 -.01 .05 
43 -.70 .56 .36 .46 .50 .22 .17 .23 .33 .37 .31 ..12 .23 .29 
44 -.65 .47 .40 .45 .27 .11 .05 .11 .21 .24 .20 .04 .07 .15 
45 -.50 .20 .22 .33 .08 -.01 -.06 .09 .16 .17 .07 .03 .07 .15 
46 .33 -.20 -.15 -.23 -.10 -.07 -.05 -.02 -.01 -.01 -.08 -.06 -.14 -.10 
47 .30 -.22 -.11 -.15 -.27 -.10 -.07 -.05 -.07 -.08 -.13 -.09 -.17 -.15 
48 -.29 .37 .10 .08 .87 .26 .17 .41 .22 .31 .60 .37 .50 .43 
49 .17 -.30 -.01 .02 -.74 -.16 -.09 -.25 -.07 -.17 -.52 -.31 -.36 -.25 
50 .42 -.16 -.27 -.32 -.07 -.19 -.19 .10 -.34 -.34 .09 ,26 ,17 .08 
51 -.26 .08 .23 .25 -.04 .15 .18 -.14 .05 .08 -.05 -.14 -.20 -.17 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
52 -.02 ,09 .15 .14 -.02 .16 .19 -.11 .05 ,07 -,07 -.14 -.07 -,01 
53 -.20 ,20 ,27 ,26 .06 ,13 .15 -.10 .03 .07 .01 -.11 -.06 -.03 
54 -.11 .12 .24 .23 .04 ,05 ,06 -.16 .13 .12 -.08 -.19 -.12 -.14 
55 -.00 .07 ,15 ,12 .03 ,17 .19 -.11 .05 .08 -.06 -.15 -.07 -.02 
56 -.23 ,25 .27 .27 .15 .18 .19 -,05 ,07 .12 .07 -.07 -.02 .03 
57 -.29 .27 .28 .28 .14 ,21 .22 -.06 .09 .13 .05 -.08 -.03 ,00 
58 -.01 .11 .12 .09 ,16 .20 .20 -.05 .10 .14 .03 -.09 -.02 .07 
59 -.19 .24 .24 .22 .23 .21 .22 .00 .11 .16 .09 -.05 -.05 .07 
60 -.25 .25 .28 .26 ,21 ,22 .24 -.02 .12 .17 .08 -.07 -.03 .06 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 28 29 30 31 32 33 34 35 36 37 38 39 40 41 
28 
29 .53 
30 .41 .74 
31 .45 .45 .57 
32 .32 .36 .45 .60 
33 .21 .33 .47 .55 .77 
34 .17 .26 .29 .41 .55 .58 
35 -.02 -.05 -.19 -.20 -.25 -.25 -.17 
36 -.15 -.11 -.20 -.21 -.23 -.22 -.15 .93 
37 .06 -.03 -.15 -.29 -.34 -.41 -.23 .07 -.05 
38 .09 .02 -.01 -.06 -.24 -.24 -.10 .04 -.03 .46 
39 .18 .18 .17 .19 .00 -.09 -.06 -.02 -.16 -.03 .02 
40 .23 .25 .21 .29 .06 -.03 -.04 -.15 -.11 -.17 -.00 .91 
41 .16 .13 -.02 -.09 -.24 -.28 -.16 .13 -.01 .44 .18 .23 .17 
42 .09 .10 -.01 -.03 -.16 -.25 .03 .06 .06 .30 .21 .41 .37 .53 
43 .25 .18 .08 -.03 -.24 -.34 -.07 .13 -.03 .54 .41 .23 .16 .65 
44 .19 .12 .08 .06 -.18 -.29 -.01 .09 .00 .38 .28 .38 .31 .54 
45 .21 .10 .07 .11 -.09 -.15 .02 -.07 -.10 .08 .13 .42 .41 .26 
46 -.15 -.07 -.10 -.09 .09 .08 -.02 .08 .10 -.10 .04 -.32 -.25 -.26 
47 -.08 -.08 -.06 -.05 .05 .16 -.03 .01 .09 -.24 -.11 -.19 -.12 -.34 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 28 29 30 31 32 33 34 35 36 37 38 39 40 41 
48 .27 .12 .03 -.02 -.03 -.03 .01 .18 -.10 .48 .23 -.20 -.28 .43 
49 I -.12 -.02 .03 .07 -.01 -.02 -.05 -.13 .11 -.49 -.20 .32 .44 -.33 
50 -.03 -.02 .06 .12 .30 .29 .09 -.20 -.17 -.22 -.29 .16 .10 -.23 
51 ' -.11 -.16 -.14 -.17 -.25 -.23 -.12 .13 .13 .10 .09 -.29 -.21 .07 
52 .01 -.01 -.07 -.02 -.08 -.08 -.03 .82 .81 -.10 .00 -.05 .01 .04 
53 .02 .01 -.08 -.06 -.13 -.15 -.04 .76 .73 .05 .05 -.04 -.00 .20 
54 -.06 -.04 -.11 -.12 -.20 -.17 -.07 .34 .32 .01 -.08 -.01 .03 .10 
55 .01 -.03 -.10 -.06 -.09 -.08 -.04 .84 .82 -.08 -.01 -.14 -.09 .01 
56 .06 .04 -.07 -.10 -.15 -.15 -.05 .80 .74 .10 .05 -.07 -.03 .23 
57 .03 .03 -.08 -.12 -.18 -.19 -.07 .79 .74 .17 .10 -.10 -.07 .24 
58 .05 .01 -.06 -.03 -.03 -.03 -.00 .81 .75 -.02 .02 -.15 -.10 .08 
59 .06 .02 -.07 -.09 -.12 -.12 -.03 .80 .72 .10 .06 -.13 -.10 .21 
60 .05 .02 -.08 -.10 -.15 -.15 -.04 .81 .73 .15 .09 -.13 -.10 .24 
iat 
mbe 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
Intercorrelation Matrix for Analysis B (Continued) 
42 43 44 45 46 
Variable 
47 
Number 
48 49 50 51 52 53 
.63 
.69 .85 
.43 .39 .46 
.28 -.34 -.38 - .28 
.34 -.45 -.43 -.31 .46 
.09 .52 .32 .02 -.14 -.30 
-.05 -.42 -.28 .08 .08 .27 -.91 
-.35 -.47 -.33 -.27 .09 .06 .03 - .12 
.22 .15 .08 .13 -.02 .16 .15 .19 -.74 
.21 .08 .13 -.04 .02 .01 .02 -.02 -.12 .07 
.40 .28 .32 .06 -.03 - .06 .11 -.11 -.24 .15 .89 
.21 .18 .19 - .02 -.10 -.09 .06 -.02 -.21 .15 .35 .45 
.14 .05 .09 -.07 .06 .04 .07 -.07 -.14 .08 .94 .86 
.37 .32 .31 .06 - .03 -.07 .19 -.15 -.29 .18 .86 .95 
.38 .36 .33 .08 -.04 -.08 .18 -.14 - .36 .23 .82 .93 
.15 .12 .13 -.05 .03 -.01 .20 -.20 -.13 .07 .92 .85 
.29 .30 .27 .01 -.03 -.08 .27 - .23 -.25 .15 .85 .92 
.33 .34 .31 .06 -.02 -.09 .25 - .21 -.31 .19 .82 .92 
Intercorrelation Matrix for Analysis B (Continued) 
Variable Variable Number 
Number 54 55 55 57 53 59 60 
55 .36 
56 .43 .87 
57 .43 .83 .97 
58 .37 .93 .86 .81 
59 .41 .85 .95 .93 .89 
60 .43 
CO 00 
. 95 .95 00
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APPENDIX C. CASE STUDY INTERVIEW OUTLINE 
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1966 Study of 16 Iowa Communities 
INTERVIEW OUTLINE 
1. Notion of Progressiveness 
Has the population of your city lost, gained or remained about the 
same during the past ten years? 
Communities, towns, or cities, may gain or decline in other ways also. 
This is related to the notion of "progress." What is your conception 
of "progress", "progressive" (as a progressive community) and 
measures of "progressiveness"? 
Gain or progress, loss or decline, may be evaluated in terms of 
institutions of communities. Some of these are: 
Government; Is your city government good, progressive, 
competent, etc.? 
Services ; Are the services provided by your city government 
adequate? -- streets, sidewalks, parks, park benches, police 
protection, fire protection, water, sewage, etc.? 
Cooperative agencies: County government (law enforcement, 
highways, etc.); county, state and federal (welfare, employment 
service, agricultural and home economics extension, etc.) 
Education: Does the community have good schools? -- elementary, 
high school, perhaps junior college or vocational-technical 
school? 
Business : Does the community have good business places? If it 
has industry is this good for the community? 
Health services: Does the community have enough doctors, 
dentists? A hospital? 
The people: In general, are the people a credit to the 
community? Are they good citizens? 
Aesthetics or appearance of the community: Is the community 
pleasant to look at? 
Summary: What is the role of all these categories in your 
impression of the community? Do they help or hinder? Do they 
contribute to progress, to decline, or keep things static? 
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Aggregate : Taking everything into consideration, what do you 
think of your community? going downhill? static? progressive? 
Do you think it is a good place to live? Have you thought of 
moving from your community? Would you leave if you had an 
opportunity to do so (job and place to live, elsewhere)? 
2. Consumption Function 
What services are lacking that should be established? What is the 
social pattern of shopping? Is there a personal basis of buying? 
3. Economic Function 
How would you describe the economic base of the community? What is the 
primary economic function? How does the town serve the surrounding 
countryside? Has the primary function changed over time? 
4. Occupational Diversity 
What do most people do for a living? Could you classify occupational 
groups and rank in order of number in each group? Do occupations have 
visible signs such as dress? Could you tell a farmer, a businessman 
if you didn't know? Is any occupational group dominant? 
5. Age Grading 
Is there residential segregation by age? Is there age clustering by 
activity? Are certain places "hangouts" for youth? For older people? 
Can age groups be distinguished in any way? By dress? By manner? 
6. Class, Caste, Cliques 
Is there a recognizable class system in this town? Could you describe 
it? Do marriages tend to follow class lines? Is church membership 
associated with class lines? Are there any issues which divide groups 
of people? What are they? What groups? 
7. Social Control 
Informal vs. formal: How are infractions of the law handled? Does the 
law enforcement official just speak to the parents, in case of juveniles 
(informal), or are formal procedures always followed (suspect is booked, 
case taken through judicial proceedings, etc.)? 
Do members of the several socio-economic levels "know their place"? 
Examples: certain organizations, clubs, facilities, and activities 
for certain persons. 
Same behavior condoned or not condoned, depending upon the person who 
is doing the acting. Example: speeding ticket "taken care of" for 
some, not others. 
8. Mutual Support 
Are there any examples of community action in time of personal disasters? 
Will the community rally to support someone who has suffered a loss? 
Do people hold to pretty much the same values -- or is divergence 
noticeable? Do age groups help one another out? Do elderly people do 
one another a good turn? 
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Socialization Function 
Is this town a good place to raise kids? Are the school and community 
well integrated? How much commercial support is there for the school? 
Are school children welcomed downtown? 
Recreation 
What leisure and recreation activities do you engage in? What 
leisure and recreation activities are available in your community? 
Are these adequate? Does a lack of leisure and recreation activities 
deem the community as unfavorable? 
Pace of Life -- Round of Activities 
Daily round. What time of day is the busiest? Who would you see on 
the streets at noon, 3:00 p.m., 6:00 p.m., 9:00 p.m., midnight, 
3:00 a.m.? What is the flow of activity? Stores open, close, factory 
shifts. 
Weekly round. Noticeable weekend. Difference in pace on Sunday. 
Seasonal round. Difference in activity during seasons. Emphasis on 
holidays? Which? 
Does pace differ from say Des Moines? Another town this size? 
If walking downtown at noon, how many people would you likely meet who 
you would recognize? 
Inter-Community Relations 
Do you travel to any nearby towns or cities? How often? What for? 
(economic services, medical, relatives, etc.) Do the purposes of 
such trips contribute to the rivalry between the cities? To the 
cooperation? 
Is there any rivalry between your city and any other (nearby)? towns 
or cities? What is the nature of this rivalry? 
Does your city cooperate with any other nearby towns or cities 
(schools, parks, celebrations, etc.)? 
