Abstract-Modulation recognition is a challenging task while performing spectrum sensing in cognitive radio. Recently, deep learning techniques, such as convolutional neural networks (CNNs) have been shown to achieve state-of-the-art accuracy for modulation recognition. However, CNNs are not explicitly designed to undo distortions caused by wireless channels. To improve the accuracy of CNN-based modulation recognition schemes, we propose a signal distortion correction module (CM). The proposed CM is also based on a neural network that can be thought of as an estimator of carrier frequency and phase offset introduced by the channel. The CM output is used to shift the signal frequency and phase before modulation recognition and is differentiable with respect to its weights. This allows the CM to be co-trained end-to-end in tandem with the CNN used for modulation recognition. For supervision, only the modulation scheme label is used and the knowledge of true frequency or phase offset is not required for co-training the combined network (CM+CNN).
I. INTRODUCTION
C ONGESTION in spectra of wireless networks is increasing with number of users. However, at times parts of the spectrum remain underutilized [2] . This gives rise to the need for algorithms that can dynamically share the available spectrum. In the scenario of cognitive radio, spectrum sharing allows cognitive radio users (secondary) to share the spectrum bands of the licensed users (primary). A key aspect of spectrum sharing is spectrum sensing [3] . Spectrum sharing involves white space detection based on which the secondary users (SUs) communicate. Since the primary users (PUs) opportunistically allow the secondary users to operate in an inactive frequency band originally allocated to the PUs, minimum time delay in spectrum sensing is desired [4] . Recent research efforts have been made towards designing high-quality spectrum-sensing devices and algorithms to characterize the radio frequency (RF) environment, particularly to recognize the modulation scheme. Distortion of the received signal due to channel fading effects makes modulation recognition a challenging task. Hence, an algorithm that models and corrects the distortion caused by the channel should improve modulation recognition.
In the past few years, deep neural networks have achieved state-of-the-art performance in pattern recognition tasks [5] . Fig. 1 . Data Generation Scheme [13] .
Even for modulation recognition, different deep learning methods such as multilayer perceptron (MLP) [6] , convolutional neural network (CNN) [1] and convolutional long short-term deep neural networks (CLDNN) [7] have shown to outperform feature extraction based methods such as [8] , [9] , and [10] . However, CNNs and CLDNNs are not explicitly formulated to account for carrier frequency offset (CFO) and phase noise, which are randomly added to the transmitted signal by the channel. To further improve the accuracy of a CNN for this task, we introduce a correction module (CM) to undo the effect of random frequency and phase noise without using any prior knowledge about these parameters. The CM is co-trained with the CNN. We call this scheme CM+CNN.
II. RELATED WORK AND BACKGROUND Increasingly more sophisticated machine learning techniques are being used to recognize modulation scheme. For instance, in addition to a decision theoretic and MLP-based approach [6] , support vector machines have been applied [10] . A hierarchical modulation recognition system was introduced in [11] which showed that with increased path fading, the classification accuracy degrades. Work in [12] used maximum likelihood approach and compared it with nearest neighbor and distribution test-based classifier for simplistic channel model. Other techniques include feature engineering methods using cyclostationarity and wavelet transform [9] . Extracting a proper set of features for classification has issues such as indeterminacy of instantaneous phase or frequency. By contrast, CNNs and CLDNNs [7] learn their own hierarchy of features required for classification from the data itself. Because of this, CNNs and CLDNNs can convincingly outperform widely used modulation recognition approaches as presented in [1] and [7] .
We use a popular open source synthetically generated dataset, RadioML2016.10a [13] for benchmarking. The dataset has 128 samples of each of the modulated signals. There are 11 different analog and digital modulation schemes with SNR varying from −20dB to + 18dB. The candidates for the modulation scheme are shown in Fig. 6 . This dataset was also used in a previous work based on CNN and CLDNN [7] . Fig. 1 illustrates the dataset generation technique used in [13] , whose channel model incorporates a sampling frequency offset, carrier frequency offset and a phase noise using a random walk process. Additive white Gaussian noise (AWGN) further degrades the signal. The parameters used to model this channel are listed in Table I [ See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. [13] is a close replication of real radio transmission signals making it a quality dataset for developing algorithms and performing simulations for software based radio.
III. PROPOSED TECHNIQUE As described in Section I, addition of CFO and phase noise to the signal hampers modulation recognition. In this section, we introduce a correction module (CM) to address this issue as depicted in Fig. 2 . The CM can be divided into two parts. Part A is a trainable function that estimates the phase and frequency offsets (correction parameters) from the received signal. Part B is a static function that generates the input for CNN by undoing the frequency and phase shifts in the received signal using the offsets estimated by part A. The CM is cotrained with the CNN by backpropagating the loss function for error in the modulation recognition label. The loss function used is categorical cross entropy to co-train the CM+CNN end-to-end using Adam optimizer. No additional information, such as true phase or frequency offset is needed.
A. Correction Parameter Estimation
In part A of the CM, we utilize a MLP to estimate CFO ω and phase offset φ. The MLP has one hidden layer (FC1, in which 80 hidden neurons gave good validation performance) with tanh activation followed by a parameter estimation layer (FC2) with two outputs ω and φ as shown in Fig. 2 . To allow the estimation of these two parameters from a continuous and unbounded range (assuming no prior knowledge), we choose the activation function of FC2 to be linear. Since the signal is distorted randomly, the error in the estimation of the correction parameters may vary with SNR and the modulation scheme. Therefore we also experimented with the idea of simultaneously giving multiple versions of the signal to the CNN along with the original (uncorrected) signal as well. We used K+1 pairs of correction parameters (ω k , φ k ) indexed by k, such that k = 0 was reserved for the received signal without any estimated correction (i.e., (ω 0 , φ 0 ) = (0, 0)), and rest of the K signals were generated using the 2K output neurons of the MLP.
B. Generating Input for CNN
The part B of the correction module applies the phase and frequency inverse transformations using the estimated correction factors. That is, the part B implemented the following equations:
where x n denotes the received signal, n denotes the discrete time index, ω k and φ k denote k th frequency and phase correction factors respectively. Y
k ,n denote the I and Q components of the signal obtained after frequency and phase change. (Z) and (Z) denote real and imaginary parts of the complex number Z respectively. In practice, we obtained best results with K = 1. That is, k = 0 corresponded to the original signal, while we needed to estimate only one frequency-phase pair for k = 1 using the MLP in part A requiring it to have only two output neurons. Thus, the dimension of the output of part B was 128 × 2(K + 1), where the dataset had 128 samples for each signal, and the factor 2 accounts for both real and imaginary parts of the signal. For K = 1, the output of the CM was sized to dimension 128 × 4. Note that due to the lack of knowledge of the actual phase and frequency offsets, we neither trained the CM using an assumed phase or frequency offset, nor were we able to judge the extent to which it excelled at estimating actual offsets. We only co-trained CM end-to-end with the CNN with the sole objective of predicting the modulation scheme. Should the actual parameter estimation be actually necessary for the demonstrated improvement in modulation recognition, we can rely on the fact that a MLP, which was used to model the CM, is a universal function approximator, if it can have an unrestricted number of neurons in its sole hidden layer.
C. End-to-End Training and CNN Architectures
The output of the CM, which was K + 1 versions of the received signal, was input into the CNN that estimated the modulation scheme. To co-train CM+CNN, i.e., the parameters of the MLP and the CNN, the recognition error loss was backpropagated through the cascade of CNN, inverse transformation, and MLP. This was possible because the sub-gradient of outputs of the MLP and the CNN with respect to their respective inputs and parameters (weights and biases) exists everywhere by design. Additionally, a quick look at (1) and (2) is sufficient to realize that the gradient of the outputs of the inverse transformation with respect to its inputs x n , ω k , and φ k also exists. This allowed end-to-end backpropagation using only the knowledge of true modulation scheme for the training data without additional knowledge of the actual frequency or phase offsets.
To improve the modulation recognition accuracy, we trained two different CNNs, one each for SNRs below and above 0 dB. Based on prior studies we assume that one can almost always determine whether the SNR is below or above 0dB, even without the knowledge of the modulation scheme [14] , [15] . We confirmed that architectures similar to the ones described previously in [7] worked well, which is satisfying as it also allows direct assessment of adding the proposed correction module. We used a four-layer CNN for non-negative SNR and a three-layer CNN for negative SNR based on a validation process. All convolutional layers of our CNNs (whether three or four) had 50 one-dimensional convolutional filters of size 8. We used four input channels as described in Section III-B for the input layer, unlike the two channels of [7] . The convolution was performed using valid setting and thus no padding was required at signal edges. The first two convolutional layers were each followed by max-pooling with factor 2. The output of the convolutional layers was followed by fully connected layers having 512 neurons. The output layer had 11 neurons, one for each modulation scheme. All layers used rectified linear activation, except the output layer that used softmax. The hyperparameters setting of the CM+CNN as described above were selected based on a validation process.
IV. RESULTS AND DISCUSSION
Although we conducted several experiments to determine useful architectures and hyperparameter settings, we describe those that led to conclusive results. The correction module in this letter accounts for phase and frequency offset introduced by the channel as described in Section II. We also verified the previous benchmark results by reimplementing CNN and CLDNN [7] . The architecture used for CNN had 3 convolutional layers each having 50 filters with 1 × 8 filter size. For CLDNN the output of 3 convolutional layers was concatenated with the output of the first convolutional layer followed by a long short term memory (LSTM) layer. Comparison of modulation recognition accuracy between the proposed method, CNN and CLDNN for different SNRs is shown in Fig. 3 . For SNRs above −14dB a higher accuracy is observed using the proposed technique with significant improvements above 0dB.
We also experimented with the following three cases of parameter corrections: 1) frequency only, 2) phase only, and 3) frequency and phase corrections. Accuracy gains with respect to the base CNN for the three cases are presented in Fig. 4 . We observed significant gains for nearly all the cases, thus demonstrating the benefit of frequency and phase offset corrections. Fig. 5 shows the output of the correction module. Note that the activation function of the final fully connected layer of the MLP was linear as described in Section III-A. The output could have been any real value. But we observe in Fig. 5 most of the frequency corrections lie in the range of −0.01 Hz to +0.01 Hz. The standard deviation of the frequency corrections obtained is 0.01131 Hz. This matches with the standard deviation of carrier frequency offset that is used to model the channel as listed in Table I , even though we did not use any prior information about the distortion. Due to a complicated effect of selective channel fading and delays, it is difficult to estimate the actual range of random phase noise. In our experiments we found the phase noise correction to vary between 150 • and 270 • with a mode at 240 • . Note that, while maximum likelihood estimation approaches have been used for frequency and phase offset estimation, it is difficult to use them on datasets with multiple and unknown modulation schemes. Further we plot the confusion matrix for non-negative and negative SNRs in Fig. 6 . For non-negative SNRs in Fig. 6a , we observe that the major confusion is between QAM16 and QAM64. This could be because features for a signal with QAM64 modulation may not be captured by just 128 samples due to which the deep network confuses it with QAM16. In Fig. 6b , we observed confusion to have increased for negative SNR signals due to increased noise. All the techniques do no better than a random guess for signals having SNR lower than −14 dB as shown in Fig. 3. V. CONCLUSION We introduced a new module in this letter to estimate the carrier frequency offset and phase noise of the received signal to improve modulation recognition accuracy of deep learning schemes. The proposed network outperforms the previous benchmark achieving significant accuracy improvements for both high and low SNR signals. Since a generic CNN is not designed to deal with the effects caused by wireless channels, we addressed this issue by introducing a correction module. Further we observe that the statistics of frequency corrections calculated correspond closely with the actual frequency offsets introduced by the channel. We have demonstrated that the concept of spatial transformer networks [16] can be generalized to distortion correction for signals in a cognitive radio setup. Since there can be any number of perceptrons (correction factors) in the final layer, corrections other than phase or frequency can also be estimated. For example, distortion parameters for audio and speech signals can also be estimated for signal correction before a recognition task in a similarly cascaded neural network, which can be co-trained end-to-end.
