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Abstract
Among several tasks in Machine Learning, a specially important one is
the problem of inferring the latent variables of a system and their causal re-
lations with the observed behavior. A paradigmatic instance of this is the
task of inferring the Hidden Markov Model underlying a given stochastic
process. This is known as the positive realization problem (PRP) [BF04],
and constitutes a central problem in machine learning. The PRP and its
solutions have far-reaching consequences in many areas of systems and
control theory, and is nowadays an important piece in the broad field of
positive systems theory [Lue79].
We consider the scenario where the latent variables are quantum (i.e.
quantum states of a finite-dimensional system), and the system dynamics
is constrained only by physical transformations on the quantum system.
The observable dynamics is then described by a quantum instrument, and
the task is to determine which quantum instrument –if any– yields the
process at hand by iterative application.
We take as a starting point the theory of quasi-realizations, whence a
description of the dynamics of the process is given in terms of linear maps
on state vectors and probabilities are given by linear functionals on the
state vectors. This description, despite its remarkable resemblance with
the HiddenMarkov Model, or the iterated quantum instrument, is however
devoid of any stochastic or quantum mechanical interpretation, as said
maps fail to satisfy any positivity conditions. The Completely-Positive
realization problem then consists in determining whether an equivalent
quantum mechanical description of the same process exists.
We generalize some key results of stochastic realization theory, and
show that the problem has deep connections with operator systems the-
ory, giving possible insight to the lifting problem in quotient operator
systems. Our results have potential applications in quantum machine
learning, device-independent characterization and reverse-engineering of
stochastic processes and quantum processors, and more generally, of dy-
namical processes with quantum memory [Gut¸a˘11, GY13].
1 INTRODUCTION
1 Introduction
LetM be an alphabet with |M| = m symbols and letMℓ be the set of words of
length ℓ. Let M∗ be the free monoid generated by M, i.e., the set of all finite
words
M∗ =
⋃
ℓ≥0
Mℓ, (1)
with concatenation as “multiplication” and the empty word ε as unit element.
We will be concerned with stochastic processes defined on sequences of random
variables over M, i.e., stationary probability measures over M∗. We assume
throughout that p is a stationary stochastic process on M∞, namely,
p(u) ≡ p(Yt = u1,Yt+1 = u2, . . . ,Yt+ℓ−1 = uℓ), u = (u1, . . . , uℓ) ∈ Mℓ (2)
is independent of t. We will use ℓ to denote a generic length of a word u, so
that u can be written as u = (u1, . . . , uℓ) instead of the more cumbersome u =
(u1, . . . , u|u|). Let p be a stationary stochastic process defined on the alphabet
M. Our focus will be on processes generated by “Markovian” dynamics of a
“finite memory”; much of the subsequent developments is to make these notions
precise.
Definition 1. A quasi-realization of a stochastic process is a quadruple (V , π,
D, τ), where V is a vector space, τ ∈ V, π ∈ V∗ and D :M∗ → L(V) is a unital
representation of M∗ over V, i.e.,
D(ε) = 1, (3)
D(u)D(v) = D(uv), ∀u,v ∈M∗. (4)
In addition, the following relations hold,
π
[∑
u∈M
D(u)
]
= π,
[∑
u∈M
D(u)
]
τ = τ, (5)
and
p(u) = π⊤D(u)τ ∀u ∈ M∗. (6)
As can be readily seen from the definition, the quasi-realization of a stochas-
tic process is far from unique.
Definition 2. Two quasi-realizations are said to be equivalent if they generate
the same stochastic process.
The problem of deciding whether two quasi-realizations are equivalent is
known as the identifiability problem. Let us now just point out the most im-
mediate case of equivalence. Given a quasi-realization (V , π,D, τ), an equiva-
lent quasi-realization can be obtained by a similarity transformation T , (V , πT,
T−1DT, T−1τ). Such equivalent quasi-realizations are said to be isomorphic;
note that not all equivalent realizations are isomorphic.
Any smallest dimensional quasi-realization admitted by p is called a regular
realization, and its dimension is the order of p. Given the finite description
consisting of the matrices {D(u) : u ∈ M}, and of τ ∈ V , π ∈ V∗, the p(u)
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are efficiently computable for all u = (u1, . . . , uℓ) ∈ M∗ because of Eqs. (4)
and (6). Conversely, the regular realization is efficiently computable given the
probabilities of words of length 2r − 1, where r is the order of p [Eri70, Vid11].
We will always consider finite dimensional spaces, thus, when we say regular
quasi-realization we imply finite-dimensionality.
Example 1. Consider V = R4 and M∗ generated by the alphabet
M = {+,−, x, y, z, t}.
A quasi-realization is then given by
D(+) =
γ
2

1
2 0 0
1
2
0 0 0 0
0 0 0 0
1
2 0 0
1
2
 , D(−) = γ2

1
2 0 0 − 12
0 0 0 0
0 0 0 0
− 12 0 0 12
 (7)
D(x) =
γ
6

1 0 0 0
0 1 0 0
0 0 cos θ sin θ
0 0 − sin θ cos θ
 , D(y) = γ6

1 0 0 0
0 cos θ 0 − sin θ
0 0 1 0
0 sin θ 0 cos θ

(8)
D(z) =
γ
6

1 0 0 0
0 cos θ sin θ 0
0 − sin θ cos θ 0
0 0 0 1
 , D(t) = (γ − 1)

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(9)
and vectors/covectors
π = (1, 0, 0, 0), τ =

1
0
0
0
 .
One can check that the eigenvector conditions are satisfied for this set of matrices
and pair of vectors.
That a quasi-realization describes a normalized and stationary measure on
M∗ follows easily from the eigenvector conditions (5). However, whether the
measure is nonnegative is a nontrivial question.
Lemma 3. A quasi-realization defines a nonnegative measure if and only if
there is a convex cone C ⊂ V such that
1. τ ∈ C ,
2. D(u)(C ) ⊆ C , and
3. π ∈ C ∗ = {f ∈ V∗ : f(x) ≥ 0 ∀x ∈ C }.
Proof. It is easy to see that p(u) ≥ 0 follows from the conditions above. The
converse follows by considering C = cone{p(u)−1D(u)τ : u ∈ M∗} as the conic
hull of all the vectors D(u)τ . Then τ ∈ C and D(u)(C ) ⊆ C by construction.
That π ∈ C ∗ follows from p(u) ≥ 0. 
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The general problem of deciding whether a quasi-realization defines a nonneg-
ative measure is equivalent to deciding whether a rational power series always
has nonnegative coefficients, a problem known to be undecidable [Son75]. A
generalization of this undecidability result has been recently shown for matrix-
product operators [KGE14]. Below, we will show that the above example induces
a nonnegative measure by explicitly providing a cone C (see Examples 2, 4, 5
and 6). Before, we derive some general properties about cones associated to
regular realizations.
Lemma 4. Let R = (V , π,D(u), τ) be a regular quasi-realization, i.e., no equiva-
lent quasi-realization exists of smaller dimension. Then, any cone C satisfying
conditions in Lemma 3 is proper: C does not contain nor is contained in a
proper subspace of V, and τ is an order unit of C .
The proof is given in Appendix A.
The rest of the paper is organized as follows: In the next Section 2 we
review Hidden Markov Models, quasi-realizations, the associated positive re-
alization problem (PRP) and a characterization in terms of stable polyhedral
cones. This puts into the focus generalized probabilistic theories (GPTs), which
provide quasi-state spaces to explain processes. In Section 3 we move on to
the object of our study, Quantum Hidden Markov Models, and the completely
positive realization problem (CPRP). The subsequent sections are devoted to
developing the theory leading to our characterization of the CPRP in terms of
semidefinite representable (SDR) cones: In Section 4 we introduce some general
results about identifiability which introduce the notion of quotient realization,
which will be central throughout the paper. In Section 5 we pick up the no-
tion of quotient realization and show how this naturally determines the class
of cones that will be of our interest, namely, semidefinite representable cones.
Then, complete positivity leads us to consider quotient operator systems, and
show how semidefinite representable cones arise naturally in this context, as
the positive sets in V ⊗ B(Cn). Then, in Section 6, we use the fact that every
regular quasi-realization is a quotient realization to derive necessary conditions
for the feasibility of the CPRP. We show how in certain specific cases, these
conditions can be also sufficient, and discuss why in general this is not the case.
Then, we present the main subject of our result, namely, the SDR mapping cone.
Section 7 finally presents and proves our main result: That the existence of a
compatible SDR mapping cone is necessary and sufficient for the feasibility of
the CPRP. Throughout, we develop the simple Example 1 above, exhibiting its
nonclassical and indeed surprising quantum nature as we go along, to illustrate
the theoretical concepts.
2 Classical learning problem: Hidden Markov
Models
A central task in machine learning is to obtain the latent variables that account
for the apparent complexity of a given process p. These variables, although not
directly accessible to the observable dynamics summarize past behavior while
still providing complete information about future probabilities of events. To
4
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accomplish this, one aims to find a random variable X such that the future is
independent of the past, given X :
p(v|u) =
∑
X
P (v|X)P (X |u). (10)
However, for such a decomposition to exist at any given time we require that
state transition probabilities are only dependent on the generated output,
P (Xt = x
′,Yt = u|Xt−1 = x) ≡ [M (u)]x′x, (11)
in a time-invariant manner. This implies that X is Markovian, and we say that
p is a Hidden Markov Process. In such case, {Xt} represents the latent variables
of p, and an important problem in machine learning consists in recovering the
transition probabilities M (u).
A processes quasi-realization constitutes an abstract model of the behavior of
p. However this does not suffice to identify its latent variables in an operational
sense. Indeed, the elements of a quasi-realization (V , π,D, τ) are just a vector
space and some elements, maps and dual elements, with a priori no meaning
attached to their coordinates.
In particular, the vector π does not necessarily satisfy any positivity criterion,
and the maps D(u) need not be related to any stochastic transition probabilities.
Moreover, the vectors πD(u) will potentially take an unbounded number of
distinct values over V , giving little insight into the essential mechanism driving p.
Definition 5. A positive realization of p is a quasi-realization (Rd, π,M, τ),
such that M (u) are nonnegative matrices and
M =
∑
u∈M
M (u) is stochastic, (12)
π ∈ (Rd)∗ is a stationary distribution of M , and τ = (1, 1, . . . , 1) ∈ Rd.
Note that in a positive realization, the cone required in Lemma 3 is simply
C = Rd+, the cone of entry-wise nonnegative vectors.
The Positive Realization Problem (PRP) is the problem of finding a posi-
tive realization of a process p, given its regular realization [Vid11]. This problem
stands as one of the main quests in machine learning, and several variants can
be considered depending on the application. It remains open in its more general
formulation, although certain general aspects of it are well-understood [BF04].
It has been addressed from a variety of perspectives [And99, Vid11, CC11]. How-
ever, a full solution remains open and its computational cost is still unknown.
One of the keystones of this problem, was established early on.
Theorem 6 (Positive realization problem [Dha63]). Given a quasi-realization
(V , π,D, τ), an equivalent positive realization exists if and only if there is a
convex pointed polyhedral cone C ⊂ V such that
1. τ ∈ C
2. D(v)(C ) ⊆ C ,
3. π ∈ C ∗
5
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where C ∗ is the dual cone of C . 
This theorem highlights the nature of the cone C that guarantees not only
positivity of the induced measure p onM∗, but also on the level of the vector π
and maps D(u). A polyhedral condition on the cone C gives a nice geometrical
interpretation of the mechanisms underlying the system’s dynamics, where each
of the generating vectors of C is mapped onto a nonnegative linear combination
of all the vertices. This insight allows to draw equivalent positive realizations
from nonpositive ones [Vid11]. This, however, is far from being a solution to
the problem. The difficulty in pushed into finding the polyhedral cone that
satisfies the conditions [vdHvS99]. Partial results in this direction have been
obtained [And99, Vid11].
Example 2. We revisit the quasi-realization of Example 1 to note that in the
event of θ/2π being irrational, elements of the monoid generated by {x, y, z} will
be arbitrarily close to any element of 1⊕ SO(3). This implies that a polyhedral
stable cone C cannot exist, as is seen by noticing that any such cone must be
stable under all 1⊕ SO(3) transformations.
This can be stated as a more general result.
Lemma 7. Given a quasi-realization (V , π,D(u), τ), if there is a group G such
that for all g ∈ G there exist an element ug ∈M∗ and a scalar cg > 0 such that
cgcg′D
(ug)D(ug′ ) = cgg′D
(ugg′ ), (13)
then any cone C satisfying the conditions in Lemma 3 must be invariant under
the representation g → cgD(ug).
Proof. It is easy to show that for all {ug, g ∈ G}, the stability condition becomes
invariance. Indeed, combining D(ug−1 )(C ) ⊆ C with D(ug)(C ) ⊆ C we have
D(ug)D(ug−1 )(C ) ⊆ D(ug)(C ),
so that ce/(cgcg′)C ⊆ D(ug)(C ), where e is the identity of G. Since a cone is
invariant under multiplication by a positive constant, inclusion in the opposite
sense follows, and thus equality D(ug)(C ) = C , ∀g ∈ G. 
A simple corollary is that if the realization generates a nontrivial represen-
tation of a continuous group (in the sense that it is not constant along all
connected components), then the stable cone must be invariant under such con-
tinuous symmetry. This rules out all polyhedral cones and thus the existence of
equivalent positive realizations.
It is worth stressing the prominent role of polyhedral geometry in the con-
structions of stochastic models, a feature that has been revisited repeatedly
in the study of quantum vs classical correlations [WW01] and from the per-
spective of more general probabilistic theories [Pfi12]. These latter are a the-
oretical framework that originated in the foundations of quantum mechanics
[Lud64, Lud67, Hol01, BLM+05], motivated by the realization that quantum
mechanical state space (and also the space of measurements) are merely there
to predict probabilities of observations – but these spaces are cones of semidef-
inite matrices rather than simplicial cones characteristic of probability theory.
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PROCESSES
It has been shown that these “generalized” state spaces allow for the develop-
ment of rudimentary physical phenomenology, involving the statistical elements
of quantum mechanics –preparation, measurement and state transformation–,
serving as toy models or blueprints for quantum mechanical behaviour. The im-
plicit message is that, rather than being a purely mathematical construct, the
cone implied by a quasi-realization (Lemma 3) describes a potentially “real”, if
exotic, system. This is a fruitful point of view not only for foundational investi-
gations (where one wants to compare the probability rule of quantum mechanics
with alternatives), but also in our present context. Note indeed that Dharmad-
hikari’s Theorem 6 above shows that polyhedral cones are naturally interpreted
as effective state spaces of a positive realization, i.e. a classical probabilistic
model of the observed process in disguise.
3 Quantum learning problem: Finitely correlated
processes
We address the natural quantum generalization of the PRP, namely, when the
relevant information about the past can be synthesized by a quantum state,
rather than a classical random variable. This requirement, less restrictive than
the classical one [MBW11], has been considered from the perspective of ǫ-
machines [GWRV12], where it was shown that the statistical complexity of the
system could be reduced by a quantum model. Instead, our approach focuses
on the dimension of the quantum system, which can be drastically reduced once
one allows for quantum states. A highly relevant example in a not too distant
scenario can be found in [WPG09].
In the quantum mechanical setting, the factorization condition Eq. (10) is
replaced by
p(v|u) = ρu[E(v)], (14)
where ρu represents a quantum state associated with history u, and E
(v) ≥ 0
is the POVM element associated with future outcome v. Future probabilities
are obtained by the Born rule applied to state ρu. The minimum dimension
by which this description can be achieved is given by the positive semidefinite
rank [FMP+12]. However, in addition, in order to have a physically meaningful
description of the mechanisms at work, one expects that the state transitions
are given by physical transformations,
ρuv = ρu ◦ E(v), (15)
where E(v) are completely positive maps, and ∑v∈M E(v) is unital. The set
{E(v)} is called a quantum instrument, and describes all relevant properties of a
generalized quantum measurement, be it for the purpose of computing outcome
probabilities by providing the corresponding POVM elements, E(v) = E(v)(I),
as well as for describing the conditional post-measurement state ρv = E(v)∗(ρ).
Definition 8. A completely positive realization is a quasi-realization (B(H)sa,
ρ, E , I), where B(H) is the space of bounded operators on some finite-dimensional
Hilbert space H and B(H)sa the (real) subspace of selfadjoint operators, ρ is a
positive semidefinite density operator in B(H), E : M∗ → B(B(H)) is a unital
completely positive map-valued representation of the free monoid M∗ and I is
the identity of B(H).
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Example 3. A quasi-realization equivalent, in fact isomorphic, to that of Ex-
ample 1 is given by V = B(C2)sa, with the maps
E(±)(X) = γ
2
P±XP±, (16)
E(j)(X) = γ
6
eiθ/2σjXe−iθ/2σj , j ∈ {1, 2, 3}, (17)
E(t)(X) = (1− γ)σ2X⊤σ2, (18)
where σµ are the 2 × 2 Pauli matrices and P± = I±σ32 are the up/down spin
projections. The stationary state is π = 12I (strictly speaking, it is the functional
1
2 tr, i.e. the normalized trace), the stationary element τ = I, the matrix identity.
The stable convex cone required by Lemma 3 is precisely the set C = V+ =
B(C)+ of positive semidefinite matrices, which is indeed left invariant by all
maps E(u), contains the operator I and the dual cone C ∗, which is isomorphic
to B(C)+, contains π.
This quasi-realization is completely positive when γ = 1, but for γ < 1 the
map E(t) is not completely positive. The physical interpretation for this real-
ization is the following: At every time step, the system undergoes a projective
measurement in the computational basis with probability 1/2, and with probabil-
ity 1/6 undergoes a θ-rotation around a random axis µ ∈ (x, y, z). As discussed
in Example 2, when θ/2π is irrational, the model has no equivalent positive re-
alization. This can be understood as the system’s qubit potentially occupying
any point in the Bloch sphere, thus no classical means of encoding the quantum
information of ρ will suffice, unless it use infinite memory.
The completely positive realization problem (CPRP): Given a quasi-
realization of process p(u), determine whether there is an equivalent completely
positive realization, i.e., find a quantum instrument {E(u)}, and positive semidef-
inite ρ such that
p(u) = ρ[E(u1) ◦ · · · ◦ E(uℓ)(I)], (19)
and
(∑
u∈M E(u)
)∗
(ρ) = ρ. Stochastic processes admitting a completely positive
realization are called finitely correlated or algebraic [FNW92], special cases
being classical Markov chains, Hidden Markov Models, and the previous notion
of quantum Markov chains [Acc78].
Compared to the large amount of effort devoted to the PRP, the CPRP
has received significantly less attention in the literature. It arises naturally –
albeit in slight disguise– in [BKGN+13], and more generally in quantum systems
identification [BY12, GY13, AGB14, BY14]. It is worth mentioning that any
positive realization can be cast as a completely positive one of the same (Hilbert
space) dimension, so the CPRP cannot be harder than the PRP.
4 Quotient realizations and identifiability
In a positive realization, the polyhedral nature of the cone C is a consequence
of the classical nature of the process, and it can be understood, ultimately, as
a consequence of the polyhedral nature of the simplex Rd+. We discuss now the
precise way in which such features of the underlying mechanism are revealed as
properties of the cone C .
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In order to obtain necessary and sufficient conditions on a quasi-realization
for the existence of an equivalent completely positive one, we first generalize a
classical result by Ito, Amari and Kobayashi [IAK91]. The latter is the stochas-
tic equivalent to a classic result on linear systems theory [Kal65], saying that
minimal realizations are always isomorphic (i.e., related by similarity transfor-
mations), and are quotients of higher-dimensional ones.
Let R = (U , π,D, τ) be a quasi-realization. The following aims at under-
standing the structure of the smallest dimensional equivalent realization. Define
W = span{D(u)τ}u∈M∗ ⊆ U as the accessible subspace. It is trivially stable
under the action of D(u) for all u ∈M∗:
D(u)W ⊆ W . (20)
Analogously, consider the span of states W˜ = span{πD(u)}u∈M∗ . Its annihila-
tor, W˜⊥ = ⋂σ∈W˜ kerσ, is the null space, i.e. the subspace which has no effect
whatsoever for computing word probabilities. Also W˜⊥ is stable under D(u) for
all u ∈M∗:
D(u)W˜⊥ ⊆ W˜⊥, (21)
since W˜D(u) ⊆ W˜ .
Define the quotient space V as the accessible space modulo its null component
K =W ∩ W˜⊥:
V ≡ WupslopeK. (22)
The elements of V are of the form a + K, a ∈ W . Let L : W → V be the
canonical projection onto V ,
L : W → V
v 7→ v +K. (23)
Since D(u)K ⊆ K, we have a well-defined quotient map D(u) : V → V , with
the property D
(u) ◦ L = L ◦D(u). Also, define τ¯ = L(τ) and π¯ as the induced
quotient functional π¯◦L = π. Using the fact that π[kerL] = 0 we factor through
the entire set of maps D(u),
p(u) = π ◦D(u)(τ) (24)
= π¯ ◦ L ◦D(u)(τ) (25)
= π¯ ◦D(u)(τ¯ ). (26)
This, together with easily shown eigenvector relations (5) proves that (V , π¯, D, τ¯)
constitute a perfectly valid quasi-realization. Furthermore (V , π¯, D, τ¯ ) is equiv-
alent to (U , π,D, τ). We call such quasi-realization the quotient realization. An
important step is to realize that equivalent quotient realizations are isomorphic.
Theorem 9 ([IAK91]). Two quasi-realizations R1 = (V1, π1, D1, τ1) and R2 =
(V2, π2, D2, τ2) of the same stochastic process p, not necessarily of the same
dimension, have isomorphic quotient realizations Ri = (V i, πi, Di, τ i), i = 1, 2:
It holds V1
T∼= V2, and
π1 = π2T, (27)
D
(u)
1 = T
−1D
(u)
2 T, (28)
τ1 = T
−1τ2. (29)
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This result follows from [IAK91], which proves it however only for the Hidden
Markov Model case. But the proof only relies on the nonnegativity of the
process probabilities, and applies to any pair of equivalent and well-defined
quasi-realizations (in the sense that they yield the same nonnegative measure
on M∗). For the sake of completeness, we reproduce the proof in Appendix B
with our notation.
This result is important in that it establishes the uniqueness of the quotient
space V , up to basis changes. Let d be the dimension of V . As can be seen from
the definition, d = dimV ≤ n = dimU , where n is the original realization’s
dimension. By considering the quotient of a regular realization of dimension
r we get d ≤ r. On the other hand r is a lower bound to the dimension of
any equivalent quasi-realization. Thus we conclude that d = r, hence quotient
realizations are indeed regular, and all regular realizations can be regarded as
quotient realizations. The concepts underlying realization theory have recently
been used in quantum systems identification [BY12, GY13, AGB14, BY14], and
a similar result for multipartite quantum systems appeared in [GK14].
Example 4. Consider the realization given in Example 3 regardless of whether
it is completely positive or not. It is defined in the 4-dimensional vector space
B(C2)sa. We will show that its quotient is precisely that of Example 1. Its
accessible subspace is the self-adjoint subspace, W = B(C2)sa, spanned by the
Pauli matrices and the identity,
W = span{σµ : µ = 0, 1, 2, 3}, (30)
and analogously W˜ = (B(C2)sa)∗, so W˜⊥ ∩ W = {0}. Therefore L is just an
isomorphism L : W → V ∼= R4. Fixing a basis in V as eµ = L(σµ) yields the
regular realization of Example 1.
Because all maps in Example 3 are positive (although not completely positive),
they satisfy E(u)(S+) ⊆ S+. This implies that D(u)L(S+) ⊆ L(S+), while τ =
L(I) and π ◦ L = ρ. Therefore, the cone C = L(S+) is given by
C =
{
x ∈ V
∣∣∣∣∣∑
µ
xµσµ ≥ 0
}
(31)
= {x ∈ V|x0 ≥ |~x|} , (32)
which is a parameterization of the well-known positive-semidefinite cone S+.
We have introduced a notation that will be exploited in the following, namely
xµ = (x0, ~x), and |~x| =
√∑3
i=1 x
2
i .
This example illustrates how the cone C referred to in Lemma 3 can be
derived from the preserved cone in its higher dimensional equivalent realizations.
This equivalent realization, however, is not completely positive. We next show
two different completely positive realizations that, despite not being isomorphic,
have that of Example 1 as quotient realization.
Example 5. We now construct a completely positive realization on two qubits.
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Let H = C2 ⊗ C2, and consider the following maps in B(H).
E(±)(X) = γ
2
P±trB[X ]P± ⊗ P∓, (33)
E(j)(X) = γ
6
eiθ/2(σj⊗1+1⊗σj)Xe−iθ/2(σj⊗1+1⊗σj), j ∈ {1, 2, 3}, (34)
E(t)(X) = (1− γ)ΣXΣ†, (35)
where Σ = 12
∑
µ σµ ⊗ σµ is the SWAP operator, and trB[X ] is the partial trace
on the second subsystem. One can check that these maps are completely positive
for all γ ∈ [0, 1]. In addition, we define the reference elements I = 1⊗ 1, and
ρ is the only vector such that
∑
u∈M E(u)
∗
(ρ) = ρ.
Excluding critical values of θ and γ such as γ = 0 or θ = π, the observable
and accessible subspaces W and W˜ are, respectively,
W = span{σµ ⊗ 1, 1⊗ σµ}µ=0,...,4, (36)
W˜ = span{σµ ⊗ σµ, σµ ⊗ 1− 1⊗ σµ}µ=0,...,4
+ span{σ1 ⊗ σ2 + σ2 ⊗ σ1, σ2 ⊗ σ3 + σ3 ⊗ σ2, σ3 ⊗ σ1 + σ1 ⊗ σ3}. (37)
We have used the Hilbert-Schmidt inner product to identify elements f ∈ B(H)∗
with elements in F ∈ B(H), such that f(X) = tr[F †X ]. The respective dimen-
sions are dimW = 7 and dim W˜ = 10. The annihilator of W˜, is
W˜⊥ =span{1⊗ σi + σi ⊗ 1}i=1,2,3
+ span{σ1 ⊗ σ2 − σ2 ⊗ σ1, σ2 ⊗ σ3 − σ3 ⊗ σ2, σ3 ⊗ σ1 − σ1 ⊗ σ3}, (38)
so that for K =W ∩ W˜⊥ we have
K = span{1⊗ σi + σi ⊗ 1}i=1,2,3. (39)
Clearly, K ∩ S+ = {0}. K is 3-dimensional, so dimW/K = 4.
We can use the customary notation σA = σ ⊗ 1, σB = 1 ⊗ σ, and ~n · ~σ ≡∑
i niσi to characterize elements ω ∈ W by
ω = c01+ ~nA · ~σA + ~nB · ~σB . (40)
Hence, defining basis elements ωµ as
ω0 = 1, ωi =
1
2
(σAi − σBi), (41)
the quotient map L : W → W/K ∼= V is L(ωµ) = eµ. Hence, an arbitrary
element x ∈ W/K of the form x = xµeµ corresponds to elements ω = x01+ 12~x ·
(~σA − ~σB) + k, where k ∈ K. The action of E(u) on such elements is given by
E(u)(ωµ) =
∑
ν
D(u)µν ων + k
(u)
µ (42)
where k
(u)
µ ∈ K. The coefficients D(u)µν are given in Example 1, and constitute
the quotient realization,
L ◦ E(u) = D(u) ◦ L. (43)
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This shows the first example of how a quasi-realization arises nontrivially
from a higher dimensional completely positive realization. The fact that the
maps in Example 3 are positive already guarantees that a construction of this
type (which essentially represents the transpose map as the induced quotient
map of the particle exchange map, which is completely positive) will exists for
dimension 2, as all such positive maps are a convex sum of completely positive
and completely co-positive ones.
Example 6. We now construct a completely positive realization on two qubits.
For the usual matrix transpose X⊤ define the universal spin flip map Φ(X) ≡
σ2X
⊤σ2. Now let H = C2 ⊕ C2, and consider the subspace
W = {Y ⊕ Z : Z = Φ(Y ), Y ∈ B(C2)sa} ⊂ B(H)sa. (44)
The following maps on B(H), whose elements we write as 2 × 2-block matrices
X =
∑1
i,j=0Xij ⊗ |i〉〈j|, can be checked to map W to itself:
E(±)(X) = γ
2
(P± ⊕ P∓)X(P± ⊕ P∓), (45)
E(j)(X) = γ
6
(
eiθ/2σj ⊕ e−iθ/2σj
)
X
(
e−iθ/2σj ⊕ eiθ/2σj
)
, j ∈ {1, 2, 3},
(46)
E(t)(X) = (1− γ)(1⊗ σ1)X(1⊗ σ1)† (47)
= (1− γ)
1∑
i,j=0
Xij ⊗ |1− i〉〈1 − j|, (48)
where we observe that Φ(P±) = P∓ and Φ(σj) = −σj for all j = 1, 2, 3, while
Φ(σ0) = σ0.
One can check that these maps are completely positive for all γ ∈ [0, 1]. In
addition, we define the reference elements I = 14 = 12 ⊕ 12, and π = 14 tr,
corresponding to the maximally mixed state. Using the identification
W ∋ Y ⊕ Φ(Y )↔ Y ∈ V = B(C2)
one can also check that this realization, restricted to W is isomorphic to the
one from Example 3, and hence to Example 1. Note that the isomorphism
only determines the action of the maps E(u) on W, but this does not uniquely
determine them. For instance, we could have used all or any subset of the
following instead:
E˜(±)(X) = γ
2
(
(P± ⊕ 0)X(P± ⊕ 0) + (0⊕ P∓)X(0⊕ P∓)
)
,
E˜(j)(X) = γ
6
((
eiθ/2σj⊕0
)
X
(
e−iθ/2σj⊕0
)
+
(
0⊕e−iθ/2σj
)
X
(
0⊕eiθ/2σj
))
,
j ∈ {1, 2, 3},
E˜(t)(X) = (1− γ)
1∑
i=0
Xii ⊗ |1− i〉〈1− i|.
One can readily check that the quotient realization of this is the same as for
E(u).
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5 Semidefinite representable cones and quotient
operator systems
The CPRP is essentially the problem of inverting the quotient construction
presented in the previous section. This corresponds to providing a completely
positive lifting of a regular realization R = (V , π,D(u), τ). As is the case in
the classical context, a necessary and sufficient condition will turn out to be
the existence of a stable cone of a certain kind. We focus on finite-dimensional
liftings from an r-dimensional regular realization R acting on V ∼= Rr to a
completely positive realization acting on B(H)sa where H is a finite-dimensional
Hilbert space, H = Cn. We use S+ to denote the positive semidefinite cone in
B(H), which is generating for B(H)sa (all cones we deal with are convex). A
cone C is pointed iff x ∈ C and −x ∈ C implies x = 0, it is generating if
spanC = V and is proper if it is both pointed and generating. We will use
calligraphic letters for subspaces of B(H)sa, and for any given subspace W , W+
will denote its intersection with S+, W+ =W ∩ S+.
Definition 10. Let V be a finite dimensional real vector space. A semidefinite
representable cone (SDR) is a set C ⊂ V such that
C = L(W+) (49)
where W ⊆ B(Cd)sa is a subspace, for some d, and L :W → V is a linear map.
It is easy to see that proper SDR cones can always be described by subspaces
W such that W = span(W+) and L is a quotient map from W to W/K ∼= V ,
with K ∩ S+ = {0}. SDR cones are homogeneous instances of semidefinite
representable sets, the feasibility regions of semidefinite programs [BPT12].
As we will be dealing with various quotients and the quotient construction
used to represent a given SDR will play a relevant role, we find it convenient
to introduce the following notation. Given a finite-dimensional Hilbert space
H = Cn, and a subspace W ⊆ B(H)sa, the cone L(W+) will also be denoted by
C = L(W+) = W+upslopekerL whenever kerL ⊆ W . Thus, we will often encounter
expressions of the form A
+
upslopeB which imply B ⊆ A.
Example 7. We have already encountered a trivial instance of SDR cone in
Example 4, which is isomorphic to the positive semidefinite cone in the subspace
of self-adjoint operators S+ ⊂ B(C2)sa. We derive the relevant cone for Exam-
ple 5. Consider the spaces B(H) and B(H)∗, where H = C2 ⊗ C2. Arbitrary
elements in W are of the form Eq. (40), which can be rewritten as
ω =(c0 − |~nA| − |~nB|)1⊗ 1 + 2|~nA||nˆA〉〈nˆA| ⊗ 1 + 2|~nB|1⊗ |nˆB〉〈nˆB |, (50)
where |nˆ〉〈nˆ| = (1 + nˆ · ~σ)/2. The condition ω ≥ 0 then reads
c0 ≥ |~nA|+ |~nB|. (51)
Under the quotient map L : W → W/K defined in Example 5, an arbitrary
element x ∈ W/K of the form x = ∑µ xµeµ corresponds to elements ω =
x01 +
1
2~x · (~σA − ~σB) + k, where k ∈ K. Thus we have x ∈ L(W+) if and only
if there is k = 12~s · (~σA + ~σB) ∈ K such that
x01 + ~x · ~σA − ~σB
2
+ ~s · ~σA + ~σB
2
≥ 0, (52)
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Hence the cone C = L(W+) can be cast as an SDR cone in the form
L(W+) =
x ∈ V : ∃sj s.t. x01+∑
i
xi
1
2 (σA − σB)i +
∑
j
sj
1
2 (σA + σB)j ≥ 0
 .
(53)
However, in this case, the expression can be further simplified. Using condi-
tion (51), we have
x0 ≥ 1
2
(|~s+ ~x|+ |~s− ~x|), (54)
which can be fulfilled if and only if x0 ≥ |~x|. Thus we can write
C = L(W+) = {x ∈ V : x0 ≥ |~x|}, (55)
which coincides exactly with the cone in Example 4.
This example reveals two relevant aspects of SDR cones and their represen-
tations. First, a given SDR cone has an infinite number of equivalent represen-
tations. We have shown two for the positive semidefinite cone S+ ⊂ B(C2)sa,
but it is easy to come up with several others. On the other hand, it is not the
case that every SDR cone can be understood as a positive semidefinite cone, or
a slice, thereof (i.e. a W+).
Lemma 11. Let I ∈ W ⊆ B(H)sa and W˜ ⊆ (B(H)sa)∗. The spaces (W/(W ∩
W˜⊥))∗ and (W˜ +W⊥)/W⊥ are naturally isomorphic. If W = span(W+) and(W ∩ W˜⊥)+ = {0} then
1. The cone C =W+upslopeW ∩ W˜⊥ is a proper SDR cone.
2. The dual cone of C is given by
C
∗ =
(W˜ +W⊥)+upslopeW⊥. (56)
The proof is given in Appendix C.
It is convenient to denote the dual projection as L˜ : W˜+W⊥ → (W˜ +W⊥)upslopeW⊥,
under which C ∗ reads
C
∗ = L˜
(
(W˜ +W⊥)+). (57)
This map will be useful in the following section.
In the definition of C (Eq. (49)), the subspace W and the map L appear
as mere artifacts to actually describe the set C . As is shown in the conditions
of Lemma 11, not all representations of C are convenient to easily describe the
dual C ∗. However, at this level this appears as a mere choice of convenience
(chose L such that its kernel has no positive semidefinite elements). However,
as we now discuss, the SDR representation does contain much more information
than the actual SDR set. This information can be unpacked by considering
the operator system it generates. We refer the reader to [Pau03] for a clear
exposition of operator systems theory.
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Since I ∈ W ⊆ B(H)sa, W can be regarded as an operator system [Pau03].
Let Wn = W ⊗ B(Cn)sa and W+n be its positive cone. Likewise, given a linear
map L :W → V , let Ln ≡ L⊗ In :Wn → Vn. We define cones
Cn = Ln
(W+n ) ⊂ Vn. (58)
When K ∩ S+ = {0}, K is called a completely order proximinal kernel. This
guarantees that (V ,Cn, L(I)) is a quotient operator system [KPTT13]. Two
operator systems (V ,Cn, L(I)) may be different despite the fact that their first
level of the hierarchy C1 ≡ C may be the same. This is illustrated in the
following Example 8. Let us first consider the duals of Cn. Since kerL = K, we
then have kerLn = Kn. This corresponds to the quotient WnupslopeKn. However,
Kn = (W˜⊥ ∩W)⊗ B(Cn)sa = W˜⊥n ∩Wn.
Thus we have
Cn =W+nupslope(W˜n ∩Wn), (59)
C
∗
n =
(W˜n +W⊥n
)+
upslopeW⊥n . (60)
Example 8. We now consider the two different representations for the positive
semidefinite cone S+ as a subset of V = B(C2)sa ∼= R4. Let us denote them as
C and C ′,
C = B(C2)+, (61)
C
′ = L′(W+), (62)
where B(C2)+ = S+ and W+ are the positive elements in
W = {Y ⊕ Z : Z = Φ(Y ), Y ∈ B(C2)sa} ⊂ B(C2 ⊕ C2)sa,
as defined in Eq. (44), Example 6. (Recall that Φ, up to a unitary conjugation,
is the transpose map). Furthermore, L′ :W → V is defined as in that example,
L′(Y ⊕ Φ(Y )) = Y,
which is clearly an isomorphism, mapping W+ to C ′ = C . I.e., these two
representations yield exactly the same cone. Their extensions, however, are
different:
Cn =
(
B(C2 ⊗ Cn)+
)
, (63)
C
′
n = (L
′ ⊗ In)
((W ⊗B(Cn))+) (64)
= {Y ∈ B(C2 ⊗ Cn) : Y ≥ 0 and Y Γ ≥ 0}, (65)
where Γ denotes the partial transpose (transpose on the first system). In fact,
Cn ( C
′
n for all n > 1, the inclusion being clear, and the strictness enough to
observe for n = 2. Indeed, Cn contains entangled rank-one projections, which
are all excluded in C ′n. It is well-known that C
′
2 consists of exactly the separable
semidefinite operators [Per96, HHH96].
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6 Regular quasi-realizations as quotient realiza-
tions
From Theorem 9 it follows that if a regular quasi-realization R = (V , π,D(u), τ)
has an equivalent completely positive realization Q = (B(H)sa, ρ, E(u), I), the
former (R) must be a quotient realization of the latter (Q). This implies several
constraints on the structure of the stable subspaces of Q, and provides neces-
sary conditions for the feasibility of the CPRP. The quotient construction was
illustrated by Examples (5) and (6), where it is shown how the regular quasi-
realization arises naturally from the quotient map. In this section we develop
the opposite construction, namely, deriving a completely positive realization
from the quasi-realization. To do so, we first illustrate the requirements in a
particular case, where Arveson’s extension theorem plays a central role.
Lemma 12. Let R be a quasi-realization (W , π,D, τ), where W is a selfadjoint
subspace W ⊆ B(H)sa. If the linear maps D(u) satisfy
1. D
(u)
n W+n ⊆ W+n ∀n ∈ N (D(u) are completely positive in the operator
system W)
2. π ∈ (W+)∗ and
3. τ ∈ W+ is strictly positive (τ > 0),
then R can be extended to an equivalent, completely positive realization (B(H)sa,
ρ,F , I).
Proof. Since τ ∈ W is strictly positive, then W ⊆ B(H) is an operator system.
Then every map D(u) : W → B(H) is completely positive and by virtue of
Arveson’s extension theorem, there are completely positive maps E(u) : B(H)→
B(H) such that D = E|W , hence D(u)(τ) = E(u)(τ). Since the range of D is W ,
then E(u)W ⊆ W . In addition, since π ∈ (W+)∗ we have, by virtue of Lemma 11
that W+ ≡ (W˜ +W⊥)+upslopeW⊥. Therefore, under the canonical isomorphism,
π = χ+W⊥ for some positive semidefinite χ ∈ (W˜ +W⊥)+ ⊂ B(H)∗. Thus
p(u) = π ◦D(u)(τ) (66)
= (χ+W⊥) ◦ E(u)(τ) (67)
= χ ◦ E(u)(τ), (68)
where in the second line we have omitted W⊥ because E(u)(τ) ∈ W . We now
define the completely positive map T (X) =
√
τX
√
τ , thus having τ = T (I),
and can define maps F (u) = T−1E(u)T and ρ = T ∗(χ) ≥ 0 to obtain
p(u) = χ ◦ T ◦ F (u)(I) (69)
= ρ ◦ F (u)(I). (70)
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In addition, ∑
u∈M
F (u)(I) =
∑
u∈M
T−1E(u)T (I) (71)
=
∑
u∈M
T−1E(u)(τ) (72)
=
∑
u∈M
T−1D(u)(τ) (73)
= T−1(τ) (74)
= I, (75)
and similarly ρ ◦∑u∈M F (u) = ρ. 
We have seen that the quasi-realization in Example 1 can be associated to
the positive semidefinite cone C = S+ in various ways. Example 3 shows a
realization in B(C2). However, such realization is not completely positive as it
involves the transposition map. Example 4 illustrates how the SDR cone S+
arises naturally as a stable cone of realization 3, as required in Lemma 3.
We have shown a completely positive realization on two qubits in B(C2⊗C2)
(as in Example 5), and in Example 7 we derived the stable cone associated to it.
On the other hand, Example 6 shows how the same process can be described
in a subspaceW ⊂ B(C4), with completely positive maps. This, combined with
Lemma 12 guarantees that extensions to the entire B(C4) exist. Examples of
such extensions are provided in the same example Example 6.
Lemma 12 establishes that once a completely positive realization is given
in some W ⊆ B(H) (a concrete operator system), then a completely positive
realization on the entire B(H) follows naturally from Arveson’s theorem. This
may lead to think that once a quasi-realization is presented, then the only task
is to present the right embedding into a suitable subspace of B(H). However,
it may occur that the vector space V of the regular quasi-realization is not
isomorphic to any operator systemW on whichD(u) is completely positive. This
is the case when, for example, the regular quasi-realization involves a nontrivial
quotient. As we have seen, the resulting positive cones in Vn are not those of a
concrete operator system, and Arveson’s extension theorem does not apply. The
main contribution of this work is to characterize the conditions which replace
those in Lemma 12 when complete positivity w.r.t. a concrete operator system
cannot be established.
For a hypothetical completely positive realization (B(H), ρ,F , I), the ac-
cessible subspace W = span{F (u)(I)} is an operator system W ⊆ B(H), and
complete positivity of F in W follows from complete positivity in B(H),
Fn(W+n ) ⊆ W+n . (76)
The null space W˜⊥ of Q, and its restriction to W , K =W ∩ W˜⊥ must also
be stable under the action of F (u). The quotient space is V = W/K and the
canonical projection L :W → V bringsQ toR. Under the quotient construction,
the induced maps satisfy the relation
D ◦ L = L ◦ F|W . (77)
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In addition, we have the following relations
τ = L(I), (78a)
π = L˜(ρ), (78b)
which relate R to Q. With this, we have ρ|W = π ◦ L. Using the definitions of
the previous section (Cn = Ln(W+n )), we have
Dn(Cn) ⊆ Cn, ∀n ≥ 1. (79)
This is precisely the condition of complete positivity in the quotient operator
system (V ,Cn, L(I)). Hence a necessary condition for the existence of a CP
realization in B(H) is that the regular realization is completely positive with
respect to a quotient operator system, together with the relations
τ ∈ C , π ∈ C ∗, (80)
which follow from (78). It can be noticed that condition (79) together with condi-
tions (80) are the straightforward generalization of the conditions in Lemma 12,
from the concrete operator system to abstract operator systems. However, quo-
tient operator systems V ≃ WupslopeK (withW ⊂ B(H)sa) are not injective in B(H)sa,
and Arveson’s theorem does not apply. Therefore, these conditions are necessary
but not sufficient. In fact, there exist completely positive maps in V ≃ WupslopeK
which are not induced maps of completely positive maps inW ⊂ B(H)sa. There-
fore, condition 1 in Lemma 12 is too weak to ensure existence of a completely
positive lift from V toW ⊂ B(H)sa (equivalently, by Arveson’s theorem, directly
to B(H)sa). The following is a concrete example for this phenomenon, which we
learned from Vern Paulsen [Pau14].
Example 9. For H = Cm, consider the subspace W ⊂ B(H)sa of tridiagonal
m×m-matrices, i.e.
W = {A : Ajk = 0 for |j − k| > 1},
and in it the subspace
K = {A ∈ W : A = diag(Ajj : j = 1, . . . ,m) and trA = 0}
of traceless diagonal matrices. Clearly, K is the kernel of a completely positive
(unital and trace preserving) map, so the quotient WupslopeK is a bona fide operator
system. In fact, it is a very interesting one, since it was shown in [FP12,
Thm. 4.2] that WupslopeK is completely order isomorphic to
Sm−1 := span{I, u1, . . . , um−1, u∗1, . . . , u∗m−1} ⊂ C∗(Fm−1),
where C∗(Fm−1) is the C
∗-algebra generated by the free universal unitaries
u1, . . . , um−1. The latter naturally presupposes a representation on an infinite
dimensional Hilbert space. Furthermore, the map L :W −→ Sm−1 given by
L(|j〉〈j + 1|) = 1
m
gj ,
L(|j + 1〉〈j|) = 1
m
g∗j ,
L(|j〉〈J |) = 1
m
I,
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is in fact completely positive, has kernel K, and the induced quotient map L˜ :
WupslopeK −→ Sm−1 is a complete order isomorphism.
Now, for a permutation π of m−1 objects, observe that its action on the gen-
erators, uj 7−→ uπ(j), extends to an automorphism of C∗(Fm−1), which clearly
leaves Sm−1 invariant, and hence defines a completely positive and unital map,
in fact an automorphism, Dπ : Sm−1 −→ Sm−1, which we identify with an
automorphism of WupslopeK. In particular, Dπn = Dπ ⊗ In maps each positive cone(WnupslopeKn)+ to itself.
For concreteness, let us now look at m = 4 and the permutation π = (1)(23).
We claim that Dπ is not obtained by taking the quotient of even a positive
Hermitian-preserving map F :W −→W that preserves K, let alone a completely
positive one. Indeed, such an F would have to map
F(|1〉〈2|) = |1〉〈2|+K1,
F(|2〉〈3|) = |3〉〈4|+K2,
F(|3〉〈4|) = |2〉〈3|+K3,
with traceless diagonal matrices K1, K2, K3. Similarly,
F(|j〉〈j|) = Rj ,
where Rj are non-negative diagonal matrices with unit trace (j = 1, . . . , 4). Now,
let us apply F to the positive semidefinite matrix |1〉〈1|+|2〉〈2|+ω|1〉〈2|+ω∗|2〉〈1|,
with a complex unit ω (we will only need ±1 and ±i): by linearity and positivity,
R1 +R2 + ωK1 + ω
∗K∗1 + ω|1〉〈2|+ ω∗|2〉〈1| ≥ 0.
As the trace of the diagonal and necessarily positive semidefinite R1+R2+ωK1+
ω∗K∗1 equals 2, this can only be if for all ω,
R1 +R2 + ωK1 + ω
∗K∗1 = |1〉〈1|+ |2〉〈2|,
and hence K1 = 0 and
R1 +R2 = |1〉〈1|+ |2〉〈2|.
Analogously, working on |2〉〈2|+ |3〉〈3|+ ω|2〉〈3|+ ω∗|3〉〈2|, we find K2 = 0 and
R2 +R3 = |3〉〈3|+ |4〉〈4|,
but this is a contradiction, as it says that R2 would have to be supported on
span{|1〉, |2〉} and at the same time on the orthogonal subspace span{|3〉, |4〉}.
More generally, for arbitrary m, one can show by a careful application of
the above reasoning that the only permutations π (viewed as cp maps of Sm−1)
admitting a lifting to a positive map F : W −→ W that preserves K are those
that map neighbours to neighbours, i.e. |j − k| ≤ 1 implies |π(j) − π(k)| ≤ 1;
these are precisely the identity and the complete reversal j ↔ m + 1 − j. For
the latter, the lifting F is unique among the positive maps, however it is not
completely positive as it is unitarily equivalent to the transpose map.
To overcome this problem, we will not impose complete positivity in the op-
erator systems sense, but instead a stronger condition that guarantees complete
positivity in the quotient operator system V as well as in W .
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Lemma 13. Let W ⊆ B(H) and W˜ ⊆ B(H)∗. Let S CP be the set of completely
positive maps F : B(H)→ B(H) such that
F(W) ⊆ W (81a)
F∗(W˜) ⊆ W˜ . (81b)
Then S CP is a pointed SDR cone in B(H)⊗ B(H)∗.
Proof. Let F : B(H) → B(H) satisfy Eqs. (81) and regard it as an element in
B(H)⊗ B(H)∗. Let i : W →֒ B(H) be the natural inclusion, and i∗ : B(H)∗ →
W∗ be its adjoint, i.e., the canonical projection i∗ : B(H)∗ → B(H)∗upslopeW⊥ ∼=W∗,
with ker i∗ =W⊥. From Eq. (81b) we have that F(W˜⊥) ⊆ W˜⊥. Hence
F(W ∩ W˜⊥) ⊆ W ∩ W˜⊥. (82)
The restriction of F to W is given by F|W = 1 ⊗ i∗(F) ∈ B(H) ⊗ W∗.
However, since F(W) ⊆ W we have that in fact
1⊗ i∗(F) ∈ W ⊗W∗. (83)
Which implies that F ∈ W ⊗ B(H)∗ + B(H)⊗W⊥.
Similarly, apply the canonical projection L⊗1 to obtain L⊗ i∗(F) ∈ W/K⊗
W∗, with K =W∩W˜⊥. However, from Eq. (82) we have that L⊗i∗(F)(K) = 0,
thus L⊗ i∗(F) ∈ WupslopeK⊗K⊥. This determines that
1⊗ i∗(F) ∈ W ⊗K⊥ + kerL⊗W∗. (84)
However, i∗−1(K⊥) =W⊥ + W˜ + ker i∗, while in general,
1⊗ i∗−1(W ⊗K⊥) ∈ W ⊗ (W⊥ + W˜) + B(H)⊗ ker i∗. (85)
Therefore, maps satisfying F(W) ⊆ W and F(W˜) ⊆ W˜ are in the subspace
S ⊆ B(H)⊗ B(H)∗,
S =W ⊗ (W⊥ + W˜) + (W ∩ W˜⊥)⊗ B(H)∗ + B(H)⊗W⊥, (86)
where we have used kerL = (W ∩ W˜⊥) and W⊥ = ker i∗.
To put this expression in perspective, we refer the reader back to Lemma 11,
where it was pointed out that the spaces Wupslope(W ∩ W˜⊥) and (W
⊥ + W˜)upslopeW⊥
are natural duals of each other. Then the quotient maps L : W → V and
L˜ : (W+W˜⊥)→ V∗ play a central role in understanding also the maps satisfying
relations (81). Indeed, S can be written as
S = domL⊗ dom L˜+ kerL⊗ B(H) + B(H)∗ ⊗ ker L˜ (87)
Hence, one can effectively understand this subspace as a triangularization
condition for the maps F , where the forms in dom L˜ are coupled to elements in
domL, while arbitrary forms are only coupled to kerL and only ker L˜ is coupled
to arbitrary vectors.
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Let χ, φ = χ−1 be the Choi-Jamio lkowski isomorphisms. Under this isomor-
phism CP maps become positive semidefinite operators in B(H⊗H), thus F is
CP if and only if φ(F) ≥ 0. Hence, if F is CP we have
F ∈ S CP = S ∩ χ(B(H⊗H)+). (88)
To see that S CP is SDR, let W = φ(S ) ⊆ B(H⊗H). Then,
S
CP = χ(W +). (89)
This shows that the set of CP maps which satisfy the stability relations (81)
forms an SDR cone. It is easy to see that S CP is a pointed cone. Since χ is
an isomorphism, it is enough to show that W + is pointed. In general, for any
pointed cone, its restriction to a subspace is also pointed. Hence pointedness of
B(H⊗H)+ implies pointedness of W +. 
Lemma 14. IfW and W˜ have order units, then W has an order unit and hence
W + is generating, i.e. W + − (W +) = W .
Proof. Let W and W˜ have order units e and e˜, respectively. Then, the map
E = e ⊗ e˜ satisfies Eqs. (81), and hence is in S . In addition E is completely
positive, hence E ∈ S CP. To show that E is an order unit we check strict
positivity under the Choi-Jamio lkowski isomorphism φ(E),
φ(E) =
∑
ij
e˜(|i〉〈j|) |i〉〈j| ⊗ e. (90)
To show that this is strictly positive definite, take |v〉 =∑kl ckl|kl〉 and compute
〈v|φ(E)|v〉, which reduces to
〈v|φ(E)|v〉 =
∑
k
λk e˜(|uk〉〈uk|), (91)
where |uk〉 =
∑
i uik|i〉 and uik, λk are the unitaries and eigenvalues of the
positive semidefinite matrix
Mij =
(∑
k
c∗ik〈k|
)
e
(∑
l
cjl|l〉
)
, (92)
such that Mij =
∑
k uikλku
∗
jk. Since e˜ is positive definite then e˜(|uk〉〈uk|) > 0
for all |uk〉. Since e is strictly positive, then M has some nonzero eigenvalue.
Hence the sum in Eq. (91) has some strictly positive summand. Thus
φ(E) > 0. (93)
This implies that φ(E) ∈ W is an order unit, hence, for any W ∈ W we have
λ > 0 such that W + λφ(E) > 0, and W = (W + λ(E)) − λφ(E), thus W =
W + − (W +). 
In addition, we also point out that S CP is a semigroup, e.g. for any E ,F ∈
S CP, E ◦ F ∈ S CP. We are now in position to obtain the structure of the set
of maps D : V → V which are induced by completely positive maps in B(H).
21
6 REGULAR QUASI-REALIZATIONS AS QUOTIENT REALIZATIONS
Theorem 15. Let W ⊆ B(H), W˜ ⊆ B(H)∗ be concrete operator systems, such
that K = W ∩ W˜⊥ has no positive semidefinite elements K ∩ S+ = {0}. Then
V ≃ WupslopeK is a quotient operator system. Let L :W → V be the quotient map.
Let D : V → V. Then, a completely positive map F : B(H) → B(H) exists
such that
1. Fn(Wn) ⊆ Wn,
2. F∗n(W˜n) ⊆ W˜n, and
3. L ◦ F|W = D ◦ L,
if and only if
D ∈ L⊗ L˜(S CP) (94)
Proof. The “if” part is trivial. To prove the “only if” part, recall that L˜ :W⊥+
W˜ → V∗, thus the adjoint map is the natural inclusion L˜∗ : V →֒ (W⊥ + W˜)∗.
This serves the purpose of lifting V to B(H), and thus
D = L ◦ F ◦ L˜∗. (95)
One can check that with this, maps in S satisfy the commutative relation
Eq. (77),
D ◦ L = L ◦ F ◦ L˜∗ ◦ L = L ◦ F|W , (96)
as expected for quotient maps. Furthermore, in the B(H)⊗B(H)∗ notation, we
have
D = L⊗ L˜(F), (97)
Hence all quotient maps in V corresponding to completely positive maps in S
are contained in the cone
P = L⊗ L˜(S CP). (98)
Notice that in principle, the range of L⊗ L˜ is not well defined in the entire
B(H)⊗ B(H)∗, and arbitrary extensions would be required. However, for each
of the subspaces making up S it is well-defined,
L⊗ L˜ :

domL⊗ dom L˜ −→ V ⊗ V∗,
kerL⊗ B(H) −→ 0,
B(H)∗ ⊗ ker L˜ −→ 0.
(99)
This clarifies that Eq. (95) is well defined. 
Another relevant question is to elucidate how the structure of P determines
the hierarchy {Cn}. As we have seen, if the spaces W and W˜ have order units,
then the resulting W + is generating, with order unit E . Then E = L⊗ L˜(E) is
an order unit in V ⊗ V∗, i.e., for any D ∈ V ⊗ V∗ we have some F ∈ S such
that D = L⊗ L˜(F). Then, there is always some λ > 0 such that
D + λE = L⊗ L˜(F + λE) ∈ P. (100)
Thus, V ⊗ V∗ = P −P.
Based on Theorem 15, one can readily verify that D ∈ P implies D and its
adjoint D∗ are completely positive in their respective operator systems.
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Lemma 16. Let D ∈ P. Then Dn(Cn) ⊆ Cn and D∗n(C ∗n ) ⊆ C ∗n .
Proof. Let D ∈ P. Then, there is a completely positive map F ∈ W + such
that D ◦L = L ◦ F (and hence Dn ◦Ln = Ln ◦ Fn). Also, for any x ∈ Cn there
is ω ∈ W+n such that x = Ln(ω). Thus,
Dn(x) = Dn ◦ Ln(ω) = Ln ◦ Fn(ω) ∈ Ln(W+n ). (101)
This also implies that for any y ∈ C ∗n , and for any x ∈ Cn, we have
D∗n(y)(x) = y ◦Dn(x) ≥ 0, (102)
hence D∗n(y) ∈ C ∗n . 
With this, we now consider the rank-1 elements in P. These elements
can be regarded as probabilistic preparations, as they produce effects (states)
independent of the effect (state) they (their adjoints) act upon. Let the set of
rank-1 elements in P be denoted as X . Also, let A,B be vector spaces and let
A,B be respective subsets. Then, we denote by
A⊙B = {x ∈ A⊗ B : ∃a ∈ A, ∃b ∈ B such that x = a⊗ b} (103)
the set of tensor products from A and B.
Lemma 17. X = C ∗ ⊙ C .
Proof. We first show C ⊙C ∗ ⊆ X . Since all elements in C ⊙C ∗ are of rank 1, it
is enough to show C ⊙C ∗ ⊆ P. Let D ∈ C ⊙C ∗ be of the form D = L(x)⊗L˜(y)
for some x ∈ W+ and y ∈ (W⊥+ W˜)+. Then x⊗ y ∈ W+⊗ (W⊥+ W˜)+. Then
clearly x⊗ y ∈ S CP, and thus D = L⊗ L˜(x⊗ y) ∈ P.
We now show X ⊆ C ⊙ C ∗. Clearly, X(C ) ⊆ C and X∗(C ∗) ⊆ C ∗ for all
X = µ⊗ ν ∈ X . Since C ⊙ C ∗ ⊆ X , and C , C ∗ are generating, it is possible
to chose X0 = a ⊗ b with a ∈ C , b ∈ C ∗ such that ν(a) > 0, b(µ) > 0. Then,
for all X = µ⊗ ν ∈ X we have
XX0X = X(a)⊗X∗(b) ∈ C ⊙ C ∗. (104)
But also XX0X = ν(a)b(µ)X . Hence ν(a)b(µ)X ∈ C ⊙ C ∗, thus X ∈ C ⊙
C ∗. 
This result suggests that once P is given, the cones C and C ∗ are naturally
embedded into it. This is true, but it is not the end of the story. Indeed, the
cones C and C ∗ are obtained in two different ways.
Lemma 18. Let P = L⊗L˜(W +) be an SDR mapping cone of the type Eq. (98).
Then the cones C and C ∗ are projections of P.
Proof. Since P is pointed, it has a supporting hyperplane F : V ⊗ V∗ → R
such that F (P) > 0. In particular, one of such supporting hyperplanes is given
by F = a ⊗ b where a ∈ C ∗ (resp. b ∈ C ) is a supporting hyperplane of C
(resp. C ∗). Then, the maps aˆ : V ⊗ V∗ → V∗ defined as aˆ(D) = D∗(a) and
bˆ : V ⊗ V∗ → V as bˆ(D) = Db we have
aˆ(P) = C ∗ and bˆ(P) = C . (105)
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We will prove only the first identity. One inclusion is clear,
C
∗ = a(C )C ∗ = aˆ(C ⊙ C ∗) = aˆ(X ) ⊆ aˆ(P). (106)
The other inclusion is shown as follows. Take D ∈ P and w ∈ C . Then
D(ω) ∈ C , thus aˆ(D)(ω) = D∗(a)ω = a ◦ D(ω) ≥ 0, so aˆ(D) ∈ C ∗. Thus
aˆ(P) ⊆ C ∗. The other relation is proven analogously. 
Finally, the set C , C ∗ are also restrictions of P.
Lemma 19. Let P = L⊗L˜(W +) be an SDR mapping cone of the type Eq. (98).
Then the cones C and C ∗ are restrictions of P to suitable subspaces.
Proof. Let a be an order unit of C ∗. Then P|a⊗V∗ = {D ∈ P|∃b ∈ V∗ s.t. D =
a ⊗ b} is a subset of X , with elements of the form a ⊙ C ∗. The natural iso-
morphism a ⊗ V∗ → V∗ takes this onto C ∗. A similar argument shows how
P|V⊗b = C ⊙ b, with b an order unit of C . 
7 Characterization of completely positive real-
izations by SDR mapping cones
So far we have derived a set of necessary conditions which follow from the
hypothesis that an underlying completely positive realization exists. In this
section we show that these are also sufficient.
Proposition 20 (Removing spurious eigenvectors). Let {E(u)} be a set of com-
pletely positive maps on B(H) with E =∑u E(u), and let ρ, I be positive semidef-
inite operators in B(H) such that trρI = 1. If ω is a positive semidefinite
eigenvector of E such that trρω = 0, then there is always another set of com-
pletely positive maps {Eˆ(u)} on B(ker(ω)) and positive semidefinite operators ρˆ,
Iˆ ∈ B(ker(ω)) such that
tr[ρ E(u)(I)] = tr[ρˆ Eˆ(u)(Iˆ)]. (107)
for all u ∈ M∗.
Proof. Let S = ker(ω) and Q = range(ω) = S⊥ its orthogonal complement. Let
P (resp. Q) be the corresponding orthogonal projection in H, and ΠP = P · P ,
(resp. ΠQ) the hereditary projection on B(H). Since ω is a positive semidefinite
eigenvector, we have that E ◦ΠQ = ΠQ ◦ E ◦ΠQ. From positivity, this extends
to all E(u) and thus
ΠP ◦ E(u) = ΠP ◦ E(u) ◦ΠP , ∀u ∈M∗. (108)
From orthogonality of ρ ≥ 0 and ω ≥ 0 it follows that ρ = ΠP(ρ) and we can
write
p(u) = tr[ρΠPE(u)(I)]
= tr[ρΠPE(u1)ΠP ◦ΠPE(u2)ΠP · · ·ΠPE(uℓ)ΠP(I)]. (109)
Replace H ← P , B(H)← B(P) and
E(u) ← ΠPE(u)ΠP (110a)
I ← ΠP (I) (110b)
ρ ← ΠP (ρ). (110c)
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The resulting maps are still completely positive and ρ, I are positive semidefinite
with support in B(S), thus the new I has tr[Iω] = 0. In addition, from Eq. (109),
they generate the same process. 
Theorem 21 (“ ’O scarrafone”). Given a pseudo-realization R = (V , π,D, τ),
an equivalent, finite-dimensional, unital, completely positive realization (B(H)sa,
ρ, E , I) exists if and only if there is an SDR cone P ⊂ V ⊗ V∗ such that
1. D(u) ∈ P for all u ∈ M,
2. τ ∈ C ,
3. π ∈ C ∗.
where C , C ∗ and P are of type (49), (56) and (94), respectively.
Proof. That the conditions are necessary was proven in the previous section. It
follows from condition 1 that CP maps E(u) : B(H)→ B(H) can be defined such
that E(u)(K) ⊆ K and E(u)(W) ⊆ W , and that
L ◦ E(u) = D(u) ◦ L, ∀u ∈M. (111)
To lift the vectors τ and π, notice that since τ ∈ C and π ∈ C ∗, there is
I ∈ W+ and ρ ∈ (W⊥ + W˜)+ such that
τ = L(I) (112)
ρ = π ◦ L. (113)
At this point it is easy to check that D(u)(τ) = D(u)L(I) = LE(u)(I), so that
π ·D(u)(τ) = ρ ◦ E(u)(I), ∀u ∈ M∗, (114)
However, the operators ρ and I are not left- and right-eigenvectors of E =∑
u∈M E(u), so they (B(H)sa, I, E , ρ) does not form a realization. In order to
find a proper completely positive realization, we will iteratively replace them by
suitable projections by making use of Theorem 20, until the desired properties
are obtained. In the process, we remove all spurious contributions to ρ and I
until only relevant contributions to Eq. (114) remain.
STEP 1: Consider the Cesa`ro mean ωn =
1
n
∑n
k=1 Ek(I). Clearly, ωn ≥ 0 ∀n.
Define the ratio λ = limn→∞
‖ωn+1‖
‖ωn‖
so that the limit is well-defined,
ω = lim
n→∞
ωn
λn
. (115)
Clearly, ω ≥ 0, and
E(ω) = lim
n→∞
1
nλn
n∑
k=1
Ek+1(I) = λω. (116)
At this point, two different scenarios may occur. Either λ = 1 or
λ > 1. Consider first the case when λ > 1. This means that there
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is a contribution to I which grows under the action of E , and ω
captures its asymptotic behavior. One can see that
tr[ρω] = lim
n→∞
1
nλn
n∑
k=1
tr[ρEk(I)] = lim
n→∞
1
λn
= 0. (117)
Hence, by making use of Theorem 20, we can obtain a new set of CP
maps {E(u)}, ρ and I such that tr[Iω] = 0. However, ρ and I are
still not eigenvectors. Repeat STEP 1 until λ = 1.
If λ = 1 then ω = limn→∞ ωn is well defined. Replace I ← ω and
proceed to STEP 2.
At each iteration of STEP 1 a new ω is obtained, orthogonal to all previous
ones, and the associated eigenvalue can only be equal or decrease. The aim of
this iteration is to capture the eigenspace of E with the largest eigenvalue and
remove it without altering the resulting stochastic process p(u).
Because E has only finitely many eigenvalues, eventually λ will equal 1. In
that case, the resulting ω is strictly positive. Proceed to PART 2.
STEP 2: At this point I is an eigenvector but ρ is not. Return STEP 1 with
the dual realization, i.e., with ((B(H)sa)∗, I, E∗, ρ), interchanging the
roles of ρ and I.
After STEP 2, ρ is an eigenvelue of E but I may not be. A further iteration
of steps 1 and 2 will lead to further dimension reductions. Since the dimension
is finite, eventually no further truncations will be necessary and both I and ρ
will be proper left- and right- eigenvalues of E .
Once one has iterated through STEPS 1 and 2, one has a completely positive
realization (ρ, E(u), I) with the required stability properties for ρ and I. It just
remains to ensure that I > 0. The procedure is very similar to the one just
exposed.
STEP 3: Let Q = ker(I) and S = Q⊥ = range(I) its orthogonal complement.
Since I ≥ 0 is an eigenvector of E , we have that E(u)(I) ∈ B(S)
for all u ∈ M∗. Hence we can make the substitutions H ← S,
B(H)← B(S) and
E(u) ← ΠPE(u)ΠP (118a)
I ← ΠP(I) (118b)
ρ ← ΠP(ρ). (118c)
With this, now I > 0. One can define the completely positive map
N (x) = I−1/2xI−1/2. Finally, replace
E(u) ← NE(u)N−1 (119a)
I ← N (I) = 1 (119b)
ρ ← N−1(ρ). (119c)
This substitution makes
∑
u∈M E(u)(1) = 1, while preserving complete positiv-
ity and the resulting ρ is the stationary state of the system. 
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Note that several steps in the reduction algorithm could be avoided by im-
posing further conditions on the properties of the subspaces defining P, but to
explore these relations is beyond the scope of our present work.
The constructive algorithm in the above proof shows that not only appropri-
ate completely positive maps can be obtained from the condition D ∈ P, but
also that their structure can be cast into the form of a quantum instrument,
and ρ is a fixed point of
∑
u∈M E(u). The fact that a dimension smaller than
that of B(H) is capable of reproducing the model described by (B(H)sa, ρ, E , I)
is ultimately due to the non-primitivity of E∗ and the lack of information com-
pleteness of the POVM elements M (u) = E(u)(I). Theorem 21 establishes that
this explanation is the only possible one, revealing the essential traits that a
quasi-realization should exhibit in order to be equivalent to a higher-dimensional
quantum model.
8 Discussion
Our main result, Theorem 21, represents a generalization of Dharmadhiraki’s
polyhedral cone condition [Dha63], and establishes the type of positivity that
needs to be respected at the level of a quasi-realization for it be completely
positively realizable in in a certain way B(H). This brought to light a central
issue that goes unnoticed in the commutative case. Unlike in the formulation of
Dharmadhiraki’s cone condition, the truly fundamental object is the set of maps
P, from which the cones C and C ∗ can be derived. This shifts the focus from
the geometry of the cone of states to the cone and at the same time semigroup
of transformations corresponding to a given process p.
This is far from a full solution to the problem. Although condition (94)
can be verified by a semidefinite program, finding a suitable cone P for a
given process is still a formidable challenge. Our result highlights significant
departures from the PRP, so that novel approaches may be possible. In partic-
ular, the CPRP turns out to be deeply related to lifting properties for quotient
operator systems. Aspects of this theory are deeply connected with several
open questions in operator theory [FP12], such as Connes Embedding Prob-
lem and Kirchberg’s conjecture. In addition, classical algorithms for learning
Hidden Markov Models using matrix factorizations [CC11] may be extended to
semidefinite factorizations [FMP+12, GPT13] thus establishing links between
the computational complexity of the CPRP and that of other relevant problems
in Quantum Information science. An interesting question, from the operator
systems theory point of view, is to identify the abstract operator system in V
for which P is precisely the cone of completely positive maps, and to determine
its nuclearity properties.
Conversely, for a given quotient operator system of a concrete operator sys-
tem in a finite-dimensional Hilbert space, there are in fact always infinitely
many W ⊂ B(H)sa and quotient maps L : W → V realizing the same quotient.
But while all of these quotients give rise to the same set of completely positive
maps, the cones P depend on the pairs (W , L), but all contained in the cone
of completely positive maps of V . The question is whether the cone generated
by all these P together (or at least its closure) exhausts all completely positive
maps.
Just as the positive realization problem, the completely positive realization
27
A PROOF OF LEMMA 4
problem is highly relevant in systems identification and quantum control. It
addresses the problem of finding compact models for systems with quantum
memory and a classical readout interface. In particular, modeling stochastic
processes which are generated by quantum devices will be the primary appli-
cation of our results. The positive description of a process not only provides
insight into the physical mechanisms underlying a process, but allows to iden-
tify latent variables, i.e. variables that are not directly observed but allow to see
order and simplicity in otherwise apparently chaotic and highly unpredictable
behavior. In this sense, accounting for hidden quantum mechanical mechanisms,
and more importantly, quantum memory to an information source, is potentially
the difference between obtaining a simple description of a process or a highly
complex one.
Finally, we draw the reader’s attention to the question of how general com-
pletely positive realizations are, in relation to general quasi-realizations (we
know that they are strictly more powerful than classical positive realizations).
In particular, in the setting we considered here, of a finite set of maps on a finite-
dimensional vector space, can the cone required in Lemma 3 always be assumed
to be SDR? More specifically, consider the smallest cone C = R≥0{D(u)τ :
u ∈ M∗} generated by a quasi-realization; is C an SDR cone, or at least
semi-algebraic? (Note that SDR implies semi-algebraic, and if the Helton-Nie
conjecture [HN09] is true they are equivalent.) Conversely, if that is not the
case, it would mean that there exists a process with a (finite-dimensional) quasi-
realization which cannot be reproduced by any quantum system of finite dimen-
sion.
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A Proof of Lemma 4
Lemma 4. Let R = (V , π,D(u), τ) be a regular realization, i.e., no equivalent
quasi-realization exists of smaller dimension. Then, any cone C satisfying con-
ditions in Lemma 3 is proper: C does not contain nor is contained in a proper
subspace of V , and τ is an order unit of C .
Proof. Suppose C is not proper. This means it is either not pointed or not
generating. Consider first the case C is not generating. Then W = C − C ,
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is a proper subspace of V , and from conditions 1 and 2 in Lemma 3 one has
that τ ∈ W and D(u)W ⊆ W . Thus, the realization (W , π|W , D|W , τ) is an
equivalent quasi-realization of smaller dimension than R, which contradicts the
assumption that R is regular.
Suppose now that C is not pointed. Define the dual cone C ∗ = {f ∈
V∗ : f(v) ≥ 0 ∀v ∈ C }. If C is not pointed then C ∗ is not generating. Let
W˜ = C ∗ − C ∗ be the subspace generated by C ∗. Due to condition 3, π ∈ W˜ ,
and D(u)∗W˜ ⊆ W˜ . Hence one can define D˜ = D∗|
W˜
and τ˜ = τ |
W˜
as a linear
function on W˜ . Then, the realization (W˜∗, π, D˜∗, τ˜ ) is equivalent to R and has
smaller dimension, thus R is not regular.
Now that we have established that C is proper, consider the subspace W =
span{D(u)τ : u ∈ M∗}. Then C |W = C ∩W is a subcone of C , and therefore
C |W establishes an order relation ≥ in W (a ≥ b iff a− b ∈ C |W). To see that
τ is an order unit of C |W take w = w+ − w− ∈ W , where w± ∈ W+. There is
a set of words ui ∈M∗ and nonnegative reals ci such that
w+ =
∑
i
ciD
(ui)τ. (120)
Then (
∑
i ci)τ ≥ w, (∑
i
ci
)
τ =
∑
i
ci
[∑
v∈M
D(v)
]|ui|
τ (121)
=
∑
i
ci
∑
v∈M|ui|
D(v)τ (122)
≥
∑
i
ciD
(ui)τ (123)
≥ w+ − w− = w. (124)
Furthermore, C |W satisfies all the conditions in Lemma 3. Thus C |W must be
generating, which implies that W = V and so C |W = C . Hence, τ is an order
unit of C . 
B Proof of Theorem 9
Theorem 9 ([IAK91]). Two quasi-realizationsR1 = (V1, π1, D1, τ1) andR2 =
(V2, π2, D2, τ2) of the same stochastic process p, not necessarily of the same
dimension, have isomorphic quotient realizations Ri = (V i, πi, Di, τ i), i = 1, 2:
It holds V1
T∼= V2, and
π1 = π2T,
D
(u)
1 = T
−1D
(u)
2 T,
τ1 = T
−1τ2.
Proof. Let Li :Wi → Vi, (i = 1, 2) be the canonical projections of the respective
quotient maps. Let {ui}i=1,...,dimW1 be a set words such that {D(ui)1 τ1}i=1,...,dimW1
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is a basis for W1. Chose a subset of words U = {ui}i∈I such that
ei = L1D
(ui)
1 τ1, i ∈ I (125)
is a basis of V1. Define the map η : V1 → V2 as follows
η(ei) = L2D
(ui)
2 τ2 ≡ fi. (126)
Next, we show that {fi}i∈I is a basis of V2, by first showing that they span the
whole space and then showing linear independence.
Let w ∈ M∗ be any word and let ci be coefficients such that
L1D
(w)
1 τ1 =
∑
i
ciei (127)
Now, let v be any word in M∗ and take
p(vw) = π⊤1 D
(v)
1 D
(w)
1 τ1 (128)
= L∗1(D
(v)
1
⊤π1)L1(D
(w)
1 τ1) (129)
= L∗1(D
(v)
1
⊤π1)
∑
i∈I
ciL1(D
(ui)
1 τ1) (130)
=
∑
i∈I
ciL
∗
1(D
(v)
1
⊤π1)L1(D
(ui)
1 τ1) (131)
=
∑
i∈I
ciπ
⊤
1 D
(vui)
1 τ1 =
∑
i∈I
ci p(vui). (132)
Since the representations are equivalent we get
π⊤2 D
(v)
2 D
(w)
2 τ2 =
∑
i∈I
ci π
⊤
2 D
(v)
2 D
(ui)
2 τ2 (133)
= π⊤2 D
(v)
2
∑
i∈I
ciD
(ui)
2 τ2, ∀v ∈M∗. (134)
Therefore, vectors D
(w)
2 τ2 and
∑
i∈I ciD
(ui)
2 τ2 lie in the same equivalence class,
L2(D
(w)
2 τ2) =
∑
i∈I
ci L2(D
(ui)
2 τ2) (135)
=
∑
i∈I
cifi. (136)
Thus, fi = η(ei) spans V2 = L2(W2). We now show that the fi are linearly
independent; suppose ∑
i∈I
cifi =
∑
i∈I
ciL2(D˜
(ui)
2 τ2) = 0. (137)
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Then, taking the product with an arbitrary v ∈M∗,
[
L∗2(D
(v)
2
⊤π2)
]⊤
·
[∑
i∈I
cifi
]
=
∑
i∈I
ci
[
L∗2(D
(v)
2
⊤π2)
]⊤
·
[
L2(D
(ui)
2 τ2)
]
(138)
=
∑
i∈I
cip(vui) (139)
=
[
L∗1(D
(v)
1
⊤π1)
]⊤
·
[∑
i∈I
ciL1(D
(ui)
1 τ1)
]
(140)
= π⊤1 D
(v)
1 ·
∑
i∈I
ciD
(ui)
1 τ1 = 0. (141)
Thus, whenever
∑
i∈I cifi = 0, we have that
∑
i∈I ciD
(ui)
1 τ1 ∈ kerL1, the null
subspace of realization 1. ∑
i∈I
ciL1(D
(ui)
1 τ1) = 0. (142)
Since {L1(D˜(ui)1 τ1)}i∈I is a basis, the ci’s must be zero. Therefore, the two
quotient spaces are isomorphic, with η being an explicit isomorphism between
them. 
C Proof of Lemma 11
Lemma 11. Let I ∈ W ⊆ B(H)sa and W˜ ⊆ (B(H)sa)∗. The spaces (W/(W ∩
W˜⊥))∗ and (W˜ +W⊥)/W⊥ are naturally isomorphic. If W = span(W+) and(W ∩ W˜⊥)+ = {0} then
1. The cone C =W+upslopeW ∩ W˜⊥ is a proper SDR cone.
2. The dual cone of C is given by
C
∗ =
(W˜ +W⊥)+upslopeW⊥.
Let U be a finite-dimensional vector space with a proper positive cone U+,
and let A ⊆ U be a subspace. In the case at hand U = B(H)sa and U+ = S+,
but our results are valid more generally. The induced positive cone in A is given
by the restriction of U+ to A, A+ = U+|A. We now consider the structure of
the dual cone (A+)∗.
The annihilator of A ⊆ U is defined as the vector subspace of U∗ that
vanish on A, and is denoted by A⊥ ⊆ U∗. Note that A⊥ operation is always
relative to ambient space containing A. We will take care to always denote
annihilator spaces w.r.t. to the largest space U . When the context is not clear,
e.g. A ⊆ B ⊆ U , we will assist with a specification of the reference space A⊥B
as opposed to A⊥U .
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Lemma 22. Let U be a Banach space and A a closed subspace. The following
isomorphisms are natural:
A∗ ∼= U∗upslopeA⊥, (143)
A⊥ ∼= (UupslopeA)∗ , (144)
where ∼= indicates isometric isomorphism.
Proof. See [Rud66, Sect. 4.8.]. 
These isomorphisms assist in establishing the intertwined relationships be-
tween subspaces and quotients, on the one hand, and dual and annihilator spaces
on the other. These relations extend to the cones defined in those spaces.
Theorem 23. Let A ⊂ U be a subspace. If U+|A is generating, then
(U+|A)∗ ∼= (U+)∗upslopeA⊥, (145)(
U+upslopeA
)∗ ∼= (U+)∗|A⊥ , (146)
where ∼= denotes the natural isomorphism introduced in Lemma 22.
Proof. Notice that the two statements are equivalent. They are obtained from
one another by dualizing under the following exchange: U ↔ U∗, A↔ A⊥ and
U+ ↔ U+∗. We will prove the first one. The cone U+|A can be expressed as
U+|A = {a ∈ A|a ∈ U+}.
First, we show that (U
+)∗upslopeA⊥ ⊆ (U+|A)∗. Let f ∈ (U
+)∗upslopeA⊥, such that
there is an element u ∈ (U+)∗ for which f = u +A⊥. Then, for any a ∈ U+|A
we have
f(a) = (u +A⊥)(a) = u︸︷︷︸
∈(U+)∗
( a︸︷︷︸
∈U+
) ≥ 0, (147)
hence (U
+)∗upslopeA⊥ ⊆ (U+|A)∗.
We now prove that f /∈ (U+)∗upslopeA⊥ implies that f /∈ (U+|A)∗. Let u ∈ U∗ be
such that
f = u+A⊥.
That f /∈ U+∗/A⊥ implies that u + A⊥ does not intersect U+∗. Since U+ is
generating, U+∗ is pointed. Thus, one can extend u + A⊥ to a supporting
hyperplane of U+∗, by
u+Ne such that (u+Ne) ∩ U+∗ = ∅.
and A⊥ ⊆ Ne. Therefore, there exists an element e in the interior of U+ such
that
(u± ν)(e) = 0, ∀ν ∈ Ne
hence u(e) = 0 and ν(e) = 0. Since A⊥ ⊆ Ne, we have that ν(e) = 0, ∀ν ∈ A⊥
and thus e ∈ A. Since e is in the interior of U+ then it is also in the interior of
U+|A. On the other hand, u(e) = 0 implies that
f(e) = (u+A⊥)(e) = 0.
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However, since e is in the interior of U+|A, there is ǫ ∈ A such that e+ǫ ∈ U+|A
and such that
f(e+ ǫ) < 0.
Therefore f /∈ (U+|A)∗. 
For finite dimensional spaces, we have the following additional property:
Lemma 24. Let A,B be subspaces of a finite dimensional vector space U . Then
(A ∩B)⊥ = A⊥ +B⊥.
Theorem 25 (Second Theorem of Isomorphism). Given two subspaces A, B ⊆
U , then the following quotients are isomorphic
Aupslope(A ∩B) ∼= (A+B)upslopeB. (148)
Theorem 26 (Third Theorem of Isomorphism). Given A ⊆ B ⊆ U , we have
• Quotients of subspaces are subspaces of quotients: BupslopeA ⊆ UupslopeA
• Chain rule:
(
UupslopeA
)
upslope
(
BupslopeA
) ∼= UupslopeB.
We now start proving Lemma 11 with its first part.
Proof. Define K = W ∩ W˜⊥ ⊆ W ⊆ U . First, using the 3rd Isomorphism
Theorem notice that
WupslopeK ⊆ UupslopeK
So that using Lemma 22, we have(W
K
)∗
∼=
(
UupslopeK
)∗
upslope(WupslopeK)⊥ (149)
where ⊥ is understood as a subspace of (UupslopeK)∗. The numerator, by Lemmas 22
and 24 is (
UupslopeK
)∗ ∼= K⊥ = (W ∩ W˜⊥)⊥ =W⊥ + W˜ .
On the other hand, using Lemma 22 and Theorem 26, this can be written as
(WupslopeK)⊥ ∼=
((
UupslopeK
)
upslope
(WupslopeK))∗ ∼= (UupslopeW)∗ ∼=W⊥, (150)
where the first ⊥ refers to a subspace in (UupslopeK)∗. and the second one to a
subspace in U∗. Combining these, we have(
Wupslope(W ∩ W˜⊥))∗ ∼=
(
W⊥ + W˜
)
upslopeW⊥,
where the last isomorphism is given by Theorem 25. All isomorphisms used are
natural. This proves the first statement of Lemma 11. 
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U∗ U
W∗ W
(W/K)∗ W/K
i∗ i
LL∗
(153)
Figure 1: Projections and injections of the spaces U , W W/K and their duals.
Next, notice that if span(W+) = W , then W+ is not contained in any
subspace of W , hence it is generating. In addition, since U+ is pointed, its
restriction to W ⊆ U must also be pointed. Hence W+ is proper.
Proof of Lemma 11, statement 1. Let L :W →W/K be the canonical quotient
projection, see Fig. 1. The cone
C =W+upslopeK (151)
can be expressed as
C = L(W+), (152)
so C is clearly SDR. We now show it is pointed. Suppose v ∈ C and −v ∈ C .
Then there are ω, ω′ ∈ W+ such that v = L(ω) and −v = L(ω′). But then
ω + ω′ ∈ kerL = K, but also ω + ω′ ∈ W+. Since K ∩W+ = {0}, we conclude
ω′ = −ω. Since W+ is pointed, ω ∈ W+ and −ω ∈ W+ implies ω = 0. Thus,
v = 0.
Next, we show C = L(W+) is generating. W+ is generating, which means
it has an order unit, i.e. an e ∈ W+ such that for every ω ∈ W there is some
λ > 0 for which e + λω ∈ W+. For every v ∈ W/K there is ω ∈ W such that
v = L(ω). Then L(e) + λv = L(e+ λω) ∈ L(W+). Hence, L(e) is an order unit
of C and therefore C = L(W+) is generating. This shows L(W+) is a proper
SDR cone. This proves statement 1. 
Proof of Lemma 11, statement 2. We now consider the cone C = L(W+) =
W+/K and its dual C ∗. Using Theorem 23 we have that
C
∗ = (W+/K)∗ =W+∗|K⊥ = (U+|W)∗|K⊥ ,
and
(U+|W)∗ = (U+)∗upslopeW⊥, (154)
whereas the restriction to K⊥ becomes, under the isomorphism W∗ ∼= U∗upslopeW⊥,
a restriction to K⊥/W⊥:
W∗|K⊥ ∼= K⊥upslopeW⊥. (155)
Hence,
C
∗ = (U
+)∗upslopeW⊥
∣∣∣
K⊥
= (K⊥)+upslopeW⊥. (156)
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Thus, finally, using K⊥ = (W˜⊥ ∩W)⊥ = W˜ +W⊥, we have,
C
∗ = (W˜ +W⊥)⊥upslopeW⊥. (157)
This proves statement 2. 
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