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Einleitung
In der Tradition der Antrittsvorlesung wählt man üblicherweise
ein Thema der aktuellen Forschung und stellt es für den interes-
sierten Laien verständlich dar.
So wähle ich ein Thema über verteilte Systeme: Das ist aktuell,
weil derzeit zahlreiche Aufgaben von zentralen Rechenzentren
wegverlagert werden, hin zu verteilten Rechnernetzen. Und um
verständlich zu bleiben, stelle ich Beispiele vor.
Wenn man eine Aufgabe nicht mit einem herkömmlichen Rech-
ner sondern auf einem Rechnernetz lösen will, werden ganz neue
Aspekte von Algorithmen sichtbar und es stellen sich grundle-
gende Fragen nach Prinzipien des Problemlösens in verteilten
Systemen, eben nach dem im Titel angekündigten „Verteilten
Rechnen“.
Im ersten Kapitel entwickeln wir am Beispiel des Sortierens aus
einem klassischen Verfahren heraus einen verteilten Sortieralgo-
rithmus. So wird insbesondere deutlich, was an der Annahme von
Verteiltheit spezifisch ist.
Im zweiten Kapitel wird gezeigt, daß zahlreiche bekannte Algo-
rithmen einen „verteilten Kern“ haben. Eine für verteilte Algo-
rithmen spezifische Fragestellung behandelt das dritte Kapitel:
Die Feststellung der Terminierung konkreter Abläufe. Schließ-
lich stellen wir im vierten Kapitel die Frage aus dem Titel dieser
Vorlesung: Hat verteiltes Rechnen prinzipiell neue Eigenschaf-
ten, oder kann man es im wesentlichen im herkömmlichen Rah-
men behandeln?
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1. Ein Beispiel: Verteiltes Sortieren
Ich beginne mit einem „klassischen“ Beispiel, dem Sortieren. Ge-
geben seien Karteikarten, jede mit der Anschrift einer Firma. Sie
sollen alphabetisch sortiert werden. Dazu wird der Kartenstapel
durchgeblättert, und falsch geordnete Nachbarn werden ver-
tauscht.
Ein Beispiel sei der Kartenstapel
Gans     Elch     Bär     Fuchs     Cobra     Dachs     Aal. (1)
Der erste Vergleich, Gans - Elch, führt zu
Elch Gans Bär     Fuchs     Cobra     Dachs     Aal. (2)
Dann wird das aktuelle zweite Kartenpaar, Gans - Bär, verglichen
(und vertauscht), dann das dritte usw. bis der erste Durchlauf mit
Elch     Bär     Fuchs     Cobra     Dachs     Aal     Gans. (3)
endet. Ein zweiter Durchlauf blättert wieder von links nach rechts
durch und vertauscht ggf. die Karten, bis nach sechs Durchläufen
der Stapel sortiert ist.
Um dies allgemein zu formulieren, bezeichne a12 den Vergleich
der ersten beiden Karten zusammen mit ihrer eventuellen Ver-
tauschung. a23, a34 etc. bezeichne die entsprechende Aktion mit
der zweiten und dritten, der dritten und vierten Karte, etc. Be-
zeichnen wir aktuelle Anordnungen („Zustände“) des Kartensta-
pels mit z0, z1, z2 etc., so erzeugt das Verfahren ein Verhalten der
Form
a12 a23 a67 a12 a67
z0 ––––ä z1 ––––ä z2 ––––ä · · · ––––ä z6 ––––ä · · · ––––ä z35 ––––ä z36 (4)
Versuchen wir nun einmal eine andere, „liberalere“ Variante:
Warum eigentlich den Kartenstapel von vorn nach hinten durch-
blättern? Warum überhaupt eine feste Reihenfolge vorgeben?
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Warum nicht nach Belieben Paare benachbarter Karten heraus-
nehmen, prfen und ggf. vertauschen?
Beispielsweise, erst a67 und dann a23 ausführen mit dem Resultat
Gans     Bär     Elch     Fuchs     Cobra     Aal     Dachs. (5)
Machen wir es geschickt, so reichen 16 Schritte zum Sortieren
aus.
Dieses Verfahren („man nehme irgendein Paar benachbarter Kar-
ten aus dem Stapel, prüfe und vertausche ggf. die Karten und lege
sie zurück. Dann wähle man ein weiteres Paar und verfahre ent-
sprechend“) ist nicht deterministisch: Es gibt dabei nicht (wie
oben) einen, sondern viele Abläufe der Form
ai i+1 aj j+1 ak k+1
z0 ––––––ä z1 ––––––ä z2 ––––––ä z3 · · · (6)
wobei i, j, k etc. Zahlen zwischen 1 und 6 sind.
Eine weitere, „noch liberalere“ Variante bietet sich sofort an:
Warum immer Nachbarn vergleichen? Nehmen wir doch beliebi-
ge Paare, beispielsweise Gans und Aal in (1) mit dem Resultat
Aal     Elch     Bär     Fuchs     Cobra     Dachs     Gans. (7)
Dann reichen sogar vier Schritte zum sortieren. Jeder einzelne
Ablauf (von den vielen möglichen) hat dann die Form:
ai i¢ aj j¢ ak k¢
z0 ––––––ä z1 ––––––ä z2 ––––––ä z3 · · · (8)
wobei i, i¢, j, j¢, k, k¢etc. Zahlen zwischen 1 und 7 sind.
Bislang haben wir uns auf Abläufe der Form
a1 a2
z0 ––––––ä z1 ––––––ä z2 ––––––ä · · · (9)
beschränkt, wobei z0, z1, ... Zustände und a 1, a 2, ... elementare
Aktionen bezeichnen. Sortieren können wir auch in einer allge-
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meinen Weise, indem mehrere elementare Aktionen, beispiels-
weise a12 und a45, zugleich, in einem Schritt, eintreten. In diesem
Fall notieren wir
a12
a45
s ––––––ä s¢ (10)
Tatsächlich reichen nun sogar zwei derartige Schritte, um (1) zu
sortieren:
a17 a35
a23 a46
s0 ––––––ä s1 ––––––ä s2 (11)
Der allgemeine Fall besteht also aus einer Sequenz
A1 A2
s0 ––––––ä s1 ––––––ä s2 ––––––ä · · · (12)
An
von Schritten, wobei jeder Schritt  sn-1 –––––ä sn die Gestalt
ai i¢
aj j¢
·
·
·
sn-1 ––––––ä sn (13)
hat, mit paarweise verschiedenen Indizes i ,i ¢ ,j , j ¢ , ... .
Die obigen Konzepte, insbesondere (9) bilden also einen Spezial-
fall von (12), wobei jedes An nur einen Elementarschritt aii¢ ent-
hält.
Haben wir mit (12) also die denkbar allgemeinste Variante? Be-
trachten wir nochmals, was Sortieren bedeutet. Der Kartenstapel
hat „Positionen“: In (1) liegt auf der ersten Position Gans, auf der
zweiten Elch etc.
Der Stapel legt diese Positionsnummern implizit fest. Sie gehen
beispielsweise verloren, wenn der Stapel umfällt. Deshalb ist es
besser, auf jeder Karteikarte – mit Bleistift – die aktuelle Posi-
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tionsnummer zu notieren und bei Vertauschen durch die neue Po-
sition zu ersetzen. Für (1) erhalten wir so
(14)
Jetzt ist der Stapel überflüssig!
Die Karteikarten können räumlich verteilt vorliegen, beispiels-
weise jede auf einem anderen Rechner eines Rechnernetzes. Den-
noch kann man sie sortieren: Man muß die alphabetische Ord-
nung der Namenseinträge und die Ordnung der Positionsnum-
mern in Übereinstimmung bringen.
Wie gelingt das nun im „allgemeinsten“ Fall? Wie sieht überhaupt
der allgemeinste Fall aus? Vielleicht so, daß die Karteikarten
„herumwandern“ und sich gelegentlich „begegnen“:
(15)
Dann vergleichen sie Ihre Positionsnummern, tauschen sie ggf.
aus und wandern weiter:
(16)
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Nach hinreichend vielen solchen Begegnungen sind die Kartei-
karten geordnet.
Wie kann nun ein solches Verhalten dargestellt werden, in Ana-
logie zu (9) und (12)? Zwei Karteikarten begegnen sich unab-
hängig von allen anderen Karteikarten. Im Zustand (1) begegnet
beispielsweise Elch zunächst Bär und dann Cobra. Völlig unab-
hängig davon begegnen sich einerseits Gans und Aal, anderer-
seits aber auch Fuchs und Dachs. Wir notieren solche Begeg-
nungen graphisch in der Form
(17)
mit der Konvention, daß die Karte mit der niedrigen Positions-
nummer oben steht und die Karte mit der höheren Nummer un-
ten. Jedes mögliche Gesamtverhalten der Karteikarten setzt sich
nun aus solchen „Begegnungen“ zusammen.
Ein Beispiel ist
(18)
Hier ist dargestellt, daß a23 vor a35 eintritt und daß unabhängig von
dieser Sequenz sowohl a17 als auch a46 eintritt.
Ein anderes Beispiel ist
8
(19)
Hier kommen nicht nur vier, sondern acht Aktionen vor. Sie bil-
den teilweise Ketten, z.B.
a67 ––––––ä a56 ––––––ä a46 ––––––ä a34 (20)
von denen sich andere abspalten (z.B. kann man in (20) nach a67
und a56 mit a15 fortfahren) oder erst abspalten und wieder zusam-
menkommen (z.B. trifft sich a67 –––ä a37 –––ä a34 mit (20) am An-
fang und am Ende).
Kann man (18) und (19) als Ausprägung von (12) auffassen? Dies
ist nicht möglich, obwohl beispielsweise in (18) und in (11) die
selben Elementaroperationen (a17, a 23, a35 und a46) vorkommen.
Sie sind jedoch verschieden geordnet: Die Ordnung von (18) ist
schwach: a23 liegt vor a35; alle anderen Paare sind ungeordnet.
Stellen wir die direkte Nachfolge in einer Ordnung durch Pfeile
dar, so führt (18) zur Ordnung
a23 ––––––ä a35 (21)
a17a46
Diese Ordnung beschreibt die kausalen Abhängigkeiten der Ele-
mentaroperationen: a35 baut auf dem Ergebnis von a23 auf; alle
anderen Elemtaroperationen arbeiten unabhängig voneinander,
mit der anfangs gegebenen Konfiguration (1). Die Sequenz der
zwei Schritte (11) beschreibt a17 und a23 als gleichzeitig; entspre-
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chend treten a35 und a46 gleichzeitig ein. Die beiden Schritte sind
zeitlich geordnet: a17 liegt vor a35 und vor a46 und entsprechend
liegt a23 vor a35 und vor a46:
(22)
Diese Ordnung ist nicht nur stärker als die von (18), sie ist auch
in einer Weise „regelmäßig“, die zeitliche Ordnung im allgemei-
nen von kausaler Ordnung unterscheidet: In zeitlicher Ordnung
sind zwei Aktionen genau dann ungeordnet, wenn sie gleichzei -
tig eintreten.
Gleichzeitigkeit ist transitiv (wenn a und b gleichzeitig sind und
wenn b und c gleichzeitig sind, dann auch a und c). Und in der
Tat ist die Nicht -Ordnung in (22) transitiv, während sie in (21)
nicht transitiv ist. Dort sind beispielsweise a23 und a17, aber auch
a17 und a35 ungeordnet, nicht jedoch a23 und a35.
Zusammengefaßt formuliert, kann kausal geordnetes Verhalten
reicher strukturiert sein als zeitlich geordnetes.
Eine Kette einer kausalen Ordnung (z.B. 20) repräsentiert kausa-
les Aufeinanderfolgen von Aktionen, während eine Kette einer
zeitlichen Ordnung (z.B. a17, a46 in (22)) Aktionen in ein Zeitraster
einordnet. So sind alle Ketten einer zeitlichen Ordnung gleich
lang, während Ketten einer kausalen Ordnung verschieden lang
sein können.
Bislang haben wir mögliches Verhalten von Systemen und Pro-
grammen untersucht und zum Teil formal dargestellt. Systeme
und Programme selbst haben wir nur informell, umgangssprach-
lich beschrieben.
Verhalten  der  in  (9)  beschriebenen  Form,  also  Sequenzen   aus
Zuständen und elementaren Aktionen, ist die „klassische“ Form
der (operationellen) Semantik von Programmen. Wie solche Pro-
gramme für das Sortieren aussehen können, ist bekannt und
braucht hier nicht diskutiert zu werden. Verhalten der in (12) be-
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schriebenen Form, also Sequenzen aus Zuständen und Mengen
elementarer Aktionen, wird als Semantik für eine Reihe von Sy-
stem- und Programmkonzepten verwendet, darunter „parallelen
Programmen“, „systolischen Algorithmen“ und „parallelen ran-
dom access machines“.
Wie sehen aber Systeme und Programme mit „verteilten“ Abläu-
fen wie z.B. (18) oder (19) aus, die also aus halbgeordneten
Aktionen und lokal vorliegenden Teilzuständen bestehen?
Zur Darstellung derartiger „verteilter“ Algorithmen gibt es eine
überraschend einfache Technik. Verteiltes Sortieren wird bei-
spielsweise so dargestellt:
(23)
Dabei enthält der Kreis S die Karteikarten mit ihren jeweiligen
Positionsnummern (in (23) mit den durch (1) gegebenen An-
fangspositionen). Jeder Kasten beschreibt ein Aktionsschema.
Eine konkrete Aktion entsteht durch Belegung der Variablen x, y,
n und m in den Pfeilinschriften (x,n) und (y,m) durch Karteikar-
ten mit ihren aktuellen Positionsnummern.
Die Belegung von (x,n) mit (Elch,2) und von (y,m) mit (Gans,1)
führt beispielsweise für T zur Aktion
(24)
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Diese Aktion ist in der Tat aktiviert, weil zwei Voraussetzungen
dafür erfüllt sind. Zum einen erfüllt diese Belegung die beiden
Bedingungen x ‹ y und m <n in T (‹ bezeichne die alphabetische,
< die numerische Ordnung), zum anderen ergibt die Belegung der
Anschriften am „herausnehmenden“ Pfeil
(25)
Karteikarten (nämlich (Elch,2) und (Gans,1)), die aktuell in S ver-
fügbar sind.
Tritt die Aktion nun ein, so wird gemäß der interpretierten
Pfeilanschriften (Elch,2) und (Gans,1) aus S entnommen, und
(Elch,1) und (Gans,2) zu S hinzugefügt. Jede T-Aktion vertauscht
also die Positionsnummern der beteiligten Karteikarten; entspre-
chend zeigen die Inschriften in U, daß jede U-Aktion Karteikar-
ten vergleicht und feststellt, daß sie bereits korrekt geordnet sind.
Wichtig ist nun der lokale Charakter der Aktion: Eine konkrete
Aktion bezieht sich nicht auf einen Gesamtzustand, sondern auf
zwei einzelne Karteikarten. Betreffen Aktionen verschiedene
Karteikarten, so treten sie unabhängig voneinander ein. Beziehen
sich zwei Aktionen auf die selbe Karteikarte, so entsteht ein Kon -
flikt, der in einem konkreten Fall nichtdeterministisch zu Gunsten
einer der Aktionen entschieden wird.
Das System (23) beschreibt somit unendlich viele verschiedene
Verhaltensmöglichkeiten. Zwei davon sind (18) und (19).
Mit (23) ist nun die allgemeinste Form des „Sortierens durch Ver-
tauschen“ gegeben. Jede der zu Beginn beschriebenen Varianten
ist ein Spezialfall davon, in dem nur Sequenzen von Aktions-
mengen oder gar nur eine Aktion zugleich erlaubt sind.
Besonders interessant am verteilten Sortieren nach (23) ist das Er-
reichen einer globalen Eigenschaft („wo immer die Karten sich
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befinden, sie sind als Ganzes gesehen geordnet“) aufgrund loka -
ler Aktionen (zwei Karten begegnen sich und tauschen ggf. ihre
Positionsnummern aus). Diese Art des Sortierens findet man in
realen Systemen wieder, beispielsweise in einem geschüttelten
Gemisch aus Wasser und Öl: Läßt man es ruhig stehen, sortieren
sich die Ölteile nach oben und die Wasserteile nach unten, durch
lokales Vertauschen benachbarter Wasser- und Ölpartikel.
2. Weitere verteilte Algorithmen
(23) zeigt einen ganz typischen verteilten Algorithmus. Verschie-
dene Aktionen operieren jeweils auf einem Teil der verfügbaren
Daten. Aktionen treten unabhängig voneinander ein, liegen lo-
gisch geordnet hintereinander oder stehen miteinander im Kon-
flikt. Im Konfliktfall gibt es mehrere Verhaltensweisen.
Derartige verteilte Algorithmen gibt es für zahlreiche wohlbe-
kannte Probleme; einige davon seien hier beispielhaft aufgeführt.
2.1. Verteiltes Finden der größten Zahl in einer endlichen 
Menge von Zahlen
Die algorithmische Idee besteht darin, aus der jeweils vorliegen-
den Zahlenmenge {a1,..., an} zwei beliebige Zahlen herauszuneh-
men, miteinander zu vergleichen, die kleinere von beiden zu ver-
nichten und die größere zurückzulegen („die Großen fressen die
Kleinen“):
(26)
Symmetrisch dazu („die Kleinen fressen die Großen“) findet man
die kleinste Zahl:
(27)
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2.2. Verteiltes Sieb des Eratosthenes
Das bekannte „Sieb des Eratosthenes“ zum Herausfiltern der
Primzahlen aus den ersten n natürlichen Zahlen hat einen ähnli-
chen „verteilten Kern“ („jede Zahl frißt ihre Vielfachen“):
(28)
Dabei ist k eine („freie“) Variable, die durch irgendeine natürli-
che Zahl zu belegen ist. Dieses Beispiel zeigt nun besonders deut-
lich die verschiedenen Beziehungen unter den Aktionen. Be-
zeichnen wir mit anm jene Aktion die durch Belegen von x mit n
und von y mit m entsteht, (wobei es ein k mit y = k · x geben muß),
so ergibt sich beispielsweise: a39 tritt völlig unabhängig von allen
anderen Aktionen ein. Das selbe gilt für a5 25. Hingegen steht a26
in Konkurrenz zu a36: Nach dem Eintritt einer der beiden Aktio-
nen kann die andere nicht mehr eintreten. Interessant ist auch a48:
Nicht nur steht a48 in Konkurrenz zu a28 (über die „Vernichtung“
von „8“), sondern auch in Konkurrenz zu a24 (über die „Vernich-
tung“ von „4“). 
2.3. Verteiltes Erkennen der Konnektivität eines ungerichteten
Graphen
Hier unterscheiden wir zweckmäßigerweise zwei Datenmengen:
Die Knoten und die Kanten des Graphen. Die Knoten seien
zunächst als einelementige Mengen notiert. Dies ist zweckmäßig,
weil der verteilte Algorithmus diese Mengen zu größeren, zu-
sammenhängenden Mengen vereinigt:
(29)
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A und B sind hier Variablen über Mengen von Knoten; (x,y) be-
schreibt eine Kante von x nach y. Der zugrundeliegende Graph
hängt offenbar genau dann zusammen, wenn zum Schluß alle
Knoten in einer einzigen Menge in K versammelt sind.
2.4. Verteilte Lösung des „Dutch National Flag“-Problems
Bei diesem speziellen Sortierproblem (nach Dijkstra) sind n
Positionen mit Farben belegt: Jede Position ist Anfangs „blau“
oder „rot“ oder „weiß“. Die Farbgebung der Positionen sind so
umzutauschen, daß die Positionen mit niederen Indizes alle blau,
die mit mittleren alle rot und die mit hohen Indizes alle weiß sind:
(30)
2.5. Weitere Beispiele
Zahlreiche Algorithmen zur Konstruktion spezieller Teilgraphen
oder zur Erkennung spezieller Eigenschaften von Graphen haben
einen verteilten Kern, so die Konstruktion minimaler spannender
Bäume, kürzeste Wege oder konvexer Hüllen. Auch Algorithmen
auf Zeichenketten können verteilt werden, beispielsweise das Er-
kennen einer längsten aufsteigenden Teilsequenz in einer Zah-
lenfolge.
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3. Lokales Erkennen globaler Eigenschaften
Das lokale Erkennen einer globalen Eigenschaft ist ein zentraler
Aspekt verteilten Rechnens. Beim verteilten Sortieren (23) kön-
nen beispielsweise die Karten sortiert sein, ohne daß irgendeine
Instanz dies erkennt. Spezielle — verteilte — Algorithmen sind
erforderlich, damit eine lokale Instanz eine globale Eigenschaft
kennenlernt. Solche Algorithmen basieren oft auf einem Verfah-
ren, das bestätigte Informationen in einem autonomen, also von
keiner Instanz überblickbaren Netzwerk erzeugt. Dieses Verfah-
ren wird im folgenden in seiner allgemeinen Form vorgestellt.
Gegeben sei:
– eine Menge P von „Agenten“ (Prozessoren, Rechnerknoten,
...),
– zu jedem Agenten p eine Menge N(p) anderer Agenten, die 
„Nachbarn“ von p, wobei Nachbarschaft symmetrisch ist,
– ein ausgezeichneter „Initiator“-Agent p0.
Ein solches System läßt sich als ungerichteter Graph mit einem
„Anfangsknoten“ darstellen. Ein Beispiel ist:
(31)
Gesucht wird ein Verfahren, mit dem
– p0 alle anderen Agenten informiert,
– nach einiger Zeit p0 weiß, daß alle anderen Agenten informiert
sind.
Dabei sollen folgende Nebenbedingungen erfüllt sein:
– Das Agentensystem hängt zusammen (als Graph aufgefaßt,
sind alle Knoten über Kantenzüge miteinander verbunden).
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– Mit Ausnahme des Initiators arbeitet jeder Agent nach den sel-
ben Regeln.
– Jeder Agent „kennt“ seine Nachbarn und kann nur mit ihnen
kommunizieren. Andere Agenten bleiben ihm unbekannt.
Wir beschreiben zunächst das Verfahren für den Initiator p0. Vom
Zustand „sendebereit“ sendet er an alle seine Nachbarn N (p0)
eine Nachricht, wartet dann auf N –1 (p0), also auf Nachrichten von
allen seinen Nachbarn und weiß anschließend, daß alle Agenten
informiert sind:
(32)
Alle anderen Agenten verhalten sich nach dem selben Schema:
Ein Agent x wählt unter den an ihn gerichteten Nachrichten eine
aus, deren Absender y eine besondere Rolle spielt. Aus Gründen
die erst später ersichtlich werden, nennen wir y dann den Eltern -
knoten von x. Dann schickt x die Nachricht an alle Nachbarn, mit
Ausnahme des Elternknotens, wartet auf Nachrichten von allen
diesen Nachbarn und verschickt zuletzt die Nachricht auch an sei-
ne Elternknoten:
(33)
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Der gesamte Algorithmus hat also folgende Form:
(34)
Der Nachweis der Korrektheit dieses Verfahrens sprengt den
Umfang dieser Abhandlung. Schon die Formulierung seiner Kor-
rektheit erfordert sorgfältig konstruierte Ausdrucksmittel ( aus
dem Gebiet der temporalen Logik), die hier nicht eingeführt wer-
den sollen. Wir können jedoch intuitiv argumentieren und erken-
nen leicht, daß die nichtdeterministische Auswahl von Eltern-
knoten einen spannenden Baum im System erzeugt. Er enthält p 0
als Wurzelknoten und schränkt die Kantenmenge so ein, daß von
jedem Knoten zum Wurzelknoten genau ein Weg existiert. Bei-
spiele für spannende Bäume für das System (31) sind:
(35)
und
(36)
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Der Korrektheitsbeweis für dieses Verfahren argumentiert über
solche spannenden Bäume. Insbesondere stellt sich heraus, daß
die halbgeordneten Abläufe (vgl. (18) und (19)) eineindeutig den
spannenden Bäumen entsprechen.
Mit diesem Algorithmus kann man nun konkrete Probleme lösen,
indem man den Nachrichten gewisse Informationen aufprägt. Ein
Beispiel sei die Sortiertheit von Karten, wenn jede Karte auf
einem anderen Agenten liegt. Will der Initiator-Agent erkennen
ob die Karten sortiert sind, so prägt er den Nachrichten an seine
Nachbarn seinen Karteneintrag mit Positionsnummer auf. Hat
ihm nach einiger Zeit jeder Nachbar einen Karteneintrag ge-
schickt und sind alle mit seiner Karte korrekt geordnet, so steht
für ihn die globale Ordnung fest. Sendet ein Nachbar ihm einen
„Alarm“, so steht die Sortiertheit noch nicht fest.
Jeder einzelne Agent prägt den von ihm verschickten Nachrich-
ten seinen Karteneintrag mit Positionsnummern auf, bis er einen
„Alarm“ empfängt oder er beim Vergleich eines empfangenen
Karteneintrags mit seiner eigenen Karte Nichtordnung erkennt.
Dann prägt er allen abgehenden Nachrichten „Alarm“ auf.
4. ... etwas grundlegend Neues?
Hier gehen wir der Frage nach, in welchen grundlegenden Aspek-
ten herkömmliche Algorithmen sich von verteilten Algorithmen
unterscheiden.
Drei Aspekte heben wir hervor: das Erkennen von Endzuständen,
die Rolle unbeschränkter Abläufe und die Funktionalität von Pro-
grammen.
Dazu betrachten wir zunächst typische Anwendungen verteilter
Algorithmen und gehen dann allgemein und vertieft auf das (im
Zusammenhang mit dem verteilten Sortieren schon kurz behan-
delte) Problem des Erkennens von Endzuständen ein. Danach fra-
gen wir, warum die Semantik verteilter Algorithmen allgemein
so schwer faßbar ist und diskutieren Versuche, die Ausdrucks-
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kraft verteilter Algorithmen abstrakt zu charakterisieren. Ab-
schließend fassen wir die Unterschiede zwischen herkömmlichen
und verteilten Algorithmen noch einmal zusammen.
4.1. Anwendungen verteilter Algorithmen
Verteilte Algorithmen werden typischerweise für Systeme ver-
wendet, die ihrer physikalischen oder logischen Struktur nach
selbst verteilt sind, wo also ein zentrales Management technisch-
organisatorisch ausgeschlossen ist. Beispiele sind verteilte Be-
triebs- und Datenbanksysteme, Rechnernetze, rechnerintegrierte
Steuerungen technischer Prozesse und rechnergestützte Kommu-
nikationssysteme aller Art, beispielsweise das weltweite digitale
Telefonsystem. Zur Beschreibung vieler Aufgaben in solchen
Systemen können herkömmliche Algorithmen nicht verwendet
werden. Die Gründe dafür werden im weiteren deutlich.
Die im ersten und zweiten Kapitel vorgestellten verteilten Algo-
rithmen sind so gesehen eher untypisch.
4.2. Das Erkennen von Endzuständen
Ein Ablauf eines herkömmlichen Algorithmus setzt sich schritt-
weise fort bis ein Zustand erreicht ist, in dem kein weiterer Schritt
mehr anliegt. Bei dem anfangs in (1) - (4) beschriebenen Sortier-
verfahren ist dies bei n Karten nach spätestens n 2 Schritten  der
Fall. Ob ein konkret erreichter Zustand ein solcher „Endzustand“
ist oder nicht, wird als triviale Fragestellung angesehen.
Bei einem verteilten Algorithmus ist es hingegen überhaupt nicht
einfach festzustellen, ob die gesamte Rechnung beendet ist. Rech-
nungen des verteilten Sortierens nach (23) enden ohnehin nicht:
Es sind immer wieder U-Aktionen möglich, also Vergleiche kor-
rekt geordneter Karteikarten. Als Variante von (23) kann man das
gesamte Aktionschema U streichen und nur T-Aktionen zulassen.
Dann endet jede Rechnung. Aber dennoch kann – anschaulich
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formuliert – keine Karteikarte jemals sicher sein, daß ihre ak-
tuelle Positionsnummer auch die endgültige Nummer ist, daß sie
also beim weiteren „Herumwandern“ nur Karteikarten mit rich-
tig geordneten Positionsnummern begegnen wird. Terminierung
ist für verteilte Algorithmen ein Beispiel für eine globale Eigen-
schaft, die lokal erkannt werden muß. Im dritten Kapitel wurde
gezeigt, daß dies unter sehr schwachen Annahmen immer mög-
lich ist. Allerdings wurde auch klar, daß dafür ein gewisser Auf-
wand erforderlich ist.
4.3. Die Semantik herkömmlicher und verteilter Algorithmen
Ein herkömmlicher Algorithmus soll für jede erlaubte Eingabe
eine endlich lange Rechnung erzeugen, also nach endlicher Zeit
einen Endzustand erreichen. Im Endzustand liegen dann die Aus-
gabedaten vor. Wenn kein Endzustand erreicht wird, die Rech-
nung also unbeschränkt voranschreitet, wird ein Fehler ange-
nommen: Der Algorithmus ist auf die Eingabe nicht anwendbar.
Mit diesen Grundannahmen kann die Bedeutung eines Pro-
gramms P abstrakt als eine Funktion fP beschrieben werden, diejedem Satz von Eingabedaten die zugehörigen Ausgabedaten zu-
ordnet. Diese Funktion ist partiell (zu einem Satz a von Ein-
gabewerten gibt es nicht notwendigerweise einen Wert fP(a)),
weil ja ggf. kein Endzustand erreicht wird.
Nun gibt es eine weit ausgebaute Theorie über derartige Funk-
tionen. Sie unterscheidet insbesondere „berechenbare“ von „nicht
berechenbaren“ Funktionen.
Das Konzept der berechenbaren Funktionen ist robust gegenüber
einer Reihe technischer Verallgemeinerungen. Man kann bei-
spielsweise die Möglichkeit vorsehen, daß ein Zustand nicht ge-
nau einen Folgezustand hat, sondern daß jeweils einer aus einer
Reihe von Kandidaten beliebig ausgewählt wird. Im ersten Ka-
pitel führte diese Idee beispielsweise von (1) nach (5). Auch kann
man, wie in (10) - (13), in einem Schritt zugleich mehrere Ak-
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tionen zulassen. Alle diese zusätzlichen Möglichkeiten führen
nicht aus der Klasse der berechenbaren Funktionen heraus.
Beschreibt  man  die  Bedeutung  eines  Programms  als  berechen-
bare Funktion, so ergibt sich sofort eine Äquivalenz: zwei Pro-
gramme sind äquivalent wenn sie die gleiche Bedeutung haben
(also die gleiche Funktion realisieren).
Die Semantik eines verteilten Algorithmus ist im allgemeinen
nicht  als  partielle  Funktion  beschreibbar.  Zwei  Gründe  dafür
seien hervorgehoben: Zum einen sind nicht endende Rechnungen
oftmals nicht fehlerhaft, sondern beabsichtigt, zum anderen ver-
wischt die Beschränkung auf Ein-/Ausgabebeziehungen oft ent-
scheidende Aspekte der Semantik eines verteilten Algorithmus.
Die Verteiltheit und der relative Entstehungszeitpunkt von Aus-
gabedaten sind oft entscheidend für verteilte Algorithmen.
Im Algorithmus zur bestätigten Information aus Kapitel 3 sendet
letztendlich jeder Agent an jeden Nachbarn genau einmal eine -
inhaltsleere - Nachricht. Ausschließlich die relative Anordnung
der Sende- und Empfangszeitpunkte (z.B. „ ... nach Empfang der
Nachricht vom Elternknoten ...“) garantiert die Korrektheit des
Verfahrens. Synchronisation ist also eine zentrale elementare
Operation verteilter Algorithmen.
4.4. Abstrakte Charakterisierung der Ausdruckskraft 
herkömmlicher und verteilter Algorithmen
Hier soll ein besonderes spekulatives Argument erörtert werden:
Die in 4.3. bereits erwähnten berechenbaren Funktionen werden
gemeinhin als Rahmen für realisierbare Algorithmen angesehen.
Hier soll nun diskutiert werden, ob verteilte Algorithmen keine
Funktionen berechnen: Unbeschränkte Rechnungen bedeuten
nichts Fehlerhaftes, und eine Ein /Ausgabebeziehung trifft nicht
den Kern dessen, was ein verteilter Algorithmus leistet. Dennoch
können diese Konzepte zum Teil mit herkömmlichen Mitteln
konstruiert werden. Eine unbeschränkte Rechnung kann bei-
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spielsweise als Limes ihrer endlichen Anfangsstücke charakteri-
siert werden, gegebenenfalls mit unbeschränkten Ein- und Aus-
gabeströmen, die ebenfalls Limiten ihrer endlichen Anfangs-
stücke sind.
Um alle berechenbaren Funktionen zu realisieren, reicht ein er-
staunlich kleiner Prozessor ( eine „universelle Turingmaschine“);
die Realisierbarkeit eines konkreten Algorithmus hängt dann nur
noch von der Größe des verfügbaren Speichers ab. Um jeden be-
liebigen Algorithmus zu realisieren, reicht also ein Prozessor und
– als Limes endlicher Speicher – ein unendlich großer Speicher.
Verteilte Algorithmen arbeiten mit beliebig vielen Prozessoren,
jeder mit lokalem Speicher. Eine „universelle“ Konstruktion
(analog einer universellen Turingmaschine) benötigt als Limes
unendlich viele Prozessor/ Speicher-Einheiten.
Es stellt sich nun die Frage, ob die beiden Limiten in jeder rele-
vanten Hinsicht gleich sind. Eine Antwort darauf setzt allerdings
eine schärfere Charakterisierung verteilter Algorithmen voraus,
die derzeit nicht erkennbar ist.
4.5. Unterschiede zwischen herkömmlichen und verteilten 
Algorithmen
Die Titelfrage dieses Beitrags (in welcher Hinsicht sind verteilte
Algorithmen  etwas  grundlegend  Neues?)   ist  derzeit  nicht  ab-
schließend beantwortbar. Dazu gibt es noch zu wenig Erfahrun-
gen. Welche Konzepte wirklich zentral sind (z.B. Synchronisa-
tion als elementare Operation, kausale Ordnung statt zeitliche
Ordnung), welche Abstraktions- und damit welche Äquivalenz-
begriffe angemessen sind und mit welchen Techniken die Kor-
rektheit eines Algorithmus besonders gut beweisbar ist, muß der
Umgang mit verteilten Algorithmen erst noch zeigen.
Vielleicht ist die derzeitige Konstruktion und Verwendung ver-
teilter Algorithmen immer noch zu sehr vom herkömmlichen, se-
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quentiellen Denken durchzogen, und vielleicht ergeben sich
zukünftig bisher unbeachtete Anwendungsfelder.
Die folgende Tabelle stellt noch einmal die in diesem Beitrag dis-
kutierten Unterschiede zwischen herkömmlichen und verteilten
Algorithmen zusammen:
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herkömmlich verteilt
Elementaroperation Lesen/Schreiben des Synchronisation
Speichers
Rolle interner abstrahierbar entscheidend
Operationen
Erkennen eines trivial aufwendig, eigener  
Endzustandes Algorithmus nötig
Semantik eines partielle Funktion ?
Algorithmus f:IN ——-> OUT
Divergenz Fehler beabsichtigt
Äquivalenz von kanonisch: gleiche Funktion ?
Algorithmen
Ausdruckskraft  Turingmaschine:  unbeschränkt viele
beschreibbar durch ein Prozessor mit Prozessor/Speicher-
unbeschränktem Speicher Einheiten
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