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Preface
Preface
This report presents the investigation on the research work ”Graph and 2-D Optimiza-
tion Theory and their application for discrete simulation of gas transportation networks
and industrial processes with repetitive operations” and gives mainly the theoretical part
of as a basis for developing numerical methods. It is conjectured that the corresponding
algorithms will be realized as computer programs and next they can be used in practical
work.
Chapter 1 presents graph and 2-D theory setting to test a gas distribution network
for physical feasibility and their optimization within the predefined ranges of available
transport capacity and boundary conditions. The models introduced can be used for
problems of flow/pressure control of gas transport network. The aim of the work is the
development of a comprehensive optimization theory based on a constructive approach
in the graph and 2-D models. The key elements of the proposed optimization method is
illustrated by an example. Some aspects of the numerical optimization method for the
distributed gas network are discussed, too.
In Chapter 2 we consider a class of discrete 2-D models to study the gas network
system. The focus is on the development of a new optimization method based on operator
setting. The traditional for optimization theory problems such as existence and uniqueness
of optimal control as well the optimal feedback control law are investigated.
Chapter 3 develops the optimization theory for the so-called repetitive processes. These
objects arise in the modeling of a lot of industrial processes and they can be used for
the perspective planning or learning procedures. The classical approach based on the
separation theorem and a new, named constructive, method are developed. These results
are illustrated by solving a synthesis problem for the system with simple dynamics.
In Chapter 4 we investigate the links between some classes of linear repetitive processes
and delay systems and apply this to analyze system theoretic problems arising such as
controllability and optimization of these repetitive processes.
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Introduction
The past decades, in particular, have seen a continually growing interest in the ap-
plication of modern mathematical theories to engineering problems. This development
is clearly related to the wide variety of applications of both practical and theoretical in-
terests. The progress in computer technologies, the availability of high-speed processors
and various programming languages allow nowadays the researchers in different areas of
science to investigate and design numerous algorithms to solve physical and engineering
phenomena on the computer. However, to construct high precision models of a real process
one has to begin with its mathematical description and analysis in order to obtain specific
characteristics of the considered problem. This helps to design very efficient numerical
methods which can be implemented directly on the computer.
Many technical and information processes in various fields possess identical mathe-
matical structures, that can be described in a common optimization problem form. Such
a generalization allows to construct general algorithms to solve a wide class of problems.
It is, however, not sufficient to analyze a given problem on a pure theoretical basis. The
practical application may pose additional constraints like real-time performance of the sys-
tem, low-delay requirements or restrictions on computing power or memory. Therefore, it
is necessary to develop a discrete model for the solution of the problem which is suitable
for computer implementation.
The presented thesis is oriented towards the development of algorithms based on con-
structive optimization methods in graph and 2-D system theory and their application for
solving practical problems arising in the discrete simulation of distributed gas transporta-
tion networks and industrial processes with repetitive operations. The need to consider
these objects has been stimulated by numerous engineering applications where system
models of physical processes yield this class of objects. In spite of a number of papers
devoted to this theme and the large popularity of these processes, their investigation still
remains a challenging problem.
In this thesis the investigation on the Research work ” Graph and 2-D Optimization
Theory and their application for discrete simulation of gas transportation networks and
industrial processes with repetitive operations”. This work gives mainly the theoretical
part of this research on the base of that some numerical methods are developed. It is
conjectured that the corresponding algorithms will be realized as computer programs and
next they can be used in practical work.
The main goals of this work are: (i) to present the state of the art of the optimiza-
tion theory in the context of gas transportation networks and repetitive processes, (ii) to
present the graph and 2-D system setting approach for gas networks modeling, (iii) to
design constructive optimization methods in graph and repetitive models, (iv) to state the
important system theoretic properties of 2-D and repetitive processes and (v) to illustrate
the presented methods on some selected problems of technical interest. These five goals
are reflected by Chapter 1 through Chapter 4.
The gas transportation network (GTN) is a well known example of a complex and
large scale distributed parameter system of great practical interest [54]. For this rea-
son the modeling approaches, numerical methods and optimization of operating modes
of gas transport networks are of permanent interest for researchers. Although in the last
vii
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decades a number of papers devoted to this theme were published [64], [74], the control
of complicated gas networks still remains an actual problem. A general model of a gas
transportation network includes a number of nonlinear elements such as pipelines, gash-
olders, compressor stations and others. A detailed description of the gas transportation
through the whole gas network is rather complex. Usually the proposed equations involve
a number of variables and can become quite cumbersome. But there exists a need to
check quickly the physical feasibility of a gas distribution network within the predefined
ranges of available transport capacity and suddenly changing boundary conditions. This
can not be done efficient in framework of the full gas network description. Nevertheless, a
multistage mathematical formalization is feasible in terms of some generalized parameters
and suitable variables. Such formalization is from a simple high level model that can be
expanded and developed then into a more complicated representation according to needs.
By this reason in the first two Chapters the mathematical model and the correspond-
ing optimization problem of gas transport networks are introduced on the basis of the
constructive approach in the graph and 2-D system setting. Namely, in Chapter 1, the
simplest graph model is proposed to express potentially critical flow/pressure values within
the given margins of inflows, outflows and setting of active components such as storage ca-
pacity gasholders, compressor stations and others in order to satisfy/optimize the demand
distributed over different nodes.
The models introduced can be used to test a gas distribution network for physical fea-
sibility and their optimization within the predefined ranges of available transport capacity
and boundary conditions. The aim of the chapter is the development of a comprehensive
optimization theory based on constructive approach in the graph and 2-D models. The key
elements of the proposed optimization method is illustrated by an example. Some aspects
of the numerical optimization method for the distributed gas network are discussed, too.
Next, in Chapter 2, the 2-D system setting can be used then for the more sophisti-
cated and detailed description of dynamic processes in gas pipeline units based on partial
differential momentum and continuity equations [74]. Also the optimal feedback control
problem for 2-D systems is discussed that is of both system theoretic and application inter-
est. Some aspects of the control theory for the multidimensional systems are investigated
in [47]. The various optimal control problems for 2-D systems have been considered in
[11].
Chapter 3 develops the optimization theory for so-called repetitive processes. These
objects arise in the modeling a lot of industrial processes and they can be used for the
planning or learning procedures. A multipass process (termed repetitive process in the
other literature) is one in which the material involved is processed by a sequence of passes,
termed sweeps, of the processing tool. Such systems are characterized by two distinctive
features, repetitive operation and dependence of present-pass behaviour on the behaviour
of the previous passes. They arise in the modeling a lot of industrial processes such as
long-wall coal cutting, metal rolling operations and others. Metal rolling, for example, is
an industrial process where deformation of the metal stock takes place between two rolls
with parallel axes revolving in opposite directions through a series of passes for successive
reductions. An repetitive processes of metal rolling modeling in linearized form can be
presented as follows (some details can be found in [72])
d2yk(t)
dt2
+ λ1yk(t) = λ2
d2yk−1(t)
dt2
+ λ1yk−1(t) + buk(t), t ∈ [0, t∗], k ∈ K = {1, ..., N},
where yk(t) and yk−1(t) denote the gauge on the current and previous passes through the
viii
rolls; λ1, λ2 and b are determined, in fact, by the stiffness of the metal strip and the roll
mechanism properties, u(t) can be interpreted as the applied force to the metal strip by
the rolls.
Such dynamic systems provide an appropriate mathematical tool for modeling chemical
processes, also. In particular, a model of the rectification process of many component
mixture in a many-plate column can be represented by the similar model
dxs(t)
dt
= Vs−1(t)xs−1(t) + Vs(t)xs(t)−Rs(xs(t), ys(t)) + uxs(t),
dys(t)
dt
= Ls+1(t)ys+1(t) + Ls(t)ys(t) +Rs(xs(t), ys(t)) + uys(t),
t ∈ [0, t∗], s ∈ K .= {1, ..., N}.
Here x(s, t), y(s, t) denote the desired material concentration on s-th plate in the gas and
liquid fractions, respectively; L, V and R present the hydrodynamical characteristic of the
process under consideration; ux and uy are the control material row; K is subset of integers.
Some details of the model can be found in [18]. Also problem areas exist where adopting a
repetitive process perspective has clear advantages over alternatives. The development of
a mature systems theory for these processes has been the subject of considerable research
efforts over the past two decades which has resulted in very significant progress on systems
theoretic properties. This work is devoted to the optimization theory of some classes of
these objects.
The first part of the Chapter 3 uses the classic approach to investigate the traditional
optimal control theory problems. It is well known that the separation theorem for convex
sets is quite useful approach for studying a wide class of the extremal problems. Here we
develop method to establish optimality conditions in the classic form of maximum princi-
pal for multipass nonstationary continuous-discrete control system with nonlinear inputs
and nonlocal state-phase terminal constraints of general form. The obtained results are
traditional for classic optimal control theory. However, their numerical realization is not a
trivial task. By this reason in the next sections for the stationary case of the system model
and particular case of the constraint and the cost functional we develop the new optimality
and sub-optimality conditions that are more suitable for the design of numerical methods
and further applications. In contrast to the classic approaches of optimal control theory,in
the second part of the Chapter 3 we use the idea of constructive methods reported in
[37] and extend this setting to the continuous-discrete case to produce new results and
constructive elements of optimization theory for the considered repetitive systems and
develop also its relevant basic properties which can be of interest for others purposes, too.
It is shown that the obtained optimality and ǫ-optimality conditions are close related to
the corresponding classic results of maximum principle and ǫ- maximum principle. The
sensitivity analysis and some differential properties of the optimal controls under distur-
bances are discussed and their application to the optimal synthesis problem is given. It
has been conjectured that such setting could be appropriate for development of numerical
methods of optimal control problems and related studies on which very little work has
yet been reported. The obtained results yield a theoretical background for the design
problem of optimal controllers for relevant basic processes. This idea is demonstrated by
an illustrative example where the optimal feedback control law is given.
It is already known that repetitive processes can be represented in various dynamical
system forms, which can, where appropriate, be used to great effect in the control related
analysis of these processes. In the Chapter 4, we investigate further the already known
ix
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links between some classes of linear repetitive processes and delay systems and apply
this to analyze control theory problems arising in controllability and optimal control of
these repetitive processes. In particular, so-called characteristic mappings introduced in
[37] are used to establish controllability properties criteria. Next, time optimal control
problems are considered, where it is well known that the separation theorem for convex
sets is a useful approach for studying a wide class of extremal problems. Here we adopt
this method to establish optimality conditions in the classic form. The key features of
the developed optimization method is illustrated by an example where the time optimal
control is calculated for the time delayed differential equation with control input.
x
1
Mathematical modeling in distributed
gas networks
This chapter presents a graph and a 2-D theory setting for a gas distribution network to
test their physical feasibility and their optimization within predefined ranges of available
transport capacity and boundary conditions. The models introduced can be used for
problems of flow/pressure control of gas transport networks. The aim of the work is the
development of a comprehensive optimization theory based on a constructive approach
in the graph and 2-D models. The key elements of the proposed optimization method is
illustrated by an example. Some aspects of the numerical optimization method for the
distributed gas network are discussed, too.
1.1 Gas transportation networks background
The gas transportation network (GTN) is a well known example of a complex and large
scale distributed parameter system of great practical interest [54]. By this reason the
modeling approaches, numerical methods and optimization of operating modes of gas
transport networks are of permanent interest for researchers. In the last decades a number
of papers devoted to this theme were published (see, for example, [64], [74], [63], [33],
[75], [76], [77], [79], [5], [50]) however control of complicated gas networks still remains a
challenging problem.
A general model of a gas transportation network includes a number of nonlinear el-
ements such as pipelines, gasholders, compressor stations and others. See Figure 1.1:
Figure 1.1: Segment of the complex gas network.
A detailed description of the gas transportation through the whole gas network is
rather complex.
1
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For the network there are two types of objects: nodes and edges which constitute the
network itself. The elements of such types form the required network. The main difference
between the elements of these types is that each edge can be connected with no more than
two nodes, whereas a nodes in its turn has no limitations with regard to the number of
edges connected thereto. The set of edges can be portioned on the different classes such
as active and passive, for example, where the compressors/comressor stations exist or not.
Usually, the type of nodes consists of the following types of objects:
i) nodes between the edges (external);
ii) nodes along pipes, i.e. internal edge nodes.
The external nodes can be treated as the point where there exist pressure and flow
monitoring and control facilities.
Thus, the general gas transportation network can be constructed on the basis of the
given elements.
Nevertheless, a detailed description of the gas transportation through the whole gas
network is rather complex. Usually the equations obtained in this way involve a number
of variables and can become quite cumbersome, and they are used mostly for theoretical
studying. But in the ordinary cases there exists a need to check quickly the physical
feasibility of a gas distribution network within the predefined ranges of available transport
capacity and the sudden changed boundary conditions, which can not be done fast in
framework of the full gas network description. In this case a multistage mathematical
formalization is feasible in terms of some generalized parameters and suitable variables.
Such formalization is from a simple high level model that can be expanded and developed
then into a more complicated representation according to needs.
In the presented Chapter this idea of multistage modeling in large scale distributed
gas network is realized. Namely, the mathematical models and corresponding optimiza-
tion problems of gas transport networks are introduced on the basis of the constructive
approach in graph and 2-D system setting.
The simplest graph model is proposed for the first stage modeling to express potentially
critical flow/pressure values within the given margins of inflows, outflows and setting of
active components such as storage capacity gasholders, compressor stations and others in
order to satisfy/optimize the demand distributed over different nodes. At the beginning
the graph optimization method is developed for the simple case of stationary network.
Next we extend this method for nonstationary case when some characteristic properties of
the the network elements can be varied as times goes by. In order to consider simultaneity
the pressure and flow gas in the transport networks the two-commodity flow graph model
is considered, also.
The 2-D system setting can be used then at the second stage modeling for the more
sophisticated and detailed description of dynamic processes in gas pipeline units based on
partial differential momentum and continuity equations [74]. The various types of the 2-D
models are stated due to the applied discretization schemes to the PDE equations used for
the gas behavior description. Also the optimal feedback control problem for 2-D systems
is discussed that is of both systems theoretic and application interest.
1.2 Graph models for non steady gas transport networks
It was noted above that the detailed description of the gas transportation through the
whole gas network is rather complex. Therefore, a multistage mathematical formalization
2
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in terms of the corresponding parameters and suitable variables is a natural way to study
the key features of the problem to be interesting for the given level.
In this Section the graph optimization method is developed for the simple case of
the non steady (stationary) gas network. This method is based mainly on the construc-
tive optimization approach proposed in [38], [37], [39], [40] for the linear programming
problems.
1.2.1 Problem formulation
An approach to design the higher level GTN model is based on the assumption that the
network consists of several supply points where the gas is injected into the system, several
demand points where the gas flows out of system and other intermediate nodes and storage
where the gas is rerouted or stockpiled. Pipelines are represented by arcs(edges) linking
the nodes. A fragment of GTN network can be graphically illustrated as in Figure (1.2):
Figure 1.2: Segment of the complex gas network(notations).
In this section we presents the model based on a graph setting which is more attractive
for practical implementation at the first stage. In particular, the adaptation of a construc-
tive method of linear programming [37] for the net graph model is presented. This model
is treated then as a specific optimal control problem for which ǫ-optimality conditions are
given. Such kind of suboptimality conditions are suitable for numerical methods design
and present a good tool to realize sensitivity analysis (robustness analysis) of the obtained
solution.
We introduce the gas transportation graph network (GTN) model as follows. Let
S
.
= {I, U} be a stationary net where I = {1, 2, . . . , n} denotes the set of nodes and U
denotes the set of edges connecting these nodes. For brevity sake, we suppose that the
considered net S has several input sources and one offtake node t, whose output is not
used next as input flow. Also, xi denotes the gas flow in the node i; xij denotes the gas
flow that is transported from the node i to the node j; d∗ij , dij∗ denote the upper and
3
Chapter 1. Mathematical modeling in distributed gas networks
lower network throughput gas capacity from the node i to the node j, respectively; d∗i , di∗
denote the upper and lower network throughput gas capacity in the node i.
It is convenient to divide the set of nodes I in two subsets I∆, IΣ, I∆∩IΣ = Ø termed as
set of input and summation nodes. Hence, the input flow into the gas network is formed by
input flows of xi, i ∈ I∆. The resulting output flow (coming out from final node t)is denoted
as f. We assume that each summation node j ∈ IΣ has several input flows z1, z2, . . . , zqj
and one output flow z such that
qj∑
k=1
zk+aj = z where aj denotes the intensity (or available
storage capacity) of the node j. In accordance with this partition of nodes, divide the set
of edges U in two subsets U∆, U∗ as follows U∆ = {(i, j) : i ∈ I∆}, U∗ = U \ U∆. Then
for each edge (i, j) ∈ U∗, in addition to the above mentioned throughput capacity d∗ij, dij∗
of the edges, we introduce another transformation coefficient aij such that the initial gas
flow xij coming out of node i is transformed into the new gas flow aijxij coming into node
j. (In the literature, such kind of edges are also termed as active arcs and correspond to
pipelines connected to compressor stations). A negative value aij corresponds to the need
of internal consumption. Such assumptions have an obvious physical meaning and make
it possible to take into account the real effects of loss and pumping gas in the pipelines.
Let us now briefly describe the problem constraints. For a supply node, the bounds
of flow in the network are directly derived from the bounds pre-agreed between the trans-
mission company and the gas producer (on a nominal daily quantity, for example). This
implies the following bound constraints on the network inflow:
d∗i ≤ xi ≤ d∗i , i ∈ I∆. (1.1)
Besides the classical flow balance equations ( see (1.6) below) at each node, the nonlinear
relation between the flow and the difference of the pressure pi, pj at the two ends of each
pipe also need to be considered. For the high pressure, this later relation is given by the
Weymouth formula for gas (see Osiadacz, 1987) and by the Darcy-Weisbach formula for
liquid, and can be expressed as:
sign(xij)x
2
ij = C
2
ij(p
2
i − p2j), (1.2)
where the constants Cij depend on the diameter Dij of the pipe. This allows us to
consider the pressure variables and thus to take into account the bounds on pressure.
Next we introduce the lower and upper bounds on the pressure pi at each node i ∈ I.
These bounds allow the gas to be delivered, at least, at minimal pressure to the final user
and guarantee that the maximal pressure that each producer can provide is not exceeded.
This together with relation (1.2) leads to constraints on the throughput capacity of the
form:
d∗ij ≤ xij ≤ d∗ij , (i, j) ∈ U∗. (1.3)
In addition, a natural constraint on the transmission capacity of the arches exist and can
be joined with (1.3).
Remark 1. Evidently, there exist more complicated links between pressure and gas flow
values that are used for the detailed description of the gas flow in pipes and nodes of the
distributed networks. Nevertheless, for the first stage modelling the proposed substitution
of the pressure constraints by the generalized flow constraints of (1.3) based on (1.2) are
4
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feasible, in general. Also, in this Section the so-called two-commodity gas transportation
model is introduced. This model gives an ability for simultaneous optimization of pressure
and flow variables.
Standard case is that the cost function presents the common output flow in the form
f =
∑
s∈I−t
xstast +
∑
j∈I∆t
xjajt + at → max (1.4)
where
I−i = {s ∈ IP : (s, i) ∈ U∗}, I∆i = {j ∈ I∆ : (j, i) ∈ U}. (1.5)
Finally, the optimization model for gas transportation is given in the following form:
maximize the cost function (1.4) over the solution of
xij(i) =
∑
s∈I−i
xsiasi +
∑
j∈I∆i
xjaji + ai (1.6)
d∗ij ≤ xij ≤ d∗ij , (i, j) ∈ U∗, d∗i ≤ xi ≤ d∗i , i ∈ I∆ (1.7)
where j(i) denotes the node connecting with the node i such that
(
i, j(i)
) ∈ U .
1.2.2 The basic definitions and optimality conditions
Choose some subsets I∆supp ⊂ I∆, IΣsupp ⊂ IΣ \ t. Denote by
Usupp = U∗ \ ∪i∈IΣsupp(i, j(i)); Unsupp = U∗ \ Usupp.
Using the given sets, find the solution µi, µi ∈ IΣ, of the system:
µi − aijµj = 0, (i, j) ∈ Usupp, (1.8)
with the initial condition
µt = 1, µi = 1, i ∈ IΣsupp. (1.9)
Introduce the matrix
Gsupp =
(
gsi, s ∈ IΣsupp, i ∈ I∆supp
)
(1.10)
where
gsi =
∑
k∈I∆(i)∪IΣ(s)
µkaik, s ∈ IΣsupp, i ∈∆supp . (1.11)
Denote by |I| the amount of the entries in the integer-valued set I.
Definition 1. The collection Qsupp = {I∆supp, IΣsupp} is called the support of the network
S if |I∆supp| = |IΣsupp| and detGsupp 6= 0.
Introduce the so-called pseudo-flow æ = {(xi, i ∈ I∆); xij, (i, j) ∈ U∗} as a flow which
is calculated for the given net S for the given input flow (xi, i ∈ I∆) that is transformed
at the nodes and edges in accordance with given characteristics of the net S, and where
the principal constraints (1.7) of the net are omitted.
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Remark 2. The given definition of the support can be equivalently rewritten by the fol-
lowing form.
The collection of the sets
Qsupp = {I∆supp, IP supp}, I∆supp ⊂ I∆, IP supp ⊂ IP \ t
is called the support if in the net S with additional condition ai = 0, i ∈ IP the following
equalities
xij(i) = 0, i ∈ IP supp;
xi = 0, i ∈ I∆nsupp, I∆nsupp = I∆ \ I∆supp
holds only for the trivial pseudo-flow æ = (xi, i ∈ I∆; xij , (i, j) ∈ U∗), but for ∀i0 ∈
IP supp, ∀j0 ∈ I∆nsupp the equalities
xij(i) = 0, i ∈ IP supp; xi = 0, i ∈ I∆nsupp \ j0
or the equalities
xij(i) = 0, i ∈ IP supp \ i0; xi = 0, i ∈ I∆nsupp
are valid for one nontrivial pseudo-flow æ, at least.
Remark 3. The considered notions extend, in fact, the notions of the so-called support and
supporting solution introduced in classic linear programming [39], which, in turn, are an
extension of the well known notions of basis and basic solution used in linear programming.
In particular, in the simplest case of the LP problem
cTx→ max
x
, Ax = b, x ≥ 0, x ∈ Rn,
where A is the given n × m- matrix, c, b are n and m-vectors, the couple of indexes
Isup ⊂ {1, 2, ..., n}, Jsup ⊂ {1, 2, ...,m}, |Isup| = |Jsup| is called a support iff the submatrix
Asup
.
= A(Isup, Jsup) of the matrix A is nonsingular detAsup 6= 0. In this case the equation
(rewritten in accordance with index partition)
Asupxsup +Ansupxnsup = bsup
possess a nontrivial solution, and, hence, the equation
Asupxsup = 0
has a unique trivial solution xsup = 0.
Next, let z be some admissible flow in the network. Note that this flow can eas-
ily be determined by the admissible inputs xi, i ∈ I∆ in accordance with the the given
characteristics of the net.
Definition 2. The pair {z,Qsupp} that consists of the flow z and the support Qsupp of
the problem (1.4)—(1.7) is called support flow. The support flow {z,Qsupp} is called
nondegenerate if
di∗ < xi < d
∗
i , i ∈ I∆supp; dij∗ < xij < d∗ij , (i, j) ∈ Usupp.
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Denote by c(I∆supp) = ci =
∑
k∈I∆(i)∩IΣ(t)
aikµk, i ∈ I∆supp where {IΣ(s), Usupp(s)}
means the connected components of the subset Ssupp
.
= {IΣ, Usupp} containing the node
s ∈ IΣsupp .
For the given support flow {z,Qsupp} calculate the so-called potentials yi, i ∈ IP:
yt = −1, y′(IΣsupp) = c′(I∆supp)G−1supp; (1.12)
yi = ysµi, i ∈ IΣ(s)r s, s ∈ IΣsupp ∪ t
and the corresponding estimates:
∆i =
∑
k∈I∆(i)
aikyk, i ∈ I∆nsupp; (1.13)
∆ij = −yi + aijyj, (i, j) ∈ Unsupp = U∗ r Usupp.
The obtained estimates are used to formulate the following optimality conditions [37]:
Theorem 1. The nondegenerate support flow {z,Qsupp} is optimal for the problem (1.4)—
(1.7) if and only if the following conditions are fulfilled
∆i ≥ 0 at xi = d∗i; ∆i ≤ 0 at xi = d∗i (1.14)
∆i = 0 at d∗i < xi < d
∗
i , i ∈ I∆nsupp
∆ij ≥ 0 at xij = d∗ij , ∆ij ≤ 0 at xij = d∗ij ;
∆ij = 0 at d∗ij < xij < d
∗
ij , (i, j) ∈ Unsupp.
1.2.3 Algorithm for optimization method
Usually, in the design of numerical implementation of optimization algorithms we ex-
ploit approximate solutions with corresponding error estimation. Hence it is necessary
to introduce the ‘sub-optimality’ concept, as it is often sufficient to stop the numerical
computations when a satisfactory accuracy level has been achieved.
Denote by f0 the optimal criteria function value. Then the suboptimality estimate
β(z,Qsupp)
.
= f0 − f of the current support flow can be calculated as follows
β(z,Qsupp) = (1.15)∑
i ∈ I∆nsupp
∆i > 0
∆i(xi − d∗i) +
∑
i ∈ I∆nsupp
∆i < 0
∆i(xi − d∗i ) +
+
∑
(i, j) ∈ Unsupp
∆ij > 0
∆ij(xij − d∗ij) +
∑
(i, j) ∈ Unsupp
∆ij < 0
∆ij(xij − d∗ij).
If the given support flow satisfies the optimality criteria or the preassigned suboptimality
estimate β(z,Qsupp) ≤ ǫ, then the solution of the our problem stops on this ǫ-optimal flow
zǫ = z. Otherwise we starting iteration process {z,Qsupp} → {z,Qsupp} to improve the
current support flow. Each iteration consists of two main parts: changing the flow z → z,
and changing the support Qsupp → Qsupp.
A) The first part of iteration — changing the flow z → z.
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The new flow is defined as
z = z + θ0∆z (1.16)
where ∆z denotes the flow improving direction, and θ0 is the maximal step along direction
∆z. The required improving direction is calculated as follows:
∆z = (∆xi, i ∈ I∆; ∆xij, (i, j) ∈ U∗; ∆f) (1.17)
where
∆xi = d
∗
i − xi at ki = −1 (1.18)
∆xi = d∗i − xi at ki = 1, i ∈ I∆nsupp
∆xij(i) = d
∗
ij(i) − xij(i) at ki = −1
∆xij(i) = d∗ij(i) − xij(i) at ki = 1; i ∈ IP supp
and the vector k(I∆nsupp)
⋃
IΣsupp is given as
ki = 1 at ∆i > 0;
ki = −1 at ∆i < 0;
ki = −1 ∨ 1 at ∆i = 0; i ∈ I∆nsupp
ki = 1 at ∆ij(i) > 0;
ki = −1 at ∆ij(i) < 0;
ki = −1 ∨ 1 at ∆ij(i) = 0; i ∈ IΣsupp.
The remaining components ∆x(I∆supp) are given by
∆x(I∆supp) = G
−1
suppb(I
P
supp) (1.19)
where
bi = ∆xij(i) −
∑
k∈IP supp(i)
µi(k)akj(k)∆xkj(k) − (1.20)
− ∑
j∈I∆nsupp
∆xj
∑
k∈I∆(j)∩I
P(i)
ajkµk, i ∈ IP supp
and
IP supp(i) = {k ∈ IP supp : j(k) ∈ IP(i)}. (1.21)
The maximal admissible step θ0 along ∆z can be calculated using the standard for-
mulas:
θ0 = min{1, θi0 , θi0j0} (1.22)
θi0 = min θi, i ∈ I∆supp; θi = (d∗i − xi)/∆xi at ∆xi > 0;
θi = (d∗i − xi)/∆xi at ∆xi < 0; θi =∞ at ∆xi = 0,
i ∈ I∆supp;
θi0j0 = min θij, (i, j) ∈ Usupp;
θij = (d
∗
ij − xij)/∆xij at ∆xij > 0;
θij = (d∗ij − xij)/∆xij at ∆xij < 0;
θij =∞ at ∆xij = 0, (i, j) ∈ Usupp.
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If the new suboptimality estimation β(z,Qsupp) = (1− θ0)β(z,Qsupp) is not satisfied then
we continue with changing the support Qsupp → Qsupp.
B) The second part of iteration — changing the support Qsupp → Qsupp.
For this purpose the duality optimization theory and the associated notions are used
[37]. In particular, for the optimization problem (1.4)—(1.7) the dual optimization prob-
lem is defined as follows: minimize the function
q(y) = −
∑
i∈IΣ
aiyi +
∑
(s,i)∈U∗
(wsid
∗
si − vsid∗si) +
∑
i∈I∆
(wid
∗
i − vid∗i)→ miny,w,v (1.23)
subject to
yt = −1, −ys + asiyi + wsi − vsi = 0, wsi ≥ 0, vsi ≥ 0, (s, i) ∈ U∗; (1.24)∑
j∈I∆(i)
yjaij + wi + vi, wi ≥ 0, vi ≥ 0, i ∈ I∆.
The collection λ = {yi, i ∈ IΣ;wsi, vsi, (s, i) ∈ U∗;wi, vi, i ∈ I∆} satisfying to the con-
straints (1.24) is called the dual plan of (1.23)—(1.24).
Each dual plan λ generates the so-called co-flow by the following formulae:
∆ = (∆i, i ∈ I∆;∆ij , (i, j) ∈ U∗;
∆i =
∑
j∈I∆(i)
yiaij ,∆ij = −yi + aijyj).
The dual plan λ is called a conforming dual plan if it satisfies the conditions:
wsi = 0, vsi = ∆si if ∆si ≥ 0; (1.25)
wsi = −∆si, vsi = 0 if ∆si < 0, (s, i) ∈ U∗; (1.26)
wi = 0, vi = ∆i if ∆i ≥ 0; (1.27)
wi = −∆i, vi = 0, if ∆i < 0, i ∈ I∆. (1.28)
It is easy to see that each conforming dual plan is uniquely determined by the potentials
y = (yi, i ∈ IΣ). Therefore, instead the dual plans the potentials are often used (in this
case the remaining dual variables are given by (1.25).
The couple {∆, Qsupp} formed by a co-flow ∆ and a support Qsupp is called a support
co-flow.
Next, let us {∆, Qsupp} is the given support co-flow. For the given support co-flow find
the associated pseudo-flow as follows
κi = d∗i if ki = 1;κi = d
∗
i if ki = −1, i ∈ I∆nsupp;
κij(i) = d∗i if ki = 1; κij(i) = d
∗
i if ki = −1, i ∈ IΣsupp;
The remaining components are defined by
κ(I∆supp) = −G−1suppb(IΣsupp)
where and the vector b is
bi =
∑
k∈IΣ(i)
akµk − κij(i) +
∑
k∈IΣsupp(i)
µj(k)akj(k)κkj(k) +
∑
j∈I∆nsupp
κj
∑
k I∆(j)∩IΣ(i)
ajkµk
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where
IΣsupp(i) = {k ∈ IΣsupp : j(k) ∈ IΣ(i)}.
The constructed pseudo-flow is optimal iff the following conditions
κi = d∗i if ∆i > 0
κi = d
∗
i if ∆id∗i ≤ κi ≤ d∗i at ∆i = 0, i ∈ I∆supp;
κij( = d∗i if ∆ij > 0;
κij = d
∗
i if ∆ijd∗ij ≤ κij ≤ d∗ij at ∆ij = 0, (i, j) ∈ Usupp
hold.
Thus, the optimal solution for the problem (1.4)—(1.7) in some cases can be estimated
directly on the phase of the dual optimization.
Otherwise, we continue the iteration procedure by the following manner.
From (1.22) follows that two situations are possible: θ0 = θi0 and θ0 = θi0j0 .
(i) In the case θ0 = θi0 the new supportQsupp = {I∆supp, IP supp} is modified as follows
I∆supp = (I∆supp \ i0) ∪ i(ν), IP supp = IP supp, if i(ν) ∈ I∆nsupp ∪ i0; (1.29)
I∆supp = I∆supp \ i0, IP supp = IP supp \ i(ν), if i(ν) ∈ IP supp,
where the index 1 ≤ ν ≤ p is determined from the inequalities vν−1 < 0, vν ≥ 0. Here
v0 = −|αi0 | where the value |αi0 | denotes the maximal value among the numbers αi, αij
calculated on the basis of dual variables as follows{
αi = κi − d∗i, if∆i > 0 or ∆i = 0, κiαi = κi − d∗i , if∆id∗i , i ∈ I∆supp;
αij = κij − d∗ij , if∆)ij > 0 or ∆ij = 0, κijαij = κij − d∗ij , if∆)ijd∗ij , (i, j) ∈ Usupp.
The other values vk are given by
vk = vk−1 +∆vk, k = 1, p, (1.30)
where
∆vk = |δi(k) |(d∗i(k) − d∗i(k)) if i(k) ∈ I∆nsupp ∪ i0; (1.31)
∆vk = |δi(k)j(k) |(d∗i(k)j(k) − d∗i(k)j(k)) if i(k) ∈ IP supp,
j(k) = j(i(k));σi(p+1) =∞.
Here δi, δij denote the so-called improving direction for dual co-flow ∆i,∆ij (in particular,
the estimates obtained in (1.13) are also dual co-flows), and are given as
δij = −∆yi + aij∆yj, (i, j) ∈ U∗; δi =
∑
j∈I∆(i)
∆yjaij , i ∈ I∆,
where
∆yt = 0, ∆y
′
(IP supp) = −e′i0(I∆supp)G−1suppsignαi0 , (1.32)
∆yi = ∆ysµi, i ∈ IP(s) \ s, s ∈ IP supp ∪ t.
and
ei0(I∆supp) = (ei = 0, i ∈ I∆supp \ i0, ei0 = 1).
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Finally, the new indices i(ν) are rearranged in accordance with the increasing order as
σi(1) ≤ σi(2) ≤ ... ≤ σi(p) . (1.33)
Here the values σi (in fact, they are used in the dual optimization problem to determine
the maximal step for dual co-flow along the improving direction) are given as
σi =
−∆i
δi
, if δiki < 0; σi =∞ otherwise, i ∈ I∆nsupp; (1.34)
σi =
−∆ij(i)
δij(i)
, if δij(i)ki < 0; σi =∞ otherwise, i ∈ IP supp.
ii For the case θ0 = θi0j0, the needed calculation is, in its essence, analogous to the one
described above. We give them shortly. Putting αi0j0 = ∆zi0j0(1− θ0) and
∆yt = 0;
∆y(IP supp) = −(
∑
k∈I∆(j)∩I
P(s0,i0)
ajkµk
µi0
, j ∈ I∆supp)G−1suppsign α0;
∆yi = ∆ysµi, i ∈ IP(s), s ∈ (IP supp ∪ t) \ s0;
∆yi = ∆ys0µi, i ∈ IP(s0) \ IP(s0, i0);
∆yi = (∆ys0 +
sign α0
µi0
)µi, i ∈ IP(s0, i0).
(1.35)
we can rearranged in accordance with the increasing order the numbers (1.34)—(1.33).
Putting v0 = −|αi0j0| and using (1.30) to find the vk, we determine f the index 1 ≤ ν ≤ p
such that vν−1 < 0, vν ≥ 0. Then the new support Qsupp = {I∆supp, IP supp} and vector
k(I∆nsupp ∪ IP supp)are given
I∆supp = I∆supp, IP supp = (I
P
supp \ i(ν))
⋃
i0, if iν ∈ IP supp
I∆supp = I∆supp
⋃
i(ν), I
P
supp = I
P
supp
⋃
i0, if i(ν) ∈ I∆nsupp;
(1.36)
and
ki(s) = −ki(s) , s = 1, ν − 1;
ki = ki, i ∈ (I∆nsupp
⋃
i0
⋃
IP supp) \
ν⋃
s=1
i(s),
(1.37)
where ki0 = sign∆i0j0 at ∆i0j0 6= 0; ki0 = δi0j0 at ∆i0j0 = 0.
Thus, the iteration of the method is complete.
It is not hard task to verify that the suboptimality estimation of the new support flow
z,Qsupp is
β(z,Qsupp) = (1− θ0)β(z,Qsupp) + v0σi(1) +
ν−1∑
k=1
vk(σik+1 − σi(k)) ≤ β(z,Qsupp).(1.38)
If β(z,Qsupp) ≤ ǫ then stop the calculation of the solution of problem (1.4)-(1.7). Other-
wise,if β(z,Qsupp) > ǫ then we continue with the new iteration beginning with the obtained
currently support flow {z,Qsupp} and the vector k(I∆nsupp ∪ IP supp).
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Remark 4. It is obviously that the optimization problem (1.4)–(1.7) can be embedded
into the general case of linear programming optimization. But such approach ignores the
particularities and special form of the considered problem and, hence, leads to a great
computational effort and reduces the computational speed. However, the constructive form
of the established optimality and ǫ - optimality condition is suitable for numerical methods
and present a good tool to realize sensitivity analysis (robustness analysis) of the obtained
solution.
1.2.4 Numerical Example
In the report [54] of the Pipeline Simulation Interest Group of the gas network of Belgium
is presented. This network consists of 20 nodes and 24 pipelines connecting these nodes.
Figure 1.3: Belgian natural gas infrastructure
In order to demonstrate the key moment of the proposed optimization method we give
the solution of an illustrative example of a gas network that images (in some sense) the part
of the Belgium net with the parameters chosen arbitrary. To simplify our considerations,
we restrict ourselves to a network containing 6 nodes and 5 pipelines.
According to our notation we have the net S = (I, U) where I = {1, 6, 2, 3, 5, t =
(sink node) = 4} is the collection of nodes,
U = {(1, 3), (6, 5), (2, 5), (3, 4), (5, 4)} is the set of edges.
Here the node numbering is cited in the circle together with their intensity aj for
summation nodes, the throughput capacities d∗ij , dij∗ of edges are written under lines, the
transformation coefficient aij of some edges are given in rectangles. Let a3 = 1, a4 = a5 =
0, a13 = 3, a65 = 2, a25 = 1, a34 = 2, a54 = −4;
d1∗ = −1, d∗1 = 2, d2∗ = −2, d∗2 = 1, d6∗ = −1, d∗6 = 2, d∗34 = −2, d∗34 = 2, d∗54 =
−1, d∗54 = 1 (see Figure 1.4-1.5). Put I∆ = {1, 6, 2}, IΣ = {3, 4, 5},
U∆ = {(i, j) ∈ U : i ∈ I∆} = {(1, 3), (6, 5), (2, 5)}, U∗ = U \ U∆ = {(3, 4), (5, 4)}.
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Figure 1.4: Compressors and storages
Figure 1.5: Throughput capacities
Note that the negative values for transformation coefficients of a pipeline can be used
to formalize the need to accumulate gas in emergency funds, for example.
Below we give the detailed step-by-step procedure to determine the optimal solution. In
order to show the most essential and crucial moments of the algorithm we select arbitrary
initial data.
1) Select the initial support Qsupp = {I∆supp, IΣsupp} = {2, 5}
where I∆supp = {2}, IΣsupp = {5}.
Then I∆nsupp = I∆ \ I∆supp = {1, 6}. First, we need to verify that Qsupp is a sup-
port indeed. For this purpose consider the subnetwork Ssupp given as follows Ssupp =
{IΣ;Usupp} = {{3, 4, 5} − nodes; (3, 4) − edge}, where
Usupp = U∗ \
⋃
i∈IΣsupp=5
(i, j(i)) = {(3, 4), (5, 4) \ (5, 4)} = {(3, 4)}.
Denote also Unsupp = U∗ \ Usupp = {(3, 4), (5, 4)} \ {(3, 4)} = {(5, 4)}.
It also should be noted that the network Ssupp = {IΣ, Usupp} consist of two connected
components:
{IΣ(4) = {3, 4}, Usupp(4) = {(3, 4)}}
and
{IΣ(5) = {5}, Usupp(5) = {∅}.
Hence IΣ(5) = {5} is an isolated node of the subnetwork Ssupp. In accordance with the
13
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Figure 1.6: Subnetwork Ssupp
algorithm calculate the coefficients µi, i ∈ IΣ = {3, 5}
⋃{t = 4} = {3, 5, 4} as follows
µt = µ4 = 1, µ5 = 1 (i ∈ IΣsupp = {5});
(i, j) ∈ Usupp = (3, 4)⇒ µ3 − a34µ4 = 0⇒ µ3 − 2µ4 = 0.
(1.39)
Thus, we have
µ5 = 1, µ4 = 1, µ3 = 2.
Next, construct the matrix Gsupp = G(IΣsupp, I∆supp) = (gsi, s ∈ IΣsupp, i ∈ I∆supp). In our
case we have s ∈ IΣsupp = {5}, i ∈ I∆supp = {2} and the matrix Gsupp is (1 × 1)-matrix
with the entry
g52 =
∑
k∈I∆(i)
T
IΣ(s)
µka2k = µ5a25 = 1 · 1 = 1.
Then, in accordance with the support definition, the collection Qsupp = {2, 5} is the
support of the network S since:
(i) |I∆supp| = |IΣsupp| = 1, (the notation |I∆supp| means the amount of elements in
the set I∆supp, and, hence |I∆supp| = 1 means that the set I∆supp contains one element),
(ii) detGsupp = g52 = 1 6= 0.
2) Consider now the initial support flow {z,Qsupp} formed by the flow z corresponding
to the initial admissible input flow
that is chosen here randomly, but satisfying the constraints on the throughput capacity
d∗i , di∗, i ∈ I∆ and in accordance with Kirchhoff’s law such that z = {xi, i ∈ I∆;xij , (i, j) ∈
U∗; f} presents the complete net supporting flow. The symbol f means the resulting output
flow of the node {t}. Namely, we put xinput = {x1 = 0, x6 = 0, x2 = −1} and then starting
this data the remaining values of the net flow we uniquely define in accordance with the
given characteristics of the nodes and arcs of the net such that (see Figure 1.7, also) we
have
z = {xi, i ∈ I∆;xij , (i, j) ∈ U∗; f} =
{x1 = 0, x6 = 0, x2 = −1;x13 = 0, x34 = 0 + 1 = 0,
x25 = −1, x65 = 0, x54 = −1, f = 6}.
3) Verify now the optimality criteria for the given support flow.
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Figure 1.7: Network supporting flow z
At the beginning, for the given support Qsupp calculate the vector c(I∆supp). Since
I∆(2)
⋂
IΣ(4) = {5}
⋂
{3, 4} = ∅
then
c(I∆supp) = c2 =
∑
k∈I∆(2)
T
IΣ(4)
µkak2 = 0.
Find now the potentials yi, i ∈ IΣ corresponding to the chosen support Qsupp as follows.
Then
yt = y4 = −1, y(IΣsupp) = y5 = c2g−152 = 0→ y5 = 0.
Since s ∈ IΣsupp
⋃
t = {5, 4} then the set IΣ \ s is :
a) at s = 5 we have IΣ(5) \ {5} = {5} \ {5} = ∅;
b) at s = 4 we have IΣ(4)\{4} = {3, 4}\{4} = {3}. Hence, for yi, i ∈ IΣ(s)\s, s ∈ IΣsupp
⋃
t
we find:
i = IΣ(4) \ {4} = {3},→ y3 = ytµ3 = (−1) · 2 = 2.
Finally, the required potentials are
y3 = −2, y4 = −1, y5 = 0.
Next, calculate the following estimations associated with the given support
∆i, i ∈ I∆nsupp;∆ij , (i, j) ∈ Unsupp, ∆ij, (i, j) ∈ Unsupp.
In our case
I∆nsupp = I∆ \ I∆supp = {1, 6, 2} \ {2} = {1, 6},
and
∆ij, (i, j) ∈ Unsupp = {(5, 4)}.
Hence, we have
∆54 = −y5 + a54y4 = 0 + (−4) · (−1) = 4
∆6 =
∑
k∈I∆(6)
a6kyk =
∑
k=5
a6kyk = a65y5 = 2 · 0 = 0,
∆1 =
∑
k∈I∆(1)
a1kyk =
∑
k=3
a1kyk = a13y3 = 3 · (−2) = −6.
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Thus, the asked estimates are
∆1 = −6,∆6 = 0,∆54 = 4.
Figure 1.8: Potentials yi, and corresponding estimations ∆i
Since d1∗ = −1 < x1 = 0 < d∗1 = 2, and with the estimate ∆1 = −6 < 0 for the
support flow {z,Qsupp}, reveals that the optimality criteria are not fulfilled. Note that
the non-optimality of the current support flow can be determined by other entries, also.
In order to observe the suboptimality estimate of the current support flow f o− f ≤ β
we find
β(z,Qsupp) =
∑
i ∈ I∆nsupp
∆i > 0
∆i(xi − d∗i) +
∑
i ∈ I∆nsupp
∆i < 0
∆i(xi − d∗i ) +
+
∑
(i, j) ∈ Unsupp
∆ij > 0
∆ij(xij − d∗ij) +
∑
(i, j) ∈ Unsupp
∆ij < 0
∆ij(xij − d∗ij) =
= ∆1(x1 − d∗1) + ∆6 · 0 + ∆54(x54 − d∗54) =
−6(0− 2) + 0 · 0 + 4(−1− (−1)) = 12 + 4 · 0 = 12.
The calculated suboptimality estimates for the considered support flow β(z,Qsupp)
shows (see Figure 1.9) that the maximal value f0 of the flow has not more then
f0 ≤ f(x) + β(z,Qsupp) = 6 + 12 = 18.
4) Next realize the iteration {z,Qsupp} → {z¯, Q¯supp} of the proposed optimization
method. This iteration consists in two parts.
A) The first part of the iteration {z,Qsupp} → {z¯, Q¯supp} consists in changing the flow
z → z¯ and given by the following formula
z = z + θ0∆z,
where the improvement direction
∆z = (∆xi, i ∈ I∆; ∆xij, (i, j) ∈ U∗; ∆f)
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Figure 1.9: Suboptimality estimate β(z,Qsupp) for maximal value of the flow f
0
Figure 1.10: New flow z
are determined as follows
∆xi = d
∗
i − xi at ki = −1;∆xi = d∗i − xi at ki = 1, i ∈ I∆nsupp
∆xij(i) = d
∗
ij(i) − xij(i) at ki = −1;∆xij(i) = d∗ij(i) − xij(i) at ki = 1; i ∈ IP supp
where the vector k(I∆nsupp)
⋃
IΣsupp is defined by the following
ki = 1 at ∆i > 0; ki = −1 at ∆i < 0;
ki = −1 ∨ 1 at ∆i = 0 i ∈ I∆nsupp;
ki = 1 at ∆ij(i) > 0; ki = −1 at ∆ij(i) < 0;
ki = −1 ∨ 1 at ∆ij(i) = 0; i ∈ IΣsupp.
In our case i ∈ I∆nsupp = {1, 6}, i ∈ IΣsupp = {5}, and hence


k1 = −1, since ∆1 = −6;
k6 = 1, since ∆6 = 0;
k5 = 1, since ∆54 = 4 > 0.
(1.40)
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Calculate now ∆xi, i ∈ I∆nsupp and ∆xij(i), i ∈ IΣsupp:
∆x1 = d
∗
1 − x1 = 2− 0 = 2 since k1 = −1;
∆x6 = d∗6 − x6 = −1− 0 = −1 since k6 = 1;
∆x54 = d∗54 − x54 = −1− (−1) = 0 since k5 = 1.
Further, in order to find the remaining ∆x(I∆supp) we need to find the value bi for the
i ∈ IΣsupp = {5}:
bi = ∆xij(i) −
∑
k∈IΣsupp(i)
µj(k)akj(k)∆xkj(k) −
− ∑
j∈I∆nsupp
∆xj
∑
k∈I∆(j)∩IΣ(i)
ajkµk, i ∈ IΣsupp
where the set IΣsupp(i) is determined as
IΣsupp(i) = {k ∈ IΣsupp : j(k) ∈ IΣ(i)}.
Then
b5 = ∆x54 −
∑
k∈IΣsupp(5)={5}
µj(k)akj(k)∆xkj(k) −
− ∑
j∈I∆nsupp={1,6}
∆xj
∑
k∈I∆(j)∩IΣ(i)={5}
ajkµk =
= ∆x54 − µ4a54∆x54 −∆x6a65µ5 = 0− 1 · (−4) · 0− (−1) · 2 · 1 = 2.
Now we can calculate
Figure 1.11: Pseudo-flow ∆z
∆x2 = G
−1
suppb(IΣsupp) =
b5
g52
=
2
1
= 2.
Using the input signals ∆x1 = 2,∆x6 = −1,∆x2 = 2 find the associated pseudo-flow
∆z = (∆xi, i ∈ I∆; ∆xij, (i, j) ∈ U∗; ∆f)
putting in the net ai = 0, i ∈ IΣ. Note that if the obtained pseudo-flow is admissible and
satisfies the optimality conditions [37] then it is required optimal supporting flow. In our
18
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case we have ∆z = (∆x1 = 2,∆x6 = −1,∆x2 = 2; ∆x34 = 2 · 3 + 0 = 6,∆x54 = 0). It is
easy to see (see Figure 1.11) the obtained pseudo-flow is not optimal.
Now we determine the maximal available step pace θ0 along the improvements direction
∆z as follows
θ0 = min{1, θi0 , θi0j0}
where
θi0 = min θi, i ∈ I∆supp; θi = (d∗i − xi)/∆xi at ∆xi > 0;
θi = (d∗i − xi)/∆xi at ∆xi < 0; θi =∞ at ∆xi = 0, i ∈ I∆supp;
and
θi0j0 = min θij, (i, j) ∈ Usupp;
θij = (d
∗
ij − xij)/∆xij at ∆xij > 0;
θij = (d∗ij − xij)/∆xij at ∆xij < 0;
θij =∞ at ∆xij = 0, (i, j) ∈ Usupp.
Then we have
θi0 = min θi, i ∈ I∆supp = {2} → θ2 =
d∗2 − x2
∆x2
=
1− (−1)
2
= 1,
θi0j0 = min θij, (i, j) ∈ Usupp = {(3, 4)} → θ34 =
d∗34 − x34
∆x34
=
2− 1
6
=
1
6
.
Hence, the maximal admissible step θ0 along the ∆z is θi0j0 = θ34 =
1
6 . Therefore, the
first part of iteration is completed by the construction of the following new flow
Figure 1.12: New support Qˆsupp
z = z + θ0∆z = {x1 = 0 + 16 · 2 = 13 , x2 = −1 + 16 · 2 = −23 ,
x6 = 0 +
1
6 · (−1) = −16 ;x34 = 1 + 16 · 6 = 2, x54 = −1 + 16 · 0 = −1}.
The realized iteration decreases the suboptimality estimate as follows
β(z,Qoldsupp) = (1− θ0)β = 5
6
· 12 = 10,
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and, hence f o ≤ f + β = 6 + 10 = 16
B) The second part of the iteration (changing support set Qsupp → Qsupp).
For this purpose introduce the dual optimization problem
q(y) = − ∑
i∈IΣ
aiyi +
∑
(s,i)∈U∗
(wsid
∗
si − vsid∗si) +
∑
i∈I∆
(wid
∗
i − vid∗i)→ min
yt = −1, −ys + asiyi + wsi − vsi = 0, wsi ≥ 0, vsi ≥ 0, (s, i) ∈ U∗;∑
j∈I∆(i)
yjaij + wi + vi, wi ≥ 0, vi ≥ 0, i ∈ I∆.
The collection λ = {yi, i ∈ IΣ;wsi, vsi, (s, i) ∈ U∗;wi, vi, i ∈ I∆} is called a dual plan for
the dual problem. Find the variables of this plan λ = λ(y,w, v) as follows
y4 = −1,

(s, i) ∈ U∗ = {(3, 4), (5, 4)}
i ∈ I∆ = {1, 2, 6}
j ∈ I∆(i), where i ∈ I∆
I∆(1) = {3},
I∆(2) = {5},
I∆(6) = {5}.
⇓

−y5 + a54y4 + w54 − v54 = 0,
−y3 + a34y4 + w34 − v34 = 0,
y3a13 + w1 − v1 = 0,
y5a25 + w2 − v2 = 0,
y5a65 + w6 − v6 = 0,
⇒


−y5 + (−4)(−1) + w54 − v54 = 0,
−y3 + 2(−1) + w34 − v34 = 0,
3y3 +w1 − v1 = 0,
y5 + w2 − v2 = 0,
6y5 +w6 − v6 = 0,
From the last system we can, finally, calculate the conforming dual plan. Taking into
account wsi ≥ 0, vsi ≥ 0, (s, i) ∈ U∗, wi ≥ 0, vi ≥ 0, i ∈ I∆)and using the calculated early
the potentials, we have
λ = (y3 = −2, y4 = −1, y5 = 0;w34 = 4, v34 = 0, w54 = 0, v54 = 4,
v1 = 0, w1 = 6, v2 = 0, w2 = 0, v6 = 0, w6 = 0.)
Next, using the obtained dual plan λ we find the so-called co-flow as
∆ = (∆i, i ∈ I∆;∆ij , (i, j) ∈ U∗; ∆i =
∑
j∈I∆(i)
yiaij,∆ij = −yi + aijyj).
Thus, in our case we have
∆ = (∆1 = −6,∆2 = 0,∆6 = 0,∆34 = −4,∆54 = 4).
Improve now the co-flow by the formula
∆→ ∆ = ∆+ σδ.
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For this purpose we need to construct pseudo-flow κ. Also it should be reminding that
vector k(I∆nsupp
⋃
IΣsupp) = ({1, 6, 5}) has the following entries
k1 = −1, k6 = 1, k5 = 1.
Hence the pseudo-flow is given as


i ∈ I∆nsupp = {1, 6}
i ∈ IΣsupp = {5}
⇒


κ1
(k1=−1)
= d∗1 = 2,
κ6
(k6=1)
= d∗6 = −1,
κ54
(k5=1)
= d∗54 = −1;
Since
bi =
∑
k∈IΣ(i)
akµk − κij(i) +
∑
k∈IΣsupp(i)
µj(k)akj(k)κkj(k) +
∑
j∈I∆nsupp
κj
∑
k I∆(j)∩IΣ(i)
ajkµk =
=
∑
IΣ(5)={5}
a5µ5 − κ54 +
∑
k∈IΣsupp(5)={5} or ∅
µ4a54κ54 + κ1
∑
I∆(1)∩IΣ(5)=∅
(∅) +
+κ6
∑
I∆(6)∩IΣ(5)={5}
a65µ5 =
= 0 · 1− (−1) + 1 · (−4) · (−1) +∅+ (−1) · 2 · 1 = 1 + 4− 2 = 3.
them κ2 = −g−125 = −3. Thus, the asked pseudo-flow is
κ1 = 2, κ2 = −3, κ6 = −1.
Check now the optimality condition for the obtained pseudo-flow. We have κ2 = −3 <
d∗2 = −2 is out of constraint limit. Therefore, κi is not optimal flow.
Next calculate the numbers αi corresponding to the edges (i, j) ∈ Usupp and to node
i ∈ I∆supp.

αi = κi − d∗i, if∆i > 0 or ∆i = 0, κi < d∗i,
αi = κi − d∗i , if∆i < 0 or ∆i = 0, κi > d∗i , i ∈ I∆supp;
αij = κij − d∗ij , if∆)ij > 0 or ∆ij = 0, κij < d∗ij ,
αij = κij − d∗ij , if∆)ij < 0 or ∆ij = 0, κij > d∗ij , (i, j) ∈ Usupp.
and find among them the maximal one (by absolutely value)

i ∈ I∆supp = {2} → α2 ∆2=0= κ2 − d∗2 = −3− (−2) = −1
(i, j) ∈ Usupp = {(3, 4)} → α34 ∆34=−4<0= κ34 − d∗34 = 6− 2 = 4.
Thus
α0 = max{α2, α34} = 4→ (i0, j0) = (3, 4) ∈ Usupp.
In general, the two cases are possible:
(i) α0 = αi0 , i0 ∈ I∆supp; and (ii) α0 = αi0,j0, (i0, j0) ∈ Usupp.
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We have here the case when α0 = αi0,j0 = (α34) and, hence Let (i0, j0) ∈ Usupp(s0), s ∈
IΣsupp
⋃
t.
Our purpose is to find the new co-flow, on the base of which we can then change the
old support set. For this we find first the new potentials as follows

yt = 0;
∆y(IΣsupp) = −(
∑
k∈I∆(j)∩IΣ(s0,i0)
ajkµk \ µi0)G−1suppsignα0,
j ∈ I∆supp;
∆yi = ∆ysµi, i ∈ IΣ(s), s ∈ (IΣsupp ∪ t) \ s0;
∆yi = ∆ys0µi, i ∈ IΣ(s0) \ IΣ(s0, i0);
∆yi = (∆ys0 +
signα0
µi0
)µi, i ∈ IΣ(s0, i0).
and hence 

y4 = 0;
∆y(IΣsupp) = ∆y5 = −
∑
I∆(2)∩IΣ(4,3)=∅
(∅) = 0;
i ∈ IΣ(s0, i0) = IΣ(3,4) = {3},
∆y3 = (∆y4 +
signα0
µ3
)µ3 = 0 +
1
2 · 2 = 1.
Here IΣ(s0, i0) is the set of nodes such that the connected component of the net
{IΣ(s0), Usupp(s0) \ (i0, j0)} contains the node i0. In our case for s0 = 4 the set IΣ(s0, i0)
is the set of nodes of the connected component of the net {IΣ(4), Usupp(4) \ {(3, 4)}} =
{3, 4;∅} containing node i0 = {3}.
Thus
∆y4 = 0, ∆y5 = 0, ∆y3 = 1.
Now we need to find the direction δ along that we can improve the co-flow ∆:
δi = 0, i ∈ I∆supp; δij = 0, (i, j) ∈ Usupp \ (i0, j0); δi0j0 = −signαi0j0.
and 

i ∈ I∆supp = {2} → δ2 = 0;
i ∈ I∆nsupp = {1, 6},
δi =
∑
j∈I∆(i)
∆yjaij, i ∈ I∆;
(i, j) ∈ U∗ = {(5, 4), (3, 4)},
δij = −∆yi + aij∆yj;
δi0j0 = −signαi0j0 .
⇒


δ2 = 0;
δ1 =
∑
j∈I∆(1)={3}
∆y3a13 = 1 · 3 = 3,
δ6 =
∑
j∈I∆(6)={5}
∆y5a65 = 0 · 2 = 0;
δ54 = ∆y5 + a54∆y4 = 0 + 0 = 0;
δ34 = −signα34 = −sign4 = −1.
Thus, we obtain
δ1 = 3, δ6 = 0, δ2 = 0, δ54 = 0, δ34 = −1.
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Figure 1.13: Intermediate data
It is convenient to image the obtained data on the Figure (1.13):
Next, we need to find the admissible step pace σ along the obtained improvement
direction
σi =
∆i
δi
if δiki < 0;
σi =∞ if i ∈ I∆nsupp;
σi = −∆ij(i)δij(i) δij(i)ki < 0;
σi =∞ otherwise, i ∈ IΣsupp;
σi0 = |∆i0| at ∆i0αi0 > 0;
σ =∞ at αi0∆i0 ≤ 0.


i ∈ I∆nsupp = {1, 6},
i ∈ IΣsupp = {5},
i0 = {3}.
⇒


σ1 = −∆1δ1 = 2;
σ6 = +∞;
σ5 = +∞;
σ = +∞ since ∆34 · α34 = (−1) · 4 = −16 < 0.
Rearrange the calculated values in the required order: σi(1) ≤ σi(2) ≤ σi(2) . Here i(1) = 1.
In accordance with the duality theory the velocity of decreasing dual cost function for
each subintervals of σi(1) ≤ σi(2) ≤ σi(2) is calculated as follows
v0 = −|α0| = −|α34| = −4 < 0,
v1 = v0 +∆v1 = −4 + 9 = 5;∆v1
i(1)=1
= |δi(1) |(d∗i(1) − d∗i(1)) = 3 · (2− (−1)) = 9.
Since v0 = −4 < 0 and v1 = 5 > 0 then ν = 1, and the the maximal admissible step pace
is
σ0 = σi(1) = σ1 = 2.
Finally, we can construct the new co-flow ∆ˆ = ∆ + σ0 · δ and the new support set
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Qˆsupp = {Iˆ∆supp, IˆΣsupp} by the following
Iˆ∆supp = I∆supp, IˆΣsupp = (IΣsupp \ i(ν))
⋃
i0, if i(ν) ∈ IΣsupp;
Iˆ∆supp = I∆supp
⋃
i(ν), IˆΣsupp = IΣsupp
⋃
i0, if ı(ν) ∈ I∆nsupp;
kˆi(s) = −ki(s) , s ∈ 1, ν − 1; kˆi = i ∈ (I∆supp
⋃
IΣsupp
⋃
i0) \
ν⋃
s=1
i(s),
where
ki0 = sign∆i0j0 at ∆i0j0 6= 0;
ki0 = δi0j0, at ∆i0j0 = 0.
Thus
Iˆ∆supp = I∆supp ∪ i(ν) = {2} ∪ {1} = {1, 2},
IˆΣsupp = IΣsupp ∪ i0 = {5} ∪ {3} = {3, 5}.


∆ˆ1 = ∆1 + σ0δ1 = −6 + 2 · 3 = 0,
∆ˆ2 = ∆2 + σ0δ2 = 0 + 0 = 0,
∆ˆ6 = ∆6 + σ0δ6 = 0 + 0 = 0,
∆ˆ34 = ∆34 + σ0δ34 = −4 + 2 · (−1) = −6,
∆ˆ54 = ∆54 + σ0δ54 = 4 + 0 = 4.
In order to construct the new pseudo-flow κ, corresponding to the new support co-flow
{∆ˆ, Qˆsupp} we are needed to determine the new numbers kˆ(Iˆ∆nsupp ∪ IˆΣsupp) = kˆ({6} ∪
{3, 5}) : kˆ6 = 1, kˆ3 = −1, kˆ5 = 1.
Then the new pseudo-flow κ corresponding to the new support co-flow {∆ˆ, Qˆsupp} are
defined as
κi = d∗i if ki = 1,
κi = d
∗
i if ki = −1, i ∈ I∆nsupp;
κij(i) = d∗i if ki = 1,
κij(i) = d
∗
i if ki = −1, i ∈ ISigmasupp;
and for bi :
bi =
∑
k∈IΣ(i)
akµk − κij(i) +
+
∑
k∈IΣsupp(i)
µj(k)akj(k)κkj(k) +
∑
j∈I∆nsupp
κj
∑
k I∆(j)∩IΣ(i)
ajkµk
where
IΣsupp(i) = {k ∈ IΣsupp : j(k) ∈ IΣ(i)}.
In our case we have


i ∈ Iˆ∆nsupp = {6}
i ∈ IˆΣsupp = {5, 3}
⇒


κˆ6
(kˆ6=1)
= d∗6 = −1,
κˆ34
(kˆ3=−1<0)
= d∗34 = 2,
κˆ54
(kˆ5=1)
= d∗54 = −1;
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and for bi:
i ∈ IˆΣsupp = {5, 3} :
bˆ3 = a3 · µˆ3 − κˆ34 = 1 · 1− 2 = −1;
bˆ5 =
∑
IΣ(5)={5}
a5µˆ5 − κˆ54 +
∑
Iˆ∆nsupp={6}
κˆ6 ·
∑
Iˆ∆(6)∩IˆΣ(5)={5}
a65µˆ5 =
= 0 · 1− (−1) + (−1) · 2 · 1 = −1
where the new coefficients µˆi, i ∈ IΣ are
µˆ4 = µt = 1, µˆi = 1, µˆ3 = µˆ4 = µˆ5 = 1.
Hence, the reminding κˆ(Iˆ∆supp) = Gˆ
−1
suppbˆ(IˆΣsupp) are given
g31 =
∑
k∈Iˆ∆(1)∩IˆΣ(3)
µˆ3 · a13 = 3;
g32 =
∑
k∈Iˆ∆(2)∩IˆΣ(3)=∅
(......) = 0;
g51 =
∑
k∈Iˆ∆(1)∩IˆΣ(5)=∅
(......) = 0;
g52 =
∑
k∈Iˆ∆(2)∩IˆΣ(5)
µˆ5 · a25 = 1.
Then
Gˆsupp =
[
g13 g32
g51 g52
]
=
[
3 0
0 1
]
⇒ Gˆ−1supp =
[
1
3 0
0 1
]
.
and the entries of the new pseudo-flow are[
κˆ1
κˆ2
]
= −Gˆ−1supp ·
[
bˆ3
bˆ5
]
= −
[
1
3 0
0 1
]
·
[ −1
−1
]
=
[
1
3
1
]
.
In final, the new pseudo-flow are:
κˆ1 =
1
3
, κˆ2 = 1, κˆ6 = −1, κˆ34 = 2, κˆ54 = −1.
Check now the obtained pseudo-flow for their optimality conditions of the form
κˆi = d∗i if ∆ˆi > 0
κˆi = d
∗
i if ∆ˆi < 0;
d∗i ≤ κˆi ≤ d∗i at ∆ˆi = 0, i ∈ Iˆ∆supp;
κˆij( = d∗i if ∆ˆij > 0;
κˆij = d
∗
i if ∆ˆij < 0;
d∗ij ≤ κˆij ≤ d∗ij at ∆ij = 0, (i, j) ∈ Uˆsupp.
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Figure 1.14: Maximal flow in the network
In our case we have:

i ∈ Iˆ∆supp = {1, 2}
Uˆsupp = U
∗ \ ⋃
i∈IˆΣsupp
(i, j(i)) =
= {(3, 4), (5, 4)} \ {(3, 4), (5, 4)} = ∅
{
κˆ1 =
1
3 (i.e. − 1 < 13 < 2) and ∆ˆ1 = 0,
κˆ2 = 1 (i.e. d
∗
2 = 1) and ∆ˆ2 = 0.
The last equations means that optimality criteria condition are fulfilled.
Thus
κˆ = zo = {x1 = 1
3
, x2 = 1, x6 = −1, x34 = 2, x54 = −1}
is an optimal solution of the considered optimization problem.
Remark 5. The optimality of the obtained solution can be stated also by the optimality
conditions formulated in Theorem 1 applied for the new support set and support flow.
1.3 Two-commodity flow gas networks
In the previous paragraphs the gas network models are given in the form where the volume
of the transported gas was the subject for optimization problem. Nevertheless, there is
another crucial characteristic such as flow pressure for which the predefined demands
should can be kept, too. It is obvious that an analogous optimization model can be
separately introduced for each indicated characteristics. It is of a great interest to optimize
several characteristics in frame of an unique mathematical model which is an aim of the
present subsection. In particular, in order to consider simultaneously the pressure and
flow gas in the transport networks the two-commodity flow graph model is proposed.
1.3.1 Problem formulation
We introduce the two-commodity flow gas transportation graph network model as follows.
Let S
.
= {I, U} be a stationary net where I = {1, 2, . . . , n} denotes the set of nodes, U
means the set of edges. In contrast to the previous section here we assume that through
the considered net two kind of signals are running. The signals of such type can be selected
from some characteristics of the transported gas. For example, the values of the pressure
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and volume of the transported gas flow. It is obvious that these signals are transformed
by the different physical law due to their transportation through distributed gas network.
These effects should be imaged in the mathematical model, in general.
Also, let x1i , x
2
i denotes the gas flow (characterized by two signals x
1
i and x
2
i ) in the node
i; x1ij, x
2
ij denote the gas flow that is transported from the node i to the node j; d
1∗
ij , d
1
ij∗,
d2∗ij , d
2
ij∗ denote the upper and lower bounds for the considered signals throughput from
the node i to the node j, respectively; j; d1∗i , d
1
i∗, d
2∗
i , d
2
i∗ denote the upper and lower
network bounds for gas in the node i.
The set of nodes I is convenient to divide on two subsets IΣ, I
Q, IΣ∩IQ = Ø termed as
summations and multiplications nodes respectively. Such partition has a physical meaning.
Each multiplications node i ∈ IQ possesses the following property: it has one input
flow z
.
= (x1, x2) and several output flows z1 = (x
1
1, x
2
1), . . . , zqi = (x
1
qj , x
2
qj) (see Figure
1.15 ) .
Figure 1.15: The notations of two commodity model
The components of these outputs are characterized by different properties: the first
components (x11, ..., x
1
qi) of the outputs z1, z2, . . . , zqi satisfies the equality
qi∑
k=1
x1k = x
1
(Kirchhof’s law for the gas flow); the second components (x21, ..., x
2
qi) of the outputs
z1, z2, . . . , zqi are the exact copy of the original second component x
2 of the input z.
Such kind of effects for the second component are proper for the nodes from that several
pipelegs are outcoming and, hence, the values of the pressure are copied in accordance
with ordinary physical law. For a multiplication node, the bounds on net inflow can be
derived, for example, directly from the agreements between the transmission company and
the gas producers.
Each summation nodes j ∈ IΣ possesses the following property: it has several input
flows {z1 = (x11, x21), . . . , zqj = (x1qj , x2qj )} and one output flow z = (x1, x2)(see Figure
1.15 ) such that
qj∑
k=1
x1k + a
1
j = x
1 and max
k=1,...,qj
x1k + a
2
j = x
2 where two-dimensional vector
aj = (a
1
j , a
2
j ) denotes the intensity of the node j. In other words, the vector aj = (a
1
j , a
2
j )
presents the available storage capacity for the first component, and the pressure regulation
for outcoming flow produced by compressor/compressor station for the second component.
The relation max
k=1,...,qj
x1k images the fact that the pressures with which the incoming flows
reach the node j should be grown up at this node.
By analogy the corresponding properties of edges can be treated (see Figure 1.15).
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Besides the classical flow balance equations at each node, the nonlinear relation be-
tween the flow and the difference of the pressure pi, pj at the two ends of each pipe also
need to be considered. For the high pressure, this later relation is given by the Weymouth
formula for gas (see Osiadacz, 1987) and by the Darcy-Weisbach formula for liquid, and
can be expressed with help of the introduced components as:
sign(x1ij)
(
x1ij
)2
= C2ij
((
x2i
)2 − (x2j)2), (1.41)
where the constants Cij depend on the physical properties of of the pipe.
The resulting outcoming node t is a specific one: it summarizes only the first compo-
nents signal that will be denote by f , too.
The optimization problem can be formulated in the following form; minimize the cost
value function
f =
∑
s∈I−t
x1sta
1
st +
∑
j∈I∆t
x1ja
1
jt + a
1
t → max (1.42)
subject to
x1ij(i) =
∑
s∈I−i
x1sia
1ksi +
∑
j∈I∆i
x1ja
1
ji + a
1
i , (1.43)
x2ij(i) = max{x2si, s ∈ I−i ;x2ja2ji + a2i , j ∈ I∆i} (1.44)
dk∗ij ≤ xkij ≤ dk∗ij , (i, j) ∈ U∗, dk∗i ≤ xki ≤ dk∗i , i ∈ I∆ (1.45)
sign(x1ij(i))
(
x1ij(i)
)2
= C2ij(i)
((
x2i
)2 − (x2j(i))2), (i, j) ∈ U∗, (1.46)
where j(i) denotes the node connecting with the node i such that
(
i, j(i)
) ∈ U , and
I−i = {s ∈ IP : (s, i) ∈ U∗}, I∆i = {j ∈ I∆ : (j, i) ∈ U}. (1.47)
For the optimization problem (1.42—1.47), by analogy with previous Section a numer-
ical algorithm can be developed. It should be noted that the the nonlinear constraints of
(1.46, 1.44) can be linearized in accordance, for example, with the linearization approach
proposed in [13].
1.4 Nonstationary gas networks
In the sections above the stationary case of the networks are considered when it is assumed
that the basic characteristics of the net are not varied in the time. The temporary effects
can be described by the nonstationary graph model setting. A simple model of such type
is proposed in this section.
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1.4.1 Problem statement
In this Section we consider the simple case of the dynamical network that presents an
extension of the stationary net introduced in the previous sections.
Let S(t)
.
= {I, U(t)} be a nonstationary network where I = {1, 2, . . . , n} denotes the
set of nodes, U(t) means the set of edges which can change with time t = 0, 1, . . . , T − 1.
Let Qi(t) denote the gas flow in the node i at the moment t; and ai(t) the intensity of the
node i. Let, furthermore, Qij(t) denote the gas flow that is transported from the node i
to the node j at the moment t. Then
wi(t) =
∑
j∈I−i (U(t))
Qji(t)−
∑
j∈I+i (U(t))
Qij(t) (1.48)
where
I−i (U(t)) = {j ∈ I| (j, i) ∈ U(t)},
I+i (U(t)) = {j ∈ I| (i, j),∈ U(t)}
(1.49)
is the gas flow through the node i at the time t. Further, let cij(t) denote the transport
costs for the per unit of the gas flow from node i to the node j; and let ci(t) be the storage
cost per unit of the gas flow in the node i. Denote by dij(t) the network throughput from
the node i to the node j and di(t) is the gas capacity in the node i at the moment t.
Finally, the transport model for gas transportation is given in the following form:
minimize the cost functional
T−1∑
t=0
( ∑
(i,j)∈U(t)
cij(t)Qij(t) +
∑
i∈I
ci(t+ 1)Qi(t+ 1)
)
(1.50)
over the solution of the equations
Qi(t+ 1) = Qi(t)−
∑
j∈I+i (U(t))
Qij(t)
+
∑
j∈I−i (U(t))
Qji(t) + ai(t), i ∈ I
(1.51)
subject to constraints
0 ≤ Qi(t+ 1) ≤ di(t+ 1), Qi(0) = qi0, i ∈ I (1.52)
0 ≤ Qij(t) ≤ dij(t), (i, j) ∈ U(t), t = 1, . . . , T (1.53)
Note that the equations (1.51) mean the balance conditions for the gas flow in the nodes
of the network,where qi0, i = 1, . . . , n denotes the gas flow at the initial moment. The cost
functional describes, in fact, the storage and transmissions costs.
Remark 6. The given system (1.51) presents, in general, a specific class of 2−D control
systems. In order to emphasize the possible loss effect in the various pipeline legs we can
extend the given model by introducing the so-called loss coefficient aij(t) of transmission
from node i to node j, (i, j) ∈ U(t).
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1.4.2 Optimality and suboptimality conditions
The given transport problem (1.50)—(1.52) we can rewrite as a specific discrete control
problem (see [37]). For this purpose introduce the following new variables. The n-tuple
Q(t) = (Q1, ...Qn) = {Qi(t), i ∈ I} marks the state space vector at the moment t; the set
u(t) = {Qij(t), (i, j) ∈ U(t)} is the control vector at the moment t. Also denote
du(t) = {dij(t), (i, j) ∈ U(t)}, dQ(t) = {di(t), i ∈ I};
c∗(t) = {cij(t)−
T∑
k=t+1
(ci(k)− cj(k)), (i, j) ∈ U(t)}.
Then the problem (1.50)—(1.52) is rewritten in the following form: Minimize
J(u) ,
T−1∑
t=0
c∗
′
(t)u(t)→ min (1.54)
subject to the constraints
Q(t+ 1) = Q(t)−B(t)u(t) + a(t), Q(0) = q0, (1.55)
0 ≤ u(t) ≤ du(t)}, t = 0, 1, . . . , T − 1, (1.56)
0 ≤ Q(t+ 1) ≤ dQ(t+ 1), t = 0, 1, . . . , T − 1. (1.57)
where the |I| × |U(t)|-dimensional matrix B(t) is generated by the net S(t) = {I, U(t)} as
B(t) = {bijk (t), k ∈ I, (i, j) ∈ U(t)}
where
bijk = 0 if k 6= i, k 6= j; biji = 1; bijj = −1.
Remark 7. The given optimization problem possesses some special properties such as a
simple dynamic, the specific input matrix, and a great control vector dimension. These
properties produce the main difficulties for numerical implementation. A feasible way to
overcome these obstacles is to design special optimization methods for the problem men-
tioned above.
In the paper we present an optimization method based on the constructive approach
proposed in [37] for the optimal control problem. For brevity denote also by Tˆ ,
{0, 1, . . . , T − 1}. The control function u(·) = {u(t), t ∈ Tˆ} is called admissible, if it
satisfies the constraints (1.56). Usually, in the processing the numerical implementation
of optimal control algorithms we exploit the approximate solutions with corresponding
error estimation. Hence it is necessary to introduce the sub-optimality concept as it is
often sufficient to stop the numerical computations when a satisfactory accuracy level has
been achieved. We call a control function uǫ(·), ǫ− optimal, if
J(uǫ)− J(u0(t)) ≤ ǫ,
where u0(·) is the optimal control. By analogy with [37] (see, also, Section 1.2.1) introduce
the following definition.
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Definition 3. The collection of the sets
Gsupp = {{Isupp(t+ 1), Usupp(t)}, t ∈ Tˆ},
Isupp(t+ 1) ⊂ I, Usupp(t) ⊂ U(t)
is called the support for the problem (1.54)—(1.56) if the following system of equations
Q(t+ 1) = Q(t)−B(t)u(t), Q(0) = 0,
Qi(t+ 1) = 0, i ∈ I \ I∗(t+ 1),
uij(t) = 0, (i, j) ∈ U(t) \ U∗(t), t ∈ Tˆ ,
with
I∗(t+ 1) = Isupp(t+ 1), U∗(t) = Usupp(t), t ∈ Tˆ ,
has only the trivial solution uij(t) ≡ 0, (i, j) ∈ Usupp(t), t ∈ Tˆ , but this system has nontriv-
ial solutions uij 6= 0, for(i, j) ∈ U∗(t), t ∈ Tˆ in the case when
I∗(t) = Isupp(t), t = 1, . . . , T, t 6= t0,
I∗(t0) = Isupp(t0) ∪ i0;U∗(t) = Usupp(t), t ∈ Tˆ ,
with i0∈¯Isupp(t0) where t0 is arbitrary element from the set Tˆ .
By analogy to [37] the following theorem can be stated.
Theorem 2. (ǫ-maximum principle). The control function uǫ(·) is ǫ- optimal in the
problem (1.54)—(1.56), if and only if there exist the support Gsupp and the functions
ǫu(t) ≥ 0 and ǫχ(t+ 1) ≥ 0, t ∈ T such that
T−1∑
t=0
(ǫu(t) + ǫχ(t+ 1)) ≤ ǫ
holds and the following quasimaximum control conditions(
ψ
′
(t)B(t)− c∗′(t))u(t) =
max
u∈V (t)
(
ψ
′
(t)B(t)− c∗′(t))u− ǫu(t), t ∈ Tˆ
and the quasimaximum trajectory conditions
λ
′
(t)Q(t) = max
0≤Q≤dQ(t)
λ
′
(t)Q− ǫχ(t), t = 1, · · · , T
are fulfilled.
Here ψ(t), t ∈ Tˆ is the solution of the dual(adjoint) system of the form
ψ(t− 1) = ψ(t) + λ(t), t = T − 1, T − 2, · · · , 0, (1.58)
with initial condition ψ(T − 1) = λ(T ) and λ(t) = (λi(t), i ∈ I), t = 1, · · · , T are the
vectors of jumps constructed with help of the support Gsupp by the following procedure.
31
Chapter 1. Mathematical modeling in distributed gas networks
For t = T set λi(T ) = 0, i ∈ Isupp(T ); the remaining λi(T ) are uniquely determined
from the equalities
λi(T )− λj(T ) = cij(T − 1), (i, j) ∈ Usupp(T − 1) (1.59)
For t = T − 1, T − 2, . . . , 1 the corresponding vectors λ(t) are defined analogously: λi(t) =
0, for i ∈ Isupp(t) and the remaining λi(t) are determined from the equalities
λi(t)− λj(t) = cij(t− 1)−
T∑
k=t+1
(λi(k)− λj(k)), (i, j) ∈ Usupp(t− 1). (1.60)
Remark 8. Also the optimality condition in the maximum principle form can be obtained.
The distinction of the given result from the discrete analogue of the Pontryagin maximum
principle lies in the fact that it gives a constructive procedure to check the optimality
and suboptimality of the admissible control. By analogy with the stationary network case
of Section 1.2.1 the corresponding iterative method can be developed on the principle of
the decreasing suboptimality estimate, i. e. the iteration {(u,Gsupp)} → {(uˆ, ˆGsupp)} is
performed in such a way as to achieve a decrease of the suboptimality estimate. These
transformations involve, in effect, the duality theory and exploit the ǫ-optimality condi-
tions.
Remark 9. As it is mentioned above the first (high level) stage modelling can be based on
the simultaneously consideration some other crucial characteristics such as the pressure p
and flow volume gas Q in the transport networks, which leads to the two-commodity flow
graph model.
Analogously to the two-commodity stationary networks case considered in the Section
1.2.1 we can introduce nonstationary multi-commodity networks. A fragment of such kind
graph model can be presented, for example, by Figure 1.16
Figure 1.16: Multi-commodity network graph model
The optimization theory corresponding such kind of dynamical multi-commodity net-
works can be developed,too.
Remark 10. The mathematical models mentioned in the previous Sections present, gen-
erally speaking, a specific class of the so-called multidimensional (n −D) systems. Some
classes of 2−D control systems will be studied in the next sections.
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1.5 Gas flow model in a pipeline unit
The main problem for the second-step modeling is to keep (or optimize if it is possible)
the preassigned regime Q(x, t), p(x, t) for the state space parameters of gas pressure p and
mass flow Q for each pipeline unit. In particular, this regime can be determined and
passed by the high level stage modelling results.
The aim of this section is to use the 2-D control theory setting for studying control
problems in gas pipeline units. The state space parameters are gas pressure p and mass
flow Q at the points of the pipe. All other physical parameters of the pipe and gas used
here are constant at the moment of calculation. For calculating the state space parameters
for the turbulent, isothermal gas flow in a long pipeline the following system of non-linear
differential equations from the theory of gas dynamics can be used see ([63])
∂Q(τ, x)
∂τ
= −S∂p(τ, x)
∂x
− λc
2
2DS
Q2(τ, x)
p(x, τ)
, (1.61)
∂p(τ, x)
∂τ
= −c
2
S
∂Q(τ, x)
∂x
.
where x denotes the space variable, τ the time variable, S the cross sectional area, D the
pipeline diameter, c the isothermal speed of sound and λ the friction factor.
It is known that some important dynamic characteristics of the processes can be eval-
uated from the linearized model of the processes. The most accurate linear model can be
realized in some neighborhood of the known basic regime Q(x, t), p(x, t) of the considered
process. In the section below we give such kind of a linearized model.
1.5.1 Linearization scheme
Let (Q, p) and (Q¯, p¯) are the current and known state variables for a gas pipeline unit.
Therefore, they satisfy the system (1.61):
∂Q(t, x)
∂t
= −S∂p(t, x)
∂x
− γQ
2(t, x)
p(x, t)
, (1.62)
∂p(t, x)
∂t
= α
∂Q(t, x)
∂x
.
and
∂Q¯(t, x)
∂t
= −S∂p¯(t, x)
∂x
− γ Q¯
2(t, x)
p¯(x, t)
, (1.63)
∂p¯(t, x)
∂t
= α
∂Q¯(t, x)
∂x
.
Let us
Q = Q¯+∆Q, p = p¯+∆p. (1.64)
Substracting from (1.62) the (1.63) yields
∂Q(t, x)
∂t
− ∂Q¯(t, x)
∂t
= −S∂p(t, x)
∂x
− γQ
2(t, x)
p(x, t)
+ S
∂p¯(t, x)
∂x
+ γ
Q¯2(t, x)
p¯(x, t)
,
∂p(t, x)
∂t
− ∂p¯(t, x)
∂t
= α
∂Q(t, x)
∂x
− α∂Q¯(t, x)
∂x
.
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∂(Q(t, x) − Q¯(t, x))
∂t
= −S∂(p(t, x) − p¯(x, t))
∂x
− γ
[
Q2(t, x)
p(x, t)
− Q¯
2(t, x)
p¯(x, t)
]
,
∂(p(t, x)− p¯(t, x))
∂t
= α
∂(Q(t, x) − Q¯(t, x))
∂x
.
Noting (1.64) we have
∂∆Q(t, x)
∂t
= −S∂(∆p(t, x)
∂x
− γ
[
(Q¯(t, x) + ∆Q)2
p¯(x, t) + ∆p(t, x)
− Q¯
2(t, x)
p¯(x, t)
]
,
∂∆p(t, x)
∂t
= α
∂∆Q(t, x)
∂x
.
Using the property of geometric progression
1
1 + q
=
1
1− (−q) = 1 + (−q) + (−q)
2 + ...
we have [
(Q¯+∆Q)2
p¯+∆p
]
=
(Q¯(1 + ∆Q
Q¯
))2
p¯(1 + ∆pp¯ )
=
Q¯2
p¯
(1 + ∆Q
Q¯
)2
(1 + ∆pp¯ )
=
=
Q¯2
p¯
(
1 + 2
∆Q
Q¯
+ (
∆Q
Q¯
)2
)[
1− ∆p
p¯
+ (
∆p
p¯
)2 + ...
]
≈ Q¯
2
p¯
(
1 + 2
∆Q
Q¯
− ∆p
p¯
+ (more higher order )
)
Then the linearized model for disturbances (∆Q,∆p) are defined as
∂∆Q
∂t
= −S∂(∆p
∂x
− γ
[
Q¯2
p¯
(1 + 2
∆Q
Q¯
− ∆p
p¯
)− Q¯
2
p¯
]
,
∂∆p
∂t
= α
∂∆Q
∂x
.
⇓
∂∆Q
∂t
= −S∂(∆p
∂x
− γ Q¯
2
p¯
[
1 + 2
∆Q
Q¯
− ∆p
p¯
− 1
]
,
∂∆p
∂t
= α
∂∆Q
∂x
.
⇓
∂∆Q
∂t
= −S∂∆p
∂x
− 2γ Q¯
2
p¯Q¯
∆Q− γ Q¯
2
p¯2
∆p,
∂∆p
∂t
= α
∂∆Q
∂x
.
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Introducing the new variables (we can say about new local coordinates ∆Q→ Q, ∆p→
p) we can present the linearized model in the neighbourhood of the known function (Q¯, p¯)
in the following form
∂Q
∂t
= −S ∂p
∂x
− ρQ− βp, (1.65)
∂p
∂t
= α
∂Q
∂x
.
where
ρ = 2γ
Q¯2
p¯Q¯
, β = γ
Q¯2
p¯2
, γ =
λc2
2DS
, α = −c
2
S
.
1.5.2 On the link of 2-D discrete models with gas network system
The main object of study in this section is to present a class of the discrete 2−D systems
that are derived under suitable discretization of differential equations describing the trans-
ported gas by pipelines. As it is shown above the linearized model in the neighborhood of
the indicated regime (Q¯, p¯) has the following form
∂Q
∂τ
= −S ∂p
∂x
− ρQ− βp, ∂p
∂τ
= α
∂Q
∂x
. (1.66)
In order to obtain the wanted discrete model, we use the classical discretization scheme
for the linear partial differential equations of (1.66).
Introduce the following combined discretization scheme for the partial derivatives with
steps h1, h2, respectively
∂Q(t, x)
∂t
=
Q(t+ h1, x)−Q(t, x)
h1
, (1.67)
∂Q(t, x)
∂x
=
Q(t, x+ h2)−Q(t, x− h2)
2h2
, (1.68)
∂p(t, x)
∂t
=
p(t+ h1, x)− p(t, x)
h1
, (1.69)
∂p(t, x)
∂t
=
p(t, x+ h2)− p(t, x− h2)
2h2
. (1.70)
Replacing these derivatives in the system (1.66) gives
Q(t+ h1, x)−Q(t, x)
h1
= −S p(t, x+ h2)− p(t, x− h2)
2h2
− ρQ(t, x)− βp(t, x),
p(t+ h1, x)− p(t, x)
h1
= α
Q(t, x+ h2)−Q(t, x− h2)
2h2
(1.71)
and we have
Q(t+ h1, x) = Q(t, x)− h1
2h2
S
(
p(t, x+ h2)− p(t, x− h2)
)
− h1ρQ(t, x)− h1βp(t, x)
p(t+ h1, x) = p(t, x)− α h1
2h2
(
Q(t, x+ h2)−Q(t, x− h2)
)
.
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Thus, the discrete values Q(k1h1, k2h2) and p(k1h1, k2h2) of the function Q(x, t) and
p(x, t) calculated in the nodes of integer lattice {(k1h1, k2h2)} satisfy the following equa-
tions
Q((k1 + 1)h1, k2h2) = Q(k1h1, k2h2)− h1
2h2
S
(
p(k1h1, (k2 + 1)h2)− p(k1h1, (k2 − 1)h2)
)
− h1ρQ(k1h1, k2h2)− h1βp(k1h1, k2h2),
p((k1 + 1)h1, k2h2) = p(k1h1, k2h2) +
h1
2h2
α
(
Q(k1h1, (k2 + 1)h2)−Q(k1h1, (k2 − 1)h2)
)
.
(1.72)
Introduce the following notations:
x1(t, s) = Q(th1, sh2), x2(t, s) = p(th1, sh2)
where t, s are integers.
Hence, the system (1.72) can be rewritten as follows
x1(t+ 1, s) = x1(t, s)− h1S
2h2
(
x2(t, s + 1)− x2(t, s− 1)
)
− h1ρx1(t, s)− βx2(t, s),
x2(t+ 1, s) = x2(t, s) +
h1α
2h2
(
x1(t, s+ 1)− x1(t, s− 1)
)
.
The matrix form of this system is[
x1(t+ 1, s)
x2(t+ 1, s)
]
=
[
1− ρ −β
0 1
] [
x1(t, s)
x2(t, s)
]
+
[
0 −h1S2h2
h1α
2h2
0
][
x1(t, s+ 1)
x2(t, s+ 1)
]
+
[
0 −h1S2h2
−h1α2h2 0
][
x1(t, s − 1)
x2(t, s − 1)
]
(1.73)
and finally
x(t+ 1, s) = A0x(t, s) +A1x(t, s+ 1) +A2x(t, s − 1) (1.74)
where
x(t, s) =
[
x1(t, s)
x2(t, s)
]
;
A0 =
[
1− ρ −β
0 1
]
; A1 =
[
0 −h1S2h2
h1α
2h2
0
]
; A2 =
[
0 −h1S2h2
−h1α2h2 0
]
;
Remark 11. The considered model is a discrete version of the gas transport network
problem along a single pipe.
Next, in order to obtain the discrete 2−D system with control parameters, we define
the part of the initial data as a control parameter. In particular, it is of interest to
determine an optimal control programm for gas pressure and gas flow at the pipe. It is
natural to assume that the gas regulation is realized at the incoming node of the pipe. For
brevity we assume that this incoming node is the the beginning of the pipe where there
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1.5 Gas flow model in a pipeline unit
Figure 1.17: Initial data
exists a compressor for which it is necessary to set a regime how to ”pump in - pump out”
with time. This means that the initial data x(t, 0) = ut, t = 0, 1, 2, ..., T are treated as
control parameters.
In final, the optimization problem is formulated as follows: to minimize the cost func-
tion
J(u) =
T∑
t=1
[ ∑
s∈ Z+
(
Qx(t, s), x(t, s)
)
+
(
Ru(t), u(t)
)]
,
over the solution of 2−D system of the form
x(t+ 1, s) = A0x(t, s) +A1x(t, s+ 1) +A2x(t, s − 1) (1.75)
with initial and boundary condition:
x(0, s) = ϕ(s), s ∈ Z+ \ 0
x(t, 0) = ψ(t) = u(t), t = 0, 1, 2, ...T (1.76)
where Z+ is the set of nonnegative integers, Q ≥ 0 and R > 0 are given matrixes.
Here the quadratic cost function summarizes the total losses generated by deviation of
the current on the basic regime.
Note that the optimization problem (1.75) can be rewritten in more general form as
follows: minimize the cost functional
J(u) =
T∑
t=1
[ ∑
s∈ Z
(
Qx(t, s), x(t, s)
)
+
(
Ru(t), u(t)
)]
,
over the solution of the system
x(t+ 1, s) =
N∑
i=−N
Aix(t, s+ i) +Bu(t, s) (1.77)
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with initial and boundary condition:
x(0, s) = ϕ(s), s ∈ Z, ϕ ∈ l2(E)
x(t, j) = ψ(t, j) = u(t), t = 0, 1, 2, ..., T ; j = 0,−1,−2, ...,−N.
where N is some integer, u(t, s) is the control function. The parameters u(t, s) can be
interpreted as the controlled factors: gas pressure and gas flow at the pre-assigned points
of the pipe (or the points to be determined) needed to keep the desired regime. For
example, in the case when the points of the pipe are fixed, the corresponding elements of
the matrix B can be put zero. Here the assumption s ∈ Z+ images the fact that upon
discrete approximation the amount of discrete values can be huge. Further, keeping in
mind an ability to apply this approach for optimization of gas networks that is composed
by some collection of the pipes we admit the multiple shifts x(t, s+ i), i = −N, . . . ,N in
the system. Here the boundary condition ψ(t, j), t = 0, . . . , T ; j = 0, . . . ,−N can be
explained as known data from ”previous” site of the pipe which is connected to our site
of the pipe.
Remark 12. Note that some others discretization schemes lead to another models of 2−D
system where the proper defined shift operator should be modified by suitable manner.
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2-D optimization theory
The model obtained in the previous Chapter gives a good motivation to start the investi-
gation of a class of the two-dimensional control systems given in this Chapter. The main
feature of the model involved is that we first consider the discrete variables of two kinds:
one of them runs the finite set in contrast to second that takes their values from the infinite
set Z+. This fact can be illustrated by restricted shape of spatial variable (the finite length
of the the gas pipeline, for example). And from second hand, the temporary variables for
longtime duration the discretization of which leads usually to a huge amount of discrete
values. Such consideration possesses some positivity: finiteness of the discrete variable
allows us to obtain the exact optimal solution, and the infinite case, if it is necessary, can
be realized as a limit case of the obtained solution. Moreover, such consideration gives an
ability to construct the optimal feedback control law in a simple form.
Moreover, there exist a number of other technical processes that can be represented
by suitable two-dimensional discrete (2-D) systems which gives a good mathematical tools
for their analysis and investigation of their structural properties. This interest is clearly
related to the wide variety of applications of both practical and/or theoretical interest.
The key unique feature of an nD system is that the plant or process dynamics depend on
more than one indeterminate and hence information is propagated in many independent
directions. A key point is that the applications areas for nD systems theory can be found
within the general disciplines of circuits, control and signal processing (and many others).
For a representative cross-section of these see, for example, Levi B.C., Adams M.B. and
Willsky A.S. (1990), Pratt (1982), Bose N.(2000), K.Galkowski and J. Wood (2001), E.Zerz
(2000).
Some aspects of the control theory (controllability, observability, stabilizability) for
the multidimensional systems are investigated in the papers of Kaczorek T. (1987), G.
Jank (1999), Klamka J. (1994), Gaishun I. (1996), Zerz E. (2004). Some optimal control
problems are considered by Givone D. and Roesser R. (1993), Bisiacco M. and Fornasini
E. (1990), G.Jank (2002), S.Dymkou (2003) and others.
The aim of the Chapter 2 is to give a strong mathematical background for the 2−D
control problem optimization.
2.1 Some basic notations and definitions
In this section we present a short resume for the basic notions used in this chapter.
First, we ill exploit often the notion of the inner product which is a generalization of
the dot product. In a vector space, it is a way to multiply vector together, with the result
of this multiplication being a scalar.
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Let u, v and w be vectors in the real vector space H and α be a scalar from the field
R.
Definition 4. The mapping (·, ·) : H × H → R is called inner product if the following
properties are fulfilled:
1)(u+ v,w) = (u,w) + (v,w);
2)(αv,w) = α(v,w);
3)(v,w) = (w, v);
4)(v, v) > 0 for any v ∈ H, and (v, v) = 0 if and only if v = 0.
This definition also applies to an abstract vector space over any field. When given a
complex vector space, the third property is usually replaced by (v,w) = (w, v) where z¯
refers to complex conjugation.
Definition 5. A Hilbert space is a vector space H with an inner product (f, g) such that
the norm defined by | f |= (f, f)1/2 turns H into a complete metric space.
Definition 6. A space X is called finite-dimensional (n-dimensional) if in X exist a finite
basis (basis from n-elements)
Theorem 3. For any bounded functional f on Hilbert space H there exists a unique
element u ∈ H such that f(x) = (x, u) and |f | = |u|
Definition 7. Let H1,H2 are Hilbert spaces and A : H1 → H2 be linear operator. We
will say that operator A∗ : H2 → H1 adjoint to operator A iff
(Ax, y)H2 = (x,A∗y)H1
holds for any x ∈ H1 and y ∈ H2.
Definition 8. Let | · |1 and | · |2 the given norms in a vector space H. We will called them
equivalent, if exist constants c1 > 0 and c2 > 0 such that c1‖x|1 ≤ |x|2 ≤ c2|x|2 for all
x ∈ X.
Let E and V be finite-dimensional Hilbert spaces, the inner product in which defined
by the same symbol (·, ·). Let l2(E) and l2(V ) denote the Hilbert spaces of the square
summarised sequences in E and V respectively, i.e. the spaces of the functions ϕ : Z→ E
and ϕ : Z → V (Z is the set of integers) such that ‖ϕ‖ = ∑
s∈Z
| ϕ(s) |2< ∞ where | · |
are the norms in E and V , and ‖ · ‖ denotes the norm in the space l2(E) (or l2(v)) that
is defined by the associated inner products. The inner product in l2(E) is defined usually
as (ϕ,ψ)2 =
∑
s∈Z
(ϕ(s), ψ(s)).
2.2 System model and preliminary notions
Let E and V be finite-dimensional Hilbert spaces, the inner product in which defined by
the same symbol (·, ·). Consider the linear maps Ai : E → E, i = −N,−N + 1, ..., 0, ...N
and the linear operator B acting from V into E.
The main object is the two-dimensional (2−D) discrete system described by
x(t+ 1, s) =
N∑
i=−N
Ai(t, s+ i) +Bu(t, s), t = 0, 1...; s ∈ Z, (2.1)
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where u(t, s) is the V -valued function.
Clearly, for any function ϕ : Z→ E the equation (2.1) admits a unique solution x(t, s)
that satisfies the initial condition
x(0, s) = ϕ(s), s ∈ Z. (2.2)
Remark 13. The parameters u(t, s) can be interpreted as the controlled factors: gas
pressure and gas flow at the pre-assigned points of the pipe (or the points to be determined)
needed to keep the desired regime. The assumption s ∈ Z+ images the fact that upon
discrete approximation the amount of discrete values of the state variable x corresponding
long leg pipeline can be huge. Further, keeping in mind an ability to apply this approach
for optimization of gas networks that is composed by some collection of the pipes we admit
the multiple shifts x(t, s+ i), i = −N, . . . ,N in the system.
For the linear maps Ai : E → E, i = −N,−N + 1, ..., 0, ...N define the operator
A : l2(E)→ l2(E) as follows
(Aϕ)(s) =
N∑
i=−N
Aiϕ(s+ i), s ∈ Z. (2.3)
It is easy to establish that the operator is bounded and the norm ‖ A ‖ satisfies the
following inequality
‖ A ‖2≤ 2N
N∑
i=−N
| Ai |2,
where | Ai | is the norm of the operator Ai, conforming with the norm | · | in E.
A conjugate operator for the operator A is the map A∗ : l2(E) → l2(E) defined as
follows
(A∗ψ)(s) =
N∑
i=−N
A∗iψ(s− i), s ∈ Z (2.4)
where A∗i is the conjugate operator for the operator Ai.
Using the obtained conjugate operator (2.4) define the conjugate equation for the
equation (2.1) in the following form
z(t, s) =
N∑
i=−N
A∗i z(t+ 1, s − i) + g(t, s), (2.5)
where z(t, s) is a unknown function.
It can be shown that if the maps u and g are equal zero then the equalities
(x(t, s), z(t, s)) = const, ∀ (t, s)
are hold for any solutions x(t, s), z(t, s) of the equations (2.1) and (2.5).
Next it is suitable the equations (2.1) and (2.5) represent in an operator form. For this
purpose we assume that the sequences s→ u(t, s), s→ g(t, s) are to be square summarized
for each fixed t, t ≥ 0.
Let yt, ωt, ψt are the elements of the l
2(E) space, vt is the element of the l
2(V ) space
defined as follows
(yt)(s) = x(t, s), (ωt)(s) = z(t, s), (ψt)(s) = g(t, s), (vt)(s) = u(t, s), t ≥ 0, s ∈ Z. (2.6)
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Now, the equations (2.1) and (2.5) can be represented as follows
yt+1 = Ayt + Bvt,
ωt = A∗ωt+1 + ψt,
(2.7)
where B is the linear operator from l2(V ) into l2(E) defined by (Bϕ)(s) = Bϕ(s), s ∈ Z.
The obtained operator form is used next to prove the solvability for optimization
problem below.
2.3 Linear quadratic optimization in the strip
Let T > 1 be a given integer. In this section we consider the control system (2.1) defined
in the strip
t ∈ {0, 1, . . . , T}, s ∈ Z (2.8)
with the initial condition x(0, s) = ϕ(s), s ∈ Z, where ϕ ∈ l2(E).
The function u(t, s) is called an admissible control if the sequence s→ u(t, s) is square
summable for each fixed t ∈ {0, 1, . . . , T}.
For the given initial function ϕ ∈ l2(E) and the admissible control function u ∈ B(V )
the function x : T × Z → V such that x(t, s) ∈ l2(E) for each fixed t ∈ {0, 1, . . . , T}
is called the solution of (2.1), if it satisfies the equation (2.1) and the initial condition
x(0, s) = ϕ(s), s ∈ Z.
The optimization problem is to find the admissible control function u0(t, s) that min-
imizes the following cost functional
J(u) =
T∑
t=1
∑
s∈Z
[(
Qx(t, s), x(t, s)
)
+
(
Ru(t− 1, s), u(t− 1, s))], (2.9)
where x(t, s) is the solution of (2.1) in the strip (2.8) corresponding to the initial data
x(0, s) = ϕ(s), s ∈ Z and control u. Here Q : E → E, R : V → V are self-adjoint
operators such that Q ≥ 0 and R > 0.
The following theorem is true.
Theorem 4. The optimization problem (2.1), (2.9) is solvable.
Proof. For this purpose we represent the system (2.1) in the operator form
yt+1 = Ayt + Bvt, t ∈ {0, 1, . . . , T}, (2.10)
where A is a linear operator from l2(E) to l2(E) and B is another linear operator from
l2(V ) to l2(E) that are defined by analogy with making early. Denote by BT (E) and BT (V )
the spaces of the functions defined on the set {0, 1, . . . , T} with values in the spaces l2(E)
, l2(V ), respectively, such that
BT (E) =
(
l2(E)
)T+1
, BT (V ) =
(
l2(V )
)T+1
.
Also, let L : BT (V )→ B0T (E) be the mapping given as follows
(Lγ)t = Bγt−1 +ABγt−2 + ...+At−1Bγ0, t > 0, (Lγ)0 = 0, (2.11)
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where γ =
(
γ0, γ0, . . . , γT
) ∈ BT (E), B0T (E) denotes the subspace of BT (E) containing the
functions with zero values at t = 0.
The task now is to prove that the solution of (2.10) can be presented in the form
y = Lv + w. (2.12)
Indeed, we have step-by-step
t =0 : y0 = x(0, s) = (Lv + ω)0 = ϕ(s);
t =1 : y1 = x(1, s) = (Lv + ω)1 = Bv0 +Aϕ;
t =2 : y2 = x(2, s) = (Lv + ω)2 = Bv1 +ABv0 +A2ϕ;
· · ·
t =T : yT = x(T, s) = (Lv + ω)T = BvT−1 +ABvT−2 + · · ·+AT−1Bv0 +ATϕ
which together (2.11) proves (2.12).
Now rewrite the cost functional (2.9) in the operator form as(
Qx, x
)
+
(
Ru, u
)
=
(Qy, y)+ (Rv, v) =(Q(Lv + ω), (Lv + ω))+ (Rv, v) =(QLv,Lv) + (QLv, ω)+ (Qω,Lv) + (Qω, ω)+ (Rv, v) =(
L∗QLv, v) + (QLv, ω) + (L∗Qω, v)+ (Qω, ω)+ (Rv, v) =(
(R+ L∗QL)v, v) + (QLv, ω) + (L∗Qω, v)+ (Qω, ω) =(
(R+ L∗QL)v, v) + 2(L∗Qω, v) + (Qω, ω)
Thus
J(v) = ((R+ L∗QL)v, v)B + 2(L∗Qω, v)B + (Qω, ω)B, (2.13)
where ω =
(
ϕ,Aϕ, . . . , (A)Tϕ) ∈ BT (E). Here the symbol (·, ·) means the inner product in
the Hilbert space BT (E) (or in the space BT (V )) defined as usually (a, b)B =
∑T
i=0(ai, bi)E .
The operators of R : BT (V ) → BT (V ) and Q : BT (E) → BT (E) are given by obvious
manner(Ru)(t, s) = Ru(t− 1, s), t 6= 0, (Qx)(t, s) = Qx(t, s), t = 0, . . . , T, s ∈ Z+.
Note that since G ≥ 0, R > 0 then the operator R+ L∗QL is inverted.
In order to find the minimum of (2.13) we calculate its Freshet derivative
∂J(v)
∂v
= (R+ L∗QL)v + 2L∗Qω = 0.
It is obviously that this equation has the solution of
v = −(R+ L∗QL)−1L∗Qω
Put
v0 = −(R+ L∗QL)−1L∗Qω. (2.14)
In order to prove the optimality of the obtained solution we need to check the following
inequality J(v) − J(v0) ≥ 0 for any v ∈ BT (V ). The validity of the inequity means that
v0 is optimal control in the initial problem.
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Denoting Π = (R+ L∗QL) we have
J(v)− J(v0) = (Πv, v) + 2(L∗Qω, v) − (L∗Qω,Π−1L∗Qω) =
(Πv +ΠΠ−1L∗Qω, v) + (L∗Qω, v +Π−1L∗Qω) =
(Π(v − v0), v) + (L∗Qω, v − v0) = (Π(v − v0), v) − (Πv0, v − v0) =
(Π(v − v0), v − v0) > 0
since accordingly the inequalities Q ≥ 0, R > 0 the operator Π positive and, hence, is
inverted.
Since J(v) − J(v0) = ((R + L∗QL)(v − v0), (v − v0))B > 0 for any v ∈ BT (V ), v 6= v0
then v0 is a unique optimal solution for the problem (2.1),(2.9). The theorem is proved.
Thus, the optimization problem (2.1), (2.9) is solvable, and optimal control is given
by the formula (2.14). Nevertheless, the obtained formula (2.14) is not suitable for appli-
cations since the inverting operator procedure presents a nontrivial problem, in general.
By this reason we propose another way to find the optimal control function u0(t, s). This
approach is based on the duality theory that can be developed for the considered 2 −D
control systems.
The following theorem is true.
Theorem 5. The boundary problem
x(t+ 1, s) =
N∑
i=−N
Ai(t, s+ i)−BR−1B∗z(t, s), (t, s) ∈ {0, . . . , T} × Z (2.15)
z(t, s) =
N∑
i=−N
A∗i z(t+ 1, s− i) +Qx(t+ 1, s), (t, s) ∈ {0, . . . , T} × Z (2.16)
with the conditions
x(0, s) = ϕ(s), z(T, s) = 0, s ∈ Z. (2.17)
is solvable in the space l2(V ).
Proof. Denote by yt, wt the elements of the space l2(E) for which
(yt)(s) = x(t, s), (wt)(s) = z(t, s) s ∈ Z, t ∈ {0, . . . , T}.
Then the problem (2.15)—(2.17) can be rewritten in the operator form
yt+1 = Ayt − BR−1B∗wt, y0 = ϕ,
(2.18)
wt = A∗wt+1 +Qyt+1, wT = 0.
In the equation (2.10) put y0 = ϕ and vt = v
0
t , where v
0
t are elements of space l2(V )
defined by formula (2.14). Next, from equation (2.10) we can determine the function
y0t , t ∈ {0, . . . , T}. Indeed, step by step procedure applied to the following equation
yt+1 = Ayt + Bvt = Ayt − B(R+ L∗QL)−1L∗Qwt, t ∈ {0, 1, . . . , T} (2.19)
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we have
for t =0 : y1 = Ay0 + Bv0 = Aϕ− B(R+ L∗QL)−1L∗Qw0;
for t =1 : y2 = Ay1 + Bv1 = A(Aϕ−
− B(R+ L∗QL)−1L∗Qw0)−B(R+ L∗QL)−1L∗Qw1 = A2ϕ− Πˆ(Aw0 + w1).
To simplify we denote Πˆ = B(R+ L∗QL)−1L∗Q. Then continuing
for t =2 : y3 = Aϕ− Πˆ(A2w0 +Aw1 + w2);
· · · · · · · · · · · · · · · · · ·
for yt =Atϕ− Πˆ
t−1∑
i=0
Aiwt−1−i
The obtained above formulae
v0 = −(R+ L∗QL)−1L∗Qω0
can be rewritten as
v0 = −R−1B∗ω0
and hence
Πˆ = −BR−1B∗
Therefore the obtained elements yt can be written as
yt = Atϕ−
t−1∑
i=0
AiBR−1B∗wt−1−i, t ∈ {0, . . . , T}
Substituting this function into the second equation of the system (2.18) and using the
boundary condition wT = 0, we have
w0t =
T−t∑
i=0
A∗iQy0t+i, t ∈ {0, . . . , T}. (2.20)
It easy to obtain the following equalities
t =T − 1 : wT−1 = A∗wT +QyT−1 = QyT−1
t =T − 2 : wT−2 = A∗wT−1 +QyT−2 = A∗QyT−1 +QyT−2
t =T − 3 : wT−3 = A∗wT−2 +QyT−3 = A∗(A∗wT−1 +QyT−2) +QyT−3 =
A∗2QyT−1 +A∗QyT−2 +QyT−3
· · ·
w0t =
T−t∑
i=0
A∗iQy0t+i, t ∈ {0, . . . , T}.
These equalities prove that the couple of the functions (y0t , w
0
t ), t ∈ {0, . . . , T} satisfies
the second equation of the system (2.18) and condition y00 = ϕ, w
0
T = 0.
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For the proof of the theorem it is sufficient now to show that
v0t = −R−1B∗w0t , t ∈ {0, . . . , T}.
Multiplying both sides (2.14) on (R+ L∗QL) we have
(R+ L∗QL)v0 = −(R+ L∗QL)(R+ L∗QL)−1L∗Qω
that is equivalent to the following equalities
Rv0 + L∗QLv0 + L∗Qw = 0
y0 = Lv0 + ω =⇒ Lv0 = y0 − ω,
Rv0 + L∗Q(y0 − ω) = −L∗Qω
such that Rv0 = −L∗Qy0 and, finally v0 = −R−1L∗Qy0.
Find now for the operator L its conjugate operator L∗ : B0T (V ) → BT (E) using the
following reasons
(Lf, γ)BT (V) = (f, L
∗γ)BT (V);
(Lf, γ) = ((Lf)0, γ0) + ((Lf)1, γ1) + · · ·+ ((Lf)T , γT ) =
(0, γ0) + (Bf0, γ1) + (ABf0 + Bf1, γ2) + (A2Bf0 +ABf1 + Bf2, γ3) + · · · =
(0, γ0) + (Bf0, γ1) + (ABf0, γ2) + (Bf1, γ2) + (A2Bf0, γ3) + (ABf1, γ3) + (Bf2, γ3) + · · · =
(0, γ0) + (f0,B∗γ1) + (f0,A∗B∗γ2) + (f1,B∗γ2) + (f0,A∗2B∗γ3) + (f1,A∗B∗γ3) + (f2,B∗γ3)
+ · · · = grouping elements =
(0, γ0) + (f0,B∗γ1 +A∗B∗γ2 +A∗2B∗γ3 + · · · )+
(f1,B∗γ2 +A∗B∗γ3 + · · · ) + (f2,B∗γ3 + · · · ) + · · ·
Thus, we have the following formula for the L∗:
(L∗β)t = B∗βt+1 + B∗A∗βt+2 + ...+ B∗A∗T−t−1βT , (L∗β)T = 0. (2.21)
Therefore, from (2.20) we have
(B∗w0)t =
T−t−1∑
i=0
B∗A∗iQy0t+i+1 = (L∗Qy0)t t ∈ {0, . . . , T}. (2.22)
This yields that v0 = −R−1(L∗Qy0) = −R−1B∗w0. Theorem is proved.
Theorem 6. Optimal control problem (2.1),(2.9) has a unique solution , which is defined
by formula
u0(t, s) = −R−1B∗z(t, s), t ∈ {0, . . . , T}, s ∈ Z,
where z(t, s) is given by (2.15)—(2.17).
Proof. The uniqueness of the optimal control was established before. Let x(t, s), z(t, s),
t ∈ {0, . . . , T}, s ∈ Z+ is a solution of the system (2.15)—(2.17). Consider the following
function
uˆ(t, s) = −R−1B∗z(t, s), t ∈ {0, . . . , T}, s ∈ Z+.
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Taking into account the introduced notations the systems (2.15)—(2.17) we can rewrite
as
yt+1 = Ayt − BR−1B∗wt, wt = A∗wt+1 +Qyt+1, y0 = ϕ, wT = 0.
Then it follows immediately that
yt = Atϕ−
t−1∑
i=0
AiBR−1B∗wt−1−i, t ∈ {0, . . . , T}
wt =
T−t∑
i=0
A∗iQyt+i, vˆt = R−1B∗wt, (2.23)
where (vˆt)(s) = uˆ(t, s). According (2.22), (2.21), the element vˆ = (vˆ0, . . . , vˆT ) from the
space BT (V ) can be presented in the form
vˆ = −R−1L∗Qy, where y = (y0, ..., yT ) ∈ BT (E).
Then
Rvˆ = −L∗Qy.
From other hand, from the first equality of (2.18) we can find that
y = ω − LR−1B∗wa and y = ω + Lvˆ,
where w = (w0, ..., w1) ∈ BT (E). Therefore
Rvˆ = −L∗Qy + L∗Qω − L∗Qω = L∗Q(ω − y)− L∗Qω = −L∗QLvˆ − L∗Qω
and
vˆ = −(R+ L∗QL)−1L∗Qω.
Thus, the element vˆ coincides with element v0 defined by formula (2.14). Hence, uˆ(t, s) =
u0(t, s) = −R−1B∗z(t, s) is optimal control problem. The theorem proved.
2.3.1 Optimal control in feedback form
In this paragraph we wish to find another presentation for optimal solution.
Namely, we would like to find the operators Pt, t ∈ {0, 1, ..., T} such that the optimal
control v0t is determined as resulting action of some operator Pt acting on trajectory such
that the following equality
v0t = Pty0t , t ∈ {0, . . . , T}
holds.
Such kind problem statement is traditional for automation theory and engineering
reasons.
Denote by Pt : l2(E) → l2(E), t ∈ {0, . . . , T} some collection of the linear bounded
operators, satisfying the following condition PT = 0.
Let v0 ∈ BT (V ) is an optimal control in the initial problem (2.1)—(2.9), and y0 ∈
BT (E) is the corresponding solution of the (2.10).
The problem is to find the operators Pt, t ∈ {0, . . . , T} such that
v0t = −R−1B∗Pty0t , t ∈ {0, . . . , T}. (2.24)
Here v0 = (v00 , v
0
1 , v
0
2 , · · · , v0T ), y0 = (y00, y01 , y02 , · · · , y0T ), and the additional term of−R−1B∗
we take for convenience sake. We call the formulated problem as a control problem with
the feedback control for the system (2.1), (2.9).
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Theorem 7. If the feedback control problem (2.24) is solvable, then the operators Pt
satisfy the following system of equations
Pt−1 +
(Q+A∗Pt)BR−1B∗Pt−1 = (Q+A∗Pt)A, (2.25)
with the boundary conditions of
PT = 0, t ∈ {0, . . . , T}. (2.26)
and the optimal trajectory are defined as a solution of the following Cauchy problem
yt+1 = (A− BR−1B∗Pt)yt, t ∈ {0, . . . , T}, y0 = ϕ. (2.27)
Moreover, the optimal cost function value is J0 = (P0ϕ,Aϕ).
Proof. Let the feedback control problem of (2.24) is solvable. Then the function
y0 satisfies the condition (2.27). To show this it is sufficient into (2.10) to put v0 =
−R−1B∗Pty0t :
yt+1 = Ayt + Bvt = Ayt − BR−1B∗Ptyt = (A− BR−1B∗Pt)yt
But from other side, the solution of (2.27) we can represented as
y0t = Ft−1(Ft−2...(Fsy
0
s)) ∀ t > s ≥ 0, where Ft = A−BR−1B∗Pt.
yt+1 = Ftyt with initial conditions ys = y
0
s , where s > 0-∀index.
Substituting this into the v0 = −R−1L∗Qy0 which proves the required equality of
Theorem 6. Now show how the operator L∗operates on element Qy0:
L∗(Qy0)t = B∗(Qy0)t+1 + · · ·+ B∗A∗(T−t−1)(Qy0)T =
B∗[(Qy0)t+1 +A∗(Qy0)t+2 + · · · +A∗(T−t−1)(Qy0)T ].
Therefore
−R−1B∗Pty0t = v0 =
−R−1L∗Qy0 =
−R−1B∗[(Qy0)t+1 +A∗(Qy0)t+2 + · · · +A∗(T−t−1)(Qy0)T ].
We will take into account that, solutions y0t+1 we can present through index s of the
system: yt+1 = Ftyt, ys = Fsys

y0t+1 = Fty
0
t ;
y0t+2 = Ft+1(Fty
0
t );
· · · ;
y0T = FT−1(FT−2(· · ·Fty0t ))
Then we have
Pty0t = QFty0t +A∗QFt+1Ftyt + · · · +A∗(T−t−1)QFT−1FT−2 · · ·Ftyt
or
Pty0t = (QFt +A∗QFt+1Ft + · · ·+A∗(T−t−1)QFT−1FT−2 · · ·Ft)yt
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Hence, the needed operators Pt satisfy
Pt−1 = QFt−1 +A∗QFtFt−1 + . . . +A∗T−tQFT−1 . . . Ft−1, PT = 0,
and this we can rewrite as the following recurrent formulas
Pt−1 +
(Q+A∗Pt)BR−1B∗Pt−1 = (Q+A∗Pt)A, t = 1, . . . , T, PT = 0.
Let P0t is a solution of (2.26). Since the following formulas are true
(P0t−1y0t−1,Ay0t−1)− (Pty0t ,Ay0t ) = (P0t−1y0t−1,Ay0t−1)−
−(A∗P0t (A− BR−1B∗P0t−1)y0t−1, y0t ) = (P0t−1y0t−1,Ay0t−1)− (P0t−1y0t−1, y0t−1)
+(Q(A− BR−1B∗P0t−1)y0t−1, y0t ) = (P0t−1y0t−1,BR−1B∗P0t−1)y0t−1)+
+(Qy0t , y0t ) = (Rv0t−1, v0t−1) + (Qy0t , y0t ),
then
J(v0) =
T∑
t=1
(Qy0t , y0t ) + (Rv0t−1, v0t−1) =
T∑
t=1
[
(P0t−1y0t−1,Ay0t−1)
−(P0t y0t ,Ay0t−1)
]
= (P0y00,Ay00) = (P00ϕ,Aϕ).
Theorem is proved.
2.4 Optimal control via boundary data
The results developed in the previous section can also be extended to other classes of
discrete 2 − D models for control problems optimization appeared in the complex gas
network model.
As it was shown in the Chapter 1 for some cases the part of the initial data can be
treated as a control parameter for discrete 2−D system. In particular, it is of interest to
determine an optimal control programm for gas pressure and gas flow at the pipe when
the gas regulation in the time is feasible at a fixed node of the pipe.
In particular, an interesting problem is optimization due to the boundary condition
x(t, 0) = ψ(t) which is given above in (1.75)—(1.76). In other words, we consider the
following system
x(t+ 1, s) = A0x(t, s) +A1x(t, s + 1) +A2x(t, s− 1) (2.28)
with initial and boundary condition:
x(0, s) = ϕ(s), s ∈ Z+ \ {0}
x(t, 0) = ψ(t) = ut, t = 0, 1, 2, ..., T − 1
The optimization problem is to minimize the cost functional of the form
J(u) =
T∑
t=1
[ ∑
s∈Z+
(
Qx(t, s), x(t, s)
)
+
(
Ru(t), u(t)
)]
, (2.29)
where Q ≥ 0 and R > 0. We keep here the notations of the Section 2.3 of E,V for the
finite dimensional spaces and corresponding operators. In fact, this is equivalent to spaces
Rn and Rm when some bases are chosen in E and V , respectively.
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2.4.1 Embedding to the general system case
The considered problem can be reduced to the optimal control problem with control in-
put in the right hand system side which is investigated in the Section 2.3. To realize
this reduction rewrite (2.28)—(2.29) in operator form. In order to rewrite correctly the
boundary control data by control input in the right hand side of the system, note first
x(1, 0) =u1;
x(1, 1) =A0x(0, 1) +A1x(0, 2) +A2x(0, 0) = A0ϕ(1) +A1ϕ(2) +A2u0;
x(1, 2) =A0x(0, 2) +A1x(0, 3) +A2x(0, 1) = A0ϕ(2) +A1ϕ(3) +A2ϕ(1);
..............
x(2, 0) =u2;
x(2, 1) =A0x(1, 1) +A1x(1, 2) +A2x(1, 0) = A0x(1, 1) +A1x(1, 2) +A2u1;
(2.30)
The obtained recurrent formulas lead to the following definitions of the operators A :
l2(E)→ l2(E) and B : V → l2(E) (which are needed later) as follows
A :(ξ1, ξ2, ξ3, . . .) −→ (A0ξ1 +A1ξ2 +A2 · 0, A0ξ2 +A1ξ3 +A2ξ1, A0ξ3 +A1ξ4 +A2ξ2, . . .)
B :u −→ (A2u, 0, 0, 0, . . . , 0, . . .). (2.31)
Then the equalities (2.30 ) can be rewritten as the ordinary discrete system of the form
yt+1 = Ayt + Bvt, t = 0, 1, . . . , T − 1 (2.32)
where
yt = {x(t, 0), x(t, 1), . . .}, vt = ut, t = 0, 1, . . . , T − 1 (2.33)
and A, B are the linear operators defined above. Denote by BT (E) and BT (V ) the spaces
of the functions defined on the set {0, 1, . . . , T − 1} with values in the spaces l2(E) and V ,
respectively, such that BT (E) =
(
l2(E)
)T
, BT (V ) =
(
V
)T
.
Next we wish to rewrite the system by operator equality. By this reason we introduce
the following notations. Let L : BT+1(V )→ B0T+1(E) is the operator of the form
(Lγ)t = Bγt−1 +ABγt−2 + ...+At−1Bγ0, t > 0, (Lγ)0 = 0,
where γ =
(
γ0, γ0, . . . , γT
) ∈ BT+1(E), B0T (E) denotes the subspace of BT (E) containing
the functions with zero values at t = 0, and ω = {ϕ,Aϕ,A2ϕ, ...,AT−1ϕ} ∈ BT+1(E).
Thus, in this case the solution of (2.32) can be presented in the general operator form
as
y = Lv + ω
the coordinates of which are
yt = (Lv + ω)t = Atϕ+At−1Bv0 + ...+ABvt−2 + Bvt−1, (2.34)
where
v = (u0, u1, u2, ..., uT−1) ∈ BT , y = (y0, y1, y2, ..., yT ) ∈ BT+1 = (l2, l2, ..., l2)︸ ︷︷ ︸
(T+1)−times
.
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It is easy to check the validity of the obtained formula. Indeed, we have
y0 = {x(0, s), s ∈ Z+} = (Lv + ω)(0) = 0 + ω(0) = ϕ
y1 = {x(1, s), s ∈ Z+} = (Lv)(1) + (ω)(1) = Aϕ+ Bv0
y2 = {x(2, s), s ∈ Z+} = (Lv)(2) + (ω)2 = Bv1 +ABv0 +A2ϕ =
=


A2v1
0
0
...............

+A


A2v0
0
0
...........

+A

 A0ϕ1 +A1ϕ2 +A2 · 0A0ϕ2 +A1ϕ3 +A2ϕ1
..........


(2.35)
which coincides with the calculation in (2.30).
Since(
Qx, x
)
+
(
Ru, u
)
=
(Qy, y)+ (Rv, v) =(Q(Lv + ω), (Lv + ω))+ (Rv, v) =(QLv,Lv)+ (QLv, ω)+ (Qω,Lv)+ (Qω, ω)+ (Rv, v) =(L∗QLv, v) + (QLv, ω) + (L∗Qω, v) + (Qω, ω)+ (Rv, v) =(
(R+ L∗QL)v, v) + (QLv, ω) + (L∗Qω, v) + (Qω, ω) =(
(R+ L∗QL)v, v) + 2(L∗Qω, v)+ (Qω, ω)
then the cost functional (2.29) can be represented in the operator form as
J(v) = ((R+ L∗QL)v, v)B + 2(L∗Qω, v)B + (Qω, ω)B, (2.36)
where ω =
(
ϕ,Aϕ, . . . , (A)Tϕ) ∈ BT (E).
Here the symbol (·, ·) means the inner product in the Hilbert space BT (E) (or in the
space BT (V )) defined as (a, b)B =
T∑
i=0
(ai, bi)E . The operators of R : BT (V )→ BT (V ) and
Q : BT (E)→ BT (E) are given obviously:(Ru)(t, s) = Ru(t, s), t 6= 0, (Qx)(t, s) = Qx(t, s), t = 0, . . . , T, s ∈ Z+.
Since G ≥ 0, R > 0 then the operator R+ L∗QL is inverted.
The minimum of (2.36) satisfies to the equation
∂J(v)
∂v
= (R+ L∗QL)v + 2L∗Qω = 0
Hence
v0 = −(R+ L∗QL)−1L∗Qω. (2.37)
Next we can check inequality J(v) − J(v0) ≥ 0. If it is true then v0 is optimal control in
the initial problem. Denoting Π = (R+ L∗QL), we have
J(v) − J(v0) = (Πv, v) + 2(L∗Qω, v)− (L∗Qω,Π−1L∗Qω) =
(Πv +ΠΠ−1L∗Qω, v) + (L∗Qω, v +Π−1L∗Qω) =
(Π(v − v0), v) + (L∗Qω, v − v0) = (Π(v − v0), v) − (Πv0, v − v0) =
(Π(v − v0), v − v0).
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Since G ≥ 0, R > 0 then J(v) − J(v0) = ((R + L∗QL)(v − v0), (v − v0))B > 0 for
any v ∈ BT (V ), v 6= v0. This means that v0 is a unique optimal solution for the problem
(2.28),(2.29). Thus the optimization problem (2.28),(2.29) is solvable and optimal control
given by the formula (2.37).
But the obtained formula is not suitable for calculation, since the search of the invert
operator is not trivial task. By this reason in the next Section for the obtained function
we consider another presentation by the so-called adjoint variables.
2.4.2 Conjugate system
First we give some general facts. As well known for the linear equation given in some
Hilbert space X in the form
Hx = f (2.38)
their conjugate system is defined as
H∗z = g (2.39)
where H and H∗ are prime and their adjoint operators acting in X.
The equalities obtained in the Section above are
yt+1 = Ayt + Bvt, t ∈ {0, 1, . . . , T − 1}, y0 = ϕ
Rewriting the last as yt+1 −Ayt = Bvt we have the operator equation Hy = f where
the operator H : BT+1 ⇒ BT is given by (Hy)(t) = yt+1 −Ayt and f = Bv.
It easy to see that:
(Hy, z)BT = (y1 −Ay0, z0) + (y2 −Ay1, z1) + ...+ (yT −AyT−1, zT ) =
= (y0,−A∗z0) + (y1, z0 −A ∗ z1) + ...+ (yT−1, zT−2 −A∗zT−1) + (yT , zT ) = (y,H∗z)BT+1
In other words the adjoint operator H∗ : BT ⇒ BT+1 is defined as follows
(H∗z)0 =−A∗z0
(H∗z)s =zs−1 −A∗zs, s = 1, ...T − 1
(H∗z)T =zT
Then for the considered case the adjoint equation of (2.39) is
−A∗z0 =g0,
z0 −A∗z1 =g1,
..................
zT−2 −A∗zT−1 =gT−1,
zT =gT .
(2.40)
In order to find the required adjoint operator A∗ : l2 → l2 for the operator A that is given
as
A : (ξ1, ξ2, ξ3, . . .) −→ (A0ξ1 +A1ξ2 +A2 · 0, A0ξ2 +A1ξ3 +A2ξ1, A0ξ3 +A1ξ4 +A2ξ2, . . .)
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we calculate the inner product
(Aξ, η)l2 = (A0ξ1 +A2ξ2, η1) + (A0ξ2 +A1ξ1 +A2ξ3, η2) + ... =
= (ξ1, A
∗
0η1 +A
∗
1η2) + (ξ2, A
∗
2η1 +A
∗
0η2 +A
∗
1η3) + ... = (ξ,A∗η)l2
Hence
A∗ : (η1, η2, η3, ..., )→ (A∗0η1 +A∗1η2, A∗2η1 +A∗0η2 +A∗1η3, ...)
To determine correctly the adjoint system in the coordinate form we rewrite in details the
relations 2.40). Then for the element z0 we have
z0 = (z(0, 0), z(0, 1), ..., z(0, s), ...) ⇒ −A∗z0 = g0 ⇒ −A∗z0(s) = g0(s)
such that
−A∗0z(0, 0) −A∗1z(0, 1) =g(0, 0)
−A∗0z(0, 1) −A∗1z(0, 2) −A∗2z(0, 0) =g(0, 1)
−A∗0z(0, s) −A∗1z(0, s + 1)−A∗2z(0, s − 1) =g(0, s) ∀ s > 1.
Analogously, for the element z1 we have
z1 = (z(1, 0), z(1, 1), ..., z(1, s), ...) ⇒ z0 −A∗z1 = g1 ⇒ z0(s)−A∗z1(s) = g1(s)
such that
z(0, 0) −A∗0z(1, 0) −A∗1z(1, 1) = g(1, 0)
z(0, 1) −A∗0z(1, 1) −A∗1z(1, 2) −A∗2z(1, 0) = g(1, 1)
z(0, s) −A∗0z(1, s) −A∗1z(1, s + 1)−A∗2z(1, s − 1) = g(1, s)
And for the arbitrary element zt:
zt = (z(t, 0), z(t, 1), ..., z(t, s), ...) ⇒ zt−1 −A∗zt = gt ⇒ zt−1(s)−A∗zt(s) = gt(s)
such that
z(t− 1, 0) −A∗0z(t, 0) −A∗1z(t, 1) = g(t, 0)
z(t− 1, 1) −A∗0z(t, 1) −A∗1z(t, 2)−A∗2z(t, 0) = g(t, 1)
z(t− 1, s)−A∗0z(t, s)−A∗1z(t, s + 1)−A∗2z(t, s − 1) = g(t, s)
where t ∈ {1, . . . , T}.
Summarizing the obtained above we have the asked adjoint system
z(t, s) = A∗0z(t+ 1, s) +A
∗
1z(t+ 1, s+ 1) +A
∗
2z(t+ 1, s − 1) + g(t+ 1, s)
z(t, 0) = A∗0z(t+ 1, 0) +A
∗
1z(t+ 1, 1) + g(t+ 1, 0),
z(T − 1, s) = g(T, s), t ∈ {0, 1, . . . , T − 1}, s = 1, 2, ...
(2.41)
2.4.3 Boundary optimal control
The aim of this paragraph is to obtain the representation of uo = (uo0, u
o
1, u
o
2, ..., u
o
T−1) by
means of adjoint variable z. The following result is hold.
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Theorem 8. The optimal control u0 of the problem (2.28)-(2.29) is given as
u0t = −R−1A∗2z0(t, 0), t = 0, 1, . . . , T − 1, (2.42)
where z(t, 0) is determined by the following system of equations
z(t, s) = A∗0z(t+ 1, s) +A
∗
1z(t+ 1, s + 1) +A
∗
2z(t+ 1, s− 1) +Qx(t+ 1, s), s ∈ Z,
x(t+ 1, s) = A0x(t, s) +A1x(t, s+ 1) +A2x(t, s − 1)−A2R−1A∗2z(t, 0),
t = 0, 1, . . . , T − 1, (2.43)
with the boundary conditions
x(0, s) = ϕ(s), z(T, s) = 0. (2.44)
Proof. From (2.37) follows that the optimization problem (2.28)—(2.29) is solvable
and optimal control given by the formula
v0 = −(R+ L∗QL)−1L∗Qω.
Multiplying the left-hand side on (R+ L∗QL) and the representation for y as
y = Lv + ω
gives
v0 = −R−L∗Qy0. (2.45)
Here the operator L∗ is conjugate operator to L is presented as
L∗ = B∗Λ.
The conjugate operator B∗ : l2(E)→ V can be defined as follows
(Bu, η)l2(E) =(A2u, v1) + (0, v2) + . . . + (0, vn) + . . . =
=(u,A∗2v1) + (0, v2) + . . . + (0, vn) + . . . =
=(u,A∗2v1 + 0 · v2 + . . .+ 0 · vn + . . .).
Hence
B∗ : (v1, v2, . . .)→ A∗2v1. (2.46)
It is easy to show that the operator Λ is given as follows
(Λβ)t = βt+1 +A∗βt+2 +A∗2βt+3 + ..., β0 = 0, t = 0, 1, . . . , T − 1 (2.47)
where the conjugate operator A∗ is given as
A∗ : (η1, η2, η3, ..., )→ (A∗0η1 +A∗1η2, A∗2η1 +A∗0η2 +A∗1η3, ...).
Thus, we have
v0t = −R−B∗(Qy0t+1 +A∗Qy0t+2 + ...), t = 0, 1, . . . , T − 1 (2.48)
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Put
zt = (Qy0t+1 +A∗Qy0t+2 + ...), t = 0, 1, . . . , T − 1 (2.49)
It is easy to see that the function z satisfies the following equation
zt = A∗zt+1 +Qy0t+1, t = 0, 1, . . . , T − 1 (2.50)
which is called the conjugate ones to the equation (2.32).
Since the equation (2.28)and the equation (2.32) is solvable for any admissible control v,
then the conjugate system (2.50) is solvable, too. Hence, the equation (2.50) has a unique
solution z0 for any y0. It is easy to check that the equation (2.50) can be transformed to
the required form of (2.43). Then from (2.48) follows
v0t = −R−1B∗z0t .
In accordance with (2.46 we have u0t = −R−1A∗2z0(t, 0), t = 0, 1, . . . , T − 1 which proves
(2.42). The proof of (2.43) can be done similar to the Theorem 6.
2.5 Optimal control in infinite case
In this section we consider the problem (2.1)—(2.9) in the case T → ∞. The solution of
this problem will be given as a limit procedure based on the results of the previous section.
Let l22(V ) be the space of all sequences u : Z+ × Z → V such that
∑
(t,s) | u(t, s) |2E<∞.
For this reason the solution of the equation (1) we shall consider on the space l22(E), also.
It can be shown that for every admissible control u ∈ l22(V ) and initial state x(0, s) =
ϕ(s), ϕ ∈ l22(E) there exists a unique solution iff r(A) < 1, where r(A) denotes the spectral
radius of A.
For some assumptions on the operators Ai (on the spectrum of the pencil for Ai) the
following theorem is proved.
Theorem 9. . Let r(A) < 1 and the following conditions hold
|A−N + |A−N+1|+ . . .+ |AN−1 + |AN |+ |B|2 < 1,
|R| < 1− (|A−N + |A−N+1|+ . . . + |AN−1 + |AN |)2/(1 − |B|2).
(2.51)
Then the optimal control for the problem (2.1), (2.9) (T = ∞) can be presented in the
form
u0 = −R−1B∗Px0(t), t ∈ Z+,
where x0(t), t ∈ Z+ is a unique solution of the equation
x(t+ 1) = (A− BR−1B∗P )x(t), x(0) = ϕ.
Here the linear bounded operator P : l2(E)→ l2(E) is given by the equation
P = (R+A∗P )(A− BR−1B∗P ).
Moreover, the minimal value
J0 = (Pϕ,Aϕ).
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Proof. Let N > 1 is a fixed integer and Pt, t = 0, 1, ..., N are the solution for
the operator equation (2.25)-(2.26). Hence the re-numbered operators P˜t = PN−t, t =
0, 1, ..., N satisfy the equation
P˜t + (G +AP˜t−1)BR−1B∗P˜t = (G +A∗P˜t−1)A, P˜0 = 0, (2.52)
the solutions of which are not depend on the integer N . Now we study the solvability of
the given equation in detail. It can be shown that if on the each t-th stage the following
condition
‖G‖ + ‖A∗‖‖P˜t−1‖ < 1, ‖BR−1B∗‖ < 1
is guaranteed, then the unique bounded solution P˜t exists for the equation (2.52). More-
over, from (2.52) the following estimate follows
‖P˜t‖ ≤ (‖G +A
∗P˜t−1‖)‖A‖
(1− ‖G +A∗P˜t−1‖‖BR−1B∗‖)
≤ ‖A‖
(1− ‖BR−1B∗) .
Hence, in order to guarantee the solvability of equation (2.52) for the next (t−1)-th stage
it is sufficient to keep the condition ‖(G + A∗P˜t)BR−1B∗‖ < 1. The previous inequality
yields then that this will be true if ‖G‖+‖A‖2(1−‖BR−1B∗‖)−1 < 1. Early we shown that
‖ A ‖2≤ 2N∑Ni=−N | Ai |2 and ‖G‖ ≤ ‖Q‖. Unite the given inequality we see that the
conditions given in the theorem guarantee the solvability of the operator equation (2.52)
for any t = 0, 1, ....
Further, the theorem 7 gives that the minimal cost value for each fixed integer N is
equal (P˜Nx0,Ax0). Let N2 > N1. Then for any admissible control u ∈ B([0, N2], l2(E))
and initial data x ∈ l2(E) we have
N2∑
t=1
[(Gxt, xt)+ (Rut, ut)] ≥ N1∑
t=1
[(Gxt, xt)+ (Rut, ut)] ≥ min
u∈BN1 (E)
J(u) ≥ 0. (2.53)
Hence, (P˜N2x,Ax) ≥ (P˜N1x,Ax) for any x ∈ l2(E).
Let J∞(x) denotes the minimal value for the cost functional in optimization problem
(2.1),(2.9) with initial data x ∈ l2(E) (N =∞). By analogy with the previous section we
can shown that the optimal control in this case is
u0 = −(R+ L∗GL)−1L∗Gw, where w = (x,Ax,A2x, ...).
In addition, from (2.14) it follows that J∞(x) = (Pw,w), where P is the linear operator
in B(E) given by the formula
P = G − GL(R+ L∗GL)−1L∗GL
(others operators involved were defined early). Using (2.53) we have that for any x ∈ l2(E)
the following inequalities are fulfilled
0 ≤ J∞(x) = (Pw,w
) ≤ ‖P‖(w,w) ≤ C‖P‖(x, x),
where the constant C
.
= 1/(1 − ‖A‖) > 0. Moreover, for any integer N the following
inequalities are true
J∞(x) = min
u∈B(E)
J(u, x) =
∞∑
t=1
[
(G˜x0t , x0t ) + (Ru0t , u0t )
] ≥
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≥
N∑
t=1
[(G˜x0t , x0t ) + (Ru0t , u0(t)] ≥ min
u∈BN (V )
J(u) = (P˜Nx,Ax).
Let 0 ≤ N1 < N2 < . . . be some increasing integer sequence. Then
0 ≤ (P˜N1x,Ax) ≤ (P˜N2x,Ax) ≤ ... ≤ J∞(x) ≤ C(x, x), (2.54)
where the constant C > 0 was given above. This means that {A∗P˜Ni} is a nondecreas-
ing bounded up sequence of nonnegative selfadjoint operators. In this case the Banach-
Steinhause theorem states that this operator sequence has a strong nonnegative operator
limit T , that is
lim
i→∞
A∗P˜Nix = Tx ∀ x ∈ l2(E).
Since r(A) < 1 then the operator A∗ is invertible. Then from (2.54) it follows that
the sequence P˜Ni is convergent, also. Let lim
i→∞
P˜Nix = Px. We shown early that J∞(x) ≥
(P˜Nx,Ax) for all x ∈ l2(E) and anyN . Taking limit atN →∞, we get J∞(x) ≥ (Px,Ax).
Verify now that the cost functional J∞ takes the value (Px,Ax) on the control function
u∗ = −R−1B∗Px. This will means that the control function u = u∗ is optimal. By analogy
with the theorem 7 it can be shown that the control function u∗t , t ∈ Z+, produces the
solution x∗t , t ∈ Z+ for the equation
xt+1 = (A− BR−1B∗P )xt, x0 = x, t ∈ Z+.
This solution satisfies the following equality
(Px∗t ,Ax∗t )− (Px∗t+1,Ax∗t+1) = (Gx∗t+1, x∗t+1) + (Ru∗t , u∗t ).
Then
J(u∗) =
∞∑
t=0
[(Gx∗t , x∗t )+ (Ru∗t , u∗t )] = (Px,Ax) + limt→∞(Px∗t ,Ax∗t ).
Since x∗ ∈ B(E), then ‖x∗t ‖l2(E) → 0, t→ ∞. This proves the required equality J∞(x) =
J(u∗) = (Px,Ax). The proof is completed.
Another form of the optimal solution for the problem (2.28), (2.29) is given by the following
theorem.
Theorem 10. The Fourier transform
Ut(ω) =
∞∑
s=−∞
u0(t, s)e−isω,
ω ∈ [0, 2π] of the optimal control u0(t, s) for the problem (2.28), (2.29) (T = ∞ can be
presented as follows
Ut(ω) = K(ω)Xt(ω), (2.55)
where
K(ω) = −[R+B′P (ω)B]−1B′P (ω)A(ω), A(ω) =
N∑
k=−N
eikωAk. (2.56)
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Here P (ω), ω ∈ [0, 2π] satisfies the following operator equation
P (ω) = Q+A∗P (ω)A(ω)−A∗P (ω)B[R+B′P (ω)B]−1B′P (ω)A(ω), (2.57)
Xt(ω) is the Fourier transform of the optimal trajectory x
0(t, s). Moreover, the minimal
value of the cost functional is
I(u0) =
1
2π
∫ 2π
0
(X0(ω), P (ω)X0(ω))dω (2.58)
Proof. Applying the discrete Fourier transformation to the equation (2.28) with
respect to the variable s:
Xt(ω) =
∑
s∈Z
x0(t, s)e−isω, ω ∈ [0, 2π]
leads to the system of
Xt+1(ω) = A(ω)Xt(ω) +BUt(ω), A(ω) =
N∑
k=−N
eikωAk, ω ∈ [0, 2π]
In accordance with the Parseval’s identity the cost functional can be represented as follows
J(u) =
1
2π
∑
t∈Z+
∫ 2π
0
(Xt(ω), QXt(ω)XT (ω)) + (Ut(ω), RUt(ω))dω.
Let P (ω), ω ∈ [0, 2π] be an arbitrary collection of nonnegative operators such from E to
E such that
∫ 2π
0 ‖P (ω)‖dω <∞. The following identity is true
0 = (P (ω)X0(ω),X0(ω)−
∑
t∈Z+
(P (ω)Xt(ω),Xt(ω))+
+
∑
t∈Z+
(P (ω)(A(ω)P (ω)Xt(ω) +BUt(ω)), (A(ω)P (ω)Xt(ω) +BUt(ω)).
Integrating this identity on ω ∈ [0, 2π] and adding then the result to J , we obtain
J(u0) =
1
2π
∫ 2π
0
[(P (ω)X0(ω),X0(ω)) +
∑
t∈Z+
(QXt(ω),Xt(ω))−
−(P (ω)Xt(ω),Xt(ω)) + (RUt(ω), Ut(ω)) + (P (ω)A(ω)Xt(ω), A(ω)Xt(ω))+
+(P (ω)BUt(ω), BUt(ω)) + (P (ω)A(ω)Xt(ω), A(ω)Xt(ω), A(ω)Xt(ω))]dω.
Adding and subtracting in the obtained expression the following term
(P (ω)A(ω)Xt(ω), B[R +B
′
P (ω)B]−1B
′
P (ω)A(ω)Xt(ω)), t ∈ Z+,
we find that
J(u) =
1
2π
∫ 2π
0
[(P (ω)X0(ω),X0(ω)) +
∑
t∈Z+
[(F (ω)Xt(ω),Xt(ω))+
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+((R +B
′
P (ω)B)Vt(ω), Vt(ω))]dω.
Here
F (ω) = Q− P (ω) +A∗(ω)P (ω)A(ω)−
−A∗(ω)P (ω)B[R+B′P (ω)B]−1B′P (ω)A(ω),
Vt(ω) = Ut(ω) + [R+B
′
P (ω)B]−1B′P (ω)A(ω)Xt(ω).
Note that the needed operators are invertible since P (ω) is nonnegative and R is
positive operators. The second term in J is not depend on control function since X0(ω) =∑
s∈Z
ϕ(s)e−isω, ω ∈ [0, 2π]. Choose now the required operators P (ω) such that the following
condition F (ω) = 0 holds. Then the cost functional can be rewritten as
J(u) =
1
2π
∫ 2π
0
[(P (ω)X0(ω),X0(ω)) +
+∞∑
t=0
([R +B′P (ω)B]−1Vt(ω), Vt(ω))dω. (2.59)
It is obviously that the minimal value for (2.59) is
J(u0) =
1
2π
∫ 2π
0
[(P (ω)X0(ω),X0(ω))dω,
which is feasible iff Vt(ω) = 0. In other words, this is possible iff Ut(ω) = K(ω)Xt(ω).
Thus the required representation for the optimal control law and the function K(ω) and
P (ω) are obtained. The theorem is proved.
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Differential Linear Repetitive Processes
Differential repetitive processes are a distinct class of continuous-discrete 2D linear systems
of both systems theoretic and applications interest. The feature which makes them distinct
from other classes of such systems is the fact that information propagation in one of the
two independent directions only occurs over a finite interval. Applications areas include
iterative learning control and iterative solution algorithms for classes of dynamic nonlinear
optimal control problems based on the maximum principle, and the modeling of numerous
industrial processes such as metal rolling, long-wall cutting etc. Repetitive processes share
also similar mathematical model with recently extensive developing and important from
the practical point of view, so-called spatially interconnected systems, and hence these are
the possible application area for them. In particular, some models of the distributed gas
networks can be treated in the terms of repetitive processes, also.
The first part of this chapter uses the classic approach to investigate the traditional
optimal control theory problems for the repetitive dynamics model. It is well known that
the separation theorem for convex sets is quite useful approach for studying a wide class of
extreme problems. Here we develop this method to establish optimality conditions in the
classic form of maximum principle for multipass nonstationary continuous-discrete con-
trol system with nonlinear inputs and nonlocal state-phase terminal constraints of general
form. The obtained results are traditional for classic optimal control theory. However,
their numerical realization is not a trivial task. By this reason in the next sections for the
stationary case of the system model and particular case of the constraint and the cost func-
tional we develop the new optimality and sub-optimality conditions that are more suitable
for the design of numerical methods and further applications. In contrast to the classic
approaches of optimal control theory,in the second part in this chapter we use the idea of
constructive methods reported in [37] and extend this setting to the continuous-discrete
case to produce new results and constructive elements of optimization theory for the con-
sidered repetitive systems and develop also its relevant basic properties which can be of
interest for others purposes, too. It is shown that the obtained optimality and ǫ-optimality
conditions are close related to the corresponding classic results of maximum principle and
ǫ- maximum principle. The sensitivity analysis and some differential properties of the
optimal controls under disturbances are discussed and their application to the optimal
synthesis problem is given. The obtained results yield a theoretical background for the
design problem of optimal controllers for relevant basic processes. The end goal of the
research programme for which this research forms part of the output is the development
of numerically reliable algorithms for the synthesis of optimization based control schemes
for these processes. Some areas for short to medium term further research are also briefly
discussed.
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3.1 Background and preliminaries
The essential unique characteristic of a repetitive (termed multipass in the early literature)
process can be illustrated by considering machining operations where the material or
workpiece involved is processed by a sequence of sweeps, termed passes, of the processing
tool. Assuming that the pass length t∗ (i.e. the duration of a pass of the processing
tool), which is finite by definition, has a constant value for each pass. Then in a repetitive
process the output vector, or pass profile, yk(t), t ∈ [0, t∗], (t being the independent spatial
or temporal variable) produced on pass k acts as a forcing function on the next pass and
hence contributes to the dynamics of the new pass profile yk+1(t), t ∈ [0, t∗], k ≥ 0.
The dynamics of such processes in the time and space invariant case(see [66]) ares
defined over 0 ≤ t ≤ t∗, k ≥ 0, by a state space model of the form
x˙k+1(t) =Aˆxk+1(t) + Bˆuk+1(t) + Bˆ0yk(t)
yk+1(t) =Cˆxk+1(t) + Dˆuk+1(t) + Dˆ0yk(t)
(3.1)
To complete the process description, it is necessary to specify the boundary conditions, i. e.
the state initial vector on each pass and the initial pass profile. Here no loss of generality
arises from assuming these to be of the form xk+1(0) = dk+1, k ≥ 0, and y0(t) = f(t),
where dk+1 is an n× 1 vector of known constant entries and f(t) is an m× 1 vector whose
entries are known functions of t over 0 ≤ t ≤ t∗. Industrial examples (see, for example,
[7]) include long-wall coal cutting and metal rolling operations.
Figure 3.1: Metal rolling
The simulation of these processes in the simplest cases lead to the mathematical models
of the following form (see, for example, the monographs by N. Bose, E.Rogers, etc)
d2yk(t)
dt2
+ λ1yk(t) = λ2
d2yk−1(t)
dt2
+ λ1yk−1(t) + buk(t), t ∈ [0, t∗], k ∈ K = {1, ..., N},(3.2)
where yk(t) and yk−1(t) denote the gauge on the current and previous passes through the
rolls; λ1, λ2 and b are determined by the stiffness of the metal strip and the roll mechanism
properties, u(t) can be interpreted as the applied force to the metal strip by the rolls.
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A model of the rectification process of a many component mixture in a many-plate
column can be represented by
dxs(t)
dt
= Vs−1(t)xs−1(t) + Vs(t)xs(t)−Rs(xs(t), ys(t)) + uxs(t), (3.3)
dys(t)
dt
= Ls+1(t)ys+1(t) + Ls(t)ys(t) +Rs(xs(t), ys(t)) + uys(t), (3.4)
t ∈ [0, t∗], s ∈ K .= {1, ..., N}. (3.5)
Here x(s, t), y(s, t) denote the desired material concentration on s-th plate in the gas and
liquid fractions, respectively; L, V and R present the hydrodynamical characteristic of
the process under consideration; ux and uy are the control material row; K is subset of
integers. Details of the model can be found in [18].
Also problem areas exist where adopting a repetitive process setting for analysis has
clear advantages over alternatives. This is especially true for classes of iterative learning
control schemes (see, for example, [2]) and of iterative solution algorithms for classes of
dynamic nonlinear optimal control problems based on the maximum principle (see, for
example, [68]). Repetitive processes share also similar mathematical model with recently
extensive developing and important from the practical point of view, so-called spatially
interconnected systems, see e.g. [17], and hence these are the possible application area for
them. In particular, a wide class of the distributed gas networks can be treated in the
terms of repetitive processes.
The basic unique control problem for repetitive processes is that the output sequence
of pass profiles generated can contain oscillations that increase in amplitude in the pass
to pass direction (i.e. in the k direction in the notation for variables used here). Early
approaches to stability analysis and controller design for (linear single-input single-output)
repetitive processes and, in particular, long-wall coal cutting were based on first converting
the process dynamics into those of an equivalent infinite-length single-pass process [32].
This, for example, resulted in a scalar differential/algebraic system to which standard
scalar inverse-Nyquist stability criteria were then applied. In general, however, it was
soon established that this approach to analysis (and controller design) would, except in a
few very restrictive special cases, lead to incorrect conclusions [65]. The basic reason for
this is that such an approach effectively neglects their finite pass length repeatable nature
together and also the effects of resetting the initial conditions before the start of each new
pass. This, in turn, led to the development of a rigorous stability theory based on an
abstract model of the process dynamics in a Banach space setting which can be applied
to all examples with linear dynamics and a constant pass length [71].
Given a suitable stability theory, it is a natural progression to consider the struc-
ture of control schemes for these processes and the development of suitable controller
design/synthesis tools. In this latter respect, one obvious way to proceed is to minimize a
suitably defined cost function.
In the first part of the paper, we consider the more general, non-stationary case. Note,
that the repetitive processes are inherently two-dimensional, and hence non-stationarity
can reflect to the from pass to pass parameter variability, and to the along the pass
parameter variability. Here we study the particular subclass of repetitive processes, where
the pass profile vector is exactly the same as the state one [8]. Hence, the second equation
of (3.1) is neglected and both dynamics, i.e. along the pass and from pass to pass are
encountered by one equation, similarly as in the Fornasini Marchesini model. Also, the
input influence to the state dynamics is nonlinear however additive.
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It is well known that the separation theorem [39, 9, 55] for convex sets is an useful
method for studying a wide area of optimization problems and hence we apply this method
to establish optimality conditions in the form of the maximum principle for a differential
non-stationary repetitive process with linear state dynamics and an additive nonlinear
term to account for the input to the process and non-local state-space terminal constraints
of a general form. The results obtained here in that wayare of the significant theoretical
value, however are not very well adopted for computation (and hence for application to
numerical examples). The on-going work are devoted to achieve more numerically tractable
results.
In the remainder of the paper, we focus on the stationary in both the directions case.
We develop the new optimality and sub-optimality conditions that are more suitable from
the numerical calculation point of view. These conditions extend the constructive methods
of [37] to repetitive processes and it is shown that the resulting optimality and ǫ-optimality
conditions are closely related to the corresponding standard, one-dimensional results in
the form of the maximum and ǫ- maximum principles. Also, the sensitivity analysis of the
resulting optimal controls is undertaken and some relevant properties are established. To
illustrate the use of these new results, a numerical example is detailed.
3.2 Notation and Model Definition
Assume that T = [0, t∗] is a given interval of values of the continuous independent variable
t ∈ T ruling the along the pass dynamics and K = {1, 2, ..., N}, N < +∞ be a set of
values of the discrete variable k ∈ K ruling the dynamics from pass to pass direction. This
last assumption can be made as in practice, a repetitive process will only ever complete
a finite number of passes. Also introduce the control and state vectors as uk(t) ∈ Rr and
xk(t) ∈ Rn respectively. Then the non-stationary repetitive processes can be described as
dxk(t)
dt
= A(t)xk(t) +D(t)xk−1(t) + bk(uk(t), t), k ∈ K, t ∈ T (3.1)
with the boundary conditions of the form
xk(0) = α(k), k ∈ K, x0(t) = β(t), t ∈ T (3.2)
where the n×n matrix functions A(t) and D(t) and the n×1 function β(t) are measurable
and integrable on T , the function b : K × U × T → Rn is continuous with respect to
(u, t) ∈ U×T for each fixed k ∈ K, α(k) is an n×1 vector of known constant entries. Note
that the last nonlinear term represents the additive but non-linear input signal influence
to the process dynamics. What is interesting this influence is pass number variable, hence
non-stationary from pass to pass. Also, the model matrices are t-dependent and hence the
process is non-stationary along the pass.
This model can be easily extended to the one when the pass profile and state vectors
are decoupled and the pass profile dynamics can be a vector valued function of the state
dynamics.
Now, it is to define the class of available and admissible input signals for the above
model.
Definition 9. We say that the function u : K × T → Rr is available for (3.1) if it is
measurable with respect to t for each fixed k ∈ K, and satisfies the constraint uk(t) ∈ U ,
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k ∈ K, for almost all t ∈ T , where U is a given compact set from Rr. Also the function
x : K × T → Rn is a solution of (3.1) corresponding to the given available control uk(t)
if it is absolutely continuous with respect to t ∈ T for each fixed k ∈ K and satisfies (3.1)
for almost all t ∈ T and each k ∈ K.
We denote the set of available controls by U(·) and use Mi, Mi ⊂ Rn, i = 1, 2, . . . , l
to denote given compact convex sets.
Definition 10. The available control uk(t) is said to be admissible for the process (3.1)
if the corresponding solution xk(t) = xk(t, α, β, u) of (3.1) and (3.2) satisfies
xN (τi) ∈Mi, i = 1, 2, ..., l (3.3)
where 0 = τ0 < τ1 < τ2 < ... < τl = t
∗ are specified elements of T .
The optimal control problem considered in this paper can now be stated as:
Minimize a cost function of the form
J(u) = ϕ(xN (τ1), xN (τ2), ..., xN (τl)) (3.4)
for processes described by (3.1) and (3.2) in the class of admissible controls uk(t) ∈ U(·)
where the function ϕ : Rnl → R is assumed to be convex. It is easy to see that these
conditions guarantee the existence and uniqueness of an absolutely continuous solution
of (3.1) and(3.2) for any available control uk(t). To guarantee the existence of an optimal
control, throughout this paper we assume that the set of admissible controls is non-empty.
3.2.1 Reachability set and its properties
To solve (3.1) and (3.2) we define the n × n matrix function Φ(τ, t) which solves the
following differential equation
dΦ(τ, t)
dτ
= A(τ)Φ(τ, t), Φ(t, t) = In (3.5)
where In denotes the n × n identity matrix. Also it well known, see, for example, [46]
that the entries in the matrix Φ(τ, t) are absolutely continuous functions defined on the
set T × T . Therefore, there exists a constant 0 < C < ∞ such that ‖Φ(τ, t)‖ ≤ C for
any (τ, t) ∈ T × T, where ‖ · ‖ denotes any matrix norm. Further, we use Hp(0, t∗), where
p > 0 is an integer, to denote the set of all functions f : (0, t∗)→ Rn, which are absolutely
continuous on each closed sub-interval [α, β] from the interval (0, t∗1) and have almost
everywhere integrable derivatives of order up to p on (0, t∗). Also it can be shown that
Hp(0, t∗) is a Banach space with the norm ‖f‖H =
p∑
i=0
‖f (i)‖L1 and the following inclusions
Hp(0, t∗) ⊂ Cp(0, t∗) ⊂ L1(0, t∗) hold, where Cp(0, t∗) denotes the space of n × 1 vector
functions which are continuously differentiable on (0, t∗) up to order p, and L1(0, t
∗) the
space of n× 1 vector valued functions which are integrable on (0, t∗).
Now define the mapping P : L1(0, t∗)→ H1(0, t∗) as
(Pf)(τ) =
τ∫
0
Φ(τ, t)D(t)f(t)dt, τ ∈ (0, t∗). (3.6)
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and its power composition Pk : Hk−1(0, t∗) → Hk(0, t∗) as (Pkf)(τ) = P(Pk−1f)(τ),
τ ∈ (0, t∗). Also define the mapping Q : L1(0, t∗)→ H1(0, t∗) by
(Qf)(τ) =
τ∫
0
Φ(τ, t)f(t)dt, τ ∈ (0, t∗). (3.7)
For the given available control u ∈ U(·) the corresponding solution of (3.1) and (3.2)
at t = τj on pass k = N can now be written in the form
xN (τj) = Φ(τj, 0)α(N) +
N−1∑
i=1
(PiΦ(·, 0))(τj)α(N − i) + (PNβ)(τj) +
N−1∑
i=1
(PiQbN−i(uN−i, ·))(τj) +
τj∫
0
Φ(τj, t)bN (uN (t), t)dt, N > 1, j = 1, 2, . . . , l, (3.8)
where Φ(·, τ) denotes the projection of the function Φ(t, τ) with the second variable fixed
to some τ ∈ T .
Next, introduce c = (c1, c2, . . . , cl)
T ∈ Rnl, where
cj = Φ(τj, 0)α(N) +
N−1∑
i=1
(PiΦ(·, 0))(τj)α(N − i) + (PNβ)(τj), j = 1, 2, . . . , l. (3.9)
and the mapping S : U(·)→ Rnl as Su = (S1u, S2u, . . . , Slu)T where
Sju =
N−1∑
i=1
(PiQbN−i(uN−i, ·))(τj) +
τj∫
0
Φ(τj, t)bN (uN (t), t)dt, j = 1, 2, . . . , l. (3.10)
Then we can state the following basic problem whose solution is to be used for solving
the optimal control problem.
Problem A
Find necessary and sufficient conditions for
z = c+ Su (3.11)
to hold, subject to
z ∈M, ϕ(z) ≤ δ, z ∈ Rnl, u ∈ U(·) (3.12)
where M =M1 ×M2 × . . .×Ml ⊂ Rnl, and δ is a fixed number from R
To solve Problem (A), introduce first the following sets
R = {z ∈ Rnl, z = c+ Su, u ∈ U(·)}, K(δ) = {z ∈ Rnl, z ∈M, ϕ(z) ≤ δ}. (3.13)
Then it is easy to see that the necessary and sufficient condition for Problem (A), to have
a solution is R ∩ K(δ) 6= ∅. In what follows, we establish the analytical form of this
geometric criteria which is based on the separation theorem for convex sets.
Consider first the problem of obtaining the required properties of the sets R and K(δ).
The main technical difficulties here are related to the convexity and closeness of the set R
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which must be established in order to apply the separation theorem. To overcome them
we extend known results for 1D systems (see, for example, [9]) to the repetitive process
case.
First define the set
Z =

z = (z1, . . . , zl) ∈ Rnl : zj =
τj∫
0
f(v(t), t)dt, v ∈ V (·), j = 1, 2, . . . , l

 , (3.14)
where τj are given points such that 0 < τ1 < τ2 < . . . < τl = t
∗, and V (·) is the set of all
measurable functions v : T → Rr such that v(t) ∈ U for almost all t ∈ T , and the function
f : U ×T → Rn is continuous. Then the response formulas (3.8) and (3.10) show that the
required properties of the set R can be established by studying analogous properties for
the set Z.
Now we have the following results to be further used for solving the main problem.
Lemma 1. Let g : U → Rn be a continuous function. Then
Y =

z ∈ Rnk : zj =
τj∫
0
g(v(t))dt, v ∈ V (·), j = 1, 2, ..., k

 (3.15)
is a convex set.
Proof. The proof is based on the constructing the corresponding combination function
by pressing of the given functions along the interval T . Indeed, if z1 and z2 are some points
of the set Y with corresponding functions v1(t) and v2(t) from V (·), then the desired
function vα ∈ V (·) corresponding to the point zα = α1z11 + α2z2, α1 + α2 = 1, α1 ≥ 0,
α2 ≥ 0, is constructed as follows :
vα(t) =


v1(t/α1), 0 ≤ t < α1τ1,
v2((t− α1τ1)/α2), α1τ1 ≤ t < τ1,
. . . . . .
v1((t− α2τk−1)/α1), τk−1 ≤ t < τk−1 + α1(τk − τk−1),
v2((t− α1τk)/α2), τk−1 + α1(τk − τk−1) ≤ t ≤ τk.
Then
τi∫
0
g(vα(t))dt =
τ1∫
0
g(vα(t))dt + .... +
τi∫
τi−1
g(vα(t))dt =
=
α1τ1∫
0
g(v1(
t
α1
))dt +
τ1∫
α1τ1
g(v2(
t− α1τ1
α2
))dt + ...
+
τi−1+α1(τi−τi−1)∫
τi−1
g(v1(
t− α2τi−1
α1
))dt +
τi∫
τi−1+α1(τi−τi−1)
g(v2(
t− α1τi
α2
))dt =
= α1
τ1∫
0
g(v1(t))dt + α2
τ1∫
0
g(v2(t))dt + ...+ α1
τi∫
τi−1
g(v1(t))dt + α2
τi∫
τi−1
g(v2(t))dt =
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= α1
τi∫
0
g(v1(t))dt + α2
τi∫
0
g(v2(t))dt = α1z
1
i + α2z
2
i = z
α
i , i = 1, ..., k.
Thus for each zα there exists an available function vα(·) ∈ U(·) generating this vector.
The proof is complete.
Lemma 2. Let f : U × T → Rn be a continuous function. Then for any measurable
function v(·) ∈ V (·) and for a given number ε > 0 ∃ a partition of the interval T by
points 0 = s0 < s1 < . . . < sm = t
∗ such that
m−1∑
j=0
sj+1∫
sj
‖f(v(t), τj)− f(v(t), sj)‖dt < ε (3.16)
holds for any τj satisfying sj ≤ τj ≤ sj+1, j = 0, . . . ,m.
Proof. This is based on the so-called C-property of measurable functions [61]. Since the
function f(u, t) is continuous on the compact set U × [t0, t1] then there exists a number
M > 0 such that ‖f(u, t)‖ ≤M for each (u, t). Now the c-property of measurable functions
yields that ∀ ε > 0 exists a continuous function u∗(t) defined on [t0, t1] such that
mes (E = {t ∈ [t0, t1] : u(t) 6= u∗(t)}) ≤ ε/6M.
Since f(u, t) is continuous on U× [t0, t1] then the function f(u∗(t), τ) is continuous also on
the set [t0, t1] × [t0, t1] and, hence, it is uniformly continuous. It means that there exists
a partion of the interval [t0, t1] by points
t0 = s0 < s1 < ... < sm−1 < sm = t1, (3.17)
such that
|f(u∗(t), τj)− f(u∗(t), sj | ≤ ε/3(t1 − t0) for sj ≤ τj ≤ sj+1,
and each j, 1 ≤ j ≤ m− 1. Hence
m−1∑
j=0
sj+1∫
sj
|f(u∗(t), τj)− f(u∗(t), sj | ≤ ε
3(t1 − t0)
m−1∑
j=0
(sj+1 − sj) = ε
3
. (3.18)
Put Ei = E
⋂
[sj − sj+1]. The sum in (3.18) we separate into two parts
∑
1 and
∑
2.
Namely, let the set
∑
1 includes the terms containing the integrals around the intervals
which have not a joint points with the set E, and the set
∑
2 includes the remaining terms.
Then
m−1∑
j=0
sj+1∫
sj
|f(u(t), τ) − f(u(t), sj|dt =
∑
1
sj+1∫
sj
|f(u(t), τ)−
−f(u(t), sj|dt +
∑
2
∫
[sj ,sj+1\Ej
|f(u(t), τ) − f(u(t), sj|dt+
+
∑
2
∫
Ej
|f(u(t), τ) − f(u(t), sj|dt ≤ ε/3 + ε/3 +mes E · 2M = ε.
The Lemma is proved.
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Lemma 3. Let f : U × T → Rn be a continuous function. Then the closure Z of the set
Z of (3.14) is convex.
Proof. Let us assume that it is not true. Then there exists the points z1, z2 ∈ Z¯ and
numbers λ1, λ2 > 0, λ1 + λ2 = 1 such that z
λ − λ1z1 + λ2z2 6∈ Z¯. Hence, there exists a
number ε > 0 such that
‖z − zλ‖ ≥ 0 ∀ z ∈ Z¯. (3.19)
( To clarify the definiteness we assume that ‖·‖ is the Euclid norm ). Since zi ∈ Z¯, i = 1, 2
then there exist the sequences
{
zi(n)
}
=
{
(zi1(n), ..., z
i
k(n)
}
, i = 1, 2; n = 1, 2, ..., from Z
which are convergent to some points zi, i = 1, 2. Now we fix the number n for which
‖zi − zi(n)‖ < ε
(1 + 2
√
k)
, i = 1, 2 (3.20)
is fulfilled. Since zi(n) ∈ Z then there are an available controls ui(·) ∈ U(·), i = 1, 2 such
that
zij(n) =
τj∫
t0
f(ui(t), t)dt, i = 1, 2, j = 1, k. (3.21)
Now Lemma 2 yields that for the controls ui(·), i = 1, 2 for the given number α =
ε/(1+2
√
k) there are the partitions of intervals [t0, τ1], ..., [τk−1, τk] such that the estimation
(3.16) is valid for the functions ui(·), i = 1, 2 on the each interval [t0, τ1], ..., [τk−1, τk], where
ε is replaced by ε/(1 + 2
√
k). We suppose that the chain
t0 = s0 < s1 < ... < sm1 = τ1 < sm1+1 < ... < smj = τj < smj+1 < ... < smk = τk = t1
(3.22)
includes the all points of partitions of intervals [t0, τ1], ..., [τk−1, τk] constructed for the
control functions u1(·) and u2(·) for the given number α. Since adding new points is not
influence to the estimate (3.16) obtained in the Lemma 2 then
ml−1∑
j=0
sj+1∫
sj
‖f(ui(t), τ) − f(ui(t), sj‖dt < ε
1 + 2
√
k
, i = 1, 2, l = 1, k, sj ≤ τ ≤ sj+1
(3.23)
Put z˜i = z˜i1, ..., z
i
k) ∈ Rnk, i = 1, 2 where
z˜il =
ml−1∑
j=0
sj+1∫
sj
f(ui(t), sj)dt, i = 1, 2, l = 1, k. (3.24)
Then (3.21),(3.23) yield
‖zi(n)− z˜i‖Rnk =
( k∑
l=1
‖zil (n)− z˜il‖2Rn
)1/2
=
( k∑
l=1
‖
ml−1∑
j=0
sj+1∫
sj
[f(ui(t), t)−
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−f(ui(t), sj)]dt‖2
)1/2
≤
(
k∑
l=1
(
ε
1 + 2
√
k
)2)1/2
=
ε
√
k
1 + 2
√
k
, i = 1, 2.
Now we deternine the available control defined on the interval [t0, t1] as follows
uλ(t) = u
(j)
λ (t), t ∈ [sj , sj+1), j = 0,mk − 1,
where
u
(j)
λ (t) =

u1
(
t−λ2sj
λ1
)
, sj ≤ t < sj + λ1(sj+1 − sj),
u2
(
t−λ1sj+1
λ2
)
, sj + λ1(sj+1 − sj) ≤ t < sj+1.
(3.25)
It easy to see that
sj+1∫
sj
f(u
(j)
λ (t), sj)dt = λ1
sj+1∫
sj
f(u1(t), sj)dt + λ2
sj+1∫
sj
f(u2(t), sj)dt, j = 0,mk−1.
Summing these inequalities with respect to j and using (3.24) yield
ml−1∑
j=0
sj+1∫
sj
f(u
(j)
λ (t), sj)dt = λ1z˜
1
l + λ2z˜
2
l , l = 1, k. (3.26)
Set z˜λ = λ1z˜
1 + λ2z˜
2 and determine the vector zˆλ = (zˆλ1 , ..., zˆ
λ
k ) where
zˆλj =
τj∫
t0
f(uλ(t), t)dt, j = 1, k. (3.27)
It is obvious that zˆλ ∈ Z. Now we evaluate the spacing between zλ and zˆλ:
‖zλ − zˆλ‖ ≤ ‖zλ − zˆλ‖+ ‖z˜λ − zˆλ‖ = ‖λ1(z1 − z˜1) + λ2(z2 − z˜2)‖+
+‖zˆλ − zˆλ‖ ≤ λ1‖z1 − z1(n)‖+ λ1‖z1(n)− z˜1‖+ λ2‖z2 − z2(n)‖+
+λ2‖z2(n)− z˜1‖+ ‖z˜λ − zˆλ‖ < λ1 ε
1 + 2
√
k
+ λ1
ε
√
k
1 + 2
√
k
+
+λ2
ε
1 + 2
√
k
+ λ2
ε
√
k
1 + 2
√
k
+ ‖z˜λ − zˆλ‖ = ε(1 +
√
k)
1 + 2
√
k
+ ‖z˜λ − zˆλ‖.
Then we should estimate the value of ‖z˜λ − zˆλ‖. From the above relations we have
‖z˜λ − zˆλ‖ =
( k∑
l=1
‖z˜λl − zˆλl ‖2
)1/2
=
( k∑
l=1
‖λ1
ml−1∑
j=0
sj+1∫
sj
f(u1(t), sj)dt+
+λ2
ml−1∑
j=0
sj+1∫
sj
f(u2(t), sj)dt−
ml−1∑
j=0
sj+λ1(sj+1−sj∫
sj
f(u
(j)
λ (t), t)dt−
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−
ml−1∑
j=0
sj+1∫
sj+λ1(sj+1−sj)
f(u
(j)
λ (t), t)dt‖2
)1/2
≤
( k∑
l=1
[
λ1
ml−1∑
j=0
sj+1∫
sj
‖f(u1(t), sj)−
−f(u1(t), λ1t+ λ2sj)‖dt + λ2
ml−1∑
j=0
sj+1∫
sj
‖f(u2(t), sj)−
−f(u2(t), λ1sj+1 + λ2t)‖dt
]2)1/2
≤ ε
√
k
1 + 2
√
k
.
Thus
‖zλ − zˆλ‖ < ε(1 +
√
k)
1 + 2
√
k
+
ε
√
k
1 + 2
√
k
= ε.
This inequality contradicts to the initial preposition (3.19). The lemma is proved.
Remark 14. Convexity of Z is guaranteed by the presence of the integral terms in Z.
This fact, known as hidden convexity, is an important property of continuous time control
systems which follows, in general, from the Lyapunov theorem on the convexity of the
range of an integral operator acting on vector measures. This result is often used, see, for
example, [9, 55], to prove the convexity of the reachability set for control systems which
are linear in the state variables.
Formulas (3.8), (3.10) state that each integral expression in R contains an available
control us(t) with a fixed single value of the discrete variable s and, therefore, is indepen-
dent of the others. Hence, to prove that R is a closed set it is sufficient to show that a
set formed by controls with some fixed value of the discrete variable k, k = 1, . . . , N is
closed. The simplest case is often to consider k = N and then the set to be studied has
the following form
RN =
{
z ∈ Rnl : zj = aj + Ljv, v(·) ∈ V (·), j = 1, 2, . . . , l
}
. (3.28)
Here aj = Φ(τj, 0)α(N), and the mappings Lj defined on the set V (·) are given by
Ljv =
τj∫
0
Φ(τj, t)g(v(t), t))dt
where here g(v(t), t) denotes the function bN (vN (t), t), t ∈ T .
Lemma 4. The set RN defined by (3.28) is closed.
Proof. Suppose that the vector sequence {zn} = {(zn1 , . . . , znl )T } ∈ RN converges to
a point z∗ = (z∗1 , . . . , z
∗
l )
T ∈ Rnl. Then there exists a sequence {vn(·)} of functions from
V (·) such that znj = aj +Ljvn, j = 1, . . . , l and we show that there exists a function v∗(t),
t ∈ T from V (·) such that z∗j = cj + Ljv∗, j = 1, . . . , l.
Consider the set R(αN , 0) = {y ∈ Rn : y = a1 +L1v, v ∈ V (·)}. Then it is easy to see
that R(αN , 0) is the reachability set at t = τ1 for the following system
y˙(t) = A(t)y(t) + g(v(t), t), y(0) = α(N), v ∈ V (·), t ∈ T (3.29)
Also it is well known, see, for example, [55], that R(αN , 0) is a closed set. Hence, for
the sequence {zn1 } → z∗1 , n → ∞, zn1 ∈ R(αN , 0), n = 1, 2, . . . there exists a function
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v1 ∈ V (·) such that z∗1 = a1 + L1v1. Now introduce the sequence z˜n2 = a˜2 + L˜2vn,
where a˜2 = Φ(τ2, τ1)z
∗
1 and L˜2v
n =
τ2∫
τ1
Φ(τ2, t)g(v
n(t), t))dt, i.e. z˜n2 is the solution of the
system (3.29) corresponding to the function vn(t) and initial condition y(τ1) = z
∗
1 , where
z˜n2 and v
n(t) are restricted to the interval [τ1, τ2]. Next, we show that z˜
n
2 → z∗2 .
It is known [46] that the fundamental matrix Φ(τ, t) satisfies Φ(τ, s)Φ(s, t) = Φ(τ, t),
0 ≤ τ < s < t ≤ t∗, and the Cauchy response formula now yields
zn2 = Φ(τ2, 0)α(N) +
τ2∫
0
Φ(τ2, t)g(v
n(t), t)dt = Φ(τ2, τ1)
[
Φ(τ1, 0)α(N) +
τ1∫
0
Φ(τ1, t)g(v
n(t), t)dt
]
+
τ2∫
τ1
Φ(τ2, t)g(v
n(t), t)dt =
Φ(τ2, τ1)z
n
1 +
τ2∫
τ1
Φ(τ2, t)g(v
n(t), t)dt.
Then
z˜n2 = Φ(τ2, τ1)z
∗
1 +
τ2∫
τ1
Φ(τ2, t)g(v
n(t), t)dt.
Therefore
‖z˜n2 − z∗2‖ ≤ ‖z˜n2 − zn2 ‖+ ‖zn2 − z∗2‖ ≤ C‖zn1 − z∗1‖+ ‖zn2 − z∗2‖,
where C = ‖Φ(τ2, τ1)‖ <∞ is a constant. Since zn1 → z∗1 , zn2 → z∗2 , it follows immediately
from the last inequality that also z˜n2 → z∗2 .
Introduce the set
R(z∗1 , τ1) = {y ∈ Rn : y = a˜2 + L˜2v, v ∈ V (·)}. (3.30)
Then it is obvious that R(z∗1 , τ1) is the reachability set at t = τ2 for the system (3.29) re-
stricted to the interval [τ1, τ2] with initial condition y(τ1) = z
∗
1 . As shown above, R(z
∗
1 , τ1)
is a closed set. Therefore for the sequence z˜n2 → z∗2 , n→∞ such that z˜n2 ∈ R(z∗1 , τ1), there
exists a function v2(t), τ1 ≤ t ≤ τ2, v2 ∈ V (·), such that z∗2 = a˜2 + L˜2v2.
In an analogous way, it can be established that on every interval [τj , τj+1], there exists
a function vj+1 ∈ V (·), j = 1, . . . , l − 1, such that z∗j+1 = a˜j+1 + L˜j+1vj+1, where
a˜j+1 = Φ(τj+1, τj)z
∗
j , L˜j+1v =
τj+1∫
τj
Φ(τj+1, t)g(v(t), t))dt
Finally, we define on T = [0, t∗] the function
v∗(t) =


v1(t), 0 ≤ t < τ1,
v2(t), τ1 ≤ t < τ2,
. . . . . .
vl(t), τl−1 ≤ t ≤ t∗
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where clearly v∗ ∈ V (·). Also, it follows immediately from z∗j = a˜j + L˜jvj :
a˜j + L˜jv
j = Φ(τj, τj−1)z
∗
j−1 +
τj∫
τj−1
Φ(τj, t)g(v
j(t), t)dt = Φ(τj, τj−1)
[
Φ(τj−1, τj−2)z
∗
j−2
+
τj−1∫
τj−2
Φ(τj−1, t)g(v
j−1(t), t)dt
]
+
τj∫
τj−1
Φ(τj, t)g(v
j(t), t)dt = Φ(τj, τj−2)z
∗
j−2
+
τj−1∫
τj−2
Φ(τj, t)g(v
j−1(t), t)dt +
τj∫
τj−1
Φ(τj , t)g(v
j(t), t))dt = · · · = Φ(τj, 0)α(N)
+
τ1∫
0
Φ(τj, t)g(v
1(t), t)dt +
τ2∫
τ1
Φ(τj , t)g(v
2(t), t)dt + · · ·+
τj∫
τj−1
Φ(τj, t)g(v
j(t), t)dt
= Φ(τj, 0)α(N) +
τj∫
τ0
Φ(τj, t)g(v
∗(t), t)dt = aj + Ljv
∗, j = 1, . . . , l,
that v∗(t) is the required function. Hence z∗ ∈ RN , i. e. RN is a closed set and the proof
is complete.

Note. In the cases when k 6= N, the additional terms in the formulas for aj and Lj in the
set Rk do not change the essence of given proof.
At this stage, we have established that R and K(δ) are closed and convex sets and the
next result gives the solution of Problem (A), where the inner product of vectors g and f
from Rnl is denoted by gT f.
Theorem 11. Problem (A) has a solution if, and only if,
max
‖g‖
Rnl
=1
{
gT c− max
z∈K(δ)
gT z + min
u∈U(·)
gTSu
} ≤ 0 (3.31)
holds.
Proof. Sufficiency. Suppose that the condition of (3.31) is valid, but Problem (A)
has no solution. Then, R ∩K(δ) = ∅ and the separation theorem for convex sets yields
that there exists a nontrivial vector g ∈ Rnl, ‖g‖ = 1 such that
min
z∈R
gT z > max
z∈K(δ)
gT z. (3.32)
Hence
gT c− max
z∈K(δ)
gT z + min
u∈U(·)
gTSu > 0 (3.33)
which contradicts (3.31).
Necessity. Suppose that Problem (A) has a solution. Then there exist u¯ and z¯ sat-
isfying (3.11)–(3.12) such that gT c + gTSu¯ = gT z¯ holds for each g ∈ Rnl. Taking the
maximum and minimum respectively of the two terms in this last expression now yields
gT c− max
z∈K(δ)
gT z + min
u∈U(·)
gTSu ≤ 0, (3.34)
as required and the proof is complete.

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3.2.2 Optimality conditions
In this sub-section we use the results of the previous sub-section to establish the maximum
principle for the optimal control problem (3.1)–(3.4).
Introduce the function Λ : R→ R as
Λ(δ) = max
‖g‖
Rnl
=1
{
gT c− max
z∈K(δ)
gT z + max
u∈U(·)
gTSu
}
. (3.35)
where it can be shown that Λ : R → R defined by (3.35) is a non increasing continuous
function. Hence the optimal value of the performance index (3.4) can be characterized as
follows.
Theorem 12. The control u0 ∈ U(·) is the optimal solution of the problem defined by
(3.1)–(3.4) if, and only if, δ0 := J(u0) is the smallest root of the equation Λ(δ) = 0.
Proof. Necessity. Let u0 ∈ U(·) be an optimal control of the problem (3.1)–(3.4).
Then u0 is the solution of Problem (A) with δ0 := J(u0). Therefore, Theorem 11 yields
that Λ(δ0) ≤ 0.
Suppose now that Λ(δ0) < 0. Then since Λ(δ) is a continuous and monotone function,
there exists a number δ¯ such that δ¯ < δ0 and Λ(δ¯) ≤ 0. Hence, Theorem 11 yields that
Problem (A) has a solution with δ = δ¯ since otherwise there would be an available control
u¯ ∈ U(·) and a vector z¯ ∈ M satisfying (3.11)–(3.12) in the case when δ = δ¯. Hence,
J(u¯) < J(u0), which contradicts the optimality of the control u0 and therefore Λ(δ0) = 0.
Finally, the fact that δ0 is the smallest root of the equation Λ(δ) = 0 can be proved as
above.
Sufficiency. Let u0 ∈ U(·) be a control function such that δ0 is the smallest root of
Λ(δ) = 0. Suppose also that u0(t) is not an optimal solution of the problem (3.1)–(3.4).
Then there exists an available control function u¯ ∈ U(·) and a vector z¯ ∈ M such that
c− z¯ + Su¯ = 0 and J(u¯) < J(u0) holds. This establishes that Problem (A) has a solution
for δ¯ = J(u¯), and hence Λ(δ¯) ≤ 0.
Conversely, since the function Λ(δ) is monotone Λ(δ¯) ≥ Λ(J(u0)) = 0, which contra-
dicts the assertion that δ0 is the smallest root. Hence u0 is an optimal control and the
proof is complete.

Now let g0 = (g01 , ..., g
0
l )
T ∈ Rnl be a maximizing vector for Λ(δ0) and on the interval
T = [0, t∗] we introduce the following function λ : R→ Rm
λ(t) =
l∑
i=j+1
(g0i )
TΦ(τi, t), τj ≤ t < τj+1, j = 0, . . . , l − 1. (3.36)
Then it is a simple task to verify that the function λ(t) satisfies
dλ(t)
dt
= −λT (t)A(t), λ(τj − 0)− λ(τj + 0) = g0j , j = 1, . . . , l − 1. (3.37)
and the optimality conditions for (3.1)–(3.4) are given by the following theorem.
Theorem 13. If the number δ0 is the smallest root of the equation Λ(δ) = 0, then there
exists an optimal control u0k(t), k ∈ K, t ∈ T for the problem (3.1)–(3.4) such that
J(u0) = δ0 and for almost all t ∈ T
ψTk (t)bN−k+1
(
u0N−k+1(t), t
)
= min
v∈U
ψTk (t)bN−k+1(v, t), (3.38)
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holds for all k ∈ K. Here the function ψ : K × T → Rn is given by
ψk(t) =
t∫
0
ψTk−1(τ)D(τ)Φ(τ, t)dτ, ψ1(t) = λ(t), k ∈ K, (3.39)
where the function λ(t) is given by (3.37).
Proof. Since Λ(δ0) = 0, Theorem 12 yields that Problem (A) has a solution for
δ = δ0. This implies that there exists an available control u0 ∈ U(·) and a vector z0 ∈M
satisfying (3.11)–(3.12). Hence ϕ(z0) = J(u0) ≤ δ0 and the assumption J(u0) < δ0
leads to a contradiction with the assumption that δ0 is the smallest root of the equation
Λ(δ) = 0. Therefore, J(u0) = δ0, and, consequently, u0 is optimal control for (3.1)–(3.4).
The function u0k(t), k ∈ K, t ∈ T satisfies
(g0)TSu0 = min
u∈U(·)
(g0)TSu. (3.40)
and if we assume that (g0)TSu0 > min
u∈U(·)
(g0)TSu, then
Λ(δ0) < (g0)T c− (g0)T z0 + (g0)TSu = 0, (3.41)
which is impossible since δ0 is a root of Λ(δ) = 0. Finally, to establish the desired optimal-
ity condition (3.38) we employ (3.40). For ease of notation the function bk(uk(t), t), t ∈ T
is subsequently denoted by bu(k). Then
min
u∈U(·)
(g0)TSu = min
u∈U(·)
l∑
j=1
(g0j )
T
(
N−1∑
i=1
PiQbu(N − i)(τj) +
τj∫
0
Φ(τj , t)bN (uN (t), t)dt
)
=
= min
u∈U(·)
{
τ1∫
0
[
(g01)
TΦ(τ1, t) + · · · + (g0l )TΦ(τl, t)
]
bN (uN (t), t)dt +
τ2∫
τ1
[
(g02)
TΦ(τ2, t) + · · ·
+(g0l )
TΦ(τl, t)
]
bN (uN (t), t)dt + · · ·+
τl∫
τl−1
(g0l )
TΦ(τl, t)bN (uN (t), t)dt + · · ·
+
τ1∫
0
[
(g01)
TΦ(τ1, t) + · · ·+ (g0l )TΦ(τl, t)
]
D(t)
t∫
0
Φ(t, s)bN−1(uN−1(t), t)dsdt
+
τ2∫
τ1
[
(g02)
TΦ(τ2, t) + · · ·+ (g0l )TΦ(τl, t)
]
D(t)
t∫
0
Φ(t, s)bN−1(uN−1(t), t)dsdt + · · ·
+
τl∫
τl−1
(g0l )
TΦ(τl, t)D(t)
t∫
0
Φ(t, s)bN−1(uN−1(t), t)dsdt + · · ·+
τ1∫
0
[
(g01)
TΦ(τ1, t) + · · ·
+(g0l )
TΦ(τl, t)
]
D(t)PN−1Qbu(1)(t)dt + · · ·+
τl∫
τl−1
(g0l )
TΦ(τl, t)D(t)PN−1Qbu(1)(t)dt
}
= min
u∈U(·)
{
ψT1 (t)bN (uN (t), t) + · · ·+ ψTN (t)b1(u1(t), t)
}
=
∑
k∈K
min
v∈U
ψTk (t)bN−k+1(v, t).
which yields (3.38) and the proof is complete.

The analysis just completed gives the optimal control solution in the standard maxi-
mum principle form which can be very difficult for numerical computations as required in
applications. Hence, in the remainder of the paper we proceed to develop new optimality
and sub-optimality conditions which are more suitable for numerical purposes. However,
as the first step we limit our attention to the stationary case.
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3.3 Stationary Differential Linear Repetitive Processes
In this Section, the process (3.1) is assumed to be stationary, and the pass constraints
(3.3) and the cost function (3.4) have a special form as detailed below. Also the solutions
here are, in effect, developed by extending the constructive methods approach developed
in [37] to the repetitive process setting.
The processes considered in this section are described in Rn by the following linear
matrix differential equation
dxk(t)
dt
= Axk(t) +Dxk−1(t) + buk(t), k ∈ K = {1, · · · , N}, t ∈ T = [0, t∗] (3.42)
with boundary conditions
xk(0) = αk, k ∈ K, x0(t) = f(t), t ∈ T, (3.43)
and a pass end, or terminal, constraint of the form
Hkxk(t
∗) = gk, k ∈ K, (3.44)
Here b, αk are specified n × 1 vectors and A,D,Hk, k ∈ K are constant matrices of
compatible dimensions. In addition, we assume that the matrix A has simple eigenvalues
λj, 1 ≤ i ≤ n, and that it is a stable matrix in the sense that Re λi < 0, 1 ≤ i ≤ n.
Definition 11. For every k ∈ K the piecewise continuous function uk : T → R is termed
an admissible control for pass k if it satisfies
|uk(t)| ≤ 1, t ∈ T. (3.45)
The optimization problem is to find the admissible controls u1(t), ..., uN (t) such that
the corresponding solution of the system (3.42)–(3.44) maximizes the following cost func-
tion
J(u) =
∑
k∈K
pTk xk(t
∗), (3.46)
where pk, k = 1, . . . , n are given n× 1 vectors.
3.3.1 Optimality conditions for supporting control functions.
First, note that the solution of the form (3.42)–(3.43) (with no terminal conditions of
(3.44)) can be written as follows
xk(t) =
k∑
j=1
Kj(t)αk+1−j +
t∫
0
Kk(t− τ)Df(τ)dτ +
k∑
j=1
t∫
0
Kj(t− τ)buk+1−j(τ)dτ (3.47)
where the Ki(t) are the solutions of the following n× n matrix differential equations
K˙1(t) = AK1(t), K˙i(t) = AKi(t) +DKi−1(t), i = 2, . . . , N, (3.48)
with initial conditions
K1(0) = E, Ki = 0, i = 2, . . . , N. (3.49)
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Also it is easy to show that these solutions have the following properties
Kj(t− σ) =
t∫
σ
Kj−k(t− τ)DKk(τ − σ)dτ, 0 ≤ σ < t ≤ t∗, k = 1, . . . , j − 1;
Kj(t− σ) =
j∑
s=1
Ks(t− τ)Kj+1−s(τ − σ) j = 2, . . . , N − 1, (3.50)
which will be used below.
Now using (3.47) we can rewrite the optimization problem in the following integral
form
max
u1,...,uN
J(u), J(u) =
N∑
j=1
t∗∫
0
cj(τ)uj(τ)dτ + γ (3.51)
subject to the terminal conditions (3.43) and the control constraints (3.45), which can also
be rewritten as

t∗∫
0
g11(τ)u1(τ)dτ = h1,
t∗∫
0
[
g21(τ)u1(τ) + g22(τ)u2(τ)
]
dτ = h2,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
t∗∫
0
[
gN1(τ)u1(τ) + . . .+ gNN (τ)uN (τ)
]
dτ = hN ,
(3.52)
and
|uk(τ)| ≤ 1, τ ∈ [0, t∗], k = 1, . . . , N,
where
γ =
N∑
k=1
k∑
j=1
pTkKj(t
∗)αk+1−j +
N∑
k=1
t∗∫
0
pTkKk(t
∗ − τ)Df(τ)dτ,
cj(τ) =
N∑
k=j
pTkKk+1−j(t
∗ − τ)b, j = 1, . . . , N, gkj(τ) = HkKk+1−j(t∗ − τ)b, j ≤ k,
hk = gk −
k∑
j=1
HkKj(t
∗)αk+1−j −
t∗∫
0
HkKk(t
∗ − τ)Df(τ)dτ k = 1, ..., N.
Also we require the following concepts.
Definition 12. For each fixed k, 1 ≤ k ≤ N, the instances 0 < τk1 < τk2 < · · · < τkm < t∗
are termed supporting and their collection τksup :=
{
τk1, . . . , τkm
}
is termed the support of
pass k for the problem (3.42)–(3.46) if the matrix Gksup := {gkk(τk1), . . . , gkk(τkm)} is
non-singular.
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Note also that from (3.48) we have that gkk(τ) = Hke
A(t∗−τ)b. Therefore the existence
of the support τksup is guaranteed by controllability of the pair {A, b}.
Definition 13. A pair
{
τksup, uk(t), k = 1, ..., N
}
consisting of a support τksup and admissi-
ble control functions uk(t), t ∈ T is termed a supporting control function for (3.42)–(3.46).
Remark 15. These last two definitions are motivated as follows.
Often an optimal control problem solution has the so-called bang-bang form, i.e. the
control function takes only boundary values in the admissible set U . If U = {−1 ≤ u ≤
+1} then u0(t) = ±1 (the ‘switch on/switch off’ regime). Also the switching times are
constructive elements in the design of the optimal controller. Hence, our goal is to apply
these key elements directly to the optimality conditions and hence we use the supporting
time instances and control.
Let
{
τksup, uk(t), k = 1, . . . , N
}
be a support control function and construct a sequence
of m×1 vectors {ν(k), k = 1, . . . , N} by solving following set of linear algebraic equations

(ν(N))TGNsup − c(N)sup = 0,
(ν(N−1))TGN−1sup + (ν
(N))TFN(N−1)sup − c
(N−1)
sup = 0,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(ν(1))TG1sup + (ν
(2))TF 21sup + · · ·+ (ν(N))TFN1sup − c(1)sup = 0
(3.53)
where the vectors c
(k)
sup and matrices F kjsup are given by
c(k)sup :=
(
ck(τk1), . . . , ck(τkm)
)T
, k = 1, . . . , N,
F kjsup :=
(
gkj(τj1), . . . , gkj(τjm)
)
, k > j, j = 1, . . . , N − 1.
Now define the so-called co-control function as
∆(t) = (∆1(t), . . . ,∆N (t))
T := νˆ ′Gˆ(t)− c(t),
where νˆ = (ν(1), . . . , ν(N))T , c(t) = (c1(t), . . . , cN (t))
T , and Gˆ(t) is an mN ×mN matrix
function of triangular form, whose rows are the m × 1 vector functions gij(t) of (3.52).
Note also that the special form of the matrix Gˆ(t) yields that the mN ×mN matrix
G˜sup :=
(
gkj(t), t ∈ τksup
j ≥ k, k = 1, ..., N
)
(3.54)
is nonsingular. Hence the mN × 1 vector ν = (ν(1), . . . , ν(N))T required in (3.53) is given
by ν = cTsupG˜
−1
sup.
Definition 14. We say that the support control function {τksup, uk(t), k = 1, . . . , N} is
non-degenerate for the problem (3.42)–(3.46) if
d∆k(τj)
dt
6= 0 ∀ τj ∈ τksup, k = 1, . . . , N.
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Remark 16. Here non-degeneracy means that in a small neighborhood of the support-
ing points the admissible control can be replaced by constant functions whose values are
less than those on the control constraint boundary and satisfy (3.52), i.e. the support
control function is non-singular if there exist numbers λ0 > 0, µ0 > 0, u
k
j (λ), j =
1, . . . ,m, k = 1, . . . , N such that the following equalities
k∑
j=1
m∑
i=1
uij(λ)
τij+λ∫
τij−λ
gkj(t)dt =
k∑
j=1
m∑
i=1
τij+λ∫
τij−λ
gkj(t)uj(t)dt,
|ukj | ≤ 1− µ0, j = 1, . . . ,m, k = 1, . . . , N. (3.55)
hold for all λ, 0 < λ < λ0 and k, 1 ≤ k ≤ N . Also (3.55) will be used below in the
proof of the optimality conditions.
Associate with each supporting time instance τkj a small sub-interval Tkj from T such
that the matrix Gkgen :=
{ ∫
Tkj
gkk(τ)dτ, j = 1, . . . ,m
}
is non-singular, and, without loss of
generality, we can also assume that τkj is one or other of the end points of Tkj and the
supporting control function uk(t) = u
k
j for t ∈ Tkj, j = 1, . . . , N are constant over the
segments Tkj.
Now we have the following result.
Theorem 14. A supporting control function {τksup, u0k(t), k = 1, . . . , N} is an optimal
solution of the problem (3.42)–(3.46) if the following conditions are fulfilled
∆k(t) ≥ 0 at uk(t) = −1; ∆k(t) ≤ 0 at uk(y) = +1 (3.56)
∆k(t) = 0 at − 1 < uk(t) < +1, k = 1, 2, . . . , N, t ∈ T.
Moreover, if this supporting control function is non-degenerate then the above condition is
necessary and sufficient, too.
Proof. Sufficiency. Let uk(t) 6= u0k(t), k = 1, . . . , N, be an admissible control and
xk(t) the corresponding trajectory of the system (3.42)–(3.43). Then standard transfor-
mations yield that the increment, ∆J(u) := J(u0) − J(u, ) of the cost function can be
expressed in the form
∆J(u) =
t∗∫
0
N∑
j=1
cj(t)
[
u0j (t)− uj(t)
]
dt = −
N∑
j=1
t∗∫
0
∆j(t)
[
u0j(t)− uj(t)
]
dt.
Hence, (3.56) yields that ∆J(u) ≥ 0 for any admissible control u, i.e. {τksup, u0k} is an
optimal supporting control function.
Necessity. Let {τksup, u0k(t), k = 1, . . . , N} be an optimal non-degenerate control but
∃ k∗, 1 ≤ k∗ ≤ N and ∃ t∗ ∈ T, such that the theorem is not valid. If we suppose
that t∗ ∈ [τk∗j − λ, τk∗j + λ] where λ > 0 is a small number, i.e. the instance t∗ lies
in an neighborhood of some supporting time instance τk∗j , then using the fact that the
supporting control is non-degenerate yields that there exists a control variation ∆u0k∗(t),
defined on the intervals [τk∗j − λ, τk∗j + λ], such that J(u0) > 0, which contradicts the
optimality of u0k(t). Therefore, we next suppose that t∗ 6∈ [τk∗j−λ, τk∗j+λ] ∀ j = 1, . . . ,m
for some small λ > 0.
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Next, without loss of generality, assume that ∆0k∗(t∗) > 0 and uk∗(t∗) > 0. Then by
continuity of ∆k∗(t) and piecewise-continuity of uk∗(t) there exists an neighborhood Tk∗(t∗)
of t∗, such that ∆k∗(t) > 0, uk∗(t) > −1 for t ∈ Tk∗(t∗). Now, we have to construct the
admissible control variation such that the corresponding increment of the cost function
satisfies ∆J(u) > 0, which is impossible for the optimal controls u0k(t).
Consider now the case of a small real number λ0 > 0 (we see below that the existence
of such number λ0 is guaranteed by the fact that the supporting control is non-degenerate)
and for all λ, 0 < λ < λ0 define the control variation ∆u(t) = (∆u1(t), ...,∆uN (t)), t ∈ T
as
∆uk(t) = 0, k < k∗, t ∈ T ;
∆uk∗(t) =


θ(−1− uk∗(t)), θ > 0, t ∈ Tk∗(t),
0, t ∈ T \
(
m⋃
j=1
[τk∗j − λ, τk∗j + λ] ∪ Tk∗(t)
)
.
Hence the control variations on the intervals [τk∗j−λ, τk∗j−λ], j = 1, . . . ,m can be chosen
as constant functions ∆uk∗(t) ≡ ∆ϑkj (λ). The control variations for the remaining passes
k > k∗ are defined as
∆uk(t) ≡ 0, k = k∗ + 1, . . . , N, t ∈ T \
m⋃
j=1
[τkj − λ, τkj + λ];
∆uk(t) ≡ ∆ϑkj (λ), t ∈ [τkj − λ, τkj + λ], j = 1, . . . ,m, k > k∗
where ∆ϑkj (λ) are unknown constants which are determined below.
Using (3.52), it follows that the conditions
t∗∫
0
k∑
s=1
gks(τ)∆us(τ)dτ = 0, k = 1, . . . , N, (3.57)
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hold for any admissible variation ∆u(t) and can be re-written in the form
φk∗(λ) :=
m∑
j=1
τk∗j+λ∫
τk∗j−λ
gk∗k∗(τ)ϑ
k∗
j (λ)dτ = −θ
∫
Tk∗(t∗)
gk∗k∗(τ)(−1 − uk∗(τ))dτ,
φk∗+1(λ) :=
m∑
j=1
τk∗+1j+λ∫
τk∗+1j−λ
gk∗+1k∗+1(τ)ϑ
k∗+1
j (λ)dτ
= −
m∑
j=1
τk∗j+λ∫
τk∗j−λ
gk∗+1k∗(τ)ϑ
k∗
j (λ)dτ − θ
∫
Tk∗(t∗)
gk∗+1k∗(τ)(−1− uk∗(τ))dτ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φN (λ) :=
m∑
j=1
τNj+λ∫
τNj−λ
gNN (τ)ϑ
N
j (λ)dτ = −
m∑
j=1
τk∗j+λ∫
τk∗j−λ
gNk∗(τ)ϑ
k∗
j (λ)dτ
−θ
∫
Tk∗ (t∗)
gNk∗(τ)(−1− uk∗(τ))dτ − · · · −
m∑
j=1
τN−1j+λ∫
τN−1j−λ
gNN−1(τ)ϑ
N−1
j (λ)dτ
(3.58)
Expanding the function φk∗(λ) of (3.58) in a Taylor series truncated at the second
order and setting ∆ϑk∗λ = ∆ϑ
k∗
1 (λ), . . . ,∆ϑ
k∗
m (λ) leads to
2λGk∗sup∆ϑ
k∗
λ +
λ3
3
{d2gk∗k∗(τk∗j)
dτ
,  = 1,m
}
∆ϑk∗λ + ok∗(λ
3) =
= −θ
∫
Tk∗(t∗)
gk∗k∗(τ)(−1− uk∗(τ))dτ.
where ok∗(λ
3) denotes terms of degree 3 and above which are neglected here. Hence the
required vector ∆ϑk∗λ can be represented as
∆ϑk∗λ =
1
λ
θuˆk∗ + θOk∗(λ), where uˆk∗ = −
1
2
Gk
−1
∗
sup
∫
Tk∗(t∗)
gk∗k∗(τ)(−1 − uk∗(τ))dτ.
(3.59)
and Ok∗(λ) denotes a residual first order term. Using (3.55) and (3.59), it follows that
for λ ∈ (0, λ0) there exists the real number θ = θ(λ), such that θ(λ) = µk∗λ ≤ 1, where
µk∗ > 0 does not dependent on λ, and the following inequalities
|uk∗j (λ) + ∆ϑk∗j (λ)| ≤ 1, j = 1, . . . ,m
hold. Here we have exploited the fact that the admissible controls are constants ukj (λ)
over the intervals T kj , containing the supporting points τkj. Hence, the function
u¯k∗(t) =


uk∗j (λ) + ∆ϑ
k∗
j (λ), t ∈ [τk∗j − λ, τk∗j + λ]
uk∗(t) + θ(λ)(−1− uk∗(t)), t ∈ Tk∗(t∗)
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is an admissible control function for θ(λ) = µk∗λ ≤ 1 and a sufficiently small µk∗ .
In order to find ∆ϑk∗+1λ and θ(λ), expand φk∗+1(λ) as a Taylor series to yield
m∑
j=1
τk∗j+λ∫
τk∗j−λ
gk∗+1k∗(τ)∆ϑ
k∗
j (λ)dτ = 2λ
∑
gk∗+1k∗(ξj)∆ϑ
k∗
j (λ) = 2λG˜
k∗+1
ξ ∆ϑ
k∗+1
λ
= 2λG˜k∗+1ξ
(
1
λ
µk∗λuˆk∗ + µk∗λOk∗(λ)
)
= 2G˜k∗+1ξ µk∗λuˆk∗ + µk∗ o˘k∗(λ
3) (3.60)
Here the matrix G˜k∗+1ξ is constructed from the rows
{
gk∗+1k∗(ξj), j = 1, . . . ,m
}
, where
ξj are points from the intervals
[
τk∗j − λ, τk∗j + λ
]
.
Next, set ∆ϑk∗+1λ =
(
∆ϑk∗+11 (λ), . . . ,∆ϑ
k∗+1
m (λ)
)
to obtain
2λGk∗+1sup ∆ϑ
k∗+1
λ +
λ3
3
{
d2gk∗+1k∗+1(τk∗j)
dτ
, j = 1, . . . ,m
}
∆ϑk∗+1λ + ok∗+1(λ
3)
= −µk∗λ
{
G˜k∗+1ξ uˆk∗ +
∫
Tk∗(t∗)
gk∗+1k∗+1(τ)(−1− uk∗(τ))dτ
}
+ µk∗ o˘k∗(λ
3). (3.61)
which means that the required vector ∆ϑk∗+1λ can be expressed as
∆ϑk∗+1λ =
1
λ
µk∗λuˆk∗+1 + µk∗λOk∗+1(λ),
uˆk∗+1 = −
1
2
(
Gk∗+1sup
)−1{
G˜k∗+1ξ uˆk∗ −
∫
Tk∗(t∗)
gk∗+1k∗+1(τ)(−1− uk∗(τ))dτ
}
.(3.62)
Now choose ∆ϑk∗+1λ such that the following inequalities hold
|uk∗+1j (λ) + ∆ϑk∗+1j (λ)| ≤ 1, j = 1, . . . ,m
and hence the values of µk∗ and λ0 can be decreased as required. Continuing this expansion
procedure for the remaining equations in (3.58), we obtain the desired admissible control
function in the form
u¯(t) = u0(t) + ∆u(t) =
{
u01(t) + ∆u1(t), . . . , u
0
N (t) + ∆uN (t)
}
, t ∈ T.
and note here that ∆uk(t) = 0 ∀ k < k∗.
Now calculate the increment of the cost function generated by the designed control
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function u¯(t) as
∆J(u) = J(u¯)− J(u0) =
N∑
k=1
t∗∫
0
∆k(t)∆uk(t)dt =
N∑
k=k∗
t∗∫
0
∆k(t)∆uk(t)dt
= − θ
∫
Tk∗ (t∗)
∆k∗(t)
(− 1− uk∗(t))dt−
−
m∑
j=1
τk∗j+λ∫
τk∗j−λ
∆k∗(t)
[
uk∗j (λ) +∆ϑ
k∗
j (λ)− uk∗j (t)
]
dt−
−
N∑
s=k∗+1
m∑
j=1
τsj+λ∫
τsj−λ
∆s(t)
[
usj(λ) + ∆ϑ
s
j(λ)− usj(t)
]
dt. (3.63)
Since ∆k(τkj) = 0, k = k∗, . . . , N, j = 1, . . . ,m, then again from the Taylor series
expansion in λ, we have the following estimate for the integral components
τsj+λ∫
τsj−λ
∆s(t)
[
usj(λ) + ∆ϑ
s
j(λ)− usj(t)
]
dt =
τsj∫
τsj
∆s(t)
[
usj(λ) + ∆ϑ
s
j(λ)− usj(t)
]
dt
+2λ∆s(τsj)
[
usj(λ) + ∆ϑ
s
j(λ)− usj(τsj)
]
(3.64)
+λ2
d∆s(τsj)
dt
[
usj(λ) + ∆ϑ
s
j(λ)− usj(τsj)
]
+ o1(λ
2) ∼= o(λ2).
Hence (3.63) and (3.64) yield
∆J(u) = −µk∗λ
∫
Tk∗(t∗)
∆k∗(t)
(− 1− uk∗(t))dt+ o(λ) > 0 (3.65)
for a sufficiently small λ > 0, which contradicts the optimality of control functions
u0k(t), k = 1, .., N.

The optimality conditions for the supporting control functions can also be expressed
in the maximum principle form. Let ψN (t) be the solution of the following differential
equations
dψN (t)
dt
= −ATψN (t), ψN (t∗) = pN −HTNνN , t ∈ T. (3.66)
which can be represented as
ψN (t) = K
T
1 (t
∗ − t)ψ(t∗), t ∈ T. (3.67)
Hence, the following equalities
ψTN (t)b =
(
pTN − (νN )THN
)
K1(t
∗ − t)b = pTNK1(t∗ − t)b
− (νN )THNK1(t∗ − t)b = cN (t)− (νN )T gNN (t) = −∆N (t), (3.68)
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hold. In order to verify the validity of the corresponding conditions for subsequent passes
we apply (3.50) for the differential equations (3.48). Let ψN−1(t), t ∈ T be a solution of
the differential equation
dψN−1(t)
dt
= −ATψN−1(t)−DTψN (t), ψN−1(t∗) = pN−1 −HTN−1νN−1, t ∈ T. (3.69)
Then ψTk (t)b =
= (pTN−1 − (νN−1)THN−1)K1(t∗ − t)b− (pTN − (νN )THN )
t∫
0
KT1 (t− τ)DTKT1 (t∗ − τ)bdτ
= pTN−1K1(t
∗ − t)b− (νN−1)THN−1K1(t∗ − t)b− (pTN − (νN )THN)K2(t∗ − t)b =
= cN−1(t)− (νN−1)T gN−1N−1(t)− (νN )T gNN−1(t) = −∆N−1(t). (3.70)
By analogy with the case considered in (3.69)–(3.70), we have
ψTk (t)b = −∆k(t), k = 2, . . . , N, (3.71)
where ψk(t), t ∈ T are the solutions of the following differential equations
dψk(t)
dt
= −ATψk(t)−DTψk+1(t), ψk(t∗) = pk −HTk νk, t ∈ T. (3.72)
For each k = 1, . . . , N introduce the associated Hamilton function as
Hk(xk−1, xk, ψk, uk) = ψ
T
k
(
Axk +Dxk−1 + buk
)
, t ∈ T. (3.73)
Then use (3.71) yields that the optimality conditions (3.56) can be re-formulated in the
maximum principle form as follows
Corollary 1. The admissible supporting control {τksup, u0k(t), k = 1, . . . , N} is optimal if
along the corresponding trajectories x0k(t), ψk(t) of (3.42)–(3.43) and (3.72) the Hamil-
tonian function takes the maximum value, i. e.
Hk(x
0
k−1(t), x
0
k(t), ψk, u
0
k(t)) = max
|v|≤1
Hk(x
0
k−1(t), x
0
k(t), ψk, v), t ∈ T (3.74)
for k = 1, ..., N . If the admissible supporting control is non-degenerate then this condition
is necessary and sufficient.
In the next section, the maximum principle for arbitrary admissible control functions
of the form of (3.42)–(3.46) is established using the sub-optimality conditions.
3.3.2 ǫ- optimality conditions.
Usually, in the design of numerical implementation of optimal control algorithms we ex-
ploit approximate solutions with corresponding error estimation. Hence it is necessary
to introduce the ‘sub-optimality’ concept, as it is often sufficient to stop the numerical
computations when a satisfactory accuracy level has been achieved.
Assume that {u0k(t), k ∈ K} is the optimal control for (3.42)–(3.46), and let J(u0)
denote the corresponding optimal cost function value.
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Definition 15. We say that the admissible control function {uǫk(t), k ∈ K} is ǫ- optimal, if
the corresponding solution {xǫk(t), t ∈ T, k ∈ K} of (3.42)–(3.44) satisfies J(u0)−J(uǫ) ≤
ǫ.
Now we proceed to calculate an estimate of a supporting control function {u0k, τksup, k ∈
K, t ∈ T}, i.e. a measure of non-optimality of the control. Note also that this estimate
can be partitioned into two principal parts: one of which evaluates the degree of non-
optimality of the chosen admissible control functions uk(t), and the second the error
produced by non-optimality of the support τksup. This partition is a major advantage in
the design of numerically applicable solution algorithms.
Introduce an estimate of optimality β = β(τsup, u) as the value of the maximum incre-
ment for the cost function of (3.42)–(3.46) calculated in the absence of the the principal
constraints (3.44), i.e. this estimate is given by the solution of the following relaxed
optimization problem
∆J(u)→ max
∆uk
, |uk(t) + ∆ku(t)| ≤ 1, t ∈ T, k = 1, . . . , N. (3.75)
It is easy to see that
β = β(τsup, u) =
N∑
k=1
∫
T+
k
∆k(t)(uk(t) + 1)dt +
N∑
k=1
∫
T−
k
∆k(t)(uk(t)− 1)dt, (3.76)
where
T+k =
{
t ∈ T : ∆k(t) > 0
}
, T+k =
{
t ∈ T : ∆k(t) > 0
}
.
and we have the following result.
Theorem 15. (ǫ-maximum principle) Given any ǫ ≥ 0, the admissible control {uk(t), t ∈
T, k ∈ K} is ǫ-optimal for (3.42)–(3.46) if, and only if, ∃ the support {τksup, k ∈ K}
such that along the solutions xk(t), ψk(t), t ∈ T, k ∈ K of (3.42)–(3.44) and (3.72) the
Hamiltonian attains its ǫ- maximum value, i.e.
Hk(x
0
k−1(t), x
0
k(t), ψk, u
0
k(t)) = max
|v|≤1
Hk(x
0
k−1(t), x
0
k(t), ψk, v)− ǫk(t), t ∈ T, (3.77)
where the functions ǫk(t), k ∈ K satisfy the following inequality
∑
k∈K
∫
T
ǫk(t)dt ≤ ǫ. (3.78)
Proof. Sufficiency. Assume that (3.77)–(3.78) hold for an admissible control
{uk(t), t ∈ T, k ∈ K}.
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Then by (3.71) the suboptimality estimate can be calculated as β = β(τsup, u) :
β(τsup, u) =
N∑
k=1
∫
T+
k
ψTk (t)b
(− uk(t)− 1)dt+ N∑
k=1
∫
T−
k
ψTk (t)b
(
1− uk(t)
)
dt
=
N∑
k=1
∫
T+
k
ψTk (t)
(
Axk(t) +Dxk−1(t)− b
)
dt−
N∑
k=1
∫
T+
k
ψTk (t)
(
Axk(t) +Dxk−1(t) + buk(t)
)
dt
=
N∑
k=1
∫
T−
k
ψTk (t)
(
Axk(t) +Dxk−1(t) + b
)
dt−
N∑
k=1
∫
T−
k
ψTk (t)
(
Axk(t) +Dxk−1(t)− buk(t)
)
dt
+
N∑
k=1
∫
T
[
max
|v|≤1
Hk
(
xk−1(t), xk(t), ψk(t), v
) −Hk(xk−1(t), xk(t), ψk(t), uk(t))]dt =
=
N∑
k=1
∫
T
ǫk(t)dt ≤ ǫ.
Since the sub-optimal estimate (3.75) has been calculated in the absence of constraints (3.44),
then it is obvious that the following inequalities hold
J(u0)− J(u) ≤ β(τsup, u) ≤ ǫ.
This proves the ǫ- optimality property of the admissible control
{
uk(t), t ∈ T, k ∈ K
}
.
Necessity. Let
{
uk(t), t ∈ T, k ∈ K
}
be an ǫ-optimal admissible control and let{
τksup, k ∈ K
}
be an arbitrary support. Then the sub-optimal estimate of the control
corresponding to the chosen support can be calculated as
β(τsup, u) =
N∑
k=1
∫
T
∆k(t)uk(t)dt +
N∑
k=1
∫
T+
k
∆k(t)dt−
N∑
k=1
∫
T−
k
∆k(t)dt. (3.79)
Now introduce the following dual optimization problem
I(y, v, w) =
∑
k∈K
[
hTk yk +
∫
T
vk(t)dt +
∫
T
wk(t)dt
]
−→ min
y,v,w
(3.80)
subject to
N∑
s=k
yTs gsk(t)− vk(t) + wk(t) = ck(t), vk(t) ≥ 0, wk(t) ≥ 0, t ∈ T, k ∈ K. (3.81)
Then it can be shown that (3.80)–(3.81) has an optimal solution if there exists an optimal
control for (3.42)–(3.46). Denote the chosen support by {τksup, k ∈ K} and then use (3.53)
to construct the vectors zk = {yk, vk, wk, k ∈ K} as
yk = νk; vk(t) = ∆k(t), wk(t) = 0 if ∆k(t) ≥ 0,
vk(t) = 0, wk(t) = ∆k(t) if ∆k(t) < 0, (3.82)
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where, by (3.56), these satisfy the constraint (3.81) of the dual problem.
Let
{
y0k, v
0
k(t), w
0
k(t), t ∈ T, k ∈ K
}
denote an optimal solution of (3.80)–(3.81). Then
(3.80) and (3.56) yield
β(τsup, u) =
N∑
k=1
N∑
s=k
∫
T
νTs (t)gsk(t)uk(t)dt −
N∑
k=1
∫
T
cTk (t)uk(t)dt
+
N∑
k=1
∫
T
vk(t)dt −
N∑
k=1
∫
T
wk(t)dt
=
[ N∑
k=1
(νk)T
k∑
s=1
∫
T
gks(t)us(t)dt +
N∑
k=1
∫
T
vk(t)dt −
N∑
k=1
∫
T
wk(t)dt
]
−
[ N∑
k=1
N∑
s=k
∫
T
(y0s)
T gsk(t)u
0
k(t)dt +
N∑
k=1
∫
T
v0k(t)dt −
N∑
k=1
∫
T
w0k(t)dt
]
+
N∑
k=1
∫
T
ck(t)u
0
k(t)dt −
N∑
k=1
∫
T
ck(t)uk(t)dt
=
[ N∑
k=1
(νk)Thk +
N∑
k=1
∫
T
(vk(t)− wk(t))dt
]
−
−
[ N∑
k=1
(y0k)
Thk +
N∑
k=1
∫
T
(v0k(t)− w0k(t))dt
]
+
N∑
k=1
∫
T
ck(t)u
0
k(t)dt −
N∑
k=1
∫
T
ck(t)uk(t)dt.
Finally, the sub-optimal estimate can be written in the form
β = β(τsup, u) = βsup + βu, (3.83)
where
βsup =
N∑
k=1
hTk (νk − y0k) +
N∑
k=1
∫
T
[
(vk(t)− v0k(t))− (wk(t)− w0k(t))
]
dt (3.84)
denotes the non-optimality measure of the chosen support {τksup, k ∈ K}, and
βu =
N∑
k=1
∫
T
ck(t)
(
uk(t)− u0k(t)
)
dt (3.85)
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denotes the non-optimality measure of the given control function {uk(t), t ∈ T, k ∈ K}.
Now choose the support τ0sup = {τ˜ksup, k ∈ K} such that the corresponding collection
z0k = {y0k, v0k, w0k, k ∈ K} of dual variables is an optimal solution of (3.80)–(3.81). First,
we show that the chosen support τ0sup = {τ˜ksup(ǫ), k ∈ K} is the one required for the
given ǫ- optimal control functions {uk(t), k ∈ K}. In particular, since βsup = 0 then
β = β(u, τ0sup) = βu ≤ ǫ. Next set
ǫk(t) = ∆k(t)(uk(t) + 1), t ∈ T+k ,
ǫk(t) = ∆k(t)(uk(t)− 1), t ∈ T−k ,
ǫk(t) = 0 if ∆k(t) = 0, t ∈ T.
and note from the definition of ∆k(t) that we have
ǫk(t) = −ψTk (t)b(uk(t) + 1) = ψTk (t)(Axk(t) +Dxk−1(t) + b(−1))
− ψTk (t)(Axk(t) +Dxk−1(t) + buk(t)) if ψk(t)b < 0;
ǫk(t) = ψ
T
k (t)(Axk(t) +Dxk−1(t) + b(+1))
− ψTk (t)(Axk(t) +Dxk−1(t) + buk(t)) if ψk(t)b > 0;
ǫk(t) = 0 if ψk(t)b = 0, t ∈ T, k ∈ K.
Use of the Hamiltonian (3.73) now enables these last expressions to be written in the form
ǫk(t) = max
|v|≤1
Hk
(
x0k−1(t), x
0
k(t), ψk, v
) −Hk(x0k−1(t), x0k(t), ψk, u0k(t)), t ∈ T, k ∈ K.
Adding these last expressions and noting that {uk(t)} is an suboptimal control, yields
N∑
k=1
∫
T
ǫk(t)dt =
N∑
k=1
∫
T+
k
∆k(t)(uk(t) + 1)dt
+
N∑
k=1
∫
T−
k
∆k(t)(uk(t)− 1)dt = β(u, τ0sup) = βu ≤ ǫ.
which completes the proof.

Note now that that maximum principle follows from the theorem above on setting
ǫ = 0.
Corollary 2. The admissible control {u0k(t), k ∈ K, t ∈ T} is optimal if, and only if, there
exists a support {τ0ksup, k ∈ K} such that the supporting control {u0k(t), τ0ksup, t ∈ T, k ∈ K}
satisfies the maximum conditions
max
|v|≤1
Hk
(
x0k−1(t), x
0
k(t), ψk, v
)
= Hk
(
x0k−1(t), x
0
k(t), ψk, u
0
k(t)
)
for all k ∈ K, t ∈ T, where ψk(t) are the corresponding solutions of (3.72).
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3.3.3 Differential properties of optimal solutions
An important aspect of the optimization theory is sensitivity analysis of optimal control
problems. Since, in practice, control problems are often subject to disturbances or per-
turbations of the system data. In mathematical terms, perturbations can be described by
some parameters in the initial data, boundary conditions, control and state constraints
and it is clearly important to know how a problem solution depends on these parameters.
The aim in this sub-section is to characterize the changes in the solutions developed here
due to ’small’ perturbations in the parameters, which should enable us to design a fast
and reliable real-time algorithms to correct the solutions for these effects. The major
advantage of the proposed constructive approach is that the sensitivity analysis and some
differential properties of the optimal controls under disturbances can be studied. There
are very critical when they are to be applied to control synthesis problems.
Suppose that disturbances influence the initial data for (3.42)–(3.43). In particular,
consider the parametric system (3.42)–(3.44) on the interval Ts = [s, t
∗] with the initial
data xk(s) = zk, k ∈ K where any state parameter zk belongs to some neighborhood
Gk ⊂ Rn of the point xk = αk and the initial time parameter s belongs to the neighborhood
G0 of the instant t = 0. We also assume that the following regularity condition holds:
for the given disturbance domain Gk, k ∈ K ∪ {0}, the structure of the optimal control
functions for the non-disturbed data is preserved, i. e. the number of switching instances
together with their order are constant.
Using Theorem 14, the optimal controls {u0k(t, s, z), k ∈ K} are determined by the
supporting time instances τkj = τkj(s, z), k ∈ K, j = 1, . . . ,m which are dependent on
the disturbances (s, zk), s ∈ G0, zk ∈ Gk, k ∈ K. The aim of this section is to study the
differential properties of the functions τkj = τkj(s, z), k ∈ K, j = 1, . . . ,m. For ease of
notation we set τ ≡ τ(s, z) = {τkj(s, z), k ∈ K, j = 1, . . . ,m}, z = {zk, k ∈ K} in what
follows.
Theorem 16. If (3.42)–(3.44) is regular then for any k ∈ K and j = 1, ...,m, the func-
tions τkj = τkj(s, z) are differentiable in the domain G0 ×Gk ⊂ R× Rn.
Proof. For each fixed parameters (s, zk), s ∈ G0, zk ∈ Gk, k ∈ K we have the
optimization problem of the type (3.42)–(3.46) where the initial data in (3.43) are
xk(0) = zk, k ∈ K, x0(t) = f(t), t ∈ Ts , [s, t∗].
Using (3.51)–(3.52) and Theorem 14 it follows immediately that the switching instances
τkj = τkj(s, z), k ∈ K, j = 1, . . . ,m of the optimal bang-bang control {u0k(t, s, z), k ∈ K}
for the disturbed problem (3.42)–(3.46), are the solutions of the following optimization
problem
max
τkj
∑
k∈K
Rk(s, z)
m+1∑
j=1
(−1)j
τkj∫
τkj−1
ck(t)dt (3.86)
subject to
∑
l∈K
Rl(s, z)
m+1∑
j=1
(−1)j
τlj∫
τlj−1
gkl(t)dt = hk(s, z), k ∈ K (3.87)
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Here the constant Rk(s, z) = ±1 denotes the value (u = +1 or u = −1) of the optimal
control on pass k over the first control interval t ∈ [s, τk1], and
hk(s, z) = gk −
k∑
j=1
HkKj(t
∗)zk+1−j −
t∗∫
s
HkKk(t
∗ − t)Df(t)dt. (3.88)
It is obvious that the switching instances τkj = τkj(s, z) satisfy the following inequalities
τk0 < τk1 < τk2 < · · · < τkm < τkm+1, τk0 = s, τkm+1 = t∗,
Since {u0k, τ0sup, k ∈ K} is optimal supporting control for the non-disturbed problem
(3.42)–(3.44) then the optimization problem (3.86)–(3.87) has the optimal solution τ0kj, k ∈
K, j = 1, . . . ,m} at s = 0, zk = αk, k ∈ k, j = 1, . . . ,m. Hence there exist Lagrange
multipliers λ0k ∈ Rm, k ∈ K which are not simultaneously equal to zero and such that the
collection {λ0k, τ0kj} is a stationary point for the following Lagrange function associated
with the optimization problem (3.86)–(3.87)
L(λ, τsup) =
∑
k∈K
Rk(s, z)
m+1∑
j=1
(−1)j
τkj∫
τkj−1
ck(t)dt
+
∑
k∈K
λk
[∑
l∈K
Rl(s, z)
m+1∑
j=1
(−1)j
τlj∫
τlj−1
gkl(t)dt − hk(s, z)
]
. (3.89)
The well known stationary conditions for the Lagrange function L lead to the following
equalities
2Rk(s, z)
[
ck(τkj) +
N∑
l=k
λlglk(τkj)
]
= 0, j = 1, . . . ,m, k ∈ K (3.90)
k∑
l=1
Rl(s, z)
m+1∑
j=1
(−1)j
τlj∫
τlj−1
gkl(t)dt − hk(s, z) = 0, k ∈ K (3.91)
with respect to the unknown λk and τk(s, z), k ∈ K, j = 1, . . . ,m. The Jacobian matrix
D of the mapping (3.90) with respect to variables (λ, τsup) calculated at s = 0 and zk = αk
can be written in the form
D =
∏
k∈K
2Rk(0, α)
(
Gˆsup F
0 Gˆsup
)
(3.92)
where the matrix Gˆsup is defined as follows
Gˆsup =
(
gkj(t), t ∈ τksup
j ≥ k, k = 1, . . . , N
)
(3.93)
and the matrix F is formed from the derivatives of the functions ck(t), gkl(t) taken at the
corresponding points. By the definition of the supporting time instances we have that
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detD 6= 0 and by implicit function theorem there exists a neighborhood of the point
(0, αk, k ∈ K) where (3.90) has a unique solution λ = λ(s, z), τkj = τkj(s, z) where
these functions are also differentiable. This completes the proof.

The above differential properties of the optimal controls can be used for sensitivity
analysis and the solution of the synthesis problem for the repetitive processes considered
here. In particular, the supporting control approach can be applied [39] to produce the dif-
ferential equations for the switching time functions τ(s, z) necessary to design the optimal
controllers. It can be shown that they satisfy the following differential equations
G
∂τ
∂s
+Q =
∂h
∂s
, P
∂τ
∂z
=
∂h
∂z
(3.94)
where h(s, z) = (h1(s, z), . . . , hm(s, z)) is anmN×1-vector given by (3.88) and the matrices
G,Q,P are defined by those defining the process dynamics and information associated with
the non-disturbed optimal solution. For example
G = −
(
g11(s)sgn∆˙1(τ11), g21(s)sgn∆˙1(τ11) + g22(s)sgn∆˙2(τ21), . . . ,
N∑
j=1
gNj(s)sgn∆˙j(τj1)
)T
where the functions ∆j(t), j = 1, . . . , N are designed using the switching moments
of the basic optimal control function. Note, that the analogous differential equations
can be established for the optimal values of the cost function treated as the function
J(s, z) ≡ J(u0(τ(s, z)).
Remark 17. The equations (3.94) are (sometimes) termed Pfaff differential equations and
model an essentially distinct class of continuous nD systems. The main characteristic fea-
ture of this model is that it is overdetermined (in the sense that the number of equations
exceeds the unknown functions). It can also be shown that the non-degenerate assumption
on the supporting control functions leads to the validity of the so-called Frobenious con-
ditions that guarantee the existence and uniqueness of solutions of the Pfaff differential
equations [35].
3.3.4 Example
In order to demonstrate the advantages of the supporting control function approach, we
now give the following example.
Consider the following optimal control problem for the repetitive process with N = 2
passes, where the superscript (·) is used to denote a particular entry in the state vector
xk(t) =
(
x
(1)
k , x
(2)
k (t)
)
on the pass k:
max
u1,u2
J(u), J(u) := x
(2)
1 (1) + x
(2)
2 (1) (3.95)
for the system
dx
(1)
1 (t)
dt
=x
(2)
1 (t),
dx
(1)
2 (t)
dt
= x
(2)
2 (t), t ∈ [s, 1]
dx
(2)
1 (t)
dt
=u1(t),
dx
(2)
2 (t)
dt
= x
(1)
1 (t) + u2(t),
(3.96)
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with boundary conditions of the form
x
(1)
1 (s) = ξ
(1)
1 , x
(2)
1 (s) = ξ
(2)
1 , x
(1)
2 (s) = ξ
(1)
2 , x
(2)
2 (s) = ξ
(2)
2
(3.97)
subject to
x
(1)
1 (1) = 1/8, x
(1)
2 (1) = 1/384, |u1(t)| ≤ 1, |u2(t)| ≤ 1, (3.98)
We assume that the parameters s, ξ
(1)
1 , ξ
(2)
1 , ξ
(1)
2 , ξ
(2)
2 satisfy the regularity conditions
formulated in the section above.
The dynamic here can be written as a stationary differential linear repetitive process
of the form[
x˙
(1)
k+1(t)
x˙
(2)
k+1(t)
]
=
[
0 1
0 0
][
x
(1)
k+1(t)
x
(2)
k+1(t)
]
+
[
0 0
1 0
][
x
(1)
k (t)
x
(2)
k (t)
]
+
[
0
1
]
uk+1(t), k = 0, 1.
(3.99)
Without loss of generality we set x0(t) = 0, t ∈ [s, 1].
To apply the results developed here to this example we first rewrite (3.95)–(3.98) in
the following integral form:
max
u1,u2
{
ξ
(1)
2 + ξ
(2)
2 +(1−s)ξ(1)1 +
(1− s)2
2
ξ
(2)
2 +
1∫
s
(1− t)2 + 2
2
u1(t)dt+
1∫
s
u2(t)dt
}
(3.100)
subject to
1∫
s
(1− t)u1(t)dt = 1
8
− ξ(1)1 + (1− s)ξ(2)1 ,
1∫
s
[
(1− t)3
6
u1(t) + (1− t)u2(t)
]
dt =
=
1
384
− ξ(1)2 − (1− s)ξ(2)2 −
(1− s)2
2
ξ
(1)
1 −
(1− s)3
6
ξ
(2)
1 .
(3.101)
Hence
g11(t) = 1− t, g21(t) = (1− t)
3
6
, g22(t) = 1− t, (3.102)
c1(t) =
(1− t)2 + 2
2
, c2(t) = 1 (3.103)
and the multipliers required to design the co-control function ∆i(t), i = 1, 2 can, noting
(3.53), be written as
ν(2)g22(τ2sup)− c2(τ2sup) = 0,
ν(1)g11(τ1sup) + ν
(2)g21(τ1sup)− c1(τ1sup) = 0
(3.104)
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Then
∆1(t) =(1− t)
[
1
1− τ1sup +
1− τ1sup
2
− (1− τ1sup)
2
6(1− τ2sup)
]
+
(1− t)3
6(1− τ2sup) −
(1− t)2
2
− 1,
∆2(t) =
1− t
1− τ2sup − 1
(3.105)
Now the problem is to find the basic optimal trajectory when all variables in (3.97) are
zero, i.e.
s = 0, x
(1)
1 (0) = 0, x
(2)
1 (0) = 0, x
(1)
2 (0) = 0, x
(2)
2 (0) = 0. (3.106)
Take the supporting instances as
τ1sup = 1−
√
5
8
, τ2sup = 1−
√
131
256
. (3.107)
Then it follows immediately from Theorem 14 that the optimal control functions for (3.95)–
(3.98) with the initial data (3.106) are given by
u01(t) =

−1, 0 ≤ t < 1−
√
5
8 ,
+1, 1−
√
5
8 ≤ t ≤ 1
, u02(t) =

−1, 0 ≤ t < 1−
√
131
256 ,
+1, 1−
√
131
256 ≤ t ≤ 1
(3.108)
and (3.94) gives the switching functions τ1 ≡ τ1(ξ(1)1 , ξ(2)1 , s), τ2 ≡ τ2(ξ(1)1 , ξ(1)2 , ξ(2)1 , ξ(2)2 , s)
have to satisfy the following differential equations
−2∂τ2
∂s
(1− τ2)−2(1− τ1)
3
6
∂τ1
∂s
=
(1− s)2
2
ξ
(2)
1 + (1− s)ξ(1)1 + ξ(2)2 −
(1− s)3
6
− (1− s),
−2 ∂τ2
∂ξ
(1)
1
(1− τ2)−(1− τ1)
3
3
∂τ1
∂ξ
(1)
1
= −(1− s)
2
2
,
−2 ∂τ2
∂ξ
(2)
1
(1− τ2)−(1− τ1)
3
3
∂τ1
∂ξ
(2)
1
= −(1− s)
3
6
,
−2 ∂τ2
∂ξ
(1)
2
(1− τ2) =− 1, −2 ∂τ2
∂ξ
(2)
2
(1− τ2) = −(1− s),
(3.109)
with initial conditions
τ1(0, 0, 0) = 1−
√
5
8
, τ2(0, 0, 0, 0, 0) = 1−
√
131
162
(3.110)
The solutions of this differential system are
τ1(z
(1)
1 , ξ
(2)
1 , s) = 1−
√
SR1(ξ
(1)
1 , ξ
(2)
1 , s)
τ (2)(ξ
(1)
1 , ξ
(1)
2 , ξ
(2)
1 , ξ
(2)
2 , s) = 1−
√
SR2(ξ
(1)
1 , ξ
(1)
2 , ξ
(2)
1 , ξ
(2)
2 , s)
(3.111)
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where
SR1(ξ
(1)
1 , ξ
(2)
1 , s) =
5
8
+ (s − 1)ξ(2)1 − ξ(1)1 − s+ s2/2,
SR2(ξ
(1)
1 , ξ
(1)
2 , ξ
(2)
1 , ξ
(2)
2 , s) =
131
256
+
2s4 − 8s3 + 59s2 − 102s
96
+
−20s2 + 40s − 19
48
ξ
(1)
1 −
1
12
ξ
(1)2
1 +
4s3 − 12s2 + 11s − 3
48
ξ
(2)
1 +
−s2 + 2s− 1
12
ξ
(2)2
1 +
+
sξ
(1)
1 ξ
(2)
1
6
− ξ
(1)
1 ξ
(2)
1
6
− ξ(2)1 + (s− 1)ξ(2)2
(3.112)
It easy to see that the solution of the differential equations describing the process dynamics
with both u1 and u2 constant are
x
(1)
1 (t) =u1
t2
2
+ tC1 + C2,
x
(2)
1 (t) =u1t+ C1
x
(1)
2 (t) =u1
t4
24
+ C1
t3
6
+ C2
t2
2
+ u2
t2
2
+ tC3 + C4,
x
(2)
2 (t) =u1
t3
6
+ C1
t2
2
+ tC2 + tu2 + C3.
(3.113)
where the coefficients Ci depend on the parameters ξ
(1)
1 , ξ
(1)
2 , ξ
(2)
1 , ξ
(2)
2 , s.
The formulas (3.113) can be used to have for synthesis optimal control schemes. At the
simplest case, we consider now such a disturbance set Ω that the optimal control structure
is preserved for the case of zero initial conditions, i.e. u1 = −1 for t ≤ τ1(ξ(1)1 , ξ(2)1 , s),
u02 = −1, for t ≤ τ2(ξ(1)1 , ξ(1)2 , ξ(2)1 , ξ(2)2 , s) and the inequality
τ1(ξ
(1)
1 , ξ
(2)
1 , s) < τ2(ξ
(1)
1 , ξ
(1)
2 , ξ
(2)
1 , ξ
(2)
2 , s)
holds. Using (3.111) we have in this case that the domain Ω is described by
0 ≤ τ1(ξ(1)1 , ξ(2)1 , s) < τ2(ξ(1)1 , ξ(1)2 , ξ(2)1 , ξ(2)2 , s) ≤ 1
SR1(ξ
(1)
1 , ξ
(2)
1 , s) ≥ 0, SR2(ξ(1)1 , ξ(1)2 , ξ(2)1 , ξ(2)2 , s) ≥ 0
Drawing the graphic imaging of the disturbance domain Ω and the switching manifolds
for optimal synthesis in this case would be an extremely important for highlighting results
already presented. However, making this for the both passes k = 1 and k = 2 is very
difficult problem and still ia not available. However some important insights can be also
obtained when having the appropriate imaging for the single pass dynamics. Hence, in
remainder of this chapter we present the result for the single pass case i.e. N = 1, where
to simplify notations the superscript (·) that is used above to denote a particular element
in the state vector is omitted.
Synthesis of the optimal control can be realized using the switching instance function
τ = τ(ξ1, ξ2, s), which in accordance with (3.111) has the following form
τ(ξ1, ξ2, s) = 1−
√
5/8 + (s− 1)ξ2 − ξ1 − s+ s2/2
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Without loss of generality, assume s = 0 and then the optimal switching function is
τ(ξ1, ξ2, 0) = 1−
√
5/8 − ξ1 − ξ2.
Figures 3.2 and 3.3 illustrate the form of the optimal synthesis solution below.
Figure 3.2: Optimal syntethis control
Figure 3.2 shows the state space variables together with additional variable t. The
optimal trajectories (3.96) for the pass k = 1 corresponding to the bang-bang control
law lie on the parabolic cylinders (Z1) : x
(1) = −12(x(2))2 + C1 + C2 and (Z2) : x(1) =
+12(x
(2))2 + C˜1 + C˜2 where the constants Ci, C˜i, i = 1, 2 are determined by the initial
data x(1)(0) = ξ1, x
(2)(0) = ξ2. These cylinders correspond to the solutions of differential
equations (3.96) (for k = 1) with u ≡ −1 or u ≡ +1, respectively. It can also be shown
that the admissible initial domain for which the problem can be solved is determined by
the inequalities: −38 ≤ ξ1 + ξ2 ≤ 58 . The switching manifold Zh is described in parametric
form by 

x(1) = −
(
1−
√
5/8−ξ2−ξ1
)2
2 + ξ2
(
1−√5/8 − ξ2 − ξ1)+ ξ1,
x(2) = −1 +√5/8− ξ2 − ξ1 + ξ2,
T = 1−√5/8− ξ2 − ξ1,
−38 ≤ ξ1 + ξ2 ≤ 58
Finally, each optimal trajectory consists of two parts — first it evolves along the vertical
parabolic cylinder Z1 until τ = 1−
√
5/8 − ξ2 − ξ1 when it meets the switching manifold
Zh, and then immediately is switched to continue along the second vertical cylinder Z2
to meet the target plane x(1) = 1/8. Figure 3.2 also shows the optimal trajectory in the
space R3 for zero initial data, and Figure 3.3 shows the projection of this trajectory onto
the x(1), x(2) plane.
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Figure 3.3: Projection on the 0x1x2 plane
Example 2
Now we give an admittedly rather simple example where the advantages of the supporting
control function approach is demonstrated for the solution the so-called synthesis problem
of optimal control system.
For simplicity we will considered the following optimal control problem: maximize the
terminal cost functional
max
|u|≤1
J(u), J(u) := x2(1) (3.114)
over the control system
dx1(t)
dt = x2,
dx2(t)
dt = u(t), (3.115)
x1(s) = z1, x2(s) = z2, t ∈ [s, 1], x1(t), x2(t) ∈ R
subject to the following constraints on control and state variables
|u(t)| ≤ 1, x1(1) = 1/8, (3.116)
Consider the disturbances of the initial state (s, z1, z2) in some neighborhood of the point
(s = 0, z1 = 0, z2 = 0). It is easy to verify that for the case s = 0 and x1(0) = 0, x2(0) = 0
the optimal control for (3.114)–(3.116) is given by
u0(t) = −1 for 0 ≤ t ≤ 1−
√
5
8
;
u0(t) = +1 for 1−
√
5
8
< t ≤ 1.
Synthesis of the optimal control can be realized using the switching instance function
τ = τ(z1, z2, s), which has to satisfy the following differential equations
∂τ
∂z1
=
1
2(1 − τ) ;
∂τ
∂z2
=
1− s
2(1 − τ) ;
∂τ
∂s
=
1− s− z2
2(1− τ) (3.117)
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with the initial condition
τ(0, 0, 0) = 1−
√
5
8
,
which is a particular case of (3.114). The solution of the Pfaff differential system (3.117)
is given by
τ(z1, z2, s) = 1−
√
5
8
+ (s− 1)z2 − z1 − s+ s
2
2
The obtained formula for the switching instance function τ = τ(z1, z2, s) allows us to
find the optimal control law for any disturbances of the initial data in admissible con-
trol domain. The general formula for optimal control function in (3.114)–(3.116) with
disturbances is written as
uo(t, s, z1, z2) =
{ −1, t ∈ [s, τ(z1, z2, s)];
+1, t ∈ [τ(z1, z2, s), 1].
The obtained analytic form of the optimal control law gives a good ability to realize the
regular synthesis on the phase plane. Let, for example s = 0, then the optimal switching
function is
τ(z1, z2, 0) = 1−
√
5
8
− z1 − z2.
The required synthesis picture is illustrated by the figures below.
Figure 3.4: Switching curve is parabolic curve
First note that the admissible initial data domain for which the problem can be solved
in the case s = 0 is determined by the inequalities: Ω : −38 ≤ z1 + z2 ≤ 58 . In general, the
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switching curve Zc for regular synthesis is described in parametric form as

x1 = −
(
1−
q
5
8
−z2−z1
)2
2 + z2
(
1−
√
5
8 − z2 − z1
)
+z1; x2 = −1 +
√
5
8 − z2 − z1 + z2,
τ = 1−
√
5
8 − z2 − z1, −38 ≤ z1 + z2 ≤ 58
The given parametric description can be transformed to the typical regular synthesis
pictures.
For example, let the disturbances are realized along the line of the form Υ1 : z2 =
β,−∞ ≤ β ≤ +∞ such that they belong to the admissible control region Ω. Then each
optimal trajectory consists of two parts: first it evolves with u = −1 along the parabola
Z1 : x1 = −12(x2)2 + C1 + C2 until τ = 1 −
√
5
8 − z2 − z1 when it meets the switching
curve Zc(Υ1) : x1 = −32(x2)2− 2x2(1−β)+β− 38 , and then immediately it is switched to
u = +1 to continue along the second parabola Z2 : x1 = +
1
2(x2)
2 + C˜1 + C˜2 to meet the
target line x1 =
1
8 . Here the constants Ci, C˜i, i = 1, 2 are determined by the initial data
x1(0) = z1, x2(0) = z2. These parabolas correspond to the solutions of the differential
equations (3.115) with u ≡ −1 or u ≡ +1, respectively. Fig. 3.4 corresponds the case
β = 0.
If the disturbances are active only along the line Υ2 : z1 + z2 = α, then the switching
curve is the line Zc(Υ2) : x1 = −
√
5/8− αx2 + α2 − 316 . Then each optimal trajectory
consists of two parts: first it evolves with u = −1 along the corresponding parabola until
τ = 1−
√
5
8 − α when it meets the switching line L1,and then it immediately is switched
to the control law u = +1 to continue along the second parabola to meet the target line
x1 =
1
8 . Fig. 3.5 illustrates the case α = 0.
Figure 3.5: Switching curve is line
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Remark 18. In general, we may initially prescribe the possible disturbances curve Υ, and
then it is easy to determine the required switching curve Zc(Υ). This provides a convenient
tool to construct the corresponding automation devices.
3.4 Conclusions
In this paper the supporting control functions approach has been applied to study the
optimal control problems for differential linear repetitive processes. The main contribu-
tion is the development of constructive necessary and sufficient optimality conditions in
forms which can be effectively used for the design of numerical algorithms. The iterative
method developed in this work is based on the principle of decrease of the suboptimality es-
timate, i. e. the iteration {τksup, uk(t), k = 1, . . . , N} → {τˆksup, uˆk(t), k = 1, ..., N}
is performed in such a way as to achieve β(τˆsup, uˆ) < β(τsup, u). Also this procedure
can be separated into two stages: 1) transformation of the admissible control functions
{uk(t), k = 1, ..., N} → {uˆk(t), k = 1, ..., N} which decreases the non-optimality mea-
sure of the admissible controls β(uˆ) < β(u); and 2) variation of the support {τksup, k =
1, ..., N} → {τˆksup, , k = 1, ..., N} to again decrease the non-optimality measure of the
support, i. e. β(τˆsup) < β(τsup). These transformations involve, in effect, the duality the-
ory for the problems defined in this work by (3.42)–(3.46) and (3.80)–(3.81) and exploit
the ǫ-optimality conditions also developed in this work. These results are first in this
general area and work is currently proceeding in a number of follow up areas. One such
area is sensitivity analysis of optimal control in the presence of disturbances where in the
case of the ordinary linear control systems some work on this topic can be found in, for
example, [52].
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4
Delay System Approach to Linear
Differential Repetitive Processes
It is already known that repetitive processes can be represented in various dynamical
system forms, which can, where appropriate, be used to great effect in the control related
analysis of these processes. In this chapter, we investigate further the already known
links between some classes of linear repetitive processes and delay systems and apply this
to analyze control theory problems arising in controllability and optimal control of these
repetitive processes. In particular, so-called characteristic mappings introduced in [37] are
used to establish controllability properties criteria. Next, time optimal control problems
are considered, where it is well known that the separation theorem for convex sets is a
useful approach for studying a wide class of extremal problems. Here we adopt this method
to establish optimality conditions in the classic form.
It has been conjectured that such a setting is appropriate for development the numerical
methods for optimal control problems and related studies on for which very little work
has been reported to date. The results developed here provide (part of) the theoretical
background for further work aimed at the efficient computation of optimal controllers for
these processes. Some areas for further research are also briefly discussed.
4.1 Background and Problem statement
The differential linear repetitive processes [66] are defined over 0 ≤ t ≤ αˆ, k ≥ 0, by the
state space model
x˙k+1(t) =Aˆxk+1(t) + Bˆuk+1(t) + Bˆ0yk(t)
yk+1(t) =Cˆxk+1(t) + Dˆuk+1(t) + Dˆ0yk(t)
(4.1)
Here on pass k, xk(t) is the n×1 state vector, yk(t) is them×1 pass profile vector, and uk(t)
is the r×1 vector of control inputs. To complete the process description, it is necessary to
specify the boundary conditions, i. e. the state initial vector on each pass and the initial
pass profile. Here no loss of generality arises from assuming xk+1(0) = dk+1, k ≥ 0, and
y0(t) = gˆ(t), where dk+1 is an n× 1 vector of known constant entries and gˆ(t) is an m× 1
vector whose entries are known functions of t over 0 ≤ t ≤ αˆ.
As mentioned before, the repetitive processes posses many other equivalent represen-
tations which can be better suitable to the analysis of particular problems as, for example,
1D equivalent models enables much simple characterization of the so-called pass control-
lability or observability [37, 41]. Revisit now a few such examples.
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1) Singularly perturbed model with slow and fast modes
x˙k+1(t) =Aˆxk+1(t) + Bˆuk+1(t) + Bˆ0yk(t)
µy˙k+1(t) =Cˆ0yk+1(t) + Cˆxk+1(t) + Dˆuk+1(t) + Dˆ0yk(t), 0 ≤ t ≤ αˆ, k ≥ 0.
(4.2)
Hence, the standard repetitive process is a limit case of that of (4.2) for µ = 0, detCˆ0 6= 0.
This approach is subject of ongoing work and the results will be reported in due course.
2) the Volterra type equation (with respect to the variable k )
x˙k+1(t) =
k∑
i−0
[
Aixk+1−i(t) +Biuk+1−i(t)
]
+Dkg(t), xk+1(0) = dk+1, k ≥ 0 (4.3)
where
A0 = Aˆ, Ai = Bˆ0Dˆ
i−1
0 Cˆ, B0 = Bˆ, Bi = Bˆ0Dˆ
i−1
0 Dˆ, Di = Bˆ0Dˆ
i−1
0 , i ≥ 1
Discrete Volterra equations and their applications to the discrete repetitive models are
given in [14]. The Volterra approach can be also effectively used for the differential case
that is no subject of this paper.
To obtain another representation of processes described by (4.1) which is the subject
of this paper (for the case 1 ≤ k ≤ N where N is a fixed positive integer), introduce the
new variables x : [0, αˆN ]→ Rn, y : [0, αˆN ]→ Rm, u[0, αˆN ]→ Rr, where
x(t) =


x1(t), 0 < t < αˆ
x2(t− αˆ), αˆ < t < 2αˆ,
. . . . . . . . . . . . . . .
xN (t− αˆ(N − 1)), αˆ(N − 1) < t < αˆN
y(t) =


y1(t), 0 < t < αˆ
y2(t− αˆ), αˆ < t < 2αˆ,
. . . . . . . . . . . . . . .
yN(t− αˆ(N − 1)), αˆ(N − 1) < t < αˆN
,
u(t) =


u1(t), 0 < t < αˆ
u2(t− αˆ), αˆ < t < 2αˆ,
. . . . . . . . . . . . . . .
uN (t− αˆ(N − 1)), αˆ(N − 1) < t < αˆN
Then, (4.1) can be rewritten in the form of the following delay system[
d
dt 0
0 Im
] [
x(t)
y(t)
]
=
[
Aˆ 0
Cˆ 0
] [
x(t)
y(t)
]
+
[
0 Bˆ0
0 Dˆ0
] [
x(t− αˆ)
y(t− αˆ)
]
+
[
Bˆ 0
0 Dˆ
] [
u(t)
u(t)
]
(4.4)
with initial condition [
x(t)
y(t)
]
=
[
0
gˆ(t)
]
, t ∈ [−αˆ, 0]. (4.5)
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Here, Im denotes the identity matrix in R
m. In order to complete the correspondence
between the delay system (4.4) and the repetitive process (4.1) we require additional con-
straints at t = αˆk, k = 1, . . . N − 1, which demand that the solution x(t) is discontinuous
and has ”jumps/pushes”. This leads to the so-called nonlocal conditions of the form
x(kαˆ+ 0) = dk, k ∈ K, (4.6)
where x(kαˆ + 0) denotes x(t) as t→ kαˆ from the right. We also assume that the control
functions u(t) and pass profile vectors y(t) are continuous from the right hand side at
t = αˆk, k = 1, . . . , N − 1.
It is straightforward to see that this last representation is a special singular case of[
d
dt 0
0 Im
] [
x(t)
y(t)
]
=
[
A11 A12
A21 A22
] [
x(t)
y(t)
]
+
[
D11 D12
D21 D22
] [
x(t− αˆ)
y(t− αˆ)
]
+
+
[
B 0
0 D
] [
u(t)
u(t)
]
(4.7)
which is equivalent to
x˙(t) =A11x(t) +A12y(t) +D11x(t− αˆ) +D12y(t− αˆ) +Bu(t)
y(t) =A21x(t) +A22y(t) +D21x(t− αˆ) +D22y(t− αˆ) +Du(t)
(4.8)
Finally, if the matrix (Im−A22) is nonsingular, then the second equation can be re-arranged
to the form
x˙(t) =A11x(t) +A12y(t) +D11x(t− αˆ) +D12y(t− αˆ) +Bu(t)
y(t) =A˜21x(t) + D˜21x(t− α˜) + D˜22y(t− α˜) + D˜u(t)
(4.9)
where H˜ = (Im −A22)−1H for H belonging to the set H , {A21, D21, D22, D}.
If a linear repetitive process of the form of (4.1) contains time delays such that the
resulting process model has the following form over 0 ≤ t ≤ αˆ, 1 ≤ k ≤ N,
x˙k+1(t) =Aˆxk+1(t) + Aˆ−1xk+1(t− hˆ) + Bˆuk+1(t) + Bˆ0yk(t) + Bˆ−1yk(t− hˆ)
yk+1(t) =Cˆxk+1(t) + Cˆ−1xk+1(t− hˆ) + Dˆuk+1(t) + Dˆ0yk(t) + Dˆ−1yk(t− hˆ)
(4.10)
where hˆ is a real number such that 0 < hˆ ≤ αˆ. Then such linear repetitive processes can
be presented in the multiple delay differential system form of[
d
dt 0
0 Im
] [
x(t)
y(t)
]
=
[
Aˆ 0
Cˆ 0
] [
x(t)
y(t)
]
+
[
0 Bˆ0
0 Dˆ0
] [
x(t− αˆ)
y(t− αˆ
]
+
[
Bˆ 0
0 Dˆ
] [
u(t)
u(t)
]
+
[
Aˆ−1 0
Cˆ−1 0
] [
x(t− h)
y(t− h)
]
+
[
0 Bˆ−1
0 Dˆ−1
] [
x(t− hˆ− αˆ)
y(t− hˆ− αˆ)
]
(4.11)
with initial conditions[
x(t)
y(t)
]
=
[
0
gˆ(t)
]
, t ∈ [−αˆ, 0],
[
x(t)
y(t)
]
=
[
φ(t)
ψ(t)
]
, t ∈ [−αˆ− hˆ,−αˆ) (4.12)
and t nonlocal conditions
x(kαˆ+ 0) = dk, k ∈ K. (4.13)
where ψ(t), φ(t), gˆ(t) are the corresponding initial conditions in (4.11).
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4.2 Hybrid delay model for differential repetitive processes
As the basis for further study consider first the case when the nonlocal conditions of
(4.6) are absent. This can be realized under the assumption that, for example, the initial
condition in (4.1) for the current pass coincides with the end point state of the previous
pass, i. e. xk+1(0) = xk(α), that occur often in machining operations. Such assumption is
needed to avoid at the primary stage the presence of a nonlocal impulse initial conditions,
which can be the source of significant difficulties.
The system under the consideration is now given by the following pair of differential
and difference equations
x˙(t) =Ax(t) +A−1x(t− h) +B0y(t) +B−1y(t− h) +Bu(t)
y(t) =Cx(t) +C−1x(t− h) +D−1y(t− h) +Du(t), t ∈ T .= [0, α]
(4.14)
with initial conditions
x(t) = f(t), t ∈ [−h, 0), x(0) = x0, y(t) = g(t), t ∈ [−h, 0] (4.15)
where x ∈ Rn, y ∈ Rm, u ∈ Rr, and α and h are given real numbers such that h < α. We
also assume that the control function u(t) is piecewise continuous on the interval [0, α].
The differential linear repetitive process (4.1) now follows immediately as a special case
of this last model structure on choosing the matrices in (4.14) as
A = Aˆ, A−1 = 0, B0 = 0, B−1 = Bˆ0, B = Bˆ, C = Cˆ, C−1 = 0, D−1 = Dˆ0, D = Dˆ
and α = αˆN, h = α.
It is well known [43, 62] that a solution of the time delay differential equation can
be found by the step method. In other words, by application the standard integration
step-to step method on each subinterval [kh, (k + 1)h) (with nonnegative integer k) we
can construct the solution as the solution of an appropriate ODE. Let us focus on the
smoothness property of the solutions as it follows from this procedure. Consider hence on
the first delay-interval, and more at the moment t = 0. Due to the form of the differential
equation (4.14), and since the initial condition (4.15) is chosen arbitrarily, one can say
that
x˙(t)|t=0+ 6= f˙(t)|t=0− = x˙(t)|t=0− (4.16)
i. e. there is a discontinuity in the first derivative of the solution x(t) at the moment
t = 0. Due to this fact we consider the differential equation (4.14) for t > 0 and use the
separate function value x(0) = x0 in the initial data (4.15). This remark can be extended
to the next delay-intervals [kh, (k + 1)h), k > 0, but, note, that the solution is getting
smoother from one delay-interval to the next at the moments t = kh, k > 1. Next, from
the difference equation (4.14) it follows that at the moment t = 0 we have
y(0) = Cx(0) + C−1x(−h) +D−1y(−h) +Du(0), (4.17)
i. e. the value y(0) of the pass profile y(t) is determined by the initial data and the
value of control function u(0). By this reason we consider the control functions u(t) that
are continuous from the right hand side, and put for brevity that the left side limit value
u(0−) = lim
t→0−
u(t) coincides with g(0).
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The pair of the functions
(
x(t), y(t)
)
is termed a solution of the system (4.14) — (4.15)
for the given control function u(t), if they satisfy the differential equation (4.14) almost
everywhere on the interval [0, α] and the difference equation (4.14) for all t ∈ [0, h]. It is
known that under the given assumptions the solution x(t) is absolutely continuous and
y(t) is piecewise continuous on the interval [0, α].
Systems described by the equations of such form have been discussed in [1, 60], the first
results on optimality conditions for the nonlinear version of the system of (4.14) — (4.15)
were obtained in [73], and some observability and controllability problems for a particular
case of the system can be found in [3]. Here we present in an unified form some results
on controllability and optimization that are relevant for the need of a deep theoretical
background for control of repetitive processes.
4.2.1 General response formula
The solution of the system (4.14) — (4.15) can be constructed by the step-by-step proce-
dure for each subinterval of the form [ih, (i+1)h), i = 0, 1, . . . , qα, where qα =
[
α
h
]
denotes
the integer part of the fraction αh . First, it is straightforward to show that the recurrent
procedure based on the equation (4.14) leads to the following representation of y(t) on the
time interval [0, t], t > h, t ∈ [qth, (qt + 1)h) where qt =
[
t
h
]
y(t) =Cx(t) +
qt−1∑
j=0
Mj+1x
(
t− (j + 1)h) + qt∑
j=0
Gju(t− jh)
+Kqtg
(
t− (qt + 1)h
)
+Wqtf
(
t− (qt + 1)h
) (4.18)
and for t ∈ [0, h)
y(t) = Cx(t) +Du(t) +D−1g(t− h
)
+ C−1f
(
t− h),
where
Mj+1 = D
j
−1(C−1 +D−1C), Gj = D
j
−1D, Ki = D
i
−1C−1, Wi = D
i+1
−1 , M0 = C,
j = 0, 1, . . .
(4.19)
Noting the formula (4.18)—(4.19) and using the recurrent procedure on the intervals [0, h),
[h, 2h), . . . allows us to rewrite (4.14) as
x˙(t) =
qt+1∑
j=1
Hjx
(
t− (j − 1)h) + qt+1∑
j=1
Vju
(
t− (j − 1)h)
+ Qqt+1g
(
t− (qt + 1)h
)
+ Pqt+1f
(
t− (qt + 1)h
)
(4.20)
where
H1 =A+B0C, H2 = A−1 +B0
(
C−1 +D−1C
)
+B−1C,
Hj =
(
B0D
j−1
−1 +B−1D
j−2
−1
)(
C−1 +D−1C
)
, j = 2, . . . , qt + 1
V1 =B +B0D, Vj =
(
B0D
j−1
−1 +B−1D
j−2
−1
)
D, j = 2, . . . , qt + 1,
Pi =(B0D−1 +B−1D
i−2
−1 )C−1, Qi =
(
B0D−1 +B−1
)
Di−1−1 , P1 = A−1 +B0C−1
(4.21)
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The formula (4.20) says, in fact, that the hybrid system of (4.14) can be represented
by retarded differential equations with varying number of delays. Amount of delays is
increasing with the growth of t.
Next, multiplying both sides of the equation (4.20) by the function F (t, τ), which is
unknown at present, and then integrating yields on the left hand side
t∫
0
F (t, τ)x˙(τ)dτ = x(t)− F (t, 0)x0 −
t∫
0
∂F (t, τ)
∂τ
x(τ)dτ (4.22)
where we set that F (t, τ) ≡ 0, ∀ τ > t, and F (t, t− 0) = In. Next, substituting s = τ − ih
in each of the integrals on the right hand side, and noting that
F (t, τ) ≡ 0, ∀ τ > t, x(t) = f(t), t ∈ [−h, 0), x(t) ≡ 0, ∀t < −h
together with (4.22) leads to the following formula
x(t) = F (t, 0)x0 +
t∫
0
qt+1∑
j=1
F (t, τ)Hjx
(
τ − (j − 1)h)dτ + t∫
0
∂F (t,τ)
∂τ
x(τ)dτ + (4.23)
+
t∫
0
qt+1∑
j=1
F (t, τ)Vju
(
τ − (j − 1)h)dτ + t∫
0
Qqt+1g
(
τ − (qt + 1)h
)
dτ +
t∫
0
Pqt+1f
(
τ − (qt + 1)h
)
dτ
= F (t, 0)x0 +
qt+1∑
j=1
t∫
0
F (t, τ + (j − 1)h)Hjx(τ)dτ +
qt+1∑
j=1
t∫
0
F (t, τ + (j − 1)h)Vju(τ)dτ +
+
qt+1∑
j=1
0∫
−h
F (t, τ + (j − 1)h)Hjf(τ)dτ +
0∫
−h
F (t, τ + (qt + 1)h)
[
Pqt+1f(τ) +Qqt+1g(τ)
]
dτ
Now define the required function F (t, τ) as a solution of the following differential
equation
∂F (t, τ)
∂τ
= −
qt+1∑
j=1
F (t, τ + (j − 1)h)Hj , F (t, τ) ≡ 0, ∀ τ > t, F (t, t− 0) = In, (4.24)
(where F (t, t− 0) denotes F (t, τ) evaluated as t→ τ from the left) whose properties can
be found, for example, in [37]. Finally, noting (4.18), we have the following formula for
the solutions of the system (4.14)—(4.15)
x(t) =F (t, 0)x0 +
qt+1∑
j=1
0∫
−h
F (t, τ + (j − 1)h)Hjf(τ)dτ +
qt+1∑
j=1
t∫
0
F (t, τ + (j − 1)h)Vju(τ)dτ+
+
0∫
−h
F (t, τ + (qt + 1)h)
[
Pqt+1f(τ) +Qqt+1g(τ)
]
dτ, t ≥ 0; (4.25)
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y(t) =CF (t, 0)x0 +
0∫
−h
CF (t, τ)H1f(τ)dτ +
0∫
−h
CF (t, τ + h)
[
P1f(τ) +Q1g(τ)
]
dτ+
+
t∫
0
CF (t, τ)V1u(τ)dτ + C−1f(t− h) +D−1g(t− h) +Du(t), t ∈ [0, h)
y(t) =CF (t, 0)x0 +
qt−1∑
j=0
Mj+1F (t− (j + 1)h, 0)x0+
qt−1∑
l=0
qt−l∑
j=0
0∫
−h
MlF (t− lh, τ + jh)Hj+1f(τ)dτ+
+
qt∑
l=0
0∫
−h
MlF (t− lh, τ + (qt + 1− l)h)
[
Pqt+1−lf(τ) +Qqt+1−lg(τ)
]
dτ+
+
qt−1∑
l=0
qt−l∑
j=0
t∫
0
MlF (t− lh, τ + jh)Vj+1u(τ)dτ+
+
qt∑
j=0
Gju(t− jh) +Kqt−1g(t− qth) +Wqt−1f(t− qth), qt =
[
t
h
]
, t ≥ h
(4.26)
which clearly is the general response formula for (4.14).
4.3 Controllability
In this section we consider controllability of hybrid system of (4.14) which clearly must be
a fundamental element of a mature systems theory for linear repetitive processes and play
a significant role for application area. The formula (4.25)–(4.26) is a required starting
point for this study. Here it should also be noted there exist more than one distinct
controllability notion, see e. g. [57], and this area is far from being complete for the
repetitive processes and delay systems considered here.
4.3.1 Point pass profile controllability
For nD systems as well as for repetitive processes there many possibilities for introducing
various controllability notions. In this subsection we introduce and study the following
point pass profile controllability, which plays a significant role in further analysis.
Definition 16. The system (4.14)-(4.15) is said to be pass profile controllable at the given
points β0, β1, . . . , βν , such that 0 = β0 < β1 < . . . βν ≤ α, if for any ci ∈ Rm, i = 0, . . . , ν
there exists a control vector u(t), t ∈ [0, α] such that the solution y(t, g, f, x0, u) of the
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system (4.14)—(4.15) corresponding to the zero initial data g(t) = 0, t ∈ [−h, 0), f(t) =
0, t ∈ [−h, 0), x0 = 0 satisfies the following conditions
y(α− βj , 0, 0, 0, u) = cj , j = 0, 1, . . . , ν. (4.27)
We suppose that the admissible control functions u(t) belong to the class of all piecewise
continuous functions on the interval t ∈ [0, α] with values in the space Rr and is denoted
by U(·).
Physical motivation for this form of controllability is the requirement that the pass
profile vector take pre-assigned values at particular points along the pass. Note also that
some first results concerning observability and controllability problems for particular cases
of the system model structure considered here can be found in the earlier paper [3].
From (4.25) we have
y(t) =
i∑
j=0
Gju(t− jh) +
t∫
0
R(t, τ)u(τ)dτ, t ≥ h, (4.28)
where
R(t, τ) =
qt−1∑
l=0
qt−l∑
j=0
t∫
0
MlF (t− lh, τ + jh)Vj+1, qt =
[
t
h
]
(4.29)
Note that in (4.25) r(t, g, f, x0) = 0 for the zero initial data g(t) = 0, t ∈ [−h, 0), f(t) =
0, t ∈ [−h, 0), x0 = 0.
Theorem 17. The system (4.14)—(4.15) is pass profile controllable at the given points
β0, β1, . . . , βν if, and only if, the following equalities
gTi G0 = 0, . . . , g
T
i Gqi = 0, g
T
i R(α− βi, τ) ≡ 0, τ ∈ [0, α − βi], i = 0, 1, . . . , ν
(4.30)
hold only when gi = 0, where gi ∈ Rm, i = 0, 1, . . . ν and qi =
[
α−βi
h
]
.
Proof. The property to be established here requires that the following set of equations
c0 = G0u(α) + . . .+Gq0u(α− q0h) +
α−β0∫
0
R(α− β0, τ)u(τ)dτ,
c1 = G0u(α − β1) + . . .+Gq1u(α− β1 − q1h) +
α−β1∫
0
R(α− β1, τ)u(τ)dτ, (4.31)
. . . . . . . . . . . . . . . . . . . . . . . .
cν = G0u(α− βν) + . . .+Gqνu(α− βν − qνh) +
α−βν∫
0
R(α− βν , τ)u(τ)dτ
can be solved with respect to the unknown vector u(t), t ∈ [0, α] with piecewise continuous
entries and r-vectors u(α − βi − qih), i = 0, . . . , ν. Consider therefore the following set
Y =
{
y =(y0, . . . , yν) ∈ Rm(ν+1) : ys =
qs∑
j=0
Gjvjs+
+
α−βs∫
0
R(α− βs, τ)u(τ)dτ, ∀ vjs ∈ Rm(ν+1), ∀u(·) ∈ U(·)
} (4.32)
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where U(·) denotes the set of all admissible control vectors. Then it is easy to see that
the set Y ⊂ Rm(ν+1) is a linear subspace from Rm(ν+1).
Now suppose that conditions (4.30) hold but the system is not pass profile controllable.
Then this means that Y 6= Rm(ν+1). Since the set Y is linear subspace of Rm(ν+1), there
exists a nontrivial vector g¯ = (g¯1, . . . , g¯ν) ∈ Rm(ν+1), g¯ 6= 0, such that g¯ ⊥ Y. This, in
turn, means that there exists a nontrivial vector g¯ 6= 0 which satisfies the conditions of
(4.30) and a contradiction has been established.
Suppose now the system is controllable but condition (4.30) holds for some nontrivial
vector g∗ ∈ Rm(ν+1). This means that g∗ ⊥ Y . Hence Y 6= Rm(ν+1) which is a contradic-
tion and the proof is complete. 
Theorem 17, however, is hard to apply for checking controllability. Another approach
would be to apply the so-called characteristic equations approach introduced in [37] to
obtain the effective criteria to check the controllability properties of the considered model.
To obtain the characteristic equations follows apply the Laplace transform to the system
(4.14)—(4.15) with zero initial data
pX(p) = AX(p) +A−1e
−phX(p) +B0Y (p) +B−1e
−phY (p) +BU(p),
Y (p) = CX(p) + C−1e
−phX(p) +D−1e
−phY (p) +DU(p).
(4.33)
In what follows the following substitutions are to be done: replace X(p), Y (p), U(p) by the
(n×r), (m×r) and (r×r) - matricesXk−1(t), Yk−1(t), Uk−1(t), k = 1, 2, . . . , t ∈ [0, α]; the
differention operator p is replaced by the shift operator with respect to discrete variable k,
the operator e−ph is replaced by the time delay operator such that the following relations
X(p) −→Xk−1(t), e−phX(p) −→ Xk−1(t− h), pX(p) −→ Xk(t)
Y (p) −→Yk−1(t), e−phY (p) −→ Yk−1(t− h)
(4.34)
hold. This enables rewriting (4.14)—(4.15) in the following form
Xk(t) =AXk−1(t) +A−1Xk−1(t− h) +B0Yk−1(t) +B−1Yk−1(t− h) +BUk−1(t)
Yk−1(t) =CXk−1(t) + C−1Xk−1(t− h) +D−1Yk−1(t− h) +DUk−1(t), t ∈ [0, α]
(4.35)
In order to complete this setting it is necessary to determine the initial conditions
X0(0) =0, Xi(t) ≡ 0, ∀ i ≤ 0, t ≤ 0; Y0(0) = 0, Yi(t) ≡ 0, ∀ i ≤ 0, t ≤ 0.
U0(0) =Ir, Ui(t) ≡ 0, ∀ i 6= 0, t 6= 0.
(4.36)
Now, the following theorem can be stated the proof of which is very strongly motivated
by the results of the earlier paper [3].
Theorem 18. The system (4.14)—(4.15) is pass profile controllable at the given points
β0, β1, . . . , βν if, and only if, the following rank condition holds
rank


Yi(t− β0)
Yi(t− β1) i = 0, . . . , n(qα + 1)
. . .
Yi(t− βν) t ∈ [0, βν + (qα + 1)h]

 = (ν + 1)m. (4.37)
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Proof. The conditions (4.30) of Theorem 17 yield that the process (4.14)—(4.15) is
pointwise profile pass controllable if, and only if, the following conditions hold
rank
{G0,G1, . . . ,Gqα} = m(ν + 1) (4.38)
and
gTF(α, τ) 6≡ 0 τ ∈ [0, α] for all g ∈ Rm(ν+1), g 6= 0 (4.39)
where
(
m(ν + 1)× r(ν + 1))− matrices Gi are given by
Gi = diag
{
Gi, . . . , Gi
}
, where Gi = D
i
−1D, i = 0, . . . , qα, (4.40)
and [n(ν + 1)×m(ν + 1)] matrix function F(α, τ) is defined as
F(α, τ) =


M0F(α, τ)V, τ ∈ [α− β1, α)(M0F(α, τ) +M1F(α, τ + β1))V, τ ∈ [α− β1, α)
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
ν∑
i=0
MiF(α, τ + βi)V, τ ∈ (α− βν , α− βν−1],
(4.41)
where
V =[V1, V2, · · · , Vqα+1]T ,
Mk =
[
On(q+1)×mk,
[
M0, . . . ,Mq
]T
, On(q+1)×m(ν−k)
]
, k = 0, . . . , ν
(4.42)
and
F(α, τ) =


F (α, τ) F (α, τ + h) F (α, τ + 2h) · · · F (α, τ + (ν − 1)h) F (α, τ + νh)
F (α, τ + h) F (α, τ + 2h) F (α, τ + 3h) · · · F (α, τ + νh) 0
...
...
...
...
...
...
F (α, τ + νh) 0 0 · · · 0 0


Note that to design the function (4.41) the well-known properties F (t, τ) ≡ 0, t <
τ, F (t− s, τ) = F (t, s+ τ), t ≤ s ≤ τ of the fundamental matrix F (t, τ) are used. From
the characteristic equation (4.35)—(4.36) it follows immediately that Y0(ih) = D
i
−1D =
Gi, and, hence,
Gi = diag
{
Y0(ih), . . . , Y0(ih)
}
which contains a part of the required matrices in (4.37).
To select the remaining matrices in (4.37), consider the n(qα+1) vector-valued function
ψ(g, τ) = gTF(α, τ). Then it can be shown that the function F(α, τ) satisfies the following
matrix differential equation
∂F(α, τ)
∂τ
= −F(α, τ)H, where H =


H1 0 0 · · · 0 0
H2 H1 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
Hqα Hqα−1 Hqα−2 · · · H2 H1


(4.43)
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Hence the function ψ(g, τ) satisfies an ordinary homogeneous differential equation of order
n(qα + 1), and it is known that such differential equation has the trivial solution if, and
only if, its initial conditions are zero. From [37] it now follows that the function considered
here is analytic on each sub-interval (α − kh, α − (k + 1)h), and dis-continuous at τ =
α− βi − jh, i = 0, . . . , ν, j = 1, . . . , q where the jumps are given by
∆ψ(s)(g, α − βi − jh) .=ψ(s)(g, α − βi − jh + 0)− ψ(s)(g, α − βi − jh − 0) =
=(−1)i+jgTYs(α− βi − jh), i = 0, . . . , ν, j = 1, . . . , q
(4.44)
Thus, ∆ψ(s)(g, α − βi − jh) = 0, and, therefore ψ(g, τ) ≡ 0, if, and only if, the matrix
(4.37) has the maximal rank, which completes the proof. 
4.3.2 Pointwise completness and controllability with respect to initial
data
In general, for differential systems with retarded arguments and, in particular, for hybrid
differential-difference systems the so-called pointwise completness [80, 83] pays a key role.
In order to formulate this notion we introduce the following notations. Let Cn[−h, 0], h >
0 denotes the vector space of the continuous n-vector function f : [−h, 0] → Rn. The
solution of system (4.14)—(4.14) (in the absence of input actions, i. e. with B = 0, D = 0)
corresponding to the initial data (4.15) where f ∈ Cn[−h, 0], g ∈ Cm[−h, 0], x0 ∈ Rn is
denoted by x(t) = x(t, f, g, x0), y(t) = y(t, f, g, x0). Reachability set for the state variable
x(t) of the system (4.14)—(4.15) at the given moment t∗ ∈ [0, T ] is defined as follows
Rx(t∗) =
{
x ∈ Rn : x = x(t∗, g, f, x0), for all f ∈ Cn[−h, 0], g ∈ Cm[−h, 0], x0 ∈ Rn
}
(4.45)
By analogy, the reachability set for the pass profile y(t) of the system (4.14)—(4.15) at
the given moment t∗ ∈ [0, T ] is defined as
Ry(t∗) =
{
y ∈ Rm : y = y(t∗, g, f, x0), for all f ∈ Cn[−h, 0], g ∈ Cm[−h, 0], x0 ∈ Rn
}
(4.46)
For many cases an essential question is: Can one reach the desired state and/or pass
profile position by a proper choice of the initial data? The following definition is a formal
description of this problem.
Definition 17. It is said that the system (4.14)—(4.15) is pointwise complete on the
interval [0, T ] if
Rx(t) = Rn and Ry(t) = Rm for all t ∈ [0, T ]. (4.47)
If for some t∗ ∈ [0, T ] the conditions (4.47) are not true then the system is called pointwise
degenerate at the moment t∗.
The notion of pointwise completness was introduced first in [80] for studying the con-
trollability of linear differential time delay systems. Some details and an overview of
existing results can be found, also, in the survey [58]. It is obvious that the ordinary
linear differential system of the form x˙(t) = Ax(t) is pointwise complete since for any t∗
and x∗ ∈ Rn there exists x(0) = x0 ∈ Rn such that the corresponding solution satisfies the
condition x(t∗, x0) = x
∗. Also, it is proved that each stationary linear differential system
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with constant time delay is pointwise complete in the case n = 2. The following example
shows that the presence ”difference” equation in the hybrid system destroys the pointwise
completness of differential time delay system with n = 2.
Example. Consider the hybrid system of (4.14)—(4.15) on the interval t ∈ [0, T ]
where h ≤ T ≤ 2h, n = 2, m = 2, h = ln 2 and the following choice of the matrices
A =
(
0 2
0 1
)
, A−1 =
(−1 0
−1 1
)
, B−1 =
(
1
2 0
0 12
)
, B0 = 0,
C =
(−2 0
0 2
)
, C−1 =
(
0 0
−4 0
)
, D−1 = 0, B = 0, D = 0
(4.48)
Substituting the function y(t) from second equation into the first of the system (4.14)—
(4.15) corresponding to the given choice of matrices leads to the following time delay
system
x˙(t) =
[
0 2
0 1
]
x(t) +
[ −2 0
−1 2
]
x(t− h) +
[
0 0
−2 0
]
x(t− 2h) (4.49)
Thus the state variable of the considered hybrid system (4.48) is described by the retarded
differential system (4.49) with multiple delays. For simplicity, denote next the matrices
involved in (4.49) by A, A1, A2, respectively. It is known (see, [58], for example) that
the linear stationary differential system with multiple delays is pointwise complete if, and
only if, the following conditions
rankM0 = n+ n1, where n1 =
N∑
i=1
rankMi(λi) (4.50)
hold. Here the matrices M0 andMi(λi) are defined by spectral parameters of the operator
W (λ, e−λh) = (λI −A− e−λhA1 − e−2λhA2), λ ∈ C (4.51)
associated with the system (4.49). In the considered case we have
W (λ, e−λh) =
[
λ+ 2e−λh −2
e−λh + 2e−2λh −λ− 1− 2e−λh
]
, detW (λ, e−λh) = λ2 − λ.
(4.52)
Hence, the eigenvalues are λ1 = 0 and λ = 1. Further, noting h = ln 2, we have
M1(λ1) =W (λ, e
−λh)|λ=0 =
[
2 −2
3 −3
]
, M2(λ2) =W (λ, e
−λh)|λ=1 =
[
2 −2
1 1
]
(4.53)
and the constant (n+ 1)n× n2 (in this case 6× 4) matrix M0 is defined as
M0 =

 M1(λ1) OO M2(λ2)
I I

 , where I = [ 1 0
0 1
]
(4.54)
It is easy to verify that
rankM1 = rank
[
2 −2
3 −3
]
= 1, rankM2 = rank
[
2 −2
1 −1
]
= 1
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and
rankM0 = rank


2 −2 0 0
3 −3 0 0
0 0 2 −2
0 0 1 −1
1 0 1 0
0 1 0 1

 = 3.
Hence
3 = rank M0 < n+ n1 = 4,
which immediately shows that the considered system is not pointwise complete for the
delay value h = ln 2.
Note that the eigenfuncions corresponding to the given eigenvalues λ1 = 0, λ2 = 1 are
φ1(t) = (1, 1)
T , φ2(t) = (e
t, et)T . It is obvious that the rank of the fundamental matrix, the
entries of which are the given eigenfunctions, is equal 1. Hence the linear space formed by
these basic functions is isomorphic to the space R. This means [83] again that the system
under consideration is degenerate.
For the hybrid differential-difference systems there exists the links between the point-
wise completness and controllability notions. We start here with particular case of the
state controllability with respect initial conditions.
Definition 18. The system (4.14)—(4.15) (with B = 0, D = 0) is called to be state
controllable with respect to initial data at the given moment t = T if for any n-vector
cT ∈ Rn there exist the initial functions g(t), f(t), t ∈ [−h, 0] such that the corresponding
solution x(t, g, f, x0) of the system (4.14)—(4.15) satisfies the following condition
x(T, g, f, x0) = cT (4.55)
Now, the following theorem can be stated.
Theorem 19. [58] The system (4.14)—(4.15) (with B = 0, D = 0) is state controllable
with respect to initial data at the given moment t = T if, and only if,
i) system (4.14)—(4.15) is pointwise complete;
ii)
rank
{
H i0
[
H1,H2, . . . ,HqT , GqT , PqT
]
, i = 0, . . . , n
}
= n (4.56)
where the matrices Hi, i = 0, . . . , qT , GqT , PqT are defined in (4.21).
The proof of the theorem and other results can be found [58] and, hence, the details
are omitted here.
By analogy to Definition 18 profile controllability with respect to initial data can be
introduced and studied.
4.4 Optimization
In this section the following time optimal control problem for the process (4.14)—(4.15)
is considered.
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Optimization Problem. For the given initial data x(t) = f(t), y(t) = g(t), t ∈
[−h, 0), x(0) = x0 find the minimal time T and the control function u(t), t ∈ [0, T ] such
that the corresponding trajectory
x(t) ≡ 0, t ∈ [T − h, T ] (4.57)
is in the equilibrium state.
In effect, the solution of this problem will drive the system dynamics to the zero
equilibrium state as fast as possible.
Note that in this case, subject to some additional assumptions, the control function on
the last interval [T −h, T ] can be represented in the feedback form. In particular, suppose
that the matrix B from (4.14) is invertible. Then from (4.14) we have
u(t) = −B−1[A−1x(t− h) +B0y(t) +B−1y(t− h)] (4.58)
Substituting this into (4.14), and assuming that there exists
[
E+DB−1B0
]−1
yields finally
u(t) = Nx(t− h) +My(t− h), t ∈ [T − h, T ] (4.59)
where
N =
[
E+DB−1B0
]−1[
C−1−DB−1A−1
]
, M =
[
E+DB−1B0
]−1[
D−1−DB2−1
]
(4.60)
The representation (4.59) shows also that the complete controllability can be solved for the
given particular case on the base of relative (pointwise) controllability formulated above.
Indeed, if there exists the control function u(t), t ∈ [0, T − h] such that x(T − h) = 0 (for
the considered case it is sufficient to choose the single point for ν = 0, βν = h and cν = 0)
then the following setting
u¯(t) =
{
u(t), t ∈ [0, T − h)
Nx(t− h) +My(t− h), t ∈ [T − h, T ]
solves the problem of the complete controllability. Note that this approach is however of a
limited significance as in the majority cases the state dimension exceeds considerably the
input dimension. Then, the semi inverse approach can be applied, which is the subject of
ongoing work.
4.4.1 General optimality conditions
Now let T be a fixed time moment. The class of the admissible controls u(t), t ∈ [0, T ]
is the set of all piecewisse continuous functions such that u(t) ∈ U, t ∈ [0, T ], where
U is a compact convex set from Rr. By analogy to (4.28,) the solution of the process
(4.14)—(4.15) can be rewritten in the following form
x(t) =s(t, f, g, x0) +
t∫
0
S(t, τ)u(τ)dτ,
y(t) =r(t, f, g, x0) +
i∑
j=0
Gju(t− jh) +
t∫
0
R(t, τ)u(τ)dτ,
(4.61)
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where r(t, f, g, x0) and R(t, τ) were defined by (4.29) and
s(t, f, g, x0) =F (t, 0)x0 +
i+1∑
j=1
0∫
−h
F (t, τ + (j − 1)h)Hjf(τ)dτ+
+
0∫
−h
F (t, τ + (i+ 1)h)
[
Pi+1f(τ) +Qi+1g(τ)
]
dτ,
S(t, τ) =
i+1∑
j=1
F (t, τ + (j − 1)h)Vj , i =
[
T
h
]
(4.62)
Definition 19. We say that the control function u(t), t ∈ [0, T ] is T -admissible for the
system (4.14)—(4.15), if the corresponding trajectory satisfies the following condition
x(t) ≡ 0, t ∈ [T − h, T ] (4.63)
Introduce
Z =
{
x ∈ Rn | x = s(T − h, f, g, x0) for all (f, g, x0) ∈ C[−h,0] × C[−h,0] × Rn
}
and
R =
{
s ∈ Z | such that for x = s ∃ T-admissible control u(·)
}
. (4.64)
In fact, the set R is the reachability set for the system (4.14)—(4.15) with (4.63) in place.
We assume that R 6= Ø, which is true if the system is controllable. Equivalently, we
suppose that there exists at least one collection of the initial data
x(t) = f(t), t ∈ [−h, 0), x(0) = x0, y(t) = g(t), t ∈ [−h, 0]
for which there exists the T− addmisible control functions. Denote next by UT (·) the set
of the all T -admissible control vectors for the system (4.14)—(4.15) corresponding to the
set R. Then it is easy to show that R is closed and convex.
Theorem 20. For the given initial data f(t), g(t), t ∈ [−h, 0), x(0) = x0 there exists
T -admissible control if, and only if, the following inequality
max
‖g‖=1
{
gT s(T − h, f, g, x0) + inf
u∈UT (·)
T−h∫
0
gTS(T − h, τ)u(τ)dτ
}
≤ 0 (4.65)
holds.
Proof. Necessity. Let Optimization Problem is solvable for the moment T and
u(t), t ∈ [0, T ] is a T -admissible control function. This means here that
0 = x(T − h) = s(T − h, f, g, x0) +
T−h∫
0
S(T − h, τ)u(τ)dτ.
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Multiplying the both sides of the last equality by the vector g ∈ Rn yields
gT s(T − h, f, g, x0) +
T−h∫
0
gTS(T − h, τ)u(τ)dτ = 0.
Hence
gT s(T − h, f, g, x0) + inf
u∈UT (·)
T−h∫
0
gTS(T − h, τ)u(τ)dτ ≤ 0
and (4.65) holds.
Sufficiency. Let the inequality (4.65) holds for the given initial data (f, g, x0). On
contrary, assume that for this data there is no any T -admissible control u(·) which solves
the problem. This means that the corresponding vector s∗ = s∗(T − h, f, g, x0) 6∈ R does
not belong to the set R, i. e. s∗(T − h, f, g, x0) 6∈ R. Since R is a convex set then there
exists a supporting hyperplane with the nontrivial normal vector g∗ ∈ Rn, ‖g∗‖ = 1 such
that the following inequality
g∗T s∗(t, f, g, x0) > g
∗T s, ∀ s ∈ R (4.66)
holds. Since s ∈ R then there exists a T− admissible control function u(t), t ∈ [0, T − h]
such that
s+
T−h∫
0
S(T − h, τ)u(τ)dτ = 0.
Hence, (4.66) yields that
g∗T s∗(T − h, f, g, x0) +
T−h∫
0
g∗TS(T − h, τ)u(τ)dτ > 0
and since s is an arbitrary vector from the set R then the last inequality is true for all
u(·) ∈ UT (·). Therefore
g∗T s∗(T − h, f, g, x0) + inf
u∈UT (·)
T−h∫
0
g∗TS(T − h, τ)u(τ)dτ > 0
which contradicts (4.65). 
Next, denote
Λ(T ) = max
‖g‖=1
{
gT s(T − h, f, g, x0) + inf
u∈UT (·)
T−h∫
0
gTS(T − h, τ)u(τ)dτ
}
. (4.67)
It can be shown that Λ(T ) is a non decreasing, continuous function, and hence we have
the result bellow for which we also require the following definition.
Definition 20. Let p : R→ R be a function. Then we say that Z0 ∈ R is the minimal root
of equation p(z) = 0 if p(z0) = 0 and there is no z∗ ∈ R such that z∗ < z0 and p(z∗) = 0.
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Theorem 21. Given initial data f(t), g(t), t ∈ [−h, 0), x(0) = x0, the moment T 0 is
optimal if, and only if, T 0 is a minimal root of the equation
Λ(T ) = 0. (4.68)
Proof. Necessity. Let u0(·) be the optimal control for optimization Problem. Then
Theorem 20 gives Λ(T 0) ≤ 0. At first, suppose that Λ(T 0) < 0. Since Λ(T ) is a non
decreasing and continuous function than ∃T¯ , T¯ < T 0 such that Λ(T 0) ≤ Λ(T¯ ) ≤ 0.
In accordance with Theorem 20, optimization Problem is solvable with T¯ < T 0 which is
impossible. Thus, T 0 is a root for the equation (4.68). The minimality of T 0 can be shown
analogously.
Sufficiency. Let for the control function u0(t), t ∈ [0, T 0 − h] T 0 is the minimal root
of Λ(T ) = 0. Suppose now that this control function is not optimal for the given initial
data. Hence, there is the T¯ -admissible control function u¯(t), t ∈ [0, T¯ − h] where T¯ < T 0.
Then Theorem 20 yields Λ(T¯ ) ≤ 0. On the other hand, noting non decreasing the function
Λ(T ), we have Λ(T¯ ) ≥ Λ(T 0) = 0, which contradicts the minimality of the root T 0, which
completes the proof. 
Finally, the optimal time T 0 is given by the equality (4.68) and the optimal control
function u0(t) is determined as
min
u∈UT (·)
T−h∫
0
g0TS(T − h, τ)u(τ)dτ =
T−h∫
0
g0TS(T − h, τ)u0(τ)dτ (4.69)
where g0 is the vector which maximizes (4.67).
These optimality conditions can be presented in a more practically usable form for
some particular sets of admissible controls U(·). In the next section, for example, the time
optimal control problem subject to integral control constraints is solved.
4.4.2 Time optimal problem subject to integral control constraints
Consider the following optimization problem: Minimize
T −→ min
u∈U(·)
(4.70)
over the solutions of the process
x˙(t) =Ax(t) +A−1x(t− h) +B0y(t) +B−1y(t− h) +Bu(t)
y(t) =Cx(t) + C−1x(t− h) +D−1y(t− h) +Du(t), t ∈ [0, T ]
(4.71)
with initial conditions
x(t) = f(t), t ∈ [−h, 0), x(0) = x0, y(t) = g(t), t ∈ [−h, 0] (4.72)
subject to state constraints
x(t) ≡ 0, t ∈ [T − h, T ] (4.73)
and integral control constraints
U(·) ,
{
u(·) :
T∫
0
uT (τ)u(τ)dτ ≤ 1
}
(4.74)
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In accordance with Theorem 21 optimal time control function has to satisfy the equation
Λ(T ) = 0 where the function Λ(T ) is defined in (4.67). Noting (4.62) reduces our task to
calculate minimum in (4.67) as
M(g) ,
T−h∫
0
gT
i+1∑
j=1
F (T − h, τ + (j − 1)h)Vju(τ)dτ −→ inf
u∈UT (·)
(4.75)
subject to
T∫
0
uT (τ)u(τ)dt ≤ 1 (4.76)
Using (4.59) and (4.61) allows rewriting (4.76) as
T−h∫
0
uT (τ)u(τ)dτ +
T∫
T−h
(
Nx(τ − h) +My(τ − h))T (Nx(τ − h) +My(τ − h))dτ =
= Υ+
T−h∫
0
uT (τ)
[
Im + G(τ)
]T
u(τ)dτ +
T−h∫
0
[
ψ(τ) + ϕ(τ)
]T
u(τ)dτ+
+
T−h∫
0
T−h∫
0
uT (τ)
[
Ψ(τ, θ) + Φ(τ, θ)
]
u(θ)dτ ≤ 1
(4.77)
where Im is the identity (m×m)-matrix, and
Υ =
T∫
T−h
[
Ns(τ − h) +Mr(τ − h)]T [Ns(τ − h) +Mr(τ − h)]dt
ψ(τ) =
T−h∫
T−2h
{
ST (θ, τ)NT
[
Ns(θ) +Mr(θ)
]
+
[
sT (θ)NT + rT (θ)MT
]
MR(θ, τ)
}
dθ
Φ(θ, τ) =
T−h∫
T−2h
{
ST (t, τ)NT
[
NS(t, θ) +MR((t, θ)
]
+RT (t, τ)MTMR((t, θ)
]
dτ,
Ψ(τ, θ) =


[
ST (θ, τ)NT +RT (θ, τ)MT
]
MG0, τ ∈ (T − 2h, T − h][
ST (θ + h, τ)NT +RT (θ + h, τ)MT
]
MG1, τ ∈ (T − 3h, T − 2h]
· · · · · · · · · · · · · · · · · ·[
ST (θ + (qT − 1)h, τ)NT +RT (θ + (qT − 1)h, τ)MT
]
MGqT−1, τ ∈ [0, h],
118
4.4 Optimization
ϕ(τ) =


(
sT (τ)NT + rT (τ)MT
)
MG0, τ ∈ (T − 2h, T − h](
sT (τ + h)NT + rT (τ + h)MT
)
MG1, τ ∈ (T − 3h, T − 2h]
· · · · · · · · · · · · · · · · · ·(
sT (τ + (qT − 1)h)NT + rT (τ + (qT − 1)h)MT
)
MGqT−1, τ ∈ [0, h]
(4.78)
and
G(τ) =


GT0M
TMG0 +G0M
TMG1e
−ph + . . .
+GT0M
TMGgT−1e
−(qT−1)ph, τ ∈ (T − 2h, T − h]
GT1M
TMG1 +G1M
TMG2e
−ph + . . .
+GT1M
TMGgT−2e
−(qT−2)ph, τ ∈ (T − 3h, T − 2h]
· · · · · · · · · · · · · · · · · ·
GTgT−2M
TMGgT−2 +G
T
gT−2
MTMGgT−1e
−ph, τ ∈ (h, 2h]
GTgT−1M
TMGgT−1 τ ∈ [0, h]
Here e−kph denotes the shift operator such that (e−kphu)(τ) = u(τ − kh). Using the
Lagrange multiplier method leads to the functional
Π(u) =
T−h∫
0
gTS(T − h, τ)u(τ)dτ + λ
{
Υ+
T−h∫
0
uT (τ)
[
Im + G(τ)
]T
u(τ)dτ+
+
T−h∫
0
[
ψ(τ) + ϕ(τ)
]T
u(τ)dτ +
T−h∫
0
T−h∫
0
uT (τ)
[
Ψ(τ, θ) + Φ(τ, θ)
]
u(θ)dτ
} (4.79)
which is subject of minimization with respect to unknown λ and u(t). Now, it is to find
the first variation δΠ for Π(u), which can be represented as
δΠ(u) =
∂Π(u+ αv)
∂α
|α=0 =
T−h∫
0
vT (τ)ST (T − h, τ)gdτ+
+
T−h∫
0
λ
{
uT (τ)
[
Im + G(τ)
]T
dτ +
[
ψ(τ) + ϕ(τ)
]T
+
+
T−h∫
0
(τ)K(θ, τ)u(θ)dθ
}T
v(τ)dτ
(4.80)
where
K(θ, τ) = (Ψ(τ, θ) + Φ(τ, θ)) + (ΨT (τ, θ) + ΦT (τ, θ))
119
Chapter 4. Delay System Approach to Linear Differential Repetitive Processes
Since δΠ(u) = 0 ∀ v(τ) for the optimal solution then (4.80) yields
ST (T − h, τ)g + λ
{
2
[
Im + G(τ)
]
u(τ) + ψ(τ) + ϕ(τ) +
T−h∫
0
K(θ, τ)u(θ)dθ
}
= 0 (4.81)
The solution of (4.81) can be represented as the following sum
ug(t) = u1(t) + u2(t), where u2(t) =
1
λ
L(t)g. (4.82)
Here the vector u1(t) and the (n× r)- matrix L(t) satisfy the following integral equations
2u1(t)(I + G(t)) + ψ(t) + ϕ(t) +
T−h∫
0
K(θ, t)u1(θ)dθ = 0 (4.83)
and
2L(t) + S(T − h, t) +
T−h∫
0
K(θ, t)L(θ)dθ = 0 (4.84)
To show this it is sufficient to substitute (4.100) into (4.81), which gives
ST (T − h, τ)g + λ
{
2(u1(t) +
1
λ
L(t)g))
[
Im + G(τ)
]
+ ψ(τ) + ϕ(τ)+
+
T−h∫
0
uT (τ)K(θ, τ)(u1(θ) +
1
λ
L(θ)g)dθ
}
=
(
ST (T − h, τ) + L(τ)+
+
T−h∫
0
K(θ, τ)L(θ)dθ
)
g + λ
[
2u1(τ)(Im + G(τ)) + ψ(τ) + ϕ(τ) +
T−h∫
0
uT (τ)K(θ, τ)u1(θ)
]
= 0
The unknown multiplier λ can be determined by that the required control function belongs
to the admissible set U(·), i. e.
T∫
0
uT (τ)u(τ)dτ = 1. Hence
Υ+
T−h∫
0
[
u1(τ) +
1
λ
L(τ)g)
]T (
Im + G(τ)
)[
u1(τ) +
1
λ
L(τ)g)
]
dτ =
+
T−h∫
0
(
ψ(τ) + ϕ(τ)
)T [
u1(τ) +
1
λ
L(τ)g)
]
dτ+
+
T−h∫
0
T−h∫
0
[
u1(τ) +
1
λ
L(τ)g)
]T (
Ψ(θ, τ) + Φ(θ, τ)
)[
u1(τ) +
1
λ
L(τ)g)
]
dθdτ = 1
(4.85)
This leads to the following equation for λ
a
1
λ2
+ 2b
1
λ
+ c = 0 (4.86)
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where the required coefficients are
a =
T−h∫
0
gtL(τ)TL(τ)gdτ +
T−h∫
0
T−h∫
0
gTLT (τ)K(θ, τ)L(θ)dθdτ = − 12
T−h∫
0
ST (T − h, τ)L(τ)dτ,
b =
T−h∫
0
uT1 (τ)L(τ)gdτ +
T−h∫
0
[ψ(τ) + ϕ(τ)]L(τ)gdτ +
T−h∫
0
T−h∫
0
gTLT (τ)K(θ, τ)u1(θ)dτdθ,
c = Υ− 1 +
T−h∫
0
uT1 (τ)
(
I + G(τ))u1(τ)dτ + 2 T−h∫
0
(ψ(τ) + ϕ(τ))u1(τ)dτ +
+
T−h∫
0
T−h∫
0
uT1 (τ)
[
Φ(θ, τ) + Ψ(θ, τ)
]
u1(θ)dτdθ = Υ− 1 +
T−h∫
0
(
ψ(τ) + ϕ(τ)
)
u1(τ)dτ.
Thus the required λ is the positive root of the equation (4.86), and the optimal control
for the given T then is defined by (4.100). Substituting the obtained control function
ug(t) of (4.100) into the basic condition (4.67) and noting Theorem 21 reduce the time
optimisation problem to the following:
find the minimal root T 0 for the equation
max
‖g‖=1
L(g, T ) = 0 (4.87)
where
L(g, T ) = gT s(T − h, f, g, x0) +
T−h∫
0
gTS(T − h, τ)ug(τ)dτ
and the function ug(t) is given by (4.100).
Hence, the following theorem has been proved
Theorem 22. Optimal time T 0 in optimisation problem (4.70)—(4.74) is the minimal
root of the equation (4.104) and the corresponding optimal control is
u0(t) =
{
ug0(t), t ∈ [0, T 0 − h)
Nx0(t− h) +My0(t− h), t ∈ [T 0 − h, T 0] (4.88)
where the vector g0 realizes maximum in (4.104), the function ug(t) is given by (4.100)
and the matrices M, N are defined by (4.4.3).
4.4.3 Illustrative Examples
In order to demonstrate our approach consider the following test example.
Example 1. Consider the time delayed differential equation with control input
x˙(t) = −x(t− π
2
) + u(t), t ∈ [0, 3π
2
] (4.89)
with the initial data
x(t) ≡ 0, t ∈ [−π
2
, 0], x(0) = 1 (4.90)
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The considered control system is a particular case of the introduced differential-algebraic
system (4.71), where
A−1 = 1, B = 1, h =
π
2
, T =
3π
2
and others coefficients in (4.71) are zero.
Consider the following optimization problem: minimize the cost functional
J(u)→ min
u
, J(u) =
3pi
2∫
0
u2(t)dt (4.91)
over the solution of (4.89)—(4.90) and subject to
x(t) ≡ 0, t ∈ [π, 3π
2
] (4.92)
Remark 19. Let M0 = J(u0) is the optimal cost value for the problem (4.89)—(4.92).
Consider the following time optimal problem: minimize
T → min (4.93)
over the solutions of the control system
x˙(t) = −x(t− π
2
) + u(t), t ∈ [0, T ] (4.94)
with the initial conditions (4.90) and the constraints of the form
T∫
0
u2(t)dt ≤M0 (4.95)
subject to
x(t) ≡ 0, t ∈ [T − π
2
, T ] (4.96)
It is easy to show that the optimal solution for the problem (4.93)—(4.96) is T 0 = 32π.
Hence, in some sense these optimization problems are equivalent.
Next, find the fundamental solution F (t, τ) for the differential equation (4.24) that in
this case is
δF (t, τ)
δτ
= F (t, τ +
π
2
), F (t, τ) ≡ 0, τ > t, F (t, t) = 1. (4.97)
It is easy to check that the function
F (t, τ) =
{
e−i(t−τ), if τ ≤ t,
0, if τ > 0,
(4.98)
satisfies ( 4.97 ) where i means imaginary unit (i2 = −1). Thus, the solution of the system
(4.89) with the initial data (4.90) is given for t ∈ [0, 3π2 ] as
x(t) = F (t, 0)x(0) +
t∫
0
F (t, τ)u(τ)dτ = e−it +
t∫
0
e−i(t−τ)u(τ)dτ = e−it(1 +
t∫
0
ei(τ)u(τ)dτ)
(4.99)
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Problem statement says that we consider the real valued functions. Since in accordance
with Euler formula eiϕ = cosϕ + i sinϕ, then from (4.99) we can extract the real part of
x(t) when it is necessary. In order to determine the optimal solution of the problem under
consideration we need to calculate the function Φ(τ, θ) and K(τ, θ), which are required in
the formulas (4.84) — (4.85) and the constants γ, a, b, c also. Note that in our case
H1 = 0, H2 = 1, Hj = 0, V1 = 1, Vj = 0, Pj =, Mj = 0
and hence the function ϕ(τ) = 0, and
ψ(t) =
π∫
pi
2
e−i(t−τ)x(0)e−itdt = eiτ
π∫
pi
2
e−2itdt = eiτ (
1
−2i )e
−2it
∣∣∣∣∣
π
pi
2
=
eiτ
2i
[e−2πi − e−πi] = e
iτ
2i
[cos 2π − i sin 2π − (cos π − i sinπ)] = e
iτ
i
[1 + 1] = −ieiτ .
Further
1
2
K(τ, θ) =
pi∫
pi
2
F (t, τ)F (t, θ)dt =
pi∫
pi
2
ei(τ−t)ei(θ−t)dt =
=


0, if 0 ≤ τ, θ ≤ pi2
pi∫
τ
ei(τ−t)ei(θ−t)dt, if τ ≥ θ, pi2 ≤ τ, θ ≤ 3pi2
pi∫
θ
ei(τ−t)ei(θ−t)dt, if τ > θ, pi2 ≤ τ, θ ≤ 3pi2 ,
=
=


0, if 0 ≤ τ, θ ≤ pi2
ei(τ+θ)( 1−2i)e
2it
∣∣∣∣∣
pi
τ
= ei(τ+θ)[e2pii − e2iτ ], if τ ≥ θ, pi2 ≤ τ, θ ≤ 3pi2
ei(τ+θ)(− 12i)e2it
∣∣∣∣∣
pi
θ
= ei(τ+θ)[e2pii − e2iθ], if τ > θ, pi2 ≤ τ, θ ≤ 3pi2 ,
=
=


0,
ei(τ+θ)[cos(−2π)− i sin(2π)− (cos 2τ − i sin 2τ)] = ei(τ+θ) − ei(θ−τ),
ei(τ+θ)[1 − e−2iθ] = ei(τ+θ) − ei(τ−θ),
=
=


0, if 0 ≤ τ, θ ≤ pi2
eiθ(eiτ − e−iτ ), if τ ≥ θ, pi2 ≤ τ, θ ≤ 3pi2
eiτ (eiθ − e−iθ), if τ > θ, pi2 ≤ τ, θ ≤ 3pi2 ,
=


0, if 0 ≤ τ, θ ≤ pi2
eiθ2i sin τ, if τ ≥ θ, pi2 ≤ τ, θ ≤ 3pi2
eiτ2i sin θ, if τ > θ, pi2 ≤ τ, θ ≤ 3pi2 .
It is easy to see that K(τ, θ) = K(θ, τ).
The statement of optimization problem is given in the real valued functions terms.
Hence, we are needed to pick the real parts in the obtained functions. Thus
ψ(τ) = −ieiτ = Reψ(τ) + i · Imψ(τ), where Reψ(τ) = sin τ, Imψ(τ) = − cos τ,
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and
K(τ, θ) =


0, if 0 ≤ τ, θ ≤ π2
eiθi sin τ, if τ ≥ θ, π2 ≤ τ, θ ≤ 3π2
eiτ i sin θ, if τ > θ, π2 ≤ τ, θ ≤ 3π2
=
=


0, if 0 ≤ τ, θ ≤ π2
(cos θ + i · sin θ)i sin τ, if τ ≥ θ, π2 ≤ τ, θ ≤ 3π2
(cos τ + i · sin τ)i sin θ, if τ > θ, π2 ≤ τ, θ ≤ 3π2
=
=


0, if 0 ≤ τ, θ ≤ π2
− sin θ sin τ + i · cos θ sin τ, if τ ≥ θ, π2 ≤ τ, θ ≤ 3π2
− sin τ sin θ + i cos τ sin θ, if τ > θ, π2 ≤ τ, θ ≤ 3π2
Thus the real part of the function K is
K(τ, θ) = − sin θ sin τ for all π
2
≤ τ, θ ≤ 3π
2
According to the formulas (4.100) the optimal control function is represented as follows
ug(t) = v(t) + w(t), t ∈ [0, 3π
2
], where w(t) =
1
λ
L(t)g. (4.100)
Here the scalar function v(t) satisfies the following integral equation
2v(τ) + 2ψ(τ) +
π∫
0
K(τ, θ)v(θ)dθ = 0, τ ∈ [0, 3π
2
]. (4.101)
1) If τ ∈ [0, π2 ] then K(τ, θ) ≡ 0 and hence from (4.100) follows that
v(τ) = ϕ(τ), τ ∈ [0, π
2
].
It should be noted that, here we are considered only real valued functions, and hence
v(τ) = Reψ(τ) = sin τ, for τ ∈ [0, π
2
].
2) If τ ∈ [π2 , 3π2 ] then for the unknown function v(τ) we have the following integral equation
v(τ) + sin τ −
π∫
0
sin τ sin θ · v(θ)dθ = 0
or
sin τ
π∫
0
sin θv(θ)dθ − v(τ) = sin τ. (4.102)
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Denote
π∫
0
sin θv(θ)dθ=˙A. Multiplying (4.102) by sin τ and integrating then the obtained
relation with respect τ over the interval [0, π], we have
π∫
0
sin2 τdτ ·
π∫
0
sin θv(θ)dθ −
π∫
0
sin τv(τ)dτ =
π∫
0
sin2 τdτ.
Noting that
π∫
0
sin τv(τ)dτ = A also, we obtain the following algebraic equation with respect
to the unknown value A:
π∫
0
sin2 τdτ · A−A =
π∫
0
sin2 τdτ.
Since
π∫
0
sin2 τdτ =
π∫
0
1− cos 2τ
2
dτ =
1
2
τ
∣∣∣∣∣
π
0
− 1
4
sin 2τ
∣∣∣∣∣
π
0
=
π
2
− 0 = π
2
then
A(
π
2
− 1) = π
2
⇒ A =
π
2
(π2 − 1)
=
2π
2(π − 2) =
π
π − 2 .
Hence A =
π∫
0
sin θv(θ)dθ = ππ−2 . Then from (4.102) it follows
v(τ) = sin τA− sin τ = (A− 1) · sin τ = [ π
π − 2 − 1] sin τ =
2
π − 2 sin τ.
Thus, the asked function v(τ) is
v(τ) =
{
sinτ, for τ ∈ [0, π2 ),
2
π−2 sin τ, for τ ∈ [π2 , 3π2 ]
By analogue with v(τ) we can find the function L(τ) that satisfies to the following integral
equation:
2L(τ) +
π∫
0
K(t, θ)L(θ)dθ + S(
3π
2
− π
2
, τ) = 0
In our case
S(
3π
2
− π
2
, τ) = F (π, τ) · 1 =
{
e−i(π−τ), if τ ≤ π,
0, if τ > π
=
{
e−iπeiτ , if τ ≤ π,
0, if τ > π
=
=
{
(cos τ + i sin τ)(cos(−π) + i sinπ), if τ ≤ π
0, if τ > π
=
{
− cos τ − i sin τ, if τ ≤ π,
0, if τ > π
Hence, the real part is
S(π, τ) =
{
− cos τ, τ ≤ π
0, τ > π.
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Thus the integral equation with respect to L(τ) is
L(τ)−
π∫
0
sin τ sin θL(θ)dθ − cos τ = 0, for 0 ≤ τ ≤ π
and
L(τ)−
π∫
0
sin τ sin θL(θ)dθ + 0 = 0, for
3π
2
> τ > π.
For 3π2 > τ > π we have the following equation
L(τ)− sin τ
π∫
0
sin θL(θ)dθ = 0
Multiplying by sin τ and then integrating from 0 to π yields
π∫
0
sin τL(τ)dτ −
π∫
0
sin2 τdτ ·
π∫
0
sin θL(θ)dθ = 0.
Denoting
π∫
0
sin τL(τ)dτ = B and since
π∫
0
sin2 τdτ = π2 , then we have the algebraic equation
with respect to B
B(1− π
2
) = 0⇒ B = 0.
Then from the equation (4.103) we obtain
L(τ) = 0, τ ∈ [π, π3π
2
].
Let now τ ∈ [0, π] :
L(τ)− sinτ
π∫
0
sin θL(θ)dθ = cos τ, τ ∈ [0, π] (4.103)
Multiplying by sin τ and then integrating from 0 to π:
π∫
0
sin τL(τ)dτ −
π∫
0
sin2 τdτ
π∫
0
sin θL(θ)dθ =
π∫
0
cos τ sin τdτ
or
B − π
2
B =
1
2
π∫
0
sin 2τdτ,
Since
π∫
0
sin 2τdτ = −1
2
cos 2τ
∣∣∣∣∣
π
0
= −1
2
[1− 1] = 0,
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then B(1− π2 ) = 0 ⇒ B = 0. Then from the equation (4.103) we have L(τ) = cos τ, τ ∈
[0, π]. Thus
L(τ) =
{
cos τ, τ ∈ [0, π]
0, τ ∈ [π, 3π2 ].
Hence the optimal control is given as
ug(t) = v(t) +
1
λ
L(t)g
where the parameter λ is determined as a positive solution of the following algebraic
equation
a
1
λ2
+ 2b
1
λ
+ c = 0
where
a = −1
2
T−h∫
0
S(T − h, τ)L(τ)dτ = −1
2
π∫
0
cos τ cos τdτ =
= −1
2
π∫
0
cos2 τdτ = −1
2
π∫
0
1 + cos 2τ
2
dτ = −1
4
[τ + sin 2τ ]
∣∣∣∣∣
π
0
= −1
4
π,
b = 0,
c = γ − 1 +
T−h∫
0
(ψ(τ) + ϕ(τ))v(τ)dτ = γ − 1 +
pi∫
0
sin τv(τ)dτ =
= γ − 1 +
pi
2∫
0
sin τ2 sin τdτ +
pi∫
pi
2
sin τ
2
π − 2 sin τdτ = γ − 1 + 2
pi
2∫
0
sin2 τdτ +
2
π − 2
pi∫
pi
2
sin2 τdτ =
= γ − 1 + 2
2
[τ − 1
2
cos 2τ ]
pi
2
0 +
2
π − 2
1
2
[τ − 1
2
cos 2τ ]pipi
2
=
= γ − 1 + [π
2
+
1
2
+
1
2
] +
1
π − 2[π −
1
2
− π
2
− 1
2
] =
= γ − 1 + π/2 + 1 + π
2(π − 2) −
1
π − 2 = γ +
π − 1
2
.
Here
γ =
T∫
T−h
[
Ns(τ − h, x0) +Mr(τ − h)
]T [
Ns(τ − h, x0) +Mr(τ − h)
]
dt
and the required coefficients are
N =
[
E +DB−1B0
]−1[
C−1 −DB−1A−1
]
, M =
[
E +DB−1B0
]−1[
D−1 −DB2−1
]
In our case
r(τ) = 0, s(t, x0) = e
−it · 1 =
π∫
pi
2
e−ite−itdt =
π∫
pi
2
e−2itdt = − 1−2ie
−2it
∣∣∣∣∣
π
pi
2
=
=
i
2
[e−2iπ − e−iπ] = i
2
[cos 2π + i sin 2π − cosπ + i sinπ] = i
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Then γ = i such that Reγ = 0, Imγ = 1. Since we are consider only the real valued
parameters, then we have c = 0 + π−12 =
π−1
2 , b = 0, a = −π4 and the required algebraic
equation is
− π
4λ2
+
π − 1
2
= 0⇒ λ2 = π
2(π − 1)
The positive solution of the last equation is λ∗ =
√
π
2π−2 .
Thus the optimal control function is given as
ug(t) = v(t) +
1
λ∗
L(t)g =


sin t+ gλ∗ cos t, if t ∈ [0, π2 ]
π
π−2 sin t+
g
λ∗ cos t, if t ∈ [π2 , π]
π
π−2 sin t+ 0, if t ∈ [π, 3π2 ].
According to Theorem 20 the unknown scalar g is determined by the inequality
max
‖g‖=1
L(g, T ) ≤ 0
where
L(g, T ) = gT s(T − h, x0) +
T−h∫
0
gTF (T − h, τ)ug(τ)dτ
In our case we have
max
g 6=0
{g cos π +
π∫
0
gF (π, τ)ug(τ)dτ} ≤ 0.
Simplifying
max
g 6=0
{−g +
pi
2∫
0
g(− cos τ)(sin τ + g
λ∗
cos τ)dτ +
pi∫
pi
2
g(− cos τ)( π
π − 2 sin τ +
g
λ∗
cos τ)dτ} =
= max
g 6=0
{−g − g
2
pi
2∫
0
sin 2τdτ − g
2
λ∗
pi
2∫
0
cos2 τdτ − 1
2
g
π
π − 2
pi∫
pi
2
sin 2τdτ − g
2
λ∗
pi∫
pi
2
cos2 τdτ} =
= max
g 6=0
{−g + g
4
cos 2τ
∣∣∣∣∣
pi
2
0
− g
2
2λ∗
(τ +
sin 2τ
2
)
∣∣∣∣∣
pi
2
0
+
1
2
π
π − 2g
1
2
cos 2τ
∣∣∣∣∣
pi
pi
2
− g
2
2λ∗
(τ +
sin 2τ
2
)
∣∣∣∣∣
pi
pi
2
} =
= max
g 6=0
{−g − g
2
− g
2
2λ∗
(
π
2
+ 0) + g
π
2(π − 2) −
g2
2λ∗
(
π
2
+ 0)} =
= max
g 6=0
{g(−frac32 + π
2(π − 2))− g
2(
π
2λ∗
)} =
= max
g 6=0
{−g2
√
π + 2
π
− g(3π − 6− π
2(π − 2) )} = max‖g‖=1{−g
2
√
1 +
2
π
− g 2π − 6
2π − 4} ≤ 0
This inequality gives the following solution g0 = 6−2π2π−4
√
π
π+2
Finally, the optimal control is given as
u0g(t) = v(t) +
1
λ∗
L(t)g0 =


sin t+ 6−2π2π−4
√
2π−2
π+2 cos t, if t ∈ [0, π2 ]
π
π−2 sin t+
6−2π
2π−4
√
2π−2
π+2 cos t, if t ∈ [π2 , π]
π
π−2 sin t, if t ∈ [π, 3π2 ]
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Example 2
x˙(t) = −x(t− 1) + u(t),
f(t) ≡ 0, t ∈ [−1, 0), x(0) = 10, T = 3,
3∫
0
u2(t)dt ≤M → min
u∈UT (·)
(4.104)
The problem is to find the function u0(t) such that the trajectory of the control system
satisfies x(t) ≡ 0 on the last time interval t ∈ [2, 3] and minimizing the functional
min
u∈UT (·)
3∫
0
u2(t)dt
Using the method illustrated above we can establish that the optimal control have the
following form:
u0(τ) =


e
√
3
2
τ (2.6521 sin τ2 − 2.5115 cos τ2 )− e−
√
3
2
τ (2.3118 sin τ2 + 4.6325 cos
τ
2 ), τ ∈ [0, 1]
e
√
3
2
τ (1.1407 sin τ2 − 1.0301 cos τ2 ) + e−
√
3
2
τ (12.2625 sin τ2 + 1.0359 cos
τ
2 ), τ ∈ [1, 2]
e
√
3
2
τ (0.4901 sin τ2 − 0.4219 cos τ2 )− e−
√
3
2
τ (17.2647 sin τ2 − 23.6179 cos τ2 )−
−8.3334τ + 19.9980, τ ∈ [2, 3].
(4.105)
t
2.01.50.5 3.0
2.5
−2.5
−5.0
1.0
0.0
2.50.0
u1(t)                   
u2(t)                   
u3(t)                   
Figure 4.1: Optimal control
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4.5 Conclusions
In this chapter differential repetitive processes are studied from the perspective of dif-
ferential delayed systems. The new mathematical models for this class of systems have
been introduced and primary analysis is provided. First of all, the controllability and time
optimal control have been outlined. It is necessary to add that this note covers only first
attempts to investigate the differential repetitive processes from that point of view, and
hence a rich material remains to be the subject for further work. For example, new con-
trollability and observability notions are of a significant interest for further investigations.
In particular, the controllability notion which includes so-called functional controllability
(see, for example, [56]) when is required to drive the state variables at the final interval
[α,α+h] to the pre-assigned functions x(t) = ϕ(t), y(t) = ψ(t), t ∈ [α,α+h]. This notion
can be given as follows
Definition 21. The process (4.14)—(4.15) is said to be complete controllable if for any
initial data g(t), t ∈ [−h, 0], f(t), t ∈ [−h, 0), x0 = 0 of (4.15) there exist the moment
t1 < +∞ and the control function u(t), t ≥ 0, u(t) ≡ 0, t ≥ t1 such that the corresponding
solutions x(t, g, f, x0, u), y(t, g, f, x0, u) of the system (4.14)—(4.15) satisfy the following
conditions
x(t) ≡ 0, y(t) ≡ 0, t ≥ t1 (4.106)
In fact, it is required to drive the system at the interval [t1, t1+h] to the zero position
and to keep it during the time t > t1 + h. Related analysis for ordinary time delay
system can be found, for example, in [57, 67] and some results on controllability of the
multiconnected system have been also given in [37, 53].
The developed in this chapter results for the linear process (4.14)—(4.15) can be also
extended to obtain the necessary conditions for optimal control of nonlinear models. As
known, the cost functional increment method [37] is based on the estimate for trajec-
tory variation generated by the corresponding control function variation, and in fact uses
the linear part of the model. For this purpose, we can consider the following nonlinear
optimisation problem
x˙(t) = F
(
x(t), x(t− h), y(t), y(t − h), u(t)) (4.107)
y(t) = G
(
x(t), x(t− h), y(t − h), u(t)), t ∈ T .= [0, α] (4.108)
with the initial conditions
x(t) = f(t), t ∈ [−h, 0), x(0) = x0, y(t) = g(t), t ∈ [−h, 0] (4.109)
and x ∈ Rn, y ∈ Rm, u ∈ Rr. Here it is necessary to assume that the control functions
are piecewise continuous on the interval [0, α] and u(t) ∈ U for all t ∈ T , where U ⊂ Rr
is some prescribed set. The couple of the functions
(
x(t), y(t)
)
is a solution of the system
(4.107)—(4.109) for the given control function u(t), if they satisfy the differential equation
(4.107) almost everywhere on the interval [0, α] and the difference equation (4.108) for all
t ∈ [0, h].
Let β0, β1, . . . , βν , be given time moments such that 0 = β0 < β1 < . . . βν ≤ α, and,
Mi ⊂ Rm, i = 0, . . . , ν be given convex closed sets from Rm. The optimal control problem,
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hence, is to minimize the cost functional of the form
J(u) = ϕ(y(α − β0), y(α− β1), . . . , y(α − βν)) (4.110)
subject to the constraints
y(α− βi) ∈Mi, i = 0, . . . , ν (4.111)
over the solutions of the system (4.107)—(4.109)). Here ϕ(x1, . . . , xν+1) is a continuously
differentiable function. The introduction of such kind optimisation problem corresponds to
the notion of the pass controllability for the given points when it is necessary to optimize
the final pass profile running through the pre-assigned value set at the specified time
moments. However, the major task is to solve the general problem with nonlocal initial
conditions omitted here. These problems are subject of ongoing work and will be reported
in due course.
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Summary
This work has presented a panorama of modern dynamical system and optimization
theory and its application. This theory has been enhanced by new developments, many of
which appear here for the first time in relation to engineering problems. The presentation
is not encyclopedic in nature and does not cover all areas of system theory. The text is
intended to concisely present a class of networks (graph models) and multidimensional
models, with its own character, theory, techniques and tools. Particular attention has
been given to the principal important subclass of 2-D systems such as the repetitive
processes and their links with differential-algebraic systems. Although this subclass of the
models is restrictive, it is sufficient to solve a broad spectrum of applications as has been
demonstrated in this work.
This contribution has developed some new results on the simulation of gas transporta-
tion networks and industrial phenomena with repetitive operation governed by linear dis-
crete and continuous dynamical systems, in general. The aim of the work is to develop
a new approach and enhance the existing ones to the mathematical description of multi-
dimensional (2-D) and repetitive models of physical processes on the base of a ’mature’
optimization theory and to solve related control problems.
In particular, the new optimization methods for the control systems under consider-
ation are given on a strong basis by exploiting the constructive approach in the modern
optimization theory. The obtained results indicates the natural way to study the large
scale distributed transportation networks by a multistage modelling when the simple graph
models are used at the first stage and the 2-D system setting can be realized then for the
second stage for the more detailed description. For both graph and 2-D models the new
optimization methods are proposed. It is the main advantage of this mixed representation
that a rather general class of the complicated problems of technical area can be repre-
sented in a conceptually simple fashion. It is the starting point for the design of suitable
discrete models and their efficient computer implementation.
In the work it is proposed a general operator setting to study the control theoretic
properties which allows for a very significant generalization and extension of previous
results for this class of systems. This leads to major new results on controllability and
optimization, in particular, by feedback action in this general setting.
The contribution of this work is a beautiful, unified and powerful theory. According
to which the following principal results are:
• In Chapter 1, the new algorithm for optimization of graph networks used the it-
erative procedure based on the principle of the decreasing suboptimality estimate
and exploiting the duality theory. Also, 2-D system setting approach for studying
optimal control programm for gas pressure and gas flow at the pipeline unit;
• In Chapter 2, the strong mathematical background for the 2−D control optimization
problem where the existence and uniqueness of optimal solution (Theorem 5) is
proved, the various representations form for optimal control (Theorem 7) including
feedback control law (Theorem 10) are established. Also, a specific optimization
problem via boundary data (Theorem 8) is solved;
• In Chapter 3, the optimality conditions in classic principle maximum form (Theorem
13) for a nonstationary repetitive process with general intermediate constraints.
Also, the new constructive optimality (Theorem 14) and sub-optimality (Theorem
15) conditions for the particular stationary repetitive models;
• In Chapter 4, extension of the delay time system approach for studying differential
repetitive processes and investigation of system theoretic properties such as control-
lability (Theorem 18) and optimality (Theorem 21) for the hybrid (time delayed
differential - algebraic) with integral constraints (Theorem22).
The application of the proposed methods to real-world problems has been demon-
strated by the illustrative examples.
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Zusammenfassung
In der vorliegenden Arbeit wurde ein U¨berblick u¨ber moderne dynamische
Systeme sowie der Optimierungstheorie und deren Anwendung vorgestellt. Diese Theo-
rie konnte durch einige neue Verbesserungen weiterentwickelt werden, wobei ein Großteil
davon im Rahmen dieser Arbeit das erste Mal in Verbindung mit technischen Prob-
lemstellungen angewendet wird. Die vorgestellte wissenschaftliche Arbeit stellt keine al-
lumfassende Ausarbeitung dar und ist somit nicht auf alle Bereiche der System Theory
u¨bertragbar. Das grundlegende Ziel meiner Dissertation besteht vorrangig darin, eine
kurze und klare Darstellung von Netzwerkklassen (Graphenmodelle) und mehrdimension-
alen Modellen, mit ihrem jeweils eigenen Charakter, zu zeigen. Besondere Aufmerksamkeit
wurde dabei auf den allgemein wichtigen Teilbereich der 2-D Systeme, wie beispielsweise
den repetitiven Prozessen sowie deren Verbindungen zu differentiellen algebraischen Sys-
temen, gerichtet. Obwohl die Anwendbarkeit der Modelle in diesem Bereich teilweise
eingeschra¨nkt ist, kann mit ihnen ein weitra¨umiges Spektrum an entsprechenden technis-
chen Aufgabenstellungen gelo¨st werden.
In der vorliegenden Abhandlung konnten einige neue Ergebnisse im Bezug auf die
Simulation von Netzwerken zur Gasbefo¨rderung und zu industriellen Aufgabenstellungen
mit repetitiven Operationen im Allgemeinen erzielt werden. Die dabei zugrundeliegen-
den mathematischen Modelle wurden durch lineare, diskrete und kontinuierliche dynamis-
che Systeme beschrieben. Das Ziel der Arbeit besteht darin, einen neuen Denkansatz
zu entwickeln und die bereits existierenden Methoden hinsichtlich der mathematischen
Beschreibung von mehrdimensionalen (2-D) und repetitiven Modellen von physikalischen
Prozessen, basierend auf der ’mature’ Optimierungstheorie, zu verbessern sowie die damit
verbundene Regelungsproblematik zu lo¨sen.
Dabei werden die neuen Optimierungsmethoden fu¨r die betrachteten Regelungssys-
teme insbesondere unter starker Verwendung von konstruktiven Denkansa¨tzen der mod-
ernen Optimierungstheorie dargestellt. Die daraus hervorgehenden Ergebnisse weisen da-
rauf hin, die großra¨umig verteilten Transportnetzwerke auf die urspru¨ngliche Art durch
mehrstufige Modelbildung zu untersuchen. Die ”simple graph” Modelle werden dabei in
der ersten Stufe verwendet und die 2-D Einstellung zur detaillierteren Beschreibung kann
dann im zweiten Schritt erfolgen. Fu¨r die beiden Graphen und die 2-D Modelle werden
neue Optimierungsmethoden vorgeschlagen. Der Hauptvorteil dieser vermischten Darstel-
lungsweise liegt darin begru¨ndet, dass eine eher allgemeinere Klasse von komplizierten
technischen Problemen in eine konzeptionell einfache Form u¨bertragen werden kann. Da-
raus ergibt sich die Gestaltung der diskreten Modelle sowie deren effiziente Einbindung in
die entsprechende Computersoftware.
In dieser Arbeit wird eine allgemeine Operatoreinstellung vorgeschlagen, um die
Steuerung bzw. Regelung der theoretischen Eigenschaften zu untersuchen, die eine
wesentliche Verallgemeinerung sowie eine Erga¨nzung zu bisherigen Ergebnissen von Syste-
men fu¨r diese Kategorie zulassen. Durch die entsprechenden Feed-Back Reaktionen fu¨hrt
diese allgemeine Einstellung insbesondere zu bedeutenden neuen Erkenntnissen im Bereich
der Regelbarkeit und Optimierung.
Im Rahmen dieser Dissertation konnte eine hervorragende, vereinheitlichende und leis-
tungsfa¨hige Theory entwickelt werden. Die damit verbundenen, prinzipiellen Ergebnisse
sind im folgenden formuliert:
• In Kapitel 1 wird ein neuer Algorithmus fu¨r die Optimierung von Graphen Net-
zwerken entwickelt. In diesem Zusammenhang werden iterative Prozesse, die auf
dem Prinzip der Verringerung der ”suboptimality estimate” und der Verwendung
der dualen Theorie basieren, verwendet. Ebenfalls wird eine 2-D Systemeinstel-
lungsmethode zur Untersuchung eines optimalen Regelungsprogramms fu¨r den Gas-
druck und die Gasstro¨mung in einer Fernleitungsanlage benutzt.
• In Kapitel 2 wird zuna¨chst der fundierte mathematische Hintergrund fu¨r 2-D
Regelungsoptimierungsaufgaben, eingefu¨hrt wobei bereits die Existenz und die Vere-
inheitlichung von optimalen Lo¨sungen nachgewiesen ist, (Theorem 5). Des weiteren
werden verschiedene Darstellungsformen fu¨r optimale Regelungen (Theorem 7), ein-
schließlich der Feed-Back Regelungsgesetze (Theorem 10) behandelt. Ein spezifisches
Optimierungsproblem wird mit Hilfe von Grenzwertdaten (Theorem 8) gelo¨st.
• In Kapitel 3 werden die optimalen Bedingungen in ”classic maximum principle form”
(Theorem 13) fu¨r instationa¨re repetitive Prozesse mit allgemeinen Zwischenbegren-
zungen pra¨sentiert. Die neuen ”constructive optimality” (Theorem 14) und ”sub-
optimality” (Theorem 15) Bedingungen fu¨r stationa¨re repetitive Modelle werden
dargestellt.
• In Kapitel 4 wird die Erweiterung der Verzo¨gerungszeit-Systemmethode zur Unter-
suchung von differentiellen repetitiven Prozessen sowie die Ermittlung von systembe-
zogenen theoretischen Eigenschaften, wie bspw. Regelbarkeit (Theorem 18) und die
Optimierung (Theorem 21) fu¨r die Hubride (zeitverzo¨gerte differenziell algebraisch)
mit integralen Begrenzungen (Theorem 22), dargestellt.
Die Anwendung der vorgeschlagenen Methodik auf reale Problemstellungen wurde
durch illustrative Beispiele demonstriert.
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