Abstract. Suppose that L is a second order, self-adjoint, elliptic partial differential operator on a bounded domain Ω ⊂ R n , n ≥ 2, and a, b ∈ L ∞ (Ω). If the equation Lu = au + −bu − +λu (where λ ∈ R and u ± (x) = max{±u(x), 0}) has a non-trivial solution u then λ is said to be a half-eigenvalue of (L; a, b). In this paper we obtain some general properties of the half-eigenvalues of (L; a, b) and also show that generically the half-eigenvalues are 'simple'.
Introduction
Let Ω be a bounded domain in R n , n ≥ 2, and let H = H 2 (Ω) ∩ H (a ij u xi ) xj + qu, u ∈ H, (1.1) where: q ∈ L ∞ (Ω); a ij ∈ C 1 (Ω) and a ij = a ji , for all i, j = 1, . . . , n; n i,j=1
for some ζ > 0. We consider semilinear boundary value problems of the form
where f : Ω × R → R is a Carathéodory function (a solution of (1.3) is an element u ∈ H for which the equation holds almost everywhere in Ω). We suppose that f satisfies |f (x, ξ)| ≤ P (x) + Q|ξ|, a.e. x ∈ Ω, all ξ ∈ R, (1. 4) for some P ∈ L 2 (Ω), Q ∈ R, and the limits exist for a.e. x ∈ Ω. It follows from (1.4) that a, b ∈ L ∞ (Ω) (the argument in Remark 2.2 of [15] shows that a, b are measurable). We also suppose that a = b (in L ∞ (Ω)), in which case the nonlinearity f is said to be jumping. Closely related to (1.3) The Fučík spectrum is discussed in, for example, [6, 7, 11, 13, 14, 17, 21, 24] , and many other references therein. A great deal is known about the geometric structure of Σ(L) for the Sturm-Liouville problem, see [17, 21] . However, much less is known in the elliptic case. Letting µ 1 < µ 2 < . . . denote the eigenvalues of L, it is clear that (µ k , µ k ) ∈ Σ(L) for each k ∈ N, and a certain amount of information is available on the structure of Σ(L) close to the points (µ k , µ k ), see [14] for the case where µ k is a simple eigenvalue, and [24] for the general case. However, very little is known about the global structure of Σ(L) (a single global curve in Σ(L) is constructed in [11] ).
The set Σ H (L; a, b) has not been considered as often as Σ(L), but again a detailed description of Σ H (L; a, b) is available for the Sturm-Liouville case, see [21] (see also [4, 19] for the case when a, b are constants) while little is known in the elliptic case (see [18] for the case when a, b are constants and a − b is sufficiently small). In this paper we discuss the elliptic problem and prove some general properties of Σ H (L; a, b). However, these results are only a first step towards describing the complete structure of the set Σ H (L; a, b). We also show that for 'generic' L all the half-eigenvalues of (L; a, b) are 'simple' (these terms will be defined below).
The Fučík spectrum was introduced to provide solvability conditions for equations of the form (1.3) when the limiting functions a, b, are constants α, β. In this case solvability, or non-solvability, conditions for (1.3) can be stated directly in terms of the location of the point (α, β) ∈ R 2 relative to the Fučík spectrum, see [6] , [13] . When the limits a, b are not constant such conditions are rather more problematic, and are usually expressed in terms of pointwise inequalities of the form
∈ Ω, where (r + , r − ), (s + , s − ) belong to consecutive curves of Σ(L) (see, for example, [15] and [22] for Sturm-Liouville problems, and [11] for an elliptic problem). However, there are many functions a, b, which do not satisfy such a pointwise condition for any (r + , r − ), (s + , s − ) ∈ Σ(L). For such functions the Fučík spectrum results provide no information. In contrast, it is shown in [22] , in the Sturm-Liouville case, that using the set Σ H (L; a, b) yields general solvability or non-solvability conditions which provide information for 'most' pairs of functions a, b (those for which 0 ∈ Σ H (L; a, b)). In particular, these conditions apply to functions a, b which do not satisfy any pointwise inequalities of the above form. Furthermore, the conditions obtained from Σ H (L; a, b) seem rather more conceptually natural than the pointwise conditions given in terms of Σ(L). In this paper we state some solvability and non-solvability conditions for the elliptic form of equation (1.3) in terms of Σ H (L; a, b). These conditions are similar to the conditions stated in [22] for the Sturm-Liouville problem but are more limited in their scope.
A slightly different definition of half-eigenvalues is considered in [2] , and a particular 'non-trivial' half-eigenvalue is constructed variationally (the first halfeigenvalue for which the corresponding half-eigenfunction changes sign). Some solvability results for (1.3) are then proved in terms of this half-eigenvalue. The construction in [2] also deals naturally with non-constant a, b.
General properties of Σ H (L; a, b) and solvability conditions
We will require the following version of the implicit function theorem, which is proved in Lemma 1, together with Remark 2, in [7] . Note that 'strict differentiability' is defined in [5] . Lemma 2.1. Suppose that X, Y are Banach spaces and
2 (0, 0). Also, Lemma 4.3 of [16] or p. 142 of [7] shows that if (λ, u) ∈ Σ H (L; a, b) then F 1 is strictly differentiable with respect to u at (λ, u), and
where χ {u>0} denotes the characteristic function of the set {x ∈ Ω : u(x) > 0}, and similarly for χ {u<0} . Differentiability with respect to λ is obvious, so F 1 and F 2 are strictly differentiable at (λ, u). In addition, (1.6) 
Proof. It follows from standard spectral theory that dim N (T (λ, u)) = 1 implies that DF 2 (λ, u) is non-singular, so the result follows from Lemma 2.1. Now suppose that λ ∈ Σ H (L; a, b), and let
Elements of Ψ λ will be called half-eigenfunctions corresponding to λ. The set Ψ λ is compact in H. We now make the following definitions. Definition 2.3. A half-eigenvalue λ is regular if dim N (T (λ, u)) = 1 for every u ∈ Ψ λ . If λ is regular then the multiplicity of λ is the cardinality of the set Ψ λ (by Lemma 2.2, Ψ λ is discrete and hence finite). If λ is regular and has multiplicity one then λ is simple. Remark 2.4. If we allowed a = b then we would be in the standard linear case and a simple eigenvalue, in the standard sense, would have multiplicity two in the sense of Definition 2.3,
, which we assume throughout this paper, this cannot happen, as the following lemma shows.
and hence a − b = 0 on the set Ω \ Z, where Z = {x ∈ R : u(x) = 0}. But by the unique continuation result in [3] the set Z has measure zero, which contradicts our assumption that a = b.
There are two trivial half-eigenvalues whose corresponding half-eigenfunctions
Then it is clear that There also exists at least one other half-eigenvalue.
Theorem 2.7. There exists a half-eigenvalue
given by a similar variational characterization to that in [2] . This half-eigenvalue has the property that if
Proof. The theorem can be proved by adapting the methods of [2] to deal with the definition of half-eigenvalues used here. Briefly, we define a 
with P ∈ L 2 (Ω) and lim |ξ|→∞ Q(|ξ|) = 0. As in Section 1. 
for some constants c 1 , c 2 > 0. We will consider the solvability of the equation
where λ ∈ R and h ∈ L 2 (Ω). This is a slightly rewritten form of (1.3), with f given by the right hand side of (2.3). The condition (2.1) is a slight additional assumption on f and is, essentially, a uniformity condition on the limits in (1.5).
By adding a suitable constant to q and λ, if necessary, we may suppose without loss of generality that µ 1 > 0, and hence the operator L −1 : L 2 (Ω) → H exists and is bounded. Thus, for any λ ∈ R, we may define the operator
Clearly, (2.3) is equivalent to the equation
The operator R λ is positively homogeneous, in the sense that R λ (tu) = tR λ (u) for any t ≥ 0 and u ∈ H. Now let B r (c) denote the ball in H with centre c and radius r.
Since the mapping u → au
(ii) With λ ± 1 , λ 2 as in Theorems 2.6 and 2.7,
, with λ 0 simple, and let
where · , · 2 denotes the H 2 (Ω) inner product. Standard spectral theory now shows that D u S λ0 (u 1 ) is non-singular, so the equation S λ (u) = 0 has a unique curve of solutions near λ = λ 0 , u = u 1 , given by u(λ) = (λ − λ 0 + 1)u 1 , and so, as λ crosses λ 0 , exactly one simple zero of S λ crosses ∂B 1 (0) (through u 1 ) and hence deg(S λ ) = deg(R λ ) changes by exactly ±1.
(
, λ 2 ) we consider the continuous homotopy
where either λ(t) = λ
ta, tb) (it is standard that λ ± 1 (t) depend continuously on t, and similar arguments to those in [2] show the same for λ 2 (t)). Now, 0 ∈ H t (∂B 1 (0)) for
(iii) An example is given in Section 3 of [8] , with a, b constants and λ = 0. (ii) We suppose that µ 1 (b) < λ < µ 1 (a) (the other case is similar), and we first deal with the case g ≡ 0. Let h = −φ 1 (b) and suppose that u is a solution of (2.3). Taking the inner product of (2.3) with u + , then integrating by parts and using the standard characterization of µ 1 (a) yields
Since φ 1 (b), u + ≥ 0, this implies that u + = 0 and u ≤ 0. Now, taking the inner product of (2.3) with φ 1 (b) yields
and hence (µ 1 (b) − λ) u, φ 1 (b) = −1, which is a contradiction, and so (2.3) does not have a solution when h = −φ 1 (b). Now suppose that g ≡ 0. We will show that if h = −γφ 1 (b), γ > 0, then (2.3) has no solution when γ is sufficiently large. Suppose instead that there exists a sequence (γ n , u n ) ∈ R × H, n ≥ 1, of solutions of (2.3) with γ n ≥ n for all n. Then it follows from (2.2) that u n 2 → ∞. Dividing (2.3) by u n 2 and writing
It follows from (2.5) that the sequence η n is bounded (since g n 0 → 0, by (2.2)), so, after choosing a subsequence if necessary, there exists v ∈ H, η ≥ 0 such that
, and η n → η, and taking the weak limit in (2.5) yields the equation These contradictions complete the proof.
(iii) Again we first deal with the case g ≡ 0. If λ is not an eigenvalue of L − a then choose ζ λ ∈ B 1 (0) with ζ λ > 0 in Ω, and set 
Thus, using the results proved for the case g ≡ 0 (which hold in B 1 (0) \ B δ (0), for δ sufficiently small), together with a degree theory argument, it follows that if t is sufficiently large then (2.7) has at least two solutions in B 1 (0), and hence (2.4) has at least two solutions in B t (0).
For some values of λ we can extend Theorem 2.9 to the case where (1.4) holds but the limits in (1.5) do not exist. Let
, and define λ
, and similar arguments to those in [2] show the same for λ 2 ).
Theorem 2.10. (i) If
Proof. Essentially, the proofs follow the proofs of Theorems 3.1 and 4.1 in [22] , which deal with the Sturm-Liouville case (the proof of part (i) uses a homotopy and Leray-Schauder continuation argument, together with the above degree theory, while the proof of part (ii) is similar to the proof of part (ii) of Theorem 2.9 above). 
Generic properties of Σ H (L; a, b)
In this section we let γ ∈ (0, 1) and suppose that ∂Ω is C 3,γ , a ij ∈ C 3,γ (Ω), i, j = 1, . . . , n, and q, a, b ∈ C 1,γ (Ω), and we show that for 'generic' coefficient
n (where L A denotes the operator defined by (1.1) with the coefficients in A). More precisely, letting
we will show that there exists a residual set G ⊂ V such that if A ∈ G then all the half-eigenvalues in Σ H (L A ; a, b) are simple (a subset of a topological space is said to be residual if it contains the intersection of a countable collection of open dense sets). Other forms of genericity will be mentioned below, see Remark 3.5. Similar methods were used in [16] to obtain results on the structure of Σ(L) for generic domains Ω, and these results were extended in [20] . Unfortunately, the proofs in both these papers are incorrect. The error in [16] is discussed in [20] and a modified proof of the main result of [16] is given in the proof of Theorem 1.4 in [20] . However, this modified proof is also incorrect and, in fact, an example of Dancer [9] shows that Theorem 1.4 in [20] is incorrect. The error in [20] arises from applying a transversality theorem to a C 1 Fredholm mapping F of index i = 1, when in fact the transversality theorem requires F to be C k with k > i, that is F needs to be at least C 2 . The fact that F has index 1 is associated with the 1-dimensional nature of the set Σ(L), while the fact that F cannot be smoother than C 1 is due to the presence of the terms u ± in the definition of F (in fact, F is not even C 1 but satisfies the conditions of Lemma 2.1 -it is shown in [7] that this is sufficient for the transversality argument, but for now we ignore this technicality). Thus these two properties of F are completely natural for this problem, but preclude the use of transversality. However, a similar function G can be constructed to describe the set of half-eigenvalues Σ H (L; a, b) which has index 0 (this corresponds, as we will see, to the fact that generically the set Σ H (L; a, b) consists of a collection of isolated points, and hence is essentially 0-dimensional). Thus the transversality arguments hold for this mapping and can be used to obtain generic properties of the set Σ H (L; a, b) . 
2 (0, 0). The following results can be proved:
(i) G 1 is strictly differentiable with respect to u and continuously differentiable with respect to A at ζ 0 (see Section 2 above and Section 2 of [23] respectively) and 
is surjective (see the general arguments in Section 2 of [23] and the discussion in [20] -the discussion in [20] is brief, but deals with a situation very similar to the present case). Since the result in (iv) holds for all ζ 0 ∈ G −1 2 (0, 0), the function G 2 is said to be transverse (to (0, 0)) on R×H 0 ×V (or (0, 0) is a regular value of G 2 ). Transversality is defined similarly on subsets of R × H 0 × V by restricting the domain of G 2 . Now, by the transversality results in Theorem 1.1 and Remark A.1 in [23] there exists a residual set F ⊂ V such that if A 0 ∈ F then the mapping G 2,A0 , is transverse (it is shown in [7] that the strict differentiability of G 2 on the set G For any ρ > 0 let I ρ = (−ρ, ρ) ⊂ R, and let I ρ be the closure of I ρ . For any r ∈ N let G r be the set of A ∈ V such that G 2,A is transverse on I r+δ × H 0 , for some sufficiently small δ > 0 (depending on A), and any λ ∈ Σ(L A ; a, b) ∩ I r has multiplicity one (these half-eigenvalue are regular by transversality). For any A ∈ V , the set Σ H (L A ; a, b) ∩ (I r × H) is compact (and hence is finite if A ∈ G r ), so it follows from transversality that G r is open in V . We will show that G r is also dense in V .
Choose arbitrary A ∈ V and > 0. By the previous result there exists A 0 ∈ F such that |A 0 − A| 3,γ < /2 and G 2,A0 is transverse on R × H 0 . Now suppose that . By differentiating the second component of (3.1) with respect to t at t = 0 we find that
Taking the L 2 (Ω 0 ) inner product of this equation with u 0 and using u 0 , u 0 = 1,
Now suppose that (λ 0 , u 1 (t) = λ 2 (t), and also A 0 + tA ∈ V . Thus, by an arbitrarily small perturbation of A 0 we can reduce the multiplicity of the half-eigenvalue λ 0 , and if the perturbation is sufficiently small we do not increase the multiplicity of any other half-eigenvalues in I r+δ0/2 . Using this perturbation process we can repeatedly reduce the multiplicities of all the half-eigenvalues in I r that have multiplicity greater than one until we obtain A 1 ∈ V such that |A 1 − A| 3,γ < and A 1 ∈ G r . Since A ∈ V was arbitrary it follows from this that the set G r is dense in V . Now let G = ∩ ∞ r=1 G r . By construction, the sets G r are open and dense in V , so G is a residual subset of V and, for any A ∈ G, the set Σ H (L A ; a, b) consists entirely of simple half-eigenvalues. This completes the proof of the theorem.
It is not clear if there are infinitely many half-eigenvalues in general. For suitable domains separation of variables can be used to construct examples having infinitely many half-eigenvalues (using standard results for half-eigenvalues of Sturm-Liouville problems, see [21] ). For more general domains we now show that the number of half-eigenvalues can be arbitrarily large if a ∞ + b ∞ is sufficiently small (we now allow a, b ∈ L ∞ (Ω) again). It is well known that there exists a residual set E ⊂ V such that if A ∈ E then all the eigenvalues of L A are simple, see [25] . 
where λ + 0 is taken to be −∞.
Proof. Define the function , b) we could construct a sequence of solutions (λ n , u n , a n , b n ) → (µ k , ±φ k , 0, 0), for some k, not lying on these curves, which would contradict the implicit function theorem (Lemma 2.1). Furthermore, if N is sufficiently small the pairs of curves {λ Remark 3.4. By using a variational argument it should be possible to construct half-eigenvalues, when a ∞ + b ∞ is sufficiently small, for any domain Ω, without using the simplicity of the eigenvalues. However, it is not clear if the degree results in Theorem 3.2 would then hold.
Remark 3.5. It can be shown by similar transversality arguments that Theorem 3.1 also holds for generic (a, b) ∈ C 1,γ (Ω) (this form of genericity has the advantage of allowing us to consider specific operators L, such as the negative Laplacian). Furthermore, the methods of [6] , [16] and [20] can be adapted to show that for generic domains Ω (as defined in [16] ) all the half-eigenvalues are regular with multiplicity at most two. However, if one attempts to obtain simplicity of the half-eigenvalues by combining the splitting process in the proof of Theorem 3.1 with domain perturbations, it is found that this requires the condition ∂u 
