Profile analysis is proposed as a means for advancing empirical change process research. In the context of organizational studies, a profile can be viewed as a set of sequentially arranged factors that expresses the relative strength of individual factors and holistic patterns inside or between organizational entities. To demonstrate the utility of the approach in change process research, profile analysis was employed in a cross-sectional study. Hypotheses related to Lewin's three-step model of change were tested using data obtained from managers involved in change implementation. Results confirmed a progression through Lewin's unfreezing-movement-refreezing sequence during implementation. Profiles that reflected higher systematic use of change process factors were also found related to implementation success. Many future research opportunities are apparent, such as investigating interorganizational change profile types and using profile analysis to enhance longitudinal research designs.
viewed as sequences of individual and collective events, actions, and activities unfolding over time in context that describe or account for how entities develop or change (Pettigrew et al., 2001) . Temporality is linked to this process perspective and lends dynamism to the phenomenon and its study.
The temporal dynamic has nudged change process research toward longitudinal designs (Van de Ven & Huber, 1990) . However, longitudinal methods possess some limitations. When longitudinal research is of the qualitative, case-based variety (e.g., Brown & Eisenhardt, 1997; Gersick, 1994) , investigators are often positioned to answer explanatory questions such as how and why but less capable of answering prevalence or predictive questions such as what, how many, and how much (Yin, 1994) . Although case studies can yield richly textured findings, generalizing is often difficult without considerable replication (Eisenhardt, 1989) . Whether qualitative or quantitative in nature, longitudinal change process research is also susceptible to measurement error stemming from changing frames of reference as implementation progresses (Golembiewski, Billingsley, & Yeager, 1976; Zmud & Armenakis, 1978) .
Carefully considered cross-sectional studies offer an interesting complement to longitudinal change process research. Survey-based designs could illuminate issues that challenge small numbers methods, such as evaluating the strength of relationships between change process factors and performance outcomes over a variety of contexts. Cross-sectional studies could also reveal general patterns of change while reducing biases inherent to repetitive measurement in a changing organizational context.
Although cross-sectional studies often neglect vibrant factors that shape change (Pettigrew et al., 2001) , survey-based research can be designed to improve dynamic sensitivity. It is possible for example to obtain cross-sectional samples with temporal content. Like a core sample of earth that illuminates geological understanding across millennia, a well-conceived organizational sample holds a spectrum of images that is capable of capturing a chronology of change. Analytical methods can be amended to extract dynamic information from these organizational core samples. Specifically, we suggest profile analysis as a means for converting the myriad snapshots found in a cross-sectional sample into a motion picture of change.
In this investigation, we consider the merits of profile analysis for advancing change process research. In the sections that follow, we introduce the profile concept and argue for its utility in an empirical change process research setting. As a demonstration, we employ Lewin's (1947) three-step model of planned change to hypothesize about change process patterns during implementation. The hypotheses are then tested using data gathered from a cross-sectional sample of more than 100 managers drawn from three industry sectors, the authors investigated the relationship between structural and systemic factors and the implementation of strategic decisions. They found that the combination of factors related to low-cost strategic decisions differed from the combination related to differentiation decisions. Although graphical features were lacking, their analytical approach included a profile-like dimension in that relevant structural and systemic factors were measured and arranged so that general patterns could be examined and compared. Indeed, the researchers suggested significant opportunity in investigating relationships between content of strategic changes and the patterns, or gestalts, of organizational elements used for implementation.
The empirical approaches employed by Skivington and Daft (1991) address many of the limitations of qualitative case-based change process research. The cross-sectional nature of their sample, although focused on three industrial sectors, encourages findings that are more generalizable across organizational contexts. Large numbers statistical analysis of many implementation factors can be applied toward answering prevalence and predictive questions. Sampling once from each organizational stream reduces measurement error stemming from changing frame of reference across multiple data collection periods.
One shortcoming of Skivington and Daft's (1991) study was that the analysis was based on strategic decisions that had already been implemented. Little can be concluded about the motion of structural and systemic factors while implementation was in progress. For example, some factors may have moved before others (Amis et al., 2004) while other factors perhaps remained stationary until implementation approached completion. It would be desirable to view factor profiles at various points in the implementation cycle to better discern process dynamics.
Although empirical studies are often derided for their static nature, a well-planned cross-sectional sample can provide temporal detail. Plausibly, an empirical sample can contain organizations engaged in various stages of implementation process-some may be getting change underway while others may have initiatives nearing completion. If each organization's chronological location in the process can be identified, then the cross-sectional sample previously viewed as static and lifeless can now be seen as teeming with information that spans the life cycle of change. Data can be aggregated in various ways to study change processes from dynamic perspectives. Similar to Amis et al. (2004) for example, cutoff points could be created to differentiate between early, middle, and late in the implementation cycle for comparative purposes.
Profile analysis enriches cross-sectional change process studies. Visual display and pattern scrutiny that flow from profiling complement statistical approaches and promote triangulation of methods and generalizability of findings. Change processes are often separated into stages or phases (Kanter, Stein, & Jick, 1992) , and each phase is defined by groups of activities or events aimed at similar goals (Garvin, 1998) . To the extent that characteristics of each activity, such as intensity of use during implementation, can be measured, the resulting measures can be grouped to express a profile of factors and their characteristic levels in each change process phase. Merging the profiles of various phases might in turn reveal notable patterns in overall implementation process along a temporal or other dimension. Combined with statistical methods, profile analysis can offer insight into change dynamics difficult to obtain in many longitudinal designs.
Many change process research initiatives could benefit from this approach. For example, it can be used to pursue various issues on the research agenda proposed by Pettigrew et al. (2001) . Identifying common patterns and structures during the process of change, linking change capacity and action to organizational performance, comparing multiple contexts and levels of analysis, and evaluating the strength of relationship between sequential process patterns and outcomes constitute some of the issues that could be examined by the profiling/cross-sectional combination. To be clear, we are not suggesting that cross-sectional approaches replace the longitudinal change process research movement. Rather, we believe that complementing longitudinal methods with well-designed empirical approaches using profiling promises a richer stream of inquiry.
Demonstration Using Lewin's Model
To demonstrate how profiling when combined with cross-sectional methods can provide insight, we offer an example by means of Lewin's (1947) three-step model of change. In Lewin's view, the process of change could be efficiently divided into three phases. Unfreezing is the first phase and involves questioning the organization's current state, and if a different state is desired, then equilibrium needs to be destabilized before old behavior is discarded. The second phase, movement, is a state of flux, where new behavior is modified and fresh approaches are developed to replace old work patterns. Refreezing constitutes the final phase and requires activities to institutionalize the new behaviors and attitudes and to stabilize the organization at a new equilibrium. Lewin's (1947) framework has garnered significant conceptual and face validity as studies suggest that many models of change processes articulated in a variety of disciplines contain similar characteristics (Elrod & Tippett, 2002) . The model is not without its critics however. For example, some scholars take issue with the sequential implication of the three-stage progression, claiming that planned change is a dynamic process that should not be treated as a series of linear events (e.g., Dawson, 1994; Kanter et al., 1992) . Although Lewin's framework remains broadly embraced by scholars (e.g., Burnes, 2004; Schein, 1996) , the theoretical controversy suggests value in empirically validating the model. Zand and Sorenson's (1975) work constitutes a rare published empirical change process study using Lewin's (1947) model as a theoretical framework. Since Lewin conceptualized organizations as dynamic systems of driving and resisting forces, the researchers hypothesized that forces favorable to each phase of Lewin's model would be positively correlated to successful outcomes and that forces unfavorable to each phase would be negatively correlated to success. After employing expert panels to identify common favorable and unfavorable forces and to classify them according to the three phases, the researchers administered a questionnaire to approximately 150 management scientists involved in organizational interventions. Respondents rated the extent to which these positive and negative forces were present in both effective and ineffective change initiatives with their clients and the success of the initiative. Results supported the hypothesized relationships.
In addition to lending empirical support to Lewin's (1947) framework, Zand and Sorenson's (1975) study offers an interesting example of the value that can be realized from empirical change process research. Their findings confirmed the influence of various change process forces on outcomes and suggested the benefit of separating change process activities into those that facilitate and impede successful implementation. Zand and Sorenson's work was subject to a number of limitations however. Sample respondents were expert consultants involved in interventions with client organizations who based their responses on completed interventions. It would be helpful to assess the validity of Lewin's model through the lens of individuals with actual implementation responsibilities. To study the model from a more dynamic perspective, it would also be useful to gather data while implementation is still in progress. Using Lewin's framework and tools of profile analysis, further insight into the process of change can be obtained.
One promising application of profile analysis relates to the investigation of temporal issues in change process. The sequence implied by Lewin's (1947) three-phase model suggests that activities related to unfreezing for example should be observable prior to activities related to movement and refreezing. Indeed, Zand and Sorenson (1975) proposed that unless early attention is paid to unfreezing, later attempts to implement a solution may be futile because the organization was poorly prepared for change at the outset. Equilibrium needed to be destabilized before old behavior could be discarded (Lewin, 1947) . In a similar vein, refreezing activities to stabilize the organization at the new equilibrium likely requires new behaviors to be established first. As noted earlier, many scholars contest the sequential implications of this theory, arguing instead for a more iterative, nonlinear model of change (e.g., Dawson, 1994) . Empirical investigation that includes profile analysis can help resolve this conflict.
If a progression or sequence exists, then intensity levels of factors linked to each of the three stages of Lewin's (1947) model should change as implementation proceeds. As portrayed in Figure 1a , profiles that reflect the change process factors should display more intense use of late-stage activities as precedents have been satisfied during implementation. Therefore, we posit the following:
Hypothesis 1: As implementation progresses, change process profiles will display higher levels of movement and refreezing factors.
Profile analysis can also be employed in an empirical research context to investigate the structure of change processes. For example, relevance of particular change process phases could be assessed, and/or the significance of specific profile patterns could be determined. One interesting issue related to Lewin's (1947) model is whether each of the three steps is equally important to the achievement of effective change or whether a particular step matters more than others. Some scholars have suggested for instance that formal controls commonly associated with refreezing are ill advised and that the organizations should rely instead on shared values, culture, and empowered employees to encourage effective implementation throughout the process (Watson, 1997) .
In samples of organizations realizing different degrees of success from their implementation projects, change process factor profiles may differ between high and low performers. Because Lewin's (1947) theory suggests no bias toward any particular phase, it follows that implementation success is associated with more intense use of activities associated with all change process factors (see Figure 1b) . Therefore we posit the following:
Hypothesis 2: Change process profiles associated with higher degrees of implementation success will display higher levels of unfreezing, movement, and refreezing factors than change process profiles associated with lower degrees of success.
METHOD Sample
Data for this study were obtained from managers participating in change management seminars sponsored by an industrial coalition. During the seminars, participants completed a questionnaire that included the items used in this study. Participants were asked to identify a change initiative that their organizations were implementing Change Process Activity Systematic Usage FIGURE 1: Hypothetical Change Process Profiles or had recently implemented and then address items on the questionnaire with this "reference change" in mind. The captive nature of the respondent group ensured close to a 100% response rate, although a few questionnaires were discarded because they were insufficiently complete. We secured 107 usable questionnaires from managers representing 43 organizations.
A total of 57 unique reference changes were assessed by the respondents. Of these changes, 22 were rated by more than one manager from the same organization. Despite the presence of some multiple respondents, we pooled all responses into a single group of 107 and set the unit of analysis at the individual level. The demonstrative theme of this research prompted us to aggregate all responses so that we could examine change process profiles in a general form. We also observed that responses between individuals in multirater groups varied significantly and appeared to pose little risk of introducing bias into the sample. To more formally check this, we developed a partial sample where each of the 57 reference changes was represented by a single respondent (the respondent for each multirater group was randomly selected). A MANOVA was conducted using all relevant questionnaire items as dependent variables. No significant difference was detected between the full and partial sample, which suggested little influence from multiple respondent bias. These findings are consistent with Bowman and Ambrosini's (1997) observation that inferences about processes and outcomes made by managers from the same organization often vary widely.
Demographic analysis found the sample group evenly divided between manufacturing (49%) and service (51%) organizations. About 70% of the respondents were from private for-profit enterprises, followed by public for-profit (18%) and public sector/government agencies (12%). Nearly 95% of respondents were from organizations of more than 50 employees; about 25% of respondents were from organizations of greater than 1,000 employees. More than 90% of respondents were at least middlelevel managers; more than half were upper-level managers. Questions designed to reveal status and impact of planned change indicated that about half of the reference changes were estimated to be at least 50% completed at the time of the evaluation. Respondents forecast that once implemented, nearly half of the reference changes would impact at least 60% of the organization's employees, suggesting that the majority of changes evaluated in this study were strategic, second-order changes rather than incremental, first-order changes (Bartunek, 1984; Nadler & Tushman, 1989) . Examples of higher impact changes evaluated by respondents included developing a new strategic business unit, corporate restructuring following a merger, and moving from conventional supervision-led departments to self-directed work teams on an organization-wide basis. Examples of lower impact changes included streamlining an accounts payable process, implementing a predictive maintenance system, and outsourcing select product assemblies.
Measures

Change Process Variables
To operationalize Lewin's (1947) three-phase model, we sought factors that would adequately reflect each step in the sequence. Zand and Sorenson (1975) relied on an expert panel of management science consultants to convert Lewin's conceptualization into a list of favorable and unfavorable forces linked to each of the three change process phases. Given the demonstrative nature of our investigation, we felt that identifying a comprehensive set of factors linked to Lewin's three-change process constructs was beyond the scope of this study. As noted by Pettigrew et al. (2001) , comprehensiveness is one route to perspective; another is selectivity and focus. We strove to develop a focused set of measures that would adequately reflect Lewin's three phases. Although we sought to satisfy thresholds of construct validity necessary for results to be meaningful, we focused less on saturating each construct's theoretical domain and more on developing a working representation of Lewin's framework that would buttress our analytical approach.
To obtain our set of change process factors, we studied conceptualizations of change proposed by Nadler and Tushman (1980) , Tichy (1983) , Burke and Litwin (1992) , and Kotter (1996) . These "reference models" represent prominent contemporary frameworks that have shaped both theoretical and practical aspects of organizational change (e.g., Burke, 1995; Van de Ven & Poole, 1995; Werr, 1995) . We studied the content of these reference models in search of a manageable set of common change process factors that could be linked to Lewin's (1947) three phases and converted into a measurement model for hypothesis testing. The change process factors distilled from this analysis were goal setting, skill development, feedback, and management control. Explanation of these in the context of Lewin's theory and how we measured them appears next.
Unfreezing: Goal setting. To facilitate organizational change, the equilibrium of driving and restraining forces that evens out behavior at a particular level must first be destabilized (Lewin, 1947) . By disconfirming extant expectations and redefining cognitive boundaries of an organization's environment, destabilization processes motivate learning and change (Schein, 1996) . A common destabilizing mechanism in our reference models related to setting goals and objectives about a desired future organizational state. Nadler and Tushman (1980) , Tichy (1983) , and Burke and Litwin (1992) identified the development of change-related goals and objectives as an early-stage activity that required analysis and assessment of the organization's relationship to its environment. Kotter (1996) emphasized creating an early sense of urgency and developing a vision and strategy for directional purposes. Indeed, a teleological, objective-driven mechanism is evident in a broad class of organizational development and change conceptualizations ( Van de Ven & Poole, 1995) . Goal setting was measured using a threeitem scale that reflected the extent to which the organization conducted analysis and set goals related to the change. The items for this scale and for the other scales in this study can be found in the appendix. Responses to this and other change process measures were assigned using a Likert-like scale where 1 represented infrequent use of activity (low usage intensity) and 5 represented systematic use of activity (high usage intensity).
Movement: Skill development. Once destabilization has occurred, forces can move the organization toward a new and improved state (Lewin, 1947; Zand & Sorenson, 1975) . Although these forces can assume many forms, they tend to manifest in modified behavior (Burnes, 2004) . Indeed, organizational change is realized largely through behavioral adjustment (Goodman & Dean, 1982; Robertson et al., 1993; Tannenbaum, 1971) as the nature of behavior significantly influences organizational performance (Porras & Hoffer, 1986) . All of our reference models included behavior-related factors. These factors were commonly expressed as assessing task-or work-related aspects of behavior (e.g., Nadler & Tushman, 1980; Tichy, 1983 ) and developing and delivering new skills and capabilities as needed (Burke & Litwin, 1992) . Although training programs constitute one means for developing new skills and capabilities that shape behavior (Goldstein, 1993) , other approaches are possible, including vicarious mechanisms (Bandura, 1986; Manz & Sims, 1981) , trial and error (Schein, 1996) , or market purchase (Kogut & Zander, 1992) . Skill development was measured using a three-item scale that reflected the extent to which skills and capabilities were assessed and developed in a timely fashion to support the change effort.
Refreezing: Feedback and management control. Behavior changes must be reinforced to stabilize the organization at new levels of performance and to avoid regression to old practices (Lewin, 1947) . Refreezing activities must be confirmatory in nature (Schein, 1996) . Confirmation is feedback that performance is effective and may come from measurements, comments from others, social comparisons, and rewards (Zand & Sorenson, 1975) . All of our reference models contained evidence of confirmatory feedback processes. Tichy (1983) noted that feedback on implementation progress and on individual and group performance can be communicated through both formal and informal channels. Feedback about successes generates credibility that drives change to systems, policies, and structures that do not align with the desired future state (Kotter, 1996) . Reward systems provide feedback that promotes and reinforces desired behavior during change implementation (Burke & Litwin, 1992; Nadler & Tushman, 1980) . Feedback was measured using a four-item scale that reflected the extent to which change-related feedback was provided via communication and reward systems during the implementation process.
A second refreezing factor surfaced during our scrutiny of the reference models. Each reference model acknowledged the importance of effective structure and systems to support the change process. One system consistent with the confirmatory feedback theme of refreezing was the management control system. Monitoring of behavior and outcomes provides a sense of congruence indicative of a suitable current state (Nadler & Tushman, 1980) . Various indicators of performance may be monitored at both the organizational and individual levels (Burke & Litwin, 1992) . Failure to monitor implementation progress often impedes successful change (Kotter & Schleisinger, 1979) . Essentially, management control systems help keep things on track (Merchant, 1985) . Management control was measured using a three-item scale that reflected the extent to which managers used information to assess implementation progress and took action to correct progress of the change when necessary.
Dependent Variable
Implementation success. Each of the reference models we studied specified a relationship between change process factors and outcomes. Therefore, in addition to the change process variables, a factor related to implementation success was included. Implementation success was measured using a four-item scale meant to reflect completion, achievement, and acceptability dimensions employed by S. Miller (1997) . Responses were assigned using a Likert-like scale where a 1 represented little or no results to speak of and a 5 represented highly effective results. Interestingly, Zand and Sorenson (1975) also employed a self-rated outcomes measure that they labeled level of success. Theirs was a five-item measure focused on financial success factors of the project such as cost, profitability, and return on investment. Because degree of implementation success can be evaluated by multiple criteria, many of them nonfinancial (Burke & Litwin, 1992; S. Miller, 1997; Tushman & O'Reilly, 1997) , we preferred a more multidimensional measure.
In organizational research, concern about common methods variance often arises when measures related to two or more constructs are rated by a single individual (Avolio, Yammarino, & Bass, 1991) . Individual and social factors might influence an individual's rating and create artifactual covariance due to rater error (Kline, Sulsky, & Rever-Moriyama, 2000) . One method for assessing the extent of common methods variance among self-reported measures is factor analysis (Podsakoff & Organ, 1986) . If a substantial amount of common methods variance exists, then only a small number of factors should emerge from the analysis and account for the majority of covariance between constructs.
Factor analysis using principle components extraction with varimax rotation was conducted on the 17 items representing the change process and outcomes factors proposed previously (Table 1 ). All factors with an eigenvalue above 1.0 were retained. Using guidelines suggested by Stevens (2002) , only factor loadings greater than .498 were viewed as significant for N = 107. All factor loadings greater than this value appear in Table 1 . The rotated solution produced five factors, with each item loading on the appropriate factor as hypothesized. Cumulative variance extracted was 73.6%. Because five factors emerged from the factor analysis, all 17 items loaded significantly on their appropriate factors, and a large amount of cumulative variance was extracted from the factor structure, we concluded that common methods variance was not present to a degree significant enough to influence the validity of the primary constructs employed in this investigation. Values of the internal reliability coefficients for each of the five factors provided further evidence of validity as all were comfortably above the commonly cited .70 benchmark (see appendix).
Context and Control Variables
A number of measures served as context and control variables for the study. Responses to each of the control variables were on a 1-to-5 scale.
Percentage completion. To capture and control for the temporal nature of change process, we employed a self-rated measure of the extent to which the reference change had been implemented similar to those used by S. Miller (1997) and others. Respondents were asked to estimate the reference change's percentage toward completion (1 = implementation not yet begun; 5 = 75% to 100% implemented).
Change scope. Scope of a change might also influence the choice of a particular change process factor as well as its potential impact on organizational outcomes. For instance, changes with a broader, strategic scope might be more difficult to implement or have a more significant effect on organizational outcomes than smaller, more incremental changes (Burke & Litwin, 1992; Nadler & Tushman, 1989) . Respondents were asked to estimate the percentage of the organization that would be impacted once the change was implemented (1 = 0% to 20%; 5 = 80% to 100%).
Organization size. Systematic use of change processes might be linked to hierarchical structure found in larger organizations (Ouchi, 1980; Williamson, 1991) . Therefore, size of the organization was estimated by the respondents (1 = 0 to 50 employees; 5 = more than 1,000).
Previous implementation success. Extent of use and effectiveness of particular change process factors might depend in part on an organization's change history (Nadler & Tushman, 1980) . Respondents were asked to estimate the organization's historical success with implementing change (1 = not very successful; 5 = very successful). Experimenting tendency. Research suggests that an organization's ability to implement change may depend on capacity for organizational learning (Kloot, 1997) . One indicator of a learning organization is tendency to experiment (Nevis, DiBella, & Gould, 1995) . Therefore, respondents were asked to estimate the extent to which their organizations tended to try new things (1 = Our organization frowns on experimenting; 5 = It seems like we're trying something new all the time). Descriptive statistics and bivariate correlations for all variables used in this study appear in Table 2 .
RESULTS
To test Hypothesis 1, the data were split into four groups representing different levels of change implementation or percentage completion (0% to 25% complete; 26% to 50% complete; 51% to 75% complete; 76% to 100% complete). In each group, means and standard deviations were determined for each context and change process variable (Table 3) . A MANCOVA was conducted using the change process variables of goal setting, skill development, feedback, management control, and implementation success as dependent variables; the grouped implementation variable (percentage complete) described earlier as a fixed factor independent variable; and the context variables of change scope, organization size, previous implementation success, and experimenting tendency as covariates. The MANCOVA indicated no significant overall difference across the implementation groups although the p value approached the 10% level (Wilks's Lambda = .781, F = 1.46, p = .117). However, univariate ANOVAs indicated that the change process variables of feedback (p = .038) and management control (p = .004) significantly differed across implementation groups. The implementation success variable was also significant (p = .001), as was the previous implementation success contextual variable. Figure 2 offers a graphical perspective of the influence of implementation progress on change process profiles. The top graph in Figure 2 reflects changes in the overall change process profile (goal setting, skill development, feedback, management control, and implementation success) as implementation progresses. Early in the implementation process, rated usage of feedback and management control (i.e., the refreezing variables) is significantly below that of the other change process variables. As implementation progresses, we see that levels of the refreezing variables increase relative to the other change process variables, although feedback consistently lags behind management control. Overall levels of change process variables also appear to increase as well, although as reflected by the wide confidence intervals, many of the observed increases cannot be deemed statistically significant. The bottom graph in Figure 2 offers a different perspective by grouping each of the change process variables together as implementation progresses. This perspective tends to highlight the dynamic behavior of the refreezing variables and the muted increase in feedback.
Hypothesis 1 suggested that implementation progress relates to higher levels of change process activities linked to movement and refreezing. Our results generally support this hypothesis. In particular, findings from Table 3 that refreezing activities increase with implementation. Movement activities appear to do so as well but to a lesser degree. To test Hypothesis 2, the data were split into three groups representing different ranges of rated implementation success (1 to 1.9 level of implementation success, 2 to 2.9, and 3+). In each group, means and standard deviations were determined for each context and change process variable (Table 4) . A MANCOVA was conducted using the change process variables as dependent variables, the grouped implementation success variable described earlier as a fixed factor dependent variable, and the context variables as covariates. Results indicated a highly significant overall difference across the outcome groups (Wilks's Lambda = .505, F = 8.76, p = .000). Univariate ANOVAs indicated that the levels of the four change process variables differed strongly across groups (p = .000). The context variables of percentage implementation and previous implementation success were also significant.
A graphical perspective of the influence of rated outcome level on change process profiles is offered in Figure 3 . The top graph in Figure 3 reflects differences in the overall change process profile as implementation progresses. Clearly, levels of change process variables increased with implementation success. At low-rated levels of success, use of refreezing activities such as feedback and management control appeared to be significantly lower than in change process profiles associated with higher-level success. The bottom graph in Figure 3 isolates the individual change process variables as implementation progresses. From this perspective, the unfreezing variable of goal setting appears to increase only at relatively high success levels. The parabolic profile shape is apparent to some extent with the other change process variables as well. Once again, the graphical approach offers a dynamic perspective difficult to capture by other means.
For additional quantitative perspective on Hypothesis 2, we conducted a hierarchical regression analysis using implementation success as the dependent variable (Table 5) . As expected, entry of the control variables (Model 1) indicated the significance of percentage completion. When the change process variables were entered in Model 2, the beta coefficients of each change process variable were found highly significant (p < .01 or better). Overall fit of the model was highly significant (adjusted R 2 = .565, F = 14.8, p < .001). Note also the significant negative relationship between change scope and implementation success in the full model. Given the correlated nature of the change process variables (see Table 2 ), the regression results are particularly interesting. It is often difficult for correlated predictor variables to demonstrate incremental validity upon entry into a regression model (Stevens, 2002) . Model 2 suggests that despite the intercorrelation, each change process variable uniquely accounts for a significant amount of variance in implementation success.
The findings in Tables 4 and 5 and in Figure 3 support Hypothesis 2. As hypothesized, higher levels of implementation success appear associated with higher levels of all change process variables.
DISCUSSION
Our primary objective was to demonstrate profile analysis in combination with cross-sectional methods as a tool for advancing change process understanding. A profile can be viewed as a set or combination of change process factors in which each factor can be measured with respect to intensity of use. When viewed in temporal and other contexts, profiles reflect patterns useful for understanding change processes. The identification of frequently recurring clusters or gestalts among variables can illuminate holistic, archetypal properties of organizational phenomena (Greenwood & Hinings, 1993; D. Miller, 1981; D. Miller & Friesen, 1977) . By combining quantitative and visual methods, we have demonstrated that profiling adds depth to the analysis of change dynamics. In particular, we believe that the graphical output that flows from profile analysis adds a novel dimension to research in organizational change. Although our primary focus was to demonstrate the utility of profiling in conjunction with cross-sectional designs, testing hypotheses linked to Lewin's (1947) model permitted a secondary, more theoretical contribution. Despite the theory's broad acceptance (Elrod & Tippett, 2002) , some scholars have criticized Lewin's framework as lacking the dynamic, iterative tone thought to reflect change processes (e.g., Dawson, 1994; Kanter et al., 1992) . Although an iterative characteristic is likely present in many if not most change processes (Lindblom, 1959; Mintzberg & Waters, 1985; Robertson et al., 1993) , our findings do support a general progression from unfreezing to refreezing as theorized by Lewin-a progression that is in fact measurable by empirical study. We also found, as implied by Lewin's framework, that organizations that achieve higher levels of implementation employ unfreezing, movement, and refreezing activities at a higher level of intensity-namely, their profiles are "taller" than those of lesser performers. As such, our findings extend Zand and Sorenson's (1975) work in evaluating dimensions of Lewin's theory in an empirical context. We were particularly intrigued by the salience of refreezing factors in differentiating implementation success. The idea that refreezing activities such as monitoring and control are critical to change achievement has been with us for some time (e.g., Kotter & Schleisinger, 1979) . Interestingly, Zand and Sorenson (1975) also found strong relationships between refreezing and outcome measures. They cautioned against concluding that refreezing was the primary success factor because refreezing and success both follow and depend on unfreezing and movement. Although path dependence surely exists in Lewin's (1947) model, refreezing's position at the end of the process does represent a bridge of sorts to implementation success. An otherwise well-crafted change process might generate low levels of implementation success if refreezing factors are poorly structured and executed. Indeed, anecdotal evidence suggests that issues related to refreezing, such as poorly designed reward systems and failure of managers to monitor and follow up, often impede effective change (e.g., Bossidy & Charan, 2002; Charan & Colvin, 1999) . Future work that focuses on the refreezing construct and its relationship to change achievement may prove illuminating. Profiling coupled with cross-sectional methods can be applied toward many opportunities in change process research. One prospect involves investigating the extent to which change processes differ between organizations. Our findings suggest that effective organizations employ change process activities at higher levels of intensity than do less effective organizations, as reflected by taller profiles (Figure 3) . Future work could investigate the extent to which change process profiles differ depending on organizational factors. Structural preferences (Ouchi, 1980) , learning traits (Nevis et al., 1995) , and degree of resource dependence (Pfeffer & Salancik, 1978) are but a few of the organizational characteristics that might shape change process profiles. Research could also explore the extent to which organizations possess their own unique change process profiles and the durability of such process "fingerprints" over time. It is also possible that categorical change process profiles might emerge. By integrating methods employed here with those used elsewhere (e.g., D. Miller, 1981; Drazin & Ven de Ven, 1985; Venkatramin, 1989) , we would not be surprised to see future investigations reveal a variety of archetypal change process patterns with colorful labels that reflect themes of planning, communication, control, or other implementation factors.
Profile analysis can also be employed to extract more dynamic meaning from many longitudinal investigations. Amis et al.'s (2004) study demonstrated how profiles of organizational variables collected at various points during implementation help track archetype attainment and movement. Jansen (2004) effectively combined profile and statistical analysis with more traditional qualitative methods in her study of momentum and persistence at a single case organization. Other applications are possible. Researchers seeking to follow up on Gersick's (1994) thought-provoking study of pacing for example might collect panel data linked to Lewin's (1947) threestep model while observing implementation activities at case organizations. Profiles generated from the data panels might reveal particular patterns, such as low levels of movement activities or a spike in refreezing intensity that extend Gersick's finding that managers tend to increase control activities approximately halfway through the implementation process. Using the matched pairs comparative strategy recommended by Pettigrew et al. (2001) , profiling could reveal change process differences between high and low performers. For example, expanding the set of potential highimpact elements employed by Amis et al. and comparing profiles of matched organizational pairs should tell us more about sequencing priorities when implementing radical change.
Findings from this study have practical implications as well. Managers have often confided with us that when it comes to managing change, their organizations tend to be "great starters but terrible finishers." Our findings suggest that penalties will accrue particularly to organizations that cannot execute movement and refreezing activities with sufficient intensity. To diagnose the health of their organizations' change processes, managers could use variations of the graphical approach to profile analysis demonstrated in this investigation to answer a number of salient questions. Does the profile suggest that we are implementing change as planned or advised? Have we identified the controls necessary to help us refreeze the organization at new levels? How does the profile for the current change that we are implementing compare to changes that we have made in the past? Visual profiles that display levels, trends, and other patterns could prove effective tools for intervention and corrective action.
Although there has been some debate over the extent to which self-reported measures result in artifactual covariance (e.g., Spector, 1987; Williams, Cote, & Buckley, 1989) , use of self-rated measures invites concern about common methods variance and attribution bias. Our analysis suggested that common methods variance did not weigh heavily on construct validity. However, given the small, convenience nature of this study's sample, alternative explanations of this study's findings cannot be ruled out. One plausible alternative is that the realized profiles reflect intrapsychic experiences of respondents with respect to the change process. Depending perhaps on their degree of involvement in the implementation or on the impact of the change on their personal well-being, individuals might make inferences that are influenced by their personal experiences with the change process-even while trying to objectively assess matters from a larger organizational perspective.
To test the influence of this alternative explanation on results, a future research design could draw multiple respondent samples from a large number of organizations. Following data collection, analysis of variance could be conducted on each change process factor scale at various levels of implementation progress using group sample means from each organization as primary data. Because of the large multigroup nature of the sample, rejecting the null hypothesis would permit a more confident inference that differences observed among mean scores are due to distinctions between organizations rather than to intrapsychic experiences of people within them. Moreover, procedural approaches, such as collecting data on independent and dependent variables from different individuals, offer preventive alternatives for reducing concerns about common methods variance in future studies (Podsakoff & Organ, 1986) . Future work could also seek objective measures of change outcomes, although finding measures free of causal ambiguity (Lippman & Rumelt, 1982) have proven elusive for both researchers (Cameron, 1980; Lewin & Minton, 1986) and practitioners (Troy, 1994) .
The influence of various contextual factors should be investigated further. The negative relationship between change scope and implementation success noted in Table 5 suggests that change type, perhaps categorized by Bartunek and Moch's (1987) first-, second-, or third-order typology, might result in different profiles. Although organizational size did not prove significant as a control variable in this study, a more focused profiling study might reveal process differences based on size, particularly with respect to the impact of structural factors on outcomes (Sine, Mitsuhashi, & Kirsch, 2006) . Particular industrial sectors might also exhibit unique change process profiles due to faddish trends (Abrahamson, 1991) or other drivers.
The change process factors selected for this study were limited to a few widely accepted ones to explore and demonstrate the profile concept. Additional factors should be examined to better saturate the theoretical domain of Lewin's (1947) framework and strengthen the fabric of the profile analysis. Examples of such factors from the reference models we studied include climate and culture (Burke & Litwin, 1992) and politics (Tichy, 1983) . Because of the consistent significance of our control variable related to previous implementation success (see Tables 3 and 4) , investigating factors related to previous decision history (Nadler & Tushman, 1980) also seems worthwhile. This study's primary measure of temporal progress was each respondent's estimate of the percentage completion of the change they were assessing. Although larger samples compensate somewhat for random rater error bound to occur from such a measure, developing a more robust approach for gauging progress toward completion, perhaps drawing from the methods of stream analysis (Porras, Harkness, & Kiebert, 1983) , is advised for future work.
CONCLUSION
Recent summaries have suggested that future opportunities for change process research lie primarily in a longitudinal direction (e.g., Pettigrew et al., 2001 ). Although such a path may be well advised, we hesitate to discard other empirical methods entirely. In this study, we introduced profile analysis coupled with crosssectional methods for generating insight into processes of change. Our primary contribution lies in demonstrating the merits of profile-enhanced research in change process inquiry. Employed thoughtfully, profiling can deepen both theoretical and practical understanding of the change dynamic.
APPENDIX MEASUREMENT SCALES CHANGE PROCESS VARIABLES (RELIABILITY IN PARENTHESES)
1) Goal setting (.84; for each item, 1 = infrequent use; 5 = systematic use)
1.1 Was fact-based data used to identify the need for change? 1.2 Did organizational leaders evaluate the current condition (financial, competition, labor, etc.) prior to setting goals for the change? 1.3 Was the gap between "where we are" and "where we want to be" determined?
2) Skill Development (.84; for each item, 1 = infrequent use; 5 = systematic use) 2.1 Did organization leaders identify important skills and capabilities needed to make the change? 2.2 Did the organization develop necessary skills and capabilities through training, mentoring, outside acquisition, or other means? 2.3 Did the organization make sure that needed skills and capabilities were in place in time to complete the changes? 
CONTEXT VARIABLES
Percentage complete: Overall, how far along is the change towards completion? (1 = implementation has not begun; 5 = 75% to 100% implemented) Change impact: When the change is fully implemented, how much of the organization will be significantly impacted by the change? (1 = 0% to 20%; 5 = 80% to 100%) Organization size: Approximately how many employees does your organization employ? (1 = 0 to 50; 5 = more than 1,000) Previous change implementation success: Historically, how successful has your organization been at implementing change? (1 = not very successful; 5 = very successful) Experimenting tendency: Which of the following best describes your organization's tendency to experiment and try new things? (1 = Our organization frowns on experimenting; 5 = It seems like we're trying something new all the time)
