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A selecção do modelo que se ajuste adequadamente a um conjunto de dados é
uma parte fulcral no processo da inferência estatística. O critério mais comum para
seleccionar uma função de detectabilidade, que se ajuste a um conjunto de dados de
distâncias, baseado na informação K-L, denomina-se criterio de informação de Akaike
(AIC). Para avaliar a performance da rotina da selecção de modelos implementada no
programa DISTANCE, realizaram-se simulações Monte Carlo para gerar dados de duas
funções densidade de probabilidade frequentemente usadas. Aplicando esta
metodologia, observou-se um enviesamento substancial na selecção do modelo, sendo
os estimadores dos parâmetros baseados no modelo seleccionado frequentemente
enviesados. Utilizaram-se duas abordagens na estimação dos parâmetros: selecção de
modelos tradicional e ponderação de modelos. Para ilustrar a metodologia da selecção
de modelos usaram-se dados provenientes de um estudo controlado.
Palavras-chave: Amostragem por distâncias, critério de informação de Akaike,
ponderação de modelos, selecção de modelos.
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MODEL SELECTION IN DISTANCE SAMPLING
ABSTRACT
The selection of a model that adequately fits a data set is an important part in the
statistical inference process. The most commonly used criterion to select a detectability
function that fits a distance sampling data set, is based on the K-L information, and it is
known as the Akaike information criterion (AIC). In order to evaluate the performance
of the model selection routine implemented in software DISTANCE, we carried out
Monte Carlo simulations generating data from two frequently used probability density
functions. We found substantial model selection biases when using this methodology.
We further observed that parameter estimators based on the selected model were often
biased. Parameter estimation was conducted under two approaches: traditional model
selection and model averaging. We used data from a controlled field experiment to
illustrate the model selection methodology.
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NOTAÇÃO E ABREVIATURAS
A - Areaocupada pela população em estudo.
a - Areacoberta.
AIC - Critério de informação de Akaike.
AICc - Criterio de informação de Akaike de segunda ordem.
AICri, - Critério de informação de Akaike conespondente ao modelo que apresenta o
menor valor para o AIC, de entre um conjunto de R modelos considerados. Dados
os modelos fzr, ..., f2p, sê o melhor modelo for f2, então min:3.
CV - CoeÍicierÍe de variação.
D - Densidade populacional.
D - Estimador de D.
2- Distância ou informação Kullback-Leibler.
A; - Diferenças de Akaike. Determinam-se através da diferença entre o valor de um
AIC e o valor do menor AIC que se encontra no conjunto dos R modelos
considerados. A;= AIC1 - AICTnin i = L,..., R .
EN - Modelo exponencial negativo.
E(O - Esperança matemática do estimador 0.
f (0) - Valor da função densidade de probabilidade no ponto de abcissa zero (a
distância zero coÍresponde aos objectos que se encontram sobre a liúa central do
transecto).
/Col - Estimador de /(0)
f(x) - Função densidade de probabilidade dos dados das distâncias perpendiculares,
sabendo que o objecto foi detectado.
fr(r.) - Notação utilizada para designar a função "verdadeira". f1(1;) é uma função
densidade de probabilidade.
fr@-) - Notação utilizada para designar o modelo aproximado da função verdadeira.
fr(à é uma função densidade de probabilidade.
g(0) - Probabilidade de detectar um objecto sobre a liúa central do transecto (como
pressuposto assume-se g(O) = 1;.
xl
g(x) - Probabilidade de detectar um objecto sabendo que se encontra a uma distância x
da liúa. g(x) é a função de detecção e em geral não é uma função densidade de
probabilidade.
HAZ - Modelo hazard-rate.
HN - Modelo half-normal.
k * Número de parâmetros do modelo aproximado.
/, - Comprimento do transecto linear ou, no caso de serem usados mais do que um
transecto, soma dos comprimentos dos vários transectos considerados.
t(91*/2) - Função de verosimilhança dos parâmetros do modelo, dada os dados x e o
modelo /2.
K-L - Kullback-Leibler.
p - Areaabaixo da curva que representa a função de detecção g(x).
p - Estimador de p
n - Tamaúo da amostra.
N - Tamaúo da população.
ff - Estimador de N.
oi - Pesos de Akaike. Medida paÍa a interpretar a verosimilhança relativa de cada
modelo.
P, -Proporção de objectos detectados naáreaobservada.
R - Número de modelos candidatos a melhor modelo que se encontram no conjunto.
0 - Representa um parâmetro genérico. Pode ser um escalar ou um vector.
0 - Estimador do parâmetro 0. Pode ser um escalar ou um vector.
06 - Valor óptimo do parâmetro para um certo modelo, dada uma amostra de tamaúo
fixo, mas ignorando resultados da estimação. Pode ser um escalar ou um vector.
@ - Espaço paramétrico.
UNIF - Modelo uniforme.
w - Largura da irea observada paru cada lado da liúa.
x , y -E uma variável aleatoria. Pode ser um escalar ou um vector




Várias são as razões apresentadas pelos biólogos paÍa monitorizarem as
populações selvagens. Entre elas podem destacar-se a necessidade de definir a
diversidade biológica de uma determinada irea; a intenção de introduzir ou reintroduzir
especies num certo território; a possibilidade de uma especie estar a ser explorada ou em
risco de extinção; a potencialidade de algumas espécies poderem vir a tornar-se numa
pÍaga que afecte a agricultura ou mesmo alguns recursos nafurais; os efeitos dos
avanços do Homem em zonas mais ou menos protegidas, etc...
Para que a estimação da densidade ou abundância de populações animais em
determinado habitat, seja a mais próxima da realidade possível, é imprescindível que as
ferramentas colocadas à disposição dos biólogos forneçam estimativas com razoável
grau de precisão. Um dos métodos, por eles utilizados, e a amostragem por distâncias.
Nesta dissertação abordar-se-á um dos métodos de amostragem por distâncias -
transectos lineares. O observador percone uma liúa central e mede as distâncias
perpendiculares entre a linha percorrida e o animal detectado. A estimação da densidade
populacional ou da abundância baseia-se numa função de detectabilidade, tipicamente
um modelo não linear que se ajuste o melhor possível ao histograma das distâncias
recolhidas pelo observador. Os parâmetros do modelo são depois estimados usando o
metodo da máxima verosimilhança implementado no software DISTANCE, versão5.O
release 2 (Thomas et al. , 2006), talvez o mais utilizado por biólogos e investigadores de
outras áreas. Este software permite também seleccionar um modelo, de entre vários
modelos que oferecem bons ajustamentos, usando critérios baseados na teoria da
informação. Assim, um "bom" modelo deverá ajustar-se bem aos dados e fornecer
estimativas próximas do valor verdadeiro.
A selecção de modelos assume, portanto, um papel fundamental na realização da
inferência estatística acerca da densidade de populações animais. Os testes de hipótese,
os critérios bayesianos ou criterios baseados na teoria da informação são métodos
frequentemente utilizados para seleccionar o modelo que servirá de base paÍa a
inferência. Enquanto nos testes de hipóteses se elabora uma hipótese nula que pode ser
rejeitada com base num certo valor p arbitrário, na selecção de modelos baseada na
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teoria da informação pode fazer-se inferência considerando várias hipóteses e
seleccionar o "melhor modelo" ou os "melhores modelos" de entre um conjunto de
vários modelos escolhidos a priori e que poderão descrever os dados em estudo.
A abordagem da selecção de modelos baseada na teoria da informação, segundo a
literatura, tem vindo a ser cada vez mais utilizada em detrimento do tradicional método
dos testes de hipóteses (Guthery et al., 2005). A ascensão deste método de análise
estatística, não tem sido pacíÍica, verificando-se na literatura algumas críticas por parte
dos defensores da abordagem dos testes de hipóteses. Por outro lado, têm surgido
também críticas relativas à metodologia dos testes de hipóteses principalmente na
última década (Stephens et al., 2005; Lukacs et al., 2007). O número de artigos
publicados, em várias áreas (ecologia, medicina, economia, estatística, ...), que
questionam a utilidade dos testes de hipóteses tem crescido (Anderson et a1.,2000).
Stephens et al. (2005), indicam também algumas falhas da selecção de modelos baseada
na teoria da informação e afirmam que ambas as metodologias podem ser utilizadas em
conjunto. Contrários a esta opinião são Bumham e Anderson (2002) afirmando que por
assentarem em princípios diferentes não se devem misturar aquelas duas metodologias
de selecção de modelos. Tambem Johnson e Omland (2004) são da mesma opinião que
Burnham e Anderson (2002), ao declararem que os biólogos devem decidir quando é
que devem utilizar os testes de hipóteses e quando é que é mais apropriado utilizarem a
selecção de modelos baseada na teoria da informação.
Tendo por finalidade a escolha de um modelo parcimonioso, ou seja, que ajuste
bem os dados e com poucos parâmetros, a selecção de modelos baseada na teoria da
informação tem ao seu dispor vários critérios passíveis de efectuar aquela escolha. Um
dos critérios mais utilizado na selecção de modelos é o critério de informação de Akaike
(AIC) e seus derivados, baseado na informação de Kullback-Leibler e na teoria da
máxima verosimilhança (Stephens et. al., 2A07). Este é expresso por
AIC = -ztnfâ(Qld] + 2k, onde t(gl0 é a função de verosimilhança avaliada na
estimativa de máxima verosimilhança dos parâmetros do modelo, â , . fr é o número de
parâmetros do modelo. O AIC mede a bondade do ajustamento do modelo aos dados,
através da verosimilhança e inclui o termo (2k) que "penalizd'modelos com mütos
parâmetros, obedecendo assim ao princípio da parcimónia. O modelo escolhido de entre
um conjunto de modelos candidatos é o que apresenta um menor AIC, pois é o que
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exibe uma menor "perda de informação". E fundamental que os modelos seleccionados
a priori sejam criteriosamente escolhidos pois se não estiverem muito próximos dos
dados produzirão estimativas muito afastadas do valor verdadeiro.
Por vezes, quando se determina o AIC, verifica-se que os varios modelos
considerados apresentam valores de AIC semelhantes, e portanto a escolha de um
modelo pode tornar-se dificil. Neste caso, em vez de estimar os parâmetros de interesse
usando apenas um modelo pode considerar-se o conjunto de modelos cujos AIC são
semelhantes para efectuar a estimação. Este metodo designa-se ponderação de modelos
e baseia-se nos pesos de Akaike, que representam a evidência empírica de cada modelo,
para estimar os parâmetros (Buckland et a1.,1997).
Paru realizar uma inferência credível é necessário que a escolha do modelo seja
feita de forma acertada, ou seja, que o modelo se ajuste o melhor possível aos dados
recolhidos presumivelmente de forma aleatória. Sendo assim, um dos objectivos desta
dissertação consiste em avaliar se o software DISTANCE, frequentemente utilizado por
investigadores de várias áreas, escolhe o "melhor modelo", com base no AIC. Pretende-
se portanto, investigar se o critório de informação de Akaike é enviesado na escolha do
modelo, tal como foi referido em stefanski et al. (manuscrito em revisão).
O segundo objectivo desta dissertação, consiste em caracteizar as situações (se
existirem) em que a ponderação de modelos fornece estimativas dos parâmetros mais
próximas do valor verdadeiro do que quando se selecciona um único modelo.
De forma a poder encontrar resposta para essas questões recorre-se a dados
simulados com recurso ao software R. Com esses dados estimam-se os parâmetros de
interesse usando a ponderação de modelos e o software DISTANCE, que fornece as
estimativas dos parâmetos, tendo em conta o modelo com menor AIC.
A dissertação é composta por 7 capítulos cujos conteúdos são resumidos como se
segue. O critério de selecção de modelos utilizado na dissertação é um criterio baseado
na teoria da informação, assim, no 2o capítulo e feita uma síntese de três abordagens
estatísticas para realização de inferência: a clássica, a bayesiana e a teoria da
informação, de forma a contextualizar e evidenciar as principais características de cada
uma. Em cada uma daquelas abordagens existem criterios de selecção de modelos,
porém será aqui dado maior destaque aos critérios baseados na teoria de informação. A
inferência baseada em vários modelos (na literatura inglesa, Multimodel inference,
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MMD é apresentada no capítulo 3. Neste são apresentados alguns conceitos como
ponderação de modelos, variância condicional e não condicional e a inçerteza na
escolha dos modelos. No capítulo 4 é focada a amostragem por distâncias e em
particular o método de transectos lineares. Um exemplo de aplicação da ponderação de
modelos, tendo por base os dados das estacas de madeiras da experiência de Laake
(1978), é exposto no capítulo 5. Os resultados das simulações, que também ajudarão a
dar resposta a algunas questões levantadas são apresentados no capítulo 6. Por fim, no
capítulo 7 é apresentado um resumo das conclusões a que se chegaram'
A dissertação contém ainda três apêndices. No apêndice A são feitas deduções de
algumas fórmulas citadas no texto e que são consideradas mais relevantes. No apêndice
B são dadas algumas informações complementares, através de tabelas e gráficos
referentes à análise dos dados efectuada nos capítulos 5 e 6. O apêndice C contém a
descrição das etapas realizadas desde a simulação dos dados até à análise final dos
mesmos, bem como algumas rotinas de programação utilizadas nessas etapas.
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2. ALGUMAS ABORDAGENS A INTERÊNCIA




A abordagem mais comum para realizar inferência estatística é a clássica. Esta
abordagem é caracterizada por dois aspectos fundamentais: a única informação
considerada relevante é a que emana da amostra recolhida e a construção e avaliação de
procedimentos estatísticos tem por base o comportamento a longo prazo verificado sob
condições semelhantes (Barnett, 1999).
A abordagem clássica encara a noção de probabilidade como sendo a frequência
relativa de um determinado acontecimento, obtida através da realização de muitas
experiências independentes, nas mesmas condições, ou em condições semelhantes.
Nesta perspectiva frequencista, os parâmetros de interesse têm um valor fixo,
estimado através de amostras aleatórias repetidas infinitamente. Assim, assume-se que o
parâmetro e igual ao valor médio obtido nas amostras. (Ellison,1996).
Como referido em Hampel (1998), consideram-se duas principais escolas
frequencistas: a teoria dos testes de hipóteses de Neyman-Pearson (Lehmann, 1986) e o
trabalho de Fisher (1959) que contém dois ramos especiais: a abordagem da
verosimilhança (Azzalini, 1996; Barnett, 1999) e as probabilidades fiduciais (Fisher,
1935a-Barnett, 1999).
A lei dos grandes números, o teorema do limite central e o conceito de




O Reverendo Thomas Bayes (citado em Barnett, 1999) foi o grande
impulsionador da abordagem bayesiana. Esta é caracterizada pelos seguintes aspectos,
que diferem substancialmente da abordagem clássica ou frequencista:
- Incorpora, nos cálculos, informaçáo a priorl sobre o parâmetro.
- Assume que o parâmetro de interesse não se mantém fixo, tem uma distribuição
de probabilidade. Inicialmente esta é a distribuiçáo a priod mas ao ser actualizada com
os dados da amostra, transforma-se na distribuição a posteriori.
- Usa a função de verosimilhança de modo a expressar a probabilidade relativa de
obter diferentes valores do parâmetro quando um conjunto de dados específico é
observado (Ellison, 1996).
O Teorema de Bayes constitui a base fundamental da teoria bayesiana. Aquele
afirma que a probabilidade a posteriori, P(Qlr), de obter o parâmetro e € O, dadas as




onde P(9) é a probabilidade de obter um determinado parâmetro, ou seja, a
probabilidade esperada pelo investigador de observar I antes de realizar a experiência
(a priori), p(ll9) é a função de verosimilhança de Fisher condicionada no parâmetro 0,
. p(d e a distribuição marginal d" L, isto é, p(l) = J p(ll9)'p(g)aq (no caso
discreto, o integral é substituído por uma soma).
Este tipo de abordagem tem mais de dois seculos de existência, mas não tem sido
muito utllizada devido à dificuldade de implementação analítica. No entanto, com o
avanço da tecnologia dos computadores, ultimamente tem-se notando um aumento
crescente da sua utilização. Mais detalhes sobre a metodologia bayesiana podem ser
encontrados em Lee (1997) e Paulino et al. (2003).
2.1.3 Teoria da informação
O paradigma para realizar inferência estatística, baseado na teoria da informação
surgiu na década de 70 do século passado e assenta em teorias publicadas nos anos 50
(Kullback & Leibler, 1951).
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Porém o conceito de informação em estatística surgiu há já muito tempo tendo
sido Fisher um dos primeiros atentar definir o conceito de informação. Fisher (1935b)
definiu a quantidade de informação contida na amostra, baseada na função de
verosimilhança. A matriz de informação de Fisher, que representa essa quantidade, é
definida, para qualquer 0 € @, por:
i,j=L,,,,,k, (2.1)
0=0o
onde f2 é o modelo de onde provêm os dados r.
Mais tarde, surgiram outras medidas, como a de Shannon (1948), e a de Kullback
e Leibler (1951), ambas relacionadas com o conceito de entropia de Boltzmann (citado
em Burnham & Anderson, 2002), que foi o primeiro a estabelecer uma relação entre
entropia e desordem molecular ou caos.
Kullback e Leibler (1951) quantificaram a informação perdida, quando se utiliza
um modelo f2 para aproximar a função verdadeira fr. Esta medida de informação
perdida denomina-se informação de Kullback-Leibler (informação K-L) ou distância K-
L e é definida,para funções contínuas, por
D(r,,r,) = Í ^ffi)r,@)ao: rft ffi)], (22)
onde 0 e O é um vector de dimensão k, x éum vector aleatório e ft e f2 sãofunções
densidade de probabilidade an L, n-dimensionais.
A distância K-L entre dois modelos I e f2 não é uma simples distância, é uma
distância orientada pois a medida de flpara f2 é diferente da medida de f2 para f1.
A informação K-L é uma medida sempre positiva, excepto se fi e f2 forcm
idênticos verificando-se D(fr,fr) = 0 se e só se /r(l) = fr(f),Vr (como se pode
verificar em Burnham & Anderson,2002:429).
A distância K-L entre dois modelos é uma quantidade fundamental em ciência e
teoria da informação sendo uma base lógica para a selecção de modelos, aliada à
inferência da verosimilhança (Burnham & Anderson,2002).
Este paradigma de análise de dados baseado na informação Kullback-Leibler é
considerado uma extensão da teoria da verosimilhança (Akaike, lg73).
{e)=,{ ru#r]
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2.2 Selecção de modelos
Três princípios fundamentais guiam a inferência nas ciências, baseada em
modelos (Burnham & Anderson, 2004):
o Simplicidade e parcimónia - A inferência baseada em modelos com poucos
parâmetros pode ser enviesada, mas se for baseada em modelos com muitos parâmetros
pode oferecer pouca precisão. Deve, assim existir um equilíbrio entre o número de
parâmetros do modelo, o enviesamento e a variância'
Poucos Muitos
Número de parâmeÍos
Figura 2.2.1. Principio da parcimónia: quadrado do enviesamento (linha contínua) e variância (linha
tracejada) versus número de parâmetros estimados do modelo. O melhor modelo tem
dimensão próxima da intersecção das duas linhas (adaptada de Burnham & Anderson-,
20ol).
Este princípio é também referido como "Rasoura de Occam" devido ao seu intuito
de considerar apenas o que for necessário. A finalidade é tornar os modelos o mais
simples possível relativamente à sua estrutura, ao número de variáveis incluídas e ao
número de parâmetros.
o Trabalhar com várias hipóteses - Segundo este princípio não existe hipótese
nula podendo utilizar-se várias hipóteses plausíveis para o estudo (ou equivalentemente
"modelos") que competem entre si. Aquando da análise, um ou mais modelo§ podem
revelar-se importantes para arealizaqáo da inferência enquanto outros poucos relevantes
podem deixar de ser considerados.
o "euantidade" de evidência - Nas ciências é fundamental existir informação









testes de hipóteses tal não se verifica pois aqueles apenas fornecem uma dicotomia
arbitréna: significante ou não significante.
Estes três princípios são aplicados quando se realiza a selecção de modelos
usando a teoria da informação, ao contrário do que acontece com os testes de hipóteses.
A inferência estatística compreende três etapas: a especificação do modelo, a
estimação dos parâmetros do modelo e a estimação da precisão dos estimadores.
A primeira etapa, é de extrema importância, pois sem um "bom modelo", aquele
que melhor explica o comportamento dos dados observados, não se conseguirão
estimativas próximas dos valores reais dos parâmetros de interesse. Para a concretização
da primeira etapa e necessário escolher um conjunto de modelos razoáveis para os
dados em estudo, ajustar os modelos aos dados observados e por fim seleccionar o
melhor modelo ou conjunto de melhores modelos. Seleccionar um modelo pressupõe
comparar entre si os vários modelos escolhidos a priori. Na realização desta tarefa os
investigadores usualmente utilizam uma das três técnicas estatísticas para o efeito:
bondade do ajustamento, testes de hipoteses e critérios de selecção de modelos
(baseados na teoria da informação ou na teoria bayesiana).
O modelo seleccionado usando a bondade do ajustamento, é aquele que originar
um maior valor de RÍ ajustado. Este método favorece os modelos com mais parâmetros,
ignorando o princípio da parcimónia. As estimativas dos parâmetros podem ser
imprecisas.
Nos testes de hipóteses o método mais utilizado é o da razão de verosimilhanças
(na literatura inglesa likelihood ratio tests, LRT) que consiste em comparar pares de
modelos encaixados (ou seja, os modelos mais simples são casos especiais de um
modelo mais complexo). E comparada a log-verosimilhança maximizada do modelo
nulo (FIo) com a do alternativo (H1), e no caso do valor p associado ser menor que um
determinado valor de a (usualmente igual a 0.05), rejeita-se F{s podendo afirmar-se que
o modelo alternativo se ajusta significativamente melhor aos dados que o nulo. Com
estes testes não é possível quantificar a importância relativa entre os modelos
candidatos.
Através da selecção de modelos baseada em critérios de informaçáo e possível
ordenar os modelos candidatos, do melhoÍ para o pior e indicar o peso relativo que cada
um tem no conjunto de todos os modelos candidatos. Os criterios mais utilizados são o
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AIC (critério de informação de Akaike) e o BIC (critério de informação bayesiano), mas
existem muitos mais. O modelo seleccionado será o que originar um menor valor para o
criterio de informação.
Os testes de hipóteses e alguns critérios de selecção de modelos baseados na
teoria da informação serão resumidos nas secções seguintes.
2.2.1 T estes de hipóteses
Uma hipótese estatística é uma afirmação acerca de um parâmetro da população
ou acerca da distribuição da populagão. Um teste de hipóteses é um procedimento que
tem por objectivo decidir, de entre duas hipóteses complementares, qual é a verdadeira.
Uma das hipóteses denomina-se hipótese nula e representa-se por FI6, enquanto a outra é
denominada hipótese alternativa e representa-se por H1.
O teste de hipóteses é uma regÍa que especifica para que valores da amostra se
mantém FIo como verdadeira e paÍa que valores da amostra H0 e rejeitada em favor de
Hr. O subconjunto do espaço amostral para o qual F{o é rejeitada chama-se região de
rejeição ou região crítica, sendo o complementar daquela, a região de aceitação.
Para a realizaçáo do teste de hipóteses é necessário escolher uma estatística de
teste cujo valor será calculado, com os dados da amostra, verificando-se em seguida se
pertence àregião deaceitaçáo ou de rejeição.
Uma outra forma de tomar uma decisão relativamente à hipótese nula é comparar
o valor p com o nível de significância o.
O valor p é um teste estatístico, cujo valor pertence a [0,1]. Pequenos valores do
valor p evidenciam que H1 é verdadeira. A regra será então rejeitar FIo se valor p < cr.
Neste caso, não é necessário identificar a região crítica.
A estatística do teste LRT, o mais utilizado para comparar pares de modelos
encaixados tem a seguinte forma:
mlt(a,u;@)\l 
..2LRr=-rM-*,
onde I (e;f;@)) e r.(e,*,11r(l)) rao verosimilhanças maximizadas dos modelos ff
e /2 respectivamente. O modelo fi tem menos parâmetros que o modelo global fz. O
teste estatístico é aproximadamente um qui-quadrado cujo número de graus de liberdade
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é a diferença entre os graus de liberdade dos dois modelos, assumindo que FI6 é
verdadeira. Mais detalhes sobre os testes de hipóteses podem ser encontrados em
Casella e Berger (2002).
2.2.2 Selecção de modelos baseada na informação K-L
Em primeiro lugar convém clarificar no que consiste a selecção de modelos
baseada na teoria da informação.
Considere-se que se quer comparar um conjunto de R modelos f2r, i = 1,...,R
com o modelo verdadeiro Â (um modelo que contém toda a informação sobre o
processo ou o sistema em estudo, um modelo que representa totalmente a realidade).
Pretende-se saber o quanto cada um dos modelos do conjunto se aproxima de [. O
objectivo é, porüanto, determinar a quantidade de informação que se perde quando se
utiliza um modelo para descrever a realidade, ou seja, pretende-se saber o valor de
D(ft,/2), definidaem(2.2), secção 2.1.3. No entanto, como a função verdadeiraI e os
parâmetros do modelo fz eue a aproxima não são coúecidos, a distância K-L enfie f2 e
f1náo pode ser determinada. Assim, a distância K-L tem que ser estimada.
O melhor modelo, de entre um conjunto de modelos prováveis, será aquele que
minimiza a informação K-L em @, pois pretende-se perder o mínimo de informação
possível, quando se faz a aproximação. Assim, o objectivo é encontrar um valor 0 e @ ,
representado por 06, eue forneça o melhor modelo, isto é, que seja a solução do
problema de optimização
g116rz(/r, f,)) = Í ^(m) í,Q.)at.
A informação K-L depende do parâmetro descoúecido, dada a forma do modelo.
Como os dados da amostra representados por y provêm de fr, pretende-se encontrar o
estimador de máxima verosimilhança (na literatura inglesa maximum tikelihood
estimator,IúLE) 0 (d e determinar uma estimativa de D(fr, fr(.lgo)) tut q.r,
(r,,r,( ,q(r)) =f ,n f,Q.)D
ll
f, x q (r)
f,Q.)az , Q.3)
Na igualdade (2.3), y representa os dados, x e a variável de integração, e ambas
dizem respeito à função [.
Por forma a simplificar a notação considera-s" A (f) = ê. Usando as propriedades
dos logaritmos e a definição de esperança matemática pode-se escrever (2.3) da seguinte
forma:
Í ^(m) ou>oo= Í,n(n(d) r,G) dL- Í m (r,@ts)) r,G.) ar=
- r*ltn(n14)l - r,ftn(nkrO)l .
A esperan ça mateméúica E*[f" (n(d)] é constante pois depende apenas da
função verdadeira (mas descoúecida) e será designada por C. Deste modo, para estimar
D(ft,/2) é necessário apenas estimar nrltn(nk$)]
Assim,
» (í,,n(. rO) - Ç - r,ftn(nfrP))]
e
,rlD (r,, r,('Ê))] = c - E,lr,P"(n(rrO)]]
Note-se que ambas as esperanças (em relação a x e a y) são referentes à função
verdadeira fi.
O objectivo é, portanto, encontrar um estimador para trtrftn(n (rfO(r))]
A seguir apresenta-se o estimador daquela quantidade bem como alguns dos seus
verosimilhança. concluiu que era necessário estimar ,rurlrn(O (r'U (r))] onde x e
variantes.
2.2.2.1 Critério de informação de Akaike -AIC
Akaike (1973) descobriu uma relação entre a distância K-L e a máxima
y são amostras aleatórias independentes da mesma distribuição e as esperanças
matemáticas dizem ambas respeito à verdadeira função f1. Desta forma conseguiria um
critério paÍa a selecção de modelos.
t2
No entanto, Akaike verificou que m(t(Q@) maximizada era enviesada
positivamente, sendo o enviesamento aproximadamente igual ao número de parâmetros
estimados, k. Portanto um estimador aproximadamente não enviesado de
rrroltn(n (ofO(d))] para grandes amostras e "bons modelos", aqueles que se
ajustam bem aos dados, seria
rn (r(Q$) - r
Akaike multiplicou ambos os termos da expressão por -2, obtendo desta forma o
chamado critério de Akaike,
Arc = -ztn(ztOfrl) + 2k ,
onde k é o número de parâmetros estimados e l(611) é o valor da fungão de
verosimilhança no ponto correspondente ao MLE.
O critério de informação de Akaike pode também ser calculado recorrendo ao
método dos mínimos quadrados, se todos os modelos do conjunto assumirem erros
normalmente distribuídos e variância constante. Assim,
AIC -- nln(ôz) + 2k
srl -2
onde ô2 = ry e ê; são os resíduos estimados de cada modelo ajustado. Neste caso Ic
é o número ráf a. parâmetros da regressão estimados, incluindo a intersecção e o2.
Considerando que existe um conjunto de R modelos candidatos a priori
(escolhidos ainda antes de serem recolhidos os dados) bem definido e suportado pela
ciência subjacente (que pode ser a biologia, ecologia, psicologia, economia, etc.), o AIC
e calculado para cada um dos f2rmodelos, t=1,...,R. O modelo que apresentar o
menor AIC é seleccionado como o melhor paÍa os dados empíricos considerados
(Burnham & Anderson, 2001).
Note-se que AIC não e um teste pois não existe neúuma hipótese considerada
nula, não existe neúum nível a arbitrario nem é utilizada qualquer noção arbitraria de
significância (Burnham & Anderson, 200 l).
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Em termos do critério AIC, considera-se um bom modelo aproximado aquele que
se encontra mais próximo da função /, verdadeira, ou seja, o que tiver um menor valor
paía a" distância K-L e consequentemente um menor valor de AIC. Assim ao longo da
dissertação a expressão "melhor modelo" refere-se ao modelo que apresenta um menor
valor de AIC.
2.2.2.2 Critério de Informação de segunda ordem-AlCc
Sugiura (1978) propôs AICc, uma variante de AIC, pois este é enviesado quando
o número de parâmetros considerados é grande relativamente ao tamanho da amostra.
Hurvich e Tsai (1989) argumentaram que à medida que o número de parâmetros (k) do
modelo aumenta relativamente ao tamanho da amostra (n), o AIC torna-se uma
estimativa da informação K-L cada vez mais negativa, levando ao sob reajustamento.
Assim, para corrigir o enviesamento acrescentou-se um termo ao AIC.
Arc6 : -zm(t(Qll)) + zp +2# = Arc .'#
Para amostras grandes em relação ao número de parâmetros, o termo adicional
tende para zero, e portânto AICc aproxima-se do AIC.
Burnham e Anderson QA\\ aconselham a utilizaçáo de AICc, na análise de
dados quando o tamaúo da amostra é pequeno relativamente ao número de parâmetros.
Este conselho estende-se também ao caso em que o número de parâmetros do modelo é
muito grande. Afirmam ainda que não se devem misturar AIC e AICc, quando se faz a
selecção de modelos.
2.2.2.3 Cfiério de Informação modiftcado para dados sobredispersos -
QÁIC e QAICc
A sobredispersão é uma situação que acontece quando existem pequenas
violações dos pressupostos como a independência e a homogeneidade dos parâmetros.
Neste caso verifica-se que a variância amostral excede a variância teórica baseada no
modelo assumido, (Lebreton et a|.,1992; Burnham & Anderson, 2002).
Apesar da sobredispersão dos dados, os estimadores dos parâmetros do modelo
normalmente mantêm-se não enviesados mas a variância teórica baseada no modelo
t4
sobrestima a precisão (McCullagh & Nelder, 1989). É portanto necessário modelar a
sobredispersão e usar a teoria da quase-verosimilhança (Azzalini, 1996) como base para
a análise de dados sobredispersos (McCullagh & Nelder, 1989; Lindsey, 1999).
Para contemplar o caso da sobredispersão quando se faz a selecção do modelo,
Lebreton et al. (1992) propuseram o seguinte critério de selecção de modelos:
zm(49tà\
QAIC=- \ i 1+2k
emque c eofactorde inflação davariânciaestimadoporô = * ,*' é aestatísticado
teste qui-quadrado que mede a bondade do ajustamento do modelo global aos dados e
df é o número de graus de liberdade desse modelo).
Para amostras de pequena dimensão relativamente ao número de parâmetros, tem
que se acrescentar um termo de correcção, tal como acontece com o AIC. O critério a
utilizar nesta situação será então
zm(r(Q1fl) zk(k+t) Zk(k+L)+2k+#:QAIC+ffiQAIC7 = - c
Quando não existe sobredispersão, tem-se c = 1 e portanto QAIC e QAICc
aproximam-se, respectivamente, de AIC e AICc.
2.2.2.4 Dderenças de Akaike, Li
Os R modelos candidatos podem ser ordenados, do melhor para o pior, escalando
os valores do AIC (ou AICc) tal que o modelo com menor critério de informação tenha
valor zero, ou seja, determinando as diferenças de Akaike, para cada modelo fzt,
i = 7,...,R
Ai= AICi - AIC6n .
Quanto maior for o valor de A; menos aceitavel é que o modelo fzi seja o melhor
modelo, dadas as observações x.
Burnham e Anderson (2004) sugerem algumas regras empíricas, particularmente
úteis para modelos encaixados, que pennitem verificar o nível de suporte que o modelo
tem no conjunto dos R modelos considerados: A;( 2 , significa que existe um evidência
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substancial de que o modelo I é o melhor modelo; 4 < Li< 7 indicaque o modelo I é
menos razoável e Â;) 10 aponta para modelos cujo suporte é essencialmente nulo.
2.2.3 Outros critérios de informação
Existem muitos outros critérios de informação, que não serão abordados nesta
dissertação, por se encontrarem fora do âmbito do estudo. Entre eles, encontram-se o
critério de informação bayesiano (BIC), proposto por Schwarz (1978); o critério HQ
proposto por Hannan e Quinn (1979); o critério MDL (comprimento mínimo descrito)
proposto por Rissanen (1989) e o critério de informação deviance (DIC) desenvolvido
por Spiegelhalter et al. (20A2).
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3. INFnnÊNCIA BASEADA EM vÁmos
MODELOS - MMI
Habitualmente a selecção de modelos é vista como uma forma de seleccionar o
modelo que melhor aproxima o modelo verdadeiro, de entre um conjunto de modelos
candidatos. Deste modo, a inferência e condicional ao modelo seleccionado, condicional
a um único modelo. Mas, se neúum modelo do conjunto dos R modelos candidatos se
destaca claramente, como sendo o modelo que melhor o aproxima, a ponderação de
modelos pode ser a alternativa à selecção de um único modelo (Buckland et a1.,1997;
Burnham & Anderson, 2002).
Em vez de se seleccionar apenas o melhor modelo pode utilizar-se todo o
conjunto de modelos candidatos, ou um subconjunto deles, baseando desta forma a
inferência nos vários modelos seleccionados. Assim, a inferência não é condicionada a
um único modelo, mas será condicional ao conjunto de modelos utilizados paÍa a
realizaçáo da mesma. E de realçar, no entanto, que só é possível fazer inferência
baseada no conjunto de modelos que teúam em comum o parâmetro de interesse ou em
problemas de predição.
A escolha de um conjunto de modelos candidatos que representem a hipótese
científica de interesse é muito importante para o processo de inferência, ou seja,
normalmente, já se tem algum conhecimento a priori, do fenómeno em estudo, logo
devem escolher-se modelos que sejam adequados a esse fenómeno. Por exemplo, na
amostragem por distâncias a evidência empirica indica que a probabilidade de detecção
dos indivíduos diminui com o aumento da distância a que se encontram do observador,
portanto devem ser escolhidos modelos decrescentes. O conjunto de modelos escolhido
deve ser preferencialmente pequeno e bem justificado pelo menos por estudos
anteriores.
A inferência multi-modelos comporta as seguintes fases:
- ordenar os modelos ajustados, do melhor para o pior, baseando-se no valor do
AIC ou Â;;
- escalar os modelos de forma a obter um peso relativo, para cada modelo /2,
í = 1,..., R, através dos pesos de Akaike (al;), definidos na secção 3.1;
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- estimar os parâmetros de interesse com base na ponderação dos modelos
considerados, cujo estimador é apresentado na secçáo 3.2.
3.1 Pesos de Akaike
A ordenação dos modelos do conjunto de modelos candidatos a melhor modelo
pode ser feita usando as diferenças de Akaike (^i). Para poder quantificar a
probabilidade do modelo fzp i - 7, ..., R ser o melhor modelo surgiu o conceito de
verosimilhança do modelo, dadas as observações, -L(frilr). gsta verosimilhança,
proporcional a exp(-10,),representa uma medida relativa da evidência de cada
modelo do conjunto. Assim,
L(fr,lt) x. exp (- io,)
(Bumham & Anderson, 2002:7 4).
Para melhor se poder interpretar a verosimilhança relativa de cada modelo, no
conjunto dos R modelos normaliza-se L(frrlx). fsta medida, denominada pesos de
Akaike, é dada por:
^r=ffi
onde Âi são as diferenças de Akaike relativas ao modelo l.
Em Buckland et al. (1997) A (diferenças de Akaike) foi substituído por AIC na
referida fórmula.
3.2 Estimação de parâmetros usando a ponderação de
modelos
Se no conjunto dos R modelos considerados a priori não existir nenhum que se
evidencie como o melhor, ou seja, Quê cCIi > 0.9 (segundo Burnham & Anderson,
2002), pode fazer-se a inferência considerando todos os modelos do conjunto, em vez
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de apenas um melhor modelo, com o mínimo AIC. Neste caso, a estimação dos
parâmetros é feita com recurso aos pesos de Akaike.
O estimador do parâmetro de interesse é
R
O = I,»i0i . (3 l)
í=L
ondeê;eaestimativadoparâmetro0considerandoomodelole<rl;éopesodeAkaike
que o modelo i tem no conjunto dos R modelos usados na estimação do parâmetro de
interesse (Buckland et a|.,1997).
3.3 Incerteza na selecção de modelos
Ao estimar o parâmetro baseando o estudo num único modelo, a variabilidade
observada diz apenas respeito a esse modelo, a variância é condicional ao modelo
seleccionado como melhor modelo. Por outro lado se a estimação do parâmetro for feita
com base nos R modelos candidatos, urna outra fonte de variabilidade terá que ser
considerada, a que corresponde à incerteza na selecção de modelos. Assim, obtém-se
uma variância, não condicional a um único modelo, mas sim ao conjunto de modelos
considerados.
O estimador da variância de 6, que incorpora um termo para a variância amostral




ú); n (6,lfr,) + (6, - O)' (3.2)
onde 0; representa a estimativa do parâmetro obtida para 0 a partir do modelo fzi e 6 é
a estimativa obtida para 0 usando o estimador (3.1) (Buckland et al., 1997).
A dedução da fórmula (3.2) é apresentada no apêndice A, secção A.1.
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3.4 "Conjunto" de conÍiança para o melhor modelo
Burnham e Anderson (2002) propõem três formas de construir um conjunto de
confiança para o melhor modelo.
A primeira proposta consiste em somar os pesos de Akaike dos vários modelos,
do maior para o menor, até se atingir um valor maior ou igual a 0.95. Estes modelos
constituirão o conjunto de confiançaparao melhor modelo.
Uma segunda proposta paÍa a construção do conjunto de confiança baseia-se na
ideia de que A; é uma variável aleatória com uma distribuição de amostragem.
Considere-se que o melhor modelo esperado está no conjunto de modelos
candidatos e se denomina fzoest. Então Â; de conceptual interesse é
Ap= AICurss - AIClnin .
O "p" em Ao significa que A é um valor pivotal conceptual em vez do actual A; eue se
calcula a partir dos dados reais. A variável aleatória não observada A, é análoga a 0 - 0
que pode ser usada (depois de normalizada por O(0)l como valor pivotal para a
construção do intervalo de confiança de 0. Várias simulações foram realizadas por
Burnham e Anderson (2002) tendo-se concluído que a distribuição de amostragem de
A, tem estabilidade e que normalmente o percentil 95 de A, é obtido para valores de
A muito menores que 10 e até geralmente menores que 7 (frequentemente perto de 4 nas
situações mais simples). Portanto, a construção do conjunto de confiança de 95% pode
basear-se na regra de que deve conter todos os modelos fzi, i = !, ... ,R com A; menor
ou igual a um determinado valor que se situa entre 4 e 7 (Burnham & Anderson, 2002).
Por fim, uma última proposta, considerada muito útil, assenta na inferência
baseada na verosimilhança. O conjunto de confiança inclui todos os modelos paÍa os
quais se verifica a seguinte relação
L(htw-) 
\ ,,anarn Ão an-iotl
ffi) 
"Ponto de corte
onde ^C(f2, ld e a verosimilhança do modelo fzi e o "ponto de corte" pode ser





r(Ír,lt)m= ,*e (-ld,) LA,i * 1&rn1nu*v (-*o^,*) - exp 12 t- exp (Ai - L*in)2
- exp(- ; ^,)
Note-se Que Â-ir= 0 porque representa a diferença de Akaike do modelo que
fornece um menor AIC com ele próprio.
As regras empíricas apresentadas em Burnham e Anderson (2002) afirmam que
existe ainda alguma evidência (com uma confiança de cerca de 95% segundo as
simulações por eles realizadas) de que o modelo i é o melhor modelo, se 4 ( Ai< 7.
Assim,
4<Ai<7 e!< tr=le -2, -!Ar, -3.5 <+
e exp(-Z) 2 exp
À,
Figura 3.4.,1. Relação entre as diferenças de Akaike e a verosimilhança do modelo (evidência relativa
do modelo).
Como quanto mais afastado se encontrar A; de 4 menor será a evidência do
modelo, estabeleceu-se o ponto de corte igual a I o qual corresponde a um A;nr 4.LSg.
Esta última abordagem tem a vantagem de que a adiçáo ou a eliminação de
modelos não altera o valor do "ponto de corte", e assim o conjunto de confiança e
invariante. O mesmo não se verifica quando se utilizam os pesos de Akaike, onde uma
alteração no conjunto dos R modelos candidatos pode alterar o conjunto de confiança
quando se somam os pesos de Akaike, pois obriga a calcular novamente os pesos
sempre que se adiciona ou elimina um modelo.
1
2
-)o,) > exp(-3.s) <+ 0.13s 2 exp(-1^,) > 0.03
t
0.875








4. AMOSTRAGEM POR DISTÂNCIAS
Vários métodos têm sido utilizados para estimar a abundância ou densidade de
populações animais. O mais recente é o método de amostragem por distâncias, que
consiste na recolha de distâncias a que se encontra um objecto (animal ou planta) de
uma liúa (transecto linear) ou de um ponto (transecto pontual). Nem todos os objectos
que se encontram na área examinada são detectados, mas um pressuposto fundamental
da amostragem por distâncias refere que aqueles que estão sobre a linha central do
transecto ou ponto são detectados com probabilidade 1. Intuitivamente, a detecção dos
objectos diminui à medida que a distância a que se encontram do transecto ou do ponto,
aumenta. Assim, o objectivo principal da amostragem por distância é encontrar uma
função de detecção que se ajuste bem à distribüção das frequências das distâncias
recolhidas pelo observador, a qual é depois usada para estimar a densidade populacional
e/ou a abundância.
Portanto, o conceito de função de detecção é o alicerce da amostragem por
distâncias. IJm "bom" modelo para a função de detecção é de primordial importância,
paÍa a obtenção das estimativas.
No caso dos transectos lineares, a função de detecção é definida pela
probabilidade de detectar um objecto, dado que se encontra a uma distância r do
transecto, ou seja,
g (x) = pr ob{dete ctarldistância x}.
A fungão de detectabilidade não é em geral uma função densidade de
probabilidade. É. a partir daquela função que se estima a função densidade de
probabilidade para estimar os parâmetros de interesse da população.
4.1 Função de detectabilidade
A funçâo de detecção é desconhecida (sendo estimada a partir dos dados da
amostra) e pode assumir formas variadas, mas o modelo para esta função deve possuir
três características desejáveis: robustez, critério de forma e eficiência. A robustez,
característica mais importante do modelo, significa que o modelo deve ser flexível,
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podendo manter a sua forma genérica quando ajustada a vários conjuntos de dados. A
segunda característica, indica que o modelo deve possuir um "ombro" no início, ou seja,
a probabilidade de detectar um objecto perto da liúa do transecto deve ser constante.
Matematicamente, isto traduz-se em g'{0) = 0. A última característica estií relacionada
com a precisão dos estimadores derivados do modelo. E desejável que a variância
desses estimadores seja pequena.
Buckland, et al. (2001) sugerem que a modelação da função de detecção passe por
duas fases. A primeira, encarada como ponto de partida, consiste no ajustamento aos
dados de uma função designada por função chave. A segunda fase, consiste em
acrescentar à função chave uma expansão em serie que melhorará o ajustamento, se não
for suficiente utilizar apenas a função chave. Assim a função de detecção será da forma:
g(x) - função chave(x)|7 * expansão em série(x)1.
No programa DISTANCE, software comummente utilizado paÍa a análise de
dados obtidos em amostragem por distâncias e utilizado na análise das simulações desta
dissertação, estão disponíveis 4 funções chave (exponencial negativa, half-normal,
hazard-rate e uniforme) e três expansões em série (co-senos, polinómios simples e
polinómios Hermite, como é indicado no quadro 4.1.1. Cada fungão chave pode ser
combinada com uma expansão em série.
Quadro 4.L.1. Funções chave e expansões em série disponíveis no DISTANCE.





Half-normal, ,-;A Polinómios simples: ZT, o, (*)' 
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Hazord-rate, t - ,-(1) Polinómios Hermite: Zi\ a, ru r, (;)
Exponencial Negativa: e
x-1




Apesar de disponível no software DISTANCE, Buckland et al. (2001) não
aconselha o uso do modelo exponencial negativo, a não ser em casos extremos em que
houve uma recolha insuficiente de dados e exista uma forte suspeição de que os dados
das distâncias são muito "aguçados". Em detrimento desta sugere a utilização do
modelo hazard-rate, cuja forma oferece uma maior flexibilidade de ajustamento e
garante o critério de forma.
4.2 T ransectos lineares
No método de amostragem por transectos lineares, o observador percoÍre uma
liúa e mede as distâncias perpendiculares a ela, a quo o objecto é detectado. A
localização da liúa de comprimento coúecido.L, na área em estudo Á, assume-se
aleatoria. Se existirem ü liúas, o comprimento total será Zti=rli = l, sendo J; o
comprimento de cada uma das liúas. Estas linhas podem ter todas a mesma direcção,
como mostra a figura 4.2.1 ou direcções diferentes desde que não se interceptem (este
delineamento não é muito usado por ser dificil de implementar) podendo tambem ter
comprimentos diferentes (Burnham et al., 1980).
Figura 4.2.1. Transectos lineares com a mesma direcção e localização aleatíira na área em estudo. A
soma dos comprimentos das linhas é igual a L. (adaptada de Burnham et a1.,1980).
Como a partir de certa distância do transecto não é possível detectar objectos,
pode definir-se que só se consideram os objectos detectados até uma distância máxima
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w para ambos os lados do transecto, como é apresentado na figura 4.2.2. Tendo a ârea
examinadaaformarectangular a superficie é igual aa:TwL.
As estimativas dos parâmetros, como a densidade populacional e a abundância são
determinadas com base nas observações recolhidas, Ís, âs distâncias perpendiculares.
Figura 4.2.2. Representação esquemática de como são medidas as distâncias. Neste esquema utiliza-se
apenas um transecto e define-se uma distância máxima de observação igual a w
(adaptada de Buckland et a|.,2001).
Em Buckland et al. (2001) são enumerados os pressupostos do metodo de
amostragem dos transectos lineares, que devem ser garantidos para obter estimativas,
com confiança, dos parâmefros. Os pressupostos são aqui apresentados, de forma
resumida, e por ordem de importância.
1 - A detecção na linha é certa, ou seja, g(0) = 7.
Todos os objectos que se encontram sobre a linha ou muito próximos dela
deveriam ser detectados pelo observador. Se isso não acontecer o estimador da
densidade populacional será negativamente enviesado, isto é, E(D) < D.
2 - Os objectos não se movem até serem detectados.
Se os animais se moverem, o registo das distâncias é feito relativamente ao local
onde se encontram depois do movimento em vez de serem feitas relativamente ao local
de detecção original. O enviesamento da densidade populacional poderá ser grande caso
o observador registe várias vezes o mesmo animal que se movimenta sem que o









densidade populacional poderá ser negativamente enviesada, se o animal se afastar do
observador e positivamente enviesada caso contrário.
3 - Não existem erros de medição das distâncias.
E importante que as medições sejam realizadas com rigor, especialmente perto ou
sobre a linha. Se os erros de medição forem pequenos e aleatórios não se verificam
problemas na estimação da densidade, principalmente se a amostra for grande, mas
erros sistemáticos de medição poderão provocar sérios problemas na estimação.
4 - Os objectos são independentes e estão aleatoriamente distribuídos.
A teoria da máxima verosimilhança utilizada na obtenção dos estimadores dos
parâmetros e da variância amostral teórica assume independência entre detecções.
Assim, se este pressuposto falhar, apesar de provocar pouco efeito nos estimadores dos
parâmetros provoca enviesamento no estimador da variância teórica.
4.3 Estimadores de D, N e var(D)
A densidade populacional por unidade de írea, D, é dada por D:{, onde N
representa o número total de indivíduos que existem na ixea de dimensão á. Como ao
percoÍrer a linha recta apenas n indivíduos são detectados na érea coberta (a = ZwL),
um estimador da densidade populacional e dado por
D-=\^, (4.1)
2wLPo
onde Po é a probabilidade de um objecto aleatoriamente escolhido ser detectado na érea
coberta e é estimada através de uma função de detecção, g(x) correspondendo à
probabilidade condicionada de detectar um objecto sabendo que esta a uma cerüa
distância x da linha, com 0 1 x 1w e assumindo g(0) - 1.
Sejap = t: g(x)dx então Po=* Comoafunçãogtambemnãoécoúecida,é
necessário estimar p e assim




[, s(xlQ)ax = 
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0pwx
Figura 4.3.1. Probabilidade de detectar um objecto dentro da área examinada, a qual corresponde à
area p abaixo da função de detecção g(r) quando expressa como a proporção da área rry
do rectângulo (adaptado de Buckland et al. 2001).




A função de detecção g(x) náo é uma função densidade de probabilidade, mas
para o ser basta apenas dividi-la por p. Assim,
/(,t9) = rils!,'lgl, -'e('lg).' \ t-' [í s?lg)a, p
A tunção f (rl9) é uma função densidade de probabilidade (fdp), pois é sempre
positiva(,g(rlg)à0Vx)eoseuintegraléigualal,comosepodeverificarabaixo:
[, r@w) - Í,- #ka* = Ío ry,, =1,Í,- n@rod, =!.t,= L.
Como um dos pressupostos da metodologia é g(O) = 1 tem-se,f(0) = f fntao
1rr=m'.





O inverso do valor da função densidade de probabilidade no ponto de abcissa zero
é o estimador de p, ou seja,





Figura 4.3.2. Funçáo densidade de probabilidade, f(x), sobre o histograma das frequências das
distâncias perpendiculares. Como Í(x) é uma fclp a área abaixo da curva é unitária. As
áreas tracejadas são iguais logo a área do rectângulo tambem é igual a um. Portanto
1p = ô (adaptado de Buckland et a1.,2001).








A abundância é igual ao produto entre a densidade populacional e a área da região
em que se encontra a população em estudo. Portanto, assumindo que a área em estudo á
corresponde na totalidade à área coberta a, urn estimador da abundância é fr = D'a,
que pode ser escrito como
nf (ol
fr :'ff.2w1 - nwi(,)
A variância do estimador da densidade populacional definida em (4.4) provem de
duas fontes de variabilidade: o tamaúo da amostra e o valor da estimativa da função de
detecção na distância zeÍo.
Supondo que n e l(0) são independentes e que í(ol e não enviesado, um




,frr(D) = D'W+ n [ffo> (4.5)
[/cot]
No apêndice A, secção 4.2 mostra-se uma dedução da expressão (4.5).
Segundo Buckland et al. (200t;, D é positivamente enviesada e obtém-se um
intervalo de confiança com melhor cobertura assumindo que tem distribuição log-
normal. Assim um intervalo de confiança de 100(1 - Za)oyo paraD,é dado por:
lD\
\i 'o'' 1
ondec - *p\"@l ,,4'r1r, D)=rnlr*W)
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5. APLICAÇÃO DA PONDERAÇÃO DE
MODELOS EM TRANSECTOS LINEARES
Neste capítulo pretende-se fazer uma aplicação da ponderação de modelos, usando
alguns dados da experiênciarealizada por Laake (1978), com estacas de madeira.
Laake realizou um estudo controlado com estacas de madeira para avaliar o
desempeúo do metodo dos transectos lineares. Numa determinada área distribuíram-se
aleatoriamente 150 estacas, obtendo-se uma densidade de 37.5 estacaslha. O transecto
linear, com 1000 metros de comprimento e w = 20, foi percorrido, em momentos
diferentes, por 11 observadores. Cada observador registou as distâncias, perpendiculares
ao transecto, a que detectou as estacas. Sendo este um estudo em que a densidade
populacional é conhecida permite-nos fazer comparações e chegar a determinadas
conclusões que de outra forma não se conseguiriam obter.
Na aplicação da ponderação de modelos serão utilizadas apenas as distâncias
reais, correspondentes às registadas pelo observador 4. Os resultados obtidos através da
ponderação de modelos serão comparados com os alcançados com a selecção de
modelos tradicional em que se utiliza o AIC como critério para seleccionar o modelo
que melhor se ajusta aos dados. Na realização da análise será utilizado o programa
DISTANCE. Serão ajustados aos dados da amostra todos os modelos que combinam a
função chave com a expansão em série e fixado em três o número máximo de
parâmetros de cada modelo. Como é desaconselhado o uso do modelo exponencial
negativo, de forma a verificar o efeito causado por este modelo na ponderação de
modelos, estudaram-se dois cenários: um em que o conjunto de modelos é constituído
pelas quatro funções chave combinadas com as expansões em série, e outro em que o
modelo exponencial negativo não é incluído no conjunto de modelos considerados.
Ao longo deste capítulo, a expressão "melhor modelo" refere-se, como já foi dito
no capítulo 2, ao modelo que apresenta o menor valor da informação K-L estimado, ou
seja, o modelo com menor AIC.
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5.1 Análise dos resultados
A primeira análise efectuada reporta-se ao cenário em que se ajustaram aos dados
das estacas todas as funções chave combinadas com as expansões em série disponíveis
no software DISTANCE. Para cada função chave seleccionou-se o modelo (função
chave * expansão em série) que apresentava menor AIC. O modelo exponencial
negativo, de entre os quatro considerados, foi o seleccionado, como se mostra no quadro
5.1.1. No entanto, é possível verificar, no quadro 5.1.2, que o modelo exponencial
negativo sobrestima o valor dos parâmetros D e N. Os restantes modelos subestimam os
parâmetros, sendo o modelo half-normal com 1 co-seno o que subestima ligeiramente D
e N. A figura 8.1 (apêndice B) permite verificar visualmente que qualquer um dos
modelos apresenta um ajustamento bastante razoável aos dados, o qual pode ser
comprovado pelos valores do valor p associado a cada modelo, que se encontram no
quadro 5.1.1



























n Obteve-se um bom ajustamento sem ser necessário recoÍrer às expansões em série.
b Diferenças de Akaike LF AICI - AICrnin , i = !,...,4.
" Teste para a bondade do ajustamento.
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Hmard-rate





















u Coeficiente de variação
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Se não se considerar o modelo exponencial negativo, como é aconselhado nos
dados com este tipo de histograma, o modelo com menor valor de AIC e half-normal
com 1 co-seno. Porém este modelo é o que oferece um valor p mais pequeno e assim os
outros dois modelos considerados ajustam-se ligeiramente melhor aos dados.
Os quatro modelos considerados apresentam valores para o AIC muito próximos
uns dos outros. Esta proximidade dos valores do AIC poderá tornar dificil a escolha de
um modelo em detrimento de outro, pois neúum se destaca claramente como sendo o
melhor. Curiosamente o modelo que apresenta o maior valor de AIC, é o que apresenta
um melhor ajustamento aos dados.
Como as diferenças de Akaike são todas inferiores a 2, segundo Bumham e
Anderson (2004), exíste uma forte evidência de que os modelos, paÍa os quais isso se
verifica, são bons candidatos a melhor modelo. Observando os pesos de Akaike,
indicados no quadro 5.1.3 verifica-se que em neúum caso se tem ari > 0,9 , i = 1., ... ,4
(que representa uma forte evidência de que o modelo é o melhor modelo do conjunto) e
portanto nenhum modelo se destaca claramente relativamente aos outros. Não havendo
nenhum modelo considerado o único melhor modelo, a inferência pode ser realizada de
forma não condicional a um único modelo mas sim ao conjunto de modelos candidatos.
Assim, aplicou-se a ponderação de modelos ao mesmo conjunto de dados das
estacas, primeiro usando os quatro modelos e depois excluindo o modelo exponencial
negativo do conjunto de modelos possíveis.





Half-normal * 1 co-seno
Hazard-rale













u Pesos de Akaike ari = ",e(-)d) R= 42i=,,*e(-ll.) '
Ao excluir o modelo exponencial negativo do conjunto de modelos candidatos, é
necessário recalcular os pesos de Akaike, uma vez que estes devem somar l. O quadro
5.1.4 mostra os novos pesos de cada modelo, notando-se também nesta situação a
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inexistência de um modelo que se destaque nitidamente dos restantes, ou seja, ari > 0.9
para algum i = 7, .,.,3.
Quadro 5.1.4. Modelos analisados e respectivos AIC, Ai e ai (não inclui o modelo EN)
Modelo AIC A, atni
Haff-normal * 1 co-seno
Hazard-rate










oPesosdeAkaike ,,=#_r,-* , R=3
As estimativas dos parâmetros usando a ponderação de modelos, comportam-se
de forma diferente, quando o modelo exponencial negativo está contido no conjunto de
modelos a ponderar e quando não esüí (quadro 5.1.5). Se o modelo exponencial
negativo frzer parte do conjunto de modelos candidatos, obtêm-se estimativas mais
próximas dos valores reais dos parâmetros com a ponderação de modelos do que com a
selecção, por meio do AIC, de um único modelo. No entanto, obserya-se uma situação
contráÍia, quando o modelo exponencial negativo não está contido no conjunto dos
candidatos a melhor modelo.
Quanto ao enviesamento verifica-se que este é quase negligenciável no ceúrio A
da ponderação de modelos e no ceniírio B da selecção de modelos tradicional. Observa-
se ainda que a ponderação de modelos realizado com o conjunto de modelos onde esüâ
incluído o modelo exponencial negativo fomece estimativas menos enviesadas do que
qualquer um dos outros cenários apresentados no quadro 5.1.5.
Outro facto que se observa, quer na selecção de modelos tradicional, quer na
ponderação de modelos, é que em ambas as metodologias o coeficiente de variação
diminui, quando se muda do cenário A para o cenário B. Esta situação não é de
estranhar uma vez que o modelo exponencial negativo normalmente produz estimativas
menos precisas. Também se verifica que o coeficiente de variação é maior na
ponderação de modelos do que na selecção de modelos tradicional.
Parece que o modelo exponencial negativo, apesar de não ser muito alvitrado o
seu uso na selecção de modelos tradicional, poderá ter um papel relevante quando se
utiliza a ponderação de modelos. llma razão para tal situação poderá ser o facto de ao
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sobrestimar o valor dos parâmetros, na ponderação de modelos o modelo exponencial
negativo atenua o efeito da subestimação dos parâmetros provocada pelos restantes
modelos conseguindo-se desta forma melhores estimativas.
Quadro 5.1.5. Estimativas dos parâmeftos para a selecção de um único modelo e para a
ponderação de modelos, considerando dois cenários.
Selecção de um único modelo Ponderação de modelos



































" O cenário A corresponde à anrilise usando os quaho modelos.
b O ceniírio B corresponde à análise usando os três modelos (exclui-se o modelo exponencial negativo da
análise).
Nota: Na selecção de um único modelo, no cenário A foi seleccionado o modelo exponencial negativo e no
cenário B foi seleccionado o modelo half-normal com I co-seno.
Este exemplo das estacas indicia que a inclusão do modelo exponencial negativo
no conjunto de modelos candidatos a melhor modelo pode ser importante paÍa a
obtenção de estimativas menos enviesadas aquando da rcalização da ponderação de
modelos. Será que as ostimativas dadas pela ponderação de modelos são sempre
melhoradas (em termos de diminuir o enviesamento) quando se inclui o modelo
exponencial negativo no conjunto de modelos candidatos? No próximo capítulo tentar-
se-á dar resposta a esta questão.
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6. RESULTADOS DAS SIMULAÇÕES
Estudos já realizados por Stefanski et al. (manuscrito em revisão) apontam no
sentido de um enviesamento provocado pela selecção de modelos, usando o critério
AIC, realizada no programa DISTANCE. Pretende-se neste capítulo aprofundar a
conclusão a que chegaram aqueles investigadores, verificando se para alem do
enviesamento do modelo também se verifica um enviesamento das estimativas obtidas
dos parâmetros de interesse.
Um outro objectivo deste capítulo é confirmar se a ponderação de modelos
fomece estimativas dos parâmetros de interesse menos enviesadas do que as obtidas
através de um único modelo seleccionado. Em caso afirmativo, pretende-se identificar o
tipo de cenário em que ocorre o melhor desempenho da ponderação de modelos.
De forma a atingir os objectivos acima referidos realizam-se simulações Monte
Carlo, no software R versão 2.7.A, de amostras de duas funções densidade de
probabilidade: half-normal e hazard-rate. A escolha da primeira prende-se com o facto
de no capítulo anterior se ter veriÍicado que o modelo half-normal era um modelo que
fornecia estimativas dos parâmetros em estudo muito próximas dos valores reais. A
segunda função a simular foi escolhida por ser uma função bastante flexível e, portanto
fácil de se ajustar a vários tipos de dados.
Para ambas as funções densidade de probabilidade foram simuladas 1000
amostras. A execução da análise automatizada destas amostras foi realizada com recurso
ao MS-DOS que permitiu coÍrer o executável MCDS.exe do DISTANCE versão 5.0
release 2. Algumas amostras das duas simulações foram excluídas por apresentarem
erros de compilação ou em que o DISTANCE realizava a análise mas os resultados não
eram aceitaveis. E de salientar que as amostras utilizadas em todos os cenários de cada
uma das simulações foram as mesmas, com excepção daquelas que foi necessário
retirar, quando se truncaram os dados, devido aos eÍros (no caso da simulação da função
half-normal foram retiradas 9 amostras e no caso da simulação da função hazard-rate
foram retiradas l1 amostras). Para mais detalhes sobre a implementação das simulações
veja-se o apêndice C.
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Na estimação do parâmetro de escala das funções densidade de probabilidade
half-normal e hazard-rate, consideraram-se os valores reais N : 150, L = !000 m,
w = 20 m e D :37.5 estacaslha, da experiência de Laake (1978), já mencionada no
capítulo cinco. No caso da função densidade de probabilidade hazard-rate o parâmetro
de formafoi fixado em 3. As amostras simuladas são de dimensão n=70, umvalor
compreendido entre 60-80, aconselhado por Buckland et al. (2001).
A cada amostra ajustaram-se as quatro funções chave combinadas com as três
expansões em série disponíveis no software. O modelo ajustado aos dados poderá ter
sido formado apenas pela função chave, ou ser uma combinação da função chave com
uma expansão em série, no caso da função chave não ter sido suficiente para obter um
bom ajustamento. Estabeleceu-se que o número máximo de parâmetros (número de
parâmetros da função chave + número de ajustamentos) de cada modelo seria igual a 3,
como é recomendado em Buckland et al. (2001).
A selecção do melhor modelo para cada amostra pÍocessou-se da seguinte forma:
- para cada função chave (combinada ou não com uma expansão em série)
escolheu-se o modelo que apresentou o menor AIC;
- posteriormente, de entre os quatro modelos, referentes a cada uma das funções
chave (combinadas ou não com uma expansão em série), seleccionou-se o que exibiu
um menor valor de AIC.
Nas secções seguintes serão apresentados os resultados da análise das amostras
simuladas, considerando quatro cenários distintos:
- ajustamento das quatro funções chaves combinadas com as expansões em série e
considerando os dados não truncados;
- ajustamento excluindo o modelo exponencial negativo da análise e considerando
os dados não truncados,
- ajustamento das quatro funções chaves combinadas com as expansões em série e
considerando os dados truncados no percentil95;
- ajustamento excluindo o modelo exponencial negativo da análise e considerando
os dados truncados no percentil95;
Duas razões levaram à decisão de incluir o modelo exponencial negativo neste
estudo, a saber, o facto de na literatura este modelo ser por vezes seleccionado (quando
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é considerado) e a necessidade de verificar qual a influência da sua utilização na
estimação do parâmetro /(0).
Sendo /(0) o parâmetro de interesse para estimar para D e N serão apenas
apresentados resultados para este parâmetro.
Para os quatro cenários atrás mencionados serão comparados os resultados obtidos
por meio da selecção de um único modelo baseado no mínimo valor do AIC, com os
resultados alcançados com a ponderação de modelos.
6.1 Resultados obtidos na simulação da half-normal
6.1.1 Enviesamento do AIC e das estimativas
O primeiro aspecto verificado prende-se com o facto do programa DISTANCE
nem sempre seleccionar o modelo verdadeiro, tal como tiúa sido observado em
Stefanski et al. (manuscrito em revisão).
Os resultados das simulações mostram que a selecção do modelo half-normal fica
muito aquém do esperado, em qualquer dos cenários estudados, como se pode confirmar
no quadro 6.1.1.1. O melhor cenário, aquele em que o modelo em questão foi mais
vezes seleccionado, verifica-se para dados não truncados e quando se exclui o modelo
exponencial negativo da análise. Neste cenário, de entre os três modelos possíveis, o
half-normal foi seleccionado 44.2% das vezes, nas 1000 amostras estudadas.
Verifica-se também que o facto de truncar os dados piorou significativamente os
resultados no que diz respeito à selecção do modelo verdadeiro. Este resultado talvez
seja de esperar pois os dados foram gerados de uma distribuição não truncada, mas em
que a probabilidade de se obter um valor superior a20 é quase zero.
Quadro 6.1.1.1 Selecçdo do modelo half-normal nos quatro cendrios estudados.








Comparando os resultados das simulações para os quatro modelos seleccionados
nota-se que o modelo uniforme é o mais seleccionado em três dos cenários investigados,
como se pode observar na figura 6. 1. 1. 1, a qual representa a distribuição da selecção dos
vários modelos para os quatro cenários analisados. A excepção é observada no caso dos
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Figura 6.1.1.1 Percentagem de amostras em que cada modelo foi seleccionado para cada um dos
quatro cenários (fu nção simulada: half-normal).
Buckland et al. (2A01) afirmam que os dados devem ser truncados de forma a
eliminar possíveis outliers que tornam dificil o ajustamento do modelo aos dados e não
aconselham a inclusão do modelo exponencial negativo na análise a não ser pelas razões
já enunciadas no capítulo 5 desta dissertação. Portanto, é bastante curioso, que perante
aquele cenário, em mais de 75% das amostras, o modelo mais seleccionado não seja o
half-normal mas sim o uniforme. Uma possível explicação para este aspecto é que ao
truncar elimina-se parte da cauda favorecendo-se o aparecimento do modelo uniforme
com um pequeno decréscimo modelado pelo co-seno.
Ao analisar mais detalhadamente as combinações função chave + expansão em
série nota-se efectivamente uma tendência paÍa escolher modelos com menos
parâmetros em vez daqueles que têm mais parâmetros. O quadro 6.1.1.2 mostra um
resumo dos modelos mais seleccionados notando-se uma superioridade na escolha do
modelo uniforme com um co-seno. No apêndice B, quadro 8.1, é apresentada uma
versão completa do quadro 6.1.1.2.
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Quadro 6.1.1.2. Percentagem de amostras correspondentes à selecção de cada modelo do













Half-normal 34.90o/o 4t,80% t0.09% t3.02%
Polinómio
Simples (l) t4.20% 14.40% 4.74% 4.84%
Uniforme
Polinómio
Hermite (l) 0.00% 0.00% 3.94% 4.14%
Co-seno (l) 20.90% 22.20o/n 45.41% 60.14%




n Os números que se encontram entre parêntesis em frente das expansões em série referem-se ao
número de ajustamentos efectuados.
Da análise dos quadros 6. 1. 1. I e 6. 1. 1.2 e frgra 6. 1. 1. 1 conclui-se que existe um
enviesamento na selecção de modelos feita usando o critério AIC, realizada no software
DISTANCE. O enviesamento observado é maior quando se utilizam os dados
truncados, notando-se que entre 84.6% e 88.9o/o das amostras o modelo seleccionado
não é o verdadeiro, aquele que gerou os dados. No entanto, quando os dados não estão
truncados, a percentagem de vezes que outro modelo é seleccionado é menor face ao
caso dos dados truncados mas mesmo assim é uma percentagem elevada (entre 55.8% e
64.5%). Há uma tendência para escolher o modelo uniforme combinado com um co-
seno, em vez do modelo half-normal, possivelmente por serem modelos com foÍmas
muito semelhantes e oferecerem ambos um bom ajustamento aos dados.
Além do enviesamento na escolha do modelo nota-se também um enviesamento
nas estimativas de f (0), ou seja, por vezes, o modelo que apresenta menor valor de
AIC, e que é o seleccionado, produz estimativas ligeiramente mais afastadas do valor
verdadeiro do que aqueles que não são seleccionados. Esta situação verifica-se em mais
de metade das amostras e para todos os cenários analisados, como é possível veriÍicar
no quadro 6.1.1.3.
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Quadro 6.1.1.3. PercenÍagem de amostras em que o modelo seleccionado fornece
estimativas de f (0) mais enviesadas face a outros modelos do conjunto





















" A estimativa de /(0) fornecida pelo modelo seleccionado tem um enviesamento relativo
maior do que as fornecidas pelos modelos não seleccionados.
E importante saber qual é a percentagem de enviesamento das estimativas
fornecidas pelos modelos seleccionados, vma vez que o modelo seleccionado nem
sempre apresenta a estimativa de f(0) menos enviesada. Os histogramas apresentados
nas flguras 6.I.1.2 a- d) mostram a distribuição, em percentagem, dos enviesamentos
ae 1ç01 coÍrespondentes às amostras consideradas no quadro 6.1.1.3. Analisando
aquelas, nota-se que entre 650/o e 80% das amostras, os modelos seleccionados
apresentam estimativas de /(0) com um enviesamento entre -20oÁ e 20oÁ, nos cenários
estudados. Observa-se também que nos cenários com os dados não truncados, entre
57% e 610/o das amostras, o modelo seleccionado fornece estimativas com enviesamento
negativo, ou seja, as estimativas são geralmente subestimadas. Quando os dados são
truncados verifica-se uma situação contrária, as estimativas fornecidas pelos modelos
são sobrestimadas, entre TlYo e 750Á das amostras. Uma justificação provável para esta
situação é o facto de ao truncar o valor de p ser menor do que é efectivamente tornando
/(O) maior.
Convém salientar que um número considerável de amostras (entre 7o/o e 2Ao/o)
apresenta uma percentagem de enviesamento para 110; superior a 30% podendo-se
considerar um enviesamento demasiado severo mesmo que existam já alguns valores de
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Figura 6. I . L 2 Distribuição do enviesamento de í(0) para as amostras em que o modelo seleccionado
produz estimativas mais enviesadas que os restantes (função simulada: half-normal).
6.1.2 Ponderação de modelos versus selecção de modelos tradicional
Sendo um dos objectivos do capítulo inferir acerca das estimativas de /(0)
fornecidas pela ponderaçáo de modelos determinou-se o enviesamento relativo de /(0)
para esta abordagem e para a selecção de modelos tradicional. Compararam-se os
resultados obtidos com as duas abordagens e calculou-se a frequência relativa, em
percentagem, do número de amostras em que a ponderação de modelos fornece
estimativas de /(0) com enviesamento relativo menor do que a selecção de modelos
tradicional. A figura 6.1.2.1 evidência uma melhoria das estimativas de /(0) fornecidas
pela ponderação de modelos, por apresentarem menor enviesamento relativo, em
qualquer um dos cenários. No entanto, essa melhoria é mais destacada no cenário em
que não se truncam os dados e se inclui o modelo exponencial negativo no conjunto de
modelos, onde em cerca de 62%o das amostras o f(0) da ponderação de modelos é
menos enviesado do que o da selecção de modelos tradicional. Nos outros cenarios








































Figura 6.1.2.1 Comparação das estimativas de /(0) dadas pela ponderação de modelos e pela
selecção de modelos tradicional (função simulada: half-nomal)
Ao analisar as distribuições dos enviesamentos das várias amostras, para os
cenários estudados, nota-se que em média as estimativas de /(0) obtidas quando não se
trunca e o modelo exponencial negativo não está incluído no conjunto de modelos
considerados são menos enviesadas, que nos restantes casos. Naquele cenário observa-
se tambem uma menor variabilidade do enviesamento relativamente aos outros. Este
aspecto e verificado quer para a ponderação de modelos, quer para a selecção de
modelos tradicional. Observa-se também que o enviesamento médio é ligeiramente
negativo, apenas para o cenário mencionado, e só no caso da ponderação de modelos
obtendo-se naquela situação o enviesamento médio mais pequeno de todos os cenários
examinados, como mostra o quadro 6.1.2.1.
Os histogramas referentes às distribuições das percentagens de enviesamento de
l1O1 podem ser consultados no apêndice B, figura B.2.
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Quadro 6.1.2.1. Média e desvio-padrão do percentagem de enviesamenÍo de i@) oOUao nos
quatro cenários, para a selecção de modelos Íradicional e para a







































6.2 Resultados obtidos na simulação da hazard-rate
6.2.I Enviesamento do AIC e das estimativas
Como se pode observar no quadro 6.2.T.1, apesar dos dados serem oriundos de
uma função densidade de probabilidade hazard-rate, em mais de 60%o das amostras, o
modelo hazard-rate náo foi o mais seleccionado, para os cenários dos dados não
truncados. Nos cenários de dados truncados, a percentagem de amostras em que o
modelo hazard-rate é seleccionado ainda é menor relativamente aos dados não
truncados, atingindo percentagens inferiores a 160Á.
Quadro 6.2.I.1. Selecção do modelo hazard-rate nos quatro cenários estudodos
Com exponencial Sem exponencial
Sem truncar 33.70o/o 36.50o/o
Truncar 14.160/o 15.37o/o
A comparação dos vários modelos seleccionados nos quatro cenários, peÍmite
concluir que o modelo uniforme é bastante mais seleccionado que os outros modelos no
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caso dos dados truncados, mas perde importância relevante quando não se truncam os
dados. Os modelos hazard-rate e half-normal sáo os mais escolhidos quando os dados
não são truncados. Na figura 6.2.1.1 é possível ver a percentagem de selecção dos vários
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Figara 6.2.1.1 Percentagem de amostras em que cada modelo foi seleccionado para cada um dos
quatro cenários (fu nção simulada: hazard-rate).
Observando as combinações função chave * expansão em série, veriÍica-se, tal
como se pode ver no quadro 6.2.1.2, que.
- no caso dos dados truncados, o modelo uniforme com um co-seno é escolhido
em mais de 50o/o das amostras, quando se usa o AIC, como critério de selecção de
modelos;
- no caso dos dados não truncados o modelo hazard-rate sem termos de
ajustamento é o mais seleccionado, não chegando, no entanto, a percentagem de
amostras aos 40oÁ;
- o modelo que mais "beneficia" com a exclusão do modelo exponencial negativo
e o half-normal sem termos de ajustamento, no caso dos dados não truncados (cuja
selecção aumenta cerca de 5o/o) e o uniforme com 1 co-seno, no caso dos dados
truncados (cuja selecção aumenta cerca de 8%);
A informação completa sobre a percentagem de amostras para as quais são
seleccionados os vários modelos pode ser consultada no quadro B.2 (apêndice B).
E de salientar que nos cenários com dados não truncados o modelo de onde
provêm os dados é o mais seleccionado mas a percentagem de amostras para as quais
isso se verifica não é muito diferente da percentagem de amostras que selecciona o
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modelo half-normal sem termos de ajustamento. Esta situação pode dever-se ao facto
das duas funções oferecerem bons ajustamentos aos dados e o modelo half-normal ter
menos parâmetros para estimar do que o modelo hazard-rate sendo portanto
seleccionado quase tantas vezes como o hazard-rale. Nos cenários com dados truncados
existe uma tendência clara para seleccionar o modelo uniforme com um co-seno. Uma
possível razáo para esta tendência pode ter a ver com o número de parâmetros dos dois
modelos, uniforme com I co-seno (1 parâmetros) e hazard-rate (2 paràmetros). Se
ambos tiverem valores correspondentes à verosimilhança semelhantes, o modelo
hazard-rate por ter dois parâmetros será mais penalizado do que o modelo uniforme
com I co-seno, que só tem um parâmetro e assim terá um valor de AIC menor o que
determina a sua selecção (recorde-se que o AIC e calculado através da soma de duas
parcelas: uma tem em conta o valor da verosimilhança e a outra o número de parâmetros
estimados do modelo). Outra razão plausível é o facto de ao truncar se eliminar a cauda
da distribuição obtendo-se um "ombro" maior relativamente ao novo w usado e assim
assemelhar-se mais ao modelo uniforme modelado por um co-seno.
Quadro 6.2.1.2. Percentagem de amostras correspondentes à selecção de cada modelo do













Halí-normal 30.20o/o 35.10% 8.29% 9.20%
Polinómio
Simples (l) 3.80Yo 3.80Y. 4.25y" 4.55Yo
Uniforme Polinómio
Hermite (l) 0.00% 0.00% 3.34% 3.44%
Co-seno (l) 6.90% 7 20o/n 51.16% 59.45%




n Os números que se encontram entre parêntesis em frente das expansões em série referem-se ao
número de ajustamentos efectuados.
Depois de se confirmar que a selecção de um único modelo através do AIC é
frequentemente enviesada, observa-se também que o modelo escolhido om mais de 60%
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das amostras apresenta estimativas mais enviesadas dos que os modelos não
seleccionados, como e possível ver no quadro 6.2.1.3.
Quadro 6.2.1.3. Percentagem de amosÍras em que o modelo seleccionado fornece






















u A estimativa de /(0) fornecida pelo modelo seleccionado tem um enviesamento relativo
maior do que as fomecidas pelos modelos não seleccionados.
As figuras 6.2.1.2 a) - d) mostram que o enviesamento de l(0) relativo aos
modelos a que se referem o quadro 6.2.1.3 está compreendido enÍre -20o/o e 20o/o, numa
percentagem de amostras que vai desde 54%;o a 78%o. Contudo, observa-se que em
qualquer dos cenários, o enviesamento é sobretudo positivo. De facto, cerca de 90oÁ das
amostras apresentam enviesamento positivo ae lç01, no caso dos dados truncados,
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Figura 6.2.1.2 Distribuição do enviesamento de /(0) para as amostras em que o modelo seleccionado
produz estimativas mais enviesadas que outros modelos do conjunto (função simulada:
6.2.2Ponderação de modelos versus selecção de modelos tradicional
À semelhança do que foi feito com a simulação da função half-normal, tambem
paÍa a função hazard-rate se compararam os enviesamentos de i(O), produzidos quer
pela ponderuçáo de modelos, quer pela selecção de um único modelo. Os resultados são
apresentados na figura 6.2.2.1, onde é apresentada a percentagem de amostras em que a
ponderação de modelos apresenta estimativas de /(0) menos afastadas do valor
verdadeiro do que a selecção de modelos tradicional, bem como a percentagem de
amostras em que se verifica o contrário.
Ao truncar os dados ocoÍrem duas situações. se o modelo exponencial negativo
não estiver no conjunto de modelos considerados, a ponderação de modelos apresenta
estimativas menos enviesadas que a selecção de modelos tradicional, em cerca de 60%
das amostras, mas se o modelo exponencial for incluído no conjunto de modelos
considerados, nota-se um equilíbrio entre a ponderação de modelos e a selecção de
modelos tradicional. No caso dos dados não truncados, entre 53Yo e 57Yo das amostras,
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as estimativas de /(0) fornecidas através da ponderação de modelos são menos






































Figura 6.2.2.1 Comparação das estimativas de /(0) dadas pela ponderação de modelos e pela
selecção de modelos tradicional (função simulada: hazard-rate).
Depois de verificar que a estimativa de /(0) é enviesada, quer se utilize a
selecção de modelos tradicional, quer se utilize a ponderação de modelos, importa
averiguar o que acontece com a distribuição das percentagens de enviesamento das
estimativas de /(0) das várias amostras simuladas. Idealmente o enviesamento médio
Ae l(O) deveria ser aproximadamente zero, no entanto isso não se verif,ica, em nenhuma
das abordagens, como se pode observar no quadro 6,2.2.1. Verifica-se ainda que as
médias obtidas nas duas abordagens tôm valores muito semelhantes. O cenário em que o
enviesamento medio é menor, apesar de se situar ligeiramente acima de 7, e o
coffespondente aos dados não truncados e sem considerar o modelo exponencial
negativo. E também para aquele cenário que se obtém um menor desvio-padrão do
enviesamento de f(0), para a ponderação de modelos, pois no caso da selecção de
modelos tradicional a menor variabilidade corresponde ao cenário de dados truncados e
sem incluir o modelo exponencial negativo. Nota-se também que em qualquer cenário
da ponderação de modelos se obtém um desvio-padrão do enviesamento 0e l(O) menor
do que o conseguido com a selecção de modelos tradicional.
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Os histogramas referentes às distribuições das percentagens de enviesamento de
/(o) podem ser consultados no apêndice B, figura 8.3.
Quadro 6.2.2.1. Média e desvio-padrão da percentagem de enviesamenta ae iç01 obtida nos
qudtro cenririos, para a selecçdo de modelos tradicionql e para ct







































6.3 Comparação entre os resultados dos modelos ha$-
normal e hazard-rate
Os resultados obtidos com as simulações de amostras oriundas das frrnções
densidades de probabilidade half-normal e hazard-rate mostralrr que o AIC tende
claramente (em mais de 75Yo das amostras) a seleccionar o modelo uniforme, quando se
truncam os dados e não se inclui o modelo exponencial negativo no conjunto de
modelos considerados. Em ambas as simulações, em cerca de 600/o das amostras o
modelo uniforme é combinado com um co-seno.
No que respeita à selecção do modelo verdadeiro, conclui-se que o cenário "mais
favorável" a essa selecção, nas duas simulações, e aquele em que não se truncam os
dados nem se incluiu o modelo exponencial negativo no conjunto de modelos. No
entanto, apesar de ser o melhor cenário, o modelo half-normal só foi seleccionado 44oÁ
das vezes e o hazard-rate neÍí sequer chegou aos37Yo, nas respectivas simulações.
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Se o modelo exponencial negativo não estiver incluído no conjunto de modelos
considerados, a percentagem que lhe correspondia quando era seleccionado é distribuída
pelos outros modelos, verificando-se situações distintas quando se truncam e quando
não se truncam os dados:
- nos cenários em que se efectua a truncatura, o modelo uniforme é o mais
beneficiado com a ausência do modelo exponencial negativo. A selecção do modelo
uniforme aumenta l5o/o no caso da simulação da half-normal, e l0o/o no caso da
simulação da hazard-rate, face ao cenário que considera também o modelo exponencial
negativo.
- nos cenarios em que não é efectuada a truncatura, nota-se um aumento da
selecção do modelo half-normal, em ambas as simulações, mas que não chega aos 9Yo
comparado com o cenário onde se inclui o modelo exponencial negativo.
6.4 Comparação entre os resultados obtidos com o AIC e
com o AICC
Já foi referido no capítulo 3, página 14, desta dissertação que o critério AICç deve
ser preferido em relação ao criterio AIC, no caso de amostra pequenas relativamente ao
número de parâmetros estimados do modelo, ou quando o número de parâmetros e
muito grande. Neste exemplo concreto, em que o tamaúo da amostra e 66 ou 70 e no
máximo o modelo tem três parâmetros é feita uma comparação entre os resultados
obtidos pelos dois critérios de selecção de modelos.
Os critérios AIC e AICc diferem um do outro apenas no que diz respeito ao termo
de penalização pois o termo relativo à verosimilhança é igual em ambos. Se o termo
correspondente à penalízaçáo não for muito diferente para os dois critérios pouca
influência tem na selecção do modelo.
A partir do quadro 6.4.1 é possível notar que para o tamanho de amostra e número
de parâmetros considerados existe uma diferença mínima nos termos de penalização dos
dois critérios e portanto a selecção de modelos pouco será afectada por essa diferença.
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Quadro 6.4.t. Comparação entre os termos de penalização dos critérios AIC e AICc.
Número de parâmetros
do modelo (k)
Termo de penalização no
AIC (21()
Termo de penalização no

















No caso das simulações da função half-normal, quer se utilize o AIC ou o AICc, o
modelo mais seleccionado não se altera em neúum dos cenários, como se pode ver no
quadro 6.4.2. Nos ceúrios onde não se truncam os dados, a diferença da percentagem
de amostras seleccionadas para cada modelo é no máximo de l.60/o o que representa, em
termos absolutos 16 amostras. Já no caso dos dados truncados essa diferença não chega
a P/o, representando menos de l0 amostras. De facto, seria de esperar que fosse
praticamente irrelevante usar AIC ou AICc nesta situação pois a função haçnor*o,
simulada só tem um parâmetro e em mais de 78%o das amostras o modelo seleccionado,
mesmo não sendo sempre o verdadeiro tem 0 ou 1 parâmetro (ver quadro B.1 do
apêndice B), o que comparativamente com o tamaúo das amostras é pequeno e assim
não se justifica o uso do AICc.
Quadro 6.4.2. PercenÍagem de amostras para as quais cada modelo é seleccionado, usondo











































Relativamente à percentagem de enviesamento das estimativas de /(0), quer se
utilize a selecção de modelos tradicional, quer se utilize a ponderação de modelos,
notam-se apenas pequenas diferenças ao usar um ou outro critério, como é possível ver
no quadro 6.4.3. Observa-se também uma certa consistência na distribuição da
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percentagem de enviesamento, ou seja, os intervalos [-10 , 0[ e [0 , 10[ são os que
registam a maior percentagem de amostras, nos cenários com dados não truncados e
com dados truncados, respectivamente, independentemente do criterio ou metodologia
utilizados.
Quadro 6.4.3 Percentagem de amostas com enviesamento ae içO) entre -20% e 20oÁ, para
cada um dos ceruirios analisados, considerando a selecção de modelos
tradicional e a ponderação de modelos (função simulada: half-normal).
o/o de enviesamento
Cenario Método Critério
[-20,-10[ [-10,0[ [0,10[ [10,20[ Total








AICC 16.7 32.3 17.0 l 1.0 77 .0
AIC 16.4 31.8 20.1 12.9 81.2










AIC 17.6 35.8 19.7 12.0 85 1
AICc 17.6 35.7 20.5 I l.6 85.4
AIC 203 )t.J 20.3 9.9 87.8








AIC 7.4 17.4 26.2
AICc 7.5 t7.l 26.2





t7.2 27.4 20.6 72.4





AICc 8.5 21.3 30.5 21.1 81.4
AIC 10.3 21.6 31.0 19.5 82.4
Ponderação
de modelos AICc lo.0 218 31.4 19. I 82.3
No caso das simulações da função hazard-rate verificam-se algumas diferenças na
selecção de modelos para o cenário de dados não truncados e inclusão do modelo
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exponencial negativo no conjunto de modelos. Observa-se que ao usar o critério AIC a
função mais vezes seleccionada é a hazard-rate, enquanto a função half-normal é a mais
escolhida atraves do criterio AICç. Esta situação é devida aos casos em quo as duas
funções apresentam valores de AIC muito próximos e ao alterar o critério para AIC6, a
penaliz-açáo da função hazard-rate ser maior (pois tem 2 paràmetros) do que a da half-
normal. Assim obtém um valor de AICc menor paÍa a função half-normal do que para a
função hazard-rate, tornando-a mais seleccionada. Nos restantes ceúrios, a função
mais escolhida é a mesma, quer se use um ou outro critério, como se observa no quadro
6.4.4. Verifica-se ainda que o modelo verdadeiro (hazard-rate) e, em média, cerca de
2Yo menos escolhido usando o critério AICc do que usando o critério AIC.
Quadro 6.4.4. Percentagem de amosfias pard qs quais cada modelo é seleccionado, usando











































Quanto à percentagem de enviesamento de lçO;, os resultados obtidos através da
selecção de modelos feita com o AIC são semelhantes aos obtidos usando o critério
AICc, mesmo no cenário em que o modelo mais seleccionado usando um ou outro
critério difere. Esta semelhança nos resultados é obtida quer na selecção de modelos
tradicional, quer na ponderação de modelos, como mostra o quadro 6.4.5. Através
daquele quadro verifica-se também, como no caso da simulação da half-normal, que
existe uma certa consistência na distribuição dos enviesamentos produzidos pelos dois
métodos e para os dois critérios de selecção. Assim, observa-se que entre 25Yo e 33Yo de
amostras, a percentagem de enviesamento ae /(O) se situa no intervalo [0 , l0[, quando
os dados não são truncados e no intervalo [10 , 20[, quando os dados são truncados.
Comparativamente com a simulação da half-normal nota-se paÍa a simulação da
hazard-rate um deslocamento positivo de cerca de l0% na distribuição dos
enviesamentos de f (q, ou seja, há uma tendência para que as estimativas de /(0) da
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função hazard-rate sejam mais enviesadas positivamente do que as da funçáo half-
normal.
Quadro 6.4.5. Percentagem de amostras com enviesamento ae iç01 entre -209á e 20oÁ, para
cada um dos cendrios analisados, considerando a selecção de modelos
Íradicional e a ponderação de modelos ffunção simulada: hazard-rate).
oÁ de enviesamento
Cenário Metodo Criterio








AIC 7.3 24.1 248 20.2 764
AICC 7.4 23.6 24.7 19.8 75.5
AIC 4.8 19.4 27.8 22.8 74.8
















26.0 27.4 22.6 83.5
25.5 27.8 22.5 83.4
5.7 25.4 32.5 22.0 85.6












10.3 2t.t 254 58.4
10.3 21.2 25.4 58.2
1", 21.4 28.9 58.5












10.5 24.0 285 64.8
10.5 24.1 288 64.9
9.1 27.0 32.O 69.8
9.1 26.7 32.4 69.8
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7. coNCLUSÃo
A selecção de modelos baseada na informação Kullback-Leibler (K-L) é uma
metodologia recente comparada com os testes de hipóteses e que tem vindo a ser cada
vez mais utilizada em varias áreas da ciência. Escolher o melhor modelo de um
conjunto de vários modelos possíveis é uma tarefa de extrema importância paÍa a
posterior estimação de parâmetros baseada no modelo seleccionado.
A informação K-L, que representa a distância do modelo fz (que aproxima a
função verdadeira) paÍa a função "verdadeira" f1 não pode ser utilizada como critério
para seleccionar o melhor modelo pois nem a função fi nem os parâmetros da função /2
são coúecidos. E, portanto, necessário utilizau. um critério paraaselecção de modelos
que seja um estimador da informação K-L. O critério utilizado nesta dissertação foi o
criterio de informação de Akaike (AIC) O modelo seleccionado, de entre um conjunto
de modelos escolhido a priori, é o que apresentar o menor valor para o AIC. A
realizaçáo da inferência é, portanto, baseada num único modelo - selecção de modelos
tradicional. Mas, se os valores dos AIC's dos vários modelos do conjunto considerado
estiverem muito próximos uns dos outros, a inferência pode ser realizada com base no
conjunto de modelos escolhidos a priori, em vez de assentar apenas num único modelo.
Este método chamado ponderação de modelos, em que são ponderados os modelos,
considera também a incerteza na escolha do modelo, o que não acontece com a selecção
de modelos tradicional.
Nesta dissertação foi avaliada a performance do AIC, no contexto da amostragem
por distâncias, mais precisamente nos transectos lineares. Foi também comparada a
selecção de modelos tradicional com a ponderação de modelos, no que diz respeito ao
enviesamento das estimativas fornecidas por ambos os metodos . Para a concretização
destes objectivos efectuaram-se simulações Monte Carlo, para gerar amostras,
provenientes de funções densidade de probabilidade. As amostras foram posteriormente
analisadas com o soflware DISTANCE, provavelmente o mais utilizado em amostragem
por distâncias, para a estimação da densidade populacional de animais selvagens. Na
análise executada consideraram-se quatro cenários distintos, tendo-se chegado a
algumas conclusões que a seguir se apresentam.
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A primeira conclusão a que se chegou diz respeito ao AIC. Este critério de
selecção de modelos baseado na teoria da informaçáo, e enviesado na escolha do
modelo. A tendência é para a escolha de modelos que sejam semelhantes ao verdadeiro,
e não para a escolha do verdadeiro modelo. Porém, no caso da simulação da half-
normal, entre 82oÁ e 92Yo das amostras o modelo seleccionado tem apenas um
parâmetro (à semelhança do modelo verdadeiro) mas no caso da simulação da hazard-
rate, sô entre 18% e 47o/o é que é seleccionado um modelo com 2 parâmetros.
Outra conclusão a que se chegou, através das simulações prende-se com o
enviesamento das estimativas: nota-se que entre 62% e 82oÁ dos casos, o modelo
seleccionado pelo AIC apresenta estimativas mais enviesadas do que as dadas por
modelos não seleccionados.
A metodologia ponderação de modelos que consiste em estimar os parâmetros
usando para tal a ponderação de vários modelos considerados a priori foi comparada
com a selecção de modelos tradicional em que é seleccionado apenas um único modelo
(selecção tradicional) a partir do qual é efectuada a estimação dos parâmetros. Da
comparação das duas metodologias resulta que a ponderação de modelos apresenta, em
geral, resultados ligeiramente melhores em relação ao outro método, em termos de
enviesamento das estimativas determinadas. Os resultados obtidos para as duas fungões
simuladas (half-normal e hazard-rate) não são concordantes. Dos quatro cenários
analisados, aquele em que existe uma maior diferença entre a ponderação de modelos e
a selecção de modelos tradicional, é onde não se truncam os dados e o modelo
exponencial negativo faz parte do conjunto de modelos considerados a priori, para o
caso da half-normal. Jáno caso da hazard-rate o melhor cenário paÍa a ponderação de
modelos, é exactamente aquele que Buckland et al. (2001) defende para a selecção de
modelos tradicional, ou seja, truncar os dados e excluir do conjunto de modelos a
função exponencial negativa.
No que respeita ao enviesamento de i<O> verificou-se que existe mais
enviesameto positivo no caso da hazard-rate do que no caso da half-normal. Quer na
selecção de modelos tradicional, quer na ponderação de modelos, observou-se, em
média um enviesamento de f(0) entre ll.8% e 19.loÁ em três dos cenários estudados,
no caso da hazard-rate (a excepção é notada no caso de dados não truncados e exclusão
do modelo exponencial negativo) e apenas num cenário da half-normal (que
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coÍresponde aos dados truncados e inclusão do modelo exponencial negativo). No
entanto, em relação ao desvio-padrão verifica-se que este é menor no caso da hazard-
rate do que no caso da half-normal.
Por fim, apesar de, em média, a percentagem de enviesamento ae llO; nunca
ultrapassar os20%o, em nenhum dos casos estudados, verificou-se nalguns cenários uma
elevada percentagem de amostras em que a percentagem de enviesamento não se
encontrava no intervalo l-20 , 20[. Uma dessas situações observa-se na simulação da
hazard-rate, no cenário onde se truncam os dados e se considera o modelo exponencial
negativo, no qual mais de 40oÁ das amostras apresentam percentagens de enviesamento
fora do intervalo Í-20 ,20Í.
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APENDICE A
4.1 Dedução da fórmula da variância condicional
A dedução aqui apresentada é semelhante à que se pode encontrar em Burnham &
Anderson (2002:158).
Na dedução da fórmula serão utilizadas as seguintes definições:
I - var(ET=rX) = LT=rvar Xi * 2}xi<i=rcov(Xi,X1), para qualquer vector
aleatório (Xt, ..., Xn).
II - A correlação das variáveis aleatórias X e Y e o número definido por
Pxv=W
III - Segundo Buckland et al. (1997)
var(6) : vor(6ilB) + 9? ,
onde 0i são identicamente distribuídos com esperança 0 
" Fi 
é o possível enviesamento
verificado quando seestima 0 apartir domodelo i, isto é,Ai= 0 + Ê,.Bwklandet al.
(1997) supõem ainda eue Fi tem uma distribuição não especificada com E(Fi) : 0 e
E(6,lFi) = o.
Supoúa-se Que {D; da fórmula (3.1) são constantes coúecidas.
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R
RR




l*@,tf,,)+(0, - 0)'l l*@otr,u)+(êu - o)'] =
R R
I,f l*$,tr,,) + (0, - 6)'] - of ^!ln @Jfz) + (0, - o)'] *i=L í=L






l*@,tf,,)+(0, - 0)'l l*@ntf,u)+(0* - o)'] =
= (1 - r)É ailnr(Ailf,)+ (0, - o)'l * o 8,,í=L frr(ltlfrt)+(6,-O)'





4.2 Dedução da variância de D
Na dedução da variância aproximada usou-se a definição apresentada em Casella
e Berger (2002) e que consiste no seguinte:
Sejam 71,...,7i variáxeis aleatórias com médias 11,...,ty. Suporúa-se que existe
uma frrnção diferenciável /e(I) (um estimador de um parâmetro qualquer) paraaqual se
quer uma estimativa aproximada da variância. Seja ní(y) = ftnçüpt=Í1,...ti=ri. EntÍio





Assumindo que n e l(0) são variáveis aleatórias independentes com esperança
E(n) e rff(o)], respectivamente e que llO; e não enviesado, a variância aproximada
deD é:
var(D) = vc(r W) = # var(ni ç01) *
= #[tr[/(o)]]' var(n) + Ll(n)tzu* (rcot) +
+zE @) r fi g)]c ou (", lf ol)] =
= #{['trrolt]2 u*(n) + IE(n)12vo'f101]] =
1 ["- (uy y' (o)var(n) + lE (n)12 varlffolJ]
Supondo Eçn1 - rr, um estimador de var(D) é:
,n (D) = &Vrror,*(n) + filçn1)',mrLrroll]





Distância perpendiculer em metrG {r)
T
Distância perpendiculer em mêtr6 (Í)
Hazard-rate
Dstância perpendicular em metr6 (x)
Uniforme com 2 co-senos
Distância perpendicular em metr6 (Í)
Figara .B.,1 Modelo ajustado aos dados sobre o histograma para o qual se obtém um melhor
























Holf-normal com 1 co-seno
Quadro B.l. Perceníagem de qmostras conespondentes à selecção de csdq modelo do tipo
funçdo chave + expansão em série respeitantes à simulação dn função
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20.90% 22.20% 45.41 "/o 6O.14 o/o
1.rc% 2.30 0Á 1.72% 2.93 Ya
0.50 o/o 0.50% 0.00% 0.04%J
10.80 % 12.30% 5.55 % 8.48%
Polinómio
simples
0.50% 1.60% 0.00 % 0.00%















Quadro 8.2. Percentagem de amostras coruespondentes à selecção de cada modelo do tipo
funçdo chaye + expansão em série respeitantes à simulação do funçdo











Sem truncar e Sem truncar e
com EN sem EN
30.20% 35.r0% 8.29% 9.20%
Polinómio
simples
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33.60"/0 36.00o/o 14.05% 15.17%
Polinómio
simples
0.00% 0.40% 0.00% 0.00%
Polinómio
Hermite
0.00% 0.00% 0.10% 0.10%
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Figura .B.2 Distribuições das percentagens de enviesamento de f(0), considerando vários cenários, no
caso da simulação da função densidade de probabilidade half-normal.
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Modelo seleccionado pelo DISTANCE
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FiguraB.3 Distribuições das percentagens de enviesamento de /(0), considerando vários cenários, no
caso da simulação da função densidade de probabilidade hqzard-rate.
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APÊNDICE C
C.l Etapas realizadas desde a simulação até à análise dos
dados
1 - Simulação, no software R, das amostras provenientes das funções densidade
de probabilidade half-normal e hazard-rate. Na simulação da primeira utilizou-se a
função rhalfnorm (n, theta) , disponível no software, enquanto que para a segunda foi
necessário recorrer ao método da rejeição.
Criou-se um ficheiro para cadaamostra.
2 - De forma a coÍrer automaticamente, com o software DISTANCE, todos
os ficheiros que contêm as amostras criou-se uma rotina no MS-DOS que permitiu
executar o comando MCDS.exe do DISTANCE.
3 - Antes e durante a análise de algumas amostras, pelo DISTANCE, foram
gerados os seguintes eÍros: "forrtl: error (65): floating invalid'que não permitia que a
análise com o DISTANCE fosse realizada, e "Enor: Negative variance estimate for
f(0). Invalid variance." e "Error: One or more estimated CDF is less than zero. Value
has been set to zero." em que apesar da análise ser realizada, os resultados não eram
aceitáveis.
De forma a poder eliminar essas amostras do estudo foi necessário criar duas
rotinas que identificavam as amostras cujos outputs continham eÍros. Essas rotinas
foram criadas e corridas com o Cygwin (emulador de aplicações para Linux): uma
detectou as amostras que geraram erros antes de ser realizada a análise com o
DISTANCE e outra encontrou as amostras cuja análise continha erros.
4 - Após a eliminação das amostras que continham erros, criou-se uma rotina,
também usando o Cygwin que permitiu retirar dos ficheiros stats gerados para cada
amostra pelo DISTANCE, a informação necessária, no que diz respeito aos AIC's,
modelos seleccionados para cada amostra e respectivos parâmetros de interesse.
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5 - A escolha do modelo, em cada amostra, foi feita para cada classe de
modelos, usando o DISTANCE. Para efectuar a escolha de um modelo de entre as
classes consideradas criou-se uma rotina no software R, que realizou essa escolha paru
cada amostra. Foi tambem utilizado o software R para determinar os pesos de Akaike e
o valor dos parâmetros usando a metodologia da ponderação de modelos.
6 - Finalmente a informação sobre a selecção de modelos tradicional e sobre
a ponderação de modelos (valores dos parâmetros e modelos seleccionados) foi tratada
no software EXCEL.
C.2 Algumas rotinas de programação utilizadas
1) Rotinas utilizadas no MS-DOS para executar o MCDS.exe do DISTANCE
REM este er um exemplo
Gecho off
Gecho a trabalhar com o directorio "dados"
@echo
Gdel /s /q trabalho\exec_status*
Gcd dados
GFOR 88F IN (*) DO ..\goFi1e1 88F
Gcd ..
Gecho off
Gecho a trabalhar com ?1
de1 /s /q .. \output\81\*
rd /s /s, ,,\output\81




REM aplicar o software a "config'.txt"
CAIL ..\l,tCOS.exe 0, ..\config.txt 2> ..\trabafho\exec status2 81.txt
REM comando para procêssar um ficheiro
REM ANTES: ..\MCDS.exe ..\dados\81\*
REM comando para copiar o resultado para a pasta individual
copy . .\output\out.txt ..\output\81
copy . .\output\Iog.txt . .\ouLput\81




2) Rotina utllizada no Cygwin para procurar erros nos outputs das amostras corridas
no DISTANCE.
# I /bin/bash
echo "dar o nome de uma coleccaot,
COL:$ 1
^^L^ l 1'EUlIU
echo t'a trabalhar com a coleccao "$COL
if [ -z $CoL ], then




echo "a procura de 1og files',
flnd . /SCOI -name *log.txt > LOGS
cat /d.ev/null > ERRORS
echo " rt
echo "a procurar erros em cada log',





3) Rotinas utilizadas no Cygwin para procurar as amostras que não coÍrem no
DISTANCE, devido a eÍros produzidos pelo software.
# ! /bin/bash
echo ttdar o nome de uma col-eccao"
COL:$ 1
êchô tt rr
echo "a trabal-har com a cofeccao ',$COL
if [ -z $CoL ]; then




echo "a procura de exec status filestt
find . /$COt,/trabalho -rrã*e exec status2*
cat /dev/nulf > ERRORS AMOSTRÀ
echo tt rt
echo tta procurar erros em cada 1og"







4) Rotinas utilizadas no Cygwin para separar dados contidos no ficheiro stats do
DISTANCE.
# ! /bin/bash
echo "dar o nome de uma col-eccao"
CoL=$ 1
echo t' tt
echo "a trabalhar com a coleccao "$COL
if [ -z $CoL ]; then






echo "a preparar cofeccao de dados "SDl
echo tt tr
echo "a procura de stats files"
find ./$COt, -name *stats.txt > STATS
# para cad.a parametro a observai no stats. txt
ca|u /dev/nul-l- > _PARAMS_SD1
caL /dev/nul-l- > _AIC_$D1
cat- /dev/null > _E0_$D1
caL /dev/nul-l- > _AICC_$D1
cat* /dev/null- > SERIE $D1
caL /d.ev/nul-l- > -AJUST-$DI
cat /dev/null > _D_$D1
çat /dev/null > _N_$D1
echo tt rr




























































5) Rotina do software R para gerar amostras provenientes de uma função densidade de









hn<-rhal- fnorm ( n, theta )
m<-matrix (round (hn, dlgits=6),n, t)
st<-rep ( "Stratum 4", rt)
sa<-rep ( 4, n)
tn<-rep ( i, n)
tl<-rep ( 1-, n)
x<-cbind(st, sâr tn, tl, m)
print (x)
#tab< -wr i te . tabl e ( x, f i 1 e=', s :,/Us e rs,/Ut i I i z ador,/Document s,/
Me s t rado,/ Te s e,/ s imDe f ini t i va l-,/Amo s t ra s /Ha I flt . tx t ",
sêp=n11tt, row.names=FALSE, col.names=FALSE, append=T,
qmethod=I'doubl-e", quote=FALSE )
f i ch<-pas te ( " c : /Users /Ut i I i z ador/ Document s /Mes t rado/
Tese/SimDe f initival /Amostra s /,,, ir "HN. txt ", sêp= rr rr 1print ( fich)
y<-write. table (x, file:fich, sep:"11", row.name5=FALSE,
co1 . names=c ( ttStratum", ttAreatt, ttLineNumberr',
"Transectlengthrrr "PerpDistance" ), qmethod:Írdouble",
quote=FALSE)
)
6) Rotina do software R para gerar amostras provenientes de uma função densidade de
probabilidade hazard-rate e apresentar os ficheiros de dados de modo a serem lidos
pelo DISTANCE.
set. seed ( 123)
N<-1000
for (i in 1:N) {











white (length (t) <70) {
u<-runif (1r 0r 1)
u1(-w*u
u2<-runlf (1,0,1)




table<-write. tabte (t, f ile=,'c: ,/Users/Utilízad.or /
Do cument s /Me s t rado / Te s e / S imli.a z ar d. / Atlo s t ra s,/Ha z . txt,,,
sep='r\tw, row.names=FALSET col_.names-FALSE, append=F,
qmethod="double', )
A<-as . matrix (read. table ( " c: /User s/rJtilizador,/Documents,/
Mestrado,/ Tese/ S imHazard/Amo stras /Haz. txt " , header:FALSE,
sêp=tt11rt, col.names:FALSET dec=". tt) )
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print (41)
m(-matrÍx (round (A'1, digits:6) , Iength (t) ,1)
st<-rep ( "Stratum 4", fength (t) )
sa<-rep (4,1ength (t) )
tn<-rep (i,length (t) )
t1<-rep (1,1ength (t) )
dist<-cbind(st, sâr tn, t1, m)
print (dist)
#tab<-write . table ( di-st, f i le= " c : /Users/Uti l- i zadorl
Documents,/Mestrado/
Tese/ S ÍmHazard/Amostras /Hazard. txt I' r sêp=tt 1 I n,
row.names=FALSE, col.names=FALSET append=T,
qmethod='Ídoub1e", quote=FALSE )
f i ch< -pa s t e ( " c : /Us e r s,/Ut i l- i z ado r,/ Do cument s /Me s t rado,/
Tese,/SimH azard/
Amostras,/ ", i r' HZ. txtt' r sêp=tt n 1
print ( fich)
y<-write. table (dist, f1le=fichr sep=ttlgn r rotí.names=FALSE,




C.3 tr'icheiro de comandos do DISTANCE
executados com o MCDS.exe
que são
C : \Users \Ut i 1 i zador\ Document s \Mes trado \ Te se\ S imDe f ini t ival \EN1 0 0 0 \
output\out. txt
C : \Users \Ut i I i zador\Document s \Mes trado\ Tese \ S imDe f ini tival \EN1 0 0 0 \
output\1o9. txt
C : \Us ers \Ut i I i zador\ Document s \Me st rado\ Te s e \ S lmDe f ini t ival \EN1 0 0 0 \






Length ,/Measure= t Kilometer I .'
Di stance=Perp /Measure='Meter' /width=2 0;
Area /Units=IHECTÂRES I ;
Obj ect=Single;
SF=1-;







Fie]-ds=S?R LABELí STR AREA, SMP LÀBEL, SMP EFFORT, DISTÀNCE;












Estimator /Key=}{E /Adjust=CO /Criterion=AlC;
Estimator /Xey=Ng /Adjust=POLY /Criterion:AICi
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