We have measured the absorption coefficient of pure and salt water at 15 wavelengths in the visible and near-infrared regions of the spectrum using WETLabs nine-wavelength absorption and attenuation meters and a three-wavelength absorption meter. The water temperature was varied between 15 and 30°C, and the salinity was varied between 0 and 38 PSU to study the effects of these parameters on the absorption coefficient of liquid water. In the near-infrared portion of the spectrum the absorption coefficient of water was confirmed to be highly dependent on temperature. In the visible region the temperature dependence was found to be less than 0.001 m
Introduction
The optical properties of liquid water are the basic building blocks on which hydrologic optics is built. To understand the optical properties of the oceans we must understand the optical properties of liquid water, which is the major component of the oceans. The two major mechanisms by which light interacts with water are scattering and absorption. Scattering by water has been studied both theoretically and experimentally. Although there are some differences in the estimates of scattering by pure water 1 the connection between theory and experiment is well developed. 2 In contrast, our theoretical and experimental understanding of absorption by water is quite limited. The lack of agreement on the structure of liquid water 3 hampers the task of solving Schrö-dinger's equation, from which we might be able to get a theoretical handle on absorption.
Measurement of the absorption coefficient in the visible region ͑400 -700 nm͒ is difficult because of the low absorption values in this region. Contaminants in the water, such as dissolved organics, also interfere with accurate measurements in the visible region. An illustration of the difficulties in measuring the absorption coefficient of pure water is provided in Fig. 1 . The variability of the measured absorption coefficients in the near-ultraviolet and blue portions of the spectrum are most likely due to the presence of contaminants. Some of this variability might conceivably be explained by the absorption coefficient of water being dependent on temperature. The possible temperature dependence 1, 4, 5 throughout the visible portion of the spectrum was not examined in the investigations shown in Fig. 1 . The possibility that the temperature effects contributed significantly to the variability evident in Fig. 1 was a motivating force for this study.
The effects of temperature and salinity are also important in the operation of instruments in which pure water is used as a reference medium. 4, 6 Such instruments include dual-beam spectrophotometers and the nine-wavelength absorption and attenuation meter ͑ac-9͒. These instruments are used to measure the absorption coefficient of samples that may have a different temperature or salinity than the reference water. Such differences occur when saline, cold natural samples are referenced against a freshwater blank that is typically laboratory temperature. It has been shown that in the near-infrared region of the spectrum an apparently negative absorption by dissolved materials may be observed if the temperature difference is not accounted for. 7 In situ measurements, with systems like the ac-9, are made at ambient temperatures and salinities. The effect of temperature and salinity on absorption must then be known to interpret the measured absorption values. Not accounting for the change in the absorption coefficient with temperature or salinity, in laboratory or field measurements, could lead to errors in the measurement of absorption by colored dissolved organic matter by creating errors in the baseline, which have been seen to exist. 7, 8 Measurements of other optical properties, such as remotely sensed reflectance, which depend on the inherent optical properties of water, must also account for the possible effects of temperature and salinity. 4 Despite the importance of water in oceanographic studies, the dependence of the absorption coefficient of water on temperature and salinity has not been definitively determined. Højerslev and Trabjerg 4 stimulated the recent interest in the effect of environmental conditions on the absorption coefficient of water. Their work has led to further investigations of the role of temperature on the absorption coefficient of water 1, 5, 7, 9 including this study. Three of the studies 1,4,5 found a constant temperature dependence of the order of 0.001 m
Ϫ1
͞°C within the blue-green portion of the spectrum. In contrast with earlier studies 1, 4 Trabjerg and Højerslev 5 recently found the absorption coefficient to decrease with increasing temperature ͑ϳϪ0.001 m Ϫ1 ͞°C͒ throughout the visible part of the spectrum. In our earlier study 7 we were unable to discern such a dependence, and that investigation focused on the change in shape of the absorption spectrum with changing temperature. The constant temperature dependence was not observed in our preliminary study using an ac-9. 9 Here we use an increased number of wavelengths and more stable instrumentation to follow up on our preliminary laboratory work.
As was the case with temperature there has been little research done in studying the role of salinity on the optical properties of water at visible wavelengths. 10, 11 This study spans the wavelength regions covered in the previous studies to provide a more comprehensive understanding of the effects of dissolved salt on the absorption coefficient. By changing the concentration of salt incrementally we show how the absorption coefficient depends on salinity over a wide range of naturally occurring salinities.
The absorption coefficient of water has been shown to be dependent on temperature at the overtones of the O-H vibrational frequencies in the infrared and near-infrared portions of the spectrum. 7, [12] [13] [14] The absorption by water in the same spectral bands has also been shown to depend on salinity. 11, 15 Here we use laboratory and field measurements to extend the investigation of the effects of temperature and salinity on the absorption coefficient of water at visible wavelengths. A goal of this paper is to determine if a linear temperature slope ⌿ T and salinity slope ⌿ S exist so that the absorption coefficient of water can be given as
where T is the temperature, T r is a reference temperature, and S is the salinity. Equation ͑1͒ is simply a Taylor series of first order based on temperature and salinity. We also investigate the possibility of a constant temperature dependence at visible wavelengths of the order of 0.001 m
͞°C as has been reported by other investigators. 1,4,5 As a check for possible interactions between temperature and salinity we look for differences in the temperature dependence between pure and saline water solutions. Finally, we estimate the magnitude of ⌿ T using a series of Gaussians that are fit to the absorption spectrum.
Background
To understand why temperature and salinity should be expected to affect the absorption coefficient of water we review the molecular structure of liquid water and its role in determining the absorption coefficient.
The water molecule has a polar arrangement that is responsible for many of its unusual properties. The polar nature of water allows hydrogen bonds between water molecules to form dimers, trimers, and larger clusters. 3, 16 The strength of the hydro- Fig. 1 . Absorption coefficient of pure water as measured or compiled by several investigators. 1,2,11,18,19,21,26 -33 The discrepancy in the estimated absorption coefficients is largest at short wavelengths where absorption by organic contaminants is significant. At wavelengths longer than 550 nm the standard deviation of the estimates is between 5 and 10% of the mean value.
gen bonds is low enough that thermal motion tends to break the clusters apart and thus the number and size of the clusters are dependent on temperature. The addition of ions to water causes larger, more tightly bound clusters, in which the ions are surrounded by a loose outer shell of water molecules. 17 Both temperature and salinity therefore are expected to affect the molecular structure of water, which in turn affects the absorption properties of the water.
When light of wavelengths longer than 450 nm is absorbed, the energy is transferred to one or more of the vibrational modes of the O-H bond. The primary vibrational modes of liquid water are in the infrared at 3049 nm ͑symmetric stretch͒, 6079 nm ͑bend͒, and 2865 nm ͑asymmetric stretch͒. 33 Higher overtones of the vibrational modes can be seen as peaks and shoulders in the absorption spectrum of the visible region of the spectrum ͑Fig. 2͒. As the water molecules form hydrogen bonds with each other the O-H vibrational frequencies are shifted to longer wavelengths. As the temperature decreases the number of hydrogen-bonded molecules increases, which causes the absorption peaks to shift to longer wavelengths.
Light absorption at wavelengths in the ultraviolet is attributed to an electronic transition within the water molecule itself. The peak in the ultraviolet absorption occurs at 147 nm and absorption in the near ultraviolet represents the tail of that absorption maximum. 19 At wavelengths near 400 nm the absorbed energy may go toward the electronic transition or vibrational mode, and it is therefore necessary to consider how the ultraviolet spectrum changes with temperature. There is a dearth of high-quality absorption-spectrum measurements of water in the ultraviolet with even fewer measurements of the temperature dependence. 20 The results of Halmann and Platzner 20 indicate that the ultraviolet absorption can change by as much as 4% at a reference temperature of 20°for every degree change in water temperature. In the blue portion of the spectrum an expected absorption coefficient 18 ͞°C.
Methods
Measurements of the absorption coefficient were made at discrete wavelengths in the visible and the near infrared using two 25-cm-path-length WETLabs ac-9's and a 10-cm-path-length WETLabs a-3 ͑three-wavelength-absorption meter͒. 22 Temperature and salinity were measured with a SeaBird Electronics SBE-25 CTD. The data streams from the instruments were combined using a WETLabs Modular Ocean Data and Power System, and the combined data were archived on a computer. A time stamp from the Modular Ocean Data and Power System allowed the data streams to be merged based on time, which provided a single merged data file. The wavelengths used in each of the WETLabs instruments were determined by selection of 10-nmbandpass interference filters. The wavelengths used in the three instruments are given in Table 1 . The selection of wavelengths provides good representation of the blue and green portions of the visible spectrum as well as a few wavelengths in the far-red and near-infrared regions. The 750-and 975-nm portions are near the central wavelengths of two of the higher-order vibrational overtones in the near infrared. Although we chose to use field instruments for this experiment, the results relate to the basic nature of water and not the performance of these instruments.
A. Laboratory Temperature Measurements
The plumbing configuration used for the temperature dependence test is shown in Fig. 3 . A reverseosmosis water system was used as the water source. The water from the reverse-osmosis system was then filtered with a 0.2-m polishing filter before being passed to the temperature-control region. To con- Fig. 2 . Absorption coefficient of pure water as measured by Pope. 18 The arrows point to the major absorption shoulders in the visible and the first absorption peak in the near infrared. Lesser absorption shoulders also exist at 555 and 665 nm. trol the temperature the water was fed through a long length of tubing that was immersed in a water bath. The clean water temperature was varied by changing the temperature of the water bath. After passing through the temperature-control bath the water was sent to the instruments. The flow tubes of the a-3 and the ac-9's were plumbed in series along with the temperature and conductivity sensors of the CTD. Downstream from the conductivity cell outlet a valve was installed to provide backpressure to prevent the formation of bubbles in the tubing. The water-flow rate through the system was adjusted to approximately 2 L͞min.
The internal temperature of the optical instruments is monitored to allow for temperature compensation of the electronics. To remove any residual electronic temperature dependence we stabilized the internal temperature of the instruments by placing them in a constant-temperature bath. The bath maintained the stability of the internal temperature to within 1°C throughout the test. By keeping the electronics at a constant temperature, we ensured that small errors in the temperature compensation of the electronics do not affect the results of this study.
For the study of the influence of temperature on absorption measurements, data at a single temperature were collected over a 100-second period. When the data were merged it was necessary to account for the time lag for water to reach the different instruments. At the 2-L͞min flow rate there was a 12.5-s difference between the time a parcel of water reached the first instrument and when it reached the last instrument. There occasionally was a sharp temperature gradient between water from the cooling coils and residual water left in the lines between runs. This temperature gradient could be observed in at least one channel of each instrument and was used to check the time alignment of the data set. Because the water temperature could vary by a few tenths of a degree during a measurement run, the temperature values were plotted as a function of time to determine a time period in which the temperature had the least variability. A subset of at least 12 s of data was collected from the time period with a nearly constant temperature, and the absorption and temperature records were averaged over this subset to provide a single data point with a standard deviation. A complete series of data points consisted of such measurements made at eight temperatures between 15 and 30°C. The lower temperature limit was determined by our ability to cool the warm ͑ϳ30°C͒ water from the reverse-osmosis water system. A linear least-squares regression was fit to each series of data to provide a slope of the absorption coefficient versus temperature for each wavelength. Five complete series of data and the slopes have been collected to provide an average value of the slopes with a standard deviation.
B. Laboratory Salinity Measurements
For tests of the absorption-coefficient dependence on salinity we used the reverse-osmosis water system as a source of water and combined the water with either NaCl or aquarium salts ͑Coralife scientific grade marine salt͒, referred to as artificial seawater in this paper. A 20-L polycarbonate carboy was filled with clean water, and salts were added in incremental portions to provide a wide range of salinities. The carboy was pressurized to 10 psi with nitrogen gas. The water from the carboy entered an activated charcoal filter to remove organics and then was passed through the 0.2-m-pore-size polishing filter and the remainder of the system previously described. A collection carboy was added to allow the same water to be used in all the measurements. By collecting the water we were able to vary the temperature while maintaining a constant salinity. For salinity dependence measurements the collection carboy helped to ensure that the temperature of the saline solution was nearly constant throughout the experiment. Temperature variability throughout an experiment was held to less than 1°C to minimize the possibility of temperature changes being interpreted as salinity effects. To reduce further the possible temperature effects the measured absorption coefficients were corrected to the mean temperature of each experiment ͑ϳ21°C͒ by means of the previously determined temperature corrections.
The salinity measurements were made over a longer time period to ensure that there was a complete change of water within the system. The temperature and salinity were plotted to ensure the selection of a time period when the two parameters were stable. A subset of the total data set was again used to provide a single data point.
C. Field Measurements
Field measurements using the ac-9's were used to verify the laboratory results. In the field the ac-9's, the SBE-25 CTD, and the Modular Ocean Data and Power System were combined on a free-falling platform for profiling. In some instances we installed a 0.2-m-pore-size prefilter at the intake of the absorption flow tube of one ac-9. The filter allows us to measure the absorption of the dissolved component directly and allows us to observe changes in the absorption coefficient independent of the influence of particulate absorption.
In the field the absorption and attenuation meters were calibrated with water from a Barnstead nanopure water system. The water was collected in a 20-l polycarbonate carboy. The carboy was then at- tached to an ac-9 flow tube with Teflon tubing. A valve was placed on the outlet of the flow tube to provide backpressure. The carboy was then pressurized to 10 psi with a tank of dry nitrogen, and the valve was adjusted to provide a flow rate of approximately 1.5 L͞min. The data were recorded for the pure water and used as a calibration blank for the instruments. The temperature of the calibration water was also recorded.
When the pure-water calibrations are applied to the ac-9's, the output of the instruments is the total absorption minus the absorption of the reference medium ͑i.e., pure water at a given temperature͒. An error proportional to the scattering coefficient also exists in the measured absorption value:
where a m is the measured absorption coefficient, a t is the total absorption coefficient, a p is the absorption coefficient of the particulate matter, a d is the absorption coefficient of the dissolved material, a wr is the absorption coefficient of the reference water, a w is the absorption coefficient of the water, b is the scattering coefficient, and εb is the scattering error. It is important to remember that a wr is equal to a w at only one specific temperature and salinity. Thus the measured absorption coefficient can be written as
When a 0.2-m filter is placed on the intake the measured dissolved absorption a md is
In Eq. ͑5͒ we have assumed that the scattering by particles passing through the 0.2-m filter is negligible. Our experience with measurements taken with filters on the absorption and attenuation sides indicates that, once temperature and salinity effects are accounted for, there is negligible difference between the two measurements, which indicates that this is a reasonable assumption. If there were significant scattering by materials passing through the filter then the absorption at each wavelength would be a factor of εb too high. Being able to remove the particulate contribution to the measured absorption coefficient makes it easier to study the effects of temperature and salinity on measurements made in the field.
Results of Laboratory Measurements

A. Temperature Measurements
In the laboratory we were able to remove the particulate and dissolved materials, which allowed us to study the changes in absorption that were due to water alone. We were also able to maintain the instruments at a constant temperature, which removes possible errors in the absorption measurements that are due to slight errors in the internal temperature compensation of the instrumentation. We are thus capable of confidently resolving slopes greater than 0.0004 m
Ϫ1
͞°C. The results of five temperaturedependence tests on pure water and two on salt water are shown in Table 2 . The results shown in Table 2 combine the common wavelengths of the two ac-9's and pool the absorption and attenuation measurements. We were unable to provide the full range of temperatures expected in the ocean; however, previous results 6, 8 indicate that the linear relationship holds down to lower temperatures.
It may be expected that the attenuation measurements have a different temperature dependence because the measurements would include the changes in the scattering coefficient with temperature. Morel 2 carried out a thorough analysis of the scattering ͞°C, which is insignificant compared to our observations of the temperature effect on absorption. Since the change in the scattering coefficient with temperature is negligible the change in the attenuation coefficient with temperature represents the change in the absorption contribution to the attenuation. Thus the change in the attenuation and absorption coefficients should be the same.
Our measured slopes of attenuation versus temperature were between 0.0004 and 0.0001 m
͞°C lower than the absorption versus temperature slopes at the same wavelength. In no case, however, was there a statistically significant difference between the absorption slope and attenuation slope. Since there was no evidence that the two measurements should be treated separately we chose to combine the measurements.
Our results indicate that for measured wavelengths shorter than 700 nm the only wavelength region in which there is a possibly statistically significant temperature dependence is that at 510 nm ͑Fig. 4͒. The possible temperature dependence at 510 nm is expected because this wavelength corresponds to the peak of an overtone of the O-H vibrational frequency. Even if the results at 510 nm are statistically significant, the very small magnitude of the results makes the temperature dependence of little practical consequence. The absorption coefficient for wavelengths around 610 nm is also expected to have a significant temperature dependence, but no measurements were made in this wavelength region. For wavelengths longer than 700 nm all the measured wavelength bands had a statistically and practically significant temperature dependence.
The results from this study are combined with the limited number of previous results 1, 5, 7, 9 and displayed in Fig. 5 . Figure 5 does not display the spectrally constant temperature dependence in the blue-green portion of the spectrum that is discussed in earlier studies. 4, 5 The results of our study agree well with our preliminary data. 9 We show slightly higher temperature dependencies at 715 and 750 nm than our 1993 study 7 but it agrees well with the earlier results at shorter wavelengths. There is a bias of 0.0011 m Ϫ1 ͞°C throughout the visible region between our results and those of Buiteveld et al. 1 There is also a large difference in the magnitude of the peak temperature dependence in the near infrared between Buiteveld et al. 1 and other studies. 5, 6 The results reported in a recent paper by Trabjerg and Højerslev, 5 which is that there is a ⌿ T ϭ Ϫ0.0009 m Ϫ1 ͞°C in the blue-green portion of the spectrum, did not reproduce in our results, most likely because our instrumentation does not allow for the long settling times that were required to obtain their result. There is good agreement in the magnitude of ⌿ T between the results of Trabjerg and Højerslev in the yellow and red portions of the spectrum compared with this and previous studies. The largest difference is in the location of the peak in the temperature dependence with our studies indicating that the peak is at 740 nm versus 735 nm as reported by Trabjerg and Højerslev. Near the absorption peak at 740 nm ⌿ T changes rapidly, thus small errors in wavelength can create large differences in estimates of ⌿ T . For example, at 715 nm the Ϯ2-nm uncertainty in the central wavelength of an interference filter creates 
B. Temperature Model
A more complete temperature dependence spectrum can be estimated from a modeled absorption spectrum of water. The absorption spectrum can be simulated by a series of Gaussian curves representing the absorption at the O-H vibrational overtones. It is expected that a continuum of separate Gaussians for each configuration of water molecules would be necessary to represent the absorption spectrum properly. However, we found that a good fit to a measured absorption spectrum could be achieved with a single Gaussian for overtones shorter than 600 nm and a pair of Gaussians for each of the vibrational overtones at longer wavelengths. The pair of Gaussians consisted of one at the absorption shoulder and a second Gaussian at a longer wavelength. The absorption peak at 740 nm required two pairs of Gaussians for a good fit.
To make the temperature dependence spectrum conform to the present and earlier 7 measurements required that the magnitude of the shorter-wavelength Gaussian of the pair have a positive dependence on temperature, and the magnitude of the longerwavelength Gaussian have a negative temperature dependence. This is consistent with the concept that the shorter-wavelength Gaussian represented absorption by individual molecules and clusters of a few water molecules. At higher temperatures more molecules would be in smaller clusters, and thus the absorption by these molecules would increase with temperature. In contrast, the absorption at the longer-wavelength Gaussian would represent absorption by large clusters of water molecules. The number of the larger clusters would decrease with increasing temperature and the absorption would have a negative temperature dependence.
Based on the temperature dependencies measured in this study and in our earlier study 7 in the red and near-infrared portions of the spectrum we can model the temperature dependence by using the Gaussian curves fit to the absorption spectrum. The temperature dependence of the Gaussians with peak values in the region of absorption peaks and larger shoulders is approximately 0.5%͞deg of absorption at 20°C. The smaller absorption shoulders that can be seen in Fig. 2 at 555 nm and 665 nm would have a smaller temperature dependence. The Gaussian curves fit in these shoulders are multiplied by 0.2% to arrive at the temperature dependence. The small absorption combined with a small temperature dependence prevents us from observing a peak at 555 nm. The measured peaks in the temperature dependence spectrum can be recreated well by use of the Gaussian curves. The fitted values are shown in Fig. 5 and in Table 3 . We estimate that the temperature dependencies obtained from the Gaussian curves are accurate to within Ϯ0.0004 m Ϫ1 ͞°C throughout the visible portion of the spectrum.
C. Salinity Measurements
Measurements were made on artificial seawater to determine if the absorption coefficient of water is dependent on salinity. During the first set of measurements organic contaminants in the artificial seawater obscured any possible salinity dependence in the visible portion of the spectrum. The absorption by organics was evident as an exponentially increasing absorption towards shorter wavelengths, which could be removed by filtering with an activated charcoal filter. The values of ⌿ S from the first ex- Table 4 . At these longer wavelengths the absorption by dissolved organics is negligible in its effects on the determination of salinity slope.
A second set of measurements was made with an activated charcoal filter added to remove organics. Measurements were made on NaCl solutions. Results are provided in Table 4 for which the NaCl concentration is provided as an equivalent salinity. For wavelengths above 650 nm there was no statistical difference between the NaCl solution and the artificial seawater even though the NaCl solution lacks ions that are present in the artificial seawater. Throughout most of the visible wavelengths the salinity slope is less than 0.00015 m Table 4 does not pool the absorption and attenuation measurements. As can be seen in Fig. 6 , the attenuation coefficient was found to be linearly dependent on salinity. The absorption measurement was also dependent on salinity, however, the salinity slopes for the two measurements were found to be statistically different because of instrumental effects. The reason for the difference is presented later in this paper. Our results are presented together with earlier results 10, 11 in Fig. 7 . From this figure it can be seen that our results lie well within the previous results. After accounting for instrumental effects the salinity slope in the visible region as measured with the attenuation meter is not significantly different from zero except at 412 nm.
The effect of reduced primary water-glass reflectance at the instrument windows with increasing salinity must be accounted for in the salinity measurements. The change in the index of refraction of water with salinity is approximately five times greater than that for temperature given the range of temperature and salinities used in this experiment. 23 The index of refraction changes in a linear manner over the measured salinity range. 23 The index-ofrefraction effect could add a linear dependence on salinity that is not related to changes in the absorption properties of water. Calculation of change in the reflectance at the fused quartz windows indicates that a change of salinities from 0 to 35 PSU causes the instruments to read 0.0017 m Ϫ1 ͑⌿ S ϭ Ϫ0.00005͒ lower. The research of Trabjerg and Højerslev 5 shows that the change in index of refraction that is due to temperature has an insignificant impact on the results. For the salinity measurements the change in the transmission of higher-order reflections is important in the absorption meter because of the large portion of light reflected by the diffuser. Modeling of this effect requires knowledge of the bidirectional reflectance distribution function and transmissivity of the filter. Because we lack this information we cannot fully correct the absorption measurements from instrumental salinity effects and therefore do not present the absorption-meter data. In general, the measured absorption ⌿ S values were 0.00015 m Ϫ1 ͞ PSU higher than the attenuation values because of the multiple reflections in the ac-9. The changes in reflectance that are due to salinity must be accounted for when one uses an analyzing spectrophotometer or ac-9 data. The slopes given in Table 4 are inherent to water and are not meant to be used as instrumental corrections. A constant of 0.00005 has been added to each measured ⌿ S to correct for changes in the primary reflectance at the instrument windows that are due to changes in salinity. Changes in the scattering coefficient with increasing salinity can also influence our measurements. Morel 2 found that there was a 30% increase in the scattering coefficient between fresh and saline water. The increase in scattering tended to cause the attenuation measurement to have a more positive ⌿ S than can be attributed to changes in absorption alone. This effect is largest at 412 nm ͑ϳ0.0014 m Ϫ1 or ⌿ S ϭ 0.00005 m Ϫ1 ͞PSU͒ but is negligible for most of the visible wavelengths. The remainder can be the result of absorption by a salt or a shift in the ultraviolet absorption peak toward longer wavelengths. Without measurements at shorter wavelengths it is not possible to isolate the cause of the change in ⌿ S at 412 nm.
D. Field Measurements
Although laboratory research is necessary to understand how the absorption by water is affected by temperature and salinity, it is important to verify that the laboratory results make sense when applied to field measurements. During various cruises we collected a large number of measurements of total absorption coefficients and dissolved-component absorption coefficients. The results presented in this paper were obtained during a December 1995 cruise in the Gulf of California; similar results were found during other cruises in a variety of locations. We use the dissolved-absorption results to discuss the dependence of field measurements on temperature and salinity for a couple of reasons. First, the absorption by particulate material was removed so that there was one less confounding factor. Second, the absorption by dissolved materials was low in the near-infrared portion of the spectrum where, based on the laboratory results, we expected the largest dependence on temperature and salinity.
A vertical profile of the measured absorption by dissolved materials is shown in Fig. 8 . Although the absorption by dissolved substances is not constant throughout the profile, the only wavelength at which the absorption coefficient seems to have an obvious correlation with temperature or salinity is 715 nm. A closer look at the measured absorption in the red and the infrared shows the dependence of the absorption coefficient at 715 nm on temperature and salinity. Figure 9 illustrates the effect of applying the laboratory temperature and salinity corrections to a md ͑715͒. It can be seen that a md ͑650͒ was nearly constant with depth. There is little expected difference between a d ͑715͒ and a d ͑650͒, so we expect the two wavelengths to have similar profiles. The a md ͑715͒, however, has a much different vertical profile than a md ͑650͒ ͑profiles A and D in Fig. 9͒ . The vertical shape of the measured profile of a d ͑715͒ changes to that of a d ͑650͒ when the temperature correction is applied ͑profile B, Fig. 9͒ . Even after the temperature correction is applied the measured value of a d ͑715͒ remains negative, implying that the water is clearer than the calibration water. Because the range of salinity is small over this profile the salinity correction merely adds a constant related to the difference in absorption between the pure and saline waters. Once the salinity correction given in Table 4 is applied, the a d ͑715͒ value becomes positive and slightly less than a d ͑650͒ in magnitude as would be expected for measurements of dissolved materials ͑profile C, Fig. 9͒ .
If the temperature dependence in the visible region was of the order of 0.001 m
Ϫ1
͞°C as has been suggested, 1,4,5 we should be able to see evidence of its effect on the measured profiles. We occasionally find vertical profiles of dissolved material absorption that are constant with depth even though a thermal structure may exist. Equation ͑5͒ shows that if a md is constant, ⌬a d ϭ Ϫ⌬͑a w Ϫ a wr ͒ for the entire profile. The application of a temperature correction of Ϯ0.001 9 . Laboratory values of ⌿ T and ⌿ S applied to field measurements of a md ͑715͒ for water that has been passed through a 0.2-m filter. Curve D is a md ͑650͒ and is expected to be similar in shape as well as slightly greater in magnitude than a md ͑715͒. Curve A is the measured value of a md ͑715͒. Curve B is a md ͑715͒ with the temperature correction applied. Note that curve B is similar to curve D but the magnitude is less than zero. Applying the salinity correction to the temperature corrected a md ͑715͒ gives curve C. Curve C is of the same shape and magnitude for the dissolved component, given curve D as a reference. m Ϫ1 ͞°C would provide a spectrally constant value of ⌬͑a w Ϫ a wr ͒ and hence a spectrally constant ⌬a d .
For the case in Fig. 10 there was a 5°change in water temperature over the profile depth. If the measured a d ͑488͒ was constant because changes in the concentration of the dissolved organics compensated for changes in the water absorption there would be a ⌬a d ͑488͒ ϭ 0.005 m Ϫ1 from the top of the profile to the bottom unless there was a corresponding change in the exponential slope with concentration. Assuming that dissolved absorption can be modeled with an exponential function with 488 nm as a reference wavelength 24 and that there is a constant slope of Ϫ0.015 ͑see Fig. 10͒ , then , which is not evident in Fig. 10 . Using an exponential model of the absorption spectrum of dissolved materials it is not possible to explain the results in Fig. 10 as a change in the slope coinciding with a change in concentration. Thus a constant temperature dependence of the order of 0.001 m
͞°C in the visible portion of the spectrum is not evident in the field measurements.
In cases in which the absorption by dissolved materials does not vary with depth, the coefficient of the temperature dependence can be estimated by regressing the measured a d ͑͒ against temperature. The temperature variation in a typical profile is most often Ͻ10°. Combined with the small expected dependence of the absorption coefficient on temperature, the expected change in magnitude is in the third decimal place of the measurements. Errors in the temperature compensation of the electronics can cause the measured absorption coefficients to vary at this level, making it difficult to separate the two effects. A check on the quality of the electronic temperature compensation can be achieved by looking at both the up and down portions of a cast. Wavelengths with imperfect temperature calibrations will have a hysteresis in the profile related to the large thermal mass of the instrument. By performing a linear regression of the measured dissolved absorption against the temperature for the profile provided in Fig. 10 we have estimated the magnitude of the temperature dependence for the wavelengths measured. The results of the regression analysis are provided in Table 5 . With the exception of 555 nm the field results are in excellent agreement with the laboratory tests. The difference at 555 nm is attributed to instrumental-temperature-compensation errors.
Conclusions
Our results verify that linear slopes can be used to correct the absorption coefficient for changes in both temperature and salinity encountered in natural waters. The temperature dependence was not statistically different for pure and saline water, indicating that it is possible to ignore interaction terms of temperature and salinity when making corrections to the absorption coefficient.
The effects of temperature appear to be restricted to near the central wavelengths of the overtones of the O-H vibrational frequencies. Neither our laboratory nor field data provides any evidence of the previously reported 1,4,5 spectrally constant temperature dependence in the visible region. With the exception of wavelengths near 610 nm it would appear that the magnitude of ⌿ T is less than 0.001 m Ϫ1 ͞°C throughout the visible region of the spectrum. The measured temperature dependencies were modeled ͞°C existed, a change in the concentration of dissolved matter can compensate for the expected change in water absorption. However, a change in absorption by dissolved materials cannot match the expected change in water absorption at all three wavelengths. A corresponding change in the spectral slope of the yellow matter would also need to occur to provide these results. Since all three wavelengths exhibit the same vertical profile it is unlikely that a constant value of ⌿ T exists in the visible. The data used are those presented in Fig. 10 , where the dissolved material absorption appears to be constant with depth. The up and down casts have been evaluated to ensure that the internal temperature compensation affected the measurement by less than 0.002 m
Ϫ1
. Although this is a small number it still represents a possible slope error of 0.0004 m Ϫ1 ͞°C. It is also possible that there is some vertical variability in dissolved material concentration, which would affect the results most strongly at the shorter wavelengths.
with a series of Gaussians fit to the absorption spectrum. The Gaussians peaked in the regions of the major absorption shoulders, and the peaks had a temperature dependence of 0.5% of the magnitude of the Gaussian.
As was true with temperature, the only significant salinity dependence measured was in the nearinfrared portion of the spectrum. The salinity dependence, however, was much less pronounced than the temperature dependence and not always in the same direction as temperature. This is the case at 715 nm at which increasing temperature increases the absorption coefficient, but increasing salinity decreases the absorption coefficient. Extrapolating this result into the visible region, we would expect the salinity dependence in the visible region to be negligible, as was confirmed by the salinity effect on the measured attenuation coefficients. The only measurement with a significant salinity dependence in the visible region was at 412 nm.
The degree of precision in the slopes that is necessary to compensate observed values is generally different for temperature and salinity. The temperature of the calibration or reference water is commonly within 10 -15°of the water to be measured. A 0.0002-m
͞°C error in the value of ⌿ T therefore becomes a 0.003-m Ϫ1 error in the measured absorption value for a ⌬T of 15°. However, the reference water usually has a salinity of 0 PSU, and seawater samples typically have a salinity of 35 PSU, which creates a 0.007-m Ϫ1 measurement error for a 0.0002-m
͞PSU error in the value of ⌿ S . When analyzing measurements it is also important to account for the changes in reflectance at the windows when referencing a seawater sample to pure water.
The result that the absorption coefficient of water is dependent on temperature and salinity is important to investigators who measure the optical properties of natural waters in the near infrared. For example, when the absorption coefficient at a wavelength in the near infrared is used for estimating the scattering error in a measurement, 25 it is important to account for the differences in temperature and salinity between the sample and the reference water. Variations in the optical properties of water can also account for baseline offsets that reportedly plague dissolved material absorption measurements. 7 These baselines commonly are obtained from measurements in the near infrared where the effects of temperature and salinity are largest.
