Provenienz-basierte Prozessanalyse von GitLab-Projekten am Beispiel der DLR-Software BACARDI by de Boer, Claas
Fakultät Informatik Institut für Software- und Multimediatechnik, Lehrstuhl für Softwaretechnologie
Bachelor-Arbeit
Provenienz-basierte Prozessanalyse
von GitLab-Projekten am Beispiel der
DLR-Software BACARDI
Claas de Boer
Geboren am: 15. April 1998 in EmdenMatrikelnummer: 4604719Immatrikulationsjahr: 2016
zur Erlangung des akademischen Grades
Bachelor of Science (B.Sc.)
Betreuer
Dr.-Ing. Sebastian Götz (TUD)
M. Sc. Carina Haupt (DLR)
Dipl.-Math. Andreas Schreiber (DLR)
Betreuender Hochschullehrer
Prof. Dr. rer. nat. habil. Uwe Aßmann (TUD)
Eingereicht am: 3. August 2020
SelbstständigkeitserklärungHiermit versichere ich, dass ich die vorliegende Arbeit mit dem Titel Provenienz-basierte Pro-
zessanalyse von GitLab-Projekten amBeispiel der DLR-Software BACARDI selbstständig und ohneunzulässige Hilfe Dritter verfasst habe. Es wurden keine anderen als die in der Arbeit ange-gebenen Hilfsmittel und Quellen benutzt. Die wörtlichen und sinngemäß übernommenenZitate habe ich als solche kenntlich gemacht. Es waren keine weiteren Personen an der gei-stigenHerstellung der vorliegendenArbeit beteiligt.Mir ist bekannt, dass dieNichteinhaltungdieser Erklärung zum nachträglichen Entzug des Hochschulabschlusses führen kann.
Dresden, 3. August 2020
Claas de Boer
Inhaltsverzeichnis
1 Einleitung 11.1 Kontext der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21.3 Zielsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21.4 Aufbau der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Grundlagen 42.1 Softwareentwicklung im DLR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42.1.1 Software-Engineering-Initiative . . . . . . . . . . . . . . . . . . . . . . . . 52.1.2 GitLab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72.2 Software Repository Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72.3 Provenienz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82.3.1 Definition von Provenienz . . . . . . . . . . . . . . . . . . . . . . . . . . 82.3.2 W3C PROV Standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92.3.3 Provenienztaxonomie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132.3.4 Provenienz von Softwareentwicklungsprozessen . . . . . . . . . . . . . 142.4 GitLab2PROV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142.5 Graphdatenbanken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192.5.1 Neo4j . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232.5.2 Cypher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Methodik 273.1 Provenienzgraphgenerierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283.2 Provenienzgraphvorverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . . . 283.3 Neo4j Graph Import . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303.4 Provenienzgraphanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303.4.1 Graphstruktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313.4.2 Graphstrukturentwicklung . . . . . . . . . . . . . . . . . . . . . . . . . . 333.4.3 Prozessspezifische Fragestellungen . . . . . . . . . . . . . . . . . . . . . 34






2.1 Kausalitätsdarstellung durch gerichtete azyklische Graphen . . . . . . . . . . 92.2 PROV-DM Schema - Knoten und Relationen . . . . . . . . . . . . . . . . . . . . 102.3 PROV Pancake Provenienz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122.4 Provenienz Taxonomie nach Simmhan et al. [SPG05] . . . . . . . . . . . . . . . 132.5 Git Commit Modell - Hinzufügen einer Datei durch einen Commit . . . . . . . 152.6 Git Commit Modell - Modifikation einer Datei durch einen Commit . . . . . . . 162.7 Git Commit Modell - Entfernen einer Datei durch einen Commit . . . . . . . . 172.8 GitLab2PROV - GitLab Commit Modell . . . . . . . . . . . . . . . . . . . . . . . 182.9 GitLab2PROV Issue und Merge Request Modell . . . . . . . . . . . . . . . . . . 192.10 Beispiel einer SQL Multi-Hop Query . . . . . . . . . . . . . . . . . . . . . . . . . 202.11 RDF Graph – RDF in Turtle Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . 222.12 Property Graph Beispiel anhand von Freundschaftsbeziehungen . . . . . . . 23
3.1 Graph Rewriting zur Zusammenführung von PROV Agents . . . . . . . . . . . 293.2 System Notes dokumentieren Nutzerinteraktionen . . . . . . . . . . . . . . . . 37
4.1 Anzahl der PROV Typen Activity und Entity der BACARDI Teilprojekte . . . . . 414.2 Anzahl PROV Relationen der BACARDI Teilprojekte . . . . . . . . . . . . . . . . 434.3 Anzahl der Knoten der PROV Typen über die Projekzeiträume . . . . . . . . . 454.4 Agents pro Teilprojekt - Darstellung als Sankey Diagramm . . . . . . . . . . . . 474.5 Aktivitätszeiträume der an den Projekten beteiligten Personen . . . . . . . . . 484.6 Zeitleisten der Interaktionsevents des GitLab Projektes ssa/BACARDI . . . . . 50
IV
Tabellenverzeichnis
2.1 Reaktionszeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1 Anzahl der Entities pro Activity der GitLab2PROV Provenienzgraphen . . . . . 42
V
Quelltextverzeichnis
2.1 Cypher Query - Erzeugen eines Property Graphen . . . . . . . . . . . . . . . . 252.2 Cypher Query - Freunde von Freunden . . . . . . . . . . . . . . . . . . . . . . . 26
3.1 Cypher Query - Anzahl Activities und Entities pro Teilprojekt . . . . . . . . . . 313.2 Cypher Query - Anzahl Relationen pro Teilprojekt . . . . . . . . . . . . . . . . . 323.3 Cypher Query - Anzahl Knoten pro Teilprojekt über Projektzeitraum . . . . . . 333.4 Cypher Query - Agents pro Project . . . . . . . . . . . . . . . . . . . . . . . . . . 343.5 Cypher Query - Zeitpunkte der ersten und letzten Activity pro Agent pro Projekt 353.6 Cypher Query - Nutzerinteraktionen mit Zeit und verantwortlicher Person . . 36
VI
1 Einleitung
1.1 Kontext der Arbeit
Die vorliegende Arbeit wurde in Kooperation mit dem Deutschen Zentrum für Luft- undRaumfahrt e.V. in der Abteilung Intelligente und Verteilte Systeme des Institutes für Softwa-retechnologie verfasst.
Deutsches Zentrum für Luft- und Raumfahrt e.V.
Das Deutsche Zentrum für Luft und Raumfahrt e. V. (DLR) ist das Forschungszentrum derBundesrepublik Deutschland für Luft- und Raumfahrt. Neben den beiden namensgebendenThemen, wird imDLR zu den Bereichen Energie, Sicherheit, Verkehr sowie Digitalisierung ge-forscht. Das DLR besteht aus 51 Einrichtungen und Instituten, die sich auf 27 Standorte inDeutschland und Belgien verteilen. Der Hauptsitz des DLR befindet sich in Köln. Zur Missi-on des DLR gehört unter anderem die Erforschung des Sonnensystems und der Erde so-wie die Entwicklung nachhaltiger und umweltverträglicher Technologien. Über die eigeneForschungstätigkeit hinaus ist das DLR im Auftrag der deutschen Bundesregierung für diePlanung und Umsetzung der deutschen Raumfahrtaktivitäten zuständig.
Institut für Softwaretechnologie
Zum Auftrag des Institutes für Softwaretechnologie (SC) gehört die Erforschung und Ent-wicklung im Gebiet der innovativen Software-Engineering-Technologien. Das Institut ist anStandorten in Köln, Braunschweig, Berlin und Oberpfaffenhofen vertreten und besteht ausden Abteilungen “Intelligente und Verteilte Systeme”, “Software für Raumfahrtsysteme undinteraktive Visualisierung” sowie “High-Performance Computing”. Neben den genannten For-schungstätigkeiten stellt das Institut Softwareentwicklungs- und Softwareengineering Know-How für das gesamte DLR zur Verfügung und ist institutsübergreifend an verschiedenenSoftwareprojekten beteiligt. In Kooperation mit dem DLR Institut für Raumflugbetrieb undAstronautentraining (RB) wird das Softwaresystem “Backbone Catalogue of Relational De-bris Information” (BACARDI) entwickelt, dessen GitLab Projekt im Rahmen der vorliegendenArbeit zur Evaluation verwendet wird.
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1.2 Motivation
Softwareentwicklung wird zunehmend fester Bestandteil des Arbeitsalltags von Forschernund Ingenieuren - so auch im DLR. Um die Qualität der entwickelten Software zu fördern,hat das DLR im Rahmen der Software-Engineering-Initiative Workshops und Guidelines ent-wickelt, die Hilfestellung zur nachhaltigen Softwareentwicklung bieten. Anhand der Guide-lines kann für ein konkretes Softwareprojekt ein Katalog an Maßnahmen erstellt werden,welcher Qualitäten wie die Erweiterbarkeit, Wartbarkeit undWiederverwendbarkeit der ent-wickelten Software sichern soll. Die Effekte, welche die Umsetzung dieser Maßnahmen aufdie Entwicklung eines Projektes haben, sind jedoch nicht einfach zu untersuchen. Projekteumfassen teils viele Entwickler sowie große Datenmengen, die über verschiedene Reposi-tories verteilt sein können. In diesen Strukturen direkte Feedback-Schleifen zu etablierenund aufrechtzuerhalten, ist schwierig und vor allem zeitintensiv für alle beteiligten Perso-nen. Dennoch ist es wichtig, die Effekte der Maßnahmen zu untersuchen, um künftige Maß-nahmen anpassen zu können und sinnvolle von weniger sinnvollen zu unterscheiden. Eineautomatisierte Methode zur Unterstützung der Prozessanalyse ist daher wünschenswert.
Im DLR wird bei der Entwicklung von Software GitLab eingesetzt. Diese Arbeit beschränktihre Untersuchung daher auf das Nutzungsverhalten der von einem GitLab-Projekt bereit-gestellten Features.
1.3 Zielsetzung
Ziel dieser Arbeit ist es, einen Ansatz zu erarbeiten, mit Hilfe dessen die Analyse der Entwick-lungsprozesse von GitLab Projekten automatisiert unterstützt werden kann. Als Grundlageder Analyse sollen dazu die Provenienzgraphen von GitLab Projekten verwendet werden.Dafür soll zunächst der Begriff der Provenienz definiert werden und die Anwendung vonProvenienz auf GitLab Projekte vorgestellt werden. Zusätzlich soll auf verschiedene Graph-modelle eingegangen werden, die zur Kodierung von Provenienzgraphen in verschiedenenSerialisierungsformaten und Datenbanktypen verwendet werden. Für die persistente Spei-cherung und die Analyse von Provenienzgraphen über eine einheitliche Schnittstelle, soll dieGraphdatenbank Neo4j verwendet werden. Für die Analyse der Provenienzgraphen der Git-Lab Projekte sollen Fragestellungen formuliert werden, die mit Hilfe des Provenienzgrapheneines GitLab Projektes beantwortet werden können. Zur Visualisierung der Abfrageergeb-nisse sollen passende Darstellungen gewählt werden.
Der erarbeitete Ansatz soll implementiert und amGitLab Projekt der DLR Software BACARDIevaluiert werden. Diese führte im Jahr 2018 einen Katalog von Maßnahmen zur Anpassungdes projekteigenen Entwicklungsprozesses ein. Die Veränderungen am Entwicklungspro-zess sind damit bereits formal bekannt, und die Auswirkungen auf die GitLab-Projekte kannuntersucht werden. Neben den Auswirkungen von Veränderungen des Entwicklungsprozes-ses auf GitLab-Projekte sind auch Veränderungen am GitLab-Projekt ohne vorher bekannteUrsachen von Interesse. Bei diesen kann, ausgehend vom ermittelten Datum der Verände-rung, nach der Ursache gefahndet werden.
Die vorgestellte Methode soll es zudem ermöglichen, die Provenienzdaten beliebig vielerGitLab Projekte zu vereinen, um die Untersuchung von komplexen Softwaresystemen, dieaus mehreren GitLab Projekten bestehen, zu ermöglichen, ohne Anpassung an der gewähl-ten Methodik vorzunehmen.
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1.4 Aufbau der Arbeit




In diesem Kapitel wird das für die Arbeit nötige Hintergrundwissen vorgestellt. Dafür wirdzunächst ein Einblick in die verschiedenen Aspekte der Softwareentwicklung im DLR ge-geben (Abschnitt 2.1). Dabei wird darauf eingegangen, welche Maßnahmen im DLR ergrif-fen werden, um die Qualität der im eigenen Haus entwickelten Software zu fördern (Ab-schnitt 2.1.1) und welche Infrastruktur im DLR zur Softwareentwicklung genutzt wird (Ab-schnitt 2.1.2). Anschließend wird das Forschungsfeld des Software Repository Minings vorge-stellt (Abschnitt 2.2), welchem diese Arbeit zuzuordnen ist. Darauf folgend wird der Begriffder Provenienz erörtert und definiert (Abschnitt 2.3). Dazu wird der W3C PROV Standard so-wie dessen Datenmodell PROV-DM zur Modellierung von Provenienz erläutert. Im darauffolgenden Abschnitt 2.4 wird das im DLR entwickelte Python-Tool GitLab2PROV eingeführt,welches zur Generierung der in der Arbeit verwendeten Datensätze eingesetzt wird. ZumAbschluss des Grundlagenkapitels erfolgt eine Auseinandersetzung mit der Graphdaten-bank Neo4j (Abschnitt 2.5.1) sowie der Graph Query Language Cypher (Abschnitt 2.5.2).
2.1 Softwareentwicklung im DLR
Das Deutsche Zentrum für Luft- und Raumfahrt (DLR) ist das Forschungszentrum der Bun-desrepublik Deutschland für Luftfahrt, Raumfahrt, Energie, Verkehr und Sicherheit. Softwa-reentwicklung gewinnt in den Forschungstätigkeiten des DLR zunehmend an Bedeutung.Bereits über 25% der Personalkosten, die im DLR anfallen, werden für die Entwicklung vonSoftware ausgegeben [HSM18]. Die unterschiedlichen Forschungsfelder spiegeln sich in derDiversität der entwickelten Software wieder. Unter Verwendung von Sprachen und Frame-works, wie z. B. Python, R, Perl, C, C++, Fortran, MatLab, LabView, Ada, Java, .Net, wird Soft-ware in den Bereichen Simulation und Modellierung, Flight Control, Daten- und KnowledgeManagement, Visualisierung, Softwareanalyse und Kommunikation entwickelt.
Die Größe üblicher Entwicklerteams reicht von einer Person in kleinen Projekten bis zu 20Personen in größeren Teams. Häufig besteht ein Entwicklerteam aus einigen Mitarbeiternsowie unterstützenden studentischen Hilfskräften.
Bei der Betrachtung der Softwareentwicklung im DLR und der Entwicklung von Forschungs-software im Allgemeinen ist zu berücksichtigen, dass nicht alle Personen, die in ihrem For-schungsvorhaben mit Softwareentwicklung in Kontakt kommen, einen Hintergrund in derSoftwareentwicklung haben oder ausgebildete Softwareingenieure sind. Um dadurch ent-stehende Herausforderungen zu meistern, die Qualität und Nachhaltigkeit der entwickelten
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Software zu fördern, sowie essentielles Softwareengineering Know-How an Forschende desDLR zu vermitteln, wurde 2005 die Software-Engineering-Initiative (SE Initiative) im DLR insLeben gerufen.
2.1.1 Software-Engineering-Initiative
Ziel der Software Engineering Initiative (SE Initiative) desDLR ist dieNachhaltigkeit der imDLRentwickelten Software zu fördern. Eigenschaften, die die Nachhaltigkeit von Software maß-geblich beeinflussen, sind dieWartbarkeit, die Erweiterbarkeit sowie dieWiederverwendbar-keit von Software. Im Kontext von Forschungssoftware zielt Nachhaltigkeit im Wesentlichendarauf ab, die Nachvollziehbarkeit, Verifizierbarkeit und Reproduzierbarkeit wissenschaft-licher Erkenntnisse, sowie auch die Nachnutzbarkeit der Software sicherzustellen. Bei derEntwicklung von Forschungssoftware werden diese Eigenschaften jedoch häufig nicht prio-risiert. Software wird in diesem Kontext meist nur als Mittel zum Zweck gesehen, als einWerkzeug das funktionieren muss.
Um nachhaltige Softwareentwicklung zu fördern, ist daher ein Paradigmenwechsel notwen-dig. Die Entwicklung von Forschungssoftware ist Teil eines kreativen Prozesses und ist indiesem Sinne ausführbares Wissen. Forschungssoftware ist als zentrales und eigenständi-ges Produkt der wissenschaftlichen Arbeit zu betrachten und wertzuschätzen. Um die Nach-nutzbarkeit von Forschungssoftware zu gewährleisten, ist die Sicherung nachhaltiger Eigen-schaften von zentraler Bedeutung.
Eine Betrachtung der Hürden und Herausforderungen, die bei diesem Paradigmenwech-sel im DLR identifiziert wurden, nehmen Haupt, Schlauch und Meinel vor [HSM18]. Dabeiwerden drei Punkte von ihnen zusammenfassend wie folgt benannt:
1. Fehlendes Wissen: Forschenden, die keine Erfahrung in der Softwareentwicklung ha-ben, sind gute Praktiken der Softwareentwicklung sowie die Eigenschaften nachhal-tiger Software häufig nicht geläufig. Zusätzlich benötigt die Auswahl der für ein Soft-wareprojekt angemessenen Vorgehensweisen einen hohen Grad an Vertrautheit mitdenMethoden der Softwareentwicklung sowiemit Softwareentwicklungsprozessen imAllgemeinen.
2. Fehlende Ressourcen: Forschungsprojekte, die nicht über unabhängige Langzeitför-derung finanziert werden, sind an die Rahmenbedingungen ihrer zeitlich begrenztenProjektfinanzierung gebunden. Zeitlich begrenzte Finanzierung deckt die Kosten derWartung und des Supports für Software nur für den geplanten Projektzeitraum, nichtjedoch über diesen hinaus. Für die Nachnutzbarkeit von Software ist die Wartung je-doch von essentieller Bedeutung.
Die Befristung der Arbeitsverträge vieler Forscher trägt zudem zum Verlust von Perso-nen, die an der Entwicklung der Software beteiligt waren, und damit dem Verlust vonExpertenwissen über die Software bei. Das Betreiben nötiger Infrastruktur zur Ent-wicklung von Software ist gerade für Institute, die zur Informatik traditionell wenigerBezug haben, schwierig.
3. FehlendeMotivation: Forschenden, denen die Vorteile nachhaltiger Softwareentwick-lung nicht geläufig sind, schreckt der zusätzliche Aufwand häufig ab. Zudem wird invielen Fachbereichen der Erfolg von Forschenden nicht an der Qualität der von ihnenentwickelten Software gemessen. Die Anzahl der Zitationen ihrer Veröffentlichungenoder der Reputationswert der Journals, in denen sie veröffentlichen, sind in der Bewer-tung des Erfolgs wichtiger. Von Seiten des Managements wird häufig die Komplexitätder zu entwickelnden Software unterschätzt. Nötige Mittel zur Softwareentwicklung
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werden nicht bereitgestellt, die Nachhaltigkeit der entwickelten Software wird dadurchgefährdet.
Die SE Initiative des DLR umfasst die folgenden Maßnahmen (vgl. [HSM18; HS20]).
Direktive Die Software Engineering Direktive ist Teil der Qualitätsmanagementrichtlinie desDLR, die verpflichtend für alle Institute des DLR gilt. Die Direktive betont die Bedeutungder Entwicklung nachhaltiger Software. Sie verlangt von den einzelnen Instituten sich mitden speziellen Anforderungen der Softwareentwicklung in ihrem Forschungsbereich aus-einander zu setzen, Software, die wichtig für Forschungsvorhaben ist, zu bennen, nötigeInfrastruktur anzuschaffen und Forschende im Bereich der Softwareentwicklung fortzubil-den. Die Vernetzung der Forschenden, die in den jeweiligen Instituten Software entwickeln,in Form von Communities, ist ein weiterer wichtiger Punkt der Direktive.
Guidelines Die Software Engineering Guidelines fassen das Verständniss des DLR von gu-ten Software Entwicklungspraktiken zusammen. Die Guidelines dienen Forschern als Ein-stiegspunkt in die Softwareentwicklung (Software Development, SD) und das Software Inge-nieurswesen (Software Engineering, SE). Sie stellen verschiedene Themen der Bereiche wieRequirements Management, Change Management, Implementierung und Testing vor. Fürjeden der Bereiche werden Handlungsempfehlungen ausgesprochen, die zusätzlich miteiner Motivation versehen sind, um die Empfehlungen nachvollziehbar zu begründen. An-hand eines Entscheidungsbaumes können Softwareprojekte in vier unterschiedliche Reife-stufen eingeteilt werden. Je nach Reifestufe werden bestimmte Handlungsempfehlungenfür die Entwicklung der Software verpflichtend. Um die Guidelines möglichst einfach zu-gänglich zu machen, sind Checklisten für die Handlungsempfehlungen der jeweiligen Rei-festufen enthalten.
Fortbildungen Regelmäßige Trainings und Fortbildungen erlauben einen direkten und in-teraktiven Wissensaustausch.
Beratung Beratung ist Forschenden vorbehalten, die nur wenig Erfahrung im Bereich derSoftwareentwicklung haben. Dazu werden Forschenden erfahrene Softwareingenieure zurSeite gestellt, die die Forschungsprojekte begleiten. Die Aufgabe der Softwareingenieure istes, zunächst die nötige Entwicklungsinfrastruktur aufzusetzen, um anschließend zusam-men mit den Forschenden, anhand der SE Guidelines, einen Entwicklungsprozess zu erar-beiten und diesen bis zum Abschluss des Forschungsprojektes zu begleiten.
Infrastruktur Um den Overhead zur nachhaltigen Softwareentwicklung für die Forschen-den möglichst zu minimieren, betreibt die IT des DLR eine zentrale Infrastruktur, die allenForschenden zur Softwareentwicklung zur Verfügung gestellt wird. Seit 2005 haben alleMit-arbeiter des DLR Zugriff auf die Versionsverwaltungssoftware Subversion oder auch den Is-sue Tracker MantisBT. Im Zuge der Modernisierung der bereitgestellten Infrastruktur, wirdauf die Code Hosting Plattform GitLab umgestellt. Der Umstieg ist im Verlauf des Jahres2020 geplant. Erste Institute können GitLab bereits nutzen.
Die SE Initiative ist für diese Arbeit in zweierlei Hinsicht relevant. Zum einen bieten die SEGuidelines Forschenden einen Einstieg in die Themen des Software Engineerings (SE) unddes Software Developments (SD). Forscherteams werden dazu aufgefordert, die Entwick-lungsprozesse ihrer Softwareprojekte an den Empfehlungen der Guidelines zu messen undgegebenenfalls anzupassen. Die Veränderungen der Entwicklungsprozesse zu untersuchen,ist daher von großem Interesse, um die Auswirkungen der Guidelines sichtbar zu machenund Rückmeldung für ihre Weiterentwicklung zu bekommen.
Zum anderen existiert mit der Einführung von GitLab als zentrale Infrastruktur zur Soft-wareentwicklung nun eine Möglichkeit von einer einheitlichen Schnittstelle, der GitLab API,
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Metadaten und Artefakte, welche Zeugnisse des Entwicklungsprozesses darstellen, zu sam-meln und anschließend zu analysieren. Dadurch wird es möglich, minimalinvasiv Einblick inden Entwicklungsprozess eines Projektes zu nehmen.Welche FeaturesGitLab zur Verfügungstellt, und worum es sich bei GitLab handelt, wird im folgenden Absatz näher erläutert.
2.1.2 GitLab
GitLab ist eine Web basierte Code Hosting Plattform zur Begleitung und zum Managementder Softwareentwicklung durch alle Stadien des DevOps Lebenszyklus [Git20]. Dafür bietetGitLab neben git basierter Versionskontrolle einen Issue Tracker, Features zum Code Re-view, Change Management durch Merge Requests, eine Pipeline zur Einbindung von Con-tinuos Integration sowie Continuos Deployment, Kanban Boards und weitere Features an.Diese Features können im Rahmen eines sogenannten Projektes zur Softwareentwicklunggenutzt werden. Ein GitLab Projekt wrapped ein git Repository und bietet für den Scope desProjektes einen eigenen Issue Tracker sowie projekteigene Merge Request Verwaltung an.
Ähnlich zu der vergleichbaren PlattformGitHub, bestehen Interaktionsmöglichkeitenmit de-nen Entwickler sich untereinander austauschen können. Durch Kommentare und Diskussi-onsthreads unter Features, wie Issues oder auch Merge Requests (Pull Request), wird esEntwicklern und Projektmanagern ermöglicht die Diskussion über ein Feature direkt an dasFeature anzuheften, anstatt sie in davon getrennten Kommunikationsmedien zu führen. Zu-sätzlich ist noch eine Großzahl an Events definiert, die Aktionen wie das Erwähnen einesEntwicklers in einer Diskussion oder auch die Verteilung der Zuständigkeit für bestimmte Is-sues abbilden. Entgegen einer Suite an selbstständigen Softwareentwicklungstools, vereintGitLab viele Features in einer einzigen Applikation.
GitLab wird von der GitLab Inc. unter einer Open Source Lizenz öffentlich entwickelt. Zu-dem können Einrichtungen GitLab auf eigener Hardware laufen lassen und sind so unab-hängig vom Hosting Dritter. Über die offizielle API, wahlweise REST oder GraphQL, könnenGitLab Aktionen, wie das Erstellen von Projekten oder Gruppen, ferngesteuert werden undBetriebsdaten einer GitLab Instanz abgefragt werden. Letzteres wird im Rahmen dieser Ar-beit zum Repository Mining genutzt, um aus Metadaten und Artefakten eines GitLab Projek-tes Provenienzgraphen zu erstellen und anschließend zu analysieren. Das Forschungsfelddes Software Repository Minings wird im Anschluss vorgestellt.
2.2 Software Repository Mining
Softwareentwicklung an sich ist ein hoch komplexer Prozess. Von der Planung eines Soft-wareprojektes bis zur letzten Zeile Source Code, die während des Supports der Softwa-re verfasst wird, umfasst Softwareentwicklung eine breite Spanne an Disziplinen, Aufgabenund Herausforderungen. Fester Bestandteil moderner Softwareentwicklungsprozesse sindWerkzeuge und Tools, die Entwickler und Projektmanager bei der Softwareentwicklung un-terstützen sollen. Zu diesen gehören Versionskontrollsysteme, Issue bzw. Bug Tracker oderauch Kommunikationsdienste, die während der Entwicklung genutzt werden. Aktionen, diemit Hilfe dieser Tools getätigt werden, hinterlassen Artefakte, die die Projektentwicklung z.B. in Form von Source Code Veränderungen, Kommentaren, Issue Protokollen oder auchEmail Threads dokumentieren. Eine Ansammlung von Artefakten eines Software Projekteswird auch Software Repository genannt. Das Forschungsfeld Mining Software Repositoriesbeschäftigt sich mit der systematischen Aufbereitung und Analyse dieser Artefakte. Hassannennt zwei zentrale Aspekte des Forschungsgebiets.
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“1. The creation of techniques to automate and improve the extraction of infor-mation from repositories.
2. The discovery and validation of novel techniques and approaches to mine im-portant information from these repositories.” [Has08]
Neben der Entwicklung von Techniken, die die Extraktion von Daten aus Repositories ver-bessern und vereinfachen, geht es ihm auch um die Entwicklung und Überprüfung neuerAnsätze, um aus den gewonnenen Daten wichtige Informationen zu ziehen. Eine Technikzur Modellierung der Zusammenhänge und des Kontexts der extrahierten Artefakte ist dieBetrachtung ihrer Provenienz. Was unter Provenienz verstanden wird, welche Tools für dieDatenbeschaffung und Analyse verwendet werden und wie aus Provenienz Graphen wer-den, wird in den kommenden Abschnitten erläutert.
2.3 Provenienz
Der Begriff der Provenienz findet vielseitige Verwendung. Häufig taucht der Begriff im Zu-sammenhang mit dem Kunstgeschäft auf. Im Kunstgeschäft wird er genutzt, um die Her-kunftsgeschichte und Besitzverhältnisse von Kunstgegenständen zu beschreiben.
In dieser Arbeit wird Provenienz im Kontext von elektronischen Daten und Prozessen ver-wendet. Dafür wird in diesem Abschnitt eine Definition des Begriffes gegeben, auf die sichim Verlauf der Arbeit gestützt wird. Zusätzlich wird erläutert, wie Provenienz aufgezeichnetund modelliert werden kann, indem der W3C PROV Standard vorgestellt wird. Schließlichwird darauf eingegangen, wie Provenienz zur Analyse von Softwareentwicklungsprozesseneingesetzt werden kann.
2.3.1 Definition von Provenienz
Das Konzept von Provenienz, an dem sich diese Arbeit orientiert, basiert auf der Definitionvon Luc Moreau.
“The provenance of a piece of data is the process that led to that piece of data.”[Mor10]
Provenienz von Daten wird verstanden, als der Prozess, der zu diesen Daten führt bzw. indiesen resultiert. In anderen Worten: Die Provenienz von Daten ist der Entstehungsprozessdieser Daten. Provenienz aufzuzeichnen lässt sich demnach auf die Aufzeichnung bzw. dieDokumentation des Entstehungsprozesses reduzieren.
Ein intuitives Modell zur Dokumentation von Prozessen ist das Aufeinanderfolgen von von-einander abhängigen Ereignissen. Dieses Modell zerlegt ein Prozessgeschehen in einzelneTeilereignisse, die miteinander in kausaler Relation stehen. Eine kausale Relation zwischenzwei Ereignissen A und B existiert genau dann, wenn A durch B herbeigeführt wird. Zweisich bedingende Ereignisse können sich daher zeitlich nicht überschneiden. Die Ereignisseund Relationen können mit Hilfe eines gerichteten, azyklischen Graphen (DAG) dargestelltwerden. Ein DAG dessen Kanten kausale Relationen repräsentieren, wird auch Kausalitäts-graph genannt. Die Kanten eines Kausalitätsgraphen verlaufen stehts von einem früherenEreignis zu einem Ereignis, welches zu einem späteren Zeitpunkt stattfindet. Dementspre-chend ist jeder Kante eine feste Richtung zugeordnet. Zusätzlich erklärt dieser Umstanddie Eigenschaft der Zyklenfreiheit eines Kausalitätsgraphen. Bewegt man sich entlang einesKantenzuges, so schreitetman stets entlang der Zeitachse vonUrsache in RichtungWirkung.
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Ein Zyklus - ein Kantenzug der an dem gleichen Knoten startet an dem er auch endet - wür-de diese Eigenschaft verletzen. Abbildung 2.1a stellt einen gerichteten azyklischen Graphbeispielhaft dar. Die Knoten des Graphen sind durch gerichtete Kanten miteinander ver-bunden.
(a) Gerichteter Azyklischer Graph
Time
(b) Kausalitätsgraph
Abbildung 2.1: Kausalitätsdarstellung durch gerichtete azyklische Graphen
Für die Aufzeichnung von Provenienz existieren mehrere standardisierte Ansätze [Din+10].Die vorliegende Arbeit verwendet zu diesem Zweck den W3C PROV Standard, dessen Pro-zessverständnis demeines Kausalitätsgraphen ähnelt. Die Kernkonzepte des Standardswer-den im folgenden Abschnitt weiter erläutert.
2.3.2 W3C PROV Standard
W3C PROV (PROV) ist ein vom World Wide Web Consortium (W3C) herausgegebener Stan-dard zur Aufzeichnung und zum Austausch von Provenienzinformationen.
Der PROV Standard definiert Provenienz wie folgt:
“Provenance is information about entities, activities, and people involved in pro-ducing a piece of data or thing, which can be used to form assessments aboutits quality, reliability or trustworthiness.” [Mor+13a]
W3C PROV versteht unter Provenienz den Herkunfts- beziehungsweise den Entstehungs-prozess von Daten oder Dingen. Der Standard zerlegt diesen Prozess in drei verschiede-ne Hauptbestandteile: Entitäten (Entities), Aktivitäten (Activities), sowie Akteure bzw. Agenten(Agents). In PROV-DM, dem Datenmodell des Standards, formen diese drei Komponenten,abgebildet durch gleichnamige Typen, die Grundlagen zur Aufzeichnung von Provenienz.
PROV-DM definiert neben den Typen auch verschiedene Relationen, die Beziehungen derTypen zueinander abbilden. Für die Verwendung der Relationen spezifiziert der Standardein festes Schema, das festlegt welche Typen mit Hilfe welcher Relationen miteinander ver-bunden werden können (Abbildung 2.2). Die Typen, sowie die für diese Arbeit relevantenRelationen, werden im Folgenden erläutert.
Entity Eine Entity ist eine physische, digitale oder anders geartete Sache, die über einigefeste Eigenschaften verfügt. Dabei muss eine Entity nicht real existent sein, sondern
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kann auch von imaginärer Natur sein. Entities werden, in grafischer Repräsentation,als gelb gefärbtes Oval dargestellt.
Beispiele für eine Entity sind ein Dokument, ein Himmelskörper im Universum, eineDatei in einem Dateisystem oder auch ein abstraktes Konzept, wie zum Beispieleine Idee.
Activity Eine Activity findet über einen festen Zeitraum statt und agiert währenddessen mitoder mit Hilfe von Entities, die konsumiert, generiert, modifiziert verwendet oderverändert werden. Eine Activity bildet einen dynamischen Vorgang wie eine Aktion,ein Ereignis oder einen Prozess ab. Activities werden, in grafischer Repräsentation,als blau gefärbtes Rechteck dargestellt.
Beispiele für eine Activity sind das Editieren einer Datei, das Tätigen eines Ruder-schlags, das Würfeln eines Würfels, das Veröffentlichen eines Papers, das Sendeneiner Kurznachricht, die Ausführung eines Skriptes oder auch das Plotten von Dia-grammen.
Agent Ein Agent trägt Verantwortung für die Existenz einer Entity oder ist am Beginn undder Durchführung einer Activity beteiligt. In Verbund mit der Beteiligung an einerActivity oder der Verantwortung für eine Entity, wird dem Agent eine Rolle zugewie-sen, die er in diesemKontext wahrnimmt bzw. einnimmt. Dargestellt werden Agentsals orangefarbenes Rechteck mit dreieckigem Aufsatz auf der Oberseite des Recht-ecks.









Abbildung 2.2: PROV-DM Schema - Knoten und Relationen
Die Knoten eines Provenienzgraphen sind durch semantisch benannte, gerichtete Kantenmiteinander verbunden, die die Beziehungen zwischen den Knoten darstellen. Ähnlich derKanten eines in Abschnitt 2.3.1 erläuterten Kausalitätsgraphen, haben auch in einem Prove-nienzgraphen die Kanten kausale Bedeutung. Eine Besonderheit ist allerdings die Richtung
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der Kanten. Denn anstatt von Ursache zur Wirkung zu verlaufen, orientieren sich die Kantenin umgekehrter Richtung. So können, ausgehend von einem konkreten Knoten desGraphen,die Kanten in Aussagen über die Vorgeschichte des Knoten - dem Entstehungsprozess - ver-wendet werden. Der Standard definiert dafür eine Menge an Relationen sowie ein Schema,das festlegt, welche Relationen zwischen welchen Knotentypen verwendet werden dürfen.Das genannte Schema ist in Abbildung 2.2 dargestellt. Die für die vorliegende Arbeit rele-vanten Relationen sind:
wasGeneratedBy Wird eine Entity im Rahmen einer Activity erzeugt, so spricht man da-von, dass die Entity von der Activity generiert wurde (Generation). Die Generierungfindet zu einem festen Zeitpunk statt, der optional als Attribut der Relation hinzuge-fügt werden kann. Die Relation die eine solche Beziehung zwischen einer Entity undeiner Activity repräsentiert, nennt sich wasGeneratedBy. Der Startknoten der Relationist dabei stehts die generierte Entity, der Zielknoten die dafür verantwortliche Activity.
used Wird eine Entity von einer Activity verwendet und nimmt so Einfluss auf die Activity,spricht man von einer Verwendung der Entity durch die Activity (Usage). Diese Bezie-hung wird durch die used Relation dargestellt. Die Relation ist von der verwendendenActivity zur verwendeten Entity gerichtet. Wie auch bei der Generierung einer Enti-ty, kann der Zeitpunkt des Beginns der Verwendung als Attribut der Relation ergänztwerden. Eine Activity kann mehrere Entities verwenden.
wasInformedBy Generiert eine Activity A eine Entity E, die von einer Activity B verwendet(Usage) wird, so spricht man davon, dass Kommunikation zwischen den Activities Aund B besteht. Dies wird durch die wasInformedBy Relation dargestellt. Dabei ist derStartknoten die Activity, welche die generierte Entity verwendet. Der Zielknoten ist dieActivity, die die Entity generiert. Da eine Activity beliebig viele Entities verwenden kann(vgl. used), ist auch die Anzahl der wasInformedBy Relationen einer Activity zu anderenActivities nicht beschränkt.
wasDerivedFrom Entsteht eine Entity durch Veränderung oder Modifizierung einer ande-ren, so gilt die neu enstandene Entity als Derivat (Derivation). Der PROV Standard er-laubt es Derivate in verschiedenen Detailstufen zu beschreiben. Die einfachste Stufebeschreibt eine Relation zwischen zwei Entities mit dem Namen wasDerivedFrom. An-dere Auflösungsstufen werden in dieser Arbeit nicht betrachtet und daher, der Kürzehalber, ausgelassen. Die wasDerivedFrom Relation verläuft von der veränderten Entityzur Unveränderten.
wasAttributedTo Eine Entity, die unter Verantwortung eines bestimmten Agents generiertwird, kann diesemzugeschriebenwerden. Durch Verbindung der Entitymit demAgentdurch die wasAttributedTo Relation, wird dieser Sachverhalt dargestellt. Die Relationrichtet sich von der generierten Entity zu dem für die Generierung verantwortlichenAgent.
wasAssociatedWith Eine Activity kannmit einemAgent assoziiert sein, sofern dieser imRah-men einer bestimmten Rolle, Verantwortung für die Activity übernimmt. Die Assozia-tion der Activity mit dem Agent wird durch die wasAssociatedWith Relation dargestellt.Die Relation verläuft vom Knoten der Activity zum Knoten des Agent.
specializationOf Ist eine Entity eine spezielle Ausprägung einer anderen, lässt sich das durchdie specializationOf Relation darstellen. Eine Entity ist genau dann eine spezielle Aus-prägung einer anderen Entity, wenn die Entity alle Aspekte der anderen umfasst unddiese um spezifische zusätzliche Informationen erweitert. Der Startknoten der Relati-on ist die speziell ausgeprägte Entity, der Endknoten die Entity, die durch die Ausge-prägte spezialisiert wird.
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Beispielsweise ist die am Freitag bestehende Version eines Zeitungsartikels, der überdie Arbeitswoche mehrere Revisionen erfuhr, eine spezielle Ausprägung des sich ver-ändernden Artikels. Die Freitagsversion teilt alle Aspekte des sich verändernden Arti-kels und erweitert diese um das Datum des konkreten Wochentages sowie den Inhaltder Freitagsversion. Zwischen der Entity der Version vom Freitag und der Entity dessich verändernden Artikels kann also eine specializationOf Relation bestehen.
wasInvalidatedBy Wird eine Entität invalidiert, steht sie nach Invalidierung nicht mehr zurVerwendung in Aktivitäten zur Verfügung, die nach dem Zeitpunkt der Invalidierungstattfinden. Die Invalidierung stellt damit das Ende der Gültigkeit oder die Destrukti-on einer Entität dar. Entitäten werden von Aktivitäten invalidiert. Der Start- bzw. Aus-gangsknoten der Relation ist die invalidierte Entität, der Zielknoten die invalidierendeAktivität.
Das restlose Löschen einer Datei auf einem Dateisystem ist ein Beispiel, welches sichin Form einer invalidierten Entität und einer invalidierenden Aktivität darstellen lässt.Dabei wird die Entität der Datei von der Aktivität des Löschens der Datei invalidiert.
Unter Verwendung der vorgestellten Konzepte und Relationen, ist in Abbildung 2.3 der Pro-zess des Pancakebackens exemplarisch als Provenienzgraph dargestellt. Zu den Entities ge-hören der Zucker, die Milch, das Mehl, die Eier, das Öl, die Pfanne, die erhitzte Pfanne, derTeig sowie der fertige Pancake. Die Activities sind das Vermengen der Zutaten zum Teig,das Erhitzen des Öls in der Pfanne sowie das darauf folgende Backen des Pancakes. Derim Prozess involvierte Agent, der für die Activities und damit die Generierung der Entitiesverantwortlich ist, ist der Koch.
Abbildung 2.3: PROV Pancake Provenienz
Abgesehen von den bisher vorgestellten Aspekten, definiert der Standard noch einige zu-sätzliche Relationen und Konzepte. Darunter das Konzept der sogenannten Bundles. Bundlesstellen Provenienzgraphen dar und können als Start- oder auch Endknoten von PROV Re-lationen, ähnlich einer Entität, verwendet werden. So lässt sich z. B. die Provenienz einesProvenienzgraphen beschreiben. Da diese im Verlauf der Arbeit nicht verwendet werden,wird an dieser Stelle nicht weiter auf sie eingegangen. Weitere Details über den Standardsowie einen Überblick über die Familie an Dokumenten die den Standard ausmacht, gibtder PROV-Overview [GM13].
Provenienz wird, wie hier eingeführt, genutzt, um den Entstehungsprozess von Daten mit-samt daran beteiligten Akteuren, Aktivitäten und Artefakten, sowie den Relationen zwischen
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den einzelnen Bestandteilen, aufzuzeichnen.
2.3.3 Provenienztaxonomie
Um unterschiedliche Ansätze der Aufzeichnung und Analyse von Provenienzdaten zu klas-sifizieren und vergleichen zu können, wurden im Rahmen mehrerer Surveys Taxonomienerstellt [OOB18; CCM09]. In der Literatur wird zwischen zwei verschiedenen Provenienzty-pen unterschieden.
Prospective Provenance Prospective Provenance beschreibt den generellen Ablauf einesProzesses und dient als eine Art Modell, Blaupause oder Rezept für den dargestell-ten Prozess. Provenienzmodelle, die Teile eines Prozessablaufs abstrakt modellieren,gehören zur Prospective Provenance.
Retrospective Provenance Retrospective Provenance ist die Provenienzaufzeichnung ei-ner konkreten Prozessinstanz. Provenienzdaten, die eine konkrete Prozessinstanz wieden konkreten Ablauf eines Rechenvorganges, dokumentieren, gehören zur Retro-spective Provenance.









































Abbildung 2.4: Provenienz Taxonomie nach Simmhan et al. [SPG05]
In Bezug auf die vorgestellten Provenienzbegriffe und die Taxonomie von Simmhan et al.,kann der in dieser Arbeit verwendete Ansatz zur Aufzeichnung und Analyse von Proveni-enz wie folgt zusammengefasst werden: Das “Subjekt”, für das in dieser Arbeit Provenienzaufgezeichnet wird, ist der Softwareentwicklungsprozess unter Nutzung des Code HostingServices GitLab (Subject of Provenance/Process Oriented). Die aufgezeichnete Provenienzwird genutzt, um Informationen über den Entwicklungsprozess abzuleiten (Use of Prove-nance/Informational). Mit Hilfe eines Python Tools (GitLab2PROV) werden Projektmetadatenvon GitLab Projekten über die GitLab REST-API abgefragt. Nach vordefinierten Provenienz-modellen (Prospective Provenance) rekonstruiert GitLab2PROV die Provenienzgraphen der
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Projekte aus ihren Metadaten (Retrospective Provenance). Zur Aufzeichnung und Model-lierung von Provenienz wird der W3C PROV Standard verwendet (Provenance Represen-tation/Annotation). Die Provenienzdaten werden zunächst in einer RDF-JSON Datei, einemPROV Serialisierungsformat, abgelegt, bevor sie von einem Import Tool (PROV2Neo) in dieGraphdatenbank Neo4j überführt werden (Storing Provenance). Zugriff auf die Daten in derDatenbank ist über die Graph Query Language Cypher möglich (Provenance Disseminati-on/Queries). Auszüge des gespeicherten Provenienzgraphen können im Neo4j Webinter-face mittels Force-Directed Layouting [FR91] visualisiert werden (Provenance Disseminati-on/Visual Graph).
2.3.4 Provenienz von Softwareentwicklungsprozessen
Um die steigende Komplexität moderner Software beherrschbar zu machen, wurden ne-ben Prozessmodellen zur Softwareentwicklung verschiedene Tools zur Unterstützung derEntwicklung entworfen. Eine typische Kollektion an Tools, die während der Entwicklung ei-nes Softwareprojektes genutzt wird, setzt sich beispielhaft aus einem Versionskontrollsy-stem zum Source Code Management, einem Issue- bzw. Bug-Tracker, einem Framework zurContinuos Integration sowie Plattformen zur Applikationsdokumentation zusammen. Do-kumente, Dateien, Diskussionen und Logs, die bei der Nutzung dieser Tools anfallen, doku-mentieren den Entwicklungsprozess in Form von Artefakten. Der Entstehungsprozess dieserArtefakte und damit die Provenienz der Artefakte, ist Bestandteil des Entwicklungsprozessesund damit Teilmenge von dessen Provenienz.
Hosting Anbieter wie GitLab vereinen gleich mehrere der genannten Tools an einer zentra-len Stelle. Prospective Provenance Modelle, wie das von Wendel et al. entwickelte [WKS10],modellieren die Beziehungen zwischen den einzelnen Artefakten, den Aktivitäten die sie ge-nerierten sowie den involvierten Akteuren beispielhaft.
2.4 GitLab2PROV
Versionskontrollsysteme (VCS) wie Git, erfassen Änderungen an Dateien bestimmter Repo-sitories und erstellen nach jeder anfallenden Änderung neue Dateiversionen. Mit Hilfe deraufgezeichneteten Änderungen können alte Versionen wiederhergestellt werden ohne denvollständigen Inhalt der gefragten Version dauerhaft speichern zu müssen. Durch Aktionenwie Commits können Nutzer neue Dateiänderungen einem Git Repository hinzufügen.
De Nies et al. schlagen eine Abbildung des Versionskontrollsystems Git auf Modelle desProvenienzstandards PROV vor [Nie+13]. Um die Veränderungen von Dateien mit den da-für verantwortlichen Aktivitäten und Personen aufzuzeichnen, entwickeln sie mit Git2PROVModelle für das Hinzufügen, das Modifizieren sowie das Entfernen von Dateien durch GitCommits. Mit einem von De Nies et al. entwickelten Web Service kann die Provenienz einesGit Repositories entsprechend ihrer Modelle extrahiert werden. Dazu wird das betroffeneRepository temporär heruntergeladen, umdurch das Parsen der Ausgabe verschiedener GitLog Befehle die nötigen Daten zur Populierung der Modelle zu sammeln. Die Daten werdenanschließend in PROV-N Repräsentation gebracht, ein vom Menschen lesbares Serialisie-rungsformat des PROV Standards.
GitLab oder auch GitHub erweitern die Ressourcen einfacher Git Repositories umWebinter-faces und bieten darüber hinaus zusätzliche Funktionen wie Issue Tracking oder Pull bzw.Merge Request Verwaltung an. Über eineWeb API können Daten zu den jeweiligen Interface
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Ressourcen abgefragt werden. Ähnlich dem Entstehungsprozess neuer Dateiversionen kön-nen neue Versionen von Issues entstehen. Durch das Hinzufügen eines Kommentares oderdas Vergeben eines Labels an einen Issue, entsteht eine neue Version des Issues. DiesenAnsatz verfolgen Packer et al., die die Git2PROV Modelle mit ihrem Tool GitHub2PROV umein Modell für GitHub Issues erweitern [PCC19]. Daten, die für die Git2PROV Modelle be-nötigt werden, werden wie gehabt über die Ausgabe von Git Log Befehlen gesammelt. Diezur Populierung des Issue Modells nötigen Daten werden von der GitHub API abgefragt.Zusätzlich zeigen sie, dass die mit GitHub2PROV generierten Provenienzgraphen zur Beant-wortung von Fragen aus dem Bereich des Projektmanagements genutzt werden können.
GitLab2PROV ist ein Python Tool zur Abbildung von GitLab Projekten auf Provenienzmo-delle des PROV Standards und baut auf den von Packer und De Nies et al. verwendetenModellen auf [BS20]. GitLab2PROV passt diese an GitLab Projekte an und erweitert sie umein Modell für Merge Requests, sowie ein Modell für das GitLab Webinterface von Commits.Zur Beschaffung der notwendigen Daten verwendet GitLab2PROV die offizielle GitLab API.Die Abfrage der Daten wird durch Verwendung des asynchronen HTTP-Client Frameworksaiohttp [Kim19] beschleunigt. Zur Arbeit mit Provenienzdaten des PROV Standards verwen-det GitLab2PROV das Python Package prov [Huy18].















Abbildung 2.5: Git Commit Modell - Hinzufügen einer Datei durch einen Commit
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Das Modifizieren einer Datei geschieht ebenfalls durch einen Commit. Das dazugehörigeProvenienzmodell ist in Abbildung 2.6 dargestellt. Zu Modifizierungen gehören das Abän-dern des Dateiinhalts, das Umbenennen der Datei oder das Verschieben der Datei an einenanderen Speicherpfad innerhalb des Repositories. Der Commit wird durch eine PROV Aktivi-tät abgebildet. Erneut werden zwei Agenten, der Autor sowie der Committer, mit der Commi-taktivität assoziiert. Die Commitaktivität wird, wie beim Modell des Hinzufügens einer Dateidurch einen Commit, mit ihrer Vorgängeraktivität, dem Parent Commit, verbunden.

















Abbildung 2.6: Git Commit Modell - Modifikation einer Datei durch einen Commit












Abbildung 2.7: Git Commit Modell - Entfernen einer Datei durch einen Commit
Das in Abbildung 2.8 dargestellte GitLab Commit Modell bildet das Erzeugen des GitLabWebinterfaces für einen Commit sowie Nutzer- und Systeminteraktionen, die auf demWeb-interface stattfinden, ab. GitLab erzeugt ein Webinterface für einen Commit zum Zeitpunktzu dem dieser dem vom GitLab Projekt gewrappten Git Repository hinzugefügt wird.
Der im Modell dargestellte Git Commit bildet eine in den Commit Modellen verwendete Ak-tivität ab. Das GitLab Commit Modell sowie die Git Commit Modelle sind an dieser Stellemiteinander verbunden. Das Erzeugen des Webinterfaces wird durch die Commit CreationAktivität dargestellt. Diese erzeugt eine allgemeine Entität (Commit) zur Repräsentation desWebinterfaces sowie eine Entität (Commit Version), die die erste Version des Interfaces ab-bildet. Die Commit Creation Aktivität wird mit der dafür verantwortlichen Person assoziiert,dem Creator. Der Creator ist im Git Commit Modell zeitgleich Committer und damit ver-antwortlich für den Git Commit, für welchen das Webinterface erstellt wird. Die erzeugtenEntitäten des Webinterfaces werden dem Creator Agent zugeschrieben.
Neue Versionen des Webinterfaces können durch Aktionen, die von Seiten der Nutzer oderdurch GitLab durchgeführt werden, generiert werden. Ein Beispiel für eine Nutzeraktion istdas Schreiben eines Kommentares in der Kommentarsektion des Commit Webinterfaces.Wird ein Commit im Webinterface einer anderen Ressource, wie dem eines Issues oderdem einer Merge Request erwähnt, so versieht GitLab das Webinterface des entsprechen-den Commits mit einem Hinweis. Aktionen dieser Art werden im weiteren Verlauf auch alsSystemaktionen bezeichnet.























Abbildung 2.8: GitLab Commit Modell - Modellierung der Nutzer- und Systeminteraktioneneines GitLab Commit Webinterfaces
Das GitLab Issue Modell bildet, wie in Abbildung 2.9a ausgeführt, wie das GitLab CommitModell, das Webinterface eines Issues mit dessen Nutzer- sowie Systeminteraktionen ab.Ein Teil, wie das Erzeugen einer neuen Version eines Issues, gleicht dem GitLab CommitModell. Die initiale Generierung des Issues weicht von der Generierung eines Commit We-binterfaces ab. Im Modell wird ein Issue durch die Issue Creation Aktivität generiert. Dieseist, imGegensatz zur Commit Creation Aktivität des GitLab CommitModells, nichtmit denGitCommit Modellen verbunden. Bis auf dieses Detail sowie andere Bezeichnungen für Agen-ten, Entitäten und Aktivitäten, ist das Modell für GitLab Issues identisch zu dem des GitLabCommit Modells.









































(b) Merge Request Modell
Abbildung 2.9: Modellierung der Entstehung von GitLab Issues und Merge Requests sowieModellierung der Nutzer- und Systeminteraktionen mit den jeweiligen Res-sourcen
2.5 Graphdatenbanken
Die International Data Corporation (IDC) sagt voraus, dass die Gesamtgröße der jährlichweltweit anfallenden, elektronischen Daten von 33 Zettabyte im Jahr 2018, auf schätzungs-weise 175 Zettabyte im Jahr 2025 ansteigen wird [Ryd18]. Die effiziente, persistente Haltungvon Daten sowie die Bereitstellung der Daten über klare Schnittstellen, ist bereits seit den1970ern ein wichtiger Forschungsbereich. Zu diesem Zweck, werden sogenannte Daten-bankmanagementsysteme (DMBS) eingesetzt, die auf verschiedenen Datenmodelle beru-hen.
Das am weitesten verbreitete Modell ist das der Relationalen Datenbankmanagementsys-teme (RDBMS). In RDBMS werden Daten jeglicher Art in Tabellen, bestehend aus Zeilen undSpalten abgespeichert. Operationen, die auf den Tabellen ausgeführt werden können, wer-den durch die relationale Algebra beschrieben. Die relationale Algebra bildet die theore-tische Grundlage relationaler Datenbanken. Um eine bestimmte Domäne mit Hilfe einesRDBMS abzubilden, muss ein festes Datenschema erarbeitet werden. Das Schema legt fest,wie viele Spalten eine bestimmte Tabelle haben darf, sowie welche Datentypen in den je-weiligen Spalten verwendet werden dürfen. Zum Abrufen von Informationen wird die stan-dardisierte Abfragesprache SQL verwendet. Verschiedene Implementierungen von RDBMSteilen sich mit SQL die gleiche Abfragesprache. Dadurch erreicht die Nutzung von RDBMShohe Portabilität, da die genutzte Implementierung einfach ausgetauscht werden kann, oh-ne Applikationscode anpassen zu müssen.
Aufgrund ihres festen Schemas sind RDBMS jedoch nicht für alle Datensätze ideal geeig-net. Verändert sich die Struktur einer Domäne stark, so muss das Schema stetig angepasstwerden, um die Domäne weiterhin abbilden zu können. Daraus resultiert ein hoher War-tungsaufwand.
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Verbindungen zwischen Datenpunkten verschiedener Tabellen, werden mittels Primär- undFremdschlüsseln realisiert. Ein Schlüssel ist eine Kombination von Spalten einer Tabelle, diedie Zeilen einer Tabelle eindeutig identifiziert. Referenzierende Tabellen verwenden Schlüs-selwerte in Form eines Fremdschlüssels. Abfragen, die mehrere Tabellen miteinander ver-binden, werden mittels der sogenanntes JOIN Operation ausgeführt. Dabei werden die Pri-märschlüssel der Tabellen mit den referenzierenden Fremdschlüsseln abgeglichen. Mit ei-ner Komplexität von O(N ∗M), wobei N undM die Anzahl der Einträge der zu JOINendenTabellen darstellen, ist diese Operation vergleichsweise rechenintensiv.































Persons Friendships Friendships Persons Result
1 -- FoF := Friend of Friend; TID := targetID; SID := sourceID2 SELECT Persons.name, FoF.name3 FROM Persons4 INNER JOIN Friendships AS f1 ON Persons.ID = f1.sourceID5 INNER JOIN Friendships AS f2 ON f1.targetID = f2.sourceID6 INNER JOIN Persons AS FoF ON f2.targetID = FoF.ID7 WHERE Persons.name = "Alice";
Abbildung 2.10: Wie heißen die Freunde der Freunde von Alice? Beispiel einer Multi-HopQuery - einer Abfrage die Beziehungen zwischen Tabellen mehrfachtraversiert.
Abfragen, die eine große Anzahl von Verbindungen zwischen Datenpunkten traversieren,müssen auch eine große Anzahl an JOIN Operationen durchführen. Das verlängert die War-tezeit auf Ergebnisse. Für die strukturelle und topologische Analyse stark vernetzter Daten-sätze, wie der Auswertung von Protein-Protein Interaktionsnetzwerken, der Analyse von so-zialenNetzwerken oder der Provenienzanalyse, sind RDBMS daher nicht ideal geeignet [Vic+10].
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Um verschiedene Nachteile von RDBMS zu überwinden, wurden Datenbanksysteme ent-wickelt, die weder auf dem traditionell relationalen Modell beruhen, noch SQL zur Abfragevon Daten verwenden. Datenbanksysteme dieser Art lassen sich unter dem Namen derNoSQL Datenbanken zusammenfassen. Zu der Familie der NoSQL Datenbanken zählenauch die Graphdatenbanken. Im Unterschied zu RDBMS speichern Graphdatenbanken Da-ten nativ in einem Graphmodell. Die zwei prominentesten Graphmodelle sind das ResourceDescription Framework und das Modell der Labeled Property Graphs.
RDF Graph Modell
Das Resource Description Framework (RDF) ist ein Standard des World Wide Web Consorti-ums (W3C) zumAustausch vonGraphen aus demBereich des SemantischenWebs [WLC14].Das Kernkonzept des RDF Standards leitet sich aus seinem Namen ab: Aussagen über Re-sourcen treffen bzw. Eigenschaften von Resourcen beschreiben. Resourcen und ihre Eigen-schaften werden im RDF Standard durch einen gerichteten, kanten-gelabelten Multi-Graph(vlg. [RN10] dargestellt. Resourcen sowie Literale, die konkrete Werte, wie z. B. Zahlen oderZeichenketten abbilden, stellen die Knoten des Graphen dar. Eigenschaften werden durchdie Kanten des Graphen abgebildet.
Identifikatoren Als Identifikatoren einzelner Resourcen und Kantenwerden IRIs (Internatio-nal Resource Identifier) verwendet. IRIs sind eine Erweiterung von URIs (Uniform ResourceIdentifier) um UTF-8 Zeichen. URIs werden häufig mit den im Web verwendeten URLs (Uni-form Resource Locator) verwechselt. Tatsächlich umfasst die Menge aller URIs auch alleURLs, jedoch können neben URLs noch verschiedene andere Zeichenketten durch URIskodiert werden.
Literale Um konkrete Werte wie Zeichenketten, Zahlen, oder Werte anderer spezieller Da-tentypen darzustellen, werden sogenannte Literale verwendet. Diese kodieren Werte inForm einer Zeichenkette bestehend aus zwei Teilstücken, dem lexikalischen Wert sowiedem Identifikator des Datentyps des kodierten Wertes. Seit RDF 1.1 kann für Datentypenwie Integer oder Strings der lexikalische Wert notiert werden ohne den Datentyp mit an-geben zu müssen.
Tripel RDF kodiert Aussagen über Resourcen in Form von Tripeln. Datenbanken, die RDFDaten abspeichern, werden daher auch als Tripel Store bezeichnet. Ein Tripel ist aufgeteiltin Subjekt, Prädikat und Objekt. Das Subjekt stellt eine Resource in Form einer IRI dar. DasPrädikat bildet eine Eigenschaft der Resource in Form einer IRI sowie zugleich eine Relati-on zu einer weiteren Ressource, dem Objekt (in Form einer IRI oder eines Literals), ab. DasSubjekt ist also der Ausgangsknoten einer Kante, das Prädikat das Label bzw. der Identifi-kator der Kante und das Objekt der Zielknoten der Kante. Durch eine Menge von Tripelnlassen sich auf diese Art und Weise Graphen aufspannen. Neben IRIs von Resourcen dür-fen auch IRIs von Kanten als Subjekt eines Tripels verwendet werden. Die Beschreibungder Eigenschaften einer Kante auf diese Art nennt sich “Qualifizierung”.
Quads Neben Tripeln können im RDF Standard auch Quads verwendet werden. Quads er-weitern die bereits bekannten Tripel um eine weitere Stelle. Die hinzugefügte Stelle wird füreinen zusätzlichen Identifikator verwendet, der die Zugehörigkeit des Tripels zu einer be-nannten Menge darstellt. Quads erweitern RDF um die Möglichkeit benannte Subgraphenzu beschreiben, da jede benannte Menge von Tripeln selbst einen Graphen aufspannt, dermit dem Identifikator der Menge einen Namen trägt. Der Identifikator des Graphen, derdurch die benannte Menge aufgespannt wird, kann als Subjekt oder Objekt weiterer Tripelverwendet werden. Dadurch lassen sich Beziehungen zwischen Graphen oder auch Bezie-hungen zwischen Knoten und Graphen darstellen. Im W3C PROV Standard dienen Quads
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als die Grundlage für Bundles.
Abfragesprache Für RDF spezifiziert das W3C die Abfragesprache SPARQL, die durch dengleichnamigen W3C Standard definiert wird [Gro13]. Mit SPARQL existiert für Daten desRDF Graphmodell eine standardisierte einheitliche Abfragesprache. Ähnlich zu RDBMS,können Tripel Store Implementierungen daher leicht ausgetauscht werden.
Für Daten des RDF Standards gibt es verschiedene Serialisierungsformate. Das im PROVStandard definierte Serialisierungsformat PROV-N [Mor+13b] baut auf diesen Formaten auf.Ein Beispiel eines RDFGraphen, der aus Tripeln besteht, sowie dessen Serialisierung in TurtleFormat [Bec+14], ist in Abbildung 2.11 dargestellt. Der abgebildete Graph stellt eine, aus Ab-bildung 2.10 entliehene, Freundschaftsbeziehung zwischen Alice und Bob dar. Eigenschaf-ten wie der Name oder das Alter von Alice und Bob, werden durch entsprechende Relatio-nen abgebildet. Turtle erlaubt es IRIs mittels sogenannter Präfixe abzukürzen. Das wird imBeispiel für die IRI http://example.org getan. Pro Zeile wird ein Tripel notiert. Die einzelnenTeilstücke eines Tripels werden durch Leerzeichen voneinander abgetrennt. Ein Tripel wirddurch einen Punkt abgeschlossen.
Alice Bob
30 ”Alice” ”Bob” 22
ex:IS FRIENDS WITH
ex:nameex:age ex:name ex:age
1 # 'prefix' erzeugt Kürzel 'ex:' für URI 'http://example.org'2 @prefix ex: <http://example.org> .34 # Subjekt Prädikat Objekt5 ex:bob ex:age 22 .6 ex:bob ex:name "Bob" .7 ex:alice ex:age 30 .8 ex:alice ex:name "Alice" .9 ex:alice ex:IS_FRIENDS_WITH ex:bob .
Abbildung 2.11: RDF Graph – RDF in Turtle Syntax
Ein prominentes Beispiel einer großenDatenbank auf Basis des RDF Standardsmit einemöf-fentlichemSPARQLQuery Interface ist dasWikidata Projekt derWikimedia Foundation [VK14].
LPG Graph Modell



































Abbildung 2.12: Property Graph Beispiel anhand von Freundschaftsbeziehungen
Knoten Im LPGModell können Knoten eine beliebige Anzahl an Attributen, sogenannte Pro-perties, zugeschrieben bekommen. Properties sind eine Menge von Key-Value Attributpaa-ren. Zudem können Knoten mit einem oder mehreren Labeln versehen werden, die denTyp oder die Rolle eines Knoten im Graphen notiert.
Kanten Kanten haben im LPGModell stets eine feste Richtung, einen Kantentyp sowie einenStart- und Endknoten. Genau wie Knoten, können Kanten Attribute in Form von Key-ValueAttributpaaren zugeschrieben bekommen. Im Gegensatz zum RDF Graph Modell werdenKanten nur zwischen je zwei Knoten zugelassen.
Abfragesprache Für Graphdatenbanken, denen das Labelled Property Graph Modell zuGrunde liegt, gibt es zum Stand dieser Arbeit noch keine einheitliche, standardisierte Ab-fragesprache. Mit dem Graph Query Language GQL ISO Standard ist eine standardisierteAbfragesprache in Arbeit [GQL20]. GQL soll Sprachfeature und Konzepte bisher bestehen-der Property GraphQuery Languages wie Cypher, G-CORE, PGQL oder auch der SQLGraphErweiterung GSQL übernehmen und darauf aufbauen. Ziel ist es unter anderem Daten imProperty Graph Modell nativ auf SQL basierten Systemen unterstützen zu können.
Im Hauptteil dieser Arbeit wird zur Speicherung und Analyse von Provenienzgraphen die aufdem Property Graph Modell beruhende Graphdatenbank Neo4j verwendet.
2.5.1 Neo4j
Neo4j ist eine ACID kompatible, transaktionale Graphdatenbank, deren CRUD (Create, Read,Update, Delete) Operationen nativ auf Basis des Labeled Property GraphModells implemen-tiert sind [Inc20]. Neo4j ist in Java geschrieben undwird für nichtkommerzielle Anwender ko-stenlos als Open Source Version unter der GNUGeneral Public License v3 zur Verfügung ge-stellt. Die aktuellste Version zum Stand dieser Arbeit ist der Release der Version 4.0.5. Übereine integrierte REST-Web Schnittstelle oder wahlweise über das Binärprotokoll Bolt, kön-nen Nutzer mit einer Neo4j Instanz interagieren, Abfragen stellen oder Daten integrieren.Neo4j wird im Hauptteil dieser Arbeit zur Speicherung und Analyse von Provenienzgraphengenutzt.
Neo4j speichert Knoten in einem Index zusammen mit einer Liste der vom Knoten aus-gehenden Relationen. Im Gegensatz zu relationalen Datenbanken, werden die Relationen
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zwischen Knoten also nicht erst zur Zeit einer Abfrage berechnet, sondern werden explizitabgespeichert. Das ermöglicht Relationen in konstanter Zeit zu traversieren. Für die Analysevon Graphstrukturen ist das ein erheblicher Vorteil. Das zeigt auch Ian Robinson anhand ei-nes Beispiels von Abfragen verschiedener Tiefen [RWE15]. Abfragetiefe steht für die Anzahlder Relationen, die traversiert werden müssen, um eine gegebene Abfrage beantworten zukönnen. Die in Abbildung 2.10 dargestellte Abfrage nach den Freunden eines Freundes, istsomit eine Abfrage der Tiefe 2. In Tabelle 2.1 wird erkenntlich, dass Graphdatenbanken spä-testens ab einer Abfragetiefe von 3 deutlich schneller Resultate liefern können als es miteinem RDBMS möglich ist.
Depth RDBMS Execution Time(s) Neo4j Execution Time(s) Records Returned
2 0.016 0.01 ' 2500
3 30.267 0.168 ' 110, 000
4 1543.505 1.359 ' 600, 000
5 Unfinished 2.132 ' 800, 000
Tabelle 2.1: RDBMS vs. Neo4j Abfrage Reaktionszeiten [RWE15]
Als Abfragesprache dient Neo4j die deklarative Property Graph Abfragesprache Cypher.
2.5.2 Cypher
Cypher ist eine deklarative Abfragesprache für Property Graphen [Fra+18]. Initial wurde Cy-pher von der Neo4j Inc. exklusiv für die hauseigene Graphdatenbank Neo4j entwickelt. Seit2015 wird die Sprache von der openCypher Implementers Group unter dem Namen open-Cypher als Open Source Projekt weiterentwickelt. Die Spezifikation der Sprache ist unterder Apache 2.0 Lizenz veröffentlicht. Die erste Version unter Leitung der openCypher Im-plementers Group ist openCypher Version 9 [Imp18]. Zum Stand dieser Arbeit ist openCy-pher Version 9 die aktuellste Version der Abfragesprache. Im weiteren Verlauf dieser Arbeitwerden die Namen Cypher und openCypher synonym verwendet.
Cypher enthält Keywords und Klauseln für alle gängigen CRUD (Create, Read, Update, Delete)Operationen. Diese wurden in Cypher auf das Property Graph Modell angepasst. Die fürdie Abfrage von Resultaten wichtigsten Keywords und Klauseln sind MATCH, WHERE sowieRETURN.
MATCH Mittels der MATCH Klausel einer Abfrage, können Muster eines Graphen beschrie-ben werden, nach denen in der Datenbasis gesucht werden soll. Muster sind beliebig langeVerkettungen verschiedener Knoten mittels bestimmter Kanten. Um eine möglichst intuiti-ve textbasierte Darstellung von Graphmustern zu ermöglichen, können Muster in Cyphermittels ASCII-Art beschrieben werden.
WHERE Im WHERE Part einer Abfrage können Bedingungen festgelegt werden, nach de-nen die Resultate einer Abfrage gefiltert werden. Beispielsweise können so die Namen derPersonen, deren Alter unter einer bestimmte Grenze liegt, abgefragt werden. Die Funktio-nalität der Cypher WHERE Klausel ist mit der SQL WHERE Klausel bzw. der Operation derSelektion der relationalen Algebra vergleichbar.
RETURN Im RETURN Part der Abfrage wird festgelegt, welche Properties, Knoten und Kan-ten als Ergebnismenge dem Client zurückgegeben werden. Die Funktion der Klausel ist mitder der Projektion der Relationalen Algebra vergleichbar.
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Neben den vorgestellten Klauseln, stellt Cypher Klauseln zur Verfügung mit denen Knotenund Kanten kreiert oder gelöscht werden können, Properties hinzugefügt, verändert oderentfernt werden können und Aggregate oder andere Funktionen berechnet werden können.
In Quelltext Abbildung 2.1 wird exemplarisch dargestellt, wie der in Abbildung 2.12 verwen-dete Property Graph, mittels Cypher, erzeugt werden kann. Dazu wird die Klausel CREATEverwendet. Im ersten CREATE Statement werden die Knoten des Graphen mit Labeln undAttributen erstellt. Das Label eines Knotenwirdmit einemDoppelpunkt vomKnotenbezeich-ner abgetrennt. Der Knotenbezeichner kann in der Query als Referenz auf den erstelltenKnoten verwendet werden. Die Key-Value Paare der Knotenattribute werden in einer, vongeschweiften Klammern umfassten, Auflistung kodiert. Im zweiten CREATE Statement wer-den die Relationen zwischen den Knoten angelegt. Dazu werden die im vorherigen State-ment verwendeten Knotenbezeichner wiederverwendet und durch mit ASCII-Art dargestell-te Relationen miteinander verbunden. Wie auch bei der Erzeugung der Knoten, ist der Rela-tionstyp durch einen Doppelpunkt von einem eventuellen Relationsbezeichner abgetrennt.Dieser wird hier nicht verwendet, da die angelegten Relationen imweiteren Verlauf der Que-ry nicht wieder verwendet werden.
1 // Create Nodes & Labels & Properties2 CREATE3 (alice:Person {name: "Alice", age: 30}),4 (bob:Person {name: "Bob", age: 22}),5 (carol:Person {name: "Carol", age: 42}),6 (dan:Person {name: "Dan", age: 35}),7 (erin:Person {name: "Erin", age: 26}),8 (frank:Person {name: "Frank", age: 57})910 // Create Edges11 CREATE12 (alice)-[:IS_FRIENDS_WITH]->(bob),13 (alice)-[:IS_FRIENDS_WITH]->(carol),14 (bob)-[:IS_FRIENDS_WITH]->(dan),15 (carol)-[:IS_FRIENDS_WITH]->(erin),16 (carol)-[:IS_FRIENDS_WITH]->(frank)
Quelltext 2.1: Erzeugen des in Abbildung 2.12 dargestellten Property Graphen durch CypherQuery
Quelltext Abbildung 2.2 greift die in Abbildung 2.10 vorgestellte Abfrage nach den Namender Freunde von Freunden von Alice erneut auf und stellt diese in Cypher Syntax dar. Dazuwerden zwei Varianten der gleichen Abfrage vorgestellt. Die erste Variante, verwendet einnaives Graphmuster im MATCH Part der Abfrage. Vom Knoten alice der im name-AttributdenWert "Alice" trägt, werden alle ausgehendenKanten des Kantentyps IS_FRIENDS_WITHtraversiert. Ausgehend von den darüber erreichten Knoten werden erneut alle von diesenKnoten ausgehenden IS_FRIENDS_WITH Relationen traversiert, die schließlich zu den Freun-den der Freunde des Ausgangsknotens führen. Die zweite Variante verwendet ein soge-nanntes Path Pattern. Mittels Path Patterns können Kantenzüge beliebiger Länge, die ausverschiedenen Relationstypen bestehen, als Graphmuster angegeben werden. Die Fragenach den Freunden der Freunde von Alice lässt sich mit Path Patterns als Frage nach denNamen derjenigen Knoten, die ausgehend von Alice über einen Kantenzug der Länge zwei,bestehend aus IS_FRIENDS_WITH Relationen, erreichbar sind, reduzieren.
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1 // Friends of Friends of Alice2 MATCH (alice)-[:IS_FRIENDS_WITH]->(friend),3 (friend)-[:IS_FRIENDS_WITH]->(fof)4 WHERE alice.name = "Alice"5 RETURN alice.name AS aliceName, fof.name AS fofName67 // Friends of Friends of Alice Using Path Pattern Lengths8 MATCH (alice)-[:IS_FRIENDS_WITH*2]->(fof)9 WHERE alice.name = "Alice"10 RETURN alice.name AS aliceName, fof.name AS fofName
Quelltext 2.2: Wer sind die Freunde der Freunde von Alice? Multi-Hop Cypher Query derAbb. 2.10 auf dem in Abb. 2.12 dargestellten Property Graphen






































































Für diese Arbeit werdenmit demPython Tool GitLab2PROVProvenienzgraphen zu bestimm-ten GitLab Projekten generiert. Die Provenienzgraphen der Projekte werden anschließendvorverarbeitet und in die Graphdatenbank Neo4j importiert. Über das Cypher Interface derGraphdatenbank Neo4j werden Abfragen zur Graphstruktur, Entwicklung der Graphstruk-tur und zu Prozess spezifischen Fragestellungen ausgeführt. Die Ergebnisse der Abfragenwerden mit der Visualisierungs Library Plotly graphisch aufbereitet und anschließend inter-pretiert. Für die Fragestellungen zur Graphstruktur und Entwicklung der Graphstruktur wirdaufmehrere GitLab Projekte eingegangen, umdie Skalierbarkeit des Analyseansatzes darzu-stellen. Die prozessspezifischen Fragestellungen werden anhand des GitLab Projektes derDLR Software BACARDI demonstriert, wobei die Abfrageergebnisse auf Auswirkungen un-tersucht werden, welche die Einführung des neuen Entwicklungsprozesses auf das BACARDIProjekt hat.
Der gewählte Ansatz besteht aus vier Teilschritten. Diese sind die Generierung des Prove-nienzgraphen, die Vorverarbeitung des Graphen, der Import des Graphen in die Graphda-tenbank Neo4j und die Analyse des Graphen durch Cypher Queries. Die Analyse wird durchfestgelegte Fragestellungen unterstützt. Im Folgenden werden die Teilschritte erläutert.
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3.1 Provenienzgraphgenerierung
Zur Generierung der Provenienzgraphen im W3C PROV Standard wird das in Abschnitt 2.4vorgestellte Python Tool GitLab2PROV verwendet. Unter Angabe eines API Tokens der Git-Lab Instanz, die die Projekte enthält deren Provenienzgraphen generiert werden sollen, fragtGitLab2PROV Metadaten und Artefakte der Projekte via HTTP Requests über die GitLab APIab.
Die API einer GitLab Instanz ist standardmäßig auf zehn Requests pro Sekunde pro IP limi-tiert. Wird die GitLab Instanz selbst gehostet, kann das Limit der Abfragen pro Sekunde auf-gehoben werden. Um die Datenbeschaffung zu beschleunigen, kann das Rate Limit der APIin der Konfiguration vonGitLab2PROV angegebenwerden. Anschließend führt GitLab2PROVdie zur Datenbeschaffung nötigen HTTP Requests asynchron aus, ohne das angegebene Ra-te Limit zu überschreiten. Dazu wird die Python Library aiohttp [Kim19] verwendet.
Die Daten, die GitLab2PROV abfragt, werden gemäß der in Abschnitt 2.4 vorgestellten Mo-delle aufbereitet und in einem W3C PROV Serialisierungsformat abgespeichert. In dieserArbeit wird das Serialisierungsformat PROV-JSON verwendet, in welchem Provenienzdatendes PROV Standardes im JSON Format serialisiert werden, um den in Schritt drei folgendenImport in die Graphdatenbank Neo4j zu vereinfachen.
Neben der Generierung einzelner Graphen, bietet GitLab2PROV die Möglichkeit den Prove-nienzgraph mehrerer GitLab Projekte zu genererieren. Dieser besteht aus den zusammen-gefügten Provenienzgraphen der einzelnen GitLab Projekte. Die interne Repräsentation desProvenienzgraphen sowie das Zusammenfügenmehrerer Graphen zu einemGraphen, wirddurch das Python Package prov unterstützt [Huy18].
Der Provenienzgraph eines Projektes umfasst die am Projekt beteiligten Akteure, die vonden Akteuren ausgeführten Aktionen und die durch Aktionen anfallenden Artefakte undArtefaktversionen sowie semantische Beziehungen zwischen den einzelnen Datenpunkten.Damit dokumentiert der Provenienzgraph eines GitLab Projektes den Entstehungsprozessdes Projektes.
Nach der Generierung des Provenienzgraphen wird dieser weiter verarbeitet, um einenmöglichst idealen Zustand zum Zeitpunkt der Analyse zu gewährleisten. Welche Schrittedabei unternommen werden, wird im nächsten Absatz geschildert.
3.2 Provenienzgraphvorverarbeitung
Nach der Generierung des Provenienzgraphen eines GitLab Projektes, wird der Graph vor-verarbeitet, um einen möglichst idealen Zustand zum Zeitpunkt der Analyse zu gewährlei-sten. Dazu wird zunächst manuell ein Problem gelöst, das GitLab2PROV nicht automatisiertlösen kann.
GitLab zeichnet für Git Aktionen, wie dem Committen von Dateiänderungen den für die Akti-on verantwortlichenNutzer auf. Für Git Aktionen speichert GitLab denNamen und die E-MailAdresse des verantwortlichen Nutzers, die der Nutzer in seiner lokalen Git Konfigurations-datei festgelegt hat. Für Aktionen, die von Nutzern auf dem GitLab Webinterface getätigtwerden, werden der Namen und die E-Mail Adresse gepseichert, die der verantwortlicheNutzer für seinen GitLab Account verwendet. Verwendet eine Person unterschiedliche Na-men und E-Mail Adressen für die Git Konfiguration und den GitLab Account, können dieGit Aktionen und GitLab Aktionen nicht automatisiert auf die gleiche Person zurückgeführtwerden.
28
GitLab2PROV erzeugt in einer solchen Situation zwei unterschiedliche Agents. Einen, der fürdie Git Aktionen verantwortlich ist, sowie einen der für die GitLab Aktionen verantwortlich ist.Beide sollen die gleiche Person repräsentieren, können jedoch ohne weitere Informationennicht zusammengeführt werden. Für Nutzer, die zwischenzeitlich ihren Namen ändern, kön-nen sogar mehr als zwei verschiedene Agents anfallen. In der Analyse ist dies durchaus vonNachteil, da allein durch die Anzahl der unterschiedlichen Agents nicht mehr auf die Anzahlder unterschiedlichen Personen geschlossen werden kann, die an einem Projekt beteiligtsind.
Um duplizierte Agents wieder zu vereinen, kann ein Alias Mapping angegeben werden. DasAlias Mapping ist eine Abbildung von Klarnamen von Nutzern auf die verschiedenen Aliasna-men, die die duplizierten Agents, welche den gleichen Nutzer repräsentieren, tragen. Nutztz. B. Robert in seiner Git Konfiguration den Namen “Bob”, in seinem GitLab Account jedochden Namen “Robert”, kann durch eine Abbildung des Namen “Robert” auf den Namen “Bob”dafür gesorgt werden, dass GitLab2PROV erkennt, welche Namen und damit welche Agentsdie gleiche Person repräsentieren. Diese können anschließend zusammengeführt werden.







Abbildung 3.1: Graph Rewriting zur Zusammenführung von PROV Agents
Zusätzlich zumZusammenführen der Duplikate von Agents, werden die Agents desGraphenpseudonymisiert. Die Pseudonymisierung ist kein verpflichtender Schritt in der Analyse derProjekte, wird in dieser Arbeit jedoch vorgenommen, da eventuelle Ergebnisse der Auswer-tung der Projekte, die einer Performance Evaluation einzelner Nutzer entsprechen, nichtnegativ auf die Nutzer zurückfallen sollen. Zur Pseudonymisierung werden die Klarnamendes Alias Mappings durchnummeriert. Nach Zusammenführung der Agents tragen diesenur noch eine Zahl als Namen. Andere personenbezogene Informationen, wie z. B. E-MailAdressen, werden bei der Zusammenführung der Agents entfernt und gelöscht.
Im nächsten Schritt wird der fertig verarbeitete Provenienzgraph in die GraphdatenbankNeo4j importiert. Welche Tools dabei zur Verfügung stehen und welche verwendet werden,wird im nächsten Absatz erklärt.
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3.3 Neo4j Graph Import
Nach erfolgreicherGenerierung undVorverarbeitungwird der Provenienzgraph in dieGraph-datenbank Neo4j importiert.
Provenienzgraphen des W3C PROV Standards beruhen auf RDF und damit auf dem RDFGraph Modell. Die Graphdatenbank Neo4j jedoch basiert auf dem Labelled Property Gra-phmodell (LPG). Zum Import vom Graphen des RDF Graph Modells muss eine Abbildungvom RDF Graphmodell auf das LPG Modell vorgenommen werden.
Zum Import und der damit verbundenenAbbildung existieren verschiedene Tools. Beispiels-weise das im DLR entwickelte Python Tool prov-db-connector, welches als Verbindung zwi-schen Provenienzgraphen und verschiedenen Datenbanken wie Neo4j oder auch Redis-Graph1 dient [Bie+20]. prov-db-connector bildet den gesamten PROV Standard ab und fin-det als Document Store zumSpeichern von Provenienzgraphen Verwendung. Die Geschwin-digkeit des Graphimports sowie die Skalierbarkeit der Abbildung des RDF Modells auf dasLPGModell über die Größe der zu importierenden Graphen, wurde bei der Entwicklung vonprov-db-connector nicht priorisiert.
Um das Testen von Graphstrukturen bei der Entwicklung von GitLab2PROV zu beschleu-nigen und einen skalierbareren Ansatz zum Import von Provenienzgraphen in die Graph-datenbank Neo4j zu implementieren, wird im DLR das Python Tool PROV2Neo entwickelt2.PROV2Neo nutzt zum Import von Provenienzgraphen den Object Graph Mapper (OGM) desPython Packages Py2Neo [Sma19], dessen Konzept dem eines Object Relational Mappers(ORM) einer relationalen Datenbank gleicht. Durch den OGM kann mit Graphkonzepten,wie Knoten und Kanten, auf Basis nativer Python Objekte gearbeitet werden, ohne komple-xe Cypher Queries schreiben zu müssen. Zur Arbeit mit Provenienzdaten des W3C PROVStandards, nutzt PROV2Neo das Python Package prov [Huy18].
PROV2Neo befindet sich Anfangsstadium der Entwicklung und unterstützt zum Zeitpunktdieser Arbeit noch nicht alle Features, die in der Spezifikation des W3C PROV Standards er-wähntwerden. AufgrundderGröße des in dieser Arbeit verwendetenGraphen, wird PROV2Neodennoch bereits in diesem Stadium zum Import des Graphen in die Graphdatenbank Neo4jverwendet.
Als weitere Alternative zur Arbeit mit RDF Datenmit der Graphdatenbank Neo4j sei an dieserStelle das Neo4j Plugin neosemantics erwähnt [BC20]. Mit neosemantics können beliebigeDatensätze des RDF Formates in die Graphdatenbank Neo4j importiert werden.
Im nächsten Schritt, der Analyse des Provenienzgraphen, werden unterschiedliche Teilbe-reiche, wie z. B. die Struktur des Graphen, betrachtet. Die verschiedenen Teilbereiche derAnalyse werden im folgenden Absatz näher erläutert.
3.4 Provenienzgraphanalyse
Zur Analyse des Provenienzgraphen werden drei verschiedene Teilbereiche näher betrach-tet: Zuerst die Graphstruktur, anhand der Anzahl der Knoten und Kanten des Graphen. An-schließend wird die Entwicklung der Graphstruktur über den Zeitraum der Projekte, die imProvenienzgraphen enthalten sind, untersucht. Zuletzt werden einige prozessspezifischeFragestellungen, wie die Anzahl der Entwickler, die an Teilprojekten mitarbeiten, geklärt.
1https://oss.redislabs.com/redisgraph/2https://gitlab.dlr.de/provenance/prov2neo
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Die Fragestellungen der ersten beiden Teilbereiche werden anhand mehrerer GitLab Pro-jekte ausgewertet. Damit soll gezeigt werden, dass die vorgestellte Analysemethodik auf be-liebig viele Projekte in einem einheitlichen Datenmodell skalierbar ist. Die Auswertung derletzten Fragestellung wird auf das GitLab Projekt der DLR Software BACARDI beschränkt. Ei-ne Auswertung für jedes der vorher verwendeten Projekte ist prinzipiell möglich, würde denRahmen dieser Arbeit jedoch übersteigen. Zudem kann bei der Festlegung des Fokus aufdas BACARDI GitLab Projekt auf die Entwicklungsgeschichte des Projektes eingegangen underläutert werden, welche Indizien der Entwicklungsgeschichte sich in den aufgezeichnetenProvenienzdaten finden lassen.
Die Fragestellungen werden in Form von Cypher Queries formuliert, deren Ergebnisse mitHilfe der Python Library Plotly visualisiert werden.
3.4.1 Graphstruktur
Bei der Auswertung der Graphstruktur des Provenienzgraphen wird darauf eingegangen,welche Aussagen sich aus der Anzahl der Knoten und Kanten des Graphen in Bezug auf dieverwendeten Provenienzmodelle treffen lassen.
Anzahl Knoten
1 MATCH (n)2 WHERE EXISTS (n.project)3 WITH4 n.project AS project,5 LABELS(n)[0] AS provType,6 RETURN7 project,8 provType,9 COUNT(provtype) AS provtypeCount10 ORDER BY provType, project ASC
Quelltext 3.1: Cypher Query - Anzahl Activities und Entities pro Teilprojekt
Die Anzahl der Knoten der PROV Grundtypen der GitLab Projekte, die im Provenienzgra-phen enthalten sind, wird in der Cypher Query 3.1 abgefragt. Dabei werden zunächst dieKnoten des PROV Typen Agent ausgelassen. Ein Knoten ist Teil des Provenienzgraphen ei-nes Projektes, wenn der Identifikator des Projektes in den Eigenschaften des Knoten alsAttributwert vorliegt oder wenn eine direkte Verbindung zwischen dem Knoten und einemanderen Knoten besteht, der den Identifikator des Projektes in seinen Knoteneigenschaftenenthält.
Der Identifikator eines Projektes wird nur in den Knoteneigenschaften von Entities und Ac-tivities gespeichert. Nicht jedoch in den Eigenschaften von Agents, da Agents in mehererenProjekten tätig sein können und damit mehreren Projekten angehören könnnen. Die Dar-stellung von mehrwertigen Attributen wird von PROV2Neo noch nicht unterstützt, daherwird es vermieden die Projektidentifikatoren für Agents abzuspeichern.
Anhand der Anzahl der Knoten der PROV Grundtypen eines GitLab2PROV Provenienzgra-phen, können mehrere Aussagen über das Projekt, welches im Graph abgebildet wird, ge-tätigt werden.
31
Die Anzahl der Agents des Provenienzgraphen eines Projektes gibt z. B. Auskunft über dieAnzahl der Personen die im Projekt aktiv waren. Die Anzahl der Activities spiegelt die Anzahlder Aktionenwieder, die im Projekt getätigt wurden. Die Anzahl der Entities wiederum gleichtder Anzahl der Artefakte und Artefaktversionen, die im Verlauf des Projektes entstandensind.
Durch das Verhältnis von Entities pro Activity können zudem Aussagen über das Projektunter Bezug auf die GitLab2PROV Provenienzmodelle getätigt werden. Bestimmte Modelleerlauben nur ein festes Verhältnis der Anzahl von Entities pro Activity. Je nach dem Verhält-nis, das letztlich im Graphen vorliegt, kann darauf geschlossen werden, welches Modell amhäufigsten eingesetzt wurde. Beispielsweise erlaubt das Commit Modell beliebig viele En-tities pro Activity dem Graph hinzuzufügen (vgl. Abbildung 2.5). Das Modell für GitLab We-bressourcen erzeugt stets nur eine Entity pro Activity, nur bei der Kreierung der Ressourcewerden einmalig zwei Entities pro Activity erzeugt (vgl. Abbildung 2.9). Enthält ein Proveni-enzgraph mehr als eine Entity pro Activity, ist klar, dass im Verlauf des Projektes ein Commitstattgefunden hat, der mehr als eine Datei hinzugefügt bzw. verändert hat.
Anzahl Kanten
1 MATCH (n)-[relationship]->()2 WHERE EXISTS(n.project)3 WITH4 n.project AS project,5 TYPE(relationship) AS relationshipType6 RETURN7 project,8 relationshipType,9 COUNT(relationshipType) AS relationshipTypeCount10 ORDER BY relationshipType, project ASC
Quelltext 3.2: Cypher Query - Anzahl Relationen pro Teilprojekt
Neben den Knoten eines Graphen, gehören die Kanten des Graphen zu den strukturgeben-den Eigenschaften. In der in Quelltext Abbildung 3.2 dargestellten Cypher Query wird nachder Anzahl der Relationen der einzelnen Teilprojekte eines Provenienzgraphen gefragt. An-hand der Anzahl der Relationen bestimmter Typen können, in Bezug auf die Provenienzmo-delle, ähnlich zum Verhältniss von Entities pro Activity, Aussagen über das GitLab Projektgetätigt werden, welches im Provenienzgraph abgebildet wird.
So kommt zum Beispiel die Relation wasInvalidatedBy nur im GitLab2PROV Modell des Ent-fernens einer Datei durch einen Commit vor. Ist keine Relation dieses Typen im Provenienz-graphen des Projektes enthalten, kann ausgesagt werden, dass im gesamten Projektzeit-raum kein Commit stattfand, der eine Datei entfernte.
Ähnlich können Aussagen über das Interaktionsverhalten der am Projekt beteiligten Per-sonen anhand der Anzahl der Relationen used und wasGeneratedBy getroffen werden. DieRelation used wird im Kontext der Erstellung neuer Versionen von Artefakten, wie Dateienoder Issues, unter Verwendung von vorherigen Versionen verwendet. Die Relation wasGene-
ratedBy wird im Kontext der Erstellung von neuen Artefakten verwendet. Ist die Anzahl der
used Relationen um ein Vielfaches geringer als die Anzahl der wasGeneratedBy Relationen,kann ausgesagt werden, dass im betrachteten Projekt mehr Aktionen stattfinden, die kom-
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plett neue Artefakte generieren als Aktionen die neue Versionen bereits erstellter Artefakteproduzieren.
3.4.2 Graphstrukturentwicklung
Die Graphstruktur des Provenienzgraphen eines Projektes, die im vorherigen Abschnitt imZentrum der Analyse stand, ist eine Momentaufnahme des Projektes zum Zeitpunkt derGenerierung des Provenienzgraphen. Wie sich der Provenienzgraph eines Projektes überdie Zeit entwickelt, gibt Aufschluss über die Aktivität des im Graphen abgebildeten GitLabProjektes.
Anzahl Knoten über Zeit
1 MATCH (activity:Activity)2 RETURN3 ID(activity) AS id,4 LABELS(activity)[0] AS provType,5 activity.project AS project,6 activity.prov:startTime AS time7 UNION ALL8 MATCH9 (entOrAgt)-[:wasGeneratedBy|wasAssociatedWith]-(activity:Activity)10 RETURN11 ID(entOrAgt) AS id,12 LABELS(entOrAgt)[0] AS provType,13 activity.project AS project,14 activity.prov:startTime AS time
Quelltext 3.3: Cypher Query - Anzahl Knoten pro Teilprojekt über Projektzeitraum
Für Provenienzgraphen lässt sich Wachstum als Zuwachs der Anzahl der Knoten des Gra-phen über Zeit definieren. Dafür wird jedem Knoten ein Zeitpunkt zugewiesen, zu dem derKnoten der Knotenmenge des Graphen hinzugefügt wurde.
Für PROV Activities ist der Zeitpunkt, zu dem die Activity dem Graph hinzugefügt wird, klardefiniert. Jede Activity im GitLab2PROV Modell trägt einen Startzeitpunkt, dieser kann alsZeitpunkt angesehen werden, zu dem die Activity der Knotenmenge des Graphen beitritt.Für Agents und Entities wird kein Startzeitpunkt festgehalten. Entities und Agents sind je-doch direkt mit Activities verbunden. Erstere werden von Activities generiert und letztereverantworten Activities. Für eine gegebene Entity kann der Zeitpunkt des Beitritts zur Kno-tenmenge als Startzeitpunkt der Activity definiert werden, von welcher die Entity generiertwird. Für einen Agent hingegen ist der Zeitpunkt des Beitritts zur Knotenmenge des Gra-phen der Startzeitpunkt der ersten bzw. frühesten Activity, die mit dem Agent assoziiertwird. Dieser Zeitpunkt entspricht dem Zeitpunkt zu dem der Agent das erste Mal eine Ac-tivity verantwortet und zum ersten Mal in dem Projekt aktiv wird, in welchem die Activitystattfindet.
In Abbildung 3.3 ist die Cypher Query dargestellt, die verwendet wird, um für jeden Knotendes Provenienzgraphen den Zeitpunkt festzustellen, zu dem der Knoten der Knotenmengedes Graphen beigetreten ist.
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Zurückgegeben wird für jeden Knoten die Neo4j interne ID, das Label, welches dem PROVTypen des Knoten entspricht, das Projekt des Provenienzgraphen zu welchem der Knotengehört, sowie die Zeit zu der der Knoten der Knotenmenge des Graphen beigetreten ist. DieZeitpunkte des Beitritts werden dabei wie zuvor beschrieben definiert.
3.4.3 Prozessspezifische Fragestellungen
Abgesehen von der allgemeinen Graphstruktur und ihrer Entwicklung, können Aussagenüber die im Provenienzgraphen dargestellten Projekte durch spezifischere FragestellungmitHilfe des Provenienzgraphen beantwortet werden.
Wer wirkt an welchen Projekten mit?
1 MATCH (agent:Agent)<-[:wasAssociatedWith]-(activity:Activity)2 RETURN3 agent.user_name AS name,4 COLLECT(DISTINCT activity.project) AS projects
Quelltext 3.4: Cypher Query - Agents pro Project
Gerade bei der Analyse mehrerer Projekte ist es von Interesse herauszufinden, wer an wel-chen Projekten mitwirkt und welche Projekte sich gegebenenfalls Entwickler teilen. So kann,unter anderem, ermittelt werden, welche Projekte wie miteinander in Verbindung stehenund an was für Projekten einzelne Entwickler mitarbeiten. Für die Bewertung der Rolle, wel-che ein Entwickler im Rahmen eines Projektes einnimmt, ist diese Information von Interesse.
In Quelltext Abbildung 3.4 ist die Cypher Abfrage dargestellt, mit welcher zu jedemAgent desProvenienzgraphen die Liste an Projektidentifikatoren der Projekte abgefragt wird, an denender Agent beteiligt ist. In den Knoteneigenschaften der Knoten des Graphen, die Agents re-präsentieren, werden keine Projektidentifikatoren gespeichert. Da Agents jedoch Activitiesverantworten, die wiederum Projektindentifikatoren tragen, können für die Agents die Pro-jektidentifikatoren der Activities verwendet werden.
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Wer ist wann in einem Projekt aktiv?
1 MATCH (agent:Agent)<-[:wasAssociatedWith]-(activity:Activity)2 WHERE3 EXISTS(activity.project) AND4 EXISTS(activity.prov:startTime)5 WITH6 agent.user_name AS name,7 activity.project AS project,8 datetime(activity.prov:startTime) AS time,9 RETURN10 name,11 project,12 MIN(time) AS timeOfFirstActivity,13 MAX(time) AS timeOfLastActivity
Quelltext 3.5: Cypher Query - Zeitpunkte der ersten und letzten Activity pro Agent pro Pro-jekt
Die Anzahl der Personen, die zeitgleich an einem Projekt arbeiten, kann über den Verlaufeines Projektes stark variieren. Je nach Ambition des Projektes, Umfang der Geldmittel undNähe der Deadlines verändert sich typischerweise die Anzahl der Personen, die zeitgleichan einem Projekt arbeiten. Über den zeitlichen Verlauf eines Projektes können viele ver-schiedene Personen am Projekt beteiligt sein. Um herauszufinden, wann wie viele Personenzeitgleich an einem Projekt arbeiten, kann die Anzahl der am Projekt beteiligten Personenzeitlich aufgelöst werden.
Zur zeitlichen Auflösung wird ein Aktivitätskriterium definiert, welches festlegt, in welchemZeitraum eine Person aktiv an einem Projekt beteiligt ist. Dafür wird in dieser Arbeit der Zeit-raum zwischen der ersten und letzten Aktion, die ein Nutzer in einem Projekt tätigt, verwen-det. Auf den Provenienzgraphen des Projektes übertragen, entspricht dies dem Zeitraumzwischen der ersten und letzten Activity, die ein Agent in einem Projekt verantwortet.
Die in Quelltext Abbildung 3.5 dargestellte Cypher Query gibt für jeden Agent aller Projekteden Zeitpunkt der ersten bzw. frühesten und letzten bzw. spätesten Activity aus, mit welcherder jeweilige Agent assoziiert wird. Ausgehend von den Ergebnissen der Abfrage, können dieAktivitätszeiträume der Agents eines Projektes visualisiert werden. Zur Visualisierung wirdein Gantt Diagramm verwendet, welches im Evaluationsteil der Arbeit näher beschriebenwird.
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Zeitleisten der Nutzerinteraktionen
1 MATCH (agent:Agent)<-[:wasAssociatedWith]-(activity:Activity)2 WHERE activity.prov:type = "event"3 RETURN4 activity.project AS project,5 activity.event_event AS eventType,6 datetime(activity.prov:startTime) AS time,7 agent.user_name AS name8 UNION ALL9 MATCH (agent:Agent)<-[:wasAssociatedWith]-(activity:Activity)10 WHERE activity.prov:type IN [11 "commit",12 "issue_creation",13 "merge_request_creation"]14 RETURN15 activity.project AS project,16 activity.prov:type AS eventType,17 datetime(activity.prov:startTime) AS time,18 agent.user_name AS person
Quelltext 3.6: Cypher Query - Nutzerinteraktionen mit Zeit und verantwortlicher Person
Nutzern stehen vielfältige Interaktionsmöglichkeiten mit GitLab Projekten zur Verfügung. Sokann ein GitLab Projekt nicht nur als Code Repository genutzt werden, sondern Nutzer kön-nen auch, gleich einem Ticket System, Issues anlegen und in Merge Requests über Code Än-derungen diskutieren, bevor diese ihrenWeg in die Code Base des Projektes finden. Darüberhinaus können unter anderem Issues gelabelt werden, um sie zu kategorisieren, Ressour-cen, durch Erwähnungen in Kommentaren, miteinander verknüpft werden und Aufgaben anNutzer verteilt werden, indem diese Issues zugewiesen bekommen.
Ein Überblick über das Nutzungsverhalten der Interaktionsmöglichkeiten der am Projektbeteiligten Personen gibt Einblick in gleich mehrere Punkte, die wiederrum Aussagen überden Entwicklungsprozess des Projektes zulassen.
1. Die Aktivität des Projektes anhand der Anzahl der Nutzerinteraktionen
2. Das Featureset, welches von beteiligten Personen genutzt wird
3. Die Veränderungen im Nutzungsverhalten bzw. Interaktionsverhalten
4. Die Rollen einzelner Nutzer anhand ihres Interaktionsverhaltens
Ein Teil der Interaktionen, die Nutzern zur Verfügung stehen, werden bei Gebrauch von Git-Lab dokumentiert. Die Dokumentation der Interaktionsevents nimmt GitLab in Form vonsogenannten System Notes vor. Abbildung 3.2 zeigt beispielhaft, wie GitLab System Notesauf der Timeline eines Issues darstellt. Eine System Note beschreibt ein Interaktionseventund zeichnet den Nutzer auf, der für dieses Event verantwortlich ist.
36
Abbildung 3.2: System Notes dokumentieren Nutzerinteraktionen
GitLab2PROV extrahiert die System Notes eines Projektes über die GitLab API, um Inter-aktionen von Entwicklern zu rekonstruieren und im Provenienzgraph aufzuzeichnen. DasParsen der System Notes ist aufwändig, liefert jedoch mehr und umfassendere Informa-tionen zu Events, die von Nutzern getätigt werden, als es die dedizierte GitLab Event APIvermag. System Notes enthalten eine Event Zeichenkette, die mittels regulärer Ausdrückegeparsed werden kann. Eine Auflistung der Nutzerinteraktionen, welche GitLab2PROV ausSystem Notes parsed, findet sich im GitLab2PROV GitHub Projekt3.
Die Zeichenkette eines Eventtypen kann sich über verschiedene GitLab Versionen hinwegverändern. Wird die Zeichenkette eines Eventtypen mit einem Versions Update aktualisiert,wird ab dem Zeitpunkt der Aktualisierung die neue Zeichenkette verwendet. Für alte Eventsdes gleichen Typen wird die Zeichenkette nach Aktualisierung nicht nachträglich angepasst,sodass für ein und den selben Eventtypen mehrere Notationen parallel in Form von SystemNotes existieren können. Auf Beispiele, die diesen Umstand demonstrieren, wird im Evalua-tionsteil der Arbeit eingegangen.
Nutzerinteraktionen, wie das Committen von Dateiänderungen oder das Öffnen von MergeRequests und Issues, werden nicht in System Notes festgehalten, sie sind im GitLab2PROVProvenienzgraphen eines Projektes dennoch enthalten (vlg. Abschnitt 2.4).
Die in Quelltext Abbildung 3.6 dargestellte Cypher Query gibt den Zeitpunkt aller aufgezeich-neten Nutzerinteraktion, sowie den Namen der für die Interaktion verantwortlichen Personzurück. Die Query umfasst Git Commits, das Öffnen von Issues, das Öffnen von Merge Re-quests sowie jegliche Art von Interaktionen, die durch System Notes aufgezeichnet werden.Für jeden Eventtypen kann, ausgehend vom Ergebnis der Query, eine Zeitleiste erstellt wer-den, auf der die Zeitpunkte eingezeichnet werden, zu denen Events bzw. Interaktionen derjeweiligen Typen stattfinden. Zusätzlich können die Events in verschiedenen Farben einge-zeichnet werden, sodass die Farbe eines Events den Nutzer repräsentiert, der für das Eventverantwortlich ist.




Die im vorherigen Kapitel vorgestellteMethodik wird in diesemKapitel an vier verschiedenenGitLab Projekten demonstriert. Dabei wird auf den Entwicklungsprozess der DLR SoftwareBACARDI besonderes Augenmerk gelegt. Die Analyse der Graphstruktur wird für alle vierProjekte vorgenommen, die projektspezifischen Fragestellungenwerden zumGitLab Projektder DLR Software BACARDI ausgewertet.
Vor Beginn der Evaluation wird die DLR Software BACARDI vorgestellt und erläutert, warumdas BACARDI GitLab Projekt ausgewählt wurde. Dazu wird der im BACARDI Projekt einge-führte Entwicklungsprozess mit den im Prozess enthaltenen Vorgaben zur Verwendung vonGitLab beschrieben.
4.1 BACARDI
Der “Backbone Catalogue of Relational Debris Information” (BACARDI) ist eine vom DLR ent-wickelte Software, die unter anderem zur Bestimmung der Bahnen orbitaler Flugobjekteund zur Errechnung von Kollisionswarnungen aus den zuvor bestimmten Bahninformatio-nen genutzt wird [Sto+19]. Entwickelt wird BACARDI in Kooperation des DLR Institutes fürSoftwaretechnologie (SC) sowie des DLR Institutes für Raumflugbetrieb und Astronauten-training (RB).
Beispiele orbitaler Flugobjekte sind Satelliten, die Internationale Raumstation ISS oder auchWeltraumschrott. Durch hohe relative Orbitgeschwindigkeiten von bis zu 15 km/s könnenbeim Zusammenprall zweier Objekte hohe Energiemengen freigesetzt werden. Selbst beimZusammenstoß mit Kleinstteilen können daher Flugobjekte wie Satelliten beschädigt oderzerstört werden. Für den Betrieb von Raumfahrtmissionen ist es daher wichtig, nicht nurüber die eigenen Flugobjekte Bescheid zu wissen, sondern auch die Bahnen anderer Ob-jekte zu kennen. Wird erkannt, dass sich zwei Objekte gefährlich nahe kommen, könnenAusweichmanöver eingeleitet werden. BACARDI bildet, als hochaktueller Bahnkatalog, dieGrundlage zur Berechnung von Kollisionswarnungen, die von Software Systemen, wie demCollision Avoidance System (COLA) des German Space Operation Center (GSOC), weiterver-arbeitet werden können.
Seit 2015 wird das BACARDI Projekt in einem GitLab Projekt einer DLR internen GitLab In-stanz entwickelt. Nach Veröffentlichung der SE Guidelines des DLR [SMH18], wurde im Som-mer 2018 anhand der Guidelines ein Entwicklungsprozess für das BACARDI Projekt entwor-
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fen, der im Juli 2018 eingeführt wurde. Daher wurde das GitLab Projekt der Software BA-CARDI als Beispiel ausgewählt, um die Auswirkungen der Einführung eines neuen Entwick-lungsprozesses zu untersuchen.
Der eingeführte Entwicklungsprozess gibt unter anderem vor, wie im Rahmen des BACARDIProjektesmit GitLab gearbeitet werden soll. Die Teile des Entwicklungsprozesses, welche dieInteraktionen von Entwicklern mit GitLab betreffen, werden im Folgenden vorgestellt. Dazuwerden zunächst einige Begriffe erläutert, die bei der Vorstellung des Entwicklungsprozes-ses verwendet werden.
• Ticket Workflow: Der Ticket Workflow beschreibt, wie im BACARDI Projekt mit Issuesund offenen Aufgaben umgegangen wird, und wo die Issues und Aufgabenbeschrei-bungen abgelegt werden. Im BACARDI Projekt wird der Ticket Workflow mit Hilfe desGitLab Issue Tracker umgesetzt.
• Definition of Done (DoD): Die “Definition of Done” ist eine Checkliste, die bei der Ent-wicklung neuer Features und dem Review entwickelter Features verwendet werdenkann. Die erste Hälfte der DoD unterstützt den Entwickler eines neuen Features. Diezweite Hälfte betrifft das Review und die Qualitätskontrolle des entwickelten Featuresund unterstützt den Reviewer des Features.
• Git Workflow: Der Git Workflow legt fest, wie im Rahmen des BACARDI Projektes mitdem Versionskontrollsystem Git umgegangen werden soll. Im Zentrum eines GitLabProjektes steht ein Git Repository, welches vom GitLab Projekt gewrapped und umneue Features erweitert wird. Im Git Workflow ist festgelegt, nach welchem Schemaneue Feature Branches benannt werden und wie mit Feature Branches, sowie demBaseline Branch verfahren wird.
Sprint Planung
Die Entwicklung der Software BACARDI wird in Sprints aufgeteilt. Ein Sprint ist eine kurzeZeitperiode, in der sich auf die Entwicklung vorher festgelegter Features konzentriert wird.Zur Aufzeichnung der Features, die in Zukunft implementiert werden sollen, wird der IssueTracker des Projektes als Backlog verwendet. Wird ein neuer Sprint geplant, wird in mehre-ren Runden entschieden, welche Features in den Sprint aufgenommenwerden. Dazu vergibtjeder der am Projekt beteiligten Entwickler den Issues im Backlog ein Gewicht von eins bisacht, welches die Entwickler in Form eines Kommentares festhalten. Eine Eins steht für nied-rige Implementierungskomplexität und damit wenig Aufwand um den Issue umzusetzen. Ei-ne Acht hingegen steht für hohe Komplexität und damit verbundenen hohen Zeitaufwand.Aus den angegebenen Gewichten eines Issues wird der Durchschnitt gebildet, welcher an-schließend als Gewicht des Issues verwendet wird.
Für jeden Sprint steht ein Budget in Form einer Ganzzahl zur Verfügung, welches die schaff-bare Arbeitslast eines Sprints approximiert darstellt. Ausgehend von der Größe des Budgetswerden für einen Sprint Issues ausgesucht, sodass die Gesamtsumme der Gewichte der Is-sues die Größe des Budget nicht über- oder unterschreitet. Den ausgewählten Issues einesSprints wird ein Milestone verliehen, der den Sprint repräsentiert, in welchem der Issue um-gesetzt werden sollen.
Feature Entwicklung
Zu Beginn eines Sprints wählen die Entwickler des Projektes frei aus den für den Sprint be-stimmten Features. Aus dem Issue des Features erstellt der für das Feature verantwortliche
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Entwickler einen neuen Feature Branch sowie eine GitLab Merge Request. Anschließendbeginnt die Entwicklung des Features auf dem neu erstellten Branch. Das Feature wird ininkrementellen Schritten implementiert und getestet. Dabei werden dem Feature Branchsowie der erstellten Merge Request Commits mit Dateiänderungen hinzugefügt. Der Ent-wickler des Features überprüft anhand der DoD, ob alle Aufgaben, die zur Implementierungdes Features gehören, vollständig abgeschlossen sind. Ist das der Fall, beginnt das Reviewdes frisch implementierten Feature.
Vor Beginn des Reviews, wird die Merge Request dem zuständigen Reviewer zugewiesen.Der verantwortliche Reviewer überprüft die Implementierung anhand der zweiten Hälfteder DoD-Checkliste. Zur Überprüfung gehört die Feststellung, ob der geschriebene Codeden Code Guidelines entspricht, ob die geschriebenen Tests ausreichend sind, ob notwen-dige Dokumentation vorhanden ist, und ob der Code korrekt ist. Kommentare, die im Reviewentstehen, werden in der Merge Request festgehalten. Werden im Review Fehler gefunden,müssen diese behoben werden, bevor der Feature Branch in den Baseline Branch des Pro-jektes gemerged werden kann. Sind alle Problemstellen behoben, markiert der Reviewerentstandene Diskussionen als abgeklärt, akzeptiert die Merge Request und führt den Mer-ge des Feature Branches in den Baseline Branch aus. Die Merge Request wird anschließenddem für die Implementierung des Features verantwortlichen Entwickler zugewiesen.
Neben demGitLab Projekt der BACARDI Software, werden zur Evaluation der in dieser Arbeitvorgestellten Methodik zur Prozessanalyse von GitLab Projekten drei weitere GitLab Projek-te verwendet. Der Fokus der Analyse liegt jedoch auf dem BACARDI GitLab Projekt. WelcheProjekte in die Evaluation einbezogenwerden und auf welche Teile der Projekte Fokus gelegtwird, wird im nächsten Abschnitt erläutert.
4.2 Ergebnisse
GitLab Projekte der Evaluation
Zur Auswertung und Evaluation werden neben dem BACARDI GitLab Projekt drei weitereGitLab Projekte verwendet, um die Skalierbarkeit des vorgestellten Analyseansatzes zu de-monstrieren. Die Namen der GitLab Projekte werden im Folgenden mit dem Präfix “ssa/”versehen, um zwischen dem GitLab Projekt ssa/BACARDI und dem DLR Projekt BACARDIunterscheiden zu können. Zur Evaluation werden die folgenden GitLab Projekte verwendet:
• ssa/BACARDI: Das GitLab Projekt ssa/BACARDI wird zur Entwicklung der zuvor be-schriebenen BACARDI Software genutzt.
• ssa/tracklet-correlation: Das GitLab Projekt ssa/tracklet-correlation wird zur Entwick-lung von Software verwendet, die Tracklets - Spuren von orbitalen Flugobjekten aufLangzeitbelichtungen aus passiv-optischenBeobachtungsverfahren -miteinander kor-relieren, um festzustellen, ob sie zum gleichen Flugobjekt gehören. Das Projekt ent-stand im Rahmen einer Doktorarbeit und wird von Mitarbeitern der DLR HPC Gruppeweiterentwickelt.
• ssa/fd-code-optimisation: Das GitLab Projekt ssa/fd-code-optimisation wird zur Be-sprechung derOptimierung der von der BACARDI Software verwendeten Fortran FlightDynamic Libraries genutzt. Das Projekt enthält keinerlei Source Code, da der SourceCode der Flight Dynamic Libraries unter Geheimhaltung steht.
• ssa/RK4-Propagation: Das GitLab Projekt ssa/RK4-Propagation dient als BenchmarkProjekt zum Test verschiedener Methoden zur Optimierung von Fortran-Codes durch
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Parallelisierung auf Multiprozessorsystemen und der Aufteilung der Rechenlast derCodes auf CPU’s und GPU’s in Form eines hybriden Ansatzes.
Zur Evaluation wird zu jedem der genannten GitLab Projekte der Provenienzgraph des Pro-jektes mit dem in Abschnitt 2.4 beschriebenen Tool GitLab2PROV generiert. Anschließendwerden die Graphen der Projekte zu einem einheitlichen Graphen zusammengeführt. AgentDuplikate werden, wie im Methodikteil beschrieben, vereint oder ersetzt. Bei der Zusam-menführung der Duplikate werden die Agents des Graphen pseudonymisiert. Zuletzt wirdder Provenienzgraph durch PROV2Neo in eine Neo4j Instanz importiert. Der Versuchsab-lauf, die Cypher Queries und die Visualisierungen der Ergebnisse wurden in einem JupyterNotebook dokumentiert, welches auf GitHub1 sowie Zenodo zur Verfügung steht [Boe20].Die Datensätze wurden am 2. Juli 2020 generiert. Alle Aktionen und Veränderungen an denProjekten, die nach dem 2. Juli 2020 stattgefunden haben, sind nicht in der Auswertung undin den generierten Provenienzgraphen enthalten.
4.2.1 Graphstruktur
Anzahl Knoten































Abbildung 4.1: Anzahl der PROV Typen Activity und Entity der BACARDI Teilprojekte.
Der ProvenienzgraphdesGitLab Projektes ssa/BACARDI umfasst 12.709 Activities und 32.616Entities. Mit 3.761 Activities und 11.590 Entities enthält der Provenienzgraph des GitLab Pro-jektes ssa/tracklet-correlation nach dem des ssa/BACARDI Projektes die meisten Knoten derPROV Typen Activity und Entity. Darauf folgen das GitLab Projekt ssa/fd-code-optimisation
1https://github.com/cdboer/ba-thesis-jupyter-notebook/releases/tag/v1.0
41
mit 184 Activities und 205 Entities, sowie ssa/RK4-Propagation mit insgesamt 120 Activitiesund 249 Entities.
Daraus lässt sich schließen, dass im GitLab Projekt ssa/BACARDI die meisten Nutzerinter-aktionen getätigt wurden, die im Provenienzmodell eines GitLab2PROV Provenienzgraphenals Activities dargestellt werden, sowie die meisten Artefakte und Artefaktversionen erstelltwerden, welche durch Entitäten im Provenienzgraphen repräsentiert werden. Ob dabei dieAnzahl der Artefakte oder die Anzahl der Artefaktversionen überwiegt, kann anhand derAnzahl der Knoten der PROV Grundtypen nicht ausgesagt werden.
Anhand des Verhältnisses der Entities pro Activity kann ausgesagt werden, welche der Git-Lab2PROVModelle bei der Erstellung des Graphen zum Einsatz kamen. Da jedes der Model-le eine bestimmte Art der Interaktionen von Nutzern mit dem GitLab Projekt abbildet, kannausgehend von den Eigenschaften der Modelle allein aufgrund der Graphstruktur bei eini-gen Modellen darauf geschlossen werden, welche Interaktionen Nutzer im Projekt getätigthaben müssen.
GitLab Projekt Entities pro Activityssa/BACARDI ≈ 2, 566ssa/tracklet-correlation ≈ 3, 082ssa/fd-code-optimisation ≈ 1, 114ssa/RK4-Propagation 2, 075
Tabelle 4.1: Anzahl der Entities pro Activity der GitLab2PROV Provenienzgraphen
Tabelle 4.1 stellt die Anzahl der Entities pro Activity der einzelnen Projektprovenienzgraphendar. In drei der Projektprovenienzgraphen liegt die Anzahl der Entities pro Activity bei zweioder höher. Die einzigen GitLab2PROV Modelle, die mehr als zwei Entities pro Activity erlau-ben, sind die Commit Modelle für das Hinzufügen neuer Dateien und das Hinzufügen vonDateiänderungen. Werden mehr als zwei Änderungen oder neue Dateien in einem einzel-nen Commit hinzugefügt, generiert die Activity, die den Commit imProvenienzgraphen gene-riert, auch mehr als zwei Entities (vgl. Abbildung 2.5 und Abschnitt 2.4). Für die drei Projektessa/BACARDI, ssa/tracklet-correlation sowie ssa/RK4-Propagation kann dementsprechendallein aufgrund der Anzahl der Knoten ohne weitere Informationen ausgesagt werden, dassin den Projekten Commits getätigt wurden, die mehr als zwei Dateien hinzugefügt oder ver-ändert haben.
Für das Projekt ssa/fd-code-optimisation kann keine solche Aussage mit Sicherheit getätigtwerden. Auch die Umkehrung der Aussage, dass keine Commits getätigt wurden die Da-teien hinzufügen oder verändern, ist nicht zwingend wahr. Immerhin könnte jeder Commitnur eine einzelne Änderung hinzufügen. Auch das würde eine Anzahl von weniger als zweiEntities pro Activity ermöglichen.
Anzahl Kanten




































































Abbildung 4.2: Anzahl der PROV Relationen der BACARDI Teilprojekte.
In Abbildung 4.2 wird die Anzahl der Kanten der PROV Relationen der einzelnen Projektpro-venienzgraphen in einem Balkendiagramm mit logarithmisch skalierter Y-Achse dargestellt.Ähnlich zu den Knotentypen enthält der Provenienzgraph des GitLab Projektes ssa/BACARDIdie meisten der aufgezeichneten PROV Relationen. Darauf folgt, wie auch in der Anzahl derKnoten, der Provenienzgraph des Projektes ssa/tracklet-correlation, der Provenienzgraphdes Projektes ssa/fd-code-optimization sowie schließlich der Provenienzgraph des Projek-tes ssa/RK4-Propagation.
Im Vergleich der Graphen der Projekte ssa/fd-code-optimization sowie ssa/RK4-Propagationlassen sich verschiedene Beobachtungen machen. Beide Graphen enthalten keine wasInva-
lidatedBy Relationen. Relationen dieses Typen werden nur im GitLab2PROV Commit Modelldes Entfernens einer Datei durch einen Commit verwendet. Daraus lässt sich schließen, dassin beiden Projekten keine Datei durch einen Commit entfernt wurde. Abgesehen davon ent-hält der Provenienzgraph des RK4-Propagation Projektesmehr Kanten einiger PROV Relatio-nen, wie z. B. wasGeneratedBy, als der Projektprovenienzgraph des ssa/fd-code-optimisationProjektes, obwohl der ssa/fd-code-optimisation Graph insgesamt mehr Kanten enthält. An-dere Relationstypen, wie z. B. used, sind hingegen im ssa/RK4-Propagation Projekt nicht sohäufig vertreten wie im Graph des ssa/fd-code-optimization Projektes.
Die Relation used steht in Verbindung mit der Wiederverwendung von Artefakten bei derGenerierung neuer Artefaktversionen, dargestellt durch Entities des Provenienzgraphen.Die Relation wasGeneratedBy hingegen wird sowohl bei der Kreierung neuer Artefakte alsauch der Kreierung neuer Artefaktversionen verwendet. Im ssa/RK4-Propagation Projektwurden demnach mehr Aktionen durchgeführt, die komplett neue Artefakte generierenals im ssa/fd-code-optimisation Projekt. Im Projekt ssa/fd-code-optimisation wurden dafürmehr Aktionen durchgeführt, die bereits bestehende Artefakte verwenden und neue Ver-sionen dieser Artefakte erstellen.
Andere Relationen hingegen stehen in direkter Korrelation mit der Anzahl der Entities undAnzahl der Activities. So wird z. B. jede Entity von einer Activity generiert, für jede Entityexistiert also eine wasGeneratedBy Relation. Von dieser Regel ausgenommen sind nur dieEntities, die gelöschte Dateien repräsentieren (vgl. Abbildung 2.7). Ähnlich dazu wird jedeActivity mit einem Agent über die Relation wasAssociatedWith assoziiert. Daher ist in allenProjektprovenienzgraphen die Anzahl der Activities gleich der Anzahl der wasAssociatedWithRelationen.
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4.2.2 Graphstrukturentwicklung
Die Gesamtanzahl der Knoten und Kanten der Graphen ist eine Momentaufnahme des Pro-venienzgraphen der GitLab Projekte zum Zeitpunkt der Generierung der Graphen. Die zeit-liche Auflösung des Wachstums des Graphen gibt Auskunft über die Projektaktivität. DasWachstum eines Graphen wird in dieser Arbeit als Anstieg der Anzahl der Knoten eines Gra-phen über die Zeit definiert.
Anzahl Knoten über Zeit
Die Knoten eines Provenienzgraphen können Zeitinformationen tragen. Sowird z. B. für Kno-ten des PROV Typen Activity der Startzeitpunkt der Activity in den Properties des Knoten ab-gespeichert. Dieser lässt sich unter dem Namen “prov:startTime” finden. Der Startzeitpunkteiner Activity wird im Rahmen dieser Arbeit als der Zeitpunkt interpretiert, zu demdie Activityder Knotenmenge des Graphen beigetreten ist. Vor Beginn der Activity existierte diese nichtim Graphen, erst nach Beginn der Activity gehört sie zur Knotenmenge. Damit lässt sich fürActivities bestimmen, wann Activties der Knotenmenge eines Provenienzgraphen beitreten.
Für andere PROV Typen, wie Entities oder Agents, ist dies in den GitLab2PROV Provenienz-modellen nicht der Fall. Allerdings stehen Entities und Agents in direkter Relation zu Acti-vities. So wird z. B. jede Activity mit einem Agent assoziiert (wasAssociatedWith). Gleichfallswird jede Entity eines Provenienzgraphen von einer Activity generiert (wasGeneratedBy). FürAgents kann der Zeitpunkt, zu welchem der Agent der Knotenmenge des Graphen beitritt,dementsprechend als Startzeitpunkt der frühesten Activity definiert werden, welchemit demAgent assoziiert wird. Für jede Entity kann der Zeitpunkt des Beitritts zur Knotenmenge desGraphen als Startzeitpunkt der Activity definiert werden, von welcher die Entity generiertwird.
Mit Hilfe der Beitrittszeitpunkte der Knoten der PROV Typen, kann die Anzahl der PROV Ty-pen, die in einem GitLab2PROV Provenienzgraph enthalten sind, über den Zeitraum desProjektes des Provenienzgraphen dargestellt werden. In Abbildung 4.3 wird die Anzahl derKnoten der Provenienzgraphen der verwendeteten vier GitLab Projekte über die Zeiträumeder Projekte hinweg dargestellt. Dafür wird ein Flächendiagramm verwendet, in welchem dieAufsummierung der einzelnen Flächen die Gesamtsumme der Knoten des Graphen reprä-sentiert.
Im Projekt ssa/BACARDI wächst die Anzahl der Knoten ab Februar 2018 stetig an. Dabei istzu erkennen, dass ab Februar 2018 der Anteil der Activities an der Gesamtanzahl der Knotendes Provenienzgraphen des Projektes zunimmt. Die Anzahl der Entities pro Activity verän-dert sich ab Juli 2018 ebenfalls und nähert sich dem Endwert von ca. 2,566 zum Zeitpunktder Generierung des Graphen an. Es lässt sich daher aussagen, dass im ssa/BACARDI Pro-jekt ab Juli 2018 vermehrt Aktionen getätigt wurden, die im Provenienzgraphen pro Activityweniger Entities generieren als es im Zeitraum vor Juli 2018 der Fall war. Aktionen dieser Artsind z. B. Commits, die Änderungen an wenigen Dateien vornehmen, sowie jegliche Inter-aktionen, welche von Nutzern im Zusammenhang mit Issues und Merge Requests getätigtwerden.
Zudem ist ein Unterschied im Anstieg der Knoten des Projektprovenienzgraphen ab Februar2018 zu erkennen. Nach Februar 2018 ist der Anstieg der Anzahl der Knoten steiler als nochvor dem Februar 2018. Gegen Ende der Aufzeichnung, und damit kurz vor Generierung desGraphen im Juli 2020, flacht der Anstieg der Knotenanzahl ab. Bezogen auf die Projektak-tivität kann anhand der Steigung ausgesagt werden, dass ab Februar 2018 generell mehrAktionen im Projekt getätigt werden. Bis Anfang 2020 bleibt die Steigung, mit welcher die
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Abbildung 4.3: Anzahl der Knoten der PROV Typen über die Projekzeiträume
Anzahl der Knoten anwächst, ungefähr gleich, ab März 2020 lässt sich der Anfang eines Pla-teaus erkennen. Das Plateau und der damit zusammenhängende Rückgang der Anzahl derAktionen, die im ssa/BACARDI Projekt getätigt werden und neue Knoten im Provenienzgra-phen erzeugen, lässt sich auf den, durch die COVID-19-Pandemie bedingten, Minimalbetriebdes DLR zurückführen. Im Minimalbetrieb mussten die Mitarbeiter des DLR und damit auchdie am BACARDI Projekt beteiligten Personen von der eigenen Wohnung aus arbeiten. Ge-wohnte Arbeitsprozesse wurden damit ausgehebelt. Zudem existierten für einige PersonenInfrastrukturprobleme, sodass die Arbeit am Projekt nicht wie zuvor gewohnt möglich war.
In der Darstellung der Entwicklung der Knotenanzahl des Provenienzgraphen des GitLabProjektes ssa/RK4-Propagation, lässt sich ein klarer Anstieg an zwei Positionen auf der Zeit-leiste der Darstellung erkennen: der erste direkt zu Beginn der Aufzeichnung, im Juli 2018,der zweite Anstieg findet im August 2018 statt. In beiden Fällen nimmt die Anzahl der Knotendes Graphen über einen kurzen Zeitraum zu. Zwischen, vor und nach den angesprochenenZeiträumen stagniert das Wachstum der Anzahl der Knoten. Daran ist zu erkennen, dasssich die Entwicklungsaktivität des Projektes genau auf die beiden Zeiträume erstreckt, in de-nen die Anzahl der Knoten anwächst. Anhand der Plateaus und der Steigung des Graphenlässt sich erkennen, ob und wann ein Projekt aktiv weiterentwickelt wird.
Für das Projekt ssa/fd-code-optimization ist zu sehen, dass die ersten Knoten und damit dieerste Entwicklungsaktivität im Februar 2019 stattfindet. Ab Juli 2019 nimmt das Wachstumder Anzahl der Knoten des Graphen deutlich zu und bleibt bis zum März 2020 stabil. AbMärz 2020 lässt sich ein Plateau in der Anzahl der Knoten des Graphen erkennen.
Das Projekt ssa/tracklet-correlation verzeichnet die ersten Aktivitäten imMärz 2019. Bis zumJuli 2019 ist die Anzahl der Entities pro Activity hoch und nimmt im weiteren Verlauf desGraphen ab. Daher lässt sich vermuten, dass die Aktionen, die bis zum Juli 2019 im Projektgetätigt wurden, überwiegend Commits sind, welche Dateien hinzufügen oder verändern.
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Im weiteren Verlauf des Graphen nähert sich die Anzahl der Entities pro Activity dem Wertan, der bei der Generierung des Graphen erreicht wird (ca. 3,082). Ähnlich zum ssa/BACARDIProjekt, kann aus dieser Beobachtung geschlossen werden, dass sich das Commit Verhaltender Entwickler verändert hat und weniger Dateien pro Commit verändert bzw. hinzugefügtwerden, oder die Anzahl der Interaktionen von Entwickler mit GitLab Webresourcen wieIssues oderMerge Requests über die Zeit zugenommenhat, da diese im Provenienzgraphenein geringere Anzahl an Entities pro Activity generieren.
Aus der Entwicklung der Knotenanzahl des Graphen lässt sich erkennen, ob in einemGitLabProjekt aktiv neue Aktionen stattfinden. Das Wachstum des Graphen stellt damit einen Indi-kator für die Entwicklungsaktivität eines Projektes dar. Aus der Veränderung der Anzahl derEntities pro Activity über den zeitlichen Verlauf eines Projektes, kann auf eine Verhaltensän-derung bei Git Commits oder auf eine Zunahme von GitLab internen Ereignissen, wie z. B.Nutzerinteraktionen mit GitLab Webresourcen, geschlossen werden.
4.2.3 Prozessspezifische Fragestellungen
Die prozesspezifischen Fragestellungen werden, mit Ausnahme der ersten, ausschließlichanhand des Provenienzgraphen des GitLab Projektes ssa/BACARDI ausgewertet. Eine Aus-wertung für alle im Gesamtgraphen enthaltenen Projekte ist prinzipiell möglich, übersteigtjedoch den Rahmen dieser Arbeit.
Wer wirkt an welchen Projekten mit?
Eine Fragestellung, die das Management mehrerer Projekte betrifft, ist die Frage nach denEntwicklern, die an den Projekten beteiligt sind. Welche Projekte teilen sich Entwickler, undwie viele Entwickler sind an einem einzelnen Projekt beteiligt? In Abbildung 4.4 ist das Er-gebnis der für diese Fragestellung entwickelten und in Abschnitt 3.4.3 vorgestellten CypherQuery in Form eines Sankey Diagrammes dargestellt.
Die Problematik, die es bei der Darstellung der Ergebnisse der Query zu lösen gilt, ist, wie ab-gebildet werden kann, an welchen Projekten die gleichen Agents beteiligt sind bzw. welcheProjekte sich untereinander Agents teilen. Die Darstellung mit Hilfe eines Sankey Diagram-mes wurde der Darstellung mit Hilfe eines Venn Diagrammes vorgezogen, da sich ein VennDiagramm zwar gut für die Darstellung der Überschneidungen von zwei bis vier seperatenMengen eignet, jedoch für mehr als vier Mengen unübersichtlich wird.


















Abbildung 4.4: Agents pro Teilprojekt - Darstellung als Sankey Diagramm
AmGitLab Projekt ssa/BACARDI sind neun verschiedene Personenbeteiligt, amProjekt ssa/tracklet-correlation sechs, amProjekt ssa/fd-code-optimisation zwei sowie amGitLab Projekt ssa/RK4-Propagation eine einzige Person. Agent 05 ist an allen vier der dargestellten Projekte be-teiligt, Agent 00 an allen bis auf ssa/RK4-Propagation. An je zwei Projekten sind Agent 01,Agent 02 und Agent 10 beteiligt, alle drei Agents arbeiten an ssa/BACARDI sowie ssa/tracklet-correlation. Die restlichen Agents sind an einem Projekt beteiligt, bis auf Agent 04, der amssa/tracklet-correlation Projektmitarbeitet, gehören alle verbleibendenAgents demssa/BACARDIProjekt an.
Teilen sich zwei verschiedene Projekte mehrere Entwicklern, kann eine Verbindung zwi-schen den Projekten hergestellt werden, so z. B. zwischen den Projekten ssa/BACARDI undssa/tracklet-correlation. Wie in der Vorstellung der GitLab Projekte erwähnt wurde, ist dasProjektziel des GitLab Projektes ssa/tracklet-correlation, dass der entwickelte ProgrammCo-de von der BACARDI Software zur Korrelation von Objektbeobachtungsspuren verwendetwird. Dass die beiden Projekte sich Entwickler teilen, ist daher zu erwarten und dadurch zuerklären. Auch die anderen Projekte sind im Rahmen der DLR Software BACARDI gestartetworden, eine Verbindung über die gleichen Entwickler ist auch hier zu erwarten gewesen.
Wer ist wann in einem Projekt aktiv?
Die Entwicklung der Anzahl der aktiven Entwickler eines Projektes wird in diesem Abschnittanhand des GitLab Projektes ssa/BACARDI demonstriert. In Abbildung 4.5 werden für jedenam GitLab Projekt ssa/BACARDI beteiligten Agent die Zeiträume dargestellt, in welchen derAgent aktiv war. Zur Darstellung wird ein Gantt Diagramm verwendet. Als aktiver Zeitraumeines Agents wird die Zeitperiode zwischen der ersten und letzten Activity definiert, die einAgent in einem Projekt verantwortet bzw. mit welcher der Agent assoziiert wird.
Der aktive Zeitraum der Agents 00 und 05 beginnt direkt mit bzw. kurz nach Aufzeichnungder ersten Activities im Juli 2015. Beide Agents bleiben bis zum Zeitpunkt der Generierungdes Provenienzgraphen des GitLab Projektes ssa/BACARDI aktiv. Ein halbes Jahr nach denersten beiden Agents, beginnt der aktive Zeitraum des Agents 01 im Februar 2016. Agent03 bleibt, wie die Agents 00 und 05, bis zum Zeitpunkt der Generierung des Graphen imBACARDI Projekt aktiv. Ungefähr anderthalb Jahre später, im Mai 2017, tätigt Agent 10 seineerste Aktion im GitLab Projekt ssa/BACARDI. Damit beginnt der aktive Zeitraum von Agent10, welcher bis zum Ende der Aufzeichnungen aktiv am Projekt beteiligt ist. Im Mai 2018und Juni 2018 treten zwei neue Agents dem Projekt bei: Agent 11 sowie Agent 02. Der aktiveZeitraum von Agent 02 endet drei Monate nach seinem Beginn im August 2018. Agent 11tätigt im März 2019 seine letzte Aktion im ssa/BACARDI GitLab Projekt.
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Abbildung 4.5: Aktivitätszeiträume der an den Projekten beteiligten Personen
Im Mai 2019 wird Agent 03 im BACARDI Projekt aktiv und bleibt es bis zum Ende der Auf-zeichnungen. Im Januar 2020 werden erneut gleich zwei neue Agents aktiv, Agent 12 sowieAgent 13. Der Aktivitätszeitraum des Agent 13 erstreckt sich auf einen Monat und endet imFebruar 2020. Agent 12 hingegen bleibt bis Anfang April 2020 aktiv.
Das BACARDI Projekt beginnt der Abbildung zufolge mit zwei Personen, die an der Entwick-lung beteiligt sind. Über den Projektverlauf nimmt die Anzahl der beteiligten Personen zu.Seit Februar 2016 sind mindestens drei Personen an der Entwicklung des Projektes betei-ligt, seit Mai 2017mindestens vier und abMai 2019mindestens fünf Personen. Hochphasender Anzahl der zeitgleich am BACARDI GitLab Projekt beteiligten Personen sind im Zeitraumvon Mai 2018 bis März 2019 mit sechs Personen und im Zeitraum von Januar 2020 bis April2020 mit insgesamt bis zu sieben Personen zu erkennen.
Zeitleisten der Nutzerinteraktionen
Die Entwickler eines GitLab Projektes können zahlreiche Interaktionen mit dem Projekt täti-gen. Wie im Methodikteil erläutert, zeichnet GitLab einen Großteil der Interaktionen in einerGitLab internen Eventrepräsentation auf. Alle Interaktionsevents werden wiederum in denGitLab2PROV Provenienzmodellen modelliert und sind im Provenienzgraph eines Projektesenthalten. Die Interaktionen geben unter anderem einen Überblick darüber, wie die Featu-res, die GitLab bereitsstellt, von den Entwicklern eines Projektes verwendet werden, oderauch wie aktiv ein Projekt entwickelt wird.
In Abbildung 4.6 wird für jeden Interaktionseventtypen der Events des GitLab Projektes ssa/-BACARDI eine Zeitleiste dargestellt, auf der die Zeitpunkte, zu welchen bestimmte Eventsgeschehen, eingezeichnet wurden. Die Zeitleisten der Eventtypen werden durch Abschnit-te auf der X-Achse des Diagrammes in Halbjahresschritte aufgeteilt. Zur Beschreibung derHalbjahre werden Abkürzungen verwendet, so wird z. B. aus dem ersten Halbjahr des Jah-res 2015 die Abkürzung 2015H1. Durch die Farben der Rauten wird dargestellt, welcher derAgents bzw. welcher der Entwickler das Event, welches die Raute markiert, verantwortet. DieFarben der Agents werden aus dem Diagramm in Abbildung 4.5 übernommen. Die Grund-lage für die Darstellung bietet die in Quelltext Abbildung 3.6 dargestellte Cypher Query.
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In die Auswertung des Diagrammes werden der Kürze halber nicht alle Eventtypen mit-einbezogen. Bei der Auswertung wird der Fokus auf den im BACARDI Projekt eingeführtenEntwicklungsprozess gelegt. Der Entwicklungsprozess wurde im Juli 2018 eingeführt, in derAuswertung werden die Zeitleisten daher in zwei Zeiträume eingeteilt, in den Zeitraum vorEinführung des Prozesses sowie in den Zeitraum nach Einführung des Prozesses.
Nutzerinteraktionen - Vor Prozesseinführung
Das erste Event, das im Diagramm und damit im Provenienzgraphen aufgezeichnet wird,ist ein von Agent 00 durchgeführter Commit und findet am 7. Juli 2015 statt. Der Verlaufder ersten drei dargestellten Halbjahre 2015H1, 2015H2 sowie 2016H1 ist miteinander ver-gleichbar. In den drei Halbjahren werden ausschließlich Commits getätigt. Die Commits wer-den in den ersten beiden Halbjahren von Agent 00 und Agent 05 verantwortet, im Halbjahr2016H1 ist auch Agent 01 für Commits verantwortlich. Im Halbjahr 2016H2 nimmt der zeit-liche Abstand zwischen Events zu, zum Jahreswechsel 2016/2017 lässt sich eine größerePause zwischen Events feststellen.
ImHalbjahr 2017H1 nimmt die Anzahl der unterschiedlichen Eventtypen zu. Zum erstenMalwerden Issues und Merge Requests im Projekt erstellt bzw. geöffnet (Issue Creation, Merge
Request Creation). Zum Ende des Halbjahres wird Agent 10 aktiv und merged zum erstenMal im Projektverlauf eine Merge Request (Merge). Über den Verlauf des Halbjahres werdenIssues geschlossen (Close), ein Issue wird nach Schließung erneut geöffnet (Reopen). Im Halb-jahr 2017H1 werden unter anderem das erste Mal Kommentare verfasst (Note), das ersteMal Einträge einer ToDo-Liste abgehakt (Mark Task As Done), und es werden das erste MalIssues bzw. Merge Request Entwickler zugewiesen (Assign User).
Im Halbjahr 2017H2 nimmt die Frequenz der Events im Vergleich zum vorherigen Halbjahrab. Für die stattfindenden Events sind überwiegend Agent 00 sowie Agent 05 verantwort-licht. Im Vergleich zumHalbjahr 2017H1 werdem dem Projekt in regelmäßigeren AbständenCommits hinzugefügt. Zum Jahresende lässt sich erneut eine größere Pause zwischen Eventsfeststellen.
Gegen Ende des Halbjahres 2018H1 wird der neue Entwicklungsprozess eingeführt. Bereitsim Februar des Halbjahres ist zu beobachten, dass die Anzahl der verschiedenen Events,die im Projekt stattfinden, ansteigt. Interaktionsevents, die vorher semiregulär stattfanden,wie das Öffnen und Schließen von Issues (Issue Creation bzw. Close), finden in deutlich kürze-ren Abständen und ohne größere Pausen zwischen Events des Typen statt. Die Anzahl undFrequenz anderer Events, die die Aktivität eines Issues wiederspiegeln, wie das Ändern derIssue Beschreibung (Change Description) und das Zuweisen des Issues an Entwickler, nimmtebenfalls zu. Zusätzlich wird eine Vielzahl an Events zum ersten Mal oder zum ersten Malerneut getätigt. Ein Beispiel dafür ist die Verwendung von sogenannten Meilensteinen anGitLab Webresourcen (Change Milestone). Diese können verwendet werden, um Issues be-stimmten Meilensteinen der Projektplanung zuzuweisen. Im Halbjahr 2018H1 werden dieaufgezeichneten Aktionen vorallem durch drei verschiedene Agents verantwortet: Agent 10,Agent 01 sowie Agent 00.



























































































































































































































































































































































































































































































































































































Abbildung 4.6: Zeitleisten der Interaktionsevents des GitLab Projektes ssa/BACARDI
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Nutzerinteraktionen - Nach Prozesseinführung
Das Ende des Halbjahres 2018H1 markiert die Einführung des neuen Entwicklungsprozes-ses. Wie sich die in Abschnitt 4.1 vorgestellten Bestandteile des Entwicklungsprozesses imInteraktionsverhalten der Nutzer bzw. Entwickler des GitLab Projektes ssa/BACARDI wieder-spiegeln, wird in den folgenden Absätzen erläutert.
Feature Entwicklung: Die Planung eines Features beginnt in einem Issue, welcher dasgeplante Feature beschreibt. Aus dem Issue heraus wird zu Beginn der Implementierungdes Features ein neuer Git Branch eröffnet, in welchem das Feature entwickelt werden soll.Zeitgleich zur Erstellung des Branches wird eine Merge Request eröffnet, die den FeatureBranch in den Baseline Branch, den Hauptbranch des Projektes, mergen soll. Die Events
Create Branch sowie Address in Merge Request stellen das Öffnen eines Feature Branches auseinem GitLab Issue dar.
Werden Commits dem Feature Branch und damit der erstelltenMerge Request hinzugefügt,wird dies im Event Add Commits festgehalten. Das Erstellen unddasHinzufügen vonCommitszu Feature Branches, lässt sich anhand der genannten Eventtypen in den Nutzerinteraktio-nen des Projektes nach Einführung des neuen Entwicklungsprozesses feststellen.
Ist ein Feature weitgehend implementiert, kommt es zum Review. Im Review können ein-zelne Zeilen von Dateiänderungen angepasst werden (Change Lines) und Diskussionen überdie vorgeschlagene Implementierung in den Kommentaren einer Merge Request geführtwerden. Sind alle Punkte der Diskussionen erledigt, werden die Diskussionen als erledigtmarkiert (Resolve Discussions, Resolve Threads). Auch diese Events können nach Einführungdes neuen Prozesses in den Zeitleisten der Nutzerinteraktionen gefunden werden und tre-ten regelmäßig auf.
Sind alle Probleme rund um die Implementierung eines Features gelöst, kann der FeatureBranch gemerged werden. Dazu muss die entsprechende Merge Request zunächst von ei-nem Reviewer abgenommen werden (Approve Merge Request). Anschließend kann diese ge-merged werden Merge. Beides lässt sich nach Einführung des neuen Prozesses beobach-ten. Nach Merge wird der Issue, in welchem das Feature geplant wurde, geschlossen. DasSchließen des Issues durch eine Merge Request wird durch Events des Typen Close By Merge
Request aufgezeichnet.
Die Zeitleisten dDas Schließen des Issueer Event Typen sind abss lteigend nach der Anzahlder Events sortiert. Der Eventtyp der am häufigsten auftritt istMark Task As Done. Das Eventwird beim Abhaken eines Eintrages einer TODO-Liste ausgelöst. TODO Listen können in Git-Lab durch das GitLab Flavoured Markdown in Textelementen auf Webresourcen wie Issuesoder Merge Requests verwendet werden. Anhand der Anzahl der Events dieses Typen nachEinführung des neuen Prozesses, lässt sich vermuten, dass die in der Beschreibung desEntwicklungsprozesses genannte Definition of Done Checkliste in Form von TODO Listenauf einzelnen Webresourcen im GitLab Projekt verwendet wird.
Sprintplanung: Bei der Sprintplanung werden Gewichte an Issues vergeben, die den pro-gnostizierten Zeitaufwand des Issues repräsentieren sollen. Die Vergabe von Gewichten so-wie das Verändern oder Entfernen vergebener Gewichtswerte können auf den Zeitleistender Eventtypen Change Weight und Remove Weight erkannt werden. Beide Eventtypen wer-den erst nach dem Zeitpunkt der offiziellen Einführung des Prozesses aufgezeichnet undwerden anschließend regelmäßig verwendet.
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Wird ein Issue für einen Sprint ausgewählt, wird dem Issue ein Meilenstein hinzugefügt, wel-cher den geplanten Sprint repräsentiert. Das Verändern eines Meilensteines eines Issuesund das Entfernen eines Meilensteines wird durch die Events Change Milestone sowie Remo-
ve Milestone dargestellt. Beide Eventtypen werden erst nach Einführung des neuen Entwick-lungsprozesses im Juli 2018 aktiv verwendet.
Beides sind Spuren der Vorgaben des neuen Prozesses und lassen darauf schließen, dassdie Vorgaben des Prozesses umgesetzt wurden. Die Darstellung der Nutzerinteraktionengibt nur einen Überblick über das GitLab Projekt. So ist noch nicht klar, ob die Aktionen fürjeden neuen Issue getätigt werden, oder sich nur auf einen einzigen Issue konzentrieren.Jedoch können aus der Übersicht erste Indizien abgeleitet werden, die für die Umsetzungdes neuen Prozesses sprechen.
GitLab API Veränderungen: Anhand der Eventzeitleisten, lassen sich Veränderungen derGitLab API feststellen. Die Events der Zeitleisten werden wie anfangs erklärt aus SystemNotes, einer GitLab internen Event Repräsentation, extrahiert. Verändert sich die bezeich-nende Zeichenkette eines Events ist das in der Zeitleiste daran erkennbar, dass Events desalten Bezeichners ab dem API Update nicht mehr stattfinden und stattdessen Events desneuen Bezeichners aufgezeichnet werden. Dies ist z. B. der Fall für den Eventtypen Resol-
ve Discussions der nach einem API Update in den Eventtypen Resolve Threads umbenanntwurde.
Weitere API Veränderungen lassen sich anhand der Eventtypen Added Label und Removed
Label erkennen. Label können an Issues vergeben werden, um diese in bestimmte Kategori-en aufzuteilen und anhand der Kategorien durchsuchbar zu machen. Im Diagrammwerdendie ersten Label Events in der zweiten Hälfte des Halbjahres 2018H2 verzeichnet. Das istbereits deutlich nach der ersten Verwendung anderer Features, die im Zusammenhang mitIssues stehen. Nach Kontrolle per Hand lassen sich im GitLab Projekt bereits im Februar2018 Label Events finden. Der Grund für den Unterschied zwischen den Aufzeichnungen imProvenienzgraph und dem Realzustand des Projektes ist eine Veränderung der Label EventAPI. Vor dem Zeitpunkt der Veränderung der API wurden Label Events ausschließlich voneiner dedizierten Label Event API ausgegeben. Seit der API Anpassung, sind Label Eventsauch in System Notes zu finden. Da GitLab2PROV ausschließlich System Notes parsed, wer-den vor dem Zeitpunkt der API Anpassung keine Label Events aufgezeichnet.
Rollen der Entwickler: Die Rollenverteilung eines Projektes kann anhand der aufgezeich-neten Nutzerinteraktionen untersucht werden. Gibt es eine Aufteilung von Entwicklern inPersonen, die Code produzieren (“Coder”), und Entwicklern, die Code evaluieren (“Review-er”), wird dies anhand der Nutzerinterkationen des Projektes deutlich. Neben den genann-ten Rollen der “Coder” und “Reviewer”, können auch weitere Rollen festgestellt werden. Solassen sich manche Aufgaben eher in dem Bereich des Projektmanagements zuordnen, wiez. B. das Verteilen von Issues an Entwickler oder speziell im BACARDI Projekt das Zuweisenvon Gewichten an Issues im Rahmen der Sprint Planung. Eine Person, die hauptsächlich fürdiese Aufgaben verantwortlich ist, wird wahrscheinlich auch in dieser Rolle arbeiten.
Bei der Darstellung der Nutzerinteraktionen des GitLab Projektes ssa/BACARDI lassen sichmehrere Beobachtungen feststellen. Beispielsweise ist nach Einführung des neuen Entwick-lungsprozesses ab Juli 2018 festzustellen, dass das Abnehmen vonMerge Requests (Approve
Merge Request) hauptsächlich von drei Akteuren vorgenommen wird, von Agent 10, Agent 00sowie Agent 01. Das Hinzufügen von Commits zum Git Repository des Projektes hingegenwird von mehr als den drei genannten Agents verantwortet. Es lässt sich dementsprechend
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vermuten, dass die Verantwortung des Reviews der Veränderungen, die durch eine MergeRequest vorgenommen werden, bei den Agents 00, 01 sowie 10 liegt, die Verantwortungdes Code Produzierens sich aber auf eine größere Entwicklergruppe erstreckt.
Entwicklungspausen und Urlaubszeiten: Im Diagramm sind Lücken zwischen Events er-kennbar, die in allen Zeitleisten desDiagrammes zumgleichen Zeitpunkt stattfinden. Geradein Halbjahren, die ansonsten eine Vielzahl an Events beinhalten, fallen diese Lücken auf.
Ein Beispiel einer solchen Lücke ist der Jahreswechsel vom Jahr 2018 auf das Jahr 2019.Durch alle Events hinweg werden in diesem Zeitraum keine Aktionen am GitLab Projekt ge-tätigt, die als Interaktionsevents aufgezeichnet werden. Ein zweites Beispiel einer solchenLücke zu einer anderen Jahreszeit ist im August bzw. September 2019 zu erkennen. Auchim Jahreswechsel von 2019 auf 2020 lässt sich eine Lücke zwischen Events beobachten.
Die Lücken im Verlauf der Interaktionsevents lassen sich durch typische Urlaubszeiten undFeiertage erklären. In den ersten Halbjahren des Projektes ließen sich Lücken zum Jahres-ende bereits erkennen. Durch die allgemein niedrigere Frequenz der Events in den erstenJahren der Entwicklung, sind Lücken zu Urlaubs- und Ferienzeiten nicht sehr gut zu erken-nen.
Corona undweitere Veränderungen: Als Reaktion auf die, durch die COVID-19-Pandemiebedingte, allgemeine Gesundheitsgefahr, wurde am 19. März 2020 im DLR der Krisenfallausgerufen und der sogenannte Minimalbetrieb begonnen. Alle Mitarbeitenden, die nichtzur Aufreichterhaltung kritischer Vor-Ort-Prozesse im DLR notwending sind arbeiten seitdiesem Zeitpunkt von zuhause aus. Diese Mitarbeitenden haben während des Zeitraumsdes Minimalbetriebs keinen Zutritt zu Standorten des DLR.
Der Minimalbetrieb kann als ein Grund dafür festgehalten werden, dass ab März 2020 dieFrequenz der aufgezeichneten Events abnimmt und sich damit der Abstand zwischen deneinzelnen Events vergrößert. Zudem kann die Pandemie auch ein Grund dafür sein, dasseinzelne Akteure nicht mehr so aktiv am Projekt mitarbeiten, wie dies noch vor Beginn desMinimalbetriebs der Fall war. Durch mangelnden Infrastrukturausbau in ländlichen Regio-nen kann es schwierig sein auf die DLR interne Infrastruktur über VPN Lösungen zuzugreifen,da die notwendige Bandbreite und Stabilität der vorhandenen Internetverbindungen nichtzwingend gegeben sind.
Neben den Auswirkungen der COVID-19-Pandemie sind auch Veränderungen an der Aktivi-tät einzelner Entwickler erkennbar. Agent 10, Agent 00 sowie Agent 01 waren in den Jahrenvon 2017 bis 2020 für den Großteil der im Provenienzgraph aufgezeichneten Ereignisseverantwortlich. Ab April 2020 nimmt die Regelmäßigkeit mit welcher Agent 10 und Agent 01Events auslösen ab. Dieser Umstand lässt sich durch die Versetzung der beiden Entwickeln-den, die hinter den Pseudonymen Agent 10 und Agent 01 stehen, zu einem weiteren Soft-wareprojekt erklären.
Mit diesen Betrachtungen schließt das Evaluationskapitel.
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5 Fazit
Ziel dieser Bachelorarbeit war es einen Ansatz zu entwickeln, der es ermöglicht die Entwick-lungsprozesse von GitLab Projekten basierend auf den Provenienzgraphen der Projekte zuuntersuchen.
Dazu wurden die Provenienzgraphen verschiedener GitLab Projekte mit dem Python ToolGitLab2PROV generiert. Zur Analyse der Graphen wurden die Graphen in die Graphdaten-bank Neo4j importiert. Die Analyse wurdemit eigens entwickelten Abfragen der Graph Que-ry Language Cypher durchgeführt, die Ergebnisse der Abfragen wurde mit Hilfe der Visuali-sierungslibrary Plotly dargestellt.
Aus den Eigenschaften der Graphstruktur des Provenienzgraphen eines GitLab Projektesließen sich Aussagen über die Ereignisse treffen, die in den GitLab Projekten stattgefundenhaben. Dabei konnte aus der Anzahl der Knoten und Kanten eines Provenienzgraphen aufdie, bei der Generierung der Graphen verwendeten, Provenienzmodelle geschlossen wer-den und somit auf die im Graphen abgebildeten Aktionen.
Für die Graphstruktur von GitLab2PROV Provenienzgraphen wurde ein zeitliches Wachs-tumskriterium entwickelt, anhand dessen das Wachstum des Provenienzgraphen eines Git-Lab Projektes über den zeitlichen Verlauf des Projektes dargestellt werden kann. Anhandder Steigung des Wachstums kann abgelesen werden, wie aktiv an einem Projekt entwickeltwird bzw. wie viele neue Knoten demProvenienzgraphen des Projektes hinzugefügt werden.Zudem konnten, anhand der Veränderung der Graphstruktur über den zeitlichen Verlauf,Indizien abgeleitet werden, die auf Veränderung des Nutzungsverhaltens des GitLab Projek-tes hindeuten.
Für die Entwickler eines Projektes wurden Aktivitätszeiträume definiert anhand welcher er-kannt werden kann, wie sich die Anzahl der Entwickler verändert, die zeitgleich an einemProjekt arbeiten.
Anhand der Zeitleisten der Nutzerinteraktionen eines GitLab Projektes, können Aussagenüber die Rollen einzelner Entwickler, die Projektaktivität sowie das genutzte GitLab FeatureSet getätigt werden. Im Zusammenhang mit der Einführung neuer Entwicklungsprozesse,kann anhand der Nutzerinteraktionen untersucht werden, wie sich der neue Prozess auf dieInteraktionen der Entwickler mit dem GitLab Projekt auswirkt. Am Beispiel der DLR SoftwareBACARDI wurde dies demonstriert.
Anhand der Provenienzgraphen eines Projektes, kann wie in der Arbeit präsentiert non-invasiv in die Entwicklungsprozesse hinter den Projekten Einsicht genommen werden. Mit
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zusätzlichem spezialisierten Domainenwissen, wie der formalen Spezifizierung von Entwick-lungsprozessen, kann anhand des Provenienzgraphen eines Projektes untersucht werden,inwieweit sich Spuren des Entwicklungsprozesses im Projekt wiederfinden lassen.
Ausblick
Der in der Arbeit verwendete Ansatz zur Analyse von GitLab Projekten bietet eine Vielzahl anErweiterungsmöglichkeiten angefangen bei der Generierung der Provenienzgraphen. Nochwerden nicht alle Features, die GitLab bereitstellt, von den GitLab2PROV Provenienzmodel-len abgedeckt. Abgesehen davon unterstützt GitLab2PROV noch keine vollständige Rück-wärtskompatibilität mit älteren GitLab API Versionen. Gerade Features, wie Continous Inte-gration Pipelines, die GitLab unter anderem zur Einrichtung automatisierter Test Suites undCode Checks anbietet, sind eine vielversprechende Erweiterungsmöglichkeit der verwende-ten Provenienzmodelle.
Neben der Übersicht über den Prozess hinter einem GitLab Projekt, sind für Themenberei-che wie der Prozessoptimierung und der Einschätzung der Projekt Performance auch stetsquantifizierbare Metriken gefragt. Einige dieser Metriken, wie z. B. die “Time-to-Close” fürIssues, existieren bereits für Softwareprojekte, die mit Hilfe von Issue Trackern oder CodeHosting Plattformen wie GitLab und GitHub entwickelt werden. Die Entwicklung provenienz-basierter, quantifizierbarer Metriken ist ein mögliches Thema zukünftiger Arbeiten.
Komplexe Softwaresysteme können ausmehreren Teilprojekten bestehen. Um Zusammen-hänge, Verbindungen und Überschneidungen der verschiedenen Teilprojekte zu untersu-chen, kann der in dieser Arbeit vorgestellte Ansatz verwendet werden, um die Interkonnek-tivität der Projekte zu analysieren. In dieser Arbeit wurde gezeigt, dass ausgehend von denProvenienzgraphen mehrerer Projekte bereits beantwortet werden kann, welche Projektesich Entwickler teilen. GitLab Projekte unterstützen Events, die Projekte miteinander ver-binden können. Die Analyse der Projektverbindungen bleibt als offene Frage für zukünftigeArbeiten.
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