



 ─ グローバルガバナンスの視座から ─ 






















年 9 月、AI の軍事分野での利用における開発に今後 5 年間で 20 億ドルを投資する計
























LAWS をめぐる動向を整理する（2 節）。続けて LAWS 開発の背景と今後の見通しを論











でも積極的に議論されている（表 1）。Human Rights Watch（ヒューマン・ライツ・











2009 年  9 月 Noel Sharkey 氏らが NGO「International Committee for Robot Arms Control
（ICRAC）」設立
2012 年 10 月 NGO「Campaign to Stop Killer Robots（ストップキラーロボットキャンペー
ン）」設立
2012 年 11 月 Human Rights Watch（HRW）、＂Losing Humanity The Case against Killer 
Robots＂発表
2012 年 11 月 米国防総省指令 3000.09、＂Autonomy in Weapon Systems＂公布
2013 年  4 月 国連人権理事会報告書（A/HRC/23/47）＂Report of the Special Rapporteur on 
extrajudicial, summary or arbitrary executions, Christof Heyns＂で完全自律兵
器について報告
2013 年  5 月 国連人権理事会で完全自律兵器について議論
2013 年 10 月 国連総会第 1 委員会で完全自律兵器について議論
2013 年 10 月 国連事務総長がキラーロボットについて戦争犯罪が発生した場合の法的責任
について懸念を表明
2013 年 11 月 CCW で 2014 年に非公式専門家会合開催を決定
2014 年  2 月 欧州議会が「人間の介入なく攻撃する完全自律型兵器の開発、生産、使用を
禁止する」ように欧州連合加盟国、EU 閣僚理事会、EU 外務・安全保障政策
上級代表に養成する決議を採択
2014 年  3 月 赤十字国際委員会（ICRC）で第 1 回専門家会合（ICRC Expert Meeting on
ʻAutonomous weapon systems: technical, militar y, legal and humanitarian 
aspects’）開催
2014 年  5 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 1 回非公式専門家会議開催（ジュネーブ）
2015 年  4 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 2 回非公式専門家会議開催（ジュネーブ）
2015 年  7 月 スティーブン・ホーキング博士、イーロンマスク氏らがアルゼンチンのブエ
ノスアイレスで開催の IJCAI（人工知能国際会議）2015 のオープニングで自
律型兵器の開発禁止を呼び掛ける公開書簡を発表
2016 年  4 月 赤十字国際委員会（ICRC）＂Views of the International Committee of the Red 
Cross （ICRC）on autonomous weapon system＂公布
2016 年  4 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 3 回非公式専門家会議開催（ジュネーブ）
2017 年 11 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
2018 年  6 月 Google、AI 開発に関する取り組み原則を発表。武力への利用および国際法と
人権に反する開発をしないことに言及
2018 年  8 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
2018 年 11 月 国連事務総長アントニオ・グテーレス氏が自律型兵器の開発の禁止を訴える
2019 年  3 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）










特に米国防総省（DoD）でも自律性を「軍事における革命（Revolution in Military 
Af fairs：RMA）」の中核に据えている。2012 年に公布された国防総省指令 3000.09







研究が生み出したものだった （7）。また民間での AI 技術の発展と民生品への活用は米国
や中国を中心に急速に発展している。そのため Google などは AI 技術を軍事活用しな











210 万人台で推移していた米軍の人員数は冷戦終焉後の 1990 年には 200 万人台、1991
年には 190 万人台になった。その後現象を続け 2001 年には 130 万人台にまで落ち、そ























国際関係論の 1 つであり、1970 年代初めには相互依存との関連で論じられてきた。さ
らに 1980 年代からはグローバリゼーションの波で大きな関心を集めてきた （10）。だが
グローバルガバナンスの概念が注目され、活発に議論されるようになったのは、冷
戦後で、1992 年に国連でグローバルガバナンス委員会というグループが設置され、





























LAWS と AI 技術にもあてはまる。AI も軍事利用と民生利用のデュアルユースで開発さ
れていく。AI はインターネットのように個人レベルでの利用ではないが、情報通信技
術にかかわる分野は他の科学技術分野よりも軍事利用と民生利用は両用性の要素が強










波にさらされているという指摘については、LAWS と AI 技術の分野ではあてはまると
はいえない。AI はインターネットのような公共財ではなく、AI 技術の発展と進歩には
多くのデータと機械学習が必要となる。データや情報を大量に収集して AI は強化され







新興国が LAWS を開発することは考えにくいだろう。つまり、LAWS の分野において、
表 2　科学技術のグローバルガバナンスにおける LAWSと AI 技術





3 進化が日進月歩で、急激なパワーシフトが生じる。 あてはまらない。LAW と AI では既存の大国が優位。












































































































発言 （19）するのも「持てる国」側の方にならないと、AI を主体とした LAWS を利用し
た安全保障システムから取り残されてしまうからだろう。LAWS が懸念され、開発を
阻止しようとする動きがあるが、最初に LAWS を完成させた国が「持てる国」、すな
わち覇権国になれることから、大国を中心に AI 技術の開発、さらに LAWS の開発に
積極的になることだろう。アメリカの国防省が冷戦期から AI の開発に躍起になってい
る （20）。アメリカとしてはあらゆる兵器において「持てる国」として存立したいであろ
うし、AI 技術においては民生品も含めて中国の台頭が著しいことから LAWS の分野に
おいても、中国やロシアを意識して開発を進めていることだろう。DARPA（アメリカ
国防高等研究局）の目標は戦略的な不意打ちを生み出すことと、他国の不意打ちを防
ぐことである （21）。アメリカとしては LAWS の分野においても他国の不意打ちだけは回
避し、アメリカがこの分野においても覇権国になることを目指しているだろう。また、
兵器体系やその戦略からなる国際安全保障政策・制度においてもデファクト・スタン




















































LAWS やキラーロボットを整理してきたが、LAWS 開発反対における NGO の役割は重
要であり、NGO によるアドボカシー活動を通じた世論喚起が LAWS 規制に向けた動き
を主導していると言っても過言ではない。グローバルガバナンスおよびレジームの議
論においても NGO の動向は無視できない。本稿では紙面の都合から、割愛せざるを
得なかったが LAWS 開発の反対をめぐる NGO の動向および国際人道法と思想や倫理
の面からも整理し、論じていく必要があり、それらは今後の課題とする。
■註
（1） The Verge (2018) ＂The Pentagon plans to spend $2 billion to put more artificial intelligence 
into its weaponry＂  
https://www.theverge.com/2018/9/8/17833160/pentagon-darpa-ar tificial-intelligence-ai-
investment（2019 年 9 月 1 日最終閲覧）
（2） ロボット兵士や、戦場でのロボットの活用については、P・W・シンガー著、小林由香利訳
『ロボット兵士の戦争』（NHK 出版、2010 年）が詳しい。
（3） 外務省（2017 年 11 月 20 日）「特定通常兵器使用禁止制限条約自律型致死兵器システムに
関する政府専門家会合の開催」  




問題提起をしていた。また 2019 年 8 月には「兵器システムにおける有意な人間の関与の重
要性と LAWS に関する指針の確実な履行の重要性」を主張。  
https://www.mofa.go.jp/mofaj/press/release/press4_005290.html  
https://www.mofa.go.jp/mofaj/press/release/press1_000379.html（2019 年 9 月 1 日最終
閲覧）
（4） 加藤朗「ウォーボットの戦争」（鈴木一人編集『技術・環境・エネルギーの連動リスク（シ
リーズ　日本の安全保障　第 7 巻）』2015 年、岩波書店）PP225–226
（5） AIZ（人工知能先端研究センター）監修『人工知能と社会 : 2025 年の未来予想』オーム社、
2018 年 P200
（6） ＂Department of Defence Directive 3000.09 Autonomy in Weapon Systems＂  
https://www.hsdl.org/?abstract&did=726163（2019 年 9 月 1 日最終閲覧）
（7） マ ヌ エ ル・ デ・ ラ ン ダ 著、 杉 田 敦 訳『 機 械 た ち の 戦 争 』 ア ス キ ー 出 版 局、1997 年 
PP300–301 
（8） Google (2018)＂AI at Google: our principles＂  
https://www.blog.google/technology/ai/ai-principles/（2019 年 9 月 1 日最終閲覧）
（9） 加藤朗「ウォーボットの戦争」（鈴木一人編集『技術・環境・エネルギーの連動リスク（シ
リーズ　日本の安全保障　第 7 巻）』岩波書店、2015 年）PP221–223
（10） 渡辺昭夫・土山實男編『グローバル・ガヴァナンス：政府なき秩序の模索』東京大学出版
会、2001 年 PP1–44
（11） The Commission Our Global Neighborhood ＂Our Global Neighborhood: The Report of the 
Commission on Global Governance,＂ Oxford University Press, U.S.A. 1995
（12） グローバルガバナンスの歴史的考察は以下が詳しい。  
— 42 —
遠藤乾編『グローバル・ガバナンスの歴史と思想』有斐閣、2010 年  




会、2001 年  
吉川元・首藤もと子・六鹿茂夫・望月康恵編『グローバル・ガヴァナンス論』法律文化社、
2014 年  
グローバル・ガバナンス学会編・大矢根聡・菅英輝・松井康浩責任編集『グローバル・ガ





（14） 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 PP136–167
（15） 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 PP138–139






（17） 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 PP273–291
（18） 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 PP277–280
（19）  R T (2017) ＂‘Whoever leads in AI will rule the world’: Putin to Russian children on 
Knowledge Day＂  
https://www.rt.com/news/401731–ai–rule–world–putin/（2019 年 9 月 1 日最終閲覧）





関 DARPA』2017 年、太田出版 PP532–535









（23） 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 PP281–287














4 号）2014 年 1 月
岩本誠吾『国際法における無人兵器の評価とその規制動向』（「国際安全保障」第 42 巻第 2 号）






ズ　日本の安全保障　第 7 巻）』2015 年、岩波書店）
川口礼人『今後の軍事科学の進展と軍部管理等に係る一考察：自律型致死兵器システム（LAWS）





佐藤丙午『致死性自律兵器システム（LAWS）をめぐる諸問題』（「国際安全保障」第 42 巻第 2
















ICRC ＂Report of the ICRC Expert Meeting on ʻAutonomous weapon systems: technical, military, 
legal and humanitarian aspects,’ 26–28 March 2014, Geneva＂ 9 May 2014　　https://
— 44 —
www.icrc.org/en/doc/assets/files/2014/exper t-meeting-autonomous-weapons-icrc-re 
port-2014-05-09.pdf（最終アクセス日：2019 年 9 月 1 日）
Department of Defense Directive 3000.09: Autonomy in Weapon Systems, November 21, 2012　　
https://www.hsdl.org/?abstract&did=726163（最終アクセス日：2019 年 9 月 1 日）
United Nations ＂Report of the Special Rapporteur on extrajudicial, summary or arbitrary execu-
tions, Christof Heyns＂ 9 Apr 2013　　https://www.ohchr.org/Documents/HRBodies/HRC
ouncil/RegularSession/Session23/A-HRC-23-47_en.pdf（最終アクセス日：2019 年 9 月 1 日）
