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Abstract.
This paper concerns the existence of multiple rotating quasi-periodic solutions
for second order Hamiltonian systems with sub-quadratic potential. Such solu-
tions have the form x(t+T ) = Qx(t) for some orthogonal matrix Q. To deal with
such quasi-periodic solutions, we introduce the Q(s) index which is a develop-
ment of the well known S1 index. Applying the Q(s) index, we give an estimate
of the number for rotating quasi-periodic orbits with a fixed period.
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1 Introduction and main results
Consider the second order Hamiltonian system
x′′ +∇V (x) = 0, (1.1)
∗E-mail address : xingjiamin1028@126.com.
†E-mail address : yangxuemath@163.com.
‡E-mail address : liyongmath@163.com
§Corresponding author
1
where V ∈ C1(Rn,R). The existence theory of periodic solutions for system (1.1)
has been well developed, for example, see [2, 11, 15, 17, 19, 21, 22] and the refer-
ences therein. For quasi-periodic solutions, it is generally very difficult due to the
small divisor. The celebrated KAM theory answers that most quasi-periodic solu-
tions are persistent under small perturbations, see [7, 1, 13] for non-resonant case
and [8] for resonant case. In the present paper, we study the existence of rotat-
ing quasi-periodic solutions with the form x(t+ T ) = Qx(t) for some orthogonal
matrix Q. It is a symmetric periodic or quasi-periodic one. Recently, such solu-
tions have been studied by many works. Hu and Wang [5] established the theory
of conditional Fredholm determinant to study rotating quasi-periodic orbits in
Hamiltonian systems. Hu et al [6] gave some stability criteria for the symmetric
periodic orbits and used them to study the linear stability of elliptic Lagrangian
solutions of the classical planar three-body problem. Chang and Li [3] considered
rotating quasi-periodic solutions of second order dissipative dynamical systems.
Liu et al [9] studied multiple rotating quasi-periodic solutions of asymptotically
linear Hamiltonian systems. Liu [10] and Zhang [20] obtained symmetric periodic
orbits of Hamiltonian systems on a given convex energy surface respectively.
By the structure of (1.1), one should consider rotating quasi-periodic solutions
if V is Q invariant for some orthogonal matrix Q, that is V (Qx) = V (x) for
x ∈ Rn. Clearly, the rotating quasi-periodic solution is periodic if Q = I (identity
matrix), anti-periodic if Q = −I, subharmonic if Qk = I for some positive integer
k, or quasi-periodic if Qk 6= I for all k ∈ N.
Throughout the paper we assume V satisfies the following:
(V1) V is twice differentiable at x = 0, V (0) = 0 and ∇V (0) = 0;
(V2) if x ∈ ker(I −Q) is a critical point of V , i.e. ∇V (x) = 0, then V (x) ≤ 0;
(V3) V satisfies the Q invariance mentioned above.
For a solution x(t) of (1.1), the corresponding orbit is the set x(R) and two
solutions x(t) and y(t) are geometrically distinct or have different orbits if x(R) 6=
y(R).
Let
X = {x ∈ H1([0, T ],Rn) : x(t + T ) = Qx(t) for all t ∈ R}.
Then X is a Hilbert space with the inner product
〈x, y〉 =
∫ T
0
((x(t), y(t)) + (x′(t), y′(t))) dt,
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where (·, ·) denotes the inner product in Rn. Let | · | denote the 2 norm on Rn
and ‖ · ‖ the norm on X . The linearized operator corresponding to (1.1) on X is
given by
Lx = x′′ + Vxx(0)x.
It follows from (V3) that
Vxx(0)Q = QVxx(0).
Thus there exists a unitary matrix P such that
P−1Vxx(0)P = diag{µ1, · · · , µn}, (1.2)
P−1QP = diag{eiθ1 , · · · , eiθn}, (1.3)
where 0 ≤ θj < 2π for 1 ≤ j ≤ n. With a simple calculation, we obtain that the
eigenvalues of L on X are
λjm = µj −
(
θj + 2πm
T
)2
for m ∈ Z and 1 ≤ j ≤ n. Let
pT = ♯{(m, j) : λjm > 0, θj + 2πm 6= 0, 1 ≤ j ≤ n, m ∈ Z}.
Now we state our main results.
Theorem 1.1. Assume pT > 0 and V satisfies (V1), (V2), (V3) and
(V4) ∇V is bounded;
(V5) V (x)→ +∞ for x ∈ ker(I −Q) and |x| → ∞.
Then system (1.1) has at least pT
2
geometrically distinct (Q, T )-rotating quasi-
periodic solutions.
Remark 1.1. By (1.2) and (1.3), for P = (ξ1, · · · , ξn), we have Qξj = eiθjξj
and Vxx(0)ξj = µjξj. If θj 6= 0 or π, ξj is a complex vector and one has
Qξ¯j = e
−iθj ξ¯j, Vxx(0)ξ¯j = µj ξ¯j.
Clearly, the multiplicity of eigenvalue µj is even. Then there exists a 1 ≤ p ≤ n
with p 6= j such that θp = 2π − θj and µp = µj. It follows that λpm = λj−m−1, and
the number ♯{(m, r) : λrm > 0, θr + 2πm 6= 0, r = p, j} is even. When θj = 0 or
π, ♯{(m, j) : λjm > 0, θj + 2πm 6= 0} is obviously even. Hence pT is even and pT2
is an integer.
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We also have the following.
Theorem 1.2. Assume pT > 0 and V satisfies (V1), (V2), (V3) and
(V6) there are β ∈ (1, 2) and R > 0 such that
0 < (x,∇V (x)) ≤ βV (x) for |x| > R;
(V7) there are constants a1, a2 > 0 and α ∈ (1, β) such that V (x) ≥ a1|x⊥|α− a2
for all x ∈ Rn, where x⊥ denotes the projection of x on ker(I −Q).
Then system (1.1) has at least pT
2
geometrically distinct (Q, T )-rotating quasi-
periodic solutions.
Remark 1.2. In Theorem 1.1 and Theorem 1.2, V is sub-quadratic in the
sense that it grows less than |x|2. When Q = I our results are consistent with
Theorem 4.1 and Theorem 4.2 of Benci [2].
When det(I−Q) 6= 0, assumption (V2) is contained in (V1) and (V7) contained
in (V6). Hence we have the following.
Corollary 1.1. Assume det(I − Q) 6= 0, pT > 0 and V satisfies (V1), (V3)
and (V6). Then system (1.1) has at least pT
2
geometrically distinct (Q, T )-rotating
quasi-periodic solutions.
Remark 1.3. When Q = I, coercive assumptions (V5) or (V7) are required to
obtain the existence of periodic solutions. Corollary 1.1 indicates that the coercive
condition can be replaced by some invariance, such as V (x) = V (−x).
To prove Theorem 1.1 and Theorem 1.2, we introduce the Q(s) index and
apply the Ljusternik-Schnirelmann theory of critical points. The Q(s) index is a
development of S1 index which is a powerful tool to study periodic solutions of
Hamiltonian system. For literature, see [4, 14].
The paper is organized as follows. In section 2 we introduce the definition
of Q(s) index and show the properties that will be used in the proof of main
results. In sections 3 and 4 we give the proof of Theorem 1.1 and Theorem 1.2
respectively following the method from Benci [2] on periodic solutions.
2 Q(s) index
In this section, we introduce a new index to rotating quasi-periodic orbits.
First, we recall the concept of index due to Rabinowitz [16].
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Suppose that E is a Banach space with a group g acting on it. Set
Fix g = {z ∈ E : gz = z, for all g ∈ g}.
Let
  = {Γ ⊂ E \ {0} : g(Γ) ⊂ Γ for all g ∈ g}
be the set of g invariant subsets of E \ {0}.
Definition 2.1. An index for (E , g) is a mapping i :  → N ∪ {∞} such that
for all Γ1,Γ2 ∈  ,
(i) Normalization: if z /∈ Fix g, i(∪g∈ggz) = 1;
(ii) Mapping property: if R : Γ1 → Γ2 is continuous and equivariant which means
Rg = gR for all g ∈ g, then
i(Γ1) ≤ i(Γ2);
(iii) Monotonicity property: If Γ1 ⊂ Γ2, then i(Γ1) ≤ i(Γ2);
(iv) Continuity property: if Γ1 is compact and Γ1 ∩ Fix g = ∅, then i(Γ1) < ∞
and there exists a neighborhood D ∈   of Γ1 such that
i(D) = i(Γ1);
(v) Subadditivity: i(Γ1 ∪ Γ2) ≤ i(Γ1) + i(Γ2).
For s ∈ R, consider the group action on X :
Q(s)x(t) = x(t + s).
Clearly, X is Q(s) invariant, that is, if x ∈ X , then Q(s)x ∈ X for all s ∈ R.
Now we give the Q(s) index:
Definition 2.2. A Q(s) index ind Γ of an invariant subset Γ of X is the
smallest integer k such that there exists a
Φ = (Φ⊤1 , · · · ,Φ⊤m)⊤ ∈ C(Γ,Ck \ {0})
with Φj ∈ C(Γ,Ckj) and
Φj(Q(s)x) = ei
2pinj+θpj
T
sΦj(x) ∀s ∈ R, x ∈ Γ, (2.4)
where kj ∈ N+, k1 + · · · + km = k, nj ∈ Z, 1 ≤ pj ≤ n and 2πnj + θpj 6= 0 for
1 ≤ j ≤ m. If such a Φ does not exist, define ind Γ = ∞, and if Γ = ∅, define
ind Γ = 0.
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We need to show:
Lemma 2.1. The Q(s) index is one in the sense of Definition 2.1.
Proof. (i) For x ∈ X \ Fix{Q(s)}, consider the function
y(t) = (y1(t), · · · , yn(t))⊤ = P−1x(t). (2.5)
Then one has
y(t+ T ) = P−1x(t + T ) = P−1QPP−1x(t) = (eiθ1y1(t), · · · , eiθnyn(t))⊤. (2.6)
Hence for 1 ≤ j ≤ n,
e−i
θj
T
(t+T )yj(t+ T ) = e
−i θj
T
tyj(t) t ∈ R.
Thus there exist a component yj0(t) and nj0 ∈ Z with 2πnj0 − θj0 6= 0, such that∫ T
0
ei
2pinj0
−θj0
T
syj0(s)ds 6= 0. (2.7)
Now for x˜ ∈ Γ0 = {Q(s)x : s ∈ R}, assume x˜(t) = x(t + s0) for some s0 ∈ R,
and y˜(t) = P−1x˜(t). Let
Φ(x˜) =
∫ T
0
ei
2pinj0
−θj0
T
sy˜j0(s)ds.
Then Φ ∈ C(Γ0,C \ {0}), and
Φ(Q(s)x˜) = ei
−2pinj0+θj0
T
sΦ(x˜),
proving (i).
(ii) If ind Γ2 =∞, the result is obvious. If ind Γ2 = k <∞, there exists a
Φ = (Φ⊤1 , · · · ,Φ⊤m)⊤ ∈ C(Γ2,Ck \ {0})
such that Φj ∈ C(Γ2,Ckj) and
Φj(Q(s)x) = ei
2pinj+θpj
T
sΦj(x) ∀s ∈ R, x ∈ Γ2. (2.8)
Define Φ˜(x) = Φ ◦R(x) for x ∈ Γ1. Then
Φ˜j(Q(s)x) = Φj ◦R(Q(s)x) = Φj(Q(s)R(x))
= ei
2pinj+θpj
T
sΦj ◦R(x)
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= ei
2pinj+θpj
T
sΦ˜(x),
which yields ind Γ1 ≤ ind Γ2.
(iii) Since the inclusion map is equivariant, the monotonicity property is ob-
vious.
(iv) When Γ1 = ∅, the result is obvious. When Γ1 6= ∅, for each x0 ∈ Γ1 and
y0 = P
−1x0, as in the proof of (i) there exist a component yj0(t) and n0 ∈ Z with
2πn0 − θj0 6= 0, such that∫ T
0
ei
2pin0−θj0
T
syj0(s)ds 6= 0. (2.9)
Clearly, there exists a neighbourhood Ux0 of x0 such that for each x˜ ∈ Ux0 and
y˜ = P−1x˜, ∫ T
0
ei
2pin0−θj0
T
sy˜j0(s)ds 6= 0. (2.10)
Since Γ1 is compact, there exist finite Uxl for 1 ≤ l ≤ r such that
Γ1 ⊂ ∪rl=1Uxl.
Let
Υ(x) = (Υ1(x), · · · ,Υr(x))⊤,
where Υl(x) =
∫ T
0
ei
2pinl−θjl
T
syjl(s)ds, for 1 ≤ l ≤ r. Then for each x ∈ Γ1,
Υ(x) 6= 0 and
Υl(Q(s)x) = ei
−2pinl+θjl
T
sΥl(x),
for 1 ≤ l ≤ r.
Assume ind Γ1 = k. Then there exists a mapping
Φ = (Φ⊤1 , · · · ,Φ⊤m)⊤ ∈ C(Γ1,Ck \ {0})
satisfying Definition 2.2. Since Γ1 is a closed set, by Tietze’s theorem there exists
a continuous extension Φ˜j of Φj over X for each 1 ≤ j ≤ m. Now define a
mapping Ψ = (Ψ⊤1 , · · · ,Ψ⊤m)⊤ by
Ψj(x) = lim
t→∞
1
t
∫ t
0
ei
−2pinj−θpj
T
sΦ˜j(Q(s)x)ds. (2.11)
Since Φ˜j(Q(s)x) is an almost periodic function on s, (2.11) is well defined. Clearly,
Ψ is continuous, Ψ(x) = Φ(x) for x ∈ Γ1 and
Ψj(Q(s)x) = ei
2pinj+θpj
T
sΨ(x) ∀x ∈ X, s ∈ R.
7
Let
Γδ = {x ∈ X, dist(x,Γ1) ≤ δ}.
Then it is easy to see that Γδ is Q(s) invariant. Since Ψ is continuous and
Ψ(x) 6= 0 for x ∈ Γ1, there exists a δ > 0 such that Ψ(x) 6= 0 for x ∈ Γδ which
yields ind Γδ ≤ k. By monotonicity one has ind Γδ ≥ k. Thus ind Γ1 = ind Γδ.
(v) If ind Γ1 =∞ or ind Γ2 =∞, the result is obvious. Assume ind Γ1 = k1 <
∞ and ind Γ2 = k2 <∞, then there exist
Φj = ((Φj1)
⊤, · · · , (Φjmj )⊤)⊤ ∈ C(Γj,Ckj \ {0})
for j = 1, 2 satisfying (2.4). Similar to the proof of (iv), there exist continuous
extensions Ψj(x) of Φ
j(x) for j = 1, 2 over X satisfying (2.4). Define
Ψ : X → Ck1+k2
by
Ψ(x) = (Ψ⊤1 (x),Ψ
⊤
2 (x))
⊤.
Then Ψ(x) 6= 0 for every x ∈ Γ1 ∪ Γ2 and satisfies (2.4), yielding ind(Γ1 ∪ Γ2) ≤
k1 + k2.
A Q(s)-orbit is the set {Q(s)x : s ∈ R} for some x ∈ X . We have the
following.
Lemma 2.2. Assume Γ is an invariant subset of X such that
Γ ∩ Fix{Q(s)} = ∅.
If ind Γ = k > 0, then there exist at least k Q(s)-orbits on Γ.
Proof. Assume Γ only contains k − 1 orbits: Q(s)x1, · · · ,Q(s)xk−1. As in the
proof of Lemma 2.1, for each xl ∈ Γ and yl = P−1xl, there exist a component yljl
and nl ∈ Z with 2πnl + θjl 6= 0 such that∫ T
0
ei
−2pinl−θjl
T
syjl(s)ds 6= 0,
for 1 ≤ l ≤ k − 1. Now let
Φ = (Φ1, · · · ,Φk−1)⊤,
where Φl(x) =
∫ T
0
ei
−2pinl−θjl
T
syjl(s)ds. Then Φ ∈ C(Γ,Ck−1 \ {0}) and
Φl(Q(s)x) = ei
2pinl+θjl
T
sΦl(x) ∀s ∈ R, x ∈ Γ.
Thus ind Γ ≤ k − 1 and the assumption is not true, proving the lemma.
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Let B denote a class of homeomorphisms h : X → X satisfying the following
conditions,
(a) h is equivariant and h(0) = 0;
(b) given a compact set Γ contained in a finite dimensional invariant space Y
and a constant ε > 0, there exist a finite dimensional invariant space Z ⊃ Y
and an equivariant homeomorphism h˜ : Z → Z such that ‖h(z)− h˜(z)‖ ≤ ε
for all z ∈ Γ.
It is easy to see that if h1, h2 ∈ B, then h1 ◦ h2 ∈ B. Denote
Xˆ =
{
x ∈ X ; lim
t→∞
1
t
∫ t
0
x(s)ds = 0
}
,
Assume E is a real continuous function on X . For j ≥ 1, define
Aj = {A ⊂ X : A is Q(s) invariant and ind(h(A) ∩ Xˆ) ≥ j for all h ∈ B},
cj = inf
A∈Aj
sup
A
E. (2.12)
It is obviously that Aj ⊂ Aj−1 for j ≥ 2. Then
−∞ ≤ c1 ≤ c2 ≤ · · · ≤ +∞. (2.13)
Set
Kc = {x ∈ X : E ′(x) = 0 and E(x) = c},
Ec = {x ∈ X : E(x) ≤ c},
where c is a constant.
Now we give an important property of the Q(s) index.
Theorem 2.1. Assume E ∈ C1(X,R) is Q(s) invariant and satisfies (P.-S.)
(Palais-Smale condition). If −∞ < cj < +∞ and Kcj ∩ Fix{Q(s)} = ∅, then cj
is a critical value of E. Moreover, if ci = cj for some i ≤ j, then
indKci ≥ j − i+ 1.
Before proving Theorem 2.1, we introduce the concept of “pseudo-gradient”.
Definition 2.3. Assume Y is a Banach space, ϕ ∈ C1(Y,R) and
Y˜ = {u ∈ Y : ϕ′(u) 6= 0}.
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A pseudo-gradient vector field for ϕ on Y˜ is a locally Lipschitz continuous map-
ping v : Y˜ → Y such that for every u ∈ Y˜ ,
‖v(u)‖ ≤ 2‖ϕ′(u)‖,
〈v(u), ϕ′(u)〉 ≥ ‖ϕ′(u)‖2.
We need the following.
Lemma 2.3. (see [12]). Under the assumption of Definition 2.3, there exists
a pseudo-gradient vector field for ϕ on Y˜ .
Lemma 2.4. Assume E ∈ C1(X,R) is Q(s) invariant, then there exists an
equivariant pseudo-gradient vector filed for E on X˜ = {z ∈ X : E ′(z) 6= 0}. That
is, v(Q(s)z) = Q(s)v(z) for every z ∈ X˜ and s ∈ R.
Proof. By Lemme 2.3, there exists a pseudo-gradient vector field w : X˜ → X .
Define v : X˜ → X by
v(z) = lim
r→∞
1
r
∫ r
0
Q(−s)w(Q(s)z)ds.
Obviously, Q(−s)w(Q(s)z) is almost periodic in s, and v is well defined. Hence
for τ ∈ R,
v(Q(τ)z) = lim
r→∞
1
r
∫ r
0
Q(−s)w(Q(s + τ)z)ds
= Q(τ) lim
r→∞
1
r
∫ r
0
Q(−s− τ)w(Q(s+ τ)z)ds
= Q(τ) lim
r→∞
1
r
∫ r
0
Q(−t)w(Q(t)z)dt
= Q(τ)v(z).
By a simple calculation, we obtain
‖v(z)‖ ≤ sup
s∈R
‖w(Q(s)z)‖ ≤ 2 sup
s∈R
‖E ′(Q(s)z)‖ = 2‖E ′(z)‖,
〈v(z), E ′(z)〉 = lim
r→∞
1
r
∫ r
0
〈Q(−s)w(Q(s)z), E ′(z)〉 ds
= lim
r→∞
1
r
∫ r
0
〈w(Q(s)z), E ′(Q(s)z)〉 ds
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≥ lim
r→∞
1
r
∫ r
0
‖E ′(Q(s)z)‖2ds
= ‖E ′(z)‖2.
It suffices to show that v is locally Lipschitz continuous. For z ∈ X , denote
Γ = {Q(s)z : s ∈ R}, then the closure Γ is the hull of z and so is compact. Hence
there exists a δ > 0 such that w is Lipschitz continuous on
Γδ = {z ∈ X : dist(z,Γ) < δ}.
Clearly, Γδ is Q(s) invariant, and for each z1, z2 ∈ Γδ we have
‖v(z1)− v(z2)‖ ≤ lim
r→∞
1
r
∫ r
0
‖Q(−s)(w(Q(s)z1)− w(Q(s)z2))‖ds
= lim
r→∞
1
r
∫ r
0
‖(w(Q(s)z1)− w(Q(s)z2))‖ds
≤ L lim
r→∞
1
r
∫ r
0
‖Q(s)(z1 − z2)‖ds
= L‖z1 − z2‖,
where L is the Lipschitz constant of w on Γδ.
Lemma 2.5. Assume E ∈ C1(X,R) is Q(s) invariant and satisfies (P.-S.).
Let U be an open invariant neighbourhood of Kc. Then for each ǫ > 0, there exist
ε ∈ (0, ǫ] and η ∈ C([0, 1]×X,X) such that
(i) η(1, Ec+ε \ U) ⊂ Ec−ε;
(ii) if z /∈ E−1([c− ǫ, c+ ǫ]), η(t, z) = z for each t ∈ [0, 1];
(iii) η(t,Q(s)z) = Q(s)η(t, z), for each z ∈ X, t ∈ [0, 1], s ∈ R;
(iv) if E(0) = 0 and c 6= 0, η(t, ·) ∈ B for each t ∈ [0, 1].
Proof. First we claim that for each given ǫ > 0, there exists a ε ∈ (0, ǫ
2
] such that
if z ∈ E−1([c− 2ε, c+ 2ε]) ∩ (UC)2√ε, then
‖E ′(z)‖ ≥ 4√ε, (2.14)
where UC denotes the complement of U , and (UC)2√ε is the 2
√
ε neighbourhood
of UC . If such a ε does not exist, there is a sequence {zk} such that
zk ∈ (UC) 2√
k
, c− 2
k
≤ E(zk) ≤ c+ 2
k
,
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and
‖E ′(zk)‖ < 4√
k
.
Since E satisfies (P.-S.), it has a convergent subsequence, without loss of gener-
ality, still denoted by {zk}. Assume lim
k→∞
zk = z, then
E(z) = c, E ′(z) = 0,
and z ∈ Kc ∩ UC = ∅, a contradiction.
Let
A = {z ∈ X : z ∈ E−1([c− 2ε, c+ 2ε]) ∩ (UC)2√ε},
B = {z ∈ X : z ∈ E−1([c− ε, c+ ε]) ∩ (UC)√ε} ⊂ A,
ψ(z) =
dist(z, AC)
dist(z, AC) + dist(z, B)
.
Then 0 ≤ ψ(z) ≤ 1, and ψ(z) = 1 if z ∈ B, ψ(z) = 0 if z ∈ AC . Define a
continuous function g on X by
g(z) =
{ −ψ(z) v(z)‖v(z)‖ , if z ∈ A,
0, if z /∈ A,
(2.15)
where v(z) is an equivariant pseudo-gradient vector filed for E. Since g is locally
Lipschitz continuous and bounded, the following Cauchy problem has a unique
solution x(·, z) defined on [0,∞):
{
x′ = g(x),
x(0) = z.
(2.16)
Let
η(t, z) = x(
√
εt, z), t ∈ [0, 1].
Then η(·, ·) is continuous and η(t, ·) : X → X is a homeomorphism for each
t ∈ [0, 1].
Now we prove that η satisfies (i)-(iv).
(i) Since
‖x(t, z)− z‖ = ‖
∫ t
0
g(x(s, z))ds‖ ≤
∫ t
0
‖g(x(s, z))‖ds ≤ t,
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we have
x(t, UC) ⊂ (UC)√ε ∀t ∈ [0,
√
ε].
By the definition of g, for t ∈ [0,√ε] and x(t, z) ∈ A, we obtain
d
dt
E(x(t, z)) = 〈E ′(x(t, z)), g(x(t, z))〉
=
〈
E ′(x(t, z)),−ψ(x(t, z)) v(x(t, z))‖v(x(t, z))‖
〉
=
−ψ(x(t, z))
‖v(x(t, z))‖ 〈E
′(x(t, z)), v(x(t, z))〉
≤ −ψ(x(t, z))‖v(x(t, z))‖‖E
′(x(t, z)))‖2
≤ 0.
For z ∈ Ec+ε \ U , if E(x(τ, z)) < c− ε for some τ ∈ [0,√ε], then E(x(√ε, z)) <
c− ε, and η(1, z) ∈ Ec−ε. If such τ ∈ [0,√ε] doesn’t exist, then
x(t, z) ∈ B ∀t ∈ [0,√ε].
From (2.14), we have
E(x(
√
ε, z)) = E(z) +
∫ √ε
0
d
dt
E(x(t, z))dt
= E(z) +
∫ √ε
0
〈E ′(x(t, z)), g(x(t, z))〉dt
= E(z) +
∫ √ε
0
〈
E ′(x(t, z)),− v(x(t, z))‖v(x(t, z))‖
〉
dt
≤ c+ ε−
∫ √ε
0
‖E ′(x(t, z))‖2
‖v(x(t, z))‖ dt
≤ c− ε.
Then η(1, z) ∈ Ec−ε, and η(1, Ec+ε \ U) ⊂ Ec−ε.
(ii) If z /∈ E−1([c− ǫ, c+ ǫ]), we have g(z) = 0, and hence η(t, z) = z for each
t ∈ [0, 1].
(iii) It is easy to see that ψ(Q(s)z) = ψ(z), which yields that g(Q(s)z) =
Q(s)g(z). Then
η(t,Q(s)z) = x(√εt,Q(s)z) = Q(s)z +
∫ √εt
0
g(x(τ,Q(s)z))dτ
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= Q(s)z +Q(s)
∫ √εt
0
g(Q(−s)x(τ,Q(s)z))dτ.
Thus
Q(−s)η(t,Q(s)z) = Q(−s)x(√εt,Q(s)z) = z +
∫ √εt
0
g(Q(−s)x(τ,Q(s)z))dτ.
Since the solution of (2.16) is unique, we get
Q(−s)x(t,Q(s)z) = x(t, z),
and thus
η(t,Q(s)z) = Q(s)η(t, z), for each t ∈ [0, 1], s ∈ R.
(iv) Taking ǫ < |c|, we have 0 /∈ E−1(c − ǫ, c + ǫ). It follows from (ii) that
η(t, 0) = 0 for t ∈ [0, 1]. Now we only need to prove that η(t, ·) satisfies (b) of B.
Let Xk ⊂ X , k ∈ N be a sequence of finite dimensional Q(s) invariant subspaces
such that X0 = Y , Xk ⊂ Xk+1 and ∪∞k=0Xk = X . Let Pk be the orthogonal
projection on Xk and gk = Pk ◦ g ◦ Pk. Then it is easy to see that gk is locally
Lipschitz continuous and gk(x) → g(x) for k →∞ and each x ∈ X . Let xk(t, z)
be the solution of the following equation
{
(xk)′ = gk(xk),
xk(0) = z.
(2.17)
It is easy to see that x(t, ·) → xk(t, ·) uniformly on compact sets for a fixed
t ∈ [0,√ε]. For a given compact set Γ and constant ε˜ > 0, take k big enough so
that
‖x(√εt, z)− xk(√εt, z)‖ ≤ ε˜ for t ∈ [0, 1], z ∈ Γ.
Then the proof is completed by choosing Z = Xk and η˜(t, ·) = xk(
√
εt, ·).
We also need the following.
Lemma 2.6. Assume A ∈ Ak, B is Q(s) invariant and indB = r ≤ k. Then
A \B ∈ Ak−r.
Proof. Since (A \ B) ∩ h−1(Xˆ) = (A ∩ h−1(Xˆ)) \ B for every h ∈ B, by Lemma
2.1 we have
ind(h(A \B) ∩ Xˆ) = ind((A \B) ∩ h−1(Xˆ))
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= ind((A ∩ h−1(Xˆ)) \B)
≥ ind(A ∩ h−1(Xˆ))− indB
= ind(h(A) ∩ Xˆ)− indB
= k − r.
Now let us give the proof of Theorem 2.1.
Proof of Theorem 2.1. Assume ci = cj = c for some 1 ≤ i ≤ j. By Lemma 2.2, it
suffices to prove
indKc ≥ j − i+ 1.
Assume indKc = r < j− i+1. Since E satisfies (P.-S.) and is Q(s) invariant, Kc
is compact and Q(s) invariant. By the continuity of index, there exists a Q(s)
invariant neighbourhood U of Kc such that
indU = indKc.
Take A ∈ Aj such that
sup
A
E ≤ c+ ε,
and denote Ω = A \ U . Then by Lemma 2.6, one has Ω ∈ Aj−r. Now we apply
Lemma 2.5 with Λ = η(1,Ω) ⊂ Ec−ε. Then Λ is Q(s) invariant, and
sup
Λ
E ≤ c− ε. (2.18)
Since η(1, ·) ∈ B, one has Λ ∈ Aj−r. Thus by the definition of c, one deduces
sup
Λ
E(x) ≥ cj−r = c,
which contradicts (2.18), proving the theorem.
We need the following.
Lemma 2.7. Assume V is a ν dimensional invariant subspace of X such that
V ∩ Fix{Q(s)} = {0}, and D ⊂ V is a bounded neighborhood of 0 in V . Then
ind(∂D) =
ν
2
,
where ∂D is the boundary of D relative to V .
To prove the lemma, we need the following lemma about S1 acting on R2k.
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Lemma 2.8 (See Theorem 5.5 of [12]). Let {T (θ)}θ∈S1 be an action of S1 over
R2k such that Fix(S1) = {0} and let D be an open bounded invariant neighbour-
hood of 0. If Φ ∈ C(∂D,Ck−1) and n ∈ N \ {0} with
Φ(T (θ)z) = einθΦ(z), θ ∈ S1, z ∈ ∂D,
then 0 ∈ Φ(∂D).
Now we are going to prove Lemma 2.7.
Proof of Lemma 2.7. Since V ⊂ X is Q(s) invariant and V ∩ Fix{Q(s)} = {0},
it is easy to see that ν is even. Let (z⊤1 , · · · , z⊤ν/2)⊤ be a set of coordinates in V
such that
Q(s)(z⊤1 , · · · , z⊤ν/2)⊤ = ((Q1(s)z1)⊤, · · · , (Qν/2(s)zν/2)⊤)⊤,
where zj ∈ R2 and
Qj(s) =

 cos 2πmj+θpjT s sin 2πmj+θpjT s
− sin 2πmj+θpj
T
s cos
2πmj+θpj
T
s

 , (2.19)
for 1 ≤ j ≤ ν
2
, 1 ≤ pj ≤ n and mj ∈ Z with θpj + 2πmj 6= 0. We claim that for
each set A ⊂ V \ {0}, one has indA ≤ ν
2
. Clearly, there exists unitary matrix P0
such that
P−10 Qj(s)P0 = diag
{
ei
2pimj+θpj
T
s, e−i
2pimj+θpj
T
s
}
, 1 ≤ j ≤ ν
2
.
For each z ∈ A, denote y = (y1,1, y1,2, · · · , yν/2,1, yν/2,2)⊤ = P¯−1z, where P¯ =
diag{P0, · · · , P0}. Let
Ψ(z) = (y1,1, y2,1 · · · , yν/2,1)⊤.
Then Ψ ∈ C(A,Cν/2 \ {0}) satisfies (2.4). Assume ind(∂D) = q < ν
2
. Then there
exists a mapping
Φ = (Φ⊤1 , · · · ,Φ⊤m)⊤ ∈ C(∂D,Cq \ {0}) (2.20)
such that Φj = (Φj,1, · · · ,Φj,qj)⊤ ∈ C(∂D,Cqj) with q1 + · · · qm = q and
Φj(Q(s)x) = ei
2kjpi+θrj
T
sΦj(x)
for 1 ≤ j ≤ m, kj ∈ Z, 1 ≤ rj ≤ n. Rewrite (z1, · · · , z ν
2
) = (z˜1, · · · , z˜l) such that
Q(s + Tj)z˜j = z˜j ∀s ∈ R, 1 ≤ j ≤ l,
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where Tj > 0 is a constant and
k1Tj + k2Tr 6= 0 ∀j 6= r, k1, k2 ∈ Z \ {0}. (2.21)
Then for any xj = (x˜j1, · · · , x˜jl ) ∈ ∂D with x˜ja = 0, 1 ≤ a ≤ l, a 6= j, one has
Q(s+ Tj)xj = xj , 1 ≤ j ≤ l.
Since
Φa(Q(Tj)xj) = Φa(xj) = ei
2kapi+θra
T
TjΦa(x
j) for 1 ≤ a ≤ m,
one deduces
Φa(x
j) = 0, if
(2kaπ + θra)Tj
T
6= 2πk ∀k ∈ Z.
Since Φa not always vanishes, there exists a 1 ≤ ja ≤ l such that
(2kaπ + θra)Tja
T
= 2πna
for some na ∈ Z. Let
Υ = (Φh11 , · · · ,Φhmm )⊤ = (Υ⊤1 , · · · ,Υ⊤l )⊤
such that Υj(Q(s)x) = eiαjsΥj(x), αjTj = 2pjπ for some pj ∈ Z \ {0}, 1 ≤ j ≤ l,
where Φhkk = (Φ
hk
k,1, · · · ,Φhkk,qk)⊤, hk ∈ N+ for 1 ≤ k ≤ m. Then Υj(xr) = 0 if
j 6= r. It follows from q < ν
2
and (2.21) that there must exist a 1 ≤ j ≤ m such
that the dimension of Υj is less than the dimension of x
j . By Lemma 2.8, there
exists a xj0 ∈ ∂D such that Υj(xj0) = 0. Then Υ(xj0) = 0 and Φ(xj0) = 0 which
contradicts (2.20), proving the lemma.
Let X+ denote the vector space spanned by the eigenfunctions corresponding
to eigenvalues of L in the set{
λjm = µj −
(
θj + 2πm
T
)2
> 0 : θj + 2πm 6= 0, 1 ≤ j ≤ n, m ∈ Z
}
.
Denote
Sρ = {x ∈ X ; ‖x‖ = ρ}, for each ρ > 0.
Lemma 2.9. ind(h(X+ ∩ Sρ) ∩ Xˆ) ≥ pT2 for every h ∈ B and ρ > 0.
Proof. By property (iv) of the index, there exists a δ > 0 small enough so that
ind(h(X+ ∩ Sρ) ∩ Xˆ) = ind(Nδ(h(X+ ∩ Sρ) ∩ Xˆ)),
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where Nδ(Γ) denotes the δ neighbourhood of Γ for Γ ⊂ X . We claim that there
exists a ε > 0 small enough so that
Nε(h(X
+ ∩ Sρ)) ∩ Xˆ ⊂ Nδ(h(X+ ∩ Sρ) ∩ Xˆ). (2.22)
If not, for each k ∈ N+ there exists a zk ∈ Xˆ such that
dist(zk, h(X
+ ∩ Sρ)) ≤ 1
k
,
dist(zk, h(X
+ ∩ Sρ) ∩ Xˆ) > δ.
Since h(X+ ∩ Sρ) is compact, there exists a subsequence {zkj} of {zk} such that
zkj → z¯ for j →∞. Taking the limit yields
z¯ ∈ h(X+ ∩ Sρ) ∩ Xˆ and dist(z¯, h(X+ ∩ Sρ) ∩ Xˆ) > δ.
This is a contradiction. Let Xˆ⊥ be the orthogonal complement space of Xˆ. It
is easy to see Xˆ⊥ = Fix{Q(s)}. Since h ∈ B, there exist a finite dimensional
invariant space Z ⊃ X+ ⊕ Xˆ⊥ and an equivariant homeomorphism h˜ : Z → Z
such that
‖h(z)− h˜(z)‖ ≤ ε
for all z ∈ X+ ∩ Sρ. It follows that
h˜(X+ ∩ Sρ) ∩ Xˆ ⊂ Nε(h(X+ ∩ Sρ)) ∩ Xˆ.
Hence
ind(h˜(X+ ∩ Sρ) ∩ Xˆ) ≤ ind(Nε(h(X+ ∩ Sρ)) ∩ Xˆ) = ind(h(X+ ∩ Sρ) ∩ Xˆ).
Now we only need to prove ind(h˜(X+ ∩ Sρ) ∩ Xˆ) ≥ pT2 .
Take δ > 0 small enough so that
ind(Nδ(h˜(X
+ ∩ Sρ) ∩ Xˆ)) = ind(h˜(X+ ∩ Sρ) ∩ Xˆ).
Since
NZδ (h˜(X
+ ∩ Sρ) ∩ Xˆ) ⊂ Nδ(h˜(X+ ∩ Sρ) ∩ Xˆ),
we have
ind(NZδ (h˜(X
+ ∩ Sρ) ∩ Xˆ) = ind(h˜(X+ ∩ Sρ) ∩ Xˆ),
where NZδ (Γ) denotes the δ neighbourhood of Γ in Z. As the proof of (2.22),
there exists a ε˜ > 0 small enough so that
h˜(NZε˜ (X
+) ∩ Sρ) ∩ Xˆ ⊂ NZδ (h˜(X+ ∩ Sρ) ∩ Xˆ).
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Thus
ind(h˜(NZε˜ (X
+) ∩ Sρ) ∩ Xˆ) = ind(h˜(X+ ∩ Sρ) ∩ Xˆ).
Let Z = X+ ⊕ Xˆ⊥ ⊕ Y , P⊥ denote the orthogonal projection on Y and
Γ˜ = Z \NZε˜ (X+).
Clearly, P⊥ is equivariant and Fix{Q(s)} ∩ Y = {0}. It follows that
ind Γ˜ ≤ ind(P⊥Γ˜) ≤ 1
2
dimY =
1
2
(dimZ − dimX+ − dim Xˆ⊥).
Since
h˜(Z ∩ Sρ) = h˜(NZε˜ (X+) ∩ Sρ) ∪ h˜(Γ˜ ∩ Sρ),
one has
ind(h˜(Z ∩ Sρ) ∩ Xˆ) ≤ ind(h˜(NZε˜ (X+) ∩ Sρ) ∩ Xˆ) + ind(h˜(Γ˜ ∩ Sρ) ∩ Xˆ)
= ind(h˜(X+ ∩ Sρ) ∩ Xˆ) + ind(h˜(Γ˜ ∩ Sρ) ∩ Xˆ). (2.23)
By the mapping and monotonicity properties of the index, we have
ind(h˜(Γ˜ ∩ Sρ) ∩ Xˆ) ≤ ind(h˜(Γ˜ ∩ Sρ)) = ind(Γ˜ ∩ Sρ)
≤ ind Γ˜ ≤ 1
2
(dimZ − dimX+ − dim Xˆ⊥). (2.24)
Since h˜(0) = 0 and h˜ is a homeomorphism, h˜(Z ∩Bρ) is a neighbourhood of 0 in
Z and ∂(h˜(Z ∩ Bρ)) = h˜(Z ∩ Sρ), where Bρ denotes the ball with radius ρ. By
Lemma 2.7, we obtain
ind(h˜(Z ∩ Sρ) ∩ Xˆ) = ind(h˜(Z ∩ Sρ) ∩ (Xˆ ∩ Z))
=
1
2
dim(Xˆ ∩ Z)
=
1
2
(dimZ − dim Xˆ⊥). (2.25)
It follows from (2.23)-(2.25) that
ind(h˜(X+ ∩ Sρ) ∩ Xˆ) ≥ 1
2
(dimZ − dim Xˆ⊥)− 1
2
(dimZ − dimX+ − dim Xˆ⊥)
=
1
2
dimX+
=
pT
2
,
proving the lemma.
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3 Proof of Theorem 1.1
First we show a property of rotating quasi-periodic functions.
Lemma 3.1. Assume x ∈ X and lim
t→∞
1
t
∫ t
0
x(s)ds = 0. Then
∫ T
0
|x′(t)|2dt ≥M0
∫ T
0
|x(t)|2dt, (3.26)
where M0 = min
1≤j≤n
{∣∣θj+2ιπ
T
∣∣2 6= 0; ι = −1, 0}.
Proof. Consider the function
z(t) = diag{e− iθ1tT , · · · , e− iθntT }y(t),
where y(t) is defined in (2.5). Then z(t + T ) = z(t) for all t ∈ R, and z(t) =∑
j∈Z
z¯je
i 2jpit
T with z¯j ∈ Cn. It follows that
x(t) = P
(
e
iθ1t
T z1(t), · · · , e iθntT zn(t)
)⊤
=
∑
j∈Z
P
(
e
i(2pij+θ1)t
T z¯1,j , · · · , e
i(2pij+θn)t
T z¯n,j
)⊤
,
where zm(t) is the m component of z(t) and z¯m,j the m component of z¯j for
1 ≤ m ≤ n and j ∈ Z. Since
lim
t→∞
1
t
∫ t
0
x(s)ds = 0,
one has z¯m,0 = 0, if θm = 0 for some 1 ≤ m ≤ n. Then∫ T
0
|x′(t)|2dt = T
∑
j∈Z
∑
1≤m≤n
(
2πj + θm
T
)2
|z¯m,j |2
≥ M0T
∑
j∈Z
∑
1≤m≤n
|z¯m,j |2
= M0
∫ T
0
|x(t)|2dt.
Consider the following functional on X :
E(x) =
∫ T
0
(
1
2
|x′(t)|2 − V (x(t))
)
dt.
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It is easy to see that each critical point x of E on X is a (Q, T )-rotating quasi-
periodic solution of system (1.1). Clearly, E is Q(s) invariant and we will show
that E satisfies (P.-S.) condition.
Lemma 3.2. Assume (V1)-(V5) hold. Then E satisfies (P.-S.) condition.
Proof. Assume {xk; k ∈ N+} is a consequence of X such that
|E(xk)| ≤M, k ∈ N+ (3.27)
for some constant M > 0, and
lim
k→∞
‖E ′(xk)‖ = 0. (3.28)
We will show that {xk} has a converging subsequence. For each x ∈ X , one has
x = x¯+ x˜, where
x¯ = lim
t→∞
1
t
∫ t
0
x(s)ds, x˜ = x− x¯.
By (3.28), for k large enough,
〈E ′(xk), x˜k〉 ≤ ‖x˜k‖,
which implies ∫ T
0
|x˜′k(t)|2dt ≤ ‖x˜k‖+
∫ T
0
(∇V (xk(t)), x˜k(t)) dt.
By (V4), there exist constants M1, M2 > 0 such that∫ T
0
|x˜′k(t)|2dt ≤ ‖x˜k‖+M1
∫ T
0
|x˜k(t)|dt
≤M2‖x˜k‖. (3.29)
It follows from Lemma 3.1 and (3.29) that there exist a constant M3 > 0 such
that ‖x˜k‖ ≤ M3 for k large enough. Then there exists a constant M4 > 0 such
that ∫ T
0
|x˜k(t)|dt ≤M4.
By (3.27) and (V4), we have
M ≥
∣∣∣∣
∫ T
0
(
1
2
|x˜′k|2 − V (x¯k + x˜k)
)
dt
∣∣∣∣
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≥
∣∣∣∣
∫ T
0
V (x¯k)dt
∣∣∣∣−M5
∫ T
0
|x˜k|dt− M
2
3
2
≥ TV (x¯k)−M5M4 − M
2
3
2
(3.30)
for some constant M5 > 0. Then V (x¯k) is uniformly bounded. It is easy to see
that x¯k ∈ ker(I − Q), and by (V5), x¯k is uniformly bounded. Hence ‖xk‖ is
bounded and there exists a subsequence {xkj} of {xk} such that x¯kj → x¯ and
xkj ⇀ x for j → ∞ and some x ∈ X . By (3.28), for each ε > 0 there exists a
j0 > 0, such that for j ≥ j0, one has∣∣∣∣
∫ T
0
(x′kj , x
′
kj
− x′)dt
∣∣∣∣ ≤
∣∣∣∣
∫ T
0
(∇V (xkj), xkj − x)dt
∣∣∣∣ + ε‖xkj − x‖. (3.31)
It is well known that the operator x ∈ H1[0, T ]→ V ′(x) ∈ H−1[0, T ] is compact
and we have
lim
j→∞
∫ T
0
(∇V (xkj), xkj − x) dt = 0.
Then for j large enough,∣∣∣∣
∫ T
0
(x′kj , x
′
kj
− x′)dt
∣∣∣∣ ≤ ε+ ε‖xkj − x‖ ≤ (1 +M6)ε,
for some constant M6 > 0. Thus there exists a constant M7 > 0 such that
‖x˜kj − x˜‖ ≤M7
∫ T
0
|x′kj − x′|2dt
≤M7
∣∣∣∣
∫ T
0
(x′kj , x
′
kj
− x′)dt
∣∣∣∣+M7
∫ T
0
|(x′, x′kj − x′)|dt
≤M7(1 +M6)ε+M7
∫ T
0
|(x′, x′kj − x′)|dt.
Since xkj ⇀ x for j →∞ on X , one has
lim
j→∞
‖x˜kj − x˜‖ = 0,
proving the lemma.
Now we give the proof of Theorem 1.1.
Proof of Theorem 1.1. It follows from (V1) that
V (x) =
1
2
(x, Vxx(0)x) + o(|x|2).
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Then for x ∈ X ,
E(x) =
∫ T
0
(
1
2
|x′|2 − 1
2
(x, Vxx(0)x) + o(|x|2)
)
dt
≤ −1
2
∫ T
0
(Lx, x)dt + o(‖x‖2).
Denote
ν = min{λjk; λjk > 0, θj + 2πk 6= 0, 1 ≤ j ≤ n, k ∈ Z}.
For x ∈ X+, we have
E(x) ≤ −ν‖x‖2 + o(‖x‖2).
Hence there exist constants γ < 0 and ρ > 0 such that
E(x) ≤ γ for x ∈ X+ ∩ Sρ.
By Lemma 2.9, X+ ∩ Sρ ∈ ApT /2. Thus
−∞ ≤ c1 ≤ · · · ≤ c pT
2
≤ γ. (3.32)
Now if we can prove that cj > −∞ and Kcj ∩ Fix{Q(s)} = ∅ for 1 ≤ j ≤ pT2 ,
the proof is completed by Theorem 2.1 and Lemma 2.2. In fact, if x ∈ Kcj ∩
Fix{Q(s)}, then x is a constant and x ∈ ker(I − Q). By (V2), V (x) < 0 and
E(x) > 0, which contradicts (3.32). It follows from (V4) that there exists a
constant M8 > 0 such that
V (x) ≤M8 + M0
2
|x|2, x ∈ Rn.
Then by Lemma 3.1, for x ∈ Xˆ we have
E(x) ≥
∫ T
0
(
M0
2
|x(t)|2 − V (x(t))
)
dt
≥
∫ T
0
(
M0
2
|x(t)|2 − (M0
2
|x|2 +M8
))
dt
= −M8T.
Since ind(A ∩ Xˆ) ≥ j for each A ∈ Aj, one has A ∩ Xˆ 6= ∅. Therefore,
sup
A
E ≥ sup
A∩Xˆ
E ≥ inf
Xˆ
E ≥ −M8T
for 1 ≤ j ≤ pT
2
. It follows that cj ≥ −M8T for 1 ≤ j ≤ pT2 , proving the
theorem.
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4 Proof of Theorem 1.2
In this section we give the proof of Theorem 1.2.
Proof of Theorem 1.2. First we prove that under assumptions (V1), (V2), (V6),
(V7), the functional E satisfies (P.-S.) condition. It follows from (V6) that there
exist constants a3, a4 > 0 such that
V (x) ≤ a3|x|β + a4.
Assume {xk; k ∈ N+} is a sequence of X such that
|E(xk)| ≤M, k ∈ N+ (4.33)
for some constant M > 0, and
lim
k→∞
‖E ′(xk)‖ = 0. (4.34)
Then for k large enough,
〈E ′(xk), xk〉 ≤ ‖xk‖,
and hence ∫ T
0
|x′k|2dt ≤
∫ T
0
(∇V (xk), xk) dt + ‖xk‖.
By (V6), we have ∫ T
0
|x′k|2dt ≤ β
∫ T
0
V (xk)dt + a5 + ‖xk‖,
for some constant a5 > 0. By (4.33), we deduce∫ T
0
V (xk)dt ≤ 1
2
∫ T
0
|x′k|2dt+M. (4.35)
Then ∫ T
0
|x′k|2dt ≤
β
2
∫ T
0
|x′k|2dt + βM + a5 + ‖xk‖,
which implies
(1− β
2
)
∫ T
0
|x′k|2dt ≤ βM + a5 + ‖xk‖. (4.36)
By (V7), (4.35) and (4.36), one has
a1
∫ T
0
|x⊥k |αdt ≤ a2T +
∫ T
0
V (xk)dt (4.37)
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≤ a2T + 1
2
∫ T
0
|x′k|2dt +M (4.38)
≤ a6‖xk‖+ a7, (4.39)
for some constants a6, a7 > 0. Let
x¯k = lim
t→∞
1
t
∫ t
0
xk(s)ds.
It is easy to see x¯k =
1
T
∫ T
0
x⊥k (s)ds, and there exist constants a8 a9, a10 > 0 such
that
|x¯k|2 =
∣∣∣∣ 1T
∫ T
0
x⊥k (s)ds
∣∣∣∣
2
≤ 1
T 2
(∫ T
0
|x⊥k (s)|ds
)2
≤ a8
(∫ T
0
|x⊥k (s)|αds
) 2
α
≤ a9 + a10‖xk‖ 2α . (4.40)
By Lemma 3.1, (4.36) and (4.40) we have
‖xk‖2 ≤ a11 + a12‖xk‖+ a13‖xk‖ 2α
for some constants a11, a12, a13 > 0. Since α ∈ (1, 2), there exists a constant
a14 > 0 such that
‖xk‖ ≤ a14.
The remaining proof is the same as in Theorem 1.1, and we omit it.
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