Abstract: After visible light communication drawing increasing attention, underwater visible light communication (UVLC) has attracted more interest in the research community nowadays. As multiple input single output (MISO) is getting increasingly widely used to improve the transmission speed in UVLC system, the unbalance between multiple transmitters' power is still a common phenomenon, which leads to the unequal spacing between each adjacent level and damages the system performance. In this paper, we study and analyze the unbalance between the two transmitters. Compared to a traditional hard decision, a densitybased spatial clustering of applications with noise (DBSCAN) of a machine learning method is employed to get the actual center of each cluster and distinguish each level of PAM7 signals. In this way, a new decision curve substitutes traditional standard straight line as a constellation discrimination method. The experimental results show that up to 1.22 Gb/s over 1.2 m underwater visible light transmission can be achieved by using DBSCAN for PAM7 MISO signals. The measured bit error rate is well under the hard decision-forward error correction threshold of 3.8 × 10 −3 .
Introduction
Visible light communication (VLC) has become an attracting and promising technology for highspeed indoor wireless communications over ten years [1] - [6] . The major issue to improve the data rate and transmission distance in the VLC system is how to overcome system bandwidth limitation and compensate multiple impairments effectively. To solve the above problems, new high spectral efficiency modulation formats and equalization techniques are investigated by lots of research institutes [7] - [15] . A high-speed VLC system can be achieved by employing orthogonal frequency division multiplexing (OFDM) [7] , [8] , discrete fourier transform spread orthogonal frequency division multiplexing (DFT-S OFDM) [9] , [10] , carrier-less amplitude and phase (CAP) modulation [11] , [12] , pulse amplitude modulation (PAM) [13] , discrete multi-tone (DMT) modulation and so on. It shows the feasibility of these advanced modulation formats in the VLC system. Nowadays, underwater visible light transmission is an interesting area need to be studied [16] - [24] . Besides the limitation exists in VLC, such as limited modulation bandwidth, non-linearity impairments of transceivers, the absorption, scattering and diffraction effect in UVLC would attenuate the transmitting signals and induce more non-linearity of the UVLC system. Researchers make an effort to increase both transmission speed and link distance by adopting advanced modulation formats and signal processing techniques. A data rate of 161 Mb/s system over 2 m distance, which adopted OFDM modulation format and blue light emitting diode (LED) was achieved by Xu et al. from Zhejiang University in 2016 [19] . In 2017, Tian et al. in Fudan University considered the complexity and selected on-off keying (OOK) modulation to realize a 200 Mb/s transmission over 5.4 m [20] . Kong et al. realized a system with arrayed transmitter/receiver and optical superimposition PAM4 signals and reached 12.288 Mb/s after transmitting through a 2 m underwater channel [21] .
Considering to improve the communication speed with acceptable complexity, single input single output (SISO) is replaced by multiple input single output (MISO) technique [25] - [28] . We proposed an equiprobable pre-coding PAM7 modulation for non-linearity mitigation in 2 × 1 MISO UVLC system [28] . And a data rate of 918.75 Mb/s transmission was successfully achieved. However, we found that even the two LEDs we adopted in our previous experiment are under the same working point, there are difference exists which produce unbalance between transmitters. The unbalance between two LEDs will destroy the superimposed signals in PAM7 MISO system, cause symbol misjudgment and damage the performance. So the mismatch between two transmitters needs to be investigated.
Recently, advanced digital signal processing algorithm, nonlinear compensation and other algorithms based on machine learning are being investigated. Several VLC systems have employed machine learning to improve the performances [29] - [31] . S. Ma proposed three ML demodulators in VLC system based on convolutional neural network (CNN), the deep belief network (DBN), and adaptive boosting (AdaBoost), respectively. [30] . What's more, the DBSCAN algorithm is one of the most typical density-based clustering algorithms of machine learning [32] . DBSCAN can find actually center of clusters according to the density.
In this paper, we conduct a detailed theoretical and experimental analysis on the mismatch between the two transmitters'. At the same time, we use DBSCAN to process the signals at the receiving end, which can solve the wrong judgment problem caused by the mismatch between the two LEDs. To reduce the complexity of employing DBSCAN, a part of the data can be used as a training sequence to obtain an actual center of each level. Then a new decision level for remaining data is calculated. Finally, a 1.22 Gb/s PAM7 MISO system is successfully achieved over 1.2 meters of UVLC transmission under HD-FEC threshold of 3.8 × 10 −3 . The remainder of this paper is organized as follows. The theoretical analysis about the mismatch between two transmitters in PAM7 MISO system is presented first. Then simulation results, the experimental setup and experimental results in UVLC are showed. Final is the conclusion.
Principle
Firstly, the PAM7 signals generated by the direct superimposition of two special PAM3 signals which adopted the equiprobable pre-coding [25] method. The signals can be expressed as
Where a is the degree of mismatch between the two transmitters. When a = 0.5, the PAM7 signals are standard with equal probability. Fig. 1 shows the original level, new level and deviation of each level at the receiver of PAM7 signals. In an ideal situation, the probability of seven levels in PAM7 signals is equal to 1/7. However, there are mismatch exists in practical systems. By calculating according formula (1), we can get a new expression of each level in PAM7 symbols. The new levels are +6, −4a + 6, 8a − 2, −12a + 6, 8a − 6, −4a − 2, −6, respectively. In traditional digital signal processing of PAM modulation, if one level deviates from the standard level more than 0.5 amplitude, it would be misjudged to another level and cause error symbol. Fig. 2 shows the principle of PAM7 MISO system employing DBSCAN method. At the transmitters, the PAM3 signals are an unequal probability. In case1 (ideal situation), after superimposition of two PAM3 signals, an equiprobable PAM7 signal can be generated. The PAM7 signals are with equal spacing. So it is easy to distinguish each level by adopting the traditional hard decision. However, in a real situation (case2), there always is a mismatch between the two transmitter's power. As a result, the PAM7 signals may have unequal spacing. And the two levels are too close to distinguish each other accurately using the traditional hard decision as drawn in Fig. 1 . What's important, the density is different. By applying DBSCAN which is a density clustering method, the signals with different density can be classified to different clusters. To reduce the complexity, we use a certain percentage of data as a training sequence to applying DBSCAN to find the actual center of each cluster. Then the average value of each level and new decision level are calculated in order. Finally, we use the new decision curve to re-judgment received PAM7 signals.
To see the change curve of deviation of each level, Fig. 3 is drawn. From the figure, we can find that d7, d1 which represents +6 and −6 level in PAM7 signals would not be misjudged all the time. The reason is that normalization adopted in data procession, and the two levels are always decided to +6 and −6. When the value of a is larger than 0.5, the deviation of d2, d3, d4, d5, d6 will increase with a. On the contrary, when the value of a is smaller than 0.5, the deviation of d2, d3, d4, d5, d6 will decrease with a. As we discussed before, when the deviation larger than 0.5 amplitude, the signals would be misjudged. So a pink dot line is added in Fig. 3 . As a result, the area of a can be divided into five parts. Fig. 4 shows the detailed value of a and misjudged level in each part. For example, the detailed value of a of area (1) d3, d4, and d5 level will be misjudged. And in this case, it's hard to improve the BER performance because too many levels are stacked together. So in this paper, we only consider how to correct the misjudged levels when a is in [0.44, 0.54].
DBSCAN is adopted in this paper to process the received data. Fig. 5 shows the flow chart of DBSCAN utilized in our PAM7 MISO UVLC system. First, we initialize and define parameters. There are two important parameters in DBSCAN algorithm. MinPts represents the minimum number of points in a given area. ε is the minimum neighborhood radius of a given point. Then we calculate
is the distance between y and x. Here, Euclidean distance is adopted. N ε (x) is the area whose radius is less than ε. Then each point will be marked in order until X unmar ked = ∅.
ρ(x) is the density of ε neighborhood. It can be understood that if there are more points in the ε neighborhood of x, the density is larger. For each point, it is needed to decide the identity according to formula (5) .
X Core is the collection of all core points in X. It corresponds to a point inside the dense area. However, X Noise is the collection of all noise points in X. It corresponds to a point in the sparse area. The noise point is the interference data in the data set, it does not belong to any cluster.
The goal of the DBSCAN algorithm is to divide the data set X into K clusters and noise point sets. We need to mark and merge clusters according to formula (6-7). A tag array m i can be generated by: x i and x j is the adjacent core point. A new cluster k will be merged by adjacent core points and its accessory nodes. Next, it is important to get the average amplitude level of each cluster according to formula (8) as the signal amplitude for the following decision.
Where Y out i is the data out after employing DBSCAN. It is the mean value of each point in the same cluster. n is the number of points in cluster k . Finally, perform signal decision and calculate BER for processed data. Fig. 6 shows PAM7 signals at the receiver without or with DBSCAN in a different area of a. As we discussed before, Fig. 6 (a) and (d) which is in the area(1) will have zero error because no level would be misjudged. Fig. 6(b) and (e) are in area (2) . It can be easily found that level 0 and −2 are stacked closely which is hard to distinguish each other. The red cross is the point which is misjudged and the blue star is the point which is judged accurately. After adopting the DBSCAN algorithm, the number of misjudged points decrease which results in better BER performance. Fig.  6 (c) and (f) are in the area(3) and level 0 and −2 are too close to distinguish each other correctly. It also can be improved by utilizing DBSCAN from the figure.
Based on the above analysis, we found DBSCAN can resist the mismatch between two transmitters. In order to know how the effect is in our previous experiment [25] , DBSCAN is adopted. Fig. 7 shows PAM7 MISO experimental BER versus the value of a with or without DBSCAN. The value of a is calculated according to previous Vpp value of each transmitter in our previous experiment in [25] . From the figure, we can find that BER performance will be destroyed when the value of a is too large or too small which means a high degree of mismatch. What's important, the area of a under FEC threshold can be enlarged by employing DBSCAN. The error points will decrease too. 
Numerical Simulation Analysis
To investigate the effect of mismatch between two transmitters, new simulation results and experimental results are presented followed. First of all, to quantify the mismatch between the two transmitters caused by the devices, we processed the transmitting signals in MATLAB, which meets the formula (9) . And the two LEDs in transmitters were substituted by only one LED. In this way, the effect of two devices itself can be excluded partly, the system becomes simpler and the degree of mismatch between the two transmitters can be accurately quantified. Actually, the signals transmitted are generated by direct superposition according to formula (9) . To get as close as possible to the actual situation, Gaussian white noise is added to the original transmitting signals according to formula (9) . The signal to noise ratio (SNR) is expressed in formula (10) .
Tx new = a(T x
Where, Tx new represents new transmitting signals we adopted, aw gn is Gaussian white noise we added to the transmitter. From formula (9) , the PAM3 signals in transmitter who has smaller amplitude will be added Gaussian white noise. In this way, the system performance will be worse and closer to the real situation in practice. Fig. 8 shows the simulated BER versus the value of a with or without DBSCAN. It indicates that the DBSCAN can improve the BER performance when a is in a certain area. On the contrary, when the degree of mismatch is larger, DBSCAN will destroy system performance.
Experimental Setup and Results
The experimental setup of PAM7 UVLC system is shown in Fig. 9 . At the transmitter, the original binary bit sequence is first mapped in MATLAB to PAM3 symbols according to the equiprobable pre-coding method presented in [25] . The PAM3 symbols are then encoded using PS-Manchester method for spectral shaping. In this way, PAM signals can be transmitted directly at baseband. Then signals are up-sampled by 4 times. Next, two PAM3 signals were added together according to formula (9) to form a new PAM7 symbol. In the experiment, electrical signals were generated by inputting data into the channel of an arbitrary waveform generator (AWG, Tektronix AWG710B). Then to compensate high-frequency attenuation of the channel, signals are passed through a self-designed bridge-T base pre-equalizer (hardware pre-equalization). Followed by an electrical amplifier (EA, 25 dB gain) and DC bias tee, the signals are coupled to the blue chip (457 nm) of RGBYC silicon substrate LED lamp (researched by Nan Chang University) [12] via an AD-DC coupler to drive the LED to emit light to generate an optical signal. The transmission distance of our experiment in underwater is 1.2 meters.
At the receiver, after focusing light by using the lens in front of the receiver, a photodiode (PIN, Hamamatsu 10784) is employed to detect the received light signals. It can convert transmitting optical signals to electrical signals. Then signals are amplified by EA. A digital storage oscilloscope (OSC, Agilent DSO54855A) is used to quantize the received signals for offline processing. In offline processing, signal synchronization and normalization, down-sampling are performed to get PAM7 signals. Differential decoding is applied to eliminate common noise and improve performance. An adaptive post-equalizer based on scalar modified cascading multi-modulus algorithm (S-MCMMA) is utilized to compensate inter-symbol interference. Next, DBSCAN is added to optimize the worse system performance which is caused by the mismatch between two transmitters. The signals are de-mapped and decoded to obtain the original bit sequence. Finally, the system BER performance is calculated.
In the experiment, the voltage of bias-tee is 3.031 V, the current is 130 mA and the peak-to-peak voltage of signals is 0.7 V.
First of all, to know the effect of parameters of the DBSCAN algorithm, Fig. 10 and Fig. 11 are presented. Fig. 10 is the experimental BER at a = 0.46 versus different MinPts. As described in the DBSCAN algorithm, MinPts is the minimum points in the ε neighborhood area. In Fig. 10 , it can be easily found that when the value of MinPts is too large or too small, the BER performance with DBSCAN is worse to transmit information. The optimal MinPts is 23 here. It can be reasonable that when MinPts is too small, DBSCAN will find lots of clusters, and the clustering performance is not good. However, when the MinPts is too large, many points may be judged as noise points as drawn in the inset (ii). So the BER performance is bad too. In inset figures, the black points represent noise points. And points with different color are in different clusters.
As described in the DBSCAN algorithm, ε is the minimum neighborhood radius of a given point. Fig. 11(a) shows the experimental BER at a = 0.46 versus different ε. In Fig. 11(a) , the area of ε under FEC threshold is from 86 to 91. It can be found that the value of ε is too large or too small will produce worse BER performance too. That's because if a smaller ε is selected according to the denser clusters, the density of the nodes in the thinner cluster may be divided into multiple similar clusters. In contrast, if a larger ε is selected according to the thinner clusters, those clusters that are closer and denser will likely be merged into the same cluster, and the difference between them will be ignored. Both of these will lead to worse BER performance. As a result, there is a trade-off between BER performance and the value of ε. In this figure, the optimal value of ε is 88. To figure out how a high ε leads to a high BER, Fig. 11(b) and (c) are drawn. Fig. 11(b) is the clustering results and Fig. 11(c) is the decision results. It shows clearly that the high BER comes from the wrong decision and wrong clustering. Two adjacent levels are adjudged to the same cluster wrongly because of higher ε.
To find out the effect of the training sequence, we change the number of the training sequence. Fig. 12 shows the BER performance versus the percentage of the training sequence. The value of a is 0.45. The parameters of DBSCAN are set at ε = 93 and MinPts = 23. The figure shows clearly that when the training percent increases, the BER performance will be improved. And when training percent is larger than 50%, the BER curve tends to be smooth. That's mean that increasing training sequence would not improve BER performance. Considering the complexity of the system, 50% training sequence can be selected. From the inset figure (i), we can find that when 10% training sequence is used, there are lots of wrong judged points, resulting in a high BER.
The experimental BER versus the value of a with or without DBSCAN is shown in Fig. 13 . From the figure, we can find that DBSCAN can enlarge the area of a. It is the same as our simulated results. When increasing the degree of mismatch, DBSCAN will degrade system performance. The reason is that the number of misjudged level is larger than 1. It is too hard to distinguish each level in received PAM signals. The area of a is increased 20.3% from 0.069 to 0.083 by employing DBSCAN. However, the experimental BER in Fig. 13 has more slightly improvement compared to simulation results in Fig. 8 . Although Gaussian white noise is added to the simulation, the simulation result is close to the ideal situation, and the passing channel is not the actual channel. In actual experiments, the channel attenuation and actual noise will be more serious. So the improvement in BER in Fig. 13 is not as large as in the simulation result in Fig. 8 .
To know how the BER performance under different a is when channel bandwidth increases. The result is presented in Fig. 14 . First of all, the BER performance would be worse with bandwidth increases. In all cases, DBSCAN can increase the maximum bandwidth under the FEC threshold. When a is 0.5, the maximum bandwidth with DBSCAN is 466.5 MHz. The real bit rate can be calculated by 466.5 * 3(bit) * (7/8) = 1.22 Gbit/s. It's worth mentioning that the performance at a = 0.46 is not the same as when a = 0.54 (The two cases are symmetric.). Because we add Gaussian white noise to a smaller PAM3 signal to simulates the actual situation of 2 × 1 MISO system. In real 2 × 1 MISO system, the transmitter with smaller amplitude is more sensitive to noise. Fig. 15 shows the measured experimental BER versus peak-to-peak voltage (Vpp) with or without DBSCAN. First, the BER increases with Vpp value when Vpp is larger than 0.4 V. The reason is that high Vpp voltage means signals suffer high nonlinear and will be damaged seriously. It is unable to optimize system performance in that case by utilizing DBSCAN. Second, when the mismatch is not severe, DBSCAN makes system performance can tolerate higher Vpp range with DBSCAN under FEC threshold. For example, when a = 0.44, the range of Vpp under FEC threshold is 0.23 without DBSCAN and 0.27 with DBSCAN. Although the improvement of 0.04 is not large, it is still useful. Because at this time, the deviation between the two transmitters is large enough.
Actually, it is possible to use more Txs to achieve PAM7 or higher level of PAM in theory. However, it will increase the device cost. And when the number of Tx increases, the mismatch among Txs will increase which leads to worse system performance. In that case, DBSCAN may be more necessary to improve the performance. Further explorations on MISO system with more Txs should be carried out in our future study.
Conclusions
In this paper, a detailed study of the unbalance between the two transmitters is presented. When the decision of each level in PAM7 signals which is judged by a conventional decision method has no more than one wrong level decision, DBSCAN can improve the system performance in a certain degree. The effect of minPts, ε, training percent, the degree of a, bandwidth and Vpp have been discussed in our experimental results. Finally, a transmitting rate of 1.22 Gbit/s over 1.2 m underwater VLC transmission is easily achieved by PAM7 MISO system with DBSCAN technique. From the experimental results, the area of a under FEC threshold is increased 20.3% from 0.069 to 0.083 by employing DBSCAN. DBSCAN can improve system performance when the unbalance exists between two transmitters. It shows that DBSCAN is a potential post-equalization technique in the future underwater VLC system.
