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 i 
Woolstenhulme, Christopher J., M.S. May 2009     Biomolecular Structure and Dynamics 
THE GENESIS OF RIBOSOME STRUCTURE: A TALE OF TWO PROTEINS 
Chair: Walter E. Hill 
  Living cells are dependent upon protein synthesis for virtually all cellular functions.  
The cellular machine responsible for protein synthesis, called the ribosome, is formed 
through the association of two unequally sized subunits, each composed of RNA and 
proteins.  Proper assembly of each subunit is essential to ribosome function and therefore 
essential to the cellular life cycle.  Previous studies focused on dissecting the assembly of 
the small ribosomal subunit (30S subunit) from E. coli have shown that 21 proteins 
sequentially assemble on the 16S rRNA at multiple nucleation sites.  For the first time, 
we are able to monitor changes in the secondary and tertiary structure of the 16S rRNA 
upon the addition of single proteins during assembly by using time-dependent chemical 
probing.  Results from these studies suggest that protein S17 induces multiple structural 
changes in 16S rRNA by first binding to helix 11 and then helix 7.  S20 also induces 
changes in the rRNA by interacting with helix 9, 11, 44 and 13 in that order.  These 
structural formations and rearrangements then prepare the binding sites for additional 
proteins (S12 and S16, respectively).  This study demonstrates that time-dependent 
chemical probing is able to monitor the assembly of the 30S subunit at a level of detail 
never before seen.  These studies also suggest that many motifs in the 16S rRNA 
structure are formed as a result of the proteins binding, lending evidence to the 
hypothesis that the function of ribosomal proteins is to shape and/or hold the RNA 
structure in place. 
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Chapter 1 – Introduction 
The Ribosome 
All living things have active ribosomes.  The ribosome contains the cellular machinery 
responsible for protein synthesis in the cell.  All ribosomes are comprised of two 
dissimilar subunits (large and small), each composed of proteins and rRNA (see Figure 1-
1 (a-d)).  In eubacteria, the large subunit is called the 50S subunit.  This nomenclature 
“S” is derived from the macromolecules’ sedimentation coefficients (listed in Svedberg 
units) determined by analytical centrifugation experiments.  The large subunit is 
comprised of two pieces of rRNA (23S and 5S) and 34 proteins (L1-L36 where “L” 
refers to the large subunit) and is responsible for peptide-bond formation.  The small 
subunit, called the 30S subunit, is comprised of one piece of RNA (16S) (see Figure 1-
1(a) & 1-2(a)) and 21 proteins (S1-S21 where “S” refers to the small subunit) (see Figure 
1-2 (b)).  This subunit binds with the mRNA, tRNAfMet and three initiation factors to 
create the initiation complex.  The creation of this complex is the first step in translation.  
Also, the 30S subunit contains the decoding site that proof-reads the coupling of the 
mRNA codons and tRNA anti-codons (for review see Simonetti et al., 2009).  In vitro, 
this subunit has been shown to self-assemble under specified conditions (Traub and 
Nomura, 1968). 
 
Proper assembly of the eubacterial ribosome is essential for cellular survival.  
Interference or alteration of this process is an effective means of controlling the cellular 
lifecycle and is the method used by multiple antibiotics (Maguire, 2009).  Yet after 40 
 2 
years of investigation, the process by which a ribosomal subunit assembles is still not 
fully understood. 
 
 
 
Figure 1-1. The Prokaryotic Ribosome: 30S Subunit and 16S rRNA 
(a) Secondary structure diagram of 16S RNA (modified with permission from 
http://www.rna.icmb.utexas.edu/CSl/2STR/Schematics/e.coli16s.27.5.5.schem.ps; see 
also ref. 21), showing the definition of the various helical elements used throughout the 
text. The numbering and diagram correspond to the E. coli sequence. Red, 5' domain; 
green, central domain; orange, 3' major domain; cyan, 3' minor domain. (b) Stereo view 
of the tertiary structure of 16S RNA from our refined model, showing the 50S or 'front' 
view, with the same colouring for the domains. H, head; Be, beak; N, neck; P, platform; 
Sh, shoulder; Sp, spur; Bo, body. (c)-(d) Front (50S) and back sides of the 30S. Grey, 
RNA; blue, proteins. Reprinted by permission from Macmillan Publishers Ltd: Nature; 
Wimberly, B.T. et. al. (2000) Nature 407, 327-339.  
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Figure 1-2 legend on next page 
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Figure 1-2. Domain organization of the 30 S subunit. 
(a) The secondary structure of 16 S rRNA from E. coli.42 The major domains are 
colored: 5′ domain, gray; central domain, pink; 3′ major domain, green; 3′ minor domain, 
black. (b) In vitro assembly map of 30 S ribosomal subunits. The primary binding 
proteins are shown in black and the secondary and tertiary binding proteins are shown in 
blue. The three structural domains are colored to match the corresponding major 16 S 
rRNA element shown in (a). The general domain structural names are also given in 
corresponding colors. S6 and S8 are shown in a broken line box because they bind as a 
heterodimer. This assembly map is slightly simplified and modified (J. Grondek & 
G.M.C., unpublished results) from the original map.  Reprinted from the Journal of 
Molecular Biology, Volume 330, Issue 2. Jagannathan, I. and Culver, G.M. (2003).  
Assembly of the Central Domain of the 30S Ribosomal Subunit: Roles for the Primary 
Binding Ribosomal Proteins S15 and S8.  Pages 373-383., with permission from Elsevier. 
 
 
Early in vitro studies demonstrated that the 21 ribosomal proteins of the 30S subunit 
(both recombinant proteins and proteins isolated from 30S subunits) could assemble on 
the 16S rRNA to produce a complete and functional subunit in the absence of protein 
chaperones or co-factors (Culver and Noller, 1999; Traub and Nomura, 1968, 1969b).  It 
was shown that these proteins bound in three stages in vitro (Held et al., 1974; Held et al., 
1973).  Primary binding proteins bound directly to the 16S rRNA.  Secondary binding 
proteins required the binding of at least one primary binding protein.  Tertiary binding 
proteins required all primary and secondary binding proteins to be bound, and then 
required an additional heating step before being able to bind to the 16S rRNA.  The 
dependency of these groups of proteins upon each other was visualized in an assembly 
map (see Figure 1-2(b)).  Since this time, both the location and timing of assembly for 
each protein in the 30S subunit has been under investigation. 
 
Using a battery of biochemical techniques, the location of each protein in the 30S subunit 
has been determined (refer to Chapter 3).  Recent crystal structures have confirmed the 
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location of these proteins (Schuwirth et al., 2005; Selmer et al., 2006).  And yet, certain 
questions regarding binding order remain, as we have no indication as to what order the 
proteins bind within each of the three binding groups.  Even more, we still have a limited 
understanding of the structural changes both the RNA and protein undergo to facilitate 
assembly of the 30S subunit.  Recently, techniques have been developed to address these 
questions. 
 
Pulse-Chase and Time-dependent Hydroxyl-Radical Cleavage 
Two recent studies have demonstrated the capability to investigate 30S assembly in a 
time-resolved manner.  Williamson’s group used pulse-chase coupled with quantitative 
mass spectrometry to determine the dependence of binding kinetics for the ribosomal 
proteins on temperature.  Through this, they determined that 30S assembly was not 
limited to a global rate-limiting conformational change that allowed linear, sequential 
binding of proteins.  Instead, their results suggested that there were multiple nucleation 
sites at which assembly could initiate and then follow assembly in a manner similar to the 
assembly map (Talkington et al., 2005). 
 
More recently, Woodson’s group used a synchrotron to induce hydroxyl-radical cleavage 
in the rRNA in as little as 20 ms during subunit assembly (Adilakshmi et al., 2008).  Her 
findings agreed with Williamson’s results in demonstrating that the assembly process was 
the result of initiation at multiple sites.  To obtain her results, she used information from 
hydroxyl-radical cleavage studies performed by Noller’s group to determine which 
regions of the rRNA were protected from cleavage by a bound protein (Powers and 
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Noller, 1995).  While this approach is useful in determining tertiary interactions between 
RNA and proteins, it is not able to provide higher resolution information regarding 
secondary structural formations or conformational changes in the rRNA.   
 
Time-Dependent Chemical Probing 
The development of a DMS probing technique capable of probing RNA in millisecond 
time intervals has proven to be quite effective in addressing time-resolved RNA 
conformational changes.  This technique was originally developed to monitor changes in 
the ribosome during subunit association (Hennelly et al., 2005).  However, its broad 
application to any RNA system has allowed us to adapt the technique to study subunit 
assembly.  For this, we relied on the footprinting work previously done by Noller’s 
group. 
 
Using DMS, kethoxal, and other chemical probes, Noller’s group was able to 
approximate the location of each protein on the 30S subunit (Stern et al., 1989).  To do 
this, they identified bases that displayed altered chemical reactivity as each protein was 
bound.  Since DMS modifies adenosine at N1 and cytosine at N3 (see Figure 1-3), and 
kethoxal modifies guanosine at N1, exposure of nucleotides to these reagents will affect 
Watson-Crick pairing (Ehresmann et al., 1987).  This disruption of base-pairing is easily 
visualized through primer extension by reverse-transcription and polyacrylamide gel 
electrophoresis (Moazed et al., 1986). 
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Using kethoxal and DMS, Noller’s group also attempted to determine the dynamics of 
30S assembly (Powers et al., 1993).  By varying the temperature at which the subunit was 
reconstituted, they showed that nucleotides throughout the 16S rRNA changed in 
reactivity at different rates.  While their approach revealed much about the dynamic 
assembly of the 30S subunit, including the suggestion that it occurs in a 5’ to 3’ 
directionality, they were limited in their inability to probe the RNA in less than 5 min. 
 
 
Figure 1-3.  Mechanism of DMS Modification 
Adenosine, Cytidine, and Guanine are methylated by dimethyl sulfate (DMS) at N-1 (A), 
N-3 (C) and N-7 (G).  This figure demonstrates the mechanism of alkylation upon 
Adenosine and Cytidine.  Reprinted from the Nucleic Acids Research, Volume 15, 
Number 22. Ehresmann, C. et. al 1987.  Probing the Structure of RNAs in Solution. 
Pages 9109-9128, with permission from Oxford Journals. 
 8 
The Approach used in this study 
Using time-dependent chemical probing, which utilizes DMS and the buffer conditions 
outlined in the reconstitution experiments, we are able to study in great detail the 
mechanism of assembly.  By using a BioLogic SFM-400 Quench Flow apparatus, we are 
able to mix and incubate RNA and protein, probe the complex and quench the reaction in 
as little as 45 milliseconds.   Through multiple experiments, we are able to assemble 
time-courses that allow us to monitor the reactivity of bases over time.  This compilation 
of footprinted “snap-shots” then provides us with a time-resolved story of assembly.  
From this, we can identify the order in which a ribosomal protein binds to the RNA.  We 
are also able to monitor the changes in RNA structure which occur to accommodate 
binding of the protein. 
 
The Problem 
The initial purpose of this study was to develop time-dependent chemical probing as a 
useful technique that could investigate 30S subunit assembly, especially to shed light on 
some paradoxes that appeared in the chemical probing literature.  One such paradox 
exists with primary binding proteins S17 and S20.   
 
Ribosomal protein S17 is one of the smallest (~9.5 kD) 30S proteins and yet is one of six 
primary binding proteins that interact directly with the 16S rRNA independent of any 
other protein (Held et al., 1973).  Additional studies have also shown S17 knock-out 
mutants were lethal and that mutations in S17 affected both subunit assembly and 
translational fidelity (Herzog et al., 1979; Yaguchi et al., 1976).  NMR structural analysis 
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reveals that S17 consists of a 5-stranded antiparallel β-sheet which adopts a Greek-key 
topology (Golden et al., 1993) (see Figure 1-4).  Two of the three loops formed from this 
topology were suggested as protein/RNA binding sites (Jaishree et al., 1996).  Chemical 
probing studies have demonstrated that S17 interacts primarily with helix 11 (h11) and 
helix 7 (h7) of the 5’ domain of the 16S rRNA (Powers and Noller, 1995; Stern et al., 
1988a).  The location of where S17 binds, including the predicted protein (loop 1 and 3) 
and rRNA (h11 and h7) interactions have been confirmed by crystal structures of the 
ribosome (Schuwirth et al., 2005).  In our analysis of the S17/16S rRNA interactions, our 
description of an interacting “arm” of S17 refers to loop 3.  Also, according to assembly 
studies, secondary binding protein S12 is dependent upon S17 for binding.   
 
Ribosomal protein S20 (~9.5 kD) is also one of the six primary binding proteins.  While 
the structure of S20 has not been determined in its free state, in complex with the 30S 
subunit it adopts a 3-helix conformation and is found between h11 and h44 and near 
protein S17.  S20 is a unique primary binding protein because it is one of only a few 
proteins that interact with multiple domains of the 16S rRNA (Schuwirth et al., 2005).  
These interactions include modification of nucleotides in helices 9, 10, 11 and 13 of the 
5’ domain and helix 44 in the 3’ Minor domain (Powers and Noller, 1995; Stern et al., 
1988a).  Other 5’ domain interactions involve nucleotides closest to the beginning of the 
RNA.  According to the 5’ - 3’ assembly model for the 30S subunit (Culver, 2003), 
interactions with these bases indicate that S20 would likely be one of the first to bind.  
This is in agreement with assembly studies that determined that A51 and G31, bases 
affected by S20, were among the first to be protected/enhanced by 30S assembly (Powers 
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et al., 1993).  According to assembly studies, secondary binding protein S16 is dependent 
upon S20 for proper binding.  Recently, S16 has been shown to induce conformational 
rearrangements in the RNA which help the 16S rRNA fold correctly (Ramaswamy and 
Woodson, 2009). 
 
 
Figure 1-4.  NMR Structure of Protein S17 
The 5- β strands of S17 from into three loops.  Both loop 1 and loop 3 identified as rRNA 
binding sites.  For our studies, we refer to loop 3 as an “Arm” of S17.  Two views of the 
electrostatic surface of ribosomal protein S17. The entire upper part of the protein 
(toward loop 1 and loop 3) is more positively charged than the lower half, and two highly 
positively charged surfaces centered on loop 1 and loop 3 can be identified, pointing in 
opposite directions.  Reprinted from the Biochemistry, Volume 35, Issue 9. Jaishree, T. 
N. et. al (1996)  Solution Structure of Prokaryotic Ribosomal Protein S17 by High-
Resolution NMR Spectroscopy.  Pages 2845-2853, with permission from the American 
Chemical Society. 
 
Of special interest is the interaction of S20 with h44.  H44 is located at the interface of 
the 30S and 50S subunits and comprises part of the decoding site (Selmer et al., 2006).  
Thus, proper positioning of S20 likely effects both subunit association and translational 
fidelity (Gotz et al., 1990). 
 
 11 
Data from Noller’s probing studies indicated that both S17 and S20 induced similar 
protection patterns on helix 11 (h11) of the 16S rRNA.  S17 was assigned as the protein 
solely responsible for these interactions.  This was due to evidence showing that S17 
interactions were stronger and only found on h11 (Stern et al., 1988a), whereas S20 also 
interacted with h44.  Additional evidence from hydroxyl radical probing also supported 
this conclusion (Powers and Noller, 1995).  Since that time, crystal structures have shown 
that in their final bound state, S17 and S20 sit next to each other, with h11 interacting 
directly with both proteins (see Figure 1-5).  These protections were originally described 
as “polyspecific effects,” where a protein binds near a given site, inducing a 
conformational change that is then recognized by a second protein (Stern et al., 1989).  
However, S17 is not dependent on S20 for binding, so while S20 may induce a transient 
conformational change in h11, S17 does not need this in order to bind. 
 
With this paradox in mind, we proposed using time-dependent chemical probing to 
determine the binding order of these two proteins.  We hypothesized that S20 bound 
before S17, inducing the observed changes in h11, which was then followed by S17 
binding which would pull h11 toward it.  This would be indicated by an increase of 
protection in those bases over time.  Also, by monitoring the other helices with which 
S20 interacted, we could determine which protein was binding first.   
 
However, this latter goal was not to be realized.  As described in the following chapters, 
purification of S20 proved to be very difficult.  This resulted in obtaining limited data 
regarding time-resolved binding of this protein.  As a result, we were not able to ascertain 
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which protein bound first.  However, protein S17 worked remarkably well.  By using 
time-dependent chemical probing, we were able to see a step-wise creation of a binding 
pocket in the 16S rRNA as S17 bound.  These interactions are described in greater detail 
in Chapter 3. 
 
 
Figure 1-5.  S17 and S20 Interacting with Helix 11 
Both S17 (Blue) and S20 (Green) interact with helix 11 (Yellow).  While S17 has 
extensive contacts with h11, S20 is only seen to interact with bases in the hairpin-loop in 
the 260 region. 
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Chapter 2 – Optimizing Time-dependent Chemical Probing for Assembly Studies 
Introduction 
Optimizing time-dependent chemical probing for assembly studies required both the 
purification of functional proteins and the determination of optimal probing conditions 
for the ribonucleoprotein (RNP) complex.  Both S17 and S20 required unique approaches 
in order to obtain soluble protein, as discussed below.  Once the proteins were expressed 
and purified, the RNA/protein binding and probing conditions (including buffers, 
temperature, binding time and the probing protocols themselves) were systematically 
explored and optimized.  After optimization, time-dependent chemical probing was used 
to obtain multiple time series for RNP complexes during the binding process. This made 
it possible to analyze the individual binding interactions for S17 and S20.  However, the 
rate-limiting step in this process was the expression and purification of soluble S17 and 
S20. 
 
Expression and Purification of S17 and S20 
Ribosomal proteins were purified using methods based on those developed by Culver et. 
al (Culver, 2003).  For a more in-depth description of the methods used in these studies, 
refer to the Materials and Methods section of Chapter 3.  In Culver’s work, she described 
S17 as being insoluble and S20 as being soluble.  In our attempts to purify these proteins, 
we found that their solubility varied greatly, as did the KCl concentrations required for 
elution and total protein yields. 
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In our initial attempts, S17 was quite insoluble.  We used the BL21 (DE3) E. coli with a 
pET24b plasmid containing our protein insert (obtained from Gloria Culver), grown to an 
optical density (OD) of 0.4 in LB broth with 30 uM kanamycin at 37°C.  These cells were 
induced with 1 mM IPTG and allowed to incubate for an additional 4 hrs at 37°C. Upon 
lysing these cells by sonication, and SDS-PAGE analysis, we noted that the protein was 
only found in the pellet (insoluble) (data not shown).  As outlined by the literature, we 
used dialysis at 6M urea to solublize the protein, but found that our protein almost 
disappeared after three changes of the dialysis solution.  It was determined that not only 
was our protein sticking to the dialysis bags, but it was also being diluted past the 
detection limit (see Figure 2-1(a)).  Other methods were used to make the insoluble 
fractions soluble, but with no success (see Figure 2-1(b).  We therefore determined that it 
was best to have a soluble protein prior to purification. 
 
After discussions with Dr. Michelle McGuirl, Dr. Celestine Thomas and Dr. Michael 
Machczynski, we decided to vary the OD of the bacteria prior to induction and also vary 
the temperature and length of time for which induction proceeded.  It was also suggested 
by Dr. Gloria Culver that we try using larger volumes for lyses.  Using these techniques, 
we were successful in making S17 soluble by allowing bacteria to reach an OD of 0.6-0.8 
prior to induction at 37°C for 4 hours.  Since this protein was already soluble, we loaded 
the supernatant (obtained after cell lysis and centrifugation) directly on the cation 
exchange column for purification by FPLC.  This approach worked extremely well for 
S17 and provided enough protein to last for the initial experiments (see Figure 2-2). 
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Figure 2-1 legend on next page 
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Figure 2-1.  SDS Analysis of Protein S17 
Our initial attempts to purify S17 often produced insoluble protein. (a)  Lane 1 is taken 
from uninduced E. coli cells used as a control.  Lanes 2-3 are samples of induced E. coli 
cells also used to demonstrate that S17 was expressed.  Lanes 4-7 were attempts at 
solublizing inclusion bodies by overnight resuspension in 6M urea lysis buffer.  Lanes 4-
5 were resuspended overnight and lanes 6-7 were dialyzed overnight with three changes 
of the same 6M urea lysis buffer.  (b)  This figure has been reversed to place control lanes 
on the left.  S20 (Lane 1) was often used as a molecular marker because S17 and S20 
were very similar in molecular weight (9.5 kilo-Daltons [kD].  Lane 2 is soluble S17 
obtained by gently resuspending the inclusion body pellet in lysis buffer containing 6M 
urea.  Lane 3 is the same as Lane 2, but was resuspended by sonication.  Lanes 4 (pellet) 
and 5 (supernatant) were from a pellet resuspended in 6M urea lysis buffer with 1% 
Triton (vol/vol).  Lanes 6 (pellet) and 7 (supernatant) were from a pellet resuspended by 
sonication in the 6M urea lysis buffer with 1% Triton (vol/vol). 
 
 
 
Figure 2-2 legend on next page 
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Figure 2-2.  FPLC Purification of Soluble S17 
2D SDS-PAGE analysis of protein containing fractions obtained by FPLC purification of 
S17 demonstrated high amounts of soluble S17.  This protein was typically soluble when 
expressed at a higher OD. 
 
 
Like S17, S20 was also insoluble.  Seeing the success we had with S17, we applied the 
same techniques in hopes of making S20 soluble.  This protein, however, was not as 
simple.  We generally obtained two different quantities of soluble yield for S20: high and 
low, with the low yield being most common.  In order to obtain a soluble S20 yield, we 
found it necessary to grow the E. coli to an OD of between 0.7-1.0 with a slow induction 
overnight (12-16 hrs) at a cooler temperature (18°C).  This method usually resulted in a 
low yield which required multiple purifications to obtain enough protein for one 
experiment. 
 
In one rare preparation, we obtained a high yield of soluble S20.  The conditions were the 
same as described for the low yield, yet we were able to purify large amounts 
concentrated, soluble S20 (see Figure 2-3).  This may have been due, in part, to 
temperature fluxuation during this induction.  Also, the E. coli strain BL21 (DE3) is not 
ideal for the long term storage of plasmids.  Since subsequent over-expressions of S20 
were performed with 1-2 year old glycerol stocks, newer stocks of E. coli may have 
provided better yields.  Regardless, we have been unsuccessful in our efforts to reproduce 
the results for the high-yield experiment since that time. 
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Figure 2-3.  FPLC Purification of Soluble S20 
2D SDS-PAGE analysis of protein containing fractions obtained by FPLC purification.  
This gel is taken from the only high-yield purification we have obtained for S20.  In most 
other attempts, S20 remained mostly insoluble. 
 
Once purified, it was necessary to determine the functionality of these proteins.  To do 
this, we used filter-binding assays to determine the ability of S17 to bind with the 16S 
rRNA.  It was evident from these studies that the protein was binding to the RNA.  We 
then used the traditional equilibrium probing assays used by Stern et. al (Stern et al., 
1988b) to determine if binding was specific or non-specific.  Using similar buffer 
conditions, we were able to demonstrate that S17 bound specifically to the rRNA, since 
we got similar protection patterns.  By varying the concentration of protein, we 
determined that 10-fold molar excess of protein was sufficient to saturate the rRNA, 
 19 
which gave the results most similar to those obtained by probing the 30S subunit (see 
Figure 2-4). 
 
We determined the functionality of S20 by using these same methods.  Proteins obtained 
from low yield purifications apparently did not bind to the RNA, as demonstrated by the 
lack of protections or enhancements in equilibrium probing studies.  We concluded that 
the soluble fraction for low yield purifications was non-functional.  Proteins taken from 
the one high-yield experiment were functional and produced excellent protections and 
enhancements on the 16S rRNA at 2-10-fold molar excess (see Figure 2-5). 
 
Protein functionality was optimal for only a short period after purification.  Because of 
BioLogic equipment difficulties, both purified proteins were not used for over two 
months after their purification and initial testing.  Experiments using S17 showed reduced 
binding capability when stored in -80°C and at 4°C, although -80°C aliquots were still 
functional.  However, S20 aliquots stored at -80°C demonstrated an extremely reduced 
binding capability after two months.  Surprisingly, S20 aliquots stored at 4°C showed no 
binding capability at all.  SDS analysis of proteins stored at 4°C demonstrated that the 
protein had completely disappeared; suggesting complete degradation or precipitation 
and subsequent binding to the eppendorf tube at this temperature (see Figure 2-6).  It was 
therefore concluded that the proteins, once purified, had roughly a one month shelf-life 
for optimal functionality and should be stored at -80°C during that time. 
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Figure 2-4.  Equilibrium Probe of the 16S rRNA with S17 and S20 
Primer Extension analysis of 16S rRNA after 1 hr incubation with S17 and S20 at 42C.  
Lanes G and A are sequencing lanes.  B lanes are unmodified 16S rRNA.  16S control 
lanes (Lanes 1 and 2) are 16S rRNA modified with DMS without S17 or S20.  Lanes 3 
and 4 are 16S rRNA incubated with 5-fold molar excess S17.  Lanes 5 and 6 are 16S 
rRNA incubated with 10-fold molar excess S17.  Lanes 7 and 8 have been incubated with 
5-fold molar excess S20 and lanes 9 and 10 with 10-fold molar excess S20.  Lanes 11 and 
12 are 30S subunits modified with DMS under these same conditions. 
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Figure 2-5.  Equilibrium Probe of 16S rRNA with Varying Concentrations of S20 
Primer Extension analysis of 16S rRNA incubated with varying concentrations of S20 (2-
10-fold molar excess).  (a)  Lanes G and A are sequencing lanes.  B lane is unmodified 
16S rRNA.  Lanes 1 and 2 are 16S rRNA modified with DMS without S20.  16S rRNA 
was incubated with 2-fold (Lanes 3-4), 4-fold (Lanes 5-6), 8-fold (Lanes 7-8) and 10-fold 
molar excess S20 (Lanes 9-10).  Lanes 11-12 were treated the same as samples for Lanes 
9-10 but with only half the KCl concentration (165 mM).  Lane 13 represents modified 
30S subunits. 
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Figure 2-6.  Determination of Optimal Protein Storage 
SDS-PAGE analysis of proteins stored for 2 months both at -80°C and 4°C.  All lanes 
received equal amount of protein.  Lane 1 was S20 from an older purification (5 months 
storage) stored at -80°C and used as a molecular marker.  Lane 2 was S20 from the high-
yield purification stored at 4°C.  Lane 3 was S20 from the same purification as lane 2, but 
stored at -80°C.  Lane 5 is S17 that had been stored at 4°C for 1 month and used as a 
molecular marker.  Lane 6 and 7 were S17 from the same purification where lane 6 was 
stored at 4°C and lane 7 stored at -80°C.  Lane 7 was the protein ladder (BioRad 
Kaleidoscope Pre-stained standard). 
 
Converting Time-dependent Chemical Probing to 30S Assembly 
Converting the Continuous Flow Technique 
Time-dependent chemical probing was developed by Dr. Scott Hennelly in the laboratory 
of Dr. Claudio Gualerzi (Hennelly et al., 2005).  This technique uses DMS to chemically 
footprint RNA in complex with other macromolecules (proteins, 50S subunit, etc) in a 
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time resolved manner.  The original buffers and probing conditions had previously been 
optimized for investigation of ribosomal subunit association.  In the continuous-flow 
technique, the delay time is generated by the size of the delay line used and flow rate of 
the syringes.  The sample flows through the delay lines and mixers in a continuous 
manner.   This approach provided the necessary conditions for subunit association to be 
studied, but in order to study 30S assembly, different buffers and probing conditions 
would need to be determined. 
 
Initially, we used the probing buffer conditions outlined by Culver and Noller (Culver 
and Noller, 1999), namely: 80 mM K-HEPES pH 7.6, 330 mM KCl, 20 mM MgCl2, 6 
mM β-mercaptoethanol (BME).  We chose not to use the Nikkol detergent in our 
experiments, since trial runs with and without Nikkol gave similar results (see Figure 2-
7(a-b)).  Also, the BioLogic machine uses Berger-Ball mixers to mix the samples during 
a machine run.  Nikkol would have caused unnecessary foaming in our samples that 
would then cause inaccurate collection measurements (something we constantly 
monitored to ensure proper machine function).  Also, experiments with reduced KCl 
showed diminished protection/enhancement intensities.  Therefore, we maintained these 
reconstitution buffer conditions. 
 
The original probing studies used temperature as a means to kinetically trap the RNP 
complex in its bound state so that low concentrations of the various chemical probes 
could modify the structure.  This would not work for our studies, since we desired to 
modify the RNA during the assembly process which worked best at  
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Figure 2-7 legend on next page 
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Figure 2-7.  Analysis of S17 Bound rRNA with and without Nikkol 
These experiments were performed using the Biologic apparatus after the initial success 
of Figure 2-8.  (a) This experiment was performed with Nikkol in the binding buffer.  
Sequencing lanes G, A and B are as previously described.  16S control samples (modified 
16S rRNA without protein) were taken before (lanes 1-2) and after (lanes 3-4) the 
experiment to ensure probing/incubation fidelity.  The 16S rRNA was bound with S17 
and probed after 14.1 ms (lanes 5-6), 40.5 ms (lanes 7-8), 69.1 ms (lanes 9-10), 140 ms 
(lane 11) and 40 minutes (lanes 12-13) of incubation.  (b)  This experiment was 
performed without Nikkol in the binding buffer.  G, A, B and 16S control lanes (lanes 1-2 
and 12-13) are as previously described.  16S rRNA bound to S17 was modified after 34 
sec (lane 3), 47 sec (lane 4), 1 min (lanes 5-6), 2 min (lanes 7-8), 5 min (lanes 9-10) and 
10 min (lane 11) of incubation.  In determining Nikkol necessity, compare 40 min 
incubation times (lane 12-13) of (a) to 5 or 10 min incubation time (lanes 9-11) in (b). 
 
temperatures from 37°C to 42°C and would likely not be a static structure.  Instead, we 
relied on the highly-reactive nature of DMS and a fast-acting chemical quench to take the 
needed “snap-shots” of the RNA at various times during binding.  For our studies, we 
found that Hennelly’s original probing conditions of a 50% (vol/vol) DMS mixture and 
quench containing 0.5 M NaOAc were also optimal for probing our RNA.  These 
conditions initially specified a probing temperature of 20°C and a machine flow rate at 
maximum speed (9.5 ml/sec total flow rate; 3.00 ml/sec through mixer 1).  At this flow 
rate, the RNA was allowed to bind with the protein for 15-80 ms.  However, in this time 
frame and under these conditions we could observe no protein binding (see Figure 2-8).  
These results did, however, demonstrate that a machine experiment could be performed 
during a 45 min time period with no RNA degradation or loss of DMS reactivity. 
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Figure 2-8.  First Attempt at Fast Probing the RNP Complex 
G, A, B and 16S control lanes (lanes 1-2 and 11-13) are as previously described in Figure 
2-4.  16S rRNA was modified with DMS after incubation with S17 for 14.1 ms (lanes 3-
4), 19.5 ms (lanes 5-6), 40.5 ms (lanes 7-8) and 69.1 ms (lanes 9-10).  This was our first 
attempt at fast probing of the RNP complex.  RNP complexes were incubated at 20°C. 
 
Our goal was then to determine the time-frame in which the RNA and protein bound.  
Initially, we performed experiments designed to reproduce conditions of the equilibrium 
probe in the machine.  To do this, we changed the machine temperature from 20°C to 
42°C and allowed the RNA and protein to incubate in the machine for up to 60 min prior 
to modification (see Figure 2-9).  This produced the same protection patterns we 
observed in the original equilibrium probing studies, with notable 
protections/enhancements in select bases from protein binding seen in as little as 1 min.  
Experiments performed at 4°C caused binding to take over 60 min (see Figure 2-10), 
while those performed at 37°C happened as rapidly as those performed at 42°C (see 
Figure 2-11).  Because of this, and knowing that 37°C is the preferred physiological 
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temperature for E. coli, we decided to use 37°C as our standard machine probing 
temperature. 
 
Having established our buffer conditions, temperature, probing conditions and time-
frame of binding (between 80 ms – 1 min), our goal was to narrow those times and 
identify the moment when binding began.  In our initial attempts, we manually mixed the 
RNA and protein prior to loading in the machine and probing the samples.  We were able 
to obtain time intervals in as short a time as 15 seconds.  However, protection patterns 
indicated that the protein was already bound at this time.  It then became necessary to 
develop a way to probe the RNP complex between 80 ms and 15 sec.  This could only be 
accomplished by slowing the flow rate of the machine and then by using the machine to 
incubate the RNA/Protein as part of a normal machine run.  To do this, we developed a 
Push-Pause-Push method to probe the RNA. 
 
 
Figure 2-9 legend on next page 
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Figure 2-9.  Determination of the Late Binding Time for S17 and the 16S rRNA 
G, A, B and 16S control lanes (lanes 11-14) are as previously described in Figure 2-4.  
16S rRNA was modified with DMS after incubation with S17 for 1 min (lanes 1-2), 5 
min (lanes 3-4), 15 min (lanes 5-6), 30 min (lanes 7-8) and 60 min (lanes 9-10).  RNP 
complexes were incubated at 42°C. 
 
 
 
 
 
 
 
 
Figure 2-10.  Determination of the Optimal Binding Conditions 
G, A, B and 16S control lanes (lanes 1-2) are as previously described.  16S rRNA was 
modified with DMS after incubation with S17 for 1 min (lanes 3-4), 5 min (lanes 5-6), 15 
min (lanes 7-8), 30 min (lanes 9-10) and 60 min (lanes 11-12).  RNP complexes were 
incubated at 4°C. 
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Figure 2-11.  Determination of the Optimal Binding Conditions 
G, A, B and 16S control lanes (lanes 1-2 and 7-9) are as previously described.  16S rRNA 
was modified with DMS after incubation with S17 for 4 min (lanes 3-4) and 30 min 
(lanes 5-6).  RNP complexes were incubated at 37°C. 
 
Push-Pause-Push Technique 
The BioLogic Quench-flow Apparatus has the capability to allow pauses to be included 
in machine run protocols.  A protocol that uses this feature would allow the RNA and 
protein to incubate for as short a time as 15 ms to as long as the user desired, depending 
on the flow rate and length of the pause.  However, pauses during the machine run allow 
contents from syringes to diffuse into one another at the mixer locations.  This would 
contaminate both the leading and lagging end of each sample.  To solve this, both ends of 
a sample need to be discarded, leaving only the middle portion to be collected.  To 
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determine how much sample could be discarded, it was necessary to track the RNA 
during a typical Push-Pause-Push run.  Accurately tracking the RNP through the machine 
requires knowledge of the flow-rate through mixer 1, overall machine flow-rate, sample 
volume and the sample composition at various stages in the machine (see Figures 2-12 
(a)-(b)). 
 
One of the key concepts in the Push-Pause-Push protocol is that the location and flow of 
the RNA is controlled by the volume pushed by syringes 1 and 2 through mixer 1.  In 
order for the mixers to work properly, the flow-rate cannot go below 1 ml/sec.  Initial 
experiments that tested various flow-rates across mixer 1 using the protocol described 
below determined that this minimum flow-rate of 1 ml/sec produced the best results.  
Therefore, we used a 1 ml/sec flow-rate through mixer 1 for our experiments. 
 
Our next step was to determine the appropriate sample size.  In this protocol, the delay 
line used in the machine between mixers 1 and 2 acts as the incubation vessel for the 
RNA/Protein during binding.  As such, the volume of the delay line determines the 
amount of sample we can work with.  In choosing the appropriate delay line, we took into 
consideration the amount of 16S rRNA and protein that would be used in each run.  Since 
isolation of 30S subunits, extraction of the 16S rRNA, and protein purification required 
considerable time and resources, we desired to use the minimum amount of sample that 
was adequate for probing and yet be conservative in waste.  The “190” delay line 
(coupled the machine lines connecting this line) contained a volume of 213.9 ul (see 
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Figure 2-12 (b)).  This was adequate, but not excessive, and became the standard volume 
for our experiments.   
 
 
Figure 2-12 legend on next page 
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Figure 2-12.  Biologic Quench-flow Schematic 
(a)  A diagram of the Biologic Quench-flow apparatus that includes the volumes (in 
microliters) for each corresponding section.  Berger-ball mixers are indicated by black 
boxes and labeled accordingly.  The diverting valve is also labeled and shown by a black 
oval.  The volume between mixer 1 and 2 varies depending on which delay line is 
inserted in the machine.  (b)  The diagram based upon (a) that includes the addition of 
delay line 190 (DL 190).  Syringes are colored according to their typical contents.  
Sample composition percentages (and corresponding volumes) have been listed for each 
section of the diagram and are colored according to their corresponding component.  The 
Effective Volume of RNP in any section is the same as the sample composition volume 
listed for RNP (purple) in that section.  Flow rates through each mixer have also been 
included.  Samples move at 1 ml/sec through mixer 1 (M1), 1.17 ml/sec through mixer 2 
(M2) and 3.5 ml/sec through mixer 3 (M3). 
 
In a typical machine run (see Figure 2-13, 2-14 (a)-(d)), the RNA and protein are mixed 
at mixer 1 and then enter the 190 delay line (flowing at 1 ml/sec) where the machine 
pauses for the specified period of time.  Once the pause is complete, the RNP samples are 
modified with 50% (vol/vol) DMS to a final concentration of 0.59 M DMS and limited to 
23 ms before quench.  Since DMS modification of RNA does not occur instantaneously, 
we have included the modification time in the incubation time.  As DMS is introduced to 
the sample at mixer 2, the flow-rate increases from 1 ml/sec to 1.17 ml/sec.  This addition 
to the sample mixture also dilutes the amount of RNP present in the space between mixer 
2 and mixer 3 to 85% of the total sample.  Both the change in flow-rate and sample 
composition must be taken into consideration when calculating the incubation time and 
position of the RNP complex in the machine. 
 
After modification, the RNP/DMS mixture is quenched.  As with the addition of DMS, 
quench also changes the composition and flow-rate of the sample.  As quench is added at 
mixer 3, the RNP then constitutes 28.4% of the total reaction mixture, while DMS is 
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4.6% and quench represents 67%.  The flow-rate rises to 3.5 ml/sec, at which point the 
sample is pushed toward the diverting valve where it is collected or sent to waste. 
 
 
 Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 
Timea 400 0d 104 116 80 
Syringe 1b 200 0 52 58 0 
Syringe 2 200 0 52 58 0 
Syringe 3 130 0 18 20 0 
Syringe 4 1060 0 244 272 160 
W/C c Waste Waste Waste Collect Collect 
 
 
Figure 2-13.  Push-Pause-Push Protocol 
This sample protocol used in Push-Pause-Push experiments shows the actions which are 
performed in each machine shot.  Each shot has five phases.  (a) Input values 
corresponding to “Time” are in milliseconds and represent the length of that phase.  (b)  
Input values corresponding to “syringe 1” – “syringe 4” represent the volume pushed by 
the corresponding syringes in the given time limit of the phase.  (c)  Input values 
corresponding to “W/C” dictate whether the Diverting Valve sends sample to “Collect” 
or “Waste” in the phase duration.  The default position of the Diverting Valve is “Waste”.  
(d)  The “Pause” in the protocol is varied by changing this input value. 
 
As the RNP moves through the machine and becomes diluted as it passes through mixers 
2 and 3, the effective volume of RNP at each section must be calculated and accounted 
for in order to determine the appropriate volume of sample to be pushed by syringes 1 
and 2.  The total volume in the M2-M3 intermixer space (space between mixer 2 and 
mixer 3) is 27.3 µl.  However, since the RNP constitutes only 85% of that volume, the 
effective volume for M2-M3 is actually 23.3 µl.  Likewise, the RNP effective volume for 
M3-Diverting Valve is 10.2 µl.  Also, for middle portion of sample to be collected, an 
additional effective volume of 15.6 µl must be added for the Diverting valve-Collection 
distance.   
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For example: (phases 1 & 2) the Delay Line is loaded with sample during phase 1 when 
syringes 1 and 2 each push 200 µl and pause for a specified amount of time (see Figure 2-
14(a)).  (phase 3) Syringes 1 and 2 then push a combined total of 104 µl after the pause 
causing the RNP sample (213.9 µl total) to go through the machine with 70.5 µl going to 
waste representing the leading end of the sample (see Figure 2-14(b)).  (phase 4) An 116 
µl push (total) from syringes 1 and 2 sends 116 µl of RNP toward collection.  This allows 
collection of 100.4 µl while leaving a portion of sample between the collection port and 
M2 (see Figure 2-14(c)).  (phase 5) Finally, 160 µl of quench from syringe 4 pushes the 
RNP sample between M3 and collection out to collection with an additional 69 µl of 
quench.  In all, 126.2 µl of the RNP sample is collected, with the M3-Diverting valve 
space flushed with quench and the trailing end (17.2 ul) of sample left in the M2-M3 
space (see Figure 2-14(d)).  This tailing end is discarded at the beginning of the next shot.  
By using the effective volumes, the sample can be followed through the machine, with 
the leading and lagging ends sent to waste and the middle portion collected. 
 
At a flow-rate of 1 ml/sec, and using the 190 delay line, the shortest amount of 
RNA/protein binding time allowed is 237 ms (for an example of the calculations, see 
Figure 2-15).  By adding a 13 ms pause, the binding time becomes 250 ms; this has been 
used for our standard early time point.  Additional time points we obtained using this 
method were 500 ms, 750 ms, 1 sec, 2.5 sec, 5 sec, and 10 sec.  However, because very 
little difference was observed between the 5 sec and 10 sec samples, we generally 
concluded our time trials at 5 sec. 
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Figure 2-14 (a).  Representation of a Typical Push-Pause-Push Run (Phases 1 & 2) 
Within each Push-Pause-Push shot, there are five seamless phases (refer to Figure 2-13).  
During phase 1, the RNP is loaded into the delay line, pushing the old contents to waste, 
preparatory to the RNP incubation period.  To do this, 200 µl of each RNA and Protein 
(400 µl total) are pushed through mixer 1 (M1).  Syringe 3 pushes 130 µl and syringe 4 
pushes 1060 µl in order to clear mixer 2 (M2) and mixer 3 (M3).  Phase 1 is complete in 
400 ms.  Once complete, phase 2 begins which represents the pause section of the 
protocol and allows the RNP to incubate for a set period of time.  This time is varied by 
entering the number of milliseconds you desire to pause for in the “Time” box under 
“Phase 2”.  
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Figure 2-14 (b).  Representation of a Typical Push-Pause-Push Run (Phase 3) 
Phase 3 pushes the RNP sample to modification and is also responsible for discarding the 
leading end of the sample.  This is accomplished by syringe 1 and 2 each pushing 52 µl 
(104 µl total) which causes 70.5 µl of the RNP sample to be pushed to “Waste”.  DMS is 
at 0.59M final concentration and Quench is 2-times the sample volume (67% of the total 
sample). 
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Figure 2-14 (c).  Representation of a Typical Push-Pause-Push Run (Phase 4) 
Phase 4 represents the collection phase of a machine run.  The distance between the 
diverting valve and the collection port is already loaded with quench from the previous 
run and comprises the leading 55 µl of the sample when it is collected.  To initiate sample 
collection, syringe 1 and 2 each push 58 µl (116 µl total) which pushes the middle portion 
of the RNP sample through M3 leaving the tailing end (17.2 µl) of the RNP sample in the 
M3-M2 space.  This effectively pushes 100.4 µl of the modified RNP sample to 
collection leaving 25.8 µl in the space between M3 and “Collect”.  
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Figure 2-14 (d).  Representation of a Typical Push-Pause-Push Run (Phase 5) 
Phase 5 is responsible for pushing the RNP sample between M3 and “Collect” to 
collection with extra Quench that also cleans the collection port.  To do this, syringe 4 
pushes 160 µl of Quench to “Collect”.  The quench in the Collection-Diverting Valve 
portion then becomes the leading section of the next shot.  In all, 125.2 µl of the RNP 
sample is collected with a total sample size of 568.4 µl.
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Figure 2-15.  Sample Calculations for the Push-Pause-Push Protocol 
 
M1 Flow Rate = (Syr1 + Syr2) / Time 
M2 Flow Rate = (Syr1+ Syr2 + Syr3) / Time 
Binding Time = Volume(M2-M1) / M1 Flow Rate 
    + 
       Volume(M3-M2) / M2 Flow Rate 
 
Using Input Values from Phase 4 of Figure 2-13: 
 
M1 Flow Rate = 58 + 58 / 116 = 1 ml/sec 
M2 Flow Rate = 58 + 58 + 20 / 116 = 1.17 ml/sec 
 
Binding Time = 213.9 µl / 1 ml/sec = 213.9 ms 
    + 
    27.3 µl / 1.17 ml/sec = 23.3 ms 
 
Binding Time = 213.9 ms + 23.3 ms = 237.2 ms 
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Continuous Flow 
In order to obtain time points earlier than 237 ms, yet longer than 80 ms, we converted 
our Push-Pause-Push method into a Continuous flow method.  To do this, we kept all the 
parameters of the Push-Pause-Push protocol, but set the pause time to “0” and utilized the 
different delay lines to alter the binding time.  By doing this, we were able to obtain the 
following time points: No delay line (0-Mix-0) allows 45 ms binding time; delay line 40 
allows 87 ms; delay line 90 allows 137 ms (for calculations see Figure 2-16).  While the 
use of this protocol was essential for obtaining early time points, it was also more 
technically challenging and costly in terms of RNA/protein usage. 
 
Data Analysis 
Both S17 and S20 worked well with the Push-Pause-Push and Continuous Flow protocol.  
Once samples were probed, the RNA was sequenced using primer extension assays by 
using the following primers numbered according to the 16S rRNA base where extension 
is initiated:  
 
1478 – 5’-ACTTCACCCCAGTCATGA- 3’ 
364  – 5’-GGCTTGCGCCCATTGTGCAAT- 3’ 
323 – 5’-AGTCTGGACCGTGTCTCA- 3’ 
227 – 5’-AATCCCATCTGGGCACAT- 3’ 
161 – 5’-GCGGTATTAGCTACCGT- 3’ 
 
Data used in the analysis of these experiments were obtained from these gel assays.  For 
more a more in-depth discussion on how we analyzed these data, see Chapter 3, Materials 
and Methods.  One problem that deserves further discussion, however, is the issue of 
interfacing data from multiple experiments including experiments that used different 
protocols (Push-Pause-Push or Continuous).   
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Figure 2-16.  Sample Calculations for the Continuous Flow Protocol 
M1 Flow Rate = (Syr1 + Syr2) / Time 
M2 Flow Rate = (Syr1+ Syr2 + Syr3) / Time 
  *Volume(M2-M1) = 21.9 + Delay Line* 
Binding Time = Volume(M2-M1) / M1 Flow Rate 
      + 
         Volume(M3-M2) / M2 Flow Rate 
Using Input Values from Phase 4 of Figure 2-13 and Delay Line 17: 
  M1 Flow Rate = 58 + 58 / 116 = 1 ml/sec 
M2 Flow Rate = 58 + 58 + 20 / 116 = 1.17 ml/sec 
  Volume(M2-M1) = 21.9 + 19 = 40.9 
Binding Time = 40.9 / 1 ml/sec = 40.9 ms 
      + 
      27.3 µl / 1.17 ml/sec = 23.3 ms 
Binding Time = 40.9 ms + 23.3 ms = 64.2 ms 
 
Delay Lines DL Volume (µl) Volume(M2-M1) (µl) Binding Time (ms) 
0-Mix-0 0 21.9 45.2 
17 19 40.9 64.2 
40 35 56.9 80.2 
90 92 113.9 137.2 
190 192 213.9 237.2 
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As described in Chapter 3, all data points were normalized to the 16S control values 
(RNA that is probed in the absence of protein) which represented the RNA before the 
proteins had bound (RNA = 1) (for sample calculations see Figure 2-17(a)).  These values 
were also normalized to the Equilibrium (Eq) values, or fully bound RNP complexes (Eq 
= 0).  This was accomplished by first subtracting the corresponding Eq values from all 
the sample values.  The values obtained by subtracting the equilibrium values from the 
16S control values were then used to normalize all the adjusted sample values.  This 
stretched all sample values over the same dynamic range, thereby allowing samples 
values from multiple experiments to be compared.  This also allowed comparison 
between bases with different levels of modification (aka weak or strong).  In principle, 
every sample value should maintain the same ratio-relationship with their 16S control 
samples, regardless of variations that exists in either the gels or experiments themselves.  
This was true for our experiments.  Because the 16S control ratios were consistent 
through each experiment and gel analysis, sample values could be combined in the same 
graph which could then be fitted with a trendline and analyzed for the T0.5 and T0.9 
values.  Also, because the dynamic range of each modification was 0 to 1, T0.5 and T0.9 
could be compared for both weak and strong interactions. 
 
Equlibrium values (taken after 30 min) could not be included on the graphs at those time 
points because fitted trendlines could not account for the large jump in time (from 5 sec 
to 1800 sec).  Therefore, a distant point of 20 sec was chosen and compared with those 
trendlines fitted to time courses that ended at 5 sec.  Analysis of these lines demonstrated 
that those fitted to the data points that included the 20 sec Eq values best fit the data from 
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the experiments.  Therefore, all graphical analyses included the Eq values at 20 sec and 
were set to Eq = 0.01 since semi-logarithmic trendlines cannot be calculated with 0 
values (see Figure 2-17 (b)). 
 
Using these techniques and methods, we were able to obtain a full time series for S17 
(45ms - 5 sec with Eq samples set at 20 sec).  Because of protein purification difficulties, 
only a partial time series was obtained for S20 which limited our ability analyze S20 
interactions (see Chapter 4).  However, by studying the full time series for S17, we not 
only determined the binding time of S17 to the 16S rRNA, but were also able to identify 
the sequential formation and interactions of helix 11 and 7 of the 16S rRNA with S17 
during binding.
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 Figure 2-17 (a).  Data Analysis and Calculations 
Prior to Data analysis, samples have been normalized to the 16S Control Samples (16S = 
1) and duplicate experiments were averaged.  These Relative Intensities for an A246 full 
time course are presented below.  
 
  
*Time 0 = 16S Controls 
For all Samples: 
1. Time 0 intensity – Eq intensity = 
Intensity16Con 
2. Time Intensity – Eq Intensity =IntensityTime 
3. IntensityTime / Intensity16Con = StretchedTime 
 
 
Example Calculations for Stretched Intensity for Time 0.045 s: 
1. 1.01 - 0.16 = 0.85 
2. 0.91 – 0.16 = 0.75 
3. 0.75 / 0.85 = 0.88 
Stretched Intensities for each time point have been included in the chart 
 
Time 
(sec) 
Relative 
Intensity 
Stretched 
Intensity 
*0 1.01 1 
0.045 0.91 0.88 
0.087 0.78 0.72 
0.137 0.75 0.69 
0.25 0.76 0.70 
0.5 0.57 0.48 
0.75 0.53 0.43 
1 0.45 0.34 
2.5 0.30 0.16 
5 0.28 0.14 
Eq 0.16 0 
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Figure 2-17 (b).  Graphing and Trendline Analysis 
Prior to graphing, Time 0 was changed to 0.01 to allow logarithmic trendlines to be fitted 
to the data.  This also applies to Eq intensity value (0 = 0.01).  Examples using A246 data 
are shown below.  The graph was generated by Microsoft Excel using the data points 
from Figure 2-17(a) (Eq = 20 sec). 
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Trendline Equation = y = -0.1442Ln(x) + 0.3884 
(1-0.01)*0.5 = 0.495 
(1-0.01)*0.1 = 0.099 
T0.5 = time at 0.5 Intensity = e^((0.495-0.3884)/-0.1442) = 0.46 ~ 0.5 sec 
T0.9 = time at 0.9 Intensity = e^((0.099-0.3884)/-0.1442) = 7.44 ~ 7.4 sec 
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Chapter 3 – Manuscript - The Genesis of Ribosome Structure: How a Protein 
Generates RNA Structure in Real-time 
Introduction 
In 1968, the 30S subunit of the prokaryotic ribosome was shown by Nomura and co-
workers to self-assemble under specified conditions (Traub and Nomura, 1968).  Since 
that time, numerous biochemical and biophysical approaches were used to try to elucidate 
the details of this complex process.  Early studies using nuclease digestion, immune-
electron microscopy, crosslinking and neutron scattering identified approximate binding 
sites for each of the 21 proteins (Frank et al., 1995; Lambert et al., 1983; Stark et al., 
1995; Stoffler-Meilicke and Stoffler, 1987).  Noller’s group used chemical modification 
reagents to identify nucleotide specific protections and enhancements caused by proteins 
binding to the rRNA (Moazed et al., 1986; Powers et al., 1993; Stern et al., 1989).  Later, 
crystal structures of the 30S subunit positively identified the location of each protein and 
validated many of the RNA-protein interactions and positions previously found 
(Schuwirth et al., 2005; Selmer et al., 2006).  Although exquisite, crystal structures can 
only provide a static structure of the ribosome. 
 
The assembly process of the 30S subunit is a dynamic event.  By 1974, Nomura and co-
workers demonstrated that the ribosomal proteins assembled in groups and outlined an 
assembly map (Held et al., 1974) that has been only slightly modified as additional 
evidence has become available (Culver, 2003).  The first group, termed primary binding 
proteins (S4, S7, S8, S15, S17 and S20), bind directly to the 16S rRNA, and independent 
of each other or the other proteins.  The secondary binding proteins (S5, S6, S9, S11-S13, 
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S16, S18 and S19) require one or more primary binding protein to bind initially.  Tertiary 
binding proteins (S2, S3, S10, S14 and S21) require all primary and secondary proteins to 
be bound first, and unlike the other protein groups, required thermal activation before 
binding takes place.  The implications of this required heating step and its effects on the 
structure of this reconstitution intermediate (RI) have been studied extensively (Held and 
Nomura, 1973; Holmes and Culver, 2004; Tam and Hill, 1981; Traub and Nomura, 
1969a).   
 
Chemical probing has been a powerful tool used to investigate not only the structural 
positioning of the proteins, but the dynamic nature of ribosome assembly.  Noller and co-
workers (Powers et al., 1993) used dimethyl sulfate (DMS) and kethoxal to probe the 
dynamics of the assembly process by varying temperature and the duration of time for 
chemical probe-RNA exposure.  They were able to separate nucleotide reactivities into 
four kinetic classes and classified these using T1/2 values (termed T0.5 in this study), 
defined as a value corresponding to the length of time required to reach half of the total 
protection or enhancement.  Results from their study indicated that proteins followed a 
predominant 5’ to 3’ polarity in assembly.  Perhaps of even more importance, proteins 
interacted with nucleotides located in different kinetic classes, suggesting a multiple-
pathway assembly process (for additional discussion see (Culver, 2003; Williamson, 
2005, 2008)). 
 
Only recently has this multiple-pathway process been confirmed, by both pulse-chase 
studies (Talkington et al., 2005) and hydroxyl radical cleavage studies (Adilakshmi et al., 
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2008).  The latter study also indicated possible nucleation sites for protein assembly, 
based upon time-resolved cleavage patterns, in agreement with the original hydroxyl 
radical footprinting studies performed (Powers et al., 1993; Powers and Noller, 1995). 
 
Our studies likewise focus on determining the time dependency of the 30S assembly 
process.  However, we utilize dimethyl sulfate (DMS) to provide time-dependent 
chemical probing (Hennelly et al., 2005), which allows us to identify changes in 
reactivity of individual nucleotide bases as a result of the protein binding event.  With 
this approach, it is possible to identify individual bases that are affected by the binding of 
specific proteins, and calculate their relative interaction times.   
  
Using the reconstitution conditions outlined in previous assembly studies (Culver and 
Noller, 1999; Held et al., 1973; Stern et al., 1989), we have initiated these studies by 
binding protein S17 to activated 16S rRNA. This primary binding protein has been shown 
to interact exclusively with the 5’ region of the 16S rRNA, specifically with nucleotides 
in or near helix 11 (h11) and helix 7 (h7) (Powers and Noller, 1995; Stern et al., 1988a).  
Our results show that protein-RNA and RNA-RNA interactions that produce either 
protections or enhancements of base-specific reactivity occur rapidly, many within 400 
ms of the addition of S17 to 16S rRNA.  Taken as whole, our findings portray a rapid, 
dynamic binding event, in which S17 induces stable formation of many structural 
elements of h11 and h7 in a sequential manner, and in the process causes relative 
movement of h7 and h11 toward each other with protein S17 in tow.  This not only 
reinforces the binding pocket of S17, but produces large structural changes in rRNA, 
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compacting and stabilizing the structure.  We propose that this conformational change 
prepares the binding sites for the secondary protein, in this case, protein S12.  These 
results confirm the proposed role that ribosomal proteins are used to fold the rRNA into 
its correct three-dimensional structure (Holmes and Culver, 2005; Stern et al., 1988a; 
Stern et al., 1988c).  Even more, these results show that time-dependent chemical probing 
is a powerful tool to monitor the intricate stages of assembly in a complex and 
fundamentally important piece of cellular machinery. 
 
Results and Discussion 
In this study we have superimposed results of real-time conformational monitoring on 
high resolution static structural models of the 30S subunit to gain insight into ribosome 
assembly.  To do this, we determined the reactivity times of various individual bases as 
protein S17 binds, and compared these times to discover the reaction sequence taking 
place as the final rRNA structure (as judged from crystallographic data) in the binding 
region was created.  Because of its extraordinarily fast reactivity, we have used only 
DMS modification in this study, since it provides the early time points needed for this 
analysis.  Thus we monitor and analyze those stops on the primer-extension gels that 
arise from methylation of A-N1 and C-N3.   
 
We also note the existence of multiple natural stops which occur throughout our gels.  
Commonly referred to as K-bands, these major stops are identified by their appearance in 
the K-lanes (16S control lanes that are not treated with DMS) and continue throughout 
the gel (see Figure 3-1(a)-(c)).  These stops occur most often at G-C rich areas and are 
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Figure 3-1.  Analysis of Chemically Probed rRNA 
(a) – (c)  Primer Extension analysis (Moazed et al., 1986) of 16S rRNA methylated by 
DMS during binding with S17 in duplicate.  Lanes G and A are sequencing lanes.  K 
lanes are unmodified 16S rRNA (same as B lanes in the previous figures).  16S lanes are 
16S rRNA modified with DMS without S17.  Lanes 0.05 – 5 indicate the length of time 
(sec) that S17 and the 16S rRNA are allowed to bind including modification time.  16S* 
are modified 16S rRNA controls performed at the end of each experiment.  EQ lanes are 
representative of 16S rRNA modified after fully binding with S17 (30 min binding time).  
(d) – (f)  Graphical representation of time courses obtained by Time-Dependent Chemical 
Probing for A246, A262 and A288 fitted with semi-logarithmic curves. 
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possibly the result of rRNA either retaining or “snapping back” into a stable structure 
capable of stopping RT.(Stern et al., 1988b)  These same areas were shown to be resistant 
to chemical probing at 90°C under denaturing conditions (Van Stolk and Noller, 1984), 
indicating that these regions apparently represent structural elements of the 16S rRNA 
that are intact prior to 30S assembly.  So although we have no crystallographic structure 
of rRNA itself, K-bands can provide some useful structural information.   
 
For DMS-modified bases, changes in chemical reactivity are monitored by the amount of 
methylation each target base receives, which changes might be accounted for by either 
direct Van der Waal interactions of these nucleotides by the protein itself, interactions 
with other portions of the rRNA, or a structural change in the rRNA that alters solvent 
accessibility of those bases.  The intensities of the DMS (non-K-band) bands in samples 
mixed with protein for various time periods was compared directly with those found in 
16S rRNA samples that had no protein added (baseline values).  Non-K-band bases that 
exhibited relative changes in reactivity were arbitrarily identified as either weak (defined 
as < 60% change from the initial intensity) or strong (defined as >60% change from the 
initial intensity).  A strong protection or enhancement is likely the result of the formation 
of a stable structure that effectively excludes or facilitates solvent exposure.  Weak 
interactions are the result of partial restriction or facilitation of solvent accessibility.  
Weak interactions may arise from transient movement of rRNA and/or restriction of 
solvent accessibility by microenvironment conditions.  This would allow only a portion 
of the species to be available for modification.  It is also possible that certain bases 
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initially may be partially protected or enhanced, but upon binding the protein, the 
structure is stabilized, thereby allowing the remainder to be modified or protected. 
 
Using the approach outlined by Noller’s group (Powers et al., 1993), we approximated 
the time (T0.5) at which the modification of a specific base was one-half the initial value, 
using curve-fitting approximations and pseudo first-order kinetics (see Figure 3-1(d)-(f)).  
These T0.5 values were then arbitrarily placed into three different categories according to 
rates of reaction: rapid, moderately rapid and moderately slow (see Table 3-1; Figure 3-
2(b)).  The time (T0.9) at which time over 90% of the modification was complete, was 
likewise determined, and in all cases took less than 21 seconds and much less in most 
cases (see Table 3-1).  These T0.9 values provide an approximation of the length of time 
necessary for the structural changes to stabilize. 
  
We observed that positions of nucleotides affected by the binding of S17 were found in 
clusters and labeled these clusters according to the region in which they were located (see 
Figure 3-2(c)).  Region 1 contains the helical portion and the distal loop of h11.  Region 2 
involves bases in the proximal end of h11, including the bulged loop.  Region 3 is 
comprised of a helical portion of h7 near the proximal end.  Region 4 includes bases 
located at the junction of h7 and h11. 
 
Generally, bases in Regions 1 and 2 demonstrated faster rates of protection than those in 
Regions 3 and 4 (see Table 3-1).  Region 1 bases all showed rapid protection (T0.5 ≤ 0.5 
sec, except for distal loop bases A262 and A263), reaching 90% modification in fewer 
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than 10 sec.  This region also contained some well defined K-bands, corresponding 
primarily to G-C rich regions (see Figure 3-2(b)), indicating that these regions were quite 
stable.  The remaining bases in h11, designated Region 2, showed a mix of rapid to 
moderately rapid rates of protection.  Unlike Region 1, bases in Region 2 generally 
demonstrated a high degree of protection.  The bases that directly interacted with S17 
were only found in Regions 1 and 2, with the exception of A130 in Region 3. 
 
Table 3-1.  Comparison of Time-dependent Changes in Reactivity for 16S rRNA 
Bases Affected by the Binding of Protein S17 
 
 
16S 
rRNA 
Region 
Nucleotide 
T0.5 
(sec) 
T0.9 
(sec) 
Relative 
Intensitya 
Categoryb 
Kinetic 
Class 
Region 1 A250 - - - NC - 
 A253 0.4 9.6 0.7 WP Rapid 
 C264 0.4 8.2 0.5 WP Rapid 
 A274 0.6 8.2 0.1 P Rapid 
Region 2 A243 - -  NC - 
 A246 0.5 7.4 0.2 P Rapid 
 A279 0.5 8.1 0.2 P Rapid 
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 C280 0.7 9.2 0.2 P 
Moderately 
Rapid 
 A282 0.7 10.1 0.2 P 
Moderately 
Rapid 
Region 3 A129 1.3 15.6 0.6 WP 
Moderately 
Slow 
 A130 1.1 11.7 0.4 P 
Moderately 
Slow 
 A131 0.8 10.6 0.5 WP 
Moderately 
Rapid 
 A262 0.7 10.0 0.3 P 
Moderately 
Rapid 
 A263 0.8 12.2 0.3 P 
Moderately 
Rapid 
Region 4 A119 0.4 20.9 1.4 WE Rapid 
 A120 - - - NC - 
 A288 1.0 17.0 0.4 P 
Moderately 
Slow 
 
(a)  Relative Intensity refers the final reactivity of select bases (Fuji Units) after S17 has 
bound normalized to 16S rRNA prior to S17 binding 
(b)  Category refers to the classification of protection/enhancement in select bases: WP = 
Weak Protection; P = Strong Protection; WE = Weak Enhancement; NC = Nucleotides 
modified by DMS but show no change in reactivity during S17 binding. 
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Figure 3-2.  Secondary Structure of the 16S rRNA Emphasizing Helices 7 and 11 
(a)  Secondary structure of the 16S rRNA based upon work by Cannone, J.J., et 
al.(Cannone J.J., 2002)  (b)  Helices 7 and 11 of the 16S rRNA.  Select bases are 
highlighted according to their speed of protection/enhancement as: Rapid (T0.5 ≤ 0.6 sec, 
Yellow), Moderately Rapid (T0.5 = 0.7-0.9 sec, Green) or Moderately Slow (T0.5 ≥ 1 sec, 
Red).  Bases exhibiting weak or strong K-bands are G128, C235, C267, U268, A270-
U273, C277, C285 and C286 (marked by ●).  Both binding sites on the rRNA are also 
indicated.  (c)  Location of Regions 1-4 on helices 7 and 11.  Region 1 (Blue) and Region 
2 (Red) are located on h11.  Region 3 (Green) is located on h7 and Region 4 (Orange) is 
located at the h7:h11 junction and includes elements from both helices.  Although 
nucleotides A262 and A263 are located in Region 1, they interact primarily with bases in 
Region 3 and are therefore included in the discussion for Region 3. 
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Bases in Regions 3 and 4 had relatively slower rates of protection and structural 
stabilization.  Strong K-bands were observed at position G128 and C235 in Region 3 and 
C285-C286 in Region 4.  While A120 was modified by DMS, it showed no change in 
reactivity upon S17 binding.  Base A119 is unique in that it demonstrated very rapid 
initial enhancement, but then required 20.9 sec to stabilize.   
 
As we overview our results, it appears that S17 initially binds to a primary recognition 
site on h11 (Region 1) (see Figure 3-3(a)-(b)).  This binding apparently causes the 
formation of a reinforced kink-turn near the proximal end of h11 (Region 2).  The 
formation of this kink-turn then causes movement of h11 and h7 relative to each other, 
positioning h7 to interact with a secondary binding site on S17 (see Figure 3-3(c)).  Distal 
bases in the loop of h11 then interact with bulged bases of h7 as the two helices move 
together (Region 3).  Final stabilization of these movements occurs through a 
restructuring of bases near the junction of h11-h7 (Region 4) (see Figure 3-3(d)).  These 
interactions are explored in greater detail in the following sections. 
 
Region 1: Helix 11 Binding Site for S17 
The base-paired area near the distal loop of h11 has a significant amount of pre-formed 
structure, and would appear to be an excellent candidate for the primary recognition site 
of S17.  This helical portion (G254-G259/C267-C272) has high G-C content and contains 
multiple K-bands, as seen on the sequencing gels (see Figures 3-1(a)-(c) & 3-2(b)).  This 
region is also highly conserved (Woese et al., 1983) and is seen to have extensive 
contacts with a proposed binding site on S17 (Jaishree et al., 1996).  Our studies show  
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Figure 3-3.  Representation of S17 interacting with Helices 7 & 11 
(a)  The positions of helix 11 (Magenta) and helix 7 (Cyan) prior to S17 (Grey) are 
represented although the exact position of these helices prior to S17 binding is still 
unknown.  (b)  S17 first binds to a portion of helix 11 (Region 1).  (c)  Binding of S17 
induces a kink-turn in helix 11 (Region 2) that causes helix 7 and 11 to move toward each 
other allowing S17 to bind with a second binding site on helix 7 (Region 3).  (d)  Bases in 
Region 3 interact as helix 7 and 11 move together while interactions in Region 4 stabilize 
to accommodate changes in the RNA as a result of S17 binding. 
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that bases immediately surrounding this site are the most rapidly protected, strongly 
suggesting that this region is the initial recognition site at which S17 begins association 
with the 16S rRNA. 
 
As S17 binds to this recognition site, two neighboring bases rapidly become protected 
(see Figures 3-3(b) & 3-4(a)).  The protection of A253 is likely due to base-pairing with 
U273 (see Figure 2(b)) which interacts directly with S17 (Met16, Lys68 and Thr69).  
This base pair may be partially formed initially, as evidenced by an initial weak 
protection of A253 and a weak K-band at U273.  Additional protection of A253 indicates 
that the remainder of the species pair very rapidly as S17 binds.  The protection of A274 
is due to base-pairing with U252, but the slightly delayed T0.5 time (0.6 sec) may provide 
some indication that even though A274 lies in close proximity to Lys15 of S17, the base-
pairing is not due to direct protein involvement, but rather is coupled to the formation of 
the adjacent pair A253-U273.   
 
At the other end of the binding site, C264 demonstrates rapid protection and directly 
contacts S17 (Arg64 & Pro65).   Protection of this base likely results from direct contact 
with Arg64, which compacts the h11 loop, pinning C264 between G265, A263 and Pro65 
(see Figure 3-4(b)).  While partial stacking of A130 and C264 is also observed, delayed 
protection of A130 suggests that this stacking interaction does not occur until after h11 
and h7 interact (compare T0.5 and T0.9 times of A130 and C264).  We should note that 
none of the bases or amino acids surrounding C264 appears to interact with the N3 atom  
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Figure 3-4.  Region 1 interactions with S17 
(a)  Region 1 (Blue) found on helix 11 (Magenta) interacts with S17 early in the binding 
process at the designated binding site (First Binding Site).  A274 and A253 (Yellow) both 
exhibited rapid protection through base-pairing interactions.  Helix 7 (cyan) and 
interacting amino acids (Red and Orange) on S17 (Grey) are also indicated.  (b)  An 
alternative view of Region 1 highlights amino acids and nucleotides which contribute to 
the protection of C264 (Yellow).  A long segment of S17 described as an “Arm” is also 
indicated. 
 
in its WC face, so the cause of protection is unknown.  It may be due to either transient 
movement or partial occlusion by the microenvironment.  
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The immediate cause of all of these structural changes is the binding of protein S17 to the 
pre-formed helical binding region in h11.  As the protein is bound, both adjacent ends go 
through significant structural modification, creating new base pairs and stacking 
interactions.  We suspect that this movement is caused by the electrostatically induced 
relaxation of the A-form helix in the binding region, which in turn allows increased 
twisting and results in interaction of portions of the RNA at the ends of the helical region. 
 
Region 2: Helix 11 Kink-turn Structure 
As S17 interacts with the primary recognition site, the formation of a kink-turn occurs 
near the proximal end of h11 (see Figure 3-3(b)), specifically between bases A279 and 
C280.  A similar kink-turn motif (although found in T. thermophilus) was identified by 
Klein et al. as one of number of similar secondary structure motifs found in both 16S and 
23S rRNA (Klein et al., 2001).  This structure is rapidly formed after S17 binds, being 
initiated by the protection of A279, and rapidly followed by the protection of C280 and 
A282 on the one strand.  Remarkably, at the same time that A279 is protected, A246 
from the opposite strand is likewise protected, suggesting that it is inserted in the A279-
A282 region at this time (see Figure 3-5(b)).  This not only couples the two sides of h11 
RNA, but reinforces the kink-turn formed on A279-A282 strand.  This coupling also 
initiates a double kink on the A246 strand. 
 
By analyzing the corresponding rates of protection, it appears that the formation of the 
kink-turn structure is initiated when A246 forms a hetero purine-purine pair with G281  
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Figure 3-5.  Region 2 interactions with S17 
(a)  Region 2 in helix 11 (Magenta) forms a kink-turn motif which begins with A246 
(Yellow) wedging between G278 and G281 (Green).  (b)  A246 (Yellow) stacks with 
A279 (Red).  C280 (Orange) then becomes buried in S17 (Grey) protecting this base 
from modification and placing A282 (Red) in position to stack with A246.  (c)  The kink-
turn of helix 11 including the wedging and stacking interactions previously described 
with additional stabilizing elements A243 and the G247-C277 pair.  (d) - (e)  Comparison 
of the helix 11 kink-turn in E. coli and T. thermophilus.  While the RNA motifs in this 
region are identical, S17 (Grey – Shown with solvent surface approximation) in T. 
thermophilus contains an additional arm (“Extra Arm”) which interacts directly with the 
kink-turn. 
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(A-G amino-N3, N1-amino) and wedges between it and G278, with A279 stacking 
beneath. As these interactions take place, base C280 is flipped out (see Figure 3-5(b)), 
pushing against the arm of S17 (occluding solvent for this base), which places A282 in 
position to stack on top of A246 within H-bonding distance of A246’s ribose sugar 
(amino-O4) and Hoogsteen pairing with A243.  This structure is further stabilized by 
base-pair G247-C277 which is located next to A282 and A246 and is likely pre-formed as 
evidenced by the K-band at C277 (see Figures 3-5(a)-(c) & 2(b)). 
 
These numerous stacking interactions and nascent hydrogen bonds can explain protection 
of A246 as well as the other bases involved.  The only protection that is not clearly 
explained is the occlusion of N1 of A279, but it may be protected by a long H-bond that 
forms with 2’OH of A246 (3.7 Å). These structural elements combine to form a very 
stable, reinforced kink-turn that creates a hairpin-like bend in this region, moving h7 
sharply around the end of protein S17 to a secondary binding region on the protein.  The 
stabilization of this hairpin-like bend takes place somewhat later in Region 4, as 
discussed below.  
 
Although Klein et al. (Klein et al., 2001) suggest that such a kink-turn motif is an 
attractive binding site for a protein, the results of our study indicate that the binding of 
the protein itself is responsible for the creation of the kink-turn.  This formation may be 
initiated, as noted above, by the positively charged amino-acid residues of S17 interacting 
with the phosphate-backbone of the RNA in the binding region.  This would reduce the 
repelling force exhibited by neighboring phosphate groups, tightening the helix, and 
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twisting the neighboring single-stranded regions.  This would allow bases A279 and 
A246 in the proximal end of h11 to move into contact with one another, followed 
immediately by further stacking with A282.  Additionally, G278 and G281 move into 
close proximity.  Evidence for the A246-G278-G281 interaction comes from previous 
studies by Noller’s group, who used kethoxal to show that showed that G278 and G281 
were enhanced at the same kinetic rate as A246 (Powers et al., 1993).    
 
The formation of this reinforced kink-turn structure is critical to the positioning of the 
rRNA in this region and the future positioning of protein S12, as discussed below.  The 
importance of this kink-turn may be deduced by analyzing the structure of T. 
thermophilus (Selmer et al., 2006) (PDB 2J00), which shows that TthS17contains an 
extra 20 amino acids that form an additional arm (see Figure 3-5(e)), which branches 
over the kink-turn structure and directly occludes the WC face of A279, thereby 
providing additional stability for the entire kink-turn structure (similar to a knee-cap over 
a knee).  The Tth16S rRNA forms a kink-turn structure nearly identical to that observed 
in E. coli (see Figure 3-5(d)-(e)).  Knowing that T. thermophilus is associated with 
extreme temperature, one could speculate that the kink-turn complex is sufficiently 
important to warrant additional thermal stabilization by the modification of protein S17 in 
this organism. 
 
Region 3: Helix 11 Interactions with Helix 7 
The movement of h7 toward the h11-S17 complex allows S17 to bind to a structural 
region on h7 (see Figures 3-3(c) & 3-6(a)).  As with the primary recognition site on h11,  
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Figure 3-6.  Region 3 interactions with S17 
(a)  The second binding site recognized by S17 (Grey) is located on helix 7 (Cyan) in 
Region 3 (Green).  (b)  Nucleotides which show protection in Region 3 include 
interactions by A262 and A263 (Magenta) with G232 (Yellow), which later pairs with 
A129 (Yellow).  A131 (Dark Green) pairs with U231 (Dark Green) and A130 (Orange) 
interacts with C233 (Green) and S17. 
 
this secondary recognition site is a pre-formed helical region (G122-G128/C233-U239) 
evidenced by K-bands (see Figures 3-1(a)-(c) & 3-2(b)) and shown to interact extensively 
with two proposed recognition sites on S17 (Jaishree et al., 1996).  Binding of this site to 
protein S17 allows the pre-formed helical structure to tighten, causing movement of 
adjacent single-stranded regions (A129, A130 & A131) into juxtaposition with bases 
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A262 and A263 from h11 (see Figures 3-3(d) & 3-6(b)), all of which show time-
dependent solvent exclusion.  These interactions provide additional stabilization for S17-
h7 binding, further stabilizing the newly modified structure of 16S rRNA. 
 
The beginning of this event in Region 3 is signaled by the protection of bases A262, 
A263 and A131.  The strong protection of A262 and A263 apparently occurs as these 
bases stack, with the WC face of A262 becoming buried in the minor groove side of 
A131 and part of G232.  A262 and A263 are then within H-bonding distance of the 2’OH 
of G232, which would occlude their WC faces from DMS modification (A262: amino-
O2; A263: N1-O2).  Solvent exclusion of A131 would stem from base pairing with U231.  
Protection of this base is less rapid than A262, but nearly identical to A263 indicating 
that A262 may align A131 for proper pairing.  Once paired, A131-U231 could then 
position G232 to better interact with A263 as indicated by a comparatively delayed T0.9 
value for A263. 
 
Following the initial S17-h7-h11 interactions, A130 and A129 become protected.  
Protection of A130 is likely due to H-bonding with C233 (N1-O2) and C234 (amino-O4) 
of the h7 binding site.  Contact with C264 could serve to place A130 in a suitable 
position for the hydrogen bond to be formed.  Protection of A129 arises from base pairing 
with G232.  Located near the h7 binding site, A129 shows contacts with neighboring base 
A130, possibly suggesting that the event which occludes A130 also positions A129 to 
pair with G232.  Since A129 appears to lack surrounding stabilization, transient 
movement may occur, perhaps explaining its weak protection. 
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Region 4: Helical Hairpin-Like Bend 
As indicated above, as the h11 kink-turn is created, a hairpin-like structure is formed, 
moving h7 and the h11/S17 complex toward each other (see Figure 3-3(d)).  This hairpin-
loop formation causes a re-positioning of the G-C triplet (G240-G242/C284-C286) and 
neighboring base A119 (see Figure 3-7(a)).  This G-C triplet produces strong K-bands, 
indicating pre-formed structure.  Only after h7 and h11 interact (Region 3) does this 
hairpin-like bend appear to be stabilized further, as demonstrated by the delayed 
protection and stabilization of A288 (T0.5 = 1 sec; T0.9 = 17 sec).  It is intriguing to note 
that in the process of this triplet becoming part of the hairpin turn, a double kink structure 
is formed between A243-U245, thrusting U244 out of the helical structure. 
 
In this process, base A119 plays a significant role.  Initially, just as protein S17 binds,  
base A119 is released from an unknown interaction that previously excludes solvent at its 
WC face, and shows very rapid enhancement, yet does not stabilize until much later (T0.5 
= 0.4 sec; T0.9 = 20.9 sec).  There is also later interaction with base A288.  Protection of 
A288 is likely caused by an extensive stacking interaction (which includes the G240-
C286 pair, A119, U118 and G117), that places A288 within H-bonding distance of the 
phosphate backbone of A119.  A120 rests perpendicular to these bases and may aid in 
excluding solvent from A288, but by itself remains solvent accessible.  In the final 
structure, A119 is also seen to Hoogsteen pair with U287. However, this interaction may 
not occur until after A288 moves into position as demonstrated by their similar T0.9 
values.  With U118 H-bonding with G289 (N3-O2), the hairpin-like bend is further 
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stabilized, virtually locking the rRNA and protein S17 into their positions relative to each 
other.   
 
 
 
Figure 3-7 legend on next page 
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Figure 3-7.  Region 4 interactions with S17 and S12 
(a)  Bending of helix 11 (Magenta) at the h7:h11 junction in Region 4 (Orange) is 
stabilized by stacking and pairing of A119, U287, A288 and surrounding bases.  The G-C 
triplet (Blue), comprised of nucleotides G240-G242/C284-C286, stabilizes helix 11 and 
the neighboring kink-turn (Red).  (b)  Interaction of S17 (Grey) with S12 (Red) occurs 
near the G-C triplet (Blue) in Region 4, which may provide an initial binding site for S12.  
S12 also interacts with G530 (Green) and A1492 and A1493 (Orange) of the decoding 
site.  Also noted, helix 44 (Blue-grey) runs parallel with helix 11 (Magenta). 
 
 
It may be asked why such marked structural deformations are necessary as protein S17 
binds.  Perhaps the answer lies in the binding of the secondary protein, S12.  The re-
structuring of the rRNA into a hairpin-like bend near the G-C triplet appears to be 
necessary to allow interactions between the arm of S17 and S12 to occur (see Figure 3-
7(b)).  S12 is a secondary binding protein, but it stabilizes an important pseudoknot 
essential for translation (Brink et al., 1993; Powers and Noller, 1991) and is strongly 
dependent on S17 and weakly dependent on S5 for binding (Culver, 2003; Held et al., 
1974).  Studies showed that mutations in S5, S17 and S12 each affected translational 
fidelity (Cabezon et al., 1976; Delcuve et al., 1978; Yaguchi et al., 1976) and were 
similar to ribosomes assembled without S12 (Nomura et al., 1969).  Crystallographic data 
place S12 in close contact with G530 and A1492 and A1493, which comprise the 
decoding center of the A-site, suggesting that S12 directly affects translational fidelity.  
The proximity of the G-C triplet to the S17-S12 interaction site may indicate that this pre-
formed structure acts as a recognition site for S12 and/or could stabilize the S17-S12 
interaction.  In any case, it is clear that without the hairpin-like structure being formed 
between h11 and h7, the binding of protein S12 would be impeded or impossible.  
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Conclusions 
These time-resolved structure probing studies indicate that the 16S rRNA undergoes 
striking structural rearrangements as a result of S17 binding.  The binding of S17 to h11 
creates a kink-turn, which then allows h7 to bind to another region of S17.  This hairpin-
like structure is then stabilized by additional interactions between h7 and the distal loop 
of h11.  In addition, the hairpin bend is then stabilized by another complex structure that 
contains a double kink in the RNA backbone.  While the significance of this region in 
assembly and/or translation is not known in detail, it is known that S17 greatly influences 
S12 which directly affects translation fidelity (as discussed above) and that other point 
mutations in S17 have been shown to cause problems in subunit assembly (Herzog et al., 
1979).  The conservation of structural elements (i.e. T. thermophilus with a modified S17 
to reinforce the kink-turn) in this region also speaks to the importance of this region in 
the ribosome structure.  In addition, from crystallographic results, it can be seen that this 
region may also act to align h44, a critically important stem-loop structure of the 
ribosome, since h11 runs roughly parallel to h44 for a considerable distance.  
 
On a more general note, the results of this study show, for the first time, the details of the 
dynamic mechanism by which a protein interacts with RNA.  In this particular case, the 
RNA structure is substantially deformed and tightened to encapsulate the protein, 
substantively immobilizing it.  Thus, not only is the RNA structurally modified and 
stabilized, but the protein itself is nested in the structure that it induced.  Time-dependent 
chemical probing thus proves to be an effective and definitive tool for studying 
RNA/protein interactions in real-time with broad application to any RNA/protein system. 
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Materials and Methods 
16S rRNA Preparation 
30S subunits were prepared as previously described by Hennelly et al. (Hennelly et al., 
2005).  16S RNA was extracted from purified 30S subunits by phenol/chloroform 
extraction and ethanol precipitation.  After precipitation, RNA was pelleted by 
centrifugation and dried using a Savant SC110 Speed Vac.  Dried pellets were 
resuspended in nanopure (Millipore) filtered water and stored at -80C.  All RNA 
concentrations were determined at A260 using a Diode Array Spectrophotometer 
(Hewlett Packard). 
 
Protein Preparation 
Recombinant (E. coli) S17 was prepared as previously described by Culver et al., (Culver 
and Noller, 1999) with slight modification.  Bacteria containing the S17 insert were 
grown at 37C to an O.D. of 0.6-0.8 and induced with 1mM IPTG and allowed to incubate 
for 4 hours (also at 37C).  Bacteria were then pelleted, washed with loading buffer (80 
mM K+ HEPES – pH 7.6, 20 mM KCl, 20 mM MgCl2, 6mM β-mercaptoethanol (BME)) 
and stored at -20C until lysis.  Cell pellets containing overexpressed proteins were 
resuspended in 25-75 milliliters of loading buffer and lysed by sonication at 4C.  Over-
expressed proteins were purified by loading lysate supernatant (obtained from 
centrifugation for 60 min at 12,000 rpm) on a SP FF cation exchange column (G.E. 
Healthcare) using Pharmacia FPLC (Amersham).  Proteins were eluted from the column 
using elution buffer (80 mM K+ HEPES – pH 7.6, 1 M KCl, 20 mM MgCl2, 6mM BME).  
S17 was identified by 2D SDS-PAGE (12% Resolving; 4% Stacking; 6M urea) analysis 
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and stored at -80C.  Protein concentration was determined using the Spectrophotometer 
(A280). 
 
Equilibrium Probing 
Equilibrium probing of 16S rRNA with S17 was performed using techniques described 
by Stern et al. (Moazed et al., 1986; Stern et al., 1988b) and Culver et al. (Culver and 
Noller, 1999) with slight modification.  Briefly, 15 pmol of 16S rRNA were activated at 
42C for 20 minutes in PB buffer (80 mM K+HEPES – pH 7.6, 330 mM KCl, 20 mM 
MgCl2, 6 mM BME).  After activation, two to ten fold molar excess protein was added to 
the RNA with final buffer conditions adjusted as needed to the PB buffer conditions.  The 
final reaction volume was 60 µl.  These mixtures were then incubated at 42C for 1 hour 
to form the ribonucleoprotein complexes (RNP), and then chilled on ice for 10 minutes.  
While still on ice, cold dimethyl sulfate (DMS) was added at final concentration of 13 
mM and allowed to modify the RNP complexes for 1 hour at 4C.  To stop this reaction, 
two volumes (125 µl) of Quench buffer (75% BME, 25% Isopropanol, 0.1 vol NH4oAc, 
20 mM MgCl2) was added.  Modified RNP complexes were then phenol/chloroform 
extracted to remove bound proteins, ethanol precipitated, dried, re-suspended in nanopure 
water and stored as previously described. 
 
Time-Dependent Chemical Probing:  Continuous Flow 
To perform time-dependent chemical probing on 16S rRNA in complex with ribosomal 
protein S17, we used modified techniques developed and described by Hennelly et al. 
(Hennelly et al., 2005).  Briefly, our studies used a 4 syringe Biologic Quench Flow 
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apparatus (Biologic, France) maintained at 37C throughout the duration of the 
experiment.  Purified 16S rRNA was diluted to 0.5 µM in PB buffer, then heat activated 
at 42C for 20 minutes prior to loading in syringe 1.  Syringe 2 was then loaded with 
either PB buffer or S17 in PB buffer at concentrations of 5µM (10-fold molar excess).  
50% (v/v) DMS:ethanol was mixed and loaded in syringe 3 and Quench buffer was 
loaded in syringe 4.  Millisecond (45-237 ms) incubation periods were obtained using 
delay lines 0-mix-0, 40, 90, and 190 with flow rate through mixer 1 set to 1 ml/sec.  For 
all these delay times, DMS modification was limited to 25 milliseconds.  Modified RNP 
samples obtained from machine probing were immediately placed on ice, isopropanol 
precipitated, and stored at -80C in filtered water. 
 
16S control samples were performed to identify which bases were susceptible to DMS 
modification and could be used in comparison to the probed RNP samples.  At the 
beginning and end of each experiment, PB buffer was loaded into syringe 2 with 16S 
rRNA already in syringe 1 and machine shots were taken with only the RNA and buffer.  
Because protein is not present and the flow rate and DMS modification time are constant, 
the incubation time of the RNA and buffer is inconsequential, therefore any delay time 
may be used for the controls.  After probing, control samples were treated in the same 
manner as the RNP samples. 
 
Equilibrium samples were also performed in each experiment.  Like time-dependent 
chemical probing samples, equilibrium samples consisted of 16S rRNA diluted to 0.5 µM 
in PB buffer and heat activated at 42C for 20 minutes.  These samples then received 10-
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fold molar excess S17 and were incubated for 37C for 30 min.  After this, RNP samples 
were loaded in syringe 1 of the Biologic and treated in a manner similar to the 16S 
control samples. 
 
Time-Dependent Chemical Probing:  Push-Pause-Push Technique 
To allow longer rRNA-protein incubation times (237ms – 10 seconds), samples were 
prepared in the same manner as in the Continuous Flow methodology.  However, the 
machine protocol was modified to include a pause of variable length to allow the rRNA 
and proteins to incubate for a desired amount of time.  Once incubation was complete, the 
middle portion of sample was collected and the leading and tailing portions discarded.  
After collection, the samples were treated as previously described in the Continuous Flow 
method. 
 
Analysis of Probing Experiments 
Primer extension was used to visualize probed RNA samples and performed as 
previously described (Hennelly et al., 2005).  Analysis of these gels and quantification of 
band intensity was performed using ImageGauge Software.  Band intensities (in Fuji 
Units) were adjusted using internal controls (bands that were methylated but not affected 
by S17 binding) to eliminate small variation in lane loading.  After adjustment, duplicate 
bands were averaged and then normalized to the 16S control values (set at 1) and 
equilibrium values (set to 0).  Equilibrium values were also classified as weak or strong 
interactions.  Weak protections had equilibrium intensities of 0.8 to 0.5, whereas strong 
protections had equilibrium intensities of 0.4 or less.  Enhancements were treated 
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similarly: weak enhancements had intensities increase to 1.5 and strong enhancements 
were 1.6 or greater. 
 
Determination of T0.5 and T0.9 Values 
Assuming pseudo first order kinetics, T0.5 and T0.9 values were derived from logarithmic 
fitted curves to each nucleotide’s time course data.  Equilibrium values were changed to 
0.01 to allow a logarithmic curve fit.  This produced insignificant variation in our curves 
and calculations.  50% and 90% intensity values were determined from 16S control and 
equilibrium values and then applied to these logarithmic equations to derive the time to 
reach that the respective intensity. 
 
Structural Analysis 
RNA-RNA and Protein-RNA interactions were determined using the 16S Secondary 
Structure (Cannone J.J., 2002) and PDB 2AW7 (Schuwirth et al., 2005) and 2J00 (Selmer 
et al., 2006) in conjunction with RiboBuilder software (Knight et al., 2005).  3-D 
structures and figures were also prepared using RiboBuilder. 
 
 
*This manuscript was accepted for publication in the Journal of Molecular Biology* 
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Chapter 4 – Preliminary Studies on S20 
Introduction 
As mentioned earlier, S20 is one of six proteins that independently interact with the 16S 
rRNA.  It is also one of the few proteins that interact with both the 5’ and 3’ regions of 
the 16s rRNA.  Recently, Culver’s group suggested that S20 interacts with these domains 
at different times during assembly (Dutca and Culver, 2008).  Our efforts using time-
dependent chemical probing support this suggestion.  Prior to equipment difficulties and 
protein degradation, we were able to obtain preliminary results for S20 both through 
equilibrium and time-dependent probing.  Our preliminary results, comprised of probing 
data from 300 ms, 1.2 sec, 10.2 sec and 20 min, indicate that S20 does indeed bind 
rapidly to the 5’ and 3’ Minor domains of the 16S rRNA in a time-resolved manner. 
 
Results and Discussion 
As mentioned earlier, equilibrium probing studies of S20 in complex with the 16S rRNA 
demonstrated that S20 interacted either directly or indirectly with helices 9, 11, 13 and 
44.  The largest grouping of bases was found on h11.  These bases were the same bases 
influenced by S17 but were relatively weaker in their degree of protection/enhancement.  
We were able to replicate these results.  When we performed our time-dependent 
chemical probing experiments, however, we found that they were different than our 
equilibrium results.  In helix 11, only bases A246, A263, C264 and A274 demonstrated 
modification levels sufficient and stable enough for quantification (consistent values 
greater than 20% in their modification intensities) (see Figure 4-1; Table 4-1).  Of these, 
A263 and C264 were not protected, as previously reported, but were enhanced.  
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Figure 4-1 legend on next page 
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Figure 4-1.  Fast Probing of the 16S rRNA during binding with S20 
(a) - (b)  G, A, B and 16S control lanes (lanes 1-2 and 9-10) are as previously described 
in Figure 2-4.  16S rRNA was modified with DMS after incubation with S20 for 300 ms 
(lanes 3-4), 1.2 sec (lanes 5-6), 10.2 sec (lanes 7-8) and 20 min (lanes 11-12).  RNP 
complexes were incubated 37C.  Bases in helix 44 (a) and helix 11 (b) are emphasized. 
  
 
Table 4-1.  Comparison of Time-dependent Changes in Reactivity for 16S rRNA 
Bases Affected by the Binding of Protein S20 
 
16S 
rRNA 
Region 
Nucleotide 
T0.5 
(sec) 
T0.9 
(sec) 
Relative 
Intensitya 
Categoryb 
Kinetic 
Class 
Helix 9 A190 0.2 7.8 1.3 WE Rapid 
 A181 0.5 11.4 1.5 WE Rapid 
Helix 11 A246 0.2 5.3 0.6 WP Rapid 
 A274 0.3 5.8 0.7 WP Rapid 
 C264 1.1 34.6 1.6 E 
Moderately 
Slow 
 A263 1.7 42.5 1.6 E 
Moderately 
Slow 
Helix 13 A315 0.8 22.0 0.7 WP 
Moderately 
Rapid 
 A325 3.4 122.0 1.6 E 
Moderately 
Slow 
Helix 44 A1434 0.6 13.3 0.5 WP Rapid 
 A1433 0.7 17.2 0.6 WP 
Moderately 
Rapid 
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 A1446 1.6 42.3 0.7 WP 
Moderately 
Slow 
 
(a)  Relative Intensity refers the final reactivity of select bases (Fuji Units) after S20 has 
bound normalized to 16S rRNA prior to S20 binding 
(b)  Category refers to the classification of protection/enhancement in select bases: WP = 
Weak Protection; P = Strong Protection; WE = Weak Enhancement. 
 
A246 and A274 were weakly protected in agreement with the equilibrium probing data.  
Affected bases on helix 9 include A181 and A190.  Our findings agree with the original 
studies, in that we also saw the enhancement of A190.  However, we also saw the 
enhancement of A181, which was not reported in the literature.  Bases A315 (weakly 
protected) and A325 (strongly enhanced) of helix 13 were also observed as being 
modified.  A325 was originally reported as being weakly enhanced, while A315 was not 
reported as being modified.  A1433, A1434 and A1446 of helix 44 were all weakly 
protected and were in agreement with the original equilibrium probing studies.   
 
The differences between our time-dependent results and the equilibrium probing results 
could be an effect of the machine functionality.  At the time of these experiments, the 
BioLogic machine was having problems with obstruction in the flow path which 
produced samples with different volumes of liquid.  Often, it was the syringe containing 
quench that would not adequately.  However, we discarded all samples with abnormal 
volumes.  Additionally, none of the samples we collected were overly modified 
suggesting adequate quenching of the DMS.  Therefore, differences between equilibrium 
and time-dependent results likely illustrate the differences in the two methods (i.e. 
probing at 37°C for 25 ms vs. probing at 0°C for 1 hour).  
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However, the quantity of the probing time points was problematic for data analysis.  As 
mentioned earlier, we were only able to obtain probing results at 300 ms, 1.2 sec, 10.2 
sec and 20 min.  While a trendline can be fitted to these data points, we felt it necessary 
to determine the accuracy of these lines.  To do this, we compared the trendlines fitted to 
the preliminary S17 experiments to the trendlines obtained from the full S17 time series.  
The preliminary experiments for S17 were the prototype for the S20 experiments and as 
such contained the same time points and were performed around the same date.  By 
comparing data obtained from these S17 experiments, we observed that the order of 
interaction (according to the T0.5 values) for modified bases was almost the same (see 
Table 4-2).  However, the T0.5 and T0.9 values for the preliminary results were much 
longer than the full time series values.  As such, it becomes difficult to assign a proper 
binding-time domain with much accuracy.  Despite the lack of a reliable binding-time, 
however, we feel confident the order in which the 16S rRNA interacts with S20 is 
reliable. 
 
Table 4-2.  Comparison of Full Time Series and Partial Time Series Data for S17 
 
S17 Full 
Time Series 
  
S17 Partial 
Time Series 
  
16S rRNA Nucleotide T0.5 16S rRNA Nucleotide T0.5 
Region 1 A253 0.4 Region 1 A253 0.6 
Region 1 C264 0.4 Region 2 A246 0.8 
Region 2 A246 0.5 Region 1 A274 0.9 
Region 2 A279 0.5 Region 2 C280 1.0 
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Region 1 A274 0.6 Region 2 A279 1.0 
Region 2 C280 0.7 Region 2 A282 1.0 
Region 3 A262 0.7 Region 4 A288 1.1 
Region 2 A282 0.7 Region 1 C264 1.1 
Region 3 A263 0.8 Region 3 A263 1.3 
Region 4 A288 1.0 Region 3 A262 1.4 
 
 
Helix 9 Interactions 
Even though the results for the S20 preliminary experiments were questionable, a study 
of the modified bases and their surrounding interactions in the crystal structure would be 
helpful in understanding why these changes in solvent accessibility occur.  In helix 9, 
both A181 and A190 become enhanced.  In the crystal structure (see Figure 4-2), A181 
hydrogen bonds with the phosphate backbone of A195 (phosphate-amino).  Additional 
contacts are made with U180, A182 and C194.  If A181 is truly enhanced, then the 
environment surrounding this base would need to be unstable enough to allow transient 
exposure of this base to solvent.  Enhancement of A190 likely stems from stable-solvent 
accessibility of the Watson-Crick (WC) face.  This is facilitated by A190 Hoogsteen 
(HG) pairing G187 while stacking with A189, A188 and G191.  In this complex, the WC 
face of A190 remains free of interactions.  Both A190 and A181 demonstrated fast 
enhancement (A190 T0.5 = 0.2 and A181 T0.5 = 0.5) and are in close proximity of S20.  
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Figure 4-2.  S20 Interactions with Helix 9 
(a)  S20 (Green) interacts with helix 9 (Grey) at a potential binding site (Orange).  In this 
event, A190 (Blue) is likely enhanced by interaction with G187 (Cyan).  (b)  The S20 
binding event likely causes A181 (Purple) to become enhanced by pushing A195 (Cyan) 
into interaction with A181. 
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The proximity of these bases to S20 and their quick reactivity rates suggest that they are 
among the first bases to interact with S20 as it binds and as such, may indicate a possible 
binding site for S20 on h9.  This is supported by the presence of K-bands in the primer-
extension gels corresponding to nucleotide position C193 and C194 which are part a 
helical region G184-C186/G191-C193.  These bases have multiple contacts with S20 in 
the crystal structure.  The rapid interactions at bases surrounding this area, the presence 
of pre-formed structure and visible contacts between S20 and this RNA region suggest 
that this is the primary binding site for S20. 
 
Helix 11 Interactions 
Helix 11 interacts primarily with protein S17.  However, some bases on h11 also 
demonstrated changes in chemical reactivity caused by the binding of S20.  Two of these 
bases, A246 and A274, demonstrated very weak and rapid protections.  However, 
according to the crystal structures, these bases are rather distant from S20 (see Figure 4-
3).  As such, it is possible that S20 indirectly pushes these bases into their S17-induced 
interactions by binding with adjacent portions of the RNA.  Therefore, protection of 
A246 and A274 can be attributed to the same interactions as previously described for 
S17, namely, A246 wedges between G278 and G281, while A274 pairs with U252.  
However, without S17 to stabilize the surrounding structures, these bases may slip in and 
out of their interactions as suggested by their weak degree of protection. 
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Figure 4-3.  S20 Interactions with Helix 11 
S20 (Green) interacts directly with helix 11 near bases A263 (Orange) and C264 (Purple) 
possibly causing their enhancements.  Both A246 (Blue) and A274 (Red) become weakly 
protected and yet do not directly interact with S20. 
 
Other h11 bases affected by protein S20 binding are A263 and C264 which are located in 
the hairpin-loop.  These bases are shown in crystal structures to have direct interactions 
with protein S20.  As discussed in the previous chapter, C264 is likely protected as a 
result of direct interaction with S17 pushing this base into contact with neighboring 
bases.  Without S17, it is possible that perturbation of C264 by S20 could cause the 
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enhancement of this base.  Protection of A263 was the result of the inter-helical 
interactions between h11 and h7 induced by the binding of S17.  While S20 does interact 
with h8-h10 which stem from h7, it is possible that without S17, h11 and h7 do not 
interact, thus leaving A263 available for solvent exposure.  This is confirmed by the lack 
of any changes in solvent accessibility in h7.  However, crystal structures of the 16S 
rRNA include a bound protein S17 making it difficult to determine the extent of 
interaction that exists between h7, h11 and S20 alone. 
 
Through structural analysis of S20 and its interactions with h11, it is tempting to 
speculate that perturbation of A263 and C264 cause movement of h11 that subsequently 
protects A246 and A274 from modification, as noted above.  However, if these data (T0.5 
values) are considered accurate regarding order of interaction, we see that protection of 
A246 and A274 proceed at a much faster rate than A263 and C264, making this 
speculation unlikely.  It is possible, however, that interactions with h9 could cause a 
relayed movement of h11 through h7.  This is supported by similar T0.5 values for 
affected nucleotides in h9 and h11. 
 
Enhancement of A263 and C264 is seemingly in direct conflict with our equilibrium 
results that report these bases as becoming weakly protected.  The cause of these 
enhancements may be due to poor experimental results and/or conditions (as previously 
described), or perhaps these interactions may actually be providing insight into the 
dynamic nature of assembly.  During an equilibrium probing experiment, the RNP 
complex is cooled on ice prior to modification to kinetically trap the RNA in a semi-
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static, energetically favorable state.  In this trapped state, it may be energetically 
favorable for h11 to remain in a kink and bend position (like that induced by S17) when 
S20 binds.  Low kinetic energy could allow h11 more time to interact with S20, in which 
S20 could actually stabilize movement of h11 to a small degree.  Because contact with 
S20 is minimal, transient movement of h11 would still occur.  This could explain why we 
see the same protections on h11 for S20 and S17 and why S20 protections are so much 
weaker in comparison to those induced by S17.  However, when S20 binds the 16S rRNA 
at a higher temperature (37°), movement of h11 becomes much more dynamic.  As such, 
h11 interactions with S20 would not be sufficient to stabilize movement of this helix.  
Therefore, S20 would act more as a perturbing force than a stabilizing force, and this 
could explain the subsequent enhancements of A263 and C264. 
 
Helix 13 Interactions 
Modification of bases in helix 13 (h13) are associated primarily with the binding of S20.  
Notable bases include A315, which was weakly protected, and A325, which was 
enhanced.  According to crystal structures, neither of these bases is in contact with S20 
(see Figure 4-4).  Also, there is no link between K-bands and regions of this helix that 
interact with S20, making it difficult to identify a preformed binding site.  Instead, A315 
becomes protected as it pairs with G112.  This possibly is caused indirectly by S20 as it 
interacts with G331, pushing C330 which then pushes A315.  Enhancement of A325 
stabilizes as it stacks between C136 and G326 as part of an extended stacking complex 
ordered: C135, C136, A325, G326, A109, A327, A329.  While the protection of A315 is 
moderately rapid, the slow enhancement of A325 indicates that S20 interactions with h13 
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are likely some of the last to occur and are likely caused by interactions with neighboring 
helices. 
 
 
Figure 4-4.  S20 Interactions with Helix 13 
S20 (Green) interacts directly with helix 13.  Base A315 (Red) becomes protected 
indirectly by S20 through pairing with G112 (Cyan).  A325 (Purple) becomes enhanced 
at a slow rate through and extended stacking interaction.  Stacking bases include G326 
(Blue) and G134 (Cyan). 
 
Helix 44 Interactions 
The protections we observed on h44 are in accordance with equilibrium probing studies.  
These include the weak protection of A1433, A1434 and A1446.  Structural analysis of 
A1433 and A1434 indicate that these bases are protected from solvent through an 
extensive enclosure involving surrounding bases (see Figure 4-5).  Bases involved in this  
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Figure 4-5.  S20 Interactions with Helix 44 
(a)  S20 (Green) interacts directly with a potential binding site of helix 44 (Yellow).  
Bases surrounding this site include A1433 (Orange), A1434 (Orange) and A1446 
(Purple).  (b)  A1433 and A1434 are both protected by a nucleotide “box” that forms 
from bases in helix 13 (Blue) and helix 44 (Dark Grey).  (c)  A1446 becomes protected 
by interactions with a portion of the minor groove of helix 8 (Cyan). 
 
nucleotide “box” are C1466, C1467, A1468, G1432, and G1435 of h44 and C334, C335, 
G318, G319 and A320 of h13.  A1446 also becomes protected, at a much slower rate, 
through minor-groove interactions with h8 near the G148/A174 pair.  These interactions 
flank a region of h44 that interacts extensively with S20.  Strong K-bands were observed 
in this region at positions C1460-U1463.  This evidence of preformed structure, coupled 
with the observed extensive contacts with S20 at this location, indicates that the region 
G1454-U1463/C1449-G1438 serves as a recognition site for S20.  Protection of bases 
A1433-34 is likely indicative of the time when S20 first binds to the recognition site.  
The subsequent protection A1446 would then indicate the final stages of h44 stabilization 
as it interacts with its new neighboring helices.   
 
The proximity and timing of the h44 and h13 protections may indicate that the 
protection/enhancement of bases A315 and A325 of h13 are the result of S20 binding 
with h44.  The T0.5 values for A1433-34 are similar to A315.  As previously described, 
elements of the “box” structure surrounding A1433-34 involve bases from h13 located 
very near both A315 and A325.  In order for these two helices to interact, S20 must first 
bind h44 which subsequently brings this helix into contact with h13.  As the “box” 
structure forms, A315 is placed into its pairing position with G112 while A325 
intercalates into the extended stacking interaction.  
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Conclusions 
Like S17, S20 demonstrates a time-resolved, step-wise interaction with the 16S rRNA 
(see Figure 4-6). Analysis of the preliminary experiment regarding S20 and the 16S 
rRNA indicate that S20 first recognizes the binding site on h9.  As h9 binding begins, 
movement relayed through h7 causes h11 to transiently bend and kink.  S20 then 
recognizes the h44 binding site causing interactions between h44 and h13 to begin.  At 
this time, transient movement of h11 also allows momentary interaction of the hairpin-
loop bases with S20.  The binding pocket finally stabilizes when h44 and h13 finish 
interactions with each other and neighboring helices h7 and h8.  This suggests and overall 
motif wherein a primary protein binds, creating structural changes in the rRNA, which 
stabilize the rRNA into a functional structure.  These structural changes, in turn, 
encapsulate the protein, thereby stabilizing it. 
 
By comparing results from S20 with those of S17, we see that the majority of interactions 
which occur in response to S20 binding happen before those found for S17 (see Table 4-
3).  While the exact rates of protection may not be accurate for S20 binding, we feel that 
the order of interactions is accurate.  Therefore, one may speculate that S20 is able to 
bind more rapidly than S17.  This includes most interactions with h44.  However, one 
cannot determine which protein interacts with the rRNA first because it is unclear how 
each protein acts in the presence of the other protein during binding.  While individual 
binding rates for each protein are indicative of the proteins ability to bind, other factors 
may be involved which determine the order of binding.  These experiments remain to be 
done. 
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Figure 4-6.  Representation of S20 Interactions with helices 9, 11, 13 and 44 
(a)  The positions of helix 9 (Red), helix 11 (Magenta), helix 13 (Blue) and helix 44 
(Cyan) prior to the binding of S20 (Green) are represented although the exact position of 
these helices prior to S20 binding is still unknown.  (b)  S20 first binds to a portion of 
helix 9 causing destabilization of h11 through helix 7.  Helix 11 then undergoes transient 
conformation changes similar to those induced by S17.  (c)  S20 then binds to h44 
causing bases in helix 44 and helix 13 to interact.  (d)  Helix 11 and helix 13 stabilize by 
binding to S20 to complete the overall binding event. 
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Table 4-3.  Comparison of Base Modifications Caused by S20 and S17 
 
Nucleotides affected by S17 (Highlighted Yellow) are arranged with those affected by 
S20 (Highlighted Green) according to T0.5 times. 
 
Base T0.5 T0.9 Intensity Category 
A246 0.2 5.3 0.6 WP 
A190 0.2 7.8 1.3 WE 
A274 0.3 5.8 0.7 WP 
A181 0.5 11.4 1.5 WE 
A1434 0.6 13.3 0.5 WP 
A253 0.6 9.4 0.8 WP 
A1433 0.7 17.2 0.6 WP 
A315 0.8 22.0 0.7 WP 
A246 0.8 15.2 0.2 P 
A274 0.9 17.3 0.1 P 
C280 1.0 18.1 0.2 P 
A279 1.0 18.0 0.2 P 
A282 1.0 16.8 0.3 P 
C264 1.1 34.6 1.6 E 
A288 1.1 22.5 0.3 P 
C264 1.1 19.4 0.5 WP 
A263 1.3 22.7 0.3 P 
A262 1.4 22.7 0.3 P 
A1446 1.6 42.3 0.7 WP 
A263 1.7 42.5 1.6 E 
A325 3.4 122.0 1.6 E 
 
 
Conclusions regarding the binding order of proteins through comparison of individual 
time courses are also difficult when considered in context with in vivo models.  For 
example, it is still unclear if assembly proceeds after transcription or during transcription 
of the rRNA.  Therefore, when we see that S20 is able to interact with the majority of h44 
bases faster than S17 is able to bind, this may not be the case in vivo since h44 may not 
even be transcribed when S17 binds.   
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Despite this, similarities between in vivo and in vitro assembly have been established 
(Culver, 2003).  Therefore, more experiments are required to determine exactly which 
protein is able to bind first.  It would also be interesting to see if a cooperative binding 
exists when neighboring proteins are bound simultaneously. 
 
It is also interesting to note that protein S16 (a secondary binding protein) interacts with 
h7 and the h12/h13 junction and is in close proximity to S20 and to a lesser extent, S17 
(see Figure 4-7).  As mentioned earlier, hydroxyl-radical probing studies indicated that 
S16 acts as a conformational switch that allows the 5’ region of the 16S rRNA to fold 
correctly (Ramaswamy and Woodson, 2009).  Assembly studies have established that 
S16 is dependent on S20 and S4 for proper binding (Culver, 2003; Held et al., 1973).  
Because S20 interacts with h7 and h12/13 early in assembly and since S16 also interacts 
with portions of these helices, it is tempting to speculate that proper alignment of h7 and 
h12/13 forms a binding site for S16.  As such, movement of h7 and h12/13 by S20 and 
even S17 may prove critical in the proper assembly of the 5’ domain.  However, 
additional studies are required to test the validity of this argument. 
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Figure 4-7.  S16, S17 and S20 on the 16S rRNA 
S16 (Purple) is dependent upon S20 (Green) to bind before it can begin binding with the 
16S rRNA (Grey).  Both proteins interact with helix 7 (Yellow).  Also in close proximity 
with these proteins is S17 (Blue) which also interacts with helix 7 (See Chapter 3). 
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Chapter 5 – Future Studies and Conclusions 
Future Studies 
As is the case with most research queries, one discovery tends to create more questions 
than answers.  Thus is the case with our studies involving S17 and S20.  We can now see 
the time-resolved movements and conformational changes in the rRNA induced by 
protein binding.  Yet, these results lead to new questions such as: How do secondary 
binding proteins affect rRNA structure in the presence of primary binding proteins?  
Which of the primary binding proteins induces the fastest changes in the rRNA?  How do 
the primary binding proteins affect each other?   
 
These questions naturally align with our ultimate goal of developing a time-resolved 
assembly model for the 30S subunit.  Such development would entail probing the 16S 
rRNA with each of the 21 proteins individually and in concert with each other.  Knowing 
that nucleation of the 30S subunit can occur at multiple sites and then continues through 
multiple assembly pathways, it becomes necessary to probe proteins in each pathway and 
then, simultaneously with proteins from other pathways, to determine the order of 
assembly.  Thus, time-dependent chemical probing needs to be further modified in order 
to test the binding of multiple proteins. 
 
Time-Dependent Chemical Probing of the Simultaneous Binding of Multiple Proteins 
When performing experiments to investigate secondary binding proteins, two approaches 
may be used.  For the first approach, pre-bind only those proteins in the assembly 
pathway that are required for the protein in question to bind.  This can be done either 
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after activation of the 16S rRNA (preferable), or with the proper controls, during an 
extended activation of the RNA (in other words, allow the RNA to activate in the 
presence of the protein and extend this time from 20 min to 40 min).  Once bound, 
probing can be done as previously described.  This technique more closely resembles 
what would likely happen in a normal assembly process.  However, some interactions 
that are essential for a secondary protein to bind may not be present until other primary 
binding proteins are bound.  This could cause the protein not to bind. 
 
The second approach is based upon work done by Noller’s group which focused on 
secondary binding proteins (Svensson et al., 1988).  In this study, the all of the primary 
binding proteins were bound before the secondary proteins were added.  This technique 
has the advantage that the secondary protein will surely bind.  However, its major 
disadvantage lies in the assumption that all the primary binding proteins are bound before 
the secondary proteins bind.  Since it has been shown that assembly of the 30S subunit 
can be initiated at multiple sites (Adilakshmi et al., 2008), this assumption and approach 
would not be the best choice. 
 
S12 and S16 
Using this revised protocol, future experiments should be performed to study the effects 
of binding secondary proteins S12 and S16 in conjunction with S17 and S20 (and S4).  
S12 interacts primarily with nucleotides in the 5’ and Central domains of the 16S rRNA.  
Specifically, S12 associates with bases at or near the decoding site in h18-h19 and h27-
h28.  S16 also interacts with nucleotides in the 5’ and Central domains.  The majority of 
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this protein’s interactions are in h12-h15 and h21-h22.  Both proteins interact with 
portions of the decoding site, specifically the pseudoknot near G530.  A time resolved 
formation of the decoding site area, a long with other conformational changes both 
reported and unreported in the equilibrium probing experiments should be observed. 
 
Conclusions 
Proteins S17 and S20 are two neighboring proteins that are essential to the formation of 
5’ domain in the 30S subunit.  Each protein plays an independent yet essential role in 30S 
assembly.  Our studies have shown that S17 induces conformational changes in h7 and 
h11 which appear to be essential for S12 to fully bind.  We have also shown that S20 
induces changes in h9 (connected with h7), h11, h13 and h44 which facilitate the binding 
of S16.  Though these studies are yet incomplete, time-dependent chemical probing has 
proven its power in studying RNA-protein binding systems. 
 
 
“…by small and simple things are great things brought to pass…” 
Book of Mormon, Alma 37:6 
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