This article proposes a mutual information based dependence measure where the bin length is decided using a function of the maximum separation between points. Some properties of the proposed measure are also discussed. The performance of the proposed measure has been compared with other generally accepted measures like correlation coefficient, distance correlation (dcor), Maximal Information Coefficient (MINE) in terms of accuracy and computational complexity with the help of several artificial data sets with different amounts of noise. The values obtained by the proposed one are found to be close to the best results between dcor and MINE. Computationally, the proposed one is found to be better than dcor and MINE. Additionally, experiments for feature selection using the proposed measure as similarity between two features yielded either better or equally good classification results on eight out of nine data sets considered.
Introduction
While modeling complex systems it is often found that non-linear dependence occurs between variables. Sometimes these relationships are functional. But at other times the relationship cannot be modeled well using functional forms. For example, in biological systems and weather forecasting the behavior of variables may seem random. But repetition of a fixed random pattern may reveal a relationship between the variables as discussed by Dalgleish [1999] . Even if the relationship is functional it is infeasible to test against each functional form individually as there exist infinitely many functional forms. A brief literature survey on dependence measure is given below.
Literature Survey
Correlation coefficient (ρ), the most widely used dependence measure, has several desirable properties. However, it accounts only for linear relationship between the variables. Having ρ = 0 does not imply the independence of variables. It is necessary to have a measure which depicts the relationship between two variables. Additionally, the measure should not assume any theoretical probability distribution. SzéKely and Rizzo [2009] have defined the Brownian covariance V as the covariance between independent Brownian motions W and W ′ , with p and q dimensional indices, evaluated at X and Y , respectively. Brownian Covariance has been discussed in many papers (for eg. by Kosorok [2009] ). Specifically, let W : R p → R be a real valued, tight, mean-zero Gaussian process with covariance |s| p + |t| p − |s − t| p , for s, t ∈ R p , where | · |r is the standard Euclidean norm in R r . Let W ′ be similarly defined but for indices s, t ∈ R q and norm | · |q. V(X,
is an independent copy of (X, Y ), and where W and W ′ are independent of both (X, Y ) and (X ′ , Y ′ ). By replacing Brownian motion with other stochastic processes, a very wide array of alternative forms of correlation between vectors X and Y can be generated. In the special case where p = q = 1 and the stochastic processes W and W ′ are the nonrandom identity functions centered respectively at E(X) and E(Y ), V(X, Y ) = E[W (X)W (X ′ )W ′ (Y )W ′ (Y ′ )] = Cov 2 (X, Y ), which is the standard Pearson productmoment covariance squared. Dionisio et al. [2006] states that Urbach [2000] defends a strong relationship between entropy, dependence and predictability. This relation has been studied by several authors, namely Joe [1989] , Robinson [1991] , Skaug and Tjøstheim [1996] , Gragner and Lin [1994] , Maasoumi and Racine [2002] , Darbellay and Wuertz [2000] , Granger et al. [2004] , Dionisio et al. [2004] , , Kraskov and Grassberger [2009] , Wu et al. [2009] , Kojadinovic [2004], and Yao [2003] . Jenssen et al. [2006] have shown that Parzen window-based estimators for the quadratic information measures have a dual interpretation as Mercer kernel-based measures, where they are expressed as functions of mean values in the Mercer kernel feature space. They have shown Mercer kernel and the Parzen window to be equivalent. proposed a method to calculate dependence using mutual information, wherein histogram was used to estimate density. The resulting estimate of Mutual information is normalized to the range [0, 1]. Thus, normalized mutual information is calculated over several partitions and maximum of resulting values is taken as the measure of dependence. The authors have also stated the constraints on partitions that can be used.
Organization of the article
The rest of the paper is organized as follows. Section 2 introduces some notations used in the paper and basic definition of mutual information. Section 3.1 discusses some mutual information based measures which already exist. While section 3.2 introduces MIDI, section 4 discusses the properties of MIDI. Section 5.1 consists of the method used to determine the bin length. Section 5.2 provides the method of calculating MIDI from the histogram, and section 5.3 discusses the L 1 consistency of proposed method of density estimation. Section 6 provides the algorithm to calculate MIDI. Section 7 contains the calculated values of MIDI and other algorithms for artificial datasets with and without noise. It also gives comparison of proposed and other methods in terms of power. Utility of MIDI has been demonstrated by applying it for feature selection in section 8. The article concludes with section 9. An appendix has been included which contains theorems stated by other authors and also 4 lemmas and a theorem proposed by the authors of this article. All the tables and figures referred to in the text have been provided at the end of the paper. 
Notations
The notations to be used in this article are stated here. For two discrete random variables X, Y , the probability mass functions are denoted by P 1 (x) and P 2 (y), and their joint probability mass function is denoted by P (x, y) . For two continuous random variables X, Y , the probability density functions are denoted by p 1 (x) and p 2 (y), and their joint probability density function is defined by p(x, y). For a discrete random variable X, the term H(X) is defined as x P 1 (x)log( 1 P1(x) ). For two discrete random variables X, Y , the term H(X|Y ) is defined as y x P (x, y)log( P2(y) P (x,y) ), and the term H(X, Y ) is defined as y x P (x, y)log( 1 P (x,y) ). Similar definitions for H(X), H(X|Y ), and H(X, Y ) can be given when X,Y are continuous random variables.
Mutual information
Mutual information I(X,Y) between variables X and Y measures the decrease of uncertainty about X caused by the knowledge of Y, which is the same as the decrease of uncertainty about Y caused by the knowledge of X. It measures the amount of information about X contained in Y, or vice versa. The definition is taken from a book by Ash [1965] .
Here H(X) is entropy of X and H(X|Y ) is conditional entropy of X with knowledge of Y. Mutual information can also be seen as a divergence measure and is used to compute dependence between two variables. Note that mutual information corresponds to Kullbuck Leibner divergence (D) between joint probability density function p(x, y) and the product of marginal density functions of X and Y : p 1 (x)p 2 (y), or the joint probability mass function P (x, y) and the product of individual probability mass functions P 1 (x), P 2 (y). The following definition can be found in Ash [1965] .
Mutual information can also be expressed in terms of divergence between conditional and marginal probability distributions as given by Ash [1965] 
It may be noted that mutual information of a discrete random variable with itself is its entropy. This is also referred to as self information.
Mutual information based dependence measures
Since the underlying probability distributions are unknown, the Mutual information based measure has to be estimated. This can be done by using a non parametric approach, or by a parametric method. Parametric methods need specific form of stochastic processes as stated by Dionisio et al. [2004] , Granger and Maasoumi [2000] . Thus, we adopt a non parametric approach here.
Existing Mutual Information based measures
Tambakis [2000] presents a mutual information estimator, which is based on equidistant cells. The author suggests the determination of the Self-Information Measure (SIM), through the univariate non-parametric predictability computation, as a function of the mutual information and the number of partitions (K), that is: propose another way of estimating dependence measure as:
where k and m are numbers of partitions along each direction. Kraskov and Grassberger [2009] have used the following measure for clustering
where H(X) and H(Y) are entropies along X and Y axes respectively. Kvalseth [1987] described three measures in his paper, and they are given below.
KM 2 and KM 3 were proposed by Horibe [1973] and Norušis and Inc [1982] respectively. Kvalseth [1987] mentions that the value of all three measures is 1 in case of strict one to one association between the variables. However, for KM 1 this is a sufficient condition but not a necessary condition.
Dependence measure used in proposed method
It can be shown that KM 1 attains a value of 1 if a strict one way association exists, i.e. either of the variables is a function of other. This allows us to detect functional forms having one way dependence e.g. y = x 2 , y = sin(x). Therefore, in this paper we have used a measure similar to KM 1. Very little work has been done using KM 1, though it was proposed long ago. We feel that KM 1 as a measure of association between variables has many desirable properties. Thus an approximation of KM 1 is calculated and named as Mutual Information based Dependence Index M IDI.
Though Kvalseth [1987] describes KM 1 briefly but no method has been proposed to estimate the defined measure. In the proposed method the values of I(X, Y ), H(X) and H(Y ) are estimated using a new density estimation method described in sections 5.1 and 5.2. The resulting estimates are then used to calculate a approximation to KM 1 which is named as M IDI. Using the proposed method M IDI can be calculated quickly and efficiently.
4 Properties of the mutual information based dependence index MIDI Pompe [1998] presents some of the properties of mutual information in the discrete case, namely:
The measure(MIDI) used in this paper is
It can be noted that I(X, Y ) = H(X) if and only if X is a function of Y. Similarly, I(X, Y ) = H(Y ) if and only if Y is a function of X. So it can be seen that the MIDI attains a value of 1 only when X is a function of Y, or Y is a function of X or both. As, I(X, Y ) = 0 if and only if X and Y are statistically independent, MIDI attains a value 0 in case of statistical independence. The value of M IDI always lies between 0 and 1. In this paper the entropy and mutual information of the variables are calculated by dividing each axis into bins. The proportion of number of points lying in the bin to total number of points is used as the value of Probability mass function for points lying in the bin. Since, mutual information and entropy for discrete random variables are invariant under change of variable the value of calculated measure remains unchanged as long as structure of bins remains the same. As the ratio of maximum separation between the points along a given axis and range along this axis are independent of scale, the division of each axis is invariant to scaling. The measure is therefore invariant to scaling. Similarly, the bin structure and the proposed measure are also invariant to translation. Under above mentioned conditions the value of measure remains unchanged. The measure however is not invariant to rotation or any transform that is not order preserving.
Determining bin length and calculating dependence
If histogram approach for density estimation is used, the length of bin becomes a very important parameter effecting the value of measure as stated by Dionisio et al. [2006] . Darbellay and Vajda [1999] mention the importance of selecting correct partitions for estimation of mutual information using histogram method and recommend the use of data dependent procedures for determining appropriate partitions. The sets in a partition may be of same size, or they may be equally probable, or none of them may be true. proposed a method in which equiprobable partitions are created along one axis and the other axis is partitioned so that the overall value of the measure is maximized. This process is repeated by swapping the axes and maximum of either is taken. Thus, Reshef et al. found bin length for calculating mutual information using an elaborate process. Note that this process of finding the bin length is computationally expensive. In this article a new method is proposed for finding bin length. It is computationally simple, and the value of measure is closer to zero than the measure proposed by for the case of independent variables. If the bin length ǫ is too large the index fails to capture non linear relationships as it will not find one to one mapping between pair of axes. So it is required that limn→∞ ǫ → 0. On the other hand if bin length is too small the distribution will not seem to be continuous. As the number of points increases the bin length should decrease. However, if the length of bin decreases too quickly with increasing n, many partitions will remain empty. Parzen [1962] , Lugosi and Nobel [1996] have given criteria for selection of appropriate bin size. In the following paragraphs the proposed method for calculating dependence is given. Entropy and mutual information of the variables are calculated by dividing each axis into bins. The length of the bin on one axis is determined using a function of connectivity distance along that axis. On the other axis the number of bins is proportional to logarithm of number of data points. The proportion of number of points lying in the bin to the total number of points, is used as the value of Probability mass function for points lying in the bin. These estimates are then used to calculate the mutual information, entropy along first dimension and entropy along second dimension. The calculated values are used to obtain M IDI. The procedure is repeated taking the bin length to be a function of connectivity distance on second axis and a function of logarithm of number of data points on first. The higher of two values is taken to be the calculated dependence index. Theoretical properties of the method applied for density estimation have also been discussed. All the theorems stated by other authors (without proofs) in this regard are mentioned in the appendix. The lemmas (there are in total 4 lemmas) and one theorem (theorem 5) proposed by the authors and their proofs are also mentioned in appendix.
Proposed method of bin length estimation
Mandal and Murthy [1997] have used the average edge length of Minimal spanning tree as the value of α , the radius of the area for determining points lying nearby for set estimation. Here we propose to use the connectivity distance as defined by Appel and Russo [2002] , and Penrose [1999] to determine the bin length along one dimension. We use a function of connectivity distance along a single dimension. This connectivity distance is also called maximal spacing by Slud [1978] . Let the given data be {(x 1 , y 1 ), · · · , (xn, yn)} ⊂ R 2 . We assume that the points are drawn i.i.d. from set A following a continuous probability density function f , which is unknown. Let A be path connected, compact, Closure(Interior(A)) = A and boundary of A, denoted by δ(A) is such that λ(δA) = 0, λ is Lebesgue measure. Let the support of f be A
The data is sorted along x axis. Let the sorted values be x (1) · · · x (n) . The maximum difference between consecutive ordered points be Lmax 
where n is number of points in sample. The proposed bin length along x axis is n c Lmax. Here c is a constant such that 0 < c < 1. For a fixed n, as the value of c goes towards 0 we get smaller bin lengths. Since the number of bins increases we get a more detailed picture so we are more likely to get unique mappings leading to higher value for dependence measure. However the decrease in bin length can also increase value of index for uniform distribution although at a smaller rate.
Along the y axis number of divisions is given by dn = log 10 (n). Once the bin length is found, dependence measure can be calculated as explained in section 5.2. The same procedure needs to be repeated after swapping the x and y axes and the maximum of the two indices is taken as the final value.
Calculating Proposed measure using proposed histogram scheme
Let the range of data along x and y axes be scaled to [0, 1] . The origin of the interval is taken as starting point for histogram calculation. The mutual information according to densities estimated using the above mentioned scheme is given by
where πx and πy are partitions along x and y directions respectively. The number of points in the cell given by intersection of interval i along x axis and j along y axis is given by # i,j . The number of points in interval i along x axis is given by # i . Similarly, the number of points in interval j along y axis is given by # j . Entropy values along x and y axes are calculated in similar way as Hx = i∈πx #i n log( n #i ) and Hy = j∈πy #j n log( n #j ). M IDI is now calculated as I/min(Hx, Hy).
L 1 consistency of density estimates obtained using proposed bin length
Statistical practice suggests that histogram estimators based on data-dependent partitions will provide better performance than those based on a fixed sequence of partitions. Theoretical evidence for this superiority was given by Stone [1985] . Lugosi and Nobel [1996] gave general sufficient conditions for the almost sure L1consistency of histogram density estimates based on data-dependent partitions. The relevant theorem from the article has been reproduced in appendix as Theorem 1. In each case, the desired consistency requires shrinking cells, sub-exponential growth of a combinatorial complexity measure, and sub-linear growth of the number of cells. Under the assumptions of the theorem the L 1 −error of the normalized partitioning density estimates converges to zero with probability one. It has been seen from Lemmas 1 and 2, that the number of cells is sub linear and the combinatorial complexity is sub exponential as n → ∞ for the proposed method. That the diameter of each cell shrinks to 0 as n → ∞ has been shown in Lemmas 3, 4 for the cases of uniform and non-uniform distributions respectively. For this purpose limit results for maximal spacings have been used. The largest spacings for independent identically distributed (i.i.d.) uniform sequences in [0, 1] have been studied by several authors namely Levy [1939] , Darling [1953] , Slud [1978] and Bairamov et al. [2010] . In this article a theorem by Darling [1953] (can be found in appendix as theorem 2) has been used to prove lemma 3. Similarly, limit results for ordered spacings (where uniform distribution has not been assumed) can be found in article by Deheuvels [1984] . Theorems 3 and 4 proposed by Deheuvels [1984] have been used to show that the diameter of each cell shrinks to 0 in the given scheme as n → ∞ for non-uniform distributions in Lemma 4. The two theorems proposed by Deheuvels [1984] have been stated in the appendix. Though, we cannot say that the proposed method is the best way of getting bin length, but the given method satisfies the requirements of L 1 consistency as defined by Lugosi and Nobel [1996] . It is a simple and efficient method as compared to the existing methods. The algorithm for calculating the proposed dependence measure for a dataset is given below. 11. Repeat the procedure after swapping x and y axes and take maximum of the two results M IDI = max(M IDIx, M IDIy).
Results
In order to provide experimental results using the proposed method, and comparing them with other indices of association, several datasets have been considered. The considered datasets are broadly divided into two categories, namely artificial datasets, and real life datasets. Real life datasets have been taken from UCI archive provided by Bache and Lichman [2013] , and they are described in table number 23. The real life datasets are used only for one application of the proposed index, namely, feature selection. Experiments on artificial datasets are probably more relevant here, since the existing relationship between the two variables, if any, is known to us in every dataset. Judgement on the results obtained is easy on artificial datasets. While conducting the experiments the value of c is taken to be 0.1. The chosen value of c gives low values of measure for uniform distribution and is capable of detecting non linear relationships as demonstrated in this article.
Artificial datasets
There are three possible types of relationship between two variables. These are 1. Relationship between two variables X and Y where either X is a function of Y or vice versa. 2. Relationship where one to one mapping does not exist but there is a functional form (e.g., cartesian coordinates for circle). 3. Relationship is not functional (e.g., Two normal distributions with correlation coefficient ρ where |ρ| < 1).
MINE given by , distance correlation given by SzéKely and Rizzo [2009] and proposed index have been calculated for the data sets described in Table  1 and for data drawn from normal distribution with different values of correlation coefficient. The value of c used for calculating the measure for results described in this section is 0.1.
Noiseless data
The datasets in tables 1 and 3 provide the three different associations between variables. To generate the data used in table 2 the functions given in table 1 are used. The points for variable X are drawn randomly from uniform distribution and the value of Y is calculated as a function of X. Corresponding values of the measure can be found in tables 2. Similarly to analyze the measure for non functional relationships, values for random variables X and Y have been drawn from normal distributions having variance 1 for both X and Y , and different values of correlation coefficient(ρ = 1, 0.95, 0.9, 0.8, 0.7, 0.6, 0.5, 0.3, 0). The corresponding results have been reported in table 3. These tables also give the value of measure when no relationship exists between two variables.The results given in above mentioned tables are for 1000 points.
Noisy data
Another aspect under consideration for judging the quality of results is noise. The more noise is introduced in a dataset, the more the existing relationship between variables is diluted, and thus the value of the index drops. Hence, different datasets with different noise levels are also considered.
To calculate the values of measures points are drawn from uniform distribution with mean µ = 0 and variance σ 2 = 10 −6 , 10 −4 , 10 −2 , 10 −1 , 1, 10 1 , 10 2 to generate noise. The noise is added to the variable Y and values of different measures are calculated. The tables 4, 5, 6 ,7, 8, 9, 10, 11 and 12 report the values of measures for different sizes of data sets for functional relationships given in table 1. Non functional relationship also X and Y are generated from normal distribution as described in previous section. Varying level of noises are added as described in previous paragraph. The results are reported in tables 13, 14, 15, 16, 17, 18, 19, 20 (Table 22 ) so that a valid comparison can be provided.
The results of power of test against alternative hypothesis (non existence of relationship) for MINE, dcor and correlation coefficient have been published by Simon and Tibshirani [2012] . Here the power of proposed method shown in Fig. 1 is calculated by same method as outlined here. The functions for which power is calculated are given in Table 22 . For each function the value of proposed measure is calculated for X and Y, where X consists of 1000 points drawn from uniform distribution. Y is generated using the given function. Noise is added to Y. The noise includes points drawn from normal distribution with mean 0 and varying values of variance for different noise levels. 30 different noise levels are considered with standard deviation σ being product of noise scale mentioned in table 22 and 1/10, 2/10 · · · , 30/10. For each functional form and noise level 500 data sets are generated and value of proposed measure calculated. Now the value of the measure is calculated for 500 data sets where no relationship exists by drawing both X and Y from uniform distribution. Thus we get a the values of measure for null scenario. The cut off value of the measure is calculated as 0.95 quantile of measures generated for null scenario. Amongst the data sets where a particular functional relationship exists, the ratio of number of data sets for which the value of measure is above the cut off for a given noise level to total number of data sets generated for the noise level is taken as power at the particular noise level for relationship under consideration. In case of linear relationship distance correlation works better than proposed method and MINE. In all the seven non-linear cases considered, the proposed method is seen to have more power than dcor most of the times. In a way, this was expected. The reason is that the measure dcor is biased towards linear relationship. Distance correlation reduces to correlation coefficient between two variables if the distributions are normal. So, it is expected that linear relationship is better captured by dcor as compared to proposed method. It may be noted that the computational cost of proposed method is very small as compared to other existing methods. The proposed method consumes lesser time and memory as compared to dcor and MINE, making it easier to use with large datasets.
8 An application to feature selection
The proposed dependence measure has been used for unsupervised feature selection and results are reported in this section. The usefulness of mutual information for feature selection has been discussed by Liu et al. [2009] . In this paper we use the proposed mutual information based measure as a similarity measure for feature selection. It may be noted that the maximum value the proposed dependence measure(d) can assume is 1. So 1 − d is used as a distance between two features. Same, applies to distance correlation and MINE. Pairwise distances between features are calculated and greedy search algorithm is used to select the features. At each step the shortest distance is selected. Among the two features associated with this distance one is selected as given below. The two inputs required are the dataset and number of features to be rejected. The algorithm for feature selection is given below:
1. Calculate the distance between each pair of variables X and Y as Dist = 1 − d(X, Y ), where d(X, Y ) is the dependence measure calculated using appropriate algorithm (MIDI, dcor or MINE). 2. The values of distance are calculated for each pair of features. Initial sets of selected features and rejected features are null. 3. Sort the values of distance in increasing order. 4. Set i as 1 5. The i th distance from the sorted array is selected. 6. If both the features associated with the selected distance are already selected or any of the feature is already rejected goto step 9). 7. If one is selected while other is not yet tested we reject the newly tested feature. 8. If both the features are being tested for the first time we find the sum of distances between the feature under consideration and remaining features. We select the feature for which the calculated sum is greater and reject the other. 9. Increment i. 10. Goto step 5) if desired number of features are not yet rejected.
The performance of proposed measure is compared with distance correlation defined by SzéKely and Rizzo [2009] and implemented in R Language by SzéKely and Rizzo [2008] and MINE proposed and implemented by using above procedure for some data sets. The performance is also compared with performance of MICI(λ 2 ) defined by Mitra et al. [2002] . The performance of selected feature set has been tested using knn-classifier accuracy. 10-fold cross validation has been done on data sets available at the UCI Machine Learning repository, described in table 23. As the performance of knn-classifier depends on number of neighbors considered, the results have been reported for 1NN classifier, 2NN classifier and knn-classifier, where k is given as square root of number of data points in training set. The execution time for algorithms is reported in seconds. Comparison with distance correlation and MINE is done with fewer data sets as execution time for these algorithms is very high. The k-NN classifier accuracy, where k is square root of number of points in training set is reported in Tables 24 and 25. 1-NN accuracy is reported in 26 and 27. 2-NN accuracy is reported in 28 and 29. For four out of nine data sets proposed method gives better classification accuracy after feature selection. For another four data sets the classification accuracy is same or slightly better as compared to other methods. For one data set the classification accuracy of proposed method is slightly less as compared to performance of MICI. The time complexity of feature selection using proposed measure is O(mn log(n) + m 2 n), where m is number of dimensions and n is number of points. In terms of execution time proposed method has lowest execution time as compared to all other methods, for all the data sets considered. The execution times for feature selection are reported in tables 30 and 31.
Experimental setup
All the experiments given above have been executed on an Intel Pentium D 925 3.00GHz CPU and 1.5 GB memory. The random numbers have been generated using in-built pseudo-number generators available in R (runif and rnorm). The results being reported are average values for 10 runs.
Conclusion
Mutual information based methods have been successfully used to identify dependence between variables. The given paper proposes a new way of creating bins along each direction as a function of connectivity distance along that dimension. This leads to reasonably high values for dependent variables and near zero values for independent uniform and normal distributions. We find that, the value of measure goes to its true value as number of points increases. We also find that the value of index goes down gradually if noise is added gradually to variables having perfect dependence. The cost of computation for given measure is low. It is found to be capable of discovering non-linear relationships. The usefulness of the measure is shown by applying it to feature selection. The feature selection procedure designed using MIDI is found to perform well in terms of accuracy and computational cost. .., xn ∈ R d will be denoted by x n 1 . By a partition of R d we mean a finite collection π = {A 1 , · · · Ar} of Borelmeasurable subsets of R d , referred to as cells, with the property that (i)
Let |π| denote the number of cells in π. Let A be a (possibly infinite) family of partitions of R d . The maximal cell count of A is given by m(A) = sup π∈A |π|. The complexity of A will be measured by a combinatorial quantity similar to the growth function for classes of sets that was proposed by Vapnik and Chervonenkis [1971] . Fix n points x 1 , · · · , xn ∈ R d and let B = {x 1 , · · · , xn}. Let ∆(A, x n 1 ) be the number of distinct partitions {A 1 ∩ B, · · · , Ar ∩ B} of the finite set B that are induced by a partition {A 1 , · · · , Ar} ∈ A. It is easy to see that ∆(A, x n 1 ) ≤ m(A) n . The growth function of A is defined as ∆ * n (A) = max x n 1 ∈R n.d ∆(A, x n 1 ) is the largest number of distinct partitions of any n point subset of R d that can be induced by the partitions in A. In other words, it is the maximum number of ways in which any set of n fixed points can be partitioned. The density estimate is produced in two stages from a training set Tn that consists of n i.i.d. random variables Z 1 , · · · , Zn taking values in a set X = R d . Using Tn a partition πn = πn(Z 1 , · · · , Zn) is produced according to a prescribed rule. The partition πn is then used in conjunction with Tn to produce a density estimate. An n-sample partitioning rule for R d is a function πn that associates every n-tuple (z 1 , · · · zn) ∈ X n with a measurable partition of R d . Applying the rule πn to Z 1 , · · · , Zn produces a random partition πn(Z 1 , · · · , Zn). A partitioning scheme for R d is a sequence of partitioning rules Π = π 1 , π 2 , · · ·. Associated with every rule πn there is a fixed, non-random family of partitions An = πn(Z 1 , ..., Zn) : Z 1 , ..., Zn ∈ X . Thus every partitioning scheme Π is associated with a sequence A 1 , A 2 , · · · of partition families. In what follows the random partitions πn(Z 1 , ..., Zn) will be denoted simply by πn. With this convention in mind, for every x ∈ R d let πn[x] be the unique cell of πn that contains the point x. Let A be any subset of R d . The diameter of A is the maximum Euclidean distance between two points of A, diam(A) = sup x,y∈A ||x − y||. Let µ be a probability measure on R d having density f , so that µ(A) = A f (x)dx for every Borel subset A of R d . Let X 1 , X 2 , ... be i.i.d. random vectors in R d , each distributed according to µ, and let µn be the empirical distribution of X 1 , · · · , Xn. Fix a partitioning scheme Π = π 1 , π 2 , · · · for R d . Applying the n th rule in Π to X 1 , · · · , Xn produces a partition πn = πn(X n 1 ) of R d . The partition πn, in turn, gives rise to a natural histogram estimate of f as follows. Here λ denotes the Lebesgue measure on R d . Note that fn is itself a function of the training set X 1 , · · · Xn, and that fn is piecewise constant on the cells of πn. The sequence of estimates fn is said to be strongly L 1 − consistent if |f (x) − fn(x)|dx → 0 with probability one as n → ∞. A theorem, given by Lugosi and Nobel [1996] is stated below using the notations mentioned above.
Theorem 1 Let X1, X2, · · · be i.i.d. random vectors in R d whose common distribution µ has a density f . Let Π = {π 1 , π 2 , · · · } be a fixed partitioning scheme for R d , and let An be the collection of partitions associated with the rule πn. As n tends to infinity, n −1 m(An) → 0 n −1 log ∆ * n (An) → 0 µ{x : diam(πn[x]) > γ} → 0 with probability one for every γ > 0, then the density estimates fn are strongly consistent in L1:
|f (x) − fn(x)|dx → 0 ,with probability one. ⊓ ⊔
A.2 Sub-linear growth of number of cells
Lemma 1 In the proposed histogram scheme, for a fixed c, n −1 m(An) → 0 ,as n → ∞ Proof In the proposed scheme the smallest possible value of Lmax will be attained when all points are equidistant to each other along x axis. In this case the value for Lmax will be g/(n − 1), where g is the range along x axis. In this case the number of divisions along x axis will be g n c .Lmax = (n−1) n c . Number of divisions along y axis is given as dn = log 10 (n). So the maximum number of cells in given scheme is (n−1).dn n c = (n−1)log 10 (n) n c where 0 < c < 1.
m(An) ≤ (n − 1)log 10 (n) n c n −1 m(An) ≤ (n − 1)log 10 (n) n (c+1) < n.log 10 (n) n (c+1) = log 10 (e).log(n) n c
Note that log(n) n c → 0 for a fixed c for n → ∞ . Similarly, the maximum number of divisions along y axis being log 10 (n), maximum number of distinct partitions along y-axis is bounded by ⌈n+log 10 (n)⌉ ⌈log 10 (n)⌉
. So maximum number of distinct partitions considering both the dimensions, ∆ * n (An) is bounded by the product ⌈n+log 10 (n)⌉ ⌈log 10 (n)⌉ ⌈n+n 1−c ⌉ ⌈n 1−c ⌉ , where 0 < c < 1.
n −1 log(∆ * n (An)) ≤ n −1 log ⌈n + log 10 (n)⌉ ⌈log 10 (n)⌉ ⌈n + n 1−c ⌉ ⌈n 1−c ⌉ = 1 n log ⌈n + log 10 (n)⌉ ⌈log 10 (n)⌉ + 1 n log ⌈n + n 1−c ⌉ ⌈n 1−c ⌉
The upper bound of log n k is given by Csiszar and Korner [1982] as nH(k/n), where H(ǫ) represents the binary entropy of ǫ, defined by H(ǫ) = −ǫ log(1 − ǫ) − (1 − ǫ) log(ǫ) . It follows that n −1 log(∆ * n (An)) ≤ n + log 10 (n) n H( log 10 (n) n + log 10 (n) ) + n + n 1−c n H( n 1−c n + n 1−c ) However, as n → ∞, log(n) n + log 10 (n) → 0
As n → ∞, n 1−c n + n 1−c → 0, where 0 < c < 1
As n → ∞, n + log 10 (n) n → 1
As n → ∞, n + n 1−c n → 1, where 0 < c < 1
Note that H is increasing on (0, 1/2], H is symmetric about 1/2, and H(ǫ) → 0 as ǫ → 0. So both the terms vanish as n → ∞. We find that n −1 log(∆ * n (An)) = 0 as n → ∞. ⊓ ⊔
A.4 Shrinking cells
Let {U k }, 1 ≤ k ≤ N to be uniform i.i,d, in [0, 1], ordered to give {U * N,k } We write U * N,0 ≡ 0 , U * N,N+1 ≡ 1. Then γ j = U * N,j+1 − U * N,j for 0 < j < N are called uniform spacings. Let Mn = max γ j be the largest uniform spacing. Paul Levy gave a heuristic argument to show that lim P r{Mn < (log n + a)/n} = exp(−exp(−a)) ,where − ∞ < a < ∞ Further Darling [1953] proved following theorem Theorem 2 Almost surely as n → ∞, |Mn − log(n)/n| = O(log(log(n))/n) It has been specified that this implies for a constant C as n → ∞, |Mn − log(n)/n| = C(log(log(n))/n) ⊓ ⊔ Lemma 3 For proposed histogram scheme, µ{x : diam(πn[x]) > γ} → 0, with probability one for every γ > 0, in case of uniform distribution.
Proof By theorem 2 |Mn − log(n)/n| = C(log(log(n))/n) Multiplying both sides by n c , where c is a constant such that 0 < c < 1, for n → ∞ |n c .Mn − log(n)/n 1−c | = C(log(log(n))/n 1−c ) Note that, log n/n 1−c → 0, as n goes to infinity. Also, log(log(n))/n 1−c → 0, as n goes to infinity. So n c Mn → 0 as n → ∞. It may be noted here that Lmax is same as g.Mn where g is the range. So n c Lmax → 0 as n → ∞, in case of uniform density. ⊓ ⊔ Following theorems establish the upper limit for maximal spacing.
