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Abstract
While many species of bacteria are motile, they use various random strategies to deter-
mine where to swim. This chemotaxis allow bacterial populations to distribute themselves
in accordance to distributions of nutrients found within an environment. We extend past
work describing a chemotactic E. coli cell as an ergodic, stochastic hybrid system and
use experimental data on bacterial motion in microfluidic environments to model other
species of bacteria. Our focus is on understanding the differences between the run-and-
tumble strategy of E. coli and the more complicated run-reverse-flick strategy of the
marine bacterium Vibrio alginolyticus. We use stochastic stability theory to analyze the
chemotaxis models in terms of their stationary distributions and also derive a diffusion
approximation of the system that provides further insight into the performance of vari-
ous strategies. By comparing general chemotactic strategies, we hypothesize why various
strategies may be evolutionarily advantageous for particular environments. These results
also provide intuition for designing minimalistic multi-agent robotic systems that can be
used for various environmental monitoring and source-seeking tasks.
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“Just keep swimming. Just keep swimming. Just keep swimming, swimming, swimming.
What do we do? We swim, swim.”
Dory, the amnesiac regal tang fish in Pixar’s “Finding Nemo”

Chapter 1
Introduction
There are many species of bacteria that swim—and that just keep swimming. They do
not simply let the diffusivity of water carry nutrients to them. Instead, they expend
energy seeking environments favorable to growth and reproduction. One such motile
species is Escherichia coli (E. coli). Although a toxic strain has made E. coli infamous,
most strains are harmless. In fact, E. coli has been so successful living in our intestines
that is has created an important “ecosystem” in our bodies and “can reach a population
of 100 trillion, outnumbering the cells of our body ten to one” [66, p.52].
Because of its ubiquity and simplicity, E. coli has become the most well-understood
species on the planet and has been essential to our understanding of biology. E. coli
is the most common model organism used in cell biology, and scientists have mapped
out the great majority of its genes and chemical pathways. E. coli also provides us
with an exciting opportunity to watch how these genes and pathways change over time.
“[B]ecause E. coli can reproduce in as little as twenty minutes, a beneficial mutation may
let a mutant overtake a colony in a matter of days” [66, p.73]. With E. coli, we can
thus experience evolution in action. E. coli ’s genetic success suggests that evolution may
allow the species to quickly adapt to the environmental conditions it normally experiences.
Thus, we should consider motility as an evolutionarily advantageous characteristic that
has allowed populations of E. coli to survive and grow.
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1.1 A Microbe’s Strange World
It was a genetic predecessor of E. coli that evolved the mechanism that allows the cell
to propel itself through water. It is a corkscrew mechanism comprised of a flagellum—a
long, thin, wave-like tail—which is attached at its base to a rotary motor that can drive
the flagellum either clockwise or counterclockwise. A rotary motor is not known to exist
in any multicellular organism and seems such an impressive biological feat that it has
even become an icon for proponents of intelligent design [66, pgs. 134-43]. However,
we can begin to explain why certain bacterial species have evolved such an intricate
swimming mechanism when we better understand the strange, micro-scale world that
they experience.
The physics of fluids looks incredibly different at the scale of an E. coli cell, which is
only about two microns long, than at the scales that we are used to. We live in a world
dominated by inertial forces. To swim across a pool, a human uses reciprocal motion
(that is, a motion that looks identical both forward and backward in time) and relies on
inertia so that the forward and backward motions of his strokes result in a net forward
displacement. On the other hand, an E. coli cell does not experience these inertial forces.
According to a calculation by Purcell, a cell that stops actively swimming would coast
only a distance of about a tenth of an angstrom before coming to rest [51]. In the micro
world, viscous forces dominate.
We can quantify these differences using the Reynolds number, which is defined as
Re :=
ρsL
η
,
where ρ is the density of the fluid, η is the viscosity of the fluid, s is the velocity of
the object in the fluid, and L is the characteristic length of that object. The Reynolds
number is the ratio of the inertial forces to the viscous forces of the fluid acting on an
object moving through it. Thus, “flow behavior is the same at different size scales when
the geometrical shapes and Reynolds numbers are the same” [16, p. 43]. While the
Reynolds number for a human swimming in water may be around 104, for a motile E. coli
the Reynolds number is between 10−5 and 10−4. For a human to experience the Reynolds
number of an E. coli, “you put him in a swimming pool that is full of molasses and then
you forbid him to move any part of his body faster than 1 cm/min” [51].
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Yet E. coli swim at speeds of around 30 microns per second and can thus travel ten
times their body length in one second. However, because they experience no inertia, E.
coli cells cannot use any type of reciprocal motion. Using reciprocal motion, “fast or
slow, it exactly retraces its trajectory and it’s back where it started” [51]. Therefore,
by Purcell’s so-called “scallop theorem,” E. coli ’s swimming method must have more
than one degree of freedom, allowing periodic motion with variable drag for net forward
displacement. Thus, an E. coli cell uses its cylindrical flagella (a cell typically has about
four of them), ”tak[ing] advantage of the fact that a long cylinder has more resistance to
movement perpendicular to its axis than parallel to its axis” [16, p. 207].
But why do E. coli swim? One very sound reason is that they swim to increase their
nutrient uptake. Purcell notes that there is an intuition that “you should move if you want
to scoop stuff up” so that swimming is advantageous even in a homogeneous environment.
However, this intuition is completely wrong for understanding E. coli : instead, the truth
is that “the fellow who just sits there quietly waiting for stuff to diffuse will collect just
as much” [51]. This is because, at these small scales, diffusion by thermal motion of
the fluid is faster than flow by active transport, since diffusion time scales with distance
squared. Instead, Purcell argues that E. coli experience heterogeneous environments and
swim to “find greener pastures.” E. coli outrun diffusion to reach chemically different
environments.
1.2 Chemotaxis of E. coli
But, in order to ‘find greener pastures,’ an E. coli cell must have some sort of ‘control
strategy’ that allows it to take and use measurements of its environment to determine
where to swim. Of course, E. coli and other motile bacteria have evolved just this sort of
mechanism, which is called chemotaxis. ‘Chemotaxis’ is actually a misnomer first used by
Wilhelm Pfeffer in the 1880s after watching bacteria purportedly ‘steer’ toward nutrients
in a capillary assay. But bacteria do not really steer; instead they use “klinokinesis,”
in which they swim in random directions but use measurements of the environment to
modify the rate at which they change direction [7, p. 11].
This motility strategy has two main components—a ‘run’ and a ‘tumble’. During a
‘run’, an E. coli cell rotates all of its flagella counterclockwise so that they form a tight
13
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bundle and allow the cell to swim straight. When at least one of the flagella suddenly
rotates clockwise, the bundle unravels and the cell ‘tumbles’ and changes direction. While
swimming, the cell takes temporal measurements of the concentration of a particular
chemical, such as that of a nutrient. ‘Measuring’ is achieved via a chain of molecular
processes: when a nutrient molecule binds to a corresponding chemoreceptor on the
surface of the cell, a chain reaction occurs, called a signal transduction, which changes
the configurations of certain molecules that comprise a network within the cell. This
network “relay[s] information...to effect appropriate changes in motor behavior” [3].1
The work in [26] develops a “coarse-grained” computational model of this pathway,
which is used to simulate the motion of a population of bacteria. In this simulation, each
virtual bacterium has a history comprised of various intracellular molecular concentra-
tions. These concentrations change based on the concentration of nutrients outside of
the cell and a series of simple differential equations that describe the reaction rates of
molecules within the cell. These intracellular concentrations then determine when the
bacterium changes direction, or ‘tumbles’. But what is the big picture? What does this
signal transduction for chemotaxis actually do?
In effect, an E. coli cell measures the gradient of the logarithm of the concentration
of nutrients and uses this measurement to determine when to tumble. Tumbling takes
a constant amount of time, in which the bacterium chooses a new random orientation.
Howard Berg’s pioneering work on E. coli ’s motility showed that “when [E. coli ] cells
swim down gradients [of nutrient concentration] their motion is indistinguishable from
that in isotropic solutions; when they swim up the gradients they change direction less
frequently” [8]. This simple strategy creates a ‘biased random walk’: in an isotropic
environment, a cell’s trajectory looks like the simple random walk of Brownian motion,
but, when it senses an uphill gradient, it decreases the probability of tumbling to make
it more likely that it will continue to swim toward higher concentrations of nutrients.
This random strategy may seem strange. Because it is probabilistic, it implies that,
even when a bacterium has measured an increasing gradient, it may still end up swimming
down the gradient and away from the highest concentration of the nutrient. Randomness
is optimal under uncertainty—when the environment is unknown [63]. So why would
1For a simple explanation of the transduction pathway used in bacterial chemotaxis, see Chapter 5 of
[10].
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E. coli exhibit such random behavior after taking a measurement that would seem to
decrease its uncertainty of the environment?
E. coli ’s stochastic strategy begins to make more sense when we realize the severe
limitations the low Reynolds number environment has placed on E. coli. The tiny E. coli
cells are subject to the whims of the rotational Brownian diffusion of the water molecules.
“For a swimming cell, the cumulative effect of this motion over a period of 1 second is
displacement in a randomly chosen direction by about one micron and rotation about a
randomly chosen axis by about 30 degrees. As a consequence, E. coli cannot swim in
a straight line. After 10 seconds, it drifts off course by more than 90 degrees, and thus
forgets where it is going. This sets an upper limit on the time available for a cell to decide
whether life is getting better or worse” [7, pgs. 49-50]. Pushed around, an E. coli cell
cannot keep track of its position in the environment. Thus, E. coli must constantly take
new measurements while swimming in random directions to determine whether or not its
environment is improving.
However, it is also important to realize that this same Brownian motion that jostles
E. coli cells about also makes the fluid patterns in the environment more predictable and
“amenable to precise calculation” [16, p. 3]. At high Reynolds number, we can encounter
unpredictable and chaotic turbulent fluid flows. However, at low Reynolds number, fluid
flows are laminar, in which “adjacent parcels of fluid move nearly in parallel” [16, p. 42].
At very low Reynolds number, “the response of the fluid to the motion of boundaries is
instantaneous,” and “velocity perturbations diffuse rapidly relative to the rate at which
fluid particles are carried along by the flow” [33]. Therefore, “any abrupt change in
concentration is rapidly smoothed out. Thus, the distribution of chemicals is relatively
smooth in the micro world, and the local distribution is well represented by a simple
gradient” [16, p. 222]. Thus, gradients can foretell ‘greener pastures,’ and chemotaxis is
not a futile exercise.
1.3 Modeling E. coli
But why this particular run-and-tumble random strategy over another? In his doctoral
work on stochastic multi-agent systems [43], Alexandre Mesquita proposed an answer.
He analyzed the chemotactic strategy of E. coli by modeling it as a stochastic hybrid
15
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system (SHS), which is defined as a system with both continuous dynamics and discrete
logic.2 The orientation of the E. coli cell is considered the ‘discrete’ state of the SHS
because, ignoring rotational diffusion, it only changes with discontinuous, random jumps.
The current position of the cell changes continuously, according to its current orientation.
Thus, given the current orientation, the evolution of the cell’s position is deterministic,
allowing Mesquita to rely on theory developed by Davis for a particular type of SHS,
called a piecewise deterministic Markov process (PDMP) [15]. Mesquita describes the
hybrid system corresponding to bacterial motion, which he calls “optimotaxis,” with the
following PDMP model:
State Space: The system has state (x, v) ∈ X × V , where X = R2 and
V = S (the 1-dimensional sphere). x is the position of the process, and v
is its velocity, which is simply an orientation, assuming a constant, unit
speed.
Flow: The flow is a drift vector field describing how the continuous compo-
nent of the state space (the position) changes according to the current
velocity v: f(x, v) = dx
dt
.
Jump Rate: The state v only changes with jumps, which is described by
the jump rate at state (x, v), λ(x, v). The jumps are exponentially dis-
tributed, so that the probability that the process remains in the same
mode (with the same velocity) and does not jump during the time inter-
val [0, t] is exp
(
− ∫ t
0
λ (x(τ), v(τ)) dτ
)
.
Transition Probability: When the system does jump, the jump probability
density function that describes the transition from state (x, v′) to (x, v)
is Tx(v, v
′). It is defined so
∫
B
Tx(v, v
′)ν(dv) = Q((x, v′), {x}×B), which
is the transition probability of the process going from state (x, v′) to a
state in {x} × B, where B ⊂ S and ν is a Borel probability measure on
the velocity state space such that supp ν = S.
The above parameters and equations fully specify the SHS describing a model for
bacterial chemotaxis. To analyze this system, Mesquita uses a “differential Chapman-
Kolmogorov equation” [20] that is given for this exact process in [48]. This equation
2For background on stochastic hybrid systems, see references [12] and [39]. Mesquita’s formulation of
a SHS follows the model in [24].
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describes the evolution of the probability density of the system, p(x, v, t), over time. It
is written as follows:
∂p(x, v, t)
∂t
= −∇x · [f(x, v)p(x, v, t)]− λ(x, v)p(x, v, t)
+
∫
V
Tx(v, v
′)λ(x, v′)p(x, v′, t)ν(dv′) .
The first term describes the continuous drift at position (x, v) at time t. The second term
describes the rate of spontaneous jumps leaving position (x, v) at time t. And the final
term describes the rate of spontaneous jumps from any other position to position (x, v)
at time t.
Mesquita derives the admissible stationary distributions of this integro-differential
equation and uses ergodic theory for Markov processes, as presented in [44] and in [23],
to ensure convergence to the stationary distribution. Using the parameter values for λ,
Tx(·, ·), and f that correspond to a model of E. coli chemotaxis, Mesquita concludes
that a population initialized to any distribution within an environment of nutrients and
following optimotaxis will ultimately converge to the ideal free distribution. The ideal free
distribution is the distribution of the population that is proportional to the distribution
of the nutrients: if there is double the amount of nutrients in one area, there will be
double the number of individuals in that area [27]. It is thus ideal because it means
that each individual is receiving an equal share of the nutrients and that no individual
can do better by moving. Mesquita suggests that this distribution is an “evolutionary
equilibrium” and thus helps to explain why E. coli have evolved to run and tumble.
With this result, Mesquita makes an important contribution to research on environ-
mental monitoring and extremum-seeking.3 A multi-agent system composed of robots
each doing optimotaxis can accurately distribute itself in proportion to chemical concen-
trations in environments as long as the concentration gradients are smooth, such as in
laminar flow. Because the strategy is stochastic, it will fully explore the environment and
is very minimalistic, as it does not require knowledge of position or any communication
between robots.
3For example, see [35] on how bacterial chemotaxis has inspired stochastic extremum-seeking methods.
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1.4 The marine bacterium Vibrio alginolyticus
However, we know of no experiments that verify that E. coli populations do in fact
converge to the ideal free distribution, and there are other chemotactic bacteria that
certainly do not converge to it.
One species of marine bacteria that performs chemotaxis is Vibrio alginolyticus (Vib-
rio), and experimentalists have observed that it accumulates more tightly around nutrient
patches than E. coli [65]. Unlike E. coli, Vibrio has only a single flagellum and uses it
to swim with a strategy quite different from E. coli ’s run-and-tumble. Because the single
flagellum can rotate both clockwise and counterclockwise, Vibrio can reverse its direction
and backtrack. And it does this after each ‘run’ in what is called its ‘reverse-and-flick’
swimming pattern [55]. While the E. coli motility strategy is comprised of two steps—a
run and a reorientation, the Vibrio strategy adds a third step: a reversal in between the
run and reorientation steps. After swimming in some direction for some random amount
of time, a Vibrio cell swims in reverse for another random time interval and then sharply
‘flicks’ to reorient itself by an average ninety degrees before again swimming forward.
What are the implications of this reverse-and-flick motion? Intuitively, reversing to
backtrack should concentrate the population of bacteria more tightly in high nutrient
concentrations. In fact, we show that a run-reverse-flick strategy, whose run and flick
steps perfectly match the run and tumble steps of Mesquita’s optimotaxis model and
whose reversal time has the same exponential distribution as the run time, converges not
in proportion to the distribution of the nutrient but to the distribution of the nutrient
squared !
It seems obvious that Vibrio’s distinct random strategy should reflect the differences
of living in the ocean rather than in the gut. One big difference is that sea waters are
turbulent. Although one might suspect that turbulence would make motility pointless,
the work in [59] shows that chemotaxis can actually increase nutrient uptake even in
environments with turbulence. This is because, at the micro scale, the turbulence creates
thin filaments of nutrients with smooth gradients that a chemotactic bacterium can follow
and exploit. However, turbulence also causes nutrient patches to dissipate more quickly.
As a sample of marine water is typically less nutrient rich than the gut and a marine
nutrient patch far more ephemeral, we might suspect that chemotactic marine bacteria
18
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respond more quickly than E. coli to stimuli. As reported in [56] and [58], this is indeed
the case. A Vibrio cell can swim at more than double the speed of E. coli, which more
than quadruples its chemotactic drift velocity.
However, once a cell finds a nutrient patch, it is just as important that the cell does
not quickly swim away from it and lose it. Thus, as the works [37] and [46] both suggest,
it seems probable that Vibrio has evolved its reversal mechanism so that it can remain
close to and more fully exploit a nutrient patch.
1.5 Approach
We are interested in understanding why particular bacterial motility strategies are prefer-
able for particular environments. Extending Mesquita’s work, we attempt to go beyond
understanding how a species of bacteria does chemotaxis to further explore why it follows
a particular chemotactic strategy. We do this by generalizing Mesquita’s model so that
we can compare various motility strategies using the same theoretical framework.
Using E. coli and Vibrio as our model bacteria, we want to show how E. coli ’s motility
strategy is in some sense “optimal” for living in the intestines while Vibrio’s strategy is
“optimal” for living in the ocean. But we must be careful with how we use notions of
optimality. In [50], Parker and Maynard Smith nicely clarify how optimality theory should
be used to answer questions in evolutionary biology. They write, “Optimization models
help us to test our insight into the biological constraints that influence the outcome of
evolution. They serve to improve our understanding about adaptations, rather than to
demonstrate that natural selection produces optimal solutions.”
This is how we view optimality in our work. Our assumptions are helped by the fact
that bacteria can reproduce so often and can furthermore increase genetic variation in
stressful environments to evolve very quickly [19]. However, this does not imply that
a bacterial strategy is optimal. For instance, Parker and Maynard Smith note that
optimization problems may have several local peaks, each of which can be hard to move
away from to find the global maximum.
An even more important issue for understanding evolution in terms of optimality the-
ory is determining what is being ‘optimized.’ For example, Dusenbery suggests multiple
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reasons for the evolution of random motility strategies in bacteria: “Dispersal helps the
offspring avoid competing with one another for resources, increases the chances of dis-
covering new areas with favorable resources, and reduces the chance that a change in
the local environment will wipe out the whole lineage” [16, p. 171]. However, following
standard research in foraging theory, in this work we will simply assume that an optimal
motility strategy maximizes the net rate of nutrient intake.
Although our work is rooted in these biological questions, we do not analyze molecular
level descriptions of chemotaxis. Instead, we retain and extend the phenomenological
SHS model analyzed by Mesquita. This allows us, both through theoretical analysis and
simulation, to more easily gain intuition about the effects that a particular characteristic
of a motility strategy has on the strategy’s performance.
To ensure that our models can accurately capture the behavior of E. coli and Vibrio,
we have collaborated closely with the Environmental Microfluidics Group in the De-
partment of Civil and Environmental Engineering at MIT, headed by Professor Roman
Stocker. The group’s expertise in microfluidics has enabled experimental breakthroughs
in the study of bacterial chemotaxis. The lab has devised “diffusion-based microfluidic
devices [that] can generate steady, arbitrarily shaped chemical gradients without requiring
fluid flow” [2]. Using this technology, the lab can implement very particular micro-scale
environments that can maintain steady nutrient distributions. Using non-metabolizable
chemoattractants, they can record the responses to bacteria in unchanging environments,
which simplifies our theoretical analyses. As the lab has the capability of tracking many
individual bacterium over both short and long exposure times within these environments,
they can provide us with very accurate data of trajectories that describe chemotactic
performance.
The lab’s experimental observations have guided our decisions about which character-
istics of a motility strategy to study. And, as we have refined our models to better fit the
experimental results, we have also formulated new hypotheses to be tested in experiments.
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1.6 Contributions
The majority of our analysis focuses on the asymptotic performance of various chemo-
tactic strategies and characterizes them by their stationary distributions.
We analyze strategies that are a simple extension of the PDMP model used by
Mesquita. Our generalization considers both two-step (run-and-tumble) and three-step
(run-reverse-and-flick) processes with any—not necessarily uniform—transition probabil-
ities and both multiplicative and additive modifications to the jump rate. Our primary
result shows that motility strategies of these forms all converge to stationary distribu-
tions that are proportional to qn(x), where q(x) is the quantity being measured at location
x ∈ R2 in the environment and n is a positive number. The exact value of n depends
on the parameter values. Our most important conclusion regarding the modifications
of these parameter values is that biasing the transition probabilities so that a strategy
favors reversing increases the value of n by at most a factor of two. This quantifies the
gains that marine bacteria, such as Vibrio, can experience from using a reversal step in
their motility strategies.
Because we have been unable to analytically solve for the stationary distribution of
three-step processes, we have also derived diffusion approximations for our systems. A
diffusion approximation was first used to describe bacterial chemotaxis in the 1971 paper
by Keller and Segel [29]. This approximation describes chemotaxis by the following
ordinary differential equation:
∂p(x, t)
∂t
= −∇x · (µ(x)p(x, t)) +D∇2xp(x, t) .
This equation describes the evolution of the probability density of the system at location
x and time t, p(x, t), using two parameters: a drift velocity µ(x) and a diffusion constant
D. While many have used this approximation to describe chemotaxis, we show how
a diffusion equation arises from our precise mathematical model, and we solve for the
diffusion constant and drift velocity in terms of our general parameter values. We use
a number of simulations to validate the accuracy of our diffusion approximation. The
simulations show that we can gain good insight about the performance of a motility
strategy as well as determine its stationary distribution by characterizing it in terms of
its drift velocity and diffusion constant.
21
Chapter 1. Introduction
Using this approximation, we hypothesize that different motility strategies have evolved
in response to an “exploration-exploitation tradeoff”. Consider a population of bacteria
overcrowding a single nutrient source. Should an individual of this population continue
exploiting the source or should it risk losing access to any nutrients to explore for ‘greener
pastures’? If a population strategy strongly favors exploitation, a population may remain
clumped around a patch until the patch is fully depleted. On the other hand, if a pop-
ulation favors exploration, it will more quickly disperse throughout an environment. We
hypothesize that the strategy that a species has evolved is fine-tuned to the particularities
of its environment. The typical distribution of nutrients and temporal variability in an
environment determines how a species should optimally balance exploring and exploiting
its environment.
This analysis also provides intuition for designing minimalistic multi-agent robotic
systems for environmental monitoring that can be easily modified and optimized to take
advantage of prior knowledge about the environment.
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A Phenomenological Model
We extend the mathematical stochastic hybrid systems model of E. coli used in [43] to
compare bacterial chemotactic strategies. Since Adler first described experiments from
the 1960s in which ‘bands’ of E. coli formed and swam up capillaries towards oxygen
and nutrient sources [1], E. coli has been the model organism used for understanding
chemotaxis. After decades of experiments, we have a rich set of observations describing
E. coli ’s responses to different environments. These observations have been used to
formulate phenomenological models that attempt to predict E. coli ’s responses to general
environments.
Below we describe how various experimental observations of E. coli have guided the
development of the model that we use to quantify their chemotactic response. We then
use what is known about Vibrio’s distinct chemotactic strategy to extend and generalize
the model. Because we use a model of E. coli as a foundation for a model of Vibrio,
we automatically assume that Vibrio’s strategy shares many properties with that of E.
coli. Thus, it is very important that we understand the implications each assumption
has on the predicted response of the model. Understanding the effects various properties
have on the response of the system, we can design experiments to test the validity of the
model for Vibrio. Finding discrepancies will allow us to modify and fine-tune our model
for Vibrio and quantify differences between E. coli and Vibrio chemotaxis.
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2.1 A model of E. coli
In this work, we restrict our model of chemotaxis to the two-dimensional Cartesian plane
and consider cells with position x ∈ X, a compact set of R2, and orientation v ∈ S, the
unit circle: S = {v ∈ R2 : ‖v‖2 = 1}. We take l and ν to be measures such that l(X) = 1,
supp l = X, ν(S) = 1, and supp ν = S. Therefore, if p(x, v, t) is the probability that a
cell is at location x with velocity v at time t,
∫
X×S p(x, v, t)l(dx)ν(dv) = 1.
In our models, the position of the cell has continuous dynamics defined by the flow
dx
dt
= f(x, v) = sv , (2.1)
where s ≥ 0 is the speed of the cell. The control of the system depends on when and how
it jumps from one orientation to another. The choices we have made to describe these
controls reflect the results of a number of past experiments on E. coli chemotaxis, which
are described below.
2.1.1 Exponentially-distributed run times
Experiments described in [9] record the time intervals of counterclockwise flagellar rota-
tions for tethered E. coli cells in environments with temporally varying nutrient concen-
trations. Analyzing histograms of the time intervals, the results conclude that “reversals
of the flagellar motors are generated by a Poisson process” and thus that the run time
intervals are exponentially distributed such that the cells favor short runs. The work [8]
expands this finding and tracks untethered E. coli cells, determining that the run times
are exponentially distributed and that successive run times are uncorrelated.
The exponential distribution is the only continuous probability distribution that is
memoryless so that, at each moment of a run in a homogeneous environment, the expected
time until the next tumble is constant. (The probability that a run time will be t + s
seconds long given that it has already exceeded s seconds is equal to the probability that a
run time is t seconds long.) Therefore, we can describe the probability of an occurrence of
an exponentially-distributed event by a single rate parameter, λ; the probability density
function for a run length of time t is f(t) = λ exp(−λt), t ≥ 0. Thus, the probability that
no jump occurs in a time interval of length t ≥ 0 is exp(−λt).
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Experiments have shown that chemotaxis occurs because run times are longer when
the cell is traversing in a favorable direction. Therefore, the jump rate λ cannot be
constant over the state space. Instead, we assume that it is a function of the position and
orientation of the cell, λ(x, v). Therefore, as written in [43], the conditional probability
that a jump occurs between times t1 and t2 given that the cell is at position x(t1) with
orientation v(t1) at time t1 is
1− exp
(
−
∫ t2
t1
λ(ϕt2−t1(x(t1), v(t1)), v(t1))dτ
)
, (2.2)
where ϕt(x, v) = x + svt ∈ R2 is the location of the cell after a time interval t when
moving with speed s and orientation v from initial location x.
Although the exponential distribution provides a good fit for macroscopic level de-
scriptions of chemotaxis, newer experiments have suggested alternative models for the run
time distribution. In [32], Korobkova shows that, while run time distributions averaged
over an entire population of chemotactic E. coli cells may look exponentially distributed,
a very different picture emerges when analyzing a single cell. According to the work,
each cell is subject to different molecular-level fluctuations so that its run time intervals
could more closely be “approximated at long timescales by a power law.” A power law
distribution has a longer tail than an exponential distribution and thus predicts that E.
coli will favor longer run times. It creates a “super diffusive Le´vy motion” that allows a
cell to more quickly diffuse and explore its environment when nutrients are sparse.1
Another work by Korobkova suggests that the interval in which an E. coli flagellum
rotates counterclockwise may be fitted by a gamma distribution [31]. A gamma distri-
bution describes the probability density of the time at which the nth event occurs for a
Poisson process with parameter λ:
f(t) =
λ(λt)n−1 exp(−λt)
(n− 1)! .
Thus, if we take n = 1, we recover the exponential distribution. Using the gamma distri-
bution to describe counterclockwise intervals suggests that a chain of (molecular) Poisson
events must occur for the cell to tumble. If we assume that the counterclockwise intervals
1The paper [4] describes the benefits of using Le´vy motion for foraging strategies, while the work
described in [40] and [41] specifically studies how E. coli cells exhibit Le´vy motion.
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of each flagellum are gamma distributed, the run time intervals of the cell would be de-
scribed by the minimum of the gamma distributed variables, as only one flagellum needs
to switch to clockwise rotation for the cell to tumble. However, the probability density
of the minimum of gamma distributed variables has no simple analytical expression, sug-
gesting that either power law or exponential distributions could be considered tractable
approximations.
We use the exponential distribution in our analysis because it is easiest to implement
and allows for tractable analysis while still providing a very good fit for macroscopic level
descriptions of E. coli chemotaxis.
2.1.2 Logarithmic sensing and fold-change detection
In 1846, Ernst H. Weber published a number of experimental results showing that “the
smallest discernible distinction between two weights, two lengths, or two sounds is ex-
pressible as an invariable ratio between those weights, etc., regardless of the sizes of the
weights and lengths or the intensity of the sounds themselves.” [22, p. 20]. The founder of
psychophysics, Gustav Fechner, interpreted these results as a law, which he termed “We-
ber’s law,” that states that the intensity of a sensation is dependent not on the absolute
intensity of the stimulus but on the ratio of the intensity with the background or initial
intensity. Fechner later elaborated on Weber’s law and devised his own “Fechner’s law,”
stating that the magnitude of a sensation is proportional to the logarithm of the intensity
of the stimulus. These laws approximately describe human responses to a number of sen-
sations, such as light. For example, because we respond to ratios of intensities, turning
on a light in a dark room will have a much greater effect on our immediate vision than
turning on that same light in an already lit room. This logarithmic sensing is powerful
because it allows us great sensitivity in our responses to changes in stimuli over a large
range of intensities. Given a new stimulus, we also adapt to it, just as our eyes adjust so
that we can see both in a dark room or outside on a sunny day.
Experiments have suggested that E. coli ’s sensing also obeys Weber’s law and is log-
arithmic with perfect adaptation. With perfect adaptation, a cell’s response to a new
stimulus ultimately returns to the same value of its response to the initial background
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environment. A number of early experiments from the 1970s quantified E. coli ’s chemo-
tactic response by measuring the number of bacteria that accumulated inside of a capillary
tube containing nutrients. Although these results were not very precise, they showed that
“bacteria can detect remarkably small changes in attractant concentration under certain
conditions. Further, there is no single, fixed threshold for chemotaxis” [42], suggesting
that chemotaxis follows Weber’s law. Another paper from the same time [38] tested E.
coli ’s responses to uniform temporal variations in the environment and concluded that,
after E. coli cells respond to a change in nutrient concentration by changing their tum-
bling rates, they ultimately adapt to the new concentration and their tumbling rates
return to their initial value. This suggests perfect adaptation.
The experimental result from 2009 described in [28] validates these earlier experi-
ments with more precise measurements of the density profiles of populations of bacteria
in a microfluidic device that can maintain steady, quantifiable nutrient concentrations.
The results “demonstrate unambiguously” that “cells sense the spatial gradient of the
logarithmic ligand concentration.” This work also notes that these results can be fur-
ther validated by measurements of molecular-level responses using fluorescence resonance
energy transfer (FRET) techniques.
Newer work suggests that E. coli ’s chemotactic response is not only logarithmic but,
in fact, a fold-change detection (FCD). A fold-change detection is a “response whose
entire shape, including amplitude and duration, depends only on fold changes in input
and not on absolute values” [53]. That is, a system that exhibits FCD will respond in
exactly the same manner to any two inputs that are proportional to each other. A system
exhibiting FCD responds only to relative changes. The work [53] suggests that bacteria
may have evolved FCD to more efficiently store and use “information about the position
of the [nutrient] source,” which should be “encoded in the shape of the field [and] not in
its amplitude.”
Using the very same approach as in [28], the work described in [34] uses both macro-
scopic density level responses of chemotactic populations of cells as well as FRET anal-
ysis to conclude that E. coli chemotaxis exhibits FCD within a particular concentration
regime. The work further suggests that FCD “could be optimal when ‘any source is a
good source’; that is, the payoff for reaching a weak nutrient source exceeds that for dis-
criminating between the richness of nutrient sources.” This hypothesis implies that the
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energy that E. coli cells expend while swimming should be negligible, at least within the
concentration regime in which the cells exhibit FCD. This is because, if swimming were
costly, it would not at all be optimal to use large amounts of energy to swim up gradients
towards a source of small magnitude with negligible energy value.
The experimental results showing that E. coli chemotaxis exhibits FCD explain what
chemotactic E. coli cells measure; a cell measures the logarithm of the nutrient concen-
tration at its current location, z(t) = ln q(x(t)). But how does a cell take and use those
measurements? When a chemotactic E. coli cell is tethered in an environment with spa-
tially homogeneous nutrient concentrations, it still responds to temporal variations within
the environment by changing the frequency bias of the rotations of its flagellar motors
[52]. Thus, an E. coli cell uses temporal comparisons to determine how to respond to
its environment. These comparisons require a short-term memory that is stored using
internal levels of various molecules. Experiments have shown that a cell’s memory of
a measurement lasts for about four seconds [52]. Only a short-term memory is needed
because, as the cell loses its orientation due to rotational diffusion, “past measurements
become useless for determining gradient direction” [16, p. 231]. In our idealized model,
we approximate these temporal variations over short scales as instantaneous; that is, the
chemotactic system responses vary with dz(t)/dt.
From Berg’s analysis [8], we know that a cell responds by lengthening its average run-
time, and thus decreasing its jump rate, when dz(t)/dt is positive. It does not modify its
jump rate when the gradient decreases. This suggests that the jump rate λ(x, v) should
be of form
λ(x, v) = a
(
M(t)−max
{dz(t)
dt
, 0
})
, (2.3)
where M(t) ensures that the jump rate is always positive and a is some positive parameter.
For ease of analysis, we follow [43] and simplify this expression by assuming that the
chemotactic cell also increases its jump rate when it senses a decreasing gradient. Thus,
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we will take
λ(x, v) = a
(
M(t)− dz(t)
dt
)
= a
(
M(t)− d ln q(x(t))
dt
)
= a
(
M(t)− f(x, v) · ∇x ln q(x)
)
. (2.4)
We will see in Sections 5.3.2 and 5.4.1 that we do not lose any richness of the behavior of
chemotaxis from this simplification and that we can easily account for this modification
if need be for more precise analysis.
As shown in [43, p.42], this jump rate can be very easily implemented in an algorithm.
The probability that the process does not jump during the time interval [t1, t2] is
exp
(
−
∫ t2
t1
λ (x(τ), v(τ)) dτ
)
= exp
(
−
∫ t2
t1
aM(t)− ad ln q(x(τ))
dτ
dτ
)
= exp
(
−a
∫ t2
t1
M(t)
)
q(x(t2))
a
q(x(t1))a
. (2.5)
Suppose M(t) = M , a positive constant. To implement this jump rate, suppose that the
kth jump occurs at time tk, pick a uniformly distributed random variable r ∈ [0, 1], and
jump when
z(t)a ≤ exp
(
aM(t− tk)
)
z(tk)
a, t ≥ tk . (2.6)
Notice that this implementation suggests that scaling the jump rate by the parameter
a is equivalent to measuring q(x)a instead of q(x). We will see that this is the case in
Chapter 6.
2.1.3 Jump probability density function
We describe an E. coli tumble, or jump, by the angle between its successive orientations.
According to experiments, this angle “does not depend on the direction of the gradient;
there is no correlation between the inclination at the end of the run and the change in
direction from run to run. Nor is there any correlation between the length of the run and
the change in direction” [8]. However, E. coli cells do show “a slight preference for the
forward direction, and the mean [angle between successive orientations] is 68 degrees”
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[7, p. 33]. Therefore, to analyze the effects of various biases in direction, we will define
the transition probability density function for two-step, run-and-tumble processes in the
following way, in which the new orientation v depends only on the current orientation v′:
T (v, v′) = bF δ(v − v′) + bRδ(v + v′) + 1− bF − bR ,
where δ(·) is the Dirac delta function, bF is the forward bias, bR is the backward bias,
bF , bR ∈ [0, 1) and bF + bR ≤ 1.
2.2 Expanding the model for Vibrio
Vibrio’s chemotactic strategy is harder to analyze than E. coli ’s not only because less
is known about it but also because it contains an extra step. In between its run and
reorientation steps, a chemotactic Vibrio cell reverses direction. To model these types of
three-step processes with reversals, we expand the state space of the system so that it
can keep track of whether it is swimming forward or backward. Thus, we take the full
state of a three-step process to be (x, d, v) ∈ R2 × {−1,+1} × S. To mirror our analysis
of two-step processes, we keep the same definition of flow: f(x, d, v) = f(v) = sv. Thus,
when a cell reverses, its state changes from (x,+1, v) to (x,−1,−v).
The paper [65] provides a number of results guiding our model of Vibrio chemotaxis.
The work concludes that Vibrio cells “regulate both forward and backward swimming
times [tf and tb, respectively] according to a given chemical profile.” Furthermore, “there
is little or no correlation between tf and tb.” Interestingly, they find that these swimming
times are not exponentially distributed but believe that “their difference |tf − tb| ... are
Poissonian, to a good approximation.” Perhaps, as discussed in Section 2.1.1, it is possible
that the distributions of tf and tb can be better fitted by a gamma distribution, since a
Vibrio cell has only a single flagellum. However, as there are not enough experimental
results to suggest what this distribution may look like, in this work we restrict our atten-
tion to three-step processes with exponentially-distributed run times. Future work will
use new experimental results to determine whether the exponential distribution is incon-
sistent and may want to consider power law, gamma, and possibly other distributions in
case of discrepancies.
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It is also not understood how Vibrio cells measure their environment and use mea-
surements to determine forward and backward run times. We know of no results testing
whether Vibrio’s chemotaxis exhibits fold-change detection. It is possible that FCD may
be optimal for particular ranges of nutrient concentration. However, this will have new
implications because of Vibrio’s much higher swimming speeds (around 60 µm/s) as com-
pared to E. coli ’s (around 20 µm/s). According to Stocker, “rapid swimming has major
energetic implications. The persistent viewpoint that motility is inexpensive for bacteria
was developed for slow swimmers ... in nutrient-rich ... environments and is unlikely
to apply in the ocean, where nutrients are orders of magnitude scarcer and the required
propulsive power, proportional to speed squared, is more than 10 times as great” [56].
If the energy expended by swimming is not negligible, FCD over a large concentration
range may not make sense, as it would force chemotactic cells to expend too much energy
swimming towards even minuscule nutrient patches. However, in this work we restrict our
analysis to logarithmic sensing to better understand its implications and to more easily
compare reversal strategies against two-step, run-and-tumble strategies.
Thus, to model Vibrio chemotaxis, we only modify the jump transition probability
density function. Results from [65] show that Vibrio cells always reverse after a forward
run and that their successive angles between orientations after a ‘flick’ are Gaussian
distributed around 90 degrees. However, results from [54] show that the cells do not
always flick after a reversal. A cell may instead simply switch from swimming backward
to swimming forward and thus remain, for another step, on the same linear manifold
it traversed on the previous run. Results show that, while the fastest swimming cells
flick about 80% of the time after a reversal, the probability of flicking decreases with
swimming speed. To understand the effects that this has on the system’s ability to respond
to nutrient gradients, we include a probability of flick parameter, pf ∈ [0, 1], in our
definition of the transition probability density function. Assuming uniformly distributed
flicks (which we will use to compare with a model of 90 degrees flicks), this gives
T [(d, v), (d′, v′)] =

0 if d = d′;
δ(v + v′) if d = −1, d′ = +1;
pF + (1− pF )δ(v + v′) if d = +1, d′ = −1 .
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2.3 Summary
For ease of reference, here we list all components of our mathematical model for both
two-step and three-step chemotactic processes.
• State space:
– The two-step process has state (x, v) ∈ X × S, where X ⊂ R2. We label the
jump state space for two-step processes M2 = S.
– The three-step process has state (x, d, v) ∈ X × {−1,+1} × S. We label the
jump state space for three-step processes M3 = {−1,+1} × S.
– When we are referring to a general two- or three-step process, we will write its
state space as X ×M, where M is equal to either M2 or M3.
• Flow: The process is piecewise-linear. Thus, when the two-step or three-step
process has orientation v, it flows according to
dx
dt
= f(v) = sv ,
where s is the speed of the process.
• Jump rate: We model both two-step and three-step processes with exponentially
distributed run times with parameter λ(x, v),
λ(x, v) = a
(
M(t)− f(v) · ∇x ln q(x)
)
,
where M(t) ensures that the jump rate is positive.
• Transition probability: When the process jumps, the new orientation v depends
only on the current velocity v′.
– For two-step processes, the probability density function is of form
T (v, v′) = bF δ(v − v′) + bRδ(v + v′) + 1− bF − bR ,
where bF is the forward bias, bR is the backward bias, bF , bR ∈ [0, 1) and
bF + bR ≤ 1.
– For three-step processes, we will analyze probability density functions of many
forms. However, as a base case, we assume the ‘flicks’ are uniform ‘tumbles’,
giving the form
T [(d, v), (d′, v′)] =

0 if d = d′;
δ(v + v′) if d = −1, d′ = +1;
pF + (1− pF )δ(v + v′) if d = +1, d′ = −1 ,
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where pF ∈ [0, 1] is the probability of flicking, or changing orientation after a
reversal.
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Chapter 3
Ergodicity of Piecewise
Deterministic Markov Processes
The main goal of this chapter is to show that any two- or three-step process described
by our model is ergodic and thus converges to a stationary distribution. The importance
of ergodicity is captured in the pathwise ergodic theorem, which is essentially the analog
of the strong law of large numbers for Markov processes. It states that the time average
and the space average of an ergodic Markov process is equal almost everywhere. Thus,
we can sample the Markov process over time to estimate the stationary distribution, or
invariant probability measure, of the process.
It is shown in [43] that the idealized run-and-tumble motility strategy for E. coli
converges to the stationary distribution
pi(x) =
q(x)∫
q(x)dx
,
where q(x) is the concentration of nutrients at position x ∈ R2. Thus, by the pathwise
ergodic theorem, the locations of a population of bacteria following this strategy can be
sampled to gain knowledge of q(x). Similarly, we will show that any motility strategy
described by our model converges to a stationary distribution of form
pi(x) =
qr(x)∫
qr(x)dx
,
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where r > 0. We will use the stationary distribution to characterize the performance of
a bacterial motility strategy. It is a good measure of performance when considering an
infinite-time horizon because it describes the average rate of nutrients a cell will encounter
as time goes to infinity.
Much of this chapter restates conclusions given by Mesquita in [43]. To emphasize
that the proofs apply to any two- or three-step chemotaxis process that can be described
by the model given in Section 2.3, we label any of these processes ΦC. To show that a
process ΦC is ergodic, we first show that it is a piecewise deterministic process with the
strong Markov property. The original work on piecewise deterministic Markov processes
(PDMPs) is from Davis in [14] and [15]. However, we use the exposition of PDMPs
presented by Jacobsen in [25], where the work of Davis is extended to include processes
that evolve with jump state spaces that are uncountable. Jacobsen’s presentation also
stresses how these processes can be identified with temporal point processes and thus
analyzed using point process theory. Both Davis and Jacobsen describe the evolution of
PDMPs using full infinitesimal generators. However, we will not follow their approach
directly. Instead, we will rely on the general theory of Markov processes as presented by
Meyn and Tweedie in [44], [45], and [60] to show ergodicity and, in the following chapter,
use the master equation to determine the stationary distribution of the process.
3.1 Point process theory and piecewise deterministic
Markov processes
The exposition in this section is taken directly from Jacobsen [25] and is used to show
that any process ΦC is a piecewise deterministic Markov process (PDMP). A PDMP is
a stochastic hybrid system described by (i) a marked point process of random, discontin-
uous jumps occurring at random times and (ii) deterministic, continuous dynamics that
describe the evolution of the process in between jumps.
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3.1.1 Simple and marked point processes
Let (Ω,F ,P) be a probability space with Ω a sample space, F a σ-algebra of subsets of
Ω, and P a probability measure on F .
Definition 3.1. A simple point process (SPP) is a sequence (Tn)n≥1, where Tn ∈ R≥0,
defined on (Ω,F ,P) such that
i) P(0 < T1 ≤ T2 ≤ ...) = 1,
ii) P(Tn < Tn+1, Tn <∞) = P(Tn <∞),
iii) P(limn→∞ Tn =∞) = 1.
An SPP is a stochastic process defining a sequence of time points that mark occur-
rences of events. For example, a Poisson process is an SPP. If less than n events occur,
Tn = ∞. Condition (iii) requires that only finitely many events occur in finite intervals
of time, so that there are no explosions and the process is stable.
Let (E, E) be a measurable space, called the mark space. Let E¯ = E ∪ {∇}, where ∇
is the irrelevant mark describing an event that never occurs.
Definition 3.2. A marked point process (MPP) with mark space E is a sequence(
(Tn)n≥1, (Yn)n≥1
)
of R≥0-valued random variables Tn and E¯-valued random variables Yn
defined on (Ω,F ,P) such that (Tn) is an SPP and
i) P(Yn ∈ E, Tn <∞) = P(Tn <∞),
ii) P(Yn = ∇, Tn =∞) = P(Tn =∞).
An MPP is a stochastic process defining a sequence of events by the time of their
occurrence and their type. The irrelevant mark allows us to define Yn for all n, even if
the nth event never occurs (when Tn =∞).
Definition 3.3. Let (Tn)n≥1 be an SPP. The counting process (CP) associated with
(Tn)n≥1 is (Nt)t≥0, where
Nt =
∞∑
n=1
1(Tn≤t) .
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Note that Tn = inf{t ≥ 0 : Nt = n} and (Tn ≤ t) = (Nt ≥ n), so that any SPP can
be identified by a CP.
Definition 3.4. Let
(
(Tn)n≥1, (Yn)n≥1
)
be an MPP. The random counting measure (RCM)
µ associated with
(
(Tn)n≥1, (Yn)n≥1
)
is a measure-valued random element
µ =
∑
n∈N:Tn<∞
ε(Tn,Yn) ,
where
ε(Tn,Yn)(C,w) = 1C(Tn(w), Yn(w)), C ∈ B0 ⊗ E .
Assumption 3.5. The mark space (E, E) is a Borel space.
We use Assumption 3.5 so that we can determine the value of Yn(w) from µ(w) and
thus ensure that any MPP of interest can be identified by an RCM.
3.1.2 Piecewise deterministic Markov processes
A Markov process is a stochastic process whose future value depends solely on its present
value and not on any of its past values. To describe this formally, we must consider
the stochastic process Φ taking values in a state space (G,G) and defined on a filtered
probability space (Ω,F ,Ft,P).
Definition 3.6. A filtered probability space is a quadruple (Ω,F ,Ft,P), where (Ω,F ,P)
is a probability space and the filtration (Ft)t≥0 is an increasing family of sub σ-algebras
of F : Fs ⊂ Ft if s ≤ t.
We consider the natural filtration to be the filtration generated by the process Φ,
which is the family (FΦt )t≥0 of σ-algebras, where FΦt = σ(Φs)0≤s≤t.
Definition 3.7. A process Φ defined on (Ω,F ,P) is adapted if it is measurable and each
Φt : (Ω,F)→ (G,G) is Ft-measurable.
An adapted process Φ is one such that Φt is only known at time t and thus gives no
information about the future.
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Proposition 3.8. ([25], Prop. B.0.3) Let Φ be a process on (Ω,F ,Ft,P) with state space
(G,G) ⊂ (Rd,Bd).
i) If Φ is right-continuous or left-continuous, then Φ is measurable.
ii) If Φ is right-continuous and each Φt is Ft-measurable, then Φ is adapted.
Notice that a stochastic process is always adapted to its natural filtration.
Definition 3.9. The adapted process Φ is a Markov process with respect to the filtration
(Ft) if for every s ≤ t there exists a Markov kernel Pst(·, ·) on G such that
P(Φt ∈ C|Fs) = Pst(Φs, C) (C ∈ G) .
Φ is a time-homogeneous Markov process if in addition one may choose the Pst to depend
on (s, t) through the difference t− s only. The Markov kernel Pst is called the transition
probability from time s to time t.
To show that our construction of a PDMP is indeed a Markov process, we will view
the process as being adapted to the filtration generated by an RCM, where the RCM
simply describes the jumps of the PDMP.
Definition 3.10. Let µ be an RCM with mark space E = G, and let ((Tn), (Yn)) denote
the corresponding MPP. Fixing an arbitrary initial state φ0, define the G-valued step
process Φ by
Φt = h
N¯t
ZN¯t |φ0
(t) ,
where N¯t is the total number of jumps for µ on [0, t]; ZN¯t := (T1, ..., TN¯t ;Y1, ..., YN¯t);
and each t 7→ h(n)zn|φ0(t) is a continuous function on [tn,∞) that is jointly measurable in
the arguments φ0, zn = (t1, .., tn; y1, ..., yn), and t and that must satisfy the boundary
conditions: (i) h
(0)
|φ0(0) = φ0 and (ii) h
(n)
zn|φ0(tn) = yn. Thus, for Tn <∞, ΦTn = Yn.
A process Φ of this form is called a piecewise deterministic process.
Note that a chain is a piecewise deterministic process with h
(n)
zn|φ0(t) = yn. To en-
sure that the piecewise deterministic processes Φ are continuous Markov processes, we
determine a necessary form for the transitions of (Tn) and (Yn) and for h
(n).
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Definition 3.11. Let qt(y, C) for t ∈ R>0, y ∈ G, and C ∈ G be a collection of time-
dependent transition intensities
qt(y, C) = qt(y)rt(y, C) ,
where
i) qt(y) = qt(y,G) ≥ 0 is the total intensity for a jump from y at time t, satisfying that
(t, y) 7→ qt(y) is B0 ⊗ G-measurable and locally integrable from the right.
ii) for each t, rt is a Markov kernel on G such that (t, y) 7→ rt(y, C) is B0⊗G-measurable
for every C ∈ G. rt(y, C) is the conditional probability that a jump leads to a state
in C, given that the jump occurs at time t from state y.
Jacobsen further includes the condition that rt(y, {y}) = 0 for all t ∈ R>0, y ∈ G.
This ensures that at each Tn, a “genuine jump” occurs in which ΦTn 6= ΦT−n . However,
this condition is not needed to ensure that Φ is Markov, so we will not use it as we will
be interested in “jumps” that reset a time counter but do not change the state of the
process.
Theorem 3.12. ([25], Theorem 7.3.1) Define D := {(s, t, y) ∈ R2≥0 ×G : s ≤ t}.
a) Suppose h : D → G is a measurable function such that:
i) hsu(y) = htu(hst(y)), where 0 ≤ s ≤ t ≤ u and y ∈ G,
ii) htt(y) = y, t ∈ R≥0,
iii) t 7→ hst(y) is continuous on [s,∞) for all s ∈ R≥0, y ∈ G.
Further suppose that qt and rt satisfy Definition 3.11. Then the piecewise deterministic
process Φ given by
Φt = hT〈t〉,t(Y〈t〉)
is a piecewise continuous Markov process with transition probabilities that do not
depend on x0, provided the Markov kernels P
(n), pi(n) determining the distribution
Q = Q|φ0 of the RCM µ recording the jump times for Φ and the state reached by Φ
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at the time of each jump, define a stable RCM for all φ0 ∈ G and are of the form, for
n ∈ N, t1 < ... < tn < t, y1, ..., yn ∈ G,
P¯
(n)
zn|φ0(t) = exp
(
−
∫ t
tn
qs(htns(yn))ds
)
, (t ∈ R≥0) ,
pi
(n)
zn,t|φ0(C) = rt(htnt(yn), C), (t ∈ R≥0, C ∈ G) .
b) The piecewise deterministic Markov process Φ determined by hst(y), qt(y), rt(y, C) is
time-homogenous with transition probabilities that do not depend on φ0, if there exists
a measurable function h˜ : R0 × G → G with t → h˜t(y) continuous on R0 for all y, a
measurable function q˜ : G→ R0, and a transition probability r˜ on G, such that for all
s ≤ t, y ∈ G
hst(y) = h˜t−s(y), qt(y) = q˜(y), and rt(y, C) = r˜(y, C) .
Furthermore, from [25] (Theorem 7.5.1), the PDMP Φ also has the strong Markov
property, which means that the Markov property still holds when a fixed time point is
replaced by any stopping time on the filtered space Fµt .
Proposition 3.13. Any process ΦC is a piecewise deterministic time-homogenous process
with the strong Markov property.
Proof. Take y = (x,m) = (x, v) ∈ G := R2 ×M2 if ΦC is a two-step process or y =
(x,m) = (x, d, v) ∈ G := R2 ×M3 if it is a three-step process. Let M correspondingly
equal M2 or M3. Let hst(y) = (ϕt−s(x,m),m) and qt(y) = λ(x,m). For A ∈ R2 and
B ∈ M, let rt(y, A× B) = 0 if x 6∈ A and rt(y, {x} × B) =
∫
B
Tx(m
′,m)ν(dm′). We can
check that ΦC is a piecewise deterministic process by Definition 3.10, qt and rt satisfy
Definition 3.11, and ht satisfies the requirements of Theorem 3.12.
3.2 Ergodicity
Now that we have shown that any process described by our model is a time-homogeneous
Markov process, we present the results of Meyn and Tweedie from [44], [45], and [60] and
use them to show ergodicity of the processes.
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3.2.1 Preliminaries
Consider a continuous-time, time-homogeneous Markov process Φ = {Φt : t ∈ R≥0} in
state space (G;B(G)).
Definition 3.14. The transition semiproup characterizing Φ is (P t), where the operator
P t is the probability transition kernel operating both on
i) bounded measurable functions g:
P tg(y) := Ey[g(Φt)] = E[g(Φt)]|Φ0 = y] =
∫
P t(y, dξ)g(ξ) ,
where P t(y,B) := P (Φt ∈ B|Φ0 = y).
ii) measures µ:
µP t(B) =
∫
µ(dξ)P t(ξ, B) .
Therefore, we can state the Markov property as
Ey[g(Φt+s)|Fs] = P tg(Φs), s < t <∞ ,
where Fs = σ{Φu : 0 ≤ u ≤ s}.
We will call a continuous-time Markov process simply a Markov process and a discrete-
time Markov process a Markov chain. Our interest will be in finding a unique invariant
measure (or stationary distribution) for the Markov process ΦC and showing that the
process is ergodic and thus converges to its invariant measure. Finally, we will construct
an ergodic Markov chain that samples the process so that we can use it to analyze the
process.
Definition 3.15. A σ-finite measure pi on B(G) is an invariant measure of the Markov
process with transition semigroup (P t) if
pi(B) = piP t(B), ∀B ∈ B(G) .
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Definition 3.16. A Markov process is ergodic if it has an invariant probability measure
pi and
lim
t→∞
||P t(y, ·)− pi|| = 0, ∀y ∈ G .
3.2.2 Existence of an invariant probability measure
The first step in showing that a process converges to an invariant probability measure is
to show that an invariant probability measure indeed exits. To do so, we show that the
Markov process is bounded in probability on average and is also weak Feller.
Definition 3.17. A Markov process Φ is bounded in probability on average if, for each
y ∈ G and  > 0, there exists a compact subset C ⊂ G such that
lim inf
t→∞
1
t
∫ t
0
Py(Φs ∈ C)ds ≥ 1−  .
Definition 3.18. A Markov process is weak Feller if, for every continuous bounded
function g : G → R, the function P tg : G → R is continuous for each t > 0. (If, in
addition, P tg is continuous for every bounded measurable function g, then the Markov
process is strong Feller.)
Theorem 3.19. ([45], Thm. 3.1) If a Markov process Φ is weak Feller and bounded in
probability on average, then there exists an invariant probability measure for Φ.
Proposition 3.20. The process ΦC is weak Feller. Thus, when restricted to a bounded
set, it has an invariant probability measure.
Proof. As the process is piecewise deterministic with continuous paths x(t),
the probability kernel that describes the jump transitions of the processes are
of form:
P ((x,m), {x} ×B) =
∫
B
Tx(m
′,m)ν(dm′) ,
where B ∈M. Therefore, the process is weak Feller if the map
(x,m) 7→
∫
M
Tx(m
′,m)g(x,m′)ν(dm′)
43
Chapter 3. Ergodicity of Piecewise Deterministic Markov Processes
is bounded and continuous for any bounded and continuous function g. This
is indeed the case, since all the jump pdfs Tx of interest ensure that values of
m(t) continuously depend on m(t−).
To ensure that the process is bounded in probability on average when
run in general environments, the process must be restricted to a bounded
set. (It is clear, for example, that a motility process would not converge
to a stationary distribution if the concentration of nutrients sensed in the
environment continues to increase linearly to infinity.) Therefore, we restrict
the location x(t) ∈ X ⊂ R2, where X is a compact set.
Thus, by Theorem 3.19, the process ΦC has an invariant probability
measure.
3.2.3 Uniqueness of the invariant probability measure
The next step is to show that the invariant probability measure is unique. To do so, we
show that the process is Harris recurrent, returning to a particular subset of the state
space an infinite number of times P -almost surely. We define Harris recurrence formally
using the notion of an occupation time:
Definition 3.21. The occupation time ηB for the measurable set B ∈ G is:
ηB =
∫ ∞
0
1B(Φt)dt .
Definition 3.22. A Markov process Φ is ϕ-irreducible if, for the σ-finite measure ϕ,
ϕ(B) > 0 =⇒ Ey[ηB] > 0, ∀y ∈ G .
A Markov process is ϕ-irreducible if all sets of positive measure can be reached with
positive probability from any initial state.
Definition 3.23. A Markov process Φ is Harris recurrent if, for some σ-finite measure
ϕ,
ϕ(B) > 0 =⇒ Py(ηB =∞) = 1 .
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Note that this implies that a Harris recurrent process is ϕ-irreducible. A Harris re-
current process with finite invariant measure is positive Harris recurrent.
Theorem 3.24. ([21], Thm. 1) If Φ is Harris recurrent, then there exists a unique
invariant measure (up to a constant positive multiplier).
NB: Theorem 3.24 does not say that Harris recurrence implies the existence of a
unique probability measure. To ensure that the unique invariant measure is a probability
measure, we must also use Theorem 3.19.
Because Harris recurrence implies uniqueness of an invariant measure, it is a very
powerful property. However, it is difficult to check for Harris recurrence by directly using
the definition above. Thus, we will instead characterize a Markov process as a T-process
to show Harris recurrence.
Definition 3.25. A Markov process Φ is a T -process if there is a probability measure µ
on R≥0 and a kernel T on (Y,B(Y )) such that:
1. For every B ∈ G, the function y 7→ T (y,B) is lower semi-continuous.
2. For every y ∈ G and every B ∈ G, T (y,B) ≤ Kµ(y,B) :=
∫∞
0
P t(y,B)µ(dt). If this
is the case, T is called a continuous component of Kµ.
3. T (y,G) > 0 for every y ∈ G.
Theorem 3.26. ([45], Thm. 3.2) Suppose that Φ is a ϕ-irreducible T -process. Then, Φ
is positive Harris recurrent if and only if Φ is bounded in probability on average.
Although it also seems from the definition that it would be difficult to show that
a Markov process is a T -process, Tweedie finds a very elegant relationship between ir-
reducible weak Feller processes and T -processes. With his following theorem, Harris
recurrence follows immediately.
Theorem 3.27. ([60], Thm. 7.1) If Φ is weak Feller and is ψ-irreducible such that
supp ψ has nonempty interior, then Φ is a ψ-irreducible T -process.
Proposition 3.28. The process ΦC is a l×ν-irreducible T -process. Thus, it has a unique
invariant probability measure.
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Proof. In all two-step processes of interest, there is positive probability that,
given the current velocity, the next velocity will be any velocity m ∈ M2.
Therefore, within one jump, a two-step process has positive probability of
reaching any velocity. In all three-step processes of interest, the process must
alternate its current value of direction d between jumps and can thus jump
to any velocity v ∈ S in every other jump. Therefore, a three-step process
requires two jumps to have positive probability of having reached any velocity
m = (v, d) ∈M3. Furthermore, because the jumps for both types of processes
are exponentially distributed, there is a positive probability that a jump will
occur at any time t > 0. Therefore, within a certain time, any velocity m = v
(for a two-step process) or m = (v, d) (for a three-step process) can be reached.
Thus, the process {mτ} is ν-irreducible.
The choice of flow x˙ = f(x,m) with
∫
M f(x,m)ν(dm) = 0 for any x ∈ X
ensures that there exists with positive probability a sequence of jump times
{τn} and velocities {mτn} that steer the process from any initial location x0
to any given open set A ∈ X in finite time. That is, {xt} is approximately
controllable. Therefore, given that {mτ} is ν-irreducible, {xt} is l-irreducible
for all processes. Therefore, ΦC is l × ν-irreducible.
In Proposition 3.20, we showed that ΦC is weak Feller. As supp l × ν =
G := X × Mn, n = 2 or 3, for each process, by Theorem 3.27, all of the
processes are T-processes. Therefore, because we are restricting the processes
to a compact set, by Theorem 3.26, all the processes are Harris processes.
Finally, by Theorem 3.24, the invariant probability measure proved to exist
in Proposition 3.20 is unique for ΦC.
3.2.4 Ergodicity
The last step is to prove that the process ΦC converges to its unique invariant probability
measure. To do this, we take a sampling of our Markov process that allows us to use
ergodicity results for Markov chains.
Definition 3.29. The ∆-skeleton chain of the Markov process Φ is the Markov chain
{Yn} obtained by sampling Φ at fixed time intervals ∆ > 0. That is, {Yn} := Φn∆.
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Theorem 3.30. ([45], Thm. 6.1) Suppose that Φ is positive Harris recurrent with in-
variant probability pi. Then Φ is ergodic if and only if some skeleton chain is irreducible.
Definition 3.31. A point y ∈ G is reachable for a discrete-time Markov chain {Φn} if,
for every open set O ∈ B(Y ) containing y, ∑n P n(z, O) > 0, ∀z ∈ Y .
Theorem 3.32. ([44], Prop 6.2.1) If a Markov chain {Φn} is a T -chain, and its state
space Y contains one reachable point y∗, then Φn is ψ-irreducible, with ψ = T (y∗, ·).
Proposition 3.33. The process ΦC is ergodic.
Proof. Because ΦC is a l× ν-irreducible T -process, its corresponding τ -skeleton chain is
a T -chain for any choice of τ > 0. Thus, by Theorem 3.32, we simply need to show that
there exists a point y ∈ Y such that for any open neighborhood O of y, ∑n P nτ (z, O) > 0
for any z ∈ Y . This was already shown to be the case when showing the approximate
controllability of the processes in Proposition 3.28: the skeleton chain is aperiodic and
irreducible. Therefore, by Theorem 3.30, the process ΦC is ergodic.
Because the process ΦC is ergodic, its skeleton chain Φn := (Φn∆), where ∆ ∈ R>0,
is ergodic as well, allowing us to use the pathwise ergodic theorem to sample the process
at uniform intervals to estimate the invariant measure of the process:
Theorem 3.34. ([23], Thm. 5.4.1) Suppose that the discrete-time Markov process Φn is
ergodic with invariant probability measure pi. Then, for every function g in the Banach
space of pi-integrable functions, there is a Borel set Yg such that pi(Yg) = 1 and for each
initial state y ∈ Yg
1
n
n−1∑
k=0
g(Φn)→
∫
gdpi Py-almost surely .
For example, consider g = 1B, B ⊂ Yg. Then, if we evaluate g(Φt) at each t = n∆
and average over all n ∈ N, we will obtain the stationary probability that the process is
in a state within B.
Our results for the ergodicity of our specific PDMPs are very similar to those given
by Costa and Dufour in [13]. Costa and Dufour also show how to construct a discrete-
time Markov chain from the underlying PDMP such that both have the same stability
properties. Their Markov chain is a sampling of the process at “random times that depend
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on a combination of a sequence of independent and identically distributed exponential
times with the sequence {Tn} of jump times of the PDMP.” This combination of sequences
ensures that the chain samples the process at least once in between any two jumps.
However, our results are stronger for our particular system because we have shown
that the same stability properties hold for a sample of the process taken at any constant
interval: if Φ is ergodic, then the skeleton chain {Φn∆ : n ∈ Z+} is also ergodic for each
∆ > 0. Thus, we do not need to keep track of when the process jumps to analyze its
long-run averages but can simply sample the process at any convenient time increment
∆.
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The Master Equation
The Markov property of a process allows us to derive a differential equation describing
the evolution of the process’s probability density function. In its most general form, this
differential equation is called the master equation and, to gain intuition about why and
how it can be used, we show its derivation using the approach from Van Kampen in
[62]. The exact form of the master equation that describes our models of chemotactic
processes are stated without proof by Othmer and Hillen in [49]. In [5], Bect derives
a specific master equation for piecewise deterministic Markov processes, which he calls
the Fokker-Planck-Kolmogorov (FPK) equation. As Mesquita does in [43], we use this
formulation of the FPK equation to show that our mathematical model does indeed match
the equation used by Othmer and Hillen.
Mesquita uses the FPK equation to solve for the stationary distribution of a par-
ticular two-step process. In a simple extension of this result, we show how a two-step
process’s stationary distribution depends on its particular parameter values. However,
we encounter new difficulties when trying to use the FPK to solve for the stationary
distributions of three-step processes. Even though we know a unique invariant prob-
ability distribution exists, it is quite difficult to solve for it analytically for three-step
processes in general environments. To understand why the extra reversal step creates
this intractability, we do solve for the stationary distribution of a simplified three-step
process in a particular environment.
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4.1 The master equation
Our derivation of the master equation from the Markov property is taken directly from
[62]. We consider a continuous-time, time-homogeneous Markov process taking values in
a compact set Y ⊂ Rn.
The trick is recognizing that a time-homogenous Markov process is completely speci-
fied by two functions: (i) its initial distribution at a time t0, P (y0, t0); and (ii) a transition
probability density, which is a function of three variables; here we write that the probabil-
ity density of a Markov process transitioning from state y1 to y2 in time τ is P (y2|y1; τ).
Thus, for example, the probability density describing the likelihood that the process
is at particular states at particular times t1 < t2 < t3 is:
P (y1, t1; y2, t2; y3, t3) = P (y1, t1)P (y2|y1; t2 − t1)P (y3|y2; t3 − t2) . (4.1)
Integrating Equation 4.1 over y2 and then dividing over by P (y1, t1), we obtain what
is known as the Chapman-Kolmogorov equation:
P (y3|y1; t3 − t1) =
∫
Y
P (y3|y2; t3 − t2)P (y2|y1; t2 − t1)dy2 . (4.2)
A process must satisfy the Chapman-Kolmogorov equation to be Markov.
The master equation is simply the Chapman-Kolmogorov equation in differential form.
That is, instead of analyzing the transition probabilities at particular time intervals (such
as τ = t3 − t1), we obtain a differential equation by taking the limit as τ goes to zero.
For “small” τ , we can write the transition probability density as
P (y2|y1; τ) =
(
1− τ
∫
Y
W (y′|y1)dy′
)
δ(y2 − y1) + τW (y2|y1) + o(τ) , (4.3)
where W (y2|y1) ≥ 0 is “the transition probability per unit time from y1 to y2.” The
first term on the right-side of Equation 4.3 simply takes into account the possibility that
y2 = y1 and is the probability that no transition takes place in time τ from state y1.
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Inserting Equation 4.3 into the Chapman-Kolmogorov equation (Equation 4.2), di-
viding over by τ , and taking the limit as τ approaches zero, we get:
∂
∂t
P (y3|y1; τ) =
∫
Y
{
W (y3|y2)P (y2|y1; τ)−W (y2|y3)P (y3|y1; τ)
}
dy2 .
Equivalently, in a more intuitive form, the master equation is:
∂P (y, t)
∂t
=
∫
Y
{
W (y|y′)P (y′, t)−W (y′|y)P (y, t)
}
dy′ . (4.4)
This version of the master equation is also known as the Kolmogorov forward equation
and can be considered a “gain-loss equation”: it states that the instantaneous change in
probability of the process being in state y at time t is the probability that the process
transitions from any other state y′ to state y at time t minus the probability that the
process transitions out of state y at time t.
4.2 The Fokker-Planck equation
We will consider the form of the master equation in Equation 4.4 to be the most general
differential equation describing the implications of the Markov property. Note that this
view is different from that in Gardiner’s work (see [20] , Section 3.5.), where the master
equation is viewed as a specific differential form of the Chapman-Kolmogorov equation for
a process in which all motion is discontinuous and all transitions arise from instantaneous
jumps. However, in our analysis, we follow Van Kampen [62] and consider the transitions
W to describe both continuous and discontinuous dynamics. In fact, we can derive from
the master equation another differential form equation that describes a process with only
continuous dynamics; that is, a diffusion process. This form of the master equation for
diffusion processes is known as the Fokker-Planck (FP) equation.
The FP equation was originally derived by Planck as an approximation to the master
equation. Essentially, we can approximate any Markov process as a process with contin-
uous dynamics, if we consider a scale in which all of its individual jumps are ‘small’. To
do this, we copy directly from [62, p. 198], recasting the transition probability W into
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the following form:
W (y|y′) = W (y′; r), where r = y − y′ .
When we assume that only ‘small’ jumps can occur, we are assuming that W (y′; r) “is a
sharply peaked function of r but varies slowly with y′.” That is, there exists a δ > 0 such
that:
• W (y′; r) ≈ 0 for |r| > δ, and
• W (y′ + ∆y; r) ≈ W (y′; r) for |∆y| < δ.
We furthermore assume that the solution P (y, t) of the master equation varies slowly
with y. Thus, we can approximate P (y, t) by a second order Taylor expansion. When we
rewrite the master equation (Equation 4.4) using the new form of W (y′; r), we get:
∂P (y, t)
∂t
=
∫
W (y − r; r)P (y − r, t)dr − P (y, t)
∫
W (y;−r)dr .
Using the second order Taylor expansion of P (y − r, t) around the point y, we get
∂P (y, t)
∂t
=
∫
W (y; r)P (y, t)dr −
∫
r′∇y{W (y; r)P (y, t)}dr
+
1
2
∫
r′∇2y{W (y; r)P (y, t)}rdr − P (y, t)
∫
W (y;−r)dr .
Defining the jump moments ak(y) =
∫
rkW (y; r)dr, we get the Fokker-Planck equa-
tion:
∂P (y, t)
∂t
= −∇y{a1(y)P (y, t)}+ 1
2
∇2y{a2(y)P (y, t)} . (4.5)
The first term on the right-side of the equation is usually called the drift term, while
the second is called the diffusion term. The FP equation is very commonly used in
physics because evaluation only requires knowledge of these two terms, which can be
easily determined experimentally, and because it simplifies an integro-differential equation
into a regular differential equation. Because of these features, we will return to the FP
equation in the next chapter to use it as a more tractable approximation of the evolution
of three-step processes.
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4.3 The Fokker-Planck-Kolmogorov equation
A process Φc as modeled in Section 2.3 is described by both discontinuous jumps and
continuous motion. Thus, the exact form of the transport equation that describes its
evolution is composed of a drift term, as in the Fokker-Planck equation, and general jump
terms, as in the general master or forward Kolmogorov equation. Thus, following [5], we
will call this type of transport equation a Fokker-Planck-Kolmogorov (FPK) equation.
In [49], the FPK equation of a process ΦC is given as:
∂
∂t
p(x,m, t) = −f(m) · ∇xp(x,m, t)− λ(x,m)p(x,m, t)
+
∫
M
λ(x,m′)Tx(m,m′)p(x,m′, t)ν(dm′) , (4.6)
where p(x,m, t) is the probability density that the process is in state (x,m) ∈ Y := X×M
at time t, f(m) is the flow, λ(x,m) is the jump rate, and T (·, ·) is the jump probability
density function. The first term is a drift term describing the continuous motion of the
process in the position state space X, the second term is a jump term describing the
density of jumps leaving the state (x,m) at time t, and the final term is another jump
term describing the density of jumps from any other state (x,m′) to the state (x,m).
To derive this FPK equation, we follow Mesquita [43] and use Bect’s results in [5].
Bect derives the Fokker-Planck-Kolmogorov equation describing the evolution of a “gen-
eral stochastic hybrid system,” whose state space is a product of both a countable set and
uncountable spaces. The components of the state on the uncountable spaces evolve con-
tinuously and deterministically, while the countable set describes the jump space which
changes discontinuously and randomly. However, from inspection of Bect’s proofs, we see
that his results hold automatically for our processes with uncountable jump state space
as well.
To derive the FPK equation for piecewise deterministic Markov processes, Bect re-
lies on a generalization of Itoˆ’s lemma for stochastic differential equations. While Itoˆ’s
formulations were originally derived for continuous processes which could be written as
stochastic integrals, such as Brownian motion (see, for example, [47]), the generalization
allows us to consider certain discontinuous processes as well. The discontinuous process
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must simply have a finite number of jumps in a finite interval, as we have assumed from
Definition 3.1, and behave as a regular Itoˆ process in between jumps, which is definitely
the case for us because our processes are determined by a continuous flow in between
jumps. Therefore, as shown in [25, Theorem 4.7.1 and Section 7.6], any one of our pro-
cesses, Φ, is a semimartingale, which is a process that can be written as the sum of a
local martingale and an adapted process.1 Thus, the process h(Φ), where h is twice con-
tinuously differentiable, is a semimartingale as well.2 This allows us to write Itoˆ’s formula
for our PDMP:
h(Φt) = h(Φ0) +
∫ t
0
(Lh)(Φs)ds+
∑
0<τk≤t
(
h(Φτk)− h(Φ−τk
)
,
where τk is the time of the kth jump and L is the differential generator associated with the
process. Since the process ΦC is piecewise deterministic with flow f = dx/dt, L = f ·∇x.
Taking the expectation of Itoˆ’s formula, we obtain what is called the generalized
Dynkin formula (see [47], Section 7.4):
(µt − µ0)h =
∫ t
0
µs(Lh)ds+
∫ t
0
λ(Q− I)hds ,
where µt is the law of Φt, λ(Φt) is the jump intensity rate at state Φt, I is the identity
kernel, and Q is the associated operator of the the probability transition kernel Q(y, A),
where y ∈ Y and A ∈ B(Y ). Differentiating this equation, we obtain:
µ′t = L
∗µt + λ(K − I) ,
where L∗ is the adjoint of L, defined such that (L∗ϕ)(h) = ϕ(Lh). Thus, for our piecewise
deterministic processes, L∗ = −∇x · f .
Let us assume that (i) the measure µt admits a probability density function pt and,
furthermore, (ii) the operator Q has an adjoint Q∗; that is, there exists a kernel Q∗ such
that:
(l × ν)(dy)Q(y, dz) = (l × ν)(dz)Q∗(z, dy) .
1For a concise overview on the power of martingale theory, see [64].
2Because Φ has a discrete component when it is a three-step process, we must extend the notion of
continuity for hybrid spaces. We do so, as Bect does, in the following way: we say that a map h : Y → R
is continuously differentiable on Y = R2×M if h(·,m) is continuously differentiable on R2 for all m ∈M.
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Thus, while Q describes the likelihood of a jump taking the process from state y to any
states within a subset B ∈ B(Y ), the adjoint Q∗ describes the likelihood that a jump
taking a process into a subset B ∈ B(Y ) occurred at a particular state y. Then, by [5,
Corollary 13], the following evolution equation holds:
∂pt
∂t
= L∗pt − λpt +Q∗(λpt) . (4.7)
For our processes, both of these assumptions (i) and (ii) hold. Assumption (i) was
shown in the previous chapter, and we show that Assumption (ii) holds by defining the
operator Q and its adjoint. Take y = (x,m) and B ∈M. Then,
Q(y, {x} ×B) =
∫
B
Tx(m
′,m)ν(dm′) . (4.8)
And the adjoint is:
Q∗(y, {x} ×B) =
∫
B
Tx(m,m
′)ν(dm′) . (4.9)
Thus, plugging in the particular values into Equation 4.7, we have the following propo-
sition [43, Theorem 7]:
Proposition 4.1. A function p(x,m, t) is a probability density function of our process
ΦC if it satisfies the following Fokker-Planck-Kolmogorov (FPK) evolution equation:
∂p(x,m, t)
∂t
= −∇x · [f(x,m)p(x,m, t)]− λ(x,m)p(x,m, t)
+
∫
M
Tx(m,m
′)λ(x,m′)p(x,m′, t)ν(dm′) . (4.10)
We have recovered the formula given in [49].
4.4 Solving for stationary distributions using the FPK
equation
Now that we have determined the form of the master equation for any of our processes
ΦC, we can use it to characterize the process’s stationary distribution p
s. A stationary
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distribution is simply a solution to the evolution equation, Equation 4.10, with ps(x,m) =
p(x,m, t) ∀t ≥ 0; that is,
∂ps(x,m)
∂t
= 0 .
4.4.1 The stationary distribution of two-step processes
In [43], Mesquita used the FPK equation to determine admissible stationary distributions
of the form ps(x,m) = h(x). Plugging a continuously differentiable density p(x,m, t) =
h(x) into Equation 4.10 and integrating the equation over m, we obtain as a necessary
condition: ∫
M
∇x · fh(x,m)ν(dm) = 0, ∀x ∈ X . (4.11)
In all of the two-step processes we have looked at thus far, this condition is clearly
satisfied: In our models, we assume that f(x,m) is independent of x; that is, f(x,m) =
f(m), so ∇x · f = 0. The necessary condition thus reduces to
∇xh(x) ·
∫
M
f(x,m)ν(dm) = 0, ∀x ∈ X . (4.12)
And this immediately holds because in our models we have that
∫
M f(m)ν(dm) = 0.
That is, unconditioned on measurements, a process explores its environment by moving
in any direction with equal probability.
Mesquita showed that a stationary distribution h(x) can be achieved with a uniform
jump probability density function, Tx(·, ·) = 1, by choosing the jump rate to be of form
λ(x,m) =
α(x)− f(m) · ∇xh(x)
h(x)
,
where α(x) is any integrable function such that λ(x,m) is positive.
We extend his results for our model. Using our model of two-step processes from
Section 2.3, we take
i) the jump rate λ(x,m) = a
(
M − f(m) · ∇x ln q(x)
)
, and
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ii) the transition probability function T (m,m′) = bF δ(m−m′)+bRδ(m+m′)+1−bF−bR,
where a > 0, M(t) ensures λ is positive for all t, and bF , bR ∈ [0, 1), bF + bR ≤ 1.
Furthermore, for simplicity, we will take the speed of the cell to be s = 1, as its value (as
long as it is nonzero!) has no effect on the stationary distribution.
Plugging these values along with p(x,m, t) = ps(x) into Equation 4.10, we use that∫
M f(m
′)ν(dm′) = 0 and f(m) = −f(−m) to obtain the requirement
0 = f(m) · [−∇xps(x) + aps(x)(1 + bR − bF )∇x ln q(x) .
This holds when ∇x ln ps(x) = a(1 + bR− bF )∇x ln q(x), so the stationary distribution
of the two-step processes is
ps(x) ∝ q(x)a(1+bR−bF ) . (4.13)
Notice alternatively that many different strategies result in the same stationary dis-
tribution. Taking λ to be the same, we now solve for the values of Tx(·, ·) that give a
stationary distribution of ps(x) = qn(x), where n > 0. From the FPK equation, the
requirement is that:
(n− a)qa−1(x)∇xq(x) · f(m) +M =
∫
M
Tx(m,m
′)[M − aqa−1(x)∇xq(x) · f(m′)]ν(dm′) .
This is satisfied when the following two equations hold:
∫
M
Tx(m,m
′)ν(dm′) = 1, (4.14)
∫
M
Tx(m,m
′)f(m′)ν(dm′) =
a− n
a
f(m) . (4.15)
Notice that Equation 4.14 requires that both Q(·, ·) and its adjoint are Markov kernels.
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Notice that our generalization of two-step processes has retained many of the nice
features seen in the process given in [43]. The unique stationary distribution of a two-
step process in our model is independent of both the jump state m and the jump rate
constant M .
To understand the effect that Tx has on the stationary distribution, notice that, as
the backward bias bR increases, there is greater and greater likelihood that the process
will backtrack and retrace its steps. Thus, it will accumulate more tightly, as implied by
larger values in the exponent. Similarly, if the forward bias bF increases, there is greater
likelihood that the process will further spread out, as implied by smaller values in the
exponent. If either bR or bF equals 1, then the process is trapped on a one-dimensional
manifold of the space X ∈ R2 and cannot achieve a stationary distribution. Thus,
modifying the values of bR and bF can at most change the exponent of the stationary
distribution by a factor of b ∈ (0, 2).
4.4.2 The two-step angular velocity controller
However, there is another type of two-step process that is ergodic and can achieve the
factor of b = 2. So that a process that always reverses does not get trapped in a one-
dimensional manifold of the space, we expand the state space of the process so that it can
modify its angular velocity and travel along random curvatures instead of along straight
lines.
The angular velocity controller can be obtained from a few modifications of our general
run-and-tumble two-step process:
i) Redefine the continuous portion of the state space, X, so that it now includes orien-
tation: x = (y, v) ∈ X := R2 × S.
ii) Redefine the jump state, so that it is now the product of the space of travel directions
(forward or backward) and the space of possible angular velocities: m = (d, ω) ∈M =
{−1,+1} × A, where A ∈ S such that if v1 ∈ A, then −v1 ∈ A.
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iii) Redefine the flow to include the angular velocity:
f(y, v, d, ω) =
[
y˙
v˙
]
=
[
dv
ω
]
.
iv) Modify the transition probability density function:
T(y,v)
(
(d, ω), (d′, ω′)
)
=
0, if d = d′1
ν(A)
, if d = −d′ .
Thus, we require that, at each jump, the process reverses and chooses uniformly a
new angular velocity.
v) The jump rate is
λ(x, d, ω) = a
(
M − f(v, d, ω) · ∇x ln q(x)
)
.
This two-step process is different from the ones we have analyzed above because its
flow f depends on the process’s state in X (and not just on the jump state). However,
we can easily extend our previous analysis to prove that the angular velocity controller
converges to the stationary distribution q2a(x). Even though f is no longer independent of
x, Equation 4.11 is still satisfied, as ∇x · fh(x,m) = ∇(y,v) · f(y, v, d, w)h(y) = dv∇yh(y),
which, when summed over d ∈ {−1,+1}, is equal to zero. Also, ∫M f(y,m)ν(dm) = 0,
so that we can similarly prove ergodicity as done in Chapter 3. Therefore, plugging the
new parameter values into the FPK, Equation 4.10, we get as desired that the stationary
distribution of the angular velocity controller is ps(x) ∝ q2a.
4.4.3 The stationary distribution of a three-step process
Because the stationary distribution of a two-step process is independent of the jump state,
we could easily use the FPK to find the solution. However, this is unfortunately not the
case for three-step processes. A new complication emerges because, with the extra step,
the stationary distribution of a three-step process must simultaneously satisfy two FPK
equations.
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Using our model of three-step processes from Section 2.3, we take
i) the jump rate to be
λ(x, d, v) = a
(
M − f(v) · ∇x ln q(x)
)
, (4.16)
where a ∈ Q+ and M(t) ensures λ is positive for all t.
ii) the transition probability function to be
T [(d, v), (d′, v′)] =

0 if d = d′;
δ(v + v′) if d = −1, d′ = +1;
1 if d = +1, d′ = −1.
Thus, we here assume that the speed of the process is s = 1, that flicks are uniform,
and that the probability of flicking is one.
When the process is in reverse, in state (x,−1, v), the FPK equation requires that, if
ps is a stationary distribution, then
0 = −f(v) · ∇xps(x,−1, v) + M [ps(x,+1,−v)− ps(x,−1, v)]
+ f(v) · ∇xq(x)
q(x)
[ps(x,−1, v) + ps(x,+1,−v)] . (4.17)
On the other hand, when the process is going forward and is in state (x,+1, v), the
FPK requires:
0 = −f(v) · ∇xps(x,+1, v) +M [
∫
S
ps(x,−1, v′)ν(dv′)− ps(x,+1, v)]
+
∇xq(x)
q(x)
· [ps(x,+1, v)f(v)−
∫
S
f(v′)ps(x,−1, v′)ν(dv′)] . (4.18)
If the stationary distribution were independent of jump state, i.e., ps(x,m) = ps(x),
then Equation 4.17 requires that ps(x) ∝ q2(x), while Equation 4.18 requires that ps(x) ∝
q(x). Thus, the stationary distribution of three-step processes depends on the jump state.
Furthermore, to cancel out the jump rate constant M in both equations, we must
have that both
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i) ps(x,+1, v) = ps(x,−1,−v) for all x ∈ X and v ∈ S, and
ii) ps(x,+1, v) =
∫
S p
s(x,−1, v′)ν(dv′) for all x ∈ X and v ∈ S.
However, these two conditions only hold when ps is independent of jump state m. There-
fore, the stationary distribution of a three-step process also depends on the jump rate
constant.
4.4.3.1 A simplified three-step process
Because of these added complications, using the FPK equation to analytically solve for
the stationary distribution of a three-step process becomes intractable for general environ-
ments. However, here we determine the stationary distribution of a very simplified three-
step process in a particular (though, unfortunately, unnatural) environment. The environ-
ment allows us to guess that the stationary distribution is of form ps(x,m) = α(x)β(m).
To make solving for β easier, we use a very simplified jump state space, in which now the
process’s orientation must be one of the four cardinal directions.
That is, in this simplified three-step process:
i) The state is y = (x, d, θ) ∈ Y := R2 × {−1,+1} × {0, pi
2
, pi, 3pi
2
}.
ii) The continuous dynamics is described by the flow, x˙ = f(x, d, θ) = f(θ) =
[
cos θ
sin θ
]
.
iii) The jump intensity rate is as before: λ(x, d, θ) = M − f(θ) · ∇x ln q(x).
iv) The jump kernel is:
Tx[(d, θ), (d
′, θ′)] =

0 if d′ = d;
δ(θ′ − θ − pi) if d = −1, d′ = +1;
δ(θ′ − θ − pi
2
) if d = +1, d′ = −1.
That is, in this simplified three-step process, the process must always “flick” by
exactly 90 degrees.
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To ensure that the stationary distribution can be written as ps(x, d, θ) = α(x)β(d, θ),
we must have that the jump intensity rate is independent of state location x. This occurs
only if ∇x ln q(x) is equal to a constant. To simplify the analysis and show how the
direction of increased gradient biases the stationary distribution of the orientation, we
choose:
∇x ln q(x) =
[
a 0
]
.
That is, the nutrient concentration of the environment is q(x) = exp(ax1). We require
that M ≥ |a| to ensure that λ is positive.
Assuming that ps(x, d, θ) is the stationary distribution of this process in the exponen-
tial environment, the FPK equation requires that
i) When in reverse, d = −1,
0 = −f(θ) · ∇xps(x,−1, θ)− [M − f(θ) · ∇xq(x)
q(x)
]ps(x,−1, θ)
+ [M +
f(θ) · ∇xq(x)
q(x)
]ps(x,+1, θ + pi) . (4.19)
ii) When forward, d = +1,
0 = −f(θ) · ∇xps(x,+1, θ)− [M − f(θ) · ∇xq(x)
q(x)
]ps(x,+1, θ)
+ [M − f(θ +
pi
2
) · ∇xq(x)
q(x)
]ps(x,−1, θ + pi
2
) . (4.20)
Because we can use the same techniques as in Chapter 3 to prove that this process
converges to a unique stationary distribution, we can guess the stationary distribution
and check to ensure that it satisfies Equations 4.19 and 4.20. Guessing that ps(x, d, θ) ∝
α(x)β(d, θ), where α(x) = q2(x), and plugging into Equation 4.19, we get that β(θ,−1) =
β(θ+pi,+1), implying that the process, spends, on average, equal time in forward and in
reverse. Now we use Equation 4.20 and luckily obtain a consistent set of equations for β.
Solving these equations, we obtain that the stationary distribution of our very partic-
ular three-step process in the exponential environment q(x) = exp(ax1) is
ps(x, d, θ) ∝ α(x)β(d, θ) ,
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where α(x) = q2(x) = e2ax1 and
β(0,−1) = β(pi,+1) = M(M + a)
4(2M2 − a2) ,
β(pi,−1) = β(0,+1) = M(M − a)
4(2M2 − a2) ,
β(
pi
2
,−1) = β(3pi
2
,−1) = β(pi
2
,+1) = β(
3pi
2
,+1) =
(M + a)(M − a)
4(2M2 − a2) .
Although there is equal probability for the process to be either forward or in reverse in
steady state, there is greater probability of the process moving backward toward higher
concentrations than moving forward toward higher concentration. As M ↓ |a|, the process
spends a greater percentage of its time either moving backward toward higher concen-
trations or forward toward lower concentrations. However, if M  |a|, β(θ, v) ≈ 1
8
, and
the process is less efficient at moving towards higher concentrations, as it spends equal
amount of time moving in each direction.
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A Diffusion Approximation
In the previous chapter, we showed that, in a very particular environment, the three-
step process has a stationary distribution proportional to q2(x). However, because of the
intractability of the FPK equation, we were unable to show that the process converges
to q2(x) on more general environments. Thus, in this chapter, we abandon the FPK
equation and instead approximate it by a regular Fokker-Planck equation as described in
Section 4.2. In this approximation, we lose information about the evolution of the jump
state space and concern ourselves solely with the density of the process on the location
state space, X ⊂ R2.
Approximating the evolution of the process by a Fokker-Planck equation is equiv-
alent to modeling bacterial chemotaxis as a diffusion process with drift. The idea to
approximate chemotaxis as a diffusion was first presented by Keller and Segel in their
1971 paper [29]. In this paper, they suggest an analogy between bacterial chemotactic
behavior and Brownian motion.1 Just as random thermal fluctuations of the water cause
Brownian motion, “the [chemotactic] cell responds to fluctuations in estimates made of
the concentrations of the critical substrate.” The random motion of a cell belongs to
1Brownian motion was discovered in 1827 by the botanist Robert Brown, who, while viewing particles
from grains of pollen under a “simple microscope”, “observed many of [the particles] very evidently in
motion.” Brown writes, “These motions were such as to satisfy me, after frequently repeated observation,
that they arose neither from currents in the fluid, not from its gradual evaporation, but belonged to
the particle itself” [11]. But Brown was wrong; this ‘Brownian’ motion did not actually arise from a
movement occurring within the particle. It was Albert Einstein who realized this in 1905 and showed
how the “molecular-kinetic theory of heat” could explain Brownian motion. A particle randomly moved
about in still water because of the continuous collision of it with much tinier buy very fast molecules of
the water [17].
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the cell itself. Although the cell also experiences Brownian motion, its randomness is
furthermore a direct result of the fluctuations of molecule concentrations within the cell,
which are used by the chemotactic transduction pathway to determine when to change
swimming direction. The average of these fluctuating responses over an entire population
of chemotactic cells could look very much like a diffusion.
But how good can this approximation be? It is instructive to note, as Van Kampen did
in [61], that the standard diffusion equation that Einstein derived is only an approximation
for Brownian motion. This is because the diffusion equation is only exact if it satisfies,
what is called, the Lindeberg condition; that is,
P{|X(t+ ∆t)−X(t)| > δ} = O(∆t), ∀δ > 0 . (5.1)
Essentially, the Lindenberg condition states that the motion of the particle for which the
diffusion equation is exact must be comprised of “infinitely many infinitely small jumps.”
For this reason, the Fokker-Planck equation is always an approximation for describing
“fluctuations in physical processes,” which “are due to the particulate nature of matter.”
However, if we can correctly scale time and space (as explained in [62, p. 199]), the
approximation is a good one. Thus, just as the Fokker-Planck equation does such a good
job describing Brownian motion, we will see that, if used properly, it can also give a good
approximation of the evolution of the density of a population of cells undergoing motion
described by either our two- or three-step processes.
5.1 The diffusion equation
We write the general multidimensional Fokker-Planck equation as
∂p(x, t)
∂t
= −∇x · (µ(x)p(x, t)) +∇x · (D(x)∇xp(x, t)) ,
where µ(x) is the drift term and D(x) is the diffusion term. In our approximations, the
diffusion term will be constant, so we will use the following version of the FP:
∂p(x, t)
∂t
= −∇x · (µ(x)p(x, t)) +D∇2xp(x, t)) . (5.2)
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When there is no drift, µ(x) = 0, we obtain the diffusion equation as Einstein presented
it for Brownian motion in [17, pgs. 12-17]. Solving Equation 5.2 with µ(x) = 0, we get
that the probability density function describing the probability that a Brownian process
at location x ∈ Rd moves to location y ∈ Rd in time t > 0 is
p(x, y; t) =
1
(4piDt)−d/2
exp
(
− |x− y|
2
4Dt
)
.
The diffusion constant D thus describes the variance of a normally distributed population
of moving particles initialized at the origin at time t = 0. D describes the average mean-
square distance travelled by the process during a time interval t:
〈r2〉 = 2dDt . (5.3)
Notice that the mean displacement of the particle is proportional to the square root of
time. This explains some of the confusion that Brownian motion caused before Einstein
published his results: “there is no such thing as a diffusion velocity” because “the shorter
the period of observation, the larger the apparent velocity [of the particle]” [6, pgs. 10-11].
When the diffusion constant is used to describe the motility strategy of a population
of bacteria, it captures how the population spreads out in a homogeneous environment.
Thus, it can be used to provide insight into how well a strategy allows a population to
explore uniform areas of the environment to find nutrient patches. In a bounded environ-
ment, particles that evolve according to a diffusion equation with constant diffusion and
no drift are ultimately distributed uniformly in the environment. In our formulation, for
a cell to bias its motion in response to the environment, its drift term must be nonzero.
It is the drift term that causes chemotaxis.
This approximation of chemotaxis as a diffusion with drift is very powerful because,
now that we have an ordinary differential equation, solving for the stationary distribution
becomes trivial:
∂ps(x, t)
∂t
= 0 =⇒ µ(x)ps(x) = D∇xps(x)
=⇒ ps(x) ∝ exp
( 1
D
∫
µ(x) · dx
)
. (5.4)
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We simply need to correctly determine the values of µ(x) and D for our processes to
obtain a good approximation of their stationary distributions.
5.2 Scaling space and time variables
As we saw in the previous chapter, the Fokker-Planck equation is simply the first few terms
of the Taylor series expansion of the general master equation. Thus, for the Fokker-Planck
equation to be a good approximation, we must simply scale time and space properly so
that the remainder of the Taylor series expansion terms are very small in comparison to
the ones that comprise the equation. A proper scaling would thus approach the Lindeberg
assumption, so that, in order one time, the process jumps many times but only has a
small net displacement.
We saw in the last chapter, Equation 4.5, that the drift and diffusion terms can be
expressed as
µ(x) =
〈∆X〉x
∆t
, and D =
〈(∆X)2〉
2∆t
.
Therefore, the Fokker-Planck equation assumes the condition that
〈(∆X)k〉x
∆t
≈ 0, ∀x ∈ X, k ≥ 3 . (5.5)
To ensure that this approximation is good, we use the scalings discussed by Othmer
and Hillen in [48]. They derive a diffusion equation describing a “position-jump process”
from a regular perturbation expansion of the FPK equation describing the “velocity-jump
process” (Equation 4.10) over a small parameter . To determine the scaling, they analyze
characteristic time scales in relation to a characteristic length scale L. We will take the
constant length L to be the size of the bounded environment in which the process is
run. Ohmer and Hillen use this L to determine the characteristic speed and time scalings
such that Condition 5.5 holds. They do this by estimating the diffusion constant “as the
product of the characteristic speed times the average distance traveled between velocity
jumps”:
D ∼ O
(s2
λ
)
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Thus, the characteristic diffusion time given the length scale L is
τDiff ∼ L
2
D
=
L2λ
s2
.
The characteristic drift and characteristic run times are simply
τDrift =
L
s
,
and τRun =
1
λ
.
Continuing with their analysis, they then choose a scaling using a small parameter 
such that the time scales are
τRun ∼ O(1) ,
τDrift ∼ O
(1

)
,
and τDiff ∼ O
( 1
2
)
.
They note that this scaling holds for E. coli : Their speed is on the order of s = 10
µm/sec, while they jump approximately every 1 second. Therefore, taking a characteristic
length scale of 1mm, τDrift ∼ 100 seconds, and τDiff ∼ 10, 000 seconds, the corresponding
small parameter is
 =
s
L
∼ O(10−2).
Thus, to ensure that in unit time there are many jumps but small net displacement,
we take as our dimensionless space and time variables:
ξ =
x
L
=
x
sτDrift
=

s
x , (5.6)
and τ =
t
τDiff
=
2
λ
t . (5.7)
This scaling ensures that the diffusion term D is indeed a constant, since D ∝ x2/t,
as seen in Equation 5.3. Scaling the space variable down by a large constant parameter
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essentially forces the entire process to occur in a small domain and thus keeps the jump
sizes small. Furthermore, scaling the time variable by the longest characteristic time
in our analysis ensures that many of these jumps occur in one time unit. Thus, the
Lindeberg condition is approached, as formally shown in [48], and the approximation
leads to a diffusion equation.
Instead of continuing to follow the techniques of Hillen and Othmer and doing a per-
turbation analysis, we simply use the knowledge that this approximation gives a diffusion
equation and use the scalings to approximate the values of the diffusion and drift terms.
5.3 The drift term
5.3.1 The drift term for three-step processes
For three-step processes, from Section 2.3, the jump rate is
λ(x, d, v) = a[M − sdv · ∇x ln q(x)] .
Thus, by our scaling, we have
λ(ξ, d, v) = a[M − dA(ξ, v)] , (5.8)
where A(ξ, v) = v · ∇ξ ln q.
To calculate the average displacement of the cell around a position ξ of the state space,
we consider that it both moves forward and then reverses over the position ξ according
to the respective jump rates λ(ξ,+1, v) and λ(ξ,−1, v). For clarity, we write λ+ for
λ(ξ,+1, v) and λ− for λ(ξ,−1, v). Thus, we have
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〈∆X〉(ξ,v) = sv
λ+
− sv
λ−
= sv
[λ− − λ+
λ−λ+
]
=
2svA(ξ, v)
a[M − A(ξ, v)][M + A(ξ, v)]
=
2svA(ξ, v)
a[M2 − A(ξ, v)22]
≈ 2svA(ξ, v)
aM2
 . (5.9)
So that our diffusion equation is independent of the velocity state of the process, v,
we must make a simplifying assumption that will allow us to easily integrate v out of the
equation. We must assume that every velocity v is equally likely, thus suggesting that our
chemotactic drift approximation will only be good for processes in which the transition
function T (·, ·) allows sufficient probability to reaching any velocity v′ from any other
velocity v within a few jumps. With this assumption, we get
〈∆X〉ξ =
∫
V
〈∆X〉(ξ,v)ν(dv)
=
2s
aM2
∫
V
v2 · ∇ξ ln q ν(dv)
=
s
aM2
∇ξ ln q .
We approximate the time that this displacement takes as
∆t ≈ 1
λ+
+
1
λ−
=
λ− + λ+
λ−λ+
=
2Ma
a2[M2 − A(ξ, v)22]
≈ 2
aM
. (5.10)
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Thus, the chemotactic drift velocity for our approximation of a three-step process is
µ3(x) =
〈∆X〉x
∆t
=
[ s
aM2
∇ξ ln q
][aM
2
]
=
s
2M
∇ξ ln q
=
s2
2M
∇x ln q . (5.11)
5.3.2 The drift term for two-step processes
We use the same approach to determine the drift term for the two-step process. Now,
λ(x, v) = a [M − sv · ∇x ln q(x)] ,
and 〈∆X〉(x,v) = sv
λ
,
giving
〈∆X〉x ≈ s
2
2aM2
∇x ln q(x), and ∆t ≈ 1
aM
.
Thus, the two-step process has the same drift term as the three-step process:
µ2(x) =
s2
2M
∇x ln q(x) . (5.12)
If we account for the experimental observations that E. coli only modify their jump
rates when swimming up a gradient and not down one, the jump rate can be more
accurately written as suggested in Section 2.1.2:
λ(x, v) = a [M −max{0, v · ln q(x)}] .
If we use this jump rate to calculate the drift term, we obtain that the drift term is:
µ(x) ≈ s
2
4M
∇x ln q(x) .
Therefore, a cell that can modify its jump rate in response to both decreasing and
increasing gradients is more efficient and can more quickly swim toward a nutrient patch.
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However, the only effect of disallowing a cell to respond to decreasing gradients is a
decrease in the chemotactic drift rate by a factor of two.
5.4 The diffusion constant
In many sources describing bacterial chemotaxis (see, for example, [6], [16], and [30]), the
diffusion constant of a run-and-tumble process is given as
D =
s2τ
d(1− α) , (5.13)
where d is the number of dimensions, s is the average velocity, α = 〈cos θ〉 is the average
value of the cosine of the angle between successive runs, and τ is the average run duration,
where the run durations are assumed to be exponentially distributed.
However, because we are interested in analyzing general chemotactic processes that
may not necessarily have exponentially distributed run-times, we return to the original
derivation of this diffusion constant equation. Equation 5.13 was first used to describe
the diffusivity of bacterial chemotaxis in the 1975 paper by Lovely and Dahlquist [36].
Lovely and Dahlquist realized that their piecewise linear model for bacterial chemotaxis
could be perfectly fit into a model for a freely rotating polymer chain. In [18], Flory
derives the hypothetical mean end-to-end square distance for the polymer, which can be
instead used to describe the average distance travelled by a bacterium after many jumps.
To understand the assumptions that this derivation makes, we present Flory’s analysis
as extended by Lovely and Dahlquist for determining the average magnitude of a sum of
vectors with variable uncorrected angles and lengths.
We consider the ith run of the process to be described by the vector li. Thus, the
vector describing the process’s displacement after n runs is r =
∑n
i=1 li. Because we want
to calculate a diffusion constant, we are interested in computing the average magnitude
of r over all possible li, which can be written as
〈r2〉 =
∑
i
〈l2i 〉+ 2
∑
i<j
〈li · lj〉 .
73
Chapter 5. A Diffusion Approximation
Because of the scalings used, the diffusion coefficient will be a constant, independent
of the location x. Thus, we can assume that each run has the same average length:
∑
i
〈l2i 〉 = n〈l2〉 .
We will make a further simplifying assumption that the angles between runs are uncor-
related and independent of location, so that, taking α = 〈cos θ〉, we have
〈li · lk〉 = 〈l〉2αk .
Therefore,
〈r2〉 = n〈l2〉+ 2〈l〉2
∑
i<j
αj−i .
Following [18], we compute the following ratio:
Cn =
〈r2〉
n〈l2〉
= 1 +
2〈l〉2
n〈l2〉
∑
i<j
αj−i
= 1 +
2〈l〉2
n〈l2〉
n−1∑
k=1
(n− k)αk
= 1 + 2
〈l〉2
〈l2〉
[α− αn
1− α −
α(1− αn)
n(1− α)2 +
αn
1− α
]
= 1 + 2
〈l〉2
〈l2〉
[ α
1− α −
α(1− αn)
n(1− α2)
]
, (5.14)
where, to compute the second to last line, we used the equations for the sum of a geometric
series and the sum of its derivative. In our scalings, we assume that there are many jumps
in unit one time, so we make another simplifying assumption and take n→∞:
C∞ =
1 + α[2 〈l〉
2
〈l2〉 − 1]
1− α .
Thus,
〈r2〉 = n〈l2〉
[1 + α[2 〈l〉2〈l2〉 − 1]
1− α
]
.
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Finally, we take n to be the expected number of jumps in a time interval t, n = t〈τ〉 ,
so that, as 〈r2〉 = 4Dt, we have:
D =
〈l2〉
4〈τ〉
[1 + α[2 〈l〉2〈l2〉 − 1]
1− α
]
. (5.15)
5.4.1 The diffusion constant for two-step processes
Because our two-step processes have exponential run-times, we recover Equation 5.13
from Equation 5.15. Because of our scalings for the diffusion approximation, the jump
rate looks constant on the characteristic diffusion time scale, λ ≈ aM , so that the average
distance and square distance of a run is:
〈l〉 = s〈τ〉 = s〈λ〉 =
s
aM
,
and 〈l2〉 = 2s
2
a2M2
.
as the mean of an exponentially distributed random variable with parameter λ is λ−1 and
its variance is λ−2.
The average cosine of the orientation angle is
α = bF cos(0) + bR cos(pi) + (1− bF − bR)
∫
cos(θ)dθ
= bF − bR .
Therefore, the diffusion constant for a two-step process is
D2 =
s2
2aM(1− bF + bR) . (5.16)
5.4.2 The diffusion constant for three-step processes
We must be more careful when using Equation 5.15 to determine the diffusion constant
for a three-step process. In our derivation, we assumed that the angles between each
run are uncorrelated. Therefore, for calculating the diffusion constant, we must take a
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‘complete run’ to encompass both a forward ‘run’, taking time tf , and a backward ‘run’,
taking time tb. Therefore, we will take
〈τ〉 = 〈tf〉+ 〈tb〉 ,
and 〈l〉 = s〈|tf − tb|〉 .
Let us assume that tf is exponentially distributed with parameter λf and tb is expo-
nentially distributed with parameter λb. Then, the probability density function for l/s
is:
f(l/s) =

λfλb
λf+λb
[
exp(−λf l/s) + exp(−λbl/s)
]
if l ≥ 0
0, otherwise.
Thus,
〈l〉
s
=
λfλb
λf + λb
[ 1
λ2f
+
1
λ2b
]
, (5.17)
〈l2〉
s2
=
2(λ2f + λ
2
b − λfλb)
λ2fλ
2
b
, (5.18)
and 〈τ〉 = λf + λb
λfλb
. (5.19)
In our current models, we have been taking λf = λb = λ. Therefore, we have:
〈l〉 = s
λ
, (5.20)
〈l2〉 = 2s
2
λ2
, (5.21)
and 〈τ〉 = 2
λ
. (5.22)
Because we have redefined the notion of a ‘run’ for a three-step process, we must
also be careful when considering the proper value of the average orientation, α = 〈cos θ〉.
In our formulation, the process can go either a net distance forward (tf ≥ tb) or a net
distance backward (tf < tb), and this must be reflected in our choice of α, as explained
in Figure 5.1. Consider that the run sequence begins with a flick of r radians. Thus,
when tf ≥ tb, we can consider its successive orientation to be r, and, when tf < tb, its
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Figure 5.1: In our model of the run-reverse-flick process, the bacterium flicks by r
radians and then swims forward for a distance stf and then backward for a distance stb.
If tf > tb, the successive orientation of the run is a radians (green arrow). However, if
tb > tf , the successive orientation of the run is pi + a radians (red arrow).
successive orientation to be r + pi. Therefore, if the average flick angle is r,
α = P [tf ≥ tb] cos r + P [tb > tf ] cos(r + pi) . (5.23)
In our diffusion approximation of the model, λ acts as a constant for calculating the dif-
fusion constant, so that tf and tb are independent and identically distributed. Therefore,
P [tf ≥ tb] = P [tb > tf ] = 1/2, giving α = 0 for any distribution of flick angles! Thus,
plugging all values into Equation 5.15, we have
D3 =
s2
4aM
. (5.24)
We also saw that if we take the jump rate constant M to be large, tf and tb are ap-
proximately equal in our exact transport equations for the process in inhomogeneous
environments. Therefore, the flick angle has very little effect on the diffusivity of these
processes. We can perhaps view this characteristic as giving reversing bacteria added
robustness. Unlike in the two-step process, where the forward and reverse biases have a
very direct impact on diffusivity, a reversing bacterium only needs to ensure that it does
a good job of backtracking and does not need to ensure that its flicks are precise. Any
biases in flick angles will not effect the convergence of its chemotaxis strategy.
However, now let us assume that the process does not spend equal amounts of time
forward and reverse and that P [tf ≥ tb] = C. Then, α = (2C− 1) cos r. Therefore, α will
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only equal zero if the average flick angle is 90 degrees. And this is exactly as observed in
experiments of Vibrio as described in Section 2.2.
5.5 Stationary distributions
Plugging our resultant values of drift and diffusion terms into Equation 5.4, we obtain
that the stationary distributions of our approximate processes are
i) for two-step processes:
ps2 ∝ q(x)a(1−bF+bR) ; (5.25)
ii) for three-step processes:
ps3 ∝ q(x)2a . (5.26)
The diffusion approximation is thus in perfect agreement with the stationary distributions
derived in the previous chapter.
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Simulations
To derive a diffusion approximation for our two- and three-step processes, we made a
number of simplifying assumptions. We assumed that, within a unit of time, there are
‘infinitely many, infinitely small’ jumps; that the probability of the system having a
particular orientation is uniform at all positions; and that the three-step processes spend
equal time swimming forward and reverse. These assumptions are not correct, but how
limiting are they? How well do they approximate the system?
In this chapter, we give results from a number of simulations that test the applicability
of the diffusion approximation. These simulations show that the diffusion approximation
is a rather good one and can be used to understand how modifications of the system’s
parameter values affect the system’s response to various environments.
In the majority of our simulations, we use a Cartesian environment that is 400x400
units with hard boundaries; that is, a cell on the boundary does not reflect off of it but
may get ‘stuck’ there until it randomly chooses an orientation that moves it away from
the boundary.
Because the cells respond to measurements of their environment by modifying their
jump rates, the time discretization used in the simulations is very important. In the
majority of these simulations, we take the speed of the cells to be s = 1 unit/time and
the time discretization to be dt = 0.05 time units. Thus, in one time step, 0.05 time units
have passed, and a cell moves a distance of 0.05 units.
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So that the cells can more efficiently diffuse through the environment, we initialize
the cells with a small jump rate parameter M(0) and then update M(t) online to ensure
that the jump rate remains positive, as described in [43, p. 42].
Because of the diffusion of molecules in environments of low Reynolds number, we can
expect many nutrient distributions to look approximately Gaussian. Thus, we take our
typical environment to contain a Gaussian-distributed nutrient patch described by the
equation
q(x) = q(x1, x2) =
1
2piσx1σx2
exp
(
− (x1 − c1)
2
2σ2x1
− (x2 − c2)
2
2σ2x2
)
, (6.1)
where we choose parameters c1, c2, σx1 , and σx2 .
To test convergence of a population of cells to a predicted stationary distribution,
we use a Kullback-Liebler divergence measure, as in [43, p. 49], which gives a distance
between two probability densities. The Kullback-Liebler distance between the actual
distribution p1(x) and a predicted distribution p2(x) at time t is
H(t) = −
∫
R2
p1(x, t) ln
p1(x, t)
p1(x, t)/2 + p2(x, t)/2
dx ≥ 0 . (6.2)
If p1(x, t) → p2(x, t) as t → ∞, H(t) → 0. In the simulations, we take p1(x, t) to be
the empirical average over the time interval t and use a grid size of 1 unit by 1 unit to
approximate the integration.
6.1 Simulations of two-step processes
In the simulations below, we show the effects of modifying the parameter values for two-
step, run-and-tumble processes.
6.1.1 Swimming trajectories
Figure 6.1 shows the trajectories generated by a simulation of three cells with identical
parameters that imitate E. coli ’s run-and-tumble strategy. The environment contains a
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Figure 6.1: Trajectories of three simulated cells following the gradient of a
Gaussian-distributed nutrient patch. The three cells have identical parameters,
imitating a run-and-tumble strategy. The yellow dot marks their shared initial position,
while the other dots mark their final positions.
single Gaussian-distributed nutrient patch with its center located in one corner of the
environment. The three cells are initialized to a position in the opposite corner.
The environment values are: c1 = c2 = 300, σx1 = σx2 = 500/16.
The cell system parameter values are: s = 1, a = 1, M(0) = 0.001, bF = 0, bR = 0,
dt = 0.05.
While all three cells quickly followed the gradient towards the center of the nutrient
patch, the random strategy still allows the cells to move away from the highest nutrient
concentrations. Notice that, because the initial average jump rate, M(0), is a small value,
the first runs were on average longer. However, as the gradient becomes steeper, M(t)
monotonically increases so that the average run times decrease. Thus, the diffusivity of
the cells decrease as they approach the center of the patch.
6.1.2 Scaling jump rate
The following two simulation results show the effects of modifying the parameter value a,
which scales the average jump rate. We compare three different populations of cells with
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Figure 6.2: Distribution of cells after one million time steps. Snapshot of
distribution of populations of cells with different values of jump rate scale parameter,
a, in an environment with a Gaussian-distributed nutrient patch in the center. The
cells were initialized to a uniform distribution.
a = 1/2, a = 1, and a = 2 in an environment with a Gaussian nutrient patch as well as
in an environment with a linear gradient.
The other system parameters values are identical for all three populations: s = 1,
M(0) = 0.01, bF = bR = 0, and dt = 1. All populations are initialized with a uniform
distribution across the environment.
6.1.2.1 Convergence in a Gaussian environment
In this simulation, the environment contains a single Gaussian nutrient patch in the
center. The environment parameter values are: c1 = c2 = 200, σx1 = σx2 = 500/16.
Figure 6.2 shows the location of all of the cells after one million time steps. Notice
that, as the parameter a increases, the population accumulates more tightly around the
center of the nutrient patch. To quantify this accumulation, we compare the Kullback-
Liebler measures of the populations in Figure 6.3. Notice the agreement with the proof
in Chapter 4, which showed that the populations should converge to qa(x). Figure 6.4
shows that, as we would expect, populations that accumulate more tightly can ultimately
consume more nutrients in non-depleting environments.
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Figure 6.3: Convergence to predicted stationary distributions. The Kullback-
Liebler distances over time between the empirical averages of all three populations and
three test densities qn(x), n = 1/2, 1, 2. The plot agrees with our proof showing that
the systems should converge to stationary distributions proportional to qa(x).
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Figure 6.4: Nutrient uptake in Gaussian environment. This figure shows the
value
∑
k=0:∆t:t
1
N
∑N
n=1 q(xn(k)) over time t, where xn(k) denotes the location of the
nth cell of a population at time k and N is the total number of cells within one popu-
lation type, for three populations with different parameter values, a.
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Figure 6.5: Distribution of cells after one million time steps in linear envi-
ronment. Snapshot showing distribution of populations of cells with different values
of jump rate scale parameter in an environment with a linear gradient. The cells were
initialized to a uniform distribution.
6.1.2.2 Convergence in a linear gradient
In this simulation, we test populations of cells with the same parameter values, again
initialized uniformly across the environment, but in a different environment. This envi-
ronment contains a linear gradient: q(x) = 0.05 + 16x1
500
.
Figure 6.5 shows a snapshot of the populations at the end of one million time steps,
again showing that populations with larger jump rate scale parameter accumulate more
tightly. However, as seen in Figure 6.6, convergence to the stationary distribution is much
slower in this linear environment than for the environment with a Gaussian nutrient patch.
6.1.3 Biasing successive reorientations
In the following simulations, we use the same environment as in Section 6.1.2.1 and also
the same system parameter values, except that we keep a = 1 and modify the values of
the forward bias, bF , or reverse bias, bR.
The proof from Chapter 4 showed that the stationary distribution of the populations
of cells should be q1+bR−bF (x).
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Figure 6.6: Convergence to predicted stationary distributions in linear en-
vironment. The Kullback-Liebler distances over time between the empirical averages
of all three populations and three test densities qn(x), n = 1/2, 1, 2.
6.1.3.1 Forward bias
We compare populations of cells with forward biases bF = 0, bF = 1/2 and bF = 3/4.
Figure 6.7 shows that the convergence rate to the respective stationary distribution,
q1−bF (x), decreases as the forward bias increases. Figure 6.8 shows how tighter accumula-
tion allows for increased amount of accumulated nutrients in non-depleting environments.
6.1.3.2 Reverse bias
We compare populations of cells with reverse biases bR = 0, bR = 1/2 and bR = 3/4.
Figure 6.9 shows convergence to the respective stationary distribution, q1+bR(x). Fig-
ure 6.10 shows how the tighter accumulation of populations increases the total amount
of accumulated nutrients in non-depleting environments.
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Figure 6.7: Convergence to predicted stationary distributions. The Kullback-
Liebler distances over time between the empirical averages of all three populations and
three test densities qn(x), n = 1, 1/2, 1/4. The plot shows agreement with analysis
showing that the stationary distribution of the populations should be proportional to
q1−bF (x).
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Figure 6.8: Nutrient uptake. The average total amount of nutrients accumulated
by a population of cells over time for populations with bF = 0, 1/2, 3/4.
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Figure 6.9: Convergence to predicted stationary distributions. The Kullback-
Liebler distances over time between the empirical averages of all three populations and
three test densities qn(x), n = 1, 3/2, 7/4. The plot shows agreement with analysis
showing that the stationary distribution of the populations should be proportional to
q1+bR(x).
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Figure 6.10: Nutrient uptake. The average total amount of nutrients accumulated
by a population of cells over time for populations with bR = 0, 1/2, 3/4.
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Figure 6.11: Convergence to q(x). The Kullback-Liebler distances over time be-
tween the empirical averages of the locations of three populations with different initial
average jump rates, M(0), and q(x).
6.1.4 Initializing the jump rate
In this simulation result, we show the effect of the initial average jump rate, M(0), on
performance. All three populations of cells have the same parameter values as above,
with a = 1 and bF = bR = 0 for all three populations, but have different values of M(0):
M(0) = 0.2, 0.02, or 0.002. The environment is identical to the one in Section 6.1.3.
Figure 6.11 shows that all populations converge to a stationary distribution propor-
tional to q(x). However, Figure 6.12 shows that the convergence rate and amount of
nutrients consumed increases as the value of M(0) decreases. This is because decreasing
the initial jump rate allows the cells to have longer initial run times, which increases their
initial chemotactic drift rate.
6.1.5 Scaling jump rate vs. biasing successive reorientations
In Chapter 5, we saw that systems with different parameter values can still converge to
the same stationary distribution. However, do they converge at the same rate? Are there
benefits to choosing one system strategy over the other?
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Figure 6.12: Nutrient uptake. This figure shows the average total amount of
nutrients over time t for the three populations with different initial jump rate values,
M(0).
In the following simulations, we compare the performance of two strategies that con-
verge to q3/2(x). Both strategies have parameter values s = 1, M(0) = 0.01, bF = 0,
dt = 1. However, one strategy has a = 3/2 and bR = 0 while the other one has a = 1
and bR = 1/2. We run the strategies in the same Gaussian environment as used in the
previous sections.
Figure 6.13 shows a slight difference in performance. It suggests that a strategy is more
efficient at achieving a tighter accumulation when it biases its successive reorientations
rather than just scaling its jump rate. But why is this? Our approximation of the
chemotactic drift velocity does not show any dependence on either a or bR. The answer
becomes apparent when we redo the simulation with a finer time discretization, dt = 0.05
instead of dt = 1, as shown in Figure 6.14. A system with large jump rates must be able
to run at a fine-enough time discretization to ensure that the system can achieve its high
frequency jumping rates. Thus, if fine time discretizations are hard to achieve in practice,
this simulation suggests that biasing successive reorientation angles instead of scaling the
jump rate is preferable for achieving tighter accumulations.
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a = 3/2; bR = 0
a = 1; bR = 1/2
Figure 6.13: Nutrient uptake for two populations converging to q3/2(x) for
dt = 1. This figure shows average total nutrient uptake over time t for the two different
populations, one with a = 3/2 and bR = 0 and the other with a = 1 and bR = 1/2, for
dt = 1.
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a = 3/2; bR = 0
a = 1; bR = 1/2
Figure 6.14: Nutrient uptake for two populations converging to q3/2(x) for
dt = 0.05. This figure shows average total nutrient uptake over time t for the two
different populations, one with a = 3/2 and bR = 0 and the other with a = 1 and
bR = 1/2, for dt = 0.05.
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Figure 6.15: Effect of speed on drift. This simulation shows cells of different
speeds swimming toward a Gaussian nutrient patch. The results verify that the drift
rate is proportional to the speed squared.
6.1.6 The importance of speed
In this simulation, we verify that the chemotactic drift rate is proportional to the speed
squared. The cells have the following system parameters: a = 1,M(0) = 0.3, bF =
0, bR = 0, and dt = 0.05. The cells are initialized to the center of the environment,
x(0) = (200, 200), while the center of the Gaussian patch is located at (333, 333). We
compare populations with speeds s = 1, 1/2, and 1/4.
Figure 6.15 shows that cells going half the speed take four times as long to reach
a particular distance from the center of the nutrient patch. Thus, speed is incredibly
important for efficient source-seeking, and fast swimmers have a tremendous advantage.
6.2 Simulations of three-step processes
In the simulations below, we compare two-step and three-step processes converging to
q2(x) as well as the effects of modifying the bias and probability of flicks for run-reverse-
flick processes.
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6.2.1 Two-step vs. three-step
Intuitively, it may seem that reversing strategies pay too high a price to more tightly
accumulate around nutrient sources. By reversing, they ‘waste’ time backtracking instead
of simply following the source. However, the simulations shown in Figures 6.16 and 6.17
verify the diffusion approximation results showing that the drift velocity of a run-reverse-
flick process is no slower than a run-tumble process that scales its jump rate to a = 2
so that it converges to the stationary distribution q2(x). This is because our two-step
processes must increase their jump rates, and thus decrease their average run times, to
accumulate more tightly.
However, the two-step angular velocity controllers, as described in Section 4.4.2, do
converge more slowly to q2(x). In these simulations we compare two angular veloc-
ity controllers: in Angular Controller 1, the angular velocity is chosen uniformly from
[−0.5,+0.5], in radians/unit time, while, in Angular Controller 2, the angular velocity is
chosen uniformly from [−0.005,+0.005]. The angular velocity controllers are not as effi-
cient because they cannot as accurately and quickly align themselves in the direction of
the gradient, ∇x ln q(x). Therefore, for these controllers, our assumption that the system
can easily attain any orientation, which we used to derive the drift velocity in Section
5.3.1, is not a good one.
6.2.2 Robustness
The simulation results above show that the performances of the scaled run-and-tumble
process and the run-reverse-flick process are equivalent. Are there any advantages to using
the more complicated three-step, reversal process? The following simulations show that
the answer is yes when it is hard to ensure precise reorientation biases. Inaccuracies in a
two-step system that cause uncertainty in the biases bF or bR will cause uncertainty in the
final stationary distribution of the system. However, modifications of the probability of
flick or reorientations of the flick have very little to no effect on the stationary distribution
of run-reverse-flick processes. Therefore, the run-reverse-flick process is more robust to
any inaccuracies in its reorientation mechanism.
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Figure 6.16: Convergence of two-step and three-step processes to q2(x).
While the run-and-tumble process with scaled jump rate converges just as quickly as the
three-step run-reverse-flick process, the diffusion controllers have smaller chemotactic
drift velocities and thus converge more slowly.
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Run−Tumble; a = 2
Angular Controller 1
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Figure 6.17: Nutrient uptake for two-step and three-step processes converg-
ing to q2(x). The average total nutrient uptake over time t showing the differences in
efficiency between two two-step angular velocity controllers, a two-step run-and-tumble
controller, and a three-step run-reverse-flick controller.
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Figure 6.18: Effects of the probability of flicking on convergence rate. As
a run-reverse system’s probability of flicking decreases, its convergence rate slightly
decreases as its chemotactic drift velocity decreases.
6.2.2.1 Probability of flicking
Figures 6.18 and 6.19 show that decreasing the probability of flick amazingly has very
little effect on the overall performance of a run-reverse-flick system. As long as the
probability of flick is greater than zero—so that the system does not get stuck on a linear
manifold, the system will converge to the desired stationary distribution. Convergence
speed decreases as the probability of flick decreases because it takes longer for the system
to align itself with the measured nutrient gradient.
6.2.2.2 Probability density of orientations of flicks
Figures 6.20 and 6.21 suggests that there is very little advantage to be gained from very
precise reorientation mechanisms for run-reverse-flick processes. A system that favors 30
degree flicks performs essentially as well as a system that favors 90 degree flicks or just
uniformly tumbles after a reversal.
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Figure 6.19: Effects of probability of flicking on uptake. While always flicking
after a reversal is optimal for nutrient accumulation for a run-reverse flick process, the
effects of decreasing the probability of flicking is minimal.
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Figure 6.20: Effects of reorientation biases on convergence rate. The reorien-
tation bias of a run-reverse-flick process has very little effect on the convergence rate,
as long as the mechanism for reorientations allows full exploration of the space.
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Figure 6.21: Effects of reorientation biases on uptake. The reorientation bias
of a run-reverse-flick process has very little effect on ability to uptake nutrients.
6.3 The exploration-exploitation tradeoff
To better understand the exploration-exploitation tradeoff of strategies with different
diffusivities, we simulated two-step, run-and-tumble processes with different values of
jump rate scaling a. Thus, the strategies respectively converge to q(x)a, where q(x) is the
concentration of nutrients in the environment.
The environment is a torus, emulating an environment that has nutrient patches
distributed periodically along both dimensions. Within the torus is a single Gaussian
patch of a specified radius; outside of the circular patch, the concentration of the nutrients
is constant and there is no gradient. The environment is static: the concentration of
nutrients is non-depleting and thus remains constant throughout time. All populations of
bacteria are initialized to a single location on the same latitude as the center of the patch
but on the opposite side of the torus longitudinally. The populations’ system parameter
values are: s = 1,M(0) = 0.01, bF = bR = 0, dt = 1. We compare populations with
different values of a.
The simulations vary the width of the torus, which varies the initial distance of the
populations from the center of the nutrient patch, and the radius of the Gaussian patch,
which varies the percentage of the environment in which bacteria sense no gradient. The
environment is shown in Figure 6.22.
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Figure 6.22: Snapshot of sample explore-exploit simulation after 100 time increments,
showing location of bacteria and the magnitude of nutrient concentration throughout
the environment.
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Figure 6.23: Nutrient uptake for base simulation (width = 400, radius =
100). This figure shows the average total amount of nutrients over time t for various
populations with different jump rate scale values, a.
6.3.0.3 Base simulation
In the base simulation, shown in Figure 6.23, the torus has a width of 400 units, and the
radius of the patch is 100 units.
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Figure 6.24: Nutrient uptake for simulation with width = 400, radius =
50. This figure shows the average total amount of nutrients over time t for various
populations with different jump rate scale values, a.
6.3.0.4 Simulation with smaller radius
Keeping the distance between nutrient patches the same, we decrease the radius of the
patch to 50 units. Figure 6.24 shows that, when the Gaussian patch has a smaller radius,
strategies with lower diffusivities (larger a) have a greater advantage because they are
less likely to drift away from the patch once hitting it.
6.3.0.5 Simulation with larger radius
Again keeping the distance between nutrient patches the same, we now increase the
radius of the patch to 200 units. As shown in Figure 6.25, in this environment, the
ability to explore is not needed. Here populations of bacteria sense the nutrient gradient
immediately. Thus, chemotactic drift velocity predominates from the very beginning,
allowing even bacteria with low diffusivity to quickly swim toward the center of the
nutrient patch.
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Figure 6.25: Nutrient uptake for simulation with width = 400, radius =
200. This figure shows the average total amount of nutrients over time t for various
populations with different jump rate scale values, a.
6.3.0.6 Simulation with larger distance between patches
Figure 6.26 shows the effects of doubling the initial distance from the nutrient patch.
As the initial distance from the nutrient patch grows, bacteria must spend more time
diffusing to find the chemical gradient. Thus, it becomes more advantageous to have
strategies with higher diffusivity (smaller a) when considering finite-time horizons.
6.3.1 Conclusions
As time goes to infinity, strategies with larger jump rate parameter a always do better.
Because the environment is static, ultimately a strategy’s stationary distribution deter-
mines its optimality in terms of its nutrient uptake. As the nutrient is non-depleting,
populations that accumulate more tightly around the nutrient obviously obtain more
nutrients.
However, strategies with smaller a have greater diffusivity. Thus, these populations
reach the nutrient patch more quickly and thus start accumulating nutrients earlier.
However, because of their higher diffusivity, they do not exploit as efficiently and are
more likely to lose a nutrient patch after hitting it.
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Figure 6.26: Nutrient uptake for simulation with width = 800, radius =
200. This figure shows the average total amount of nutrients over time t for various
populations with different jump rate scale values, a.
The time it takes for the strategies with larger values of a to overtake strategies with
smaller values depends on the specifics of the environment. When the nutrient patches are
more sparse, strategies with a higher diffusivity (lower a) have a greater advantage, and it
takes a longer time for strategies with smaller diffusivity to catch up. When the nutrient
patches are very small, strategies with a smaller diffusivity have a greater advantage as
they are less likely to drift away from the patch after finding it.
These simulations thus clearly show the tradeoff between strategies with low and high
diffusivities. A high diffusivity is good for exploring; a low diffusivity is good for exploit-
ing. If a strategy must have a constant diffusivity, its optimality depends on the time
horizon of interest and the specifics of the environment. Choosing a correct time horizon
for determining optimality is especially important when considering more realistic envi-
ronments that vary temporally. The nutrient patch should diffuse and become depleted,
giving bacteria that reach the patch more quickly a greater advantage than simulations
of a static environment can show.
The simulations also suggest that a better policy is for a cell to modify its diffusivity
based on the concentration of nutrients it is currently measuring. When the concentration
is high, a cell should have low diffusivity so it can more efficiently exploit its nutrient-rich
environment. However, when the concentration of nutrients is low, a cell should have high
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diffusivity to better explore its environment. A strategy of this kind would be described
by a diffusion tensor rather than by a diffusion constant. However, a strategy of this kind
would not exhibit fold-change detection. It does not seem that real bacteria modify their
diffusivities, perhaps suggesting that they have fine-tuned their strategy for particular
environments with ephemeral nutrient patches.
6.4 Source-seeking
In [43, p. 58], Mesquita shows that the main advantage of using these stochastic processes
as source-seekers is that, by ergodicity, as time goes to infinity, they will provide informa-
tion about the distribution of all sources. In a simulation, Mesquita shows a population
of cells initialized to one corner of the environment that “initially clusters around a local
maximum and then progressively migrates to the global maximum.”
However, depending on the environment, this migration can take a very long time.
And it will take an even longer time for a segment of the population to migrate from a
global maximum to a local maximum. Thus, we suggest a trivial tweak that allows these
engineered systems to more quickly find all of the sources within a bounded environment.
This trivial tweak is simply to allow the population of cells to first diffuse uniformly across
the environment. The cells only start measuring their environment and modulate their
jump rates accordingly after a pre-specified time determined by the initial location of the
cells and the size of the environment. This strategy mimics initializing the population so
that the cells are uniformly distributed across the environment. The chemotactic drift
rate’s dependence on the gradient of measurements assures that, assuming the population
has a large enough number of cells, clusters of cells will divulge the location of all sources.
Although a population of cells will not necessarily be distributed in proportion to the
magnitudes of the sources in this amount of time, this strategy does allow for quick
detection of the location of all sources within a bounded environment.
We demonstrate this technique in a simulation, shown in a series of snapshots in
Figures 6.27, 6.28, 6.29, and 6.30. The environment contains two nutrient patches, one
with a magnitude that is ten times greater than the other. Two different populations of
cells are initialized in the center of the patch of larger magnitude. One population simply
follows the run-and-tumble strategy while the other population first diffuses, using the
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Figure 6.27: Source-seeking simulation after 5,000 time steps.
same average jump rate but with no modulations, for a pre-specified number of time
steps. Here we use 24,000 time steps, as the time discretization is dt = 0.05.
Both populations ultimately follow the same ergodic strategy and converge to the
same stationary distribution as time goes to infinity. However, because of the steep
gradient of the large source, not a single cell of the population running the original run-
and-tumble strategy finds the smaller source within 50,000 time steps. On the other
hand, the population of cells that initially diffuses away from the source to spread out in
the environment locates the smaller source much more quickly.
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Figure 6.28: Source-seeking simulation after 20,000 time steps.
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Figure 6.29: Source-seeking simulation after 30,000 time steps.
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Figure 6.30: Source-seeking simulation after 50,000 time steps.
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Conclusion
In this work, we used a mathematical framework to address why different species of motile
bacteria use different stochastic strategies for chemotaxis. Extending Mesquita’s model
of chemotactic cells as stochastic hybrid systems, we characterized strategies by their
stationary distributions in general environments. Because these systems are ergodic, we
cannot say for certain where a particular cell will be after a certain amount of time.
However, we can predict the average distribution of an ensemble of cells. We showed
that a number of run-and-tumble strategies as well as various three-step strategies with
reversals converge to stationary distributions proportional to qn(x), where q(x) is the
distribution of nutrients in the environment and n is a positive number. We quantified
the effects that various parameters have on the stationary distribution and also derived a
diffusion approximation, validated by a number of simulations, that allowed us to quantify
a strategy’s diffusivity and chemotactic drift rate.
One of our main results showed that adding reversals to a strategy could increase
the value of n by at most a factor of two. This tighter accumulation could also be
achieved by scaling the jump rate. However, simulations showed that three-step reversal
processes are more robust to noise and inaccuracies in reorientation. This suggests that
marine bacteria, such as Vibrio, may have evolved reversing strategies to overcome the
difficulties of living in an environment where nutrients are sparse and quickly dissipate
because of turbulence.
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7.1 Future Work
This work is a first step for answering questions about the evolutionary advantages of
particular chemotactic motility strategies. We have constructed a general phenomenolog-
ical model for chemotaxis and proposed an optimization problem in which we ask which
strategy is best for maximizing the average rate of nutrient uptake in a particular environ-
ment. However, there is still much work to be done to fully understand the implications
of the differences in chemotaxis between our two model bacterial organisms, E. coli and
Vibrio.
First of all, we do not yet have enough data to accurately model Vibrio. We must
use our better understanding of the effects that various components of a strategy have on
the strategy’s performance to test hypotheses about Vibrio’s chemotactic response. Our
model is currently helping us design a number of experiments to determine, for example,
whether Vibrio’s run times are exponentially distributed or whether Vibrio exhibits fold-
change detection. The strength of our model is that its generality will allow us to easily
incorporate new data and test its implications.
We must also gain a better understanding of the environments in which particular
chemotactic strategies have evolved. The trade-off between exploring and exploiting an
environment becomes most apparent in temporally varying environments, which we have
not considered in this work. Our findings suggest that a species of bacteria evolves its
chemotactic strategy to fine-tune its response to the particularities of its environment. We
should simulate chemotactic strategies in more realistic environments to try to gain insight
into what aspects of the environment have shaped a species’ strategy. We have also not
considered the effects of noise and turbulence in the environment. In our simulations, the
cells could perfectly measure the environment and did not experience Brownian noise and
rotational diffusion as they do in reality. What effects does noise have on the optimality
of a strategy? Can we better understand why bacteria have evolved particular stochastic
motility strategies by studying the uncertainties a bacterium typically experiences in its
environment?
It may also be interesting to consider other aspects of a strategy’s performance and
not just its nutrient uptake. What are the strategy’s energetic costs? Could one of its
goals be dispersal of a population? Could the strategy be a tactic to avoid predators [57]?
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Answering these evolutionary questions may also provide inspiration for engineered
systems. Populations of motile bacteria are so impressive because they can achieve par-
ticular distributions using only local measurements of the environment. Cells require no
knowledge of their position or communication capabilities. As we better understand why
a particular evolved motility strategy is optimal for a particular environment, we can
gain intuition on how to engineer minimalistic multi-agent robotic systems that are as
successful as bacteria or even directly use genetically engineered bacteria as living robots.
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