We analyze the use of the generalized Breiman, Friedman, Olshen, and Stone (BFOS) algorithm, a recently developed technique for variable rate vector quantizer design, for optimal bit allocation. It is shown that if each source has a convex quantizer function then the complexity of the algorithm is low.
The Generalized BFOS Algorithm
The generalized BFOS algorithm is an extension of an algorithm for optimal pruning in tree-structured classication and regression [3] to coding. For a source coding application, it nds a sequence of nested subtrees (each subtree is a subtree of the next subtree) of a given tree-structured coder in which each one is optimal in that it has the lowest average distortion of all subtrees of the tree with the same or lower average rate.
Specically, let S be a subtree of a complete tree T that shares the same root (denoted S T ). The generalized BFOS algorithm minimizes the tree functional, J(S) = u 2 (S)+u 1 (S) over all S T . It trades o two monotonic tree functionals, u 1 and u 2 , where u 1 is monotonically increasing (never decreases) and u 2 is monotonically decreasing (never increases) as the tree grows. The parameter = 0 1u2 1u1 can be interpreted as a Lagrange multiplier that trades o u 2 for u 1 ; here, 1u 2 is the change in u 2 and 1u 1 is the change in u 1 due to pruning o a branch (a subtree not necessarily rooted at the root node whose leaves are a subset of the leaves of the tree) of T . Thus, is equal to the magnitude of the ratio of the increase in u 2 to decrease in u 1 . The generalized BFOS algorithm prunes o branches of a tree T in order of increasing to nd its optimal pruned subtrees. It is proved in [2] that the optimal subtrees are nested. Henceforth, we will assume that u 1 and u 2 are respectively the average rate and distortion of a nite collection of vector quantizers.
Bit Allocation for Classied Vector Quantization
Assume that we have a classied vector quantizer (VQ) with M classes [4] . The motivation of classied VQ is to code inputs with codebooks specically designed for the type of input for better overall performance. The classication can be performed using such methods as decision trees, edge detection, or VQ, and side information is used to specify the class. If the overall code has a xed rate, then each codebook contains the same number of codewords. The natural way to design a variable rate code is simply to vary the sizes of the codebooks by allocating diering numbers of bits to them. The generalized BFOS algorithm determines the optimal codebook sizes by allocating a maximum number of bits to each class, and then deallocating or \pruning" bits optimally. For simplicity, here we allocate only integral numbers of bits, but the algorithm can be easily extended to non-integral bit rates.
Let this maximum number of bits be q, meaning at most 2 q codewords are in any class codebook. The training sequence is partitioned by the classier into M subsequences which are used to design a size 2 q full search codebook (other types of codebooks could be used) for each class. The splitting method of the generalized Lloyd algorithm [5] produces a sequence of full search codebooks of sizes 2 0 ; 2 1 ; : : : ; 2 q01 as the size 2 q codebook is designed. From this, the quantizer function for each class for rates 0; 1;::: ; q bits per vector is determined.
If class i has a convex QF, then
: : where d i (j) is the average distortion and r i (j) is the average rate with j bits allocated to class i. As the rate increases, the magnitude of the slope of the QF decreases. If all QFs are convex, then the algorithm is very simple and involves deallocating (or allocating) only one bit at a time. Because the slope is the lowest at the highest rate, the minimum magnitude slope is due to deallocating the highest rate bit alone. If more than one bit were deallocated, the corresponding slope would be higher. A case where all class QFs are guaranteed to be convex is if each class has a set of codebooks that is a sequence of optimally pruned tree-structured vector quantizers [2] . In this case, non-integral numbers of bits would be deallocated at a time.
The bit allocation scheme can be modeled as an (M;1) tree in which the root has 0 0 0 9 @ @ @ R P P P P P P q Figure 1 : (M;1) tree model for optimal bit allocation M children (one for each class) and the subtree rooted at each child is unary and represents the linearly linked list of class codebooks of sizes 2 0 ; 2 1 ; : : : ; 2 q [2] . The average rate of the code is a monotonically increasing tree functional and the average distortion is a monotonically decreasing tree functional. See Figure 1 for a diagram of the tree model. Here, the depth in the tree represents one more than the number of bits allocated to the class, and the number of squares in the block represents the number of codewords in the codebook. In this case, M = 4 and q = 4. Here, a bit allocation b is an M -tuple of nonnegative integers which determines the rate and distortion, R(b) and D(b), of the code. Let B be the set of all possible bit allocations. The operational distortion-rate function can be expressed aŝ
It species the minimum average distortion for a desired rate, R d , under the condition that the quantizer is based on an allowable bit allocation.
Let j i bits be allocated to class i for i = 1; 2;::: ; M in a given bit allocation so that class i measures an average distortion d i (j i ). Let p i be the probability that class i is selected by the classier. We can express the overall average distortion and rate, D Assume that we get the next bit allocation by pruning bits from class 1 alone. Let 1 and j 1 bits allocated to class 1. Thus, the only necessary calculation for each class is to determine the slopes by subtracting the distortion at each rate from the distortion at a rate one bit higher. Within a class, the slopes are necessarily ordered. The ordered lists of slopes for each class are merged and the bits are pruned o in the order of increasing slope magnitude in the merged list.
To run the complete algorithm, the codebooks are pruned back until no bits remain. One could of course stop if a desired average rate or distortion is reached. The sequence of pruned class codebooks is \nested" as are the tree-structured vector quantizers in [2] . This is similar to an observation by Shoham and Gersho that as increases, the bits allocated to one particular codebook are strictly nonincreasing [6] .
Bit Allocation Algorithm (With Convexity Assumption)
We here state the bit allocation algorithm given the convexity assumption. A sequence of optimal bit allocations is produced with monotonically decreasing bit rates. The key to the algorithm is that in Step 2, all of the slope calculations are performed ahead of time. We use modied notation from Westerink, Biemond, and Boekee [1] and from Gersho and Gray [7] . Here, our S(1; 1), which is the of the pruning algorithm, is the reciprocal of their s(1; 1). S i (j;j 0 1) is just the magnitude of the slope of the QF of class i between rates j 0 1 and j bits. Let B i be the number of bits allocated to class i. Again, there are M classes and a maximum of q bits can be assigned to each class. In the algorithm, the lower convex hull of the operational distortion-rate function is traced out as bits are deallocated. Given the assumption that the class QFs are all convex, we could equivalently allocate bits rather than deallocate them. In this case, we start with no bits allocated and modify Step 3 of the algorithm to search for the highest S i (B i ; B i + 1). This would nd the optimal bit allocations in order of increasing rate.
Complexity
The complexity of the algorithm with the convexity assumption can be measured as follows. First, qM slope calculations are performed in Step 2. A slope calculation is simply one subtraction. Next, there are M ordered lists of q numbers to merge. This can be done with at most qM log 2 M comparisons, by repeatedly merging two lists at a time [8] .
Removing the Convexity Assumption
If any class QF is not convex, the generalized BFOS algorithm can still be used for bit allocation, but with some modication and additional complexity. We must eectively nd the convex hull of the nonconvex QFs by calculating the slopes due to deallocating more than one bit at a time. If such a slope is lower than one due to deallocating the highest rate bit alone, then that number of bits is deallocated. We could equivalently allocate bits here rather than deallocate them.
We here state the algorithm without the convexity assumption. Let B i be the number of bits allocated to class i.
1. For i = 1;2;: : : ; M, set B i = q. This is the initial bit allocation. The complexity here can be measured as follows. In the worst case, n would always be 1 in Step 3 for every class. This would involve M q X k=1 k = M q(q + 1) 2 slope calculations. A slope calculation consists of one subtraction and one division. The nonconvex case then requires q+1 2 times as many slope calculations as the convex case and each slope calculation involves an additional division. In the worst case,
Step 3 would also require a series of q; q 01; : : : ; 2-way comparisons to nd the n that minimizes S(1; 1); no comparisons would be necessary here for the convex case. The worst case complexity for Step 4 would be the same as for the convex case.
Shoham and Gersho's algorithm describes how to quickly nd one particular bit allocation for a target rate. This depends on guessing a value of that corresponds to a rate close to the desired rate. With a good initial guess, the bit allocation can be found fast. If the initial value of is not close to the target rate, then the number of necessary comparisons may be signicant. With the generalized BFOS algorithm with the convexity assumption, for at most qM subtractions and qM log 2 M comparisons, we get all the extreme points on the convex hull of the operational distortion-rate curve. (Without the convexity assumption, the complexity is increased as described above). This makes the algorithm particularly well-suited to buer control problems since the encoder can switch conveniently between higher and lower rate optimal codes. In addition, our development is conceptually simple and shows that optimal bit allocation can be treated as a special case of the generalized BFOS algorithm.
Conclusions
We have analyzed a bit allocation algorithm using the generalized BFOS algorithm [2] . It involves assigning a maximum number of bits to each source and then deallocating the bits in order of increasing magnitude slope of change in distortion to change in rate. The algorithm is easy to understand and has low complexity, particularly when all class quantizer functions are convex. Better performance is expected if no maximum limit is placed on the number of bits that can be allocated to each source [9] .
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