We investigate two-parameter quantum groups corresponding to the general linear and special linear Lie algebras gl n and sl n . We show that these quantum groups can be realized as Drinfel'd doubles of certain Hopf subalgebras with respect to Hopf pairings. Using the Hopf pairing, we construct a corresponding R-matrix. The quantum groups have a natural n-dimensional module V . The R-matrix enables us to prove an analogue of Schur-Weyl duality in this setting: the centralizer algebra of the quantum group action on the k-fold tensor power of V is a two-parameter Hecke algebra when n ≥ k.
Introduction
In this work we investigate two two-parameter quantum groups U = U r,s (gl n ) and U = U r,s (sl n ) corresponding to the Lie algebras gl n and sl n . Our Hopf algebra U is isomorphic as an algebra to Takeuchi's U r,s −1 (see [T] ), but as a Hopf algebra, it has the opposite coproduct. (A different presentation of U r,s −1 was obtained by Kulish [K, Jin] .) As an algebra, U has generators e j , f j , (1 ≤ j < n), and a ±1 i , b ±1 i (1 ≤ i ≤ n), and defining relations given in (R1)-(R7) below. The elements e j , f j , ω ±1 j , (ω ′ j ) ±1 (1 ≤ j < n), where ω j = a j b j+1 and ω ′ j = a j+1 b j , generate the subalgebra U = U r,s (sl n ).
We show that both U and U may be realized as Drinfel'd doubles of certain Hopf subalgebras with respect to suitable Hopf pairings. For U , these Hopf subalgebras are B and ( B ′ ) coop :
B is generated by e j , ω ±1 j (1 ≤ j < n) and a ±1 n ; B ′ is generated by f j , (ω ′ j ) ±1 (1 ≤ j < n) and b ±1 n ; and ( B ′ ) coop is the Hopf algebra B ′ with the opposite comultiplication. The Hopf algebra U is the Drinfel'd double of its Hopf subalgebras B and (B ′ ) coop : B is generated by e j and ω ±1 j (1 ≤ j < n); and B ′ is generated by f j and (ω ′ j ) ±1 (1 ≤ j ≤ n). Using the Hopf pairing, we construct an R-matrix for U (which also works for U ). In particular, for any two finite-dimensional U -modules M and M ′ having weights in the weight lattice of gl n , there is an isomorphism R M ′ ,M : M ′ ⊗ M → M ⊗ M ′ arising from the R-matrix. Moreover, the R-matrix satisfies the Yang-Baxter equation and the hexagon identities. (Jing' s work [Jin] , which treats the special case of gl 2 , adopts exactly the opposite approach to the one of this paper − it derives an analogue of the algebra U from a given solution R of the Yang-Baxter equation.)
There is a natural n-dimensional module V for U defined in Section 3. On tensor powers V ⊗k of V , the transformations R i = Id ⊗(i−1) ⊗R V,V ⊗Id ⊗(k−i−1) (1 ≤ i < k) commute with the action of U . They generate a subalgebra of End U (V ⊗k ) which is isomorphic to a quotient of the two-parameter Hecke algebra H k (r, s) which we introduce in the final section. When n ≥ k, we have a two-parameter analogue of Schur-Weyl duality: the algebra End U (V ⊗k ) is isomorphic to H k (r, s).
Our motivation to study these two-parameter quantum groups came from our work [BW] on down-up algebras. Down-up algebras were introduced in [BR] as a generalization of the algebra generated by the down and up operators on posets. They are unital associative algebras A(α, β, γ) over a field K having generators d, u which satisfy the defining relations
where α, β, γ are fixed but arbitrary scalars in K. If γ = 0, then the down-up algebra A(α, β, γ) is isomorphic to A(α, β, 1). Thus, there are basically two different cases: γ = 0 and γ = 1. Examples of down-up algebras include the universal enveloping algebras of sl 2 , of the Heisenberg Lie algebra, and of the Lie superalgebra osp(1, 2), which are A(2, −1, 1), A(2, −1, 0), and A(0, −1, 1), respectively, and many of Witten's deformations of U (sl 2 ) (see [B] ). Down-up algebras exhibit many striking features including a Poincaré-Birkhoff-Witt type basis and a well-behaved representation theory ( [BL, Sec. 4] , [BR] , [CM] , [Jor] , [KMP] , [KK1] , [KK2] , [Ku] ). They are Noetherian domains whenever β = 0.
Essential to the structure of A(α, β, γ) are the roots of the equation
Thus, α = r + s and β = −rs. When rs = 0 and γ = 0, the down-up algebra A(α, β, 0) = A(r + s, −rs, 0) can be extended by automorphisms to give a Hopf algebra B(r + s, −rs, 0) (see [BW] ). This Hopf algebra is isomorphic to the subalgebra B of U r,s (sl 3 ) when r and s are not roots of unity and to a quotient of B when they are. It seemed natural to expect that there is a Drinfel'd double (quantum double) of B, which yields a quantum group that depends on the two parameters r and s. In fact, that quantum group is U r,s (sl 3 ). That result is a very special case of our theorem showing that U and U are Drinfel'd doubles.
Throughout we will be working over a field K, which is required to be algebraically closed from Section 3 to the end of the paper. §1. Preliminaries Assume Φ is a finite root system of type A n−1 with Π a base of simple roots. We regard Φ as a subset of a Euclidean space E = R n with an inner product , . We let ǫ 1 , . . . , ǫ n denote an orthonormal basis of E, and suppose Π = {α j = ǫ j − ǫ j+1 | j = 1, . . . , n − 1} and Φ = {ǫ i − ǫ j | 1 ≤ i = j ≤ n}.
Fix nonzero elements r, s in a field K. Here we assume r = s.
Let U = U r,s (gl n ) be the unital associative algebra over K generated by elements e j , f j , (1 ≤ j < n), and a ±1 i , b ±1 i (1 ≤ i ≤ n), which satisfy the following relations.
(R1) The a ±1 i , b ±1 j all commute with one another and a i a −1
The relations in (R6) are just the two defining relations of the down-up algebra A(r + s, −rs, 0), while those in (R7) are the defining relations of A(r −1 + s −1 , −r −1 s −1 , 0). These two down-up algebras in fact are isomorphic via the map that takes d to u ′ and u to d ′ (assuming d ′ , u ′ are the generators of the latter) (see [BR] ).
We will be interested in the subalgebra U = U r,s (sl n ) of U = U r,s (gl n ) generated by the elements e j , f j , ω j , and
These elements satisfy (R5)-(R7) along with the following relations:
j all commute with one another and ω i ω −1
When r = q and s = q −1 , the algebra U r,s (gl n ) modulo the ideal generated by the elements b i − a −1 i , 1 ≤ i ≤ n, is just the quantum general linear group U q (gl n ), and U r,s (sl n ) modulo the ideal generated by the elements ω ′ j − ω −1 j , 1 ≤ j < n, is U q (sl n ).
Let Q = ZΦ denote the root lattice and set
The following lemma is straightforward to check.
The algebras U and U are Hopf algebras, where the a ±1 i , b ±1 i are grouplike elements, and the remaining coproducts are given by
This forces the counit and antipode maps to be given by
A Hopf pairing of two Hopf algebras H and H ′ is a bilinear form on H ′ × H satisfying the following properties (see [Jo, 3.2 .1]): 
If ω ′ i is replaced by (ω ′ i ) −1 in the second or third line of (2.3), we replace the image under the bilinear form by its inverse, and similarly for ω j and ω −1 j , a n and a −1 n , b n and b −1 n . On all other pairs of generators the form is 0. In the second line of (2.3) we have applied the identity
which is quite useful in subsequent calculations.
The pairings in (2.3) may be extended to a bilinear form on B ′ × B by requiring that (2.1)(i)-(iii) hold. We need only verify that the relations in B and B ′ are preserved, ensuring that the bilinear form is well-defined. It will then be a Hopf pairing by definition. Restricting the form to B ′ × B gives the desired Hopf pairing of B and B ′ .
It is straightforward to check that the bilinear form preserves all the relations among the ω ±1 i , a ±1 n in B and the (ω ′ j ) ±1 , b ±1 n in B ′ . We will verify that the form on B ′ × B preserves one of the remaining relations in B, and leave the other verifications to the reader. For each i, 1 ≤ i < n, consider (X, e 2 i e i+1 − (r + s)e i e i+1 e i + rse i+1 e 2 i ),
where X is any word in the generators of B ′ . By definition, this is equal to
In order for any one of these terms to be nonzero, X must involve exactly two f i factors, one f i+1 factor, and arbitrarily many (ω ′ j ) ±1 and b ±1 n factors (1 ≤ j < n). First assume that X = f 2 i f i+1 . Then ∆ 2 (X) is equal to
The relevant terms of ∆ 2 (X) are
i , then similar calculations show that (2.5) is equal to 0. Finally if X is any word involving exactly two f i factors, one f i+1 factor, and arbitrarily many factors of (ω ′ j ) ±1 (1 ≤ j < n) and b ±1 n , then (2.5) will just be a scalar multiple of one of the quantities we have already calculated, and therefore will equal 0. (For example, if X = f 2 i ω ′ j f i+1 , then (2.5) will be (ω ′ j , ω i+1 ) times the corresponding quantity for X = f 2 i f i+1 .) Analogous calculations show that the relations in B ′ are preserved.
As there is a Hopf pairing between B and B ′ , there is a skew-Hopf pairing between B and ( B ′ ) coop , where the latter is B ′ as an algebra, but with the opposite coproduct. Therefore, we may form the Drinfel'd double D( B, ( B ′ ) coop ) as in [Jo, 3.2] . This is a Hopf algebra whose underlying coalgebra is B ⊗ ( B ′ ) coop (that is, B ⊗ ( B ′ ) coop as a vector space with the tensor product coalgebra structure). The algebra structure is given as follows: B and B ′ are identified as algebras with B ⊗ 1 and 1 
Proof. We will prove the first statement, and the second will follow by restricting to fewer generators. We will denote the image e i ⊗ 1 of e i in D( B, ( B ′ ) coop ) byě i , and similarly for ω i , a n ,
First notice that by definition, ϕ preserves the coalgebra structures, the relations in B, and the relations in B ′ . Next we will verify that the mixed relations in
To calculatef jěi , we use
Applying ϕ gives the desired relation in U . We leave verification of the remaining relations to the reader. As U is generated by
, a n and b n , the map ϕ is surjective, and there is an obvious inverse map. §3. Weight modules Let Λ = Zǫ 1 ⊕ · · · ⊕ Zǫ n , which is the weight lattice of gl n . Corresponding to any λ ∈ Λ is an algebra homomorphismλ :
The restrictionλ :
Let M be a module for U = U r,s (gl n ) of dimension d < ∞. If K is algebraically closed (which will be our assumption throughout the remainder of this work), then
where each χ : U 0 → K is an algebra homomorphism, and M χ is the generalized eigenspace given by
When M χ = 0 we say that χ is a weight and M χ is the corresponding weight space.
(If M decomposes into genuine eigenspaces relative to U 0 (resp. U 0 ), then we say that U 0 (resp. U 0 ) acts semisimply on M .)
From relations (R2) and (R3) we deduce that
) k e j m = 0, and similarly for b i and for f j . This can be used to show that when M is simple, the sum of the eigenspaces is a submodule of M , which by simplicity must be M itself. Thus, in (3.3), we may replace the power d by 1 whenever M is simple, and U 0 must act semisimply in this case. We also can see that for each simple M there is a homomorphism χ so that all the weights of M are of the form χ ·ζ, where ζ ∈ Q.
We would like to argue that when rs −1 is not a root of unity, the elements e j and f j act nilpotently on any finite-dimensional module. For this we require the following result.
Proof. We will prove that whenζ =η as homomorphisms on the subalgebra U 0 generated by the ω i , ω ′ i , then ζ = η, so the result holds for U as well as for U . We may assume ζ = n−1 i=1 ζ i α i and η = n−1 i=1 η i α i . The condition thatζ =η gives the equationsζ
Combining these we have
for i = 1, . . . , n − 2. Since we are assuming that rs −1 is not a root of unity, not both r and s are roots of unity, so from these relations we see that
We claim that the solution to the system of equations given by (3.10) satisfies
This is true for µ 3 as µ 0 = 0. Moreover, µ 4 = µ 3 + µ 2 − µ 1 = 2µ 2 . An easy induction proves the rest. Now µ n = 0, and using that fact in (3.10) we have
If n = 2m for some m, then (3.11) and (3.12) give µ 2 = 0. From (3.6), we have (rs −1 ) µ 1 = 1, and because rs −1 is not a root of unity, this says µ 1 = 0. The relations in (3.11) then show µ i = ζ i − η i = 0 for all i. Hence ζ = η when n is even. Now if instead n = 2m + 1, then (3.11) and (3.12) show that µ 1 = −mµ 2 . The equations in (3.6) and (3.7) imply
and hence that (rs) µ 2 = 1. Then from (3.13) we see that s (2m+1)µ 2 = 1 = r (2m+1)µ 2 .
As not both r and s are roots of unity, µ 2 = 0. From this, the desired conclusion ζ = η follows.
Proof. Because M is a direct sum of its weight spaces, it suffices to argue that e i and f i act nilpotently on each M χ . As the weights kα i for k = 1, 2, . . . are distinct by Proposition 3.5, and e k i M χ ⊆ M χ·( kα i ) , it must be that some power of e i maps M χ to 0. A similar argument applies to show that f i is nilpotent also.
When rs −1 is not a root of unity, by Proposition 3.5 a finite-dimensional simple module M is a highest weight module. Thus, there is some weight vector v 0 ∈ M ψ such that e j M ψ = 0 for all j and M = U v 0 . It follows from the defining relations that U has a triangular decomposition:
The natural representation for U r,s (gl n ) and U r,s (sl n ).
Consider an
We define an action of the generators of U = U r,s (gl n ) by specifying their matrices relative to this basis:
It follows that ω j = a j b j+1 = rE j,j + sE j+1,j+1 + k =j,j+1 E k,k and ω ′ j = a j+1 b j = sE j,j + rE j+1,j+1 + k =j,j+1 E k,k . Now to verify that this extends to an action of U , (hence of U = U r,s (sl n )), we need to check that the relations hold. We present a few illustrative examples.
This can be seen to equal
, which confirms that a i e j = r ǫ i ,α j e j a i holds. For (R4), note that
We leave the remainder to the reader.
It follows from the fact that
the natural analogue of the n-dimensional representation of gl n and sl n , and it is a simple module for both U and U .
Highest weight modules for U = U r,s (sl 2 ).
Next we consider the special case of the algebra U = U r,s (sl 2 ). For simplicity we drop the subscripts and write simply e, f, ω, ω ′ . Any homomorphism φ : U 0 → K is determined by its values on ω and ω ′ . By abuse of notation we will write φ = φ(ω) and φ ′ = φ(ω ′ ).
Corresponding to each such φ we define an infinite-dimensional highest weight module V (φ) for U with basis v j (0 ≤ j < ∞) such that the U -action is given by:
implies rs −1 is a root of unity, or φ ′ = φr −ℓ s ℓ . Assuming that rs −1 is not a root of unity and φ ′ = φr −ℓ s ℓ , we see that the elements v i , i ≥ ℓ + 1, span a maximal submodule M (φ). The quotient is an (ℓ + 1)-dimensional simple module L(φ), which we can suppose is spanned by v 0 , v 1 , . . . , v ℓ and has U -action given by
When rs −1 is not a root of unity, a finite-dimensional simple module must be a highest weight module, and so must be a quotient of some V (φ) with φ ′ = φr −ℓ s ℓ for some ℓ. Thus, it is isomorphic to some L(φ). To summarize our discussion we have the following.
. . , v ℓ and having U -action given by (3.17) . Any (ℓ + 1)-dimensional simple U -module is isomorphic to some such L(φ).
Shifts by one-dimensional modules.
Suppose now we have a one-dimensional module L for U = U r,s (gl n ). If rs −1 is not a root of unity, we have seen that e i , f i (1 ≤ i < n) must act nilpotently on any finite-dimensional U -module, and therefore they act as multiplication by 0 on L. Thus L is determined by an algebra homomorphism χ : U 0 → K, and we denote such a one-dimensional U -module by L χ . Relation (R4) yields
Any algebra homomorphism χ satisfying this equation gives a one-dimensional Umodule L χ . Often we will write
Proposition 3.20. Assume rs −1 is not a root of unity and
is a finite-dimensional simple module for U = U r,s (gl n ) with highest weight ψ. Then there exists a homomorphism χ : U 0 → K such that (3.19) holds and an element λ ∈ Λ so that ψ = χ ·λ. Thus, the weights of M belong to χ ·Λ.
Proof.
is viewed as a module for the copy U i of U r,s (sl 2 ) generated by e i , f i , ω i , ω ′ i , it has a composition series whose factors are simple U i -modules as described by Proposition 3.18. As the highest weight vector of M gives a highest weight vector of some composition factor, there is a weight φ i of U i and a nonnegative integer ℓ i so that ψ(ω
Set ℓ n = 0 and define λ i = ℓ i + · · · + ℓ n for i = 1, . . . , n.
Then it follows that
for i = 1, . . . , n − 1, and ψ = χ ·λ as desired. K) . A simple submodule S of M has weights in ψ ·Λ. By replacing ψ with the homomorphism χ for S given by Proposition 3.20, we may assume that for any indecomposable module M , there is a χ satisfying (3.19) so that M = λ∈Λ M χ·λ .
Lemma 3.22. Let χ : U 0 → K be an algebra homomorphism with χ(ω i ) = χ(ω ′ i ) (1 ≤ i < n). Let M be a finite-dimensional U -module whose weights are all in χ ·Λ. If U 0 acts semisimply on M , then
and extend it to an algebra homomorphism. It is straightforward to check that the defining relations are satisfied; in particular (R4) requires our assumption that χ(ω i ) = χ(ω ′ i ). Let N be the U -module M with the new U -module structure induced by this automorphism of U : a · m = g(a)m for a ∈ U and m ∈ M .
Fix a basis element v of L χ , and define a map h :
Similarly h commutes with the actions of f i (1 ≤ i < n) and a i , b i (1 ≤ i ≤ n). Clearly h is a bijection, and so it is an isomorphism of U -modules.
When all the weights of a module N are of the formλ, where λ ∈ Λ, then for brevity we say that N has weights in Λ. Rather than writing Nλ for the weight space, we simplify the notation by writing N λ . Note then (3.4) can be written as e j N λ ⊆ N λ+α j and f j N λ ⊆ N λ−α j . Any simple U -module having one weight in Λ has all its weights in Λ. §4. R-matrix For any two finite-dimensional modules M and M ′ of U = U r,s (gl n ) whose weights are in Λ and upon which U 0 acts semisimply, we construct a U -module isomorphism
by the method Jantzen [Ja, Chap. 7] used for the quantum groups U q (g). We then show that M ′ ⊗ M ∼ = M ⊗ M ′ for any two finite dimensional U -modules M, M ′ on which U 0 acts semisimply. These isomorphisms work equally well for U -modules.
The map R M ′ ,M is the composite of three linear transformations P , f , Θ, which we now describe:
where the map f : Λ × Λ → K # is defined as follows. Suppose that α n = ǫ n so that α i + α i+1 + · · · + α n = ǫ i for i = 1, . . . , n. Let Λ = Zα 1 ⊕ · · · ⊕ Zα n = Zǫ 1 ⊕ · · · ⊕ Zǫ n , (the weight lattice of gl n ). If λ = n i=1 λ i α i is in the weight lattice Λ, we define
The values of this bilinear form are given by (2.1) and (2.3). It may be checked that for all λ, µ, ν ∈ Λ and 1 ≤ i, j < n, the following hold:
We will need to compute f (ǫ i , ǫ j ) = f (α i + · · · + α n , α j + · · · + α n ).
Supposing first that 1 ≤ i, j < n, by (4.3) we have
(ω i , a n ) −1 · · · (ω n−1 , a n ) −1 (b n , a n ) −1 = r and f (ǫ n , ǫ n ) = (b n , a n ) = 1.
As a result, the following holds:
Lemma 4.4. For all 1 ≤ i, j ≤ n, we have
(iii) Now we turn our attention to the construction of our final mapping. Observe it is a consequence of (R2) and (R3) that the subalgebra U + of U (or of U = U r,s (sl n )) generated by 1 and e i (1 ≤ i < n) has the following decomposition
The weight space U + ζ is spanned by all the monomials e i 1 · · · e i ℓ such that α i 1 + · · · + α i ℓ = ζ.
Similarly, the subalgebra U − generated by 1 and the f i 's has a decomposition U − = ζ∈Q + U − −ζ , and the spaces U + ζ and U − −ζ are nondegenerately paired.
Since ∆(e i ) = e i ⊗ 1 + ω i ⊗ e i , we have
for all x ∈ U + ζ . (In writing this, we are using the standard partial order on
where in each case "the rest" refers to terms involving products of more than one e j in the second factor (respectively, in the first factor). (Compare the expressions in Lemma 5.2 below.)
Lemma 4.6. (Compare [Ja, Lemma 6.14, 6.17] .) For all x ∈ U + ζ , x ′ ∈ U + ζ ′ , and y ∈ U − , the following hold:
Proof. The proofs of (i) and (ii) amount to equating the expressions for ∆(xx ′ ) = ∆(x)∆(x ′ ). We demonstrate the second:
(using Lemma 1.3). Equating terms gives (ii). Now for (iii) we argue as follows using the second equation of (4.5):
). Let's begin the proof of (v) by observing that it is true if x = 1 ∈ U + 0 since p i (1) = p ′ i (1) = 0 for all i. The relation in (v) also holds for x = e j , because ∆(e j ) = e j ⊗ 1 + w j ⊗ e j implies that p i (e j ) = δ i,j = p ′ i (e j ). We suppose the result is true for x ∈ U + ζ and x ′ ∈ U + ζ ′ and prove it for xx ′ ∈ U + ζ+ζ ′ . Now
Assuming for y ∈ U − −ζ that p i (y) and p ′ i (y) are defined by (4.7)
the same type of arguments produce this analogue of Lemma 4.6:
Lemma 4.8. For all y ∈ U − −ζ , y ′ ∈ U − −ζ ′ , and x ∈ U + , the following hold: 
Proof. The first two are easy to check. We demonstrate (iv) and leave (iii) as an exercise. The calculation below will use (iii)-(v) of Lemma 4.6 and (4.9).
(
Consequently, (iv) holds.
We now define
(which we can think of as living in the completion of U + ⊗ U + where infinite sums are allowed). For fixed U -modules M and M ′ having weights in Λ, we may apply Θ and obtain a well-defined linear transformation
as the sets of weights of M and M ′ are finite, and there are only finitely many ζ ∈ Q + that are differences of weights of M . Note that Θ ζ :
for all λ, µ ∈ Λ, and ζ ∈ Q + .
We can choose bases of weight vectors for both M and M ′ and their tensor products as a basis for M ⊗ M ′ . Then ordering this basis appropriately shows that each Θ ζ with ζ > 0 has a strictly upper triangular matrix. Because Θ 0 = 1 ⊗ 1 acts as the identity transformation on M ⊗ M ′ , Θ M,M ′ is an invertible transformation.
Theorem 4.11. Let M and M ′ be finite-dimensional modules for U = U r,s (gl n ) with weights in Λ = Zǫ 1 ⊕ · · · ⊕ Zǫ n such that U 0 acts semisimply on M and M ′ . Then the map
Proof. Since each of the maps is invertible, once we show that Θ• f •P is a U -module homomorphism, we will be done. The proof amounts to verifying that
holds for all a ∈ U , m ∈ M λ and m ′ ∈ M ′ µ . Because ∆ is an algebra homomorphism, it suffices to check (4.12) on the generators e i , f i , a i , b i . We will present the computation just for a = e i . In this case, the right side of (4.12) becomes
Now let's compute the left side using (iii) of Lemma 4.10:
This expression can be seen to equal the previous one by (4.3). (Note in this computation we have made liberal use of the fact that ζ Θ ζ = ζ Θ ζ−α i because of our convention that Θ η = 0 whenever η ∈ Q + .)
Next we will show that the tensor product of any two finite-dimensional Umodules, on which U 0 acts semisimply, is commutative (up to module isomorphism). We first prove this in the case that one of the modules is a one-dimensional module L χ , as defined in Section 3.
Lemma 4.13. Let M be a finite-dimensional U -module with weights in Λ, and let L χ be a one-dimensional U -module. Then
where χ i = χ(ω i ) (1 ≤ i < n) and χ n = χ(a n ). Clearly g is bijective, and we will check that g is a U -homomorphism:
On the other hand, as e i m ∈ M λ+α i , we have
Similarly, g commutes with f i . As the action by a i , b i preserves the weight spaces, g commutes with a i , b i (1 ≤ i ≤ n) as well. Therefore g is an isomorphism of U -modules. Proof. As the tensor product distributes over direct sums, we may assume that M and M ′ are indecomposable. Therefore the weights of M are all in χ ·Λ for some algebra homomorphism χ :
By Lemma 3.22, M ∼ = L χ ⊗ N for some module N with weights in Λ. Similarly, M ′ ∼ = L χ ′ ⊗ N ′ for some χ ′ . By Theorem 4.11 and Lemma 4.13 we now have
Yang-Baxter equation and hexagon identities
For any pair M , M ′ of finite-dimensional U -modules with weights in Λ, we let
We will show first that these maps satisfy the Yang-Baxter equation. That is, given three finite-dimensional U -modules M ,
This abbreviated notation is standard, for example R 12 is an application of R M,M ′ to the first two of three factors and the identity map on the third factor.
We will need the following inner product relation. If x ∈ U + γ , y ∈ U − −γ , and ζ, η ∈ Q, then (5.1) (yω ′ ζ , xω η ) = (y, x)(ω ′ ζ , ω η ).
To derive this, we apply (4.5) and (4.7), keeping in mind that we need to take the opposite coproduct in the first position (equivalently, reverse the order of the factors in the second position):
Then for all k, ℓ, and ν, we see from (5.1) that
which proves (i). The argument for (ii) is similar.
defining the other expressions in a like manner, we have the following identities for operators on
Then by Lemma 5.2(i) and (4.9), the left side of (i) applied to m ⊗ m ′ ⊗ m ′′ is
On the other hand,
Changing variables in the first expression above to η = γ − ζ, and noticing that ω ζ .m = f (−ζ, λ)m, we obtain the second expression, proving (i). Identity (ii) results from a simple calculation using (4.3).
We are now ready to verify the Yang-Baxter equation.
Theorem 5.4. (Compare [Ja, §7.6] 
• P σ for all permutations σ, and that the f ij commute with one another. Applying Lemma 5.3 and Theorem 4.11, we have
Next we will verify the hexagon identities. For this we require two additional lemmas regarding operators on M ⊗ M ′ ⊗ M ′′ .
Proof. By the definition of Θ γ , Lemma 5.2(ii), and (4.9), we have
The second identity may be checked in just the same way.
The second identity can be shown using ω ′ η m ′ = f (µ, η)m ′ .
We continue with our assumption that M, M ′ , and M ′′ are U -modules on which U 0 acts semisimply. To verify the hexagon identities, let f ′ denote the transforma- [Ja, Thm. 3.18] , the hexagon identities are equiv-
Theorem 5.7. The hexagon identities hold, that is,
By Lemma 5.5, the right side of (i) applied to m ⊗ m ′ ⊗ m ′′ gives
On the other hand, by Lemma 5.6, the left side of (i) can be seen to equal
Then because f (ν, λ + µ) = f (ν, λ)f (ν, µ), a change of variables shows that this is equal to the right side of (i). The proof of (ii) is similar. §6. Tensor powers of V
In this section we consider tensor powers
Then it is a consequence of the Yang-Baxter equation in Theorem 5.4, that the braid relations
We would like to argue that (6.2)
for all i = 1, . . . , k − 1. For this it suffices to work with the 2-fold tensor product V ⊗ V . Proposition 6.3. Whenever s = −r, the module V ⊗ V decomposes into two simple submodules, S 2 r,s (V ) (the (r, s)-symmetric tensors) and ∧ 2 r,s (V ) (the (r, s)antisymmetric tensors). These modules are defined as follows:
Proof. The following computations show that S 2 r,s (V ) and Λ 2 r,s (V ) are submodules:
Note that each weight space of S 2 r,s (V ) is one-dimensional and spanned by one of the weight vectors listed in (i). Therefore any submodule of S 2 r,s (V ) must contain one of these vectors. The above computations show that any of these vectors generates all of S 2 r,s (V ) in case s = −r. In particular, v 1 ⊗ v 1 is a highest weight vector, and it is easy to see that given any other vector in (i), there is an element
The s = −r case is "nongeneric" and in this exceptional case, V ⊗ V need not be completely reducible. For example, when n = 2 what happens is that v 1 ⊗ v 2 − rv 2 ⊗ v 1 spans a one-dimensional module (as it does for n = 2 generic) that is not complemented in V ⊗ V . Modulo that submodule, v 1 ⊗ v 1 spans a onedimensional module. Modulo the resulting 2-dimensional module, v 1 ⊗ v 2 + rv 2 ⊗ v 1 and v 2 ⊗ v 2 span a two-dimensional module.
Proposition 6.4. The minimum polynomial of
. By Proposition 6.3, S 2 r,s (V ) and Λ 2 r,s (V ) are simple, and in fact those are the highest weight vectors. In particular, each is a cyclic module generated by its highest weight vector. As Ra(v 1 ⊗ v 1 ) = aR(v 1 ⊗ v 1 ) = a(v 1 ⊗ v 1 ) for all a ∈ U , this implies that S 2 r,s (V ) is in the eigenspace corresponding to eigenvalue 1. Analogously, ∧ 2 r,s (V ) corresponds to the eigenvalue −rs −1 , and since V ⊗ V is the direct sum of those submodules, we have the desired result.
It follows from Proposition 6.4 that R acts as
Indeed, (6.5) is a linear operator that acts on S 2 r,s (V ) as multiplication by 1, and on Λ 2 r,s (V ) as multiplication by −rs −1 . By Proposition 6.4, R has the same properties, and so R is equal to this sum on V ⊗ V . §7. A two-parameter Hecke algebra Assume r, s ∈ K. Let H k (r, s) be the unital associative algebra over K with generators T i , 1 ≤ i < k, subject to the relations:
When r = 0, the elements t i = r −1 T i satisfy the braid relations (H1), (H2), along with the relation (H3')
where q = r −1 s. The Hecke algebra H k (q) (of type A k−1 ) is generated by elements t i , 1 ≤ i < k, which satisfy (H1), (H2), (H3)'. It has dimension k! and is semisimple whenever q is not a root of unity. At q = 1, the Hecke algebra H k (q) is isomorphic to KS k , the group algebra of the symmetric group S k , where we may identify t i with the transposition (i i + 1).
The two-parameter Hecke algebra H k (r, s) defined above is isomorphic to H k (r −1 s) whenever r = 0. Thus, it is semisimple whenever r −1 s is not a root of unity. For any w ∈ S k , we may define T w = T i 1 · · · T i ℓ where w = t i 1 . . . t i ℓ is a reduced expression for w as a product of transpositions. It follows from (H1) and (H2) that T w is independent of the reduced expression and these elements give a basis.
The results of Section 6 show that the U -module V ⊗k affords a representation of the Hecke algebra H k (r, s):
When k = 2 and r −1 s is not a root of unity (in particular, s = −r), this map is an isomorphism. Indeed, V ⊗2 = S 2 r,s (V ) ⊕ ∧ 2 r,s (V ) is a decomposition of V ⊗2 into simple U -modules. The maps p 1 = (sR 1 + r)/(s + r) and p 2 = (s − sR 1 )/(s + r), (R 1 = R V,V ), are the projections onto the simple summands. Thus, the map H k (r, s) → End U (V ⊗k ) is an isomorphism for k = 2. More generally, we will show next that the map in (7.1) is an isomorphism whenever r −1 s is not a root of unity and n ≥ k. This is the two-parameter version of the well-known result of Jimbo [Ji] that H k (q) ∼ = End U q (gl n ) (V ⊗k ) and is the analogue of classical Schur-Weyl duality, KS k ∼ = End gl n (V ⊗k ) for n ≥ k. Our proof is similar to a proof of classical Schur-Weyl duality due to the first author which can be found in [H] and requires first showing the following.
Lemma 7.2. If n ≥ k and V is the natural representation of U , then V ⊗k is a cyclic U -module generated by v 1 ⊗ · · · ⊗ v k .
Proof. Let v = v 1 ⊗ · · · ⊗ v k . We begin by showing that if σ ∈ S k , then v σ(1) ⊗ · · · ⊗ v σ(k) ∈ U .v. Suppose we have an arbitrary permutation of the factors of v, v i 1 ⊗ · · · v i k , and for some ℓ < ℓ ′ , we have i ℓ ′ = i ℓ + 1. Set j = i ℓ . Because of the formulas ∆ k−1 (e j ) = e j ⊗ 1 · · · ⊗ 1 + ω j ⊗ e j ⊗ 1 ⊗ · · · ⊗ 1 + ω j ⊗ · · · ⊗ ω j ⊗ e j
Similarly, there are nonzero scalars d and d ′ such that (de j f j +d ′ )(v i 1 ⊗· · · ⊗v i ℓ ′ ⊗· · · ⊗v i ℓ ⊗· · · ⊗v i k ) = v i 1 ⊗· · · ⊗v i ℓ ⊗· · ·⊗v i ℓ ′ ⊗· · · ⊗v i k .
As the transpositions (j j + 1) generate S k , v σ(1) ⊗ · · · ⊗ v σ(k) ∈ U .v for all σ ∈ S k .
Next we will use induction on k to establish the following. For any k elements i 1 , . . . , i k ∈ {1, . . . , n} satisfying i 1 ≤ i 2 ≤ · · · ≤ i k , there is a u ∈ U such that u.v = v i 1 ⊗ · · · ⊗ v i k and u does not contain any terms with factors of e m , e m+1 , . . . , e n−1 , f m+1 , f m+2 , . . . , f n−2 , or f n−1 where m = max{i k , k}. If k = 1, we may apply f m−1 · · · f 1 to v = v 1 to obtain v m for any m ∈ {1, . . . , n}. If k > 1, let ℓ be such that i ℓ < i k , i ℓ+1 = i ℓ+2 = · · · = i k . (If no such ℓ exists, set ℓ = 0 and apply u ′ from (7.4) below to v 1 ⊗ · · · v k to obtain v i 1 ⊗ · · · v i k .) By induction, there is an element u ∈ U such that
where u has no terms with factors of e m ′ , e m ′ +1 , . . . , e n−1 , f m ′ +1 , . . . , f n−1 (m ′ = max{i ℓ , ℓ}). Suppose initially that i ℓ ≤ ℓ. Then m ′ = ℓ, and so u.(v 1 ⊗ · · · ⊗ v k ) is a nonzero scalar multiple of (v i 1 ⊗ · · · ⊗ v i ℓ ) ⊗ (v ℓ+1 ⊗ · · · ⊗ v k ). Now apply (7.4) u ′ = (f i k −1 f i k −2 · · · f ℓ+1 ) · · · (f i k −1 f i k −2 )(f i k −1 )(e i k e i k +1 · · · e k−1 ) · · · (e i k e i k +1 )(e i k ) to obtain a nonzero scalar multiple of v i 1 ⊗ · · · ⊗ v i k , as desired. (Note that we did not use any factors of e m , e m+1 , . . . , e n−1 , f m+1 , . . . , f n−1 (m = max{i k , k}), as (7.4) contains no factors of e j (1 ≤ j < n) if i k ≥ k.)
If on the other hand, i ℓ > ℓ (so that m ′ = i ℓ and i k > ℓ + 1), first apply u ′ from (7.4) to v 1 ⊗ · · · ⊗ v k to obtain a nonzero scalar multiple of (v 1 ⊗ · · · ⊗ v ℓ ) ⊗ (v i k ⊗ · · · ⊗ v i k ), and then apply u from (7.3) to obtain a nonzero scalar multiple of v i 1 ⊗ · · · ⊗ v i k , as desired.
Finally, if i 1 , . . . , i k ∈ {1, . . . , n} are any k elements (not necessarily in nondecreasing numerical order), let σ ∈ S k be a permutation such that i σ(1) ≤ i σ(2) ≤ · · · ≤ i σ(k) .
By the first paragraph of the proof, there is an element of U taking v to v σ −1 (1) ⊗ · · · ⊗ v σ −1 (k) . Now we may apply u from (7.3) and u ′ from (7.4) in the appropriate order (as above) to v σ −1 (1) ⊗ · · · ⊗ v σ −1 (k) to obtain a nonzero scalar multiple of v i 1 ⊗ · · · ⊗ v i k .
This result enables us to give a two-parameter analogue of Schur-Weyl duality in the high rank case.
Theorem 7.5. If r −1 s is not a root of unity and n ≥ k, then H k (r, s) is isomorphic to End U (V ⊗k ).
Proof. Let F ∈ End U (V ⊗k ), and v = v 1 ⊗ · · · ⊗ v k . As F commutes with the action of U , F (v) must have the same weight as v, that is, ǫ 1 + · · · + ǫ k . The only vectors of V ⊗k with this weight are the linear combinations of the permutations of v 1 ⊗ · · · ⊗ v k , that is
for some scalars c σ ∈ K. Given σ ∈ S k , we will show that there is an element R σ in the image of H k (r, s) in End U (V ⊗k ) such that R σ (v) = v σ(1) ⊗ · · · ⊗ v σ(k) .
Write σ = t j 1 · · · t j m , a product of transpositions t j = (j j + 1). In a tensor product v i 1 ⊗ · · · ⊗ v i k , if i j < i j+1 , then by (6.5),
Therefore in the product σ = t j 1 · · · t j m , the factor t j ℓ will be represented by either R t j ℓ = r −1 R j ℓ or R t j ℓ = sR j ℓ + (r − s)Id, depending on the numerical order of the appropriate indices i j ℓ and i j ℓ +1 . We set R σ = R t i m • · · · • R t i 1 . Now let F 0 = F − σ∈S k c σ R σ ∈ End U (V ⊗k ), and note that F 0 (v) = 0. As F 0 commutes with the action of U , we have F 0 ( U .v) = U .F 0 (v) = 0. By Lemma 7.2, U .v = V ⊗k . Therefore F 0 is the 0-map, which implies F = σ∈S k c σ R σ is in the image of H k (r, s).
It remains to prove that H k (r, s) injects into End U (V ⊗k ). Because H k (r, s) is isomorphic to H k (r −1 s), it has dimension k!. As we have seen that H k (r, s) surjects onto End U (V ⊗k ), it suffices to prove that the dimension of End U (V ⊗k ) is also k!.
By our previous arguments, End U (V ⊗k ) is the K-linear span of {R σ | σ ∈ S k }. Now suppose that σ∈S k c σ R σ = 0 for some scalars c σ ∈ K. Then in particular,
The vectors {v σ(1) ⊗ · · · ⊗ v σ(k) | σ ∈ S k } are linearly independent, so c σ = 0 for all σ ∈ S k . This implies that {R σ | σ ∈ S k } is a basis for the vector space End U (V ⊗k ). By Theorem 7.5, if r −1 s is not a root of unity and n ≥ k, End U (V ⊗k ) is a semisimple algebra, as H k (r, s) is semisimple. It follows that V ⊗k is completely reducible in this case.
