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Large Carnivore Recolonization Reshapes Population and Community Dynamics in the Rocky
Mountains: Implications for Harvest Management
Co-Chairperson: Angela D. Luis
Co-Chairperson: Mark Hebblewhite
ABSTRACT
Large carnivores are re-colonizing their historical range globally, following decades of
systematic eradication. The subsequent expansion of large carnivore populations is creating
complex predator-prey interactions by trophically upgrading previously simpler food webs.
Overlap between large carnivore and human range expansion is increasing human-carnivore
conflicts, with many calling for large carnivore management to mitigate predation on harvested
ungulates. However, the complexity of food web interactions in trophically upgraded systems
coupled with independent management strategies for each species makes it difficult to determine
what are optimal management strategies in these systems. These issues are further complicated
by expectations of harvested ungulate densities based on historical baselines. By ignoring these
issues, agencies could be sub-optimally preserving and managing wildlife populations.
In this dissertation, I used theoretical modelling and real-world data to evaluate the
effects of large carnivore recolonization on population and community dynamics and the efficacy
of predator management in the Rocky Mountains. I found that large carnivores and ungulates are
capable of nonlinear, complex dynamics and that carnivores can shift prey populations between
alternative stable states through predation. I then used a global meta-analysis of predator control
experiments and found that predator management had positive, yet uncertain effects on ungulate
populations. Following the evidence of complex dynamics in predator-prey systems, I developed
an integrated community model (ICM), a Bayesian hierarchical model that integrates multiple
data sources for multiple species to expand inference to the community-level. I used these ICMs
to explore the effects of harvest management in trophically upgraded systems in Idaho. I found
that predators can hold prey to lower, stabler populations and that predator harvest could reverse
these stabilizing effects. I then used ICMs to explore optimal management, finding that
managing for high ungulate populations in these systems could necessitate either long-term
predator management and significantly reduced ungulate harvest.
In summary, my findings suggest that large carnivore recolonization will reshape
predator-prey communities in the Rocky Mountains, and that conflict may increase due to the
difficulty of managing for elevated ungulate populations. I suggest that further research into
predator-prey management as a socio-ecological, not just biological problem, may help resolve
increasing conflict in the Rockies and elsewhere.

iii

ACKNOWLEDGEMENTS
I am very thankful for the funding and support provided by the National Science Foundation’s
Graduate Research Fellowship Program (No. 366280) and the Idaho Department of Fish and
Game. I would like to thank and acknowledge IDFG, all of those involved with the “Ecology of
Everything” project, and specifically thank David Ausband, Jodi Berg, Mike Elmer, Jon Horne,
Mark Hurley, Josh Nowak, Shane Roberts, and all others at IDFG who answered questions and
provided me with help. I recognize that this project would not exist without the countless
biologists, managers, technicians, and volunteers who helped collect data in Idaho for about the
past thirty years. I believe that ground-breaking wildlife biology cannot be done without these
long-term research initiatives, and it is genuinely exciting to be part of that work with IDFG.
I deeply thank my co-advisors, Angie Luis and Mark Hebblewhite, for taking a chance on
a student who was abroad in Scotland with very little experience in wildlife biology. They
encouraged a breadth of knowledge in this field, and for that I am grateful.
I also thank my committee, Paul Lukacs, Jon Horne, John Maron, and Josh Nowak for
the especially collaborative effort. At times when I was seemingly lost in data collection,
analyses, etc., they helped point me in the right direction.
The Hebblewhite and Luis labs made the jump to Montana easy. Hans Martin, Eric Palm,
Libby Ehlers, Matt Metz, Brenna Cassidy, and Andreas Eleftheriou allowed me to bother them
and bounce ideas off them constantly, and my dissertation would be nowhere near where it is
without their thoughts, input, and suggestions. The Wildlife Biology Program at the University
of Montana was also incredibly supportive during these times.
Personally, I’d like to thank my mom, Arlene, and my sister, Alyssa for giving me the
balance and support to navigate the rough waters of going to graduate school and pursuing my
doctorate. I also want to thank my partner, Kyra, and our dog, Nighthawk for the love,
encouragement, and adventures during my research.
This dissertation is dedicated to my father, Harry C. Clark, who taught me a deep
appreciation for the outdoors, wildlife, and science.
A note on authorship
Throughout the body of the dissertation, I use the pronoun “we” in recognition and appreciation
of the contributions of my collaborators and coauthors.

iv

TABLE OF CONTENTS
ABSTRACT .................................................................................................................................. iii
ACKNOWLEDGEMENTS ........................................................................................................ iv
LIST OF TABLES ...................................................................................................................... vii
LIST OF FIGURES ................................................................................................................... viii
DISSERTATION OVERVIEW AND INTRODUCTION .........................................................1
LITERATURE CITED ................................................................................................................7
CHAPTER 1. NONLINEAR POPULATION DYNAMICS ARE UBIQUITOUS IN
ANIMALS .....................................................................................................................................13
ABSTRACT ...............................................................................................................................13
INTRODUCTION ......................................................................................................................14
METHODS.................................................................................................................................18
RESULTS AND DISCUSSION ................................................................................................24
LITERATURE CITED ..............................................................................................................29
TABLES .....................................................................................................................................35
FIGURES ...................................................................................................................................36
CHAPTER 2. STOCHASTIC PREDATION EXPOSES PREY TO PREDATOR PITS
AND LOCAL EXTINCTION .....................................................................................................39
ABSTRACT ...............................................................................................................................39
INTRODUCTION ......................................................................................................................40
METHODS.................................................................................................................................44
RESULTS...................................................................................................................................49
DISCUSSION ............................................................................................................................51
LITERATURE CITED ..............................................................................................................55
TABLES .....................................................................................................................................61
FIGURES ...................................................................................................................................63
CHAPTER 3. PREDATOR CONTROL MAY NOT INCREASE UNGULATE
POPULATIONS IN THE FUTURE: A FORMAL META-ANALYSIS ................................68
ABSTRACT ...............................................................................................................................68
INTRODUCTION ......................................................................................................................70
METHODS.................................................................................................................................72
RESULTS...................................................................................................................................79
DISCUSSION ............................................................................................................................83
LITERATURE CITED ..............................................................................................................91
TABLES ...................................................................................................................................100
FIGURES .................................................................................................................................102
CHAPTER 4. INTEGRATED COMMUNITY MODELS: A MODELLING
FRAMEWORK OF DEMOGRAPHY-BASED COMMUNITY INTERACTIONS FOR
THE MANAGEMENT OF WILDLIFE ..................................................................................106
ABSTRACT .............................................................................................................................106
INTRODUCTION ....................................................................................................................108
METHODS...............................................................................................................................110
v

RESULTS.................................................................................................................................123
DISCUSSION ..........................................................................................................................125
LITERATURE CITED ............................................................................................................129
TABLES ...................................................................................................................................138
FIGURES .................................................................................................................................140
CHAPTER 5. PREDATOR HARVEST DRIVES INSTABILITY CASCADES IN A
LARGE MAMMAL FOOD WEB ............................................................................................147
ABSTRACT .............................................................................................................................147
INTRODUCTION ....................................................................................................................148
METHODS...............................................................................................................................151
RESULTS.................................................................................................................................155
DISCUSSION ..........................................................................................................................156
LITERATURE CITED ............................................................................................................158
FIGURES .................................................................................................................................168
MANAGEMENT IMPLICATIONS OF INTEGRATED COMMUNITY MODELS:
APPLICATION TO WILDLIFE MANAGEMENT IN IDAHO ..........................................172
INTRODUCTION ....................................................................................................................172
METHODS...............................................................................................................................175
RESULTS.................................................................................................................................185
DISCUSSION ..........................................................................................................................187
LITERATURE CITED ............................................................................................................188
TABLES ...................................................................................................................................195
FIGURES .................................................................................................................................197
SUPPLEMENTARY MATERIALS ........................................................................................212
CHAPTER 1 SUPPLEMENTARY MATERIALS ..................................................................212
CHAPTER 2 SUPPLEMENTARY MATERIALS ..................................................................227
CHAPTER 3 SUPPLEMENTARY MATERIALS ..................................................................231
CHAPTER 4 SUPPLEMENTARY MATERIALS ..................................................................235
CHAPTER 5 SUPPLEMENTARY MATERIALS ..................................................................253

vi

LIST OF TABLES
Table 1-1. Proportion of animal time-series with predictable forecasts as time-steps in the future
increase. Time-series were categorized as “predictable” if the Pearson product moment of the
leave-one-out cross validation was statistically significant (P ≤ 0.05).
Table 2-1. Parameter values for deterministic and stochastic models (Eq. 3 and 8, respectively)
for the wolf-elk system.
Table 2-2. Bifurcation analysis for Eq. 8 at t = 500 over 1,000 simulations. Parameter values
were varied from -30% to +30% and changes in dynamical predictions were recorded. “High
Eq.” shows that one stable equilibrium near K is found; “Low Eq.” shows that one stable
equilibrium near or at 0 is found; and “Predator Pit” shows two stable equilibria separated by one
unstable equilibrium are found in the corresponding parameter space.
Table 3-1. Final ecological model parameters for the effect size of predator removal experiments
to increase ungulate demography. Model selection was run using non-imputed data. Final model
was chosen by ranking ΔAIC. Coefficients and SEs are shown in log-odds ratios.
Table 3-2. Final experimental model parameters for the effect size of predator removal
experiments to increase ungulate demography. Model selection was run using non-imputed data.
Final model was chosen by ranking ΔAIC. Coefficients and SEs are shown in log-odds ratios.
Table 4-1. Layout of goals and procedures of ICM simulations. The general structure of ICM
validation explains how ICMs are created and tested. Simulation A simulates species dynamics
to investigate how various scenarios of monitoring difficulties change ICMs ability to accurately
estimate parameter values. Simulation B simulates species dynamics to determine if ICMs can
identify existing species interactions.
Table 6-1. Priors and sources for parameters in the Sawtooth ICM.
Table 6-2. Interaction parameter estimates (means and 95% CIs) for the Sawtooth ICM. Alpha
represents intraspecific competition on prey, beta - interspecific competition on prey, gamma predation on juvenile prey, delta - predation on adult prey, epsilon - predators’ response to prey,
zeta - interspecific competition on predators, eta - NDVI on prey, and theta - snow on prey.

vii

LIST OF FIGURES
Figure 1-1. Animal time-series with linear or nonlinear population dynamics. a, Animal timeseries arranged by taxonomic class. b, Animal time-series arranged by taxonomic order, where
sample size ≥ 5. Only predictable time-series were used. Bolded numbers show sample size.
Figure 1-2. Dimensionality in animal time-series by taxonomic class. Higher values of
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Figure 1-3. Forecast skill (ρ) of animal time-series by taxonomic class. ρ is the Pearson product
moment of the leave-one-out cross validation of a time-series using the S-map procedure. Timeseries were categorized as predictable if the Pearson product moment was statistically significant
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Figure 2-1. Two conceptual models of prey population regulation. The black lines represent
growth rate of prey per density without predation and the red lines represent growth rate of prey
per density with predation. When the growth curves cross the dashed black line (growth rate of
zero), an equilibrium condition is possible (dashed circles). Arrows pointed towards the circle
represent a stable equilibrium, whereas arrows pointed away from the circle represent an
unstable equilibrium. a shows that predation can reduce the stable equilibrium to a lower density
at K1. b shows that predation can reduce the local minima in a below the growth rate of zero,
resulting in a “predator pit”, where an unstable equilibrium, KU, is separated by high and low
density stable equilibria, K2 and K3, respectively. If prey density can increase past KU,
populations will grow to the higher density stable equilibrium, K3. Stochasticity may allow the
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Figure 2-2. Growth rate, μt, per density for a, high carrying capacity (K = 20) b, low carrying
capacity (K = 5) deterministic models of wolf (Canis lupus) predation on elk (Cervus
canadensis), and c, bifurcation analysis in deterministic predator-prey models. Parameter values
in (c) were obtained from 10,000 random draws of uniform distributions from -30 to +30% of
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equilibrium near K where the growth rate curves cross the dashed black line (growth rate of
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Figure 2-3. Population growth under predation stochasticity with high (K = 20) and low carrying
capacity (K = 5). a and b represent 1,000 simulations of population growth (Eq. 8) with high
predation stochasticity (τ2 = 1.75) under high (a) and low (b) carrying capacity. c and d show
frequency plots of the stationary distribution of densities a and b at t = 500. Dashed lines
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represent carrying capacity. e and f show a heatmap of the change in the distribution of prey
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stable equilibrium near K is found; “Low” shows that one stable equilibrium near or at 0 is
found; and “Pred-Pit” shows two stable equilibria separated by one unstable equilibrium are
found in the corresponding parameter space. Stationary distributions were recorded at at t = 500.
Figure 3-1. Effect size of predator removal experiments by ungulate response variable measured.
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experiments which measured abundance, density, or population growth rate. Dashed blue line
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Figure 3-2. Variance in the effect size of predator removal experiments by ungulate response
variable measured. Variance in effect size was measured using the coefficient of variation ratio,
calculated as the natural log of the coefficient of variation of the experimental group over the
coefficient of variation of the control group. Variance in effect size > 0 indicates that predator
removal increases the variance in ungulate prey responses, < 0 indicates a reduction in variance,
and ≈ 0 indicates a negligible effect on variance. “Abundance” represents experiments which
measured abundance, density, or population growth rate. Dashed blue line represents the overall
mean of the variance of the effect size of predator removal experiments in our meta-analysis.
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score. Effect size was calculated as the log-response ratio of the experimental over control group.
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indicating very high rigor. Dashed blue line represents the overall mean of the effect size of
predator removal experiments in our meta-analysis.
Figure 3-4. Funnel plot for the effect size of predator removal experiments on ungulate
demography to test publication bias. Effect size was calculated as the log-response ratio of the
experimental over control group. Yellow dots represent individual observations in experiments.
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Figure 4-1. Integrated community models as shown by life cycle graphs. A) A single-species,
stage-structured population model of a prey species (V) consisting of adults and juveniles, where
adults reproduce every year to produce juveniles, juveniles survive to become adults, and adults
survive to stay adults. B) A predator-prey matrix model, where a predator species (P) with the
same life cycle as A consumes juvenile prey. C) In an integrated community model, other
species and stages can be incorporated which interact with other species parameters. Red bold
lines show transitions between stages, dashed lines show intra-/inter-specific interactions in
which the parameter (point of arrow) is affected by the species’ density (origin of arrow).
Figure 4-2. Community structure for simulation-based tests of integrated community models
(ICMs). A) The model structure is generally representing apparent competition between one
large predator (P) and two large prey (V1 and V2), pictorially represented above with wolf (Canis
lupus) predation on primary prey, moose (Alces alces) and secondary prey, caribou (Rangifer
tarandus). Predation mediates indirect competition between the primary prey and secondary
prey, known as apparent competition. α1 and α3 represent intra-specific density-dependence
(competition), α4 and α6 represent inter-specific density-dependence (predation) between P and
V1, and α2 and α5 represent inter-specific density-dependence (predation) between P and V2. B)
Model structure without predation on the primary prey (V1), representing a simple predator-prey
interaction. C) Model structure without predation on either prey (V1 and V2), representing no
inter-specific interactions within the community.
Figure 4-3. Simulation-based testing of integrated community model’s (ICM) ability to
accurately estimate parameter values with increasing observation error. The variance of predator
counts and the variances of the predator’s rates were simultaneously varied by [.001, .01, .1, 1,
10, 100, 100] and [.001, .01, .1, .2, .33, .5, 1]. The precision of the parameter estimate is
quantified by the 95% confidence interval over 100 simulations (thin orange bar). The 50%
confidence interval is represented by the wider orange bar. The orange dot represents the mean
parameter estimate over 100 simulations. The bias of the parameter estimate is quantified by the
mean parameter estimates’ distance to the true simulated parameter (blue dashed line). Parameter
names represent (from left top row to right top row): predator reproduction, predator juvenile
survival, predator adult female survival, and predator adult male survival. Parameter names of
bottom row represent interactions found in Fig. 4-2.
Figure 4-4. Simulation-based testing of integrated community model’s (ICM) ability to correctly
predict community structure with increasing observation error. The variance of predator counts
and the variances of the predator’s rates were simultaneously varied by [.01, .1, 1, 10, 100] and
[.0001, .001, .01, .1, .2]. A) Proportion of correct assignment of community structure with
increasing observation error. “App Comp” represents the % of simulations in which the apparent
competition model fit data generated from the apparent competition scenario the best, as
determined by DIC. “Pred-Prey” and “No Int” represent the % of simulations in which the
respective models fit their data the best. Dashed line represents whether ICM’s ability to predict
community structure is better than chance. In some cases, model selection via information
criterion performed poorly; for models that were incorrectly assigned, we examined estimated
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parameter values. B) Averaged proportion of parameter estimates that do not exist in the datagenerating simulations (i.e., simulations had parameters = 0) that were near zero (defined as <0.1
or >-0.1). This indicates that although model selection by information criterion did not eliminate
these parameters, their parameter values are close enough to 0 to not be a significant driver of
model dynamics. Proportions were averaged across the data-generating model, see Fig. S5 for
non-averaged proportions. “No Int” represent averaged proportions for parameters estimated by
models using data generated by the no interaction simulation (i.e., predation on primary prey
does not exist in no interactions model). “Pred-Prey” represents the same but for data generated
by the predator-prey simulation. There were no parameter estimates for data generated by the
apparent competition simulation as there were no parameters estimated that did not exist (i.e., all
interactions parameters were available). See Fig. 4-2 for names of parameter estimates.
Figure 4-5. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of our apparent competition model.
Figure 4-6. Community structure for empirical-based tests of integrated community models
(ICMs) in the Sawtooth Mountains, Idaho, U.S.A. The bottom row (from left to right) represents
elk (Cervus canadensis) and mule deer (Odocoileus hemionus). The top row (from left to right)
represents mountain lions (Puma concolor), wolves (Canis lupus), and black bears (Ursus
americanus). Lines represent interaction parameter estimates between species, in some cases
averaged across stage/sex classes when appropriate. Lines show interactions where parameter
estimates were >0.1. Black line shading is as follows: parameter estimates = 0.1-0.25 are 75%
transparent; 0.25-0.5 are 50%; 0.5-0.75 are 25%; and >0.75 are 0% transparent. Full parameter
results are given in Fig S4-12 and Table S4-3.
Figure 5-1. Numerical simulations of food web structure and predator harvest. (a) Simple
predator-prey interaction illustrating oscillatory dynamics and (b) increasing conversion
efficiency decreases the stability of the prey population, illustrating the principle of energy flux.
(c and d) Harvest of the predator in (a) increases the stability of the prey. (e) Addition of a
second, weakly interacting predator siphons energy from the strong predator-prey interaction in
(a) and stabilizes the oscillatory dynamics, leading to stabilized prey populations in (f), until the
second predator’s attack rate increases enough to become a destabilizing predator-prey
interaction. (g and h) Harvest of the weakly interacting predator decreases the stability of the
prey. CV stands for coefficient of variation, a measurement of population stability. Red dots in
(b, d, f, and h) represent parameter values for simulations in (a, c, e, and g).
Figure 5-2. The effect of harvest and food web structure on prey stability. (a) An example
simulation of mountain lion and mule deer dynamics in the South Hills region with 0% harvest.
(b) An example simulation like (a) but with 50% harvest. (c) The coefficient of variation (CV) of
mule deer population dynamics with varying lion harvest. (d) An example simulation of elk and
mule deer dynamics (with wolves, mountain lions, and black bears as predators in the Middle
Fork region with 0% predator harvest. (e) An example simulation like (d) but with 50% harvest.
(f) The CV of mule deer population dynamics with varying predator harvest.
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Figure 5-3. (a) The influence of individual harvest on bears, mountain lions, and wolves on mule
deer coefficient of variation (CV) in the Sawtooth region. (b) A boxplot showing the range of
mule deer CV to individual harvest at 50% harvest.
Figure 5-4. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mule deer (a) and elk (b) CV in the Sawtooth region. “Gamma” parameters are the
response of juvenile prey survival to predator abundance. “Delta” parameters are the response of
adult prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. “Effort” parameters are the response to predator harvest. The graph shows
the largest 10 in magnitude out of 43 parameters tested.
Figure 6-1. Elk and mule deer stage and sex-structure in the ICM. Circles represent the stages of
6-18 month-old fawns/calves, and 18+-month-old female and male adults. Squares show data
sources and how they are integrated into the ICM.
Figure 6-2. Community structure for empirical-based tests of integrated community models
(ICMs) in the Sawtooth Mountains, Idaho, U.S.A. The bottom row (from left to right) represents
elk (Cervus canadensis) and mule deer (Odocoileus hemionus). The top row (from left to right)
represents mountain lions (Puma concolor), wolves (Canis lupus), and black bears (Ursus
americanus). Lines represent interaction parameter estimates between species, in some cases
averaged across stage/sex classes when appropriate. Lines show interactions where parameter
estimates were >0.1. Black line shading is as follows: parameter estimates = 0.1-0.25 are 75%
transparent; 0.25-0.5 are 50%; 0.5-0.75 are 25%; and >0.75 are 0% transparent.
Figure 6-3. Examples of functional relationships for species interactions. A) The effect of wolf
abundance on elk cow survival, with an estimated mean slope coefficient of -1.501. B) The effect
of mountain lion abundance on mule deer cow survival, with an estimated mean slope coefficient
of –0.954. C) Generalized relationships between survival rates and species abundances for a
range of slope coefficients, to allow comparisons between estimated interaction coefficients (See
Table 2). For estimation, abundances were standardized by the mean and standard deviation.
Mean wolf abundance is 55; standard deviation is 30. Mean lion abundance is 110; standard
deviation is 45.
Figure 6-4. Simulations of the length and strength of wolf control pulses on elk populations over
time. The z-axis (color code) shows the relative % elk gained vs. doing no wolf control. The topleft graph shows the average elk populations during wolf control, and the rest of the graphs show
average elk populations following wolf control.
Figure 6-5. Simulations of the length and strength of wolf control pulses on mule deer
populations over time. The z-axis (color code) shows the relative % mule deer gained vs. doing
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no wolf control. The top-left graph shows the average mule deer populations during wolf control,
and the rest of the graphs show average mule deer populations following wolf control.
Figure 6-6. Simulations of the length and strength of wolf control pulses on black bear
populations over time. The z-axis (color code) shows the relative % black bears gained vs. doing
no wolf control. The top-left graph shows the average black bear populations during wolf
control, and the rest of the graphs show average black bear populations following wolf control.
Figure 6-7. Simulations of the length and strength of wolf control pulses on mountain lion
populations over time. The z-axis (color code) shows the relative % mountain lions gained vs.
doing no wolf control. The top-left graph shows the average mountain lion populations during
wolf control, and the rest of the graphs show average mountain lion populations following wolf
control.
Figure 6-8. Simulations of the length and strength of wolf control pulses on wolf populations
over time. The z-axis (color code) shows the relative % wolves gained vs. doing no wolf control.
The top-left graph shows the average wolf populations during wolf control, and the rest of the
graphs show average wolf populations following wolf control.
Figure 6-9. Optimal harvest to reach IDFG’s goals in the Sawtooth region, with ungulates split
up by sex. Means and 95% CIs of the harvest parameter value are shown with the orange dots
and lines. Dashed black lines represent the current harvest level in the Sawtooths for each
species.
Figure 6-10. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of wolf abundance in the Sawtooths region. “Epsilon” parameters are the response of
predator reproduction to prey abundance. “Zeta” parameters are the response of predator
reproduction to predator abundance. “Effort” parameters are the response to predator harvest.
The graph shows the largest 10 in magnitude out of 43 parameters tested.
Figure 6-11. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mountain lion abundance in the Sawtooths region. “Gamma” parameters are the
response of juvenile prey survival to predator abundance. “Delta” parameters are the response of
adult prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. “Effort” parameters are the response to predator harvest. The graph shows
the largest 10 in magnitude out of 43 parameters tested.
Figure 6-12. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of black bear abundance in the Sawtooths region. “Epsilon” parameters are the response
of predator reproduction to prey abundance. “Zeta” parameters are the response of predator
reproduction to predator abundance. “Effort” parameters are the response to predator harvest.
The graph shows the largest 10 in magnitude out of 43 parameters tested.
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Figure 6-13. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mule deer abundance in the Sawtooths region. “Gamma” parameters are the response
of juvenile prey survival to predator abundance. “Delta” parameters are the response of adult
prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. The graph shows the largest 10 in magnitude out of 43 parameters tested.
Figure 6-14. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of elk abundance in the Sawtooths region. “Beta” parameters are the response of prey
reproduction to prey abundance. “Gamma” parameters are the response of juvenile prey survival
to predator abundance. “Epsilon” parameters are the response of predator reproduction to prey
abundance. “Zeta” parameters are the response of predator reproduction to predator abundance.
“Theta” parameters are the response of prey survival to snow depth. The graph shows the largest
10 in magnitude out of 43 parameters tested.
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DISSERTATION OVERVIEW AND INTRODUCTION
For hundreds of millions of years, large carnivores and herbivores were a prominent feature of
our landscape. However, within 1000-2000 years in the late Pleistocene, ~80% of large
mammals went extinct in North America (Barnosky 2009). The Quaternary Megafauna
Extinction killed more than 178 of the world’s largest mammals globally, driven by the
expansion of humans as generalist super-predators encountering naïve prey – the “overkill
hypothesis” (Martin 2005). Since then, the threat of human-induced extinction has persisted as
we are in the early to middle stages of a sixth mass extinction, with mammal extinction rates ~8
times greater than the peak in the late Pleistocene (Barnosky et al. 2011; Waters et al. 2016).
This extinction event has also been characterized by the loss of apex predators (Estes et al.
2011). Globally, 59% of large carnivores are threatened with extinction (Ripple et al. 2016a).
The loss of carnivores has cascaded throughout food webs, known as “trophic downgrading”,
leading to a fundamental restructuring of mammal communities and ecosystems (Estes et al.
2011; Malhi et al. 2016; Smith et al. 2016). Human-induced extirpations of large carnivores also
have unanticipated impacts on processes as diverse as disease, wildfire, carbon cycling, and
socioeconomics (Pongsiri et al. 2009; Estes et al. 2011; Atwood et al. 2015; Gregr et al. 2020).
Despite these threats, in many parts of the world large carnivores have been recolonizing
their historical range (Mech 1995; Wikramanayake et al. 2011; Woodroffe 2011; Larue et al.
2012; Chapron et al. 2014), through passive recolonization and dispersal (e.g., Boyd et al. 1994)
or active rewilding efforts by humans (e.g., Smith et al. 2003). For example, voters in the state of
Colorado recently passed an initiative (CO Prop. 114) to reintroduce wolves to the western part
of the state (Ballotpedia 2020). The subsequent expansion of large carnivores is creating novel
and complex predator-prey interactions (Berger et al. 2001). For example, the recent recovery of
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wolves (Canis lupus), expansion of grizzly bears (Ursus arctos) populations, and expanding
range of mountain lions (Puma concolor) across the western U.S. will increase the number and
complexity of interactions between predator and prey species (e.g., Kunkel & Pletscher 1999).
One well-known example is trophic cascades and associated declines in herbivore abundance
(Ripple et al. 2016b), which can shift ecosystems to alternative stable states (Estes et al. 2011).
Predator-prey dynamics in complex food webs can also lead to indirect ecological interactions,
like apparent competition, where one prey species supports predator populations, thereby
reducing alternative prey populations (Holt 1977; DeCesare et al. 2010). Although predation and
competition have been long studied (Chase et al. 2002; Chesson & Kuang 2008), the relative
complexity of food webs (Estes et al. 2004) has limited empirical research on the implications of
“trophic upgrading”—the reintroduction of once extirpated predators— for prey populations,
communities, and ecosystems.
Due to large carnivore and human range expansion, human-carnivore conflicts have
increased (Treves & Karanth 2003), and there has been a resurgence of interest in the U.S. and
throughout the world by the public and state and local governments for large carnivore
management to mitigate predation on livestock and harvested ungulates (Liberg et al. 2012;
Hervieux et al. 2014; Kilgo et al. 2014; Bottollier-Depois 2019; Landers 2019). For example, the
Idaho Legislature have recently signed into law a measure that proposes removing up to 90% of
wolves in the state, in part to increase harvestable ungulate populations (Ridler 2021). However,
there are potentially several challenges to this approach. First, the potential complexity of food
web interactions in these systems suggests that removing predators may not simply increase
prey. Wildlife management agencies typically use independent management strategies for each
species. This makes it difficult to understand how to intervene or what effective management
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strategies are in these systems, given the complexity of food webs. For example, the recent
policy shift to manage wolves overlooks effects of other large carnivores, like mountain lions or
black bears (Eacker et al. 2016). Second, these issues are further complicated by the fact that our
expectations of ungulate densities and harvest are based on shifting historical baselines, which
may be unrealistic references for what a trophically upgraded system can support (Pauly 1995;
Dayton et al. 1998; Hebblewhite 2006). This makes it difficult to know what the goals of
management should or can realistically be. Despite the political sentiment in Idaho, for example,
to reduce wolf abundance and predation on ungulates, federal legislation ensures that large
carnivore recovery will be part of the landscape in many Western states, and so it remains to be
seen whether such drastic predator management can be realized (e.g., implementation uncertainty
of quotas; Bischof et al. 2012).
In this dissertation, I approached these issues from multiple scientific angles, using
theoretical modeling and real-world data to evaluate the effects of large carnivore recolonization
on population and community dynamics and the efficacy of predator management in these
systems in the Northern Rocky Mountains. I used a stepwise process, starting from simple
population dynamics to predator-prey dynamics to community dynamics, therefore allowing me
to fully incorporate the complexity of these multi-predator, multi-prey systems. In Chapter 1, I
used state-space modelling to quantify the nonlinearity and complexity of animal population
dynamics across 747 datasets of 232 species. I found that, following theoretical expectations
from simple models (May 1976), faster-reproducing species like insects had more nonlinear
dynamics than slower-reproducing species. More importantly, I found that large mammal
population dynamics (ungulates and carnivores) have the potential for complex, nonlinear
dynamics, indicating that the topology of single-species population dynamics may be convoluted
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even before other species are introduced. Scaling up to single predator-single prey systems, in
Chapter 2, I theoretically showed that predators are capable of moving prey population
dynamics between two alternative stable states through stochastic predation. This shows that
predators can hold prey in low-density equilibria (“the predator pit”) and suggests that habitat
management and predator management could move prey populations to a high-density
equilibrium while also maintaining predators at high densities. Following this, I explored the
efficacy of increasing ungulate prey populations through experimental predator management. In
Chapter 3, I conducted a global meta-analysis of 62 predator management and natural
experiments to find that predator management had positive, but uncertain effects on ungulate
demographic responses. The variable effectiveness of predator removal may be linked to
ungulates’ slow life history, high reproduction and compensatory immigration of carnivores, and
experimental bias in management studies.
Due to the evidence of complex dynamics in these systems, in Chapter 4, I developed an
integrated community model (ICM), a Bayesian hierarchical model with joint likelihoods to
integrate multiple data sources from multiple species, thereby expanding inference to the
community-level. I used ICMs on theoretical simulations and empirical data from the Sawtooth
region in Idaho to show that these models are capable of estimating interaction parameters
within/between species in a community. In Chapter 5, I then used ICMs to explore the effects of
harvest management on trophically downgraded/upgraded systems and their food web dynamics
in Idaho. I found that trophically downgraded systems had oscillatory prey dynamics that were
stabilized by predator harvest. Conversely, I found that trophically upgraded systems had
relatively stable prey dynamics that were destabilized by predator harvest, due to the stabilizing
effect of top-down regulation in these food webs. This implies that predator harvest may cause a
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tradeoff between prey abundance and stability in these prey populations. Subsequently, in the
Management Implications, I used the models in Chapters 4 and 5 to explore optimal predatorprey harvest management. I found that realistic, short-term wolf management scenarios have
short-term positive effects on ungulate populations as predator populations rebound quicky
thereafter, which may explain the wide variation found in response to predator management in
Chapter 3. Furthermore, optimal harvest in trophically upgraded systems where ungulate
abundance is far below historic levels may necessitate long-term, intensive predator management
and significantly reduced female ungulate harvest.
In summary, these results suggest that large carnivore recolonization will reshape
communities, and ungulate populations will likely decline to a lower density equilibrium in the
Rocky Mountains. Archaeological and historical evidence corroborates this, as elk in these
regions are found to be characterized by a low-density state prior to European expansion (Kay
1998; White et al. 1998). For example, Lewis and Clark’s expedition found little sign of elk and
mule deer in the Northern Rocky Mountains (Kay 2007; Peek et al. 2020). Furthermore,
experimental tests of elk herbivory indicate that lower herbivory increases plant primary
productivity and diversity, suggesting that many western rangeland systems may be adapted to
low to moderate large herbivore densities (Stewart et al. 2006, 2009). This evidence, coupled
with my findings in this dissertation, suggests that predators like wolves are keystone species
capable of moving communities between stable states, and that top-down regulation will
maintain ungulate populations at lower population states.
Given these results, recolonizing predator populations in the western U.S. will likely
increase human-carnivore conflict. This will create conflict as agencies may continue to
implement individual species management for high ungulate densities, even in areas with
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relatively low ecosystem productivity. This may be influenced by expectations of large ungulate
populations based on historical baselines of ecosystems in the early-late 20th century which had
little carnivore pressure due to extirpation, severe wildfires that promoted early seral forage, and
extensive agricultural forage (Peek et al. 2020). These management strategies conflict with
ecosystem-based management strategies based on large predator-prey interactions. Furthermore,
wildlife managers’ ability to mitigate ungulate declines could be limited by short-term returns in
ungulate populations and difficulty of long-term, large-scale predator management. For example,
Hayes et al. (2003) extensively removed wolf populations and found that two years after, wolves
were back to normal densities and ungulate vital rates returned to pre-removal levels. Therefore,
individual species management strategies may be unsuccessful in the long-term given the spatial
and temporal scales needed to obtain short-term increases in ungulate populations (Hebblewhite
2006).
Given the expectations of lower ungulate densities and difficulties of predator
management, a pertinent question is what can be done to reduce human-carnivore conflict? Large
predator-prey management in the western U.S. necessitates management of complex socioecological systems. The ultimate goal in these systems is to increase hunter or public success or
satisfaction, however most studies focus on ungulate vital rates or abundance as metrics of
success. Few studies incorporate sociological or economic data when evaluating management
strategies in these systems. For example, Hurley et al. (2011) found that the maximum effect,
minimum-cost scenario of coyote removal to increase mule deer populations would cost $17,127
per harvestable trophy deer over 10 years. I suggest that management of human-carnivore
conflict as a socio-economic problem instead of a biological problem may help resolve
increasing conflict. For example, hunter success is not necessarily correlated with ungulate
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abundance. The number of successful elk hunters in the Northern Rockies did not decline during
the time that wolf abundance increased the most (Hazen 2012), and white-tailed deer harvest in
the Eastern U.S. increased as relative coyote abundance increased since colonization (Bragina et
al. 2019). However, I do note that these correlations reflect regional, not local trends, which in
some cases can illustrate declines in ungulate harvest due to predators (Kilgo et al. 2019). Hunter
success is affected not only by abundance but also by ungulate behavior, hunter behavior, and
other socioeconomic factors (Bischof et al. 2012; Hazen 2012; Lebel et al. 2012; Dressel et al.
2018). In this case, ecosystem-based management strategies (National Research Council 2006)
coupled with socio-economic research may help to resolve conflict as large carnivores reshape
population and community dynamics in the Northern Rockies and elsewhere.

LITERATURE CITED
Atwood, T.B., Connolly, R.M., Ritchie, E.G., Lovelock, C.E., Heithaus, M.R., Hays, G.C., et al.
(2015). Predators help protect carbon stocks in blue carbon ecosystems. Nat. Clim. Chang.,
5, 1038–1045.
Ballotpedia. (2020). Colorado Proposition 114, Gray Wolf Reintroduction Initiative (2020).
Barnosky, A.D. (2009). Megafauna biomass tradeoff as a driver of quaternary and future
extinctions. Proc. Natl. Acad. Sci., 2, 227–242.
Barnosky, A.D., Matzke, N., tomiya, S., Wogan, G.O.U., Swartz, B., Quental, T.B., et al. (2011).
Has the Earth’s sixth mass extinction already arrived? Nature.
Berger, J., Swenson, J. & Persson, I.-L. (2001). Recolonizing Carnivores and Naive Prey:
Conservation Lessons from Pleistocene Extinctions. Science., 291, 1036–1039.
Bischof, R., Nilsen, E.B., Brøseth, H., Männil, P., Ozoliņš, J. & Linnell, J.D.C. (2012).

7

Implementation uncertainty when using recreational hunting to manage carnivores. J. Appl.
Ecol., 49, 824–832.
Bottollier-Depois, A. (2019). France to step up wolf culls as population surges. AFP.
Boyd, D.K., Ream, R.R., Pletscher, D.H. & Fairchild, M.W. (1994). Prey Taken by Colonizing
Wolves and Hunters in the Glacier National Park Area. J. Wildl. Manage., 58, 289–295.
Bragina, E., Kays, R., Hody, A., Moorman, C., DePerno, C. & Mills, L. (2019). Effects on
White-tailed Deer Following Eastern Coyote Colonization. J. Wildl. Manage., 83, 916–924.
Chapron, G., Kaczensky, P., Linnell, J.D.C., Arx, M. Von, Huber, D., Andrén, H., et al. (2014).
Recovery of large carnivores in Europe’s modern human-dominated landscapes. Science,
346.
Chase, J.M., Abrams, P.A., Grover, J.P., Diehl, S., Chesson, P., Holt, R.D., et al. (2002). The
interaction between predation and competition: A review and synthesis. Ecol. Lett., 5, 302–
315.
Chesson, P. & Kuang, J.J. (2008). The interaction between predation and competition. Nature,
456, 235–238.
Dayton, P.K., Tegner, M.J., Edwards, P.B. & Riser, K.L. (1998). Sliding Baselines, Ghosts, and
Reduced Expectations in Kelp Forest Communities. Ecol. Appl., 8, 309–322.
DeCesare, N.J., Hebblewhite, M., Robinson, H.S. & Musiani, M. (2010). Endangered,
apparently: The role of apparent competition in endangered species conservation. Anim.
Conserv., 13, 353–362.
Dressel, S., Ericsson, G. & Sandström, C. (2018). Mapping social-ecological systems to
understand the challenges underlying wildlife management. Environ. Sci. Policy, 84, 105–
112.

8

Eacker, D.R., Hebblewhite, M., Proffitt, K.M., Jimenez, B.S., Mitchell, M.S. & Robinson, H.S.
(2016). Annual elk calf survival in a multiple carnivore system. J. Wildl. Manage., 80,
1345–1359.
Estes, J.A., Danner, E.M., Doak, D.F., Konar, B., Springer, A.M., Steinberg, P.D., et al. (2004).
Complex Trophic Interactions in Kelp Forest Ecosystems. Bull. Mar. Sci., 74, 621–638.
Estes, J.A., Terborgh, J., Brashares, J.S., Power, M.E., Berger, J., Bond, W.J., et al. (2011).
Trophic Downgrading of Planet Earth. Science, 333.
Gregr, E.J., Christensen, V., Nichol, L., Martone, R.G., Markell, R., Watson, J., et al. (2020).
Cascading social-ecological costs and benefits triggered by a recovering keystone predator.
Science, 1247, 1243–1247.
Hayes, R.D., Farnell, R., Ward, R.M.P., Carey, J., Kuzyk, G.W., Baer, A.M., et al. (2003).
Experimental Reduction of Wolves in the Yukon: Ungulate Responses and Management
Implications. Wildl. Monogr., 67, 1–35.
Hazen, S. (2012). The Impact of Wolves on Elk Hunting in Montana. Montana State University.
Hebblewhite, M. (2006). Predator-prey management in the National Park context: lessons from
transboundary wolf, elk, moose and caribou systems. Trans. 72nd North Am. Wildl. Nat.
Resour. Conf., 348–365.
Hervieux, D., Hebblewhite, M., Stepnisky, D., Bacon, M. & Boutin, S. (2014). Managing wolves
(Canis lupus) to recover threatened woodland caribou (Rangifer tarandus caribou) in
Alberta. Can. J. Zool., 93, 245–247.
Holt, R. (1977). Predation, apparent competition, and the structure of prey communities. Theor.
Popul. Biol., 12.
Hurley, M.A., Unsworth, J.W., Zager, P., Hebblewhite, M., Garton, E.O., Montgomery, D.M., et

9

al. (2011). Demographic Response of Mule Deer to Experimental Reduction of Coyotes and
Mountain Lions in Southeastern Idaho. Wildl. Monogr., 178, 1–33.
Kay, C.E. (1998). Are ecosystems structured from the top-down or bottom-up: A new look at an
old debate. Wildl. Soc. Bull., 26, 484–498.
Kay, C.E. (2007). Were native people keystone predators? A continuous-time analysis of wildlife
observations made by Lewis and Clark in 1804-1806. Can. Field-Naturalist, 121, 1–16.
Kilgo, J.C., Cherry, M.J., Ditchkoff, S.S., Gulsby, W.D. & Miller, K. V. (2019). Coyotes and
White-Tailed Deer Populations in the East: A Comment on Bragina et al. (2019). J. Wildl.
Manage., 83, 1636–1640.
Kilgo, J.C., Vukovich, M., Scott Ray, H., Shaw, C.E. & Ruth, C. (2014). Coyote removal,
understory cover, and survival of white-tailed deer neonates. J. Wildl. Manage., 78, 1261–
1271.
Kunkel, K. & Pletscher, D.H. (1999). Species-specific population dynamics of cervids in a
multipredator ecosystem. J. Wildl. Manage., 54, 603–612.
Landers, R. (2019). Wolf trapping is a tool Idaho wildlife managers want to keep, but at what
price? The Spokesman-Review.
Larue, M.A., Nielsen, C.K., Dowling, M., Miller, K., Wilson, B., Shaw, H., et al. (2012).
Cougars are recolonizing the midwest: Analysis of cougar confirmations during 1990-2008.
J. Wildl. Manage., 76, 1364–1369.
Lebel, F., Dussault, C., Masse, A. & Cote, S. (2012). Influence of Habitat Features and Hunter
Behavior on White-Tailed Deer Harvest. J. Wildl. Manage., 76, 1431–1440.
Liberg, O., Chapron, G., Wabakken, P., Pedersen, H.C., Thompson Hobbs, N. & Sand, H.
(2012). Shoot, shovel and shut up: Cryptic poaching slows restoration of a large carnivore

10

in Europe. Proc. R. Soc. B Biol. Sci., 279, 910–915.
Malhi, Y., Doughty, C.E., Galetti, M., Smith, F.A., Svenning, J.C. & Terborgh, J.W. (2016).
Megafauna and ecosystem function from the Pleistocene to the Anthropocene. Proc. Natl.
Acad. Sci. U. S. A., 113, 838–846.
Martin, P.S. (2005). Twilight of the mammoths: ice age extinctions and the rewilding of
America. University of California Press, Berkeley, CA, USA.
May, R.M. (1976). Simple mathematical models with very complicated dynamics. Nature, 260,
643–645.
Mech, L.D. (1995). The Challenge and Opportunity of Recovering Wolf Populations. Conserv.
Biol., 9, 270–278.
National Research Council. (2006). Dynamic Changes in Marine Ecosystems: Fishing, Food
Webs, and Future Options. Washington, D.C., USA.
Pauly, D. (1995). Anecdotes and the shifting baseline syndrome of fisheries. Trends Ecol. Evol.,
10, 430.
Peek, J.M., Leege, T.A. & Schlegel, M.W. (2020). The Lochsa Elk Herd: History and Future.
Cambridge Scholars Publishing, Newcastle upon Tyne, U.K.
Pongsiri, M.J., Roman, J., Ezenwa, V.O., Goldberg, T.L., Koren, H.S., Newbold, S.C., et al.
(2009). Biodiversity loss affects global disease ecology. Bioscience, 59, 945–954.
Ridler, K. (2021). Bill to kill up to 90% of Idaho wolves signed by governor. Assoc. Press.
Ripple, W.J., Chapron, G., López-Bao, J.V., Durant, S.M., Macdonald, D.W., Lindsey, P.A., et
al. (2016a). Saving the World’s Terrestrial Megafauna. Bioscience, 66, 807–812.
Ripple, W.J., Estes, J.A., Schmitz, O.J., Constant, V., Kaylor, M.J., Lenz, A., et al. (2016b).
What is a Trophic Cascade? Trends Ecol. Evol., 31, 842–849.

11

Smith, D.W., Peterson, R.O. & Houston, D.B. (2003). Yellowstone after Wolves. Bioscience, 53.
Smith, F.A., Tomé, C.P., Elliott Smith, E.A., Lyons, S.K., Newsome, S.D. & Stafford, T.W.
(2016). Unraveling the consequences of the terminal Pleistocene megafauna extinction on
mammal community assembly. Ecography (Cop.)., 39, 223–239.
Stewart, K.M., Bowyer, R.T., Kie, J.G., Dick, B.L. & Ruess, R.W. (2009). Population density of
North American elk: Effects on plant diversity. Oecologia, 161, 303–312.
Stewart, K.M., Bowyer, R.T., Ruess, R.W., Dick, B.L. & Kie, J.G. (2006). Herbivore
Optimization by North American Elk: Consequences for Theory and Management. Wildl.
Monogr., 167, 1–24.
Treves, A. & Karanth, K.U. (2003). Human-Carnivore Conflict and Perspectives on Carnivore
Management Worldwide. Conserv. Biol., 17, 1491–1499.
Waters, C.N., Zalasiewicz, J., Summerhayes, C., Barnosky, A.D., Poirier, C., Gałuszka, A., et al.
(2016). The Anthropocene is functionally and stratigraphically distinct from the Holocene.
Science, 351.
White, C.A., Olmsted, C.E. & Kay, C.E. (1998). Aspen, elk, and fire in the Rocky Mountain
national parks of North America. Wildl. Soc. Bull., 26, 449–462.
Wikramanayake, E., Dinerstein, E., Seidensticker, J., Lumpkin, S., Pandav, B., Shrestha, M., et
al. (2011). A landscape-based conservation strategy to double the wild tiger population.
Conserv. Lett., 4, 219–227.
Woodroffe, R. (2011). Demography of a recovering African wild dog (Lycaon pictus)
population. J. Mammal., 92, 305–315.

12

CHAPTER 1. NONLINEAR POPULATION DYNAMICS ARE UBIQUITOUS IN
ANIMALS

ABSTRACT
Nonlinear dynamics, where a change in the input is not proportional to a change in the output,
are often found throughout nature, for example in biochemical kinetics. Because of the complex
suite of interacting abiotic and biotic variables present in ecosystems, animal population
dynamics are often thought to be driven in a nonlinear, state-dependent fashion. However, so far
these have only been identified in model organisms and some natural systems. Here we show
that nonlinear population dynamics are ubiquitous in nature. We used nonlinear forecasting to
analyze 747 datasets of 232 species to find that insect population trends were highly nonlinear
(74%), followed by mammals (58%), bony fish (49%), and birds (35%). This indicates that
linear, equilibrium-based model assumptions may fail at predicting population dynamics across a
wide range of animal taxa. We show that faster-reproducing animals are more likely to have
nonlinear and high-dimensional dynamics, supporting past ecological theory. Lastly, only a third
of time-series were predictable beyond 2 years, therefore the ability to predict animal population
trends using these methods may be limited. Our results suggest that the complex dynamics
necessary to cause regime shifts and other transitions may be inherent in a wide variety of
animals.
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INTRODUCTION
Dynamical phenomena in nature are becoming increasingly recognized as nonlinear (Scott
2007). That is, dynamical systems are state-dependent and cannot be modeled by the sum of their
non-interacting, additive parts. As an example, animal population dynamics are suspected to be
nonlinear because of the complexity and interrelatedness of variables which influence
populations and the regularity in which some animal populations fluctuate (Schaffer & Kot 1985;
Pascual & Ellner 2000; Hsieh et al. 2005). The search for dynamic complexity (defined herein as
nonlinearity and high dimensionality (i.e., a high number of interacting processes which produce
observed dynamics)) (May & Oster 1976) in animals began with accounts of chaotic dynamics in
model organisms and has since expanded to include some natural systems including marine
ecosystems (Hassell et al. 1976; May 1976; Turchin & Taylor 1992; Hsieh et al. 2005; Glaser et
al. 2014). However, this search has been hampered by the amount of data required to adequately
analyze time-series (Hsieh et al. 2005), and it is still unknown how prevalent dynamic
complexity is in animal population dynamics. This has led some to conclude that complex
dynamics may be rare in animals (Hassell et al. 1976; Mueller & Joshi 2000).
Despite evidence for dynamic complexity, fluctuations in animal abundances are thought
to be largely explained by low-dimensional, nonlinear dynamics (Dennis et al. 2001). Complex
dynamics were first explored with simple population models like the discrete logistic equation
𝑁𝑡

(𝑁𝑡+1 = 𝑁𝑡 𝑒 𝑟(1− 𝐾 )), which shows increasing nonlinearity as the intrinsic growth rate, r,
increases (May 1974, 1976; May & Oster 1976). Prevailing theory has since suggested that the
demography necessary for nonlinear dynamics may be present in smaller, faster-reproducing
animals with non-overlapping generations (May 1974, 1976; Turchin & Taylor 1992). Nonlinear
dynamics may occur for other reasons, including deterministic, multiplicative interactions
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between species or other abiotic/biotic variables (Dixon et al. 1999; Hsieh et al. 2005) and
stochastic environmental noise (Sugihara 1994; Dixon et al. 1999). For example, Dixon et al.
(1999) found that nonlinear episodic fluctuations in a larval damselfish population resulted from
both deterministic (lunar phases) and stochastic processes (e.g., wind direction). Similarly, Hsieh
et al. (2005) found evidence that stochastic physical forcing combines with low-dimensional,
nonlinear, and deterministic biological variables to govern marine ecosystems in the North
Pacific Ocean. Therefore, we hypothesize that nonlinear population dynamics are driven by: 1a)
high intrinsic growth rate; 1b) high dimensionality; 1c) stochastic noise; and 1d) that these
dynamics are shared by animals of similar taxonomic classification.
In contrast to the quest for nonlinearity in ecology, there has been little research
exploring the factors that cause higher dimensionality in animal time-series. Some have
suggested that marine ecosystems, especially fisheries, are potentially high-dimensional due to
the added dimensions of human intervention via fishing effort (e.g., fisheries management,
market prices) (May et al. 1979b; Glaser et al. 2014; Fogarty et al. 2016; Klein et al. 2016). In
contrast, some trophic cascade researchers have suggested that the paucity of documented
cascades in terrestrial ecosystems are due to their reticulate, high-dimensional nature (Polis et al.
2000; Shurin et al. 2002). Despite this, high-dimensional dynamics are thought to be rare in
animal populations (Dennis et al. 2001). This is supported in part by the pervasiveness of only a
few strong interactions found embedded in many weak interactions in analyses of natural food
webs (McCann et al. 1998; Ziebarth et al. 2010). Still we hypothesize that high-dimensional
dynamics are more prevalent among: 2a) faster-reproducing animals, like insects and fish, which
may be prone to numerous, complex relationships within their dynamical systems due to
demography (Zhou et al. 1997; Glaser et al. 2014); 2b) lower-level consumers (e.g., herbivores),
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which have been found to have many strong interactions compared with higher trophic levels (de
Ruiter et al. 1995a; Leibold & Chase 2018); and 2c) that these dynamics are common across
taxonomically similar species.
Despite prior research, it is unclear if the aforementioned factors drive complex
population dynamics writ large. Furthermore, these complex dynamics are necessary for abrupt
and unexpected ecological shifts, like transitions between equilibria, steep declines in abundance,
and local extinctions (Scheffer et al. 2001, 2009; Dakos et al. 2017). If certain taxa are found to
be capable of producing complex dynamics, this may make the long-term prediction of their
populations difficult, potentially limiting precautionary management strategies in the face of
increasing perturbations (Hsieh et al. 2005; Glaser et al. 2014). Broadly, more complex
dynamics are thought to be more difficult to predict, due to a variety of factors which make timeseries more fluctuating and random in nature (Bjørnstad & Grenfell 2001; Coulson et al. 2004).
We therefore expect that the following factors will make time-series more difficult to predict: 3a)
faster-reproducing species, which due to demography often have rapidly fluctuating populations;
3b) nonlinearity, which is known to make animal populations more difficult to predict (Bjørnstad
& Grenfell 2001; Hsieh et al. 2008); and 3c) that taxonomically-similar species will have related
predictability.
Here, we carried out a large-scale, cross-taxa test for dynamic complexity and
predictability in animal population dynamics. We collected animal time-series from a variety of
sources, including global databases and gray literature (see Methods). We filtered these datasets
according to a strict regimen (Ch. 1 Supplementary Materials), including only those with ≥ 30
time steps due to model constraints (Hsieh et al. 2008). This narrowed our final dataset to 747
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time-series consisting of 232 animal species, including 75 birds, 49 insects, 54 bony fish, and 50
mammals.
We then used nonlinear forecasting (Sugihara & May 1990; Sugihara 1994) to determine
the dimensionality (E; a relative index for the # of strongly interacting variables), nonlinearity
(θ; state-dependence), and predictability (ρ; forecast skill) of these time-series. These innovative
methods, known collectively as empirical dynamic modelling (EDM), use state-space population
reconstruction through lagged coordinate embedding of time-series (see Methods) (Sugihara &
May 1990; Sugihara 1994; Ye et al. 2015). EDM was developed specifically for short and noisy
time-series (Hsieh et al. 2008) and can reliably identify and predict complex dynamics if present
(Sugihara & May 1990; Sugihara 1994; Glaser et al. 2014). These methods have been used
previously to explore complex dynamics and predictability across taxa in large datasets for
marine fisheries (Glaser et al. 2014; Klein et al. 2016) and in planktonic ecosystems (GironNava et al. 2017). Yet no study has conducted these tests across a wide range of animal taxa.
We used a two-step process which determined the best parameters using out-of-sample
forecast skill (ρ): 1) simplex projection, a nearest neighbors algorithm (Sugihara & May 1990),
to calculate E, the embedding dimension, which is the number of consecutive time lags needed to
reconstruct the state-space and is an index of dimensionality (Sugihara & May 1990); and 2)
sequentially weighted global linear maps (S-maps) with the best E from Step 1 to calculate the
local weighting parameter, θ, where larger values of θ indicate higher nonlinearity (Sugihara
1994). Time-series were then classified as “nonlinear” if there was a significant reduction in
error in prediction from a linear to a nonlinear model (Hsieh et al. 2008) using a randomization
procedure (see Methods) (Ebisuzaki 1997). Alternatively, time-series which were not significant
were classified as “linear-stochastic”, either because the dynamics were best modelled by a
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stable deterministic system or because they cannot be distinguished from a solely stochastic
process (see Methods) (Glaser et al. 2014). We then chose the respective parameter (E and θ)
which produced the highest forecast skill (ρ) defined as the correlation between the actual and
predicted time-series (see Methods). Models of time-series for E and θ that were not significantly
correlated with the actual time-series were categorized as “not predictable” and excluded from
statistical analysis of dimensionality and nonlinearity (see Methods) (Glaser et al. 2014).
We then used E, θ, ρ as response variables in post-hoc analyses to test our hypotheses for
factors affecting nonlinearity (Hypotheses 1a-d), dimensionality (2a-c), and predictability (3a-c),
respectively. We constructed a phylogenetic tree to explore if dynamic complexity was related
to evolutionary relationships among species (Hypotheses 1d; 2c; 3c). We collated life-history
traits (e.g., lifespan) for each species to capture differences in demographics (Brook et al. 2006;
Herrando-Pèrez et al. 2012) from a slow-to-fast continuum, to test the hypotheses that life
history and growth rate (see Methods) affect dynamic complexity (Hypotheses 1b; 2a; 3a). We
collected information on trophic level for each species to test the hypothesis that trophic
interactions affect dimensionality (Hypothesis 2b). Lastly, we accounted for confounding
differences between time-series due to factors such as time-series length, generation time, and
sampling methodology using nuisance variables (see Methods).

METHODS
Data collection
Population dynamics time-series data were compiled from the Global Population Dynamics
Database (GPDD), other databases, and gray literature (Ch. 1 Supplementary Materials). Similar
to past applications of GPDD data (Brook et al. 2006; Keith et al. 2015), we conducted a strict
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filtering criteria due to inconsistencies in time-series, such as long strings of repeating, nonunique values which have been shown to limit the classification of nonlinearity and prediction of
time-series (Giron-Nava et al. 2017) (Fig. S1-2). This narrowed our final data set to 747 timeseries consisting of 232 animal species, including 75 bird species, 49 insects, 54 bony fish, and
50 mammals. Datasets were limited to ≥ 30 population counts per time-series due to modelling
constraints (Hsieh et al. 2008), with a median of 47.5 and range of 30-275 (Extended Data Fig.
7). Time-series were first-differenced (Δx = xt – xt-1) and standardized to reduce short-term
autocorrelation, preserve stationarity, and allow comparison of datasets (Bjørnstad & Grenfell
2001).
We created a full phylogenetic tree for species in our dataset from a comprehensive
supertree, the Open Tree of Life (Hinchliff et al. 2015), using the “rotl” R package (Michonneau
et al. 2016). We collected species-specific life-history traits from Brook et al. (2006) and
independent sources (e.g., demogr.mag.de/longevityrecords; fishbase.org; audubon.org) for each
of the 232 species. These traits included: 1) maximum body size (length in mm); 2) average age
at first reproduction (months); 3) longevity (maximum age attained in the wild in months); and
4) fertility (number of young per year). Due to high multi-collinearity between life-history traits,
we used principal component analysis (PCA) to produce predictors from the two principal
components with the highest eigenvalues (explaining 97.1% of the variation in the dataset).
Additionally, we categorized each species according to trophic level (Brook et al. 2006).

Nonlinear forecasting
We used two separate nonlinear forecasting models developed for short time-series using statespace reconstruction through lagged-coordinate embedding (Takens’s theorem; for a short
explanation, see: https://youtu.be/fevurdpiRYg). Takens’ theorem (Takens 1981) proves that the
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system dynamics of a single time-series can be represented by substituting time-lags of the same
time-series. All nonlinear forecasting was conducted in R using the package “rEDM” (Ye et al.
2018). First, we used simplex projection to calculate the embedding dimension (E), which is the
number of consecutive time-lags necessary to reconstruct the system state-space using lagged
coordinates. In a sense, E provides an index of the dimensionality or the number of interacting
variables of the underlying dynamical system for each time-series (Sugihara & May 1990).
Second, we classified the system dynamics of each time-series as linear or nonlinear using
sequentially weighted global linear maps (S-maps) (Sugihara 1994). S-maps are akin to linear
autoregressive models where the model coefficients of the current state of the system from which
the prediction is being made (“predictee”) depend on where it is located in an E-dimensional
embedding (Sugihara 1994; Hsieh et al. 2005). When θ = 0, this represents a global linear model
for all predictees regardless of location in state space, and the model reduces to an autoregressive
model of order E. When θ > 0, this represents a local nonlinear model where neighbors that are
closer to the point to be predicted are given stronger weighting, creating a locally weighted map.
Systems are considered to be nonlinear if greater weighting results in a better model than equally
weighting all data (Sugihara 1994). For simplex projection, we iterated embedding dimension
(E) from 1-10, identified the best E, then applied it with S-maps and varied nonlinear tuning
parameter (θ) from 0-8 respectively for each time-series. Time-series were then classified as
“nonlinear” if the change in mean absolute error (MAE) from a linear to a nonlinear model
(ΔMAE = MAEθ=0 – MAEmin) was positive and significant at P ≤ 0.05 (Hsieh et al. 2008). Timeseries that failed this test were classified as “linear-stochastic” either because the dynamics were
best modelled by a stable deterministic system or because they could not be distinguished from a
solely stochastic process (Glaser et al. 2014). To determine the p-value, we ran a randomization
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procedure where we calculated ΔMAE for the original time-series, then generated 1000 phaserandomized surrogates (Ebisuzaki 1997) which preserve the basic statistical properties of the
time-series like autocorrelation, but introduce randomization, thereby creating a null distribution
ΔMAE to compare our original ΔMAE against (Hsieh et al. 2008). We then chose the respective
parameter (E and θ) which produced the highest forecast skill (ρ), defined as the Pearson
correlation coefficient between the actual and predicted time-series via leave-one-out cross
validation (Sugihara & May 1990; Sugihara 1994). Models of time-series for E and θ that did not
have a significant Pearson’s product moment at P ≤ 0.05 were categorized as non-predictable and
excluded from statistical analysis of dimensionality and nonlinearity (Glaser et al. 2014).
Although the variables E, θ, and ρ are useful descriptions of the reconstruction of the original
dynamic system, we caution against over-interpretation of these variables or the cause vs. effect
relationship between them (Giron-Nava et al. 2017).
To quantify the potential predictability and noise of our datasets, we analyzed the
nonlinear forecasts from S-map as a function of how many time steps in the future (tp = 1 to 5)
the forecast skill persisted (Sugihara 1994; Glaser et al. 2014). We then calculated the maximum
ρ at tp = 1 to understand the amount of deterministic signal and noise (1- ρ) present in each timeseries. In sum, our final dataset included 747 time-series of 232 species, with 642 time-series of
163 species being assigned as significant at P ≤ 0.05 and therefore “predictable” by the Pearson’s
product moment. For examples of these time-series, see Fig. S1-3.

Statistical analysis
Due to overrepresentation of well-studied species (see Ch. 1 Supplementary Materials), we
randomly chose a single time-series for each species for subsequent analyses. Subsequent
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random sampling did not change our results. We analyzed the importance of phylogenetic
relationship in explaining system dimensionality (E), nonlinearity, and model forecast skill (ρ)
by creating a covariance matrix of the evolutionary relationships between all species in our
dataset. We analyzed dimensionality and forecast skill using phylogenetic generalized least
squares with expected covariance under a Brownian model, finding no significant phylogenetic
relationship (λ = 0.001 and -0.055, respectively) (Paradis & Schliep 2019). Because nonlinearity
was a binomial variable, we analyzed the importance of phylogeny using the binaryPGLMM
function in the “ape” package (Paradis & Schliep 2019), finding no significant phylogenetic
relationship (s2 = 0.2563, p = 0.1228).
After removing phylogenetic covariance, we analyzed the relation of taxonomic
classification, trophic level, and life history to dimensionality (E), the detection of nonlinear
dynamics, and model forecast skill (ρ) using generalized linear models. E, an ordinal categorical
variable, was analyzed using a cumulative logit model (n = 157). We attempted to analyze
nonlinearity using a logit link function with a binomial distribution (n = 157). However due to
complete separation in the variable Data Type, we instead used Bayesian analysis with a noninformative Cauchy prior (Gelman et al. 2008) for each coefficient using the package “arm”
(Gelman & Su 2016). ρ was analyzed using an identity link function and Gaussian distribution (n
= 224).
We conducted backwards step-wise model selection based on Akaike’s information
criterion (AIC), deleting model terms until the lowest possible AIC was achieved. For analysis of
nonlinearity, we evaluated model selection using Bayesian information criterion (BIC) and AIC,
which subsequently gave the same results. The maximal models considered were the following:
1) E ~ TC + PC1 + PC2 + Trophic + N + CV + G + Data Type + Data Type*CV
2) Nonlinear ~ TC + PC1 + PC2 + E + ρ + N + CV + G + Data Type + Data Type*CV
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3) ρ ~ TC + PC1 + PC2 + Predict Category + N + CV + G + Data Type + Data Type*CV

Predictor variables that were part of our hypotheses, in addition to E and ρ, were the following:
TC was a categorical variable representing taxonomic class. PC1 represented the first principal
component (72.2% of explained variation) of the PCA of life-history traits, with positive values
representing shorter body length, minimum age of first reproduction, and longevity. PC2
represented the second principal component (24.9% of explained variation) of the PCA, with
positive values representing less fertility (Fig. S1-4). Trophic was a categorical variable
representing trophic level, including herbivores, detritivores, carnivores, and omnivores. Predict
Category was a categorical variable defining if a time-series was classified as non-predictable,
predictable-linear, or predictable-nonlinear. Variables that were used to control for
inconsistencies between our time-series were the following: N was the number of values in a
time-series and was included as a control because nonlinear dynamics and dimensionality may
be obscured when time-series are too short (Hsieh et al. 2008; Glaser et al. 2014). CV
represented the coefficient of variation calculated from first-differenced time-series to control for
higher-level variability in our time-series. G was equal to the number of generations monitored
in each census (time-series length/minimum age at first reproduction) to control for the temporal
mismatch between generation length and sampling frequency (Herrando-Pèrez et al. 2012).
However due to lack of data, we were unable to account for differences in spatial scales of
sampling, which may cause differences in dependent variables between animal groups sampled.
Data Type was a categorical variable with six categories (e.g., breeding individuals, spawning
biomass) to control for the different units and sampling methods used to collect abundance data.
Furthermore, the interaction between Data Type and CV was used to control for statistical
artifacts in the time-series (e.g., harvested populations may be more variable) (Glaser et al.
2014). Model selection results are included in Tables S1-5, 6, and 7.
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RESULTS AND DISCUSSION
Nonlinearity
We show that nonlinear dynamics are common across a wide variety of animal taxa and related
to life-history strategy, supporting past evidence for some of these differences in ecological
theory (Turchin & Taylor 1992) and literature for marine ecosystems (Hsieh et al. 2005; Glaser
et al. 2014) (Fig. 1-1a). Our best model using AIC indicated that nonlinear dynamics broadly
differed between taxonomic class, with 74% of insect species, 58% of mammals, 49% of bony
fish, and 35% of birds showing nonlinear dynamics (Fig. 1-1a). Time-series with faster lifehistory traits (i.e., principal components axis of shorter body length, minimum age of first
reproduction, and longevity; Table S1-1) were 1.1 times more likely to display nonlinear
dynamics (supporting hypothesis 1a). This result lends support to the prediction that nonlinear
dynamics occur in response to elevated growth rate, which has been theoretically and
experimentally shown to cause a higher likelihood of transitions between dynamical regimes
(May 1974, 1976; May & Oster 1976; Costantino et al. 1997; Dennis et al. 2001). Additionally,
time-series with less stochastic noise (1- ρ (Bjørnstad & Grenfell 2001; Glaser et al. 2014); more
predictable) were 1.7 times more likely to be nonlinear, contrary to our hypothesis (1c; Table S11). Lastly, time-series with higher dimensionality were 1.1 times more likely to be nonlinear,
supporting the hypothesis that an increasing number biotic/abiotic interactions increases
nonlinearity (1b; Table S1-1) (Dixon et al. 1999; Hsieh et al. 2005).
The nonlinear signal appeared more nuanced when time-series were classified by
taxonomic order, however we could not test for the significance of taxonomic order due to small
sample size (Figs. 1-1b and S1-1). For example, rodents (61%) are moderately nonlinear,
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preliminarily suggesting that this may be the dynamical cause of known fluctuations in these
animals (Turchin et al. 2000) in contrast to relatively linear carnivores (40%). Hemipterans,
primarily comprised of aphid time-series (29 species; 88% of insect time-series), were highly
nonlinear (74%), potentially due to their parthenogenetic life history, which is characteristic of
many aphid populations (Zhou et al. 1997). Similar to past research (Giron-Nava et al. 2017),
there was slight support that nonlinearity was more likely to be detected in longer time-series
(Table S1-1). We suggest that nonlinear dynamics in animals are primarily driven by their life
history and their complex, interconnected relationship with other species, surrounding habitat,
and environment.

Dimensionality
Median dimensionality was similar across taxonomic classes and unrelated to phylogeny (Fig. 12). This supports a common theory that many population fluctuations can be explained by lowdimensional, nonlinear dynamics (Dennis et al. 2001; Hsieh et al. 2008). However, we show that
high-dimensional, nonlinear dynamics still pervade some animal population dynamics (Fig. 1-2).
Still, we caution against over-interpretation of the values of dimensionality, as these are only
heuristic values that describe the complexity of the system or the number of interacting processes
that created these dynamics (Takens 1981; Sugihara & May 1990; Glaser et al. 2014). Animals
that were smaller and faster reproducing had higher dimensionality (supporting hypothesis 2a;
Table S1-2), suggesting that these species may strongly interact with more abiotic/biotic
variables. We were also more likely to find higher dimensionality in longer time-series (Table
S1-2). Contrary to our hypotheses and previous theory (Leibold & Chase 2018), we found that
dimensionality was not related to taxonomic class or trophic level (2b & 2c; Table S1-2),
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indicating that animals across taxa, not only marine organisms, may be subject to high numbers
of interactions.

Predictability
We found that 86% of time-series were predictable one time-step into the future. Predictability
was related to taxonomic class (supporting hypothesis 3c), with insects (96%) being very
predictable, followed by bony fish (78%), mammals (57%), and birds (55%). In contrast to our
hypothesis (3b), we found a higher forecast skill for time-series with nonlinear dynamics than
those with linear-stochastic dynamics (or non-predictable dynamics) (Fig. 1-3 and Table S1-3).
Animals with faster life-history traits had dynamics that were more predictable (Table S1-3),
contrary to our hypothesis (3a) and past results with similar modeling techniques (Ward et al.
2014). As the number of time-steps into the future increased, predictability declined
exponentially, with one-third of time-series predictable three time-steps into the future (Table 11). This indicates that medium- or long-term (> 2 years) prediction of nonlinear population
dynamics may be limited, and that only short-term predictions are attainable with these methods
(Sugihara 1994; Glaser et al. 2014).
As the number of time-steps into the future increased, time-series with nonlinear
dynamics declined exponentially in forecast skill (ρ) (Sugihara 1994; Glaser et al. 2014). Timeseries with linear-stochastic dynamics had a similar decline in forecast skill, yet overall they
were not as predictable as nonlinear dynamics. Similarly, this has been found in a large-scale
analysis of fisheries time-series using nonlinear forecasting (Glaser et al. 2014), and may
indicate poorly resolved attractors, and therefore, strong linear stochastic noise (average 1 - ρ =
0.47; Fig. 1-3). This suggests that no matter the species studied, the underlying systems may be
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hard to predict with these methods due to high-dimensional nonlinearity or linear-stochasticity.
In fact, these results mirror recent doubts over the feasibility of accurately predicting some
complex ecological systems (Mouquet et al. 2015a; Petchey et al. 2015). Despite these
difficulties, we suggest that calculating the dimensionality and nonlinearity of time-series may
facilitate a better understanding of animal population dynamics and help build better models for
prediction (Sugihara & May 1990; Sugihara 1994; Hsieh et al. 2005, 2008). For example, if a
system is governed deterministically by nonlinear, low-dimensional dynamics, a simple
mechanistic model may capture the behavior well, and monitoring these few input variables in an
ecosystem may be realistic (Hsieh et al. 2008). However, if a system is governed
deterministically by high-dimensional nonlinear dynamics or stochastically by high-dimensional
linear dynamics, the aforementioned models may fail and require a statistical autoregressive
model or state-space reconstruction (Sugihara & May 1990; Hsieh et al. 2008). As such, we and
others (Hsieh et al. 2008; Glaser et al. 2014) suggest using nonlinear forecasting to understand
the complexity and predictability of a system, thereby building better-informed models.

Broader implications
We found that nonlinear dynamics were ubiquitous across a wide variety of animal taxa and
related to faster-reproducing life history traits. Previously, complex dynamical behaviors (e.g.,
chaos) were met with skepticism and some have suggested that they are probably rare in animals
(Hassell et al. 1976; Mueller & Joshi 2000) or that only insects have the demography to allow
these dynamics to emerge (Turchin & Taylor 1992; Zhou et al. 1997). Additionally, this bias is
reflected in the fact that linear, equilibrium-based model assumptions are the standard for most
models of animal population management and conservation. However, our results suggest that
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nonlinear dynamics may be more common than previously thought, and as others have suggested
(Bjørnstad & Grenfell 2001; Coulson et al. 2004; Fogarty et al. 2016), a methodological shift
towards nonlinear, state-space models may be necessary for a wide variety of animals.
Prior research using similar datasets (e.g., Global Population Dynamics Database) have
ignored observational uncertainty in animal population estimates, which has been shown to bias
tests and estimates of ecological processes (e.g., density-dependence) leading to poor inference
(Knape & de Valpine 2012). To account for uncertainty, we have eliminated potentially noisy
datasets using informed filtering criteria (see Ch. 1 Supplementary Materials). Furthermore,
EDM has been shown to be robust against observational noise (Perretti et al. 2013), and
regularization schemes are being developed to extend these methods to overcome sensitivity to
high process noise (Cenci et al. 2019). It is difficult to separate the relative contribution of
observational vs. process error in time-series datasets, and estimates of observational error are
often imprecise (Knape & de Valpine 2012). Therefore, future work should be done to determine
which error terms (observational vs. process) dominate in animal time-series (e.g., Ahrestani et
al. 2013) and how to account for these in modeling frameworks to lead to strong ecological
inference.
Sustained oscillations, aperiodic behavior, alternative stable states, and critical transitions
have all been implicated as symptoms of nonlinear dynamics (Scheffer et al. 2001, 2009; Dakos
et al. 2017). For example, regime shifts, where dramatic changes occur in the structure and
function of an ecosystem, are known to cause ecological catastrophes (Dakos et al. 2017) like the
dominance of macroalgae on coral reefs following climate-induced bleaching (Graham et al.
2014). Our findings indicate that the nonlinear dynamics that are necessary to cause catastrophic
shifts may be present in a wide variety of animal taxa. These dynamics do not mean that regime
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shifts are inevitable, however simulations and empirical data have shown that that elevated
nonlinearity can indicate if regime shifts may occur (Scheffer et al. 2001; Hsieh et al. 2005;
Glaser et al. 2014; Dakos et al. 2017). Additionally, nonlinear dynamics have been linked to
slower, less dramatic transitions, such as local extinction in deteriorating environments (Drake &
Griffen 2010). Yet in the face of extreme perturbations, such as climate change, anthropogenic
stress, or inconsistent management (e.g., resource management cycles (Fryxell et al. 2010)),
critical transitions are more likely to occur, often well before the bifurcation point (Scheffer et al.
2009; Dakos et al. 2017). In consideration of our results and others (Hsieh et al. 2005; Fryxell et
al. 2010; Glaser et al. 2014), we suggest that a careful, precautionary, and adaptive management
strategy is essential for all animals.
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TABLES
Table 1-1. Proportion of animal time-series with predictable forecasts as time-steps in the future
increase. Time-series were categorized as “predictable” if the Pearson product moment of the
leave-one-out cross validation was statistically significant (P ≤ 0.05).

Aves
Insecta
Mammalia
Osteichthyes
Total

Time-step 1
0.548
0.960
0.571
0.779
0.859

Time-step 2
0.140
0.602
0.286
0.191
0.481

Time-step 3
0.086
0.373
0.111
0.103
0.290
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Time-step 4
0.054
0.373
0.143
0.103
0.290

Time-step 5
0.075
0.375
0.143
0.118
0.331

FIGURES

Figure 1-1. Animal time-series with linear or nonlinear population dynamics. a, Animal timeseries arranged by taxonomic class. b, Animal time-series arranged by taxonomic order, where
sample size ≥ 5. Only predictable time-series were used. Bolded numbers show sample size.
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Figure 1-2. Dimensionality in animal time-series by taxonomic class. Higher values of
embedding dimension (E) indicate that the underlying dynamics are high-dimensional. Asterisks
above bars in plot shows median dimensionality for each taxonomic class. Inset shows boxplots
of embedding distribution by taxonomic class. Dots outside of boxplot represent outliers.
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Figure 1-3. Forecast skill (ρ) of animal time-series by taxonomic class. ρ is the Pearson product
moment of the leave-one-out cross validation of a time-series using the S-map procedure. Timeseries were categorized as predictable if the Pearson product moment was statistically significant
(P ≤ 0.05). Predictable time-series were then categorized as linear-stochastic or nonlinear. Error
bars represent 95% confidence intervals. Dots outside of boxplot represent outliers.
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CHAPTER 2: STOCHASTIC PREDATION EXPOSES PREY TO PREDATOR PITS
AND LOCAL EXTINCTION

ABSTRACT
Understanding how predators affect prey populations is a fundamental goal for ecologists and
wildlife managers. A well-known example of regulation by predators is the predator pit, where
two alternative stable states exist and prey can be held at a low density equilibrium by predation
if they are unable to pass the threshold needed to attain a high density equilibrium. While
empirical evidence for predator pits exists, deterministic models of predator-prey dynamics with
realistic parameters suggest they should not occur in these systems. Because stochasticity can
fundamentally change the dynamics of deterministic models, we investigated if incorporating
stochasticity in predation rates would change the dynamics of deterministic models and allow
predator pits to emerge. Based on realistic parameters from an elk-wolf system, we found
predator pits were predicted only when stochasticity was included in the model. Predator pits
emerged in systems with highly stochastic predation and high carrying capacities, but as carrying
capacity decreased, low density equilibria with a high likelihood of extinction became more
prevalent. We found that incorporating stochasticity is essential to fully understand alternative
stable states in ecological systems, and due to the interaction between top-down and bottom-up
effects on prey populations, habitat management and predator control could help prey to be
resilient to predation stochasticity.
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INTRODUCTION
Predation can be an important factor affecting prey populations. A simple model for the effect of
predation is where density-dependent predation causes prey abundance to decline to a single low
density equilibrium (Fig. 1a). Another well-known theoretical example of regulation by
predation is the predator pit (Fig. 1b). A predator pit occurs when two alternative equilibria
(Holling 1973; May 1977) exist and prey can be held at a low density equilibrium, unable to pass
a critical threshold (“the pit”) needed to reach the higher density equilibrium (Messier 1994;
Sinclair & Pech 1996). However, if prey can grow to surpass this critical threshold, both predator
and prey will be able to maintain high density equilibria (Sinclair & Pech 1996). Predator pits are
thought to occur when predators maintain prey at low densities via density-dependent predation
(see Fig. S2-1c), whereas at higher prey densities, predation becomes inversely densitydependent (depensatory) due to factors such as predator satiation, handling time, and territoriality
(Holling 1959; Messier 1994; Sinclair & Pech 1996). Theoretically, predator pits have been
shown to occur in complex models such as those with non-monotonic functional responses,
alternative prey, feedback loops in trophic structure, and age-structured predation (May 1977;
Bakun 2006; Smout et al. 2010; Pavlová & Berec 2012). For example, Pavlová and Berec (2012)
showed that predator pits may occur if generalist predators only consume one age class of prey
with a Type II functional response. Predator pits are of concern to applied ecologists, as they
present a possible reason for the observed lack of recovery of animals after rapid declines, or low
densities of prey species in apparently productive habitat (Courchamp et al. 2008).
In addition to predator-prey models predicting the existence of predator pits, there is
some empirical evidence that predator pits occur in natural populations. For example, the Alaska
Department of Fish & Game controlled gray wolf (Canis lupus) populations in interior Alaska to
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increase moose (Alces alces) and caribou (Rangifer tarandus) populations for harvest (Boertje et
al. 1996). After predator control ended and wolf populations rebounded, prey populations still
maintained high densities, consistent with the prediction of predator pit dynamics (National
Research Council 1997). Others have found some possible evidence for predator pits (Gascoigne
& Lipcius 2004; Regelin, Valkenburg & Boertje 2005; Pimenov et al. 2015 and citations
therein), however few have experimentally tested if prey remain at high densities once predators
rebound to high densities, making it difficult to differentiate from simple top-down predation. In
light of these empirical examples and others, some wildlife management agencies have managed
prey under the explicit or implicit assumption that predator pits are the major regulating
mechanism (e.g., Boertje, Valkenburg & McNay 1996; Regelin et al. 2005). Despite the
existence of empirical examples, experimental difficulties coupled with complex theoretical
mechanisms and similar predictions between simple top-down predation and predator pits (see
Fig. 2-1) have led some to conclude that predator pits may not exist in nature (Messier 1994;
Oksanen et al. 2001; Andersen et al. 2006).
Bottom-up factors may contribute to the existence of predator pits as much as the nature
and shape of predation due to the effect of primary productivity on the prey growth response.
Analogously, alternative stable states (e.g., consumer-resource pits) have been found to become
more likely at higher carrying capacities (Van Nes & Scheffer 2005). This may be because
higher carrying capacities lead to increased energy flux in the system, making predator-prey
interactions more top heavy and less stable (Rip & McCann 2011), and therefore increasing the
potential for alternative stable states. While there is no information on how bottom-up drivers
affect predator pits, examples from simple top-down predation may help to inform these effects.
For example, across systems with one equilibrium under predation, Melis et al. (2009) found that
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predators had a greater impact on roe deer (Capreolus capreolus) populations in habitat with low
primary productivity. Moreover, Messier (1994) built theoretical models fit to empirical data of
wolf-moose predator-prey dynamics and showed that wolf populations drive moose populations
to low density equilibria, not predator pits, in poorly productive habitat (i.e., low carrying
capacity). These examples show that primary productivity can modify the prey growth response
when there is one equilibrium, and therefore it is feasible that predator pits (i.e., existence of
multiple alternative equilibria) may be modified similarly.
To date, deterministic models have been typically used to search for predator pit
dynamics (e.g., Pavlová & Berec 2012). However, when realistic parameters are used in these
models, even for systems that have demonstrated the likely existence of a predator pit (e.g.,
Boertje et al. 1996), alternative equilibria are not predicted ((Messier 1994); see Results). To
reconcile an apparent discrepancy between empirical observations and theoretical models, we
were interested in whether models that incorporated stochasticity in predation rates would
change the predictions relative to deterministic models and allow predator pits to emerge.
Indeed, research on other consumer-resource systems have shown that when stochasticity is
added to deterministic models, these processes can blend to produce emergent dynamics not
found in solely deterministic models (Dennis & Costantino 1988; Sharma et al. 2015; Abbott &
Nolting 2017). However, these dynamics in higher trophic levels remain largely unexplored. As
is the case for many biological processes, predation has been shown to be a stochastic process,
driven by predators ranging from large carnivores to piscivorous fish (e.g., DeAngelis et al.
1984, Festa-Bianchet et al. 2006, Almaraz and Oro 2011). The predation rate can vary due to
abiotic factors such as weather (Post & Stenseth 1998; Hebblewhite 2005; Hegel et al. 2010;
Wilmers et al. 2020) or biotic factors such as individual specialization of predators on prey

42

(Festa-Bianchet et al. 2006). In our study, we explored the role of stochastic weather events in
mediating predator-prey interactions from both the bottom-up (e.g., carrying capacity) by
impacting the prey growth rate and from the top-down (e.g., stochastic predation) by impacting
predator behavior. For example, from the bottom-up, as elk (Cervus canadensis) nutritional
conditions decline over the winter season, wolf kill rates on elk increase (Metz et al. 2012). From
the top-down, deep snow leads to higher carnivore predation rates on ungulate populations (Post
& Stenseth 1998; Hebblewhite 2005; Hegel et al. 2010; Wilmers et al. 2020).
Here, we used stochastic population growth models to investigate how stochastic
predation and the effect of changes in carrying capacity influence population dynamics via the
likelihood of predator pits and local extinction. We developed models using realistic parameter
estimates from large mammal predator-prey systems because of the relevance of the predator pit
hypothesis to their applied management (National Research Council 1997). For example,
predator pit dynamics predict that if a prey population is managed to be released from predation
(e.g., via predator control) and let to grow to high densities out of the “pit”, then later relaxation
of predator management will let predator populations regrow to achieve both predator and prey
populations at high densities (e.g., Boertje et al. 1996). We then explored a wider parameter
space using bifurcation analyses to understand how applicable these models were to other
predator-prey systems. Because of a potential interaction between the amount of stochastic
predation (top-down) and the productivity of the environment (bottom-up), we explored the
dynamics of these systems with varying amounts of stochasticity in predation and environments
with low and high prey carrying capacities.

METHODS
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Deterministic model of prey growth with predation
First, we explored the equilibria present in population growth with predation in a deterministic
framework to understand dynamics in absence of stochasticity. We chose a discrete-time
modelling framework because many species have discrete reproductive seasons (Eberhardt
1998). We modeled prey population growth in the absence of predation by a particular predator
using the generalized theta-logistic model (Gilpin & Ayala 1973):
𝑁𝑡+1 = 𝑁𝑡 (𝑒 𝜇𝑡 )

(1)

where Nt is prey population size at time t and μt is the population growth rate:
𝑁

𝜃

𝜇𝑡 = 𝑟𝑚𝑎𝑥 [1 − ( 𝐾𝑡) ] .

(2)

In equation (2) rmax is the maximum growth rate when N equals 0, K is the carrying capacity, and
θ is the nonlinear shape parameter governing the nonlinear effect of density on the growth rate.
We then included the effect of predation:
𝑁𝑡+1 = 𝑁𝑡 (𝑒 𝜇𝑡 )(1 − 𝑃𝑡 𝐴)

(3)

where Pt is the predation rate (total response; proportion of prey killed by predators), and A is the
proportion of predation that is additive, i.e., that is expected to cause a decline in prey survival.
This is to account for the fact that not all predation is additive; predation can be compensatory
(e.g., predators kill the “doomed surplus”; Errington 1956). To better connect the predation rate
to ecological processes, we decomposed the predation rate Pt into the functional response (Ψt;
#prey killed/predator as a function of #prey) and numerical response (Wt; #predators as a
function of #prey), which were modeled using hyperbolic Michaelis-Menten functions (i.e., a
variant of Holling’s disc equation; (Real 1977):
𝑊

𝑃𝑡 = 𝜓𝑡 ( 𝑁𝑡)
𝑡
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(4)

𝜓𝑡 = (

(𝛼 +1)
𝛼0 𝑁𝑡 2

(𝛼 +1)
𝛼1 +𝑁𝑡 2

𝑊𝑡 = 𝛿0 +

)

(𝛿1 −𝛿0 )𝑁𝑡−1
𝛿2 +𝑁𝑡−1

(5)
(6)

where α0 is the maximum kill rate, α1 is the half saturation constant of kill rate, α2 is the shape
parameter (where 0 = Type II; 1 = Type III functional response), δ0 is the minimum predator
density, δ1 is the maximum predator density, and δ2 is the half saturation constant of predator
density. We modeled the “isocline” numerical response (Eq. 6; Wt) phenomenologically based
off of previous theoretical and empirical research, assuming alternative prey were available to
the predator at low prey densities, and assuming that predator numbers saturate at high prey
densities due to nutritional factors or spacing behavior (Fig. S2-1b) (Holling 1959; Messier 1994;
Bayliss & Choquenot 2002). The numerical response is important for model realism but does not
affect the existence of predator pits (see Table 2). In the numerical response we assumed a lag of
one time-step for prey biomass (Nt-1) to be converted into predator biomass to allow time for the
predator population to grow in response to predation on prey (Eberhardt 1998). Simulations
without lags produced similar results.

Stochastic model of prey growth with predation
We added stochasticity to the deterministic model (Eq. 3) in two ways. We first added
environmental stochasticity to prey population growth in the absence of predation:
𝑁

𝜃

𝜇𝑡 = 𝑟𝑚𝑎𝑥 [1 − ( 𝐾𝑡) ] + 𝐸𝑡
where Et ~ normal[0, σ2]. Second, we modeled stochasticity in the predation rate by adding a
normally distributed error term Ft ~ normal[0, τ2] to the logit-transformed predation rate
logit(PtA) + Ft and then back-transforming to get the stochastic predation rate. These
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(7)

transformations were necessary so that stochasiticity could be added to the predation rate and
still be bounded from 0 to 1, as it is the proportion of prey killed. Thus:
𝜃

𝑁𝑡+1 = 𝑁𝑡 (𝑒

𝑁
𝑟𝑚𝑎𝑥 [1−( 𝑡 ) ]+𝐸𝑡
𝐾

) (1 − 𝑖𝑛𝑣𝑙𝑜𝑔𝑖𝑡(𝑙𝑜𝑔𝑖𝑡(𝑃𝑡 𝐴) + 𝐹𝑡 ))

(8)

Model Parameterization
To explore how adding stochasticity changes the predictions of a deterministic predation model
with realistic conditions, we first parameterized our model using a well-studied system of wolf
predation on elk and then explored a wider range of parameter space using sensitivity analyses.
Parameterization for the wolf-elk system are as follows (Table 2-1). The parameter rmax for elk
was obtained from Eberhardt (1996), who observed that the maximum intrinsic growth rate could
be as high as 0.28. We used elk abundance data which were gathered from the northern
Yellowstone elk herd, WY-MT, USA, from 1968-1980, where elk were naturally regulated
without predation by wolves (Coughenour & Singer 1996), to estimate θ. We estimated θ to be
4.0 by holding rmax = 0.28 and K = 13,000 (assumed to be the apex of elk population size based
on data) constant in fitting the theta-logistic model to these Yellowstone data using a nonlinear
least-squares procedure (Fig. S2-2). This θ = 4.0 is consistent with biological evidence that elk
have slow life histories representative of convex nonlinear density-dependent growth (Bonenfant
et al. 2009). For Eq. 5 and 6, we assumed α0, α1, and δ1 were 20, 1, and 35, respectively, by
averaging across prior estimates of kill rates and maximum wolf densities (Smith et al. 2004;
White & Garrott 2005; Vucetich et al. 2011). The parameters α2, δ0, and δ2 were set to 0, 5, and
1, respectively, allowing for Type II functional and numerical responses, which have been found
to characterize wolf predation on elk (Vucetich et al. 2002; Hebblewhite 2013; Zimmermann et
al. 2015). Elk and wolf abundance were on different spatial scales (elk/1 km2 and wolves/1000
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km2), so elk abundance (Nt) was multiplied by 1000 within the predation rate equation (Eq. 4).
Predation rate (total response; Pt) was density-dependent, then became inversely density
dependent at a density of 0.75 elk/km2 (Fig. S2-1c), consistent with simulations from Type II
functional and numerical responses (Holling 1959; Messier 1995). The parameter A was
suggested to be 0.7 from the proportion of predation that is expected to contribute to additive
mortality (Ballard et al. 2001). We modeled the relationship between prey density and prey
growth rate using Eq. 3 in simulations with and without predation and with high and low
carrying capacity (K = 20 or 5 elk/km2, respectively) in relation to the initial condition of
population density, N1 = 3. Varying initial conditions did not change the dynamical results found
in Eqs. 3 or 8.
To examine the interaction among stochasticity and the effects of top-down (predation)
versus bottom-up (resource limitation; proxied by K) regulation, we ran simulations of
population growth (Eq. 8) where both carrying capacity (K = 5 or 20) and predation stochasticity
(τ2 = 0 to 2) were varied. We set environmental stochasticity on prey to a relatively low level (σ2
to 0.1), as we were primarily interested in the effects of predation stochasticity on prey
dynamics. Other values did not change our primary findings (Table 2-2). Predation stochasticity
(τ2) was varied between 0 and 2 due to high variability observed in predation rates of wolves on
elk (Vucetich et al. 2011). Simulations showed that under the maximum predation stochasticity
(τ2 = 2), predation rate (Pt) had a mean standard deviation of 0.207, which is within the standard
deviation found for wolf-elk predation rates, 0.277, in Banff National Park, Alberta, Canada
(Vucetich et al. 2011). Here, we hypothesized that predation stochasticity was driven by
stochastic weather events, which have been shown to mediate predator-prey interactions (Post &
Stenseth 1998; Hebblewhite 2005; Wilmers et al. 2020), and suggests that Et and Ft are
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correlated. Therefore, we drew Et and Ft from a bivariate normal distribution with means of 0,
variances of σ2 and τ2, respectively, and correlation of 0.7. Alternative correlation values
produced qualitatively similar results (Fig. S3). Initial conditions for density (N1) were set to 3,
and 1000 replications were run per simulation. Simulations were run for 500 years until N
reached a stationary distribution, where local modes/antimodes are fixed and equivalent to the
stable/unstable equilibria of deterministic population models (Dennis & Costantino 1988; Dennis
et al. 2016). We recorded qualitative changes in stationary distributions (known as P-bifurcations
(Arnold 1998; Bashkirtseva & Ryashko 2018) as a function of both τ2 and K.

Bifurcation and Sensitivity Analyses
As has been the case for many systems, the deterministic model (Eq. 3) using our particular
parameterization of the wolf-elk system did not predict a predator pit (see Results). To evaluate
if alternative parameterizations would have resulted in a deterministic predator pit across a wider
range of parameter space, we conducted bifurcation analyses. We simultaneously varied all
parameter values by taking 10,000 random draws from uniform distributions from -30 to +30%
of each original parameter value. We then recorded the proportion of draws in which predator
pits occurred. To evaluate how uncertainty in parameter values affected the predicted
equilibrium (there was only one for our deterministic model), we varied all parameters by ±5%,
±15%, and ±30% and measured the population size at t = 500.
We conducted a similar numerical bifurcation analysis to explore a wider range of
parameter space in the stochastic model (Eq. 8). However, due to the intractability of
simultaneously varying and exploring the 12-dimensional parameter space of our stochastic
model, we performed a restricted bifurcation analysis for all parameters in the stochastic model
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and more thorough bifurcation analyses with the most sensitive and relevant life-history
parameters (K, τ2, rmax) to extend our results to other predator-prey relationships. In our restricted
bifurcation analysis, we varied each parameter value by ±5%, ±15%, and ±30% while holding K
= 20 and other parameters constant. We then recorded dynamical changes in stationary
distributions (P-bifurcations) as a function of these varied parameters (Bashkirtseva & Ryashko
2018). To explore the influence of top-down vs. bottom-up effects on predator pit dynamics, we
conducted a more thorough bifurcation analysis by simultaneously varying K from 0 to 20, and τ2
from 0 to 2. Lastly, to explore how slow-fast life history traits affect the emergence of predator
pits, we performed a more thorough bifurcation analysis by simultaneously varying rmax from 0.1
to 0.6, and τ2 from 0 to 2, thereby encompassing a relatively wider range of animal prey species.

RESULTS
Deterministic model predicts no predator pit
Using realistic parameters for elk in the northern Rocky Mountains, USA, we found that without
predation, prey population growth followed a convex nonlinear density-dependent path with one
equilibrium at carrying capacity (Fig. 2-2). Importantly, although there was a basin of prey
population growth, the predation rate was not high enough to predict a predator pit in this system
(two stable equilibria separated by one unstable equilibrium, see Fig. 2-1b), and only one stable
equilibrium near K in these deterministic models was observed. For more results on the
sensitivity of this single equilibria to changes in parameters, see Table S2-1. Only 1.04% of
simulations in the bifurcation analysis of the deterministic predator-prey model (Eq. 3), across a
wide range of parameter combinations, indicated predator pit dynamics (Fig. 2-2c).
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Stochastic model predicts a predator pit
In contrast to straightforward predictions from the deterministic model, we found that prey
population dynamics, including the presence of predator pits and the location of equilibria,
depended on the level of predation stochasticity and the prey carrying capacity. Similar to
deterministic models, we found a low likelihood for predator pits for simulations with low
predation stochasticity, as shown by unimodal stationary distributions with one stable
equilibrium near the carrying capacity (modes: low K = 4.53; high K = 18.98) and 0% likelihood
of low densities and extinction (Fig. 2-3e, f; Fig. 2-4a). As predation stochasticity increased,
predator pits were found in both carrying capacity scenarios (Fig. 2-3e, f). Under the high
carrying capacity scenario, there was a higher likelihood for predator pits (local modes = 0.293
and 18.57 elk/km2) that were separated by an unstable equilibrium (critical threshold; antimode =
6.68 elk/km2) and a low likelihood (0.045) of extinction (defined as N500 < 0.1; Fig. 2-3a, c, e;
Fig. 2-4a). However under the low carrying capacity scenario and high levels of predation
stochasticity, predator pits became less likely, with one stable equilibrium at low densities (mode
= 0.047) more prevalent far away from K and a higher likelihood of extinction (0.325; Fig. 2-3b,
d, f; Fig. 2-4a).
When stochasticity in predation was included, we found predator-pits across a wider
range of realistic parameter values using numerical bifurcation analyses (Table 2-2). We found
predator pits across realistic ranges of rmax for many animal prey, with higher rates of growth
allowing for higher likelihoods of high density equilibria and lower rates of growth allowing for
higher likelihoods of low density equilibria and extinction (Fig. 2-4b).

DISCUSSION
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With the inclusion of stochasticity, we found emergent dynamic properties (e.g., predator pits)
that were not predicted in deterministic models. Although the importance of stochasticity in
ecological systems with alternative stable states has been studied extensively (e.g., stochasticity
perturbs dynamics into a different stable state) (Ives et al. 2008; Scheffer et al. 2009; Hastings et
al. 2018), the effects of stochasticity have been poorly investigated within higher-trophic levels,
especially with data-driven systems. Moreover, these noise-induced transitions to new dynamical
behaviors are seldom investigated in predator-prey theory and the larger ecological literature but
are quite common in physics (see Ridolfi et al. 2011). We suggest that the pedagogy of
ecological theory rooted in deterministic basins of attraction has led to some phenomenon, such
as alternative stable states and predator pits, to be thought unlikely to occur in systems or only by
complex mechanisms. In fact an evaluation of deterministic models led Messier (1994) to
conclude that the parameter space necessary for predator pits is so small that they should be rare
in nature. In light of our results, we echo Dennis et al. (2016) statement that: “the deterministic
modeling tradition obscures emergent dynamic behavior caused by stochasticity”. As such, we
suggest that the consideration of stochasticity is necessary to understand animal population
dynamics and alternative stable states in ecological systems.
Our study suggests that predator pits might be more common than deterministic models
suggest, therefore, we hope this spurs future research to conduct rigorous tests of their
prevalence in natural systems. However, to do so, one must conduct an experiment called a “test
for non-recovery” (Schröder et al. 2005), where a perturbation (predator control) is used to
prompt a discontinuous transition between stable states (May 1977; Scheffer et al. 2001), thereby
testing the existence of alternative stable states (predator pit). Yet most cases of alternative stable
states in predator-prey systems using predator control are equivocal (however, see Schmitz 2004)
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because of three rigorous, necessary evidentiary criteria. First, a perturbation experiment
(complete predator control/removal) must disrupt the ecosystem structure long enough to cause a
dramatic change (“catastrophic shift”; Scheffer et al. 2001) to another stable state (low to high
prey density) (May 1977; Connell & Sousa 1983a). Second, the control must be reversed
(predator reintroduction, immigration, etc.) and demonstrate that the original stable state (low
prey density) cannot be recovered, which is known as hysteresis (Connell & Sousa 1983a;
Scheffer et al. 2001; Schröder et al. 2005). Lastly, both alternative stable states (low and high
prey densities) must be shown to persist under identical abiotic conditions for at least one
turnover of all individuals in the system (e.g., ungulates ≈ 10-20 years) (Connell & Sousa
1983a).
It is clear from these rigid qualifications why few robust experimental tests of predator
pits have been carried out in far-ranging, large mammal predator-prey systems due to the
inherent complexity, spatial and temporal scale, experimental difficulty, and cost of these
experiments (Schröder et al. 2005). However, statistical detection criteria developed to detect
transitions between alternative stable states may help to detect predator pits. For example,
statistical properties of time-series such as increasing autocorrelation, variance, and nonlinearity
are known to be early warning signs for abrupt transitions between stable states (Scheffer et al.
2009; Dakos et al. 2017). Moreover, approaches using quasi-potentials to analyze stable states in
stochastic differential equations (Nolting & Abbott 2016; Abbott & Nolting 2017), extended to
discrete systems, could help reveal predator pit dynamics. Future research could investigate timeseries from large carnivore control experiments in the 1970-1990s in Alaska, USA, which
demonstrated that predator pits could occur in wolf-moose systems (e.g., Boertje et al. 1996).
Another pertinent example to be investigated are predator exclusion studies in the National Bison
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Range, Montana, USA, which have revealed the existence of multiple stable equilibria in
rangeland grasshopper populations that vary seemingly because of stochasticity between
replicates (Belovsky & Joern 1995; Belovsky, G. pers. comm.).
Our intention was to investigate if predator pit dynamics were possible under realistic
parameter values for predator-prey systems. We chose to parameterize our models with wolves
and elk because previous studies of this system provided us with estimates of many of the
parameters needed in our model. Our bifurcation analyses indicate that these predator pit
dynamics could extend to other predator-prey systems, which we found in systems where
parameters are even far from the bifurcation point (Table 2-2; Fig. 2-4). Predator pits may even
occur in prey with relatively high intrinsic rates of growth (Fig. 2-4b). However, alternative
model structures (e.g., space, stage-structure) may lead to different, or even more complex
dynamics. In some cases, we did not have information on particular processes (i.e., statistical
distribution of predation stochasticity; proportion of predation additivity), so we used values that
we deemed realistic for this system and sensitivity analyses to show how much expected
outcomes depend on our assumptions. However, there may be some caveats to these results
given the current lack of knowledge of these parameters. For example, the shape of predation
stochasticity could change the emergent dynamics and likelihood of predator pits. For
convenience, we chose stochastic predation to be a Gaussian process through a logit scale,
however predation rate could manifest through other stochastic distributions like the beta
distribution. Further research into the shape and role of predation stochasticity in nature is
therefore necessary. Uncertainty in some parameter values coupled with relatively moderate
sensitivity (Table S2-1) also indicates that future work is necessary to determine and constrain
parameter values. For example, A, the proportion of additive mortality on the prey population,
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was inferred using past empirical evidence. However our sensitivity analysis indicated that A was
moderately sensitive, therefore uncertainty in A could possibly influence our ability to detect
dynamical behavior in these systems. Nonetheless, our simple models with feasible values for
predator-prey systems coupled with our sensitivity analyses suggest that predator pits can occur
under the influence of predation stochasticity.
Management and conservation of threatened, endangered, or harvested prey populations
necessitates consideration of the interaction between top-down (predation) and bottom-up
(habitat) effects on prey population growth. This leads to two potential management scenarios of
prey under stochastic predation, if predator pits are found. If habitat is poor (i.e., low carrying
capacity), then low density stable states are more likely than predator pits (Fig. 2-3f, 2-4a).
Therefore in this scenario, one cannot use predator control to raise prey populations to high
densities, then let the predator populations regrow and expect prey to stay at high densities, as a
predator pit is less likely to occur and there may be no alternative stable states. To have both
high densities of predators and prey, improving the habitat is essential to move the population to
a predator pit scenario. If habitat is productive or is improved from the previous scenario (i.e.,
high carrying capacity), then a predator pit could occur and prey populations might be held at a
low density equilibrium (Fig. 2-1b, 3e, 4a). In this scenario, predator control may allow prey to
grow to a high density equilibrium. Subsequent relaxation of predator control will then let
predator populations regrow to achieve both predator and prey populations at high densities. In
sum, our results illustrate a simple mechanism for predator pits, and indicate the need for robust
theoretical, statistical, and experimental studies in the future to elucidate the existence of
predator pits.
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TABLES
Table 2-1: Parameter values for deterministic and stochastic models (Eq. 3 and 8, respectively)
for the wolf-elk system.
Parameter
Meaning
rmax
Intrinsic growth rate of prey
K
Carrying capacity of prey
Nonlinear shape parameter of densityθ
dependence of prey
Proportion of prey mortality which is
A
additive

Value(s)
0.28
5; 20
4

Ballard et al. (2001)
0.7

α0

Maximum of kill rate for functional
response, Ψt

20

α1

Half-saturation constant of kill rate for
functional response, Ψt

1

α2

Shape parameter of kill rate for functional
response, Ψt

0

δ0

Minimum predator density of numerical
response, Wt

5

δ1

Maximum predator density of numerical
response, Wt

35

δ2
σ2
τ2

Half-saturation constant of predator density
for numerical response, Wt
Environmental stochasticity
Predation stochasticity

1
0.1
0-2
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Source(s)
Eberhardt (1996)
NA
Coughenour & Singer (1996)

Hayes & Harestad (2000);
Smith et al. (2004); White &
Garrott (2005); Vucetich et al.
(2011)
Hayes & Harestad (2000);
Smith et al. (2004); White &
Garrott (2005); Vucetich et al.
(2011)
Vucetich et al.
(2002); Hebblewhite (2013);
Zimmermann et al. (2015)
Vucetich et al.
(2002); Hebblewhite (2013);
Zimmermann et al. (2015)
Hayes & Harestad (2000);
Smith et al. (2004); White &
Garrott (2005); Vucetich et al.
(2011)
Vucetich et al.
(2002); Hebblewhite (2013);
Zimmermann et al. (2015)
NA
Vucetich et al. (2011)

Table 2-2. Bifurcation analysis for Eq. 8 at t = 500 over 1,000 simulations. Parameter values
were varied from -30% to +30% and changes in dynamical predictions were recorded. “High
Eq.” shows that one stable equilibrium near K is found; “Low Eq.” shows that one stable
equilibrium near or at 0 is found; and “Predator Pit” shows two stable equilibria separated by one
unstable equilibrium are found in the corresponding parameter space.
Change in
Parameter
-30%
-15%
-5%
0%
5%
15%
30%

rmax
Low Eq.
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit

K
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit

θ
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit

σ2
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
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α0
High Eq.
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Low Eq.

A
High Eq.
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit

τ2
High Eq.
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Low Eq.
Low Eq.

δ1-δ0
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit
Pred-Pit

FIGURES

Figure 2-1. Two conceptual models of prey population regulation. The black lines represent
growth rate of prey per density without predation and the red lines represent growth rate of prey
per density with predation. When the growth curves cross the dashed black line (growth rate of
zero), an equilibrium condition is possible (dashed circles). Arrows pointed towards the circle
represent a stable equilibrium, whereas arrows pointed away from the circle represent an
unstable equilibrium. a shows that predation can reduce the stable equilibrium to a lower density
at K1. b shows that predation can reduce the local minima in a below the growth rate of zero,
resulting in a “predator pit”, where an unstable equilibrium, KU, is separated by high and low
density stable equilibria, K2 and K3, respectively. If prey density can increase past KU,
populations will grow to the higher density stable equilibrium, K3. Stochasticity may allow the
growth curve in a to pass below the growth rate of zero, similar to b, leading to a predator pit.
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Figure 2-2. Growth rate, μt, per density for a, high carrying capacity (K = 20) b, low carrying
capacity (K = 5) deterministic models of wolf (Canis lupus) predation on elk (Cervus
canadensis), and c, bifurcation analysis in deterministic predator-prey models. Parameter values
in (c) were obtained from 10,000 random draws of uniform distributions from -30 to +30% of
each original parameter value (Table 1). Black and red solid lines represent Eq. 3 without and
with predation (PtA), respectively. All wolf-elk predator-prey scenarios (a, b) resulted in one
equilibrium near K where the growth rate curves cross the dashed black line (growth rate of
zero), and thus no predator pit occurs. 1.04% of simulations in the bifurcation analysis (c)
resulted in two equilibria, and thus a predator pit.
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Figure 2-3. Population growth under predation stochasticity with high (K = 20) and low carrying
capacity (K = 5). a and b represent 1,000 simulations of population growth (Eq. 8) with high
predation stochasticity (τ2 = 1.75) under high (a) and low (b) carrying capacity. c and d show
frequency plots of the stationary distribution of densities a and b at t = 500. Dashed lines
represent carrying capacity. e and f show a heatmap of the change in the distribution of prey
65

densities at t = 500 across varying levels of predation stochasticity (τ2). Red numbers in the “Prey
Density” axis indicate carrying capacity.
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Figure 2-4. Equilibria of population growth in stochastic predator-prey models. P-bifurcation
plots show the qualitative changes in the stationary distributions of 1,000 simulations of prey
population growth with stochastic predation (Eq. 8) as a function of predation stochasticity (τ2)
and (a) K (carrying capacity) or (b) rmax (intrinsic growth rate of prey). “High” shows that one
stable equilibrium near K is found; “Low” shows that one stable equilibrium near or at 0 is
found; and “Pred-Pit” shows two stable equilibria separated by one unstable equilibrium are
found in the corresponding parameter space. Stationary distributions were recorded at at t = 500.

67

CHAPTER 3: PREDATOR CONTROL MAY NOT INCREASE UNGULATE
POPULATIONS IN THE FUTURE: A FORMAL META-ANALYSIS

ABSTRACT
Human-dominated landscapes are being recolonized by large carnivores, thereby increasing
conflicts worldwide via predation of livestock and harvested wildlife such as ungulates. Recent
meta-analyses have shown that predator control (hereafter, predator removal) has mixed success
in reducing livestock predation. Yet it is unknown how effective predator removal is in
decreasing predation on ungulates due to a lack of quantitative synthesis, despite the long history
of implementation in North America. We quantified the demographic responses of ungulate
survival and recruitment rates, abundance, and population growth to experimental predator
removal and identified the ecological and experimental design factors affecting ungulate
responses to predator removal. We conducted a literature review of management and natural
experiments to increase ungulate demography finding 52 predator removal experiments and 10
natural experiments from 47 publications. We then conducted a meta-analysis to determine the
overall effect size and factors which increased ungulate demography during predator removal.
Lastly, we tested for evidence of publication bias and experimental rigor for these experiments.
We found that predator removal in both management and natural experiments increased ungulate
demographic responses by 13% (95% CI = 4.1 – 23%), yet prediction intervals overlapped with
0 (95% PI = -34 – 93%). Focusing just on management removals, ungulate demographic
responses increased only by 7.8% (95% PI = -32 – 72%), indicating that future experiments
could have negligible effects. Predator removal in both management and natural experiments
was more successful in improving the demography of young (e.g., recruitment ES = 44%, 95%
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CI = 13 – 83%) but equivocal in improving adult survival (ES = 5.4%, 95% CI = -18% – 36%)
and ungulate abundance (ES = 13%, 95% CI = -17 – 31%). The low and variable effectiveness of
predator removal for ungulate populations might be linked to ungulates’ slow life history and the
compensatory mortality of carnivores on ungulates, though effects were stronger on endangered
prey. We identified the experimental design factors that led to greater uncertainty in ungulate
responses to predator removal, including lack of randomization, low replication, and short
temporal length. Lastly, we found evidence of publication bias, where experiments with poor
rigor and negative effects (i.e., reduced ungulate demography following predator removal) were
underreported. We recommend future predator removal experiments be conducted with a more
rigorous experimental design to overcome these weaknesses, especially for endangered species
where predator removal may work more effectively. We suggest that managers attempting to
evaluate experimental practices to increase ungulate populations through predator removal could
employ an open standards framework akin to the “Open Standards for the Practice of
Conservation” framework.
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INTRODUCTION
Large carnivores and humans are expanding and encroaching on each other’s ranges worldwide
(Mech 1995; Wikramanayake et al. 2011; Woodroffe 2011; Larue et al. 2012; Chapron et al.
2014a), thereby increasing human-carnivore conflicts (Treves & Karanth 2003). Consequently,
there is a growing call for large carnivore control (hereafter, predator removal) to mitigate these
conflicts (e.g., Bottollier-Depois, 2019; Landers, 2019). Recent reviews have addressed the
successes and limitations of predator removal for one component of human-carnivore conflict,
livestock predation (Eklund et al. 2017; van Eeden et al. 2018). But there has been no
comparable synthesis of predator removal to manage the other major component of conflict,
predation on harvested wildlife species such as ungulates. Predator removal is often used as a
tool in wildlife management, especially in North America, to ostensibly increase ungulate
population size (Peek et al. 2012). Yet, there are many ecological and experimental reasons that
predator removal might not work, and this lack of synthesis has limited the ability for managers
to mitigate human-carnivore conflicts in the future.
One reason it is unclear if predator removal can increase ungulate populations is due to
the complex nature of predator-prey interactions. Predation could be compensatory, that is, only
surplus ungulate prey that were going to die anyway are predated (Errington 1946). In this case,
predator removal will not work as prey mortality would be the same with or without predation.
Such compensatory mortality is to be expected when ungulate populations are close to foodbased carrying capacity (Errington 1946; Ballard et al. 2001). Ungulate populations could be
limited by bottom-up factors like primary productivity, which can negatively interact with topdown factors like predation. For example, the effect of predators on roe deer (Capreolus
capreolus) was stronger in poorly productive environments in Europe (Melis et al. 2009).
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Therefore, we hypothesize that predator removal could have a stronger effect in lower
productivity environments. Lastly, as predator diversity increases, predation may lead to
compensatory mortality in ungulates due to functional redundancy among the predator
community (Mech & Peterson 2003; Griffin et al. 2011). Predator removal of one predator in a
community may lead to release of other competing predators, thereby reducing the success of
predator removal experiments of just one predator in diverse communities. Indeed, we can use
predator removal experiments to test the ecological theory of predator-prey interactions.
Despite conflicting evidence on the nature of predation, predators have been historically
removed to increase abundance of harvested ungulates, especially in North America (Reynolds
& Tapper 1996). Early observational studies corroborated historical predator removal, with
predators shown to have strong effects on prey populations due to reports of irruptions of
ungulates following predator removal in North America (Leopold et al. 1947). Later reviews,
however, provided equivocal evidence of ungulate growth after removal (Caughley 1970;
Connolly 1978). Early predator removal experiments (e.g., Gasaway et al. 1983) were used as
evidence that maximizing harvestable ungulate population size may necessitate predator
removal. Yet many of these studies had experimental biases, such as a lack of experimental
control or confounding variables, leading to uncertain support for predator removal as a
management strategy (National Research Council 1997). Furthermore, many predator removal
experiments likely go unpublished (see Peek et al. 2012 for examples), and if these were
“unsuccessful” experiments, this could bias our understanding of predator-ungulate management
practices. Conversely, natural predator recolonization or the opposite, natural declines (e.g., due
to disease outbreaks) could also provide data on the effects of predator abundance on ungulate
prey. Nevertheless, it is unclear when and under what conditions predator removal works,
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especially since recent robust experiments show varied results (e.g., Hayes et al., 2003; Hurley et
al., 2011; Keech et al., 2011; Proffitt et al., 2020; White, Zager, & Gratson, 2010).
Here, we conducted a meta-analysis of ungulate populations in response to predator
removal experiments, which we define as management-induced reductions of predator
abundances to increase ungulate prey, or natural experimental changes in predator abundances.
While we focus on North America, where many predator removal management experiments
occurred, we also considered natural experimental changes in predator abundances from Europe
and Africa. In doing so, we first aimed to quantify the demographic response of ungulate
populations to management-induced experimental predator reduction. Here, we define ungulate
demographic responses as survival and recruitment rates, abundance, and population growth
rates. Next, we tested for the ecological factors that increase the likelihood of successful
outcomes for management goals (e.g., increase ungulate abundance), such as additive mortality
or low primary productivity. Defining success is challenging and indeed, controversial in such
predator removals, but here we defined success as ultimately if survival and recruitment rates,
abundance, or population growth rates of ungulates increased. Finally, we identified the tenets of
experimental design and rigor which increased the likelihood of successful predator removal and
used these results to suggest an improved set of recommendations for future predator removal
management experiments.

METHODS
Data Collection
We conducted a literature review to collate published studies, graduate theses, wildlife
management reports, etc., of management-induced or nature-induced (e.g., due to disease
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outbreaks) experimental predator removal (hereafter, management experiments) to increase
ungulate populations. We also included “natural” experimental predator removal combined with,
and separated from predator removal experiments. We searched for relevant articles online using
Web of Science, with combinations of the following keywords: predator, predation, control,
removal, manipulation, ungulate. We also used bibliographies of earlier reviews to find
experiments (Connolly 1978; National Research Council 1997; Ballard et al. 2001; Salo et al.
2010; Peek et al. 2012). Finally, we used expert knowledge to find reports of experiments.

Data Extraction
We recorded information on each experiment, such as location, duration, the manipulated
predator species, and the target prey species. We collected any demographic (e.g., survival rates)
or population-level variable of prey (e.g., abundance, population growth rate) recorded within the
experimental or control group from either the manuscript text or extracted from figures using
Web Plot Digitizer (Rohatgi 2012). We recorded two types of predictor variables: 1) ecological
variables, which we hypothesize will modify the effect of predators on prey, and therefore the
intensity of predator removal; and 2) experimental variables, which we hypothesized could
confound the intensity of predator removal experiments.

Ecological variables
We hypothesized that management experiments will have the strongest effects on the ungulate
response parameters (e.g., survival of young) that the population growth rate is least sensitive to
(hereafter, “sensitive”), and the weakest effects on the most sensitive parameters like adult
survival and abundance (Gaillard et al. 2000). Prey response was the demographic or population-
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level variable of prey which was recorded (e.g., abundance, calf survival). We hypothesized that
predators will have a larger impact on smaller-bodied prey (Sinclair et al. 2003), which we tested
using the ratio of predator to prey biomass. We hypothesized that there may be species-level
variability on the impact of predator removal. We tested this using prey and predator average
biomass as a proxy. We hypothesized that experiments with greater predator-prey diversity may
have weaker results due to competition amongst predators or alternative prey being released
following removal of one predator (Mech & Peterson 2003). Lastly, we considered the effect of
primary productivity on predator removal efficiency, which we hypothesized that predator
removal experiments will be more impactful in areas with low primary productivity (Melis et al.
2009). We calculated a proxy for primary productivity using composite dynamic habitat indices
(DHIs) from gross primary productivity (Hobi et al. 2017). DHIs encompass the phenological
productivity of species over each year and can be used to describe habitats of different species
(Hobi et al. 2017).

Experimental design variables
We hypothesized that as experimental design improved, the estimated predator removal effect
size would decrease due to improved experimental rigor following evidence of similar patterns
across the medical meta-analysis literature (Guyatt et al. 2011). This is because poorly designed
studies, such as before and after comparisons, often have uncontrolled, confounding variables
which often explain some of the ungulate response. We included as experimental type: beforeand-after design (BA), to simultaneous experiment and control (SEC), and to before-aftercontrol-impact design (BACI), a combination of both SEC and BA experiments.
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We categorized type of treatment into an ordinal scale of increasing intensity of predator
removal: 1) harvest and translocations; 2) ground shooting and trapping; 3) aerial shooting; 4)
poisoning (National Research Council 1997). We hypothesized that effectiveness of removal
would increase as type of treatment became more intense in terms of the % of the predator
population removed. We also hypothesized that increased predator removal would result in
stronger effects on ungulate prey, therefore we recorded verbal or statistical evidence that the
predator was successfully manipulated. If possible, we recorded the estimated percent change in
predator density. We recorded if multiple predator species were removed, as this can nonadditively increase predator removal success (Salo et al. 2010). We hypothesized that studies
which were too spatially small to encompass the home range of the manipulated predator will
experience smaller effects due to immigration from nearby conspecifics (Salo et al. 2010). We
hypothesized that studies which were too temporally short will be unable to assess demographic
responses of ungulates to predator removal due to time needed to confirm that a stable state is
reached (Connell & Sousa 1983b). Therefore, we recorded the spatial (in km2) and temporal (in
months) scales of the experiment.
To account for the confounding effects of experimental rigor in our ecological analysis,
we created a composite score for rigor using variables from our experimental analysis based on
the three prominent sources of systematic bias in wildlife management: selection, performance,
and measurement/assessment bias (Pullin & Stewart 2006). Other useful approximate
measurements of experimental design have been recently proposed – including “gold” to
“bronze” standards based on the influence of design on experimental inference (Treves et al.
2019; Louchouarn et al. 2020), and the Grading of Recommendations Assessment,
Development, and Evaluation (GRADE) guidance in medicine and epidemiology (Guyatt et al.
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2011). To assess selection bias, we scored the design of study (BA = 0, SEC = 1, BACI = 2). We
recorded if the study was natural (if so = 0, if not = 1). To assess performance bias, we scored +1
if the size of the treatment was larger than the predator’s maximum home range, +1 if length of
treatment was longer than the prey’s generation time, and +1 if the effectiveness of predator
removal was greater than a 50% decline. To assess assessment bias, we scored +2 if studies were
replicated and scored the type of ungulate response measured (calf-cow ratio, recruitment, calf
survival = 0, adult survival = 1, population growth rate, abundance, density = 2), based on
previous knowledge of the importance of demographic rates in determining the population
growth rate (Gaillard et al. 2000; Gaillard, Festa-Bianchet, & Yoccoz, 1998). Overall, the
composite rigor score ranges from a minimum score of 0 to a maximum score of 10.

Meta-Analysis
To understand the effect of predator removal on ungulate demographic responses, we calculated
the log-response ratio (RR), which is an effect size measurement defined as:
𝑅𝑅 = 𝑙𝑛 (𝑋̅𝐸 /𝑋̅𝐶 ),

eqn 1

where 𝑋̅𝐸 and 𝑋̅𝐶 are the mean treatment and control responses, respectively (Koricheva et al.
2013). Effect sizes RR > 0 indicate that predator removal had a positive effect on the prey
species, RR ≈ 0 indicate no response, and RR < 0 indicate a negative effect (Koricheva et al.
2013). The variance of the log-response ratio, Var(RR), was approximated using the delta
method, assuming independence between 𝑋̅𝐸 and 𝑋̅𝐶 :
𝑉𝑎𝑟 (𝑅𝑅) =

𝑆𝐸(𝑋̅𝐸 )2
2
𝑋̅𝐸
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+

𝑆𝐸(𝑋̅𝐶 )2
2 ,
𝑋̅𝐶

eqn 2

where SE(𝑋̅) represents the standard error of either the experimental or control group. To
understand the effect of predator removal on the variance of ungulate demographic responses, we
calculated the coefficient of variation ratio (CVR; Nakagawa et al. 2015), defined as:
𝐶𝑉

𝐶𝑉𝑅 = ln (𝐶𝑉𝐸 ),

eqn 3

𝐶

where CVE/C is the coefficient of variation, SE(𝑋̅)/𝑋̅, for the experimental or control groups. The
variance of the coefficient of variation ratio, Var(CVR) was defined as:
𝑆𝐸(𝑋̅𝐸 ) 2
)
𝑋̅𝐸

𝑉𝑎𝑟 (𝐶𝑉𝑅) = (

− 2𝜌𝑙𝑛𝑋̅𝐸 ,𝑙𝑛𝑆𝐸(𝑋̅𝐸 )

𝑆𝐸(𝑋̅𝐸 )
𝑋̅𝐸

𝑆𝐸(𝑋̅𝐶 ) 2
)
𝑋̅𝐶

+(

− 2𝜌𝑙𝑛𝑋̅𝐶 ,𝑙𝑛𝑆𝐸(𝑋̅𝐶 )

𝑆𝐸(𝑋̅𝐶 )
,
𝑋̅𝐶

eqn 4

where 𝜌𝑙𝑛𝑋̅,𝑙𝑛𝑆𝐸(𝑋̅) are the correlations between the means and standard error in the experimental
or control groups on the log scale across studies (Nakagawa et al. 2015). We report both the 95%
confidence interval on the effect size and effect size of covariates, but also consider effect sizes
in terms of future prediction intervals to evaluate effects of future predator removal studies.
Prediction intervals represent the variation in treatment effects across all possible settings,
including what is expected in future experiments (IntHout et al. 2016). However, because the
studies we use were not selected randomly, the prediction intervals we report are potentially
underestimated.

Statistical Analysis
We accounted for heterogeneity between studies using weighted generalized linear mixed-effects
models in the R package “metafor” (Viechtbauer 2010). We included the nested random effect of
year within study to account for similarities in studies that conducted multiple experiments
and/or conducted them over many years. We weighted studies by the inverse of their sampling
variances. For studies which did not record standard errors or variances (49% of overall studies),
we imputed variances using the means of treatment and control responses and the ecological and
77

experimental predictor variables with predictive mean matching in the R package “mice” (van
Buuren & Groothuis-Oudshoorn 2011). Predictive mean matching is a semi-parametric
imputation approach that fills missing data randomly with observed donor values whose
regression-predicted values are closest to the regression-predicted value for the missing data
point (van Buuren & Groothuis-Oudshoorn 2011). We conducted separate statistical analyses
with these imputed data to determine if their inclusion changed our results.
We conducted two statistical analyses to explain variation in the effect size (RR), one for
ecological predictor variables and one for experimental predictor variables, given the large
degrees of freedom that it would take to adequately analyze these variables together. The
ecological analysis included the following variables: biodiversity, calculated by adding together
predator and prey diversity; predator and prey biomass; predator-prey ratio; primary
productivity, type of response; and as nuisance variables, the experimental rigor score and the
categorical variable “natural”. The experimental analysis included the following variables: type
of study; natural; size and length of experimental treatment; % change in predator numbers due
to removal; multiple predators, a categorical variable denoting whether many predators were
experimentally removed; replication, if studies were replicated or not; and treatment score, our
ordinal variable for the intensity of predator removal treatment. For both analyses we conducted
backwards stepwise selection until we reached the lowest AIC (Burnham & Anderson 2003). We
also reported effect sizes with both predator removal and natural experiments combined and
separated, despite small sample sizes of the latter, to isolate potential differences between
management and natural experimental interventions. We repeated the above analyses with the
imputed datasets to determine if there were any statistical differences in our results. We
combined the variables from the top ecological and top experimental models in one single model
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to test if accounting for confounding variables would change our model selection results, which
it did not.

Publication Bias
It is also possible that there may be publication bias in predator removal experiments. Similar to
the medical field (Schulz et al. 1995), we suspected that unsuccessful predator removal
experiments will be less likely to be published. We assessed publication bias using funnel plots
(Koricheva et al. 2013) where we graphed the precision (1/SE) of the experiments vs. their effect
size. If there is no publication bias, we would expect a “funnel” shape around the true effect size
mean, where studies with smaller precision will have the largest variation in effect size, and as
precision increases, we would expect a narrowing of the funnel to smaller effect sizes (Koricheva
et al. 2013). Any deviation from this shape may indicate publication bias. We used these data to
conduct a statistical test for funnel plot asynchrony which would reveal potential biases of
unpublished studies (Viechtbauer 2010).

RESULTS
Summary statistics and overall experimental impact
We found 62 experiments from 47 publications (n = 373 experimental years) which met our
search criteria. These included 14 replicated experiments, defined as those with at least two
control and two treatment plots or a before-and-after design where the treatment was reversed
between plots (Salo et al. 2010), and 48 un-replicated experiments. Thirty-two experiments (n =
148 experimental years) reported variance of ungulate demographic measurements, 30 did not.
Ten of the experiments were naturally carried out (e.g., resulting from disease outbreaks). Most
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studies were conducted in North America (n = 43), with a few natural experiments in Africa (n =
3), and Europe (n = 1; Fig. S3-1).
Predator removal management experiments were largely carried out to increase North
American harvested ungulate populations, such as moose (Alces alces, 19.4% of experiments),
white-tailed deer (Odocoileus virginianus, 17.7%), mule deer (O. hemionus, 14.5%), and elk
(Cervus canadensis, 11.3%). Other predator removal experiments were carried out on species
like caribou (Rangifer tarandus, 12.9% of experiments), where management goals were either to
increase abundance or recover threatened populations. Most predator experiments removed large
carnivores, dominated by canids (e.g., gray wolves Canis lupus, 37.1%; coyotes C. latrans,
24.2%), felids (e.g., mountain lions Puma concolor, 12.9%), and ursids (e.g., black bears Ursus
americanus, 12.9%; brown bears U. arctos, 6.5%).
Almost all studies qualitatively self-reported that predator removal was “high” and
therefore successful (83.9% of experiments), with a median 53.5% (95% CI in removal = 20.5%
- 90.7%) decline in predators across non-natural experiments. Yet, many (38.7%) experiments
did not quantitatively measure or report the magnitude of change in predator populations after
removal. The majority (64.5%) of management experiments were carried out in areas larger than
the manipulated predator’s maximum home range. However, only six experiments carried out
predator removal experiments longer than the target prey’s generation time. Most experiments
(67.7%) continued human harvest of target ungulate species during predator removal, however a
small minority did reduce ungulate harvest by humans during these experimental periods (e.g.,
Hayes et al., 2003). Very few of the experiments reported changes in hunter success postpredator removal (e.g., Proffitt et al., 2020).
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Meta-analysis of Effect Size and Variation
Overall, across all ungulate demographic responses in studies which included measurements of
variance, log-response ratios (RRs) of predator removal experimental groups were 13.1% higher
than control groups (95% CI = 4.1% – 23.0%), yet prediction intervals overlapped with 0 (95%
PI = -33.7% – 92.9%) and high heterogeneity between effect sizes was present (I2 = 82.6%) (Fig.
3-1). Separated out, management experiments had an average 7.8% increase (95% CI = 0.1% 16.1%, 95% PI = -32.4% - 71.9%), compared to natural experiments, which had an average
41.5% increase (95% CI = 6.1% - 88.8%, 95% PI = -34.0% - 303%) (Fig. S3-2). When imputed
measurements of variance were included for those studies that were missing them, predator
removal experimental groups were 38.3% higher than control groups (95% CI = 24.4% - 53.8%),
but again prediction intervals overlapped with 0 (95% PI = -47.4% – 264%). Overall, across
variation in ungulate demographic responses, the CV of predator removal experimental groups
was 1.9% lower than the CV of control groups (95% CI = -16.6% - 15.4%, 95% PI = -57.4% –
126%) (Fig. 3-2). When imputed measurements of variance were included for those studies that
were missing them, the CV of predator removal experimental groups were 5.5% lower than the
CV of control groups (95% CI = -18.3% – 9.4%, 95% PI = -58.8% – 117%).

Ecological and experimental variables
Our final model with ecological variables (Table S3-1) retained the categorical variable, type of
demographic response (e.g., survival rates, abundance, etc.). Overall, effect sizes were much
stronger for demographic rates known to have weak effects on population growth rate, and effect
size diminished for demographic rates known to have stronger effects on population growth rate.
For example, effects of predator removal experiments on the demography of young were slightly
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positive: calf-cow ratios increased by 19.5% (95% CI = -7.6% - 54.5%), calf survival by 26.1%
(95% CI = -8.6% - 74.0%), and recruitment by 44% (95% CI = 13.4% - 82.9%; Table 3-1, Fig.
3-1, Fig. S3-2). Yet predator removal experiments increased adult survival by a smaller margin
of 5.35% and confidence intervals highly overlapped with 0 (95% CI = -18.3% – 35.8%; Table
3-1, Fig. 3-1). Population-level metrics of abundance increased by 13.4% (pooled between
natural and management studies) and were similar but overlapped 0 (95% CI = -17.4% – 31.2%),
compared to our overall effect size of 13.1%. Predator mass had a slightly negative relationship
(slope = -0.2%, 95% CI = -0.3% - 0.0%; Table 3-1). Experimental design variables were retained
in our top model (Table S3-1, Fig. 3-3). Repeated analyses with imputed data did not change our
model selection results.
Our final model with experimental variables retained experimental type, treatment type,
% change of predators, and temporal length (Table S3-2). Experiment type was negatively
related with effect size as rigor increased from before-after to simultaneous control-experiment
to BACI design (Table 3-2). The effect size decreased as experimental treatment intensity
(harvest < ground shooting < aerial shooting < poisoning) increased (Table 3-2). As the temporal
length of experiments increased, effect size slightly increased (slope = 0.47%, 95% CI = -0.7% 1.5%; Table 3-2). As the % change of predators removed increased, effect size slightly decreased
(slope = -0.2%, 95 CI = -1.1% - 0.06%; Table 3-2). Repeated analyses with imputed data
retained all above variables and the categorical variable for “natural” experiments, which was
positively related with effect size. Experimental rigor was moderately low, with a median
composite score of 4 (range = 1 - 9; Fig. 3-3). Visual inspection of the funnel plot and statistical
evidence using Egger’s regression test showed a possible bias against publishing nonsignificant
results (z = 2.52, p = 0.011; Fig. 3-4).
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DISCUSSION
We found that predator removal experiments (management and natural) caused an overall ~13%
increase in ungulate population abundance, growth rates, or survival and recruitment rates
averaged across all responses. Focusing only on management removal experiments, however,
indicated a weaker ~8% ungulate population response. Due to high between-study heterogeneity,
95% prediction intervals for the effect sizes overlapped with 0. Thus, while responses were
positive, and sometimes led to biologically meaningful demographic responses (e.g., a 7.8%
increase in management experiments), the large variation across studies reduced certainty in
future outcomes. It is therefore essential for wildlife managers to utilize prediction intervals to
truly anticipate the success of future predator removal experiments. Our results indicate that it is
uncertain if future predator removal experiments would have the desired positive effect on
ungulate prey, especially population abundance. Furthermore, our understanding of predator
removal as a management strategy will continue to be uncertain if future experiments are carried
out with similarly low rigor (median = 4; e.g., weak experimental design without replication, no
randomization, etc.) as some of those in our meta-analysis.
Our results confirm that predator removals can positively impact ungulates like past
reviews of predator removals for other vertebrates (Coté & Sutherland 1997; Salo et al. 2010).
For example, in harvested ungulate populations, an 8 - 13% increase in population abundance in
a population of 10,000 could translate to an additional ~800 – 1,300 harvestable animals. This
may be important for specific socioeconomic settings, or in the case of Indigenous or subsistence
hunting, such as in Alaska where such harvest is a policy mandate (National Research Council
1997). Nevertheless, it is important to place the magnitude of predator removal (top-down) on
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abundance in context with the magnitude of bottom-up management strategies to increase
ungulate population abundance. For example, Raithel, Kauffman, & Pletscher (2007) used lifestage simulation analysis to compare the effects of bottom-up vs. top-down factors in a synthesis
of elk populations. Supplemental feeding of elk increased population growth rates by 5%,
compared to reduced vehicular access (and lower exposure to hunting) during hunting seasons,
which increased growth rates by ~ 6-7%. In contrast, following the large-scale fires in the
Greater Yellowstone Ecosystem in 1988, elk population growth rates increased by 15-20%
(Raithel et al. 2007), confirmed independently by time-series population modeling (Taper &
Gogan 2002). These comparisons illustrate that the changes we report in ungulate demography
via predator control are similar to changes induced by other management actions. Thus, while
statistically uncertain, and admittedly controversial, the magnitude of top-down effects is
consistent with these other, bottom-up drivers of ungulate populations.
Nevertheless, the overall average increase (8 – 13%) following predator removals were
much lower than other studies. For example, Salo et al. (2010) found an overall 70% increase in
terrestrial vertebrates following predator removal. Yet Salo et al. (2010)’s review was mostly
comprised of faster life-history species (e.g., rodents = 30% of experiments, birds = 39%) with
relatively high intrinsic rates of growth compared to ungulates (which were only 10% of studies
in Salo et al. 2010). Therefore, the lowered effectiveness of predator removal for ungulates may
be linked to their relatively slow life-history and delayed response to temporally short predator
removal experiments. The common paradigm in ungulate population dynamics is that adult
survival has low variability and high elasticity, whereas calf survival has high variability but low
elasticity (Gaillard et al., 2000; Raithel, Kauffman, & Pletscher, 2007). Our results support the
classic paradigm in ungulates, where the effects of predator removal on calf survival were much
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higher and variable than adult survival, which was much lower and static (Fig. 3-1). These
marked increases in calf survival following predator removal did not translate to large increases
in population rates (Fig. 3-1). We suggest that differences in the canalization of demographic
rates to variability (Gaillard & Yoccoz, 2003) could drive the low success of predator removal
for ungulates. Predator removal may increase calf survival and decrease its variability (Figs. 3-1
and 2), but this parameter has low elasticity and may not translate to increases in populations
unless variability is quite high (sensu Raithel et al., 2007). Ultimately, predator removal studies
should strive to measure the ultimate population success metric, ungulate abundance (65% of
studies), and not just responses of demographic rates that have limited effect on population
abundance. Even this overlooks that often the goal in what are coupled human-natural systems is
to enhance hunter harvest, which very few studies here addressed directly.
The average effect of predator removal for an endangered ungulate, the woodland caribou
(R. t. caribou) was slightly higher (RR = 14.0%), but much more likely to have a positive effect
in the future (95% PI = 5.6% – 23.0%). The proximate cause of their decline is apparent
competition via predation by wolves which is ultimately driven by unsustainable rates of habitat
loss and alteration (Johnson et al., 2020; Wittmer, Sinclair, & Mclellan, 2005). We were unable
to directly test for the effects of predator removal on endangered ungulates due to small sample
size (n = 2 studies). Yet, predation can be more impactful, and therefore removal more
beneficial, for an endangered species because the predation rate (% of prey killed) is likely
greater and more destabilizing than for a typical stable harvested species (Sinclair et al. 1998).
For example, an estimated predation rate of wolf-killed woodland caribou is ~23% (Serrouya et
al. 2020), in comparison to a predation rate of ~5% for wolf-killed non-endangered elk in
Yellowstone (Vucetich et al. 2011). Moreover, caribou are known to exhibit a slower life-
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history, with delayed age at reproduction, which would render them more vulnerable to predation
(DeCesare et al. 2012). These lines of evidence suggest that removal of predators, in addition to
other treatments, can lead to increases in population growth for woodland caribou (Hervieux,
Hebblewhite et al. 2014; Serrouya et al. 2019), and possibly other endangered species (e.g.,
Johnson et al. 2013).
Our results also support the notion that predation might be partially compensatory in
most other ungulates. Predator removals were self-assessed in the original studies as highly
successful with an average 54% decline in predators, yet ungulate demographic responses only
increased by 13%. This disparity suggests partial compensation, likely driven by multiple
mechanisms. First, overwinter calf survival can be compensatory, as predators predate late-born,
low-weight calves that would have starved otherwise. For example, Barber-Meyer, Mech &
White (2008) estimated that approximately 87% of elk calf deaths caused by predation in
Yellowstone could be compensatory with starvation, disease, or accidents. Second, predator-prey
dynamics are often nonlinear. Most wolf-ungulate interactions are found to approach an
asymptote at high predator densities (Vucetich et al. 2011). This suggests that predator removals
may not lead to a linear increase in ungulate prey. Lastly, compensatory mortality may be driven
by functional redundancy and interspecific competition between predators. If wolves are
removed, bears, mountain lions, or other predators could predate the prey that would have been
predated by wolves. For example, Griffin et al. (2011) found that predator diversity affected
neonate elk mortality in a compensatory manner, facilitated via interspecific interference and
exploitative competition between predators (e.g., Caro & Stoner 2003; Tallian et al. 2016).
Certainly, other factors, such as habitat productivity and abundance of prey relative to carrying
capacity could be compensatory mechanisms, however we did not find statistical evidence for
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the former and few studies quantified the latter. Nonetheless, the weak responses of ungulates to
predator removal across taxa lends support for the compensatory mortality hypothesis.
Indeed, we found that natural experiments were much stronger (42% increase) than nonnatural experiments (7.8% increase). Natural experiments almost always led to a complete
removal of all predators, often due to disease, poisoning, or poaching (e.g., Sinclair et al. 2003),
or recovery, in the case of carnivore recolonization (e.g., Hebblewhite et al. 2005). This
magnitude of predator removal could not be greater (e.g., 0 to 100%), and therefore shows the
effects of predators on ungulate prey under the most extreme treatment intensity. Yet,
management experiments achieved on average only a 54% reduction in predators, indicating a
possible upper limit to predator treatment intensity (Bischof et al. 2012). However, the
magnitude of treatment intensity could be positively biased, since ~1/3 of studies did not report
the magnitude of change in predator numbers following removal. This is a weakness in most
studies, that few explicitly tested for the effects of predator removal on predator demography
(e.g., Proffitt et al. 2020). Furthermore, studies with high rigor and effort only achieved moderate
reductions in predators. For example, Hervieux et al. (2014) removed wolves using high-effort
aerial shooting and poisoning and only achieved a reduction of ~45%, which may be below the
mortality needed to sustain population reductions given wolf population growth rates (Adams et
al. 2008; Gude et al. 2012). Therefore, predator removal experiments could be limited by the
ability to effectively remove high numbers of predators given predator demography over a large
spatial and temporal scale (e.g., Bischof et al. 2012). This is especially possible because of
compensatory immigration of large carnivores that can swamp short-scale predator removals
(Robinson et al. 2008).
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Rigor of Predator Removal Experiments
Unfortunately, most predator removal experiments we reviewed had low experimental rigor. In
just a few cases, predator removals were held over a large-scale with multiple replicates and
robust experimental design (e.g., Hurley et al. 2011; Proffitt et al. 2020). For example, Hurley et
al. (2011) monitored demographic and population-level responses of mule deer under coyote
and/or mountain lion removal with a 2x2 randomized factorial design over six years. Over this
longer period, they found a weak to negligible effect of predator removal, partially because of
high annual variation induced by weather. Weak experimental rigor through poor experimental
design, such as non-randomized application of treatments, before-after designs, lack of
replication, etc., also increased uncertainty about effect sizes. Moreover, there was no evidence
that experimental rigor is improving in modern predator management; many recent coyote –
white-tailed deer predator removal studies were conducted on shorter temporal scales without
rigorous experimental design (e.g., Gulsby et al. 2015; Kilgo et al. 2014; Watine & Giuliano,
2016). As rigor increased, effect size and its variance decreased until it approached the mean in
the highest rigor experiments (Fig. 3-3). This relationship is mirrored in experimental design,
where we found that more robust designs like BACI experiments had lower effect sizes
approaching the mean than un-replicated BA experiments (Table 3-2). These conclusions are
expected based on previous meta-analytic literature (e.g., medical studies; Guyatt et al., 2011),
and emphasize the crucial importance of improving experimental rigor. Considering these
results, we recommend that experimentally randomized, replicated, long-term studies should
become the “gold-standard” for predator removal experiments (Treves et al. 2019).
We also found evidence of publication bias in the literature on predator removal. Publication
bias followed the same pattern found in medical literature (Schulz et al. 1995), that is, studies
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were under-reported when they had negative effect sizes. We suspect that this bias in the
literature could confound some of our results, and because of that, there could be contrasting
effects of ecological/experimental drivers and publication bias/experimental rigor on the effect
size of predator removal experiments. To illustrate this, we found that increasing the % of
predators removed slightly decreased effect size, contrary to our hypotheses (National Research
Council 1997). This may be because experiments that removed more predators had higher rigor,
therefore, the effect of rigor outweighed the effect of % predator removal in our analysis.
Similarly, predator removal with more effective treatments (e.g., poisoning) had slightly lower
effect sizes, indicating again that rigor was a stronger driver of effect size than effective
treatments. Despite these issues with publication bias, we found similar results between our
dataset without experiments that did not record standard error (a sign of poor experimental
practice) and fully imputed datasets. Our meta-analysis provides insight into the potential
ecological and experimental drivers of successful predator removal for ungulate populations.

Conclusions
We found a slight positive effect of predator removal on ungulate population metrics, from 8 –
13%, depending on whether predator removal was due to management or both management and
natural experiments combined, respectively. Yet, due to variation in predator-ungulate ecology
and experimental design, future experiments will likely find ambiguous or even negative results.
For example, the National Research Council (1997) recommended that predator removal should
have a more research-based and experimental approach that included public and economic
evaluations. Yet in the more than two decades since, while there have been improvements, there
is still controversy over predator management and whether these recommendations have been
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adequately adopted (see Boertje, Keech & Paragi 2010; Miller et al. 2011). In the meantime,
many predator removal experiments in North America are still carried out with experimental
design weaknesses. Few studies have explicitly integrated sociological or economic data into
evaluating “success” in predator removals. One example, Hurley et al. (2011) found that the
maximum effect, minimum-cost scenario of coyote removal to increase mule deer populations
would cost $17,127 per harvestable trophy deer over 10 years. Yet, without a social science
study of the economic costs and ecological effects in this instance, it is difficult to truly evaluate
management “success” even in stronger predator removal studies. This study is nearly unique in
attempting to address the ultimate response variable, ungulate harvest. If predator removal is
rationalized in terms of increasing ungulate harvest, managers need to rigorously include
assessment of harvest in future efforts. Therefore, we maintain that the tenets of science-based
management necessitate a higher experimental standard for predator removal experiments than
current efforts.
There is currently no framework for mitigating predator-harvested ungulate conflicts
beyond recommendations given decades ago when large predators were mostly extirpated and
conflict was relatively marginal (e.g., Connolly 1978; Theberge & Gauthier 1985; National
Research Council 1997). We believe that there are great challenges in managing predators given
these conflicts and argue that robust science-based management cannot be achieved without
adequate guidelines and decision-making frameworks. We therefore propose the need for an
“Open Standards for Predator Management” akin to the Open Standards for the Practice of
Conservation framework developed by The Conservation Measures Partnership (2013). This
conservation framework plans and prioritizes conservation actions based on priorities, likelihood
of success, cost, etc., and has been implemented globally with successful results (Schwartz et al.
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2012). Wildlife management as a profession needs to develop a similar framework when testing
and assessing predator removal experiments and their effectiveness to reduce human-wildlife
conflicts globally, given the lack of experimental rigor in many studies in our meta-analysis.
Until then, it is unclear if predator removal to mitigate this conflict is ecologically, economically,
and ethically sustainable.
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TABLES
Table 3-1. Final ecological model parameters for the effect size of predator removal experiments
to increase ungulate demography. Model selection was run using non-imputed data. Final model
was chosen by ranking ΔAIC. Coefficients and SEs are shown in log-odds ratios.
Intercept
Intercept
Adult Survival
Calf-Cow Ratios
Calf Survival
Recruitment
Pred Mass
Natural

Coefficient
0.127
-0.074
0.052
0.106
0.238
-0.001
0.268

pSE
value
0.074 0.110
0.056 0.082
0.057 0.320
0.091 0.170
0.048 <0.001
0.001 <0.001
0.108 0.010
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Table 3-2. Final experimental model parameters for the effect size of predator removal
experiments to increase ungulate demography. Model selection was run using non-imputed data.
Final model was chosen by ranking ΔAIC. Coefficients and SEs are shown in log-odds ratios.
Intercept
Intercept
Experiment Type - BACI
Experiment Type - SEC
Treatment Score - 2
Treatment Score - 3
Treatment Score - 4
% Change Pred
Temporal Length

Coefficient
0.110
-0.145
-0.340
-0.015
-0.013
-0.198
-0.002
0.005

SE
0.147
0.119
0.100
0.234
0.086
0.165
0.003
0.004

p-value
0.105
0.782
0.163
0.390
0.348
0.007
0.001
0.038
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FIGURES

Figure 3-1. Effect size of predator removal experiments by ungulate response variable measured.
Effect size was calculated as the log-response ratio of the experimental over control group.
Effect size > 0 indicates that predator removal has a positive effect on ungulate prey, < 0
indicates a negative effect, and ≈ 0 indicates a negligible effect. “Abundance” represents
experiments which measured abundance, density, or population growth rate. Dashed blue line
represents the overall mean of the effect size of predator removal experiments in our metaanalysis.
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Figure 3-2. Variance in the effect size of predator removal experiments by ungulate response
variable measured. Variance in effect size was measured using the coefficient of variation ratio,
calculated as the natural log of the coefficient of variation of the experimental group over the
coefficient of variation of the control group. Variance in effect size > 0 indicates that predator
removal increases the variance in ungulate prey responses, < 0 indicates a reduction in variance,
and ≈ 0 indicates a negligible effect on variance. “Abundance” represents experiments which
measured abundance, density, or population growth rate. Dashed blue line represents the overall
mean of the variance of the effect size of predator removal experiments in our meta-analysis.
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Figure 3-3. Effect size of predator removal experiments on ungulate demography by total rigor
score. Effect size was calculated as the log-response ratio of the experimental over control group.
Total rigor score was calculated as a qualitative composite score of the amount of assessment,
selection, and performance bias in experiments from 0 to 10, 0 indicating very low rigor, and 10
indicating very high rigor. Dashed blue line represents the overall mean of the effect size of
predator removal experiments in our meta-analysis.
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Figure 3-4. Funnel plot for the effect size of predator removal experiments on ungulate
demography to test publication bias. Effect size was calculated as the log-response ratio of the
experimental over control group. Yellow dots represent individual observations in experiments.
Red lines represent 95% confidence intervals at respective standard errors. Dashed blue line
represents the overall mean of the effect size of predator removal experiments in our metaanalysis.
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CHAPTER 4: INTEGRATED COMMUNITY MODELS: A MODELLING
FRAMEWORK OF DEMOGRAPHY-BASED COMMUNITY INTERACTIONS FOR
THE MANAGEMENT OF WILDLIFE

ABSTRACT
Our ability to mitigate the threat of anthropogenic effects on ecological communities is limited
by difficulties in monitoring and predicting changes within the time needed to institute
appropriate management initiatives. One solution is to use integrative approaches to combine
multiple data sources from a community into a single modelling framework to expand inference
to a larger scale necessary for management. However, there has been little work doing so. Here,
we introduce and test the integrated community model (ICM), a flexible modelling framework
for estimating species and community-level processes by integrating multiple data sources by
combining multiple single-species integrated population models within a community. We test the
ability of ICMs: a) to estimate demographic and interaction parameters within/between species in
a community; and b) to infer community-level interactions. We then illustrate ICMs using an
empirical example of a large mammal community in the Sawtooths Mountains, Idaho, U.S.A.
We found that ICMs can estimate hard-to-measure parameters within and between species in a
community, and that this is most sensitive to observation error and interaction strength. We also
found that ICMs can determine the correct set of community-level interactions. Lastly, ICM
results in the Sawtooths example corroborate what is known through intensive field research on
predator-prey interactions. With ICMs, we envision an increased demographic understanding of
species and community-level processes, and a heightened ability to monitor and mitigate the
effects of anthropogenic change on ecosystems. These results can help determine what data
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collection strategies managers use to capitalize on the insight provided by ICMs and other
integrated models for management. Future research using ICMs could expand our understanding
of how species coexist in communities where experimentation is difficult, leading to an increased
understanding of how ecological processes interact to promote coexistence and biodiversity.

107

INTRODUCTION
Humans are transforming entire ecosystems with no indication of stopping (Ellis 2015; Waters et
al. 2016). These anthropogenic effects impact biodiversity, ecosystem function and resilience,
species and community dynamics, and human and wildlife health, often in nonlinear and
surprising ways (Doak et al. 2008). In response, humans have increasingly employed
management measures, with in some cases, positive, and in other cases, negative, and sometimes
catastrophic, effects permeating throughout whole ecosystems (Courchamp, Woodroffe, &
Roemer, 2003; Pearson & Callaway, 2006; Zavaleta, Hobbs, & Mooney, 2001). Many of these
unintended outcomes are due to our inability to monitor and predict community-level
interactions (Pearson et al. 2021). Mounting evidence that the growing number of communitylevel interactions can cause previously unknown effects (Sih et al. 1998; Estes et al. 2004;
Chesson 2013) suggests that there is much left to be understood of the importance of community
interactions for the management of populations. For example, these complex dynamics can spur
indirect interactions, such as apparent competition between prey species mediated by a shared
predator (Holt 1977; DeCesare et al. 2010). These conditions severely limit our ability to
understand and predict changes in populations within the time needed to institute appropriate
management initiatives (Mouquet et al. 2015; Petchey et al. 2015).
These issues have long restricted applied ecologists and managers to single-species
population models to inform management strategies. One increasingly popular solution is to use
integrative approaches to combine multiple data sources into a single modelling framework
thereby expanding inference to a larger temporal and spatial scale necessary for management.
One well-developed subset, integrated population models (IPMs), combine multiple data types in
hierarchical models with joint likelihoods to estimate population abundance and the processes
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leading to population change (Schaub & Abadi 2011; Zipkin & Saunders 2018). IPMs jointly
analyze data on population abundance or structure (e.g., count, occupancy, or census data) and
demography (e.g., capture-recapture, reproduction, or cause-specific mortality data) by explicitly
accounting for the ecological and demographic processes (e.g., density dependence) leading to
population changes over time (Zipkin & Saunders 2018). In some cases, IPMs can allow for
inference of unmeasured, hard-to-study demographic processes like immigration (Abadi et al.
2010b). Currently, however, there has been little theoretical and empirical work done to advance
IPMs to incorporate other species within a community.
We develop and extend integrated community models (ICMs), a flexible modelling
framework for estimating species and community-level processes. We develop ICM's by
integrating and fusing multiple data sources, including simulations, empirical case studies, and
long-term monitoring, by combining multiple single-species IPMs within a community. To date,
these models have been theoretically and empirically explored in the context of single-species
interactions (e.g, 1 predator – 1 prey or 2 competitors) (Barraquand & Gimenez, 2019; Peron &
Koons, 2012). Yet it is unclear how these models perform in a community-level context, and
whether they are successful in inferring demographic processes within a community.
Furthermore, ICMs allow for the incorporation of interactions within demographic stagestructure, which has been shown to transcend single species’ population dynamics and influence
community dynamics, structure, and stability (Miller & Rudolf 2011; Gervasi et al. 2012; de
Roos & Persson 2013).
Here, we have the following objectives: 1) to introduce ICMs; 2) to conduct simulations
to test ability of ICM models to: a) to estimate demographic parameters across a community and
b) infer community-level interactions across observation and process error, and data

109

patchiness/loss; and 3) to apply this framework using an empirical example of large mammal
multi-predator, multi-prey management in the Sawtooth Mountains, Idaho, U.S.A. Similar to
single-species IPMs, we found that ICMs can estimate hard-to-measure parameters within and
between species in a community, and in some cases, do so by using a species data to “fill in the
cracks” between another species data. With ICMs, we envision an increased demographic
understanding of species and community-level processes, and a heightened ability to monitor and
mitigate the effects of anthropogenic change on ecosystems.

METHODS
First, we introduce the concept of integrated community models, then provide an illustrative
example of apparent competition, modeling 3 species and their interactions. Next, we test the
ICMs using two different simulation exercises, A and B (Table 4-1). In Simulation A, we
simulate a system with apparent competition, and use the output from those simulations to mimic
data from a monitoring program, such as count data, mark-recapture data, calf:cow ratios, and
cause-specific mortality data from radiocollared animals, with varying levels of observation
error. Then we use these simulated monitoring data to fit ICMs and estimate parameters. We
evaluate how observation error, particularly in predator data, for which data are typically
patchier, affects parameter estimates. In Simulation B, we simulate three different communities,
one with apparent competition, one with single-predator interaction, and one with no interaction
to evaluate how well ICMs can recover interactions among communities. Similar to Simulation
A, for Simulation B we simulate monitoring data from these systems with varying levels of
process and observation error. Lastly, we test how often model selection by DIC can detect the
correct model, i.e., the model that was used to generate the data.
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An Introduction to Integrated Community Models
We begin by illustrating a matrix model for one species, before building up to a two species
model (predator-prey), and then, a generalized community model (see Fig. 4-1). Let us assume
that we are studying a prey species over time whose population is made up of juvenile and adult
life stages. Juveniles can survive and grow to the next stage class, adults, at a rate: 𝑠𝑗→𝑎 . Adults
can survive within their stage class at a rate: 𝑠𝑎→𝑎 ; and reproduce at a rate 𝑓 to produce juveniles.
These demographic processes can be built into a stage-structured, single-species matrix model
(Caswell 2001) for the prey species (n) over time:
0
𝒏𝑡+1 = [𝑠
𝑗→𝑎

𝑛𝑗
𝑓
𝑠𝑎→𝑎 ] [𝑛𝑎 ]𝑡

where the first matrix is the population projection matrix, and the second matrix is the population
abundance vector at time t, and 𝑛𝑗 and 𝑛𝑎 are the juvenile and adult populations. These
population processes correspond to the life-history diagram in Fig. 4-1A.
Now, we can incorporate a predator population that predates on the prey into our matrix
model, following Barraquand & Gimenez (2019), which can be generalized to other interactions,
such as interspecific competition (Fujiwara et al. 2011). To simplify things, we assume that the
predator population is made up of the same stage-structure as the prey population. The stagestructured prey population is described by the vector nv, where prey population rates have the
superscript V, and the stage-structured predator population is described by the vector np, where
predator rates have the superscript P. We now extend the prey matrix model to become a
predator-prey matrix model, with predator-prey interactions couched within the demographic
rates (Barraquand & Gimenez, 2019):
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where we assume that predators only predate on juvenile prey with the following functions:
𝑉
𝐿𝑜𝑔𝑖𝑡(𝑠𝑗→𝑎
) = 𝛼1 + −𝛼2 𝑛𝑎𝑃

𝐿𝑜𝑔(𝑓 𝑃 ) = 𝛼3 + 𝛼4 𝑛𝑗𝑉
where 𝛼1 represents prey juvenile survival in the absence of predation, and 𝛼2 represents the
(negative) per capita effect of predators on juvenile prey survival, which is a sigmoid-shaped
function of the number of adult predators, due to the logit transform. 𝛼3 represents predator
fecundity in the absence of predation, and 𝛼4 represents the positive effect of predation on
predator fecundity, which is an exponential function of the number of juvenile prey (Barraquand
& Gimenez, 2019). These functions are mechanistically akin to Type II functional and numerical
responses (Jeschke et al. 2002), see Fig. S4-1. These predator-prey population processes are
shown in Fig. 4-1B. These processes can be scale up to incorporate more species in the way
illustrated above. These community-level processes are shown in Fig. 4-1C.

An ICM Example: Apparent Competition
To give an example of the ICM framework, we built a one predator-two prey ICM illustrating
apparent competition (Holt 1977). As an example, this model could roughly represent
community interactions for apparent competition between moose (Alces alces) and woodland
caribou (Rangifer tarandus caribou) through their shared predator the wolf (Canis lupus),
(Wittmer et al. 2005). However, this is only an illustration; simulated data, parameters, and
results do not necessarily reflect those specific community dynamics. First, we constructed a
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deterministic nonlinear, post-birth, sex and stage structured matrix model for all species in our
ICM, where a year (Δt) represents December 16th to December 15th. This model is constructed
with a 6-month-post-birth matrix because December is the data collection start and end point for
most harvested ungulates (Hurley 2016). For brevity, we illustrate the structure of the matrix
model for the primary prey species (V1) – however the stage/sex structure was constructed
similarly for the secondary prey species (V2) and the predator (P):
0
𝑛𝑗
𝑛
𝑠
(1
[ 𝑓]
= [ 𝑗→𝑓 − 𝑟)
𝑛𝑚 𝑡+1
𝑠𝑗→𝑚 𝑟

𝑓
𝑠𝑓→𝑓
0

0
𝑛𝑗
0 ] [ 𝑛𝑓 ]
𝑠𝑚→𝑚 𝑛𝑚 𝑡

where f is the recruitment rate of adult females, s is the survival rate, and r is the male sex ratio.
To simplify, we assume that r is equal to 0.5 (equal number of males and females entering the
adult age classes). We used the following notation for abundances in this ICM: nj,v1, nf,v1, nm,v1,
and ntot,v1 for the juvenile, female adult, male adult, and total individuals of the primary prey
species, with V2 or P substituted for V1 to represent the secondary prey species or the predator.
These species were linked with the following intra-/inter-specific relationships and functions:
1) Intra-specific density-dependence: V1 and V2 reproductive rates were negatively related
to their respective total number of individuals:
𝐿𝑜𝑔𝑖𝑡(𝑓𝑣1,𝑡 ) = 𝑅𝑣1 + −𝛼1 𝑛𝑡𝑜𝑡,𝑣1,𝑡−1
̇
𝐿𝑜𝑔𝑖𝑡(𝑓𝑣2,𝑡 ) = 𝑅𝑣2 + −𝛼3 𝑛𝑡𝑜𝑡,𝑣2,𝑡−1
̇
Where R represents the y-intercept of the function, or in other words, reproductive rates in the
absence of intraspecific competition. Dot notation shows that the abundances were standardized
using the mean and standard deviation of abundances, to compare effect sizes on a common
scale. These notations are applied similarly to the following functions.
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2) Inter-specific predation on prey: V1 and V2 juvenile survival was negatively related to the
total number of predator individuals:
𝐿𝑜𝑔𝑖𝑡(𝑠𝑗,𝑣1,𝑡 ) = 𝑆𝑗,𝑣1 + −𝛼2 𝑛𝑡𝑜𝑡,𝑝,𝑡−1
̇
,
𝐿𝑜𝑔𝑖𝑡(𝑠𝑗,𝑣2,𝑡 ) = 𝑆𝑗,𝑣2 + −𝛼4 𝑛𝑡𝑜𝑡,𝑝,𝑡−1
̇
,
3) Inter-specific predation for predators: P reproduction was positively related to the total
number of young-of-the-year primary and secondary prey:
𝐿𝑜𝑔𝑖𝑡(𝑓𝑝,𝑡 ) = 𝑅𝑝 + 𝛼5 𝑛𝑗,𝑣1,𝑡−1
̇
+ 𝛼6 𝑛𝑗,𝑣2,𝑡−1
̇ ,
The direct predatory interactions between the predator and the primary and secondary prey
facilitate an indirect competitive interaction between the primary and secondary prey through the
predator’s numerical response, also known as apparent competition (see Fig. 2) (Holt 1977).
Further details on model structure are described in Supplementary Methods.
Once you set up your ICM with your proposed community structure, the next step is to fit
the ICM to data. In this example, count data and sex/age-based ratios from surveys, survival data
from radiocollars, and harvest information can be incorporated, although many other sources of
data could be used depending on the community explored. If you were using ICMs in practice,
you would formulate the model as you understand the community as above and fit to data as
described below. Here, all models were fitted in a Bayesian framework using JAGS via the R
package “R2jags”. All priors were set to be vague or weakly informative to provide an
estimation setting allowing for flexibility and testing of the ICM (Barraquand & Gimenez, 2019).
However, we recommend that ICMs be fit with weakly to strongly informative priors via data
fusion techniques when past research justify their inclusion in a Bayesian framework (Dietze
2017; Lemoine 2019). All ICMs were fit using two MCMC chains, 1,000 iterations for burn-in,
and 10,000 iterations to ensure convergence in the baseline scenario. We assessed model
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convergence using the 𝑅̂ statistic and through visual examination of the MCMC chains (Gelman
& Hill 2012).

Simulation-based Tests of Integrated Community Models
In the previous section, we outlined ICMs and how they can be used in practice. Now, we will
validate their use by first simulating data, and then fitting them to an ICM to explore their
usefulness (Table 4-1). We ran simulations of the apparent competition ICM to illustrate the
benefits of ICMs. We did this with two different aims, using two different simulation exercises:
A) to show the ability of ICMs to estimate demographic and interactions parameters; B) to show
the ability of ICMs to infer the type of community-level interactions across observation and
process error, data patchiness/loss, and variation in interaction strength. We explored these
scenarios of data availability and quality to resemble the tradeoffs found in monitoring and
management of wildlife – where count data and age/sex ratios are more available but less
informative of demographic rates (Barraquand & Gimenez, 2019; Zipkin & Saunders, 2018).
Furthermore, acquiring some demographic rates (e.g., survival via mark-recapture studies) and
getting more accurate estimates of counts or demographic rates (e.g., by lowering observation
error) may require higher effort and/or cost (Henderson 2020). It is important to determine how
these scenarios affect the ICM’s estimation ability to therefore inform data monitoring,
collection, and ICM construction for the management of wildlife.

Simulation A: Accuracy of Parameter Values
In these simulations, we built and ran ICMs to show the benefits of combining data from
multiple species to estimate parameters (e.g., demographic rates or interaction strengths). We
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then tested ICMs inference ability across observation error and data patchiness/loss scenarios.
Our goal was to illustrate that ICMs can improve the accuracy of parameter estimates by
incorporating datasets from multiple species in one framework (Table 4-1).
We began with the ICM framework defined in An ICM Example: Apparent Competition.
First, to mimic a real system, we ran Bayesian simulations of the apparent competition, which
generated ICM observational data for each species (e.g., counts, ratios, survival data), with
varying levels of observation error as described below. Lastly, we then used the generated
observational data to fit the Apparent Competition statistical model outlined in An ICM
Example: Apparent Competition. In the first step of mimicking a real system, we ran 100 MCMC
simulations for each scenario and recorded the mean parameter estimates relevant to the predator
species, as an example. This included predator reproduction, juvenile survival, adult female
survival, adult male survival, and interspecific density-dependent interaction strengths (α2, α4, α5,
α6; see Fig. 4-2). For each scenario, precision is quantified by the parameter’s estimated
confidence interval over 100 simulation runs, and the bias is quantified by the estimated mean
parameter’s distance to the true simulated parameter value.
In scenario 1, we simultaneously varied both the variance of the predator’s observed
counts and the variances of the predator’s observed rates from [.001, .01, .1, 1, 10, 100, 1000]
and [.001, .01, .1, .2, .33, .5, 1] to explore the effect of observation error. In scenario 2, we
explored data patchiness by 1) removing some predator count data and 2) removing some
predator count and demographic data from every [5, 4, 3, 2, 1.5] years out of a total 30 years. In
scenario 3, we explored total data loss by 1) removing all predator count data, 2) removing all
demographic data, and 3) removing all predator data. Lastly, in scenario 4, we simultaneously
varied the inter-specific interaction strengths by [0.001, 0.03125, 0.0625, 0.125, 0.25, 0.5, 1].
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Simulation B: Predicting Community Interactions
In these simulations, we built ICMs with three distinct community structures to show their ability
to infer community-level interactions. We then tested the inference ability across observation and
process error, data patchiness/loss, and variation in interaction strength. Our goal was to illustrate
that ICMs can predict intra-/inter-specific interactions among a community (Table 4-1).
We began with the ICM framework defined in An ICM Example: Apparent Competition.
First, to mimic three distinct systems, we built nested ICMs with 3 different community
interaction structures among the 3 species (P, V1, and V2; Fig. 2): 1) Apparent Competition
(outlined in An ICM Example: Apparent Competition), where P predates on V1 and V2, thus
facilitating indirect competition between V1 and V2; 2) Single Predator-Prey, where P only
predates on V1 and there are no species’ interactions with V2; 3) No Interactions, where P, V1,
and V2 do not interact with each other, and only intra-specific density-dependence within V1 and
V2 exists (see Fig. 2). Structures (2) and (3) were built in a nested fashion using the apparent
competition structure in (1) and turning off the appropriate parameter values (e.g., α2 controls P’s
predatory effect on V1). We ran Bayesian simulations of each community structure, and then
mimicked a monitoring program by generating observational data (e.g., counts, ratios, survival
data), with varying levels of observational error as described below. Lastly, for each simulated
structure, we used the generated observational data to fit 3 different ICMs: Apparent
Competition, Single Predator-Prey, and No Interactions statistical models. This results in 3
interaction structures estimated by 3 models, totaling to 9 model results. In theory, the Apparent
Competition model should best fit the data generated from the Apparent Competition structure
(1) compared to (2) or (3), and the same should apply for the other systems. However, we were
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cognizant that models with too many parameters may ultimately fit generated data the best, so
we used deviance information criterion (DIC) to balance the tradeoffs between model fit and
complexity (Spiegelhalter et al. 2002). We hypothesized that DIC should be lowest in the model
structure that matches the simulated data, as the model was a replicate of the simulation structure
that generated the data. Furthermore, we explored how observation and process error, data
patchiness/loss, and interaction strength scenarios changed our ability to determine the correct
model structure using DIC. In general, we did 100 MCMC runs for each scenario and then
calculated the % of model runs where the model structure was correctly identified using DIC
over the other structures.
In scenario 1, we simultaneously varied both the variance of the predator’s observed
counts and the variances of the predator’s observed rates from [.01, .1, 1, 10, 100] and [.0001,
.001, .01, .1, .2] to explore the effect of observation error. In scenario 2, we varied the process
variance of the predator’s rates from [.0001, .001, .01, .1, .2] to explore the effect of process
error. In scenario 3, we explored data patchiness by 1) removing some predator count data and 2)
removing some predator count and demographic data from every [5, 4, 3, 2, 1.5] years out of a
total 30 years. In scenario 4, we explored total data loss by 1) removing all predator count data,
2) removing all demographic data, and 3) removing all predator data. Lastly, in scenario 5, we
simultaneously varied the inter-specific interaction strengths by [0.001, 0.03125, 0.0625, 0.125,
0.25, 0.5, 1].
Under some scenarios, model structure was not easily identified using DIC (Fig. 4-4A).
To explore this result, we recorded estimated parameter values for interactions that did not exist
to see if these inaccurately identified parameters jeopardized our ability to determine community
interactions. For example, let us assume that the Apparent Competition model is estimating
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interaction parameters that do not exist (e.g., by estimating on data generated by Single PredatorPrey simulations). In this example, α4 (controls P’s predatory effect on V2) and α6 (controls V2’s
numerical effect on P) are estimated from data which were simulated by models with those
parameters set to 0. We examined the estimated parameter values to see if the magnitude of these
interaction parameter estimates makes it difficult to differentiate between community structures
using ICMs (e.g., are estimates at or near 0?).
We then conducted a sensitivity analysis to explore the parameters/data limitations that
led to better prediction of community structure in our ICM. However, due to the intractability of
simultaneously varying and exploring the parameter space of our ICM, we restricted our
sensitivity analysis to parameters which our model was most sensitive to, that is, interaction
strength and observation error (see Results). We simultaneously varied all relevant parameter
values (a total of 12 parameters: 8 observation error, 4 interaction strength) across realistic
ranges by taking 1,000 random draws from realistic uniform distributions across [10, 1000] for
variance of counts, [0.001, 0.1] for variance of rates, and [0.05, 0.5] for interaction strengths. As
before, we calculated the % of model runs where the (a) model structure was correctly identified
using DIC over (b) and (c) structures. This was also replicated for the other model structures. We
then calculated partial correlation coefficients (PCC) via logistic regression to determine the
relationship between the parameters in our sensitivity analysis and the model structure being
correctly identified. The sign of the PCC determines the qualitative relationship between the
parameters and correct prediction, and the magnitude indicates the importance of parameter
uncertainty in contributing to the imprecision in correctly identifying model structure (Blower &
Dowlatabadi 1994).
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Empirical-based Test of Integrated Community Models
After validating the use of ICMs using simulated data in the previous section, we lastly
illustrated the ICM framework in an empirical system of large mammal multi-predator, multiprey management in the Sawtooth Mountains, Idaho, U.S.A (hereafter, “Sawtooths”). The
Sawtooths are comprised of mixed conifer forest and located within the Sawtooth and Boise
National Forests in central Idaho. Here, elk (Cervus canadensis) are below historic population
highs and increased predator management is being considered (Idaho Department of Fish and
Game 2014). Elk are managed in one spatial unit, the Sawtooth Elk Management Zone (~ 6600
km2), comprised of Game Management Units (GMUs) 33, 34, 35, and 36. Large predators in this
region are wolves, mountain lions (Puma concolor), and black bears (Ursus americanus), all
known to predate on elk (Zager & White 2007; Idaho Department of Fish and Game 2014).
Other common prey species in the area that may benefit from predator management include mule
deer (Odocoileus hemionus). All predator and prey species in the Sawtooths are harvested. In this
empirical test, we collated agency-collected data, constructed ICMs, and quantified species’
interactions between large predators and prey in the Sawtooths.

Data Collection
We collected species’ data from 2000-2019, following the re-colonization of the area by wolves
in 2001. In general, species’ demographic data were provided by the Idaho Department of Fish
and Game (IDFG), previous scientific papers (e.g., Hurley 2016; Hurley et al. 2017; Horne et al.
2018, 2019) or from agency documents prepared by IDFG, the U.S. Fish and Wildlife Service
(USFWS), and/or the Nez Perce Tribe. Elk and mule deer population counts, age- and sex-ratios,
juvenile survival, cause-specific mortality, and adult male and female survival were obtained
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from previous studies, IDFG, and agency documents. A mule deer aerial survey was conducted
in 2011 in a wider geographic area, therefore, the density in the wider region was multiplied by
the Sawtooths’ area to obtain a count estimate for that year. Wolf counts were collected using
agency documents from IDFG, USFWS, and the Nez Perce Tribe by counting the number of
wolves in each pack whose home range intersected with the Sawtooths. Mountain lion and black
bear counts were roughly estimated by multiplying the number harvested by estimated harvest
rates in Idaho and nearby regions (15-20%; and 8-12% for males, 2-6% for females,
respectively) (Hristienko & McDonald 2007; Nadeau 2008; Beston & Mace 2012; Proffitt et al.
2015). We confirmed these assumptions by noting that mountain lion and black bear harvest
have been relatively stable the past 20 years, and additionally, our estimates were similar to
density estimates using camera trap surveys in the region for mountain lions in 2017 (Loonam et
al. 2021) and for density estimates using DNA hair snare mark-recapture surveys for black bears
in 2007-2010 (Idaho Department of Fish and Game 2013). Precision on count estimates for
mountain lions and black bears were assumed to be lower than other species due to the
uncertainty of count estimates from harvest. There was no survival or reproduction data collected
for predator species. Harvest for all species were obtained from IDFG and subtracted from stages
by year. For predators, ages were not identified for every harvested individual, so we multiplied
the known % of harvested individuals in each age class from 2000-2019 by the total harvested
(e.g., 23% of harvested male wolves were adults).

Model Construction, Parameterization, and Selection
We built simple matrix models for each species in the Sawtooths, collapsing stage- or sexstructure when possible to reduce complexity (e.g., survival rates of subadults and adults are
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similar, and can be collapsed into one stage). We built elk and mule deer matrix models with a
similar structure as before (see An ICM Example: Apparent Competition) (Eacker, Lukacs,
Proffitt, & Hebblewhite, 2017; Hurley, 2016; Nowak, 2015). The wolf matrix model was built
with pup, juvenile, young adult, and adult male and female stages (Maletzke et al. 2016). The
mountain lion matrix model was built with kitten, juvenile, and adult male and female stages
(Robinson et al. 2008; LaRue & Nielsen 2016). The black bear matrix model was built with cub,
yearling, second-year, subadult and adult male and female stages (Beston 2011). Species’
survival and fecundity was parameterized using moderately informative priors based on previous
meta-analyses of species’ life history (Table S4-1).
Density-dependent intra- and inter-specific interactions were built to affect survival and
reproduction of species’ stages, as outlined in An ICM Example: Apparent Competition. We
added predator-prey interactions based off of prior research on predator-prey interactions in the
Sawtooths (Pauley & Zager 2011; Idaho Department of Fish and Game 2014) and densitydependent intraspecific competition for prey and interspecific competition between predators and
between prey based on prior ecological theory and evidence in ungulates (e.g., Fowler, 1987;
Griffin et al., 2011; Wielgus, 2006). We estimated that wolves and mountain lions affect the
survival of juvenile, and female and male adult stage classes of prey, and that bears only affect
the survival of juvenile prey (Barber-Meyer et al. 2008; White et al. 2010). Prey effects on
predator and inter-predator competition were estimated to affect predator reproduction; however,
future simulations could be extended to predator survival. Interactions were parameterized with
uninformative priors, ~ Norm (0, 0.35), truncating to positive or negative values when justified.
Interaction priors were further truncated when information on cause-specific mortality
was available. For example, in a sample of 276 elk calf mortalities (IDFG unpublished data),
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cause-specific mortality estimated with cumulative incidence functions (CIFs; Heisey &
Patterson 2006) for wolves were 13.5% vs. 7.2% for mountain lions in the Sawtooths. Therefore,
we truncated the priors for mountain lions to be half of that for wolves (e.g., wolf -> elk calf
mortality ~ dnorm (0, 0.34)T(-3,0), and lion -> elk calf mortality ~ dnorm (0, 0.34)T(-1.5,0)).
CIFs for wolves on mule deer calves and adult females were negligible (0% for n = 77 and 183
mortalities, respectively) and were truncated accordingly (-1,0). Parameter estimates were not
sensitive to changes in truncations, and we did not find that estimates were pushing up against
the edges of the truncation for our priors.
All models were fitted in a Bayesian framework using JAGS via the R package “R2jags”.
We performed model selection for the Sawtooths ICM using two MCMC chains, 1,000 iterations
for burn-in, and 10,000 iterations. We performed backwards stepwise selection via DIC
(Spiegelhalter et al. 2002) by removing plausible interaction parameters to determine which
interactions should be retained in our model. If removal of the parameter produced ΔDIC < 2, it
was retained. We then fit the final model using two MCMC chains, 50,000 iterations for burn-in,
500,000 iterations, and thinned chains by 5 to ensure convergence. We assessed model
convergence using the 𝑅̂ statistic and through visual examination of the MCMC chains (Gelman
& Hill 2012).

RESULTS
Simulation-based Tests of Integrated Community Models
We found that ICMs can estimate demographic and interaction parameters with patchy or
completely missing data; even with complete data loss in some cases, estimates lost precision but
were still unbiased (Figs S4-2 and S4-3). Parameter accuracy was most sensitive to observation
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error; however, the most inaccurate estimates were due to large observation errors on the scale of
the predator counts (compare Figs. 4-3, S2, S3, and S4). We found that increasing interaction
strength between predator and prey improved our ability to accurately estimate predator
demographic parameters (Fig. S4-4).
We also found that ICMs were able to infer community-level interactions. Prediction of
interactions was relatively robust (Figs 4-4A and S4-6). We found that ICMs predicted
interactions with missing or completely lost predator data (Figs S4-7 and S4-8). Prediction of
interactions was less robust to interaction strength, as weak interactions dramatically reduced its
ability to determine community-level interactions (Fig. S4-9). Although in some cases, model
selection using DIC was not always able to accurately predict the structure of community-level
interactions. The models tended to be overfit – the apparent competition model simulations were
almost always predicted correctly, but the less complex scenarios were overfit. In these cases, we
observed that parameters that were estimated that did not exist (i.e., parameters were equal to 0
in the data-generating simulations) were close to 0 (Fig. 4-4B). This indicates that even in cases
where model selection using DIC fails, that estimated parameters that do not exist will be
unlikely to affect model results and community-level structural inferences.
Partial correlation coefficients in our apparent competition sensitivity analysis (Fig. 4-5)
showed that increases in α4 (the effect of P on V1) were related with a lower ability to identify
community structure (apparent competition), presumably because decreases in V1 (primary prey)
reduce indirect competition with V2 (secondary prey). Increases in α6 (the effect of V2 on P) were
related with a higher ability to identify apparent competition, presumably because increases in P
(predator) increase predation of V2, thereby facilitating apparent competition. See Figs. S4-10
and S4-11 for our simple predator-prey and no interactions models sensitivity analysis.
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Empirical-based Test of Integrated Community Models
In our empirical test of ICMs on a large predator-prey system in the Sawtooths, we found that
predation played a strong role in community dynamics (Table S4-3, Figs. 4-6 and S4-12). We
highlight a few examples of strong interactions (Fig. S4-12). For example, wolf abundance had a
strong negative relationship with elk adult female survival (x̄ of delta5 = -1.501; 95% CI: -2.100
- -1.157; Fig 4-2A) and elk juvenile survival (x̄ of gamma4 = -0.487; 95% CI: -0.763 - -0.211).
Additionally, mountain lion abundance had a strong negative relationship with mule deer adult
female survival (x̄ of delta2 = -0.954; 95% CI: -1.032 - -0.876; Fig. 4-2B) and mule deer juvenile
survival (x̄ of gamma2 = -1.431; 95% CI: -1.918 - -0.987). In some cases, prey abundance had a
strong effect on predator reproduction, such as elk abundance on wolf reproduction (x̄ of
epsilon2 = 0.447; 95% CI: 0.271 – 0.623). We found that most interaction parameters were
retained in our top model (Table S4-2), confirming prior simulation results of model selection
overfitting (Fig. 4-4). However, many of these parameters were weak and/or overlapping with 0
(Table S4-3, Fig. S4-12), indicating minor relevance in the community dynamics.

DISCUSSION
We developed multi-species integrated community models and showed that this tool can be used
to increase demographic understanding of species and community-level processes, and to
improve practitioners’ ability to evaluate the effects of anthropogenic change on communities.
Furthermore, our results are one of the few examples of testing integrated models, a tool which is
rapidly expanding in use in ecology and management (e.g., Abadi, Gimenez, Arlettaz, & Schaub,
2010; Abadi et al., 2012; Barraquand & Gimenez, 2019; Henderson, 2020). Using simulations,
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we found that ICMs can leverage data from well-studied parameters and species to estimate
poorly studied parameters, including demography or interactions between species. ICMs were
fairly robust to common issues with monitoring large mammals, including observation
uncertainty and missing data. When fit to real data, results from ICMs were consistent with prior
research on large mammal predator-prey interactions in the Sawtooths. In sum, we showed that
combining data sources across species in a community can help to improve our understanding of
community-level dynamics for the management of wildlife.
We found that information from one species in a community could be used to improve
estimates of demographic parameters of other species in that same community (e.g., Fig 4-3),
which is in line with past research on ICMs with one predator-one prey (Barraquand & Gimenez,
2019). We also found that ICMs were able to identify community structure relatively accurately
using a combination of information criterion and strength of parameter estimates. These results
were moderately robust to data missingness/patchiness (Figs. S4-7 and S4-8) and were most
sensitive to observation error and interaction strengths (Figs. 4-4 and S4-9). The ICM parameter
estimates (Fig. 4-6) corroborate past research on the impact of wolves and other predators in the
system on elk, especially on adult females (Pauley & Zager 2011; Idaho Department of Fish and
Game 2014). Furthermore, interspecific competition between predators corroborates
spatiotemporal associations found between predators across Idaho (Krohner & Ausband 2019).
There was very weak or negligible evidence for density-dependent intra- or inter-specific
competition within or between elk and mule deer, supported by elk population estimates far
below historic highs (Idaho Department of Fish and Game 2014), thereby limiting competition
for resources.
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Given these results, we feel it is pertinent to highlight what data collection strategies
capitalize on the insight provided by ICMs and other integrated models for management.
Although these models require long time-series to capture species dynamics, long time-series are
not useful if only counts are collected. Count data alone often have limited information to
parameterize high-dimensional models (Figs. S4-2 and S4-3; Barraquand & Gimenez, 2019;
Zipkin & Saunders, 2018). Demographic information, even for other species (e.g., capturerecapture or reproduction data), can add much-needed independent information on parameters
for more precise estimation of population and community trends than an exhaustive population
census (Zipkin & Saunders 2018). For example, Lee et al., (2015) showed that supplementary
mark-recapture data in Svalbard reindeer (Rangifer tarandus platyrhynchus) improves
understanding of trends beyond population censuses. Similarly, we showed that supplementary
information on other species can contribute to understanding population and community
dynamics. This highlights the need for a heightened effort in collecting data for species that are
understudied but integral components to population and community dynamics. For example in
many large mammal communities, large predators can regulate ungulate populations (e.g.,
Messier, 1994; Vucetich, Hebblewhite, Smith, & Peterson, 2011), yet most resources are focused
towards monitoring harvested prey, not predators. Using ICMs or other multi-species integrated
models (e.g., Zipkin, Royle, Dawson, & Bates, 2010), management agencies could prioritize
collecting count and demographic data for most large mammals in a community every couple
years, instead of focusing on collecting data on harvested prey almost every year. This, of
course, requires advances in predator monitoring with tools such as camera traps (Moeller et al.
2018; Loonam et al. 2021) or non-invasive genetic monitoring (Stansbury et al. 2014; Bischof et
al. 2020).
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There are many challenges and avenues for development in the future with ICMs. Firstly,
despite our encouraging results, there is still a large data requirement for most species within the
community. These difficulties could be supplemented by: a) using hierarchical community
models to link together parameters of individual species through community-level distributions
(Zipkin et al. 2009, 2010); b) using prior knowledge of species parameters via data fusion
techniques (Dietze 2017) from global demography databases like COMADRE/COPADRE
(Salguero-Gomez et al. 2015, 2016) and global species interaction databases like GloBI (Poelen
et al. 2014); or c) using scaled model parameters as functions of species body masses and
metabolic types to reduce the data needed to reproduce community structure (Sauve &
Barraquand 2020). Secondly, we found that ICMs were sensitive to the strength of species
interactions and that the ability for data from one species to inform another species’ parameter
estimation is contingent on the strength of this coupling. This poses the question of how to
decide which interactions in a community are “strong enough” to consider. We encourage the
use of community assessment frameworks which combine pertinent information on community
interactions (e.g., diet composition) and qualitative information from
managers/experts/stakeholders (Pearson et al. 2021). Thirdly, we found that ICMs evaluated via
information criterion are likely to be overfit and should be approached with caution when
making ecological inferences. More conservative, albeit time-consuming, Bayesian model
selection techniques like cross-validation (Hooten et al. 2015) may improve future applications
of ICMs. Lastly, ICMs should not be thought of as replacements for mechanistic, in-depth
ecological research on species interactions, such as the kill rate and functional response (e.g.,
Vucetich, Hebblewhite, Smith, & Peterson, 2011), but in accompaniment with mechanistic field
research for a greater understanding of population and community dynamics.
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ICMs build towards a demographic theory of population and community ecology via
matrix models rather than models built on biomass flow. For example, incorporating stagestructured interactions between species (e.g., predation on solely juvenile prey) is essential for
assessing predator-prey dynamics and the impacts of management (Gervasi et al. 2012).
Moreover, strongly fluctuating dynamics can be driven by stage-structure as much as by species
interactions, with possible interactions between both mechanisms (Murdoch et al. 2002; Miller &
Rudolf 2011; de Roos & Persson 2013). We envision that ICMs could be used not only to
increase a demographic understanding of species and community interactions, but to better
monitor and mitigate anthropogenic change within and across communities. Future research
could use Bayesian simulations built from parameterized ICMs to determine the effects of
anthropogenic change and the effects of management on these communities. Furthermore, ICMs
could expand our understanding of how species coexist in communities where experimentation is
difficult and/or near impossible, like in birds or mammals (e.g., Peron & Koons, 2012). Doing so
could lead to an increased understanding of how processes like predation and competition
interact to promote coexistence (Chesson & Kuang 2008; Shoemaker et al. 2020) and
biodiversity (Terborgh 2015).
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TABLES
Table 4-1. Layout of goals and procedures of ICM simulations. The general structure of ICM
validation explains how ICMs are created and tested. Simulation A simulates species dynamics
to investigate how various scenarios of monitoring difficulties change ICMs ability to accurately
estimate parameter values. Simulation B simulates species dynamics to determine if ICMs can
identify existing species interactions.
General Structure of ICM
Validation
Mimic Reality
Create a model of community
interaction
Use model to simulate dynamics
of the different species for 30
years
Mimic Monitoring Program
Using the simulated model
outputs of the community, mimic
monitoring by generating the
following data types with
observation error

Simulation A: Accuracy of
Parameter Values
Mimic Reality
Simulate three species
dynamics under Apparent
Competition Model

Simulation B: Predicting
Community Interactions
Mimic Reality

Mimic Monitoring Program

Mimic Monitoring Program

b) survival data

Various scenarios of
monitoring difficulties
1) Observation error - vary
variance of predator's
counts and rates from
[0.001, 0.01, 0.1, 1, 10, 100,
100] and [0.001, 0.01, 0.1,
0.2, 0.33, 0.5, 1],
respectively
2) Data patchiness - remove
predator count and
demographic data from
every [5, 4, 3, 2, 1.5] years
out of 30 years of
monitoring

c) calf:cow ratios

3) Total data loss completely remove predator

a) count data
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Simulate Three different
Realities
I. Apparent Competition, II.
Single Predator-Prey, III. No
interactions

Various scenarios of
observation and process
error

1) Observation error - vary
variance of predator's counts
and rates from [0.01, 0.1, 1,
10, 100] and [0.0001, 0.001,
0.01, 0.1, 0.2], respectively

2) Process error - vary
demographic variance of
predator's rates from
[0.0001, 0.001, 0.01, 0.1, 0.2]
3) Data patchiness - remove
predator count and
demographic data from

d) bull:cow ratios

count data and demographic
data

every [5, 4, 3, 2, 1.5] years
out of 30 years of monitoring

4) Interaction Strength - vary
interspecific interaction
strengths by [0.001, 0.03125,
0.0625, 0.125, 0.25, 0.5, 1]

4) Total data loss completely remove predator
count data and demographic
data
5) Interaction Strength - vary
interspecific interaction
strengths by [0.001, 0.03125,
0.0625, 0.125, 0.25, 0.5, 1]

Test Model Selection and
Parameter Values
Using the simulated
monitoring data, fit the
apparent competition model
and estimate parameters.

Test Model Selection and
Parameter Values
Fit each of the three
candidate models to the
simulated monitoring data
from each of the three
'realities'.

How do the various
scenarios of observation
error affect the accuracy of
parameter estimates?

Does Bayesian model
selection choose the correct
model? i.e, When data were
simulated using the apparent
competition model, does
that model do best by DIC?

e) harvest data
Test Model Selection and
Parameter Values

Using the simulated monitoring
data, fit candidate models and
a) estimate parameters
b) model selection to
determine which species
interactions are important
Compare estimates and
interactions to simulation model.
Does the model selection choose
the correct model of species
interactions? And/or Does it
estimate parameters accurately?
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FIGURES

Figure 4-1. Integrated community models as shown by life cycle graphs. A) A single-species,
stage-structured population model of a prey species (V) consisting of adults and juveniles, where
adults reproduce every year to produce juveniles, juveniles survive to become adults, and adults
survive to stay adults. B) A predator-prey matrix model, where a predator species (P) with the
same life cycle as A consumes juvenile prey. C) In an integrated community model, other
species and stages can be incorporated which interact with other species parameters. Red bold
lines show transitions between stages, dashed lines show intra-/inter-specific interactions in
which the parameter (point of arrow) is affected by the species’ density (origin of arrow).
Adapted from Barraquand & Gimenez (2019).
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Figure 4-2. Community structure for simulation-based tests of integrated community models
(ICMs). A) The model structure is generally representing apparent competition between one
large predator (P) and two large prey (V1 and V2), pictorially represented above with wolf (Canis
lupus) predation on primary prey, moose (Alces alces) and secondary prey, caribou (Rangifer
tarandus). Predation mediates indirect competition between the primary prey and secondary
prey, known as apparent competition. α1 and α3 represent intra-specific density-dependence
(competition), α4 and α6 represent inter-specific density-dependence (predation) between P and
V1, and α2 and α5 represent inter-specific density-dependence (predation) between P and V2. B)
Model structure without predation on the primary prey (V1), representing a simple predator-prey
interaction. C) Model structure without predation on either prey (V1 and V2), representing no
inter-specific interactions within the community.
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Figure 4-3. Simulation-based testing of integrated community model’s (ICM) ability to
accurately estimate parameter values with increasing observation error. The variance of predator
counts and the variances of the predator’s rates were simultaneously varied by [.001, .01, .1, 1,
10, 100, 100] and [.001, .01, .1, .2, .33, .5, 1]. The precision of the parameter estimate is
quantified by the 95% confidence interval over 100 simulations (thin orange bar). The 50%
confidence interval is represented by the wider orange bar. The orange dot represents the mean
parameter estimate over 100 simulations. The bias of the parameter estimate is quantified by the
mean parameter estimates’ distance to the true simulated parameter (blue dashed line). Parameter
names represent (from left top row to right top row): predator reproduction, predator juvenile
survival, predator adult female survival, and predator adult male survival. Parameter names of
bottom row represent interactions found in Fig. 4-2.
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Figure 4-4. Simulation-based testing of integrated community model’s (ICM) ability to correctly
predict community structure with increasing observation error. The variance of predator counts
and the variances of the predator’s rates were simultaneously varied by [.01, .1, 1, 10, 100] and
[.0001, .001, .01, .1, .2]. A) Proportion of correct assignment of community structure with
increasing observation error. “App Comp” represents the % of simulations in which the apparent
competition model fit data generated from the apparent competition scenario the best, as
determined by DIC. “Pred-Prey” and “No Int” represent the % of simulations in which the
respective models fit their data the best. Dashed line represents whether ICM’s ability to predict
community structure is better than chance. In some cases, model selection via information
criterion performed poorly; for models that were incorrectly assigned, we examined estimated
parameter values. B) Averaged proportion of parameter estimates that do not exist in the datagenerating simulations (i.e., simulations had parameters = 0) that were near zero (defined as <0.1
or >-0.1). This indicates that although model selection by information criterion did not eliminate
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these parameters, their parameter values are close enough to 0 to not be a significant driver of
model dynamics. Proportions were averaged across the data-generating model, see Fig. S5 for
non-averaged proportions. “No Int” represent averaged proportions for parameters estimated by
models using data generated by the no interaction simulation (i.e., predation on primary prey
does not exist in no interactions model). “Pred-Prey” represents the same but for data generated
by the predator-prey simulation. There were no parameter estimates for data generated by the
apparent competition simulation as there were no parameters estimated that did not exist (i.e., all
interactions parameters were available). See Fig. 4-2 for names of parameter estimates.
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Figure 4-5. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of our apparent competition model.
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Figure 4-6. Community structure for empirical-based tests of integrated community models
(ICMs) in the Sawtooth Mountains, Idaho, U.S.A. The bottom row (from left to right) represents
elk (Cervus canadensis) and mule deer (Odocoileus hemionus). The top row (from left to right)
represents mountain lions (Puma concolor), wolves (Canis lupus), and black bears (Ursus
americanus). Lines represent interaction parameter estimates between species, in some cases
averaged across stage/sex classes when appropriate. Lines show interactions where parameter
estimates were >0.1. Black line shading is as follows: parameter estimates = 0.1-0.25 are 75%
transparent; 0.25-0.5 are 50%; 0.5-0.75 are 25%; and >0.75 are 0% transparent. Full parameter
results are given in Fig S4-12 and Table S4-3.
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CHAPTER 5: PREDATOR HARVEST DRIVES INSTABILITY CACADES IN A LARGE
MAMMAL FOOD WEB

ABSTRACT
In many parts of the world, large carnivores are recolonizing their formal range and trophically
upgrading what were once simpler food webs. These processes create novel and complex
predator-prey interactions with unknown implications for prey population and community
stability. Despite the complexity of trophically upgraded food webs, predator harvest and
removal are increasingly used to decrease large carnivores and increase harvested ungulates.
Here, we explored the impact of food web structure and harvest on the stability of large mammal
food webs in Idaho, U.S.A. We found that trophically downgraded food webs displayed
oscillatory predator-prey dynamics that were dampened by predator harvest. Conversely, we
found that trophically upgraded food webs displayed relatively stable dynamics and that predator
harvest drove instability cascades, due to the removal of predators that stabilized the food web.
Our results suggest that predator management could alter food web stability by removing
stabilizing keystone interactions.
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INTRODUCTION
Food webs have been dismantled and rebuilt by humans for millennia (Dirzo et al. 2014). This
dismantling process – known as trophic downgrading (Estes et al. 2011) – has disproportionately
affected apex predators with cascading effects reverberating throughout ecosystems (Terborgh et
al. 2001; Prugh et al. 2009; Ripple et al. 2011) and processes as diverse as human health
(Pongsiri et al. 2009), carbon cycling (Atwood et al. 2015), and ecotourism (Gregr et al. 2020).
In response to these threats, humans have been selectively reconstructing food webs either
passively via range expansion and/or actively via reintroduction (Laliberte & Ripple 2004;
Chapron et al. 2014; Seddon et al. 2014). These efforts are creating complex predator-prey
interactions (Berger et al. 2001). For example, the recent recovery of wolves (Canis lupus),
expansion of grizzly bear (Ursus arctos) populations, and expanding range of mountain lions
(Puma concolor) across the western United States are increasing the number and complexity of
interactions between predator and prey species (Kunkel & Pletscher 1999; Kortello et al. 2007).
Yet we have a poor understanding of the population and community-level impacts of these
trophic reconstructions, especially in complex food webs.
The structure of interactions in complex food webs are thought to drive ecosystem
processes and stability (Rooney & McCann 2012). Randomly assembled food webs are less
stable with increasing complexity (May 1972b), but natural communities are structured in ways
that promote stability despite complexity (de Ruiter et al. 1995; McCann 2000). Here, we
generally define stability as any continuous metric that measures the likelihood of the persistence
of a species. Thus, different metrics like coefficient of variation (CV), maximum real
eigenvalues, or minimum population density can be used to measure how stable the system is
(e.g., a system with a high CV is less likely to persist and is less stable; a system with a lower
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minimum population density is less likely to persist and so is less stable, etc.; Rooney & McCann
2012). Food webs are characterized by a few strong interactions embedded within many weak
interactions (McCann et al. 1998; Neutel et al. 2002; Wootton & Emmerson 2005), which can
confer stability by creating negative covariances between predators and prey, which suppress
destabilizing predator-prey interactions (McCann 2000; Rooney et al. 2006; O’Gorman &
Emmerson 2009). Weak interactions such as interspecific competition or intraguild predation are
examples of processes that may stabilize strong predator-prey interactions in complex food webs
(DeBruyn et al. 2007; Britten et al. 2014) (Box 5-1). Although ecology has long studied the
forces of predation and competition that structure and stabilize food web dynamics (Chase et al.
2002; Chesson & Kuang 2008), the inherent complexity of such systems (Estes et al. 2004) has
limited research, especially in natural systems such as large mammal predator-prey food webs.
While food webs reassemble as apex predators expand their range globally, the implications for
population and community stability are unknown.
Harvest management in predator-prey systems can also strongly impact population
abundance and hence, stability (Fryxell et al. 2010). Harvest under variable environments is
known to destabilize the abundance of a species (Beddington & May 1977; May et al. 1978;
Shelton & Mangel 2011). In predator-prey systems, maximizing prey abundance often requires
harvesting predators (May et al. 1979; Yodzis 1994; Matsuda & Abrams 2006), and this can be
stabilizing at moderate levels (Tromeur & Loeuille 2017). Yet harvest-stability relationships
have been mostly explored in simple systems. In more complex food webs, relatively weak
harvest of competing predators that generate weak, stabilizing interactions may destabilize
populations and cause “instability cascades” (Kadoya & McCann 2015) (Box 1). Despite the
complexity of large mammal food webs, predator harvest and management are increasingly used
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to stabilize apex predator populations and optimize harvested ungulate prey populations
throughout North America (National Research Council 1997). Commonly, natural resource
agencies manage populations using independent management strategies for each species;
therefore, they do not reflect the complexity of food web dynamics and the potential interactive
role of food web structure and harvest in generating stability. If not considering food web
structure, agencies may be sub-optimally preserving and managing wildlife populations.
Here, we explored the impact of food web structure and harvest on population dynamics
and stability in natural food webs. To do so, we compared two regions in the western U.S.,
representative of a trophically downgraded and a restored large mammal food web. The
trophically downgraded system is in southern Idaho and includes one predator species, the
mountain lion, and its primary prey, mule deer (Odocoileus hemionus). This system once had
wolves, grizzly bears, and black bears (Ursus americanus) as predators and elk (Cervus
canadensis) as prey, but these species were extirpated throughout the mid-19th to early-20th
centuries (Kaminski 1998; Mattson & Merrill 2002; Idaho Department of Fish and Game 2014a;
Scheick & McCown 2014). Conversely, the restored system is in central Idaho and is more
complex as wolves were reintroduced/dispersed ~1995-2001 (Bangs et al. 1996), and also
includes mountain lions and black bears as predators, and elk and mule deer as prey. Both of
these regions have or are currently targets of heightened predator management in an effort to
improve ungulate prey populations for harvest (Hurley et al. 2011; Idaho Department of Fish and
Game 2014b, c). We hypothesized that the simple, trophically downgraded food web in southern
ID may have oscillatory predator-prey dynamics that could be dampened by predator harvest.
Conversely, we hypothesized that a more complex, restored food web in central ID could have
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interactions that dampen strong oscillatory dynamics. Predator harvest of these interactors in
complex food webs should drive instability cascades in their prey.
To test these hypotheses, we first expand on predator-prey theory with simplified,
theoretical ordinary differential equations (ODEs) to illustrate the effect of predator harvest on
predator-prey communities. Next, we use data-driven integrated community models (ICMs) to
explore the impacts of predator management on predator-prey communities in two distinct
systems that are trophically upgraded and downgraded. We used a two-step process: 1) ICM
model selection and parameter estimation; and 2) simulations using the top model and parameter
estimates, varying harvest to observe effects on predator-prey communities. In a sense,
comparing the results of these two models allow us to see if simple, theoretical results from
ODEs match that of stochastic, multi-species, stage- and sex- structured ICMs. Here, we find that
food web structure changes the impact of predator harvest on prey stability in both simple
theoretical and data-driven complex models.

METHODS
Theoretical simulations
We begin by numerically simulating predator-prey food web structures and the impact of harvest
on predator-prey populations, using theoretical, mechanistic ODEs. We start with the
Rosenzweig-MacArthur predator-prey model (Rosenzweig & MacArthur 1963), which includes
a Type-II functional response of the predator (P) on the prey (N), and predator harvest as a
saturating function of predator abundance, following Kadoya & McCann (2015):
𝑑𝑁
𝑁
𝑎𝑁𝑃
= 𝑟𝑁 (1 − ) −
𝑑𝑡
𝐾
1 + 𝑎ℎ𝑁
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𝑑𝑃
𝑒𝑎𝑁𝑃
𝑎ℎ 𝑃
=
− 𝑚𝑃 −
𝑑𝑡 1 + 𝑎ℎ𝑁
1 + 𝑎ℎ ℎℎ 𝑃
where r is the intrinsic growth rate, K is the carrying capacity, a is the attack rate, h is the
handling time, e is the biomass conversion efficiency, m is the mortality rate, ah is the harvest
rate, and hh is the harvest handling time.
To illustrate the effects of apex predator reintroduction, we add a predator (P2) to the
previous model and include predator harvest (Kadoya & McCann 2015):
𝑑𝑁
𝑁
𝑎1 𝑁𝑃1
𝑎2 𝑁𝑃2
= 𝑟𝑁 (1 − ) −
−
𝑑𝑡
𝐾
1 + 𝑎1 ℎ1 𝑁 1 + 𝑎2 ℎ2 𝑁
𝑑𝑃1
𝑒1 𝑎1 𝑁𝑃1
=
− 𝑚1 𝑃1
𝑑𝑡
1 + 𝑎1 ℎ1 𝑁
𝑑𝑃2
𝑒2 𝑎2 𝑁𝑃2
𝑎ℎ 𝑃2
=
− 𝑚2 𝑃2 −
𝑑𝑡
1 + 𝑎2 ℎ2 𝑁
1 + 𝑎ℎ ℎℎ 𝑃2
where parameters are similar as before but specific to P1 and P2. To explore the effects of
predator harvest on an interacting predator, we included harvest only on P2. We ran numerical
simulations of both models, with and without predator harvest, using the differential equation
solver package “deSolve” in R (R Core Team 2020). All simulations ran for 500 time steps to
ensure steady state dynamics. We calculated the local stability of population abundances using
the coefficient of variation (CV). Stability can be measured with other metrics as well (e.g.,
maximum real eigenvalues or minimum population densities), however CV is a commonly used
metric of stability in empirical studies and allows us a simple metric to understand nonequilibrium outcomes (Rooney & McCann 2012).

Data collection, statistical analysis, and empirical simulations
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To test our hypothesis and results from the previous section that food web structure modifies
how harvest impacts population stability (Fig. 5-1), we first collected empirical data of
population trends from large mammal predator-prey systems in Idaho (Fig. S5-1). The
trophically downgraded region is in southern Idaho (“South Hills-Bannock”) and includes
mountain lions and mule deer as the primary predators and prey, whereas wolves, grizzly bears,
black bears, and elk were extirpated in this region. The restored system is in central Idaho
(“Sawtooth-Middle Fork”). Wolves were reintroduced in this region and dispersed throughout
~1995-2001 (Bangs et al. 1996), and the region also includes mountain lions and black bears as
predators, and elk and mule deer as prey. In these regions, we collected species’ data on
population trends from 1989-2019 for Sawtooths and Middle Fork and 2000-2019 for South
Hills and Bannock. Population counts, age- and sex- ratios, cause-specific mortality, juvenile,
adult male and female survival, and harvest for all species were provided by the Idaho
Department of Fish and Game (IDFG), or agency documents prepared by the IDFG, U.S. Fish
and Wildlife Service, or the Nez Perce Tribe. Further detail on the regions and data collection are
provided in Supplementary Methods.
To quantify demographic parameters and interactions between species in the food webs
we utilized integrated community models, a Bayesian hierarchical modelling framework for
estimating species and community-level processes by integrating multiple data sources and
combining multiple single-species integrated population models within a food web (see Ch. 4;
Péron & Koons 2012; Barraquand & Gimenez 2019). We built the integrated community model
using stage- and sex-structured matrix models for each species. We connected these matrix
models using functions to include predator-prey interactions, intra- and inter-specific
competition of prey, inter-specific competition between predators, and bottom-up effects on prey
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survival, based on prior evidence in Idaho (Hurley et al. 2011, 2017; Pauley & Zager 2011;
Idaho Department of Fish and Game 2014c; Horne et al. 2019; Krohner & Ausband 2019).
Further information on model structure can be found in the Supplementary Methods.
Integrated community models were fit using JAGS via the R package “R2jags”. We
performed model selection for each region using two MCMC chains, 1,000 iterations for burn-in,
and 10,000 iterations. We performed backwards stepwise selection via DIC (Spiegelhalter et al.
2002) by removing plausible interaction parameters to determine which interactions should be
retained in our model, following Ch. 4. If removal of the parameter produced ΔDIC < 2, it was
retained. We then fit the final model using three MCMC chains, 50,000 iterations for burn-in,
500,000 iterations, and thinned chains by 5 to ensure convergence. We assessed model
convergence using 𝑅̂ and through visual examination of chains (Gelman & Hill 2012).
We used the species-specific demographic and interaction parameters estimated from the
integrated community models to run Bayesian simulations of population dynamics for the large
mammal food webs. To determine the influence of predator harvest, we ran 100 MCMC
simulations projected over 500 years (to ensure steady-state dynamics) for varying levels (i.e., 050%) of harvest on all predators. For each simulation of the large mammal food web, we
calculated the coefficient of variation (CV), discarding the first 10 years, as a measurement of
the local stability of a prey population. We also repeated these simulations exploring the effect of
harvest on individual predators. We then conducted a sensitivity analysis to determine which
parameters led to increased CV in prey populations in the Sawtooth region, as an example. We
simultaneously varied all relevant parameter values (43 parameters, including 5 for harvest)
across realistic ranges by taking 1,000 random draws from realistic uniform distributions which
were ±30% of the parameter mean. We then calculated partial correlation coefficients (PCC) via
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linear regression to determine the relationship between the parameters in our sensitivity analysis
and the prey CV.

RESULTS
In our theoretical predator-prey simulations, we found that simple predator-prey interactions are
destabilizing, following the principle of energy flux (Box 5-1; Fig. 5-1a, b). Increasing the
harvest rate of predators in simple predator-prey systems decreased the prey CV (stabilizing prey
populations), by siphoning biomass away from a strong predator-prey interaction (Fig. 5-1c, d).
Adding a weakly interacting predator also increased stability through the same mechanisms,
however the weakly interacting predator became destabilizing once the predation became strong
enough to incite prey oscillations (Fig. 5-1e, f). Lastly, increasing the harvest rate of the weakly
interacting predator increased the prey CV, because the stabilizing mechanism in the system was
removed (Fig. 5-1g, h).
In the trophically downgraded South Hills-Bannock region (mountain lion – mule deer
system), using the ICM method, we found that predator-prey interactions should be destabilizing
(Fig. 5-2a), and that predator harvest should decrease the CV in mule deer populations (i.e.,
made more stable) (Fig. 5-2b, c). In the trophically upgraded Sawtooth-Middle Fork region
(wolf, mountain lion, black bear – mule deer, elk system), we found that predator-prey
interactions should be stabilizing (Fig. 5-2d), and that predator harvest should increase the CV in
mule deer and elk populations (Fig. 5-2e, f). Harvest of each of the predators except bears should
contribute to increases in CV (Fig. 5-3). In our sensitivity analysis on the Sawtooth region, we
found that predator-prey interactions had both stabilizing and destabilizing effects on mule deer
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and elk populations (Fig. 5-4a, b). Harvest of wolf and mountain lion should destabilize ungulate
populations, whereas harvest of black bears should be slightly stabilizing (Fig. 5-4a, b).

DISCUSSION
First, we advanced predator-prey theory by showing how harvest of predators can have either
stabilizing or destabilizing effects depending on the complexity of the food web. Second, using
novel application of ICMs, we illustrate the potential implications of this finding using the case
study of trophically downgraded and upgraded food webs in Idaho. We found that predator
harvest has a potent effect on food web dynamics and stability – similar to keystone species
(Paine 1969). Simple predator-prey interactions led to large fluctuations in both populations (c.f.
Figs. 5-1a; 2a), and predator harvest dampened those fluctuations (c.f. Figs. 5-1c; 2b) by
shunting biomass away from strong predator-prey interactions, as predicted by the principle of
energy flux (Box 5-1). Complex food webs displayed more stable dynamics (c.f. Figs. 5-1e; 2d),
and predator harvest generated an instability cascade by removing stabilizing interactions (c.f.
Figs. 5-1g; 2e). This may indicate that the recolonization of apex predators globally can act as a
stabilizing force in prey populations and food webs (Estes et al. 2011; Ripple et al. 2011).
Consequently, heavy harvest and management of these predators to increase harvested prey
numbers may lead to instability in prey populations.
Stable food web dynamics in the Sawtooth-Middle Fork region (and instability cascades
via predator harvest) were not driven solely by one species or interaction, but by a combination
of predator-prey interactions, predator-predator competition, and bottom-up processes (Figs 5-3,
5-4). Specifically, we found that wolf and mountain lion predation had strong, opposing effects
on ungulate population stability (Fig 5-4a, b), which may be driven by the strong numerical
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response of mountain lions to prey as opposed to wolves (Figs. S5-4, S5-5). Wolves as more
generalist predators could have weaker numerical responses (Ripple & Beschta 2012; Stoner et
al. 2018) which stabilizes predator-prey interactions following the principle of interaction
strength (Kadoya & McCann 2015). These results line up with mechanistic research showing the
impact that recolonizing predators have on their prey and other predators within the community
(Vucetich et al. 2005; Gervasi et al. 2012; Tallian et al. 2016). The reintroduction of predators
may create asynchronous population trajectories through these complex food web interactions
(Fig. 4) (McCann 2000; Rooney et al. 2006). Harvesting predators therefore simplifies food
webs, increases synchrony, and strengthens oscillatory predator-prey interactions (Kadoya &
McCann 2015). For example, O’Gorman & Emmerson (2009) removed both strong and weak
interacting species in experimental food webs and found that all species, regardless of interaction
strength, had dramatic effects on food web stability. Similarly, we suggest that complex food
web interactions generated by the reintroduction of apex predators confer stability, and
undermining these interactions reverses these effects and may ignite instability cascades.
Our results suggest that trophic downgrading could decrease stability in food webs by
removing stabilizing food web interactions. These predator-depleted systems may be more prone
to human and environmental pressures (Bascompte et al. 2005). As predators become selectively
restored globally, predators could contribute stabilizing forces to simple, oscillatory predatorprey dynamics. Harvest of predators in complex food webs may therefore destabilize prey and
food webs (Jackson et al. 2001; Terborgh et al. 2001; Springer et al. 2003; Estes et al. 2011).
This implies that heavy predator harvest, depending on management goals, could be suboptimal
for prey populations (Britten et al. 2014; Tromeur & Loeuille 2017), as gains in prey abundance
are coupled with weakened stability (c.f. Fig. 2d, e), rendering prey vulnerable to perturbations.
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However, this depends on differing management objectives, as managers may be willing to have
greater variation in prey populations if they are coupled with higher prey abundance. For prey
species that are harvested for human recreation and subsistence, this implies that optimizing
harvest throughout the food web necessitates an ecosystem-based management strategy (National
Research Council 2006). This strategy recognizes that harvested species are components of a
diverse, complex ecological food web in which harvest of one species affects other interacting
species. Although this is beginning to be adopted in fisheries management (National Research
Council 2006), as apex predators are reintroduced throughout globally, terrestrial ecosystembased management strategies may ensure a resilience future for our wildlife.
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FIGURES
Box 5-1. Food web structure and the principle of energy flux.
Specialist predator-prey interactions exhibit population cycles and destabilizing trends, including
chaos (Rosenzweig & MacArthur 1963; May 1972a; Hastings & Powell 1991; Hanski et al.
1993; Post et al. 2002). The principle of energy flux (also known as the principle of interaction
strength) predicts that increasing the biomass flux or interaction strength in predator-prey
interactions tends to further destabilize and induce population oscillations (McCann 2011; Rip &
McCann 2011; McCann & Gellner 2012) (Fig. 5-1a, b). This principle is in fact a generalization
of the paradox of enrichment, where higher nutrient supply to prey populations decreases
stability (Rosenzweig 1971; Fussmann et al. 2000). Following this, any mechanism that reduces
the strength of biomass flux or interactions between a predator and its prey should be stabilizing
by dampening oscillatory dynamics (McCann 2011), including predator harvest (Fig. 5-1c, d).
One stabilizing mechanism is generalist interactions, which decouple strong predatorprey interactions by decreasing biomass flow and driving negative covariances between
abundances of resource species (McCann 2000; Rooney et al. 2006; O’Gorman & Emmerson
2009). For example, Murdoch et al. (2002) showed that specialists had longer-period predatorprey cycles than generalist predators. Hanski et al. (1991) also illustrated that rodent populations
in southern Fennoscandia were stabilized by generalist predation compared to more cyclic rodent
populations driven by specialist predators further north. Other mechanisms within food webs that
may promote stability by diverting biomass flow from strong predator-prey interactions include
weak interactions, inter-specific competition, omnivory, and intraguild predation (DeBruyn et al.
2007; McCann 2011; Kadoya & McCann 2015) (Fig. 5-1e, f). In sum, the interactive forces of
food web structure and principle of energy flux may drive food web stability (McCann 2011).
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Accordingly, any process which removes stabilizing mechanisms (e.g., predation or harvest)
could generate instability cascades in populations (Kadoya & McCann 2015) (Fig. 5-1g, h).
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Figure 5-1. Numerical simulations of food web structure and predator harvest. (a) Simple
predator-prey interaction illustrating oscillatory dynamics and (b) increasing conversion
efficiency decreases the stability of the prey population, illustrating the principle of energy flux.
(c and d) Harvest of the predator in (a) increases the stability of the prey. (e) Addition of a
second, weakly interacting predator siphons energy from the strong predator-prey interaction in
(a) and stabilizes the oscillatory dynamics, leading to stabilized prey populations in (f), until the
second predator’s attack rate increases enough to become a destabilizing predator-prey
interaction. (g and h) Harvest of the weakly interacting predator decreases the stability of the
prey. CV stands for coefficient of variation, a measurement of population stability. Red dots in
(b, d, f, and h) represent parameter values for simulations in (a, c, e, and g).
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Figure 5-2. The effect of harvest and food web structure on prey stability. (a) An example
simulation of mountain lion and mule deer dynamics in the South Hills region with 0% harvest.
(b) An example simulation like (a) but with 50% harvest. (c) The coefficient of variation (CV) of
mule deer population dynamics with varying lion harvest. (d) An example simulation of elk and
mule deer dynamics (with wolves, mountain lions, and black bears as predators in the Middle
Fork region with 0% predator harvest. (e) An example simulation like (d) but with 50% harvest.
(f) The CV of mule deer population dynamics with varying predator harvest.
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Figure 5-3. (a) The influence of individual harvest on bears, mountain lions, and wolves on mule
deer coefficient of variation (CV) in the Sawtooth region. (b) A boxplot showing the range of
mule deer CV to individual harvest at 50% harvest.
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Figure 5-4. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mule deer (a) and elk (b) CV in the Sawtooth region. “Gamma” parameters are the
response of juvenile prey survival to predator abundance. “Delta” parameters are the response of
adult prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. “Effort” parameters are the response to predator harvest. The graph shows
the largest 10 in magnitude out of 43 parameters tested.
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MANAGEMENT IMPLICATIONS OF INTEGRATED COMMUNITY MODELS:
APPLICATION TO WILDLIFE MANAGEMENT IN IDAHO

INTRODUCTION
For many decades in the contiguous United States, ungulate harvest was often managed using a
single-species approach, due to the widespread extermination of large predators from most of
their range. In other cases, remaining predator-prey systems often consisted of a single predator
and a single prey, such as mountain lions (Puma concolor) predating on mule deer (Odocoileus
hemionus) in the Western U.S. Thus, predator-prey management was relatively simple,
exemplified by predator management of a single predator in an attempt to increase harvest of a
single ungulate prey. More recently, large predators have been reintroduced to or are
recolonizing their historical range in much of the U.S. (Smith et al. 2003; Larue et al. 2012),
spurring nationwide proposals for predator management to increase ungulate populations and
thus harvest. The recent recovery of wolves (Canis lupus), expansions of grizzly bear (Ursus
arctos) populations, and expanding range of mountain lions across the U.S. have increased the
number and complexity of interactions between predator and prey species (e.g., Kunkel &
Pletscher 1999). For example, in a six species food web of plants, herbivores, and carnivores, the
total number of potential direct interactions is 30, whereas the total number of indirect
interactions is 1,920 (Estes et al. 2004; Hebblewhite & Smith 2010).
Commonly, wildlife managers often use independent management strategies for each
species; therefore, they do not reflect the complexity of direct and indirect interactions in food
webs where predators have been restored. One example of an indirect interaction is apparent
competition, where one primary prey increases predator populations, thereby reducing alternative
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prey populations (Holt 1977; DeCesare et al. 2010). In a food web with apparent competition,
management of alternative prey populations may require not only reduction of the predator, but
reduction of the primary prey which is bolstering the predator populations (Courchamp et al.
2003; Serrouya et al. 2015). For example, in a wolf-moose-caribou system, both wolf and moose
management are being implemented to increase endangered caribou populations (Serrouya et al.
2019). Similarly, in a two predator, one prey system with strong competition between predators,
reduction of one predator may release the second predator population, resulting in no gain in
harvested prey populations. As these examples illustrate, by overlooking the role of multi-species
predation and competition, management agencies may be sub-optimally managing wildlife
populations (Kunkel & Pletscher 1999).
One approach that may improve ungulate harvest management in multi-species food
webs is ecosystem-based management, which recognizes that the harvested species is a
component of a complex ecological food web in which the harvest of one species can affect other
interacting species (Pikitch et al. 2004). Ecosystem-based fisheries management is becoming
common in countries that manage fisheries intensively and has been an integral part of traditional
fisheries management systems for millennia. The widespread use of these ecosystem-based
approaches reflects the fact that, often, fisheries must manage for high yield of both predators
and their prey. For example, many theoretical studies have found that maximizing prey harvest
often requires removing predators (May et al. 1979; Yodzis 1994; Matsuda & Abrams 2006).
However, there are caveats to this, especially if predators can rely on alternative prey or if the
trophic interaction is ratio-dependent (Tromeur & Loeuille 2017). Despite these findings,
wildlife management has been slow to integrate ecosystem-based management in the context of
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increasing complexity of food webs given widespread predator recovery in North America,
Europe, and other parts of the world.
One major issue in exploring the complexity of food webs to employ ecosystem-based
wildlife management is that the inherent complexity of such systems has rendered statistical and
empirical approaches limited in their utility (Dowd et al. 2008). These issues often restrict
managers to single-species population models to inform management strategies. One solution is
to use integrative approaches to combine multiple data sources into a single modelling
framework. A popular and well-developed class of such models are integrated population models
(IPM), which combines multiple data sources in hierarchical models with joint likelihoods to
estimate population abundance and the processes leading to population change (Zipkin &
Saunders 2018). In Chapters 4 and 5, I developed and extended integrated community models
(ICMs), a flexible modeling framework that combines multiple single-species IPMs within a
food web (for other examples, see Péron & Koons 2012; Barraquand & Gimenez 2019). ICMs
can help estimate difficult to measure parameters (e.g., predator competition) within a food web,
and can lead to an increased demographic understanding of population and food web dynamics
amongst complex food webs (Ch. 4). For example, in Ch. 4 I showed that increasing information
on predator abundance and demography can improve estimation of prey demographic processes.
Furthermore, ICMs can be used to explore the effects of harvest and alternative management
strategies in complex predator-prey food webs (Ch. 5). For example, in Ch. 5 I showed that
increasingly strong predator management can cause instability in prey populations.
Here, we explored ecosystem-based management scenarios in a predator-prey food web
to which wolves recently recolonized in the Sawtooth Mountains, Idaho, U.S.A (hereafter,
“Sawtooths”). Wolves recolonized this region through active reintroduction to central Idaho
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(Bangs et al. 1996). Other large predators include mountain lions and black bears (Ursus
americanus), and primary prey are elk (Cervus canadensis) and mule deer. The Sawtooths are
currently targets of heightened predator harvest and management in an effort to improve
ungulate prey populations for harvest (Idaho Department of Fish and Game 2014c). Additionally,
the Idaho Legislature have recently signed into law a measure that proposes removing up to 90%
of wolves in the state (Ridler 2021). To explore the consequences of these types of predator
management actions and to develop a framework to evaluate optimal harvest management in the
Sawtooths, we built multi-species predator-prey population models for the region using ICMs
(Chs. 4 and 5). First, we estimated the interactions between species in the Sawtooths food web
and determined the sensitivity of population dynamics to those interactions. Second, we analyzed
how short-term predator control scenarios change population dynamics of other species within
the food web. Third, we determined the optimal harvest of predators and prey to meet Idaho
Department of Fish and Game’s harvest objectives for elk and mule deer in the Sawtooths. We
do note that there are many different definitions of “optimal”, but in this case, we focus on
examining ungulate harvest objectives.

METHODS
Study area
The Sawtooths are in central Idaho and are characterized by rugged topography, with elevations
ranging from 1800-3100m, and located within the Sawtooth and Boise National Forests and the
Sawtooth National Recreation Area (see Idaho Department of Fish and Game 2014 for more
detail). The region is characterized by hot, dry summers and cool, relatively wetter winters,
especially in mountainous areas. Valleys are dominated by agricultural grazing and grasses such
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as Idaho fescue (Festuca idahoensis) and bluebunch wheatgrass (Pseudoroegneria spicata).
Mid-elevation areas include lodgepole pine (Pinus contorta) and Douglas fir (Pseudotsuga
menziesii). Higher elevation areas include Engelmann spruce (Picea engelmannii), whitebark
pine (Pinus albicaulis), limber pine (Pinus flexilis), and subalpine fir (Abies lasiocarpa). Elk are
managed in one spatial unit, the Sawtooth Elk Management Zone (~6600 km2), comprised of
GMUs 33, 34, 35, and 36. Elk populations have been declining since their peak of ~7,200 in the
early 1990s. Mule deer populations in the region are also thought to have been declining.
Pronghorn (Antilocapra americana), bighorn sheep (Ovis canadensis), and mountain goats
(Oreamnos americanus) are also known to be present at smaller numbers in the region. Black
bears, mountain lions, and wolves (dispersed to this region ~2000-2001) are major predators, and
are thought to have caused prey declines (Idaho Department of Fish and Game 2014c). All
predator and prey species in the Sawtooths are harvested. Predator control and increased harvest
quotas are being considered to increase prey populations (Idaho Department of Fish and Game
2014c). In reconstructing multi-species predator-prey population dynamics in the Sawtooths
using ICMs, we collected agency-collected data, constructed ICMs, and quantified species’
interactions between large predators and prey.

Data collection
We collected species’ data from 2000-2019, following the re-colonization of the area by wolves
in 2001. In general, species’ demographic data were provided by the Idaho Department of Fish
and Game (IDFG), previous scientific papers (e.g., Hurley 2016; Hurley et al. 2017; Horne et al.
2018, 2019) or from agency documents prepared by IDFG, the U.S. Fish and Wildlife Service
(USFWS), and/or the Nez Perce Tribe. Elk and mule deer population counts, age- and sex-ratios,
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juvenile survival, cause-specific mortality, and adult male and female survival were obtained
from previous studies, IDFG, and agency documents. A mule deer aerial survey was conducted
in 2011 in a wider geographic area, therefore, the density in the wider region was multiplied by
the Sawtooths’ area to obtain a count estimate for that year. Wolf counts were collected using
agency documents from IDFG, USFWS, and the Nez Perce Tribe by counting the number of
wolves in each pack whose home range intersected with the Sawtooths. Mountain lion and black
bear counts were roughly estimated by multiplying the number harvested by estimated harvest
rates in Idaho and nearby regions (15-20%; and 8-12% for males, 2-6% for females,
respectively) (Hristienko & McDonald 2007; Nadeau 2008; Beston & Mace 2012; Proffitt et al.
2015). We confirmed these assumptions by noting that mountain lion and black bear harvest
have been relatively stable the past 20 years, and additionally, our estimates were similar to
density estimates using camera trap surveys in the region for mountain lions in 2017 (Loonam et
al. 2021) and for density estimates using DNA hair snare mark-recapture surveys for black bears
in 2007-2010 (Idaho Department of Fish and Game 2013). Precision on count estimates for
mountain lions and black bears were assumed to be lower than other species due to the
uncertainty of count estimates from harvest. There was no survival or reproduction data collected
for predator species. Harvest for all species were obtained from IDFG and subtracted from stages
by year. For predators, ages were not identified for every harvested individual, so we multiplied
the known % of harvested individuals in each age class from 2000-2019 by the total harvested
(e.g., 23% of harvested male wolves were adults).
We also collected data on bottom-up processes, including vegetation and snow
conditions, as these processes are known to highly influence ungulate population dynamics in the
region (Hurley et al. 2017). To measure vegetation, we collected remotely sensed Normalized
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Difference Vegetation Index (NDVI) data using the yearly average of the Blended Vegetation
Health Product (Blended-VHP), which is derived from VIIRS and AVHRR data and provided by
the NOAA (https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/vh_ftp.php). To measure snow
conditions, we collected and averaged precipitation data from November-Aprilor each year from
TerraClimate, a global dataset of climate and climatic water balance (Abatzoglou et al. 2018).

Integrated community models
We built integrated community models to estimate the interaction parameters of species within
the Sawtooths food web. We built simple, nonlinear, post-birth, sex and stage structured matrix
models for each species, collapsing stage- or sex- structure when possible to reduce complexity
(e.g., survival rates of subadults and adults are similar and can be collapsed into one stage). We
illustrate the structure of the matrix model for elk and mule deer:
0
𝑛𝑗
[ 𝑛𝑓 ]
= [𝑠𝑗→𝑓 (1 − 𝑟)
𝑛𝑚 𝑡+1
𝑠𝑗→𝑚 𝑟

𝑓
𝑠𝑓
0

0 𝑛𝑗
0
0 ] [ 𝑛𝑓 ] − [ 𝐻𝑓 ]
𝑠𝑚 𝑛𝑚 𝑡
𝐻𝑚

𝑡

where f is the recruitment rate per adult female, related to the calf:cow ratio in December, sj is
the survival rate of juveniles from approximately 6-months to 18-months old, sf and sm are the
survival rates of adult females and males, respectively (defined as older than 18-months-old)
from 16 Dec to 15 Dec, and r is the male sex ratio. To simplify, we assume that r is equal to 0.5
(i.e., equal proportion of males and females). All of these demographic rates are in the absence of
harvest. -Hf and Hm are the number of adult females and males harvested, respectively. We
assume no juveniles are harvested. We used the following notation for abundances in this ICM:
nj, nf, nm, and ntot for the juvenile, female adult, male adult, and total individuals of the primary
prey species. The model is constructed with a 6-month post-birth matrix because December is
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the data collection point for calf:cow ratios, winter calf survival, and harvest. The juvenile
survival (sj) data come from calves that were collared from 15 Dec to 31 May (approximately 6months to 12-months old). An unmeasured life-stage was survival from 12 to 18 months, which
was included in the sj estimate as 1 because of the very high expected survival for this 6-month
time period. We used information on population abundance, calf and adult survival, harvest,
cow:calf and male:female ratios to improve estimates of interaction and demographic
parameters. For a further explanation of these population processes, please see Fig. 6-1 or
(Hurley 2016).
We estimated the number of deer in each age and sex class – 6- to 18-month-old
juveniles, adult females, and adult males using a Normal approximation of a binomial
distribution parameterization as (μ, τ), where τ = 1/σ2 as it is more efficient in fitting, and
truncated at 0 on the lower bound to prevent searching for negative values. Six-month-old fawns
(juveniles) were estimated as:
𝑛𝑗,𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑓𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑓𝑡−1 (1 − 𝑓𝑡−1 ))).
Those juveniles that survived to mature into adult females (from 6 to 18 months) were estimated
with:
𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 , 1/ (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 (1 − 𝑠𝑗,𝑡−1 ))).
We then estimated the number of adult females that survived from the previous year (≥ 18
months) as:
𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 (1 − 𝑠𝑓,𝑡−1 ))).
The total number of adult females was then calculated by adding maturing and surviving females
and then subtracting harvest of adult females, Hf:
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𝑛𝑓,𝑡 = 𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 + 𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 − 𝐻𝑓,𝑡
The number of adult males was estimated similarly. Lastly, we estimated the total population
size of each species by summing the age classes:
𝑛𝑡𝑜𝑡,𝑡 = 𝑛𝑗,𝑡 + 𝑛𝑓,𝑡 + 𝑛𝑚,𝑡
The distributions for the data from counts, survival and reproduction, age and sex ratios,
and harvest data were the following. We assumed a Normal distribution for the count data as the
approximation has been shown to be functionally equivalent with large population sizes and
more efficient for fitting count data than the traditional Poisson distribution (Hurley, 2016;
Nowak et al., 2017). Population counts, Ct, were distributed:
2
𝐶𝑡 ~𝑁𝑜𝑟𝑚(𝑛𝑡𝑜𝑡,𝑡 , 1/𝜎𝐶,𝑡
)

The observed age-ratios of the young-of-the-year (6-month-old calves) to adult females (> 18
months-old), YFt, were distributed as:
2
𝑌𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑓𝑡 , 1/𝜎𝑌𝐹,𝑡
)

The observed sex-ratios of adult males (> 18 months-old) to adult females (> 18 months-old),
MFt, were distributed as:
2
𝑀𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑚𝑓𝑡 , 1/𝜎𝑀𝐹,𝑡
),

where mft was defined as nm,t/nf,t and rates are multiplied by 100 to convert to the scale of
observed ratios.
Observed adult female survival, Sf,t, (male survival assumed to be similar) (of > 18 months-old
from 16 Dec of previous year to 15 Dec of current year) was estimated using a Normal
distribution truncated between 0 and 1 and distributed as:
2
𝑆𝑓,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑓,𝑡 , 1/𝜎𝑆𝑓,𝑡
)

Observed juvenile survival (from 6 months to 1 June), Sj,t, was similarly distributed as:
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2
𝑆𝑗,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑗,𝑡 , 1/𝜎𝑆𝑗,𝑡
).

For brevity, we describe the predators’ matrix models below. There were no data
collected on survival or reproduction of predators in our region, so we built simple nonlinear,
post-birth sex and stage structured matrix models. The wolf matrix model was built with pup,
juvenile, young adult, and adult male and female stages (Maletzke et al. 2016). The mountain
lion matrix model was built with kitten, juvenile, and adult male and female stages (Robinson et
al. 2008; LaRue & Nielsen 2016). The black bear matrix model was built with cub, yearling,
second-year, subadult and adult male and female stages (Beston 2011). Survival and fecundity
were parameterized using moderately informative priors based on previous meta-analyses of
species’ life history (Table 6-1). Please see Chs. 4 and 5 for further details.
Density-dependent intra- and inter-specific interactions were built into the model to allow
the different species to affect survival and reproduction of species’ stages. We added predatorprey interactions based off of prior research on predator-prey interactions in Idaho (Pauley &
Zager 2011; Idaho Department of Fish and Game 2014c, b) and density-dependent intraspecific
competition for prey and interspecific competition for predators and prey based on prior
ecological theory and evidence in ungulates and competing predators (Fowler 1987; Wielgus
2006; Griffin et al. 2011; Krohner & Ausband 2019; Elbroch et al. 2020). We estimated that
wolves and mountain lions could affect the survival of juvenile, and female and male adult stage
classes of prey, and that bears could only affect prey juvenile survival (Barber-Meyer et al. 2008;
White et al. 2010). Prey effects on predator and inter-predator competition were estimated to
affect predator reproduction for simplicity; however, future simulations could be extended to
predator survival. Bottom-up effects (snow conditions and NDVI) were estimated to affect
juvenile, and female and male adult stage classes of prey. Intra-specific or inter-specific
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interactions were modeled as logit functions, thus mechanistically akin to Type II functional and
numerical responses – see Fig. 6-3. Predator-prey relationships were modeled as such, for
example, elk adult female survival was modeled as a logit function of top-down and bottom-up
effects:
𝐿𝑜𝑔𝑖𝑡(𝑠𝑓,𝑡 )
̇
̇ ,𝑡−1
̇
̇ + 𝛼3 𝑛𝑏𝑒𝑎𝑟𝑠,𝑡−1
̇
= 𝑖𝑛𝑡𝑠𝑓 + 𝛼1 𝑛𝑤𝑜𝑙𝑣𝑒𝑠,𝑡−1
+ 𝛼2 𝑛𝑙𝑖𝑜𝑛𝑠,𝑡−1
+ 𝛼4 𝑁𝐷𝑉𝐼,𝑡−1
+ 𝛼5 𝑆𝑁𝑂𝑊
Where 𝑖𝑛𝑡𝑠𝑓 represents the y-intercept of the function, or in other words, elk adult female
survival in the absence of top-down or bottom-up effects. α1, α2, α3 are parameters representing
the slope of the relationship between wolf, mountain lion, and black bear abundance
respectively, and elk adult female survival. α4, α5 are parameters representing the slope of the
relationship between NDVI and snow conditions respectively, and elk adult female survival. Dot
notation shows that the abundances were standardized using the mean and standard deviation of
abundances, to compare effect sizes on a common scale. Interactions were parameterized with
informative priors when possible, ~ Norm (0, 0.35), truncating to positive or negative values
(e.g., predation is known to have negative effects on prey survival), when justified.
Interaction priors were further truncated when information on cause-specific mortality
was available. For example, in a sample of 276 elk calf mortalities (IDFG unpublished data),
cause-specific mortality estimated with cumulative incidence functions (CIFs; Heisey &
Patterson 2006) for wolves were 13.5% vs. 7.2% for mountain lions in the Sawtooths. Therefore,
we truncated the priors for mountain lions to be half of that for wolves (e.g., wolf -> elk calf
mortality ~ dnorm (0, 0.34)T(-3,0), and lion -> elk calf mortality ~ dnorm (0, 0.34)T(-1.5,0)).
CIFs for wolves on mule deer calves and adult females were negligible (0% for n = 77 and 183
mortalities, respectively) and were truncated accordingly (-1,0). Parameter estimates were not
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sensitive to changes in truncations, and we did not find that estimates were pushing up against
the edges of the truncation for our priors.
ICMs were fit in a Bayesian context using JAGS via the R package “R2jags”. We
performed model selection for the Sawtooths using two MCMC chains, 1,000 iterations for burnin, and 10,000 iterations. We performed backwards stepwise selection via DIC (Spiegelhalter et
al. 2002) by removing plausible interaction parameters to determine which interactions should be
retained in our model, following Ch. 4. If removal of the parameter produced ΔDIC < 2, it was
retained. We then fit the final model using three MCMC chains, 50,000 iterations for burn-in,
500,000 iterations, and thinned chains by 5 to ensure convergence. We assessed model
convergence using 𝑅̂ and through visual examination of chains (Gelman & Hill 2012).

Harvest scenarios, optimal harvest, and sensitivity analyses
We used the species-specific demographic and interaction parameters estimated from the ICMs
to run Bayesian simulations of population dynamics for the Sawtooths food web. In Ch. 5, we
assumed that heavy predator harvest can occur every year for decades, which is unrealistic based
on Ch. 3’s meta-analysis of predator removal experiments. In this chapter, we ran Bayesian
simulations of predator harvest pulses to determine how it would affect other predator and prey
populations, and how long the effects would last past those pulses. Ch. 3 showed that the median
predator removal was ~50% of the predator population, and that the removal typically lasted
between 2-8 years. To analyze predator pulses, we ran 100 Sawtooth ICM simulations for 100
years each, varying the length of wolf harvest from 1, 2, 5, 10, and 20 years and the strength of
harvest from 20, 25, 30, 35, 40, 45, 50% of the predator population removed every year. In years
where predator pulses were not occurring, predator harvest was maintained at the average harvest

183

for the Sawtooths. Prey harvest was kept at averaged harvest for the Sawtooths as well. These
values are approximately 15% for elk, 10% for mule deer, 13% for mountain lions, 10% for
black bears, and 15% for wolves. We measured the % change in the mean population size of
species in each predator pulse compared to the null scenario of the average harvest every year.
Given these results, we explored what level of predator and prey harvest is needed to
obtain optimal harvest of elk and mule deer populations in the Sawtooth region. IDFG has
defined population-level goals of 3000-4500 elk cows and 630-945 elk bulls in the region (Idaho
Department of Fish and Game 2014a), which we define as the goal for optimization. They also
want to obtain a stable or increasing population of mule deer with a bull:cow ratio of ~0.15
(Idaho Department of Fish and Game 2017). To test what the optimal predator and prey harvest
would be to reach these goals for IDFG, we first simulated elk and mule deer data using
randomly distributed normal draws with low variance near IDFG’s goals. We also simulated
predator data assuming maintenance of stable predator populations. We then fit the Sawtooth
ICM to these data, except instead of estimating interaction parameters like we did in Chs. 4 and
5, we set those interaction parameters based on the estimates herein and only estimated harvest
parameters for each species. In a sense, the demographic and interaction parameters in the model
will create an estimated abundance that will be adjusted to line up with the simulated data using
those harvest parameters. In doing so, the harvest parameters will indicate what level of harvest
is needed to obtain IDFG’s goals in the Sawtooths region.
We conducted a sensitivity analysis to determine which predator and prey abundance in
the Sawtooths was sensitive to interaction, demography, and harvest parameters. We
simultaneously varied all relevant parameter values (43 parameters, including 5 for harvest)
across realistic ranges by taking 1,000 random draws from realistic uniform distributions which
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were ±30% of the parameter mean. We then calculated partial correlation coefficients (PCC) via
linear regression (Blower & Dowlatabadi 1994) to determine the relationship between the
parameters in our sensitivity analysis and predator/prey abundance.

RESULTS
In our ICM of the large predator-prey system in the Sawtooths, we found that predation played a
strong role in community dynamics. For example, wolf abundance had a strong negative
relationship with elk adult female survival (x̄ of delta5 = -1.501; 95% CI: -2.100 - -1.157; Fig 62A) and elk juvenile survival (x̄ of gamma4 = -0.487; 95% CI: -0.763 - -0.211). Additionally,
mountain lion abundance had a strong negative relationship with mule deer adult female survival
(x̄ of delta2 = -0.954; 95% CI: -1.032 - -0.876; Fig. 6-2B) and mule deer juvenile survival (x̄ of
gamma2 = -1.431; 95% CI: -1.918 - -0.987). In some cases, prey abundance had a strong effect
on predator reproduction, such as elk abundance on wolf reproduction (x̄ of epsilon2 = 0.447;
95% CI: 0.271 – 0.623). See Table 6-2 for full list of estimated interaction coefficients. Many
parameters were weak and/or overlapping with 0, indicating minor relevance in community
dynamics. These included intra- and inter-specific interactions among and between mule deer
and elk (x̄ of alpha2 = -0.007; 95% CI: -0.010 - -0.001; x̄ of beta2 = -0.018; 95% CI: -0.023 - 0.001). To see how the interaction parameter estimate changes the relationship between
predator/prey abundance and predator/prey demography, see Fig. 6-3C for the generalized
function.
The results from the predator pulses show that heavy wolf management over extended
periods of time can be effective in improving elk and mule deer populations, however these
improvements tended to dissipate over time, and in some cases within 1-5 years post-control
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(Figs. 6-4, 6-5). Wolf management also had positive effects on black bears (and less so for
mountain lions), increasing their abundance and thus increasing their effects as predators by
removing competition (Figs. 6-6, 6-7). Wolf populations with heavy wolf management were also
able to rebound relatively quickly thereafter, sometimes within 1-5 years post-management (Fig.
6-8).
To reach optimal levels as defined by IDFG ungulate harvest goals for the Sawtooths, we
found that predator harvest needed to be very high (wolf x̄ = 49.6%, lion x̄ = 94.1%, bear x̄ =
19.5%) compared to current harvest levels (wolf x̄ = 16%, lion x̄ = 13%, bear x̄ = 6%) (Figs. 69). Ungulate female harvest needed to be lowered (elk female x̄ = 6.2%, mule deer female x̄ =
0.54%), compared to current harvest levels (elk female x̄ = 7%, mule deer female x̄ = 10%) (Fig.
6-9). Ungulate male harvest could remain very high under this scenario (Fig. 6-9), reflecting
their lack of demographic contribution in the matrix modeling approach.
Our sensitivity analysis for wolves found that the effect of elk abundance on wolf
reproduction, predator competition on wolf reproduction, and wolf harvest all strongly affected
wolf abundance (Fig. 6-10). These effects of predator competition and harvest were similar for
mountain lions, except the effect of elk and mule deer abundance on lion reproduction strongly
affected lion abundance (Fig. 6-11). Black bear abundance was also similarly sensitive to
predator competition and harvest (Fig. 6-12). Mule deer abundance was most sensitive to
mountain lion predation on juvenile and mule deer female survival, and mule deer abundance on
mountain lion reproduction (Fig. 6-13). Elk abundance was most sensitive to harvest, the effect
of wolf predation on elk juvenile survival, and elk abundance on wolf and mountain lion
reproduction (Fig. 6-14).
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DISCUSSION
We found that a multi-species approach is essential for understanding management of large
mammal predators and their prey in the Sawtooths. The ICM parameter estimates (Table 6-2)
corroborate past research on the impacts of wolves and mountain lions on elk, especially on adult
females (Pauley & Zager 2011; Idaho Department of Fish and Game 2014c). Furthermore,
interspecific competition between predators corroborates spatiotemporal associations found
between predators across Idaho (Krohner & Ausband 2019), and in other regions across North
America and Europe (Tallian et al. 2016). There was very weak or negligible evidence for
density-dependent intra- or inter-specific competition within or between mule deer and elk,
supported by elk and mule deer population estimates below historic highs (Idaho Department of
Fish and Game 2014a, 2017), thereby limiting competition for resources.
We found that short-term wolf management can cause tangible increases in elk and mule
deer populations. In some cases, predator management could result in important increases in
harvestable ungulate populations which have been declining for at least two decades in Idaho
(Idaho Department of Fish and Game 2014c). However, the results show that to achieve large
increases in populations with wolf management, there needs to be removal 40-50% of the wolf
population for at least 10-20 years (Figs. 6-3, 6-4). This magnitude is in line with achievable
predator management that was found in Ch. 3 (median magnitude = ~50%) but is likely beyond
the capabilities of management under current practices in terms of the length of time to carry out
wolf management (median length = ~8 years). Despite the infeasibility of carrying out the recent
law to remove 90% of wolves in Idaho (Ridler 2021), if implemented effectively it could result
in very large increases in harvestable ungulate populations. Additionally, the increases in
mountain lions and bears found post-wolf management (Figs. 6-6, 6-7), in addition to the
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sensitivity of these predator populations to wolf abundance (Figs. 6-11, 6-12), indicate that
predator competition could be an important, underappreciated factor when considering predator
management and ecosystem-based management practices. This suggests that mountain lions and
bear populations will be released with wolf management, therefore potentially dampening gains
in ungulate populations. This implication could be tested in future modeling, and empirically if
IDFG implements recent legislature to reduce wolf abundance by 90% in Idaho (Ridler 2021).
Our tests of optimal ungulate harvest management in the Sawtooths indicate that both
predator harvest needs to be increased dramatically, and female ungulate harvest needs to be
lessened somewhat to achieve goals put forward by IDFG. These simulations could also be
revised for different definitions of “optimal”, for example, to consider a predator conservation
perspective to ensure viable carnivore populations with respect to minimum thresholds for
wolves and other predators. Similar scenarios have been analyzed in fisheries management,
where both predator and prey are harvested, and often, moderate harvest of both predator and
prey can ensure optimal (from an ecosystem-based perspective) and resilient populations
(Tromeur & Loeuille 2017). Regardless, given the level of predator harvest required to meet
IDFG’s goals for harvestable ungulate populations, it is likely that declining ungulate
populations like in the Sawtooths will continue to do so to a lower density equilibrium
(Hebblewhite 2006). We find that considering an ecosystem-based context when assessing
management practices may lead to new insights for improving the management of predator and
prey populations in the future.
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TABLES
Table 1. Priors and sources for parameters in the Sawtooth ICM.
Parameter
MD - f

Definition
Mule deer reproduction

Mean
0.34

Precision
10

MD – sj

Mule deer juvenile survival

0.34

6.25

MD – sf

Mule deer female survival

0.85

100

MD – sm

Mule deer male survival

0.85

100

E-f

Elk reproduction

0.34

50

Source
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Raithel et al. 2007)

E – sj
E – sf
E – sm
W-f
W – sj
W - sya
W – sf
W – sm
L-f
L – sj
L – sf
L – sm
B – fsa
B – fa
B – sj
B - ssj

Elk juvenile survival
Elk female survival
Elk male survival
Wolf reproduction
Wolf juvenile survival
Wolf young adult survival
Wolf female survival
Wolf male survival
Lion reproduction
Lion juvenile survival
Lion female survival
Lion male survival
Bear subadult reproduction
Bear adult reproduction
Bear juvenile survival
Bear older juvenile
survival
Bear subadult female
survival
Bear subadult male
survival
Bear female survival
Bear male survival

0.34
0.84
0.83
0.8
0.5
0.77
0.77
0.77
0.63
0.63
0.76
0.76
0.69
0.79
0.54
0.72

6.25
100
50
1
5
50
50
50
5
10
10
10
5
5
50
10

(Raithel et al. 2007)
(Raithel et al. 2007)
(Raithel et al. 2007)
(Maletzke et al. 2016)
(Maletzke et al. 2016)
(Smith et al. 2010)
(Smith et al. 2010)
(Smith et al. 2010)
(Robinson et al. 2008)
(LaRue & Nielsen 2016)
(LaRue & Nielsen 2016)
(LaRue & Nielsen 2016)
(Beston 2011)
(Beston 2011)
(Beston 2011)
(Beston 2011)

0.77

50

(Beston 2011)

0.77

50

(Beston 2011)

0.88
0.88

100
100

(Beston 2011)
(Beston 2011)

B – ssaf
B – ssam
B – sf
B - sm
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Table 2. Interaction parameter estimates (means and 95% CIs) for the Sawtooth ICM. Alpha
represents intraspecific competition on prey, beta - interspecific competition on prey, gamma predation on juvenile prey, delta - predation on adult prey, epsilon - predators’ response to prey,
zeta - interspecific competition on predators, eta - NDVI on prey, and theta - snow on prey.
Parameter
alpha[2]
beta[2]
delta[1]
delta[2]
delta[3]
delta[4]
delta[5]
delta[6]
delta[7]
delta[8]
epsilon[1]
epsilon[2]
epsilon[3]
epsilon[4]
epsilon[5]
epsilon[6]
gamma[1]
gamma[2]
gamma[3]
gamma[4]
gamma[5]
gamma[6]
zeta[1]
zeta[2]
zeta[3]
zeta[4]
zeta[5]
zeta[6]
zeta[7]
zeta[8]
zeta[9]
eta[1]
eta[2]
eta[3]
eta[6]
theta[2]
theta[5]
theta[6]

Definition

Mean

2.5% CI

97.5% CI

Elk -> elk reproduction
Mule deer -> elk reproduction
Wolf -> mule deer female survival
Lion -> mule deer female survival
Wolf -> mule deer male survival
Lion -> mule deer male survival
Wolf -> elk female survival
Lion -> elk female survival
Wolf -> elk male survival
Lion -> elk male survival
Mule deer -> wolf reproduction
Elk -> wolf reproduction
Mule deer -> lion reproduction
Elk -> lion reproduction
Mule deer -> bear reproduction
Elk -> bear reproduction
Wolf -> mule deer juvenile survival
Lion -> mule deer juvenile survival
Bear -> mule deer juvenile survival
Wolf -> elk juvenile survival
Lion -> elk juvenile survival
Bear -> elk juvenile survival
Lion -> wolf reproduction
Bear -> wolf reproduction
Wolf -> wolf reproduction
Wolf -> lion reproduction
Bear -> lion reproduction
Lion -> lion reproduction
Wolf -> bear reproduction
Lion -> bear reproduction
Bear -> bear reproduction
NDVI -> mule deer juvenile survival
NDVI -> elk juvenile survival
NDVI -> mule deer female survival
NDVI -> elk male survival
Snow -> elk juvenile survival
Snow -> elk female survival
Snow -> elk male survival

-0.007
-0.018
-0.066
-0.954
-0.050
-0.059
-1.501
-1.004
-0.025
-0.051
0.052
0.447
0.096
0.103
0.014
0.025
-0.355
-1.431
-0.058
-0.487
-0.131
-0.053
-0.396
-1.051
-0.365
-0.198
-0.185
-0.366
-0.388
-0.326
-0.269
0.251
0.276
0.23
0.223
-0.048
-0.164
-0.041

-0.01
-0.023
-0.991
-1.032
-0.097
-0.083
-2.1
-1.205
-0.071
-0.097
0.003
0.271
0.001
0.001
0.004
0.001
-0.494
-1.918
-0.098
-0.763
-0.3368
-0.099
-0.734
-1.475
-0.634
-0.494
-0.593
-0.692
-0.607
-0.598
-0.512
0.008
0.021
0.002
0.011
-0.139
-0.432
-1.088

-0.001
-0.001
-0.008
-0.876
-0.002
-0.037
-1.157
-0.719
-0.001
-0.002
0.098
0.623
0.26
0.272
0.047
0.056
-0.098
-0.987
-0.004
-0.211
-0.075
-0.002
-0.001
-0.167
-0.102
-0.008
-0.007
-0.009
-0.187
-0.107
-0.059
0.784
0.579
0.457
0.589
-0.004
-0.001
-0.002

196

FIGURES

Figure 1. Elk and mule deer stage and sex-structure in the ICM. Circles represent the stages of
6-18 month-old fawns/calves, and 18+-month-old female and male adults. Squares show data
sources and how they are integrated into the ICM.
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Figure 2. Community structure for empirical-based tests of integrated community models
(ICMs) in the Sawtooth Mountains, Idaho, U.S.A. The bottom row (from left to right) represents
elk (Cervus canadensis) and mule deer (Odocoileus hemionus). The top row (from left to right)
represents mountain lions (Puma concolor), wolves (Canis lupus), and black bears (Ursus
americanus). Lines represent interaction parameter estimates between species, in some cases
averaged across stage/sex classes when appropriate. Lines show interactions where parameter
estimates were >0.1. Black line shading is as follows: parameter estimates = 0.1-0.25 are 75%
transparent; 0.25-0.5 are 50%; 0.5-0.75 are 25%; and >0.75 are 0% transparent.
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Figure 3. Examples of functional relationships for species interactions. A) The effect of wolf
abundance on elk cow survival, with an estimated mean slope coefficient of -1.501. B) The effect
of mountain lion abundance on mule deer cow survival, with an estimated mean slope coefficient
of –0.954. C) Generalized relationships between survival rates and species abundances for a
range of slope coefficients, to allow comparisons between estimated interaction coefficients (See
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Table 2). For estimation, abundances were standardized by the mean and standard deviation.
Mean wolf abundance is 55; standard deviation is 30. Mean lion abundance is 110; standard
deviation is 45.
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Figure 4. Simulations of the length and strength of wolf control pulses on elk populations over
time. The z-axis (color code) shows the relative % elk gained vs. doing no wolf control. The topleft graph shows the average elk populations during wolf control, and the rest of the graphs show
average elk populations following wolf control.
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Figure 5. Simulations of the length and strength of wolf control pulses on mule deer populations
over time. The z-axis (color code) shows the relative % mule deer gained vs. doing no wolf
control. The top-left graph shows the average mule deer populations during wolf control, and the
rest of the graphs show average mule deer populations following wolf control.
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Figure 6. Simulations of the length and strength of wolf control pulses on black bear populations
over time. The z-axis (color code) shows the relative % black bears gained vs. doing no wolf
control. The top-left graph shows the average black bear populations during wolf control, and the
rest of the graphs show average black bear populations following wolf control.
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Figure 7. Simulations of the length and strength of wolf control pulses on mountain lion
populations over time. The z-axis (color code) shows the relative % mountain lions gained vs.
doing no wolf control. The top-left graph shows the average mountain lion populations during
wolf control, and the rest of the graphs show average mountain lion populations following wolf
control.
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Figure 8. Simulations of the length and strength of wolf control pulses on wolf populations over
time. The z-axis (color code) shows the relative % wolves gained vs. doing no wolf control. The
top-left graph shows the average wolf populations during wolf control, and the rest of the graphs
show average wolf populations following wolf control.
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Figure 9. Optimal harvest to reach IDFG’s goals in the Sawtooth region, with ungulates split up
by sex. Means and 95% CIs of the harvest parameter value are shown with the orange dots and
lines. Dashed black lines represent the current harvest level in the Sawtooths for each species.
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Figure 10. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of wolf abundance in the Sawtooths region. “Epsilon” parameters are the response of
predator reproduction to prey abundance. “Zeta” parameters are the response of predator
reproduction to predator abundance. “Effort” parameters are the response to predator harvest.
The graph shows the largest 10 in magnitude out of 43 parameters tested.
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Figure 11. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mountain lion abundance in the Sawtooths region. “Gamma” parameters are the
response of juvenile prey survival to predator abundance. “Delta” parameters are the response of
adult prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. “Effort” parameters are the response to predator harvest. The graph shows
the largest 10 in magnitude out of 43 parameters tested.
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Figure 12. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of black bear abundance in the Sawtooths region. “Epsilon” parameters are the response
of predator reproduction to prey abundance. “Zeta” parameters are the response of predator
reproduction to predator abundance. “Effort” parameters are the response to predator harvest.
The graph shows the largest 10 in magnitude out of 43 parameters tested.
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Figure 13. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mule deer abundance in the Sawtooths region. “Gamma” parameters are the response
of juvenile prey survival to predator abundance. “Delta” parameters are the response of adult
prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. The graph shows the largest 10 in magnitude out of 43 parameters tested.
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Figure 14. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of elk abundance in the Sawtooths region. “Beta” parameters are the response of prey
reproduction to prey abundance. “Gamma” parameters are the response of juvenile prey survival
to predator abundance. “Epsilon” parameters are the response of predator reproduction to prey
abundance. “Zeta” parameters are the response of predator reproduction to predator abundance.
“Theta” parameters are the response of prey survival to snow depth. The graph shows the largest
10 in magnitude out of 43 parameters tested.
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SUPPLEMENTARY MATERIALS
CHAPTER 1 SUPPLEMENTARY MATERIALS

SUPPLEMENTARY METHODS
Time-series data selection procedure. Time-series data were obtained from a variety of
sources, including global databases, past peer-reviewed literature which collated databases, and
gray literature. This included:
1) NERC Centre for Population Biology, Imperial College (2010). The Global Population
Dynamics Database Version 2. http://www.sw.ic.ac.uk/cpb/cpb/gpdd.html. This database
includes ~ 5,000 time-series of 1400 animal and plant species throughout the world. The
database was accessed using the R package “rgpdd” (Boettiger et al. 2017).
2) Other Databases, including:
a) Living Planet Index (2016) Living Planet Index database.
http://www.livingplanetindex.org. This database is managed by the Zoological Society of
London and WWF International, including 14,152 time-series of more than 4,000 animal
species, which were filtered so that none overlapped with information already collected
from the Global Population Dynamics Database (GPDD).
b) ICES Database of Stock Assessments (2018). International Council for the
Exploration of the Sea. ICES, Copenhagen, Denmark. http://www.ices.dk.
3) Past peer-reviewed literature which had previously collated data from gray literature,
websites, and books to augment the GPDD (Brook et al. 2006; Keith et al. 2015).
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4) Literature searches. Primary literature was found by searching for key terms (e.g. “timeseries”) or known, well-studied species.
Filtering procedure. Past research has identified that the GPDD includes inconsistencies and
ambiguities which may lead to improper analysis if uncorrected (Brook et al. 2006). To resolve
this, we strictly filtered datasets according to the following criteria:
1) Time-series were limited to those which were ≥ 30 population counts per time series, the
minimum number suggested for our nonlinear forecasting method (Hsieh et al. 2008).
2) Other animal datasets, including bivalves, sharks, gastropods, and crustaceans were removed
because there were not enough time-series of each taxonomic class for statistical analysis.
3) The GPDD was assessed with a subjective reliability score from 1 (poor) to 5 (excellent)
(Brook et al. 2006). Data were removed if ≤ 2. An example of a dataset ranked as a 1 is historical
fur trapping or export records from North America.
4) All log-transformed (log10) datasets were back-transformed to produce values directly
proportional to the population size.
5) Time-series were removed which were exclusively made up of zeroes, or which had negative
abundances.
6) Time-series were required to vary over at least five different unique values.
7) It was common for time-series to include a long sequence of zeros, which could represent
population extirpation, emigration, or sampling error. Due to uncertainty about the meaning of
these values, we performed separate supplementary analyses under three separate filtering
criteria: 1) Exclude time-series with > 20 repeating zeroes; 2) Exclude time-series with > 5
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repeating zeroes; 3) Exclude time-series with > 1 repeating zeroes. These analyses do not change
our findings or conclusions (Fig. S1-2), so we included all time-series regardless of repeating
zeroes for our primary nonlinear forecasting analysis.
8) Due to overrepresentation of a small number of well-studied species (e.g., multi-species
monitoring of aphids and moths at single field stations) (Herrando-Pèrez et al. 2012), we
conducted statistical analysis only on a single, random time-series from each species. Subsequent
random sampling did not change our results.

SUPPLEMENTARY RESULTS
There were control variables that were retained in our most parsimonious models for E, ρ, and
nonlinearity. Time-series which were longer (N) were more likely to have higher dimensionality
(E) (Table S1-2). This is consistent with past analysis using nonlinear forecasting to predict timeseries (Hsieh et al. 2008; Glaser et al. 2014). Additionally, time-series with a higher CV
(coefficient of variation) were found to have a higher nonlinearity and forecast skill (ρ), (Table
S1-3) suggesting that this modeling technique may be better at forecasting for time-series with
high variability (Glaser et al. 2014).
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SUPPLEMENTARY TABLES
Table S1-1. Final model results of nonlinearity. E is the embedding dimensionality, ρ is the
forecast skill, and CV is the coefficient of variation of a time-series. An asterisk indicates
coefficients that were significant at P ≤ 0.05.
Final Model Intercepts
Taxonomic Class - Aves
Taxonomic Class - Insecta
Taxonomic Class - Mammalia
Taxonomic Class - Osteichthyes
PC1
E
ρ
CV

Coefficient Estimates (log odds)
-0.164
0.691
0.442
0.054*
0.113
0.067
0.734*
-0.718
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Standard Errors
0.562
0.774
0.509
0.466
0.216
0.064
0.200
1.103

Table S1-2. Final model results of dimensionality (E). PC1 is the first principal component of
life history traits, representing a combination of body length (mm), minimum age of first
reproduction (months), and longevity (months) of animals (positive coefficient estimates = faster
life histories; Fig. S1-4). N is the time-series length. An asterisk indicates coefficients that were
significant at P ≤ 0.05.
Final Model Intercepts
PC1
N

Coefficient Estimates
0.090
0.383*
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Standard Errors
0.065
0.149

Table S1-3. Final model results of forecast skill (ρ). PC1 is the first principal component of life
history traits, representing a combination of body length (mm), minimum age of first
reproduction (months), and longevity (months) of animals. Linear, nonlinear, and not predictable
represent the categorization of population dynamics. CV is the coefficient of variation of a timeseries. An asterisk indicates coefficients that were significant at P ≤ 0.05.
Final Model Intercepts
Taxonomic Class - Aves
Taxonomic Class - Insecta
Taxonomic Class - Mammalia
Taxonomic Class - Osteichthyes
PC1
Linear
Nonlinear
Not Predictable
CV

Coefficient Estimates
0.661*
-0.226
0.330*
0.308*
0.221*
0.480*
0.309*
-1.453*
-0.076*
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Standard Errors
0.132
0.172
0.095
0.101
0.049
0.095
0.087
0.089
0.035

Table S1-4. Summary statistics for animal time-series by taxonomic class. Median time-series
length represents median number of time-series data for the final dataset. Predictable datasets
were categorized if the Pearson correlation coefficient of out-of-sample prediction was
significant at P ≤ 0.05.
Taxonomic Class

Median Timeseries Length

# Datasets

# Predictable
Datasets

# Species

# Predictable
Species

Aves

44

93

51

75

44

Insecta

140

523

502

49

44

Mammalia

40

63

36

50

29

Osteichthyes

96

68

53

54

46

47.5

747

642

232

163

Total
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Table S1-5. Model selection results for analysis of nonlinearity. BIC and AIC model results
were the same, so we only show AIC results for simplicity. TC is taxonomic class, PC1 and PC2
are principal components of life-history traits, E is embedding dimension, ρ is forecast skill, N is
sample size, CV is coefficient of variation, G is number of generations monitored in each timeseries, Data Type represents different sampling methods, and “Intercept-only” is a model without
any covariates. *Because ΔAIC was <2 between our top model and this one (Burnham &
Anderson 2003), there may be evidence that N (representing time-series length) is an important
coefficient in a possible model structure for nonlinearity. However, the coefficient’s estimate in
log odds = -0.247, SE = 0.239, p = 0.300 for this model, so we expect that N has a negligible role
in explaining the variation in nonlinearity for our data.
Model
TC + PC1 + E + ρ + CV
TC + PC1 + E + ρ + N + CV
TC + PC1 + PC2 + E + ρ + N + CV
TC + PC1 + PC2 + E + ρ + N + CV + G
TC + PC1 + PC2 + E + ρ + N + CV + G + Data Type
Intercept-only
TC + PC1 + PC2 + E + ρ + N + CV + G + Data Type + Data Type*CV
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Parameters
6
7
8
9
10
1
11

ΔAIC
0
1.80*
3.80
5.10
11.50
12.55
23.70

Table S1-6. Model selection results for statistical analysis of dimensionality, E. TC is taxonomic
classification, PC1 and PC2 are principal components of life-history traits, Trophic is the trophic
level (e.g., carnivore), N is sample size, CV is coefficient of variation, G is number of
generations monitored in each time-series, Data Type represents different sampling methods, and
“Intercept-only” is a model without any covariates. *Because ΔAIC was <2 between our top
model and this one (Burnham & Anderson 2003), there may be evidence that PC2 (representing
fecundity in the principal components analysis) is an important coefficient in a possible model
structure for dimensionality. However, the coefficient’s estimate in log odds = -0.032, p = 0.513
for this model, so we expect that PC2 has a negligible role in explaining the variation in
dimensionality for our data.
Model
PC1 + N
PC1 + PC2 + N
PC1 + PC2 + N + CV
PC1 + PC2 + N + CV + G
Intercept-only
TC + PC1 + PC2 + N + CV + G
TC + PC1 + PC2 + Trophic + N + CV + G
TC + PC1 + PC2 + Trophic + N + CV + G + Data Type
TC + PC1 + PC2 + Trophic + N + CV + G + Data Type + Data Type*CV
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Parameters
3
4
5
6
1
7
8
9
10

ΔAIC
0
1.22*
3.17
5.15
5.97
9.5
15.22
20.1
23.67

Table S1-7. Model selection results for statistical analysis of forecast skill, ρ. TC is taxonomic
classification, PC1 and PC2 are principal components of life-history traits, Predict Category is
linear, nonlinear, or non-predictable, N is sample size, CV is coefficient of variation, G is number
of generations monitored in each time-series, Data Type represents different sampling methods,
and “Intercept-only” is a model without any covariates.*Because ΔAIC was <2 between our top
model and these ones (Burnham & Anderson 2003), there may be evidence that PC2
(representing fecundity in the principal components analysis) and G (number of generations
monitored) are important coefficients in a possible model structure for dimensionality. However,
PC2 coefficient’s estimate in log odds = -0.016, SE = 0.059, p = 0.784 and G coefficient’s
estimate in log odds = -0.060, SE = 0.0607, p = 0.323, so we expect that both have a negligible
role in explaining the variation in dimensionality for our data.
Model
TC + PC1 + Predict Category + CV
TC + PC1 + Predict Category + CV + G
TC + PC1 + PC2 + Predict Category + CV + G
TC + PC1 + PC2 + Predict Category + N + CV + G
TC + PC1 + PC2 + Predict Category + N + CV + G + Data Type
TC + PC1 + PC2 + Predict Category + N + CV + G + Data Type + Data Type*SD
Intercept only
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Parameters
5
6
7
8
9
10
1

ΔAIC
0
0.64*
1.56*
2.62
4.32
6.75
307.68

SUPPLEMENTARY FIGURES

Figure S1-1. Animal time-series with linear, nonlinear, or non-predictable population dynamics.
a, Animal time-series arranged by taxonomic class. b, Animal time-series were arranged by
taxonomic order where sample size ≥ 10. Bolded numbers show sample size.
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Figure S1-2. Repeating zeroes in datasets do not change likelihood of nonlinearity. Proportion of
linearity/nonlinearity in animal time-series, arranged by taxonomic class. Due to some timeseries having long sequences of zeroes, we filtered out time-series with strings of zeroes. a,
Time-series with no filtering; b, Strings of zeroes > 20 filtered; c, Strings of zeroes > 5 filtered;
d, Strings of zeroes > 1 filtered.
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Figure S1-3. Examples of predictable time-series. a, Standardized abundance of woodcock
(Scolopax minor) over time; b, Standardized abundance of grey red-backed voles (Myodes
rufocanus) over time; c, Standardized abundance of dover soles (Solea solea) over time; d,
Standardized abundance of woolly beech aphids (Phyllaphis fagi) over time. Grey lines represent
the observed abundance, blue lines represent predicted abundance.
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Figure S1-4. Principal components analysis of life-history traits. PC1 explains 72.2% of
variation in our data (axes 1, 2, and 3), representing body length (mm), minimum age at first
reproduction (months), and lifespan (months), respectively. PC2 explains 24.9% of variation in
our data (axis 4), representing fertility (# of young per year). Colored ellipses represent 95%
probability that data for each taxonomic classification fall within the ellipse.
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CHAPTER 2 SUPPLEMENTARY MATERIALS

SUPPLEMENTARY TABLES
Table S2-1. Sensitivity analysis for the deterministic model (Eq. 3) at t = 500 over 1,000
simulations. All simulations across all parameters resulted in one equilibrium, not a predator pit.
Parameter values were varied from -30 to +30%, and the steady state population size (N500) was
recorded. Sensitivity values were calculated as the percent change between steady state
population sizes recorded with the original and varied parameter values. Range was calculated as
the difference between sensitivity analysis values for parameters at -30 and +30% change in
parameters. Parameters are ordered by greatest to least range.
Change in
Parameter
-30%
-15%
-5%
0%
5%
15%
30%
Range

K
-31.9
-15.8
-5.2
0
5.4
16.3
32.3
64.20

rmax
-4.7
-1.7
-0.43
0
0.65
1.3
2.2
6.90

A
3
1.5
0.65
0
-0.43
-1.5
-3.5
6.50

α0
3
1.5
0.65
0
-0.43
-1.50
-3.5
6.50
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δ1
2.8
1.5
0.65
0
-0.43
-1.5
-3.3
6.10

θ
-3.7
-1.5
-0.43
0
0.43
1.1
2
5.70

α1
-0.43
-0.21
0
0
0
0.43
0.65
1.08

δ2
-0.43
-0.21
0
0
0.21
0.43
0.43
0.86

α2
NA
NA
NA
0
0
-0.21
-0.65
0.65

δ0
0
0
0
0
0
0
0
0.00

SUPPLEMENTARY FIGURES

Figure S2-1. Functional response (a), numerical response (b), and predation rate (c; total
response, the % of the elk population killed by wolves; Eqs. 4-6) per elk density for wolf (Canis
lupus) predation on elk (Cervus canadensis).
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Figure S2-2. Growth rate (rt) per abundance (Nt) for elk from the northern Yellowstone elk herd,
WY-MT, USA, from 1968-1980, where elk were naturally regulated (Coughenour & Singer
1996). Black line shows the fit of the theta-logistic model where θ =1 (reduces to logistic model).
Red line shows the fit where θ =4. This visually illustrates that theta-logistic models better
describe elk population dynamics.
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Figure S2-3. Heatmaps of the change in stationary distributions at t = 500 with varying
correlations between σ2 and τ2. a and b show simulations with high predation stochasticity (τ2 =
1.75) under low and high carrying capacities (K = 5 or 20), respectively. c and d show
simulations with low predation stochasticity (τ2 = 0.1) under low and high carrying capacities (K
= 5 or 20), respectively.
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CHAPTER 3 SUPPLEMENTARY MATERIALS

SUPPLEMENTARY TABLES
Table S3-1. Model selection results for the effect size of predator removal experiments to
increase ungulate populations as a function of ecological predictor variables. Model selection
was run using non-imputed data (n = 148). Models are ranked by ΔAIC. K shows number of
parameters in the respective model.
Model Structure
Type of Response + Pred Mass + Natural
Type of Response + Pred Mass + Rigor Score + Natural
Type of Response + Pred Mass + Prey Mass + Rigor Score + Natural
Type of Response + Pred Mass + Prey Mass + Pred:Prey Ratio + Rigor Score + Natural
Biodiv + Type of Response + Pred Mass + Prey Mass + Pred:Prey Ratio + Rigor Score + Natural
Biodiv + Type of Response + Pred Mass + Prey Mass + Pred:Prey Ratio + K + Rigor Score +
Natural
Biodiv + Type of Response + Pred Mass + Prey Mass + Pred:Prey Ratio + K + Rigor Score +
Natural + Near K
Intercept
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K
9
10
11
12
13

ΔAIC
0
0.91
2.33
4.04
5.53

14

7.07

15
3

7.69
34.02

Table S3-2. Model selection results for the effect size of predator removal experiments to
increase ungulate populations as a function of experimental predictor variables. Model selection
was run using non-imputed data (n = 148). Models are ranked by ΔAIC. K shows number of
parameters in the respective model.
Model Structure
Experiment Type + Natural + Treatment Type + % Change Pred
Experiment Type + Natural + Treatment Type + % Change Pred + Temporal Scale
Experiment Type + Natural + Treatment Type + % Change Pred + Multiple Pred + Temporal Scale
Experiment Type + Natural + Treatment Type + % Change Pred + Multiple Pred + Temporal Scale
+ Replication
Experiment Type + Natural + Treatment Type + % Change Pred + Multiple Pred + Temporal Scale
+ Spatial Scale + Replication
Intercept
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K
10
11
12

ΔAIC
0
0.9971
1.628

13

2.1972

14
3

3.058
19.068

Figure S3-1. Location of predator control publications (N = 47) to increase ungulate response
variables in our meta-analysis. Red dots indicate location of experiments, A shows global extent,
B shows North American extent.
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Figure S3-2. Effect size of predator removal experiments by ungulate response variable
measured, split by natural (red boxplots) or management (blue boxplots) experiments.
“Abundance” represents experiments which measured abundance, density, or population growth
rate. Dashed red and blue lines represents the overall mean of the effect size in our metaanalysis, split by natural and management groups, respectively. There were no natural
experiments in the “calf survival” response variable.
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CHAPTER 4 SUPPLEMENTARY MATERIALS

SUPPLEMENTARY METHODS
Apparent Competition Model Structure
We simulated the number of V1, V2, and P in each age and sex class with added demographic
and observation error. We used a Normal approximation of a binomial distribution
parameterization as (μ, τ), where τ = 1/σ2 as it is more efficient in fitting, and truncated at 0 on
the lower bound to prevent searching for negative values. The discrete-valued state vector, nt,
was estimated using the following generalized likelihoods for each stage/sex for each species,
incorporating demographic error. We estimated the number of deer in each age and sex class – 6to 18-month-old juveniles, adult females, and adult males using a Normal approximation of a
binomial distribution parameterization as (μ, τ), where τ = 1/σ2 as it is more efficient in fitting,
and truncated at 0 on the lower bound to prevent searching for negative values. Six-month-old
fawns (juveniles) were estimated as:
𝑛𝑗,𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑓𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑓𝑡−1 (1 − 𝑓𝑡−1 ))).
Those juveniles that survived to mature into adult females (from 6 to 18 months) were estimated
with:
𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 , 1/ (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 (1 − 𝑠𝑗,𝑡−1 ))).
We then estimated the number of adult females that survived from the previous year (≥ 18
months) as:
𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 (1 − 𝑠𝑓,𝑡−1 ))).
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The total number of adult females was then calculated by adding maturing and surviving females
and then subtracting harvest of adult females, Hf:
𝑛𝑓,𝑡 = 𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 + 𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 − 𝐻𝑓,𝑡
The number of adult males was estimated similarly. Lastly, we estimated the total population
size of each species by summing the age classes:
𝑛𝑡𝑜𝑡,𝑡 = 𝑛𝑗,𝑡 + 𝑛𝑓,𝑡 + 𝑛𝑚,𝑡
The distributions for the data from counts, survival and reproduction, age and sex ratios,
and harvest data were the following. We assumed a Normal distribution for the count data as the
approximation has been shown to be functionally equivalent with large population sizes and
more efficient for fitting count data than the traditional Poisson distribution (Hurley, 2016;
Nowak et al., 2017). Population counts, Ct, were distributed:
2
𝐶𝑡 ~𝑁𝑜𝑟𝑚(𝑛𝑡𝑜𝑡,𝑡 , 1/𝜎𝐶,𝑡
)

The observed age-ratios of the young-of-the-year (6-month-old calves) to adult females (> 18
months-old), YFt, were distributed as:
2
𝑌𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑓𝑡 , 1/𝜎𝑌𝐹,𝑡
)

The observed sex-ratios of adult males (> 18 months-old) to adult females (> 18 months-old),
MFt, were distributed as:
2
𝑀𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑚𝑓𝑡 , 1/𝜎𝑀𝐹,𝑡
),

where mft was defined as nm,t/nf,t and rates are multiplied by 100 to convert to the scale of
observed ratios.
Observed adult female survival, Sf,t, (male survival assumed to be similar) (of > 18 months-old
from 16 Dec of previous year to 15 Dec of current year) was estimated using a Normal
distribution truncated between 0 and 1 and distributed as:
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2
𝑆𝑓,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑓,𝑡 , 1/𝜎𝑆𝑓,𝑡
)

Observed juvenile survival (from 6 months to 1 June), Sj,t, was similarly distributed as:
2
𝑆𝑗,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑗,𝑡 , 1/𝜎𝑆𝑗,𝑡
).
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SUPPLEMENTARY TABLES
Table S4-1. Priors and sources for parameters in the Sawtooth ICM.
Parameter
MD - f

Definition
Mule deer reproduction

Mean
0.34

Precision
10

MD – sj

Mule deer juvenile survival

0.34

6.25

MD – sf

Mule deer female survival

0.85

100

MD – sm

Mule deer male survival

0.85

100

E-f

Elk reproduction

0.34

50

Source
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Forrester & Wittmer
2013)
(Raithel et al. 2007)

E – sj
E – sf
E – sm
W-f
W – sj
W - sya
W – sf
W – sm
L-f
L – sj
L – sf
L – sm
B – fsa
B – fa
B – sj
B - ssj

Elk juvenile survival
Elk female survival
Elk male survival
Wolf reproduction
Wolf juvenile survival
Wolf young adult survival
Wolf female survival
Wolf male survival
Lion reproduction
Lion juvenile survival
Lion female survival
Lion male survival
Bear subadult reproduction
Bear adult reproduction
Bear juvenile survival
Bear older juvenile
survival
Bear subadult female
survival
Bear subadult male
survival
Bear female survival
Bear male survival

0.34
0.84
0.83
0.8
0.5
0.77
0.77
0.77
0.63
0.63
0.76
0.76
0.69
0.79
0.54
0.72

6.25
100
50
1
5
50
50
50
5
10
10
10
5
5
50
10

(Raithel et al. 2007)
(Raithel et al. 2007)
(Raithel et al. 2007)
(Maletzke et al. 2016)
(Maletzke et al. 2016)
(Smith et al. 2010)
(Smith et al. 2010)
(Smith et al. 2010)
(Robinson et al. 2008)
(LaRue & Nielsen 2016)
(LaRue & Nielsen 2016)
(LaRue & Nielsen 2016)
(Beston 2011)
(Beston 2011)
(Beston 2011)
(Beston 2011)

0.77

50

(Beston 2011)

0.77

50

(Beston 2011)

0.88
0.88

100
100

(Beston 2011)
(Beston 2011)

B – ssaf
B – ssam
B – sf
B - sm
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Table S4-2. Model selection for the Sawtooth ICM. Variables were deleted sequentially and
retained within the full model if DIC < 2.
Model
-beta[1] + alpha[2]
-beta[1]
Full Model

DIC
0
281.0
337.7
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# of Interaction Parameters
26
29
30

Table S4-3. Interaction parameter estimates (means and 95% CIs) for the Sawtooth ICM. Alpha
represents intraspecific competition on prey, beta represents interspecific competition on prey,
gamma represents predation on juvenile prey, delta represents predation on adult prey, epsilon
represents predators’ response to prey, and zeta represents interspecific competition on predators.
Parameter
alpha[2]
beta[2]
delta[1]
delta[2]
delta[3]
delta[4]
delta[5]
delta[6]
delta[7]
delta[8]
epsilon[1]
epsilon[2]
epsilon[3]
epsilon[4]
epsilon[5]
epsilon[6]
gamma[1]
gamma[2]
gamma[3]
gamma[4]
gamma[5]
gamma[6]
zeta[1]
zeta[2]
zeta[3]
zeta[4]
zeta[5]
zeta[6]
zeta[7]
zeta[8]
zeta[9]

Definition

Mean

2.5% CI

97.5% CI

Elk -> elk reproduction
Mule deer -> elk reproduction
Wolf -> mule deer female survival
Lion -> mule deer female survival
Wolf -> mule deer male survival
Lion -> mule deer male survival
Wolf -> elk female survival
Lion -> elk female survival
Wolf -> elk male survival
Lion -> elk male survival
Mule deer -> wolf reproduction
Elk -> wolf reproduction
Mule deer -> lion reproduction
Elk -> lion reproduction
Mule deer -> bear reproduction
Elk -> bear reproduction
Wolf -> mule deer juvenile survival
Lion -> mule deer juvenile survival
Bear -> mule deer juvenile survival
Wolf -> elk juvenile survival
Lion -> elk juvenile survival
Bear -> elk juvenile survival
Lion -> wolf reproduction
Bear -> wolf reproduction
Wolf -> wolf reproduction
Wolf -> lion reproduction
Bear -> lion reproduction
Lion -> lion reproduction
Wolf -> bear reproduction
Lion -> bear reproduction
Bear -> bear reproduction

-0.007
-0.018
-0.066
-0.954
-0.050
-0.059
-1.501
-1.004
-0.025
-0.051
0.052
0.447
0.096
0.103
0.014
0.025
-0.355
-1.431
-0.058
-0.487
-0.131
-0.053
-0.396
-1.051
-0.365
-0.198
-0.185
-0.366
-0.388
-0.326
-0.269

-0.01
-0.023
-0.991
-1.032
-0.097
-0.083
-2.1
-1.205
-0.071
-0.097
0.003
0.271
0.001
0.001
0.004
0.001
-0.494
-1.918
-0.098
-0.763
-0.3368
-0.099
-0.734
-1.475
-0.634
-0.494
-0.593
-0.692
-0.607
-0.598
-0.512

-0.001
-0.001
-0.008
-0.876
-0.002
-0.037
-1.157
-0.719
-0.001
-0.002
0.098
0.623
0.26
0.272
0.047
0.056
-0.098
-0.987
-0.004
-0.211
-0.075
-0.002
-0.001
-0.167
-0.102
-0.008
-0.007
-0.009
-0.187
-0.107
-0.059
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SUPPLEMENTARY FIGURES

Figure S4-1. Juvenile prey survival as a density-dependent function of the adult predator
population, akin to Type II functional responses. Juvenile prey survival is calculated as:
1/(1+exp(-(α1+α2N)), where N is the adult predator population, α1 = 0.5, and α2 = -0.01.
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Figure S4-2. Simulation-based testing of integrated community model’s (ICM) ability to
accurately estimate parameter values with increasing data patchiness. Predator count data was
made patchy by removing some data from every [5, 4, 3, 2, 1.5] years out of a total 30 years. The
precision of the parameter estimate is quantified by the 95% confidence interval over 100
simulations (thin orange bar). The 50% confidence interval is represented by the wider orange
bar. The orange dot represents the mean parameter estimate over 100 simulations. The bias of the
parameter estimate is quantified by the mean parameter estimates’ distance to the true simulated
parameter (blue dashed line). Parameter names represent (from left top row to right top row):
predator reproduction, predator juvenile survival, predator adult female survival, and predator
adult male survival. Parameter names of bottom row represent interactions found in Fig. 4-2.
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Figure S4-3. Simulation-based testing of integrated community model’s (ICM) ability to
accurately estimate parameter values with increasing data loss. “1” represents a normal data
scenario, “2” represents all predator count data missing, “3” represents all predator demographic
data missing, and “4” represents all predator data missing. The precision of the parameter
estimate is quantified by the 95% confidence interval over 100 simulations (thin orange bar). The
50% confidence interval is represented by the wider orange bar. The orange dot represents the
mean parameter estimate over 100 simulations. The bias of the parameter estimate is quantified
by the mean parameter estimates’ distance to the true simulated parameter (blue dashed line).
Parameter names represent (from left top row to right top row): predator reproduction, predator
juvenile survival, predator adult female survival, and predator adult male survival. Parameter
names of bottom row represent interactions found in Fig. 4-2.
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Figure S4-4. Simulation-based testing of integrated community model’s (ICM) ability to
accurately estimate parameter values with increasing interaction strength. The inter-specific
interaction strengths were simultaneously varied by [0.001, 0.03125, 0.0625, 0.125, 0.25, 0.5, 1].
The precision of the parameter estimate is quantified by the 95% confidence interval over 100
simulations (thin orange bar). The 50% confidence interval is represented by the wider orange
bar. The orange dot represents the mean parameter estimate over 100 simulations. The bias of the
parameter estimate is quantified by the mean parameter estimates’ distance to the true simulated
parameter (blue dashed line). Parameter names represent (from left top row to bottom right row):
predator reproduction, predator juvenile survival, predator adult female survival, and predator
adult male survival.
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Figure S4-5. Simulation-based testing of integrated community model’s (ICM) ability to
correctly predict community structure with increasing observation error. The variance of predator
counts and the variances of the predator’s rates were simultaneously varied by [.01, .1, 1, 10,
100] and [.0001, .001, .01, .1, .2]. A) Proportion of correct guesses of community structure with
increasing observation error. In some cases, model selection via information criterion performed
poorly. “App Comp” represents the % in which the apparent competition model fit apparent
competition data the best, as determined by DIC. “Pred-Prey” and “No Int” represent the % in
which the respective models fit their data the best. Dashed line represents whether ICM’s ability
to predict community structure is better than chance. B) Proportion of parameter estimates that
do not exist in the data-generating simulations (i.e., simulations had parameters = 0) that were
near zero (defined as <0.1 or >-0.1). This indicates that although model selection by information
criterion did not eliminate these parameters, their parameter values are close enough to 0 to not
be a significant driver of model dynamics. Labels represent the combination of parameterestimating model, data-generating estimating model, and parameter estimated that did not exist.
See Fig. 4-2 for names of parameter estimates.
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Figure S4-6. Simulation-based testing of integrated community model’s (ICM) ability to
correctly predict community structure with increasing process error. The process variance of the
rates were simultaneously varied by [.0001, .001, .01, .1, .2]. “App Comp” represents the % in
which the apparent competition model fit apparent competition data the best, as determined by
DIC. “Pred-Prey” and “No Int” represent the % in which the respective models fit their data the
best. Dashed line represents whether ICM’s ability to predict community structure is better than
chance.
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Figure S4-7. Simulation-based testing of integrated community model’s (ICM) ability to
correctly predict community structure with increasing predator data patchiness, A: removing
some predator count data and B: removing some predator count and demographic data from
every [5, 4, 3, 2, 1.5] years. “App Comp” represents the % in which the apparent competition
model fit apparent competition data the best, as determined by DIC. “Pred-Prey” and “No Int”
represent the % in which the respective models fit their data the best. Dashed line represents
whether ICM’s ability to predict community structure is better than chance.
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Figure S4-8. Simulation-based testing of integrated community model’s (ICM) ability to
correctly predict community structure with increasing total predator data loss, missing count data
(“counts”) to missing demographic data (“dem”) to both counts and demographic data missing
(“All”). “App Comp” represents the % in which the apparent competition model fit apparent
competition data the best, as determined by DIC. “Pred-Prey” and “No Int” represent the % in
which the respective models fit their data the best. Dashed line represents whether ICM’s ability
to predict community structure is better than chance.
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Figure S4-9. Simulation-based testing of integrated community model’s (ICM) ability to
correctly predict community structure with increasing interaction strength. Inter-specific
interaction strengths were simultaneously varied by [0.001, 0.03125, 0.0625, 0.125, 0.25, 0.5, 1].
“App Comp” represents the % in which the apparent competition model fit apparent competition
data the best, as determined by DIC. “Pred-Prey” represent the % in which the respective models
fit their data the best. “No Int” is not represented in this graph because there were no interspecific species interactions parameter to vary. Dashed line represents whether ICM’s ability to
predict community structure is better than chance.

249

Figure S4-10. Partial correlation coefficients (mean and 95% CIs) for parameters in the
sensitivity analysis of our simple predator-prey model.
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Figure S4-11. Partial correlation coefficients (mean and 95% CIs) for parameters in the
sensitivity analysis of our no interactions model.
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Figure S4-12. Sawtooth ICM interaction parameter estimates (circles = medians, bars = 95%
CIs). Alpha represents intraspecific competition on prey, beta represents interspecific
competition on prey, gamma represents predation on juvenile prey, delta represents predation on
adult prey, epsilon represents predators’ response to prey, and zeta represents interspecific
competition on predators. Silhouettes to the left of parameters illustrate some of the strongest
interaction parameter estimates between species. For example, gamma[4] represents the effect of
wolf abundance on elk juvenile survival. Black silhouettes represent total abundance, blue
represent juveniles, and orange represents females.
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CHAPTER 5 SUPPLEMENTARY MATERIALS

SUPPLEMENTARY METHODS
Study areas
The South Hills region is in southern Idaho and is characterized by isolated mountain ranges
surrounded by farmland and sagebrush-grass semi-desert (see Idaho Department of Fish and
Game 2017 for more detail). Topography includes several north-south mountain ranges separated
by wide valleys, and elevation ranges from 1,000-3,100m. The region is characterized by hot,
dry summers and cool, dry winters. Vegetation at low elevations is dominated by agricultural
fields of dry-land grain, perennial grasses, big sage (Artemisia tridentata) and juniper woodlands
(Juniperus osteosperma). At higher elevations, conifer forests dominate, made up of lodgepole
pine (Pinus contorta), Douglas fir (Pseudotsuga menziesii), and subalpine fir (Abies lasiocarpa).
Mule deer are managed in one spatial unit, the South Hills Data Analysis Unit (~6160 km2),
comprised of Game Management Units (GMUs) 54 and 55. Mule deer populations in this region
are known to fluctuate greatly, with large declines in the early 1900s, mid-1970s, and 1990s.
There is also a small population of elk and bighorn sheep (Ovis canadensis) in this region.
Livestock and grazing practices are also prevalent. Mountain lions are the major predator, with
bobcats (Lynx rufus) and coyotes (Canis latrans) playing minimal roles in predation on mule
deer. Elk, bighorn sheep, black bear, grizzly bear, and wolves were eliminated from this region
during the mid-1800s to early 1900s. Coyotes and mountain lions were removed by the Idaho
Department of Fish and Game from 1997-2003 to improve mule deer populations with mixed
results (Hurley et al. 2011).
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The Bannock region in southern Idaho borders the South Hills and shares much of its
topography, vegetation, and food web structure (Hurley et al. 2011; Idaho Department of Fish
and Game 2017). Mule deer are managed in one spatial unit, the Bannock Data Analysis Unit
(~8900 km2), comprised of GMUs 56, 57, 70, 73, and 73A. Mule deer populations are also
known to fluctuate widely over short time periods in this region. Elk are present at small
numbers. Mountain lions are the major predators, with bobcats and coyotes playing minimal
roles as predators. Black bear numbers are low in this region and occasional wolf activity occurs
in the northern parts of this region but are not a significant source of mortality for mule deer. Elk,
black bear, grizzly bear, and wolves were eliminated from this region during the mid-1800s to
early 1900s. Coyotes and mountain lions were removed by the Idaho Department of Fish and
Game from 1997-2003 to improve mule deer populations with mixed results (Hurley et al. 2011).
The Sawtooth region is in central Idaho and is characterized by its rugged topography,
with elevations ranging from 1800-3100m, and is located within the Sawtooth and Boise
National Forests and the Sawtooth National Recreation Area (see Idaho Department of Fish and
Game 2014 for more detail). The region is characterized by hot, dry summers and cool, relatively
wetter winters, especially in mountainous areas. Valleys are dominated by agricultural grazing
and grasses such as Idaho fescue (Festuca idahoensis) and bluebunch wheatgrass
(Pseudoroegneria spicata). Mid-elevation areas include lodgepole pine, Douglas fir, and
subalpine fir. High elevation areas include Engelmann spruce (Picea engelmannii), whitebark
pine (Pinus albicaulis), limber pine (Pinus flexilis), and subalpine fir. Elk are managed in one
spatial unit, the Sawtooth Elk Management Zone (~6600 km2), comprised of GMUs 33, 34, 35,
and 36. Elk populations have been declining since their peak of ~7,200 in the early 1990s. Mule
deer populations in the region are also thought to have been declining. Pronghorn (Antilocapra
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americana), bighorn sheep, and mountain goats (Oreamnos americanus) are also known to be
present at smaller numbers in the region. Black bears, mountain lions, and wolves (dispersed to
this region ~2000-2001) are major predators, and are thought to have caused prey declines (Idaho
Department of Fish and Game 2014a). Predator control and increased harvest quotas are being
considered to increase prey populations (Idaho Department of Fish and Game 2014c).
The Middle Fork region in central Idaho borders the Sawtooth region to the north and
shares much of its topography, climate, and food web structure (Idaho Department of Fish and
Game 2014a). The region is extremely rugged and remote, much of it comprised of the Frank
Church-River of No Return Wilderness Area. Elk are managed in one spatial unit, the Middle
Fork Elk Management Zone (~7460 km2), comprised of GMUs 20A, 26, and 27. Elk populations
have been declining since their peak of ~9,500 in the mid-1990s. Large predators and prey are
similar to the Sawtooth region. White-tailed deer (Odocoileus virginianus) are relatively
uncommon. Wolves were reintroduced in 1995-1996 by the U.S. Fish and Wildlife Service.
Similar to the Sawtooths, predator control and increased harvest quotas are being considered to
increase prey populations (Idaho Department of Fish and Game 2014b).

Data collection
We collected species’ data for the above regions from 2000-2019, following the re-colonization
of the area by wolves in 2001. In general, species’ demographic data were provided by the Idaho
Department of Fish and Game (IDFG), previous scientific papers (e.g., Hurley 2016; Hurley et
al. 2017; Horne et al. 2018, 2019) or from agency documents prepared by IDFG, the U.S. Fish
and Wildlife Service (USFWS), and/or the Nez Perce Tribe. Elk and mule deer population
counts, age- and sex-ratios, juvenile survival, cause-specific mortality, and adult male and female
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survival were obtained from previous studies, IDFG, and agency documents. A mule deer aerial
survey was conducted in 2011 in a wider geographic area, therefore, the density in the wider
region was multiplied by the Sawtooths’ area to obtain a count estimate for that year. Wolf
counts were collected using agency documents from IDFG, USFWS, and the Nez Perce Tribe by
counting the number of wolves in each pack whose home range intersected with the Sawtooths.
Mountain lion and black bear counts were roughly estimated by multiplying the number
harvested by estimated harvest rates in Idaho and nearby regions (15-20%; and 8-12% for males,
2-6% for females, respectively) (Hristienko & McDonald 2007; Nadeau 2008; Beston & Mace
2012; Proffitt et al. 2015). We confirmed these assumptions by noting that mountain lion and
black bear harvest have been relatively stable the past 20 years, and additionally, our estimates
were similar to density estimates using camera trap surveys in the region for mountain lions in
2017 (Loonam et al. 2021) and for density estimates using DNA hair snare mark-recapture
surveys for black bears in 2007-2010 (Idaho Department of Fish and Game 2013). Precision on
count estimates for mountain lions and black bears were assumed to be lower than other species
due to the uncertainty of count estimates from harvest. There was no survival or reproduction
data collected for predator species. Harvest for all species were obtained from IDFG and
subtracted from stages by year. For predators, ages were not identified for every harvested
individual, so we multiplied the known % of harvested individuals in each age class from 20002019 by the total harvested (e.g., 23% of harvested male wolves were adults).
We also collected data on bottom-up processes, including vegetation and snow
conditions, as these processes are known to highly influence ungulate population dynamics in the
region (Hurley et al. 2017). To measure vegetation, we collected remotely sensed Normalized
Difference Vegetation Index (NDVI) data using the yearly average of the Blended Vegetation
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Health Product (Blended-VHP), which is derived from VIIRS and AVHRR data and provided by
the NOAA (https://www.star.nesdis.noaa.gov/smcd/emb/vci/VH/vh_ftp.php). To measure snow
conditions, we collected and averaged precipitation data from November-Aprilor each year from
TerraClimate, a global dataset of climate and climatic water balance (Abatzoglou et al. 2018).

Integrated community model structure
We built integrated community models to estimate the interaction parameters of species within
the food webs. We built simple, nonlinear, post-birth, sex and stage structured matrix models for
each species, collapsing stage- or sex- structure when possible to reduce complexity (e.g.,
survival rates of subadults and adults are similar and can be collapsed into one stage). We
illustrate the structure of the matrix model for elk and mule deer:
0
𝑛𝑗
[ 𝑛𝑓 ]
= [𝑠𝑗→𝑓 (1 − 𝑟)
𝑛𝑚 𝑡+1
𝑠𝑗→𝑚 𝑟

𝑓
𝑠𝑓
0

0 𝑛𝑗
0
0 ] [ 𝑛𝑓 ] − [ 𝐻𝑓 ]
𝑠𝑚 𝑛𝑚 𝑡
𝐻𝑚

𝑡

where f is the recruitment rate per adult female, related to the calf:cow ratio in December, sj is
the survival rate of juveniles from approximately 6-months to 18-months old, sf and sm are the
survival rates of adult females and males, respectively (defined as older than 18-months-old)
from 16 Dec to 15 Dec, and r is the male sex ratio. To simplify, we assume that r is equal to 0.5
(i.e., equal proportion of males and females). All these demographic rates are in the absence of
harvest. -Hf and Hm are the number of adult females and males harvested, respectively. We
assume no juveniles are harvested. We used the following notation for abundances in this ICM:
nj, nf, nm, and ntot for the juvenile, female adult, male adult, and total individuals of the primary
prey species. The model is constructed with a 6-month post-birth matrix because December is
the data collection point for calf:cow ratios, winter calf survival, and harvest. The juvenile
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survival (sj) data come from calves that were collared from 15 Dec to 31 May (approximately 6months to 12-months old). An unmeasured life-stage was survival from 12 to 18 months, which
was included in the sj estimate as 1 because of the very high expected survival for this 6-month
time period. We used information on population abundance, calf and adult survival, harvest,
cow:calf and male:female ratios to improve estimates of interaction and demographic
parameters. For a further explanation of these population processes, please see Fig. 6-1 or
(Hurley 2016).
We estimated the number of deer in each age and sex class – 6- to 18-month-old
juveniles, adult females, and adult males using a Normal approximation of a binomial
distribution parameterization as (μ, τ), where τ = 1/σ2 as it is more efficient in fitting, and
truncated at 0 on the lower bound to prevent searching for negative values. Six-month-old fawns
(juveniles) were estimated as:
𝑛𝑗,𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑓𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑓𝑡−1 (1 − 𝑓𝑡−1 ))).
Those juveniles that survived to mature into adult females (from 6 to 18 months) were estimated
with:
𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 , 1/ (0.5𝑛𝑗,𝑡−1 𝑠𝑗,𝑡−1 (1 − 𝑠𝑗,𝑡−1 ))).
We then estimated the number of adult females that survived from the previous year (≥ 18
months) as:
𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 ~𝑁𝑜𝑟𝑚 (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 , 1/ (𝑛𝑓,𝑡−1 𝑠𝑓,𝑡−1 (1 − 𝑠𝑓,𝑡−1 ))).
The total number of adult females was then calculated by adding maturing and surviving females
and then subtracting harvest of adult females, Hf:
𝑛𝑓,𝑡 = 𝑚𝑎𝑡𝑢𝑟𝑖𝑛𝑔 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 + 𝑠𝑢𝑟𝑣𝑖𝑣𝑖𝑛𝑔 𝑎𝑑𝑢𝑙𝑡 𝑓𝑒𝑚𝑎𝑙𝑒𝑠𝑡 − 𝐻𝑓,𝑡
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The number of adult males was estimated similarly. Lastly, we estimated the total population
size of each species by summing the age classes:
𝑛𝑡𝑜𝑡,𝑡 = 𝑛𝑗,𝑡 + 𝑛𝑓,𝑡 + 𝑛𝑚,𝑡
The distributions for the data from counts, survival and reproduction, age and sex ratios,
and harvest data were the following. We assumed a Normal distribution for the count data as the
approximation has been shown to be functionally equivalent with large population sizes and
more efficient for fitting count data than the traditional Poisson distribution (Hurley, 2016;
Nowak et al., 2017). Population counts, Ct, were distributed:
2
𝐶𝑡 ~𝑁𝑜𝑟𝑚(𝑛𝑡𝑜𝑡,𝑡 , 1/𝜎𝐶,𝑡
)

The observed age-ratios of the young-of-the-year (6-month-old calves) to adult females (> 18
months-old), YFt, were distributed as:
2
𝑌𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑓𝑡 , 1/𝜎𝑌𝐹,𝑡
)

The observed sex-ratios of adult males (> 18 months-old) to adult females (> 18 months-old),
MFt, were distributed as:
2
𝑀𝐹𝑡 ~𝑁𝑜𝑟𝑚(100𝑚𝑓𝑡 , 1/𝜎𝑀𝐹,𝑡
),

where mft was defined as nm,t/nf,t and rates are multiplied by 100 to convert to the scale of
observed ratios.
Observed adult female survival, Sf,t, (male survival assumed to be similar) (of > 18 months-old
from 16 Dec of previous year to 15 Dec of current year) was estimated using a Normal
distribution truncated between 0 and 1 and distributed as:
2
𝑆𝑓,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑓,𝑡 , 1/𝜎𝑆𝑓,𝑡
)

Observed juvenile survival (from 6 months to 1 June), Sj,t, was similarly distributed as:
2
𝑆𝑗,𝑡 ~𝑁𝑜𝑟𝑚(𝑠𝑗,𝑡 , 1/𝜎𝑆𝑗,𝑡
).

259

For brevity, we describe the predators’ matrix models below. There were no data
collected on survival or reproduction of predators in our region, so we built simple nonlinear,
post-birth sex and stage structured matrix models. The wolf matrix model was built with pup,
juvenile, young adult, and adult male and female stages (Maletzke et al. 2016). The mountain
lion matrix model was built with kitten, juvenile, and adult male and female stages (Robinson et
al. 2008; LaRue & Nielsen 2016). The black bear matrix model was built with cub, yearling,
second-year, subadult and adult male and female stages (Beston 2011). Survival and fecundity
were parameterized using moderately informative priors based on previous meta-analyses of
species’ life history (Table 1). Please see Ch. 4 for further details.
Density-dependent intra- and inter-specific interactions were built into the model to allow
the different species to affect survival and reproduction of species’ stages. We added predatorprey interactions based off of prior research on predator-prey interactions in Idaho (Pauley &
Zager 2011; Idaho Department of Fish and Game 2014c, b) and density-dependent intraspecific
competition for prey and interspecific competition for predators and prey based on prior
ecological theory and evidence in ungulates and competing predators (Fowler 1987; Wielgus
2006; Griffin et al. 2011; Krohner & Ausband 2019; Elbroch et al. 2020). We assumed that
wolves and mountain lions could affect the survival of juvenile, and female and male adult stage
classes of prey, and that bears could only affect prey juvenile survival (Barber-Meyer et al. 2008;
White et al. 2010). Prey effects on predator and inter-predator competition were assumed to
affect predator reproduction for simplicity; however, future simulations could be extended to
predator survival. Bottom-up effects (snow conditions and NDVI) were allowed to affect
juvenile, and female and male adult stage classes of prey. Intra-specific or inter-specific
interactions were modeled as logit functions, thus mechanistically akin to Type II functional and
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numerical responses – see Fig. 6-2c. Predator-prey relationships were modeled as such, for
example, elk adult female survival was modeled as a logit function of top-down and bottom-up
effects:
𝐿𝑜𝑔𝑖𝑡(𝑠𝑓,𝑡 )
̇
̇ ,𝑡−1
̇
̇ + 𝛼3 𝑛𝑏𝑒𝑎𝑟𝑠,𝑡−1
̇
= 𝑖𝑛𝑡𝑠𝑓 + 𝛼1 𝑛𝑤𝑜𝑙𝑣𝑒𝑠,𝑡−1
+ 𝛼2 𝑛𝑙𝑖𝑜𝑛𝑠,𝑡−1
+ 𝛼4 𝑁𝐷𝑉𝐼,𝑡−1
+ 𝛼5 𝑆𝑁𝑂𝑊
Where 𝑖𝑛𝑡𝑠𝑓 represents the y-intercept of the function, or in other words, elk adult female
survival in the absence of top-down or bottom-up effects. α1, α2, α3 are parameters representing
the slope of the relationship between wolf, mountain lion, and black bear abundance
respectively, and elk adult female survival. α4, α5 are parameters representing the slope of the
relationship between NDVI and snow conditions respectively, and elk adult female survival. Dot
notation shows that the abundances were standardized using the mean and standard deviation of
abundances, to compare effect sizes on a common scale. Interactions were parameterized with
informative priors when possible, ~ Norm (0, 0.35), truncating to positive or negative values
(e.g., predation is known to have negative effects on prey survival), when justified.
Interaction priors were further truncated when information on cause-specific mortality
was available. For example, in a sample of 276 elk calf mortalities (IDFG unpublished data),
cause-specific mortality estimated with cumulative incidence functions (CIFs; Heisey &
Patterson 2006) for wolves were 13.5% vs. 7.2% for mountain lions in the Sawtooths. Therefore,
we truncated the priors for mountain lions to be half of that for wolves (e.g., wolf -> elk calf
mortality ~ dnorm (0, 0.34)T(-3,0), and lion -> elk calf mortality ~ dnorm (0, 0.34)T(-1.5,0)).
CIFs for wolves on mule deer calves and adult females were negligible (0% for n = 77 and 183
mortalities, respectively) and were truncated accordingly (-1,0). Parameter estimates were not
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sensitive to changes in truncations, and we did not find that estimates were pushing up against
the edges of the truncation for our priors.
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SUPPLEMENTARY TABLES
Table S5-1. Model selection for the Sawtooth ICM. Variables were deleted sequentially and
retained within the full model if DIC < 2.
Model

DIC

-alpha[1] + beta[1] + eta[4] + eta[5] + theta[1] + theta[3] + theta[4]
-alpha[1] + beta[1] + eta[4] + eta[5] + theta[1] + theta[3]
-alpha[1] + beta[1] + eta[4] + eta[5] + theta[1]
-alpha[1] + beta[1] + eta[4] + eta[5]
-alpha[1] + beta[1] + eta[4]
-alpha[1] + beta[1]
-alpha[1]
Full Model

1959.7
1961.7
1981.8
1986.2
1988.6
2034.1
5441.9
9826.2
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# of Interaction
Parameters
34
35
36
37
38
39
41
42

Table S5-2. Model selection for the Middle Fork ICM. Variables were deleted sequentially and
retained within the full model if DIC < 2.
Model

DIC

-delta[1] + eta[3] + theta[2]
-delta[1] + eta[3]
-delta[1]
Full Model

10027
10245
10414
35927

267

# of Interaction
Parameters
9
10
11
12

Table S5-3. Model selection for the South Hills ICM. Variables were deleted sequentially and
retained within the full model if DIC < 2.
Model

DIC

-delta[1] + eta[3] + theta[2]
-delta[1] + eta[3]
-delta[1]
Full Model

10027
10245
10414
35927
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# of Interaction
Parameters
9
10
11
12

Table S5-4. Model selection for the Bannock ICM. Variables were deleted sequentially and
retained within the full model if DIC < 2.
Model

ΔDIC

-delta[1] + eta[2] + theta[3]
-delta[1] + eta[2]
-delta[1]
Full Model

25577
25678
25777
27906
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# of Interaction
Parameters
9
10
11
12

Table S5-5. Interaction parameter estimates (means and 95% CIs) for the Sawtooth ICM. Alpha
represents intraspecific competition on prey, beta - interspecific competition on prey, gamma predation on juvenile prey, delta - predation on adult prey, epsilon - predators’ response to prey,
zeta - interspecific competition on predators, eta - NDVI on prey, and theta - snow on prey.
Parameter
alpha[2]
beta[2]
delta[1]
delta[2]
delta[3]
delta[4]
delta[5]
delta[6]
delta[7]
delta[8]
epsilon[1]
epsilon[2]
epsilon[3]
epsilon[4]
epsilon[5]
epsilon[6]
gamma[1]
gamma[2]
gamma[3]
gamma[4]
gamma[5]
gamma[6]
zeta[1]
zeta[2]
zeta[3]
zeta[4]
zeta[5]
zeta[6]
zeta[7]
zeta[8]
zeta[9]
eta[1]
eta[2]
eta[3]
eta[6]
theta[2]
theta[5]
theta[6]

Definition

Mean

2.5% CI

97.5% CI

Elk -> elk reproduction
Mule deer -> elk reproduction
Wolf -> mule deer female survival
Lion -> mule deer female survival
Wolf -> mule deer male survival
Lion -> mule deer male survival
Wolf -> elk female survival
Lion -> elk female survival
Wolf -> elk male survival
Lion -> elk male survival
Mule deer -> wolf reproduction
Elk -> wolf reproduction
Mule deer -> lion reproduction
Elk -> lion reproduction
Mule deer -> bear reproduction
Elk -> bear reproduction
Wolf -> mule deer juvenile survival
Lion -> mule deer juvenile survival
Bear -> mule deer juvenile survival
Wolf -> elk juvenile survival
Lion -> elk juvenile survival
Bear -> elk juvenile survival
Lion -> wolf reproduction
Bear -> wolf reproduction
Wolf -> wolf reproduction
Wolf -> lion reproduction
Bear -> lion reproduction
Lion -> lion reproduction
Wolf -> bear reproduction
Lion -> bear reproduction
Bear -> bear reproduction
NDVI -> mule deer juvenile survival
NDVI -> elk juvenile survival
NDVI -> mule deer female survival
NDVI -> elk male survival
Snow -> elk juvenile survival
Snow -> elk female survival
Snow -> elk male survival

-0.007
-0.018
-0.066
-0.954
-0.050
-0.059
-1.501
-1.004
-0.025
-0.051
0.052
0.447
0.096
0.103
0.014
0.025
-0.355
-1.431
-0.058
-0.487
-0.131
-0.053
-0.396
-1.051
-0.365
-0.198
-0.185
-0.366
-0.388
-0.326
-0.269
0.251
0.276
0.23
0.223
-0.048
-0.164
-0.041

-0.01
-0.023
-0.991
-1.032
-0.097
-0.083
-2.1
-1.205
-0.071
-0.097
0.003
0.271
0.001
0.001
0.004
0.001
-0.494
-1.918
-0.098
-0.763
-0.3368
-0.099
-0.734
-1.475
-0.634
-0.494
-0.593
-0.692
-0.607
-0.598
-0.512
0.008
0.021
0.002
0.011
-0.139
-0.432
-1.088

-0.001
-0.001
-0.008
-0.876
-0.002
-0.037
-1.157
-0.719
-0.001
-0.002
0.098
0.623
0.26
0.272
0.047
0.056
-0.098
-0.987
-0.004
-0.211
-0.075
-0.002
-0.001
-0.167
-0.102
-0.008
-0.007
-0.009
-0.187
-0.107
-0.059
0.784
0.579
0.457
0.589
-0.004
-0.001
-0.002
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Table S5-6. Interaction parameter estimates (means and 95% CIs) for the Middle Fork ICM.
Alpha - intraspecific competition on prey, beta - interspecific competition on prey, gamma predation on juvenile prey, delta - predation on adult prey, epsilon - predators’ response to prey,
zeta - interspecific competition on predators, eta - NDVI on prey, and theta - snow on prey.
Parameter
alpha[1]
alpha[2]
beta[1]
beta[2]
delta[1]
delta[2]
delta[3]
delta[4]
delta[5]
delta[6]
delta[8]
epsilon[1]
epsilon[2]
epsilon[3]
epsilon[4]
epsilon[5]
epsilon[6]
gamma[2]
gamma[3]
gamma[4]
gamma[5]
gamma[6]
zeta[1]
zeta[2]
zeta[3]
zeta[4]
zeta[5]
zeta[6]
zeta[7]
zeta[8]
zeta[9]
eta[1]
eta[3]
eta[4]
eta[5]
theta[1]

Definition

Mean

2.5% CI

97.5% CI

Mule deer -> mule deer reproduction
Elk -> elk reproduction
Elk -> mule deer reproduction
Mule deer -> elk reproduction
Wolf -> mule deer female survival
Lion -> mule deer female survival
Wolf -> mule deer male survival
Lion -> mule deer male survival
Wolf -> elk female survival
Lion -> elk female survival
Lion -> elk male survival
Mule deer -> wolf reproduction
Elk -> wolf reproduction
Mule deer -> lion reproduction
Elk -> lion reproduction
Mule deer -> bear reproduction
Elk -> bear reproduction
Lion -> mule deer juvenile survival
Bear -> mule deer juvenile survival
Wolf -> elk juvenile survival
Lion -> elk juvenile survival
Bear -> elk juvenile survival
Lion -> wolf reproduction
Bear -> wolf reproduction
Wolf -> wolf reproduction
Wolf -> lion reproduction
Bear -> lion reproduction
Lion -> lion reproduction
Wolf -> bear reproduction
Lion -> bear reproduction
Bear -> bear reproduction
NDVI -> mule deer juvenile survival
NDVI -> mule deer female survival
NDVI -> mule deer male survival
NDVI -> elk female survival
Snow -> mule deer juvenile survival

-0.013
-0.021
-0.023
-0.065
-0.058
-0.406
-0.047
-1.128
-2.247
-0.609
-1.920
0.0377
0.377
0.14
0.13
0.075
0.049
-2.385
-0.058
-0.732
-0.388
-0.048
-0.511
-0.518
-0.471
-0.632
-0.871
-0.536
-0.142
-0.525
-0.528
1.085
0.569
0.422
0.271
-0.668

-0.035
-0.046
-0.069
-0.085
-0.098
-1.33
-0.096
-1.772
-2.723
-1.987
-1.997
0.001
0.001
0.005
0.004
0.009
0.001
-2.89
-0.098
-0.904
-0.876
-0.097
-1.49
-1.411
-1.189
-1.169
-1.089
-0.332
-0.439
-0.782
-1.064
0.822
0.014
0.05
0.006
-1.21

-0.001
-0.001
-0.012
-0.002
-0.005
-0.125
-0.002
-0.721
-1.659
-1.03
-1.704
0.094
0.91
0.4
0.418
0.381
0.222
-2.11
-0.004
-0.499
-0.182
-0.002
-2.34
-0.0207
-0.022
-0.0701
-0.638
-0.893
-0.005
-0.094
-0.0881
1.423
0.757
0.957
0.393
-0.165
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theta[2]
theta[3]
theta[4]
theta[5]
theta[6]

Snow -> elk juvenile survival
Snow -> mule deer female survival
Snow -> mule deer male survival
Snow -> elk female survival
Snow -> elk male survival
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-1.89
-0.076
-0.258
-0.991
-0.026

-1.99
-0.289
-0.477
-1.89
-0.098

-1.683
-0.002
-0.063
-0.195
-0.006

Table S5-7. Interaction parameter estimates (means and 95% CIs) for the South Hills ICM.
Alpha represents intraspecific competition on prey, gamma - predation on juvenile prey, delta predation on adult prey, epsilon - predators’ response to prey, zeta - interspecific competition on
predators, eta - NDVI on prey, and theta - snow on prey.
Parameter
alpha[1]
delta[2]
epsilon[1]
gamma[1]
zeta[1]
eta[1]
eta[2]
theta[1]
theta[3]

Definition
Mule deer -> mule deer
reproduction
Lion -> mule deer male survival
Mule deer -> lion reproduction
Lion -> mule deer juvenile
survival
Lion -> lion reproduction
NDVI -> mule deer juvenile
survival
NDVI -> mule deer female
survival
Snow -> mule deer juvenile
survival
Snow -> mule deer male survival
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Mean

2.5% CI

97.5% CI

-4.988
-1.223
0.236

-4.999
-1.556
0.006

-4.961
-0.935
0.720

-4.425
-0.225

-4.975
-0.593

-3.187
-0.007

0.162

0.007

0.437

0.039

0.001

0.157

-0.434
-0.013

-0.820
-0.047

-0.122
-0.003

Table S5-8. Interaction parameter estimates (means and 95% CIs) for the Bannock ICM. Alpha
represents intraspecific competition on prey, gamma - predation on juvenile prey, delta predation on adult prey, epsilon - predators’ response to prey, zeta - interspecific competition on
predators, eta - NDVI on prey, and theta - snow on prey.
Parameter
alpha[1]
delta[2]
epsilon[1]
gamma[1]
zeta[1]
eta[1]
eta[3]
theta[1]
theta[2]

Definition
Mule deer -> mule deer
reproduction
Lion -> mule deer male survival
Mule deer -> lion reproduction
Lion -> Mule deer juvenile
survival
Lion -> lion reproduction
NDVI -> mule deer juvenile
survival
NDVI -> mule deer male
survival
Snow -> mule deer juvenile
survival
Snow -> mule deer female
survival
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Mean

2.5% CI

97.5% CI

-4.997
-0.044
0.666

-4.999
-0.160
0.092

-4.992
-0.001
1.332

-4.663
-0.476

-4.990
-1.071

-4.043
-0.052

0.135

0.004

0.418

0.529

0.469

0.590

-0.123

-0.401

-0.004

-0.112

-0.229

-0.001

SUPPLEMENTARY FIGURES

Figure S5-1. Map of Game Management Units (GMUs), shown in black outlines, in Idaho,
U.S.A. Elk and mule deer Population Management Units (PMUs) that we used in our study are
colored and labeled.

275

Figure S5-2. Predicted coefficient of variation (CV) of ungulate population dynamics with
varying predator harvest. (a) Mule deer CV in the Bannock region with mountain lion harvest.
(b) Mule deer CV in the Sawtooths region with predator harvest on all predators. (c) Elk CV in
the Sawtooth region with predator harvest on all predators. (d) Elk CV in the Middle Fork region
with predator harvest on all predators.
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Figure S5-3. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mule deer CV in the South Hills region. “Alpha” parameters are the response of prey
reproduction to prey abundance. “Gamma” parameters are the response of juvenile prey survival
to predator abundance. “Delta” parameters are the response of adult prey survival to predator
abundance. “Epsilon” parameters are the response of predator reproduction to prey abundance.
“Zeta” parameters are the response of predator reproduction to predator abundance. “Eta”
parameters are the response of prey survival to primary productivity. “Theta” parameters are the
response of prey survival to snow depth. “Effort” parameters are the response to predator harvest
(L = lion, MD = mule deer).
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Figure S5-4. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of wolf abundance in the Sawtooths region. “Epsilon” parameters are the response of
predator reproduction to prey abundance. “Zeta” parameters are the response of predator
reproduction to predator abundance. “Effort” parameters are the response to predator harvest (W
= wolf). The graph shows the largest 10 in magnitude out of 43 parameters tested.
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Figure S5-5. Partial correlation coefficients (mean and 95% CIs) for parameters in the sensitivity
analysis of mountain lion abundance in the Sawtooths region. “Gamma” parameters are the
response of juvenile prey survival to predator abundance. “Delta” parameters are the response of
adult prey survival to predator abundance. “Epsilon” parameters are the response of predator
reproduction to prey abundance. “Zeta” parameters are the response of predator reproduction to
predator abundance. “Effort” parameters are the response to predator harvest (L = lion, W =
wolf). The graph shows the largest 10 in magnitude out of 43 parameters tested.
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