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Absolute continuity, s-boundedness, and extensions are studied, in the con-
text of the so-called RD-convergence, for set functions taking values in Dedekind
complete l-groups. Subsequently, we obtain results of uniform s-boundedness for
RD-convergent sequences of measures (Vitali–Hahn–Saks–Nikody´m theorem) and
deduce a Schur-type theorem for measures deﬁned on ∗.  2002 Elsevier Science
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1. INTRODUCTION
The concept of s-boundedness is crucial in many problems of measure
theory, both for ﬁnitely additive and for σ-additive measures. We mention
here only some papers dealing with this topic, just to stress the wide range
of applicability of this concept [1, 4, 6, 8–14, 17, 22, 23, 27, 36].
One of the most interesting results in this area is the well-known Vitali–
Hahn–Saks–Nikody´m (VHSN) theorem, together with its manifold conse-
quences, such as the well-known Schur theorem, concerning convergence
in l1, or the Dunford–Pettis theorem in L1 (just to avoid confusion, we
point out here that Schur’s theorem shows equivalence between weak and
strong convergence for sequences in l1, and the Dunford–Pettis result we
are dealing with states that a sequence in L1 converges strongly if and only
if it is bounded in norm, and convergent weakly and in measure (to the
same limit)).
Despite the various generalizations and extensions of the (VHSN)
theorem to the case of measures taking values in topological groups and
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semigroups, it seems that just some partial results have been obtained
for lattice-valued measures (see [1, 4]); this is so because of the lack of a
topology (in general), and hence new techniques are needed.
Here we deal with l-group-valued measures and make use of the so-called
D-convergence, rather than O-convergence, that is, the order convergence
as introduced in [2, pp. 244, 314]; in fact, although the two kinds of conver-
gence coincide for many spaces of interest, the former is easier to handle.
However, in the crucial deﬁnitions (s-boundedness, σ-additivity, conver-
gence, and so on), we need a special form of D-convergence, which we
call RD-convergence. The results we have found, concerning some conse-
quences of s-boundedness and uniform s-boundedness and a version of the
VHSN theorem with some of its consequences, correspond, in the topolog-
ical setting, to the same concepts given for metrizable groups.
For instance, we shall give some consequences of s-boundedness and
its relations with absolute continuity. One of these results is that every
s-bounded ﬁnitely additive measure is bounded; this is not contrary to
the well-known example of [33], because of our different deﬁnition of
s-boundedness (actually, this is one of the reasons we decided to choose
it). Other relevant results, concerning uniform s-boundedness, are
a sort of uniform extension, for measures σ-additive on an algebra;
a property of uniform absolute continuity, holding for a sequence of
uniformly bounded, uniformly s-bounded ﬁnitely additive measures, each
absolutely continuous with respect to some real-valued non-negative ﬁnitely
additive measure.
As for the VHSN theorem, we shall give a version for σ-additive mea-
sures, deﬁned on a σ-algebra  of subsets of an abstract set , and taking
values in a complete l-group R.
Consequences are then found, concerning a form of the Schur’s lemma
and a ﬁnitely additive version of the VHSN theorem.
2. DEFINITIONS
We shall introduce now the main deﬁnitions we need, together with some
preliminary results. We ﬁrst recall the meaning of D-convergence, in an
l-group R, and the concept of RD-convergence.
Deﬁnition 2.1. An abelian group R+ is called an l-group if it is
endowed with a compatible ordering ≤ and is a lattice with respect to it.
An l-group R is said to be complete if every nonempty subset of R, bounded
from above, has a supremum in R.
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For a reference about the basic facts on l-groups, see [2, Chap. XIII, pp.
287–318].
Deﬁnition 2.2. Given a sequence rn in R, we say that rn
D-converges to an element r ∈ R if there exists a bounded double sequence
ai j in R, such that ai j ↓ 0 for each i ∈ ∗, that is, ai j ≥ ai j+1∀ i j ∈ ∗
and ∧j∈∗ai j = 0 ∀ i ∈ ∗ (such a sequence will be called a regulator or
D-sequence from now on), satisfying the condition
∀mapping φ ∗ → ∗ there exists an integer n0 such that
rn − r ≤
∞∨
i=1
aiφi
for all n ≥ n0. In this case, we write D− limn rn = r.
From now on, we shall denote by  the set of all mappings φ ∗ → ∗,
involved in the previous deﬁnition.
Deﬁnition 2.3. We say that R is weakly σ-distributive if for every
bounded double sequence bi jij with bi j ≥ bij+1∀ i j one has
∞∨
i=1
( ∞∧
j=1
bi j
)
= ∧
φ∈
( ∞∨
i=1
biφi
)
(1)
(see [38]).
It is easy to check that an l-group is weakly σ-distributive if and only if
for every D-sequence ai j one has
∧
φ∈
( ∞∨
i=1
aiφi
)
= 0 (2)
For the theory of weakly σ-distributive l-groups, see [30, pp. 41–42]. It is
easy to prove that the common O-convergence implies D-convergence,
while the converse is true in weakly σ-distributive spaces. For example,
concerning the ﬁrst implication, if a sequence rn order converges to r in R,
then there exists a monotone decreasing sequence an in R, with ∧nan = 0
and rn − r ≤ an ∀n. (Just take an = ∨∞k=nrk − r.) Set ai j = aj for all
i j. It is easy to check that ai j is the required regulator, with respect to
which we have D-convergence of the sequence rnn to r (see [18]).
Throughout this paper, we shall always assume that R is weakly
σ-distributive; however, we prefer to use D-convergence for our deﬁ-
nitions and results, because it is more ﬂexible (from a technical point of
view) than O-convergence.
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Deﬁnition 2.4. Let S denote any nonempty abstract set, and assume
that rnsn∈∗  s ∈ S is a family of sequences in R, each depending
on an element s ∈ S. We say that the sequences rns are RD-convergent
to some element rs, if there exists a regulator ai j such that, for every
φ ∈  and every s ∈ S there exists an integer n0 (depending both on φ and
on s), such that
rns − rs ≤
∞∨
i=1
aiφi
for all n ≥ n0. In this case, we write
RD− lim
n
rns = rs
for all s ∈ S.
The next lemma gives us the possibility of deducing RD-convergence
from simple D-convergence, in the case where S is countable [21, 30].
This result essentially motivates our choice to use D-convergence, rather
than O-convergence; in other words, it says that RD-convergence, though
involving some kind of “uniformity,” is weaker than the corresponding con-
cept for O-convergence, and consequently D-convergence is more ﬂexible
than O-convergence.
Lemma 2.5. Let aki j be any countable family of regulators. Then for each
ﬁxed element u ∈ R there exists a regulator ai j such that, for every φ ∈ 
one has
u ∧
∞∑
k=1
( ∞∨
i=1
akiφi+k
)
≤
∞∨
i=1
aiφi
An easy consequence is the following
Proposition 2.6. Assume that rsnn∈∗ is a sequence D-converging to 0,
for each s ∈ ∗. If rsn ≤ u for some u ∈ R, the family rsnn∈∗ is RD-
converging to 0.
Deﬁnition 2.7. Let  be any algebra of subsets of a set . Assume
that µ  → R is any ﬁnitely additive bounded measure. We put
µ+A = supµB  B ∈   B ⊂ A
µ−A = − infµB  B ∈   B ⊂ A
vµA = supµB  B ∈   B ⊂ A
for all A ∈  . µ+ is called the positive variation of µ, µ− is called the
negative variation of µ, and vµ is called the semivariation of µ. It is easy
to see that µ+ and µ− are positive ﬁnitely additive measures, µ+ −µ− = µ,
and vµ ≤ µ+ + µ− ≤ 2vµ.
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Deﬁnition 2.8. Let  be any algebra of subsets of a set . Assume that
µ  → R is any ﬁnitely additive measure. We say that µ is σ-additive if
there exists a regulator ai j such that, for every sequence Ck in   Ck ↓
, and for every φ ∈ , there exists k0 ∈ ∗ such that
µF ≤
∞∨
i=1
aiφi
for all F ∈  , F ⊂ Ck0 . In the case where µ  → R is σ-additive and 
is a σ-algebra, µ will be said to be a measure (usually, a σ-algebra will be
denoted by the symbol ).
Remark 2.9. Clearly, if µ is bounded and σ-additive, then µ+ and µ−
are. However, we shall see later that σ-additivity on a σ-algebra always
implies boundedness.
We now introduce our concept of s-boundedness.
Deﬁnition 2.10. Let µ  → R be any ﬁnitely additive measure. We
say that µ is s-bounded if there exists a regulator ai j such that, for every
disjoint sequence Hk in  , and every φ ∈ , there exists an integer k¯
such that
µHk ≤
∞∨
i=1
aiφi (3)
holds, for all k ≥ k¯.
Remark 2.11. In the above deﬁnition, formula (3) can be equivalently
replaced by
supµF  F ∈   F ⊂ Hk ≤
∞∨
i=1
aiφi (4)
for all k ≥ k¯. Indeed, if (4) were not true for some disjoint sequence
Hk and some mapping φ ∈ , there would exist an increasing sequence
kh in ∗ and a corresponding sequence Fh of subsets of Hkh such thatµFh ≤ ∨∞i=1aiφi for all h, and this contradicts s-boundedness of µ.
Moreover, we note that the concept of s-boundedness formulated in
Deﬁnition 2.10 is different from that of exhaustivity given in [33, p. 391];
indeed, the two concepts differ exactly in the kind of convergence involved,
because in [33] simple D-convergence is concerned, while here RD-
convergence is used. More precisely, it turns out that µ is s-bounded
according to this last deﬁnition if and only if for every disjoint sequence
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Hk in  there exists a regulator ai j such that, for every φ ∈ , there
exists an integer k¯ such that
µHk ≤
∞∨
i=1
aiφi
holds, for all k ≥ k¯.
Proposition 2.12. Let µ  → R be any ﬁnitely additive bounded mea-
sure. Then µ is s-bounded if and only if µ+ + µ− is.
Proof. Of course, the only non-trivial implication is the direct one:
assuming that µ is s-bounded, then µ+ and µ− are. From the remark
above, it follows immediately that s-boundedness (and boundedness) of µ
implies that both µ+ and µ− are s-bounded, and thus µ+ + µ− is too.
We shall see later that s-boundedness actually implies boundedness;
hence in the previous proposition the boundedness condition is superﬂu-
ous, at least for the direct implication.
An easy result is the following.
Proposition 2.13. Assume that µ  → R is a measure. Then µ is s-
bounded.
Proof. Given any disjoint sequence Hn in , set En = ∪∞k=nHk; then
En is a decreasing sequence in , En ↓ . Thus, the assertion follows
from σ-additivity and the inclusion Hn ⊂ En.
The next result will be useful later.
Proposition 2.14. Let µ  → R be any s-bounded ﬁnitely additive mea-
sure. Then, for every monotone sequence An in  , there exists in R the
limit
D− lim
n
µAn (5)
Proof. Without loss of generality, we can suppose that An is decreas-
ing.
Let ai j be the regulator related to s-boundedness of µ, and let us show
that it works for (5). If this is not true, there exists a mapping φ ∈  such
that
µAnk − µAnk+pk ≤
∞∨
i=1
aiφi
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for suitable sequences nk and pk in ∗, such that nk+1 > nk + pk for
all k. Setting now Bk = Ank\Ank+pk , we see that the sets Bk are pairwise
disjoint, and
µAnk − µAnk+pk = µBk ≤
∞∨
i=1
aiφi
for all k, which contradicts s-boundedness relative to the regulator ai j.
We now show that s-boundedness, for a ﬁnitely additive measure, always
implies boundedness.
Lemma 2.15. Let µ  → R be any s-bounded ﬁnitely additive measure,
and let ai j be the regulator corresponding to s-boundedness. Denote by u
any majorant for ai j, and assume that an element B ∈  exists, satisfying
µB ≤ u. Then there exists an element A ∈  A ⊂ B, such that µA ≤
u, but such that the set µE  E ⊂ A is bounded in R.
Proof. If the set µE  E ⊂ B is bounded in R, we take A = B,
and we have ﬁnished. Otherwise, there exists a set B1 ∈   B1 ⊂ B, such
that µB1 ≤ u + µB. Therefore, we get µB\B1 ≤ u. If the set
µE  E ⊂ B1 is bounded in R, we can take A = B1, and we have
ﬁnished. Otherwise, there exists a set B2 ∈  , B2 ⊂ B1, such that µB2 ≤
u+ µB1. Therefore, we get µB1\B2 ≤ u. Proceeding in this fashion,
either we ﬁnd a subset Bn ⊂ B, fulﬁlling the requirement of the lemma, or
we construct a decreasing sequence Bn such that µBn\Bn+1 ≤ u, for
all n. As the sets Bn\Bn+1 are pairwise disjoint, and u is a majorant for
the regulator ai j, we have a contradiction. Thus, only the ﬁrst case can
occur, and the proof is ﬁnished.
Theorem 2.16. Let µ  → R be any s-bounded ﬁnitely additive measure.
Then µ is bounded.
Proof. By contradiction, we assume that the set µA  A ∈   is
unbounded. Deﬁne u as in Lemma 2.15, and choose any set B1 ∈  , such
that µB1 ≤ u. Thanks to Lemma 2.15, there exists in  a set A1 ⊂ B1,
such that µA1 ≤ u, but such that µE  E ⊂ A1 is bounded in R.
Now, the set µE  E ⊂ \A1 is not bounded in R, and hence there
exists an element B2 ∈  , B2 ⊂ \A1, such that µB2 ≤ u. Then, by
Lemma 2.15, there exists in  an element A2 ⊂ B2, with µA2 ≤ u, but
such that µE  E ⊂ A2 is bounded in R.
Now, the set µE  E ⊂ \A1 ∪A2 is not bounded in R, and hence
there exists an element B3 ∈   B3 ⊂ \A1 ∪ A2, such that µB3 ≤
u. So we can ﬁnd an element A3 ∈  , disjoint from A1 ∪A2, such that
µA3 ≤ u   . Proceeding in this way, we obtain a disjoint sequence
An in  , such that µAn ≤ u, for all n, which contradicts the meaning
of u in the condition of s-boundedness.
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Example 3 in Swartz [33] displays a measure that is s-bounded according
to Swartz’s use of the term, but not bounded. However, this does not con-
tradict our Theorem 2.16 because the Swartz measure is not s-bounded in
the sense of Deﬁnition 2.10.
Example 2.17. We shall see now, by means of an example, that bound-
edness usually does not imply s-boundedness (as deﬁned in Deﬁnition 2.10).
Take  = 0 1 = the Borel σ-ﬁeld, and R = L00 1 λ, where λ
denotes the usual Lebesgue measure. Set µA = χA, for every A ∈ .
Then, it is clear that µ is a bounded ﬁnitely additive measure. If µ were
s-bounded, a bounded regulator ai j should exist in L0, such that, for
every φ ∈  and for every disjoint sequence Hn in , one should have
∨∞i=1aiφix ≥ 1 for almost all x ∈ ∪n≥n0Hn, for some integer n0. Now, for
every x ∈ 0 1 it is easy to construct a disjoint sequence Hn in , such
that for all n0 the set x ∪ ∪n≥n0Hn contains a neighborhood of x. This
means that, for each ﬁxed φ ∈ , for each x ∈ 0 1 there exists δ > 0 such
that ∨∞i=1aiφit ≥ 1 for almost all t ∈ x− δ x+ δ. By compactness, we
deduce that ∨∞i=1aiφi ≥ 1. Thus,
∧
φ∈
( ∞∨
i=1
aiφi
)
≥ 1 (6)
But in L0 the topology corresponding to convergence in measure is locally
convex, Hausdorff, and σ-compatible, that is, such that any monotone
increasing sequence bn with least upper bound b converges to b with
respect to this topology. Thus, thanks to Corollary J of [38], we get that L0
is weakly σ-distributive. This contradicts (6).
Remark 2.18. As for the uniform boundedness principle, a counterex-
ample is given in [33, Example 5], showing that even a sequence of point-
wise bounded measures may fail to be uniformly bounded (we stress here
the fact that those measures are also σ-additive according to our Deﬁnition
2.8).
3. UNIFORM s-BOUNDEDNESS
We now introduce other important concepts.
Deﬁnition 3.1. Let µn be any sequence of ﬁnitely additive s-bounded
measures on  . We say that they are uniformly s-bounded if there exists
a regulator ai j such that, whenever Hk is any sequence of pairwise
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disjoint members of  , and whenever φ is arbitrarily chosen from , it is
possible to ﬁnd an element k0 ∈ ∗, such that
sup
n∈∗
vµnHk ≤
∞∨
i=1
aiφi (7)
for all k ≥ k0.
Remark 3.2. Contrary to intuition, uniform s-boundedness for a
sequence of measures does not imply uniform boundedness, even in
the case R = ; for instance, take  = 1 = , and deﬁne µn in
this way: µn1 = n. Clearly, the µn’s are uniformly s-bounded (as  is
ﬁnite) and uniformly σ-additive, but they are not uniformly bounded .
A general result of uniform boundedness is the following.
Theorem 3.3. Let µn be a uniformly s-bounded sequence of ﬁnitely
additive measures in an algebra  . Then they are uniformly bounded if and
only if, for each set F ∈  , the set µnF  n ∈ ∗ is bounded in R.
Proof. Clearly, only one implication must be proved. So, set uF =
supµnF  n ∈ ∗, and assume by contradiction that the set uF F ∈
  is unbounded. Let now ai j be the regulator related to uniform s-
boundedness, and denote by u any majorant for it. Then, there exists a set
H1 ∈  , such that uH1 ≤ u.
Let us show that H1 can be chosen so that the set vµnH1  n ∈ ∗
is bounded. For otherwise there exists a set B1 ⊂ H1, B1 ∈  , such that
uB1 ≤ u + uH1, and subsequently an element B2 ⊂ B1, B2 ∈  , such
that uB2 ≤ u+ uB1, and so on; this yields a decreasing sequence Bk
in  and a subsequence µnk such that
µnkBk+1 ≤ u+ µnkBk
and so
µnkBk\Bk+1 ≤ u
for all k, which contradicts uniform s-boundedness.
So, let us takeH1 ∈  , with uH1 ≤ u, but such that the set vµnH1 
n ∈ ∗ is bounded; we then must deduce that in \H1 there exists a
set H2H2 ∈  , such that uH2 ≤ u. Again, we can get that the set
vµnH2  n ∈ ∗ is bounded. Proceeding in this fashion, we construct
a disjoint sequence Hk, such that uHk ≤ u for all k, which contradicts
uniform s-boundedness relative to the regulator ai j.
Easier results are the following.
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Proposition 3.4. Assume that µn is a uniformly s-bounded sequence of
ﬁnitely additive measures on  and let ai j be a regulator related to this
property.
For every monotone sequence Shh in  , the limit
rn = RD− lim
h→∞
µnSh
exists uniformly in n, and the regulator ai j works for this property.
Proof. The existence of the limit is due to Proposition 2.14.
If the last assertion were not true, then, by virtue of the Cauchy condi-
tion (see also [5, Theorem 2.16]), there would exist some (say) decreasing
sequence Sh, some φ ∈ , and increasing sequences nk pk hk in
∗, such that hk + pk < hk+1 and
µnkShk\Shk+pk ≤
∞∨
i=1
aiφi
for all k. This contradicts uniform s-boundedness relative to the regulator
ai j.
A consequence involves σ-additivity.
Corollary 3.5. Given a sequence µn of uniformly s-bounded σ-
additive measures on an algebra  , they are uniformly σ-additive; i.e., there
exists a regulator ai j such that, for every decreasing sequence Fk in
  Fk ↓ , and every φ ∈ , it is possible to ﬁnd an integer k0 such that
vµnFk0 ≤ ∨∞i=1aiφi, for all n.
4. ABSOLUTE CONTINUITY AND s-BOUNDEDNESS
In this section, we shall outline some connections between uniform s-
boundedness and absolute continuity, for a sequence of measures, which are
similar, up to a certain extent, to the classic ones (see also [10]). From now
on, let +0 be the set of all non-negative real numbers. First, we introduce
the concept of absolute continuity in our setting.
Deﬁnition 4.1. Let µ be any ﬁnitely additive measure on  . Given
any other ﬁnitely additive measure ν  → +0 , we say that µ is abso-
lutely continuous with respect to ν (and write µ  ν) if there exists a
D-sequence ai j such that, whenever Ck is a sequence from  , satis-
fying lim νCk = 0, for every φ ∈  an integer k¯ can be found, such that
µCk ≤ ∨∞i=1aiφi, for all k ≥ k¯.
In the case where ν is ﬁxed and µn is a sequence of ﬁnitely additive
measures on  , uniform absolute continuity of µn with respect to ν can
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be deﬁned in a similar way, but clearly the integer k¯ must be independent
of n.
If a ﬁnitely additive measure µ is absolutely continuous with respect to
some real-valued positive measure ν, it is clear that µ is s-bounded in any
case and is σ-additive if ν is. Moreover, if µn is a sequence of ﬁnitely
additive measures on  , uniformly absolutely continuous with respect to
ν, then the measures µn are uniformly s-bounded. We shall show later a
converse to this statement.
In the next proposition an equivalent formulation of absolute continuity
is introduced: only one implication is stated, because the reverse is trivial.
Proposition 4.2. Let µ be any ﬁnitely additive measure on  and
assume µ is absolutely continuous with respect to some ﬁnitely additive mea-
sure ν  → +0 . Then, there exists a regulator ai j such that, for every
φ ∈  a positive number δ can be found, satisfying the following implication:
A ∈   νA ≤ δ ⇒ µA ≤
∞∨
i=1
aiφi (8)
Proof. Let ai j be the regulator related to absolute continuity, and let
us see if it works for the assertion. By contradiction, if this is not the case,
there exists a mapping φ ∈  such that for every integer k a set Ck can be
found in  , with νCk ≤ k−1, satisfying µCk ≤ ∨∞i=1aiφi. Of course,
this contradicts absolute continuity; hence the proof is ﬁnished.
In the σ-additive case, a further deﬁnition is available.
Proposition 4.3. Assume that µ → R and ν → +0 are σ-additive.
Then µ ν if and only if
νA = 0 ⇒ µA = 0 (9)
holds, for A ∈ .
Proof. Using weak σ-distributivity of R, we see easily that absolute
continuity of µ with respect to ν entails the implication (9). Conversely,
assume that (9) holds, and let ai j be the regulator involved in Deﬁnition
2.8. We shall prove that ai j works for absolute continuity. Indeed, let
Ck be any sequence in , with limk νCk = 0, and assume by con-
tradiction that there exists φ ∈  such that vµCk ≤ ∨∞i=1aiφi for
inﬁnitely many integers k. By taking a subsequence if necessary, we may
assume that vµCk ≤ ∨∞i=1aiφi for all k, and
∑∞
k=1 νCk <∞. Now, set
Bk = ∪∞j=kCj , and B = ∩k∈∗Bk. It is clear that limk νBk = 0, and hence
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νB = 0. Therefore µB = 0, by (9). As the sequence Bk\B decreases
to , there exists k¯ such that
vµBk\B = vµBk ≤
∞∨
i=1
aiφi
for all k ≥ k¯. As Ck ⊂ Bk, this is impossible.
One of the main connections between s-boundedness and absolute conti-
nuity states that uniform s-boundedness of a family of measures µn, each
absolutely continuous with respect to a ﬁxed measure ν, implies uniform
absolute continuity. We shall prove this result, ﬁrst in the σ-additive case.
Later, a more general result will be proved, with the use of an extension
theorem.
Theorem 4.4. Let µn be any sequence of uniformly s-bounded mea-
sures, deﬁned on a σ-algebra , each absolutely continuous with respect to a
measure ν → +0 . Then the measures µn are uniformly absolutely continu-
ous with respect to ν.
Proof. Without loss of generality, we can assume that the measures µn
are positive. Now, let ai j be the D-sequence related with uniform s-
boundedness, and let us show that ai j works for uniform absolute conti-
nuity. If we deny the assertion, there exist a sequence Ck in , a mapping
φ ∈ , and an increasing sequence of integers nk, such that νCk < 2−k
for each k, while
µnkCk ≤
∞∨
i=1
aiφi (10)
for each k.
Setting Ak = ∪∞j=kCj , we see that νAk ≤ 21−k, and therefore
D− lim
k
µnAk = 0
for all n. Thanks to Proposition 3.4 and taking into account the weak σ-
distributivity of R, there exists an integer k0 such that
sup
n∈∗
µnCk ≤
∞∨
i=1
aiφi
for all k ≥ k0, thus contradicting (10).
An important implication of absolute continuity can be found in the
Carathe´odory extension of a σ-additive measure. Indeed, if ν  → +0
is any σ-additive measure on the algebra  , it is well known that ν can be
uniquely extended to a measure ν˜ on the σ-algebra   generated by  .
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In the case where µ  → R is absolutely continuous with respect to ν,
we already observed that µ is countably additive, too. Thus, we can obtain
and describe the measure extension of µ to   (see also [3, 38]). This will
be clariﬁed in the sequel, where we shall assume (without loss of generality)
that µ is positive.
Deﬁnition 4.5. In the situation above, denote by σ the family of all
countable unions of (pairwise disjoint) members from  . Then, for all B ∈
σ B = ∪∞n=1Fn, and assuming µ to be positive, we set
µ˜B = sup
n∈∗
n∑
j=1
µFj
Moreover, µ˜ is well deﬁned, because of the countable additivity of µ.
Now, for any element A ∈  , we set
µ˜A = infµ˜B  B ∈ σA ⊂ B
Theorem 4.6. The function µ˜   → R is a measure whose restriction
to  coincides with µ and is absolutely continuous with respect to ν. Moreover,
a regulator ai j exists, such that, for all A ∈   and each φ ∈  an
element F ∈  exists, such that
µ˜A!F ≤
∞∨
i=1
aiφi
Proof. As already observed, µ˜ is well deﬁned; this also implies that
µ˜F = µF whenever F ∈  . Now, as µ  ν, there exists a regulator
ai j, such that, for every φ ∈  there exists δ > 0 such that, whenever
F ∈  satisﬁes νF < δ, then µF ≤ ∨∞i=1aiφi. Now, ﬁx A ∈  , with
ν˜A < δ/2, and choose B ∈ σ such that A ⊂ B and ν˜B < δ. Writ-
ing B = ∪n∈∗Fn, where Fn is some increasing sequence in  , we see
that ν˜Fn < δ for each n, and therefore µ˜Fn ≤ ∨∞i=1aiφi for all n. This
implies that µ˜B ≤ ∨∞i=1aiφi and so µ˜A ≤ ∨∞i=1aiφi. In this way we
have proved that µ˜ ν˜.
Now, to prove the last assertion, let ai j be as above, and ﬁx arbi-
trarily A in  . Fix also φ ∈ , and choose δ corresponding to φ, in
the condition of absolute continuity of µ˜ with respect to ν˜; then, an ele-
ment F ∈  exists, such that ν˜F!A < δ. By absolute continuity, we get
µ˜F!A ≤ ∨∞i=1aiφi.
We still have to prove that µ˜ is σ-additive; this will be an immediate
consequence of absolute continuity, as soon as we show that µ˜ is ﬁnitely
additive. To this end, let A1 and A2 be two disjoint members of  , and
let ai j be the regulator of absolute continuity of µ˜ with respect to ν˜.
Fix any mapping φ ∈ , and let δ be the corresponding number related
to absolute continuity. It is easy to check that we can ﬁnd two disjoint
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members of  , say F1 and F2, such that ν˜Fl!Al < δ/2 for l = 1 2.
Hence, if we set F = F1 ∪ F2, A = A1 ∪A2, we get ν˜F!A < δ, and so
µ˜F!A ≤ ∨∞i=1aiφi. From this, it is easy to deduce that
µ˜A − µ˜A1 + µ˜A2 ≤ 3
∞∨
i=1
aiφi
As φ is arbitrary, thanks to weak σ-distributivity, we get additivity of µ˜,
and the proof is ﬁnished.
Theorem 4.6 becomes particularly meaningful when it can be applied to
a sequence of uniformly s-bounded ﬁnitely additive measures. We recall
that, as above, the symbol   denotes the σ-algebra generated by the
algebra  , and the symbol σ denotes the family of all countable unions
of sets from  . We note that Wright [38] proved that a Riesz space R
is weakly σ-distributive if and only if for each algebra  , and for every
σ-additive (with respect to the order convergence) map m  → R there
exists a R-valued σ-additive extension ν of m, deﬁned on the σ-algebra
 . However, in our context, σ-additivity is intended differently, that is,
in terms of D-convergence, “with respect to the same regulator.”
Theorem 4.7. Let µn be a uniformly bounded, uniformly s-bounded
sequence of σ-additive R-valued measures on an algebra  , and assume that
they are all absolutely continuous with respect to a σ-additive non-negative
measure ν  → . Then there exists a sequence πn of measures on  ,
each πn extending µn, uniformly absolutely continuous with respect to the
extension ν˜, and a regulator βi j such that, for every A ∈   and every
φ ∈  there exists an element F ∈  satisfying
vπnF!A ≤
∞∨
i=1
βiϕi
for all n.
Proof. As in the previous case, we shall assume that the measures µn
are positive. For each n ∈ ∗, let µ˜n be as in Theorem 4.6, and set πn = µ˜n.
According to the hypotheses, applying Theorem 4.6 and Lemma 2.5, we see
that there exists a regulator ai j such that
(i) for each element φ ∈  and each n ∈ ∗ there exists a real
number δ > 0 such that
ν˜A < δ ⇒ πnA ≤
∞∨
i=1
aiφi
for A ∈  , and
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(ii) whenever Fk is a disjoint sequence in  , for any mapping φ ∈ 
there exists k0 such that
µnFk ≤
∞∨
i=1
aiφi
for all n, and all k ≥ k0.
Again applying Lemma 2.5, we can deduce the existence of a further
D-sequence bi j such that, for every φ ∈  we get
u ∧
∞∑
k=1
( ∞∨
i=1
aiφi+k
)
≤
∞∨
i=1
biφi (11)
where u = supµn  n ∈ ∗.
We shall show that the D-sequence 2bi j works for uniform s-
boundedness of the measures πn. Proceeding by contradiction, let us
assume that there exists a disjoint sequence Ak in   and an element
φ ∈  such that
πnkAk ≤ 2
∞∨
i=1
biφi (12)
for a suitable subsequence nk. Thanks to Theorem 4.6, for each k there
exists an element Fk ∈  , satisfying the condition
πnr Fk!Ak ≤
∞∨
i=1
aiφi+k
for all r = 1 2     k.
Now, set, for each k,
F∗1 = F1 F∗2 = F2\F1     F∗k = Fk
∖( k−1⋃
r=1
Fr
)
    
Clearly, the sets F∗k are pairwise disjoint and belong to  . Moreover, by
induction it is possible to prove that
Ak!F∗k ⊂
k⋃
r=1
Ar!Fr (13)
for each k.
Thanks to (13) we see that
πnkAk!F∗k = u ∧ πnkAk!F∗k ≤ u ∧
k∑
r=1
( ∞∨
i=1
aiφi+r
)
∀k
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and therefore, using also (11), we get
πnkAk ≤ µnkF∗k + πnkAk!F∗k ≤ µnkF∗k +
∞∨
i=1
biφi ∀k (14)
Now, as the sets F∗k are in  , and the measures µn are uniformly s-
bounded, there exists an integer k0 such that
µnF∗k ≤
∞∨
i=1
aiφi ≤
∞∨
i=1
biφi
for all n and all k ≥ k0. From (14) we deduce that πnkAk ≤ 2∨∞i=1 biφi
for all k ≥ k0, which is impossible, by (12). So far, we have shown that
the extensions πn are uniformly s-bounded in  . Now, we can apply
Theorem 4.4 to the σ-additive measures πn, which are absolutely continu-
ous with respect to ν˜; hence we deduce that the measures πn are uniformly
absolutely continuous; ﬁnally, the last assertion follows from this result, by
use of the regulator βi j = 2bi j.
We can state now a result analogous to Theorem 4.4 for ﬁnitely additive
measures.
Theorem 4.8. Let µn be a sequence of uniformly bounded, uniformly s-
bounded R-valued ﬁnitely additive measures on an algebra  . If the measures
µn are absolutely continuous with respect to the same ﬁnitely additive measure
ν  → +0 , then they are uniformly absolutely continuous.
Proof. Let S be the Stone space associated with  , i.e., a totally discon-
nected, Hausdorff compact space, such that the algebra  of its clopen sub-
sets is algebraically isomorphic to  (see [32]). If we denote by u → 
such an isomorphism, then it is possible to “transfer” the measures ν and
µn to , by setting
uνG = νuG uµnG = µnuG
whenever G ∈ . By the mere deﬁnition, it is clear that all uµn’s are abso-
lutely continuous with respect to uν and that they are uniformly s-bounded.
Moreover, by the particular structure of , it turns out that uν, and there-
fore all uµn’s, are σ-additive. Thus, by applying Theorem 4.7, we deduce
that the measures uµn’s are uniformly absolutely continuous with respect to
uν. “Coming back” to  yields uniform absolute continuity of the original
measures µn with respect to ν.
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5. THE VITALI–HAHN–SAKS–NIKODY´M THEOREM
In this section we establish our main theorem, i.e., a version of the VHSN
theorem (Corollary 5.5), in the σ-additive case, assuming RD-convergence
(which will be introduced in a moment).
Some consequences will be deduced from it, e.g., a Schur-type theorem
and a ﬁnitely additive version of Corollary 5.5.
Though the main concepts have already been introduced, we need some
slight generalizations, to obtain more applicable results.
Deﬁnition 5.1. Let µ  → R be any ﬁnitely additive bounded mea-
sure, on an algebra  . Assume now that a lattice  is given, contained in
 . We deﬁne the -semivariation of µ as the set function vµ deﬁned by
vµA = supµG  G ∈ G ⊂ A A ∈  
Moreover, we say that µ is -s-bounded if there exists a regulator ai j in
R such that, whenever Hk is any disjoint sequence from , for all φ ∈ 
there exists an integer k0 such that µHk ≤ ∨∞i=1aiφi for all k ≥ k0.
Also a concept of uniform -s-boundedness can be given, for a sequence
of measures, in a way similar to that in Deﬁnition 3.1, provided that vµn
now is replaced by vµn.
We note that, in some applications,  is often the family of all Borelian
subsets of a topological space, and  is the lattice of all open sets. Some
of the theorems proved in this section will be useful in proving Dieudonne´-
type theorems, which will be done in a forthcoming paper.
We now state the RD-convergence condition we shall be using below, for
sequences of measures.
Deﬁnition 5.2. Let µn be any sequence of ﬁnitely additive measures
on an algebra  , and let  be any lattice in  . We say that the measures
µn are RD-convergent in  to a set function µ  → R, if there exists a
regulator ai j such that, whenever A is a ﬁxed element of , and φ is any
ﬁxed element from , an integer n0 can be found, in such a way that
µnA − µA ≤
∞∨
i=1
aiφi
for all n ≥ n0.
In the case  =  , RD-convergence in  will simply be called RD-
convergence.
One can see that RD-convergence is a pointwise convergence, but requir-
ing that the regulator does not depend on the set.
The concept of uniform RD-convergence is stated in the same fashion,
but with n0 independent of A.
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In the case  =  , uniform D-convergence in  will simply be called
uniform D-convergence.
RD-convergence can be shown to be equivalent to a Cauchy condition:
Proposition 5.3. The measures µn RD-converge in  to some µ if and
only if there exists a regulator ai j such that, for every A ∈  and every
φ ∈  there exists an integer n0 such that
µnA − µn+pA ≤
∞∨
i=1
aiφi
for all n ≥ n0 and all p ∈ ∗.
Theorem 5.4. Let µn be a sequence of uniformly bounded σ-additive
measures, deﬁned on a σ-algebra , and taking values in R. Now let  be any
lattice in , closed under countable disjoint unions. If the measures µn are
RD-convergent in , then they are uniformly -s-bounded.
Proof. Thanks to Lemma 2.5, we can formulate the property of σ-
additivity of the measures µn in the following way. There exists a regulator
ai j such that, for every decreasing sequence Bh in , Bh ↓ , for every
n ∈ ∗, and for every φ ∈  it is possible to ﬁnd an integer h0 such that
vµnBh0 ≤
∞∨
i=1
aiφi (15)
(Here and in the sequel, v = v, and we will not say this explicitly.) As for
the RD-convergence, it can be formulated as a Cauchy property, i.e., there
exists a regulator bi j such that, for every A ∈  and every φ ∈ , an
integer n0 can be found, such that
µnA − µn+pA ≤
∞∨
i=1
biφi (16)
for all n ≥ n0 and every p ∈ ∗.
We shall prove uniform s-boundedness in the following way. Setting ci j =
ai j ∨ bi j , then 6ci j is a regulator, and we will prove that for every disjoint
sequence Hk in  and for every φ ∈  there exists k0 ∈ ∗ such that
sup
n∈∗
vµnHk ≤ 6
∞∨
i=1
ciφi (17)
for all k ≥ k0.
Assume by contradiction that this is not the case. Then there exists a
disjoint sequence Hr in , and some φ ∈ , such that
sup
n∈∗
vµnHr ≤ 6
∞∨
i=1
ciφi (18)
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for all r ∈ ∗. Before going on, let us denote by c the element ∨∞i=1ciφi.
As (18) holds for all r, we deduce that, corresponding to H1, an integer n1
can be found, such that vµn1H1 ≤ 6c, and hence there exists A1 ∈ ,
with A1 ⊂ H1, such that
µn1A1 ≤ 6c
Now, applying RD-convergence, we ﬁnd an integer n′1 > n1 such that
µnA1 − µn+pA1 ≤
∞∨
i=1
biφi
for all n ≥ n′1 and for all p ∈ ∗. By the σ-additivity of µ1 µ2     µn′1 , we
ﬁnd an integer r1 > 1 such that
vµ1 ∨ vµ2 ∨ · · · ∨ vµn′1
( ⋃
r≥r1
Hr
)
≤
∞∨
i=1
aiφi
Now, as Hr1 satisﬁes (18), there exists n2 > n
′
1 such that vµn2Hr1 ≤ 6c
(we must have n2 > n
′
1 because of the last formula). Then there exists
A2 ∈ , with A2 ⊂ Hr1 , such that
µn2A2 ≤ 6c
Denoting by 2 the family of all unions of sets of the type A1A2, (i.e.,
2 = A1A2A1 ∪A2), and applying RD-convergence, we ﬁnd an integer
n′2 > n2 such that
µnE − µn+pE ≤
∞∨
i=1
biφi
for all n ≥ n′2, for all p ∈ ∗, and for all E ∈ 2. Now, by applying the
σ-additivity condition to µ1 µ2     µn′2 , we ﬁnd an integer r2 > r1 such
that
[
vµ1 ∨ vµ2 ∨ · · · ∨ vµn′2
]( ⋃
r≥r2
Hr
)
≤
∞∨
i=1
aiφi
Again, as Hr2 satisﬁes (18), there exists n3 > n
′
2 such that vµn3Hr2 ≤
6c, and hence there exists A3 ∈ , with A3 ⊂ Hr2 , such that
µn3A3 ≤ 6c
Proceeding in this way, we ﬁnd sequences rl nl n′l Al such that
nl+1 > n
′
l > nl rl+1 > rl Al+1 ⊂ Hrl
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for all l;
µnlAl ≤ 6c (19)
for all l;
vµ1 ∨ vµ2 ∨ · · · ∨ vµn′l
( ⋃
r≥rl
Hr
)
≤
∞∨
i=1
aiφi (20)
for all l; and
µnE − µn+pE ≤
∞∨
i=1
biφi (21)
∀n ≥ n′l ∀p ∈ ∗ ∀E ∈ l, where l is the family of all unions of sets from
A1    Al.
Now, set
A =
∞⋃
l=1
Al
and let us show that the Cauchy condition (16) at this set leads to a con-
tradiction. For every ﬁxed l ∈ ∗, we have
µn′lA − µnl+1A
= µn′lA1 ∪A2 ∪ · · · ∪Al − µnl+1A1 ∪A2 ∪ · · · ∪Al
+ µn′lAl+1 − µnl+1Al+1
+
[
µn′l
( ∞⋃
s=l+2
As
)
− µnl+1
( ∞⋃
s=l+2
As
)]
 (22)
Now, we have
µn′lA1 ∪A2 ∪ · · · ∪Al − µnl+1A1 ∪A2 ∪ · · · ∪Al ≤
∞∨
i=1
biφi
because of (21), and
µn′lAl+1 ≤ vµn′l
( ⋃
r≥rl
Hr
)
≤
∞∨
i=1
aiφi
∣∣∣∣∣µn′l
( ∞⋃
s=l+2
As
)∣∣∣∣∣ ≤
∞∨
i=1
aiφi
∣∣∣∣∣µnl+1
( ∞⋃
s=l+2
As
)∣∣∣∣∣ ≤
∞∨
i=1
aiφi
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each holding in view of (20). Now, the Cauchy condition at A gives an
integer l0 such that
µn′lA − µnl+1A ≤ c
holds, for all l ≥ l0. Isolating µnl+1Al+1 from Eq. (22), we get
µnl+1Al+1 ≤ 5c
for all l ≥ l0, which contradicts (19).
Corollary 5.5. Let µn be a sequence of uniformly bounded σ-additive
measures, deﬁned on a σ-algebra , and taking values in R. If the measures
µn are RD-convergent in , then they are uniformly σ-additive, and the limit
of the sequence is a σ-additive measure.
Proof. Uniform s-boundedness follows from Theorem 5.4, taking  = .
Now, uniform σ-additivity is a consequence of Corollary 3.5. Finally, from
this and the weak σ-distributivity of R, the σ-additivity of the limit follows
easily.
We now prove a Schur-type theorem.
Corollary 5.6. Let  = ∗ and let  = ∗. Let µn be any
sequence of uniformly bounded σ-additive measures, deﬁned on  and tak-
ing values in R. Then RD-convergence of the measures µn to some limit µ0
implies uniform D-convergence to µ0.
Proof. Thanks to Corollary 5.5, the measures µn are uniformly σ-
additive, and µ0 is σ-additive. Hence, there exists a regulator ai j such
that, as soon as Hk is a disjoint sequence in , an integer k0 corresponds
to each mapping φ ∈ , such that
vµn
( ⋃
k≥k0
Hk
)
≤
∞∨
i=1
aiφi
for all n ∈ ∗ ∪ 0. Moreover, thanks to Lemma 2.5 there exists a regu-
lator bi j such that, for every integer h and every φ ∈  an integer n0
corresponds, such that
∑
q≤h
µnq − µ0q ≤
∞∨
i=1
biφi
as soon as n ≥ n0. Setting Ai j = ai j ∨ bi j , we shall prove that for each
φ ∈  there exists n∗ such that
µnF − µ0F ≤ 3
∞∨
i=1
Aiφi
for all F ∈  , and all n ≥ n∗.
uniform s-boundedness and convergence results 191
Indeed, ﬁx φ ∈ , and take Hk = k for each k ∈ ∗. Hence, by
uniform σ-additivity, an integer k0 corresponds, such that
vµnk0 k0 + 1    ≤
∞∨
i=1
aiφi
for any n ∈ ∗ ∪ 0. Now, an integer n∗ exists, such that
∑
q≤k0
µnq − µ0q ≤
∞∨
i=1
biφi
holds, as soon as n ≥ n∗. Thus, arbitrarily ﬁxing F ∈ , we have, for each
n ≥ n∗,
µnF − µ0F ≤ µnF ∩ 1     k0 − µ0F ∩ 1     k0
+ vµnF ∩ k0 + 1 k0 + 2   
+ vµ0F ∩ k0 + 1 k0 + 2   
≤
∞∨
i=1
biφi + 2
∞∨
i=1
aiφi ≤ 3
∞∨
i=1
Aiφi
This concludes the proof.
A ﬁnitely additive version of Theorem 5.4 will now be given: it is well
known that in general the result is false, when the domain of the measures is
not a σ-algebra; so we shall assume that our measures, though ﬁnitely addi-
tive, are deﬁned on a σ-algebra. However, we also need a further assump-
tion, i.e., that our measures are absolutely continuous with respect to some
ﬁnitely additive real-valued non-negative measure.
Corollary 5.7. Let µn be a sequence of ﬁnitely additive measures, uni-
formly bounded, deﬁned on a σ-algebra , and RD-convergent to some limit
µ0. If the measures µn are absolutely continuous with respect to a ﬁnitely addi-
tive measure ν  → +0 , then they are uniformly s-bounded and uniformly
absolutely continuous.
Proof. Thanks to Theorem 4.8, the last assertion follows from uniform
s-boundedness, so we shall prove this only. Thanks to Lemma 2.5, we can
see that there exists a regulator ai j such that, for each disjoint sequence
Hk in , every φ ∈ , and every n ∈ ∗ an integer k0 exists, such that
vµnHk ≤
∞∨
i=1
aiφi
192 boccuto and candeloro
for all k ≥ k0. Moreover, thanks to RD-convergence, there exists a regula-
tor bi j such that, for every A ∈ , and every φ ∈ , an integer n0 can
be found, such that
µnA − µ0A ≤
∞∨
i=1
biφi
for all n ≥ n0.
We shall prove uniform s-boundedness in the following way. Setting ci j =
ai j ∨ bi j , 6ci j is a regulator, and we claim that it works for uniform
s-boundedness. If this is not the case, then there exist
a disjoint sequence Hk in ,
a mapping φ ∈ , and
a subsequence µnk, such that
µnkHk ≤ 6
∞∨
i=1
ciφi (23)
for all k. Now, there exists a subsequence Hkr  such that ν is σ-additive
in the σ-ﬁeld  generated by the sets Hkr (see [15]). This implies also that
the measures µn are σ-additive in . Now, by using Corollary 5.5 we see
that 6ci j is a regulator for the uniform s-boundedness of the measures
µn in , and this contradicts (23). This concludes the proof.
REFERENCES
1. P. Antos´ık and C. Swartz, The Nikody´m convergence theorem for lattice-valued measures,
Rev. Roumaine Math. Pures Appl. 37 (1992), 299–306.
2. G. Birkhoff, “Lattice Theory,” Am. Math. Soc., Providence, 1940.
3. A. Boccuto, On Stone-type extensions for group-valued measures, Math. Slovaca 45
(1995), 309–315.
4. A. Boccuto, Vitali–Hahn–Saks and Nikody´m theorems for means with values in Riesz
spaces, Atti Sem. Mat. Fis. Univ. Modena 44 (1996), 157–173.
5. A. Boccuto, Integration in Riesz spaces with respect to D-convergence, Tatra Mt. Math.
Publ. 10 (1997), 33–54.
6. J. K. Brooks, On the Vitali–Hahn–Saks and Nikody´m theorems, Proc. Nat. Acad. Sci.
U.S.A. 64 (1969), 468–471.
7. J. K. Brooks, Equicontinuous sets of measures and applications to Vitali’s integral con-
vergence theorem and control measures, Adv. Math. 10 (1973), 165–171.
8. J. K. Brooks and R. S. Jewett, On ﬁnitely additive vector measures, Proc. Nat. Acad. Sci.
U.S.A. 67 (1970), 1294–1298.
9. F. Caﬁero, Sulle famiglie compatte di funzioni additive d’insieme astratto, in “Atti IV
Congresso U.M.I.,” pp. 30–40, 1951.
10. D. Candeloro, Uniforme esaustivita` e assoluta continuita`, Boll. Un. Mat. Ital. B 4 (1985),
709–724.
uniform s-boundedness and convergence results 193
11. D. Candeloro, Sui teoremi di Vitali–Hahn–Saks, Dieudonne´ e Nikody´m, Rend. Circ. Mat.
Palermo (2) 8, (1985), 439–445.
12. D. Candeloro and G. Letta, Sui teoremi di Vitali–Hahn–Saks e di Dieudonne´, Rend.
Accad. Naz. Sci. XL Mem. Mat. 9 (1985), 203–213.
13. P. de Lucia and P. Morales, Equivalence of Brooks–Jewett, Vitali–Hahn–Saks and
Nikody´m convergence theorems for uniform semigroup-valued additive functions on a
Boolean ring, Ricerche Mat. 35 (1986), 75–87.
14. P. de Lucia and P. Morales, Some consequences of the Brooks–Jewett theorem for additive
uniform semigroup-valued functions, Confer. Sem. Mat. Univ. Bari 227 (1988), 23.
15. J. Diestel and J. J. Uhl, “Vector Measures,” Am. Math. Soc. Providence, 1977.
16. L. Drewnowski, Topological rings of sets, Continuous set functions, Integration. I, II,
III, Bull. Acad. Polon. Sci. Se´r. Sci. Math. Astronom. Phys. 20 (1972), 269–276, 277–286,
439–445.
17. L. Drewnowski, Equivalence of Brooks–Jewett, Vitali–Hahn–Saks and Nikody´m theorems,
Bull. Acad. Polon. Sci. Se´r. Sci. Math. Astronom. Phys. 20 (1972), 725–731.
18. M. Duchonˇ and B. Riecˇan, On the Kurzweil–Stieltjes integral in ordered spaces, Tatra Mt.
Math. Publ. 8 (1996), 133–141.
19. W. Filter, Representation of Archimedean Riesz spaces—a survey, Rocky Mountain
J. Math. 24 (1994), 771–851.
20. E. E. Floyd, Boolean algebras with pathological order properties, Paciﬁc J. Math. 5 (1955),
687–689.
21. D. H. Fremlin, A direct proof of the Matthes–Wright integral extension theorem, J.
London Math. Soc. 11 (1975), 276–284.
22. G. Fox and P. Morales, The´ore`mes de Nikody´m et de Vitali–Hahn–Saks pour les mesures
a` valeurs dans un se´migroupe uniforme, in Lecture Notes in Mathematics, Vol. 1033, pp.
199–208, Springer-Verlag, Berlin/NewYork, 1983.
23. E. D. Habil, Brooks–Jewett and Nikody´m convergence theorems for orthoalgebras that
have the weak subsequential interpolation property, Internat. J. Theoret. Phys. 34 (1995),
465–491.
24. P. R. Halmos, “Measure theory,” Van Nostrand, New York, 1950.
25. W. A. J. Luxemburg and A. C. Zaanen, “Riesz Spaces, I,” North-Holland, Amsterdam,
1971.
26. W. Orlicz and R. Urban´ski, A generalization of the Brooks–Jewett theorem, Bull. Acad.
Polon. Sci. Se´r. Sci. Math. 28 (1980), 55–59.
27. E. Pap, The Vitali–Hahn–Saks theorems for k-triangular set functions, Atti Sem. Mat. Fis.
Univ. Modena 35 (1987), 21–32.
28. E. Pap, The Brooks–Jewett Theorem for non-additive set functions, Zb. Rad. Prirod.-Mat.
Fak. Ser. Mat. 21 (1991), 75–81.
29. E. Pap, “Null-Additive Set Functions,” Kluwer Academic/Ister Science, Bratislava, 1995.
30. B. Riecˇan and T. Neubrunn, “Integral, Measure and Ordering,” Kluwer Academic/Ister
Science, Bratislava, 1997.
31. W. Schachermayer, On some classical measure-theoretic theorems for non-sigma-complete
Boolean algebras, Dissertationes Math. (Rozprawy Mat.) 214 (1982), 1–33.
32. R. Sikorski, “Boolean Algebras,” Springer-Verlag, Berlin, 1964.
33. C. Swartz, The Nikody´m boundedness theorem for lattice-valued measures, Arch. Math.
53 (1989), 390–393.
34. M. Vra´belova´ and B. Riecˇan, On the Kurzweil integral for functions with values in ordered
spaces, III, Tatra Mt. Math. Publ. 8 (1996), 93–100.
35. B. Z. Vulikh, “Introduction to the Theory of Partially Ordered Spaces,” Wolters–
Noordhoff, Groningen, 1967.
194 boccuto and candeloro
36. H. Weber, Compactness in spaces of group-valued contents, the Vitali–Hahn–Saks
theorem and Nikody´m’s boundedness theorem, Rocky Mountain J. Math. 16 (1986),
253–275.
37. J. D. M. Wright, Stone-algebra-valued measures and integrals, Proc. London Math. Soc.
19 (1969), 107–122.
38. J. D. M. Wright, The measure extension problem for vector lattices, Ann. Inst. Fourier
(Grenoble) 21 (1971), 65–85.
