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The sequence of integrals 1 I, = ..- s s . . . x,)(zl-%nl dx, . . &, 0 0 
is investigated. It is shown that lim.,,I. = 1 with 4 = la and I,,+1 > 1, for 
all n > 2. Further I,, is generalized to I(t) for any real t with I,, = I(n). I(t) is the 
ratio of two functions, the denominator being the gamma function and the 
numerator a function similar to the gamma function. 
1. INTRODUCTION 
The question which of the two integrals 
I1 = 
I 
’ xx dx, -r,= l1 
0 ss 
o o Cv)z” dx dr 
is larger, was recently raised [l]. It is easy to see that 1, = I, . Let u = xy 
and v  = y, then 
l I2 = 
Sf 
l uu ““,“” - 
0 u 
j+og (;) du. 
Taking the difference, 
I2 - II = - j: (log u + 1) u” du = - I: d(e) 
1 
= - u” =-1+1=0. 
0 
A computation showed that the common value of the two integrals is 0.7834. 
In the above as well as in the ensuing discussion the improper integrals, due 
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to the singularity of the integrand at the lower limit, are understood in the 
usual sense. 
A rather natural generalization is now the consideration of the sequence of 
integrals 
. . . xn)=l-” dx, . . . dxn . 
In Section 2, I= is reduced to a one-dimensional integral. The sequence (In> 
is shown to converge monotonically to 1 in Section 3. The definition of I, is 
then extended to I(t) for all real t. I(t) is the quotient of two functions. The 
numerator is similar to the gamma function. The denominator is the gamma 
function. Some properties of I(t) are given in Section 4. 
2. INTEGRATION 
We provide an inductive proof for 
LEMMA 1. 
I, = & j:u“ (log;+ldu. 
Proof. Let l/Jr be the Jacobian of the transformation 
%l = Xl 9 
. . . . . 
so that 
%-2.1 = G-2 7 
%-1.1 = %-1% > 
u n.1 = x73 > 
Suppose that after k such transformations and integrations, where 
l<k<n-1, 
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where 
LTk = [(ul k “’ un-k k) exp(ul B “. un-k,lc)]? 
D, = du,.; ... dU,-;,, . ’ 
Let 
so that 
%,k+l = %,k i 
%-kc-Z,k+l = %-k--2.k I 
Un-k-l.k+l = u,-k-l,7c”,-k.l~ 7 
%--k.k+l = %-k,k 7 
]k+l = %-k,, = %-k.k+l * 
For limits of integration we have 0 < uf,*+r < 1 for 1 <j < n - k - 1 
and u <u n k l.k+l L < 1. Therefore _ _ n-k.k+l 1 
1, = $ j: “’ j :  ,t --K--l kC1 uk,, ~~~[(~/%-k,k+,)l” Dk,, d”~-k,k+,/%-k,k+, 
n * 
1 
=&! o"' s s 
’ uk+,[log(l/u~-k-,,k+,)l’k+l’ Dk+, 
o 
and the lemma is proved. 
3. THE SEQUENCE &) 
The result of the previous section is useful in studying the convergence of 
the sequence (In}. Notice that the maximum and minimum of the function 
xz for x E [0, l] are 1 and (~r)~-l = CY N 0.6992, respectively. Hence 
and upon integration we obtain the bounds 01 < I,+1 < 1, Vn. 
Next we establish monotonicity. 
LEMMA 2. I, -c I,+1 , Vn > 2. 
Proof. Write 
I,’ = (n - l)! I, = j: x2+1 i (log $)“-’ dx 
and integrate by parts to obtain 
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since 
where 
Therefore 
Now 
Consider 
1 n lim xz+l log - 
x-0 ( ) X 
= 0, 
= 1’ x”+r(log x + 1) (log +)” dx. 
0 
I1 = Ig =a s, = 0. 
S, = 1; x”+l(log x + 1) (log f - 1) (log ;)fl dx 
=--- ,; x”+l(log x + 1)2 (log ;)” dx < 0. 
since the integrand is everywhere positive on [0, I]. 
It follows that 
n!(I, - &+I) = s, < 0, ifn > 2, 
so 
4 -=L In+1 3 vn > 2. 
The boundedness and monotonicity of (1;2} guarantee the existence of 
liw,, I, . To obtain its value it is worthwhile to notice that the sequence 
converges uniformly to the zero function on every subinterval of (0, I], though 
it does not converge uniformly on [0, l] (see Fig. 1). This is also true for 
&(4 = @ _1 I)! 1%; ( ) 
n-1 
' 
This observation is used to show that in the limit the only nonzero contribu- 
tion of the integral I, is obtained by integrating over an arbitrarily small 
subinterval [0, c], and furthermore the limit of I,, is 1. 
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FIG. 1. The sequence of integrands. 
LEMMA 3. 
(a) F+% 1, = ti j: f,(x) dx for my c E (0, 11; 
(b) ;i j; g,(x) dx = $ j&(x) dx = 1 for an. c E (0, 11. 
Proof. 
By the uniform convergence of fn on [c, I] we have 
lim I, = lim n+m jc fn@> dx + j; ;i fn(x) dx n+m @ 
(b) Similarly, for g,(x), since s:g,(x) dx = 1, %z, the limit is also 1. 
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THEOREM 1. limn+- I,, = 1. 
Pmof. For c E (0, e-l), we have 
Taking the limit as n --f co, in view of Lemma 3, we get 
The inequality is true for arbitrarily small c, hence 
hiIn = 1. 
4. THE FUNCTION l(t) 
The form of I, provided by Lemma 1 easily lends itself to the generaliza- 
tion 
f(t) 
w = r(t) 2 
where 
f(t) = ,:x3: (log ;)‘-’ dx 
for all real t. We consider now the behavior of I(t) for nonnegative t. The 
following properties of I easily follow: 
01 <I(t) < 1, t E (0, m) 
and 
1;s I(t) = l,? I(t) = 1. 
A few remarks about f are in order. This function is convex upward, since 
for each x the function (log l/~)~-l has the same property. Further, from the 
definition, the bounds 
d(t) < F(t) < F(t), t > 0, 
where LY. = (~l)~-’ N 0.6992, are immediately evident. These two observa- 
tions point out some of the similarities between r and r. 
Proceeding, we now generalize Lemma 2: 
p(t) = r(t)I(t) = s: x=+1 $ (log +)“-’ dx. 
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Integrating by parts, we obtain 
where 
T(t) = f qt f 1) + + S(t), t > 0, 
S(t) = J-l x”“(log x + 1) (log i)” dx. 
0 
In terms of I(t), 
1(t) = I(t + 1) + w/w + 1). 
Since 
41) = w, S(1) = 0. 
Further 
S(t + 1) - s(t) = - j: xz+r(log x + 1)” (log ;)’ dx < 0 
for all t. 
We have 
S(t) = je-l 
0 
..+i(log x + 1) (log +)’ dx + j:, x”+l(log x + 1) (log ;) ’ dx 
and we note that the first integrand is negative on (0, e-l), the second positive 
on (e-l, 1). 
For x E (0, e-l), 
log; > 1, 
( 1 
log + t > log + ) t>l 
< log ; ) t < 1. 
For x E (e-l, 1) 
0<1og;<1, (log~)t<log;, t> 1, 
>log$, o<t<1. 
Therefore 
S(t) < S(1) = 0, t> 1, 
S(t) > S(1) = 0, t < 1. 
It follows that 
qt + 1) - I(t) > 0, t> 1, 
< 0, t < 1. 
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From the above properties of I(t), and using the relation r(t + 1) = U’(t), 
we obtain 
f(t + 1) > tP(t), t > 1, 
F(t + 1) = tf(t>, t = 1, 
qt + 1) < t&), t < 1. 
Since r is convex upward, r has its minimum in (1,2). The location of 
the minima of r and I relative to the minimum of r will be discussed after 
we introduce a function which compares the rate of growth of r and i? Let 
D(t) = r’(t) - f’(t) 
or 
D(t) = 1: (1 - xz) (log ;)“-’ log log ; dx. 
Differentiating, we get 
D’(t) = I’ (1 - x”) (log ;)‘-i (log log ;)a dx > 0. 
0 
Hence D(t) is monotone increasing for all t. In addition, it is easily seen that 
l;+u D(t) = - co and $2 D(t) = co. 
Hence there exists exactly one tl E (0, co) such that D(tl) = 0. 
Now let to and i, minimize r and F, respectively. Choose ti so that 
I’(tJ = 0. Since 
I’(t) = 
r(t) P(t) - f(t) r’(t) 
r2w 
, 
it follows that 
P(ti) = Ipi) ryq. 
I f  either f’(ti) or I”(ti) is zero, then both are zero. Also D(ti) = 0. That is, 
if any two of the numbers to , o, 1 , t t and ti are equal, they are all equal. 
Assume that this is not the case. Investigation of D shows that one of two 
conditions must hold: 
(I) to -=c to < t1 , 
(2) t, < to < $ . 
In case (1) it is easily seen that 
I’(t) > 0 for t E [i. , tl] 
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and I(t) has a minimum at ti E (0, t,,). Hence 
ti < to < t, < t, . 
In case (2), 
I’(t) < 0 for t E [tl , t,] 
and I(t) has a minimum at ti > &, . Hence 
t, < t, < t, < ti . 
A computation showed that the first case actually occurs. In particular, to 
eight significant figures 
t, = 1.4591792, fi(t,) = 0.68264969, 
t, = 1.4616321, r(t,,) = 0.88560319. 
The functions r, r, and I are tabulated in Table I. The computation was 
TABLE I 
t 
UOOOOOOE-1 
1 .OOOOOOOEO 
1.5OOOOOOEO 
2.OOOOOOOEO 
2.5OOOOOOEO 
3.OOOOOO0EO 
3.5OOOOO0E0 
4.OOOOOOOEO 
4.XIOOOOOEO 
5.OOOOOOOEO 
5.5000000EO 
6.0000000EO 
6.5OOOOOOEO 
7.OOOOoO0EO 
7.5OOOOOOEO 
8.OOOOOO0EO 
8.5OOOOOOEO 
9.oooooO0EO 
9.5oooooOEO 
1.OOOOOO0E1 
W) 
1.497761530 
7.8343051E-1 
6.83268593-l 
7.83430513-l 
1.0731112EO 
1.669860230 
2.866040030 
5.325486330 
1.058021831 
2.221760431 
4.939229461 
1.1473492E2 
2.781295932 
7.012820132 
1.834153233 
4.964185033 
1.387491034 
3.9975486E4 
1.1852863E5 
3.6114453E5 
1.1124539EO 
1 .OOOOOOOEO 
8.8622693E-I 
l.OOOOOO0EO 
1.329340430 
2.OOOOOO0EO 
3.323351030 
6.OOOOOOOEO 
1.163172831 
2.4OOOOOOEl 
5.2342778El 
1.2OOOOOOE2 
2.8788528E2 
7.2OOOOOOE2 
1.871254333 
5.040000033 
1.4034407E4 
4.032OOOOE4 
1.1929246E5 
3.628800035 
I(t) 
8.4502144E-1 
7.83430513-l 
7.7098604E-1 
7.83430513-l 
8.0725091E-1 
8.3493011E-1 
8.62394623-l 
8.87581043-l 
9.09599823-l 
9.28233513-l 
9.43631503-l 
9.56124353-l 
9.66112583-l 
9.7400279E-1 
9.80173143-l 
9.8495735E-1 
9.88639563-l 
9.9145551E-1 
9.9359698&-l 
9.95217503-l 
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carried out using a Romberg-type integration. Other computational schemes 
for calculating integrals involving x5 have also been used [2, 3, 41. 
The behavior of I is summarized in Fig. 2. 
I(1) I 
1.0 ---------------------- 
: : : / ----  
.71 1 0 2 1 1 0 1 ‘- 
0 12 3 4 5 6 7 St 
FIG. 2. Graph of the function I. 
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