Abstract-Wireless sensor network (WSN) consisting of a large number of nodes, are usually deployed in a large region for environmental monitoring, security and surveillance. The data collected through high densely distributed WSN is immense. To improve measure accuracy and prolong network lifetime, reducing data traffic is needed. Compressive sensing (CS) is a novel approach to achieve much lower sampling rate for sparse signals. In order to reduce the number of data transmissions and save more energy, we apply CS theory to gather and reconstruct the sparse signals in energy-constrained large-scale WSN. Instead of sending full pair-wise measurement data to a sink, each sensor transmits only a small number of compressive measurements. The processes of CS aggregation in WSN are given, including sparse presentation of signal, observation matrix and reconstruction algorithm design. The relationship between observations and reconstruct MSE are also discussed. Simulation result shows that our scheme can recovery the unknown data with acceptable accuracy as well as reduce global scale cost.
I. INTRODUCTION
The wireless sensor networks are consisted of hundreds to thousands of inexpensive wireless nodes, each with some computational power and sensing capability, operating in an unattended mode. They are intended for a broad range of environmental sensing applications from vehicle tracking to habitat monitoring [1] . The problem of efficiently transmitting or sharing information from and among a vast number of distributed nodes makes a great challenge to the energy and computation consumption of the sensor nodes.
Compressive sensing [2] [3]is a collection of recently proposed sampling methods in information theory which deals with estimating an unknown signal with fewer measurements than the Nyquist sampling theorem dictates. Compressed sensing (CS) theory has recently become widely popular to improve system efficiency in the field of image processing, geophysics, medical imaging, computer science, as well as in Wireless Sensor Network (WSN). The two key ideas of CS are sparsity and incoherence. The former depends on single itself, the latter depends on both single and sensing environment.
Wireless sensor networks (WSN) gather sensing data from spatially deployed sensor nodes through wireless communications. However, the enormous energy consumption and communication costs are challenges inherent in a large-scale WSN because of a number of sensor nodes. It is well known that proper data aggregation techniques [4] may reduce the amount of data transmission load carried by a WSN and may hence improve its performance in every aspect. However, conventional aggregation techniques just extract some statistical characteristics from sensing data and loss some features [5] , other technology such as Slepian-Wolf coding [6] , need using non-cooperative data compress, without prior knowledge of the data correlation structure could render it impossible to perform the coding operations. Collaborative in-network compression makes it possible to discover the data correlation structure through information exchange [7] , the resulting high computation and communication load may potentially offset the benefit of this aggregation technique.
CS has been envisioned as a useful technique to improve the performance of WSN [8] [9] . It can use for single processing, signal detection [10] , channel estimation [11] [12] , etc. Current works for aggregation mainly consider single-hop aggregation [13] and data distribution [14] . In this paper, we consider the application of a new decentralized compression technology known as compressed sensing (CS), to innetwork data aggregation.
The remaining of our paper is organized as follows. In Section II, we discuss some related work about data aggregation in WSN. In section III, we review the basic CS concepts that are relevant to our problem. In section IV, we discuss the applications of Compressive Sensing for Wireless sensor network. In section V, we discuss the concept of Orthogonal Matching Pursuit. We then describe the work process of CS data aggregation for WSN in section VI. In Section VII, we show the simulation results. Finally, we conclude the paper in Section VIII.
II. DATA AGGREGATION AND RELATED WORK

A. Data Aggregation
One of the basic distributed data processing procedures in the wireless sensor networks is data aggregation. Data aggregation has been put forward as an essential paradigm for wireless routing in sensor networks [15] . An important topic addressed by the WSN community over the last several years has been in-network aggregation. In typical sensor network scenarios, data is collected by sensor nodes throughout some area, and needs to be made available at some central sink node (s), where it is processed, analyzed, and used by the application. Given the application area, network resource constraints, and the fact that local computation often consumes significantly less energy than communication, in-network data aggregation and management are at the very heart of sensor network research.
In WSN, a sensing field usually exhibits high correlation between the measured data and can be compressible in some transform domains. In many cases, data generated by different sensors can be jointly processed while being forwarded towards the sink,.
Data aggregation is recognized as one of the basic distributed data processing procedures in wireless sensor net-works for saving energy and reducing medium access layer contention. The aggregation operation is also helpful in reducing the contention for communication resources.
In-network data aggregation can be considered a relatively complex functionality, since the aggregation algorithms should be distributed in the network and therefore require coordination among nodes to achieve better performance. Also, we emphasize that data size reduction through in-network processing shall not hide statistical information about the monitored event.
B. CS and its Applation in Data Aggregation
In wireless sensor network (WSN) there are two main problems with conventional compression techniques. Firstly, the compression performance relies heavily on how the routes are organized. In order to achieve the highest compression ratio, compression and routing algorithms need to be jointly optimized. Secondly, efficiency of an in-network data compression scheme is not solely determined by the compression ratio, but also depends on the computational and communication overheads.
Compressive data aggregation technique helps to solve these problems. By the CS technique, data are gathered at some intermediate node where the data size is reduced by applying compression technique without losing any information of complete data. Compressive data aggregation technique requires each node in the WSN to send exactly k packets irrespective of what it has received, which means, compared with traditional techniques, more load for the nodes which are far away from the sink and less load for the nodes that are close to the sink. Data compression and aggregation technique have the potential to improve WSN energy efficiency and minimize communication.
The applications of compressive sensing for data gathering have been studied in a few papers. [16] proposed that every sensor in the field computes and stores sparse random projections in a decentralized manner and sends its aggregates randomly within the network. In [17] Lee et al. investigated CS for energy efficient data gathering in a multi-hop wireless sensor network. In [18] , Luo et al. applied compressive sensing theory for efficient data gathering in a large scale wireless sensor network. They showed that the proposed scheme can substantially save communication cost and increase network capacity. In [19] , the authors propose two different ways (plain-CS and hybrid-CS) of applying CS to WSNs at the networking layer, in the form of a particular data aggregation mechanism.
III. COMPRESSED SENSING BASIS
A. Compressed Sensing
A simplified explanation of compressed sensing is as follows: A signal projected linearly onto a lower dimensional space can be used to reconstruct the original higher-dimensional signal with high probability if the signal is sparse and the projection matrix satisfies the restricted isometry property (RIP, explained in section III, D).
Traditionally, one is required to acquire the full Nsample of signal to compute the complete group of transform coefficients. The traditional compression techniques suffer from an important inherent inefficiency since it computes all N coefficients and records all the nonzero, although K N << . CS can be explain simply as follows: A signal projected linearly onto a lower dimensional space can be used to reconstruct the original higher-dimensional signal with high probability if the signal is sparse and the projection matrix satisfies the restricted isometry property (RIP).The work process is shown in Figure 2 . Compressed sensing conducts a signal-independent linear projection of the original signal onto a lower-dimensional space (M-dimensional, M S N ≤ ≤ ), which yields poor compression performance. Therefore, it can be stated that the conventional compression method is superior to compressed sensing for the known signals in terms of compression performance. 
B. Sparse Representations
The data should be compressible and can be transformed in some sparse representations. A signal is called sparse when it is represented by a small number of nonzero coefficients in any convenient domain [20] .If a signal is represented in a non-orthogonal domain, including any user-defined domain, the signal is also called sparse.
The natural signals in time domain are not sparse, but they are sparse when transform to some domain. Take a figure for example, almost pixels are nonzero, but they tend to be zero in wavelet domain, most information of the original figure can be expressed by several big coefficients. A 1-D discrete time domain signal f with length N can be expressed by a set of Linear Combinations of Orthonormal Basis
where, 1 2 [ , , , ]
ψ is column vector,
,
x is the visible equivalent representation of the signal f , if x has only a small number of large coefficient, then the signal f is compressible. If x have k nonzero element,
we call x is a k sparse representations of the signal f .
C. Obervation Matrix
We first consider First consider the general problem of signal reconstruction, given a observation matrix * ( )
<< and the linear observed value of a unknown signal x in this matrix
In Eq. (1), can be considered as a linear projection of x from the Φ , so we can reconstruct x from y . From (1) we know that the dimension of y is far less than x, so it has infinite many solutions.
It is hard to recovery x from y because (1) 
Reconstruction of the original signal s can be found via the l1 minimization problem, as described below, as long as RIP is satisfied. An intuitive explanation of RIP is as follows: the Euclidian distance between any two 1 N × S-sparse vectors is approximately preserved after the measurement as long as Q obeys RIP. The l1-norm minimization problem finds ŝ that minimizes the l1-norm subject to Y S = ΦΨ among all possible S-sparse vectors.
IV. APPLATION OF COMPRESSIVE SENSING FOR WIRELESS SENSOR NETWORK
A. WNS without Compressed Sensing
A WSN consists of a large number of nodes with small devices each with sensing, processing, communication and controlling abilities to monitor the real environment. A WSN with N nodes, each having information or data , 1, 2, 3
Each i x has a scalar value and therefore network data is arranged in a vector as [21] 1 2
[ , ]
As mentioned in Section 2, one is required to acquire the full N -samples of signal to compute the complete group of transform coefficients although K<<N (K is nonzero coefficients of information). The network data vector is very large and it is a problem of processing in a WSN with thousands or millions of nodes.
B. WNS with Compressed Sensing
The phrase compressed sensing refers to the problem of realizing a sparse input X using few linear measurements that possess some incoherence properties. The key objective in compressed sensing (also referred to as sparse signal recovery or compressive sampling) is to reconstruct a signal accurately and efficiently from a set of few non-adaptive linear measurements.
CS theory asserts that one can recover certain signals from far fewer samples than what have been acquired from the sensors, if those signals can be sparsely represented in a proper basis [22] . It also can be used in a WSN scenario with n nodes, each node acquiring a sample (e.g., temperature) i x . Our goal is to collect the vector 1 2 [ , ]
T n X x x x = ⋅ ⋅ ⋅ at the sink. We say x has an m-sparse representation if there exists a proper basis 1 2 [ , ] 
and letting X S = Φ , with Ŝ being the optimal solution of (2).
The condition that guarantees the correctness of this recovery is given by log k C m n > × × , where C is some small constant. The sink needs to collect only m<< n samples to reconstruct the sensory data represented by the n samples.
According to the description above, Φ and Ψ are two keys to applying CS in WSN. Using pseudo-random number generators to produce the entries of Φ , we can meet the i.i.d. criterion while avoiding actually transmitting Φ by seeding the generators using publicly known numbers. For example, if we associate a specific generator with a node i, the i-th column of Φ , i φ can be generated anywhere with consistent output. Although the Ψ that yields the sparsest representation of X may not be known, wavelets are in general considered as a good candidate for Ψ .
V. ORTHOGONAL MATCHING PURSUIT ALGOR ITHM
There are lots of common CS reconstruction algorithms including both the LASSO (Least Absolute Shrinkage and Selection Operator) and LARS (Least Angle Regression) algorithms and the Orthogonal Matching Pursuit (OMP) algorithm. There have been two distinct major approaches to sparse recovery that each present different benefits and shortcomings. The first, ℓ1-minimization methods (see appendix B) such as Basis Pursuit (BP), use a linear optimization problem to recover the signal. This method provides strong guarantees and stability, but relies on Linear Programming, whose methods do not yet have strong polynomially bounded runtimes. The second approach uses greedy methods that compute the support of the signal iteratively.
The sparse vector Θ can be accurately recovered from Y using the reconstruction techniques, one of those is Orthogonal Matching Pursuit (OMP) [23] , which solves the reconstruction problem by identifying the component of the sparse signal in each iteration which is most coincident with the sampling value. The most potent is fast implementation and easy to realize, especially apply to energy limited WSN. When SINK received the M values, it can use OMP algorithm to rebuildŷ , and then compute the Mean Squared Error (MSE). The work process is below 
6) 1 t t = + , if t k < return to step 2) 7) Nonzero index of Θ store in k Λ .
VI. AGGREGATION IN WSN BASED ON CS
In WSN, data generated by different sensors can be jointly processed while being forwarded toward the sink. Data aggregation is the simplest type of in-network processing which combines data from different sources or nodes into a single entity. In sensor networks, the data gathered by spatially close sensors are usually correlated, so the node information is compressible. We can use CS technology to eliminate data redundancy.
We model the WSN as a set of nodes, which consisted of N nodes and a sink. Each node is associated with a geographical location. We assume that all nodes send sensory data to the sink with the same rate, time is slotted and all the nodes are synchronized, and the network is operated in a conflict-free and scheduled manner. We assume that all the nodes have the same transmit power and the same data-rate. We use clustering scheme, the cluster head collect data from cluster member and sent it to sink. The algorithm process is as follows.
A. Sparse Representations and Transformation Matrix
From the analysis in section III we know, Ψ is used for making compressible single sparse. We use wavelet basis compressed algorithm or 5/3 wavelet lifting algorithm in index A. Assume there is a perfect optimal basis Ψ , which can make original data *1 N X sparse, the compressed data is
with k nonzero values from beginning.
B. Generation of Observation Matrix
The ( ) 0,1 N independent identically distributed observation matrix meet the requirement of CS theory [24] , the element in matrix almost not correlated with sparse element, the observation matrix Φ is bellow:
The sink needs to store all the n seeds, such that it can generate Φ in order to process the compressed data. In N nodes, the nodes which store nonzero value (the former k nodes), generates M (where, log M k N = ) elements which are ( )
C. Clustering and Data Transmission
The clustering is an efficient mechanism in large scale Wireless Sensor Network. In our model, cluster work in slotted way. Cluster heads will aggregate the data of slave nodes, and then sent it to sink.
According to the principle of observation, the cluster head just need the data from its slave nodes. In a cluster with N nodes, 
So the data received cluster is
The clusters sent data to sink by the same method. So the data received by SINK is
D. Algorithm of Reconstruction
The sparse vector θ can be accurately recovered from y using the reconstruction techniques, one of those is Orthogonal Matching Pursuit (OMP), which most potent is fast implementation and easy to realize, especially apply to energy limited WSN. When SINK received the M values, it can use OMP algorithm to rebuildŷ , and then compute the Mean Squared Error (MSE).
VII. SIMULATION RESULTS
Assume there are N nodes in a 2 dimensional area show in Figure 3 , each node store a sensing value in Figure 4 , so the original data are N dimensional vector Firstly, we transform the original data in figure 4 to ksparse matrix by transform matrix Ψ , so the N dimensions X will be compressed to k-sparse single Θ in Figure 5 .
The data received by SINK is show in Figure 6 . Finally, when SINK received y, recovery the data by OMP algorithm, we can estimate the Θ fromΘ , Figure 7 is the comparison between original data and reconstructed data. By comparison between original data and reconstructed data in Figure 7 , we can see that MSE of reconstructed accuracy less than 0.005. We select different observations M , and get different reconstructed precision. The more the observations, the more accurate of data be reconstructed. Figure 8 is the relationship between observations and reconstruction MSE. From Figure 8 we can see, the MSE is below 0.02 when observations larger than 80, we can recovery the data efficiently. In the paper, we give the processes of CS aggregation in WSN, including sparse presentation of signal, observation matrix and reconstruction algorithm design. We also discussed the relationship between observations and reconstruct MSE are also discussed. The transmitted data are reduced due to the sparsity of sensing signal, the communication overload of cluster head and slaves also can be reduced which can reduce the energy consumption and prolong the lifetime of the whole WSN.
As we know, how to select an optimal transformation basis is directly related to the selection of the follow-up observation matrix, and it will also affect the reconstruction quality. In this paper, we did not do much introduction to the design of the transformation matrix. This should be our research work in future.
APPENDIX A WAVELET TRANSFORM FRAME Wavelet transformation is a fast-developing and popular signal analysis method. Wavelet analysis allows the use of long time intervals for more precise low frequency information, and short regions for high frequency information.
Lifting scheme is a new method for constructing wavelets and performing wavelet transform based on wavelet theory in recent years. It has many advantages for example simple structure, fast calculation, in-place operation. At the same time, it can realize integer to integer wavelet transform and can reconstruct original signal accurately. So it has been extensively used in the field of signal process. Lifting scheme based on wavelet transform is also used in our paper. The main work process is shown below. Recovering 0 x given A and b constitutes a non-trivial linear inversion problem, since the number of measurements in b is smaller than the number of unknowns in 0 x . A conventional solution to this problem is the linear least squares, which finds the minimum 2 lnorm solution (or the solution of least energy) to this system. However, if 0 x is sufficiently sparse and the sensing matrix A is incoherent with the basis under which 0 x is sparse (i.e., the identity matrix in the standard form), then 0 x can be exactly recovered by computing the minimum l 1 -norm solution. The l 1 At present, the basic CS theory includes recoverability and stability: the former quantifies the central fact that a sparse signal of length p can be exactly recovered from far fewer than p measurements via l1-minimization or other recovery techniques, while the latter specifies the stability of a recovery technique in the presence of measurement errors and inexact sparsity. So far, most analyses in CS rely heavily on the Restricted Isometry Property (RIP) for matrices.
