This paper proposes classical and simulation-based minimum distance estimation of moving average (MA) models with non-Gaussian errors. Information in higher order cumulants allows identi…cation of the parameters without imposing invertibility. By removing the invertibility restriction, the presence of a moving average unit root no longer presents a boundary problem that gives rise to non-standard asymptotics. As a result, the minimum distance estimator of the MA(1) model has classical root-T asymptotic normal properties when the moving average root is inside, outside, and on the unit circle. For more general models when the dependence of the cumulants on the model parameters is analytically intractable, we propose a simulation estimator based on auxiliary regressions with parameters that are informative about the higher order cumulants. The method uses an error simulator with a ‡exible functional form that accommodates a large class of distributions with non-Gaussian features. The simulation estimator is also approximately normally distributed without imposing the a priori assumption of invertibility.
Introduction
Moving average (MA) models can parsimoniously characterize the dynamic behavior of many time series processes. The challenges in estimating MA models are two-fold. First, invertible and non-invertible moving average processes are observationally equivalent up to the second moments.
Second, invertibility puts an upper bound of one on all roots of the moving average polynomial, rendering estimators with non-normal asymptotic distributions when some roots are on or near the unit circle. Existing estimators treat invertible and non-invertible processes separately, requiring the researcher to take a stand on the parameter space of interest. While estimators are super-consistent under the null hypothesis of a moving average unit root, their distributions are not asymptotically pivotal. To our knowledge, no estimator of the MA model exists that achieves identi…cation without imposing invertibility and yet enables classical inference over the whole parameter space.
Both invertible and non-invertible representations can be consistent with economic theory. For example, if the logarithm of asset price is the sum of a random walk component and a stationary component, the …rst di¤erence (or asset returns) is generally invertible, but non-invertibility can arise if the variance of the stationary component is large. While non-invertible models are not ruled out by theory, invertibility is often the mainstream assumption in empirical work. One reason is that non-invertible models are not useful for forecasting because future values of the endogenous variable are not observable. The more practical reason is that the assumption provides the identi…cation restrictions without which maximum likelihood and covariance structure-based estimation of MA models would not be possible when the data are normally distributed. 1 Obviously, falsely assuming invertibility will yield an inferior …t of the data. It can also lead to spurious estimates of the impulse coe¢ cients which are often the objects of interest. Hansen and Sargent (1991) , Lippi and Reichlin (1993) , Fernández-Villaverde et al. (2007) , among others, emphasize the need to verify invertibility because it a¤ects how we interpret what can be recovered from the data. Indeed, it is necessary in many science and engineering applications to admit parameter values in the non-invertible range. 2 A key …nding in these studies is that higher order cumulants are necessary for identi…cation when the non-invertible models are to be entertained. This paper considers minimum distance estimation of MA models without imposing invertibility a priori. We …rst show using the MA(1) model that use of higher cumulants per se is not su¢ cient 1 Invertibility can also help to identify structural models. For example, Komunjer and Ng (2011) use invertibility to narrow the class of equivalent DSGE models.
2 For example, in seismology, an accurate model of the seismic source wavelet, in the form of a moving average …lter, is necessary to recover the earth's re ‡ectivity sequence. The fact that seismic data typically exhibit nonGaussian features suggests the need for a wavelet (moving average polynomial) which is non-invertible. Similarly, in communication analysis, an accurate modeling of the communication channel by a possibly non-invertible moving average process is required to back out the underlying message from the observed distorted message.
for the Jacobian matrix to be full rank everywhere in the parameter space. Exploiting the fact that mapping between the structural parameters and cumulants can be explicitly derived for the MA (1) case, we show that the cumulants can over-but not exactly identify the MA(1) model if a unit root and parameters consistent with non-invertibility are admissible. However, two second order along with three third order cumulants can be used to construct a classical minimum distance estimator that is root-T consistent and uniformly asymptotically normal.
Extension of the classical minimum distance estimator to more general moving average models is not possible when the relation between the model parameters and the higher order cumulants is not analytically tractable. Thus, we also propose a simulation based minimum distance estimator with errors drawn from the generalized lambda distribution. It is an alternative to the semiparametric density considered in Gallant and Tauchen (1996) for simulating non-Gaussian errors.
The estimator uses multiple auxiliary regressions and has the ‡avor of indirect inference estimation proposed by Gourieroux et al. (1993) as well as the simulated method of moments of Du¢ e and Singleton (1993) . The proposed estimator also has classical asymptotic properties regardless of whether the MA roots are inside, outside, or on the unit circle.
The main arguments of the analysis are presented using the MA(1) model but extensions to more general models are also discussed. Section 2 proceeds to highlight two identi…cation problems in the context of minimum distance estimation. Section 3 discusses the properties of the classical minimum distance estimator based only on information about the covariance structure of the process. It also motivates the need of using higher order cumulants in estimation and explains how identi…cation can be achieved. Section 4 develops a simulation minimum distance estimator for more general moving average models. An empirical application for commodity prices is provided in Section 5. Section 6 concludes.
Two Identi…cation Problems
Consider the autoregressive and moving average (ARMA) process of order (p, q):
where e t iid(0; 2 ); L is the lag operator such that L p y t = y t p , (L) = 1 1 L : : : p L p have no common roots with (L) = 1 + 1 L + : : : + q L q . The autoregressive polynomial (z) is said to be causal if (z) 6 = 0 for all jzj 1 on the complex plane, and the moving average polynomial is said to be invertible if (z) 6 = 0 for all jzj 1 (Brockwell and Davies (1991) ). If y t is a causal function of e t , then there exist constants h j with P 1 j=0 jh j j < 1 such that y t = P 1 j=0 h j e t j for t = 0; 1; : : : We say that y t has minimum phase if the zeros of (z) and (z) are all greater than one in absolute value. 3 Few economic time series exhibit explosive behavior. If we narrow the focus to causal and stable processes, invertible processes also have minimum phase.
If a process y t is invertible in e t , then there exist constants j with P 1 j=0 j j j < 1 such that e t = P 1 j=0 j y t j = (L)y t . For ARMA(p, q) models, invertibility requires that the inverse of (L) has a convergent series expansion in positive powers of the lag operator L. For the MA(1) model
with e t iid(0; 2 ), the invertibility condition is satis…ed if j j < 1 since (L) = P 1 s=0 ( ) s L s is a polynomial in positive powers of L. This is no longer true when j j in (1) exceeds one. It is, however, misleading to classify invertible and non-invertible processes according to the value alone. Consider the MA(1) process y t represented by
Even if in (2) is less than one, y t is still non-invertible because the implied
Invertible and non-invertible processes have distinctive features with implications for forecasting.
In the invertible case, the span of e t and its history coincide with that of y t , which is observed by the econometrician. The one-step ahead forecast errors are e tjt 1 = y t y tjt 1 = e t . In the noninvertible case, the econometrician does not observe future values of y t and his information set is strictly inferior to that of the economic agent. As discussed in Ramsey and Montenegro (1992) , the one-step ahead forecast errors when y t is generated by the non-invertible model (2) are e tjt 1 = y t ( e t 1 + e t 2 ) + 2 ( e t 2 + e t 3 ) + : : : 6 = e t :
These di¤erences are important in the subsequent analysis.
Identi…cation and estimation of models with a moving-average component are di¢ cult because of two problems that are best understood by focusing on the MA(1) case. The …rst identi…cation problem concerns at or near unity. When the MA parameter is near the unit circle, the Gaussian maximum likelihood estimator (MLE) takes values exactly on the boundary of the invertibility region with positive probability (the so-called "pile-up" problem) in …nite samples. This point probability mass at unity arises from the symmetry of the likelihood function around one and the small sample de…ciency to identify all the critical points of the likelihood function in the vicinity of the non-invertibility boundary; see Sargan and Bhargava (1983) , Anderson and Takemura (1986) , Davis and Dunsmuir (1996) , Gospodinov (2002) , Davis and Song (2011) .
The second identi…cation problem arises because covariance stationary processes are completely characterized by the …rst and second moments of the observables and an MA(1) model with parameters ( ; 2 ) 0 has the same autocovariance structure as a model parameterized by (1= ; 2 2 ) 0 .
In consequence, the Gaussian likelihood for an MA(1) model with L( ; 2 ) is the same as one with L(1= ; 2 2 ). The observational equivalence of second moments also implies that the projection coe¢ cients in (L) are the same regardless of whether is less than or greater than one. Thus, cannot be recovered from the coe¢ cients without additional assumptions.
This observational equivalence problem can be further elicited from a frequency domain perspective. If we take as a starting point y t = h(L)e t = P 1 j= 1 h j e t j , the frequency response function of the …lter is
where jH(!)j is the amplitude and (!) is the phase response of the …lter. For ARMA models,
The amplitude response is usually constant for given ! and tends towards zero outside the interval [0; ]. If e t is Gaussian and h(L) is invertible, second order statistics will correctly identify the amplitude and the phase of the wavelet. But for given a > 0, the phase 0 is indistinguishable from (!) = 0 + a! for any ! 2 [0; ]. Recovering e t from the second order spectrum
is problematic because S 2;y (z) is proportional to the amplitude jH(z)j 2 with no information about the phase. The second order spectrum is thus said to be phase-blind. As explained in Lii and Rosenblatt (1982) , one can ‡ip the roots of (z) and (z) without a¤ecting the modulus of the transfer function. With real distinct roots, there are 2 p+q ways of specifying the roots without changing the probability structure of y t .
Classical Minimum Distance Estimation of MA(1) Model
The consequences of the two identi…cation problems for estimation and inference are easily seen from the perspective of the classical minimum distance estimator that exploits only the covariance structure of the process. Let 2 be a K 1 parameter vector of interest with a true value 0 , where the parameter space is a subset of the K dimensional Euclidean space R K . Consider estimating the MA(1) model indirectly via an auxiliary model with an L 1 (L K) vector of parameters 2 R L that are functions of ; f j = ( ); 2 g, with a pseudo-true value
Given data y (y 1 ; : : : ; y T ) 0 and a consistent estimator b T and its asymptotic variance b , is chosen to minimize the di¤erence between b T and ( ). The classical minimum distance (CMD) estimator of using the optimal weighting matrix is de…ned as
If is of the same dimension as and ( ) is of known form and invertible, then
In general, the dimension of exceeds that of . The auxiliary model need not nest the true model, but identi…cation hinges on a well-behaved mapping from the space of to the parameter space of the auxiliary model. 
Lemma 1, adapted from Ruud (2000) , provides conditions for consistency and asymptotic normality of the classical minimum distance estimator. Except for (C.v ), these are more or less standard conditions for extremum estimators to be consistent and asymptotically normal distributed; see for example, Newey and McFadden (1994) . Condition (C.v ) is typically stated as a requirement for asymptotic normality but not a necessary condition for global identi…cation ; Hall (2005, p.69) . 4 However, in Rothenberg (1971) , full rank of the derivative matrix is used in stating su¢ cient conditions for global identi…cation. 5 While this condition may be too strong in general, the condition is necessary for identi…cation of the MA(1) model if the case j 0 j = 1 is to be allowed for as we now discuss.
H < 1; so that (C.i ) and (C.iii ) hold by assumption. By the choice of an auxiliary model and estimator, condition (C.ii ) can be assumed to hold. Condition (C.iv ) is easy to verify and condition (C.vii ) is assumed to hold for the choice of a weighting matrix. Thus, the consistency of b T hinges on (C.v ) and (C.vi ). We derive below the mapping ( ) and verify the validity of these conditions for di¤erent auxiliary models.
CMD Estimation Based on Covariance Structures
A natural starting point for estimating = ( ; 2 ) is to consider the second order cumulants of the process y t cum 2;y (u) = E(y t y t+u ) for some u = ::; 1; 0; 1; ::: For the MA(1) model,
cum 2;y (1) = cum 2;y ( 1) = E(y t y t 1 ) = 2 ; cum 2;y (j) = cum 2;y ( j) = 0 for j 2:
Under Gaussianity of the errors, these cumulants fully characterize the covariance structure of y t .
While y t is stationary over the whole parameter space for (including j j = 1) ensuring that (AN.ii ) holds, = (cum 2;y ( 1); cum 2;y (0)) 0 is the same regardless of whether y t is invertible or not. As a result, the mapping ( ) given by
is not unique when is allowed to be on both sides of the unit circle. More speci…cally, ( ) assumes the same value for 1 = ( ; 2 ) 0 and 2 = (1= ; 2 2 ) 0 . For example, if 1 = ( = 0:5; 2 = 1) 0 and 2 = ( = 2; 2 = 0:25) 0 ; ( 1 ) = ( 2 ) and condition (C.vi ) is violated. This identi…cation problem, due to observational equivalence of second moments, is typically handled by imposing invertibility and restricting the parameter space to
Consider now the derivative matrix of ( ) with respect to , which is given by
The determinant of this matrix is zero when j 0 j = 1 and the full rank condition (C.v ) fails. By continuity, the parameters are poorly identi…ed when 0 is close to one. Furthermore, j 0 j = 1 is not in the interior of R , violating (AN.i ). Therefore, while condition (C.vi ) is satis…ed if invertibility is imposed, conditions (AN.i ) and (C.v ) hold at j 0 j 6 = 1 but fail at j 0 j = 1. As a consequence, the CMD estimator is not uniformly asymptotically normal and has non-standard asymptotic behavior, with a non-zero pile-up probability near and at j 0 j = 1. 6
It is important to stress that the consistency problem when invertibility is not imposed and the non-normality problem at j 0 j = 1 after invertibility is imposed occur only when both and 2 are jointly estimated from second moments of the data. The problems do not arise if there is prior knowledge about 2 as (C.v ) and (C.vi ) are readily satis…ed. We will revisit this observation in Section 3.3.
In summary, the inconsistency of the estimator of arises because of observational equivalence between ( ; 2 ) 0 and (1= ; 2 2 ) 0 for all 2 . The inference is non-standard at j 0 j = 1 even if the consistency is restored by imposing invertibility. The identi…cation problem considered here for the MA(1) model bears similarities with the problem considered in Gorodnichenko et al. (2012) .
In that analysis, the non-linear moment-based estimator cannot separately identify the autoregressive parameter and the innovation error variance of the AR(1) model from quasi-di¤erenced data. Gorodnichenko et al. (2012) propose to use the (linear) least squares residuals to …rst identify the variance. This is not possible in the MA(1) model because a consistent estimate of the variance can be obtained from the sample residuals only when the model is known to be invertible a priori. In the non-invertible case, the residuals of an autoregressive model will not converge to the true errors, rendering the sample variance of b e tjt 1 asymptotically biased. Instead of imposing invertibility, we break the observational equivalence by exploiting information beyond the second moments.
CMD Estimation Based on Higher Order Cumulants
The need to allow for non-invertibility has generated much research which takes as a departure point that the parameters are well identi…ed if the Gaussian assumption is abandoned. Most of these estimators are likelihood-based and proceed by assuming speci…c non-Gaussian error distributions. Lii and Rosenblatt (1992) approximate the non-Gaussian likelihood of non-invertible MA models by truncating the representation of the innovations in terms of the observables. Huang and Pawitan (2000) propose LAD estimation using a Laplace likelihood. This quasi maximum likelihood estimator does not require the errors to be Laplace distributed, but they need to have heavy tails. Andrews et al. (2006 Andrews et al. ( , 2007 consider LAD estimation of all-pass models, 7 while Meitz and Saikkonen (2011) develop maximum likelihood estimation of non-invertible ARMA models with ARCH errors. Non-likelihood estimators considered in Tugnait (1986) and Ramsey and Montenegro (1992) exploit the unconditional higher order cumulants.
Indeed, all estimators that do not impose invertibility achieve identi…cation of MA models directly or indirectly through higher order cumulants, though all exclude 0 = 1 from the parameter space. For Gaussian processes, only the …rst and second moments are non-zero. The higher order cumulants of y t thus measure the distance of the stochastic process from Gaussianity. These higher order cumulants are useful for identi…cation of possibly non-invertible models because the Fourier transform of the k-th order spectrum of a mean-zero stationary process y t with innovations e t is S k;y (! 1 ; : : : ; ! k 1 ) = cum k;e H(! 1 ) : : :
where H(z) = jH(z)je i (z) , and cum k;e is the k-th order cumulant of the innovations e t . Thus, one can recover the phase function from any k-th order spectrum provided that the cum k;e exists and is non-zero for k > 2, see Lii and Rosenblatt (1982, Lemma 1), Ginnakis and Swami (1990); Mendel (1991) . This necessarily requires that e t has non-Gaussian features.
The use of higher order cumulants per se does not, however, automatically guarantee identi…cation of the MA(1) model. Let e t = " t ; where " t iid(0; 1) with E(" l t ) = l (l 3) and assume that 3 6 = 0. Since the third cumulant of a mean-zero, stationary process y t is de…ned as cum 3;y (u; v) = E(y t y t+u y t+v ) = cum 3;e P q i=0 h i h i+u h i+v , the non-zero third order cumulants for the MA(1) process are given by 8 cum 3;y (0; 0) = E(y Lemma 2 Let = (cum 2;y ( 1); cum 2;y (0); cum 3;y (u; v)) 0 , where cum 3;y (u; v) is one of the third order cumulants of y t . Then, (i) cannot globally identify for any 0 = ( 0 ; 2 0 ; 3;0 ) 0 2 and (ii) cannot locally identify when j 0 j = 1 for any 2 and 3 .
Lemma 2 considers the case when and are of the same dimension. Part (i) of the lemma implies that there always exist 1 2 and 2 2 such that 1 and 2 are observationally equivalent in the sense that they generate the same . For example, 1 = ( ; 2 ; 3 ) 0 and 2 = (1= ; 2 2 ; 3 ) 0 both imply the same = (E(y t y t 1 ); E(y 2 t ); E(y 2 t y t 1 )) 0 . It is easy to verify that the mapping from to is also surjective when cum 3;y (0; 1) is replaced by cum 3;y (0; 0) or cum 3;y ( 1; 1).
This result arises because observational equivalence of second moments precludes cum 2;y ( 1) and cum 2;y (0) from exactly identifying and 2 , and a single higher order cumulant might, but cannot be guaranteed to identify both 3 and the parameters of the MA(1) model. Part (ii) of Lemma 2 follows from the fact that the determinant of the derivative matrix is zero at j 0 j = 1. Local identi…cation of when j 0 j = 1 will always require replacing cum 2;y ( 1) or cum 2;y (0) with another third order cumulant to avoid degeneracy in the derivative matrix.
Lemma 3 Let fcum 2;y ( 1); cum 2;y (0); cum 3;y (0; 0); cum 3;y (0; 1); cum 3;y ( 1; 1)g and ( ) be a function that maps to . Then, there exists at least one value in the parameter space for
The three third order cumulants together with the two second order cumulants E(y t y t 1 ) and
derivative matrix is singular. The implication is that exact identi…cation of all 2 from three dimensional subsets of is not possible.
We now propose an over-identi…ed CMD estimator b CM D based on a vector of cumulants CM D = cum 2;y ( 1) cum 2;y (0) cum 3;y (0; 0) cum 3;y (0; 1) cum 3;y ( 1; 1)
and a mapping function
From a methods of moments perspective, CM D contains information about the covariance structure, the unconditional skewness of the process, and the time-varying second moments of the ob-servables. The latter is useful for identi…cation because Ramsey and Montenegro (1992) show that the residuals from an autoregressive approximation exhibit ARCH-type structure if the underlying MA process is non-invertible and the true errors are asymmetric.
The derivative matrix of CM D ( ) with respect to is
Notably, due to the addition of the three higher order cumulants, the derivative matrix has full column rank everywhere in even at j 0 j = 1 and conditions (C.v ) and (AN.i ) are thus satis…ed.
The rank condition is necessary for 0 to be a unique solution to the system of non-linear equations characterized by
Provided that 3 6 = 0, the uniqueness condition (C.vi ) holds. The full rank condition is also necessary for the estimator to be asymptotically normal. As a result, this CMD estimator is root-T consistent and asymptotic normal.
Proposition 1 Consider the MA(1) model (1) with e t = " t ; " t iid(0; 1) and E(" 3 t ) = 3 : Assume that 3 6 = 0 and Ej" t j 6 < 1. Let = ( ; 2 ; 3 ) 0 and b CM D be the minimum distance estimator based on (6),
While analytical results for moving average processes of higher order are di¢ cult to obtain, our conjecture is that the use of a single higher order cumulant remains necessary but not su¢ cient for identi…cation. Two more third order cumulants must be used in conjunction of E(y t y t 1 ) and E(y 2 t ) to overidentify . Provided that 4 6 = 3, fourth order cumulants such as E(
and E(y 2 t y 2 t 1 ) = (1 + 2 + 2 4 + 4 ) 4 can also be incorporated in conjunction of other cumulants of order three or higher.
Finite-Sample Properties of the CMD Estimator
To illustrate the …nite-sample properties of the CMD estimators, data with T = 1000 observations are generated from an MA(1) model y t = e t + e t 1 and e t = " t where " t is iid(0; 1) and follows a generalized lambda distribution (GLD) which will be further discussed in Section 4.1. For now, it su¢ ces to note that GLD distributions can be characterized by a skewness parameter 3 and a kurtosis parameter 4 : The true values of the parameters are = 0:5; 0:7; 1; 1:5 and 2, = 1, 3 = 0; 0:35; 0:6 and 0.85, and 4 = 3. Lack of identi…cation of arises when 3 = 0 and weak to intermediate identi…cation occurs when 3 = 0:35; 0.6 and 0.85. Table 1 presents the average estimates and the standard deviations of three CMD estimators of and 3 over 5000 Monte Carlo replications. While 3 is typically not a parameter of direct interest, information for this parameter would indicate how useful the third cumulants are in identifying and estimating the parameters of the model. The …rst estimator is the CMD estimator using the sample analog of (6) as auxiliary parameters. As argued above, the use of higher order cumulants does not necessarily guarantee identi…cation. For this reason, we also consider a just-identi…ed classical minimum distance estimator that uses only the sample analog of
as auxiliary parameters. For the sake of comparison, we consider an infeasible minimum distance estimator which is based on b U but assumes that 2 is known and estimates only ( ; 3 ) 0 . As discussed earlier, …xing 2 solves the identi…cation problem. Without imposing invertibility, j 0 j = 1
is not on the boundary of the parameter space for . The infeasible estimator is asymptotically normally distributed uniformly over the whole parameter space for and over all error distributions.
The problem is that 2 is, in general, unknown. We demonstrate, however, that our proposed CMD estimator has properties similar to this infeasible estimator.
The results in Table 1 suggest that regardless of the degree of non-Gaussianity, the infeasible estimator produces estimates of that are very precise and essentially unbiased. Hence, …xing solves both identi…cation problems without the need of non-Gaussianity although a prior knowledge of is rarely available in practice. As seen in Table 1 , the feasible (just-identi…ed) version of this estimator, based on b U does not achieve identi…cation of the structural parameters for any value of 3 . This estimator is also characterized by a large pile-up probability at unity due to a violation of condition (C.v ). In contrast, over-identifying the model with the auxiliary moments E(y 3 t ) and E(y t y 2 t 1 ) gives rise to the CMD estimator which achieves identi…cation as the degree of skewness increases. For the CMD estimator, the skewness parameter appears to be very well identi…ed and estimated over all speci…cations of the error distribution. In fact, the CMD estimates of 3 appear to be much more precise than the infeasible estimator which can be attributed to the usefulness of the additional third order cumulants used in the CMD estimator. However, the estimation of depends on the strength of identi…cation. While for 3 = 0:35 the identi…cation is weak and the estimates of are somewhat biased, for higher values of the skewness parameter the CMD estimates of are practically unbiased. When 3 = 0:85, the CMD estimator identi…es correctly (with probability one) if the true value of is in the invertible or the non-invertible region.
Figures 1, 2 and 3 plot the density functions of the standardized CMD estimator of , and 3 , respectively, for the MA(1) model considered in this section with = 1:5 and T = 1000. While the lack of identi…cation for zero or low values of the skewness parameter induces non-normality (bimodality and fat tails) in the distribution of the estimator, the densities of the standardized CMD estimator of , and 3 appear to be very close to the standard normal density for 3 = 0:85.
Semi-Parametric Simulated Minimum Distance Estimation
While the CMD estimator for the MA(1) model has appealing asymptotic and …nite-sample properties, analytical expressions for the mapping from general ARMA(p, q) models to the cumulants are not tractable. For this reason, we develop a simulation-based estimator for ARMA(p, q) models. The simulation estimator is similar in spirit to the CMD but can accommodate autoregressive dynamics, kurtosis and other features of the errors. The di¤erence with CMD is that it uses simulations to approximate and invert ( ). A simulation-based minimum distance (SMD) estimator can now be de…ned as
9 Alternatively, one could use one draw of simulated data of length T S, y S ( ) = (y where b T is a consistent estimate of the asymptotic variance of b T . The e¢ cient method of moments (EMM) estimator of Gallant and Tauchen (1996) and the indirect inference estimator (IIE) of Gourieroux et al. (1993) consider pseudo-maximum likelihood estimator of in which case Q T ( ) is the log-likelihood. Identi…cation requires that the mapping ( ) be injective in the sense of De…nition 1. In other words, the auxiliary model must contain features of the data generated under . Simulations merely provide an approximation to 1 ( b T ). 10 Thus, the ( ) in simulation-based minimum distance estimation is sample size dependent (Phillips (2012) ). Gourieroux et al. (1993) refer to the estimator as the method of indirect inference and ( ) as the binding function.
Simulation estimation of the MA(1) model was considered in Gourieroux et al. (1993) , Michaelides and Ng (2000), Ghysels et al. (2003) , Czellar and Zivot (2008) , among others, but only for the invertible case. All of these studies use an autoregression as the auxiliary model. For = 0:5 and assuming that 2 is known, Gourieroux et al. (1993) …nd that the IIE compares favorably to the exact MLE in terms of bias and root-mean squared error. Michaelides and Ng (2000) and Ghysels et al. (2003) also evaluate the properties of simulation-based estimators with 2 assumed known. Czellar and Zivot (2008) report that the IIE is relatively less biased but exhibits some instability and the tests based on it su¤er from size distortions when 0 is close to unity. The favorable properties of the IIE when is in the invertible range can be traced to the fact that simulation estimation has a bias-correction property that is absent from classical minimum distance estimation.
Intuitively, if the auxiliary parameter estimates b T obtained from the data are downward biased, so will the estimates e s T estimated from the data simulated for a given . Then, can be calibrated to bias correct the CMD, akin to the bootstrap. This bias-correction property provided by simulation estimation has an additional but unexploited role when non-invertible models are allowed. As shown in the previous section, identi…cation without imposing invertibility relies on information in higher order moments which tend to exhibit …nite-sample biases. The next section considers a simulation based estimator that achieves identi…cation without imposing invertibility and enables classical inference even at 0 = 1.
SMD Estimator Based on GLD Errors
As the key to identi…cation is errors with non-Guassian properties, we need to be able to simulate non-Gaussian errors in a ‡exible fashion so that y t has the desired distributional properties. There is evidently a large class of distributions with third and fourth moments consistent with a nonGaussian process that one can specify. As assuming a particular parametric error distribution could compromise the robustness of the estimates, we simulate errors from the generalized lambda distribution P ( 1 ; 2 ; 3 ; 4 ) considered in Ramberg and Schmeiser (1975) . This distribution has two appealing features. First, it can accommodate a wide range of values for the skewness and excess kurtosis parameters and it includes as special cases normal, log-normal, exponential, t, beta, gamma and Weibull distributions. The second advantage is that it is easy to simulate from. The percentile function is given by
where U is a uniform random variable on [0; 1], 1 is a location parameter, 2 is a scale parameter, and 3 and 4 are shape parameters. To simulate " t , a U is drawn from the uniform distribution and (9) is evaluated for given values of ( 1 ; 2 ; 3 ; 4 ). As shown in Ramberg and Schmeiser (1975) , the shape parameters ( 3 ; 4 ) are explicitly related to the coe¢ cients of skewness and kurtosis ( 3 and 4 ) of " t . Furthermore, the shape parameters ( 3 ; 4 ) and the location/scale parameters ( 1 ; 2 ) can be sequentially evaluated. Since " t has mean zero and variance one, the parameters ( 1 ; 2 ) are determined by ( 3 ; 4 ) so that " t is e¤ectively characterized by 3 and 4 .
We jointly estimate the structural parameters and 2 with the "nuisance" parameters of the non-Gaussian distribution which are necessary for identi…cation of and 2 . The structural parameter vector is expanded to contain parameters of the error process. 11 De…ne the augmented parameter vector of interest by
Let the vector of auxiliary parameters be de…ned from the following regression models:
Model (10a) captures the dynamics of y t ; the slope parameters of model (10b) re ‡ect information in the higher-order, time-varying cumulants of the process while the intercept c 0 is related to the second unconditional moment of y t . To capture information in the skewness and kurtosis of the errors, we augment the auxiliary parameter vector with the third and fourth moments of the OLS residuals from regression (10a), i.e., 3 = E(v 3 1t ) and 4 = E(v 4 1t ): As a result, the auxiliary parameter vector for the SMD estimator is SM D = ( 1 ; :::; p ; c 0 ; c 1 ; c 2 ; c 3 ; 3 ; 4 ) 0 :
1 1 It would seem tempting to estimate 3 and 4 separately from ( ; 2 ) 0 , such as using the sample skewness and kurtosis of the residuals of a long autoregression. But as discussed in Ramsey and Montenegro (1992) , the OLS residuals do not converge in the limit to the true errors when (L) is non-invertible, rendering their sample higher moments also asymptotically biased.
The auxiliary regressions (10a) and (10b) allow us to perform simple tests for identi…cation. By semi-parametric because we use a possibly misspeci…ed error distribution to simulate data from the structural model. To establish the consistency and asymptotic normality of the SMD estimator b SM D we need some additional notation and regularity conditions. Let P denote the class of generalized lambda distributions and all limits be taken with respect to P as T ! 1:
Proposition 2 Let SM D be de…ned as in (11). Suppose that in addition to the assumptions in
Consistency follows from identi…ability of and the moment conditions that exploit information in higher order cumulants play a crucial role. In our procedure, 3 and 4 are de…ned in terms of 3 and 4 so that the estimates of 3 and 4 are implied by the generalized lambda distribution instead of the sample estimates of skewness and kurtosis. Even though 3 and 4 are not parameters of direct interest, they are crucial for identi…cation of and 2 .
A key feature of Proposition 2 is that it holds when is less than, greater than or equal to one. In a Gaussian likelihood setting when invertibility is assumed for the purpose of identi…cation, there is a boundary for the support of j j at the unit circle. Thus, the likelihood-based estimation has nonstandard properties when the true value of is on or near the boundary of one. In our setup, this boundary constraint is lifted because identi…cation is achieved through higher moments instead of imposing invertibility. As a consequence, the SMD estimator b SM D has classical properties provided that 3 and 4 enable identi…cation. 
where b is the unrestricted estimate and e is the restricted estimate under the null. Let be the signi…cance level of the test and q 1 denote the (1 )-th quantile of the chi-square distribution with one degree of freedom. Then, the 100(1 )% con…dence interval for is given by the set of values satisfying DM SM D q 1 ; i.e., C 1 ( ) = f 2 : DM SM D q 1 g. The endpoints of the con…dence interval are obtained as
This approach is very convenient since it provides information on the invertibility of the process. We implement the DM test with = SM D de…ned in (11) and being the corresponding asymptotic
Monte Carlo Simulations for the SMD Estimator
This section uses simulations to assess the properties of the proposed SMD estimator. Section 4.2.1 evaluates the point estimates of an MA(1) model and Section 4.2.2 studies the estimated impulse response functions of an ARMA(1, 1) model.
Parameter Estimation in MA(1) Model
We …rst study the …nite-sample behavior of the proposed SMD estimator in invertible and noninvertible MA(1) models with data generated from y t = e t + e t 1 ; e t = " t ;
where " t iid(0; 1) is drawn from a GLD with zero excess kurtosis and a skewness parameter 0.85. 12 In all simulation designs, = 1 and takes the values of 0:5; 0:7; 1; 1:5; and 2. 13 The sample sizes are T = 1000 and 2000 and the number of Monte Carlo replications is 1000. We also investigate the properties of the SMD estimator for smaller sample sizes (T = 500) and other asymmetric (chi-squared and exponential) distributions.
1 2 Results for a larger range of values of the skewness parameter for GLD are not reported to conserve space but are available from the authors upon request.
1 3 The results are invariant to the choice of .
The proposed SMD estimator is implemented as follows. We use an error simulator based on the generalized lambda error distribution. For the auxiliary model (10a), we use p = 4 for the lag order of the AR polynomial. It appears that larger values of S (the number of simulated sample paths of length T ) tend to smooth the objective functions which improves the identi…cation of the MA parameter. As a result, we set S = 20 although S > 20 seems to o¤er even further improvement, especially for small T; but at the cost of increased computational time. In addition to the estimate of , the SMD also delivers estimates of , 3 and 4 . From the estimates of 3 and 4 , we construct estimates of 3 and 4 as (see Ramberg and Schmeiser (1975) ) , and Beta( ; ) denotes the beta function.
As is true of all non-linear estimation problems, the numerical optimization problem must take into account the possibility of local minima. Once non-invertibility is allowed, we need to additionally allow for the possibility of multiple equilibria. Thus, the estimation always considers two sets of initial values. Speci…cally, we draw two starting values for -one from a uniform distribution on (0; 1) and one from a uniform distribution on (1; 2) -with the starting value for set equal to The true values of and are 0.7 and 1, respectively, and the errors are generated from GLD with zero excess kurtosis and three values of the skewness parameter: 0, 0.35, 0.6 and 0.85. 14 The …rst case (skewness=0) corresponds to lack of identi…cation and there are two pronounced local minima at and 1= : As the skewness of the error distribution increases, the second local optima at 1= ‡attens out and it almost completely disappears when the error distribution is highly asymmetric.
Tables 2 reports the mean and median estimates of , the average asymptotic standard error of the SMD estimator of and the standard deviation of the estimates for which identi…cation is achieved. In addition, Table 2 presents the empirical probability of the SMD estimate of to be greater than one which provides information on how often the identi…cation of the true parameter fails. The last column of Table 2 reports the rejection rate of the DM test of H 0 : = 0 at 10% signi…cance level. The main …ndings can be summarized as follows. The SMD estimator of appears to be median unbiased for all values of , even for small T . While there is a positive probability that the SMD estimator will converge to 1= instead of (especially when is in the non-invertible region), this probability is fairly small and it disappears completely for T = 2000. Interestingly, in terms of precision, the SMD estimator appears to be more e¢ cient even than the infeasible estimator in Table 1 for values of in the invertible region (see also Gorodnichenko et al. (2012) for a similar result in the context of autoregressive models). The asymptotic variance expression in Proposition 2 tends to provide a very good approximation of the …nite-sample variation of the SMD estimates. Finally, the rejection rates of the hypothesis tests based on the SMD estimator are very close to the nominal level which suggests that the asymptotic normality provides a good approximation of the distribution of the SMD estimator over the whole parameter space.
Several remarks regarding the e¢ ciency properties of the SMD estimator are in order. First, the SMD estimator tends to exhibit substantially smaller variability than the CMD estimator in Table   1 (case 3 = 0:85). These e¢ ciency gains are expected since the instrumental model based on the AR approximation encompasses the dependence structure of the MA(1) model as the lag order p increases to in…nity. What is somewhat surprising is the magnitude of the e¢ ciency gains. Second, it is instructive to compare the sampling variability of the SMD estimator to the ML estimator which provides the e¢ ciency bound for any estimator in the invertibility region. Recall that the variance of the Gaussian ML estimator is (1 2 )=T which, due to the invertibility restriction, shrinks to zero as the MA parameter approaches one. In contrast, our proposed SMD estimator does not impose invertibility and its variance does not exhibit this type of behavior. For this reason, a fair comparison between the SMD and ML estimators would involve values of that are far away from the invertibility boundary, such as = 0:5. The sample dispersion measures for the SMD estimator of 0 = 0:5 in Table 2 are apparently very close and even lower than the asymptotic standard error of the MLE which is 0.0274 and 0.0194 for T = 1000 and T = 2000, respectively. We should note that similar results are reported by Gourieroux et al. (1993) for the simulation-based (indirect inference) estimator of the invertible MA(1) model.
To gain some understanding about the source of the excellent properties of the SMD estimator of , Table 3 reports the mean and median SMD estimates of the "nuisance"parameters , 3 and 4 along with their Monte Carlo standard deviations. The estimate of is practically unbiased and very precise. Importantly, the skewness parameter, albeit slightly downward biased, is very precisely estimated (its standard deviation is smaller than the standard deviation of the CMD estimator in Table 1 ). This points to the possibility that the excellent identi…cation and estimation properties of the SMD estimator of are likely to be due to its built-in bias correction and improved e¢ ciency the improved estimation of the higher order moments of the error process.
Finally, Table 4 presents results for the SMD estimator of and for a smaller simple size (T = 500) and two other asymmetric error distributions: chi-squared distribution with 6 degrees of freedom (with skewness and excess kurtosis parameters of 1:15 and 2, respectively) and exponential distribution with a scale parameter of one (with skewness and excess kurtosis parameters of 2 and 6, respectively). The errors are recentered and rescaled to have a mean of zero and variance one.
Note that the simulator for the SMD estimator is still based on the GLD family and, hence, it is misspeci…ed. The results in Table 4 are in line with the previous results for larger sample sizes and GLD errors. The SMD estimates of and appear to be almost unbiased and exhibit small variability. With the smaller sample size, the probability that the SMD estimate of is not identi…ed increases up to 3.8% in some cases but, overall, the …nite-sample properties of our proposed estimator remain quite attractive.
Impulse Response Function Estimation of All-Pass ARMA(1, 1) Model
One of the main advantages of SMD is its ‡exibility to accommodate more general models and dependence structures. To illustrate this, we consider the all-pass ARMA(1, 1) model y t y t 1 = e t (1= )e t 1 for j j < 1;
where e t is a standard exponential random variable with a scale parameter equal to one which is recentered and rescaled to have mean zero and variance 1. As discussed in Davis (2010) , this process possesses some interesting properties. First, the process in (12) is uncorrelated but it exhibits higher order dependence (conditional heteroskedasticity). Furthermore, while the process y t is causal, it has a non-invertible MA component. If one imposes invertibility on the MA component (or replaces the MA parameter 1= by and the unit variance of the error term by (1= ) 2 ), the process has cancelling roots in the AR and MA polynomials and it reduces to an iid random sequence. Therefore, using estimators that impose invertibility would result in a ‡at impulse response function while the true impulse response function for horizon j > 1 is given by
We investigate the SMD and Gaussian quasi ML estimates of the impulse response functions (IRFs) for = 0:5 and 0:5 (T = 500): The SMD estimator uses the same auxiliary model as in the previous section. The median IRF estimates obtained from 1,000 Monte Carlo replications are plotted in Figure 5 and Figure 6 , respectively. The SMD-based IRF estimates are median unbiased and trace closely the shape of the true impulse response. In sharp contrast, the Gaussian quasi MLE fails to identify the AR and MA parameters and produces a ‡at IRF around zero.
Empirical Application: Commodity Prices
Non-invertibility can be consistent with economic theory. For example, suppose
is the present value of x t = e t + #e t 1 . The solution y t = (1 + #)e t + #e t 1 = h(L)e t implies that the root of h(z) is over time and exhibit conditional heteroskedasticity. These two characteristics are also properties of the all-pass models considered in the previous section and it is interesting to see if commodity price changes are driven by a non-invertible MA component. To see that this is also theoretically plausible, we revisit the present value model by Pindyck (1993) of commodity price determination.
Let s t and f t denote the spot and futures commodity price for delivery at time t + 1, and cy t be the (net of insurance and storage costs) marginal convenience yield over the period. The no-arbitrage condition implies that
where i is the risk-free rate. Let E t (s t+1 ) = f t + rp t , where rp t is a time-varying risk premium, and assume that rp t = ( i)s t ; where denotes a risk-adjusted discount rate for the commodity.
Substituting for f t = E t (s t+1 ) ( i)s t into (13) yields
The stationary (no-bubble) solution to the expectational di¤erence equation (14) is given by
The presence of an invertible MA component in the convenience yield would induce a (possibly) non-invertible MA component in the dynamics of the observable commodity prices. Given the possible nonstationarity in commodity prices, we estimate an ARMA(1, 1) model of commodity (log) price changes 4s t = 4 s t 1 + e t + e t 1 using the Gaussian MLE and the proposed SMD estimator.
The data for the empirical analysis consist of commodity prices of the nearest futures contract from the Commodity Research Bureau and cover the period March 1983 -July 2008. The ARMA(1, 1) model is estimated at monthly frequency by taking the last daily price in the month as the corresponding monthly observation. We use 22 commodity prices from 6 commodity groups: energy (crude oil, heating oil), grains and oilseeds (soybean oil, corn, oats, soybeans, wheat, canola), metals (platinum, copper, gold, silver, palladium), industrials (cotton, lumber), livestock and meats (cattle feeder, cattle live, pork bellies, hogs lean) and foodstu¤s (cocoa, sugar, co¤ee). Table 5 presents the estimation results. Practically all of the commodity price changes exhibit some form of non-Gaussianity which is necessary for identifying possible non-invertible MA components. The Gaussian ML tends to produce estimates for and of similar magnitude and opposite sign suggesting a presence of cancelling roots and lack of identi…ability. However, this lack of identi…cation could be an artifact of imposing invertibility on the MA root as argued in the previous section. Indeed, when this restriction is relaxed within the SMD procedure, most of the commodity price changes (except for gold and live cattle) appear to be driven by a non-invertible MA component. Another interesting observation is that the estimated AR and MA parameters are of similar magnitude and sign across the di¤erent commodities which seems to suggest that the parameters are well identi…ed within the SMD procedure. This is not the case for the Gaussian MLE where the parameter estimates span a wide range of values which possibly arises from the non-identi…ability of the parameters. Overall, there is strong evidence in support of non-invertibility in commodity price changes which has potentially important implications for impulse response analysis and forecasting. 16
Conclusions
This paper proposes classical and simulation-based minimum distance estimation of possibly noninvertible MA models with non-Gaussian errors. The classical minimum distance estimator is developed and analyzed for the MA(1) model with asymmetric errors. The identi…cation of the structural parameters is achieved by exploiting the non-Gaussianity of the process through third order cumulants. This type of identi…cation also removes the boundary problem at the unit circle which gives rise to the pile-up probability and non-standard asymptotics of the Gaussian maximum likelihood estimator. As a consequence, the proposed classical minimum distance estimator is root-T consistent and asymptotically normal over the whole parameter range, provided that the non-Gaussianity in the data is su¢ ciently large to ensure identi…cation.
To accommodate more general models with analytically intractable binding functions, we develop a simulation estimator based on auxiliary regressions that incorporate information from the higher order cumulants of the data. The e¢ ciency of the estimator is controlled by the ability of the auxiliary model in approximating the true data generating process. Our proposed simulated minimum distance estimator is semi-parametric in the sense that it uses a possibly misspeci…ed error simulator with a ‡exible functional form that approximates a large class of distributions with nonGaussian features. Particular attention is paid to the accurate estimation of the shape parameters of the error distribution which play a critical role in identifying the structural parameters. Notes: The table reports the mean and the standard deviation (std.) of the CMD estimates of and 3 from the MA(1) model y t = e t + e t 1 , e t = " t and " t iid(0; 1) generated from a generalized lambda distribution with a skewness parameter 3 and zero excess kurtosis. The sample size is T = 1000, the number of Monte Carlo replication is 5000 and = 1. CMD estimator is the over-identi…ed classical mimimum distance estimator of ( ; ; 3 ) 0 with a vector of auxiliary parameters (E(y t y t 1 ); E(y 2 t ); E(y 2 t y t 1 ); E(y 3 t ); E(y t y 2 t 1 )) 0 ; the just-identi…ed estimator is the classical minimum distance estimator of ( ; ; 3 ) 0 with auxiliary parameters (E(y t y t 1 ); E(y 2 t ); E(y 2 t y t 1 )) 0 ; and the infeasible estimator is the classical minimum distance estimator of ( ; 3 ) 0 with = 1 assumed known and auxiliary parameters (E(y t y t 1 ); E(y 2 t ); E(y 2 t y t 1 )) 0 . 
The table reports some summary statistics of the simulated minimum distance (SMD) estimates of from the MA(1) model y t = e t + e t 1 , e t = " t and " t iid(0; 1) generated from a generalized lambda distribution with a skewness parameter 3 = 0:85 and zero excess kurtosis. The sample size is T = 1000 and 2000, the number of Monte Carlo replication is 1000 and = 1. Pr( b SM D > 1) signi…es the probability (over Monte Carlo replications) that b SM D > 1; s.e. is the average standard error computed from consistent estimates of the relevant asymptotic variance expressions and std. denotes the Monte Carlo standard deviation of b SM D . The last column of the table report the rejection rates of the DM test of H 0 : = 0 at 10% signi…cance level. Notes: The table reports some summary statistics of the simulated minimum distance (SMD) estimates of , 3 and 4 from the MA(1) model y t = e t + e t 1 , e t = " t and " t iid(0; 1) generated from a generalized lambda distribution with a skewness parameter 3 = 0:85 and zero excess kurtosis ( 4 = 3). The sample size is T = 1000 and 2000, the number of Monte Carlo replication is 1000 and = 1. std. denotes the Monte Carlo standard deviation of the corresponding estimate. 
The table reports some summary statistics of the simulated minimum distance (SMD) estimates of and from the MA(1) model y t = e t + e t 1 , e t = " t and " t is either an iid chisquared random variable with 6 degrees of freedom ( 2 6 ) or an exponential random variable with a scale parameter equal to one (exp(1)). The errors " t are recentered and rescaled to have mean zero and variance 1. The sample size is T = 500, the number of Monte Carlo replication is 1000 and = 1. std. denotes the Monte Carlo standard deviation of the corresponding estimate. Notes: The table reports the SMD and Gaussian quasi ML estimates and standard errors (in parentheses below the estimates) for the ARMA(1, 1) model 4s t = 4 s t 1 + e t + e t 1 , where e t iid(0; 2 ). The …rst two columns report the sample skewness and kurtosis of 4s t . Figure 1: Density functions of the standardized CMD estimator (t-statistic) of based on data (T = 1000) generated from an MA(1) model y t = e t + e t 1 with = 1:5 and e t iid(0; 1). The errors are drawn from a generalized lambda distribution with zero excess kurtosis and a skewness parameter equal to 0, 0.35, 0.6 and 0.85. Figure 2: Density functions of the standardized CMD estimator (t-statistic) of based on data (T = 1000) generated from an MA(1) model y t = e t + e t 1 with = 1:5 and e t iid(0; 1). The errors are drawn from a generalized lambda distribution with zero excess kurtosis and a skewness parameter equal to 0, 0.35, 0.6 and 0.85. Figure 3: Density functions of the standardized CMD estimator (t-statistic) of the skewness parameter ( 3 ) based on data (T = 1000) generated from an MA(1) model y t = e t + e t 1 with = 1:5 and e t iid(0; 1). The errors are drawn from a generalized lambda distribution with zero excess kurtosis and a skewness parameter equal to 0, 0.35, 0.6 and 0.85. Figure 4 : Logarithm of the objective function of SMD estimator of and based on data (T = 1000) generated from an MA(1) model y t = e t + e t 1 with = 0:7 and e t iid(0; 1). The errors are drawn from a generalized lambda distribution with zero excess kurtosis and a skewness parameter equal to 0, 0.35, 0.6 and 0.85. : SMD and Gaussian quasi ML median estimates of the impulse response function from the ARMA(1, 1) model (1 + 0:5L)y t = (1 + 2L)e t , where e t is a standard exponential random variable with a scale parameter equal to one which is recentered and rescaled to have mean zero and variance 1. The sample size of the simulated series is T = 500. : SMD and Gaussian quasi ML median estimates of the impulse response function from the ARMA(1, 1) model (1 0:5L)y t = (1 2L)e t , where e t is a standard exponential random variable with a scale parameter equal to one which is recentered and rescaled to have mean zero and variance 1. The sample size of the simulated series is T = 500.
