Abstract: For a root system R on ℝ d and a nonnegative multiplicity function k on R, we consider the heat kernel p k (t, x, y) 
Introduction
Let R be a normalized root system in ℝ d . That is, for every α ∈ R, ‖α‖ = , R ∩ ℝα = {±α} and σ α (R) = R, where σ α is the reflection with respect to the hyperplane H α which is orthogonal to α (see [16, 17] ). We fix a multiplicity function k ≥ (i.e., k : R → [ , +∞[ is invariant under the action of the Coxeter-Weyl group W associated to R) and we consider the associated Dunkl Laplacian operator ∆ k given by
with R + being a positive subsystem (see [8] ). Acting on C ∞ (ℝ d ), it is related to the classical Laplacian operator ∆ by means of the so-called Dunkl intertwining operator V k (see [7, 8, 30] ) as follows:
In [22] , Rösler has proved that for any x ∈ ℝ d , there exists a compactly supported probability measure μ x on ℝ d (which we call Rösler measure at point x) such that
where supp μ x ⊂ C(x) = co gx, g ∈ W (1.2)
(the convex hull of the orbit of x under the group W). We note that, according to [10] , the support of μ x contains the point x and it is W-invariant under the hypothesis that the multiplicity function is positive. Let p k (t, x, y) (t > , x, y ∈ ℝ d ) be the heat kernel of the Dunkl Laplacian ∆ k given by (see [21, 24] ) is the Dunkl kernel (see [6, 8] ), c k is the Macdonald-Mehta constant (see [19] ) given by 4) and ω k is the Dunkl weight function
which is homogeneous of degree γ. It is also known (see [21] ) that for all fixed x ∈ ℝ d , the function p k (t, x, ⋅ ) solves the Dunkl heat equation We note that when β = , we obtain the Dunkl-Newton kernel which has been introduced and studied in [11] . Let x ∈ ℝ d , x ̸ = , be fixed and let W ⋅ x be its W-orbit. If y ∉ W ⋅ x, then R k,β (x, y) is finite. But when y ∈ W ⋅ x, it seems hard, except in the case y = x, to decide in general if R k,β (x, y) is finite or infinite. These difficulties are illustrated by the particular case of the root system of type A × A × ⋅ ⋅ ⋅ × A (m times, ≤ m ≤ d), where we manage to give a complete description of the singularities of the function R k,β (x, ⋅ ). The aim of this paper is the study, when d + γ > , of the ∆ k -Riesz kernel R k,β and the corresponding potential
of a signed Radon measure μ on ℝ d . In particular, we will study the sub-or super-harmonicity of these functions in the sense of the Dunkl-Laplace operator, and we will describe explicitly their ∆ k -Riesz measures. This notion of subharmonicity, which generalizes the classical one (see, for example, [2, 13, 15, 18] ) has been introduced and studied in detail in [11] . More 6) where m k is the measure ω k (x) dx and h k (r, x, y) is a kernel of the form
with μ y being the Rösler measure at point y.
The function y → h k (r, x, y) is a generalized translate of the indicator function 1 B( ,r) of the ball B( , r), and it is called the harmonic kernel. It was introduced and studied in [9] , and its properties will be recalled in the next section. Moreover, the harmonic kernel is a crucial tool to get quite explicit expressions of the ∆ k -Riesz kernel (see Section 3). Naturally, a function u is D-superharmonic on Ω if −u is D-subharmonic on Ω. Finally, we study some applications. The main one is the following version of the uniqueness principle: if μ and ν are finite and nonnegative Radon measures on ℝ d and if
We also prove a pointwise Hedberg inequality in the sense of the operator ∆ k , and we deduce L p -boundedness properties of the ∆ k -Riesz potentials.
Generalities in Dunkl theory
In order to help the reader, in this section we have collected some basics from Dunkl theory which will be used in the sequel.
Notations. Let us introduce the following functional spaces which are present throughout the paper:
is the space of measurable and essentially bounded functions on Ω.
• D(Ω) is the space of C ∞ -functions on Ω with compact support.
• D ὔ (Ω) is the space of distributions on Ω (i.e., the topological dual of D(Ω) carrying the Fréchet topology).
• S(ℝ d ) is the Schwartz space of C ∞ -functions on ℝ d which are rapidly decreasing together with their derivatives.
• S ὔ (ℝ d ) is the space of tempered distributions.
The Dunkl transform
The Dunkl transform of a function f ∈ L k (ℝ d ) is defined by (see [4, 24] )
where E k (x, y) is the Dunkl kernel (1.3) which is analytically extendable to ℂ d × ℂ d and satisfies the following properties (see [4, 6, 8] ):
(2) For all a ∈ ℂ, x, y ∈ ℂ d and all g ∈ W, we have
It is well known (see [4] ) that the Dunkl transform F k is an isomorphism of S(ℝ d ) onto itself and its inverse is given by
where c k is the constant given by (1.4). We note that for f, g ∈ S(ℝ d ), the following relation holds:
Moreover, the transformation c [4] ).
We will also need the Dunkl transform
It is known that F k is a topological isomorphism of S ὔ (ℝ d ) onto itself (see [31] ). Note that if μ is a bounded Radon measure on ℝ d , then μ ∈ S ὔ (ℝ d ) and its distributional Dunkl transform can be identified to the continuous function
In the literature, the function
is called the Dunkl transform of the measure μ. This transformation is injective on the space of bounded Radon measures on ℝ d (see [26] ). We recall also that the Dunkl-Laplace operator ∆ k leaves the spaces
is defined as in the classical case by
Dunkl's translation operators and heat kernel properties
The Dunkl translation operators τ x , x ∈ ℝ d , are defined on C ∞ (ℝ d ) by (see [31] )
where T x is the classical translation operator given by T x f(y) = f(x + y). The operators τ x , x ∈ ℝ d , satisfy the following properties:
(3) The Dunkl-Laplace operator ∆ k commutes with the Dunkl translations, i.e., [23] has proved the useful formula
where f is the profile of f and μ y is the measure defined by (1.1). This formula holds also when f is continuous radial function in L k (ℝ d ) (see [3, Lemma 3.4] ). In the particular case where f ∈ S(ℝ d ), we have τ x f ∈ S(ℝ d ), and using the Dunkl transform yields (see [31] )
Using (2.4), the Dunkl heat kernel can also be written as
For later use, we record also the following properties of the heat kernel (see [21, 24] ):
(1) The Dunkl heat kernel is symmetric in x and y, i.e., p k (t, x, y) = p k (t, y, x), t > .
(2) For every t > and x ∈ ℝ d , we have
(4) For every t > , the following inequality holds:
(5) For all t, s > , the Dunkl heat kernel satisfies the semi-group property
The harmonic kernel and ∆ k -subharmonic functions
For r > and x, y ∈ ℝ d , let h k (r, x, y) be the harmonic kernel defined by (1.7). In the classical case (i.e., k = ), we have μ y = δ y (the Dirac measure at y) and h (r, x, y) = 1 [ ,r] (‖x − y‖) = 1 B(x,r) (y). In particular, this implies that the Dunkl-volume operator defined by (1.6) generalizes the usual one. The harmonic kernel has the following properties (see [9] ):
and if the function k vanishes somewhere, then
(see [9, 10] ). (4) For all r > and x, y ∈ ℝ d , we have
where we recall that dm k (y) = ω k (y) dy and d k is the constant
Here dσ(ξ ) is the surface measure of the unit sphere
Finally, we recall that a function u of class C on Ω is D-subharmonic in the sense of (1.6) if and only if ∆ k u ≥ on Ω (see [11] )
is a nonnegative distribution on Ω in the sense that for any nonnegative function ϕ ∈ D(Ω), we have
The ∆ k -Riesz kernel
In this section, we will study some properties of the ∆ k -Riesz kernel. Recall that for x, y ∈ ℝ d and
In this case, we will continue denoting it by y → R k,β (x, y).
In the following result, we will show that the ∆ k -Riesz kernel can be expressed in terms of the harmonic kernel. This new formula will be a crucial tool in the sequel of the paper.
with c k and d k being the constants given by (1.4) and (2.12), respectively.
Proof. Using the change of variables /( t) ↔ t, the relation (2.5) can be rewritten as
Now, by Fubini's theorem and the identity
+∞ s θ/ − e −sa ds for all a ≥ and all θ > (notice that if we take a = , then both terms are equal +∞), we deduce that (3.2) holds.
Let us now prove (3.3). Starting from (3.2) and applying again Fubini's theorem, we get
This gives the desired relation. 
We note that the Coxeter-Weyl group is W = ℤ m , and the ℤ m -orbit of a point ξ ∈ ℝ d is as follows:
The multiplicity function can be represented by the m-multidimensional parameter k = (k , . . . , k m ), with k j = k(e j ) > . Moreover, the Rösler measure is of the form μ y = μ (y (m) ,y ὔ ) = μ y ⊗ ⋅ ⋅ ⋅ ⊗ μ y m ⊗ δ y ὔ , with μ y i being the ℤ -Rösler measure at point y i . If y i = , we know that μ = δ , and if y i ̸ = , we have
where ϕ k i is the ℤ -Dunkl density function of parameter k i given by (see [6] or [24, p. 104] )
In this case, the ∆ k -Riesz kernel is of the form
Proof. At first we note that
(1) We obtain the result by using (2.7).
(2) Fix x ∈ ℝ d such that x is not in any hyperplane H α , α ∈ R (i.e., x lives in a Weyl chamber). We will use the following short-time asymptotic result of the Dunkl type heat kernel (which has been established in [25, Corollary 2] ): Let C be a fixed Weyl chamber. If x, y ∈ C, then
Taking y = x, we deduce that the function
As already mentioned, for g ̸ = id, it is much more difficult to see if R k,β (x, gx) is finite or infinite. This new phenomenon will be illustrated by the following complete characterization of the singularities of the ∆ k -Riesz kernel in the case of the ℤ m -Coxeter-Weyl group acting on ℝ d .
Proposition 3.3. Let x ∈ ℝ d \ { }. Using the same notations of Example 3.1 (3), denoting H i the hyperplane orthogonal to e i and recalling ε
we have the following:
m -orbit of x such that |{j ∈ A, ε j = }| = n, i.e., the point ε (n) ⋅ x has exactly n among the nonzero coordi-
In this case, we have ∑
Proof. For abbreviation, we will use the following constants:
From (3.5), it is easy to see that
(1) From (3.7), the condition
Using the notations of the proposition, Fubini's theorem and the fact that ϕ k j are probability densities, we can write (3.7) in the following form:
We will distinguish two cases.
First case: |A| = . Let i ∈ { , . . . , m} be such that x i ̸ = . In this case, using (3.4) and (3.6), we deduce that (3.8) takes the form
If ε i = , then, according to our notations, we have n = |A| = , ε ⋅ x = ε ( ) ⋅ x = x and
Consequently, R k,β (x, ε ( ) ⋅ x) = +∞ if and only if d ≥ β + k i − γ, and the result is proved in this case.
Second case: |A| = r ≥ . Using (3.8) and the change of variables t j ↔ − ε j t j , we obtain
where B r is the open unit ball in ℝ |A| = ℝ r . The singularities of these integrals are at the point , and hence it is clear that J(x, ε ⋅ x) < +∞. Thus, we need to know when the integral I(x, ε ⋅ x) diverges. To do this, we will identify (t j Notice that all a j are positive. Then We have
Hence,
(3.10)
According to our notations, we have |A | = |{j, ε j = }| = n. Then, from (3.9), (3.10) and the definition of the vector ε (n) ⋅ x, we deduce that
The function ρ → f(a (r) , ρ) is continuous and does not vanish on the compact set [ , ] . So, the singularity in the dρ-integral is only in the term of
Finally, we conclude that
This completes the proof of assertion (2). (3) When x ∉ ⋃
m i= H i , we have A = { , . . . , m}, and then the result is a particular case of statement (2).
Proposition 3.4. The Riesz kernel R k,β ( ⋅ , ⋅ ) satisfies the following properties:
(1) For every x, y ∈ ℝ d and g ∈ W, we have
(2) Let β, θ > be such that β + θ < d + γ. Then we have the following generalized Riesz composition formula: 
This implies the right inequality. Again by convexity, Jensen's inequality and (3.13), we get
where in the last line we have used the fact that ψ is a decreasing function. 
In particular, for every
Proof. By Jensen's inequality and (3.2), we have
Using the same idea as in the proof of (3.3), we can write the previous inequality as follows:
where C = κ p p(d + γ − β), and we have used the fact that h k (t, x, y) ≤ in the last inequality. Let R > . From (2.11), Fubini's theorem and our hypothesis, we deduce that
This proves the desired inequality, where we can take
Proof. The case β = (i.e., the case of the Dunkl-Newton kernel) has been considered in [11] . So, we will deal with the case β ̸ = . (i) Suppose that β > . We consider the function
By the monotone convergence theorem, we see that the function R k,β (x , ⋅ ) is the pointwise increasing limit of the sequence (S x ,β, /n ) n . Hence, by [11, Proposition 3.3] , it suffices to prove that for every r > , S x ,β,r is D-superharmonic on ℝ d . To do this, we have only to show that S x ,β,r is of class C on
, and we can differentiate under the integral sign in relation (2.5) to obtain
and
where δ ij is the Kronecker symbol. Using the fact that supp μ x ⊂ B( , ‖x ‖), we deduce from (3.15) and (3.16 ) that
Let R > . The previous inequalities and the differentiation theorem under the integral sign imply that S x ,β,r is of class C on the open ball ∘ B( , R), and as x → p k (t, x , x) is a solution of the Dunkl heat equation (1.5), we deduce that 
Fix an arbitrary open Dunkl ball O W (a, R) := ⋃ g∈W ∘ B(ga, R) such that its closure is contained in ℝ d \ W ⋅ x . The previous inequalities imply that we can differentiate with respect to x ∈ O W (a, R) under the integral sign in relation (3.1). Furthermore, using the heat equation (1.5) and integrating by parts, we obtain
According to Remark 3.1 (2), the above relation can be written as
defines a tempered distribution, and we have
From (3.3), we can write
Using Fubini's theorem and relation (2.11), for any x ∈ ℝ d , we obtain
Now, using the inequality h k (t, x , x) ≤ , we deduce that
This relation and the choice of m imply that
This proves (3.19) and implies that the function R k,β (x , ⋅ )ω k defines a tempered distribution (see [27, Theorem VII, p. 242]). Let us now prove (3.18). For ϕ ∈ S(ℝ d ), we have
Multiplying and dividing by ( + ‖x‖ ) m (where the integer m is chosen as above) and using the fact that
, we see that we can use Fubini's theorem in the above relation. Moreover, from (2.2) and (2.6), we obtain
Applying again Fubini's theorem, we deduce that
This completes the proof.
Corollary 3.1. For every x ∈ ℝ d , we have
Proof. We can see that for every ξ ∈ ℝ d ,
Consequently, we can use the dominated convergence theorem to obtain from (3.18)
Thus, we deduce the result by using the properties of the Dunkl transform on S ὔ (ℝ d ).
From formula (3.17), we see that the ∆ k -Riesz measure related to the
In the following result, we will compute the ∆ k -Riesz measure of
Proof. At first, we remark that if U ∈ S ὔ (ℝ d ), then
as easily follows from the relation
. From (3.21) and (3.18), we obtain
Hence, we deduce the result by the fact that F k is a topological isomorphism of S ὔ (ℝ d ) onto itself. 
Riesz potentials of Radon measures
The sets M(ℝ d ) and M + (ℝ d ) denote, respectively, the space of signed Radon measures on ℝ d and the convex cone of nonnegative Radon measures on ℝ d .
The following statements are equivalent:
(ii) The measure μ satisfies
Proof. (1) Assume that μ is a probability measure on ℝ d . Let p be as in the proposition and let R > . Using (4.1), Jensen's inequality, Fubini's theorem, the fact that the Riesz kernel is symmetric and (3.14), we get
where C is the constant in (3.14).
(2) (ii) ⇒ (i) Assume that the condition (4.2) holds. We will prove that
Now, we establish a boundedness principle for the potential of a compactly supported measure which generalizes the known result in the classical case (i.e. k = ) (see [18, Theorem 1.5] ).
Proposition 4.3. Let < β < d + γ and let μ be a compactly supported nonnegative Radon measure on
Proof. Let x ∉ W ⋅ supp μ and x ∈ W ⋅ supp μ be such that ‖x − x ‖ = dist(x, W ⋅ supp μ). Then we have ‖x − gy‖ ≤ ‖x − x‖ + ‖x − gy‖ ≤ ‖x − gy‖ for all y ∈ supp μ and all g ∈ W.
Hence, by (3.13), we deduce that ‖x ‖ + ‖y‖ − ⟨x , z⟩ ≤ ‖x‖ + ‖y‖ − ⟨x, z⟩ for all y ∈ supp μ and all z ∈ supp μ y . Now, using (2.5), we obtain
From (3.1), the above inequality implies that
Finally, if we integrate with respect to the measure dμ(y) and use our hypothesis, the inequality (4.3) follows. This completes the proof.
In the following result, we will study some continuity properties of the β-∆ k -Riesz potentials. Proof.
(1) Consider the function F n given by
y) dt dμ(y).
As
, by the continuity theorem under the integral sign, we see that F n is continuous on ℝ d . Moreover, from the monotone convergence theorem, we deduce that the function I k,β [μ] is l.s.c. on ℝ d , as it is the pointwise increasing limit of the sequence (F n ).
Let us prove the second part of (1). Fix a closed ball B(x , R) in ℝ d \ W ⋅ supp μ and set
From (2.7), we deduce that
Then, writing
and using the continuity theorem under the integral sign, it follows that I k,β [μ] is continuous on B(x , R). As the ball B(x , R) is arbitrary, the result follows.
(2) Fix x ∈ W ⋅ supp μ and ε > . Let (x n ) be a sequence which converges to x . For R > (small), set μ R := μ |B(x ,R) and ν R := μ − μ R . In particular, we note that
We have
be such that ‖x n − x ὔ n ‖ = dist(x n , K) = inf{‖x n − ξ‖, ξ ∈ K}. As x ∈ K, we can see that ‖x n − x ‖ ≥ ‖x n − x ὔ n ‖. This implies that ‖x ὔ n − x ‖ ≤ ‖x n − x ὔ n ‖ + ‖x n − x ‖ ≤ ‖x n − x ‖, and thus x ὔ n → x as n → +∞. Using inequality (4.3), we deduce that
But, x ὔ n ∈ W ⋅ supp μ, and the restriction of
From (4.4), (4.5), (4.6) and (4.7), the inequality
holds for every n ≥ max(N , N ) and every R > . But, since x ∈ W ⋅ supp μ and
Finally, by relations (4.8) and (4.9), we deduce that I k,β [μ] is continuous at x . 
(ii) If β = , we are in the case of the Dunkl-Newton potential, and the result has been proved in [11] . We start with the following result. 
Here, F k (μ) is the function defined by (2.3).
Proof. Let m > d + γ be an integer and let C m be as in (3.19) . By Fubini's theorem, the symmetric property of the ∆ k -Riesz kernel and relation (3.19), we get
This shows that I k,β [μ]ω k ∈ S ὔ (ℝ d ). Let ϕ ∈ S(ℝ d ). Then we have
where we have used Fubini's theorem in the first and second line (this is possible because F k (ϕ) ∈ S(ℝ d ), and then the function x → ( + ‖x‖ ) m F k (ϕ)(x) is bounded with m the integer chosen as above), the relations (3.18) and R k,β (x, y) = R k,β (y, x) in the third line, and the boundedness of the function (x, y) → E k (iy, x) (see (2.1)), Fubini's theorem and (2.3) in the last line. 
