In one particular model of feedforward inhibition, afferents excite both local inhibitory cells and principal cells. This model predicts a high correlation between principal cell EPSP and IPSP latencies. The results showed no consistent relationship between the presence of antidromic action potentials and the presence of inhibition in response to stimulation of different sites. In addition, there was no correlation between antidromic and inhibitory response latencies. These results provide no clear support for the feedback model of inhibition. By contrast, there was a highly significant correlation between the latency of principal cell EPSPs and IPSPs, in support of a feedforward model of inhibition.
Response latencies of candidate inhibitory neurons were also consistent with the feedforward model. The results provide evidence that an excitatory relay function of the entorhinal cortex and subicular complex is modified temporally by local, extrinsically activated inhibitory circuits.
Inhibition
is prominent in entorhinal and subicular complex neurons in response to afferent stimulation.
Effective stimulating loci include the hippocampus, dentate gyrus, subicular complex (for entorhinal neurons), and amygdala (Finch and Babb, 1980a, b; Colino and de Molina, 1986; Finch et al., 1986a, b) . The usual response sequence is antidromic spike-EPSP-IPSP in neu-rons that show all 3 response types (Finch and Babb, 1980b; Finch et al., 1986a, b) . One possible neuronal circuit responsible for the inhibitory responses is feedback, or recurrent inhibition, as has been described for the hippocampus (see Andersen, 1975 , for a review). However, recent neuroanatomical and neurophysiological evidence indicates that another type of inhibition, feedforward, is also present in several limbic structures. These include the hippocampus (Andersen, 1975; Alger and Nicoll, 1982; Buzsaki and Eidelberg, 1982; Ashwood et al, 1984; Buzsaki, 1984; Seress and Ribak, 1985) , dentate gyrus (Buzsaki and Eidelberg, 198 1, 1982; Seress and Ribak, 1984) , and pyriform cortex (Satou et al., 1983; Haberly and Bower, 1984) . We performed an in vivo neurophysiological study in the rat in order to determine a neuronal circuit model that would account for the response sequences observed in the entorhinal cortex and subicular complex. A variety of stimulation sites within the basal forebrain and the hippocampus was selected so that a latency analysis could be performed. No evidence for feedback inhibition was obtained, though its presence cannot be ruled out. By contrast, the results supported a model of feedforward inhibition, in which both inhibitory cells and principal cells are excited by afferent fibers. The results indicate that inhibition converges on entorhinal and subicular complex neurons from several different sources and that feedforward inhibition may be responsible for most of the inhibition in these structures. injections as necessary) and were placed in a stereotaxic frame. Recording techniques were similar to those used in our previous studies of the rat limbic system (e.g., Finch et al., 1986b) . Briefly, l-3 stimulating electrodes were placed stereotaxically, using the atlas of Paxinos and Watson (1982) . The following structures were stimulated: angular bundle, dentate gyrus, diagonal band of Broca, fimbria, hippocampus (dorsal and ventral fields CAl-4), lateral olfactory tract, olfactory tubercle, primary olfactory cortex, ventral anterior nucleus of the thalamus, and nucleus accumbens. The structures were chosen because of their known direct or indirect connections with the entorhinal cortex and/or subicular complex. They gave a mixture of stimulating and recording loci that provided antidromic responses and short-and longlatency orthodromic responses. Neuronal recordings were obtained from the entorhinal cortex and from the posteroventral subicular complex, using fine micropipet electrodes of SO-100 MQ impedance, filled with The antidromic responses showed no evidence of membrane charging that was present when cells were fired by intracellular current injections (Fig. 5) . In some cases, hyperpolarizing current was injected intracellularly in order to test for the presence of an occult EPSP that might have triggered responses classified as antidromic; none were seen. Recording sites were marked extracellularly by depositing the Fast green dye (50-100 WA-min of negative current). Stimulating loci were marked by passing current (50 /*A of current passed across the tips, 5 set of each polarity) so that a Prussian blue reaction could be performed. After recording, the animals were perfused with saline and 10% formalin. Frozen sections were cut in the frontal plane at 100 pm, stained with cresyl violet, and coverslipped. Positions of the recording and stimulating sites were determined by microscopic examination of the histological sections, and these loci were plotted on copies ofthe Paxinos and Watson (1982) atlas. Neuronal circuit models. Three simple neuronal models of inhibition are shown in Figure 1 . These models all assume that electrical stimulation will activate small populations of neurons and that some divergence of both inhibitory cell and principal cell output is present, due to local axonal branching. "Principal neurons" are operationally defined here as the most common neuronal type or types within a particular structure or layer. For example, the pyramids of the subiculum and of entorhinal layer III, and the star cells and small pyramids of entorhinal layer II would be operationally defined here as the "principal cells" of these regions. Principal cells cannot be defined only as projection neurons, since candidate inhibitory neurons within other limbic areas such as the hippocampus have been shown to have efferent projections (Alonso and Kiihler, 1982; Babb et al., 1986; Schwerdtfeger and Buhl, 1986) .
In the simplest model of Figure 1 , direct inhibition, extrinsic inhibitory afferents synapse on principal neurons. Two types of indirect inhibition are also shown, feedback and feedforward. In the feedback, or recurrent model of inhibition, axonal collaterals of principal neurons excite a small population of local inhibitory neurons, which in turn inhibit the principal neurons. Principal neurons would be inhibited after they fired action potentials, whether the action potentials were elicited antidromically or orthodromically. The classical example is Renshaw inhibition in the spinal cord, which can be elicited antidromically by stimulation ofventral roots (Eccles, 1957 Figure   2 . Feedforward inhibitory circuit in which afferent cells (A) excite both principal cells (P) and inhibitory cells (I). The model assumes that electrical stimulation will activate a population of afferents and that inhibitory cells will contact more than one principal cell. (Spencer and Kandel, 1961) . In the general feedforward model of inhibition shown in Figure 1 , extrinsic excitatory afferents directly excite local inhibitory neurons, which in turn inhibit the principal cells. As shown, the same inhibitory cell could participate in both feedback and feedforward inhibition, consistent with the findings of Lacaille et al. (1987) for hippocampal field CAl. Figure 2 shows one specific model of feedforward inhibition. In this circuit, excitatory afferents terminate on both principal neurons and local inhibitory neurons.
If predictions about response sequences and propagation times in these simple circuits are to be made, it is necessary to provide estimates for the duration of some neuronal events that cannot be directly observed. For this purpose, we assume that propagation of action potentials along a local axonal pathway takes 0.5 msec and that synaptic delay-the time between transmitter release and the start of the postsynaptic potential-takes 1 msec. The rise time ofthe EPSP in candidate interneurons is assumed to be 3 msec, based on our neuronal recordings (Finch and Babb, 1980a; and Fig. 14 of the present paper). Note that propagation in multisynaptic relay pathways must include time for both synaptic delay and EPSP rise time.
Direct inhibition ( Fig. 1) would be characterized by monosynaptic IPSPs in principal neurons. Assuming a conduction velocity of 1 m/set along afferent fibers would give a delay of 1 msec for each 1 mm between stimulating and recording sites, plus 1 msec for synaptic delay. No local candidate inhibitory neurons are necessary.
Feedback inhibition (Fin. 1) would be characterized bv a disvnautic relay between antidromicaily elicited action potentials in principal neurons and their subsequent IPSPs. An estimate of the delay between the arrival of the antidromic spike in the principal neurons and the start of their IPSPs is 6 msec. This comprises delay in propagation along the principal cell axons from a local branch point to the inhibitory neurons (0.5 msec); synaptic delay for the excitatory principal cell-inhibitory cell synapses (1 msec); rise of the EPSP to the threshold for spike initiation in the inhibitory neurons (3 msec); propagation along the inhibitory cell axons to the principal cells (0.5 msec); and synaptic delay for the inhibitory cell-principal cell synapses (1 msec). Orthodromically initiated action potentials would also result in inhibition, after about the same delay.
Feedforward inhibition (Fig. 1) would be characterized by a monosynaptic relay between EPSP-triggered action potentials in candidate inhibitory neurons and subsequent IPSPs in principal neurons. Antidromic spikes would play no role in exciting the inhibitory neurons. An estimate of the delay from the start of the inhibitory cell EPSP to the start of the principal cell IPSP is 4.5 msec. This comprises rise time of the EPSP (3 msec); propagation along the inhibitory cell axons to the principal cells (0.5 msec); and synaptic delay for the inhibitory cellprincipal cell synapses (1 msec).
The specific model of feedforward inhibition shown in Figure 2 would be characterized by a monosynaptic delay time between principal cell EPSPs and IPSPs. This is the case, because physiological activation of the excitatory afferents would elicit EPSPs in both principal neurons and inhibitory neurons at about the same latency. An estimate of the delay between the arrival of the EPSPs in the principal cells and their subsequent IPSPs is thus 4.5 msec, the same as the delay from the start of the inhibitory cell EPSP to the start of the principal cell IPSP (previous paragraph).
Note that the latency relationships in the feedforward models would apply whether the EPSPs were elicited monosynaptically or oligosynaptically. Note also that the principal cell might or might not show an antidromically elicited action potential, depending upon whether its axon was also stimulated. However, this antidromic action potential would not contribute in any way to the IPSP. Accordingly, antidromic action potentials would not be required to show a consistent temporal correlation with inhibitory responses.
It is apparent from the above estimates that there is overlap in some of the feedback and feedforward model predictions, particularly for a short-latency monosynaptic excitatory input and short-latency antidromic activation. However, for short-latency antidromic and longlatency orthodromic activation, the models predict distinct latency relationships. For example, assume a (short) 1 msec average antidromic spike latency in a population of cells in response to stimulation of a given structure, and a (long) 15 msec EPSP latency due to excitatory afferents activated by the same stimulating electrode. The long-latency EPSP could reflect slowly conducting afferent fibers or a multisynaptic afferent pathway. The feedback model ofinhibition would predict IPSPs at a latency of 7 msec (that is, 6 msec after the arrival of the antidromic spikes, see above). The EPSP would arrive at 15 msec, during the IPSP. It would therefore be occult or would perhaps be seen as a brief depolarizing component of the IPSP. On the other hand, the feedforward model of inhibition would predict IPSPs at a latency of 19.5 msec (that is, 4.5 msec after the start of the EPSPs). The distinct predictions allow an experimental test of feedforward inhibition.
These arguments require that the propagation time estimates in the simple neuronal circuits of Figures 1 and 2 are accurate. Our assumption of a 1.5 msec delay from principal cell action potentials to inhibitory cell EPSPs in a feedback circuit (0.5 msec local propagation time plus 1 msec synaptic delay, see above) is reasonable on the basis of direct experimental observations in another limbic structure, the hippocampus. Knowles and Schwartzkroin (198 1) recorded simultaneously from pairs of CA1 inhibitory neurons and principal cells in the slice preparation. Measurements from their Figure 4 show a delay of 1.6 msec from the principal cell spike to the inhibitory cell EPSP, virtually the same as our assumed 1.5 msec. Our assumption of a 1.5 msec delay from inhibitory cell spike to principal cell IPSP is also reasonable on the basis of experimental observations. Miles and Wong (1984) recorded simultaneously from pairs of CA3 neurons in the hippocampal slice preparation. They showed, for 2 cases in which there was evidence for direct, monosynaptic coupling, delays of 0.7 msec (their Fig. 3C ) and 3.6 msec (measurement taken from their Fig. 6E ) from candidate inhibitory cell spikes to principal cell IPSPs. These data overlap our 1.5 msec assumed value, as well as our average experimentally obtained value of 3.3 msec (Table 3 ). Although our data were not obtained from simultaneous recordings, each inhibitory cell-principal cell pair was activated by identical parameters of electrical stimulation. Our assumption of a total delay of 6 msec from principal cell action potentials to principal cell IPSPs in a feedback circuit is reasonable as well. Miles and Wong (1984) reported, for 2 cases, delays of 3.1 and 7 msec from principal cell spike to principal cell IPSP in a feedback inhibitory circuit. These latencies overlap our assumed value of 6 msec. Thus, the circuit delays assumed for the models shown in Figures 1 and 2 are consistent with experimental observations.
Results

Neuronal recordings
Recordings were obtained from 64 neurons within the entorhinal cortex and subicular complex of 33 different rats. Table 1 summarizes the electrophysiological properties obtained from these neurons. Depending upon the amplitude of the action potential, these were classified as extracellular (~20 mV, with no distinct baseline shift; n = 2), "quasi-intracellular" (20-39 mV, n = 16, all but 2 of which showed clear synaptic potentials) or intracellular [140 mV, n = 46, based on the spike amplitude criterion used by Kandel et al. (1961) for in vivo intracellular recordings from cat hippocampal pyramidal neurons]. Some of the "quasi-intracellular" recordings may represent dendritic penetrations (Llinls and Sugimori, 1984; Woody et al., 1984) . Sixteen out of 28 subicular complex neurons, and 17 out of 35 entorhinal neurons showed spontaneous bursts, and individual neurons could show both single spikes and bursts (e.g., Fig. 3B2 ).
Most neurons in these experiments showed basically similar physiological properties (most characteristically action potentials whose descending phase did not obviously overshoot baseline and whose responses to EPSPs was at most a single spike), and they will be referred to tentatively as "principal neurons." A few neurons showed physiological properties that have been previously associated with inhibitory neurons (most characteristically brief action potentials-O.5 msec-whose descending phase overshot baseline and whose responses to EPSPs was a burst of spikes), and they will be referred to tentatively as candidate inhibitory neurons. neuron and in a subicular neuron, respectively. These principal neurons were capable of producing multiple action potentials in response to intracellular current injection ( Fig. 5 ) but never did so when they were activated synaptically.
Responses to stimulation
There was not a necessary correspondence between the pres- Entries show the number of principal cells for which data were available (n), the average values, and the range, for the indicated electrophysiological measures. Quasiintracellular: recordings with action potential amplitudes between 20 and 40 mV, Intracellular: action potential amplitudes 40 mV or greater. Spike amplitude was measured from the resting potential. Spike duration was measured at the half-amplitude point. Axonal conduction velocities for quasi-and intracellular data were similar and were pooled for this (Table 2) . This is contrary to the prediction of the feedback model of inhibition. There was also no consistent relationship between the latency of antidromic action potentials and IPSPs, also contrary to the prediction of the feedback model of inhibition. Figure 6 shows examples, with a layer II and with a layer V entorhinal neuron: Cell 7 from rat DB66 (Fig. 6 , row 1) showed a short-latency (0.6 msec) antidromic spike and a short-latency (2.7 msec) IPSP. The proximity of the stimulating and recording sites accounts . Responses in a subicular neuron after CA3 stimulation (arrow). Antidromic activation alone was present with a stimulus current of 150 PA (AI, BI). A small EPSP (arrowhead) and IPSP were also present when the stimulus current was increased to 200 PA (42). The EPSP reached threshold with 300 PA of stimulus current, and the IPSP became larger and longer. Rat DB58, cell 7.
for the short latency of the IPSP: The estimated distance between these 2 loci was 0.7 mm. By contrast, cell 9 from rat HP3 (Fig.  6 , row 2) also showed a short-latency antidromic spike (0.5 msec) but a long-latency (16.1 msec) IPSP. In this case, the stimulating and recording loci were separated by about 8 mm. The experimentally obtained IPSP response latency (16.1 msec) is too long to be explained by the feedback model shown in Figure 1 , which only involves 2 synaptic relays after antidromic activation: the estimated IPSP latency under the feeback inhibition model is only 6.6 msec (6 msec as stated in Neuronal circuit models, above, plus 0.6 msec for the antidromic spike latency). The pipet for this cell was filled with KCl. Injection of chloride inverted the IPSP (Fig. 6, M) , indicating that the po- 
Entries show the number of tested cells that showed each response type and (in parentheses) the average response latency k the SD. Figure 5 . Response of an entorhinal layer II principal neuron to intracellular current injection, The cell was capable of firing multiple action potentials in response to the stimulus. This contrasts with the orthodromic excitatory responses to stimulation of afferent pathways, in which only one action potential was evoked (Figs. 3, 4) . The slow charging and discharging apparent here at stimulus onset and offset were not seen with antidromic activation. Rat DB76 cell 9.
-DB 66
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A IPSP tential was mediated by a chloride current (Eccles, 1957; Kandel et al., 196 1) . KC1 injections did not reveal the presence of shorter-latency IPSP components. Figure 7 shows the same lack of a consistent relationship between the latency of antidromic action potentials and IPSPs for 2 subicular complex neurons: both cells showed short-latency antidromic responses of about the same latency, 0.7 and 0.6 msec, in response to stimulation of the angular bundle and the CA3 field of the dorsal hippocampus, respectively. However, the IPSP in response to angular bundle stimulation showed a latency of only 5.3 msec, while the IPSP in response to CA3 stimulation was 16.9 msec. Again, this latter IPSP response latency is too long to be explained by the feedback model shown in Figure 1 .
IPSPs were elicited by stimulation at more than one locus. Figure 6 , both cells showed short-latency antidromic spikes (BI, 2; 0.7 and 0.6 msec latencies, respectively). Also similar to Figure 6 , one of the cells showed a short latency IPSP (5.3 msec; Al, BI), while the other cell showed a long latency IPSP (16.9 msec; A2, B2), contrary to the prediction of a feedback model of inhibition. Stimulus intensity for DB65 was 500 PA, for DB58, 200 PA. Current clamp (negative current) of 1 .O nA was used for trace BI, which restored the capability of the cell to produce action potentials. Sweeps shown in A2 and B2 were collected near the threshold for the antidromic spike, so it was triggered intermittently (present in B2, absent in A2). Cell 2, rat DB65 was from the parasubiculum, and the stimulatina electrode was in the annular bundle. Cell 3. rat DB58 was from the subiculum proper, and the stimulating electrode was in the dorsal hippocamp&., field CA3. , 20 msec 3.2 1.7
showed antidromic spikes to stimulation at 2 of the sites. This provided an opportunity to compare the latencies of antidromic spikes and IPSPs in the same cell when different pathways were activated. The mean difference in the antidromic latencies in response to stimulating 2 different sites was only 0.06 + 0.05 msec (SD) in the 9 cells. That is, antidromic response latencies in response to stimulating 2 different loci were nearly identical. The mean difference in the IPSP latencies was much larger: 14.7 + 15.7 msec. Thus, for each of the 9 cells considered individually, there was a negligible difference in the antidromic spike latencies when stimulating 2 different sites but considerable difference in the IPSP latencies. This is not predicted by the feedback model of inhibition. Under this model, and assuming that the recordings were representative ofthe population of cells from which they were drawn, the IPSP latencies obtained by stimulating 2 different sites should have been nearly identical, since the antidromic latencies were nearly identical. Figure 9 presents data from 1 of the 9 cells. Shown are the IPSPs to diagonal band (Al, CI) and CA3 (42, C2) stimulation; and the antidromic spikes (BI, B2). The latencies of the antidromic spikes to diagonal band and CA3 stimulation in this cell were identical-O.6 msec-while the IPSP latencies differed by almost 5.2 3.2 9 msec (column C). This suggests that the IPSPs were not initiated by antidromic activation of an inhibitory circuit. In distinction to the lack of a consistent relationship between the latency of antidromic action potentials and IPSPs, there was a close temporal association of EPSPs and IPSPs: short-latency EPSPs were associated with short-latency IPSPs, and long-latency EPSPs were associated with long-latency IPSPs. A neuronal record of this close temporal association of evoked EPSPs and IPSPs is presented in Figure 10 , which shows the average response of a layer II entorhinal neuron to hippocampal field CA4 stimulation. The difference in latency between the EPSP and IPSP in this cell was 1.1 msec. For all of the layer II entorhinal cells that showed both an EPSP and an IPSP in response to stimulation of the hippocampus (n = 5, out of 14 cells tested), the mean of the latency differences between EPSPs and IPSPs was 2.8 msec. As for the cell shown in Figure 10 , EPSPs often appeared to be shortened by subsequent IPSPs. With regard to the subicular complex, stimulation of the hippocampus and related structures (dentate gyrus or fimbria) evoked both EPSPs and IPSPs in 6 subicular complex neurons (of 18 tested). The mean of the latency differences between the EPSPs and IPSPs was 5.4 msec. These mean latency differences between hippo-3.2 2.7 campus-evoked EPSPs and IPSPs (2.8 and 5.4 msec for layer II entorhinal and subicular complex neurons, respectively) show good agreement with the value of 4.5 msec predicted for the model of feedforward inhibition in which excitatory afferents activate both inhibitory and principal neurons (see Neuronal circuit models, above, and Fig. 2) . Stimulation of the lateral olfactory tract and surrounding olfactory cortex also evoked EPSP-IPSP sequences in layer II entorhinal principal neurons, in 4 cells (out of 16 tested). The EPSP-IPSP latency difference for one of the cells was 4.6 msec (with EPSP and IPSP latencies of 12.4 and 17.0 msec, respectively), which is in excellent agreement with the feedforward model prediction of 4.5 msec (Fig.  2) . The 3 other cells showed longer than predicted EPSP-IPSP latency differences (of 9.8, 10.1 and 15.9 msec). Some of this discrepancy may reflect propagation delays in local axonal projections of inhibitory neurons (see Discussion) or more complex circuitry involving synaptic relays that could prolong EPSP duration. Stimulation of the nucleus of the diagonal band of Broca (DBB) reliably evoked antidromic spikes and IPSPs but not EPSPs. Therefore, the source of the inhibitory responses is not clear. For example, DBB stimulation (Table 2) evoked IPSPs in 59% of the subicular complex neurons (10/17), and antidromic responses in 76% (13/l 7). The average antidromic spike latency (0.7 msec) was too short to account for the average IPSP latencies (11.6 msec) under a feedback inhibitory circuit, which would predict an IPSP latency of 6.7 msec (i.e., 6 msec longer than the antidromic spike latency of 0.7 msec). However, since none of the subicular complex cells showed EPSPs, the circuitry of Figure 2 is unlikely. It is possible that the diagonal band is excitatory but only to local or distant inhibitory neurons that contact subicular principal cells (feedforward circuit of Fig. 1) . It is also possible that a cholinergic projection from the diagonal band could have direct inhibitory effects (direct inhibition of Fig. l) , since ACh has been shown to hyperpolarize central neurons of the nucleus parabrachialis (Egan and North, 1986) . The IPSP morphology in 5 cells is worthy of mention, in that they were biphasic. During the recovery phase, IPSPs in these cells had an early fast component and a later slower component. Figure 11 shows an example in a layer II entorhinal neuron. The recovery phase showed an inflection point (Fig. 11 B, curved  arrow) , suggesting that 2 separate mechanisms contributed to the IPSP. These may correspond to the activation of chloridemediated responses of GABA, receptors and longer potassiummediated responses of GABA, receptors that have been reported in the rat hippocampus (Nicoll and Newberry, 1984) and in turtle neocortex (Kriegstein and Connors, 1986) , though further study is necessary to establish this.
Correlation analysis of responses
The antidromic spike-IPSP and EPSP-IPSP latency relationships were analyzed more quantitatively by performing a correlation analysis. For this purpose, latency data from the present study were combined with latency data from one of our previous studies (Finch et al., 1986a) , in order to provide more data points for entorhinal cells in response to stimulation of the hippocampal formation (hippocampus proper, dentate gyrus, and subicular complex). Subicular complex or entorhinal principal cells showing both an antidromic spike and an IPSP were selected from this combined data set. All stimulating loci were pooled in the analysis, since 10 of the 13 stimulating-recording combinations evoked antidromic action potentials in at least 40% of the cells from which data were obtained, sufficient to expect population effects from antidromic activation of a feedback cir- Correlation coefficients were computed from the data, using as input the antidromic and IPSP latencies for each cell that showed both responses.
Next, subicular complex or entorhinal principal cells showing both an EPSP and an IPSP were selected. Only 2 afferent systems reliably evoked EPSPs (Table 2) : the LOT (including also the primary olfactory cortex and the olfactory tubercle) and the hippocampus (HPC, including also the dentate gyrus and, with respect to entorhinal afferents, the subicular complex). Therefore, these sites were analyzed separately. The angular bundle (AB) stimulating sites were included with the HPC, since AB is the white matter immediately adjacent to the subicular complex and entorhinal cortex through which afferents from the HPC enter these structures. This provided short-latency data and increased the range of EPSP latencies to be analyzed. A total of 26% of the tests of entorhinal cells (Y19) and 0% of the tests of subicular complex cells (O/ 12) showed EPSPs in response to LOT stimulation; and 34% of the tests of entorhinal cells (26/ 76) and 72% of the tests of subicular cells (13/ 18) showed EPSPs in response to HPC stimulation. These percentages ofresponsive cells (excepting LOT to subicular complex) are high enough to expect significant population effects if a feedforward circuit were present. As above, correlation coefficients were computed, using as input the EPSP and IPSP latencies for each cell that showed both responses.
The antidromic-IPSP latency correlations were not significant, indicating no relationship between these variables (R = 0.09, p > 0.65, n = 29 for entorhinal cells; R = 0.023, p > 0.92, n = 24 for subicular complex cells). By contrast, the EPSP-IPSP correlations for HPC stimulation were highly significant, indicating a strong relationship between EPSP and IPSP latenties in response to stimulation of the dentate gyrus, HPC, and AB (R = 0.75, p < 0.00 1, n = 20 for entorhinal cells; R = 0.84, p < 0.008, n = 8 for subicular complex cells). The EPSP-IPSP latency correlation for LOT stimulation (only entorhinal cells showed EPSPs) was not significant (R = 0.62, p < 0.27, n = 5) probably reflecting the low range of EPSP latencies evoked by LOT stimulation: The range of EPSP latencies for LOT stimulation was only 9.2 msec (6.5-15.9 msec in different cells), The correlation analyses were also performed on pooled data (Fig. 12) . These coefficients were obtained by selecting data from all principal cells that showed both an antidromic spike and an IPSP (Fig. 12A) , regardless of stimulating locus or recording site, and all principal cells that showed both an EPSP and an IPSP, again regardless of stimulating locus or recording site (Fig.  12B) . As before, and as shown in Figure 12 , the antidromic-IPSP correlation (n = 53) was not significant (R = 0.03, p > 0.82), while the EPSP-IPSP correlation (n = 36) was highly significant (R = 0.73, p < 0.0001). R* is a measure of the proportion of variance accounted for by the regression line (Alder and Roessler, 1964) . Therefore, the correlation analysis indicates that over half (53%) of the variance in IPSP latencies in this study can be accounted for by the linear relation between EPSP and IPSP latencies. The correlation between antidromic spike latencies and IPSP latencies was not significant, so antidromic spike latencies account for none of the EPSP latency variance. Accordingly, knowledge of the antidromic spike latency gives no information about IPSP latency, while knowledge of the EPSP latency allows a strong prediction to be made about the IPSP latency.
The y intercept for the EPSP-IPSP latency correlation of Figure 12B was 6 .8 msec. This is the experimentally derived estimate of the time delay between EPSPs and IPSPs in principal neurons. This estimate is in reasonably good agreement with the value of 4.5 msec predicted by the feedforward model of inhibition shown in Figure 2 . The correlation analysis thus provides no clear support for the antidromic activation of a feedback inhibitory circuit within the entorhinal cortex and subicular complex but does provide support for feedforward inhibition.
Candidate inhibitory neurons
The feedforward model of inhibition requires the local presence of inhibitory neurons. We encountered 2 candidate inhibitory neurons in this series of recordings (out of 64 cells). One of the cells (rat HP7, cell 5) was located in layer III of the entorhinal cortex and was activated by stimulation of the lateral olfactory tract; the other (rat DB 17, cell 2) was located in the parasubiculum and was activated by stimulation of the fimbria. The cells were classified as candidate inhibitory neurons by their response to stimulation: both cells showed a burst of action potentials (Figs. 13, 14) , which is considered to be a response characteristic of candidate inhibitory neurons (Andersen, 1975) . This is in marked contrast to the recordings from all of the other cells in this study, which never showed more than one evoked action potential. Both of the candidate inhibitory neurons had short duration action potentials (0.6 and 0.4 msec for the parasubicular and entorhinal neuron, respectively), which is also a feature of candidate inhibitory neurons (Knowles and Schwartzkroin, 1981) . Another requirement for feedforward inhibition is that the population of candidate inhibitory neurons must have excitatory response latencies shorter than the inhibitory response latencies of principal cells. The latency difference must be large enough to account for the propagation of action potentials from the inhibitory neurons to their terminals on principal neurons and for synaptic delay. In order to evaluate these latency relationships, we obtained recordings from principal cells in the same electrode track as the candidate inhibitory neurons and activated them with the same stimulus parameters used to activate the candidate inhibitory neurons. Table 3 shows the evoked spike latencies from the 2 candidate inhibitory neurons in this study and similar data from 3 candidate inhibitory neurons recorded in our previous studies (Finch and Babb, 1980b; Finch et al., 1986a) . These represent all cases obtained to date in which latency data for candidate inhibitory neurons were obtained along with latency data for nearby principal cells. From Table  3 , the average latency difference between evoked spikes in these 5 candidate inhibitory neurons and IPSPs in nearby principal neurons is 3.3 msec, in good agreement with the predicted 1.5 msec (see Neuronal circuit models). By contrast, given the short latency of the average principal cell antidromic responses, the excitatory response latencies in the candidate inhibitory neurons were too long to be accounted for by antidromic activation of a recurrent inhibitory circuit. Figure 14 shows these latency relationships for one candidate inhibitory neuron of the present study (rat DB 17, cell 2) and for a nearby principal neuron (cell 3). The 2 cells were both in the parasubiculum, within about 0.8 mm of each other. The candidate inhibitory neuron showed an average EPSP latency of 7.5 msec in response to fimbria stimulation. The average orthodromic spike latency was 10.4 msec (Fig. 14, measured from the stimulus artifact to the start of the orthodromic spike). The difference, 2.9 msec, represents the average rise time of the EPSP to the threshold for spike initiation. Using the same stimulus parameters, the nearby principal cell showed an average IPSP latency of 16.0 msec. Therefore, the average time from the inhibitory cell orthodromic spike to the principal cell IPSP was 5.6 msec ( Table 3 ; the value for the sweep shown in Fig. 14 was 5.7 msec). This is considerably longer than the assumed value of 1.5 msec but is only 2 msec longer than the value of 3.6 msec for a simultaneously recorded cell pair in hippocampal field CA3 found by Miles and Wong (see Discussion) . Note the reciprocal firing relationship of these 2 cells. The principal neuron stopped firing during the excitatory burst of the candidate inhibitory neuron and began to fire at the termination of the burst. This is consistent with the feedforward model, in which inhibitory neurons receive excitation from extrinsic afferents, rather than from nearby principal neurons.
Interestingly, this candidate inhibitory cell also showed a shortlatency antidromic response to fimbria and diagonal band stimulation. The latency to fimbria stimulation, 0.8 msec, corresponded to an axonal conduction velocity of 14.8 m/set. This indicates that at least some of the candidate inhibitory neurons are projection neurons and that they may provide inhibition to distant, as well as to local, neurons.
Discussion
These results provide evidence that the prominent inhibitory responses of entorhinal cortex and subicular complex principal neurons are produced by activation of a feedforward inhibitory circuit. In this proposed circuit, excitatory afferent fibers activate entorhinal and subicular complex inhibitory neurons, which in turn inhibit the principal cells. The afferent fibers may also directly excite the principal cells.
Several of our experimental findings support these conclusions. (1) Candidate inhibitory neurons were present near inhibited principal neurons. The candidate inhibitory neurons had many of the same physiological characteristics and response properties as candidate inhibitory neurons in the hippocampus (Andersen, 1975; Finch and Babb, 1977; Schwartzkroin and Mathers, 1978) . (2) Inhibitory responses in the principal cells had the latency relationships with excitatory responses in the candidate inhibitory neurons that are necessary for feedforward inhibition. Specifically, as a group, the principal cell IPSPs showed latencies that were consistent with direct input from candidate inhibitory cells (Table 3) . (3) Principal cell EPSP and IPSP latencies were highly correlated (Fig. 12B ). This is predicted by the feedforward circuit model shown in Figure 2 , in which excitatory afferents activate both principal cells and inhibitory cells. The correlation analysis indicated an average delay of 6.8 msec from the start of principal cell EPSPs to the start of principal cell IPSPs, in good agreement with the 4.5 msec model prediction. And (4), latency relationships of antidromically elicited action potentials and IPSPs were not consistent with antidromic activation of a feedback inhibitory circuit (Fig. 12A) .
We present data here in which there is a far greater time between principal cell antidromic spikes and principal cell IPSPs than the 6 msec predicted by feedback inhibition. For example, for hippocampal stimulation and subicular complex recording, the antidromic spike latencies in principal cells averaged only 0.6 msec, while the IPSP latencies averaged 18.7 msec (Table   DB 17 Cell #2
Cell #3 40 mV 50 msec Figure 14 . Recording from a candidate inhibitory neuron (cell 2) and from a nearby principal neuron (cell 3). Both cells were recorded in the same electrode track; both were located in the parasubiculum; and both were activated with 6.6/set fimbria stimulation (vertical arrows) at an intensity of 500 PA. Arrowhead in the top trace indicates onset of the EPSP. The time delay from the onset of the EPSP-triggered action potential in the candidate inhibitory neuron to the onset of the IPSP in the principal neuron was 5.7 msec. Note the reciprocal firing pattern of the 2 cells.
2). This latency difference is too great to be explained by antidromic action of a feedback inhibitory circuit. The correlation analysis ofantidromic spike and IPSP latencies (Fig. 12A ) showed more systematically that there was no relationship between the latencies of antidromic spikes and IPSPs. This strongly suggests that antidromic spikes did not participate in the inhibition we observed. Accordingly, it is appropriate that we not accept, on the basis of these data, a feedback model in which antidromic activation of principal neurons can initiate inhibition. We found significant variability in latency relationships across cells. However, this degree of variability is entirely consistent with that found across different simultaneously recorded cell pairs in the CA3 hippocampal slice preparation, in which there was evidence for monosynaptic coupling (Miles and Wong, 1984) . Differences in action potential propagation times along local circuit pathways would contribute to the observed variability in latency relationships (e.g., Fig. 12& Table 3 ). These delays cannot be directly observed but are dependent in part upon the Entries show orthodromic spike latencies of candidate inhibitory cells and IPSP latencies of principal cells recorded in the same structure and electrode track. Note that EN67, cell 6 was excited by stimulation at 2 different placements. Principal cell IPSP latencies were averaged when more than one cell was recorded from. DBI 7 and HP7 are from this series of experiments; HE56 is from the series in Finch and Babb (1980a) ; and EN67 is from the series in Finch et al. (1986a, b) . Abbreviations:
ace, cortical nucleus of the amygdala; LOT, lateral olfactory tract; Parasub, parasubiculum; Presub., presubiculum; Sub, subiculum. Schwartzkroin and Kunkel (1985) found that candidate inhibitory CA1 cells showed axonal segments with diameters as small as 0.06 pm. These segments would support only very slow conduction velocities, about 0.1 m/set (extrapolated from data in Ruth et al., 1965) . Similar small-diameter axonal segments are likely to be present in inhibitory neurons of the entorhinal cortex and subicular complex. Variations in axonal length between inhibitory and principal cells could thus result in considerable latency differences between inhibitory cell EPSPs and principal cell IPSPs for different cell pairs.
Anatomical support for the interpretation of feedforward inhibition is necessary. A basic anatomical requirement is that the structures that we stimulated actually project to the entorhinal cortex and subicular cortex. This is true for the HPC, AB, subicular complex (with reference to subiculo-entorhinal interactions), olfactory cortex, LOT, and diagonal band, all of which have been shown to project to the entorhinal cortex and/or subicular complex (e.g., Shipley, 1974; Swanson and Cowan, 1977; Beckstead, 1978; Finch et al., 1983; Wouterlood and Nederlof, 1983; Alonso and Kijhler, 1984; Room et al., 1984; Kijhler, 1985 ).
An additional anatomical requirement for feedforward inhibition is that afferent fibers make a direct, excitatory synapse on inhibitory neurons. This requires more detailed study and has so far been demonstrated only for afferents of the olfactory system, which project via the LOT. Wouterlood et al. (1985) have used combined immunocytochemistry and electron microscopy to show that olfactory bulb afferents to the entorhinal cortex synapse directly on entorhinal inhibitory neurons (GADpositive neurons). The synapses were asymmetric, which is often considered to be an indication of excitatory synapses. These workers have also shown that the olfactory afferents terminate on layer II and III entorhinal principal neurons (Wouterlood and Nederlof, 1983) . Together, these studies provide anatomical support for the feedforward model shown in Figure 2 . Our model, based on physiological data, is identical to theirs (shown in fig. 15 of Wouterlood et al., 1985) .
There is no requirement that the feedforward inhibitory circuits be activated monosynaptically. It is likely that some of the responses were oligosynaptic, for example, responses to dentate stimulation, with a probable relay in the hippocampus (see Finch et al., 1986a) . However, even some of the long-latency responses could have reflected monosynaptic activation. The clearest case for this can be made for responses of layer II entorhinal neurons to LOT stimulation. As discussed above, there is anatomical evidence for direct projections of the LOT to layer II of the entorhinal cortex. But the average excitatory response latency was long-11.9 msec (Table 2) . Kerr and Dennis (1972) have shown that caudally directed collaterals of cat lateral olfactory tract fibers conduct very slowly, at about 0.8 m/set. The distance between LOT stimulation loci and the entorhinal recording sites in the present study was about 10 mm. Assuming a conduction velocity of 0.8 m/set for these fibers in the rat, the expected monosynaptic response latency is about 13.5 msec (12.5 msec for propagation plus 1 msec for synaptic delay), in good agreement with the experimentally obtained average of 11.9 msec.
Single principal cells could show inhibition in response to stimulation of more than one structure (Fig. 8) , indicating that inhibitory influences converge onto the same cell. In one case, a candidate inhibitory neuron was excited by stimulation of more than one structure (Table 3, EN67 cell 6) . This suggests that the convergent inhibitory influences onto entorhinal principal cells might be mediated at the level of single inhibitory neurons. This physiological evidence is again consistent with the anatomical work of Wouterlood et al. (1985) , who found both degenerating (olfactory) and nondegenerating (presumably nonolfactory) asymmetric synaptic terminals on the same entorhinal inhibitory neuron.
No evidence for feedback inhibition was obtained in this study, but its presence cannot be ruled out. Local axonal collaterals from a variety of entorhinal cell types are present within the entorhinal cortex (Lorente de No, 1933) , and these could provide the substrate for feedback circuitry. It is possible that feedback inhibition in the present study was too weak to be detected, that much higher stimulus intensities are necessary in order to produce it; or that it cannot be readily activated by antidromic stimulation. Suprathreshold stimulus intensities were used in this study, but it is possible that even higher stimulus intensities would have provided evidence for feedback inhibition. It is also possible that feedback inhibition cannot always be readily initiated by antidromically propagated action potentials: Hyperpolarization can block antidromic somatic invasion of action potentials at the initial segment (Eccles, 1957) . Sufficient tonic, synaptically induced hyperpolarization could conceivably block antidromic activation further from the soma, at local axonal collaterals, thereby interfering with antidromically activated recurrent inhibition.
It is also not possible to rule out a contribution to some of the IPSPs via direct inhibition (Fig. 1) . Recent studies have shown that limbic system nonpyramidal neurons (some ofwhich are candidate inhibitory neurons) and immunocytochemically defined GABAergic neurons (putative inhibitory neurons) have efferent axonal projections, in addition to local projections (Alonso and Kohler, 1982; Seress and Ribak, 1983; Babb et al., 1986; Schwerdtfeger and Buhl, 1986) . Such direct inhibitory projections to the entorhinal cortex have not yet been demonstrated, but could be present, and could contribute to the inhibitory responses recorded here. Note, however, that the presence of direct inhibition is not necessary to explain the evoked IPSPs reported here: Local candidate inhibitory neurons are present, and they have the necessary anatomical and physiological properties for a feedforward inhibitory circuit.
Although biased sampling by the micropipet electrodes may have contributed to the small number of candidate inhibitory neurons encountered (2 out of 64 cells in this series of recordings), the results suggest that inhibitory cells constitute only a small proportion of neurons within the entorhinal cortex and subicular complex. Their powerful physiological action would be explained by divergence of their axonal domains-similar to the hippocampus and dentate gyrus (Schwartzkroin and Mathers, 1978; StNble et al., 1978; Finch et al., 1983 )-so that one inhibitory neuron could contact many principal neurons. Convergence of the input of many inhibitory cells onto one principal cell is also likely since there is no evidence here that one or a few inhibitory cells could produce the large principal cell IPSPs. In the guinea pig hippocampal field CA3, Miles and Wong (1984) have estimated that one pyramidal cell can be contacted by up to 15 inhibitory neurons.
In conclusion, we have presented in vivo neurophysiological evidence that entorhinal and subicular complex principal neurons are inhibited in a feedforward manner. This is shown most clearly here by inputs originating from the hippocampus but is likely-to be the case for other inputs as well, for example, the LOT and the amygdala (Wouterlood et al., 1985; Colino and de Molina, 1986; Finch et al., 1986b) . The results indicate that candidate inhibitory neurons within the entorhinal cortex and subicular complex are excited by afferent fibers and that they then contact and inhibit local principal cells. Since these afferents also excite the principal neurons, the circuitry would result in a damping of principal cell excitation after a latency of about 5 msec. The inhibitory effects of a feedforward circuit could be produced whether or not an afferent signal produced action potentials in principal cells, provided that action potentials were produced in inhibitory neurons. This is not unreasonable, since candidate inhibitory neurons in the dentate gyrus and HPC have been shown to produce action potentials in response to activation of afferents at stimulus intensities subthreshold for spike initiation in principal cells (Buzsaki and Eidelberg, 1982; Lacaille et al., 1987) . Feedforward circuitry also allows for the convergence of inhibitory influences, even in cases in which dentate gyrus of the rat: Evidence for feed-forward inhibition. Brain
