Generalized Trigonometric
Identities and Invariant lmbedding It is shown under weak hypotheses that systems of 2n linear differential equations in 2n variables generate sets of identities similar in structure to the classical trigonometric identities. For clarity of exposition only the case n = I is actually treated, but all final equations are written in such a manner as to be directly applicable to matrix systems (n > 1). These identities allow one to avoid, in a very simple way, certain difficulties which often occur in the integration of the Riccati equations arising from application of the invariant imbedding method to two point boundary value problems associated with such linear systems. The overall usefulness of the imbedding method is thereby considerably extended. One analytical and one numerical example are given to illustrate the actual use of these identities.
I _ INTRODUCTION
In the last few years increasing attention has been given to the Riccati equation as a means of integrating certain classes of two point boundary value problems. While various terminologies are used in the literature, the basic device emerged from the work of Ambarzumian and Chandrasekhar [5] on astrophysical problems, and was pursued much further in studies now generally falling into that area known as "invariant imbedding."
That the Riccati equation is closely connected to the second order linear differential equation is a very well known fact, and much use of this has been made in theoretical investigations. Rather less use has been made of the Riccati equation in numerical studies until fairly recently. This is in part due to the fact that the Riccati equation is nonlinear and until the development of the high speed digital computing machine there was a rather natural tendency to steer away from such equations. There is, however, an even more basic difficulty inherent in the Riccati approach which it may be well to demonstrate.
Consider If, as a matter of convenience to make our point, we impose upon (1.1) the initial conditions
for all z. If (1.1) were integrated numerically, we could, except for time limitations, round-off errors, etc., integrate to as large a z value as we chose.
On the other hand, the solution to (1.3) subject to the corresponding initial condition w(0) = 0, (1.6) is w(z) = tan(z), (1.7) a result which holds only for 0 < z < 7r/2. The analytical difficulty is due, of course, to the fact that the denominator of (1.2) vanishes at x = 42. If we were to attempt a numerical integration of (1.3) subject to (1.6) we simply could not proceed beyond z = 42, and grave difficulties would arise computationally as that point was approached. There are various ways to avoid these problems. For example, Eq. (1.2) is only one of a wide class of transformations that may be used to convert the original problem into a nonlinear one. However, one does not ordinarily know how to choose the appropriate transformation (or even if there is one) in order to circumvent the difficulty we have mentioned unless one knows a priori the solution to the original problem-and this is very unlikely and basically uninteresting in any "real life" situation. Another method which has been employed [9] amounts to switching from the function w(z) when numerical troubles threaten to its reciprocal, W(z) = I/w(z). The function W(Z) also satisfies a Riccati equation. In our example, for instance, there is no difficulty at z = ~12 (where W has a zero), and we can then integrate through the singularity. This procedure may obviously be repeated as often as necessary in an actual computation.
The problem becomes much more serious in the event that the linear equation under study is of order 2n, n > 1. Using the method of invariant imbedding one can associate with such equations a matrix Riccati equation. (In practice, the imbedding method is usually used to solve two-point boundary value problems, and three other equations are also associated with the original. These, however, are linear in structure and offer no difficulties.) The trick of taking the "reciprocal" as outlined in the previous paragraph is now not nearly so obvious a device. The analog, of course, is to form the inverse of the solution to the matrix Riccati equation and try to proceed, but there are both analytical and numerical problems that must be resolved.
In the recent past, the imbedding approach has been successfully used in many problems of transport theory and radiative transfer without the kind of difficulty we have described being encountered. This is because in such problems one is almost always interested in subcritical systems. The mathematical manifestation of such systems is simply that the corresponding Riccati equations are well behaved. As the imbedding method is being employed now in a wide variety of physical and engineering contexts, with no assurance of nicely behaved Riccati equations, it is appropriate to face up to the problem described.
A partial answer was discovered by the authors some time ago in a study of transport systems with periodic coefficients [2, 31. There it was noted that the solution to the Riccati equation, together with certain functions easily obtainable from it, satisfy identities very suggestive of the classical trigonometric identities. This was considered something of a curiosity and its full import was not really recognized. Recently, we observed that the periodic coefficients in our earlier studies were entirely unnecessary and that our results were quite general. It was during conversations with Professor Eugene Denman that the value of these highly generalized "trigonometric identities" was realized. They, in fact, provide a means of circumventing the singular behavior of the Riccati equations.
Before turning to the details of our results, let us clarify these remarks just a bit by returning to the problem (1.3)-( 1.6). As noted, the solution (1.7) can be computed only for 0 < z < 42. However, we may actually obtain the value of the tangent function in the interval 42 < z < n by use of the classical identity tan(x + y) = tan(x) + tan(y) 1 -tan(x) tan(y) ' choosing 0 < x', y < z-/2 and z = x + y. Obviously, the scheme can be iterated to get the value of the tangent at any argument where it is defined.
The identities we shall find are analogs of (1.8) and other well known trigonometric identities. For systems of differential equations of order higher than two these identities are matrix rather than scalar equations. In order to simplify our exposition, we shall deal only with the scalar case. However, all results will be written in such a fashion that when the various functions involved are interpreted as matrices and the number "1" is replaced by the identity matrix 1, they will be directly applicable to the more general matrix case.
Our work will be concluded with one analytical and one numerical example to demonstrate the method.
THE BASIC PROBLEM
We consider the (scalar) system We shall assume that the coefficients A(z), B(z), etc. are such that any initial value problem posed for (2.la) on the interval a < z < b has a unique solution over that interval. We shall also assume that the two point boundary value problem (2.1) is soluble. Let a ,< zi < zj < 6. We define two problems and four basic functions:
Problem Pi:. . This consists of equation (2. I a) subject to the conditions u(.zJ = 0, v(zj) = 1. In this case we set
Problem Pfj . This consists of Eq. (2.la) subject to the conditions U(ZJ = 1, w(.aj) = 0. In this case we set Rt(xi , zj) = we Tl(zi > zj) = u(zj), (2.2b) It is recognized, of course, that the problems Pij and Pfj may not have solutions. However, for every given zi , there exists a zj such that these problems are soluble and such that they are soluble for every smaller value of zi which exceeds Zi . In a corresponding matrix problem it was shown in [8] that the functions R and T satisfy the equations (2.3a)
It should be noted that only Eq. (2.3a) is of the Riccati type. All the remaining equations are linear, though dependent on R, , Moreover, they may be solved sequentially in the order given. Clearly, only (2.3a) can cause any difficulty. It can be integrated from z( to the first value of z, which we may think of as zj , at which problem P,fj fail to have a solution. There, because of the assumptions we have made about the Eqs. (2. la), R, will have a singularity and integration must cease.
This state of affairs is most unfortunate because Eqs. While this may seem a very round-about approach to a relatively simple linear two point value problem, actual numerical experimentation shows it to be a very powerful device indeed. We refer the interested reader to [2, 31. Thus the ability to easily obtain the crucial R,. function is of considerable importance.
THE GENERALIZED "TRIGONOMETRIC"

IDENTITIES
We now consider three points, a < zi < zs < zs < b, and suppose that the problems Pjj and Pfj of the previous section are soluble on the intervals Recall that we are dealing with the scalar case but that all formulas are being written in such a fashion as to make them valid even when (2.1) is a matrix problem. In that case the word "vanish" must be replaced by "is nonsingular" and the proof about to be given requires some modification (see [3] ).) Now if the above mentioned expression were to vanish, then we should have encountered in the derivation of (3.3) the formula 11 -R,(z, , ze) R,(z, , dl 4 = 0 = Tdz, > 4 4 + R,(z, > 4 T&z ,zsR) z:s . We assert that T,(z, , ~a) = 0 is impossible. To see this recall that in the problem P,", the function Tb(zl , as) is by definition simply ~(2s). Hence, if Tdz, , as) vanishes so does u(zJ in P,', . But then in that problem both u and e, vanish at the same point za . Since we have required that the coefficients in (2.la) are such that the standard existence and uniqueness theorem holds for the system, it follows that u(z) = V(Z) = 0, violating the requirement in P& that u(zJ = 1. This contradiction establishes our result and verifies that Eqs. (3.3) are valid. (It is interesting to note that the structure of Eq. (2.4) also assures the nonvanishing of T,(z, , z 2 ). We have chosen to use the above argument since it is based on the very definition of Tl rather than on the properties of an equation which, while correct, has not been derived in this paper-)
We now proceed to make judicious choices of various of the quantities with which we have been dealing. First, select ti, = 0, 6, = 1, and Oa I= ~(a,), Z;a = w(za). From (3.3b) we get $4 = P -M% > 4 Rf@l 9 %)I-' Tr@, 7 23). Upon combining these last three equations we obtain the first of our desired identities, T,(z, 9 4 = T&l , 4 11 -J&b, 9 4 Wz, 9 FW Trb, ,4.
To obtain an identity involving one of the R functions in a more direct manner we select fi, , 6, , 6, , and 6, as before and turn to Eq. It is interesting to note that equations analogous to (3.8) and (3.12)-(3.14) were apparently first derived in [6] about twenty years ago but in a different context and with quite different goals in mind.
SOME USES OF THE IDE~vTITIE~
We have referred to the results just obtained as "generalized trigonometric identities." Indeed, we shall show in the next section how it is possible, by starting with a particular equation (2.la), to obtain directly from them some classical results of trigonometry.
Of course, any system of the form (2.la) which can be solved analytically generates a set of identities. Some of these may already be known. In fact, it is likely that various old results involving the special functions of mathematics and mathematical physics can be derived in this manner. No concentrated study has been done on this problem. In the case of matrix equations it seems very probable that Eqs. (3.8) and (3.12)-(3.14) produce genuinely new results.
Our main interest, however, lies in the numerical application of the identities. Let us suppose that we wish to solve the system (2.1) but that the solution of (2.3a) with zr = a has a singularity to the left of z == 6. We carry out the numerical calculation until the solution of the R, equation becomes ill behaved, and call that point (or some point to the left of it where we still have confidence in the numerics) the point a, . We then simply start the calculation all over again, using Eqs. (2.3)-(2.6) with zi = as . It is quite possible that the solution of (2.3) will again become ill behaved. If so we stop the integration, call the right-most point in which we have confidence the point as , and repeat the procedure. When we have reached .a = b, we simply use the identities to "piece" the various R and T functions together.
The question arises as to whether there may be instances in which we cannot reach b. The sequence of points z,, might approach a limit z* < b.
Analytically, this is impossible. The remarks made in Section 2 shows that the problems Pi:. and P& are soluble for xj = z* and some xi < z*. Thus z* cannot be the alleged limit.
It is, however, possible that in some numerical solutions we effectively approach a limit in that the R, equation can be solved only over shorter and shorter intervals until the process becomes at best unwieldy and perhaps computationally unfeasible. This matter has not been investigated, but it seems unlikely that it would occur except in highly unusual cases.
Finally, we observe that if the primary interest in the R and T functions is in their use in finding U(Z) and V(Z) by means of (2.7), then one will not need to integrate the set (2. it is possible to derive a set of equations completely analogous to (2.3)-(2.6) which use z = b as the reference point and integrate "backward" to the left. We refer the reader to [3] . Of course, all this makes no change whatsoever in the identities we have derived.
EXAMPLES
We first note that if the coefficients A(z), B(z), etc. in (2.1) are constants, then the problems we have been studying are invariant under translation and so R,(z, , za) = R,(O, zs -zi), T,(z, , za) = T,(O, z, -zi), etc. This observation reduces the amount of actual calculation which must be done in the constant coefficient case. The criticism may be made that our reasoning is circular because the derivatives of the sine and cosine functions (and knowledge of these derivatives is needed to solve the original differential equations) are frequently obtained by using the addition formulas. There are various ways of avoiding this type of derivation, however (see, for example [4] ).
The objection may also be made that (5.5) and (5.8) have been established only for positive values of the arguments. However, a rereading of Sections 2 and 3 will verify that the ordering z1 < zp < za was made only as a convenience for the exposition. Actually, any ordering would have been satisfactory. It is even possible to allow zi = zj provided care is used in defining the corresponding R and T functions. Thus, x, y and (X + y) can really be quite arbitrary. 
