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SatellitesAbstract Agile satellites are of importance in modern aerospace applications, but high mobility of
the satellites may cause them vulnerable to saturation during attitude maneuvers due to limited
rating of actuators. This paper proposes a near minimum-time feedback control law for the agile
satellite attitude control system. The feedback controller is formed by specially designed cascaded
sub-units. The rapid dynamic response of the modified Bang–Bang control logic achieves the near
optimal property and ensures the non-saturation properties on three-axis. To improve the dynamic
performance, a model reference control strategy is proposed, in which the on-line near optimal
attitude maneuver path is generated by the cascade controller and is then tracked by a nonlinear
back-stepping controller. Furthermore, the accuracy and the robustness of the control system are
achieved by momentum-based on-line inertial identification. The rapid attitude maneuvering can
be applied for tasks including the move to move case. Numerical simulations are conducted to
verify the effectiveness of the proposed control strategy in terms of the saturation-free property
and rapidness.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is
an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
With the development of the aerospace technology, satellite
missions are becoming more and more complex. The demand
growth for complex on-orbit missions lays a sophisticated
requirement on the attitude control systems (ACS) for agile
satellites in terms of high precision and stability.1
On the one hand, the improved guidance navigation and
control (GNC) equipments can help to achieve a high pointing
precision for high-resolution earth observation satellites with
accuracy within 0.1. For instance, the Pleiades HR-1A satel-
lite equipped with high precision star sensor and optical fiber
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(3r) and angular velocity superior to 0.001 ()/s.2 It utilized
control momentum gyroscopes (CMGs) as major actuators,
satisfying the minimum resolution in the moment up to
10 Nm, so that the high precision pointing was implemented
within 0.017 (3r).3
On the other hand, except high precision, the quick-
response of the ACS is of significance and is gaining wide-
spread development. A series of optimal methods were devel-
oped and characterized by the minimum time and the
minimum fuel consumption features.4 Recently, since the
CMGs have been widely installed instead of reaction wheel
actuators, WorldView-2 satellite has the quick response. Its
maneuvering angular velocity is up to 4.5 ()/s and the acceler-
ation at 2.5 ()/s2.5,6 The Pleiades HR-1A can also accomplish
an attitude maneuvering of 5 in 7 s, or 60 in 25 s.2 It is obvi-
ous that the advantages of the agility can effectively expand
the imaging range of the earth observation satellite and pro-
vide on-board task modes with more flexibility.7
However, the enhanced flexibility above is accompanied
with some problematic issues. First, the substantially fast
maneuvering angular velocity may easily result in severe satu-
ration due to the limited ratings of both actuators and sensors,
and the internal disturbances from the gyroscopic coupling as
well as parametric uncertainties.8 Furthermore, modern satel-
lites are often equipped with low rigid accessories or carries
either large antenna or solar cells.9 In the case that they under-
take the overlarge rotational acceleration, a persistent vibra-
tion may be caused, which even deteriorates the attitude
stability and degrades the performance of some high-
precision payloads and sensors.10
To overcome the saturation problem, several improvements
have been proposed as remedies to the conventional feedback
controllers against the stated over-speed problem. They usu-
ally adopted nonlinear characteristics in the feedback con-
troller design, e.g., the PD+ based quaternion feedback
controller with exponential growing gains and angular velocity
estimating functions,11 and the unsaturated feedback con-
troller,12 which is composed of a nonlinear proportional con-
trol term and a dynamic angular velocity with strictly
positive real property.
The anti-windup control is the other kind of approach
focusing on the stabilization of the linear saturated system.13
The linear matrix inequality (LMI)-based methods were pro-
posed for the attitude control to compensate the integral errors
caused by actuator saturation.14,15 In view of the practical fact
that the velocity-free feedback control is subject to torque-
magnitude and rate-saturation limits, Akella et al.16 designed
an anti-windup controller constituted by hyperbolic trigono-
metric functions and passivity-based filter. Wallsgrove and
Akella17 developed a variable structure controller containing
hyperbolic tangent functions, which is robust against distur-
bances with unknown upper bound and can provide strict
amplitude limits on the generated control torque. Bang et al.18
proposed a new PID controller with mode switching functions,
where the anti-windup method was utilized for the compensa-
tion in the control law against the saturation of the reaction-
wheels. Ali et al.19 used saturation functions to constitute the
virtual control law of the second-order back-stepping con-
troller, implementing the speed restriction with the bounded
control torque. Based on the actual dynamics of flywheels,Tian and Xu20 formulated a variable input saturation model
and pointedly provided an unsaturation feedback controller
to guarantee the stability and fluency of the control process.
However, the efforts above focused only on the stability
and ignored the quick response of the saturation problem. In
fact, both stability and quick response should be guaranteed
for agile satellites.8,21 Moreover, some progresses have been
made on vibration suppression techniques during rapid atti-
tude maneuver.22 Therefore, besides stability, there exists
much more potential for the ACS to improve its dynamical
capability. Relative research has been made such as Lyapunov
finite-time convergence theory and terminal sliding mode con-
trol methods.23–26 By taking the saturation problems into
account, the control design was generally regarded as the time
optimal (or the near optimal) control under linear constraints.
Particularly, the minimum-/near-minimum-time maneuvers
can be equivalent to a Bang–Bang or Bang-Off-Bang motion
process for the Rest to Rest (R2R) case.27 Targeted at this
issue, several algorithms for the near-minimum-time attitude
control problem have been further proposed.8,27 Wie and
Lu27 applied the cascade-saturation control method for the
R2R maneuvers, in which the near-minimum-time rotation
along the Eigenaxis was implemented with the overall
saturation-free process.
In the cases of Rest to Move (R2M) and Move to Move
(M2M), the saturation constraints were determined by the
actual slew rate instead of the relative slew rate adopted in
Ref.28 Furthermore, the problem of Eigenaxis and R2R rota-
tion were addressed by a relatively low slew rate in Ref.26,
where the 2-layer cascade controller in a simple linear PD form
can guarantee stabilities and dynamic responses be similar to
the ideal cases noted in Ref.29 However, it becomes much more
complicated to design a M2M cascade saturation or back-
stepping controller with the cascade orders higher than 2.
Thus, it is difficult to apply the attitude tracking control with-
out a working mode switching, and such a drawback limits the
practical efficiency of the measuring instruments and
actuators.
To further ensure the static robust stability and the con-
strained optimal dynamic performance at the same time, the
design is decoupled, and the saturation-free attitude maneuver
trajectory is pre-generated by optimal functions and is then
tracked by a closed-loop controller.8,30 Many studies have
been reported on how to deal with the attitude planning based
on the pseudo-spectrum31 and the inverse dynamics in the vir-
tual domain (IDVD) approaches.32 In spite of the significant
progresses on computational efficiency, the pseudo-spectrum
and the IDVD methods still lay heavy burdens on on-board
computers in practice, especially for small-scale satellites lim-
ited by on-board resources. Data uploading through the
space-to-ground communication can be applied as an alterna-
tive solution,33 but it is still restricted by the communication
window problem.
In this paper, an improved near minimum-time control
method is developed based on the feedback control in order
to enhance the quick-response of agile satellites. Targeted at
the M2M and the multiple constraint problems, a nonlinear
PD+ controller is designed upon a multiple-order cascade
structure, so as to achieve rapid and saturation-free attitude
maneuvering on all three-axis. To obtain more accurate plan-
ning path and robust control performance, a momentum-
724 X. Liu et al.based estimation algorithm is proposed to identify the uncer-
tain inertial parameters on-line.
The remaining paper is organized as follows. Section 2
clearly presents the cascaded properties of the control system
and its corresponding mathematical modeling, based on which
the general cascaded attitude control model is derived. Sec-
tion 3 provides the theoretical proof works for closed-loop sta-
bility of the cascade system in a general view, and then
proposes the cascaded control within near minimum-time, in
which the cascade control is calculated by a unique projection
matrix, so that the magnitude can be properly determined. It
achieves the rapid convergence performance and significantly
reduces the saturation in multiple orders of the system states.
In Section 4, a near minimum-time control method with mul-
tiple constraints for attitude maneuver is established. Such
near-optimal control law applies a model reference attitude
control logic, where the ideal reference trajectory is tracked
by a nonlinear back-stepping controller with the improved
closed-loop tracking performance. Numerical simulations in
Section 5 verify the effectiveness of the proposed strategies
by considering the scenarios of the large-angle maneuvering.
Finally, Section 6 concludes the paper.
2. Preliminary
To facilitate further detailed analysis, the control problem of
the cascade system under investigation will be briefly reviewed.
The mathematical models are provided, including a general
system and the rigid body satellite attitude control system con-
sisting of the cascade system.
2.1. Cascaded characteristics of control system
The complex control systems are generally characterized by
the cascaded features, in which the dynamics between any
two adjacent states can be formulated as nonlinear differen-
tial equations. The multiple-integrator system is the simplest
example of the cascade systems of interest. In this case,
the constraints on the system state are decoupled, and the
general form of the cascade controller is obtained as
follows:26,28
u ¼ Rm sat
am
Pmx
ðm1Þ þ Rm1 sat
am1
Pm1xðm2Þ þ . . .þ R1

sat
a1
ðP1xÞ
  
ð1Þ
sat
a
ðxÞ ¼ x kxk 6 a
ax=kxk kxk > a

ð2Þ
where x 2 Rn1 is the state vector; Pi, Ri 2 Rnn
ði ¼ 1; 2; . . . ;mÞ are the feedback matrices; xðmÞ represents the
mth derivative of state x; 8ai > 0 ði ¼ 1; 2; . . . ;mÞ in Eq. (1)
and a > 0 in Eq. (2) are the saturation boundaries.
In the case that the control input u ¼ xðmÞ and the destina-
tion of x  0n of arbitrary order, the stability of the linear
states x; xð1Þ; . . . ; xðm1Þ ! 0n for such cascade system has been
investigated.28
This paper proposes a new form of cascaded control law for
a more complicated system with nonlinear dynamics, input
couplings and time-variable targets. Such issues are common
in rapid agile satellite control problems and were not systemat-
ically taken into consideration in Ref. 27 More importantly,
the constraints of the system states are defined instead of thevector norm so that the constrained control provides more
practical significance for the ACS system.
This proposed method develops the controller with a chain
of cascaded units, which is similar to the back-stepping con-
troller widely applied in the cascaded system.18 Particularly,
each cascade sub-unit of the new cascade saturation controller
is written as
ui ¼ Uiðui1; xiÞ ð3Þ
where ui is the ith order sub-control term of the Nth order cas-
cade control u ¼ uN. UiðÞ is the function of ui1 and xi.
Note that there is only one state xi in x ¼ ½x1; x2; . . . ; xNT
that is used and thus distinguished from Ref.18, so that ui is
formed more independently for the near-optimal feature as
in Ref.26 Nevertheless, the back-stepping method provides
strict constraints on the non-saturated properties, and is more
suitable for the cases when the near-optimal control is not
principal.
2.2. Generic mathematical description
Considering the general nonlinear system SNðx; uÞ with con-
trollability and the following cascade characteristics as
_xi ¼ fiðxiÞ þ giðxi; xiþ1Þ i ¼ 1; 2; . . . ;N ð4Þ
where xiðtÞ 2 Rn is the cascade state variable while
u ¼ uN ¼ xNþ1 2 Rn is the control input.
It is quite common in the motion control system that the
input term giðxi; xiþ1Þ in Eq. (4) holds the homogeneity for
the cascade input xiþ1, according to which Eq. (4) is then sim-
plified with.
giðxi; xiþ1Þ ¼ biðxiÞxiþ1 ð5Þ
where biðxiÞ 2 Rnn is the input matrix with rankðbiðxiÞÞ  n.
Denote g1i ðxi; yiÞ ¼ b1i ðxiÞyi, with yi ¼ ½yi;1; yi;2; . . . ; yi;nT.
Particularly if yi 2 Rn, the symbol yi;j and hyiij are utilized to
refer the jth component of yi in this paper.
Furthermore, let fiðÞ in Eq. (4) satisfy the following
properties,
fið0nÞ ¼ 0n i ¼ 1; 2; . . . ;N
For the error tracking problem addressed in this paper, the
system error is defined as xe;1 ¼ x1  XD, where XD is the
expectation of x1. Therefore, the tracking error of the ith
sub-control term ui designed in Eq. (3) is defined as
xe;i ¼ ui1  xi ð6Þ
Let xe;i  0n, the expectation xi for each state associated
with XDðtÞ can be determined simply by XD; _XD; . . . ;XðiÞD as
x ¼ ½ðx1ÞT; ðx2ÞT; . . . ; ðxNÞT ð7Þ
where x1 ¼ XD, x is the function of XD, i.e.,
xiþ1 ¼ lim
t!1
xi ¼
Xi1
j¼0
hg ji ; xi fij xij
  
þ hgi1i ; xi

_XD

For an arbitrary variable set y ¼ fy1; y2; . . . ; yNg, the
operator hgmi ; yi : Rn ! Rn is defined as
hgmi ; yiðzÞ ¼ g1i yi;
d
dt
g1i1 yi1; . . . ;
d
dt
g1imðyim; zÞ
  
Near minimum-time feedback attitude control with multiple saturation constraints for agile satellites 725By considering the time-varying sequences fyiðtÞ i 2 ½1;Nj g,
the symbols yiðtÞ # fmi;jg and yiðtÞ ~#fmi;jg are used in this
paper to represent the inequalities sup
tPt0
jyi;jðtÞj < mi;jði ¼ 1;
2; . . . ;N; j ¼ 1; 2; . . . ; nÞ, and sup
tPt0
jyi;jðtÞj 6 mi;jði ¼ 1; 2; . . . ;N;
j ¼ 1; 2; . . . ; nÞ respectively, where 8mi;j > 0 is the magnitude
constraint of yi;j; t0 is the initial time.
With the definition above, the saturation limitation of
SNðx; uÞ can be represented as
fxiþ1ðtÞg ~#fmi;jg ð8Þ
with i ¼ 1; 2; . . . ;N and xNþ1 ¼ uN .
Nevertheless, the cascaded control law studied in both Ref.8
and this paper only adopts the relationship of Eq. (9) instead
of Eq. (8).
fuiðtÞg ~#fmi;jg i ¼ 1; 2; . . . ;N ð9Þ
Since ui ¼ xe;iþ1 þ xiþ1, Eqs. (8) and (9) will become equiv-
alent if xe;i ! 0n. This relationship will be discussed later.
2.3. Satellite attitude control model
With the dynamics, kinematics and its higher order differential
equations of motion under consideration, the satellite attitude
control system is generally regarded as a typical cascade con-
trol system. Although it is previously formulated in a generic
form, the control method proposed in this paper is primarily
designed for the rapid attitude maneuvering control. By con-
sidering the modeling in Refs.33,34, the closed-loop dynamics
equations for the attitude control system is represented as
follows:
J _xe ¼ xðJxþHGÞ  JRbd _xd þ Jxe xbdþ
TC þ TD þOD
ð10Þ
where J 2 R33 is the inertia tensor of the spacecraft repre-
sented in the body-fixed frame Fb, containing all mass tensors
generated by the locked structures and actuators, and the mass
effect caused by the mass unbalance of the heavy assemblies;
x ¼ xbi 2 R31 is the slew rate of the spacecraft represented
in Fb, with xi the absolute angular velocity, and _x the deriva-
tive of x. Similar superscripts are used throughout this paper
to denote the coordinate; x 2 R33 is the anti-symmetric
matrix of x; xd 2 R31 is the target slew rate represented in
the target body frame Fd; xe represents the tracking error
between x and xd, i.e.,
xe ¼ x xbd ð11Þ
where xbd ¼ Rbdxd and _Rbd ¼ xe Rbd, with Rbd the transforma-
tion matrix from Fd to Fb.
HG ¼ HC þ Jbgx 2 R31 stands for the angular moment of
the momentum exchange actuators (usually by wheels or
CMGs), with HC the spin angular momentum of the rotating
actuators around their own inertial axis frames and
Jbg 2 R33 the combination of the rotational inertia of all rotat-
ing actuators. Both of these momentums are represented in
Fb;
35 TC;TD 2 R33 represent the control torque and the
external disturbance torque, respectively. TC is generally
obtained by TC ¼ TM þ TE, with TM the angular momentumexchanging rates between the satellite and the actuators, and
TE the external moment generated by magnetorquers or
thrusters. For agile satellites, the magnitude of TC is much
greater than that of TD. OD ¼ Jbg _xMg  _Jbgx stands for
the high-order terms of the dynamic equation, where Mg is
generated by the angular momentum exchanging effect, but
has little use in control (for instance the angular acceleration
movement of the CMG gimbal). OD is generally considered
to have relatively small magnitudes in Eq. (10).
In this paper, the quaternion is used to analyze and design
the attitude control system. Therefore, the kinematics of the
system can be represented by
_qe;v ¼ 1
2
Bexe ð12Þ
where qe ¼ ½ qe;0; qTe;v T is the error of the attitude quaternion,
with qe;0 and qe;v 2 R31 the scalar and the vector part of qe,
respectively. The detailed definitions of qe and the coupled
matrix Be ¼ qe;0I3 þ qe;v 2 R33 .
Due to the differential relations among qe;v, xe, TC and _TC,
the attitude control system is a typical cascade control system.
As noted previously, the magnitude of the slew rate x and the
control torque TC are under restriction in all three-axis accord-
ing to the saturation characteristics of the sensors and actua-
tors equipped. Besides, for those momentum controlled
systems, _TC represents the bandwidth of the wheel or CMG
and is also restricted in practice.
3. Theorems and proofs
3.1. Closed-loop stability of cascaded control
In this section, the stability of the cascade system will be dis-
cussed by neglecting the saturation. This stability problem of
the linear systems has been extensively studied in previous
works.28 Similar conclusions can be applied to Eq. (4) as
follows.
Theorem 1. The closed-loop system SNðx; uÞ is asymptotically
stable if the following cascaded control law u ¼ uN is employed
by
ui ¼ g1i ðxi; viÞ
vi ¼ Kixe;i  fiðxiÞ þ _ui1

ð13Þ
with u0 ¼ XD. Ki ¼ diagðki;1; ki;2; . . . ; ki;nÞ > 0 is the linear feed-
back matrix for 8i 2 ½1;N.
Proof. Choose the Lyapunov function as
Ve;i ¼ 1
2
xTe;ixe;i
Assume lim
t!1
xe;iþ1 ¼ 0n, so that the following relationship of
Eq. (14) can be obtained by substituting Eqs. (4), (6) and (13)
into the differentiation of Ve;i.
lim
t!1
_Ve;i ¼ xTe;iKixe;i þ xTe;i lim
xe;iþ1!0
giðxi; xe;iþ1Þ < 0 ð14Þ
726 X. Liu et al.Since _xe;N ¼ KNxe;N, the initial conditions of lim
t!1
xe;N ¼ 0n
can be obtained by its solution for xe;ðN;jÞðtÞ ¼ xe;ðN;jÞðt0ÞekN;j t.
Hence, the asymptotic stability of xe;1 can be guaranteed by
iterating Eq. (14) from i ¼ N to i ¼ 1. h
The stability of Eq. (13) is particularly effective if the con-
veyance of xe;iþ1 is designed faster than that of xe;i. Similar
designs are widely applied in the cascade control systems, for
instance, the cascade discontinuous controller used in Ref.36
to deal with the actuator failure.
3.2. Saturation problem of cascade system
By considering Eqs. (4) and (13), the closed-loop dynamics of
the cascade control system can be formulated by
_xe;i ¼ fiðxÞ  _ui1 þ giðxi; xe;iþ1 þ uiÞ
¼ Kixe;i þ giðxi; xe;iþ1Þ
ð15Þ
As xe;i  0n, we have xe;iþ1  b1i ðxiÞ0n  0n. Therefore, the
steady state of SNðx; uÞ provides x1  XD and xi  ui1 for any
i 2 ½1;N.
Apparently, the unsaturated control is valid only when the
tracking destination XD satisfies x

iþ1#fmi;jg ði ¼ 1; 2; . . . ;NÞ:
For the unsaturated functions can satisfy Eq. (8), these
function spaces can be denoted as SR, and then XD 2 SR
becomes a necessary condition for the saturation-free control.
Furthermore, if we consider the continuity of Eqs. (4) and (13),
and use the norm k  k with the zero element yzðtÞ  0n to
define the distance between ya; yb 2 SR as
kya  ybk ¼ max
06j6n
sup
tPt0
jya;jðtÞ  yb;jðtÞj
 
where ya;j and yb;j are the j th components of ya and yb, respec-
tively. It can be verified that there exists the continuous closed
convex set SA#SR around the origin yzðtÞ  0n.
On the other hand, if K1;K2; . . . ;KN are predefined,
Eq. (13) can be rewritten as
ui ¼ Aikðx; uk1Þ þ BikðxÞ þDikðx; _uk1Þ ð16Þ
where,
Aikðx; uk1Þ ¼
Xik
j¼0
hg ji ; xiðKijxe;ijÞ
BikðxÞ ¼
Xik
j¼0
hg ji ; xiðfijðxijÞÞ
Dikðx; _uk1Þ ¼ hgiki ; xið _uk1Þ
8>>>><
>>>>:
ð17Þ
Here, Aikðx; uk1Þ is formed by x and the error feedback
Kkxe;k;Kkþ1xe;kþ1; . . . ;Kixe;i, which may have a small magni-
tude if a relatively small Kk;Kkþ1; . . . ;Ki is chosen. B
i
kðxÞ and
Dikðx; _uk1Þ are derived from the nonlinear terms
fkðxkÞ; fkþ1ðxkþ1Þ; . . . ; fiðxiÞ and the external input uk1,
respectively.
This paper only considers the system which uses feedback
control without global planning. Therefore, there always exists
the conservative control when K1;K2; . . . ;KN is properly small
to drive the system state x to converge towards xi  xi .
Assume that a generalized state transition process between
ya; yb 2 SA is under consideration, the following limitations
are satisfied,Bi1ðxÞ þDi1ðx; _XDÞ#fmi;jg ð18Þ
BikðxÞ#fmi;jg ð19Þ
Eqs. (18) and (19) indicate that the effects of fiðxiÞ and XD
in Eq. (16) are relatively small in those cases that may appear
in practice, and the saturation of ui is normally caused by the
feedback term Ai1ðx;XDÞ. Therefore, there always exist ya, yb
and K1;K2; . . . ;KN small enough to satisfy Eq. (8).
Note that if the multiple-integrator system with fiðxiÞ ¼ 0
and biðxiÞ ¼ I3 is considered, the condition of Eqs. (18) and
(19) can be accordingly simplified to
xiþ1 ¼ XðiÞD #fmi;jg ð20Þ
Eq. (20) is previously defined as the necessary condition of
the saturation-free control, which indicates that the saturation-
free control can be always guaranteed for 8xi in multiple-
integrator systems.
Similarly, for a weakly nonlinear system, in which the
cascade dynamics models can be approximately treated as
multiple integrators, it is ensured there exists a limited vary-
ing range for xi with unsaturated property of Eqs. (18) and
(19). Hence, this system has similar dynamics as the global
non-saturation one. If such unsaturated range completely
contains the variations of xi under practical situations, this
system is considered to be able to globally satisfy
Eqs. (18) and (19) is then referred as the quasi no-
saturation system in the paper.
3.3. Cascaded control within near minimum-time
Based on the assumption in Section 3.2, this section proposes
an improved cascade control method to implement the near
minimum-time control. The quasi no-saturation system is con-
sidered here to be able to satisfy Eqs. (18) and (19).
Eq. (21) represents the concrete form of the saturation cas-
cade control law proposed in this paper.
u ¼ HN þ g1N ðxN;fNðxNÞ þ _uN1Þ ð21Þ
By adopting u0 ¼ XD, fui 1 6 i < N 1j g in Eq. (21) can be
properly determined by the recursion below.
ui ¼ Hiðri; siÞ þ ri ð22Þ
where, Hi 2 ðRn;RnÞ ! Rn is the nonlinear feedback term to
be designed; ri ¼ b1i ðxiÞðfiðxiÞ þ _ui1Þ and si ¼ b1i ðxiÞ
ðKixe;iÞ.
Note that Eq. (21) can be obtained from Eq. (13) by consid-
ering the simplified gi in Eq. (5), and the resultant feedback
term g1i ðxi;Kixe;iÞ is replaced byHi when the saturation con-
trol can satisfy Eq. (9). If Hiðri; siÞ ¼ b1i ðxiÞdi, Hi in Eq. (22)
can be determined by the following nonlinear planning
(NLP) of Eq. (23).
min
di
ððdi þ Kixe;iÞTðdi þ Kixe;iÞÞ ð23Þ
in which the constraints of Eqs. (24) and (25) are considered,
~bi;jdi 6 mi;j  ri;j
~bi;jdi 6 mi;j þ ri;j
(
ð24Þ
signðxe;ði;jÞÞdi;j P 0 ð25Þ
Near minimum-time feedback attitude control with multiple saturation constraints for agile satellites 727where ~bi;j is the jth row of b
1
i ðxiÞ; ri;j, di;j and xe;ði;jÞ are the jth
components of ri, di and xe;i, respectively.
To satisfy Eq. (9), the condition for Eq. (24) is built for ui,
and Eq. (25) represents the negative definiteness of di. Mini-
mizing Eq. (23) makes Hi ¼ si when di ¼ Kixe;i, satisfying
both Eqs. (24) and (25).
It is obvious that the solvability of Eq. (23) cannot be
always guaranteed under the constraints of Eqs. (24) and
(25). For the unexpected cases, some conditions in Eq. (25)
may be neglected in order to obtain the solution of nonnega-
tive definite di. However, for practical applications, it is ineffi-
cient to process the NLP in the feedback controller. Therefore,
the boundary conditions are used in this paper to approxi-
mately compute di, so as to improve the real-time performance.
Without loss of generality, let di be represented by
di ¼ ~Kixe;i ð26Þ
where ~Ki ¼ diagð~ki; 1; ~ki; 2; . . . ; ~ki; nÞ.
The condition of Eq. (25) is used to guarantee the stability
of the control law. However, Eq. (25) is not involved in the fol-
lowing simplified process, and will be approximately consid-
ered in other ways as a compensation. Thus, di;j ¼ ~vi;j can be
further calculated as
di ¼ biðxiÞM^i þ Pid^i ð27Þ
where Pi ¼ In QTi ðQiQTi Þ
1
Qi is the projection matrix that
can satisfy Pi P 0, P2i ¼ Pi, PTi ¼ Pi and QiPi  0;
Qi ¼ ½bT1 ; bT2 ; . . . ; bTs , where b1; b2; . . . ; bs are the specifically
chosen column vectors from b1i ðxiÞ that can satisfy
jbhvij > mi;h. Particularly, for an arbitrary vector y 2 Rn1,
jyj ¼ ðyTyÞ1=2. If h is the row index of bk in b1i ðxiÞ, Sh is used
to denote the set of all index numbers of b1; b2; . . . ; bs. Accord-
ingly, li ¼ ½li; 1; li; 2; . . . ; li; sT, where li; h ðh ¼ 1; 2; . . . ; sÞ is
the corresponding element of si þ ri identified by
jsi;h þ ri;hj > mi;h, with si;h the h th component of si. The one-
to-one relationship of bh and li; h is represented as
si þ ri ¼
..
.
b1
b2
..
.
bs
..
.
2
6666666666664
3
7777777777775
vi ¼
..
.
li;1
li;2
..
.
li;s
..
.
2
6666666666664
3
7777777777775
ð28Þ
In Eq. (27), d^i is set by
d^i ¼ Kixe;i  biM^i þ QTi ei ð29Þ
where Qi 2 RðnsÞn is formed by the remaining row vectors in
b1i ðxiÞ which are not included in Qi; M^i ¼ ½m^i;1ðsi;1; ri;1Þ;
m^i;1þ1ðsi;1þ1; ri;1þ1Þ; . . . ; m^i;nðsi;n; ri;nÞT, the entries of which are
obtained by
m^i;hðsi;h; ri;hÞ ¼
signðsi;h þ ri;hÞmi;h  ri;h h 2 Sh
0 h R Sh

8h 2 Sh (1 6 h 6 n) is one of those row indexes. li; k is
properly placed in the array si þ ri with the order shown inEq. (28). We can use Eq. (29) to calculate d^i, where ei 2 Rns
is a compensation factor and can be determined as follows.
First, in the case of
Hiðri; siÞjei¼0ns þ ri ~#fmi;jg ð30Þ
where no components of Hiðri; siÞjei¼0ns þ ri exceed the magni-
tude constraints defined in Eq. (9), so that we simply have
ei ¼ 0ns in Eq. (30). Otherwise, it should be determined
through some procedures as follows.
By substituting Eq. (29) into Eq. (27),
Hiðri; siÞ ¼ b1i di ¼ M^i þ Xi þ b1i Pi QTi ei ð31Þ
where Xi ¼ b1i PiðKixe;i  biM^iÞ.
Let ker Qi denote the null space of Qi, which satisfies
Qiy ¼ 0 for 8y 2 Rn. Besides, by the previous definition, any
non-zero component of M^i in Eq. (31) holds the boundary
value of mi; j as in Eq. (9). Hence, Xi stands for the projection
component of the error vector between Kixe;i and M^i along
the diction of ker Qi, which makes di as close as possible to
the original feedback ker Qi provided in Eq. (13) under the con-
straints of Eq. (24). Note that the effect of Eq. (25) is roughly
neglected as we use the projection to approximately make di
close to Kixe;i. Under this circumstance, xTe;i ~Kixe;i > 0 can be
guaranteed according to the stability of Eq. (13).
Since Qi and
Qi are fully ranked according to
rankðb1i Þ ¼ n, there exist  2 kerQi and  2 ðkerQiÞ?, where
 belongs to Qi and
 to Qi, and ðkerQiÞ? is the orthogonal
complementary space of kerQi. Hence, Eq. (31) can be rewrit-
ten as
sub
Sh
ðLiÞ
sub
Sh
ðLiÞ
2
4
3
5 ¼ subSh ðXi þ b
1
i Pi
QTi eiÞ
sub
Sh
ðXi þ b1i Pi QTi eiÞ
2
64
3
75 ð32Þ
where the operator sub
Sa
ðyÞ 2 Rn ! Rns represents a vector
formed by the components chosen from y 2 Rn and with its
row index for h 2 Sa; Sh  Sh ¼ f1; 2; . . . ; ng and
Li ¼ Hi  M^i,  stands for the direct sum between two num-
ber sets.
It can be verified that,
sub
Sh
ðb1i Þ
sub
Sh
ðb1i Þ
2
64
3
75Pi ¼ QiQi
 
Pi ¼
0ðnsÞn
QiPi
 
Bi 2 RðnsÞðnsÞ; rankðBiÞ ¼ n s
8>><
>>:
where Bi ¼ QiPi QTi . Therefore, by inspecting the row entries of
Eq. (32), it can be rewritten as
~Hi ¼
sub
Sh
ðM^iÞ
0ns
" #
þ
0s
sub
Sh
ðXiÞ þ Biei
" #
ð33Þ
where ~Hi ¼ ½ subSh ðHiÞ; subSh ðHiÞ 
T
.
Since ½ sub
Sh
ðM^iÞ; sub
Sh
ðXiÞ 
T
~#f ~mi; jg according to the defi-
nition of M^i, ei in Eq. (33) can be determined by solving the
NLP problem, i.e., minðeTi eiÞ, under the following constraints,
hBiihei 6 ~mi;sþh  ri;h
hBiihei 6 ~mi;sþh þ ri;h
(
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hth component of ri; f ~mi;jg is the rearranged saturation con-
straints according to the row index of Sh and Sh.
It is obvious that minðeTi eiÞ has a uniform form as Eq. (23),
and can be approximately treated through the projected
approximation as noted in Eq. (27) in a recursive manner.
Note that the recursion will always provide ei ¼ 0 as in Eq.
(30). Therefore, in both cases, the recursion is finally finished.
The computations of Eqs. (27) and (29) are used to replace
Eq. (23) by the NLP, and the approximate result is obtained
from a specific projection matrix represented by Eq. (27). This
algorithm is shown in Fig. 1, where the orthogonal relationship
between ker Qi and ðkerQiÞ? is illustrated in 2D plane. si in
Fig. 1 is decomposed into components, in which the saturated
components M^i is positioned exactly at the critical saturation
value, and the error generated by si  M^i ¼ b1i
ðKixe;i  biM^iÞ is firstly mapped into Kixe;i  biM^i and then
projected into the null space of Qi. Accordingly, the generated
vector is mapped back into Hi with b
1
i , and will be compen-
sated with ei > 0 if necessary. As the projection is the maximum
approximation of the original vector along a specific direction,
di ¼ ~Kixe;i is approximately considered as close as to Kixe;i
under the saturation constraints.
Discussion 1. The computation of Hi þ ri by Eq. (22) is
continuous for si þ ri by Eq. (13) at the critical condition of
jsi;h þ ri;hj ¼ mi;h. Suppose a specific row index s, so that
j  bhKixe;i þ ri;hj ¼ mi;h for h 6 s and j  bhKixe;i þ ri;hj < mi;h
for h > s, and we have
M^i þXi
¼ b1i PiKixe;i þ b1i ðIn  PiÞbiM^i
¼  0snQiPi
 
Kixe;i þ
Is
Zi
 
Is; 0sðnsÞ
	 

M^i
¼  0snQiPi
 
Kixe;i 
Is 0sðnsÞ
Zi 0ðnsÞðnsÞ
 
QiKixe;i
0ðnsÞn
 
¼  QiQi
 
Kixe;i ¼ siFig. 1 Principle diagram of projection algorithm.in which Zi ¼ QiQTi ðQiQTi Þ
1 2 RðnsÞs, and m^i;hðsi;h; ri;hÞ ¼
signðsi;h þ ri;hÞmi;h  ri;h ¼ si;h for h 6 s is utilized to accord-
ingly lead to ei ¼ 0 in Eq. (31). Therefore, the continuity of
Eq. (27) makes the control term Eq. (22) equivalent to that
of Eq. (13) when the amplitude of ui is small, and the switching
from Eq. (22) to Eq. (13) is smooth.
Discussion 2. ui in Eq. (22) may behave three types of dynamic
performances to affect the stability of xe;ði;jÞ. If ri þ si#fmi;jg,
and there will always exist Sh ¼£ and Hiðri; siÞ ¼ si. In this
case, Eq. (13) is equivalent to Eq. (22) with the asymptotic
stability and saturation-free, which is called as linear phase
in this paper. Besides, jri; j þ si; jj > mi; j indicates Hi – si
and Ki – ~Ki. Considering the Lyapunov function used in
Theorem 1 under the condition of xe;iþ1 ! 0, there exists
lim
t!1
_Ve;i ¼ xTe;igiðxi;Hiðri; siÞÞ ¼ xTe;i ~Kixe;i
If ~ki;j P 0, the state xe;ði;jÞ will be still Lyapunov stable. Nev-
ertheless, the dynamics performance of ui is probably changed
due to ~ki;j – ki;j. As discussed in Eq. (31), di is always chosen
as close as to si. In this case, xe;ði;jÞ is stabilized but ~Ki is
decreased or enlarged to its boundary, which is similar to the
coasting phase mentioned in Ref.26 Besides, ~ki;j < 0 may cause
the ith control term unstable and is named instability phase in
this paper.
Discussion 3. By considering Discussions 1 and 2, we know
that the coasting phase and instability phase will occur only
when there exists at least one component of ui for
jri;j þ si;jj > mi;j. Even if ui is undergoing a coasting or instabil-
ity dynamics, there may still exist the linear stable xe;ði;jÞ if at
least one component of ui satisfies jri;j þ si;jj 6 mi;j.
However, there exists the specific systems in which biðxiÞ
can be simplified into a diagonal matrix. As a result,
Pi ¼ In 
Ki
0ðnsÞs
 
ðK2i Þ
1
Ki; 0sðnsÞ
	 

¼ 0ss 0sðnsÞ
0ðnsÞs Ins
 
where b1i ðxiÞ ¼ diagðKi; KiÞ is written in a block-diagonal
form, and Ki 2 Rss, Ki 2 RðnsÞðnsÞ.
In this case, Eq. (27) can be simplified into
di ¼
Ki sub
Sh
ðM^iÞ
0ns
" #
þ
0s
Ki sub
Sh
ðuiÞ
" #
It is obvious that, if jri;jj < mi;j or ri;jsi;j 6 0, there always
exists ~ki;j > 0, i.e., xe;ði;jÞ is stabilized if lim
t!1
xe;ðiþ1;jÞ ¼ 0.3.4. Stability of saturated system
In this section, it is assumed that the instability phase dynam-
ics occurs in ui;j at moment t1, but will never occur in any uk;j
for k > i and t > t1. Due to the convergence of
xe;iþ1; xe;iþ2; . . . ; xe;N according to the Lyapunov stability
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for a proper t > t1. Hence, the dynamics of the stable states
xiþ2; xiþ3; . . . ; xN afterwards are neglected in the following
discussions.
Consider the virtual cascade control terms ~u1; ~u2; . . . ; ~uN
corresponding to u1; u2; . . . ; uN, in which ~ui adopts the follow-
ing characteristics,
~ui;j ¼
ui;j ~ki;j

ui
> 0
ri;j ~ki;j

ui
6 0
8<
: ð34Þ
If ~k0i;j is used to represent the feedback provided by ~ui
similar to ~ki;j by ui, it is apparent that ~k
0
i;j P 0 according to
Eqs. (22) and (34). By substituting Eq. (34) into Eq. (14),
the instability phase performance of xe;ði;jÞ controlled by ~ui
becomes
~k0i;j ¼ 0; xe;ði;jÞ  xe;ði;jÞðt1Þ ð35Þ
The closed loop system with ~uN being employed is repre-
sented by SNð~x; ~uNÞ, where ~x ¼ ½ ~xT1 ; ~xT2 ; . . . ; ~xTN T is the
state controlled by ~uN. Even if the saturation is simplified by
Eq. (34), the dynamic of ~x is still complicated because of the
coupling nonlinearity in giðxi; uiÞ, so that the regular analytical
stability proof is hard to achieve as noted in Ref.17 However,
the simplification is feasible for several practical applications,
including the satellite attitude control case of interest, so that
the analysis and synthesis of SNðx; uÞ can be accordingly pro-
vided as follows.
Theorem 2. There exist SV – £ and SF;k – £ (k 2 ½1;N),
which can guarantee that the quasi no-saturation system
SNðx; uÞ with the initial state xðt0Þ 2 SV, XD 2 SA will be
asymptotically stable by Eq. (21), if SNðx; uÞ with its reference
system SNð~x; ~uNÞ satisfies one of the following cases.
(1) There exists only one specific term ~ui among u1; u2; . . . ; uN
with its component possibly encountering the instability
phase dynamics, and bið~xiÞ satisfies,
lim
t!1
j~bk;jj < ck;0 þ ck;1jxe;kj ð36Þ
in which ~bk;j is the jth row of bkð~xkÞ ðk ¼ 1; 2; . . . ; i 1Þ;
ck;0; ck;1 > 0 are scalar constants, satisfying ci;1 < ~k
0
i;j for
any j ¼ 1; 2; . . . ; n.
(2) For 8k ¼ h; hþ 1; . . . ; i in which the instability phase of ~uk
may occur, bhþ1ð~xhþ1Þ; bhþ2ð~xhþ2Þ; . . . ; bið~xiÞ are all
constant diagonal matrices. Meanwhile, for
8k ¼ h; hþ 1; . . . ; i, fkðxkÞ satisfies,
g1k ðxk; fkðxkÞÞ # fmk; jg ð37Þwhere SV ¼D fxðt0Þ xiþ1ðt0Þ # fli; jg
 g, SF;i ¼D fD~Ki D~Ki #
fca1;jg; a ¼ 2; 3; . . . ; i 1:g; D~Ki ¼ diagð~k0i;1  ~ki;1; ~k0i;2  ~ki;2;
. . . ; ~k0i;n  ~ki;nÞ:
Proof 1. In Case (1) of single instability, assuming there exists
no status switching of ~ui between the three types of dynamics
as noted in Discussion 2, for the unstable control term ~ui, there
existslim
t!1
~xe;ði;jÞðtÞ ¼
~xe;ði;jÞðt0Þ ~k0i;j ¼ 0
0 ~k0i;j > 0
(
ð38Þ
Similar to Eq. (14), by considering the Lyapunov function
Ve;ði1; jÞ ¼ 12 ~x2e;ði1; jÞ, it can be obtained that
_Ve;ði1;jÞ ¼ ~k0i1;j~x2e;ði1;jÞ þ ~xe;ði1;jÞ~bi1;j~xe;i
where ~xe;1; ~xe;2; . . . ; ~xe;N are the tracking errors of the reference
system of SNð~x; ~uNÞ.
According to Eq. (36), there existslim
t!1
j~bi1;j~xe;ij 6 jlim
t!1
~bi1;jjjlim
t!1
~xe;ij
< ci;0jlim
t!1
~xe;ij þ ci;1jlim
t!1
~xe;i1jjlim
t!1
~xe;ij
As there exists lim
~xe;ði1;jÞ!1
_Ve;ði1;jÞ < 0 and lim
~xe;ði1;jÞ!0
_Ve;ði1;jÞ > 0
by considering Eq. (38), the movement of ~xe;ði1;jÞ is bounded
according to the Lyapunov stability theorem. Hence, there
exists the equilibrium point of ~xe;ði1;jÞ with its magnitude be
upper bounded,
~xe;ði1;jÞ ¼ 1~k0i1;j
~bi1;j~xe;i ð39Þ
Since lim
t!1
~xe;i is a constant, the boundary of ~xh for 8h < i
can be always guaranteed by the verified upper bounded rela-
tionship between ~xe;i1 and ~xe;i due to none of ~k0h;j 6 0 for ~xe;h.
Therefore, x1 will ultimately converge to the neighborhood of
XD, and the convergence condition
lim
t!1
~x1ðtÞ ¼ lim
t!1
~xe;1ðtÞ þ lim
t!1
XDðtÞ 2 SA is dependent on
lim
t!1
~xe;iðtÞ. Since ~xe;iðt0Þ – 0 can be always found with small
non-convergent components ~xe;ði;jÞ as noted in Eq. (38) to pro-
vide lim
t!1
~x1ðtÞ 2 SA, there exists appropriate xðt0Þ 2 SV – £.
According to this, the movement trajectory of system states
will eventually escape from the saturated state and then get
asymptotically stable as the no-saturation system did before
t!1. Besides, since lim
D~Ki!0
xe;i ¼ ~xe;i, the effect of the satura-
tion error from D~Ki is limited as discussed in Eq. (18). As a
result, the boundary of SF; i can be small enough, so that
x1ðtÞ will be guaranteed within a properly small displacement
from ~xi and accordingly arrive at the unsaturated state in
SA before t!1. Therefore, Theorem 2 has been proven for
Case 1. h
Proof 2. In Case 2, the situation in which multiple instabilities
occur in different uh will be discussed. Without loss of
generality, another instabilities except ui are denoted as uh
(0 < h < i), and there would occur no more instabilities in
all uk (h < k < i). For one saturated component uh;j, it is
obtained,
juh;jj ¼ jmh;jj; _uh;j ¼ 0 ð40Þ
and the closed loop dynamic of ~xe;ði1;jÞ is decoupled as follows
because bi1ð~xi1Þ is a diagonal matrix.
_~xe;ði1;jÞ ¼ ~k0i1;j~xe;ði1;jÞ þ ~bi;ðj;jÞui;j~xe;ði;jÞ ð41Þ
where ~bi;ðj;jÞ is the jth component of ~bi;j.
730 X. Liu et al.Since ~k0i1;j > 0 for i 1 > h, the boundary of limt!1 ~xe;ði1;jÞ is
derived similarly as in Case 1, and the result of which can be
recursively extended to any ~xe;ði1;jÞ of hþ 1 < k < i 1. For
k ¼ h, because _uh;j ¼ 0, the component of ~uhþ1;j becomes
~uhþ1;j ¼ 1~bi;ðj;jÞ
~k0i;j~xe;ðhþ1;jÞ  fi;jð~xhþ1Þ
 
where fi;jð~xhþ1Þ is the jth component of fið~xhþ1Þ.
By considering Eq. (37), jrhþ1;jj 6 mhþ1;j. As noted in
Discussion 3, because there always exists ~k0h1;j > 0, ~xe;ðhþ1;jÞ
and xe;ðhþ1;jÞ will finally converge to a determined neighbor-
hood of the input uh;j similarly, as indicated in Proof 1. If
x^k;j ¼ lim
~xe;ði;jÞ!1
~uk1;j is used to represent the tracking destination
of xk;j towards input without saturation effect, the following
relationship according to Eq. (19) will become effective,
x^i;j ¼ hBihðx^Þij þ hDihðx^; _uhÞij ¼ hBihðx^Þij < mi;j
where x^ ¼ x^T1 ; x^T2 ; . . . ; x^TN
	 
T
, and x^h;j; x^hþ1;j; . . . ; x^i;j can
provide the non-saturation property for xh;j; xhþ1;j; . . . ; xi;j, in
which x^h stands for a tracking destination equivalent to
XD 2 SA in Proof 1. ui;j is then escaped from the saturation,
and multiple saturations can be gradually eliminated in
sequence as that for single instability in ui;j. Thus, it can be
concluded that the instability phases in Eq. (22) are generally
escapable. h
Discussion 4. As noted above, Eq. (21) can be stabilized pro-
viding ui#fmi;jg. However, the saturation control is generally
expected to implement Eq. (8) instead. Although Eq. (21) does
not hold such strict non-saturation property, for these practi-
cal xeðt0Þ and xiðt0Þ, Eq. (8) is still guaranteed under some rea-
sonable assumptions.
For most cases, the system state xi is asymptotically stable
so as to converge towards the limited ui1. It is obvious that xi
most likely exceeds the limitation when ui1 gets close to its
magnitude boundary mi;j and then instantaneously loses its
stability on account of the existence of the higher-order
tracking error xe;iþ1 ¼ xiþ1  ui. Due to the uncertain varia-
tions in xe;i during this time, xi may go beyond its limitation as
there exists jui;jj 	 mi;j. To deal with such problem, the
movement of the cascaded controller with ~ki;j > 0 is supposed
to satisfy the properties of Eqs. (42) and (43).
Z t1þDt
t1
g2i;jð~xi; ~xe;iþ1Þdt

2~ki;j
1 e2~ki;jDt m
2
i;j 8Dt > 0 ð42Þ
j~ki;j~xe;ði;jÞj  jgi;jðxi; xe;iþ1Þj 8t > t1 þ Dt ð43Þ
where gi;jðxi; xe;iþ1Þ is the jth component of giðxi; xe;iþ1Þ.
Eqs. (42) and (43) indicate that the convergence of ~xe;iþ1 to
the equilibrium state is always relatively faster than that of ~xe;i.
Therefore, the effect caused by xe;iþ1 as in Eq. (42) is negligible.
Since jxi;jj 6 jxe;ði;jÞj þ jui1;jj, assuming that the dynamic
relationship between ~xe;i and xi is omitted and biðxiÞ is
considered as a time variable, the solution for Eq. (15) can be
derived as follows within a relatively short time,
~xe;ði;jÞðtÞ ¼ ~xe;ði;jÞðt1Þe~ki;jðtt1Þ þOe;ði;jÞðt; t1Þ ð44Þwhere Oe;ði;jÞðt; t1Þ ¼ ðEtt1Þ
1 R t
t1
gi;jðxi; xe;iþ1ÞEtt1dt, and
Ett1 ¼ e
~ki;jðtt1Þ.
By taking Eq. (42) and the Cauchy–Schwarz Inequality into
consideration, and utilizing the following inequalities,
R t
t1
g2i;jð~xi; ~xe;iþ1Þdt 6
R t1þDt
t1
g2i;jð~xi; ~xe;iþ1Þdt
2~ki;j
1e2~ki;jDt
m2i;j 6
2~ki;j
1e2~ki;jðtt1 Þ
m2i;j
8<
:
the relationship about Oe;ði;jÞðt; t1Þ can be obtained as
2 t 2 R t 2 t 2 2Oe;ði;jÞðt; t1Þ ¼ ðEt1Þ ð t1 gi;jðEt1Þ dtÞ

 1ðE
t
t1
Þ2
1ðEt1þDtt1 Þ
2 m
2
i;j 6 m2i;j
ð45Þ
In view of the dynamic process, in which xi;jðtÞ has been sta-
bilized to jxi;jðtÞj ¼ mi;j by a coasting dynamics, and then turns
into a transient state that _xe;ði;jÞ ¼ ki;jxe;ði;jÞ þ gi;jðxi; xe;iþ1Þ
holds, the following relationships is derived as
jxi;jj 6 jui1;j þ ~xe;ði;jÞðt1Þe~ki;jðtt1Þj þ jOe;ði;jÞðt; t1Þj
Further considering jui1;jj 6 mi;j, jxi;jðt1Þj ¼ jui1;jðt1Þþ
~xe;ði;jÞðt1Þj ¼ mi;j, and the continuity of jxi;jðt1Þj ¼
jui1;jðt1Þ þ ~xe;ði;jÞðt1Þj ¼ mi;j during the switching point (noted
in Discussion 1), there is ~xe;ði;jÞðt1Þ ¼ ui1;jðt1Þ  xi;jðt1Þ ¼ 0.
Accordingly, the following characteristics of Eq. (46) can be
roughly guaranteed from the inequality above by Eq. (45).
sup
t1<t<t1þDt
jxi;jj 6 mi;j þ jOe;ði;jÞðt; t1Þj 	 mi;j ð46Þ
On the other hand, from Eq. (43), the approximate relation-
ship of Eq. (47) can be obtained,
_xe;ði;jÞ t > t1 þ Dtj 	 ki;jxe;ði;jÞ ð47Þ
By substituting Eq. (47) into Eq. (44), we can get
D~xe;ði;jÞ ¼ ~xe;ði;jÞðt1Þe~ki;jDt þOe;ði;jÞðt; t1Þ
¼ Oe;ði;jÞðt; t1Þ 
 mi;j
ð48Þ
where D~xe;ði;jÞ ¼ ~xe;ði;jÞðt1 þ DtÞ.
Then, the following relationship is derived from Eq. (48),
jxi;jjt>t1þDt 6 sup jui1;jj þ jD~xe;ði;jÞðEtt1þDtÞ
1j
	 mi;j
ð49Þ
With the results from Eqs. (47) and (49), jxi;jj 6 mi;j can be
obtained in a non-strict manner.4. Attitude control system design
This section will present the ACS design with the proposed
cascade control method. The ACS has the following potential
advantages to be integrated by the cascade control. First, in
general applications, the relative attitude movement has a rel-
atively lower speed than the mobility of the satellite, and the
dynamic performance similar to that in the rest state has weak
nonlinearity.26 Although the cascade methods have been
applied in Refs.26,28, there still exists a large enough space of
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sibilities by considering Eq. (20).
Second, the boundary of SV and SF;k are large enough due
to the powerful output of the agile satellite ACS. Although it is
still difficult to analytically determine the region of SV and
SF;k, the feasibility of the control law with predefined parame-
ters can be verified by numerical simulations for the large angle
maneuver with the extreme displacement as done in Ref.17
Thirdly, the ACS system satisfies Case (2) of Theorem 2.
4.1. Near optimal attitude planning
In terms of the stability, the dynamics and the non-saturated
property of Eq. (20) are interdependent. The model reference
control is utilized to improve the performance of the cascaded
control law. In such a control system, an ideal reference object
is introduced and controlled by Eq. (20) as a planning. There
will be a triggered update logic involved whenever the
closed-loop controller cannot keep tracking the planning due
to the uncertainties.
The referenced rigid body satellite attitude control system
are represented in Fb frame as follows:
_~qv ¼ 1
2
~B~x ð50Þ
_~x ¼ J1ð ~HR þ ~TCÞ ð51Þ
_~TC ¼ u ð52Þ
where ~q ¼ ½ ~q0; ~qTv T is the attitude quaternion with its vector
error, with ~q0 and ~qv the scalar and vector part of ~q;
~qe ¼ ðqdÞ1  ~q, with qd the destination quaternion represented
in its own body frame Fd; ~B ¼ q0I3 þ ~qv ; ~x is the absolute slew
rate of the reference system. Meanwhile, ~x is represented in the
body frame Fb; ~TC is the reference control torque; and
u 2 R31 is the higher order control input. The detailed
description about the attitude dynamic equation, kinematic
equation and the quaternion multiple  can refer to
Refs.11,16,18,26,27 ~HR in Eq. (51) is obtained as
~HR ¼ ~x
ðJ~xþ ~HGðt0ÞÞ _HC  03
03 _HC – 03
(
ð53Þ
where ~HG is the control actuator momentum of the referenced
system; _HC  03 is corresponding to the cases when the satel-
lite is three-axis stabilized by bias momentum wheels or by
magnetorquers or thrusters only, and _HC – 03 is for the zero
momentum stabilization cases. Specifically, for modern agile
satellites, CMGs or reaction wheels based zero-momentum
are more commonly used, in which the total angular momen-
tum JxþHG in Eq. (10) needs to be configured and main-
tained at JxþHG ¼ 03 roughly during the task, so that the
zero momentum stabilization condition in Eq. (53) is held.
Such function is applied by an angular momentum unloading
control as
TE ¼ kuðJxþHGÞ ð54Þ
where ku > 0 is a constant scalar; and TE can be generated by
magnetic moments as noted in Ref.37 Even if the angular
momentum unloading is not achieved precisely, the attitudeprogramming is still accessible. However, the disadvantage is
that there may be additional error involved.
By replacing xi with the reference states ~qv, ~x and ~TC, and
considering the maneuvering targets qd and xd, a three-order
cascade controller is developed according to Eqs. (22) and
(52). The cascade attitude controller terms u1, u2 and u ¼ u3
are formulated as
u ¼ H3ðs3; r3Þ þ r3 ð55Þ
with
s1 ¼ K1mqðq1v;d  ~qvÞ; r1 ¼ Rbdxd
s2 ¼ K2ð~x u1Þ; r2 ¼  ~HR þ J _u1
s3 ¼ K3ð~TC  u2Þ; r3 ¼ _u2
8><
>:
where mqðq1v;d  ~qvÞ 2 R31 stands for the vector part of the
quaternion q1v;d  ~qv 2 R41. Note that ~x and ~TC are repre-
sented in their own body frame, so that no coordinate transfor-
mations are involved. K1, K2 and K3 are selected as the positive
definite diagonal matrixes so as to satisfy Theorem 1. For
u1 ¼ H1ðr1; s1Þ þ r1, there exists
jRbdxdj ¼ jxdj ð56Þ
Since xd is a small quantity compared with the orbit move-
ment of the satellite, u1 will never get to the instability phase
dynamics. The inertial matrix J in practice is an almost con-
stant diagonal matrix. Therefore, the reference control system
satisfies Case (2) in Theorem 2.
4.2. Nonlinear attitude tracking control
In order to implement the remaining error tracking control for
the previously programmed reference attitude ~qv, a nonlinear
back-stepping control law is proposed and demonstrated in
detail.
The following kinematic control law is firstly proposed to
perform the closed-loop tracking of the kinematic equation of
xe ¼ jtanhðkqe;vÞ ð57Þ
where the operator tanhðkqe;vÞ 2 R31 is used to take tanh
operation for each component of kqe;v, so as to provide restric-
tions on the magnitude of the attitude tracking angular veloc-
ity xe; j and k are the positive constants.
The dynamic tracking control law is further designed as
TC ¼ aJqe;v  b0Jzþ J _xe þ JRbd _xd
Jxe Rbdxd þ xðJxþHCÞ
ð58Þ
where z ¼ xe  xe , and _xe ¼ jkð1 tanh2ðkqe;vÞÞ _qe;v; and a
is specifically designed with nonlinear feedback properties,
and is formulated as
a ¼ a0ð1 cminÞeqhe þ a0cmin ð59Þ
where he ¼ 2p arccosðqe;0Þ; a0, b0, q and cmin are positive
constants.
To verify the asymptotic stability of Eq. (58), consider the
Lyapunov function V1 ¼ 12 zTz, and we could get its differenti-
ation as
_V1 ¼ zTJ1ðTC  xðJxþHGÞ  JRbdxdÞþ
zTJ1ðJ _xe þ Jxe Rbdxd þ TD þODÞ
ð60Þ
732 X. Liu et al.By substituting both Eqs. (57) and (58) into Eq. (60) and
neglecting the relatively small amount Jbgx; OD and TD,
Eq. (60) turns into
_V1 ¼ b0zT
a
b0
qe;v þ z
 
ð61Þ
As aqe;v is the function of qe;v, there exists
jaqe;vj 6 jajjqe;vj 6 a0, and the upper bound of jzj is unlimited.
Considering the continuity of qe;v and z, it can be ensured that
the movement of qe;v has the equilibrium point as Eq. (62)
according to the Lyapunov stability theory.
z ¼  a
b0
qe;v ð62Þ
Furthermore, V2 ¼ a0ðqTe;vqe;v þ ðqe;0  1Þ2Þ þ 12V1 is consid-
ered as the other Lyapunov function. By substituting Eqs. (57)
and (58) into _V2, it can be derived that
_V2 ¼ a0jqTe;vðtanh kqe;v
  a0  a
ja0
zÞ  b0zTz ð63Þ
Considering the equilibrium dynamics of Eq. (62), Eq. (63)
can be rewritten as
_V2 ¼ a0jqTe;vtanhðkqe;vÞ  jqTe;v
a0  a
j
 a
b0
qe;v
 
< 0 ð64Þ
Therefore, the asymptotic stability has been proven by
Eq. (64).
4.3. Dynamic performance design
The attitude tracking control law has been designed based on
the back-stepping logic in Section 4.2. Nevertheless, the
dynamic performance of the feedback controller is dependent
on several undetermined constants or variable parameters.
To ensure that the programmed near-optimal trajectory is
tracked rapidly without overshoot, the close-loop performance
of the back-stepping control is specifically parameterized by a
system linearization in this part. Based on this, the attitude
control system is improved in terms of its practical implemen-
tation and reliability.
First, the close-loop system is considered with a large atti-
tude error providing qe;0 
 1 and a 	 a0cmin. By substituting
Eqs. (57) and (58) into Eq. (10), it is obtained that
_zþ b0z ¼ a0cminqe;v ð65Þ
The kinematic tracking performance indicted by qe and the
dynamic tracking performance indicted by z are designed. To
exclude the feedback effect from the attitude error qe; let
cmin ¼ 0 in Eq. (65) temporarily, and then the solution of the
differential equation can be represented as
z ¼ zðt0Þeb0ðtt0Þ ð66Þ
Thereby, b0 can be treated as a time constant, on which the
convergence of z is dependent.
To design the dynamic performance of the close-loop
system, let the almost stable state with qe;0 	 1 and a 	 a0.
Due to qe;v 	 03, we have xe 	 jkqe;v, and _xe 	 jk
diagð1 tanh2ðkqe;vÞÞ _qe;v 	  jk2 xe. Thus, the following
linearized differential equation of Eq. (67) can be obtained
by substituting Eqs. (57) and (58) into Eq. (10).€sþ KPsþ KD _s ¼ 03 ð67Þ
where s ¼ R xedt 	 R Bexedt ¼ 2qe;v, _s ¼ xe; KP ¼ a0þb0jk2 and
KD ¼ b0 þ jk2 . The control parameters j and k can be deter-
mined as
j ¼ kxek1; jk ¼ k _xek1 ð68Þ
where kxek1 and k _xek1 are the expected maximum angular
tracking velocity and the acceleration near the equilibrium
point, respectively.
Finally, a0 can be determined by considering the following
second-order system dynamics as
KD ¼ 2nxn; Kp ¼ x2n; n2 ¼
ðKDÞ2
4Kp
< 1 ð69Þ
where n is the damping ratio as the rate of convergence; xn is
the natural angular frequency, on which the overshoot and the
accommodation time are mainly dependent.
To obtain an ideal dynamic performance with rapidity and
robustness, n! 1 is preferred in view of the engineering expe-
rience, and a0 can thus be parameterized by
a0 ¼ 1
2n2
b20 þ
j2k2
4
þ b0jk 2b0jkn2
 
ð70Þ
Particularly, since the attitude maneuver has been opti-
mized into a small angle error tracking process towards the
programmed trajectory, the linearization represented by Eq.
(67) holds globally.
4.4. Identification of spacecraft inertia tensor
The model reference control method proposed in Sections 4.1
and 4.2 is assumed accurate with the explicitly determined iner-
tial parameter J in Eq. (10). Nevertheless, the value of J cannot
be precisely acquired in most cases, and even may be change-
able during the on-orbit task. Obviously, the uncertainties of J
can bring in errors between the preferred near-optimal trajec-
tory and the physical attitude movement. To overcome this
disadvantage, an inertial parameter identification method is
proposed in this subsection, in which the CMGs or reaction
wheels based ACS are under consideration.
Here, the momentum-based inertial identification method is
preferable because it only requires the velocity measurements
and is less susceptible to signal noises.38 Similar parameter
identification algorithms were developed in the space robotic
arm systems.34,38 The following angular momentum conserva-
tion relationship is considered and represented in Fi,
RibðxJxþHGÞ ¼ Hi0 þ
Z t
t0
ðRibTD þ RibTEÞdt ð71Þ
where Hi0 ¼ Ribðt0Þxðt0ÞJxðt0Þ þ Ribðt0ÞHGðt0Þ; Rib is the
transformation matrix from Fb to Fi.
Note that since the effect of TD is relatively weak, TE is not
always prerequisite for the momentum unloading. Assume a
small time offset Dt ¼ tk  tk1, TE ¼ 03 for t 2 ½tk1; tk, andR t
t0
ðRibTEÞdt is neglected. The following observation function
of Eq. (72) can be formulated by modifying Eq. (71),
/khk ¼ yk þ tk ð72Þ
with
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yk ¼ Ribðtk1ÞHGðtk1Þ  RibðtkÞHGðtkÞ 2 R31
(
where W ¼
x1 x2 x3 0 0 0
0 x1 0 x2 x3 0
0 0 x1 0 x2 x3
2
4
3
5;
hk ¼ ½ J11; J12; J13; J22; J23; J33 T; tk 2 R31 represents
the measurement noise.
Considering the time sequence t0; t1; . . . ; tk, Eq. (72) can be
constructed as
Ukhk ¼ Yk þ Vk ð73Þ
where
Uk ¼ ½/1;/2; . . . ;/kT 2 R3k6
Yk ¼ ½y1; y2; . . . ; ykT 2 R3k1
Vk ¼ ½t1; t2; . . . ; tkT 2 R3k1
8><
>:
The following least squares (LS) cost function of Eq. (74) is
then applied,
Jm ¼ 1
2
VTkVk ¼
1
2
ðUkhk  YkÞTðUkhk  YkÞ ð74Þ
Therefore, the LS estimation is formulated as
h^k ¼ h^k1 þ Lkðyk  /kh^k1Þ ð75Þ
where Lk ¼ Wk1/Tk ðrI3 þ /kWk1/Tk Þ
1 2 R63, Wk ¼ 1r ðI6
Lk/kÞWk1 2 R66, and r is the forgetting factor.
As a result, the inertial tensor J in Eqs. (53), (54) and (58)
can be replaced by the estimated value of hk with more
accurate planning and more robust tracking control.
4.5. Real time computation
Since the reference model dynamic represented by Eqs. (50)-
(52) entirely depends on the real time states, the execution of
the planning can be obtained by applying numerical integra-
tions from t ¼ t0, which means that the trajectory planning is
synchronized with the feedback based control calculation at
every time step tP t0, and the initial referenced model states
at t ¼ t0 can be updated on line by externally resetting the inte-
gration states in Eqs. (50)-(52) to the current values of the
practical attitude system.
The triggering condition of the model updating mechanism
is defined by
j~xj  xjj > -j or
j ~TC;j  TC;jj > sj or
j _~TC;j  _TC;jj > 1j
where j ¼ 1; 2; 3; xj, ~xj, TC;j, ~TC;j, _TC;j and _~TC;j represents the
component value of x, ~x, TC, ~TC, _TC and
_~TC in the corre-
sponding reference model; -j, sj and 1 are the tolerance limits
of the input tracking errors between the reference model and
the physical control system.
5. Numerical simulations
This section verifies the control strategy for an on-orbit task
simulation. A typical agile small satellite in the sun-
synchronous orbit is under investigation and this satellite isequipped with the star sensor and the CMGs, so that the atti-
tude movement is under restriction. The specifications of the
satellite and its actuators can refer to Ref.39
Note that the CMGs in the simulation are constrained with
a slight delay inertial and controlled by a conventional robust
inverse steering law.40 Since the momentum of the CMGs is
large enough to perform the rapid attitude maneuver, the influ-
ence of the control error generated by the singularity avoid-
ance is inconspicuous and is not specially shown in the
results. Furthermore, the requested zero-momentum condition
in Eq. (53) is assumed to be fulfilled before the programming
starts.
5.1. General attitude maneuvers performance
First, the satellite model simulated by Eq. (10) is commanded
to execute a large angle maneuvering from a random attitude
to the staring-imaging mode (the eigenaxis rotation angle to
the destination is larger than 97:6 at t ¼ 0 s). In this part,
the feedback control method proposed in Section 4.2 is applied
in a conventional way (i.e., without pre-programming), so that
the close-loop performance of the proposed method can be
verified independently. A feedback controller with
kxek1 ¼ 2 ðÞ=s, k _xek1 ¼ 10 ðÞ=s2, n ¼ 0:9 and b0 ¼ 2 are
chosen, and the inertial identification is activated in advance
and has already reached the stable state at t ¼ 0 s.
The close-loop response is shown in Fig. 2, where the
attitude error qe;v is represented in Euler-angle of
w=h=/ in the yaw/pitch/roll sequence, and it holds
xe ¼ ½xe;1; xe;2; xe;3 T. The control torque generated by
the controller is also shown in Fig. 3, where TC ¼ ½TC;1;
TC;2;TC;3T.
The simulation results indicate that the back-stepping con-
troller with nonlinear feedback properties can effectively
restrict the attitude tracking velocity. By contrast, the com-
monly used back-stepping controller with a linear feedback
as a  a0 cannot stabilize such rapid response system under
the same control parameters (not shown in the paper). How-
ever, the slew rate saturation is dramatically eliminated at
the cost of the attitude response time, which is close to 52 s
identified in the case when three-axis error is less than 0:1
and 0:005 ðÞ=s. Besides, the generated control torque still
has peak values, which may result in serious saturation prob-
lem in practice.
5.2. Improved attitude maneuvers performance
The model reference method proposed in Section 4.1 is used in
this part to verify the improvement of the rapid system
response and the prevention of saturation. The controller set-
ting and the attitude maneuver undertaken are exactly the
same as those in the previous part. However, for the purpose
of avoiding saturations of both sensors and actuators, the
movement constraints during the attitude maneuver is adopted
when the model reference based attitude programming is
performed, and the programmed trajectories of ~x ¼ ½ ~x1;
~x2; ~x3T, ~TC ¼ ½ ~TC;1; ~TC;2; ~TC;3 T and _~TC ¼ ½ _~TC;1; _~TC;2;
_~TC;3T are shown in Fig. 4.
The maneuver is finished within 43 s and then smoothly
turns into an earth-stabilized mode in a slowly varying orbit
Fig. 2 Conventional close-loop response of attitude maneuver.
Fig. 3 Control torque generated by conventional controller.
Fig. 4 Programmed attitude maneuver.
Fig. 5 Attitude maneuver errors with planning.
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_~TC are bounded in three-
axis, which means the attitude control system will not encoun-
ter the saturation problem if the programed maneuver trajec-
tory can be closed loop tracked, and the maneuverability of
the agile satellite is fully developed.
Fig. 5 represents the attitude maneuver error of the satellite
towards the ground target. Meanwhile, Fig. 6 represents the
tracking error towards the programmed attitude, in which
the tracking error is maintained within the range of 0:06–
0:07 ðÞ=s:
Note that the attitude planning function is disabled when-
ever the system has achieved the high accuracy and stability
(i.e., three-axis error is less than 0:01 and 0:01 ðÞ=s, and
t 	 52 s). It can be seen that the feedback controller still
maintains fast tracking capability. The control torque TC
provided by the closed loop controller is also shown in
Fig. 7. Compared with that in Fig. 3, TC has smallerovershoot, which is caused by the modeling error between
the reference model and the practical system. However, the
magnitude of TC remains limited according to the pro-
grammed ~TC.
Furthermore, since the attitude tracking is carried out
towards a small angular error during the whole process, the
stability can be improved by choosing a shorter time factor
Fig. 6 Tracking errors towards programmed attitude.
Fig. 7 Control torque generated by programmed controller.
Fig. 8 Inertial identification errors.
Fig. 9 Comparison between the off-line and on-line near
optimal attitude maneuver.
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path planning is not significantly changed. On the other hand,
the response time of the feedback control system without the
near-optimal planning can be also shortened by choosing a
small time factor. However, the volatility of x, TC and _TC gen-
erated by the controller are linearly enlarged accordingly (not
shown in the paper). Therefore, since the attitude maneuver
performance is mainly determined by the near-optimal pro-
gramming results, the dependence on the control parameters
is thus reduced, and the parametric reliability of the control
system is improved indirectly.
5.3. Inertial parameters identification
The attitude maneuver in Section 5.1 is re-performed in this
subsection to verify the effectiveness of the on-line identifica-
tion algorithm. The initial value and the random noise are
taken into consideration, and the identification recursion isinitiated from an empty data matrix. The curves as shown in
Fig. 8 (marked by Je ¼ ½Je;11; Je;22; Je;33) reflect the convergence
of the diagonal elements of the identification errors, which
indicate that the estimation algorithm guarantees the conver-
gence characteristics and the steady accuracy is within 1% .
5.4. Attitude maneuvers with near-optimal property
As indicated by Refs.8,30, the near optimal control can be
applied by either on-line methods, or by any combined method
which consists of an off-line programmer and a real time
open/closed loop tracking controller. Accordingly, a time-
optimal attitude planning generated by the Radao pseudo-
spectrum methods41 is conducted as a contrast to the cascade
saturation method. A multiple constrained R2R maneuver
736 X. Liu et al.testing, aiming at the zero attitude in the inertial frame, is
applied to both methods with the same input limitations.
As shown in Fig. 9, the programmed attitude angular veloc-
ities provided for these two methods are similar in their bang-
of-bang characteristics, and the slew rate is firstly boosted to
its limitations in all 3-axis and then decreases to the steady
state. The slowing-down process occurs earlier for the cascade
control since the linear phase dynamics near the steady state is
still more conservative than the optimal convenance. Since the
off-line computation of the pseudo-spectrum method may take
a certain amount of time (several seconds to tens of seconds
according to the CPU performance and the solving accuracy),
the process time of the cascade saturation planning is very
close to that of the pseudo-spectrum method (i.e., 40 s against
30 s roughly), which indicates that the new cascade saturation
proposed in this paper can achieve a near-optimal performance
without the off-line programming.
6. Conclusions
The paper proposes a near-optimal cascade control method
formulated in a general form, which can be applied to a class
of cascade systems with weak nonlinearity such as the ACS.
Targeting at the agile satellite application, in order to pro-
vide saturation-free property and guarantee the rapid response
of the close-loop dynamic as much as possible, a nonlinear
feedback controller is firstly developed to achieve the near
minimum-time control based on a multiple-order cascade
structure. The asymptotic stability of the corresponding cas-
cade control is then theoretically proven for the ACS case,
and the saturation in multiple-order of system states is signif-
icantly reduced with the rapid convergence characteristics.
Furthermore, for the ACS application, a model reference atti-
tude control logic is applied, where the ideal reference trajec-
tory as a planning is tracked by a nonlinear back-stepping
controller with practical adjustment of parameters. Various
simulations are further conducted for a rapid large-scale atti-
tude maneuver case including M2M with more complicated
saturation properties by considering the practical characteris-
tics of the on-board sensors and actuators. The results show
that the proposed near minimum-time feedback control can
provide the effectiveness on the anti-saturation while the rapid
response is retained at the same time.
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