ABSTRACT: Landslides represent hazardous phenomena, often with significant implications. Monitoring landslides with timeseries surface observations can indicate surface failure. Unmanned aerial vehicles (UAVs) employing compact digital cameras, in conjunction with structure-from-motion (SfM) and multi-view stereo (MVS) image processing approaches, have become commonplace in the geoscience research community. These methods offer relatively low-cost, flexible solutions for many geomorphological monitoring applications. However, conventionally ground control points (GCPs) are required for registration purposes, the provision of which is often expensive, difficult or even impracticable in hazardous and inaccessible terrain.
Introduction
Landslides are hazardous phenomena that can have disastrous impacts, involving loss of life as well as damage to infrastructure and communities that yields significant economic implications worldwide (Haque et al., 2016) . Reliable approaches to interpret, monitor and mitigate landslide-related hazards are therefore crucial. Traditionally, geotechnical and geophysical ground-based investigations have been used to monitor internal landslide structure (Uhlemann et al., 2016) . However, some of these approaches involve invasive sampling, and all require physical access to the site (Chambers et al., 2011) , which can be impractical and potentially hazardous. Time-series surface observations can aid quantification of the landslide geometry and kinematics, complement the aforementioned approaches and provide an early indicator of instability (Scaioni et al., 2014) , thereby accelerating landslide investigation and prediction. In order to derive suitable time-series of morphological change an appropriate monitoring strategy must be implemented. The choice of strategy depends on various factors, including: (a) the type of landslide, its movement mechanism and velocity (Cruden and Varnes, 1996) ; (b) the required spatio-temporal resolution of observation to determine the magnitude of the surface change; (c) constraints such as site extent, accessibility, vegetation and weather conditions; and (d) operational costs of monitoring equipment and logistics (Scaioni et al., 2014; Dall'Asta et al., 2017) .
Point-based monitoring techniques, based on global navigation satellite systems (GNSS) and total stations, together with aerial photogrammetric surveys, are established approaches to derive surface displacements. In the last two decades, airborne laser scanning (ALS) and terrestrial laser scanning (TLS) have become attractive alternatives, enabling generation of high quality digital elevation models (DEMs) (Jaboyedoff et al., 2012) . Although offering higher spatial resolution than point-based approaches, ALS and TLS require relatively high financial investment . Furthermore, with static TLS, occlusions can occur owing to oblique incidence angles which necessitate the establishment of numerous scanning positions (Jaboyedoff et al., 2012) , increasing operational cost. Mobile mapping systems and mini-unmanned aerial vehicles (UAVs) equipped with off-the-shelf compact cameras have been rapidly developed over the last decade. These systems alongside the structure-from-motion (SfM) and multi-view stereo (MVS) processing pipeline, has expedited the automatic generation of high spatio-temporal resolution dense point clouds (Snavely et al., 2008; Remondino et al., 2014) , in a time-efficient, cost-effective and user-friendly manner (Fonstad et al., 2013) .
The SfM-MVS pipeline is capable of generating a point cloud of tie points (i.e. conjugate image observations) after pixelbased matching, via a self-calibrating bundle adjustment without any a priori information on the camera interior orientation parameters (IOPs) (i.e. focal length, sensor size, radial and tangential distortion coefficients). An initial estimate of the focal length is extracted from the exchangeable image file format (Fonstad et al., 2013; Remondino et al., 2014) . Scaling and orientation of the resultant point cloud is usually provided by control information in the form of surveyed ground control points (GCPs) via indirect georeferencing (IG), or obtained from the positions/orientations of the camera exposure stations through direct georeferencing (DG). This information, incorporated into a seven-parameter Helmert transformation, determines the reconstructed point cloud and exterior orientation parameters (EOPs) of the taking camera in a fixed reference frame (James and Robson, 2014; Remondino et al., 2014; Carbonneau and Dietrich, 2016) . The SfM-MVS pipeline usually results in products comprising a (red green blue) coloured dense point cloud (DPC), a digital surface model and an orthomosaic.
The suitability of the UAV-based SfM-MVS pipeline utilising compact cameras to detect morphological change in various dynamic environments has been presented in numerous studies, for example: landslide monitoring (Niethammer et al., 2012) ; fluvial dynamics (Woodget et al., 2015; Cook, 2017) ; soil erosion (d'Oleire-Oltmanns et al., 2012) ; coastal dynamics (Gonçalves and Henriques, 2015; Turner et al., 2016) ; glacier monitoring (Immerzeel et al., 2014; Dall'Asta et al., 2017) . These studies all demonstrated the flexibility of the SfM-MVS pipeline for monitoring hazardous phenomena, enabling DPCs of several centimetres ground sample distance (GSD). These studies also reported the variability of the estimated uncertainty (i.e. relevant root mean square errors, RMSEs) of the derived products over stable terrain. Almost regardless of the georeferencing approach adopted, indirect or direct, SfM-MVS studies invariably report the presence of DEM deformations, such as doming or dishing, causing uncertainties to derived products.
A number of recent studies (James and Robson, 2014; Carbonneau and Dietrich, 2016; Eltner et al., 2016; James et al., 2017; James et al., in press) have investigated the error sources of such deformations. These include: (a) poor imaging network geometry; (b) low number and poor distribution of GCPs; (c) GCPs of low measurement accuracy included as weighting information in the self-calibrating bundle adjustment; and (d) employment of camera models in the SfM-MVS pipeline that were unable to resolve IOPs and EOPs. Carbonneau and Dietrich (2016) demonstrated that these deformations, if unsolved, can propagate into rotational, translational and vertical offsets in the SfM-MVS derived products, creating systematic tilt and/or radial patterns that adversely affect the time-series observations. Such patterns are usually observable for parallel-axes image acquisition and can be significantly minimised when convergent images are also captured (James and Robson, 2014; Wu, 2014) . Convergent imagery can be easily configured with rotor, unlike fixed-wing platforms. For that, James and Robson (2014) recommended the inclusion of smooth banked turns to strengthen the imaging network geometry with fixed-wing UAVs. An additional error source is the presence of vegetation, which creates high surface roughness, affecting the photogrammetric outcome (Cook, 2017) . In the context of morphological monitoring, it is crucial to account for these errors in order to estimate the true terrain change (James et al., in press) .
The aforementioned studies employed a wide spectrum of UAV platforms, from in-house manufactured systems equipped with consumer-grade, single frequency GNSS receivers and micro-electro mechanical system-inertial measurement units (MEMS-IMU), to more expensive, survey-grade UAVs integrated with dual frequency GNSS and multiple MEMS-IMU sensors, or augmented with RTK-GNSS (Carbonneau and Dietrich, 2016; Rehak and Skaloud, 2017) . Consumer-grade platforms typically deliver precisions of several metres for position and several degrees for orientation of the camera exposure stations. Survey-grade instrumentation, meanwhile, is typically capable of dm-level and degree-level positional and angular precision, respectively (Carbonneau and Dietrich, 2016; Gerke and Przybilla, 2016; James et al., in press ). This inevitably renders survey-grade more reliable than consumer-grade platforms, especially when DG approaches are employed. Nonetheless, for repeated surveys with RTK-integrated UAVs, systematic errors associated with erroneously fixed ambiguity solutions can be propagated into the UAV camera exposure stations (Dall'Asta et al., 2017) and lead to co-registration discrepancies between epochs in reconstructed DEM time-series. Therefore, augmentation of the SfM-MVS pipeline through the inclusion of a few well distributed GCPs is still considered an essential step to simultaneously reduce biases and derive detectable surface changes at the cm-level (Carbonneau and Dietrich, 2016) . However, the installation and maintenance of GCP networks for long-term observations is a labour intensive and costly task, as well as potentially hazardous in steep or mountainous terrain.
Apart from IG or DG, co-registration of multi-temporal 3D surfaces is required for quantifying deformations in the natural environment (Wujanz et al., 2016) . To handle the coregistration problem, two approaches have been extensively adopted, namely least squares surface matching and iterative closest point (ICP) algorithms. Least squares surface matching has been applied to glacier monitoring (Fieber et al., 2018) and airborne photogrammetric studies (Gneeniss et al., 2015) . The ICP algorithm, meanwhile, has been implemented with TLS observations (Wujanz et al., 2016) and SfM-MVS point clouds derived from UAV imagery (Al-Rawabdeh et al., 2016) . A major limitation of both approaches is the requirement for a good starting approximation to the transformation parameters between control and matching datasets. For instance, Al-Rawabdeh et al. (2016) refined the coarse orientation from DG with consumer-grade UAV, with the inclusion of GCPs into the typical SfM-MVS pipeline prior to ICP application. Wujanz et al. (2016) incorporated a similar approach to four-points'-congruent-sets (by Aiger et al. (2008) ) into an ICP algorithm to establish an initial alignment. Although this was successfully applied to TLS point clouds on a bare earth quarry face, no investigations have been conducted over terrain with heterogeneous texture. To apply this concept to SfM-MVS outputs, human intervention is required to extract corresponding features over subsequent UAV derived orthomosaics. This task can be cumbersome due to illumination variations across epochs, especially over grassy terrain.
To overcome the aforementioned issues in the absence of GCPs over an active landslide area, this study formulates coregistration as a morphology-matching problem, assuming that 288 M. V. PEPPA ET AL.
surface morphology over stable terrain remains the same across epochs. It introduces a semi-automatic workflow to generate 'pseudo-control' over relatively 'stable' terrain for the effective co-registration of time-series DEMs derived from a consumergrade, fixed-wing mini-UAV and SfM-MVS pipeline. This workflow can potentially bridge the gap between the expensive task of physically establishing and repetitively surveying GCPs using an IG strategy, and the use of survey-grade instrumentation in DG. The proposed methodology, entitled morphologybased co-registration (MBR), was developed and tested at an experimental site, where surface change was controlled, and then transferred to an active landslide.
UAV platform and sensors
A consumer-grade fixed-wing Quest-300 UAV was used for all experiments reported in this paper (QuestUAV, 2017) . The Quest-300 has a maximum payload of 5 kg and can fly autonomously for approximately 15 min via a predefined series of 3D way-points stored in its autopilot software. The post-flight trajectory information is recorded in a log file, including the time-tagged 3D UAV position at 10 Hz. The Quest-300 initially carried a Panasonic Lumix DMC-LX5 compact camera for RGB image acquisition. A new camera case was designed at Newcastle University and 3D printed using British geological survey (BGS) facilities, to mount a Sony A6000 compact camera. Gel within the camera cases is used for vibration damping and a simple gimbal for roll axis compensation, enabling close to nadir image capture. Specifications for both cameras are listed in Table I .
Methodology
Morphology-based co-registration (MBR) workflow
The MBR workflow consists of three main stages (Figure 1 ).
Stage 1. DEM generation of reference and subsequent epochs In Stage 1, the SfM-MVS pipeline is implemented to create the DEMs for the reference and subsequent epochs. To create the reference E0 DEM, either a minimum number of GCPs can be used for IG, or the DG strategy can be implemented (steps (a) or (b) in Figure 1 ). To generate subsequent DEMs, only step (b) is followed, providing approximate positions for coarse georeferencing. To generate the DPCs, the SfM-MVS pipeline was implemented in PhotoScan (PhotoScan, 2016) . The DEMs at every epoch were generated using the orientation and processing of airborne laser scanning data (OPALS) software with the moving planes interpolation technique (Pfeifer et al., 2014) applied to the DPCs from PhotoScan. This technique fits the best tilted plane to the 15 nearest neighbours at each point in the DPC, by minimising the 3D Euclidean distance in a leastsquares sense. It was adopted here because it accounts for relatively extreme local surface variations and preserves a faithful representation of the terrain. (Lowe, 2004 ) with a mean curvature grid, a morphological attribute depicting local undulations of a topographic surface (Rigol-Sanchez et al., 2015) . The fundamental differential geometry necessary to derive the mean curvature grid from a DEM can be found in Gray (1997) , also followed here via OPALS. The SIFT operator is designed for identifying homologous features on optical imagery and is implemented extensively in SfM-MVS software (Snavely et al., 2008) . A few studies have adapted the SIFT operator to non-optical images for automatic registration purposes. These include intensity images obtained with ALS datasets (Wang et al., 2012) , range images generated from TLS observations (Barnea and Filin, 2008) , hyperspectral (Sima et al., 2014) , and synthetic aperture radar images (Dellinger et al., 2015) . Here, the SIFT implementation identifies homologous key locations of surface structures (candidate pseudoGCPs) using mean curvature grids of multiple epoch-pairs.
SIFT was implemented by adopting a similar processing chain to that described in Snavely et al. (2008) . Erroneous correspondences were filtered by applying the random sampling consensus algorithm (RANSAC, Fischler and Bolles (1981) ), incorporated into a 2D similarity transformation. Both SIFT and RANSAC were implemented based on the opensource OpenCV python library (Supplementary material). Stage 2a (Figure 1 ) was repeated for epoch-pairs of multiple curvature kernel sizes (5×5 to 33×33). This allowed the identification of numerous interest points with different curvature characteristics, incorporating redundancy into the process. A 0.9 pixel RANSAC threshold was chosen, which corresponds to the average error post-transformation, indicating sub-pixel accuracy of SIFT implementation. Tests at both study sites showed that a lower RANSAC threshold resulted in a considerably lower number of pseudo-GCPs with a sparse distribution, therefore the 0.9 pixel threshold was considered adequate. RMSEs were derived from the residuals for each candidate pseudo-GCP computed after the final RANSAC iteration by transforming the points of curvature j into curvature i (Supplementary material). These were used as markers' accuracy in PhotoScan (accuracy with which a reference point marker has been placed). 2D coordinates of candidate pseudo-GCPs were identified in both the reference and subsequent epochs. Corresponding elevation values were then interpolated from the pseudo-GCP positions on the corresponding DEMs derived in Stage 1.
Stage 2b. Stable terrain mask generation A stable/unstable terrain mask was created based on classification of the study area into regions with smooth/rough surface texture. Due to underlying surface mechanisms, an active landslide area (i.e. failed terrain) has relatively rougher surface topography than a non-failing region (Tarolli, 2014) . Unstable terrain can therefore be represented by segmentation based on rough morphological texture, and vice versa (Baek and Kim, 2015) . This in turn can be expressed through the morphological attributes of positive and negative openness. These represent the opening angle of a cone fitted to the DEM, as viewed from above or below the surface, respectively (refer to Yokoyama et al. (2002) for a detailed description). Openness grids were computed in OPALS for each epoch j (Ej) (Supplementary material). Vectorisation tools combined with map-algebra and focal statistics smoothing algorithms in ArcGIS were applied to the grids to generate the final stable terrain masks.
Stage 2c. Co-registration of epoch pairs over stable areas Stage 2c includes selection of the final pseudo-GCPs for use in co-registration. 3D coordinates of the extracted pseudo-GCPs over stable terrain were incorporated into the epoch-pairwise self-calibrating bundle adjustment, implemented in PhotoScan. Given the established coarse alignment from Stage 1, the coordinates of pseudo-GCPs at epoch i (Ei) can be automatically located on each image of the UAV photogrammetric block (Figure 1) . Then, the self-calibrating bundle adjustment refines the camera's IOPs -focal length, principal point, radial (three) and tangential (two) distortion parameters. These parameters were chosen as they have been shown to reduce DEM deformations (James et al., 2017) , when tested with a similar compact camera.
After bundle adjustment, the residuals of the pseudo-GCPs were estimated, alongside their mean and standard deviation (σ). The latter denotes an unbiased estimator of the sample variance, σ 2 , expressing the precision of the automatically generated pseudo-GCPs. A statistical outlier test based on the normalised residuals and 95% confidence level (2σ) was used to reject outliers. The number of iterations depended on two criteria, namely: (a) RMSEs of the XYZ residuals of inlier pseudo-GCPs were lower or equal to the DEM spatial resolution; and (b) at least one pseudo-GCP was completely inside each of five Thiessen polygons used to sub-divide the area of interest. These criteria were determined following performance testing the UAV system under various GCP configurations at Cockle Park, Newcastle University's farm, before the two case studies. The tests showed that a minimum number of five well-distributed GCPs could provide a 3D accuracy of approximately 1 × GSD (four GCPs at the periphery and one in the centre of the area of interest, as seen in Peppa et al. (2016) ). A similar GCP configuration was also suggested by Reshetyuk and Mårtensson (2016) . Such establishment of a GCP network is a trade-off between fieldwork time and optimal accuracy. Based on this, five Thiessen polygons (each defines the region of influence around a theoretical GCP) were used to verify a reliable pseudo-GCP distribution. Any remaining systematic directional errors were manually checked and removed based on the calculation of their azimuth and creation of polar plots. The latter show the azimuthal distribution across the quarters of the polar spectrum, thereby allowing inspection of a dominant direction. The final step of the MBR workflow was to reconstruct the DPC, DEM and orthomosaic per epoch, which was performed in PhotoScan and OPALS.
Stage 3. Sensitivity of surface change Before quantifying elevation and planimetric surface changes from the co-registered time-series, it is important to determine the level of detail that can be achieved with the adopted methodology (Cook, 2017; James et al., in press ). For that a 3D sensitivity statistic of the surface change was computed. This sensitivity quantifies the minimum detectable change and simultaneously reflects possible biases. Quality indicators of SfM-MVS products constitute the 3D RMSEs at independent check points (CPs) and RMSEs derived from a direct comparison between SfM-based DPC and TLS observations. The first entails sparse and the latter dense point distributions with their corresponding advantages/constraints (point-to-point versus point cloud-to-point cloud comparison). As noted in recent SfM quality studies (Carbonneau and Dietrich (2016) ; James et al. (in press) ), a small number of poorly-distributed CPs could not support a spatial distribution analysis of systematic errors. Here, a cloud-to-cloud comparison was undertaken in CloudCompare with the aid of the M3C2 tool, as described in Lague et al. (2013) .
The sensitivity level was derived by applying a classical error propagation to the MBR-based point clouds between reference E0 and any other epoch i, for a 95% confidence 290 M. V. PEPPA ET AL.
level (Brasington et al., 2003; Lane et al., 2003) , using two equations:
where e geor indicates the 3D RMSE at CPs, with e co À reg(i) denoting the RMSE calculated from the cloud-tocloud M3C2 distances and t = 1.96, the critical value for 95% confidence. The M3C2 comparison was computed after applying a co-registration of epochs over stable terrain with respect to the reference E0. The co-registration algorithm adopted here is the six-parameter rigid transformation ICP (three translations and three rotations), as implemented in OPALS. It should be noted that s 1 refers to sensitivity with respect to RMSEs at CPs (few points) and s 2 refers to sensitivity based on ICP (dense points for M3C2 comparison). The maximum value of s 1 and s 2 was adopted to characterise the lowest detectable surface change. DEM and volume differences were generated with the aid of the Geomorphic Change Detection toolbox (Wheaton et al., 2010) , operated in ArcGIS, excluding from the computations the lowest detectable surface change.
Experiments
Three experiments were conducted, each using an identical number of acquired images and flight lines, as well as identical PhotoScan settings per study site (based on Peppa et al. (2016) ), as follows:
(1) The GCP-based experiment followed the IG strategy, including five GCPs in the SfM-MVS pipeline, and was conducted at both study sites. (2) The MBR-GCP based experiment adopted the MBR workflow, with the reference epoch generated from the GCP-based SfM-MVS process, and was conducted at both study sites. (3) The MBR-UAV experiment, which implemented the MBR approach excluding the GCPs in the reference epoch, was performed with the Sony camera at the Hollin Hill landslide only. This experiment was conducted to resemble a realistic case of monitoring an inaccessible hazardous environment with a consumer-grade UAV.
To evaluate the MBR-GCP experiments, the results were compared with the GCP-based results as these provided solutions after the input of a minimum number of five GCPs. Together with elevation and volume changes, displacement rates were estimated especially for the GCP-based and MBR-GCP experiments at the Hollin Hill landslide. 2D positions of 27 sample points, manually identified on subsequent orthomosaics across the site, were calculated for both experiments. The results were cross-validated against independently surveyed GNSS markers.
Sandford Industrial Park test site To create artificial surface change, ground materials were excavated from the embankment and placed at the foot of the slope (Figure 2 ). This area of artificial slope failure covered approximately 100 m 2 and was generated over two epochs. The artificial failure extended 3.50 m along and 6.50 m across the slope with an approximate depth of 0.25 m in epoch E1, and an approximate length, width and depth of 6.50 × 9.50 × 0.50 m in epoch E2 (Figure 2 ). The surroundings of the synthetically generated change were stable throughout the day, with the exception of the hatched polygon in Figure 2 . This was to allow access to excavators and hence, on health and safety grounds, no ground-based observations were performed in this area.
Fifteen black and white circular targets of 0.40 m diameter were deployed, each equal to approximately 10 pixels on imagery acquired from 120 m flying height. These were observed in GNSS rapid static mode delivering mm-level 3D accuracy relative to a local base station of 0.02 m 3D absolute accuracy in Ordnance Survey Great Britain 36 (OSGB36). TLS observations were surveyed in between excavations for each of the three epochs covering the region bounded in blue in Figure 2 .
UAV data acquisition and processing Three UAV flights were performed before and after the excavations, using the Panasonic camera, with fixed shutter speed of 1/800, fixed aperture of f/2 at the widest angle, ISO 100, 2 s exposure interval, 90% forward and lateral overlap with parallel flight lines and a 120 m predefined flying height.
For the GCP-based experiment, three DEMs were generated at epochs E0, E1 and E2, utilising five GCPs (with indices 5, 6, 8, 9 and 12 Figure 3(a) ). These GCPs were deployed close to the five theoretical GCPs which were used to generate the five Thiessen polygons supporting the examination of pseudo-GCP distribution (Figure 3(a) ). In all experiments, DPCs and DEMs of a 0.044 m spatial resolution were constructed.
In the MBR-GCP experiment, 1565 candidate pseudo-GCPs (light blue circles in Figure 3 (b)) were detected at locations of slope variations at the foot of the embankment, at the edges of storage units, roofs, fences, machines and over bare earth where the excavator's movement formed structures. The SIFT algorithm did not extract points over the slope failure, which was advantageous for the MBR co-registration. Positive and negative openness grids were computed from the E2 DEM within a 75 × 75 pixel radial distance, equivalent to 3.3 m for 0.044 m pixel resolution, adequate to capture the extent of the artificial failure. A threshold of 84°, which is the average openness value for this area, was selected to differentiate the smooth texture for relatively flat terrain from rougher texture over the steeper terrain (green and red polygons in Figure 3 (b)), after a trial and error procedure.
168 pseudo-GCPs were finally extracted over smooth terrain (dark blue rectangles in Figure 3(b) ) with sufficient distribution within the Thiessen polygons. However, only a few pseudoGCPs were located in the south as many candidate points on the manmade features and structures were masked out. Following Stage 2c of the MBR workflow, the residuals of the pseudoGCPs for epochs E1 and E2 were separately analysed by statistical testing. The test was iterated until the RMSEs of the pseudo-GCPs residuals were lower than the GSD/DEM spatial resolution (0.044 m). The results are summarised in Table II. The relatively higher mean in E2 is likely to be caused by the low number of pseudo-GCPs in the SE (Figure 4(b) ). Figure 4 depicts the elevation differences, DEM MBR -DEM GCP , plotted at the level of 1σ = 0.030 m, the maximum σ in elevation of the pseudo-GCP residuals (Table II) . Elevation differences, exceeding -2σ, were observed around the manmade objects in both epochs. For E1 the elevation differences showed a general linear slope where the MBR overestimated the elevations in the NW and underestimated in the SE (Figure 4(a) ). In E2 the elevation differences were within ±2σ, lower than those of E1, creating a radial pattern with lower differences in the centre of the study area and higher towards the corners (Figure 4(b) ).
AUTOMATED SFM CO-REGISTRATION FOR LANDSLIDE CHANGE DETECTION
The planimetric residuals and error vectors at CPs are also included in Figure 4 . In E1, planimetric residuals show a random distribution. However, in E2, a NW directional bias remained even after the removal of pseudo-GCPs that showed systematic directional patterns. This is because a single pseudo-GCP with the highest error in the south was not removed (Figure 4(b) ), as this weakened the geometric pseudo-GCPs configuration. Analysis after removing this pseudo-GCP showed that additional rotational errors were introduced in the north, thereby further increasing the vertical offsets observed in the elevation differences between GCP-based and MBR-GCP DEMs, at the periphery of the site.
Results: sensitivity estimations Table III summarises the statistical results of the comparison between GCP-based and MBR-GCP solutions at CPs and after the cloud-to-cloud M3C2 distances and ICP registration. The MBR workflow delivered identical mean e geor and e co-reg for the two epochs, lower than the DEM spatial resolution (0.044 m). For the GCP-based results, the e geor values were approximately half the e co-reg values. This is possibly attributed to the relatively small number and sub-optimal distribution of the 10 CPs (Figure 3(a) ). A direct comparison between TLS and GCP-based and MBR-GCP point clouds was also conducted. RMSEs of this comparison based on the cloud-to-cloud M3C2 distance calculation are reported in Table III . The differences between these RMSEs and the e co-reg values over all epochs were statistically insignificant given the DEM spatial resolution. Table III also reports the two sensitivities s 1 and s 2 per experiment, based on Equations (1) and (2). All sensitivities are comparable in magnitude. The maximum value, rounded to 0.12 m, quantifies the lowest detectable 3D surface change in absolute units for both experiments.
Results: elevation and volume changes Elevation differences and volume changes of epoch pair E2-E0 were computed over the slope failure and crossvalidated with TLS observations, after excluding occluded areas generated from E2 TLS observations and the ±0.12 m sensitivity level. Computational results are shown in Table IV  and Table V .
As evidenced in Table IV , statistics of elevation differences show consistency, regardless of the absence/presence of GCPs in the derivation of subsequent DEMs. The MBR-GCP results varied within 1.4 × GSD (i.e. 0.062 m) with the exception of the maximum compared with TLS results. TLS observations captured the subtle surface structures formed by the digging bucket (Figure 2 ). These detailed surface characteristics cannot be modelled with UAV imagery. However, after converting cut and fill values into percentages of the total volume (Table V) , SfM-MVS estimations fell within the range of ± 2% relative to TLS. Figure 5 displays the DEM differences of the epoch-pair E2-E0 generated from the GCP-based and the MBR-GCP solutions. The lowest bound of the elevation differences is equal to the ±0.12 m sensitivity level. Erroneous values were observed at the north corner of the region (indicated with (i)), over the manmade structures (indicated with (ii)) and over vegetation (indicated with (iii)) for both workflows. Change was observed in the SW, indicated with (iv) as part of the excavator movement. The same errors were also observed in DEM differences of epoch-pair E1-E0 from both experiments. However, for epoch-pair E2-E0 additional false elevation differences in the SE in the range [-0.30:-0.12 m] (shown with (v) in yellow in Figure 5 ) were observed in the MBR-GCP results. These are possibly due to rotational errors caused by the low number of (Figure 3(b) ). Rotational variations of the coarse coordinate systems between E2 and E0 epochs could not be entirely resolved by the SFM-MVS workflow using this sub-optimal pseudo-GCP distribution and were propagated as deformations into the DEM.
Hollin Hill Landslide
Study site and fieldwork Hollin Hill (54°6' 38.90" N, 0°57' 36.84" W), located 11 km west of Malton, North Yorkshire, UK, is a south-facing hillslope of average 12°gradient, with a 50 m elevation difference in the N-S direction. The land has been mostly used for grazing, with irregular grass height across the site, resulting in high surface roughness, especially during spring through to autumn. Hollin Hill has been characterised as an active slow moving earthslide, earth-flow landslide based on long-term geophysical and geotechnical ground-based investigations (Chambers et al., 2011; Uhlemann et al., 2016 Uhlemann et al., , 2017 . The authors reported an average 2 m/year movement rate with episodic movements reaching 3.5 m/year, mostly triggered by intensive rainfall. Shallow rotational slumps of weak materials at the upper parts of the slope have caused ground subsidence creating scarps. Materials have been successively translated downwards, forming lobes which have intermittently flowed towards the base of the slope. The complex geological and geomorphological characteristics of this site offered a challenging real-world scenario upon which to evaluate the MBR workflow.
Black and white circular targets (identical to those at Sandford) were surveyed in rapid static GNSS mode, delivering mm-level 3D accuracy with respect to a local base station which was established over stable terrain in an adjacent field. This was surveyed in static GNSS mode during every field campaign, delivering an average 2 cm 3D absolute accuracy in OSGB36. Spot heights and sample points on characteristic surface structures across the site were also surveyed for validation purposes. In addition, BGS fieldwork involved RTK-GNSS observations on a monthly-basis at 45 permanently installed wooden markers (Uhlemann et al., 2016) , as shown in Figure 6 . UAV data acquisition and processing Six field campaigns were carried out, as listed in Table VI . For campaigns E0 and E1, the Panasonic camera was set in shutter priority mode with shutter speed of 1/800 s, varying aperture, ISO 400, 60% forward and 40% lateral overlap with an exposure interval of 2.5 s. After establishing the UAV's operational capabilities under different wind conditions, the settings for the last four campaigns (E2, E3, E4 and E5) were changed. The camera was configured to be identical to those at Sandford, with 60% forward and 70% lateral overlap, using parallel flight lines from two consecutive flights to strengthen the imaging network (Figure 6 ). The lower number of images over the landslide in E0, compared with the later epochs, is noticeable in Table VI . For E4 and E5, additional flights were conducted using the Sony camera for the MBR-UAV experiment. This camera was set up with fixed aperture of f/4, fixed shutter speed of 1/1600, ISO 250 and 2 s exposure interval.
For the GCP-based and MBR-based Panasonic experiments, six DEMs with 0.06 m spatial resolution were generated. For the GCP-based, MBR-GCP and MBR-UAV Sony experiments, three DEMs with 0.04 m spatial resolution were created. Due to larger sensor size (Table I) , Sony imagery delivered smaller GSD and higher point cloud density (Table VI) . All experiments were performed over the region shown in Figure 6 , as adjacent fields were subjected to environmental changes (e.g. crop growth) that would adversely affect identification of stable/unstable terrain. All settings of the MBR workflow tested at the Sandford site were also used at the Hollin Hill landslide.
Prior to curvature and openness grids generation, remaining 'off-ground' features (e.g. fences, animals, people and cars) were removed using OPALS. Figure 7 displays an example of negative openness generated from the GCP-based Panasonic experiment derived from the E2, E4 and E5 DEMs. The smooth texture of the 'stable' terrain around the landslide fissures yielded wide openness angles, whereas the rough texture of landslide patterns corresponded to narrower openness angles. For E2 and E4 the stable terrain mask was smooth and continuous, as shown by red and blue polygons in Figure 7 (a). For E3 and E5, the presence of longer grass caused high surface roughness around the lobes at the foot of the slope and affected the smoothness of the mask (E5 in Figure 7(b) ). Statistics of the final pseudo-GCPs after systematic directional error inspection are shown in Table VII . For the MBR-GCP Panasonic experiment, the vertical RMSEs were lower than the planimetric, with a maximum value of 0.03 m for E1-E4. The highest RMSEs, equal to 0.05 m in Easting and Northing, were observed at E5, still lower than the 0.06 m DEM spatial resolution. For the two Sony experiments, the number of pseudo-GCPs is significantly lower than the Panasonic experiment, being extracted from a single epoch pair E4-E5. However, the RMSEs are comparable in magnitude in all experiments. Further analysis of the Panasonic experiment showed that approximately 50% of the pseudoGCPs detected in E2, E3 and E4 separately, were identical to the points used in E5. Even 40% of the E1 detected points was maintained in E5. This indicated that SIFT identified adequate surface features with stable curvature characteristics across epochs. Figure 8 depicts the planimetric error vectors of pseudoGCPs and CPs, as calculated by the MBR workflow. The vectors are plotted over elevation differences, which were obtained by subtracting the MBR-GCP DEM from the GCPbased DEM at each epoch. Various deformation patterns were observed across all epochs. For example, in the Panasonic experiment a bowl-shape pattern is shown in E1 and E2 (Figure 8(a) and (b) ), while a tilt is apparent in E5 with lower deformations in the north and higher in the south (Figure 8(e) ). The error vectors at CPs, in E4 and E5 (Figure 8(d) and (e)) show a generally dominant N-S direction. Nevertheless, the error vectors of pseudo-GCPs provide a random error distribution without showing dominance towards any particular direction. Among all epochs, E3 (Figure 8(c) ) shows the smallest vertical deformation magnitude across the site with a relatively random planimetric directional distribution at CPs. Between Figure 8 (e) and (f), the numerous pseudo-GCPs (in Figure 8(e) ) generated a good distribution of control points across site. However, an error might have been introduced because of the epoch-to-epoch transformation resulting in greater planimetric vectors at CPs in the E5 Panasonic when compared with the E5 Sony output.
To understand the presence of bowl-shape deformations in the E1 and E4 epochs, DEMs derived from the GCP-based Panasonic experiment (with 5 GCPs) were subtracted from the DEMs generated from all available GCPs. Based on this DEM differencing, deformations with values ranging within Figure 8(a) and (e). Hence, DEM deformations occurred even with the inclusion of more than five GCPs. As stated by Woodget et al. (2015) , such small magnitude deformations are often not reported in studies. The minimal 5-GCP configuration used as reference in GCP-based experiments can be a convenient establishment of control targets, providing a trade-off between fieldwork time and optimal accuracy of approximately 1 × GSD. Moreover, the greater deformation magnitude could also be attributed to the pseudo-GCP uncertainties that served as marker accuracies in the SfM-MVS pipeline. James et al. (2017) observed that vertical RMSEs at CPs increased for larger values of marker accuracies, creating bowl-shape deformations. Even though the uncertainties of the experiments were lower than the GSD, these deformations could be caused by a combination of factors, which are summarised in the section 'Discussion'.
Results: sensitivity estimations Tables VIII and IX summarise the RMSEs derived at CPs and after the M3C2-ICP implementation together with the sensitivities for all experiments. For the GCP-based Panasonic, the e co-reg across all epochs lie within the range of the e geor . For the MBR-GCP Panasonic, the ICP minimised possible misalignments resulting in smaller values of e co-reg when compared with the e geor , with the exception of E1 and E5. The higher e co-reg uncertainties reflect the deformation patterns seen in Figure 8(a) and (e). The E5 e co-reg uncertainty (i.e. 0.087 m) could also be caused by vegetation change. This is also seen through the openness mask creation that showed rough texture mostly around the lobes (Figure 7(b) ). In the MBR-GCP Panasonic, the E2, E3 and E4 e co-reg uncertainties have similar magnitudes, lower than the 0.06 m DEM spatial resolution. The two sensitivities of the GCP-based Panasonic show consistency, which is not the case with the MBR-GCP Panasonic experiment where s 2 sensitivity indicates unresolved errors.
For Sony datasets (Table IX) , E4 was used as a fixed reference surface for ICP. Hence, the statistics cannot be directly compared with results from the Panasonic datasets. All experiments provided e co-reg and e geor uncertainties that do not differ by more than 0.04 m, equal to the DEM spatial resolution derived from Sony datasets. Moreover, s 2 sensitivity of the MBR-UAV Sony, which does not include the absolute uncertainty, still lies within the bounds of s 1 and s 2 of the MBR-GCP Sony experiment. Overall, the MBR workflow detected a lowest surface change within 0.088-0.221 m (Table VIII) . The minimum value, close to the sensitivities of the GCP-based results in both study sites, represents the optimal sensitivity. The maximum value, double the maximum sensitivity estimated from the GCP-based experiment (i.e. 0.109 m), represents the threshold of surface change that can be identified from SfM-MVS outputs that involve biases. The statistics of an independent crossvalidation with 559 spot heights surveyed in E5 (Table X) , validate the overall MBR co-registration solution in elevation. Discrepancies between the vertical RMSEs and the 0.088 m minimum sensitivity are insignificant, implying that translational and rotational biases were possibly reflected in the maximum sensitivity.
Results: displacement rates, elevation and volume changes Subsequent epoch analysis for estimating change showed that: (a) planimetric and vertical change lower than the ±0.109 m sensitivity level was observed in the E1-E2, E2-E3 and E3-E4 epoch pairs; and (b) the E1-E4 epoch pair produced the clearest picture of landslide elevation differences due to minimal seasonal variations during winter. Figure 9 (a) and (b) depict the displacement rates estimated from GNSS observations. Figure 9(c), (d) , (e) and (f) show the displacement rates and DEM differences between E0-E4 and E0-E5 estimated from both experiments. The start positions are coordinates of E0 for both the 27 sample points and the GNSS pegs. The UAV and GNSS field campaigns did not coincide, with the exception of the reference E0 (12/14, Table VI ). As there were no GNSS observations for E4 and E5, the displacements were derived by interpolating the corresponding observations from the GNSS campaigns before and after E4 and E5.
Utilising 27 sample points, the E0-E4 and E0-E5 displacement rates between the GCP-based and MBR-GCP Panasonic workflows gave a mean difference of -0.03 m ±0.02 m and -0.05 m ±0.03 m, respectively. The MBR-GCP workflow underestimated the movement rate for small magnitudes such as the motion at the western upper part of the landslide (smaller vectors are observed in Figure 9 (e) and (f) than with Only two out of the 45 wooden markers (4 and 8 shown in Figure 9 ) could be identified on the Panasonic orthomosaics due to the small size of the markers. With respect to Sony imagery, a 0.02 m GSD allowed for identification of 10 markers on both E4 and E5 orthomosaics. The 3D GNSS coordinates of these 10 markers were interpolated for the dates of E4 and E5 UAV campaigns. A 0.11 m 2D RMSE and a 0.06 m 3D RMSE were computed from the 2D horizontal and vertical differences between GNSS and GCP-based Sony datasets. RMSEs derived from comparison of GNSS against MBR-GCP Sony observations (0.09 m 2D RMSE, 0.05 m 3D RMSE) delivered similar agreement.
As evidenced in Figure 9 (c), (d), (e) and (f) surface failure at the back scarp appeared to have occurred after 02/16, indicating an episodic landslide movement. A maximum ground subsidence of approximately -1.70 m was observed, with material sliding down-slope yielding a maximum elevation increase of approximately +1.05 m between epochs E4 and E5. Apart from the western and eastern lobe and the back scarp, the most active parts of the landslide, motion was also observed at GNSS pegs between the two lobes (e.g. peg 33 in Figure 9(b) ). This region was characterised as stable/smooth terrain when generated from the openness mask with the MBR workflow (Figure 7(a) and (b) ). No surface fissures were apparent on the orthomosaics, thus the smooth characterisation was valid. However, the instability of the subsurface, caused by a combination of hydrogeological factors investigated in Uhlemann et al. (2016) , probably resulted in the movement of marker 33. For example, intensive rainfall over long durations could increase soil moisture and pore water pressures, resulting in slope failure. Rotational failures at the back scarp could force material to prograde downwards increasing loading further down-slope thereby generating further instability. This subsurface movement was possibly propagated into the MBR workflow, resulting in a systematic pattern observed at CPs in Figure 8 (e) with a N-S direction similar to the motion direction in Figure 9 .
Rainfall observations from a weather station at Hollin Hill, obtained and analysed by BGS (Uhlemann et al., 2017) indicated that there were a comparable wet spring and summer period of 2015 but a relatively wet winter period of 2016. Peg 8 was displaced less than the ±0.109 sensitivity level until the start of the winter 2016 (Figure 9 (a) and (c)), whereas it was pushed downwards 0.6 m by the failing material from the top of the slope from epoch E4 to E5 (Figure 9 (b) and (d)). Point 100 was moved approximately 0.16 m until the start of the winter 2016, but it was displaced almost 0.5 m from epoch E4 to E5 (Figure 9(g) ). This activation/reactivation period of the landslide was previously investigated by BGS with multiple-ground-based observations (Uhlemann et al., 2016 (Uhlemann et al., , 2017 . Moreover, the displacements over the lobes were greater than the movement at the top of the slope, even during non-active periods at the end of winter 2016 (Figure 9(a) , (c), and (e)). Higher movement rates were observed over the eastern lobe after epoch E4 (Figure 9(b) , (d), (f) and (g)), possibly triggered by a significant rainfall event at the beginning of winter 2016. Figure 10 shows the volume changes of significant landslide motion over the back scarp and eastern lobe across selected epoch-pairs (white polygons in Figure 9 ), excluding the regions with noise due to grass growth (e.g. toe of the slope in Figure 9 (c) and (d)). A total volume cut of -262.28 m 3 was calculated from GCP-based results. Out of this total, an average -6.95 m 3 difference in volume change (i.e. 3%) between the two workflows was estimated. Similarly, for a 312.48 m 3 total fill volume, an average 24.72 m 3 difference was computed, equivalent to 8%. In the same manner, volume changes were computed between E4-E5 over the back scarp with the GCPbased and MBR-GCP Sony outputs. Overall, an 8.5% difference in volume change between the two workflows was estimated.
Discussion
The MBR workflow implemented the SIFT algorithm alongside the morphological attribute of curvature to generate pseudoGCPs with curvature characteristics invariant through time. This concept can overcome issues associated with optical images such as illumination variations, shadows, etc., thereby increasing the effectiveness of the co-registration. As this does not rely on the identification of manmade features, it can be applicable to natural environments, therefore finding favour in the study of remote inaccessible areas. Together with curvature, openness added reliability in selecting pseudo-GCPs only over stable terrain, thereby supporting the detection of potential hazards over landslide environments. Analysis presented in this paper has identified two essential requirements for the MBR workflow: (a) the site under investigation should have discrete surface characteristics over stable terrain; and (b) a heuristic observation procedure is necessary for determination of the optimal RANSAC threshold, curvature kernel sizes used with the SIFT algorithm and directional threshold for removal of dominant systematic errors. These conditions are site dependent requirements that limit the direct transferability of the MBR workflow to any natural environment site and involve human intervention, restricting automation of the MBR workflow. It should also be noted that tests here were applied to a particular landslide type. Other types (e.g. a block slide), might not always result in surface roughness. This suggests that an understanding of the landslide mechanism is required prior to MBR implementation, which might not always be feasible in hostile situations or one without prior ground investigation.
Perhaps the most significant weakness of the MBR workflow, compared with the benchmark SfM-MVS pipeline with five GCPs, is that uncertainties greater than 1 × GSD, propagated through the workflow and caused DEM deformations. These uncertainties reflected translational and/or rotational offsets that remained unresolved from the SfM-MVS workflow that even the ICP algorithm could not remove (e.g. high s 2 values in E1 and E5 in Table VIII ). The cause possibly stems from a combination of factors: the approximate camera exposure stations derived from the UAV's consumer-grade on-board sensors; the inferior imaging network; the epoch-to-epoch transformation of the SIFT points (Stage 2a in Figure 1) ; the unstable SfM-MVS solution in relation to marker accuracies and approximate coordinates; vegetation changes; and the actual landslide motion; that were all integrated into the workflow. Most errors are hidden in the SfM-MVS pipeline and only become apparent as DEM deformations (also noted by Carbonneau and Dietrich (2016) ). Because of this, generation of a budget per error source is a challenging task. To this end, James et al. (2017) investigated systematic errors at image-level with dedicated software. In addition, Eltner and Schneider (2015) suggested that the camera's IOPs, estimated from calibration procedure pre-or post-UAV surveys, could be used as fixed for subsequent bundle adjustments. This approach could potentially reduce DEM deformations. James et al. (in press) also introduced multiple Monte Carlo tests to examine the optimal PhotoScan settings (e.g. marker accuracies) and to quantify the precision of the camera's IOPs/EOPs within SfM-MVS processing. However, in this study, the s 2 sensitivity (Equation (2)) can constitute a global quality index of the MBR co-registration that accounts for all possible errors, even in the absence of GCPs. Such analytical methods (James et al., 2017; James et al., in press) could be beneficial to the MBR workflow, thereby preventing error propagation in later stages of the monitoring strategy. Moreover, many pseudoGCPs with suitable spatial distribution can offer high redundancy, crucial for bundle adjustment, as well as they can counteract potential inaccuracies caused by the lower reliability of natural SIFT features compared with GCPs especially over grassy terrain.
With respect to spatial resolution, 3D RMSEs at CPs resulting from the GCP-based and MBR Sandford experiments showed general consistency, equal to 1 × GSD. At Hollin Hill, the MBR workflow estimated RMSEs in the region of 1.9-3.3 × GSD and 1-1.6 × GSD for the Panasonic and Sony cameras, respectively. These are comparable with uncertainties reported in previous studies with RTK-UAVs without GCPs. For example, vertical errors of 1.4 × GSD and 2.4 × GSD were derived in Dall' Asta et al. (2017) and Gerke and Przybilla (2016) , respectively. Woodget et al. (2015) also reported errors higher than 5 × GSD, caused mostly by vegetation. According to James and Robson (2012) and Eltner et al. (2016) , the estimated uncertainties can also be interpreted as relative error ratios (i.e. mean error divided by average flying height). Relative error ratios from MBR results of both study sites lie in the range 1:800-2500, with the lowest ratio attributable to biases in the E5 MBR-GCP Panasonic solution at Hollin Hill and the highest ratio achieved with the E2 MBR-GCP Panasonic solution at Sandford. These ratios are in good agreement with the ratios 1:1600-1900 computed from errors and flying heights reported in two recent studies with RTK-UAVs (Gerke and Przybilla, 2016; Dall'Asta et al., 2017) . A 1:1000 ratio, derived from the E5 MBR-UAV Sony solution at Hollin Hill, is comparable with the lower end of the ratios 1:1080-9400 which were estimated from the use of digital single-lens reflex cameras by James and Robson (2012) .
In relation to the artificial surface change induced at Sandford, a ± 0.120 m sensitivity level was detected independently of the presence of GCPs. This corresponds to 2.7 × GSD, setting the uncertainty level of the MBR solution. The volume of change was quantified with ±2% difference to the TLS datasets. In relation to the Hollin Hill landslide, a ± 0.221 m minimum detectable change was estimated with the MBR-GCP workflow and the volume of change was quantified with ± 8.5% from the GCP-based solutions. The discrepancies between the two sites are attributable to the uncertainties previously discussed. Moreover, the setup at Sandford was ideally designed to simulate change in the middle of a site surrounded by known stable terrain with little vegetation and data acquired with short revisit time. By comparison, the Hollin Hill landslide constitutes a real world scenario with vegetation producing additional noise. This has been documented as a problematic factor in other SfM-MVS workflows (Woodget et al., 2015; Carbonneau and Dietrich, 2016; Cook, 2017) . A higher temporal frequency of UAV acquisitions would confirm the stability of the smooth terrain. This in combination with movement tracking of permanently fixed ground targets could potentially evaluate the sensitivity levels of surface change over smooth terrain. Accounting for the noise due to vegetation variation, winter would constitute the optimal period to conduct UAV surveys over such a challenging site. Constraints due to weather conditions are always essential considerations when planning UAV field surveys during winter.
Conclusions
This paper has proposed a morphology-based co-registration (MBR) strategy to align multi-temporal UAV-derived products for quantifying landslide information, without the usual reliance on ground control information. It applies the openness roughness measure to identify stable surfaces and the SIFT algorithm with curvature grids to automatically extract correspondences in epoch-pairs. These correspondences serve as pseudo-GCPs which are incorporated into the SfM-MVS processing pipeline. Unresolved misalignment errors and other possible biases from the co-registration are expressed in the sensitivity level, which quantifies the minimum detectable change and constitutes a quality index of the MBR strategy. Through an error assessment, the study has highlighted that the MBR strategy can produce precisions of a similar scale to those estimated from an IG approach with five GCPs. This outcome can be achieved mostly with periodic observations of a high temporal frequency and over stable regions that are not adversely affected by vegetation changes. The MBR strategy together with a consumer-grade UAV platform, can provide uncertainties comparable with those derived from more expensive RTK-UAVs. On the other hand, the MBR strategy could be subsequently used with RTK-UAV referenced data capable of higher accuracy DEMs and curvature grids compared with consumer-grade UAV-based models. This would potentially offer a monitoring strategy of higher sensitivity level. Risks associated with setting out GCPs and the intensive survey workload of potentially hazardous environments can be significantly reduced, even with consumer-grade UAV referenced data, as seen in the presented experiments.
Thus, the MBR strategy can constitute a potentially timeefficient and cost-effective co-registration solution applicable to inaccessible areas. The MBR strategy can also deliver multi-temporal surface changes that could complement the ground-based geotechnical and geophysical subsurface observations, thereby accelerating investigation and prediction approaches to aid the development of landslide-mitigation measures.
