Abstract. In this note, we propose an implicit method for applying orthogonal transformations on both sides of a product of upper triangular 2 2 matrices that preserve upper triangularity of the factors. Such problems arise in Jacobi type methods for computing the PSVD of a product of several matrices, and in ordering eigenvalues in the periodic Schur decomposition.
Introduction
The problem of computing the singular value decomposition (SVD) of a product of matrices (PSVD) has been considered in 1], 2], 3], 10]. The computation proceeds in two stages. In the rst stage the matrices are transformed into the upper triangular forms. In the second iterative stage an implicit Jacobi-type method is applied to the triangular matrices. It is important that after each iteration the matrices stay triangular 8].
A crucial aspect in such implicit Jacobi iterations is the accurate computation of the PSVD of a product of 2 2 triangular matrices. There two conditions have to be satis ed. First, one has to ensure that the orthogonal transformations applied to the triangular matrices must leave the matrices triangular, and second, that the transformations diagonalize the product accurately. It was shown in 1] and 2] that these two conditions are satis ed by a so-called half-recursive and direct method, respectively, for computing the SVD of the product of two matrices.
In this note we analyze an extension of the half-recursive method for computing the SVD of the product of many 2 2 triangular matrices. We also show that Cornell University, Department of Electrical Engineering, Ithaca, NY 14853-3801 y University of Illinois at Urbana-Champaign, Coordinated Science Lab, Urbana, IL 61801 the extension of the half-recursive method can be used for swapping eigenvalues in the periodic Schur decomposition described in 4]. For simplicity we assume real matrices and real eigenvalues, but all results are easily extended to the complex case.
2 Criterion for numerical triangularity Suppose we are given k, k > 1, upper triangular matrices A i , i = 1; 2:::; k,
We denote the product of A i , i = 1; 2:::; k, by A, A = A 1 A k = a b 0 d : Let the orthogonal matrices Q 1 and Q k+1 be such that
is upper triangular. In case we are interested in nding the Singular Value Decomposition of A, one imposes the additional condition that b 0 = 0. This de nes uniquely the above decomposition up to permutations that interchange the diagonal elements of A 0 . In case we are interested in nding the Schur Form of A, one imposes the additional condition that Q 1 = Q k+1 . Again, this de nes uniquely the above decomposition up to the ordering of the diagonal elements of A 0 . In both cases the transformations Q 1 and Q k+1 are thus de ned by the choice of ordering of diagonal elements in the resulting matrix A 0 . Our objective now is to nd orthogonal matrices Q j , j = 2; 3; :::;k, such that
are meanwhile maintained in upper triangular form as well. It is easy to see that if abd 6 = 0 then for a given pair of orthogonal transformations Q 1 and Q k+1 there exist unique (up to the sign) orthogonal transformations Q 2 ,...,Q k such that (2.2) is satis ed. There are many mathematically equivalent strategies of determining Q 2 ,...,Q k . However, as it was shown in 1], 2] and 3], some strategies may produce numerically signi cantly di erent results than other strategies. We will consider a particular method numerically acceptable if the triangular matrices after transformations have been applied to them stay numerically triangular in the sense described below. (2.5b) We will propose a method for computing nearly orthogonal Q i , i = 2; :::; k, for which, under a slightly stronger version of the assumption (2.5a), the (2,1) element e i 0 ofÃ 0 i will satisfy (2.5b). Condition (2.5b) justi es truncating the (2,1) element e 0 i ofÃ 0 i to zero. Thus,ẽ 0 is also forced to zero.
The Algorithm
Our algorithm is a generalization of the algorithms presented in 1] and 3] for computing the PSVD of two and three matrices respectively. There the orthogonal transformations all had the form Q = s c ?c s ;
where c 2 + s 2 = 1. As we will build on the results presented in those papers we retain this particular choice of orthogonal transformations. While each transformation Q i is de ned by the cosine-sine pair c i = cos i and s i = sin i , we also associate Q i with the tangent t i = tan i : Given t i , we can easily recover c i and s i using the relations c i = 1 (3.4d) where t l = tan l and t r = tan r .
The postulates that both e 0 and b 0 be zeros de ne two conditions on t l and t r , so that (3.3) represents an SVD of A 5] . The postulate that e 0 be zero and t l = t r represent conditions for swapping eigenvalues of A.
The postulate that e 0 be zero de nes a condition relating l to r , so that if one is known the other can be computed in order to reduce A 0 to an upper triangular form. For ease of exposition, we assume for now on that abd 6 = 0. It implies that c l c r 6 = 0, and so the postulate that e 0 = 0 in (3.4a) becomes ?at r + dt l ? b = 0 :
(3.5) The consequence of (3.5) is that (3.4c) and (3.4d) simplify to a 0 = c l c r (t 2
Assume that Q l = Q 1 and Q r = Q k+1 are given, that is t l = t 1 and t r = t k+1 are known. We will use relations of the type (3.5) with t l and t r as the reference tangents to compute the remaining transformations.
Our algorithm can be described recursively as follows. We split the sequence we propose to compute t m from (3.5) by the backward substitution, t m = a r t r + b r d r : (3.8b) Having de ned the rst step, the procedure can now be applied recursively to generate all the remaining orthogonal transformations Q i , i = 2; :::; k. Note that there is a lot of freedom in splitting the sequence A 1 , A 2 ,...,A k+1 into subsequent subsequences. This might be advantageous for a divide-and-conquer type of computation in a parallel environment.
As will be shown later, under mild conditions on Q 1 and Q k+1 , this particular way of generating orthogonal transformations Q i , i = 2; :::; k, will guarantee that all A 0 i will be numerically upper triangular in the sense that (2.5b) will be satis ed.
In our error analysis, we adopt a convention that involves a liberal use of Greek letters. For example, by we mean a relative perturbation of an absolute magnitude not greater than , where denotes the machine precision. All terms of order 2 or higher will be ignored in this rst-order analysis.
The function (a) will denote the oating point approximation of a. For the purpose of the analysis, a \bar" denotes a computed quantity which is perturbed as the result of inexact arithmetic. For example, instead of a, b and d, we have the perturbed values a, b and d which result from oating point computation of Q k+1 i=1 A i . We assume that exact arithmetic may be performed using these perturbed values. The \tilde" symbol is used to denote conceptual values computed exactly from perturbed data.
We start our procedure by computing elements of the product matrix A as the product of A l and A r de ned by (3. Proof. The proof easily follows from (3.8a) and (3.8b). Proof. We prove the corollary for the case when j t l dj < j t r aj and when t m is computed via (3.8a). The other case can be proved in an analogous manner.
Using ( completing the proof of (4.10a). 2 
Numerical examples
The SVD algorithms for 2 2 upper triangular matrices in 1], 2] or 5] give t l and t r which satisfy Assumption I. We will illustrate that by using our new scheme triangularity of the transformed factors is preserved. Consider the case of three matrices in the product. Assume that the given data matrices are We are interested in computing orthogonal transformations Q 1 , Q 2 , Q 3 and Q 4 which satisfy (2.2) and (2.1) with the (1,2) element zero. The SVD algorithm for which cannot be considered upper triangular. An error of order 10 ?4 has to be introduced to truncate the (2,1) element in Q 1 A 1 Q T 2 so it becomes upper triangular.
