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Abstract
The dual conformal box integral in Minkowski space is not fully determined by the
conformal invariants z and z¯. Depending on the kinematic region its value is on a
‘branch’ of the Bloch-Wigner function which occurs in the Euclidean case. Dual special
conformal transformations in Minkowski space can change the kinematic region in such
a way that the value of the integral jumps to another branch of this function, encoding a
subtle breaking of dual conformal invariance for the integral. We classify conformally
equivalent configurations of four points in compactified Minkowski space. We show
that starting with any configuration, one can reach up to four branches of the integral
using dual special conformal transformations. We also show that most configurations
with real z and z¯ can be conformally mapped to a configuration in the same kinematic
region with two points at infinity, where the box integral can be calculated directly in
Minkowski space using only the residue theorem.
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1 Introduction
Feynman integrals are central to perturbative calculations in QFT. In recent years, symme-
try has proven to be a crucial tool in calculating and constraining certain classes of these
integrals. Due to simplicity, these symmetries are typically studied in Euclidean space, by
assuming a suitable Wick rotation. However, in general information is lost during this pro-
cedure, and it can be useful to study the symmetries of Feynman integrals in the original
Minkowski space. This proves to be the case for a large family of conformal Feynman inte-
grals, the simplest of which we study here. The scalar one-loop massless box integral in dual
momentum space (figure 1) is given by the expression
I(x1, x2, x3, x4) =
∫
d4x5
ipi2
x213x
2
24
(x215 + i)(x
2
25 + i)(x
2
35 + i)(x
2
45 + i)
, (1.1)
1
where x2ij ≡ (xi−xj)2. xi ∈ R1,3 are dual momenta [1], related to the usual QFT momenta1 pi
by pi = xi−xi+1, with summation in the index taken mod 4. We take the xi to be sufficiently
x1
x3
x4 x2
Figure 1: One-loop massless box diagram in dual momentum space. Internal points are
integrated over. Dotted lines show the diagram in momentum space.
generic, so that in particular x2ij 6= 0 and we are away from light cone singularities2. The +i
indicates the usual Feynman prescription for propagators in Minkowski space in (+−−−)
signature, which we use throughout this work. The integral (1.1) appears ubiquitously
at next-to-leading order in the calculation of both scattering amplitudes and correlation
functions in four-dimensional gauge theories. Concrete examples in planar N = 4 super-
Yang-Mills (SYM) include the one-loop four gluon amplitude [2] and the one-loop correlation
function of four protected operators [3]. In fact these two results are equal in a certain light
cone limit [4]. More recently (1.1) has appeared directly as the first of a series of fishnet
Feynman integrals in a strongly twisted version of N = 4 SYM [5]. It has been shown to
possess a remarkable symmetry known as dual conformal invariance [6, 7], which is best seen
in Euclidean space. The Euclidean integral corresponding to (1.1) is
IE(x1, x2, x3, x4) =
∫
d4x5
pi2
x213x
2
24
x215x
2
25x
2
35x
2
45
, (1.2)
where x1, x2, x3, x4 are non-coincident points in Euclidean space R4. The dual conformal
invariance of (1.2) refers to its invariance under conformal transformations in the x variables
IE(x1, x2, x3, x4) = I
E(x′1, x
′
2, x
′
3, x
′
4), x
′
i = Axi, (1.3)
where A : R4 → R4 is a conformal transformation on R4, i.e. an element of Conf(R4) '
SO(1, 5)/Z2. As such the Euclidean integral (1.2) depends only on a conformal invariant z
and its complex conjugate z¯ = z∗. It was calculated, for example in [8], to be
IE(x1, x2, x3, x4) = I
E(z) =
2Li2(z)− 2Li2(z¯) + log(zz¯) log
(
1−z
1−z¯
)
z − z¯ . (1.4)
1The xi can only be defined from pi up to an overall translation.
2Away from these singularities the integral (1.1) is finite in four dimensions.
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Because z¯ = z∗ in Euclidean space (1.4) is essentially proportional to the Bloch-Wigner
function, which has many interesting analytic properties [9]. It is because of this conformal
invariance that (1.2) is referred to as the dual conformal box integral.
The situation in Minkowski space, where z and z¯ can either be independent real numbers or
complex conjugate pairs, is more subtle. The dual conformal box integral in Minkowski space
(1.1) has been calculated many times, first by ’t Hooft and Veltman in [10]. More compact
representations were obtained in [11] and [12]. Common features of these calculations are
the Feynman parametric and Mellin Barnes representations for the integral (1.1). The result
in [12] is the only one which gives any hint of the underlying dual conformal symmetry of
the integral. It is given essentially in terms of the conformal invariants z and z¯, plus some
corrections which depend explicitly on the signs of the kinematics3 x2ij. These corrections
encode a subtle breaking of dual conformal invariance in Minkowski space, which is caused
by the Feynman i, here serving as an IR regulator, required to properly define the integral.
The i regulator encodes causality in the propagators, and the breaking of conformal in-
variance in Minkowski space is due to the fact that the conformal group on Minkowski space
Conf(R1,3) ' SO+(2, 4)/Z2 ' SU(2, 2)/Z4 does not preserve causality. In particular space-
like separations can be mapped to timelike separations, and vice versa. To define the action
of the conformal group on Minkowski space properly, we must move to the compactification
R1,3c [13]. This compactification can be expressed in numerous ways, for example in terms
of the group U(2) [14] or as the projective null cone in R2,4 [15]. The conformal group then
acts naturally on both of these spaces, although causality in the original Minkowski space
is still not preserved. In order to preserve a notion of causality, it is necessary to move to
the universal cover of compactified Minkowski space R˜1,3c and consider the universal covering
group Conf
:
(R1,3) [16]. In this work however we will focus on the conformal geometry of com-
pactified Minkowski space, expressed in terms of U(2). The value of the box integral (1.1)
can change under finite special conformal transformations (SCTs) which change the signs of
the kinematics x2ij. Geometrically this corresponds to a point ‘crossing infinity’, i.e. moving
from a point on Penrose’s I± to the antipodal point on I∓. In the compactification these
points are identified and crossing infinity still represents a continuous operation. Note that
for infinitesimal SCTs there are no issues and the integral (1.1) is indeed locally conformally
invariant.
Another way to phrase the calculation of the Minkowskian box integral is “how can one
‘analytically continue’ the function (1.4) to Minkowski space?” The Euclidean integral (1.2)
can be obtained from (1.1) via a Wick rotation in certain kinematic regions, for example
when all of the kinematics are spacelike (x2ij < 0). In other regions (1.2) can only be Wick
rotated to (1.1) up to logarithms of the conformal invariants z and z¯, so that the final answer
is on another ‘branch’ of the Bloch-Wigner function (1.4) [17]. There has been much work
regarding the analytic continuation of Euclidean correlators to Minkowski space, and the
subtleties of Wick rotation [18–22].
In this paper we classify all possible kinematic regions for four points in Minkowski space
3x2ij coincide with the usual four particle kinematics p
2
i , s, t in momentum space.
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by their conformal structure, and describe how this relates to the branch jumping of the
box integral (1.1). Surprisingly, to our knowledge this has not been explicitly done before.
Specifically we study conformally equivalent configurations of four points in compactified
Minkowski space. We find that, unlike in Euclidean space, the conformal invariants z and z¯
are not enough to determine when two configurations of four points are conformally equiv-
alent. There are two cases, depending on whether z and z¯ are complex conjugates or real.
If z and z¯ are complex conjugates, then all configurations with the same z and z¯ are con-
formally equivalent, as in the Euclidean case. If z and z¯ are real, then up to the discrete
transformations of the Lorentz group P , T there are two conformal equivalence classes of
configurations. These two equivalence classes are exchanged by a reversal of the signs of
each of the kinematics x2ij. In each conformal equivalence class we find that there are up to
four values of the box integral (1.1), by explicitly rewriting the result of [12].
One new strategy for the calculation of (1.1) we explored is to exploit the richer struc-
ture of ‘infinity’ in Minkowski space. In Euclidean space infinity is a single point∞, whereas
in compactified Minkowski space R1,3c it is a three-dimensional surface I ∪ ι (see section
2). All configurations of four points in Minkowski space can be conformally mapped to a
configuration with two or more points at infinity, such that (importantly) the value of the
box integral does not change. Most configurations with real z, z¯ can be conformally mapped
to a special ‘double infinity’ configuration, where the box integral is calculable directly in
spacetime using only the residue theorem. The rest of the configurations can be mapped to
a configuration with three or four points at infinity, however these are not discussed in this
paper as the corresponding integrals are not as easily calculated. These higher infinity config-
urations, similarly to (0, 1, z,∞) in Euclidean space, furnish a ‘minimal’ set of configurations
which fully fix the box integral (and other four-point observables) by pseudo-conformal in-
variance. They also provide a nice way to generate configurations of four points with a given
z, z¯, in a given kinematic region.
It is worth noting that the box integral has been shown to possess an enhanced form of
dual conformal symmetry known as Yangian invariance [23, 24], and in Euclidean space it
has been successfully constrained to the Bloch-Wigner function using the novel ‘Yangian
bootstrap’ approach [25, 26]. The Minkowskian box integral has also been considered in a
momentum-twistor geometry by Hodges [17], who also discussed the subtle breaking of dual
conformal invariance and analytic continuation to all kinematic regions of Minkowski space.
The structure of this paper is as follows. In section 2 we review the action of the con-
formal group on the U(2) conformal compactification of Minkowski space. In section 3 we
study the conformal geometry of four points in compactified Minkowski space, and describe
the sets of conformally equivalent configurations. In section 4 we discuss the symmetries of
the box integral directly in Minkowski space, and the various representations of the integral
which make these symmetries manifest. We give an expression for the box integral (1.1) in
all kinematic regions by specialising the result of [12]. In section 5 we discuss the calculation
of the box integral in the special ‘double infinity’ configurations. We found the package [27]
useful for numerically testing calculations. We always take logarithms with a branch cut on
the negative real axis, so that the corresponding dilogarithms have a cut on (1,∞).
4
2 Conformally Compactified Minkowski Space
There is a slight subtlety in defining the action of the conformal group on Euclidean space
R4. Since the inversion operation I : x → x/x2 is not well-defined on the origin x = 0, we
should add a point ‘∞’ to R4 which corresponds to the image of the origin under I. The
conformal group is well-defined and acts transitively4 on the compactification R4c ≡ R4∪{∞}.
The situation is more subtle in Minkowski space R1,3. Defining the light cone of the origin
L0 ≡ {x ∈ R1,3 | x2 = 0} (2.1)
we note in this case that I not well-defined on the entire space L0. We thus are interested
in a compactification R1,3 → R1,3c such that the conformal group is well-defined and acts
transitively and continuously on R1,3c . The points ‘at infinity’ will be identifiable5 with the
image I(L0), and so will constitute a 3−dimensional surface.
The most common way of compactifying Minkowski space (R1,3, η) is the Penrose compact-
ification [28] and replaces R1,3 → R1,3p ≡ R1,3 ∪ ∂R1,3p , where ∂R1,3p ≡ ι+ ∪ ι− ∪ ι0 ∪ I+ ∪ I−.
ι0 is called spatial infinity, and in spherical coordinates (t, r, θ, φ) corresponds to r →∞. ι±
are called future and past infinity, and correspond to t→ ±∞. Both ι0 and ι± correspond to
individual points on ∂R1,3p . I± are called future null and past null infinity and correspond to
t± r →∞ with t∓ r constant. I± are 3−dimensional submanifolds of ∂R1,3p , parametrised
by the coordinates (t∓ r, θ, φ). Useful coordinates for describing R1,3p are
χ+ ≡ arctan(t+ r), χ− ≡ arctan(t− r), (2.2)
and τ ≡ χ−+χ+, ρ ≡ χ+−χ−. The range of the τ, ρ coordinates in R1,3p is τ ∈ [−pi, pi], ρ ∈
[0, pi]. We visualise R1,3p in (τ, ρ) coordinates using an extended Penrose diagram (figure 2).
We want to consider conformal transformations on the Penrose compactification R1,3p . There
are a few issues at ∂R1,3p . Using infinitesimal SCTs (A.3) it is possible to move between ι± and
ι0, and also between I±(χ∓, θ, φ) and I∓(χ±,A(θ, φ)), where A is the antipodal map on S2.
Therefore in order for the conformal group to act continuously on compactified Minkowski
space, we must make the identifications6
ι+ = ι− = ι0 ≡ ι, I+ = AI− ≡ I. (2.3)
We define ∂R1,3c ≡ ι∪ I as ∂R1,3p subject to the identifications (2.3). ∂R1,3c can be visualised as
a ‘pinched torus’ or croissant (figure 3), and can be parametrised in terms of χ ∈ (−pi/2, pi/2]
and a 2−sphere angle (θ, φ) for χ 6= 0 [30]. We define the conformal compactification
R1,3c ≡ R1,3 ∪ ∂R1,3c . R1,3c can be identified with the group U(2), on which the conformal
group acts naturally by SU(2, 2)/Z4. To see this, we first note the bijection H : R1,3 → H2×2
between Minkowski space and the space of 2× 2 Hermitian matrices
H : x = (x0, x1, x2, x3) −→ H(x) ≡
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
. (2.4)
4A group G acts transitively on a set X if for all x, y ∈ X there exists g ∈ G such that gx = y.
5Up to an extra ‘null sphere at infinity’ S∗, see (2.15) and figure 3.
6The identification I+ = AI− resembles boundary conditions on fields in asymptotic symmetries [29].
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ρτ
ι+
ι−
ι0
I+(θ, φ)
I−(θ, φ)
AI+(θ, φ)
AI−(θ, φ)
Figure 2: Extended Penrose diagram of Minkowski space. Every two-sphere S2(τ, ρ > 0) is
represented by two points, one on the left and one on the right, which are exchanged by the
antipodal map A. The dotted lines represent the light cone of the origin [29].
ι : χ = 0 χ = pi/2
χ = pi3
χ = −pi3
χ = pi6
χ = −pi6
S∗
I
Figure 3: Conformal infinity in terms of ι and I. Surfaces of fixed χ are 2−spheres. The
parameter χ ∈ (−pi/2, pi/2] is chosen as χ = pi/2− χ+ mod pi, so χ = 0 corresponds to ι.
In what follows we will label the Hermitian matrices corresponding to points x, y, z in
Minkowski space by X, Y, Z. The inverse map is given by
H−1 : X → xµ = 1
2
tr(Xσµ), (2.5)
where σµ = (I2, σ1, σ2, σ3). In spherical coordinates x = (t, r sin θ cosφ, r sin θ sinφ, r cos θ),
the Hermitian matrix corresponding to x is
X =
(
t+ r cos θ re−iφ sin θ
reiφ sin θ t− r cos θ
)
= Ω(θ, φ)†M(t, r)Ω(θ, φ), (2.6)
6
where
Ω(θ, φ) ≡
(
cos(θ/2) e−iφ sin(θ/2)
−eiφ sin(θ/2) cos(θ/2)
)
∈ SU(2), M(t, r) ≡
(
t+ r 0
0 t− r
)
. (2.7)
M(t, r) represents the event in Minkowski space at a time t, and spatially on the north pole
(θ = 0) of a sphere of radius r. The adjoint action of Ω(θ, φ) rotates this point from the
north pole to a general angle (θ, φ) on the sphere. In terms of Hermitian matrices we can
calculate spacetime intervals via determinants
(x− y)2 = det(X − Y ). (2.8)
To compactify, we use the injective Cayley map7 J : H2×2 → U(2) defined by
J : X −→ J(X) ≡ iI2 −X
iI2 +X
, (2.9)
which is well-defined because det(iI2 +X) 6= 0 and [iI2−X, (iI2+X)−1] = 0 for all X ∈ H2×2.
The map (2.9) is not surjective. The inverse is given
J−1 : U → iI2 − U
I2 + U
, (2.10)
which is not well-defined for those U ∈ U(2) which satisfy det(I2 + U) = 0. Im(J) can be
identified with Minkowski space R1,3 and U∞ ≡ U(2)\Im(J) = {U ∈ U(2) | det(I2 + U) = 0}
can be identified with the conformal boundary ∂R1,3c defined above. If x1 and x2 are points
in Minkowski space represented by unitary matrices U1 and U2, their spacetime interval can
be calculated
(x1 − x2)2 = −4 det(U1 − U2)
det(I2 + U1) det(I2 + U2)
. (2.11)
We can define the spacetime interval between arbitrary unitary matrices U1, U2 using the
formula (2.11), noting that the expression is of course infinite if either U1 or U2 are on U∞
so that the interval is not well-defined. To define a finite interval between all unitary ma-
trices an unphysical metric 〈U1, U2〉 ≡ det(U1 − U2) must be used. It is however possible to
define conformally invariant combinations of any four unitary matrices U1, U2, U3, U4 using
the physical metric, as seen in section 3.
Conformal transformations can be implemented on R1,3c ' U(2) by SU(2, 2) fractional linear
transformations [30, 31]
U −→ CGU ≡ (AU +B)(CU +D)−1, G =
(
A B
C D
)
∈ SU(2, 2), (2.12)
SU(2, 2) = {G ∈ SL(4,C) | G†KG = K}, K =
(
I2 0
0 −I2
)
. (2.13)
7This is analogous to the one-dimensional Cayley map R→ U(1), x→ i−xi+x
7
C is the fourfold covering homomorphism C : SU(2, 2) → Conf(R1,3). C acts trivially on
the centre Z(SU(2, 2)) = {±I4,±iI4} ' Z4 and Conf(R1,3) ' SU(2, 2)/Z4. The SU(2, 2)
matrices which correspond to the familiar conformal transformations on Minkowski space
are given in appendix A. The set U∞ can be parametrised explicitly
U∞ =
{
Ω(θ, φ)†
(−1 0
0 −e2iχ
)
Ω(θ, φ) ∈ U(2)
∣∣∣ χ ∈ (−pi/2, pi/2]} , (2.14)
where Ω(θ, φ) is as defined in (2.7). With the U(2) formalism it can be checked that ∂R1,3c =
U∞ and U∞ = I(L0) ∪ S∗. S∗ is the null sphere at infinity and can be parametrised
S∗ =
{
Ω(θ, φ)†
(−1 0
0 1
)
Ω(θ, φ) ∈ U(2)
}
. (2.15)
S∗ is stable under inversions IS∗ = S∗. It corresponds to the largest sphere (χ = pi/2) on
the pinched torus (figure 3) and can be reached from the bulk of Minkowski space by taking
limits to infinity along the light cone L0. ι is the image of the origin under I and corresponds
to the U(2) matrix U = −I2.
3 Conformal Cross-ratios and Conformal Planes
The group of all conformal transformations on compactified Minkowski space R1,3c is isomor-
phic to O(2, 4)/Z2. It is generated by translations, rotations R ∈ O(1, 3), dilatations, and
inversions I. The conformal group Conf(R1,3) is defined to be the connected component of
the identity of this group, and is isomorphic to SO+(2, 4)/Z2 ' SU(2, 2)/Z4 [13]. We will
use the connected component Conf(R1,3), and explicitly refer to the extra discrete transfor-
mations such as P and T when needed. For N ≥ 4 points U1, U2, . . . , UN ∈ R1,3c , expressed
as unitary matrices, one can form N
2
(N − 3) independent conformally invariant combina-
tions known as conformal cross-ratios. Here we are interested in N = 4 points, where given
U1, U2, U3, U4 ∈ R1,3c the four point cross-ratios u and v can be defined
u =
det(U1 − U2) det(U3 − U4)
det(U1 − U3) det(U2 − U4) , v =
det(U1 − U4) det(U2 − U3)
det(U1 − U3) det(U2 − U4) . (3.1)
If none of the points are on U∞ then the points can be expressed as usual Minkowski vectors
x1, x2, x3, x4 and the cross-ratios can be calculated
u =
x212x
2
34
x213x
2
24
, v =
x214x
2
23
x213x
2
24
. (3.2)
If one or more points are on U∞, then the cross-ratios can be calculated with (3.1) or by
taking appropriate limits of (3.2). We define V to be the set of 4−tuples U = (U1, U2, U3, U4)
of points in R1,3c , such that the cross-ratios are non-singular8
V =
{
U = (U1, U2, U3, U4)
∣∣∣ Ui ∈ R1,3c , u(U), v(U) 6= 0,∞} . (3.3)
8If none of the points are on U∞ this corresponds to none of the points being lightlike separated.
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Non-singularity of the cross-ratios implies the determinants det(Ui − Uj) are nonvanishing
for i < j. Points U ∈ V will be referred to as configurations of R1,3c . If none of the points in
U ∈ V are on U∞, then we call U ≡ w a finite configuration. A finite configuration w ∈ V
can be written in terms of usual Minkowski vectors w = (x1, x2, x3, x4) with xi ∈ R1,3. We
denote the set of finite configurations by Vf ⊂ V . The cross-ratios u and v are commonly
expressed in terms of other conformally invariant quantities z and z¯, defined by
u = zz¯, v = (1− z)(1− z¯). (3.4)
Note that since we defined u, v 6= 0 in (3.3), for configurations U ∈ V we have that z, z¯ 6= 0, 1.
z and z¯ can be extracted from u and v by the formula
z, z¯ =
1 + u− v
2
±
√(
1− u− v
2
)2
− uv. (3.5)
There are two things to note from (3.5). The first is that z and z¯ can in general be either
real numbers or complex conjugate pairs. Secondly since z and z¯ appear as the roots of a
quadratic equation, without loss of generality we can (and will) always take z¯ ≥ z when z, z¯ ∈
R and Im(z) > 0 when z, z¯ ∈ C \ R. This is not necessary but we find it useful in practice.
In what follows we will refer to z and z¯ for a given configuration as the conformal invariants
for that configuration. Define Vz,z¯ as the subset of V such that U = (U1, U2, U3, U4) ∈ V has
conformal invariants z, z¯, i.e.
Vz,z¯ =
{
U ∈ V
∣∣∣ u(U) = zz¯, v(U) = (1− z)(1− z¯)} . (3.6)
Based on the possible values for z and z¯, we have the decomposition
V =
⋃
z,z¯∈R\{0,1}
z≤z¯
Vz,z¯ ∪
⋃
z∈H
z¯=z∗
Vz,z¯ ≡ VR ∪ VC, (3.7)
where H ⊂ C is the upper half-plane. Note that the ‘boundary’ between VR and VC occurs
when z = z¯, and is included in VR. If A : R1,3c → R1,3c is a conformal transformation and
U = (U1, U2, U3, U4) ∈ V , we define A to act on U by
A : U → AU ≡ (AU1, AU2, AU3, AU4). (3.8)
There are a number of questions one can ask about the decomposition (3.7). Ranging over
configurations U ∈ V what are the possible values of z and z¯, i.e. which of the Vz,z¯ are
non-empty? Furthermore does the conformal group Conf(R1,3) act transitively on each Vz,z¯?
These questions have been studied in the case of null hexagon configurations in compactified
Minkowski space [32]. We will briefly review these questions for Euclidean space before
moving to Minkowski space.
3.1 Euclidean Space
We consider compactified Euclidean space R4c = R4 ∪ {∞}. We define V E to be the set of
4−tuples of non-coincident points in R4c , and V Ez,z¯ to be the subset of these with conformal
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invariants z and z¯, in analogy with the Minkowskian definitions (3.3) and (3.6). In this case
it is well-known that for any configuration w = (x1, x2, x3, x4) ∈ V E we have that z¯ = z∗
and that Conf(R4) acts transitively on each V Ez,z¯.
Indeed we can map any w = (x1, x2, x3, x4) ∈ V E into a canonical Euclidean configura-
tion w¯(r, φ) ∈ V E, defined below, as follows. We assume the points are generic so that none
of x1, x2, x3, x4 are ∞. We make the conformal transformation A1 ≡ T−Ix1 I T−x4 . Under
A1 w transforms
w → w1 ≡ A1w = (0, y2, y3,∞), (3.9)
where y2 ≡ A1x2, y3 ≡ A1x3. The stabilising conformal subgroup of the points 0 and ∞
consists of dilatations and rotations SO(4) ⊂ SO(1, 5). Let |y3|2 = ρ2. Then we can pick
R ∈ SO(4) to rotate y3 → (0, 0, 0, ρ) and then rescale by 1/ρ to reach the unit vector
e4 = (0, 0, 0, 1). So we let A2 ≡ D1/ρR and
w1 → w2 ≡ A2w1 = (0, z2, e4, ∞), (3.10)
where z2 ≡ A2y2. The stabiliser of 0, e4, and ∞ is SO(3) ⊂ SO(4) acting on the first
3 coordinates of R4. We pick A3 ≡ R′ ∈ SO(3) which maps z2 to the 14 plane z2 →
(r sinφ, 0, 0, r cosφ), with r > 0 and φ ∈ [0, 2pi). Defining A ≡ A3A2A1 we have shown that
given any w ∈ V E
w¯(r, φ) ≡ Aw = (0, (r sinφ, 0, 0, r cosφ), e4, ∞) (3.11)
for some r > 0, φ ∈ [0, 2pi). We call w¯(r, φ) the Euclidean conformal plane configuration
(figure 4).
1
4
x1 x3
x2
r
x4 =∞
φ
Figure 4: Euclidean conformal plane configuration w¯(r, φ).
The conformal invariants of w¯(r, φ), and hence of w, are calculated to be
z = reiφ, z¯ = re−iφ. (3.12)
If φ ∈ (pi, 2pi) we can relabel φ → 2pi − φ so that Im(z) ≥ 0. Therefore we can always take
φ ∈ [0, pi]. If φ = 0 or pi then z = z¯ ∈ R \ {0, 1}. Therefore the decomposition (3.7) for
Euclidean space reads
V E =
⋃
z=z¯∈R\{0,1}
V Ez,z¯ ∪
⋃
z∈H
z¯=z∗
V Ez,z¯ ≡ V ER ∪ V EC . (3.13)
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Does Conf(R4) act transitively on each V E
reiφ,re−iφ? The answer is easily yes. Given w,y ∈
V E
reiφ,re−iφ , we can always find conformal transformations Aw, Ay which map w and y to the
conformal plane Aww = Ayy = w¯(r, φ). Then if we let A ≡ A−1w Ay we see that w = Ay.
3.2 Minkowski Space
The situation is much more subtle in compactified Minkowski space R1,3c , where the squared
differences x2ij between finite points can be positive or negative. The conformal structure is
much richer, and we will see that z and z¯ can be complex conjugate pairs, or independent
real numbers. Given a finite configuration w = (x1, x2, x3, x4) ∈ Vf , we define the kinematics
k(w) of w to be the 6−tuple
k(w) ≡ (x212, x234, x223, x214, x213, x224). (3.14)
As a slight abuse of terminology, we will also refer to the individual x2ij as kinematics. We
restrict to finite configurations w because the kinematics are not well-defined when at least
one of the points is on U∞. We can also take a generic configuration to be finite. We define
the sign of the kinematics (and similarly for the sign of any ordered tuple)
sgn(k(w)) ≡ ( sgn(x212), sgn(x234), sgn(x223), sgn(x214), sgn(x213), sgn(x224) ), (3.15)
where sgn(x) = + if x > 0 and sgn(x) = − if x < 0. By non-singularity of the cross-ratios
(3.3) none of the squared differences for finite configurations vanish and so sgn(x2ij) ∈ {−,+}
for each i < j. Therefore depending on w ∈ Vf there are 26 = 64 possibilities for
sgn(k(w)). We will concatenate signs as a shorthand, so for example sgn(1,−3, 2, 5, 5, 2) =
(+,−,+,+,+,+) ≡ (+−++++). We denote by Pij the operator which flips the sign of x2ij,
so for example P13(++++++) = (++++−+). Moreover we define P ≡
∏
i<j Pij as the op-
erator which flips the sign of all kinematics, so for example P (+−+−+−) = (−+−+−+).
We again ask the question: Does Conf(R1,3) act transitively on each Vz,z¯? In this case the
answer is no in general, and the existence of A ∈ Conf(R1,3) connecting finite configurations
w,y ∈ Vz,z¯ depends on k(w) and k(y). Inversions and SCTs can change the kinematics of
a configuration, in such a way that the cross-ratios are fixed. However they can only change
the signs of the kinematics in a restricted way. For the rest of this section we refine (3.7)
such that Conf(R1,3) acts transitively on each set in the decomposition. This is possible
provided the discrete transformations P , T are also used.
Let b ∈ R1,3, w = (x1, x2, x3, x4) ∈ Vf . Under a special conformal transformation w → Cbw
the kinematics transform
x2ij →
x2ij
σb(xi)σb(xj)
, sgn(x2ij)→
sgn(x2ij)
sgn(σb(xi)σb(xj))
, (3.16)
where σb(x) ≡ 1 − 2b · x + b2x2. If σb(xi) = 0 for some i then the image of xi under Cb is
on U∞. Therefore as b changes σb(xi) passing through 0 corresponds to xi ‘crossing infinity’.
For a fixed configuration w ∈ Vf and b ∈ R1,3 such that Cbw ∈ Vf there are up to 24 = 16
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possibilities9 for
sgn(σb(w)) ≡ sgn(σb(x1), σb(x2), σb(x3), σb(x4) ), (3.17)
and up to eight possibilities for the 6−tuple sgn(kb(w)), where kb(w) ≡
(σb(x1)σb(x2), σb(x3)σb(x4), σb(x2)σb(x3), σb(x1)σb(x4), σb(x1)σb(x3), σb(x2)σb(x4)). (3.18)
These eight possibilities can be deduced easily by calculating sgn(kb(w)) for each of the
sixteen possibilities for (3.17). Letting S ≡ (+ + + + + +), these eight possibilities are
S, P12P14P13S, P12P23P24S, P34P23P13S, P34P14P24S, (3.19)
P23P14P13P24S, P12P34P23P14S, P12P34P13P24S.
For example, if sgn(σb(w)) = (+−+−) or (−+−+) then sgn(kb(w)) = (−−−−+ +) =
P12P34P23P14S. Denoting these eight elements in the order they appear in (3.19) by gi for
i = 0, 1, . . . , 7, collecting them in a set G = {gi}7i=0, and introducing the composition law10
sgn(a1, a2, a3, a4, a5, a6) · sgn(b1, b2, b3, b4, b5, b6) ≡ sgn(a1b1, a2b2, a3b3, a4b4, a5b5, a6b6) (3.20)
then (G, ·) is an abelian group of order eight, with identity element g0 = S. Note that
g2i = g0 for all i = 0, . . . , 7, and so we conclude that G ' Z2 × Z2 × Z2. This composition
law is compatible with the action of SCTs on any initial kinematics, in the sense that
sgn(k(Cbw)) = sgn(kb(w)) · sgn(k(w)),
for b ∈ R1,3 and w, Cbw ∈ Vf . Therefore the group G encodes the action of SCTs Cb on
sgn(k(w)). We define the eight sets
K1 ≡ G, K2 ≡ P12G, K3 ≡ P23G, K4 ≡ P13G, (3.21)
K¯i ≡ PKi, i = 1, 2, 3, 4,
where P12G ≡ {P12gi}7i=0, and similarly for the others. Each of these sets has eight elements,
and together they account for the 8 × 8 = 64 different possibilities for sgn(k(w)) for a
finite configuration w. They are listed explicitly in appendix B. Furthermore they are each
invariant under the action11 of G, and so the eight sets of signs of kinematics Ki, K¯i are
invariant under SCTs12. Therefore given a configuration w ∈ Vf such that sgn(k(w)) ∈ Ki
(or K¯i) for some i then for any b ∈ R1,3 such that Cbw ∈ Vf we have that sgn(k(Cbw)) ∈ Ki
(or K¯i) for the same i. It is possible to assign a set Ki (or K¯i) to non-finite configurations.
For configurations U ∈ V which are not finite it is always possible to make an infinitesimal
SCT Cb such that CbU is finite. Then sgn(k(CbU )) ∈ Ki (or K¯i) is well-defined, and we set
9Note that it is not always 16, e.g. if the configuration contains x = 0 then σb(x) = 1 for all b.
10For example, (+ +−−−−) · (+−+−+−) = (+−−+−+).
11The action of G on these sets is defined analogously to the action of G on itself.
12A similar argument holds for inversions.
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i z, z¯ for non-empty Vi,z,z¯, V¯i,z,z¯
1 z, z¯ ∈ (−∞, 0) OR (0, 1) OR (1,∞)
2 z ∈ (−∞, 0), z¯ ∈ (0, 1)
3 z ∈ (0, 1), z¯ ∈ (1,∞)
4 z ∈ (−∞, 0), z¯ ∈ (1,∞)
Table 1: z, z¯ such that Vi,z,z¯ is non-empty for z, z¯ ∈ R. Note for i = 1 we always take z ≤ z¯.
sgn(k(U)) ∈ Ki (or K¯i) for the same i, even though k(U) is not well-defined. We define the
refined subsets of Vz,z¯
Vi,z,z¯ ≡ {U ∈ Vz,z¯ | sgn(k(U)) ∈ Ki}, V¯i,z,z¯ ≡ {U ∈ Vz,z¯ | sgn(k(U)) ∈ K¯i}, (3.22)
which are well-defined and each separately invariant under the conformal group by the above
discussion. Investigating the sets Vi,z,z¯ and V¯i,z,z¯ in detail we find that there are different
constraints on z and z¯ for each i. The first important fact is that a configuration U ∈ V
can only have z, z¯ ∈ C \ R if U ∈ V¯1,z,z¯, and so
VC =
⋃
z∈H
z¯=z∗
V¯1,z,z¯. (3.23)
Note that K¯1 includes the Euclidean sign assignment PS = (−−−−− −), and the seven
other possible signs of kinematics are found by acting with G on PS. (3.23) is proven using
the analogue of conformal planes in Minkowski space in appendix C.1. Furthermore given
U ∈ Vi,z,z¯ (or V¯i,z,z¯) with z, z¯ ∈ R then z and z¯ are constrained to different intervals of
R depending on i (table 1). For example, let U ∈ V4,z,z¯ so that sgn(k(U)) ∈ K4. Going
through all the possibilities for sgn(k(U)) in table 9 we deduce that u(U) < 0 and v(U) < 0.
Since u = zz¯, v = (1 − z)(1 − z¯), and we take z¯ ≥ z we conclude that z ∈ (−∞, 0), z¯ ∈
(1,∞). Conversely given a configuration U ∈ V with a known z and z¯ we immediately
have information about the signs of the kinematics of U . For example, if we are told U has
z = −1, z¯ = 2, we see from table 1 that there are two possibilities U ∈ V4,−1,2 or V¯4,−1,2, and
so sgn(k(U)) ∈ K4 or K¯4. Therefore we define the sets
V1 =
⋃
z,z¯∈(−∞,0)
z,z¯∈(0,1)
z,z¯∈(1,∞)
z≤z¯
V1,z,z¯, V¯1 =
⋃
z,z¯∈(−∞,0)
z,z¯∈(0,1)
z,z¯∈(1,∞)
z≤z¯
V¯1,z,z¯, (3.24)
V2 =
⋃
z∈(−∞,0)
z¯∈(0,1)
V2,z,z¯, V¯2 =
⋃
z∈(−∞,0)
z¯∈(0,1)
V¯2,z,z¯, (3.25)
V3 =
⋃
z∈(0,1)
z¯∈(1,∞)
V3,z,z¯, V¯3 =
⋃
z∈(0,1)
z¯∈(1,∞)
V¯3,z,z¯, (3.26)
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V4 =
⋃
z∈(−∞,0)
z¯∈(1,∞)
V4,z,z¯, V¯4 =
⋃
z∈(−∞,0)
z¯∈(1,∞)
V¯4,z,z¯, (3.27)
and deduce the decomposition13
V =
4⋃
i=1
(Vi ∪ V¯i) ∪ VC. (3.28)
The question remains: Does Conf(R1,3) act transitively on each non-empty Vi,z,z¯ (and V¯i,z,z¯)?
The answer is yes up to the discrete transformations P , T . The proof relies on Minkowskian
conformal planes.
We define the five Minkowskian conformal plane configurations wC(r, φ) and wbc(a, η) for
b, c ∈ {+,−} in table 2. They are expressed in terms of the unit vectors e0 = (1, 0, 0, 0) and
e3 = (0, 0, 0, 1). Similarly to the Euclidean case we always find A ∈ Conf(R1,3) and possibly
Configuration (x1, x2, x3, x4) z, z¯
wC(r, φ) (0, r(0, sinφ, 0, cosφ), e3, ι) re
iφ, re−iφ
w++(a, η) (0, a(cosh η, 0, 0, sinh η), e0, ι) ae
−η, aeη
w−−(a, η) (0, a(sinh η, 0, 0, cosh η), e3, ι) ae−η, aeη
w−+(a, η) (0, a(sinh η, 0, 0, cosh η), e0, ι) −ae−η, aeη
w+−(a, η) (0, a(cosh η, 0, 0, sinh η), e3, ι) −ae−η, aeη
Table 2: Minkowskian conformal plane configurations.
a discrete transformation P , T , or PT to map configurations in the nine sets in (3.28) to one
of the five configurations in table 2. The case of VC is totally analogous to the Euclidean case,
and indeed any configuration U ∈ VC with z = reiφ, z¯ = re−iφ can be conformally mapped
(no need for discrete transformations) to the pseudo-Euclidean configurationwC(r, φ) ∈ V¯1,z,z¯
for r > 0, φ ∈ (0, pi), see appendix C.1 for some details. The eight remaining sets in (3.28)
can be conformally mapped to the four sets wbc(a, η). This is a bit more subtle, and care
must be taken to restrict the range of a and η in such a way that each U ∈ Vi,z,z¯ (or V¯i,z,z¯)
is mapped to exactly one configuration wbc(a, η) for the appropriate b, c. This can be done
provided the discrete transformations P , T are used. The results are summarised in table 3.
We explain the argument for V2, so let w = (x1, x2, x3, x4) ∈ V2. Without loss of gener-
ality we can take w to be a finite configuration. If w is not a finite configuration we can first
make a small SCT such that it is finite. As in the Euclidean case we define the conformal
transformation14 A1 ≡ T−Ix1IT−x4 and act on w
w → w1 ≡ A1w = (0, y2, y3, ι), (3.29)
13A similar decomposition appeared recently in [21] by Jiaxin Qiao while this was being written.
14We can make A1 explicitly connected to the identity by making an extra inversion and using Cb = IT−bI
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V Mapped to Configuration bounds z, z¯ bounds
VC wC(r, φ) r > 0, φ ∈ (0, pi) z ∈ H, z¯ = z∗
a ∈ (0, 1), eη ∈ (1, 1/a) 0 < z ≤ z¯ < 1
V1 w++(a, η) a ∈ (1,∞), eη ∈ (1, a) 1 < z ≤ z¯ <∞
a ∈ (−∞, 0), eη ∈ (1,∞) −∞ < z ≤ z¯ < 0
V2 w−+(a, η) a ∈ (0,∞), eη ∈ (0, 1/a) −∞ < z < 0 < z¯ < 1
V3 w−−(a, η) a ∈ (0,∞), eη ∈ (max(a, 1/a),∞) 0 < z < 1 < z¯ <∞
V4 w+−(a, η) a ∈ (0,∞), eη ∈ (1/a,∞) −∞ < z < 0 < 1 < z¯ <∞
Table 3: Conformal plane structure for VC and Vi. For V¯i the only change is that the signs
on wbc(a, η) reverse. For example, V¯1 gets mapped to w−−(a, η), and all other columns with
respect to V1 are unchanged.
where y2 ≡ A1x2 = I(x24)− I(x14), y3 ≡ A1x3 = I(x34)− I(x14). The stabiliser of 0 and ι
is generated by dilatations and Lorentz rotations SO+(1, 3) ⊂ SO+(2, 4). How we proceed
next depends on the signs of the remaining free kinematics. We compute
(y22, y
2
3, y
2
23) =
(
x212
x214x
2
24
,
x213
x214x
2
34
,
x223
x224x
2
34
)
, (3.30)
where we used the property that under inversions the kinematics transform
I : x2ij −→
x2ij
x2ix
2
j
. (3.31)
Sincew ∈ V2 we have information about the signs of the kinematics, namely that sgn(k(w)) ∈
K2 (see table 9). For example, we could have sgn(k(w)) = P12S = (− + + + + +). In this
case we have that
sgn(y22, y
2
3, y
2
23) = (−+ +). (3.32)
In fact going through all the cases in table 9 it turns out that (3.32) holds for any sgn(k(w)) ∈
K2, and hence w ∈ V2. We have that y23 = c2 > 0, so we can use a Lorentz rotation L to
map y3 → (±c, 0, 0, 0) and then rescale to ±e0. Defining A2 ≡ D1/cL we map
w1 → w±2 ≡ A2w1 = (0, z2, ±e0, ι), (3.33)
where z2 ≡ A2y2. The stabiliser of 0,±e0, and ι is generated by rotations SO(3) acting on
the Euclidean coordinates of R1,3. We use an SO(3) rotation R to eliminate the second and
third component of z2, so z2 → (z02 , 0, 0, z32). We know from (3.32) that (z02)2 − (z32)2 < 0, so
we map
w±2 → w¯±(a, η) ≡ Rw±2 = (0, a(sinh η, 0, 0, cosh η), ±e0, ι), (3.34)
for some a ∈ R \ {0}, η ∈ R. We compute the conformal invariants of w¯±(a, η) to be
z = min(−ae∓η, ae±η), z¯ = max(−ae∓η, ae±η). (3.35)
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Note we have the issue that starting with a configuration w ∈ V2 we have two possible
configurations (3.34) we can end up with, w¯+(a, η) and w¯−(a, η). Moreover we know from
table 1 that z ∈ (−∞, 0), z¯ ∈ (0, 1). We need our final configuration w−+(a, η) to contain
each possible set of conformal invariants exactly once. This is because we want to be sure
we are mapping all w ∈ V2,z,z¯ to the exact same configuration, to prove that Conf(R1,3) acts
transitively on V2,z,z¯. A priori there could be multiple configurations with the same z, z¯ in
our final w−+(a, η). To resolve these issues we need to use the discrete transformations P
and T . We first note that w¯+(a, η) = T w¯−(a,−η). Therefore if we end up at w¯−(a, η) we
simply apply a time-reversal transformation and relabel η → η′ ≡ −η to arrive at w¯+(a, η).
We can invert (3.35) to recover a and η for w¯+(a, η)
a = ±√−zz¯, η = ±1
2
log(−z¯/z). (3.36)
We see from (3.36) that indeed multiple configurations w¯+(a, η) give the same z, z¯, which we
want to avoid. We note that w¯+(a, η) = Pw¯+(−a,−η). Therefore any configuration with
a < 0 we can apply a parity transformation and relabel η → η′ = −η at no cost, so we can
assume a > 0. In this case we have that
z = −ae−η, z¯ = aeη, a = √−zz¯, η = 1
2
log(−z¯/z). (3.37)
From (3.37) we see that we have exactly one configuration w¯+(a > 0, η) ≡ w−+(a, η) for
each z, z¯, as required. To get z, z¯ in the correct range −∞ < z < 0 < z¯ < 1, or equivalently
enforce the y223 > 0 condition of (3.32), there is a further constraint e
η < 1/a. The final
configuration w−+(a, η) in terms of z, z¯ is
w−+(z, z¯) =
(
0,
(
z¯ + z
2
, 0, 0,
z¯ − z
2
)
, e0, ι
)
, (3.38)
and is shown in figure 5. These arguments can be repeated analogously for the other sets
x4 = ι
x3
x1
x2
3
0
Figure 5: Minkowskian conformal plane configuration w−+(a, η) for V2, z ∈ (−∞, 0), z¯ ∈
(0, 1). x2 can be anywhere in green region depending on z, z¯.
Vi,z,z¯ and V¯i,z,z¯ to show that up to the discrete transformations P , T all configurations
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in these sets are conformally equivalent to a single Minkowskian conformal plane config-
uration wb,c(a, η) or wC(r, φ), as summarised in table 3. Note that for V¯1,z,z¯ there are
two cases, one where z, z¯ ∈ R and one where z, z¯ ∈ C \ R. Therefore up to the dis-
crete transformations P , T Conf(R1,3) acts transitively on each non-empty Vi,z,z¯ and V¯i,z,z¯.
Given configurations U 1,U 2 ∈ Vi,z,z¯ (or V¯i,z,z¯) we deduce from the above the existence of
Ai ∈ Conf(R1,3) and discrete transformations Di ∈ {I,P , T ,PT } for i = 1, 2 such that
D1A1U 1 = D2A2U 2 = w¯(z, z¯) for exactly one Minkowskian conformal plane configuration
w¯(z, z¯) given in table 2. Then if we let A ≡ (D1A1)−1D2A2 we see that U 1 = AU 2.
Overall we have shown that all configurations U ∈ Vz,z¯ with z, z¯ ∈ C \ R are conformally
equivalent, and that for U ∈ Vz,z¯ with z, z¯ ∈ R there are two conformal equivalence classes
of configurations (up to P , T ) exchanged by a reversal of kinematics Vi,z,z¯ → V¯i,z,z¯ = PVi,z,z¯
for a fixed i.
4 Symmetries of the Box Integral
Let w = (x1, x2, x3, x4) ∈ Vf be a finite configuration. The dual conformal box integral in
Minkowski space is defined
I(w) =
∫
d4x5
ipi2
x213x
2
24
(x215 + i)(x
2
25 + i)(x
2
35 + i)(x
2
45 + i)
, (4.1)
where +i indicates the Feynman prescription for propagators in Minkowski space ( is al-
ways taken to be a positive infinitesimal quantity). The chosen prescription tells us on
which side of the branch cut we must evaluate any multivalued functions that appear upon
computing the integral. It is important to take w to be a finite configuration because the
integral is not well-defined when any of the points15 xi are on U∞. In the next section we
will consider specific lightlike limits of (4.1) such that two of the external points are sent to
I. However the result depends in general on the direction these points are sent to I, so that
it is not possible to define the integral if one or more points are exactly on I. Configurations
with one or more points on I are singular and are exactly the configurations where the value
of (4.1) can change under infinitesimal SCTs.
We study the symmetries of the integral (4.1) directly in Minkowski space. There are two
main different representations useful for studying these symmetries, given in [12]. The first
is the Feynman parametric representation
I(w) = I ′(x2ij) ≡ x213x224
∫ 1
0
dy
δ(1− y1 − y2 − y3 − y4)
(
∑
j<k yjykx
2
jk + i)
2
, (4.2)
where
∫ 1
0
dy ≡ ∏4i=1 ∫ 10 dyi. Note that I ′ is manifestly a function of the kinematics x2ij. We
also see that
I ′(−x2ij) = I ′(x2ij)∗. (4.3)
15The only exception is the case where a single point is at ι. In this case the integral is well-defined.
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Another useful expression for (4.1) is the Mellin representation I ′(x2ij) =
1
(2pii)2
∫
C1
ds
∫
C2
ds′(Γs,s′)2
(
x212+i
x213+i
)−s(
x234+i
x224+i
)−s(
x214+i
x213+i
)−s′ (
x223+i
x224+i
)−s′
, (4.4)
where Γx,y ≡ Γ(x)Γ(y)Γ(1 − x − y). The complex power is zs ≡ exp(s log z), where the
logarithm has a branch cut on the negative real axis. Cj are contours in the complex plane
Cj = {γj + it | t ∈ (−∞,∞)}, (4.5)
where γ1, γ2 satisfy 0 < γ1, γ2 < 1, 0 < γ1 + γ2 < 1. The corresponding Euclidean versions
of (4.2) and (4.4) are found by setting  = 0.
4.1 Conformal Transformations
Conf(R1,3) acts on R1,3c by translations, proper orthochronous Lorentz rotations, dilatations,
and SCTs. Since (4.2) and (4.4) are functions of only the kinematics x2ij, which are Poincare´
invariants, it is clear that (4.1) is invariant under Poincare´ transformations
I(w) = I(Taw) = I(Lw), (4.6)
for all a ∈ R1,3, L ∈ SO+(1, 3). It is also clear that (4.1) is invariant under dilatations
xi → Dλxi ≡ λxi, since for all λ > 0 we have
I(Dλw) =
∫
d4x5
ipi2
λ2x213λ
2x224∏4
j=1((λxj − x5)2 + i)
(4.7)
= (x5 = λx
′
5) =
∫
λ4d4x′5
ipi2λ8
λ4x213x
2
24∏4
j=1((xj − x′5)2 + i λ2 )
=
∫
d4x′5
ipi2
x213x
2
24∏4
j=1((xj − x′5)2 + i′)
= I(w),
because ′ ≡ 
λ2
is still an infinitesimal positive quantity. This invariance under dilatations
is also easily proven from representations (4.2) and (4.4). In Euclidean signature (1.2) the
box integral is also checked to be invariant under SCTs Cb, and so the integral is fully
conformally invariant. In Minkowski space however this invariance is broken by the IR
regulator i. Exactly how the invariance is broken is most easily seen in terms of the Mellin
representation (4.4). For b ∈ R1,3 we have that I ′(x2ij)→ I ′(Cbx2ij) =
1
(2pii)2
∫
C1
ds
∫
C2
ds′(Γs,s′)2
(
x212+i12
x213+i13
)−s(
x234+i34
x224+i24
)−s(
x214+i14
x213+i13
)−s′ (
x223+i23
x224+i24
)−s′
,
(4.8)
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ij ≡ σb(xi)σb(xj), (4.9)
where (3.16) was used and σb(x) = 1− 2b · x+ b2x2. From (4.8) we see the extent to which
conformal invariance is broken is encoded in the signs of the infinitesimal imaginary parts
iij. Given a finite configuration w = (x1, x2, x3, x4) there is a possible branch jumping of
the integral under finite special conformal transformations Cb for which at least one of the
ij < 0. ij changes from positive to negative when Cbxk crosses infinity for some k ∈ {i, j}
and the kinematics x2kl for l 6= k change sign, i.e. the kinematic region changes. In computing
(4.8) the iij select the correct branch of the logs/dilogs which appear in the computation,
after which the result depends only on the cross-ratios u and v, or equivalently z and z¯. This
computation was completed for arbitrary kinematics in [12], and we specialise it in section
4.2 to give the box integral as a function of z and z¯ in each kinematic region sgn(k(w)).
While from (4.8) there are naively eight values of the integral which can be reached under
SCTs, corresponding to the eight possible sign assignments for ij, it is actually up to four.
The dependence of the box integral on only the conformal invariants z and z¯ as well as the
kinematic region sgn(k(w)) can be thought of as pseudo-conformal invariance.
As for discrete conformal transformations, the parity and time reversal maps P , T : R1,3 →
R1,3 are also symmetries of the box integral. P and T do not change the kinematics x2ij, so
I(w) = I(Pw) = I(T w) = I(PT w). (4.10)
It is also useful to keep in mind how z, z¯, and I(w) respond to permutations σ ∈ S4 of the
external points. This is discussed in appendix D.
4.2 Branches of the Minkowski Box Integral
We write the result of [12] for I(w) in all kinematic regions explicitly in terms of the conformal
invariants z, z¯. We first note that given a finite configuration w ∈ Vf with real z, z¯ it
is always possible to find a permutation σ ∈ S4 such that σw either has z, z¯ ∈ (0, 1), or
z ∈ (−∞, 0), z¯ ∈ (0, 1). Since I(w) transforms at most by a conformally invariant constant16
under this permutation (table 10), we can focus our attention on restricted configurations
w with z, z¯ ∈ C, z, z¯ ∈ (0, 1), or z ∈ (−∞, 0), z¯ ∈ (0, 1) so that w is either in VC, V1, V¯1, V2,
or V¯2 as defined in section 3.2. We define four functions fi(z, z¯) by
f1(z, z¯) = 1, f2(z, z¯) = log(z/z¯), f3(z, z¯) = log
(
1− z
1− z¯
)
, (4.11)
f4(z, z¯) = 2Li2(z)− 2Li2(z¯) + log(zz¯) log
(
1− z
1− z¯
)
, (4.12)
where we take z, z¯ ∈ C \ [1,∞), z¯ ≥ z if z, z¯ ∈ R, and z ∈ H, z¯ = z∗ if z, z¯ ∈ C \ R. Note
these are the same functions which appear from Yangian invariance in [25] and f1, f2, f3
are essentially the functions arising from period contours in [17]. We evaluate arguments
16Since it is conformally invariant, I(w) and I(σw) have the same qualitative behaviour under SCTs.
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on the branch cut of the logarithms (the negative real axis) slightly above the cut, so we
implicitly take log(z) → log(z + i). Due to the way we organised things, we never need to
consider arguments on the branch cut (1,∞) of Li2(z). Note that f4 is the Bloch-Wigner
function (1.4) when z¯ = z∗. In this section, given a finite configuration w, we abbreviate
the kinematic region k ≡ sgn(k(w)). For any restricted configuration we can write the box
integral (4.1) in terms of fi(z, z¯)
I(z, z¯, k) =
4∑
i=1
cki fi(z, z¯)
z − z¯ , (4.13)
where cki ∈ C depend on the kinematic region k. We specialise the result of [12] to restricted
configurations, i.e. those in VC, V1 with z, z¯ ∈ (0, 1), V¯1 with z, z¯ ∈ (0, 1), V2, and V¯2.
k I(z, z¯, k)
(+ + + + + +), (−+ +−− +),
(−+−+ + −), f4
z−z¯
(+−−+− +), (+−+−+ −)
(+ +−−− −) f4−2piif3
z−z¯
(−−+ +− −) f4+2piif2
z−z¯
(−−−−+ +) Missing region
Table 4: I(z, z¯, k) for 0 < z ≤ z¯ < 1, k ∈ K1.
k I(z, z¯, k)
(−−−−− −), (+−−+ + −),
(+−+−− +), f4
z−z¯
(−+ +−+ −), (−+−+− +)
(−−+ + + +) f4+2piif3
z−z¯
(+ +−−+ +) f4−2piif2
z−z¯
(+ + + +− −) f4+2pii(f2−f3−2piif1)
z−z¯
Table 5: I(z, z¯, k) for 0 < z ≤ z¯ < 1 or z ∈ H, z¯ = z∗, k ∈ K¯1.
We take a configuration w ∈ V1 with 0 < z ≤ z¯ < 1, so that k ∈ K1 (see table 9). Firstly we
conjecture that such configurations w cannot have k = k∗ ≡ (−−−−++), when there is a
priori no reason this is not possible. We demonstrate this fact numerically in appendix C.2.
We call this the ‘missing’ kinematic region. Note it is possible for a configuration w ∈ V1 to
have k = (−−−−++) if z, z¯ ∈ (−∞, 0) or z, z¯ ∈ (1,∞). It is also possible to pick kinematics
x2ij such that k = (− − − − + +) and z, z¯ ∈ (0, 1), however we conjecture such kinematics
cannot be realised by configurations w ∈ Vf . We list the results for the box integral I(z, z¯) as
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a function of the kinematic region k ∈ K1 in table 4. Since Conf(R1,3) acts transitively17 on
each V1,z,z¯ we see that given any configuration w ∈ V1 with z, z¯ ∈ (0, 1) one can reach three
branches of the box integral using SCTs. If w ∈ VC or V¯1 with 0 < z ≤ z¯ < 1, then k ∈ K¯1.
In this case the kinematics reversed version of the missing region Pk∗ = (+ + + +−−) with
z, z¯ ∈ (0, 1) is realisable, although numerically it is found to be much rarer than the other
regions (appendix C.2). We list the results for the box integral I(z, z¯) as a function of the
kinematic region k ∈ K¯1 in table 5. In this case starting with any configuration w ∈ VC or
V¯1 with 0 < z ≤ z¯ < 1 one can reach four branches of the box integral with SCTs. For a
fixed z, z¯ ∈ (0, 1) there are six possible values of the box integral, corresponding to the four
functions in table 5 and the two differing functions in table 4. Note that when f1 appears
there is no symmetry under z ↔ z¯ and our ordering of z, z¯ is important.
k I(z, z¯, k)
(−+ + + + +), (−−−+− +), (−−+−+ −) f4
z−z¯
(+ + +−− +), (+ +−+ + −), (−+−−− −) f4−2piif3
z−z¯
(+−−−+ +) f4−2piif2
z−z¯
(+−+ +− −) f4+2pii(f2−f3−2piif1)
z−z¯
Table 6: I(z, z¯, k) for z ∈ (−∞, 0), z¯ ∈ (0, 1), k ∈ K2.
k I(z, z¯, k)
(−−−+ + −), (−−+−− +), (+−+ + + +) f4
z−z¯
(+−−−− −), (+ + +−+ −), (+ +−+− +) f4−2piif3
z−z¯
(−+−−+ +) f4−2piif2
z−z¯
(−+ + +− −) f4+2pii(f2−f3−2piif1)
z−z¯
Table 7: I(z, z¯, k) for z ∈ (−∞, 0), z¯ ∈ (0, 1), k ∈ K¯2.
We list the corresponding results for configurations w ∈ Vf with z ∈ (−∞, 0), z¯ ∈ (0, 1),
so that k ∈ K2 or k ∈ K¯2, in tables 6 and 7 respectively. In both cases starting with any
finite configuration w ∈ V2 (or V¯2) one can reach four branches of the box integral using
SCTs. Since the functions in tables 6 and 7 overlap given any finite configuration with
z ∈ (−∞, 0), z¯ ∈ (0, 1) there are four possible values for the box integral.
5 Double Infinity Configurations
In this section we demonstrate that the integral (4.1) can be computed for most kinematic
regions with real z, z¯ by considering special ‘double infinity’ configurations. We consider eight
17Up to P, T which doesn’t change I(w).
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configurations Xab,Y ab of four points in Minkowski space, where a, b ∈ {+,−}, defined by
the Hermitian matrices (related to usual Minkowski vectors by (2.5))
Xab1 =
(
0 0
0 0
)
, Xab2 =
(
ξ+ 0
0 ηb
)
, Xab3 =
(
1 0
0 1
)
, Xab4 =
(
ηa 0
0 ξ−
)
, (5.1)
Y ab1 =
(
0 0
0 0
)
, Y ab2 =
(
ξ+ 0
0 −ηb
)
, Y ab3 =
(
1 0
0 −1
)
, Y ab4 =
(
ηa 0
0 −ξ−
)
, (5.2)
where ξ+, ξ− ∈ R\{0, 1} and we take the limit η± → ±∞. For each a, b we see that Xab1 and
Y ab1 correspond to the origin in Minkowski space, while X
ab
3 and Y
ab
3 correspond to the unit
vectors e0 = (1, 0, 0, 0) and e3 = (0, 0, 0, 1) respectively. The remaining points live on I
+ or
I− depending on the choice of a or b, and are parametrised by a degree of freedom ξ±. The
configurations X+− and X−− are visualised on an extended Penrose diagram in figure 6. In
x1
x2
x3
x4
x1
x2
x3
x4
Figure 6: Left: Configuration X+− — x4 and x2 on I+(θ = 0) and I−(θ = 0). Right:
Configuration X−− — x4 and x2 on I−(θ = pi) and I−(θ = 0). In terms of unitary matrices
X−− and X+− coincide due to the identification I+ ∼ AI− (see section 2).
the limit η± → ±∞ Xab correspond to the same configuration in terms of unitary matrices
UX , and similarly Y
ab correspond to the same configuration UY
UX =
((
1 0
0 1
)
,
(
i−ξ+
i+ξ+
0
0 −1
)
,
(
i 0
0 i
)
,
(
−1 0
0 i−ξ−
i+ξ−
))
, (5.3)
UY =
((
1 0
0 1
)
,
(
i−ξ+
i+ξ+
0
0 −1
)
,
(
i 0
0 −i
)
,
(
−1 0
0 i+ξ−
i−ξ−
))
. (5.4)
Note that even though each Xab corresponds to the same configuration in terms of unitary
matrices UX , the value of the box integral I(X
ab) depends on a, b, i.e. the direction X2 and
X4 are sent to I (and similarly for Y
ab). This is because the box integral is singular for
configurations with points on I, and we should think of X2, Y2 and X4, Y4 as being slightly
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off I so that I+ and I− are distinguished. We take the kinematics to be large, but finite. We
compute the kinematics k(Xab) and k(Y ab) in the limit η± → ±∞ to be
k(Xab) = (ξ+ηb, ηa(ξ− − 1), ηb(ξ+ − 1), ξ−ηa, 1, −ηaηb ) , (5.5)
k(Y ab) = −k(Xab), (5.6)
We also compute the conformal cross-ratios in the limit
u(Xab) = u(Y ab) = ξ+(1− ξ−), v(Xab) = v(Y ab) = ξ−(1− ξ+), (5.7)
so that the cross-ratios u and v are the same for each of the eight configurations Xab and
Y ab. Written in terms of z and z¯ the cross-ratios for each configuration are
z = min(ξ+, 1− ξ−), z¯ = max(ξ+, 1− ξ−), (5.8)
since by convention we take z¯ ≥ z. Note that since ξ+, ξ− ∈ R \ {0, 1}, the configurations
(5.1) and (5.2) can be tuned to give any real z and z¯ with z¯ ≥ z. Depending on ξ+, ξ− and the
choice of configurationXab or Y ab the kinematics of the configuration can vary widely. In fact
most configurations w with real z and z¯ and a given sgn(k(w)) can be conformally mapped to
one of the double infinity configurations w∞, i.e. (5.1) or (5.2) (possibly permuted) with the
same z and z¯ and the same signs of kinematics so that I(w) = I(w∞) by pseudo-conformal
invariance. We give an example of an explicit conformal transformation in appendix C.3,
although its existence is guaranteed by the transitive action of Conf(R1,3) on each Vi,z,z¯ and
V¯i,z,z¯ up to P , T (section 3.2). Specialising to the restricted kinematics considered in tables
4−7, the only kinematic regions which cannot be realised by a double infinity configuration
are the missing kinematic region k∗ described in section 4.2, and the corresponding region
obtained by reversing all kinematics Pk∗ (which can be realised by finite configurations). For
example, we show how to realise all kinematic regions in V2 in table 8. What makes these
Kinematic region k w∞ ξ+, ξ− range
(−+ + + + +) X+− ξ+ ∈ (0, 1), ξ− ∈ (1,∞)
(+ + +−− +) Y ++ ξ+ ∈ (−∞, 0), ξ− ∈ (0, 1)
(+ +−+ + −) X++ ξ+ ∈ (0, 1), ξ− ∈ (1,∞)
(−−−+− +) Y −− ξ+ ∈ (−∞, 0), ξ− ∈ (0, 1)
(−−+−+ −) X−− ξ+ ∈ (0, 1), ξ− ∈ (1,∞)
(−+−−− −) Y +− ξ+ ∈ (−∞, 0), ξ− ∈ (0, 1)
(+−−−+ +) X−+ ξ+ ∈ (0, 1), ξ− ∈ (1,∞)
(+−+ +− −) Y −+ ξ+ ∈ (−∞, 0), ξ− ∈ (0, 1)
Table 8: How to realise all kinematic regions in V2 (z ∈ (−∞, 0), z¯ ∈ (0, 1)) with double
infinity configurations. No need for permutations in this case.
w∞ configurations particularly nice is that the box integral (4.1) with these configurations
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can be calculated directly in Minkowski space, i.e. without reference to Feynman parameters
or a Mellin representation. For each configuration the integral depends only on the choice
of ξ+ and ξ− and so we define
IabX (ξ+, ξ−) ≡ I(Xab), IabY (ξ+, ξ−) ≡ I(Y ab), (5.9)
where how we make sense of the limit η± → ±∞ in the calculation will be described shortly.
First we note that we can use symmetries to reduce the number of integrals to compute from
eight to two. We can immediately combine (4.3) and (5.6) to conclude
IabY (ξ+, ξ−) = I
ab
X (ξ+, ξ−)
∗. (5.10)
We can also note relations between the configurations (5.1) using permutations, discrete
transformations, and translations. We have
P ◦ (24)X+− = X−+(ξ+ ↔ ξ−), (5.11)
TI2 ◦ PT ◦ (13)X−− = X++(ξ± → 1− ξ±). (5.12)
Since the box integral is fully invariant under each of the transformations used in (5.11) and
(5.12) we see that
I−+X (ξ+, ξ−) = I
+−
X (ξ−, ξ+), I
++
X (ξ+, ξ−) = I
−−
X (1− ξ+, 1− ξ−). (5.13)
In section 5.1 we describe our results for I+−X (ξ+, ξ−) and I
−−
X (ξ+, ξ−), leaving the details of
the calculation to appendix E. We can then use (5.10) and (5.13) to recover the value of the
integral for each of the configurations (5.1) and (5.2).
5.1 Double Infinity Box Integral
We write the integration variable x5 in spherical coordinates
x5 = (t, r sin θ cosφ, r sin θ sinφ, r cos θ), X5 =
(
t+ r cos θ re−iφ sin θ
reiφ sin θ t− r cos θ
)
, (5.14)
with r > 0, φ ∈ [0, 2pi), θ ∈ [0, pi]. We then consider the two cases described above. We
consider the configuration X+− defined in (5.1). The Lorentz squares x2i5 for i = 1, 2, 3, 4
are calculated in the appropriate limit, for example
x225 = |X2 −X5| = det
(
ξ+ − t− r cos θ −re−iφ sin θ
−reiφ sin θ η− − t+ r cos θ
)
(5.15)
= η−(ξ+ − t− r cos θ) +O(η0−).
Letting x = cos θ, for this configuration the box integral becomes I+−X (ξ+, ξ−) '
2i
pi
∫
x,r,t
r2η+η−
(t2 − r2 + i)((t− 1)2 − r2 + i)η−(ξ+ − t− rx+ iη− )η+(ξ− − t+ rx+ iη+ )
, (5.16)
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where
∫
x,r,t
≡ ∫ 1−1 dx ∫∞0 dr ∫∞−∞ dt and the trivial φ integration has been performed. Note
that in the limit η± → ±∞ the integral is well-defined, as factors of η± cancel in numerator
and denominator. We define an ′ by 
η±
∼ ±′, and throughout the calculation we treat
′   in the limit η± → ±∞. This is essential to properly regulate the poles of the
integrand. We describe the details of the remaining calculation in appendix E. The answer
can be expressed in terms of a set of four ‘basis’ integrals
h1(a, b) ≡ (a− b)
∫ 1
0
dx
1
(x− a)(x− b) , (5.17)
h2(a, b) ≡ (a− b)
∫ 1
0
dx
log(x)
(x− a)(x− b) , (5.18)
h3(a, b) ≡ (a− b)
∫ 1
0
dx
log(1− x)
(x− a)(x− b) , (5.19)
h4(a, b) ≡ (a− b)
∫ 1
0
dx
log(1 + x)
(x− a)(x− b) , (5.20)
which are all expressible as simple combinations of logs and dilogs of a and b, found easily,
e.g. using Mathematica. These are all well-defined in our case as each a, b will have a small
imaginary part. The final result for the integral is
I+−X (ξ+, ξ−) =
1
2ξ − 1
(
log(1/2)(h1(r1+, r2+)− h1(−r1−,−r2−)) (5.21)
+ log(−1/2− i)(−h1(−r1+,−r2+) + h1(r1−, r2−))− log(−∆ξ/2 + i)h1(s21+, s22+)
+ log(∆ξ/2− i)h1(s21−, s22−) +
1
2
(h2(s
2
1+, s
2
2+)− h2(s21−, s22−)) +
(
log(ξ+ − i)×
(h1(−r1−,−s1−)− h1(r1+, s1+)) + log(−ξ− − i)(h1(r2−, s1−)− h1(−r2+,−s1+))
+h3(r1+, s1+) + h3(−r2+,−s1+)− h4(−r1−,−s1−)− h4(r2−, s1−)− (ξ± → 1− ξ∓)
))
,
where 2ξ = ξ+ +ξ−,∆ξ = ξ+−ξ−, and ri± and si± for i = 1, 2 are functions of ξ+, ξ− defined
in (E.7) and (E.8). (5.21) is invariant under ξ± → 1 − ξ∓. Note that the overall prefactor
agrees with our expectation
1
2ξ − 1 = ±
1
z − z¯ . (5.22)
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For the configuration X−− the integral becomes I−−X (ξ+, ξ−) =
2i
pi
∫
x,r,t
r2
(t2 − r2 + i)((t− 1)2 − r2 + i)(ξ+ − t− rx− i′)(ξ− − t+ rx− i′) . (5.23)
The final result for the integral is
I−−X (ξ+, ξ−) =
1
2ξ − 1
(
log(1/2)(h1(r1+, r2+)− h1(−r1−,−r2−)) + log(−1/2− i)× (5.24)
(h1(r1−, r2−)− h1(−r1+,−r2+)) +
(
− log(ξ+ − i)h1(r1+, s1+) + log(ξ− − i)h1(r2+, s1+)
+ log(−1 + ξ+ − i)h1(−r1+, s2+) + log(−1 + ξ− − i)h1(−r2+, s2+)
+h3(r1+, s1+)− h3(−r1+, s2+) + h4(−r2+, s2+)− h4(r2+, s1+) + (ξ+ ↔ ξ−)
))
,
and is invariant under ξ+ ↔ ξ−. Using (5.10) and (5.13) an expression for the box integral
(4.1) for each of the eight configurations in (5.1) and (5.2) can be recovered from (5.21)
and (5.24). These results were numerically verified in each accessible kinematic region with
tables 4−7 as well as with the package [27]. Note there are numerical issues when ∆ξ =
0,2ξ = 0, 1, 2, ξ+ = 1/2, or ξ− = 1/2. These are easily remedied however by adding a small
correction to ξ+ or ξ−.
5.2 Numerical Example
x1
x2 x3
x4
x1
x2
x3
x4
Figure 7: Configurations w (left) and y (right). The blue and green curves show the trajec-
tories of x2 and x4 respectively under the SCT C(0,0,0,b) for b ∈ R. x4 crosses infinity again
at b = 3/2 + .
As a concrete example, consider the configuration w ≡ X−+(ξ+ = 1/4, ξ− = 2/3). For this
configuration we have z = 1/4, z¯ = 1/3, sgn(k(w)) = (+ + − − + +), and w ∈ V¯1. The
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value of the box integral is I−+X (1/4, 2/3) ' 5.88 − 21.69i, which can be calculated using
(5.21) and (5.13), table 5, or for example the package [27]. Under the infinitesimal SCT
C(0,0,0,) w is mapped to y ≡X+−(ξ+ = 1/4, ξ− = 2/3) with sgn(k(y)) = (−−++++) and
I+−X (1/4, 2/3) ' 5.88 − 8.88i. Under the SCT C(0,0,0,3/2+) w is mapped to a configuration
z with sgn(k(z)) = (− + − + − +) and I(z) ' 5.88. This example shows three of the
four branches of the box integral accessible in V¯1,1/4,1/3 (table 5). In figure 7 we show the
configurations w and y and the orbits of x2 and x4 under the SCT parametrised by (0, 0, 0, b).
6 Conclusions
Due to the causality-violating nature of the conformal group, the one-loop massless box
integral is not fully conformally invariant in Minkowski space. We classified conformally
equivalent configurations of four points in compactified Minkowski space, and found a much
richer structure than the corresponding Euclidean classification. In Minkowski space the
conformal invariants z and z¯ are not enough to decide if two configurations are conformally
equivalent, and further information about the kinematic invariants x2ij is needed. It is worth
noting that a result similar in spirit appeared recently in [21], although the classifications are
slightly different and serve different purposes. We rewrote the result [12] for the box integral
explicitly in terms of the conformal invariants z and z¯ in each kinematic region. Combining
this and our classification of conformally equivalent configurations we conclude that using
SCTs up to four branches of the box integral can be reached starting from any configuration,
and up to six values of the integral for a given z, z¯. There are two qualitatively different be-
haviours for the branch structure, one which appears in tables 4,5 and one in tables 6,7. One
interesting fact is that the set V1 of conformally equivalent configurations contains only three
branches of the box integral. This is due to the ‘missing’ kinematic region, the non-existence
of which in general we were so far only able to establish numerically. We studied a range
of double infinity configurations in Minkowski space, and found that the vast majority of
kinematic regions for configurations with z, z¯ ∈ R can be realised. We were able to calculate
the box integral for these configurations directly in Minkowski space. By pseudo-conformal
invariance we can use this calculation to find the value of the box integral for all finite con-
figurations with real z, z¯ except for a single special case (the kinematics reversed version of
the missing region, which is numerically found to be rare). One disadvantage of the results
(5.21) and (5.24) is their relative non-transparency. While they are numerically easy to work
with, it is technically difficult to analytically reduce them to the form (4.13) for the different
kinematic regions, although we found total numerical agreement. In any case it is interesting
that it is even possible to calculate the box integral directly in Minkowski space for such a
large class of kinematics.
There are a number of interesting directions for further research. Since the box integral
is the simplest of a large family of (locally) dual conformal integrals, one could study the
extent to which dual conformal invariance is broken in other examples. We expect the situa-
tion to be similar for other four-point conformal integrals, although the number of branches
reachable via SCTs may change. At higher points it would be interesting to see how the
classification of conformally equivalent configurations changes, and what kind of missing
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kinematic regions appear. Some questions have been answered in the case of null hexagon
configurations in [32]. At four points we found that the kinematic regions which are not
realised by double infinity configurations can be realised by special triple and quadruple
infinity configurations [33]. These configurations are interesting because together with the
double infinity configurations they can generate configurations with any z, z¯ and any allowed
sgn(k(w)). However, it is much trickier to calculate the box integral in these configurations
directly in Minkowski space because of nontrivial φ, sin θ dependence and square roots in
denominators. Therefore we are unsure if such configurations can be useful for calculations.
It would be interesting to study ‘higher infinity’ configurations at higher points and check if
all possible kinematic regions can always be realised.
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A SU(2, 2) Conformal Transformations
We list the subgroups of SU(2, 2) corresponding to the familiar conformal transformations
on Minkowski space. It is useful to introduce the matrix W =
(
−I2 iI2
I2 iI2
)
. The SU(2, 2)
subgroups corresponding to translations and SCTs are
T ≡
{
t(B) = W
(
I2 B
0 I2
)
W−1 |B ∈ H2×2
}
⊂ SU(2, 2), (A.1)
C ≡
{
c(B) = W
(
I2 0
T B I2
)
W−1 |B ∈ H2×2
}
⊂ SU(2, 2), (A.2)
where H2×2 is the set of 2× 2 Hermitian matrices. T and C correspond to translations and
SCTs respectively and are parametrised by a Minkowski vector bµ = 1
2
tr(σµB). With our
conventions SCTs act on finite points x ∈ R1,3 as
Cc(B) : x
µ → x
µ − x2bµ
1− 2b · x+ b2x2 =
xµ − x2bµ
σb(x)
. (A.3)
Lorentz rotations are implemented by the subgroup
L ≡
{
l(A) = W
(
A 0
0 (A†)−1
)
W−1 |A ∈ SL(2,C)
}
⊂ SU(2, 2). (A.4)
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Dilatations can be implemented by the subgroup
D ≡
{
d(λ) = W
(
λ1/2 I2 0
0 λ−1/2I2
)
W−1 |λ > 0
}
⊂ SU(2, 2). (A.5)
Together T,C, L,D ⊂ SU(2, 2) constitute the usual 15 parameter group of conformal trans-
formations connected to the identity. The discrete transformations P , T take a simple form
P : U → (detU)U †, T : U → (detU−1)U, PT : U → U †. (A.6)
There are further SU(2, 2) matrices which represent elements of Conf(R1,3) and cannot be
expressed as a product of elements in T,C, L,D [31]. One example is the metric itself, which
acts as a ‘time-inversion’. On finite points x /∈ L0 CK acts as
CK : x→ T Ix. (A.7)
Combining CK and (A.6) one can get an expression for the action of I on any U ∈ U(2).
B Signs of Kinematics
We list explicitly in table 9 the elements of Ki and K¯i for i = 1, 2, 3, 4.
K1 K2 K3 K4
(+ + + + + +) (−+ + + + +) (+ +−+ + +) (+ + + +− +)
(−+ +−− +) (+ + +−− +) (−+−−− +) (−+ +−+ +)
(−+−+ + −) (+ +−+ + −) (−+ + + + −) (−+−+− −)
(+−−+− +) (−−−+− +) (+−+ +− +) (+−−+ + +)
(+−+−+ −) (−−+−+ −) (+−−−+ −) (+−+−− −)
(+ +−−− −) (−+−−− −) (+ + +−− −) (+ +−−+ −)
(−−−−+ +) (+−−−+ +) (−−+−+ +) (−−−−− +)
(−−+ +− −) (+−+ +− −) (−−−+− −) (−−+ + + −)
K¯1 K¯2 K¯3 K¯4
(−−−−− −) (+−−−− −) (−−+−− −) (−−−−+ −)
(+−−+ + −) (−−−+ + −) (+−+ + + −) (+−−+− −)
(+−+−− +) (−−+−− +) (+−−−− +) (+−+−+ +)
(−+ +−+ −) (+ + +−+ −) (−+−−+ −) (−+ +−− −)
(−+−+− +) (+ +−+− +) (−+ + +− +) (−+−+ + +)
(−−+ + + +) (+−+ + + +) (−−−+ + +) (−−+ +− +)
(+ + + +− −) (−+ + +− −) (+ +−+− −) (+ + + + + −)
(+ +−−+ +) (−+−−+ +) (+ + +−+ +) (+ +−−− +)
Table 9: Explicit signs of kinematics in Ki and K¯i.
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C Conformal Plane Extras
C.1 VC ⊂ V¯1,z,z¯
We prove that all configurations U ∈ VC are necessarily contained within V¯1,z,z¯. Without
loss of generality let w ∈ VC be finite. By following the arguments leading to (3.32) we can
find A1 ∈ Conf(R1,3) such that
A1w = (0, y2, y3, ι). (C.1)
There are eight possibilities for (sgn(y22), sgn(y
2
3), sgn(y
2
23)), corresponding to the eight pos-
sibilities for the signs of kinematics Ki or K¯i. The only sign assignment which can possibly
lead to a conformal plane with z, z¯ ∈ C \ R is (− − −), which occurs when w ∈ V¯1. In
this case we can rotate/rescale y3 using A2 ∈ Conf(R1,3) to be the spacelike unit vector
e3 = (0, 0, 0, 1)
A2A1w = (0, z2, e3, ι), (C.2)
where z2 = (t, p, q, r) ≡ A2y2. The stabiliser of 0, e3, ι is SO+(1, 2) acting on the first three
coordinates of R1,3. The final transformation A3 ∈ Conf(R1,3) mapping w to a Minkowskian
conformal plane depends on the sign of c ≡ t2 − p2 − q2, which is as yet undetermined
because z 22 < 0. If sgn(c) > 0 then w can be mapped to w−−(a, η) (see table 2), which
has z, z¯ ∈ R. If sgn(c) < 0 then w can be mapped to wC(r, φ), which has z, z¯ ∈ C \ R. If
(sgn(y22), sgn(y
2
3), sgn(y
2
23)) is not (−−−) it is always possible to find a permutation σ ∈ S4
and a conformal transformation A to map (0, y2, y3, ι) to a Minkowskian conformal plane
with real z, z¯. Therefore w can only have z, z¯ ∈ C \ R if w ∈ V¯1, and so VC ⊂ V¯1,z,z¯.
C.2 Missing Kinematic Region
We show our numerical procedure for excluding the possibility of configurations w ∈ V1 with
sgn(k(w)) = (−−−−++) and z, z¯ ∈ (0, 1). We can bring such an w = (x1, x2, x3, x4) ∈ V1
to a simpler form using conformal transformations which do not change the signs of the
kinematics. We translate x1 to the origin and rotate/rescale x2 to e3. We can then use an
SO+(1, 2) transformation to rotate x3 into the 03 plane. We can finally use an element of
SO(2) to eliminate one of the spatial coordinates from x4. The resulting configuration is
wa = (y1, y2, y3, y4) =
(
0, e3,
1
2
(v3 + u3, 0, 0, v3 − u3), 1
2
(v4 + u4, 0, h, v4 − u4)
)
, (C.3)
where ui, vi are light cone coordinates and h is the residual spatial coordinate of y4. The
kinematics of wa are k(wa) =(
−1, (u3 − u4)(v3 − v4)− h
2
4
, (1 + u3)(−1 + v3), u4v4 − h
2
4
, u3v3, (1 + u4)(−1 + v4)− h
2
4
)
.
(C.4)
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wa is subject to the constraint sgn(k(wa)) = (− − − − + +). For h = 0 wa is a two-
dimensional configuration and it is easy to prove that z, z¯ ∈ (−∞, 0) or (1,∞). In this case
we have
z, z¯ = 1− u4(1 + u3)
u3(1 + u4)
, 1− v4(1− v3)
v3(1− v4) . (C.5)
Imposing the constraints sgn(k(wa)) = (− − − − + +) for h = 0 one can see that z, z¯ ∈
(−∞, 0) or (1,∞), in particular z, z¯ /∈ (0, 1). For h 6= 0 this fact is checked numerically
(figure 8). It was also checked numerically by taking random configurations w ∈ V1 with
z, z¯ ∈ (0, 1), making on the order of 107 SCTs to these, and checking sgn(k(w)) after each
iteration. Indeed sgn(k(w)) = (−−−−+ +) was never observed, as expected.
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Figure 8: Configuration wa. y3 can be placed anywhere in yellow region, after which y4
must be placed in green region to enforce sgn(k(wa)) = (− − − − + +). The left picture
corresponds to h = 0 and the right picture to h 6= 0. In both cases for this choice of y3 placing
y4 in the upper green region gives z, z¯ ∈ (−∞, 0), and placing y4 in lower green region gives
z, z¯ ∈ (1,∞). In the right picture the red, purple, and blue dashed lines correspond to the
curves y214 = 0, y
2
24 = 0, and y
2
34 = 0 respectively and reduce to light cones at h = 0.
It is also worth commenting about the ‘kinematics reversed’ case, where w ∈ V¯1 and
sgn(k(w)) = (+ + + + − −). In this case z, z¯ ∈ (−∞, 0), z, z¯ ∈ (0, 1), z, z¯ ∈ (1,∞) or
z, z¯ ∈ C are all possible. Similarly to above, any such configuration can be conformally
mapped to a simpler configuration wb without changing the signs of the kinematics
wb = (z1, z2, z3, z4) =
(
0,
1
2
(v2 + u2, 0, 0, v2 − u2), e3, 1
2
(v4 + u4, 0, h, v4 − u4)
)
. (C.6)
When h = 0 in this case it is again easily proved that only z, z¯ ∈ (−∞, 0) and z, z¯ ∈ (1,∞)
are possible (figure 9 left). For h 6= 0 each of z, z¯ ∈ (−∞, 0), z, z¯ ∈ (0, 1), z, z¯ ∈ (1,∞) or
z, z¯ ∈ C are all possible (figure 9 right). Configurations with z, z¯ ∈ (0, 1) are observed to be
much rarer than the other cases.
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Figure 9: Configuration wb. y2 can be placed anywhere in yellow region (which overlaps
with green region), after which y4 must be placed in green region to enforce sgn(k(wb)) =
(+ + + + − −). The left picture corresponds to h = 0 and the right picture to h 6= 0.
For h = 0 for this choice of y2 placing y4 in the left green region gives z, z¯ ∈ (−∞, 0), and
placing y4 in right green region gives z, z¯ ∈ (1,∞). For h 6= 0 the green regions merge and
z, z¯ ∈ (−∞, 0), z, z¯ ∈ (0, 1), z, z¯ ∈ (1,∞) and z, z¯ ∈ C are all possible. The red, purple, and
blue dashed lines correspond to the curves y214 = 0, y
2
34 = 0, and y
2
24 = 0 and reduce to light
cones at h = 0. z, z¯ ∈ (0, 1) is found to be ‘rare’ and occurs only when y4 is placed near the
intersection of the red and purple curves.
C.3 Conformally Mapping to Double Infinity
Let w ∈ V1 be a finite configuration with 1 < z ≤ z¯ <∞. We show explicitly that w can be
conformally mapped to the double infinity configuration UX . By the arguments of section
3.2 there exists A ∈ Conf(R1,3) and D ∈ {I,P , T ,PT } such that
ADw = w++(z, z¯) =
(
0,
(
z¯ + z
2
, 0, 0,
z¯ − z
2
)
, e0, ι
)
. (C.7)
We show that UX defined in (5.3) can be conformally mapped to w++(z, z¯). We first make
an inversion on (5.3) written in terms of z and z¯, translate the resulting fourth point to
the origin, and permute the points by σ ≡ (14)(23) which doesn’t change the cross-ratios.
Defining w1 ≡ σTIUX we have w1=(
0,
(
1− 1
2(1− z¯) , 0, 0, 1−
1
2(1− z¯)
)
,
(
1
2z
− 1
2(1− z¯) , 0, 0,−
1
2z
− 1
2(1− z¯)
)
, ι
)
(C.8)
≡ (x1, x2, x3, x4).
Note due to the ranges of z and z¯ we have (x3)
0 > 0. The Lorentz squares of each of the
points in w1 are
(x21, x
2
2, x
2
3, x
2
4) =
(
0,
z¯
z¯ − 1 ,
1
z(z¯ − 1) ,∞
)
, (C.9)
32
whereas for w++(z, z¯) ≡ (y1, y2, y3, y4) they are
(y21, y
2
2, y
2
3, y
2
4) = (0, zz¯, 1,∞). (C.10)
(C.9) and (C.10) suggest that we should rescale w1 by λ ≡
√
z(z¯ − 1). After this rescaling
we make a boost L so that λx3 → (1, 0, 0, 0). Defining w2 ≡ LDλw1 we have
w2 =
(
0,
(
z¯ + z
2
, 0, 0,
z¯ − z
2
)
, e0, ι
)
= w++(z, z¯). (C.11)
Therefore indeed UX = Aww for
Aw = (LDλσTI)−1AD. (C.12)
D Permutations
σi ⊂ S4 ρi z transform I transform
σ1 = {( ), (12)(34), (13)(24), (14)(23)}
(
1 0
0 1
)
z → z I → I
σ2 = {(24), (13), (1234), (1432)}
(
1 −1
0 −1
)
z → 1− z I → I
σ3 = {(23), (14), (1243), (1342)}
(
0 1
1 0
)
z → 1
z
I → uI
σ4 = {(12), (34), (1423), (1324)}
(−1 0
−1 1
)
z → z
z−1 I → v I
σ5 = {(234), (124), (132), (143)}
(
0 −1
1 −1
)
z → 1
1−z I → uI
σ6 = {(243), (123), (134), (142)}
(
1 −1
1 0
)
z → z−1
z
I → v I
Table 10: Transformation of box integral and conformal invariants under permutations.
Let U = (U1, U2, U3, U4) ∈ V be a configuration and σU ≡ (Uσ(1), Uσ(2), Uσ(3), Uσ(4)) for
σ ∈ S4 denote the permuted configuration. S4 generates transformations of the conformal
invariants (z, z¯) → (z′, z¯′) = (f(z), f(z¯)) for the same function f . Note that since we take
z¯ ≥ z we take z′ = f(z¯) and z¯′ = f(z) if f(z) > f(z¯). This S4 action can be represented
by a two-dimensional projective representation ρ : S4 → PSL(2,F), where F is the field
associated to the conformal invariants z and z¯, defined by
ρ(σ) =
(
a b
c d
)
, ρ(σ)
(
z
1
)
=
(
az+b
cz+d
1
)
. (D.1)
Note that ρ is not one-to-one and so the representation is not faithful. S4 splits into six
distinct subsets σi ⊂ S4 of order four, on which ρ takes a single value ρi ≡ ρ([σi]), where [σi]
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denotes a representative from σi (table 10). The kernel of this transformation is σ1 ' V4,
where V4 is the Klein four-group. V4 is a normal subgroup of S4 and Im(ρ) ' S4/V4 ' S3.
Therefore we can faithfully represent S4 on the z variables as ρi for i = 1, 2, . . . , 6, which
we recognise as the two-dimensional irreducible representation of S3. The action of S4 on
the conformal invariants z and z¯ is also known as the anharmonic group. In table 10 we
also show how the integral (4.1) responds to permutations of the external points for finite
configurations. It is not invariant but the it transforms by a conformally invariant factor 1,
u, or v.
E Double Infinity Calculation
The box integral (5.16) becomes I+−X (ξ+, ξ−) =∫
x,r,t
2i
pi
r2
(t−r+i)(t+r−i)(t−1−r+i)(t−1+r−i)(t+rx−ξ++i′)(t−rx−ξ−−i′) . (E.1)
There are six poles of the integrand in the t plane, three in the upper half-plane and three
in the lower half-plane. We take a semicircular contour, closed at infinity in the upper half-
plane, so only the poles t1 = −r + i, t2 = −r + 1 + i, t3 = rx+ ξ− + i′ contribute to the
integral. Performing the t integral with the residue theorem we recover
I+−X (ξ+, ξ−) =
∫
x,r
(
r
(r − (−1
2
+ i))(r − (−ξ++i
1−x ))(r − (−ξ−+i1+x ))
(E.2)
− r
(r − (1
2
+ i))(r − (1−ξ++i
1−x ))(r − (1−ξ−+i1+x ))
− 2r
2
(r − (−ξ−+i
1+x
))(r − ( ξ−+i
1−x ))(r − (1−ξ−+i1+x ))(r − ( ξ−−1+i1−x ))(r − (∆ξ−i
′
2x
))
)
,
where
∫
x,r
≡ ∫ 1−1 dx ∫∞0 dr and ∆ξ ≡ ξ+ − ξ−. To perform the r integral we use a keyhole
contour C, which comes in from −∞ to 0 above the real axis, travels clockwise in an in-
finitesimal circle around 0, and leaves from 0 to −∞ below the real axis. If f(r) is a function
such that log(r)f(r) vanishes sufficiently quickly near the origin and at infinity, and log(z)
is the complex logarithm with the branch cut chosen on the negative real axis, then∫
C
f(z) log(z)dz =
∫ 0
−∞
(log(r) + ipi)f(r)dr +
∫ −∞
0
(log(r)− ipi)f(r)dr = 2pii
∫ 0
−∞
drf(r).
(E.3)
Furthermore using the residue theorem we can deduce a formula for the integral to be∫ 0
−∞
f(r)dr =
∑
k
Resz=zk(log(z)f(z)), (E.4)
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where the sum is over all poles in the complex z plane. There are a number of cancellations
upon computing the residues. Indeed making the substitution r′ = −r the contributions
from the two poles at r′ = ξ−−i
1+x
cancel, as well as those from the poles at r′ = ξ−−1−i
1+x
.
Therefore after performing the r′ integral the expression becomes reasonably compact
I+−X (ξ+, ξ−) = 2
∫ 1
−1
dx
(
− log
(
1
2
)
(x− (1− 2ξ+ + ix))(x− (−1 + 2ξ− + ix)) (E.5)
− log
(−1
2
− i)
(x− (−1 + 2ξ+ − ix))(x− (1− 2ξ− − ix))
+
(∆ξ)2
(2ξ)2(2ξ − 2)2
4x log
(
−∆ξ+i′
2x
)
(x2 − (−∆ξ+ix2ξ )2)(x2 − (−∆ξ+ix2ξ−2 )2)
+
(
ξ+2ξ
log
(
ξ+−i
1−x
)
(x− (1− 2ξ+ + ix))(x− (−∆ξ+ix2ξ ))
+
ξ−2ξ
log
(
−ξ−−i
1−x
)
(x− (1− 2ξ− − ix))(x− (∆ξ−ix2ξ ))
+ (ξ± → 1− ξ∓)
))
,
where we defined 2ξ ≡ ξ+ + ξ−. Note that this expression is checked to be invariant under
ξ± → 1− ξ∓ after noting that under this replacement ∆ξ → ∆ξ and 2ξ → 2−2ξ. It would
be nice to directly integrate the above expression into logs/dilogs, however there is still a
small subtlety. The terms ix are not of definite sign over the integration range, which is
not desirable as the i should specify the branch of our final expression. Therefore we split
the x integral from −1 to 0 and from 0 to 1. As a toy example we would have∫ 1
−1
dx
x− (a+ ix) =
∫ 0
−1
dx
x− (a− i) +
∫ 1
0
dx
x− (a+ i) (E.6)
=
∫ 1
0
dx
( −1
x− (−a+ i) +
1
x− (a+ i)
)
.
We perform this procedure to each of the five terms in the integral above. It is useful to
introduce a shorthand for the combinations that appear in the denominators, so we define
r1± ≡ 1− 2ξ+ ± i, r2± ≡ −1 + 2ξ− ± i, (E.7)
s1± ≡ −∆ξ ± i2ξ , s2± ≡
−∆ξ ± i
2ξ − 2 . (E.8)
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Furthermore for the third term we change variables x2 = y and split up the logarithm. The
resulting expression for the box integral is
I+−X (ξ+, ξ−) = 2
∫ 1
0
dx
(
− log
(
1
2
)
(x− r1+)(x− r2+) −
log
(
1
2
)
(x+ r1−)(x+ r2−)
− log
(−1
2
− i)
(x+ r1+)(x+ r2+)
+
(∆ξ)2
(2ξ)2(2ξ − 2)2
(
2 log
(−∆ξ
2
+ i′
)− log(x)
(x− s21+)(x− s22+)
+
−2 log(∆ξ
2
− i′)+ log(x)
(x− s21−)(x− s22−)
)
− log
(−1
2
− i)
(x− r1−)(x− r2−) +
(
ξ+2ξ
{
log(ξ+ − i)− log(1− x)
(x− r1+)(x− s1+) +
log(ξ+ − i)− log(1 + x)
(x+ r1−)(x+ s1−)
}
+
ξ−2ξ
{
log(−ξ− − i)− log(1− x)
(x+ r2+)(x+ s1+)
+
log(−ξ− − i)− log(1 + x)
(x− r2−)(x− s1−)
}
+ (ξ± → 1− ξ∓)
))
.
(E.9)
The remaining integrals may now be safely computed in terms of logs and dilogs, and the
final answer is given in (5.21). The calculation for the configuration X−− is easier, because
if we perform the t integral by closing the contour in the upper half-plane, there are only
two poles to consider. The final answer is given in (5.24).
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