Abstract. We show that the motivic vanishing cycles introduced by J. Denef and F. Loeser give rise to a motivic measure on the Grothendieck ring of varieties over the affine line. We discuss the relation of this motivic measure to the motivic measure we constructed earlier using categories of matrix factorizations.
1
k be a morphism of k-varieties where k is an algebraically closed field of characteristic zero and X is smooth over k and connected. The motivic nearby fiber ψ V,a and the motivic vanishing cycles φ V,a of V at a point a ∈ k = A 1 k (k) are elements of a localization Mμ |Xa| of the equivariant Grothendieck ring K 0 (Varμ |Xa| ) of varieties over the reduced fiber |X a | of V over a. We refer the reader to the main body of this article for precise definitions. We will often view ψ V,a and φ V,a as elements of Mμ k in this introduction.
The motivic nearby fiber is additive on the Grothendieck group K 0 (Var A 1 k ) of varieties over A 1 k , as shown by F. Bittner [Bit05] and by G. Guibert, F. Loeser and M. Merle [GLM06, Thm. 3.9] . Namely, for any a ∈ k, there is a map Our main result states that after small adjustments -the motivic vanishing cycles φ V,a we use differ by a factor (−1) dim X from the usual motivic vanishing cycles (see Remark 3.2) -the motivic vanishing cycles are both additive and multiplicative. Theorem 1.1 (see Theorem 5.9). There is a morphism
of K 0 (Var k )-algebras -called motivic vanishing cycles measure -which is uniquely determined by the following property: it maps the class of each proper morphism V : X → A 1 k from a smooth and connected k-variety X to the sum a∈k φ V,a of its motivic vanishing cycles.
The motivic vanishing cycles measure is a motivic measure in the sense that it is a ring morphism from some Grothendieck ring of varieties to another ring. The multiplication * on the target of our measure is a convolution product whose definition is due to Looijenga . Apart from the additivity and local multiplicativity results mentioned above, the main ingredient in the proof of Theorem 1.1 is a compactification construction described in [LSa] . In fact, we prove a slightly stronger statement in Theorem 5.9: the motivic vanishing cycles measure (1.1) comes from a morphism (K 0 (Var A 1 k ), ⋆) → (Mμ A 1 k , ⋆) of K 0 (Var k )-algebras. Let us mention that our sign adjustments are already necessary for additivity (see Remark 5.5).
In the last part of this article we compare the motivic vanishing cycles measure with a motivic measure of a completely different categorical nature (in case k = C). Mapping a projective morphism W : X → A 1 C from a smooth complex variety X to its category of matrix factorizations gives rise to a "matrix factorization" motivic measure
as we explained in [LSb, LSa] . The target of this ring morphism is the Grothendieck ring of saturated differential Z 2 -graded categories. Here is our comparison result. where the left vertical arrow is the motivic vanishing cycles measure (1.1) from Theorem 1.1, the lower horizontal arrow is induced by forgetting the group action and taking the Euler characteristic with compact support, and the right vertical arrow is induced by taking the Euler characteristic of periodic cyclic homology.
The main ingredients in the proof of this theorem are the comparison between the periodic cyclic homology of the dg category of matrix factorizations of a given potential V with the vanishing cohomology of V due to A. Efimov [Efi12] , and the comparison between the motivic and geometric vanishing cycles due to G. Guibert, F. Loeser and M. Merle [GLM06] .
1.1. Structure of the article. §2 We remind the reader of various (equivariant) Grothendieck abelian groups of varieties and multiplications (or "convolutions") on them. We recall Looijenga's convolution product * in section 2.3 and include a direct proof of associativity (see Proposition 2.12); this reproves results of [GLM06, 5.1-5.5].
We also define a variant of Looijenga's convolution product for varieties over A 1 k in section 2.4. §3 We recall the definition of the motivic nearby fiber ψ V,a and the motivic vanishing cycles φ V,a and show that φ V,a lies in Mμ |Sing(V )∩Xa| (see Proposition 3.4). We also show an invariance property of φ V,a in Corollary 3.6. §4 We state the motivic Thom-Sebastiani Theorem [GLM06, Thm. 5.18] as Theorem 4.1 and give some corollaries. In particular, we globalize the ThomSebastiani Theorem to Corollary 4.2. §5 A corollary of [GLM06, Thm. 3 .9] is given as Theorem 5.2. We obtain additivity of the motivic vanishing cycles in Theorem 5.3. Then we deduce our main Theorem 5.9 using the previous Thom-Sebastiani results and the compactification result stated as Proposition 5.12. §6 We remind the reader of the categorical motivic measure in [BLL04] and its relation to the matrix factorization measure. Then we prove Theorem 6.3. We finish by giving two examples and by drawing a diagram relating the motivic measures considered in this article. 1.3. Conventions. We fix an algebraically closed field k of characteristic zero. By a k-variety we mean a separated reduced scheme of finite type over k. A morphism of kvarieties is a morphism of k-schemes. Let Var k be the category of k-varieties. We write × instead of × Spec k . By our assumptions on k, the product of two k-varieties is again reduced and hence a k-variety. If X is a scheme we denote by |X| the corresponding reduced closed subscheme.
Grothendieck rings of varieties
2.1. Grothendieck rings of varieties over a base variety. Fix a k-variety S. By an S-variety we mean a morphism X → S of k-varieties. Let Var S be the category of S-varieties. The Grothendieck group K 0 (Var S ) of S-varieties is the quotient of the free abelian group on isomorphism classes X → S of S-varieties X → S by the subgroup generated by the scissor expressions
Given S-varieties X → S and Y → S, the composition |X × S Y | → X × S Y → S is an S-variety; this operation turns K 0 (Var S ) into a commutative associative ring with identity element [S
Remark 2.1. Note that the Grothendieck ring K 0 (Var S ) defined here is canonically isomorphic to the Grothendieck ring defined in
of commutative unital rings which satisfies f * (L S ) = L T and hence induces a morphism
In particular, K 0 (Var S ) (resp. M S ) becomes a K 0 (Var k )-algebra (resp. M k -algebra), and (2.1) (resp. (2.2)) is a morphism of K 0 (Var k )-algebras (resp of M k -algebras). Note that the obvious map defines a canonical isomorphism 2.2. Grothendieck rings of equivariant varieties over a base variety. For n ∈ N >0 let µ n = Spec(k[x]/(x n − 1)) be the group k-variety of n-th roots of unity. Note that actions of µ n on a k-variety X correspond bijectively to group morphisms
Fix a k-variety S and let n ∈ N >0 . Recall that a good µ n -action on a k-variety is a µ n -action such that each µ n (k)-orbit is contained in an affine open subset of X. An S-variety with a good µ n -action is an S-variety p : X → S together with a good µ n -action on X. So p is µ n -equivariant if we equip S with the trivial µ n -action. We obtain the category Var 
If f : T → S is a morphism of k-varieties we obtain as above a pullback morphism Whenever n ′ is a multiple of n there is a morphism µ n ′ → µ n , λ → λ n ′ /n , of k-group varieties inducing morphisms
of rings. These morphism are compatible with pullback and pushforward morphisms.
In particular, K 0 (Var µn S ) (resp. M µn S ) becomes a K 0 (Var k )-algebra (resp. M kalgebra) and the morphisms (2.3) and (2.4) are morphisms of algebras. We have a canonical isomorphism
Letμ be the (inverse) limit of the (µ n (k)) n∈N >0 with respect to the morphisms
n ′ /n , whenever n ′ is a multiple of n. An S-variety with goodμ-action is by definition an S-variety X → S together with a group morphismμ → Aut Var k (X) that comes from a good µ n -action on X, for some n ∈ N >0 . As in [GLM06, 2.2] we obtain the category Varμ S of S-varieties with good µ-action. We define K 0 (Varμ S ) and Mμ S in the obvious way so that we have
and Mμ S is a M k -algebra (even a Mμ k -algebra). We have
The base changes of these morphisms along the ring morphism K 0 (Var k ) → M k are denoted by the same symbols.
Instead of working with µ n we could work more generally with µ n 1 × . . . µ nr (for r ∈ N and n 1 , . . . , n r ∈ N >0 ), and instead ofμ we could work withμ r (for r ∈ N). We extend our notation accordingly. [GLM06] we will usually translate them using this dictionary. Lemma 2.4. Let S be a k-variety and F ⊂ S a closed reduced subscheme with open complement U. Let i : F → S and j : U → S denote the inclusions. Then
Proof. This is obvious from the definitions.
-algebras whose multiplications are induced from the fiber product over S. In the rest of this article mainly the underlying
In fact, we will introduce other multiplications on the Let S be a k-variety and n ∈ N >0 . Let p : Z → S be an object of Var µn×µn S
. We assume that µ n × µ n acts on Z from the right. The group µ n × µ n acts on the k- n + y n = 1 and x n + y n = 0, we obtain the two objects ( 
Here the symbols x and y below G m × G m indicate that (x, y) forms a system of coordinates on G m × G m . Similar notation will be used below without further explanations.
Example 2.6. Let p : Z → S be as above and assume that µ n ×µ n acts trivially on Z.
where Z is considered as a µ n -variety over S with trivial action. In particular, we obtain Ψ(S
Example 2.7. Assume that p = p 1 × p 2 : Z = Z 1 × Z 2 → S = S 1 × S 2 where S 1 and S 2 are k-varieties and p i : Z i → S i is an object of Var
is an isomorphism over S, and we can simplify (2.6) to
This example will be useful later on.
In fact, Ψ induces a morphism
Our next aim is to prove Proposition 2.9 which will later on imply associativity of the convolution product.
Let p : Z → S be an object of Var µn×µn×µn S . Similarly as above we define (2.8)
where the closed subvarieties of Z × µn×µn×µn G m
are equipped with the
Again we obtain a morphism
Similarly we associate to (p :
Here the µ n × µ n -action is given by the two commuting µ n -actions [z,
As above we obtain a morphism
Similarly we define Ψ 12 and Ψ 23 .
Remark 2.8.
-torsor and hence its pullback under the base change morphism f is again such a torsor.
Proposition 2.9 ([GLM06, Prop. 5.5]). We have
We only prove Ψ 123 (Z) = Ψ(Ψ 13 (Z)) and leave the remaining cases to the reader.
From (2.6) and (2.9) we obtain
where
Here, by the definitions of the quotients in (2.6) and (2.9), the quotient is formed with respect to the (µ n ) ×4 -action
and D δ,ε is a µ n -variety with action
The coordinate changes
where the quotient is formed with respect to the (µ n ) ×4 -action
and the µ n -action on this quotient is given by
The quotient of G m
under the obvious action of {1} × {1} × µ n × {1} on the factor G m with coordinate b is clearly isomorphic to
)| a n 1 +a n 2 =δ(ε−a n 3 ), a n 3 =ε
So we obtain
where the quotient is formed with respect to the (µ n ) ×3 -action
Continuing the computation (2.10) we obtain
)| a n 1 +a n 2 +a n 3 =1 1 =a n 3
The last two summands simplify to
The two conditions a n 1 + a n 2 = 0 and 1 = a n 3 are equivalent to the two conditions a n 1 + a n 2 + a n 3 = 1 and 1 = a n 3 . Hence we can further simplify and obtain
where the last equality holds by definition (2.8).
Definition 2.10 (Convolution product). The convolution product
where the first map × S is the K 0 (Var k )-linear map induced by mapping a pair (A, B) of S-varieties with good µ n -action to the class of the S-variety |A × S B| with good (µ n × µ n )-action.
More explicitly, if A → S and B → S are S-varieties with good µ n -action, then
The second equality comes from the fact that taking the reduced subscheme structure commutes with fiber products ([GW10, Prop. 4.34]) and with quotients under the action of a finite group.
Remark 2.11. Let A → S and B → S be S-varieties with good µ n -action, and assume that the µ n -action on B is trivial. Similar as in Example 2.7 we deduce from (2.12) that
Proposition 2.12 ([GLM06, Prop. 5.2]). Let S be a k-variety and n ≥ 1. The convolution product * turns K 0 (Var µn S ) into an associative commutative unital K 0 (Var k )-algebra. The identity element is the class of (id S : S → S) where µ n acts trivially on S. We denote this ring as (K 0 (Var µn S ), * ). Proof. Clearly, the convolution product is commutative. Remark 2.11 shows that [id S : S → S] is the identity with respect to the convolution product. Associativity follows from Proposition 2.9:
Here we again use that passing to the reduced subscheme structure commutes with fiber products and taking quotients under the action of a finite group.
Remark 2.13. For n = 1 the convolution product * on K 0 (Var
algebras. This follows immediately from Remark 2.11.
S . This implies that Ψ is compatible with the morphisms K 0 (Var
3), and so is the first map in (2.11). We deduce that the obvious morphism
If f : T → S is a morphism of k-varieties, the pullback maps
-algebras (use Remark 2.8 and that the first map in (2.11) is compatible with pullbacks).
We also want to define a convolution product on M µn S and Mμ S . Consider the localization of (K 0 (Var 
S , * ) of M k -algebras which we will often treat as an equality in the following. Its underlying morphism of M k -modules coincides with (2.5).
Similarly, we define the convolution product * on Mμ S and obtain the M k -algebra
The map Ψ from (2.7) gives in the obvious way rise to a morphism Ψ :
of M k -modules; the convolution product * on Mμ S is then given as the composition * :
Given f : T → S as above, we obtain pullback maps f
Under the isomorphisms (2.14) they are just obtained by scalar extension along K 0 (Var k ) → M k from the previous pullback maps.
Convolution of varieties over
where the first map × is the K 0 (Var k )-linear map induced by mapping a pair (A, B) of A 1 k -varieties with good µ n -action to the S-variety A×B with good (µ n ×µ n )-action. By Remark 2.8 we have
k -varieties with good µ n -action, and assume that the µ n -action on B is trivial. Then Example 2.7 implies that
Remark 2.16. In the case n = 1 the convolution product ⋆ on K 0 (Var
A similar computation shows that the last term equals A ⋆ (B ⋆ C). This proves associativity.
Mapping a k-variety
as follows immediately from Remark 2.15. This map is the structure map of the
Let us denote the localization of (K 0 (Var
Then there is a canonical isomorphism
) n . If we compare with the isomorphism (2.5) we see that
) n defines an isomorphism
Similarly as above (cf. the reasoning around (2.13)), the various
and an isomorphism (2.19)
Lemma 2.18. Let ε : A 1 k → Spec k be the structure morphism. Then mapping an
Proof. Certainly we have a morphism
is defined using the fiber product over k. Using Remark 2.8 we obtain
The lemma follows.
Motivic vanishing cycles
Let X be a smooth connected (nonempty) k-variety and let V : X → A 1 k be a morphism. Given a ∈ k = A 1 k (k) we denote by X a the scheme theoretic fiber of V over a.
We quickly review the definition of the motivic vanishing cycles. For details we refer to [GLM06, Sect. 3] ; note however that we use slightly different signs, see Remark 3.2 below. Following Denef and Loeser, the motivic zeta function of V at a is a certain power series
whose coefficients are defined using arc spaces, see [GLM06, (3.2.2)]. It is possible to evaluate Z V,a at T = ∞. This is clear if V is constant because then Z V,a = 0. If V is not equal to a there is a formula expressing Z V,a in terms of an embedded resolution of |X a | ⊂ X which makes it evident that the evaluation at T = ∞ exists. The motivic nearby fiber ψ V,a of V at a is defined to be the negative of this value at infinity, i. e. ψ V,a := −Z V,a (∞) ∈ Mμ |Xa| .
See (3.3) below for a formula for ψ V,a in terms of an embedded resolution. The motivic vanishing cycles of V at a are defined by
Here |X a | is endowed with the trivialμ-action.
Remark 3.2. Denef and Loeser choose different signs in the definition of the motivic vanishing cycles. In [GLM06] , the motivic nearby fiber (resp. motivic vanishing cycles) of V at 0 is denoted S V (resp. S If Z is a scheme locally of finite type over k we denote its open subscheme consisting of regular points by Z reg . The closed subset Z sing ⊂ Z of singular points has a unique structure of a reduced closed subscheme of Z, denoted by |Z sing |.
Remark 3.3. If V = a then Sing(V ) ∩ X a = X and (X a ) sing = ∅. Otherwise the singular points of X a are precisely the elements of the scheme-theoretic intersection Sing(V ) ∩ X a , i. e. we have the equality
of k-varieties. This is trivial if V is constant = a, and otherwise it follows by considering Jacobian matrices.
Let us prove that the motivic vanishing cycles φ V,a live over |Sing(V ) ∩ X a |.
Proposition 3.4. We have φ V,a ∈ Mμ |Sing(V )∩Xa| canonically.
Therefore we will often view the motivic vanishing cycles φ V,a as an element of Mμ |(Sing(V )∩Xa| in the following.
Proof. If V is constant this follows directly from Remarks 3.1 and 3.3 So let us assume that V is not constant. As in [DL01, 3.3] let h : R → X be an embedded resolution of |X a | so that the ideal sheaf of h −1 (|X a |) is the ideal sheaf of a simple normal crossing divisor (cf. [Kol07, Thm. 3.26] or [Vil05, Thm. 2.2] for existence). Let E = h −1 (X a ) be the divisor on R defined by V • h. Let (E i ) i∈Irr(|E|) denote the irreducible components of |E|. Then E = i∈Irr(|E|) m i E i for unique m i ∈ N + . Let I ⊂ Irr(|E|) be given. Define E I := ∩ i∈I E i and E Since |X a | has codimension one and h is a composition of blow-ups in smooth centers of codimension two and higher, h is an isomorphism over an open neighborhood of some regular point of |X a | if |X a | is non-empty. Since principalization is functorial with respect toétale morphisms, h is an isomorphism over all regular points of |X a |.
We obviously have open embeddings (X a )
reg we obtain the isomorphism
is regular. If |I| ≥ 2, then every element e ∈ E I lies in |E| sing ⊂ E sing , so e ∈ E ∩ h −1 (U ′ ) and hence h(e) ∈ (X a )
sing . Therefore E
If E
for i ∈ Irr(|E|). These facts and the isomorphism (3.4) imply that
Hence r * (φ V,a ) = 0 by definition (3.1). The decomposition (X a ) reg ⊂ X a ⊃ |(X a ) sing | of X a into an open and a closed reduced subscheme gives rise to a similar decompo-
Hence Lemma 2.4 shows that φ V,a ∈ Mμ |(Xa) sing | . Since V is not constant, (3.2) holds true.
Corollary 3.5. If V is not constant and X a is smooth then φ V,a = 0.
Proof. In this case we have |Sing(V ) ∩ X a | = |(X a ) sing | = ∅ by (3.2). More directly, we can take h = id as an embedded resolution in the above proof and obtain ψ V,a = [|X a | id − → |X a |] from (3.3) and hence φ V,a = 0.
Corollary 3.6. Assume that X is a dense open subset of a smooth k-variety X ′ and that V :
Proof. If V is constant then V ′ is constant and X = Sing(V ) = Sing(V ′ ) = X ′ , so the claim is trivial.
Assume that V is not constant. Then we can assume that the embedded resolution h : R → X of |X a | from the proof of Proposition 3.4 is the restriction to X of a similar embedded resolution h 
by definition (3.1). Similarly, we have φ V ′ ,a = s ′ ! s ′ * (φ V ′ ,a ) and
By assumption and Remark 3.3 we have |(X a )
sing |. Therefore it is enough to show that s We want to globalize this theorem. Since the set Crit(V ) ⊂ k of critical values of V is finite, we have
Proposition 3.4 shows that we can view φ V,a as an element of Mμ |Sing(V )| . Define
Of course we could have equivalently taken the sum over all a ∈ k, by Corollary 3.5 and Remark 3.1. We obviously have 
* to both sides of (4.4) we obtain on the left
and on the right
where we use Remark 2.8.
is just a reformulation of Theorem 4.1 using Proposition 3.4 and Remark 2.8. 
where we use the isomorphism (2.19) in order to change the target of
Recall the convolution product (2.15).
Proof. Just apply (V ⊛ W ) ! = add ! (V × W ) ! to (4.4) and note that
using Remark 2.8.
Define φ V as the image of (φ V ) A 1 k under the morphism ε ! of rings from Lemma 2.18, i. e.
(4.6)
where ε a : |Sing(V ) ∩ X a | → Spec k denotes the structure morphism.
Corollary 4.5. We have
Proof. This is obvious from Lemma 2.18 and Corollary 4.4.
Motivic vanishing cycles measure
5.1. Some reminders. We recall some facts from [GLM06, 3.7-3.9]. Let X be a smooth connected k-variety and V : X → A 
Note that given any morphism V : U → A where U is a smooth connected k-variety, there is a smooth connected k-variety Z containing U as a dense open subscheme and a proper morphism V ′ : Z → A extending V (use Nagata compactification and resolve the singularities).
In particular, if V is a proper morphism, then by definition of S M A α and using (5.1) we have
In particular, if A is smooth and connected we obtain S
We will apply Theorem 5.2 only in the case that α is a translation A
5.2. Additivity of the motivic vanishing cycles. Theorem 5.2 has the following consequence.
Theorem 5.3. There exists a unique M k -linear map Let a ∈ k and let γ a : |X a | → {a} = Spec k be the obvious morphism. Apply Theorem 5.2 to the morphism α : .2) ; we add a global minus sign) whenever V : X → A 1 k is proper with X connected and smooth over k. For any a ∈ k, let i a : {a} → A 1 k be the inclusion. Observe that
Obviously there is a unique
is well defined since for any given m ∈ M A 1 k only finitely many Φ ′ a (m) are nonzero. The composition of this morphism with the isomorphism (2.19) has the required properties. This proves existence.
If Z is proper over k this follows from Remark 3.1. Otherwise we can compactify Z to a smooth proper k-variety Z such that Z − Z is a simple normal crossing divisor and then express the class of Z in terms of Z and the various smooth intersections of the involved smooth prime divisors.
In particular we have
Remark 5.5. We keep our promise from Remark 3.2 to justify our sign choice. We do this by showing that Theorem 5.3 does not hold if the right hand side of (4.5) is replaced by a∈k V ! (S φ V −a ). Assume that there is morphism Ξ :
Let X be a smooth proper connected 2-dimensional k-variety and X its blowup in a closed point Y = {x} ⊂ X. Let E be the exceptional divisor. We view X, X, Y, E as A 
This follows from Corollary 3.5; note that X is smooth over k and V is not constant (if X is nonempty). 
By composing with (2.20) we obtain a morphism
We call these two morphisms motivic vanishing cycles measures.
Proof. The second claim is obvious from Lemma 2.18, so let us prove the first claim. Remark 5.4 shows that Φ maps the identity element to the identity element. Remark 5.4 shows that Φ is compatible with the algebra structure maps, cf. (2.16).
We use that
is generated by the classes of projective morphisms V : X → A 
Our aim is to show that
We apply Proposition 5.12 below and use notation from there. We obtain the equality 
But this holds true by Corollary 3.6 which we can apply by parts (i), (ii), (iii) of Proposition 5.12. 
So even though V ⊛ W might not be proper, the motivic vanishing cycles measure
where we view L (A 1 k ,0) in the obvious way as an element of K 0 (Varμ A 1 k ). Therefore, Φ factors as the composition 
Comparison with the matrix factorization motivic measure
We would like to place Theorem 5.9 in a certain context and compare the motivic measure Φ or rather ε ! • Φ with another motivic measure of a different nature.
6.1. Categorical motivic measures. First let us recall the categorical measure 
which is a relative analogue of the measure ν. Here K 0 (sat 
is the ring homomorphism (2.16) (for n = 1) and
k ) is induced from the folding (see [Sch] ) which assigns to a differential Z-graded k-category the corresponding differential Z 2 -graded k-category. over the Laurent power series field k((u)) -the periodic cyclic homology of A (see [Kel98] ).
Since HP is additive on semiorthogonal decompositions of triangulated categories (see [Kel99] ) this assignment descends to a group homomorphism
Because of the Künneth property for HP (see [Shk12] and references therein) the map χ HP is in fact a ring homomorphism.
On the other hand, if k = C we have the usual ring homomorphism (see [Loo02] )
Forgetting the action ofμ obviously defines a map
Clearly, this map is a ring homomorphism if we equip its source with the usual multiplication. However, this is not true if we equip its source with the convolution product * as we will explain in Lemma 6.2 below. Nevertheless we have the following result.
Proposition 6.1. The composition of χ c (see (6.2)) with the map "forget theμ-action" (6.3) defines a ring homomorphism (6.4) χ c : (Mμ C , * ) → Z which we denote again by χ c .
Proof. Let A and B be complex varieties with a good µ n -action for some n ≥ 1. We need to show that A × B and
(see (2.12)) have the same Euler characteristic with compact support. Since G m → G m , x → x n , is a µ n -torsor (in theétale topology) we have a pullback square
Its lower horizontal morphism is anétale-locally trivial fibration with fiber A. Therefore it is a locally trivial fibration if we pass to the analytic topologies. In this way we obtain a locally trivial fibration
of the base of this fibration where x ′ and y ′ are the obvious coordinates. Then
This proves what we need.
Although not strictly needed for our purposes we would like to include the following result (which is also true for k instead of C).
Lemma 6.2. The map "forget theμ-action" f :
We clearly have
The µ 2 -action on G m × G m is the diagonal action. Instead of using the coordinates (x, y) on A 2 C let us use the coordinates (a, b) where a = x + iy and b = x − iy. Then x 2 + y 2 = ab and the conditions x = 0 and y = 0 are equivalent to a + b = 0 and a − b = 0. Hence
The µ 2 -action on A 2 C is again the diagonal action. The first summand is the coordinate cross without the origin and equal to 2[G m ] with obvious µ 2 -action. To treat the second summand note that the map (
) is certainly not zero in M C : taking the Hodge-Deligne polynomial defines a ring homomorphism
Theorem 6.3. We have the following commutative diagram of ring homomorphisms
where the left vertical arrow is the map (5.4) from Theorem 5.9 and the lower horizontal map is the ring homomorphism (6.4).
Proof. The abelian group
where X is smooth over C and the map W is projective (see [Bit04] ). So it suffices to prove commutativity on such generators.
Fix a projective map W :
with notation as in (4.6). So it suffices to prove that
for any given a ∈ C. We may and will assume that a = 0. Let X an denote the space X with the analytic topology. Recall the classical functors of nearby and vanishing cycles This proves equality (6.7) and finishes the proof of the theorem.
We give two simple examples in which the equality (6.7) can be verified directly.
Example 6.5. Let X = A 1 C and W (a) = a n for some n ≥ 1. Then φ . Hence the right-hand side of equation (6.7) is equal to −(n − 1). On the other hand, in the notation of the proof of Proposition 3.4 (with the identity as embedded resolution) the divisor E is n · (0) and hence its µ n -Galois coveringẼ is isomorphic to µ n . From Here is another way to compute this example. Using coordinates (s, t) on A 2 C so that a = s + it and b = s − it we have W (a, b) = ab = s 2 + t 2 = s 2 ⊛ t 2 . Example 6.5 shows that φ s 2 ,0 = [(0)] − µ 2 and χ c ((ε 0 ) ! φ s 2 ,0 ) = −1. We have ε ! Φ(s 2 ) = (ε 0 ) ! φ s 2 ,0 and χ c ((ε 0 ) ! φ W,0 ) = χ c (ε ! Φ(ab)) = χ c (ε ! Φ(s 2 ))χ c (ε ! Φ(t 2 )) = (−1) 2 = 1 using multiplicativity of our motivic measures. We can also use the motivic ThomSebastiani Theorem 4.1 and compute (use Remark 2.11 and (the computation leading to) equation ( Here the µ 2 -action on G m is a priori the obvious one but can then also be assumed to be trivial by the defining relations of the equivariant Grothendieck group.
6.3. Summarizing diagram. We collect the motivic measures considered in this paper in the following commutative diagram (in case k = C; see (6.1) and Theorem 6.3).
The upper left vertical arrow and the vertical composition on the left are the algebra structure maps. The composition from the top left corner to the bottom right corner is induced by mapping a complex variety to its Euler characteristic with compact support.
