Consider the following problem. A seller has infinite copies of n products represented by nodes in a graph. There are m consumers, each has a budget and wants to buy two products. Consumers are represented by weighted edges. Given the prices of products, each consumer will buy both products she wants, at the given price, if she can afford to. Our objective is to help the seller price the products to maximize her profit.
Introduction
Consider the following problem where a seller is trying to sell her products to make the most profit. The seller has infinite copies of n products represented by nodes in a graph G(V, E). She knows that there are m consumers who want to buy exactly two products each. Each consumer is represented by an edge e in G and has a budget B e . She will buy both products (represented by the end vertices of the edge e) if the price of both products together does not exceed her budget B e . The seller's goal is to price all products to make the most revenue. That is, she wants to find a price function p : V (G) → R + ∪ {0} that maximizes
otherwise.
This problem is called the graph vertex pricing (GVP) problem. It is one of the fundamental special cases of the single-minded item pricing (SMP) problem. In SMP, consumers may want to buy more than two products (thus we can represent the input by a hypergraph with budgets on the hyperedges). This problem arises from the application of pricing digital goods (see [GHK + 05] for more details).
Both GVP and SMP are proposed by Guruswami et al. [GHK + 05] along with an O(log n+log m) approximation algorithm for the SMP problem and an APX-hardness of the GVP problem. Balcan and Blum [BB07] presented a surprisingly simple algorithm achieving a factor four approximation for the GVP problem. The hardness of approximation of GVP was recently shown to be 2 − , assuming the Unique Games Conjecture [KKMS09] . Even more recently, the hardness of k 1− for SMP was shown by [CLN13b] (building on [BK11, CLN13a, CCKK12]), assuming P = NP where k is the size of the largest hyperedge.
The algorithm of Balcan and Blum first constructs a bipartite graph by randomly partitioning the vertices into two sides and deleting edges connecting vertices on the same side. It then picks one side randomly and prices all vertices on that side to zero. The resulting instance can be solved optimally. The approximation guarantee of four follows from the fact that each edge is deleted with probability half and pricing vertices on one random side to zero reduces the optimal revenue by half (in expectation). The algorithm can be derandomized using standard techniques.
Understanding special cases might lead to improving the upper bound for the general case, as understanding the case of bipartite graph lead to a 4-approximation algorithm for the general case. In general, it is interesting to explore how the combinatorial structure of the input graph influences the approximability of the problem. This line of attack was initiated recently in [KKMS09] where it is shown that the GVP problem is APX-hard on bipartite graphs, and in [KMR11] where an improved algorithm is presented for the case where the range of consumers budgets is restricted.
In this paper, we continue this line of study and present approximation algorithms and hardness results of the GVP problem on many classes of graphs such as bounded treewidth graphs, bounded genus graphs and k-partite graphs.
Our Results
Bounded treewidth graphs and hypergraphs: To understand the structure of GVP, trees are a natural class of graphs to study. GVP is not known to be NP-hard on trees. We present an FPTAS for trees based on a dynamic programming algorithm. We generalize our algorithm to bounded treewidth graphs by applying our technique on the input graph's tree decomposition, which can be computed in linear time by an algorithm of Bodlaender [Bod96] . We extend our algorithm to give an FPTAS for solving SMP on bounded treewidth hypergraphs as well.
Bounded genus graphs: Bounded genus graphs are broad class of graphs which play a major role both in structural graph theory and algorithmic graph theory. Several important NP-hard optimization problems admit improved algorithms on planar graphs (i.e., graphs with genus zero). We present a PTAS for GVP on bounded genus graphs and show that it is NP-hard even on planar graphs.
Our result relies on Baker's and Eppstein's Techniques [Bak94, Epp00] . However, while such previous results presented a polynomial time exact algorithms on graphs with bounded treewidth, it does not seem to be the case in the GVP problem. Instead, we show that the GVP admits fully polynomial-time approximation scheme (FPTAS) on bounded treewidth graphs.
To the best of our knowledge, the only other work that studied any variation of the pricing problem on graphs with bounded treewidth or bounded genus is [CDF + 09] , where it is shown that the Stackelberg minimum spanning tree pricing (SMST) problem can be solved in polynomial time on bounded treewidth graphs and NP-hard on planar graphs. The question whether there is a PTAS for SMST on planar graphs is still open. Thus, our result is the first PTAS for a pricing problem on planar graphs and it extends to bounded genus graphs.
Integrality gap of the Sherali-Adams relaxation: We study the integrality gap of the linear program in the Sherali-Adams hierarchy [SA90] . Sherali-Adams relaxation is one of the liftand-project schemes which have received much interest recently in the approximation algorithms community (see, e.g [KMN10] and references therein). A question of particular interest is how the integrality gaps evolve through a series of rounds of Sherali-Adams lift-and-project operations. Positive results (i.e., small integrality gap) could potentially lead to an improved algorithm while negative results rule out a wide class of approximation algorithms.
In this paper, we study the Sherali-Adams hierarchy applied to a natural Integer Program formulation that (1 + )-approximates the optimal solution of GVP (the (1 + ) approximation factor is needed to be able to write an LP). We show a positive result that the integrality gap after we apply O (min(g, w)) rounds of Sherali-Adams lift and project is one for the case of boundedtreewidth graphs and (1 + ) for the case of bounded-genus graphs, for any , where g and w are the genus and the treewidth of the input graph respectively and the constant in O depends on . Thus the Sherali-Adams hierarchy gives us a (1 + )-approximate solution to the original GVP instance for these two cases. To our knowledge, besides our work, the only work that studies the SheraliAdams relaxation in the realm of pricing problem is [KKMS09] where a lower bound of 4 − on the integrality gap of a natural LP is shown for the general case. It can be observed that this LP from [KKMS09] is equivalent to the result of two rounds of Sherali-Adams lift-and-project operation on our LP. Our work is the first result that studies the integrality gap of this problem when many rounds of Sherali-Adams hierarchy are allowed and suggests that Sherali-Adams relaxation might be useful in attacking the GVP problem on general graphs.
Sherali-Adams relaxation for combinatorial optimization problems on bounded treewidth graphs has been considered before, most notably in [BÖ04, CKR10, WJ04] ; in particular, a bounded number of rounds in the Sherali-Adams hierarchy is known to be tight, e.g., for constraint satisfaction satisfaction problems (CSP) [WJ04] . With some pre-processing, GVP can be seen as a 2-CSP when the domain size is large, so the gap upper bound in bounded treewidth graphs follows immediately. We refer the readers to [BÖ04, CKR10, WJ04] for a more complete survey on Sherali-Adams relaxation.
k-partite graphs: We also study the GVP problem on k-partite graphs. This class of graphs generalizes the class of bipartite graphs used to develop the 4-approximation algorithm of [BB07] and includes graphs of bounded degree (due to Brooks' theorem [Bro41] ) and graphs of bounded genus (due to Heawood's result [Hea90] ).
Since the GVP problem is APX-hard even on bipartite graphs [KKMS09] , we cannot hope for a PTAS for k-partite graphs. We present a (4 · k−1 k )-approximation algorithm when k is even and a (4 · k k+1 )-approximation when k is odd. This gives a slight improvement on the approximation factor on general graphs. We show that improving these bounds further, when k is even, is as hard as improving the 4-approximation factor for the general graphs.
Bounded Degree graphs: Finally, we study the problem on graphs of degree at most two and three. For graphs of degree at most two (i.e., paths and cycles), we show that the GVP problem can be solved optimally in polynomial time. For graphs of degree at most three, the previous result on tri-partite graphs implies a 3-approximation algorithm since these graphs are 3-colorable (by Brook's theorem [Bro41] ). We present a different algorithm that is a 2-approximation for this class of graphs.
Unit-Demand Min-Buying Pricing
We remark that all of our results also apply to the related problem of unit-demand min-buying pricing problem where each consumer wants to buy the cheapest products among all products that she is interested in; see [GHK + 05] for the detailed definition of the problem.
Organization: In Section 3, we present algorithms for graphs of bounded tree-width. We show NP-hardness proof for GVP on planar graphs in Section 4, and provide a polynomial time approximation scheme. We discuss the integrality gap of Sherali-Adams relaxation in Section 5. We present algorithms for k-partite graphs and graphs of bounded degrees in Section 6.
Preliminaries
Integral and polynomially bounded budget assumption: We argue that we may assume w.l.o.g. that optimal prices, as well as budgets, are integral and polynomially bounded. The proof of this fact uses standard techniques and is provided for completeness.
Lemma 2.1. Let (G, {B e } e∈E(G) ) be an input instance. Then for any > 0, we can find, in polynomial time, another set of budgets {B e } e∈E such that
• For all e ∈ E, B e is integral and has value at most P = O(m/ ).
• There is a price p such that p (v) is integral for all v, and the revenue of p is at least
(1 − )OPT , where OPT is the optimal solution of the new instance.
• Any γ approximation algorithm for an instance (G, {B e }) can be turned into (1 + )γ approximation algorithm for the original instance.
Proof. Let B max denote the maximum budget among all consumers, and M = B max /m. Notice that B max ≤ OPT. We create a new instance of the problem as follows: For each consumer uv ∈ E, we define new budget B e = B e /M . Let p * be the optimal price for the old instance. We define the price
First it is clear that the first property holds because B e /M ≤ O(m/ ). To prove the second property, let OPT denote the optimal revenue of the new instance. Clearly, M OPT ≤ OPT, since any price of new instance can be turned into the price of the old instance that collects M times as much. Let E * ⊆ E be the set of edges that contribute to the revenue w.r.t. p * . Next, for any consumer e = uv ∈ E * that collects the revenue of p * (u) + p * (v) in the old instance, we have
, so this consumer does not go over budget with price p in the new instance. And
Observe that any α-approximation algorithm for the new instance can be turned into (1 + 2 )α approximation algorithm for the old instance as follows: Let p be the price that collects a total revenue of OPT /α in the new instance. We define p(v) = M p (v) for all v ∈ V . Then the total revenue we get is
Treewidth: Let G be a graph with treewidth at most k. By definition (see, e.g., [RS84] ), there is a tree-decomposition (T, V) of G of width k; that is, there is a tree T and V = (V t ) t∈T , a family of vertex sets V t ⊆ V (G) indexed by the vertices t of T , with the following properties.
2. for every edge e = uv ∈ G there exists t ∈ T such that both u and v lie in V t ;
3. for any v ∈ V (G), if v ∈ V t 1 and v ∈ V t 2 then v ∈ V t 3 for any t 3 in the (unique) path between t 1 and t 2 ;
4. max t∈T |V t | = k + 1.
For a fixed constant k, Bodlaender [Bod96] presented a linear time algorithm that determines if the treewidth of G is at most k and if so constructs a corresponding tree decomposition.
FPTAS on bounded treewidth graphs
In this section, we prove the following theorem.
Theorem 3.1. Let G be a graph of treewidth at most k. Then there is an (1 + ) approximation algorithm that runs in time poly
We denote by P = O(m/ ) the maximum possible budget and prices, as obtained from Lemma 2.1. Let G be any input graph with edge weights satisfying Lemma 2.1. Now, assuming that we have a "rooted" tree decomposition (T, V), we solve the problem exactly in time poly(|T |, P k ) (as described below) and apply Lemma 2.1 to get the desired FPTAS.
First, in addition to V t for t ∈ T , we define set E t as follows. Initially, we let E t = ∅. For each edge e ∈ E(G), let t(e) be the vertex in T such that both end vertices of e are in V t that is nearest to the root. Note that t exists by the second property of tree decomposition (cf. Section 2) and is unique by the third property. We add each edge e to E t(e) . For any t ∈ T , let T t be the subtree of T rooted at t.
For any vertex t with V t = {v 1 , . . . , v k+1 } and integers Q 1 , . . . , Q k+1 ∈ [P ], we have table entry R[t, Q 1 , . . . , Q k+1 ] defined to be the maximum revenue we can get from edges in t ∈Tt E t when the price of v j is Q j for all j = 1, . . . , k + 1 (It is possible that some node t may have |V t | < k + 1, but we assume that |V t | = k + 1 for simplicity of presentation. Only minor modification is required to handle the case when |V t | < k + 1.) Note that the size of table R is poly(|T |, P k ).
We compute R[t, Q 1 , . . . , Q k+1 ] as follows. When t is a leaf node, we set the price of v j to be Q j for all j. Note that for all e ∈ E t , both end vertices of e are in V t . Thus, we can compute the revenue we obtain from edges in E t without pricing any vertices outside V t and so we can compute R[t, Q 1 , . . . , Q k+1 ]. For non-leaf node t, we use the following equality.
where C(t) is the set of children of vertex t in the tree decomposition, and we define r(t , Q 1 , . . . , Q k+1 ) and f (t, Q 1 , . . . , Q k+1 ) as follows. We let r(t , Q 1 , . . . , Q k+1 ) equals −∞ if there exists j and j such that v j ∈ V t and v j ∈ V t such that v j = v j and i j = i j (in other words, the same node is set to price i j at vertex t but to different price i j at vertex t ). Otherwise, r(t , Q 1 , . . . , Q k+1 ) = R[t , Q 1 , . . . , Q k+1 ]. Intuitively, we use r(t , Q 1 , . . . , Q k+1 ) to make sure that every vertex receives only one price. We define f (t, Q 1 , . . . , Q k+1 ) to be the revenue we receive from edges in E t when we price v i to Q i , for all i. Note that we can compute f (t, Q 1 , . . . , Q k+1 ) without pricing vertices outside V t since, by definition, both end vertices of every edge in E t are in V t .
Extension to bounded treewidth hypergraphs: We note that the FPTAS can be extended to solve SMP on hypergraphs of bounded tree-width defined naturally as follows. Consider a hypergraph H of width k (following the definition in [RS84] ). This means that there is a treedecomposition (T, V) of H of width k; that is, there is a tree T and V = (V t ) t∈T , a family of vertex sets V t ⊆ V (H) indexed by the vertices t of T , with the following properties.
2. for every edge e ∈ E(H) there exists t ∈ T such that e ⊆ V t ; 3. for any v ∈ V (H), if v ∈ V t 1 and v ∈ V t 2 then v ∈ V t 3 for any t 3 in the (unique) path between t 1 and t 2 ;
It is observed that if the tree-width of H is bounded by a constant, then its tree decomposition can be constructed, as follows. For any hypergraph H, we construct a graph G, called a primal graph of H by letting
Notice also that (see, e.g., [GGM + 05, AGG07]) that (T, V) is a tree decomposition of H if and only if it is a tree decomposition of G. Note again that we can recognize if the tree-width of G is a fixed constant and, if it is, construct a tree decomposition of G in linear time [Bod96] . Assuming that we have the tree decomposition (T, V), we solve the problem in time poly(|T |, P k ), where P is the maximum possible budget from Lemma 2.1, in the same way as in Section 3 except that we have to define E t for hyperedges instead of edges. This is done by defining t(e) for each hyperedge e to be the node t in tree T such that, among t ∈ T such that V t ⊆ e, t is nearest to the root. Note that such node exists since, for any clique C, there is a node t such that V t contains all nodes in C. The rest of the algorithm remains the same.
Graphs of Bounded Genus
In this section we study graphs of bounded genus. First we show that the problem is strongly NP-hard even for planar graphs (g = 0). This implies that there is no FPTAS for this special case. Then, we design a PTAS for it, thus settling the complexity for the bounded genus case.
Hardness
Theorem 4.1. The graph vertex pricing problem on planar graphs is strongly NP-hard.
Proof. We show a reduction from Vertex Cover on planar graphs, which was shown to be strongly NP-hard in [GJ77] . (We note that the same result can be obtained by reducing from the maximum independent set problem on planar graph, which is also strongly NP-hard.) Assuming that we are given the instance G = (V, E) of vertex cover, we construct the instance G of GVP as follows. We add a new vertex v for each v ∈ V , and v is only connected to v but not to any other vertices; it is possible to do so without violating planarity. For each edge e ∈ E, we make a copy of e and add it to the instance. Call the resulting instance G = (V ∪ V , E ∪ E ), where |V | = |V | and |E | = |V | + |E|. We will have two types of consumers: the rich consumers that correspond to (parallel) edges of E have budget |V | 2 and 2|V | 2 respectively, and the poor consumers corresponding to newly added edges of the form vv have budget of 1.
The intuition for this construction is that the original edges have much more budget, so optimal solution would not try to miss any of those edges. And therefore the optimal solution would choose the vertex cover of E. Now we proceed to the analysis.
We let VC denote the size of minimum vertex cover of original instance G, and OPT denote the optimal revenue of the pricing problem on the instance G constructed from G using the above reduction. We claim that OPT = 2|E||V | 2 + |V | − VC, and once we prove this claim, we would be done. We first show that OPT ≥ 2|E||V | 2 + |V | − VC. Let S ⊆ V be the set of vertices in an optimal vertex cover of G. We define the following price p: (i) set the price p(v) = |V | 2 and p(v ) = 0 for each vertex v ∈ S, and (ii) p(v) = 0 and p(v ) = 1 for each v ∈ S. Notice that we can collect 2|V | 2 from each pair of (parallel) rich consumers, resulting in a total of 2|E||V | 2 , while we can collect |V | − VC from the poor consumers.
For the converse, let p be an optimal price for G and C = {v ∈ V : p(v) > 1}, i.e. C is the set of vertices v whose corresponding poor consumers vv do not have enough money. Claim 4.2. Set C forms a vertex cover of G.
Proof. Suppose not. Then there is an edge uv ∈ E not covered by any vertices in C. Therefore, the revenue of uv is at most p(u) + p(v) ≤ 2. The total revenue from this pricing is at most 2(|E| − 1)|V | 2 + |V | + 4, which is at most 2|E||V | 2 − |V | 2 , contradicting the fact that p is an optimal price since we have already proved that OPT ≥ 2|E||V | 2 .
So we know that |C| ≥ VC, and thus the total revenue from poor consumers is at most |V | − VC. This implies that OPT ≤ 2|E||V | 2 + |V | − VC, concluding Theorem 4.1.
Algorithm
The main result in this section is encapsulated in the following theorem.
Theorem 4.3. For any fixed H, let G = (V, E) be an H-minor free graph. Then there is a (1 + O( ))-approximation algorithm that runs in time |E| c H for some constant c H that depends on H.
It is known that any graph of genus at most g is H-minor free for some graph H such that |V (H)| = O(g) [BHKY62] . Thus, we have the following. The rest of this section is devoted to proving the above theorem. The idea of the proof closely follows the standard techniques that decompose any H-minor free graph into many graphs of small treewidth. We will be using the following theorem, due to Demaine et.al.
Theorem 4.5. (Theorem 3.1 in [DHiK05] ) For a fixed H, there is a constant c H such that, for any integer k ≥ 1, and for every H-minor free graph G, the vertices of G can be partitioned into k + 1 sets such that any k of the sets induce a graph of treewidth at most c H k. Furthermore, such a partition can be found in polynomial time.
We choose the parameter k = 1/ and invoke the theorem to partition the vertex set V (G) into V (G) = k i=1 V i . We then create k instances H 1 , . . . , H k where instance H j is obtained by removing vertices in V j and their adjacent edges from G. From the theorem, each graph H j has treewidth at most O(1/ ). The following claim asserts that one of these subgraphs H j admits a near-optimal pricing solution.
Claim 4.6. k j=1 OPT(H j ) ≥ (k − 2)OPT where OPT(H j ) denotes the optimal value for the instance H j .
Before proving the claim, we argue that it does imply the PTAS. Let j * be the index such that OPT(H j * ) is maximized, so we have OPT(H j * ) ≥ (1 − O( ))OPT. Since the treewidth of H j * is at most O(1/ ), we can compute the (1 + )-approximate pricing in H j * in time m O(1/ ) by applying Lemma 2.1 and the algorithm mentioned in Section 3.
Proof. Let p * be an optimal price for graph G that collects the revenue of OPT. For any edge e = uv, let p * (e) = p * (u) + p * (v). Let E * ⊆ E(G) be the subset of edges e such that p * (e) ≤ B e . These are the edges that have positive contribution to the revenue OPT. For each subset of vertices S ⊆ V , denote by δ E * (S) the set of edges in E * with exactly one endpoint in S, and E * (S) the set of edges in E * with both endpoints in S.
For each graph H j , if we set the price p * (i.e. the optimal price induced on H j ), we would be able to collect the revenue of at least r j = i =j e∈E * (V i ) p * (e) + e∈Ẽ\δ E * (V j ) p * (e), whereẼ denotes the set of edges connecting two vertices in different sets V i . Summing over all j, we argue that k j=1 r j ≥ (k − 2)OPT: Notice that each edge in E * (V j ) contributes exactly k − 1 times in the sum for each j, while each edge in δ E * (V j ) contributes exactly k − 2 times (edge uv connecting V i to V i contributes to all terms except for r i and r i ).
Integrality gap of the Sherali-Adams relaxation on bounded treewidth and bounded genus graphs
We describe a family of LP relaxation, denoted by (LP-r), and a rounding algorithm that computes an optimal solution given an optimal fractional solution for (LP-r), provided that the treewidth of the input graph is at most r/2. One can use a standard procedure to check that the constraints of (LP-r) can be generated by applying O(r) rounds of Sherali-Adams hierarchy on a natural LP relaxation. For completeness, we provide the LP description and the proof that Sherali-Adams can generate (LP-r) in Appendix A.
Terms and notation: Let P be the maximum possible price obtained from Lemma 2.1. Given an input graph G = (V, E), let p, p : V → [P ] (or equivalently p, p ∈ [P ] V ) be price functions that assign prices to vertices in graph G. We say that two functions p, p agree on S if and only if p(v) = p (v) for all v ∈ S. For any subset of vertices S ⊆ V , a restriction of p on set S, denoted by p| S , is the (unique) functionp ∈ [P ] S that agrees with p on S.
LP relaxation: For each set S ⊆ V , and assignment α ∈ [P ] S , we introduce an LP variable y(S, α) which is supposed to be an indicator that p agrees with α on S, i.e. y(S, α) = 1 if the solution function p assigns the value p(v) = α(v) for all v ∈ S, and y(S, α) = 0 otherwise. For any two assignments α ∈ [P ] X and β ∈ [P ] Y such that X and Y are disjoint, we write α ∪ β to represent the assignment γ ∈ [P ] X∪Y that agrees with α on X and with β on Y . We use the following LP relaxation with r ≥ 2.
The size of the LP is P O(r) . A natural way to view this LP is to treat the variables {y(S, α)} α for a fixed set S ⊆ V as a probability distribution where the value of y(S, α) represents the probability that the vertices in set S are assigned price α. Notice that we have the constraint 1 = y(∅, ∅) = α∈[P ] S y(S, α). We first argue that this LP is indeed a relaxation for GVP. Let p * be an optimal (integral) price function. For any set S ⊆ V and any assignment α for S, we assign y(S, α) = 1 if and only if p * (v) = α(v) for all v ∈ S. Consider any two subsets S, T : S ∩ T = ∅ and any assignment α ∈ [P ] S , and notice that y(S, α) = 1 if and only if there exist β ∈ [P ] T such that y(S ∪ T, α ∪ β) = 1. Therefore, the above solution satisfies all constraints, and the objective value equals to the total revenue collected by p * . Now let G be an input graph with treewidth k. First, we solve (LP-(k + 1)) and denote the optimal objective value by OPT. We describe below a randomized algorithm that returns price function p with expected total profit of OPT.
Algorithm description: Denote by (T, V) the tree decomposition of graph G. Initially we have price function p where p(v) is undefined for all v ∈ V . We process each element of the tree t ∈ T in order defined by the tree T from root to leaves, ensuring that whenever any node t ∈ T is processed, all ancestors of t have already been processed. When the algorithm processes the node t ∈ T , it assigns the prices to vertices in V t , defining the values p(v) for all v ∈ V t . It is clear that function p will be defined for all v ∈ V in the end.
Let t ∈ T be the current tree node that is being processed. If t is the root of the tree, we assign the prices to vertices in V t according to the probability distribution {y(V t , α)} α∈[P ] V t . Otherwise, let t be the parent of t. Suppose β ∈ [P ] V t is a price assignment of vertices V t . Define X = V t \ V t to be the set of vertices in V t whose prices have not been assigned. We pick a random assignment α ∈ [P ] X using the distribution y(V t ∪ X , β ∪ α)/y(V t , β), i.e. for each assignment α ∈ [P ] X , Pr[α = α ] = y(V t ∪X , β ∪α )/y(V t , β). Notice that this is a valid probability distribution because of the constraint
In the end of the algorithm, the following property holds.
Lemma 5.1. For any t ∈ T , the price p | Vt has the same distribution as {y(V t , α)} α∈[P ] V t . In other words, for each tree node t ∈ T , we have
Proof. We prove by induction on the ordering of tree nodes by tree T . For the root of the tree, the probability that p| Vt equals α is exactly y(V t , α). Now we consider any non-root tree node t, and assume that the lemma holds for the parent tree node t ∈ T . For any assignment α ∈ [P ] Vt , we have
Note that the second line follows from the first line by the induction hypothesis. The rest is simply a calculation. Now assuming the lemma, we have the following corollary.
Corollary 5.2. The expected profit collected by the algorithm is at least OPT.
Proof. For each customer edge uv ∈ E, the expected profit made by uv equals to
Since both end vertices of each edge e = (u, v) belong to some set V t , from the Lemma 5.1, the distribution of p| {u,v} is the same as that of {y({u, v}, α)} α∈[P ] {u,v} . So the probability term can be replaced by y({u, v}, α).
Derandomization:
We note that the above algorithm can be derandomized by the method of conditional expectation. Alternatively, it can also be easily derandomized using the fact that any solution can be obtained from the above randomized algorithm with positive probability will give a profit OPT. This is due to the above corollary which says that the random assignment chosen by the algorithm is optimal in expectation, but no assignment is better than optimal; therefore, any assignment chosen with positive probability will be optimal. Thus, we can just propagate the assignments through the tree decomposition using any assignment in the support of the LP (or equivalently, in the support of the distribution suggested by the rounding).
Bounded genus graphs:
One can show that the integrality gap of (LP-r) is at most 1 + O( ) for r = O(g/ ). The proof follows along the same line as in Section 4.2, but we work with LP solution instead. We sketch it here for completeness. First, we need the following theorem, which is a generalization of the Sherali-Adams rounding algorithm presented earlier, whose proof can be obtained by a trivial modification.
Theorem 5.3. Let G be any graph and {y(S, α)} be a feasible solution for (LP-r) on G. Also, let G be a subgraph of G such that G has treewidth at most r − 1. Then, there is a polynomial time algorithm that collects the revenue of at least OPT LP −r (G ). Now we present the integrality gap upper bound. Suppose we have an optimal LP solution {y(S, α)} S,α of (LP-r), and let OPT LP −r denote the LP-cost of this solution. For any set of edges E , let OPT LP −r (E ) denote the LP-cost of this solution we get from edges in E ; i.e.,
For any subgraph G of G, we also let OPT LP −r (G ) = OPT LP −r (E(G )). Using a technique similar to Section 4.2, we will show that there is a subgraph G of G such that
Let K = 1/ . By the same method as in Section 4, we partition edges of G into E 1 , . . . , E K and, for any i, let G i be the subgraph of G such that E(G i ) = E(G) \ E i . We guarantee that G i has small treewidth. Notice that instance G i has
so there must be instance G i * with total LP-cost of
Since G i * has small treewidth, i.e. at most k = O(g/ ), if we ensure that r is at least k + 1, we can apply Theorem 5.3 to collect the revenue of OPT LP −r (G i * ) ≥ (1 − O( ))OPT LP −r , thus bounding the integrality gap of (LP-r) by a factor of (1 + O( )) as claimed.
6 k-partite graphs and bounded-degree graphs We note that, by using the same arguments as in Theorem 4.1, one can show that GVP is APX-hard even on graphs of constant degrees and k-partite graphs when k is constant: By using the same reduction except that now we start from Vertex Cover on cubic graphs (which is APX-hard), we can show that GVP is APX-hard as well, and the degree of each vertex in the resulting instance G is at most a constant. So there is no PTAS, unless P=NP, even in bounded-degree graphs, and in this section we give new algorithmic results for many special cases. Our results are summarized in the following theorem.
Theorem 6.1. GVP is polynomial time solvable on graphs of degree at most two and admits a 2-approximation algorithm on graphs of degrees at most four. Moreover, in k-partite graphs, there is a 4(1 − 1/k) approximation algorithm.
Improved approximation algorithms on k-partite graphs
Let G be a k-partite graph. We assume that we know the partition G into k partitions. To avoid confusion, we sometimes called each partition a color class. First we randomly partition the color classes into two roughly equal sides called L and R, i.e. we ensure that the number of color classes in L differ by those in R by at most one. We say that an edge e is cut if exactly one endpoint of e belongs to L. We analyze this algorithm in two cases using counting arguments. For the sake of analysis, we think of each node as having a unique integer ID. We need the following lemma from [BB07] . k/2−1 cuts (after fixing two end vertices of the edge, we pick k/2 − 1 more color classes to join the side of the node with smaller ID). Therefore, the probability that each edge is cut is
Observe that this term is slightly more than 1/2. Using Lemma 6.2, we get an approximation ratio of 4(k − 1)/k. k is odd: In this case, the number of possible cuts is k k/2 . Each edge will be in 2 k−2 k/2 −1 cuts (after fixing two end vertices of the edge, we pick k/2 − 1 more color classes to join one side out of two sides). It is easy to see that this term is equal to
Hence the probability that each edge is cut is (
2k . Again, using Lemma 6.2, we get an approximation ratio of 4k k+1 .
In general graphs, we may think that k = n, so this will give a slightly improved approximation factor of 4(1 − 1/n).
Deterministic algorithm:
We use the method of conditional expectation. Put an arbitrary color class on the left side L. For each color class, determine whether we should put it in L or R as follows. Put the color class on the left side and calculate the conditional expectation (which can be computed since we can compute a probability that an edge is in the cut which depends on the number of vertices already present in L and R). Try putting the color class in R and do the same. Pick the choice that gives better expected revenue.
Tightness of the algorithm: Our approximation factor here is, in some sense, tight: We argue that improving this bound further for any even number k would immediately imply an improved approximation ratio for general graphs. Suppose we have an α approximation algorithm for kpartite graphs where α < 4(k − 1)/k. We randomly partition nodes into k parts and delete edges that connect two vertices in the same set of the partition. Each edge is deleted with probability 1/k. Then we run the α-approximation algorithm for the resulting k-partite graph, and this would give us an approximation ratio of αk/(k − 1) < 4 for general graphs.
Polynomial-time algorithms for Graphs of degree at most two
We observe that when the input graph has degree at most two, i.e. when in consists of paths and cycle, the problem can be solved in polynomial time. This can be done by considering two cases: when every edge contributes a non-zero revenue to the optimal solution and otherwise. In the former case, we can solve the problem by writing a linear program. In the latter case, the problem is solved by a dynamic programming technique.
We observe that for any graph G(V, E) if every edge e ∈ E contributes a positive amount to the total revenue of the optimal solution then the optimal vertex prices can be calculated using the following linear program :
Let LP opt (G) represent the optimal value of LP opt on a graph G. Let P = {v 1 , v 2 , . . . , v n } be a path with edges (v i , v i+1 ) for 1 ≤ i ≤ n − 1. Let OP T (G) represent the optimal revenue that can be obtained from the graph G. OP T (P ) = R[1, n] is the optimal revenue obtained from the path P . By solving the above recursion we obtain a polynomial time algorithm for paths. Now we design a polynomial time algorithm for cycles. Let C = v 1 , v 2 , . . . , v n be a cycle with edges (v 1 , v 2 ), (v 2 , v 3 ), . . . ,(v n−1 , v n ), (v n , v 1 ). If all the edges of C contribute positive revenue then the maximum revenue is given by LP opt (C). If one of the edges uv ∈ C contributes zero to the total revenue then the maximum revenue is obtained by using the above mentioned algorithm on the path obtained by deleting uv from C. Hence we get the following recursion.
OP T (C) = max
if all the edges of C contribute positive revenue max e∈V (C) OP T (C \ e) otherwise
Since C \ e is a path, we use the previous algorithm to compute OP T (C \ e) in polynomial time. Solving this recursion we get a polynomial time algorithm for cycles.
Any graph of degree at most two consists of paths and cycles. By combining the above mentioned algorithms for paths and cycles we get a polynomial time algorithm for graphs of degree at most two.
Graphs of degree at most four
By using the algorithm mentioned in Section 6.1, we get factor 3 approximation algorithms on graphs with degree at most three and four. Now we present a better algorithm achieving an approximation factor of 2 for graphs of degree at most four.
Let G = (V, E) be a graph with degree at most four. We decompose edges of G into E = E 1 ∪E 2 such that the corresponding subgraphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) have degree at most two: This is a standard trick. First add an arbitrary matching M between odd-degree vertices, so the resulting graph is Eulerian. Let C be its Eulerian tour. Then we let E 1 = C \ M and E 2 = E \ E 1 .
Using the algorithm from Section 6.2 we can compute optimal solutions to G 1 and G 2 in polynomial time. Note that OPT(G 1 ) + OPT(G 2 ) ≥ OPT(G), so we get 2-approximation.
Open Problems
This paper settled the complexity of GVP in graphs of bounded genus. Since the integrality gap of Sherali-Adams hierarchy applied to a natural LP for these cases is (1 + ), it is interesting to see how this integrality gap behaves in general graphs. Using lift-and-project LP might be a possible way to get improved approximation algorithms or better hardness results. Note that, for two rounds of Sherali-Adams hierarchy, the integrality gap is at least 4 − by Khandekar et al. We also considered the bounded degree cases and show a 2-approximation algorithm for cubic graphs. It is also interesting to see whether this ratio is tight. We believe that this problem remains NP-hard even on trees.
