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THE LOWEST TWO-SIDED CELL OF WEIGHTED
COXETER GROUPS OF RANK 3
JIANWEI GAO
Abstract. In this paper, we give precise description for the low-
est lowest two-sided cell c0 and the left cells in it for a weighted
Coxeter group of rank 3. Then we show conjectures P1−P15 and
P˜ hold for c0 and do some calculation for the based ring of c0.
0. Introduction
Let (W,S, L) be a weighted Coxeter group. In [L3, 13.4], G.Lusztig
conjectured that the maximal weight value of the longest elements of
the finite parabolic subgroups of W is a bound for (W,S, L). This
property is referred as boundness of a weighted Coxeter group([L3,
13.2]). When the rank of W is 1 or 2, this conjecture is clear. In [Gao,
2.1], I proved this conjecture when rank(W ) = 3. As a consequence,
W has a lowest two-sided cell c0, see [Gao, 7.1]. In this paper, we
give precise description for c0 and the left cells in it. Then we can
show conjectures P1 − P15 and P˜ hold for c0. At last, we do some
calculation for the based ring of c0.
1. Preliminaries
1.1. In this paper, for any Coxeter group (W,S), we assume the gen-
erating set S is finite. We call |S| the rank of (W,S) and denote it by
rank(W ). We use l for the length function and ≤ for the Bruhat order
of W . The neutral element of W will be denoted by e. For x ∈ W , we
set
L(x) = {s ∈ S|sx < x}, R(x) = {s ∈ S|xs < x}.
For s, t ∈ W , let mst ∈ Z≥1
⋃
{∞} be the order of st in W .
For any I ⊆ S, let WI = 〈I〉. Then (WI , I) is also a Coxeter group,
called a parabolic subgroup of (W,S). Denote the longest element of
WI by wI if |WI | <∞. For s, t ∈ S, s 6= t, we use Wst instead of W{s,t}
and wst instead of w{s,t}.
For w1, w2, · · · , wn ∈ W , we often use the notation w1 ·w2 · · · · ·wn
instead of w1w2 · · ·wn if l(w1w2 · · ·wn) = l(w1) + l(w2) + · · ·+ l(wn).
Key words and phrases. Weighted Coxeter group, Hecke algebra, Two-sided cell,
Left cell, Based ring.
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1.2. Let (W,S) be a Coxeter group. A map L : W −→ Z is called
a weight function if L(ww′) = L(w) + L(w′) for any w,w′ ∈ W with
l(ww′) = l(w)+l(w′). Then we call (W,S, L) a weighted Coxeter group.
In this paper, the weight function L for any weighted Coxeter group
(W,S, L) is assumed to be positive, that is, L(s) > 0 for any s ∈ S.
1.3. Let (W,S, L) be a weighted Coxeter group and Z[v, v−1] be the
ring of Laurent polynomials in an indeterminate v with integer coeffi-
cients. For f =
∑
n∈Z
anv
n ∈ Z[v, v−1] \ {0}, we define deg f = max
n∈Z
an 6=0
n.
Complementally, we define deg 0 = −∞.
For w ∈ W , set vw = v
L(w) ∈ Z[v, v−1]. The Hecke algebra H
of (W,S, L) is the unital associative Z[v, v−1]−algebra defined by the
generators Ts(s ∈ S) and the relations
(Ts − vs)(Ts + v
−1
s ) = 0, ∀s ∈ S.
TsTtTs · · ·︸ ︷︷ ︸
mst factors
= TtTsTt · · ·︸ ︷︷ ︸
mst factors
, ∀s, t ∈ S, mst <∞.
Obviously, Te is the multiplicative unit of H. For any w ∈ W , we
define Tw = Ts1Ts2 · · ·Tsn ∈ H, where w = s1s2 · · · sn is a reduced ex-
pression of w in W . Then Tw is independent of the choice of reduced
expression and {Tw|w ∈ W} is a Z[v, v
−1]−basis of H, called the stan-
dard basis. We define fx,y,z ∈ Z[v, v
−1] for any x, y, z ∈ W by the
identity
TxTy =
∑
z∈W
fx,y,zTz.
The following involutive automorphism of rings is useful, called the bar
involution:
¯: H −→ H
vn −→ v−n.
Ts −→ T
−1
s .
We have Tw = T
−1
w−1
for any w ∈ W . We set
H≤0 =
⊕
w∈W
Z[v−1]Tw, H<0 =
⊕
w∈W
v−1Z[v−1]Tw.
We can get the following facts by easy computation.
Lemma 1.4. (1) For any x, y,∈W , we have
fx,y,e = δx,y−1.
(2) For any x, y, z ∈ W , we have
deg fx,y,z ≤ min{L(x), L(y), L(z)}.
(3) For any x, y, z ∈ W , we have
fx,y,z−1 = fy,z,x−1 = fz,x,y−1.
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(4) For any finite parabolic subgroup WI of W , x ∈ WI , we have
deg fwI ,wI ,x = L(x).
Define the degree map
deg : H −→ Z ∪ {−∞}
∑
w∈W
fwTw −→Max{deg fw|w ∈ W}.
And we set N = max
I⊆S
|WI |<∞
L(wI). G.Lusztig gave the following conjecture
in [L3, 13.4].
Conjecture 1.5. Let (W,S, L) be a weighted Coxeter group, S is
finite and L is positive, then N is a bound for (W,S, L). Namely,
deg (TxTy) ≤ N for all x, y ∈ W .
Remark 1.6. When W is a finite Coxeter group, this conjecture can
be proved using Lemma 1.4(2). In [L1, 7.2], G.Lusztig proved this
conjecture when W is an affine Weyl group. In [SY, 3.2], J.Shi and
G.Yang proved this conjecture when W has complete Coxeter graph.
In [Gao, 2.1], I proved this conjecture when the rank of W is 3.
1.7. For any w ∈ W , there exists a unique element Cw ∈ H≤0 such
that Cw = Cw and Cw − Tw ∈ H<0. The elements {Cw|w ∈ W} form
a Z[v, v−1]−basis of H, called the Kazhdan-Lusztig basis. We define
hx,y,z, px,y ∈ Z[v, v
−1] for any x, y, z ∈ W such that
CxCy =
∑
z∈W
hx,y,zCz.
Cy =
∑
x∈W
px,yTx.
These polynomials px,y are called Kazhdan-Lusztig polynomials. For
w ∈ W , I = R(w), J = L(w), we have the factorization w = x · wI =
wJ · y for some x, y ∈ W . Then we set
Ex =
∑
x′≤x
l(x′wI )=l(x
′)+l(wI )
px′wI ,wTx′.
Fy =
∑
y′≤y
l(wJy
′)=l(wJ )+l(y
′)
pwJy′,wTy′ .
1.8. Using Kazhdan-Lusztig basis, we can define the preorders ≤
L
, ≤
R
,
≤
LR
on W . These preorders give rise to equivalence relations ∼
L
, ∼
R
, ∼
LR
on W respectively. The equicalence classes are called left cells, right
cells and two-sided cells of W . Then we have partial orders ≤
L
, ≤
R
, ≤
LR
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on the sets of left cells, right cells and two-sided cells ofW respectively.
For x, y ∈ W , we have x ≤
L
y if and only if x−1 ≤
R
y−1.
Now we assume Conjecture 1.5 holds and W has a lowest two-sided
cell c0. It is easy to see that deg hx,y,z ≤ N for any x, y, z ∈ W , so we
can define the a-function
a : W −→ N
w −→ max
x,y∈W
deg hx,y,w.
For any x, y, z ∈ W , we define βx,y,z, γx,y,z ∈ Z such that
fx,y,z−1 = βx,y,zv
N + lower degree terms.
hx,y,z−1 = γx,y,zv
a(z) + lower degree terms.
Lemma 1.9. Let x, y, z ∈ W .
(1) We have βx,y,z = βy,z,x = βz,x,y.
(2) We have γx,y,z = γy−1,x−1,z−1.
(3) If βx,y,z 6= 0, then x ∼
L
y−1, y ∼
L
z−1, z ∼
L
x−1, a(x) = a(y) = a(z) =
N , and βx,y,z = γx,y,z = γy,z,x = γz,x,y.
(4) If γx,y,z 6= 0 and a(z) = N , then βx,y,z = γx,y,z 6= 0.
1.10. In [L3, 14.2,14.3], G.Lusztig gave some conjectures about the
Hecke algebra, which are called P1 − P15 and P˜ . When these con-
jectures hold for c0, we can study the based ring J0 of c0, which is an
associative ring with Z−basis {tw|w ∈ c0} and multiplication
txty =
∑
z∈c0
γx,y,z−1tz
for any x, y ∈ c0. In section 4 of this paper, we will do some calculation
for J0 to study its structure when the rank of W is 3.
2. The boundness of (W,S, L)
From now on, we assume (W,S, L) is a weighted Coxeter group of
rank 3 and L is positive. We set N = max
I⊆S
|WI |<∞
L(wI). In [Gao, 2.1], I
proved Conjecture 1.5 in this case.
Theorem 2.1. We have deg (TxTy) ≤ N for all x, y ∈ W .
Remark 2.2. In the proof of [Gao, 2.1], I set S = {r, s, t}, mrt = 2,
msr ≥ mst, W is infinite and W is not an affine Weyl group, otherwise
this conjecture has been proved. When msr = ∞ and mst = 2, or
msr = mst = ∞, the conjecture is easy to check, so I only need to
consider the following three cases in [Gao].
Case 1: msr =∞ > mst ≥ 3.
❡ ❡ ❡
r s t
∞ mst
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Case 2: ∞ > msr ≥ mst ≥ 4, msr ≥ 5.
❡ ❡ ❡
r s t
msr mst
Case 3: ∞ > msr ≥ 7, mst = 3.
❡ ❡ ❡
r s t
msr 3
Now we set
M = {wJ |J ⊆ S, |WJ | <∞, L(wJ) = N}.
Λ = {x · u · y|x, y ∈ W, u ∈M}.
For any wJ ∈M , we set
BJ = {x ∈ W |R(x) ⊆ S \ J}.
UJ = {y ∈ W |L(y) ⊆ S \ J and swJy /∈ Λ for all s ∈ J}.
Then Theorem 2.1 has the following corollaries.
Corollary 2.3. (1) If x, y ∈ W satisfy deg (TxTy) = N , then both
x ∈ Λ and y ∈ Λ.
(2) For any wJ ∈ M , q ≤ wJ , x, y ∈ W , R(x),L(y) ⊆ S \ J , we have
deg (TxqTy) ≤ N − L(q). In particular, TxwJTy = TxwJy.
(3) For any wJ ∈ M , the left cell of W containing wJ is {x · wJ |x ∈
W} = {y ∈ W |R(y) = J}, the right cell of W containing wJ is {wJ ·
x|x ∈ W} = {y ∈ W |L(y) = J}.
Proof. See [Gao, Section 6]. 
Corollary 2.4. Let wJ ∈M , x ∈ BJ , q < wJ .
(1) If y ∈ B−1J , l(q) ≥ 2, then deg (TxqTy) < N − L(q) for the three
cases listed in Remark 2.2.
(2) If y ∈ UJ , then deg (TxqTy) < N − L(q) for any weighted Coxeter
group of rank 3.
Proof. (1) By the proofs in [Gao, 3.3, 4.7, 5.9], we have the following
tables.
Case 1
wJ q deg (TxqTy)
wst q < wst, l(q) ≥ 2 0
Case 2
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wJ q deg (TxqTy)
wsr sr ≤Max{L(st), L(sr)}
wsr rs ≤Max{L(st), L(sr)}
wsr rsr ≤ L(s)
wsr srs ≤Max{L(t), L(r)}
wsr q < wsr, l(q) ≥ 4 0
wst st ≤ L(sr)
wst ts ≤ L(sr)
wst tst 0
wst sts ≤ L(r)
wst q < wst, l(q) ≥ 4 0
Case 3
wJ q deg (TxqTy)
wsr sr ≤ L(srsr)
wsr rs ≤ L(srsr)
wsr srs ≤ L(srs)
wsr rsr ≤ L(srs)
wsr srsr ≤ L(sr)
wsr rsrs ≤ L(sr)
wsr rsrsr ≤ L(s)
wsr srsrs 0
wsr q < wsr, l(q) ≥ 6 0
We have deg (TxqTy) < N − L(q) in all these three cases.
(2) It is obvious when W is a finite Coxeter group. We can get this
inequality by [Xie1, 3.1] when W is an affine Weyl group and by [Xie2,
3.5] when W has complete Coxeter graph. Now we only consider other
case.
If l(q) = 0, by Corollary 2.3(1), we get deg (TxTy) < N since y /∈ Λ.
If l(q) = 1, by Corollary 2.3(1), we get deg (TxqTqy) < N since qy /∈ Λ,
so deg (TxqTy) < N −L(q). If l(q) ≥ 2, then we must in the three cases
listed in Remark 2.2, we get deg (TxqTy) < N − L(q) by (1). 
3. The lowest two-side cell c0
Now we fix an element wJ ∈ M and let c0 be the two-sided cell of
W containing wJ . In [Gao, 7.1], I proved the following consequence.
Proposition 3.1. (1) The two-sided cell c0 is the lowest two-sided cell
of W .
(2) We have Λ = {w ∈ W |a(w) = N} ⊆ c0.
By Corollary 2.3 and Corollary 2.4, we can prove the following propo-
sition using the same method used in [Xie2, 3.6,3.7].
Proposition 3.2. (1) For wJ ∈M , x ∈ BJ , y ∈ UJ , we have CxwJy =
ExCwJFy.
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(2) For wJ ∈ M , y ∈ UJ , x ∈ U
−1
J , the set ΓJ,y = BJwJy is a left cell
of W and Φx,J = xwJB
−1
J is a right cell of W .
Now we can give precise description for c0 and the left cells in it.
Theorem 3.3. (1) We have c0 = Λ = {w ∈ W |a(w) = N}.
(2) The lowest two-sided cell c0 can be decomposed into left cells as
c0 =
∐
wJ∈M,y∈UJ
ΓJ,y .
Proof. (1) It is clear that Λ =
⋃
wJ∈M
BJwJUJ =
⋃
wJ∈M
U−1J wJB
−1
J ⊆ c0.
We claim that for any x ∈ W , y ∈ Λ, if x←
L
y or x←
R
y, then x ∈ Λ.
We only prove the x ←
L
y case. First, we assume y = z1wJz2 for some
wJ ∈ M , z1 ∈ BJ , z2 ∈ UJ , hs,y,x 6= 0 for some s ∈ S. By Proposition
3.2(1), we have
CsCz1wJz2
= CsCz2wJFz2
=
∑
z3∈BJ
hs,z1wJ ,z3wJCz3wJFz2
=
∑
z3∈BJ
hs,z1wJ ,z3wJCz3wJz2.
We get x = z3wJz2 ⊆ Λ for some z3 ∈ BJ and z2 ∈ UJ , the claim is
proved.
For w ∈ c0, we have w ≤
LR
wJ and wJ ∈ Λ, so w ∈ Λ by the claim. On
the other hand, we have Λ = {w ∈ W |a(w) = N} ⊆ c0 by Proposition
3.1(2). This conclusion follows.
(2) It is clear that c0 =
⋃
wJ∈M,y∈UJ
ΓJ,y . If wJ , wJ ′ ∈ M , y ∈ UJ ,
y′ ∈ UJ ′ such that ΓJ,y = ΓJ ′,y′ , then there exists x ∈ BJ such that
xwJy = wJ ′y
′. If x 6= e, we take s ∈ L(x), then s ∈ L(xwJy) =
L(wJ ′y
′) = J ′ and swJ ′y
′ = sxwJy ∈ Λ, contradict to y
′ ∈ UJ ′. So we
have x = e. Thus, J = L(wJy) = L(wJ ′y
′) = J ′, y = y′. Therefore, it
is a disjoint union. 
Proposition 3.4. We have the following table for weighted Coxeter
groups of rank 3.
W the number of left cells in c0
finite Coxeter group 1
affine Weyl group |W0|
msr =∞, mst = mrt = 2 2
msr = mst =∞, ∞ > mrt ≥ 2 ∞ or 2mrt
msr = mst = mrt =∞ ∞ or 3 or 4
other cases ∞
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When W is an affine Weyl group, W0 denotes the finite Weyl group
corresponding to W . When the number of left cells in c0 has various
possibilities, it depends on the weight function L.
Proof. It is clear when W is a finite Coxeter group. See [Xie1, 3.7]
when W is an affine Weyl group. Then we assume ∞ ≥ msr ≥ mst ≥
mrt ≥ 2 and consider the following 11 cases.
(1) msr = mst = mrt = ∞. We have N = Max{L(r), L(s), L(t)}.
We may assume L(r) ≥ L(s) ≥ L(t). If L(r) = L(s) = L(t), then
Γ{r},e,Γ{s},e and Γ{t},e are all the 3 left cells in c0. If L(r) = L(s) >
L(t), then Γ{r},e,Γ{s},e,Γ{r},t and Γ{s},t are all the 4 left cells in c0. If
L(r) > L(s) ≥ L(t), then for different k ∈ N, Γ{r},(st)k are different left
cells in c0.
(2) msr = mst =∞, ∞ > mrt ≥ 2. We have N = Max{L(wrt), L(s)}.
If L(wrt) > L(s), then for different k ∈ N, Γ{r,t},(sr)k are different left
cells in c0. If L(wrt) = L(s), then Γ{r,t},e and Γ{s},w, w ∈ Wrt \ {wrt}
are all the 2mrt left cells in c0. If L(s) > L(wrt), then Γ{s},w, w ∈ Wrt
are all the 2mrt left cells in c0.
(3) msr = ∞, mst = mrt = 2. Now we have N = Max{L(st), L(rt)}.
If L(s) > L(r), then Γ{s,t},e and Γ{s,t},r are all the 2 left cells in c0. If
L(s) = L(r), then Γ{s,t},e and Γ{r,t},e are all the 2 left cells in c0. If
L(r) > L(s), then Γ{r,t},e and Γ{r,t},s are all the 2 left cells in c0.
(4)msr =∞,∞ > mst ≥ 3,mrt = 2. We haveN =Max{L(wst), L(rt)}.
If L(wst) > L(rt), then for different k ∈ N, Γ{s,t},(rs)k are different left
cells in c0. If L(rt) ≥ L(wst), then for different k ∈ N, Γ{r,t},(sr)k are
different left cells in c0.
(5) msr =∞, ∞ > mst, mrt ≥ 3. We have N = Max{L(wst), L(wrt)}.
We may assume N = L(wst), then for different k ∈ N, Γ{s,t},(rst)k are
different left cells in c0.
(6) ∞ > msr ≥ mst ≥ 4, msr ≥ 5, mrt = 2. We have N =
Max{L(wsr), L(wst)} > L(rt). If L(wsr) ≥ L(wst), then for differ-
ent k ∈ N, Γ{s,r},(tsrs)k are different left cells in c0. If L(wst) > L(wsr),
then for different k ∈ N, Γ{s,t},(rst)k are different left cells in c0.
(7) ∞ > msr ≥ 7, mst = 3, mrt = 2. We have N = L(wsr) >
Max{L(wst), L(rt)}. For different k ∈ N, Γ{s,r},(tsrsrs)k are different
left cells in c0.
(8)∞ > msr ≥ mst ≥ mrt ≥ 4. If L(wsr) = N , then for different k ∈ N,
Γ{s,r},(tsr)k are different left cells in c0. L(wst) = N and L(wrt) = N are
similar.
(9) ∞ > msr ≥ mst ≥ 4, mrt = 3, L(wrt) = N . For different k ∈ N,
Γ{r,t},(srt)k are different left cells in c0.
(10) ∞ > msr ≥ mst ≥ 4, mrt = 3, L(wsr) = N . For different k ∈ N,
Γ{s,r},(tsr)k are different left cells in c0.
(11) ∞ > msr ≥ 4, mst = mrt = 3. Now we have N = L(wsr) >
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L(wst) = L(wrt). For different k ∈ N, Γ{s,r},(tsr)k are different left cells
in c0. 
For n ∈ Z, define
pin : Z[v, v
−1] −→ Z
∑
k∈Z
akv
k −→ an.
For z ∈ W , define ∆(z) ∈ N and nz ∈ Z \ {0}, such that
pe,z = nzv
−∆(z) + lower degree terms.
Let
D = {z ∈ W |a(z) = ∆(z)}.
Proposition 3.5. We have the following propositions P1′− P15′ and
P˜ ′. In particular, Conjectures P1− P15 and P˜ hold for c0.
P1′ For z ∈ c0, we have a(z) ≤ ∆(z).
P2′ For d ∈ D ∩ c0, x, y ∈ c0, if γx,y,d 6= 0, then x = y
−1.
P3′ For y ∈ c0, there exists unique d ∈ D ∩ c0 such that γy−1,y,d 6= 0.
P4′ For z, z′ ∈ W , if z ∈ c0 or z
′ ∈ c0, and z
′ ≤
LR
z, then a(z′) ≥ a(z).
P5′ For d ∈ D ∩ c0, y ∈ c0, if γy−1,y,d 6= 0, then γy−1,y,d = nd = 1.
P6′ For d ∈ D ∩ c0, we have d
2 = e.
P7′ For x, y, z ∈ W , if x ∈ c0 or z ∈ c0, then γx,y,z = γy,z,x.
P8′ For x, y ∈ W , z ∈ c0, if γx,y,z 6= 0, then x ∼
L
y−1, y ∼
L
z−1, z ∼
L
x−1.
P9′ For z, z′ ∈ W , if z ∈ c0 or z
′ ∈ c0, z
′ ≤
L
z, and a(z′) = a(z), then
z′ ∼
L
z.
P10′ For z, z′ ∈ W , if z ∈ c0 or z
′ ∈ c0, z
′ ≤
R
z, and a(z′) = a(z), then
z′ ∼
R
z.
P11′ For z, z′ ∈ W , if z ∈ c0 or z
′ ∈ c0, z
′ ≤
LR
z, and a(z′) = a(z), then
z′ ∼
LR
z.
P12′ If y ∈ c0 ∩WI for some I ⊆ S, then a(y) computed in terms of
WI is equal to a(y) computed in terms of W .
P13′ For any left cell Γ in c0, we have |Γ∩D| = 1. Assume Γ∩D = {d},
then γx−1,x,d 6= 0 for all x ∈ Γ.
P14′ For any z ∈ c0, we have z ∼
LR
z−1.
P15′ For x, x′ ∈ W , y, w ∈ c0, we have the equality
∑
y′∈c0
hx,y′,y ⊗
hw,x′,y′ =
∑
y′∈c0
hx,w,y′ ⊗ hy′,x′,y in Z[v, v
−1]⊗
Z
Z[v, v−1].
P˜ ′ For x, y, z′ ∈ W , z ∈ c0, if γx,y,z−1 6= 0, z
′ ←
L
z, then there exists
x′ ∈ c0, such that pia(z)(hx′,y,z′) 6= 0.
10 JIANWEI GAO
Proof. By Proposition 3.2 and Theorem 3.3, we can prove P1′−P15′
using the same method used in [Xie1, 4.1]. Here we only give the proof
of P˜ ′.
Since γx,y,z−1 6= 0, z ∈ c0, by P8
′, we have y ∼
L
z. Since z′ ←
L
z,
z ∈ c0, we get z
′ ∼
L
z by P9′. So y, z, z′ are in the same left cell in c0.
By Theorem 3.3(2), we assume y = awJb, z = a
′wJb, z
′ = a′′wJb for
some wJ ∈ M , b ∈ UJ , a, a
′, a′′ ∈ BJ . Then we have deg (TyTz′−1) =
deg (TawJ bTb−1wJa′′−1) = N . Thus there exists x
′ ∈ W , such that
deg fy,z′−1,x′−1 = N , By Lemma 1.9(3) and Theorem 3.3(1), we get
x′ ∈ c0. We have deg fx′,y,z′ = deg fy,z′−1,x′−1 = N , so deg hx′,y,z′ = N ,
that is, pia(z)(hx′,y,z′) 6= 0. 
4. The based ring of c0
In this section, for a weighted Coxeter group of rank 3, we study the
based ring J0 of its lowest two-sided cell c0. We want to calculate txty
for any x, y ∈ c0, but it is quite a difficult problem. For wJ , wJ ′ ∈ M ,
we set
PJ,J ′ = {x ∈ W |L(x) = J, R(x) = J
′}.
Let
P =
⋃
wJ ,wJ′∈M
PJ,J ′.
By [Xie2, 3.10,3.12], we have the following lemma.
Lemma 4.1. (1) For any w ∈ c0, there exists unique wJ , wJ ′ ∈ M ,
pw ∈ PJ,J ′, x ∈ U
−1
J , y ∈ UJ ′ , such that w = x · pw · y. Moreover, we
have Cw = ExCpwFy.
(2) Let w1, w2, w3 ∈ c0. We have the following decomposition as in (1).
w1 = x1 · p1 · y1, w2 = x2 · p2 · y2, w3 = x3 · p3 · y3.
If y1 = x
−1
2 , y2 = x
−1
3 , y3 = x
−1
1 , R(p1) = L(p2), R(p2) = L(p3),
R(p3) = L(p1), then γw1,w2,w3 = γp1,p2,p3. Otherwise, γw1,w2,w3 = 0.
The lemma above simplify our work to calculate txty for x ∈ PJ,J ′,
y ∈ PJ ′,J ′′, but it is still not easy. So we assume x indecomposable at
first. For x ∈ PJ,J ′ ⊆ P , we call x indecomposable, if x /∈ M , and
there doesn’t exist wJ ′′ ∈M , x1 ∈ PJ,J ′′ \M , x2 ∈ PJ ′′,J ′ \M such that
x = x1wJ ′′x2. Then we have the following proposition.
Proposition 4.2. Let (W,S, L) be a weight Coxeter group of rank 3
but not an affine Weyl group. Assume wJ , wJ ′, wJ ′′ ∈M , x ∈ PJ,J ′ and
indecomposable, y ∈ PJ ′,J ′′, then txty = txwJ′y + δtwJxy. If there exists
y1 ∈ W such that y = x
−1 · y1, then δ = 1, otherwise δ = 0.
To prove this proposition, we need two lemmas.
THE LOWEST TWO-SIDED CELL OF WEIGHTED COXETER GROUPS OF RANK 311
Lemma 4.3. Let x = x1 · wJ ′ ∈ PJ,J ′ and indecomposable, r ∈ J
′.
Then we have x1 · r /∈ c0 or x1 · r ∈ wJUJ .
Proof. We assume x1·r ∈ c0. Since x1·wJ ′ ≤
R
x1·r, we get x1·wJ ′ ∼
R
x1·r
by P10′, so L(x1 · r) = L(x1 · wJ ′) = J . Assume x1 · r = wJ · x2 for
some x2 ∈ B
−1
J . We claim that x2 ∈ UJ . Otherwise, there exists
r′ ∈ J such that r′wJ · x2 ∈ c0. By Theorem 3.3, we may assume
r′wJ · x2 = x3 · wJ ′′ · x4 for some wJ ′′ ∈ M , x3 ∈ BJ ′′ , x4 ∈ B
−1
J ′′ . Then
we have
x = x1 · wJ ′ = x1 · r · rwJ ′
= r′ · r′wJ · x2 · rwJ ′
= r′ · x3 · wJ ′′ · x4 · rwJ ′
= (r′ · w3 · wJ ′′)wJ ′′(wJ ′′ · x4 · rwJ ′).
Since x1 · r ≤
R
r′ · x3 · wJ ′′, we get x1 · r ∼
R
r′ · x3 · wJ ′′ by P10
′, so
L(r′ · x3 · wJ ′′) = L(x1 · r) = J . Thus, we get r
′ · x3 · wJ ′′ ∈ PJ,J ′′.
On the other hand, since x1 · r ≤
L
wJ ′′ ·x4, by P9
′, we get r ∈ R(wJ ′′ ·
x4) = R(x1 ·r), so R(wJ ′′ ·x4 ·rwJ ′) = J
′. Thus, wJ ′′ ·x4 ·rwJ ′ ∈ PJ ′′,J ′,
contradict to the indecomposability of x. 
Lemma 4.4. Let x ∈ PJ,J ′ with J
′ = {r1, r2} and r1 6= r2. Assume
x = x1 ·wJ ′ for some x1 ∈ BJ ′ . If L(x1) 6= J , then we have L(x1r1) 6= J
or L(x1r2) 6= J .
Proof. If L(x1r1) = L(x1r2) = J , we assume
x1 · r1 = wJ · x2 for some x2 ∈ B
−1
J .
x1 · r2 = wJ · x3 for some x3 ∈ B
−1
J .
Then we have
x = wJ · x2 · r1wJ ′ = wJ · x3 · r2wJ ′.
So
x2 · r1wJ ′ = x3 · r2wJ ′.
Since L(x1) 6= J , we get x2, x3 ∈ BJ ′ . Thus, r1wJ ′ = r2wJ ′ and then
r1 = r2, a contradiction. 
4.5. Now we prove Proposition 4.2. Finite Coxeter groups don’t have
any indecomposable elements. If W has complete Coxeter graph, see
[Xie2, 4.2]. For x, y, z ∈ c0, we have γx,y,z = βx,y,z, so we may compute
TxTy. It is much easier than computing CxCy.
If msr = ∞ and mst = mrt = 2, we can list all the indecomposable
elements and check this proposition directly.
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weight function indecomposable elements
L(s) > L(r) srst
L(s) = L(r) srt, rst
L(r) > L(s) rsrt
The case of msr = mst =∞, mrt = 2 is also easy.
weight function indecomposable elements
L(rt) > L(s) rtsrt
L(rt) = L(s) rts, srt, srs, sts
L(s) > L(rt) srs, sts, srts
From now on, we only consider the three cases listed in Remark 2.2.
We assume x = x′ ·wJ ′ for some x
′ ∈ BJ ′ , y = wJ ′ ·y
′ for some y′ ∈ B−1J ′ .
Then we have
TxTy =
∑
q≤wJ′
fwJ′ ,wJ′ ,qTx′qTy′ .
When q = wJ ′, by Lemma 1.4(4) and Corollary 2.3(2), we have
deg fwJ′ ,wJ′ ,wJ′ = L(wJ ′) = N and Tx′qTy′ = TxwJ′y.
Since fwJ′ ,wJ′ ,wJ′ is a monic polynomial, we know
fwJ′ ,wJ′ ,wJ′Tx′wJ′Ty′
contributes txwJ′y for txty.
When q < wJ ′ and l(q) ≥ 2, by Corollary 2.4(1), we have
deg (fwJ′ ,wJ′ ,qTx′qTy′) < N.
So ∑
q<wJ′ , l(q)≥2
fwJ′ ,wJ′ ,qTx′qTy′
has no contribution for txty.
Now we assume J ′ = {r1, r2} ⊆ S with r1 6= r2. Then we have∑
l(q)≤1
fwJ′ ,wJ′ ,qTx′qTy′
= (vr1 − v
−1
r1
)Tx′r1Ty′ + (vr2 − v
−1
r2
)Tx′r2Ty′ + Tx′Ty′ .
If deg ((vr1 − v
−1
r1
)Tx′r1Ty′) = N or deg (Tx′Ty′) = N , then we have
deg (Tx′r1Tr1y′) = N , so x
′r1 ∈ c0 by Corollary 2.3(1). Moreover, we
have x′r1 ∈ wJUJ by Lemma 4.3. Assume fx′r1,r1y′,z = N for some
z ∈ W , then γx′r1,r1y′,z = βx′r1,r1y′,z 6= 0. By Lemma 4.1, there exists
y′′ ∈ W , such that y′ = x′−1y′′. In this case, we have z = (wJy
′′)−1 and
βx′r1,r1y′,(wJy′′)−1 = γx′r1,r1y′,(wJy′′)−1 = 1, so precisely one of deg ((vr1 −
v−1r1 )Tx′r1Ty′) and deg (Tx′Ty′) is N . Similarly, we know precisely one
of deg ((vr2 − v
−1
r2
)Tx′r2Ty′) and deg (Tx′Ty′) is N .
Now we claim that precisely one of deg ((vr1−v
−1
r1
)Tx′r1Ty′), deg ((vr2−
v−1r2 )Tx′r2Ty′) and deg (Tx′Ty′) isN . Otherwise, we must have deg ((vr1−
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v−1r1 )Tx′r1Ty′) = deg ((vr2 − v
−1
r2
)Tx′r2Ty′) = N and deg (Tx′Ty′) < N .
Thus L(x′) 6= J . By Lemma 4.4, we have L(x′r1) 6= J or L(x
′r2) 6= J .
Since x′wJ ′ ≤
R
x′r1, x
′wJ ′ ≤
R
x′r2, we get x
′r1 /∈ c0 or x
′r2 /∈ c0 by P10
′,
contradict to Corollary 2.3(1).
Summarizing the arguments above, we know∑
l(q)≤1
fwJ′ ,wJ′ ,qTx′qTy′
contributes δtwJxy for txty. If there exists y1 ∈ W such that y = x
−1 ·y1,
then δ = 1, otherwise δ = 0.
We have completed the proof of Proposition 4.2. 
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