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1. Introduction and main results
In one dimensional case, initial–boundary value problems for one dimensional general quasilinear wave equations on
exterior domain is reduced to the initial–boundary value problem on the semi-inﬁnite interval [0,+∞). In this paper, we
will consider the initial–boundary value problem with small initial data and zero boundary data for the following one
dimensional general quasilinear wave equations⎧⎨⎩
utt − uxx = b(u, Du)uxx + 2a0(u, Du)utx + F (u, Du), x> 0, t > 0,
t = 0: u = εϕ(x), ut = εψ(x), x> 0,
x = 0: u = 0, for t  0,
(1.1)
where
D = (∂/∂t, ∂/∂x), (1.2)
ϕ,ψ ∈ C∞0
(
R+
)
(1.3)
and ε > 0 is a small parameter, and R+ = [0,+∞).
Let
λ˜ = (λ; (λi), i = 0,1). (1.4)
Suppose that in a neighbourhood of λ˜ = 0, say for |˜λ| 1, functions b(˜λ), a0(˜λ) and F (˜λ) in (1.1) are all suﬃciently smooth
functions satisfying
b(˜λ), a0(˜λ) = O
(|˜λ|α), (1.5)
F (˜λ) = O (|˜λ|1+α), (1.6)
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a(˜λ) = 1+ b(˜λ)m0, (1.7)
where α is an integer  1, m0 is a positive constant.
In [9], Professor Ta-tsien Li, Xin Yu and Yi Zhou investigated the lower bounds of life-span of classical solutions to the
Cauchy problems for one dimensional general quasilinear wave equations. However, to the best of our knowledge, there
are no lower bounds estimate of life-span results concerning initial–boundary value problems for one dimensional general
quasilinear wave equations. The aim of this paper is to study the life-span of classical solutions to (1.1) for all integers α  1.
By deﬁnition, the life-span T (ε) = supτ for all τ > 0 such that there exists a classical solution to (1.1) on 0 t  τ .
We outline our results as follows: There exists a small positive number ε0 such that for any ε ∈ (0, ε0], the life-span has
the following lower bounds:
(i) In the general case
T (ε) aε−α(1+α)/(2+α); (1.8)
(ii) If
∂
β
u F (0,0) = 0, ∀α + 1 β  β0, (1.9)
then
T (ε) aε−min(
β0(1+β0)
(2+β0) ,α), (1.10)
where a is a positive constant independent of ε, and β0 is an integer >α. When
β0(1+β0)
(2+β0)  α, (1.10) becomes
T (ε) aε−α. (1.11)
In [9], Professor Ta-tsien Li, Xin Yu and Yi Zhou obtained the lower bounds of life-span of classical solutions to the
Cauchy problems for one dimensional general quasilinear wave equations. One of the key points used in their paper is the
higher-order energy integral formula to get the priori estimates. As a result, it is diﬃcult to obtain the higher-order energy
integral formula for the initial–boundary value problems for one dimensional general quasilinear wave equations, because
the spatial derivative of the solution at the boundary is unknown and also it cannot be estimated.
To date no paper has appeared in the literature which discusses the lower bounds estimate of life-span results concerning
initial–boundary value problems for one dimensional general quasilinear wave equations. This paper attempts to ﬁll this
gap in the literature. In this paper, on the one hand, our work concentrates on the construction of the higher-order energy
integral inequality for the initial–boundary value problem, we will use the mathematical induction and the elliptic regularity
to overcome the diﬃculty (the method is motivated by [2]). On the other hand, we will establish the key Lemmas 2.4 and
2.5 accordingly by extension method to get our main Theorems 3.2 and 4.1 which are motivated by the work of Ta-tsien Li,
Xin Yu and Yi Zhou [9]. Our result in the general case is different from that of the Cauchy problems for one dimensional
general quasilinear wave equations. The related studies on the life-span and blowup of classical solutions to nonlinear wave
equations can be found in [1–14].
The rest of the paper is arranged as follows. We state several preliminary propositions in Section 2, Section 3 is devoted
to the proof of lower bound estimate (1.8), and we prove the lower bound estimate (1.10) in Section 4.
2. Preliminaries
For any integer N  0, deﬁne∥∥u(t, x)∥∥D,N,p = ∑
|k|N
∥∥Dku(t, x)∥∥Lp(R+), ∀t  0, (2.1)
for any function u = u(t, x) such that all norms appearing on the right-hand side are bounded, where 1  p  +∞, k =
(k0,k1) is a double-index, |k| = k0 + k1, R+ = [0,+∞), and
Dk = ∂k0t ∂k1x . (2.2)
To prove the main results in this paper, we will employ the following important lemmas:
Lemma 2.1. Suppose that F = F (w) is a suﬃciently smooth function of w = (w1, . . . ,wM) with
F (0) = 0. (2.3)
For any given integer N  0, if a vector function w = w(t, x) satisﬁes
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where [·,·] stands for the integer part of a real number and ν0 is a positive constant, and such that all norms appearing on the right-
hand side below are bounded, we have∥∥F (w(t, ·))∥∥D,N,p  C(ν0)∥∥w(t, ·)∥∥D,N,p, ∀t ∈ [0, T ], (2.5)
where 1 p +∞ and C(ν0) is a positive constant depending on ν0 .
Proof. Similar to the proof of the corresponding lemma in [7], also see [9]. 
Lemma 2.2. Let v = v(t, x) and w = w(t, x) be functions such that all norms appearing on the right-hand side below are bounded.
Then for any double-index k with |k| = N > 0 we have∥∥Dk(vw)∥∥Lr(R+)  C{‖v‖D,[N/2],p‖w‖D,N,q + ‖Dv‖D,N−1,q‖w‖D,N˜,p} (2.6)
and ∥∥Dk(vw) − vDkw∥∥Lr(R+)  C{‖v‖D,[N/2],p‖w‖D,N−1,q + ‖Dv‖D,N−1,q‖w‖D,N˜,p}, (2.7)
where
N˜ = [(N − 1)/2], (2.8)
1 p,q, r +∞ with
1/r = 1/p + 1/q, (2.9)
and C is a positive constant.
Proof. Similar to the proof of the corresponding lemma in [9]. 
Lemma 2.3. Suppose that G = G(w) is a suﬃciently smooth function of w = (w1, . . . ,wM) satisfying that if
|w| ν0, (2.10)
then
G(w) = O (|w|α), (2.11)
where α is an integer  1. Then for any integer N > 0, if a vector function w = (w1, . . . ,wM)(t, x) satisﬁes (2.4) and such that all
norms appearing on the right-hand side below are bounded, we have∥∥DG(w)∥∥D,N−1,p  C‖w‖α−1D,[N/2],∞‖Dw‖D,N−1,p, (2.12)
where 1 p +∞ and C is a positive constant.
Proof. Similar to the proof of the corresponding lemma in [9]. 
Lemma 2.4. Let w(0) = w(0)(t, x) be the solution to the initial–boundary value problem:⎧⎪⎨⎪⎩
w(0)tt − w(0)xx = 0, x> 0, t > 0,
t = 0: w(0) = ϕ(x), w(0)t = ψ(x), x> 0,
x = 0: w(0) = 0, for t  0,
(2.13)
where ϕ , ψ satisfy (1.3). Then for any p with 1 p +∞, we have∥∥w(0)(t, ·)∥∥Lp(R+)  21/p‖ϕ‖Lp(R+) + C(1+ t)1/p‖ψ‖L1(R+); ∀t  0, (2.14)
where C is a positive constant, and for any p with 1 p +∞,∥∥Dw(0)(t, ·)∥∥Lp(R+)  21/p∥∥ϕ′(·)∥∥Lp(R+) + 21/p∥∥ψ(·)∥∥Lp(R+), ∀t  0. (2.15)
Moreover, we have
294 W. Han / J. Math. Anal. Appl. 387 (2012) 291–309∥∥w(0)(t, ·)∥∥Lp(R+)  21/p‖ϕ‖Lp(R+) + ‖Ψ ‖Lp(R), ∀t  0, (2.16)
where Ψ (x) ∈ C∞0 (R), such that:
Ψ ′(x) = Ψ1(x), ∀x ∈ R, (2.17)
and Ψ1(x) is the odd expansion of ψ(x):
Ψ1(x) =
{
ψ(x) (x 0),
−ψ(−x) (x< 0). (2.18)
Proof. Note that ϕ(x) and ψ(x) are deﬁned on x 0. First, we take odd expansion on ϕ(x) and ψ(x): Let
Φ(x) =
{
ϕ(x) (x 0),
−ϕ(−x) (x< 0), Ψ1(x) =
{
ψ(x) (x 0),
−ψ(−x) (x< 0). (2.19)
Let w(0) satisfy the following Cauchy problem:{
w(0)tt − w(0)xx = 0, x ∈ R, t > 0,
t = 0: w(0) = Φ(x), w(0)t = Ψ1(x), x ∈ R,
(2.20)
then we restrict the solution w(0)(t, x) of the above Cauchy problem (2.20) to the semi-inﬁnite interval x 0, we can obtain
the solution of the original initial–boundary value problem (2.13). For the solution w(0)(t, x) of the problem (2.20), by the
well-known D’Alembert’s formula, we have
w(0)(t, x) = 1
2
[
Φ(x+ t) + Φ(x− t)]+ 1
2
x+t∫
x−t
Ψ1(ξ)dξ, t  0. (2.21)
Then by Lemma 2.4 in [9], we have∥∥w(0)(t, ·)∥∥Lp(R)  ‖Φ‖Lp(R) + C(1+ t)1/p‖Ψ1‖L1(R), ∀t  0, (2.22)
where C is a positive constant. By the property of the odd expansion (2.19), we know that
‖Φ‖Lp(R) = 21/p‖ϕ‖Lp(R+), ‖Ψ1‖L1(R) = 2‖ψ‖L1(R+). (2.23)
And obviously, we have∥∥w(0)(t, ·)∥∥Lp(R+)  ∥∥w(0)(t, ·)∥∥Lp(R). (2.24)
So we have∥∥w(0)(t, ·)∥∥Lp(R+)  21/p‖ϕ‖Lp(R+) + C(1+ t)1/p‖ψ‖L1(R+), ∀t  0. (2.25)
Secondly, by the expression (2.21), we have
Dtw
(0)(t, x) = ∂t w(0)(t, x) = 1
2
[
Φ ′(x+ t) − Φ ′(x− t)]+ 1
2
[
Ψ1(x+ t) + Ψ1(x− t)
]
, t  0, (2.26)
so we have∥∥Dtw(0)(t, ·)∥∥Lp(R) = ∥∥∂t w(0)(t, ·)∥∥Lp(R)  ∥∥Φ ′(x)∥∥Lpx (R) + ∥∥Ψ1(x)∥∥Lpx (R), t  0. (2.27)
Similarly, we can obtain∥∥Dxw(0)(t, ·)∥∥Lp(R) = ∥∥∂xw(0)(t, ·)∥∥Lp(R)  ∥∥Φ ′(x)∥∥Lpx (R) + ∥∥Ψ1(x)∥∥Lpx (R), t  0. (2.28)
Therefore, we conclude that∥∥Dw(0)(t, ·)∥∥Lp(R)  ∥∥Φ ′(·)∥∥Lp(R) + ∥∥Ψ1(·)∥∥Lp(R), t  0. (2.29)
Also by the property of the odd expansion, we know that Φ ′(x) is an even function of x, Ψ1(x) is odd function.
∥∥Φ ′(·)∥∥pLp(R) =
+∞∫ ∣∣Φ ′(x)∣∣p dx = 2 +∞∫ ∣∣ϕ′(x)∣∣p dx = 2∥∥ϕ′(·)∥∥pLp(R+), (2.30)−∞ 0
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So we have∥∥Φ ′(·)∥∥Lp(R) = 21/p∥∥ϕ′(·)∥∥Lp(R+), ∥∥Ψ1(·)∥∥Lp(R) = 21/p∥∥ψ(·)∥∥Lp(R+), (2.32)
since ∥∥Dw(0)(t, ·)∥∥Lp(R+)  ∥∥Dw(0)(t, ·)∥∥Lp(R). (2.33)
So we conclude that∥∥Dw(0)(t, ·)∥∥Lp(R+)  21/p∥∥ϕ′(x)∥∥Lp(R+) + 21/p∥∥ψ(x)∥∥Lp(R+), ∀t  0. (2.34)
Thirdly, let Ψ (x) ∈ C∞0 (R) such that:
Ψ ′(x) = Ψ1(x), ∀x ∈ R. (2.35)
Obviously, since Ψ1(x) is the odd expansion function of ψ(x), and Ψ1(x) ∈ C∞0 (R),
∫ +∞
−∞ Ψ1(x)dx = 0, therefore Ψ (x) is
an even function compactly supported in R . That is Ψ (x) ∈ C∞0 (R).
And thus we have
x+t∫
x−t
Ψ1(ξ)dξ = Ψ (x+ t) − Ψ (x− t), (2.36)
so the solution of (2.20) is
w(0)(t, x) = 1
2
[
Φ(x+ t) + Φ(x− t)]+ 1
2
[
Ψ (x+ t) − Ψ (x− t)], t  0. (2.37)
Hence, we have∥∥w(0)(t, ·)∥∥Lp(R)  ‖Φ‖Lp(R) + ‖Ψ ‖Lp(R), ∀t  0, (2.38)
since Φ(x) is the odd expansion function of ϕ(x), we have
‖Φ‖Lp(R) =
( +∞∫
−∞
∣∣Φ(x)∣∣p dx)1/p = [2( +∞∫
0
∣∣ϕ(x)∣∣p dx)]1/p
= 21/p
( +∞∫
0
∣∣ϕ(x)∣∣p dx)1/p = 21/p‖ϕ‖Lp(R+). (2.39)
So we have∥∥w(0)(t, ·)∥∥Lp(R)  21/p‖ϕ‖Lp(R+) + ‖Ψ ‖Lp(R), ∀t  0, (2.40)
and by∥∥w(0)(t, ·)∥∥Lp(R+)  ∥∥w(0)(t, ·)∥∥Lp(R), (2.41)
we conclude that∥∥w(0)(t, ·)∥∥Lp(R+)  21/p‖ϕ‖Lp(R+) + ‖Ψ ‖Lp(R), ∀t  0. (2.42)
This proves Lemma 2.4. 
Lemma 2.5. Let w(t, x) be the solution to the initial–boundary value problem:⎧⎨⎩
wtt − wxx = F (t, x), x> 0, t > 0,
t = 0: w = 0, wt = 0, x> 0, (2.43)
x = 0: w = 0, for t  0.
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∥∥w(t, ·)∥∥Lp(R+)  C
t∫
0
(1+ t − τ )1/p∥∥F (τ , ·)∥∥L1(R+) dτ , ∀t  0, (2.44)
where C is a positive constant and for any p with 1 p +∞,
∥∥Dw(t, ·)∥∥Lp(R+)  21/p
t∫
0
∥∥F (τ , ·)∥∥Lp(R+) dτ , ∀t  0. (2.45)
Moreover, such that the norm appearing on the right-hand side below are bounded, we have
∥∥w(t, ·)∥∥Lp(R+)  21/p
t∫
0
∥∥F(τ , ·)∥∥Lp(R+) dτ , ∀t  0, (2.46)
where F(t, x) satisﬁes that
∂xF(t, x) = F1(t, x), ∀x ∈ R, t > 0,
and F1(t, x) is the odd expansion of F (t, x) about x:
F1(t, x) =
{
F (t, x) (x 0),
−F (t,−x) (x< 0).
Proof. By Duhamel’s principle, we have
w(t, x) =
t∫
0
W (x, t, τ )dτ , (2.47)
where W = W (x, t, τ ) satisﬁes (t′ = t − τ )⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂2W
∂t′2
− ∂
2W
∂x2
= 0, t′ > 0, x> 0,
t′ = 0: W = 0, ∂W
∂t′
= F (τ , x), x> 0,
x = 0: W = 0, for t′  0.
(2.48)
By Lemma 2.4, we get:∥∥W (·, t, τ )∥∥Lp(R+)  C(1+ t′)1/p∥∥F (τ , ·)∥∥L1(R+) = C(1+ t − τ )1/p∥∥F (τ , ·)∥∥L1(R+); ∀t  0, (2.49)
where C is a positive constant.
So we have
∥∥w(t, ·)∥∥Lp(R+) 
t∫
0
∥∥W (·, t, τ )∥∥Lp(R+) dτ  C
t∫
0
(1+ t − τ )1/p∥∥F (τ , ·)∥∥L1(R+) dτ ; ∀t  0, (2.50)
where C is a positive constant.
Secondly, by Lemma 2.4, we get∥∥DW (·, t, τ )∥∥Lp(R+)  21/p∥∥F (τ , ·)∥∥Lp(R+), ∀t  0. (2.51)
Since we take derivative about t on w(t, x), we get for ∀t  0,
Dtw(t, x) = ∂t w(t, x) = W (x, t, t) +
t∫
0
∂tW (x, t, τ )dτ =
t∫
0
DtW (x, t, τ )dτ , (2.52)
the above expression implies
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t∫
0
∥∥DtW (x, t, τ )∥∥Lpx (R+) dτ
 21/p
t∫
0
∥∥F (τ , ·)∥∥Lp(R+) dτ , ∀t  0. (2.53)
Similarly, we can obtain
∥∥Dxw(t, ·)∥∥Lp(R+) = ∥∥wx(t, ·)∥∥Lp(R+) 
t∫
0
∥∥DxW (x, t, τ )∥∥Lpx (R+) dτ
 21/p
t∫
0
∥∥F (τ , ·)∥∥Lp(R+) dτ , ∀t  0. (2.54)
Thus we conclude that
∥∥Dw(t, ·)∥∥Lp(R+)  21/p
t∫
0
∥∥F (τ , ·)∥∥Lp(R+) dτ , ∀t  0. (2.55)
Thirdly, let F(t, x) such that ∂xF(t, x) = F1(t, x), ∀x ∈ R , t > 0. Since F1(t, x) is the odd expansion of F (t, x) about x, then
F(t, x) is an even function of x.
By Lemma 2.4, we get:∥∥W (·, t, τ )∥∥Lp(R+)  ∥∥F(τ , ·)∥∥Lp(R) = 21/p∥∥F(τ , ·)∥∥Lp(R+); ∀t  0, (2.56)
so we have
∥∥w(t, ·)∥∥Lp(R+) 
t∫
0
∥∥W (·, t, τ )∥∥Lp(R+) dτ  21/p
t∫
0
∥∥F(τ , ·)∥∥Lp(R+) dτ ; ∀t  0. (2.57)
The proof is complete. 
3. Lower bound (1.8) of the life-span of classical solutions to (1.1)
By the Sobolev embedding theorem, there exists E0 > 0 so small that
‖ f ‖L∞(R+)  1, ∀ f ∈ H1
(
R+
)
, ‖ f ‖H1(R+)  E0. (3.1)
For any given integer S  4, any given positive real numbers E ( E0) and T , introduce the following set of functions:
XS,E,T =
{
v(t, x)
∣∣∣∣ DS,T (v) E, ∂ lt v(0, x) = u(0)l (x) (l = 0,1, . . . , S),u(0)0 (0) = u(0)1 (0) = · · · = u(0)S (0) = 0, ∂ lt v(t,0) = 0 (l = 0,1, . . . , S)
}
, (3.2)
where
DS,T (v) = sup
0tT
∥∥v(t, ·)∥∥L∞(R+) + sup
0tT
∥∥v(t, ·)∥∥L1+α(R+) + sup
0tT
∥∥Dv(t, ·)∥∥D,S,2. (3.3)
Moreover, u(0)0 = εϕ(x), u(0)1 = εψ(x), and u(0)l (x) (l = 2, . . . , S) are the values of ∂ ltu(t, x) at t = 0 formally determined
from the equation in (1.1) and the initial data and the boundary condition in (1.1). Obviously, u(0)l (l = 0,1, . . . , S) are all
suﬃciently smooth functions with compact support.
It is easy to prove the following
Lemma 3.1. Endowed with the metric
ρ(v, v) = DS,T (v − v), ∀v, v ∈ XS,E,T , (3.4)
XS,E,T is a nonempty complete metric space, provided that ε > 0 is suitably small.
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H1
(
R+
)⊂ L∞(R+)with continuous embedding (3.5)
and interpolation, we have for any v ∈ XS,E,T∥∥v(t, ·)∥∥D,[S/2]+2,∞  C E, ∀t ∈ [0, T ], (3.6)
and for any p with 2 p +∞,∥∥Dv(t, ·)∥∥Lp(R+)  C E, ∀t ∈ [0, T ], (3.7)
where C is a positive constant.
Let X˜ S,E,T be the subset of XS,E,T composed of all elements in XS,E,T with compact support in the variable x for any
ﬁxed t ∈ [0, T ].
Theorem 3.2. Under assumptions (1.3) and (1.5)–(1.7), for any given integer S  4, there exist positive constants ε0 and C0 with
C0ε0  E0 such that for any ε ∈ (0, ε0], there exists a positive number T = T (ε) such that the initial–boundary value problem (1.1)
admits on [0, T (ε)] a unique classical solution u ∈ X˜ S,C0ε,T (ε) , where T (ε) can be chosen as follows:
T (ε) = aε−α(1+α)/(2+α) − 1, (3.8)
where a is a positive constant.
Moreover, with eventual modiﬁcation on a set with zero measure in the variable t, we have
u ∈ C([0, T (ε)]; HS+1(R+)), (3.9)
ut ∈ C
([
0, T (ε)
]; HS(R+)), (3.10)
utt ∈ C
([
0, T (ε)
]; HS−1(R+)). (3.11)
In order to prove Theorem 3.2, we deﬁne a map
M : v → u = Mv (3.12)
by solving the following initial–boundary value problem for linear wave equations for any v ∈ X˜ S,E,T :⎧⎨⎩utt − uxx = F̂ (v, Dv, Dux) b(v, Dv)uxx + 2a0(v, Dv)utx + F (v, Dv), x> 0, t > 0,t = 0: u = εϕ(x), ut = εψ(x), x> 0,
x = 0: u = 0, for t  0.
(3.13)
It is not diﬃcult to get the following two lemmas:
Lemma 3.3. For any v ∈ X˜ S,E,T we have, with eventual modiﬁcation on a set with zero measure in t,
u = Mv ∈ C([0, T ]; HS+1(R+)), (3.14)
ut ∈ C
([0, T ]; HS(R+)), (3.15)
utt ∈ L∞
(
0, T ; HS−1(R+)). (3.16)
Moreover, for any ﬁxed t ∈ [0, T ], u = u(t, x) has compact support in the variable x.
Lemma 3.4. For u = u(t, x) = Mv, ∂ ltu(0, x) (l = 0,1, . . . , S + 1) are independent of v ∈ X˜ S,E,T and
∂ ltu(0, x) = u(0)l (x) (l = 0,1, . . . , S). (3.17)
Furthermore,∥∥u(0, ·)∥∥D,S+1,p  Cε, (3.18)
where 1 p +∞, C is a positive constant and ‖u(0, ·)‖D,S+1,p denotes the value of ‖u(t, ·)‖D,S+1,p at t = 0.
Lemma 3.5. Under the assumptions of Theorem 3.2, for any v ∈ X˜ S,E,T , u = Mv satisﬁes
DS,T (u) C1
[
ε + (R + √R )(E + DS,T (u))], (3.19)
where C1 is a positive constant and
R = R(E, T ) = Eα(1+ T )(2+α)/(1+α). (3.20)
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We can write
u(t, x) = εw(0)(t, x) + w(t, x), (3.21)
where w(0)(t, x) is the solution to (2.13), while w(t, x) is the solution to (2.43) with F = F̂ (v, Dv, Dux).
By (2.21), it is easy to see that∥∥w(0)(t, ·)∥∥L∞(R)  ‖Φ‖L∞(R) + 12‖Ψ1‖L1(R), (3.22)
and
‖Φ‖L∞(R) = ‖ϕ‖L∞(R+), ‖Ψ1‖L1(R) = 2‖ψ‖L1(R+), (3.23)
so we get∥∥w(0)(t, ·)∥∥L∞(R+)  ∥∥w(0)(t, ·)∥∥L∞(R)  ‖ϕ‖L∞(R+) + ‖ψ‖L1(R+). (3.24)
Hence, we have∥∥w(0)(t, ·)∥∥L∞(R+)  C, (3.25)
here and hereafter, C denotes a positive constant. On the other hand, by (2.44), we have
∥∥w(t, ·)∥∥L∞(R+)  C
t∫
0
∥∥ F̂ (v, Dv, Dux)(τ , ·)∥∥L1(R+) dτ , ∀t  0. (3.26)
By Lemma 2.1 and Hölder’s inequality, noting (3.5), (3.7) and the deﬁnition of XS,E,T , we have∥∥(b(v, Dv)uxx + 2a0(v, Dv)utx)(τ , ·)∥∥L1(R+)  C∥∥(v, Dv)∥∥αL1+α(R+)‖Dux‖L1+α(R+)
 C Eα‖Dux‖1−2/(1+α)L∞(R+) ‖Dux‖2/(1+α)L2(R+)
 C Eα‖Dux‖H1(R+)  C EαDS,T (u), (3.27)∥∥F (v, Dv)(τ , ·)∥∥L1(R+)  C∥∥(v, Dv)∥∥1+αL1+α(R+)  C E1+α. (3.28)
Hence, it is easy to see that∥∥w(t, ·)∥∥L∞(R+)  C Eα(1+ t)(E + DS,T (u)). (3.29)
Noticing (3.20), the combination of (3.25) and (3.29) yields
sup
0tT
∥∥u(t, ·)∥∥L∞(R+)  C{ε + R(E, T )(E + DS,T (u))}. (3.30)
We then estimate ‖u(t, ·)‖L1+α(R+) .
By (2.16), we have∥∥w(0)(t, ·)∥∥L1+α(R+)  C . (3.31)
Moreover, still by (2.44), using (3.27)–(3.28) and (3.20) we get
∥∥w(t, ·)∥∥L1+α(R+)  C
t∫
0
(1+ t − τ )1/(1+α)∥∥ F̂ (v, Dv, Dux)(τ , ·)∥∥L1(R+) dτ
 C Eα(1+ t)(2+α)/(1+α)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
. (3.32)
Hence, by (3.31) and (3.32) it turns out that
sup
0tT
∥∥u(t, ·)∥∥L1+α(R+)  C{ε + R(E, T )(E + DS,T (u))}. (3.33)
Finally, we estimate ‖Du(t, ·)‖D,S,2.
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double-index k = (k0,k1) with 0 |k| S , there is a positive constant C , so that∑
|k|S
∥∥Dk∂t,xu(t, ·)∥∥2L2(R+)
 C
∑
|k|S
∥∥Dkut(0, ·)∥∥2L2(R+) + C ∑
|k|S
+∞∫
0
a(v, Dv)(0, x)
(
Dkux(0, x)
)2
dx
+ C
∑
|k|S
t∫
0
+∞∫
0
∣∣∂τb(v, Dv)(τ , x)∣∣(Dkux(τ , x))2 dxdτ
+ C
∑
|k|S
t∫
0
+∞∫
0
∣∣∂xb(v, Dv)(τ , x)Dkuτ (τ , x)Dkux(τ , x)∣∣dxdτ
+ C
∑
|k|S
t∫
0
+∞∫
0
∣∣∂xa0(v, Dv)(τ , x)∣∣(Dkuτ (τ , x))2 dxdτ + C ∑
|k|S
t∫
0
+∞∫
0
∣∣Gk(τ , x)Dkuτ (τ , x)∣∣dxdτ
+ C
∑
|k|S
t∫
0
+∞∫
0
∣∣gk(τ , x)Dkuτ (τ , x)∣∣dxdτ + C ∑
|k|S−1
∥∥Dku(t, ·)∥∥2L2(R+)
= C
∑
|k|S
∥∥Dkut(0, ·)∥∥2L2(R+) + C ∑
|k|S
+∞∫
0
a(v, Dv)(0, x)
(
Dkux(0, x)
)2
dx
+ I+ II+ III+ IV+ V+ C
∑
|k|S−1
∥∥Dku(t, ·)∥∥2L2(R+), (3.34)
in which the function a(·) is deﬁned by (1.7),
Gk = Dk
(
b(v, Dv)uxx
)− b(v, Dv)Dkuxx + 2[Dk(a0(v, Dv)utx)− a0(v, Dv)Dkutx], (3.35)
gk = gk(t, x) = DkF (v, Dv), (3.36)
and
u = utt − uxx. (3.37)
Here and hereafter, C will be a positive constant and it may change from line to line.
We prove this by mathematical induction, when S = 0, in this case, for any double-index k = (k0,k1) with k = 0, by
multiplying ut to both sides of the equation in (3.13), we get the following energy integral formula
∥∥ut(t, ·)∥∥2L2(R+) +
+∞∫
0
a(v, Dv)(t, x)
(
ux(t, x)
)2
dx
= ∥∥ut(0, ·)∥∥2L2(R+) +
+∞∫
0
a(v, Dv)(0, x)
(
ux(0, x)
)2
dx
+
t∫
0
+∞∫
0
∂τb(v, Dv)(τ , x)
(
ux(τ , x)
)2
dxdτ − 2
t∫
0
+∞∫
0
∂xb(v, Dv)(τ , x)uτ (τ , x)ux(τ , x)dxdτ
− 2
t∫
0
+∞∫
0
∂xa0(v, Dv)(τ , x)
(
uτ (τ , x)
)2
dxdτ + 2
t∫
0
+∞∫
0
g0(τ , x)uτ (τ , x)dxdτ , (3.38)
where
g0 = g0(t, x) = F (v, Dv). (3.39)
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
∥∥ut(0, ·)∥∥2L2(R+) +
+∞∫
0
a(v, Dv)(0, x)
(
ux(0, x)
)2
dx
+
t∫
0
+∞∫
0
∣∣∂τb(v, Dv)(τ , x)∣∣(ux(τ , x))2 dxdτ + 2 t∫
0
+∞∫
0
∣∣∂xb(v, Dv)(τ , x)∣∣∣∣uτ (τ , x)∣∣∣∣ux(τ , x)∣∣dxdτ
+ 2
t∫
0
+∞∫
0
∣∣∂xa0(v, Dv)(τ , x)∣∣(uτ (τ , x))2 dxdτ + 2 t∫
0
+∞∫
0
∣∣g0(τ , x)∣∣∣∣uτ (τ , x)∣∣dxdτ . (3.40)
This proves that (3.34) holds when S = 0. Next we need to show that if the estimate is valid if S is replaced by S − 1 for
S > 0, then it must be valid for S .
Since u satisﬁes the equation in (3.13), we observe that, since ∂tu|t=0, x>0 = εψ(x), (∂tu)t |t=0, x>0 = u(0)2 (x), in which
u(0)2 (x) is formally determined from the equation in (3.13) and the initial data and the boundary condition in (3.13), and
∂tu|x=0, t0 = 0. We use induction hypothesis on ∂tu, we get that∑
|k|S−1
∥∥Dk∂t,x(∂tu)(t, ·)∥∥2L2(R+)
 C
∑
|k|S−1
∥∥Dk(∂tu)t(0, ·)∥∥2L2(R+) + C ∑
|k|S−1
+∞∫
0
a(v, Dv)(0, x)
(
Dk(∂tu)x(0, x)
)2
dx
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂τb(v, Dv)(τ , x)∣∣(Dk(∂τ u)x(τ , x))2 dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂xb(v, Dv)(τ , x)∣∣∣∣Dk(∂τ u)τ (τ , x)∣∣∣∣Dk(∂τ u)x(τ , x)∣∣dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂xa0(v, Dv)(τ , x)∣∣(Dk(∂τ u)τ (τ , x))2 dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣Gk(τ , x)∣∣∣∣Dk(∂τ u)τ (τ , x)∣∣dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣gk(τ , x)∣∣∣∣Dk(∂τ u)τ (τ , x)∣∣dxdτ + C ∑
|k|S−2
∥∥Dk(∂tu)(t, ·)∥∥2L2(R+)
 C
∑
|k|S
∥∥Dkut(0, ·)∥∥2L2(R+) + C ∑
|k|S
+∞∫
0
a(v, Dv)(0, x)
(
Dkux(0, x)
)2
dx
+ I+ II+ III+ IV+ V+ C
∑
|k|S−1
∥∥Dku(t, ·)∥∥2L2(R+). (3.41)
So we get that
∑
|k|S−1 ‖Dk∂t,x(∂tu)(t, ·)‖2L2(R+) can be dominated by the right side of (3.34). Hence, it suﬃces to show
that for ∀S  1, ∑|k|=S ‖∂kx∇xu(t, ·)‖2L2(R+) also can be dominated by the right side of (3.34). For this purpose, we can use
the elliptic regularity theory to deal with this situation, the proof method holds for all space dimensions n  1, however,
we take n = 1 in our paper. Since∑∥∥∂kx∂xu(t, ·)∥∥2L2(R+) = ∑ ∥∥∂2x ∂kx u(t, ·)∥∥2L2(R+) = ∑ ∥∥∂kx u(t, ·)∥∥2L2(R+), (3.42)|k|=S |k|=S−1 |k|=S−1
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the above expression implies that∥∥∂kx u(t, ·)∥∥2L2(R+)  2(∥∥∂kx∂2t u(t, ·)∥∥2L2(R+) + ∥∥∂kx u(t, ·)∥∥2L2(R+)), (3.44)∑
|k|=S−1
∥∥∂kx u(t, ·)∥∥2L2(R+)  2 ∑
|k|=S−1
∥∥∂kx∂2t u(t, ·)∥∥2L2(R+) + 2 ∑
|k|=S−1
∥∥∂kx u(t, ·)∥∥2L2(R+), (3.45)
by the induction hypothesis (3.41), we have observed, the ﬁrst term in the right side of (3.45) is dominated by the
right side of (3.34), and the second term in the right side of (3.45) also has this property. Thus we conclude that∑
|k|=S−1 ‖∂kx u(t, ·)‖2L2(R+) is dominated by the right side of (3.34).
Next we have that∑
|k|=S
∥∥∂kx∂xu(t, ·)∥∥2L2(R+)  C ∑
|k|=S−1
∥∥∂kx u(t, ·)∥∥2L2(R+), (3.46)
in fact, here C = 1 in one dimensional space. Therefore ∑|k|=S ‖∂kx ∂xu(t, ·)‖2L2(R+) is dominated by the right side of (3.34),
therefore (3.34) holds for ∀S  1. Finally, we analyze the higher-order energy estimate (3.34). Noting (1.5) and (3.6), it is
easily seen that
|I|, |II|, |III| C Eα(1+ t)D2S,T (u) C R(E, T )D2S,T (u). (3.47)
By Lemmas 2.1–2.3 and noting (3.5), we get∥∥Gk(τ , ·)∥∥L2(R+)  C EαDS,T (u), (3.48)
and for |k| > 0,∥∥gk(τ , ·)∥∥L2(R+)  C E1+α. (3.49)
Moreover, noting (1.6) and (3.6) we have∥∥g0(τ , ·)∥∥L2(R+) = ∥∥F (v, Dv)(τ , ·)∥∥L2(R+)  C∥∥(v, Dv)(τ , ·)∥∥1+αL2(1+α)(R+). (3.50)
By Hölder’s inequality and the deﬁnition of XS,E,T , we have∥∥v(τ , ·)∥∥L2(1+α)(R+)  ‖v‖1/2L∞(R+)‖v‖1/2L1+α(R+)  C E, (3.51)
then noting (3.7) it turns out that∥∥g0(τ , ·)∥∥L2(R+)  C E1+α. (3.52)
By means of (3.48)–(3.49) and (3.52), noting (3.20) we obtain
|IV| C Eα(1+ t)D2S,T (u) C R(E, T )D2S,T (u), (3.53)
|V| C E1+α(1+ t)DS,T (u) C R(E, T )EDS,T (u). (3.54)
Noting that
Dku(t, x) = Dku(t, x) = Dk[b(v, Dv)uxx + 2a0(v, Dv)utx + F (v, Dv)], (3.55)
by Hölder’s inequality and interpolation formula, very similar to the analysis of |I|–|V|, we can prove the following:∥∥Dku(t, ·)∥∥2L2(R+)  C R2(E, T )(E + DS,T (u))2, (3.56)
and thus∑
|k|S−1
∥∥Dku(t, ·)∥∥2L2(R+)  C R2(E, T )(E + DS,T (u))2. (3.57)
By (3.47) and (3.53)–(3.54) and noting (1.7) and (3.18), it follows from (3.34) that
sup
0tT
∥∥Du(t, ·)∥∥D,S,2  C{ε + (R(E, T ) +√R(E, T ) )(E + DS,T (u))}. (3.58)
The combination of (3.30), (3.33) and (3.58) yields (3.19). This proves Lemma 3.5. 
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DS−1,T (u − u) C2(R +
√
R )
(
DS−1,T (u − u) + DS−1,T (v − v)
)
, (3.59)
where C2 is a positive constant and R = R(E, T ) is still deﬁned by (3.20).
Proof. Let u∗ = u − u, v∗ = v − v . By the deﬁnition of the map M , we have⎧⎨⎩
u∗tt − a(v, Dv)u∗xx − 2a0(v, Dv)u∗tx = F ∗, x> 0, t > 0,
t = 0: u∗ = u∗t = 0, x> 0,
x = 0: u∗ = 0, for t  0,
(3.60)
where the function a(·) is deﬁned by (1.7) and
F ∗ = (b(v, Dv) − b(v, Dv))uxx + 2(a0(v, Dv) − a0(v, Dv))utx + F (v, Dv) − F (v, Dv). (3.61)
First, in a way similar to the proof of (3.30) and (3.33) we can get respectively
sup
0tT
∥∥u∗(t, ·)∥∥L∞(R+)  C R(E, T )(DS−1,T (u∗)+ DS−1,T (v∗)), (3.62)
sup
0tT
∥∥u∗(t, ·)∥∥L1+α(R+)  C R(E, T )(DS−1,T (u∗)+ DS−1,T (v∗)). (3.63)
Then we estimate ‖Du∗(t, ·)‖D,S−1,2.
For any double-index k = (k0,k1) with |k| S − 1, we have∑
|k|S−1
∥∥Dk∂t,xu∗(t, ·)∥∥2L2(R+)
 C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂τb(v, Dv)(τ , x)∣∣(Dku∗x(τ , x))2 dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂xb(v, Dv)(τ , x)∣∣∣∣Dku∗τ (τ , x)∣∣∣∣Dku∗x(τ , x)∣∣dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣∂xa0(v, Dv)(τ , x)∣∣(Dku∗τ (τ , x))2 dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣Gk(τ , x)∣∣∣∣Dku∗τ (τ , x)∣∣dxdτ
+ C
∑
|k|S−1
t∫
0
+∞∫
0
∣∣gk(τ , x)∣∣∣∣Dku∗τ (τ , x)∣∣dxdτ + C ∑
|k|S−2
∥∥Dku∗(t, ·)∥∥2L2(R+)
= I+ II+ III+ IV+ V+ C
∑
|k|S−2
∥∥Dku∗(t, ·)∥∥2L2(R+), (3.64)
where
Gk = Dk
(
b(v, Dv)u∗xx
)− b(v, Dv)Dku∗xx + 2[Dk(a0(v, Dv)u∗tx)− a0(v, Dv)Dku∗tx], (3.65)
gk = gk(t, x) = DkF ∗. (3.66)
As in the proof of Lemma 3.5, we can get
|I|, |II|, |III|, |IV| C Eα(1+ t)D2S−1,T
(
u∗
)
 C R(E, T )D2S−1,T
(
u∗
)
. (3.67)
In a similar way we get that for |k| > 0∥∥gk(τ , ·)∥∥L2(R+)  C EαDS−1,T (v∗), (3.68)
and
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then
|V| C Eα(1+ t)DS−1,T
(
u∗
)
DS−1,T
(
v∗
)
 C R(E, T )DS−1,T
(
u∗
)
DS−1,T
(
v∗
)
, (3.70)
and also we have, when |k| S − 2,∥∥Dku∗(t, ·)∥∥2L2(R+)  C R2(E, T )(DS−1,T (u∗)+ DS−1,T (v∗))2, (3.71)
and thus∑
|k|S−2
∥∥Dku∗(t, ·)∥∥2L2(R+)  C R2(E, T )(DS−1,T (u∗)+ DS−1,T (v∗))2. (3.72)
Thus, we obtain
sup
0tT
∥∥Du∗(t, ·)∥∥D,S−1,2  C(R(E, T ) +√R(E, T ) )(DS−1,T (u∗)+ DS−1,T (v∗)). (3.73)
The combination of (3.62)–(3.63) and (3.73) leads to the desired conclusion (3.59).
By means of Lemmas 3.5–3.6, just as in [8] it is easy to prove that there exists C0 > 0 such that the map M possesses
a unique ﬁxed point in XS,C0ε,T (ε) , provided that ε is suitably small and T (ε) is given by (3.8). This ﬁnishes the proof of
Theorem 3.2, then the lower bound (1.8) for the life-span is veriﬁed. 
4. Lower bound (1.10) of the life-span of classical solutions to (1.1)
In this section we consider the special case that (1.9) holds. The discussion is similar to the preceding section, therefore
we only point out some essential points here.
In this case, instead of (3.3) we take
DS,T (v) = sup
0tT
∥∥v(t, ·)∥∥L∞(R+) + sup
0tT
∥∥v(t, ·)∥∥L1+β0 (R+) + sup
0tT
∥∥Dv(t, ·)∥∥D,S,2, (4.1)
then we have
Theorem 4.1. Under the assumptions of Theorem 3.2, if (1.9) holds, we have the same conclusion as in Theorem 3.2 provided that,
instead of (3.8), T (ε) is given by:
T (ε) = aε−min(
β0(1+β0)
(2+β0) ,α) − 1, (4.2)
where a is a positive constant.
In order to obtain Theorem 4.1, it is only necessary to prove the following two lemmas.
Lemma 4.2. Under the assumptions of Theorem 4.1, for any v ∈ X˜ S,E,T , u = Mv satisﬁes
DS,T (u) C1
[
ε + (R (2+β0)1+β0 + R (2+β0)2(1+β0) + R + √R )(E + DS,T (u))], (4.3)
where C1 is a positive constant and
R = R(E, T ) = Emin(
β0(1+β0)
2+β0 ,α)(1+ T ). (4.4)
Proof. Noting (1.9), F̂ can be rewritten as
F̂ (v, Dv, Dux) =
(
b(v,0)ux
)
x − bx(v,0)ux +
(
b(v, Dv) − b(v,0))uxx
+ 2(a0(v,0)ux)t − 2a0t(v,0)ux + 2(a0(v, Dv) − a0(v,0))uxt
+ (F (v, Dv) − F (v,0) − FDv(v,0)Dv)+ F (v,0) + FDv(v,0)Dv
=
1∑
i=0
∂iGi(v,ux) +
1∑
i=0
Ai(v)vxi ux +
1∑
i, j=0
Bij(v, Dv)vxi uxx j +
1∑
i, j=0
Cij(v, Dv)vxi vx j
+ F (v,0), (4.5)
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Gi(λ) = O
(|λ|1+α), i = 0,1, λ = (λ,λ1) (4.6)
and Gi(λ) is aﬃne in λ1,
Ai(λ) = O
(|λ|α−1), i = 0,1, (4.7)
Bij (˜λ), Cij (˜λ) = O
(|˜λ|α−1), i, j = 0,1, λ˜ = (λ,λ0, λ1), (4.8)
F (λ,0) = O (|λ|1+β0). (4.9)
Hence, the solution u = Mv to (3.13) can be expressed as
u = εw(0) + ∂0z(0) + w(1) − u(0) + u(1) + u(2), (4.10)
where w(0) is still deﬁned by (2.13), while z(0), w(1) , u(0) , u(1) and u(2) satisfy respectively
z(0)tt − z(0)xx = G0(v,ux), (4.11)
w(1)tt − w(1)xx = ∂1G1(v,ux) = ∂xG1(v,ux), (4.12)
u(0)tt − u(0)xx = 0, (4.13)
u(1)tt − u(1)xx =
1∑
i=0
Ai(v)vxi ux +
1∑
i, j=0
Bij(v, Dv)vxi uxx j +
1∑
i, j=0
Cij(v, Dv)vxi vx j , (4.14)
and
u(2)tt − u(2)xx = F (v,0), (4.15)
with the zero initial data and zero boundary data for z(0) , w(1) , u(1) and u(2) and the following initial data for u(0):
t = 0: u(0) = 0, u(0)t = G0(v,ux)(0, x), (4.16)
and the zero boundary data.
We ﬁrst estimate ‖u(t, ·)‖L∞(R+) . By (2.45), (2.46) and noting (4.6) and (3.5), we have,
∥∥∂0z(0)(t, ·)∥∥L∞(R+) 
t∫
0
∥∥G0(v,ux)(τ , ·)∥∥L∞(R+) dτ
 C Eα(1+ t)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
, (4.17)
∥∥w(1)(t, ·)∥∥L∞(R+)  C
t∫
0
∥∥G1(v,ux)(τ , ·)∥∥L∞(R+) dτ
 C Eα(1+ t)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
, (4.18)
here and in what follows R(E, T ) is deﬁned by (4.4).
By Lemma 3.4 and (2.14), we get∥∥w(0)(t, ·)∥∥L∞(R+)  ‖ϕ‖L∞(R+) + C‖ψ‖L1(R+)  C1, ∀t  0,
and ∥∥u(0)(t, ·)∥∥L∞(R+)  Cε, (4.19)
where C1 and C are positive constants.
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∥∥u(1)(t, ·)∥∥L∞(R+)  C
{ t∫
0
1∑
i=0
∥∥Ai(v)vxi ux(τ , ·)∥∥L1(R+) dτ +
t∫
0
1∑
i, j=0
∥∥Bij(v, Dv)vxi uxx j (τ , ·)∥∥L1(R+) dτ
+
t∫
0
1∑
i, j=0
∥∥Cij(v, Dv)vxi vx j (τ , ·)∥∥L1(R+) dτ
}
 C Eα(1+ t)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
. (4.20)
Again by (2.44) and the deﬁnition of X˜ S,E,T , noting (4.9) we get
∥∥u(2)(t, ·)∥∥L∞(R+)  C
t∫
0
∥∥F (v,0)(τ , ·)∥∥L1(R+) dτ
 C
t∫
0
∥∥v(τ , ·)∥∥1+β0
L1+β0 (R+) dτ  C E
1+β0(1+ t)
 C E
[
R(E, T )
](2+β0)/(1+β0)
. (4.21)
The combination of (4.17)–(4.21) and (3.25) yields
sup
0tT
∥∥u(t, ·)∥∥L∞(R+)  C{ε + (R(2+β0)/(1+β0)(E, T ) + R(E, T ))(E + DS,T (u))}. (4.22)
We then estimate ‖u(t, ·)‖L1+β0 (R+) .
Similar to (4.17)–(4.18), using (2.45) and (2.46), we obtain, for t  0,
∥∥∂0z(0)(t, ·)∥∥L1+β0 (R+)  C
t∫
0
∥∥G0(v,ux)(τ , ·)∥∥L1+β0 (R+) dτ
 C
t∫
0
∥∥v(τ , ·)∥∥αL∞(R+)∥∥(v,ux)(τ , ·)∥∥L1+β0 (R+) dτ
 C Eα(1+ t)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
, (4.23)
∥∥w(1)(t, ·)∥∥L1+β0 (R+)  C
t∫
0
∥∥G1(v,ux)(τ , ·)∥∥L1+β0 (R+) dτ
 C
t∫
0
∥∥v(τ , ·)∥∥αL∞(R+)∥∥(v,ux)(τ , ·)∥∥L1+β0 (R+) dτ
 C Eα(1+ t)(E + DS,T (u))
 C R(E, T )
(
E + DS,T (u)
)
. (4.24)
Similarly, by (2.16), (2.44) and (2.46), we can get∥∥w(0)(t, ·)∥∥L1+β0 (R+)  C, ∥∥u(0)(t, ·)∥∥L1+β0 (R+)  Cε, (4.25)∥∥u(1)(t, ·)∥∥L1+β0 (R+)  C R(E, T )(E + DS,T (u)), (4.26)
and ∥∥u(2)(t, ·)∥∥ 1+β +  C E[R(E, T )](2+β0)/(1+β0). (4.27)L 0 (R )
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sup
0tT
∥∥u(t, ·)∥∥L1+β0 (R+)  C{ε + ([R(E, T )](2+β0)/(1+β0) + R(E, T ))(E + DS,T (u))}. (4.28)
Finally, we estimate ‖Du(t, ·)‖D,S,2.
In the present case, we still have (3.34)–(3.36), (3.47), (3.53) and (3.49). Moreover, since we can write F (v, Dv) as
F (v, Dv) = F (v,0) + F˜ (v, Dv)Dv, (4.29)
where F˜ (v, Dv) is suﬃciently smooth and
F˜ (˜λ) = O (|˜λ|α), λ˜ = (λ,λ0, λ1), (4.30)
in a neighbourhood of λ˜ = 0, noting (4.9) and the deﬁnition of X˜ S,E,T we have∥∥F (v,0)(τ , ·)∥∥L2(R+)  ∥∥F (v,0)(τ , ·)∥∥1/2L∞(R+)∥∥F (v,0)(τ , ·)∥∥1/2L1(R+)
 C
∥∥v(τ , ·)∥∥(1+β0)/2L∞(R+) ∥∥v(τ , ·)∥∥(1+β0)/2L1+β0 (R+)
 C E1+β0 , (4.31)∥∥ F˜ (v, Dv)Dv∥∥L2(R+)  ∥∥ F˜ (v, Dv)∥∥L∞(R+)‖Dv‖L2(R+)  C E1+α, (4.32)
then ∥∥g0(τ , ·)∥∥L2(R+)  C E1+β0 + C E1+α. (4.33)
From (3.49) and (4.33) it follows that
|V| C E1+α(1+ t)DS,T (u) + C E1+β0(1+ t)DS,T (u)
 C
([
R(E, T )
](2+β0)/(1+β0) + R(E, T ))EDS,T (u). (4.34)
And also we have that∑
|k|S−1
∥∥Dku(t, ·)∥∥2L2(R+)  C([R(E, T )](2+β0)/(1+β0) + R(E, T ))2(E + DS,T (u))2. (4.35)
By (3.47), (3.53), (4.34) and (4.35), it follows from (3.34) that
sup
0tT
∥∥Du(t, ·)∥∥D,S,2  C{ε + ([R(E, T )](2+β0)/(1+β0) + [R(E, T )] (2+β0)2(1+β0) + R(E, T ) +√R(E, T ) )(E + DS,T (u))}.
(4.36)
The combination of (4.22), (4.28) and (4.36) gives (4.3). This ends the proof of Lemma 4.2. 
Lemma 4.3. Let v, v ∈ X˜ S,E,T . If u = Mv and u = Mv also satisfy u,u ∈ X˜ S,E,T , then
DS−1,T (u − u) C2
(
R
(2+β0)
(1+β0) + R
(2+β0)
2(1+β0) + R + √R )(DS−1,T (u − u) + DS−1,T (v − v)), (4.37)
where C2 is a positive constant and R = R(E, T ) is still deﬁned by (4.4).
Proof. We ﬁrst estimate ‖u∗(t, ·)‖L∞(R+) . We have
b(v, Dv) − b(v, Dv) = b1(˜v, Dv˜)v∗ + b2(˜v, Dv˜)Dv∗
= b1(˜v,0)v∗ +
(
b1(˜v, Dv˜) − b1(˜v,0)
)
v∗ + b2(˜v, Dv˜)Dv∗
= b1(˜v,0)v∗ + b3(˜v, Dv˜)Dv˜v∗ + b2(˜v, Dv˜)Dv∗, (4.38)
and
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1∑
i=0
(
Fi(v,0)∂i v − Fi(v,0)∂i v
)
+
1∑
i, j=0
(
Fij(v, Dv)∂i v∂ j v − Fij(v, Dv)∂i v∂ j v
)
= ∂ F (˜v,0)
∂u
v∗ +
1∑
i=0
∂i
(
Gi(v) − Gi(v)
)
+
1∑
i, j=0
[
Fij(v, Dv)∂i v∂ j v
∗ + Fij(v, Dv)∂i v∗∂ j v +
(
Fij(v, Dv) − Fij(v, Dv)
)
∂i v∂ j v
]
= ∂ F
∂u
(˜v,0)v∗ +
1∑
i=0
∂i
(
Ĝ i (˜v)v
∗)+ 1∑
i, j=0
(
Fij(v, Dv)∂i v∂ j v
∗
+ Fij(v, Dv)∂i v∗∂ j v + F̂ i j (˜v, Dv˜)v∗∂i v∂ j v
)+ 1∑
i, j,k=0
Fijk (˜v, Dv˜)∂i v∂ j v∂kv
∗, (4.39)
where
v˜ = (v, v) (4.40)
and Gi(v) is a primitive function of Fi(v,0). Thus in a way similar to the proof of Lemma 4.2, we can get
sup
0tT
∥∥u∗(t, ·)∥∥L∞(R+) + sup
0tT
∥∥u∗(t, ·)∥∥L1+β0 (R+)
 C
([
R(E, T )
](2+β0)/(1+β0) + R(E, T ))(DS−1,T (u∗)+ DS−1,T (v∗)). (4.41)
On the other hand, we still have (3.64)–(3.68). Moreover, noting that
F (v, Dv) − F (v, Dv) = F (v,0) − F (v,0) +
1∑
i=0
(
Fi(v, Dv)∂i v − Fi(v, Dv)∂i v
)
= ∂ F
∂u
(˜v,0)v∗ +
1∑
i=0
(
Fi(v, Dv)∂i v
∗ + (Fi(v, Dv) − Fi(v, Dv))∂i v), (4.42)
as in the proof of Lemma 4.2, we get∥∥g0(τ , ·)∥∥L2(R+) = ∥∥F ∗(τ , ·)∥∥L2(R+)  C(Eβ0 + Eα)DS−1,T (v∗), (4.43)
and by (3.68), we have
|V| C([R(E, T )](2+β0)/(1+β0) + R(E, T ))DS−1,T (u∗)DS−1,T (v∗). (4.44)
And also we have∑
|k|S−2
∥∥Dku∗(t, ·)∥∥2L2(R+)  C([R(E, T )](2+β0)/(1+β0) + R(E, T ))2(DS−1,T (u∗)+ DS−1,T (v∗))2. (4.45)
Thus, we obtain
sup
0tT
∥∥Du∗(t, ·)∥∥D,S−1,2
 C
([
R(E, T )
](2+β0)/(1+β0) + [R(E, T )] (2+β0)2(1+β0) + R(E, T ) +√R(E, T ) )(DS−1,T (u∗)+ DS−1,T (v∗)). (4.46)
The desired conclusion (4.37) comes directly from (4.41) and (4.46). 
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