A subset X of a vector space V is said to have the "Separation Property" if it separates linear forms in the following sense: given a pair (α, β) of linearly independent linear forms on V there is a point x on X such that α(x) = 0 and β(x) = 0. A more geometric way to express this is the following: every linear subspace H ⊂ V of codimension 1 is linearly spanned by its intersection with X.
Introduction
The starting point of this paper was the following question asked by JensCarsten Jantzen in relation with some work of Alexander Premet [13] :
Question. Let K be an algebraically closed field. Is it true that the minimal nilpotent conjugacy class C min in the Lie algebra g of a simple affine algebraic K-group has the following "Separation Property":
(SP) For any pair of linearly independent linear functions α, β on g there is an element x ∈ C min such that α(x) = 0 and β(x) = 0?
We will show that the answer is "yes" except for sl 2 and the symplectic Lie algebras sp 2n (n 2) where we give explicit counterexamples (see Section 4, Corollary 1 and Example 5). As a consequence, some results in the paper [13] of Premet do not hold in the given generality. (In the mean time we have been informed that the basic results of that paper are still correct and have been proven along different lines (see [7] ).) Nevertheless, the separation property is an interesting concept in itself that we feel is worth further study.
In Section 2 we first discuss the case of matrices and show that the set of nilpotent rank 1 matrices in sl n (K) ⊂ M n (K) has the separation property (SP) in case n 3 (Proposition 1).
In Section 3 we discuss the separation property in general and introduce, in addition, the "strong" and the "weak" separation properties, (SSP) and (WSP). A number of examples illuminate these concepts.
In Sections 4 and 5 we study the separation property for orbits in representation spaces of algebraic groups and give a classification of those representations of reductive groups where the minimal orbit O min satisfies the various separation properties. The main results are the following. We also show that the generic orbit in an irreducible representation of a semisimple group has the separation property, at least in characteristic zero.
Theorem 3. Assume char K = 0. Let O ⊂ V be a generic orbit of an irreducible representation of a semisimple group G. Then O has the separation property (SP).

More precisely, the intersection H ∩ O with every hyperplane is reduced.
In Section 6 we discuss the case of the group SL 2 in characteristic zero and its representations on binary forms. These results are strongly related to the work of Karin Baur [1] . This is, in a sense, the best possible result since we also show that the orbit of x 2 y n−2 does not have the separation property for n 4 (Section 6, Remark 7).
Finally, in Section 7 we prove that the strong separation property (SSP) is an open property.
Proposition 5. Let p : F → S be a family of d-dimensional closed subvarieties of P n . Then the subset {s ∈ S | p −1 (s) satisfies (SSP)} is open in S.
Trace zero matrices
Let K be an infinite field and M n = M n (K) the algebra of n × n-matrices with entries in K. Denote by M 0 n ⊂ M n the subspace of matrices with trace zero and define C min := X ∈ M 0 n X has rank 1 . This is the "smallest" nilpotent conjugacy class different from {0}: it is contained in the closure of every non-zero nilpotent conjugacy class. (Recall that a matrix of rank one and trace zero is nilpotent.) n there is a matrix X ∈ C min such that α(X) = 0 and β(X) = 1.
Proof. Let p 0 denote the characteristic of K. Put V := K n and so M n = End V . If we identify End V with V * ⊗ V in the usual way then the matrices of C min are of the form X = λ ⊗ v, where v ∈ V , λ ∈ V * , and λ(v) = 0.
A linear function α on M 0 n has the form α(X) = tr(AX) with a suitable matrix A ∈ M n . If p does not divide n then A can be chosen in M 0 n and is uniquely determined by α. If p divides n, then A is only determined up to a multiple of the identity matrix E n . For X = λ ⊗ v we have tr(AX) = λ(Av). With these notations consider the following statement:
If α, β correspond to A, B ∈ M n as above, then this statement is equivalent to the following:
Hence, the separation property for C min ⊂ M 0 n can be formulated in the following way:
(SP') For given matrices A, B ∈ M n assume that Bv ∈ KAv + Kv for all v ∈ V .
Then B is a linear combination of A and E.
In fact, assume that B = sA + tE. If p does not divide n then B = sA since A and B have trace zero. If p divides n then either B = tE or we can replace A by A := A + t s E and get B = sA . In all cases it follows that the linear form β is a multiple of α, hence we get (SP).
In order to prove the statement (SP'), we can replace the field K by any field extension and therefore assume that K is algebraically closed. Consider the family L s,t := B + sA + tE ∈ M n where (s, t) ∈ K 2 . The assumption in (SP') means that
We have to show that this implies L s,t = 0 for a suitable (s, t) ∈ K 2 . Let us assume that L s,t = 0 for all (s, t). For a given s, the matrix L s,t is invertible for almost all t. Thus 
If L s,t has rank 1 then B + sA has an eigenspace of dimension n − 1, namely, the kernel of L s,t . It follows that there are infinitely many s such that B + sA has an eigenspace of dimension n − 1. Hence, there is a Zariski-dense set Z ⊂ K 2 such that the matrices s B + sA have an eigenspace of dimension n − 1 for all (s , s) ∈ Z.
Claim. The set Y of all matrices C ∈ M n , having an eigenspace of dimension n − 1, is closed.
It follows that all the matrices s B + sA have an eigenspace of dimension n − 1. In particular, A has an eigenspace U of dimension n − 1 since we can assume that A is not a multiple of the identity matrix. The assumption Bv ∈ KAv + Kv for all v ∈ V from (SP') implies that U is also an eigenspace of B and therefore a subspace of an eigenspace of every linear combination L s,t := A + sB + tE. It follows that the kernel of every L s,t is either U or of dimension 1. Since dim V > 2 this contradicts the assumption ( * ).
It remains to prove the claim above. Consider the following subspace of block matrices:
Clearly, M ⊂ Y . It follows from the Jordan normal form that every matrix with an eigenspace of dimension n − 1 is conjugate to a matrix in M. Thus, Y = We leave it to the reader to show that the separation property (SP) holds for the set C ⊂ M 2 of all rank 1 matrices in the space of all 2 × 2 matrices.
Separation properties
Let K be an algebraically closed field of characteristic p 0 and let V be a finite-dimensional K-vector space.
Definition 1a.
A subset X ⊂ V has the separation property (SP) if for any two linearly independent linear functions α and β on V there is a point x ∈ X such that α(x) = 0 and β(x) = 0.
The separation property (SP) for X ⊂ V means that for any pair H = H of linear hyperplanes in V we have H ∩ X ⊆ H . Equivalently, for any linear hyperplane H , the intersection H ∩ X linearly spans H .
Clearly, we have a similar definition for subsets of projective spaces: Let X be an irreducible variety and assume that X is smooth in codimension 1, i.e., that the singular locus has at least codimension 2. Then we can talk about the group Div X of Weil divisors and the divisor class group Cl X [4, II.6]. Let K(X) be the field of rational functions on X. If f ∈ K(X) is a non-zero rational function then (f ) = (f ) X ∈ Div X denotes the principal divisor defined by f . Lemma 1. Let X be an irreducible variety which is smooth in codimension 1, and let η : X → X be the normalization. Then η induces a natural isomorphism
Therefore, we also get an isomorphism η * : Cl X ∼ → Cl X. Let f ∈ K(X) be a non-zero rational function on X. (Similar statements hold for closed subsets, resp. closed cones in vector spaces.)
The same definition applies to closed cones X ⊂ V : X has the strong separation property (SSP) if for any linear subspace W ⊂ V of codimension 2 we have codim X W ∩ X = 2.
It is clear that the strong separation property (SSP) implies the separation property (SP). On the other hand, the determinant variety D 1 ⊂ M 2 (K) given by det = 0 has the separation property, but does not satisfy (SSP), since D 1 contains linear planes.
Let us finally introduce the "weak" separation property.
Definition 3.
A subset X ⊂ V has the weak separation property (WSP) if for any two linear hyperplanes
Similarly, we define the weak separation property for subsets Y ⊂ P(V ).
Obviously, the separation property (SP) implies the weak separation property (WSP). On the other hand, the null-cone of M 2 (K) consisting of all nilpotent matrices satisfies (WSP), but not (SP).
Example 2. Let X ⊂ P n be a smooth hypersurface of degree > 1. If n 3 then X satisfies (SP) (see Example 1(c) above for a more general statement). If n 4 then X satisfies (SSP).
Proof. Let Y ⊂ V = K n+1 be the cone over X and let f be the irreducible homogeneous polynomial of degree > 1 defining Y . Consider the homogeneous map df : V → V * , and denote by F := df | Y : Y → V * its restriction to Y . By assumption, F −1 (0) = {0} and so F is a finite morphism.
Let α ∈ V * , α = 0, and let L α ⊂ V denote the subspace defined by α = 0. 
An easy calculation shows that the closed subset
consists of singular points of X. Since dimS (n − 1) − 4 = n − 5, this leads to a contradiction. Thus the claim. ✷ Proposition 2. Let X ⊂ V be a closed cone, not contained in a linear subspace of V and let P(X) ⊂ P(V ) be its image. Assume that X or, equivalently, P(X) is smooth in codimension 1 and that the divisor class group Cl X is trivial or, equivalently, that Cl P(X) is generated by a hyperplane section. Then H ∩ X and D ∩ P(X) are irreducible for any linear hyperplane H ⊂ V or D ⊂ P(V ), respectively. In particular, X and P(X) have the strong separation property (SSP).
Proof. There is a canonical exact sequence
where the first map sends 1 to the class of D · P(X), called a hyperplane section [4, Exercise II.6.3(b) ]. This implies that the assumptions for X and P(X) are equivalent.
Let η : X → X be the normalization. Then Cl X is trivial by assumption and Lemma 1 and so X is factorial [4, Proposition II.6.2]). Since the coordinate ring O( X) is graded, we see that for every linear function on V the restriction | X is an irreducible element of O( X) ⊇ O(X). Thus H ∩ X is irreducible for every linear hyperplane of V and the same holds for D ∩ P(X). The rest follows from Lemma 2. ✷ Remark 2. If we assume, in addition, that X is normal, then X is factorial and so the schematic intersection X ∩ H is irreducible and reduced. In general, X ∩ H is reduced in all points x where X is normal.
We end this section with some general results about the separation properties and a final example which will be used later in the paper. (1) If X ⊂ V has the separation property (SP) or the weak separation property
Proof. The first claim is easy and left to the reader. For the second, we first remark that p(X) is a closed cone in W and that p| X : As an application, we see that if X ⊂ k V has the separation property (SP)
Then X has the separation property (SP).
Proof. For λ, µ ∈ (
3 V ) * we define λ ij k := λ(e 1 ∧ e j ∧ e k ) and similarly for µ where (e 1 , e 2 , . . . , e n ) is the standard basis of V = K n . Then
and similarly for g we first see that λ ij k = 0 implies that µ ij k = 0. Now consider the linear functions f (a, ·) and g(a, ·). By assumption, the kernel of g(a, ·) contains the kernel of f (a, ·), and so g(a, ·) is a scalar multiple of f (a, ·) for all a ∈ V . Thus we obtain the following equation:
Expanding h ij (a) into monomials in a 1 , a 2 , . . . , a n we find that the coefficient of a q+1 r a q+1 s equals 2(λ rsj µ rsi − λ rsi µ rsj ). Together with Remark 1 this shows that there is a c rs ∈ K such that µ rsi = c rs λ rsi for all i. Note that c rs is uniquely defined if there is an i such that λ rsi = 0. From this we conclude that if r < s < i and λ rsi = 0 then c rs = c ri = c si . It also follows that if λ ij k and λ rst are both non-zero and have two indices in common, then all c pm for p, m ∈ {i, j, k, r, s, t} are equal.
Next we consider the case where λ ij k and λ rst are both non-zero and have one index in common. By symmetry we can assume that λ ij k = λ 123 
Separation properties for orbits
In this section we study the separation properties for orbits in representation spaces of algebraic groups. Let us first recall some basic facts. For a general reference we refer to [6] .
We assume that our base field K is algebraically closed of arbitrary characteristic p 0. Let G be a semisimple, connected, and simply connected algebraic group over K. We fix a Borel subgroup B ⊂ G and a maximal torus T ⊂ B, and denote by X := X(T ) the character group of T which can be identified with the character X(B) group of B. Let R ⊂ X(T ) be the root system of (G, T ), R + ⊂ R the positive roots with respect to B, and ∆ = {α 1 , . . . , α r } ⊂ R + the set of simple roots. We denote by X + = X(T ) + the dominant integral weights, i.e. X + = {λ ∈ X(T ) | (λ, α ∨ ) 0 for all α ∈ ∆} where {α ∨ | α ∈ R} denotes the set of co-roots. The fundamental weights {ω 1 , ω 2 , . . . , ω r } are defined by (ω i , α ∨ j ) = δ ij , and we obtain 
is the dual of the induced module Ind 
(λ).
If W is a module of highest weight λ then the orbit of a highest weight vector w λ ∈ W λ (w λ = 0) is called the minimal orbit of W and will be denoted by O min,W , or shortly by O min . Let P λ denote the parabolic subgroup generated by B and all root subgroups U −α such that (λ, α ∨ ) = 0. Thus P λ = P I , where I = {α ∈ ∆ | (λ, α ∨ ) = 0}. The subgroup P λ stabilizes W λ and we obtain a canonical morphism ϕ : G × P λ W λ → W which is proper and whose image is GW λ .
Proposition 4.
Let W be a module of highest weight λ = 0 and O min ⊂ W the minimal orbit. 
is an immediate consequence of (2). Statement (4) is well known in characteristic 0 (see [16] ). In positive characteristic it follows from [14, Theorem 3] and [15] showing that the linear system on G/P , where P ⊂ G is a parabolic subgroup given by any ample line bundle, embeds G/P as a projectively normal and Cohen-Macaulay variety (see Appendix A, Theorem A).
For (5) we remark that the ample line bundle L(λ) on G/P λ embeds G/P λ in P(V (λ)) as the orbit of the highest weight line V (λ) λ ∈ P(V (λ)).
Statement (6) follows from the fact that the reduced stabilizer of the line W λ ⊂ W is the parabolic subgroup P λ .
For the last statement (7) we remark that, by assumption, the canonical morphism ϕ :
Remark 4. It follows from Proposition 4(5) that the stabilizer of a highest weight vector v ∈ V (λ) λ is reduced if λ /
∈ pX + , where p := char K. (In fact, G v = ker(λ : P λ → K * ), and the differential of λ| T is surjective under the given assumptions.)
In general, the stabilizer of the highest weight line W λ in a highest weight module W is not necessarily reduced. A description of these stabilizers for the simple modules L(λ) is given in [11] . Under mild assumptions about the characteristic it follows from this description that the stabilizer of L(λ) λ is reduced if and only if (λ, α ∨ ) < p for all simple roots α ∈ ∆. As a consequence, we obtain the following non-normality result:
Assume that (λ, α ∨ i ) < p for all simple roots α i . If L(λ) is a proper quotient of the Weyl module V (λ) then O min ⊂ L(λ) is not normal.
Remark 5. For later applications we describe another way to construct the Weyl modules. Let λ = i=1 n i ω i ∈ X + be the highest weight expressed in terms of fundamental weights, and let v i ∈ V (ω i ) be highest weight vectors, for For a given λ ∈ X + we have λ = i (λ, α ∨ i )ω i . Set J := {j | (λ, α ∨ j ) = 0}. Then the character group of P λ considered as a subgroup of X(T ) has the following description: X(P λ ) = j ∈J Zω j . It is well known that the Picard group of G/P λ is canonically isomorphic to X(P λ ): a character χ corresponds to the induced line bundle G × P λ K χ on G/P λ ( [2] , cf. [9] ). It is easy to see that a hyperplane section D ∩ G/P λ in the canonical embedding G/P λ ⊂ P(V (λ)) corresponds to the character λ ∈ X(P λ ). Therefore, D ∩ G/P λ is irreducible (and reduced) in case λ is a fundamental weight. Moreover, the divisor D · G/P λ is reduced if all (λ, α ∨ i ) are 1. Using Lemma 2 and Proposition 3, this proves the following result. We will see in the following Theorem 1 that for Weyl modules V (λ) the given assumptions are also necessary for the separation properties to hold.
Proposition 5. Let
The proposition implies the strong separation property (SSP) for the adjoint representation of the simple groups of type B n (n 3), D n (n 4), E n (n = 6, 7, 8), F 4 , and G 2 , and the separation property (SP) for the adjoint representation of SL n (n > 2). It does not apply to the adjoint representations of Sp 2n as shown by the following example. Remark 5) . Moreover, the torus K * acts on
Proof. Consider the morphism
way. An easy calculation shows that ϕ * induces a surjective homomorphism
where 
is an isomorphism. Let f, h be two linear functions on V (λ) such that f (x) = 0 for x ∈ O min implies h(x) = 0, i.e., that the zero set V(h) ⊂ O min contains V(f ). Then the same holds for the functionsf := ϕ * (f ) andh := ϕ * (h) on Y which are multihomogeneous of degree (n 1 , n 2 , . . . , n r ):
Since O(Y ) is factorial, this means that every irreducible factor off occurs inh. Moreover, every such factor is multihomogeneous, too. First assume that all the n i are equal to one. Thenf andh are squarefree and of the same multidegree (1, 1, . . ., 1) . It follows thath is a scalar multiple off and therefore h is a multiple of f . This shows that O min ⊂ V λ has the separation property in this case. Moreover, for r 2 the orbit O min cannot have the strong separation property. In fact, let α i ∈ V (ω i ) * be non-zero linear functions, i = 1, 2, . . ., , and let β 1 ∈ V (ω 1 ) * be linearly independent from α 1 . Thenf := α 1 ⊗ α 2 ⊗ · · · ⊗ α andh := β 1 ⊗ α 2 ⊗ · · · ⊗ α are pullbacks from linearly independent functions f, h ∈ V (λ) * . It follows that
Since codim Y (Y \ Gv) 2, the subvariety F meets the orbit Gv in a hypersurface
Now assume that not all n i are equal to 1, e.g., assume that n 1 > 1, and let α i ∈ V (ω i ) * , β 1 ∈ V (ω 1 ) * be as above. Thenf := α n 1 ,n 2 ,. ..,n ) and are therefore pullbacks of linearly independent functions f, h ∈ V (λ) * . Buth 2 is a multiple off and so
Finally, assume that n i 2 for all i and let V(f ) = V(h). Then the pullbacks f andh have the same irreducible factors: 
Our assumption is that for all choices of v 1 , ..., v m−1 the two linear functions λ F r (v 1 ),v 1 ,...,v r−1 and µ F r (v 1 ),v 1 ,. ..,v r−1 are linearly dependent. If we write out the corresponding 2 × 2 determinants (that is, the coefficients of λ F r (v 1 ),v 1 ,. ..,v r−1 ∧ µ F r (v 1 ),v 1 ,. ..,v r−1 ) and expand in monomials in the coordinates of v i , then the coefficients of the monomials for r = 0 are sums of those for our fixed r > 0.)
We know from Theorem 1 that the highest weight module L := Span K (O 0 ) ⊂ M 0 has the separation property (SP). Thus we get µ| L = cλ| L with c ∈ K.
Replacing µ by µ − cλ, we may assume that µ| L = 0. We wish to conclude that µ = 0. We next observe that we have the exact sequence of G-modules
with the first arrow denoting the canonical injection and the last the canonical projection. By construction, µ = π * ν for some ν ∈ m+1 V . We now note that if v 1 is given and if (v 1 , . . . , v m ) ∈ Ω. This implies ν = 0 and the result is proved in this case.
We 
This span is L. Thus λ = π * ξ for some ξ ∈ m+1 V . We conclude that if 
Separation property for representations
We now come back to the question whether a general orbit in a representation space has the separation property. A representation V with the separation property has to be irreducible, since otherwise there are orbits = {0} contained in linear hyperplanes. We now show that it suffices to check the minimal orbit O min . 
If X is irreducible and X open in X, then Y := X \ X is G-stable and closed in X and dim Y dim X − 1. (We can assume that X = X and so dim X 2.) Proof. The minimal conjugacy class C min in the Lie algebras of the simple groups not of type A 1 or C n (n 2) has the separation property (SP) according to Corollary 1 of Section 4. It follows from [5] that under the given assumptions about the characteristic the center z(g) has dimension 1 and the Lie algebra g/z(g) is a simple G-module. Now the claim follows from Remark 6. ✷ We finish this section by showing that a generic orbit in an irreducible representation always has the separation property (SP), at least in characteristic zero. 
n is a linear form and H ⊂ V n the corresponding hyperplane then H ∩ O x n−1 y is the image under µ of the zero set V L×L (˜ ), where˜ : 
Proof. Recall that an element q ∈ L ⊗ S m L belongs to the Cartan component if and only if Ωq = 0, where Ω is the SL 2 -equivariant projection operator given by:
Assume that m 1 and m 2 are linearly independent and put h := m 2 /m 1 , q := pm 1 . Then, by assumption, q and qh both belong to the Cartan component 
). This contradiction proves the lemma. ✷ Remark 7. It is not difficult to see that the orbit of the element x i y n−i ∈ V n has not the separation property (SP) if i and n − i are both different from 1.
(In fact, let f ∈ V n be in the orbit of such an x i y n−i and write f = a 0 x n + a 1 x n−1 y + a 2 x n−2 y 2 + · · · + a n−1 xy n−1 + a n y n . Then a 0 = 0 implies a 1 = 0 and so H a 0 ∩ O x i y n−i ⊂ H a 1 .)
Separation property for families of subvarieties
The Recall that a family of d-dimensional subvarieties of P n is a closed subvariety F ⊂ S × P n , where S is an arbitrary variety such that the projection pr S induces a surjective morphism p : F → S with all fibers of dimension d. We put 
Proof. Let Gr := Grass n−k+1 (K n+1 ) be the Grassmanian of (n − k + 1)-dimensional subspaces of K n+1 , and let q : B → Gr be the corresponding subbundle of the trivial bundle Gr ×P n , i.e. Proof. We use the notation introduced above. Since Y = Gv is normal we have to show that the divisor class group Cl(Y ) is trivial.
(a) Set λ = i λ i and consider the morphism
given in the obvious way. Then ψ(W ) = V (λ) λ ⊂ V (λ). Therefore, the schematic stabilizer P of W is contained in the schematic stabilizer of V (λ) λ which is the reduced parabolic P λ (Proposition 4(5)). Since P red = P λ we see that P is reduced. We claim that P v is reduced, too. In fact, P v is the kernel of the homomorphism ϕ : P → K * s given by the fundamental weights λ 1 , . . . , λ s . Restricting ϕ to the maximal torus T ⊂ P we see that the differential of ϕ is surjective. Moreover, P = Z × P v where Z ⊂ T is the center of P , i.e. the intersection of the kernels of the fundamental characters different from λ 1 , . . . , λ s .
(b) The decomposition P = Z × P v implies that the principal bundle G → G/P v is locally trivial in the Zariski topology. Since G is simply connected it follows that the Picard group Pic(G/P v ) is isomorphic to the character group of P v [2, Remarks after Proposition 3.1], cf. [9] . We claim that X(P v ) is trivial. In fact, the character group of P is given by X(P ) = 
