Important foundations for understanding HRTFs are due in large part to Shaw and his associates (Shaw, 1974a (Shaw, ,b, 1975 (Shaw, , 1979 . In a series of sophisticated acoustic experiments, they recorded multimodal wave propagation on a simplified pinna model and on real human ears. Shaw concluded that the cartilage structure of the external ear forms a number of acoustic resonators. The resonant frequencies and their magnitudes vary with sound source location. As a result, the spectrum of incoming sounds is altered by the direction-is used in applications such as advanced human-computer interfaces, navigation aids for the visually impaired, telepresence, and virtual reality (Wenzel, 1992) .
Use of measured HRTFs presents serious limitations in many synthesis applications. First, the number of measurements can be very large if the entire auditory space is to be represented on a fine grid. This presents formidable experimental obstacles with human or animal subjects because of the corresponding long data collection times. Second, it is very difficult, if not impossible, to visualize and study the characteristics of such a vast data set. This is especially true when investigating differences across subjects or species. Third, the measured HRTFs only represent discrete samples of the underlying continuous auditory space. Synthesis of sounds coming from unmeasured spatial locations is not possible without resorting to an interpolation procedure. As noted by Wightman et al. (1992) , how to best accomplish interpolation is a difficult question. Furthermore, when multiple sound sources or room acoustics are included in the simulation of complex acoustical environments, the computational burden of approaches depending exclusively on measured HRTFs becomes prohibitive because of the large number of HRTFs required.
These limitations have stimulated interest in functional
representations of the HRTFs. That is, one seeks a mathematical model or equation that represents the HRTF as a function of frequency and direction. Simulation of 3-D auditory display is then performed by using the model or equation to obtain the HRTF. Perhaps Batteau's work (Batteau, 1967 (Batteau, , 1968 represents the first functional approach. Batteau conjectured that the external ear could be modeled as a threechannel two-delay and sum acoustic coupler. One delay varies with the sound source elevation and the other with the source azimuth. Wright et al. (1974) and Watkins (1979) used this model in localization research to synthesize crude eardrum signals. A rather recent effort is that of Genuit (1986) . He devised a filter-bank model that has 16 timedelayed channels. Using classic acoustics he established the relationship between the filter parameters and external ear geometry. This is an attractive approach because it avoids the need for ear canal recordings. Thorough acoustic and behavioral validation of this model is not yet reported, however.
More recently, a functional model of the external ear derived from measured HRTFs was proposed by Chen et al. (1992) . Here the external ear is modeled as a multisensor broadband beamformer, with the sensor geometry and beamformer weight vector set chosen to represent the physical characteristics of the external ear. Similar to Batteau's model, the beamforming model provides an explicit mathematical relationship between the HRTF and source location. Hence, it can interpolate HRTFs at arbitrary directions. However, the number of weights must increase rapidly to maintain model accuracy as the size of the solid angle to be modeled increases (Chen, 1992 Table I 
D. Mean-square error between the measured and modeled HRTFs
The effectiveness of the spatial feature extraction and regularization procedure is established by comparing measured and modeled HRTFs. Overlaid plots of measured and modeled HRTFs qualitatively illustrate the model performance while average mean square error in 32 subregions quantitatively validate the model. An emphasis is given to the KEMAR data in the plots due to space constraints. A more detailed error analysis can be found in (Chen, 1992) . Table III ing the contralateral HRTFs increased weight during the construction of the covariance matrix and by increasing the number of model components. The degree of smoothing in the spline fitting procedure: can be changed by varying the smoothing parameter X. Note that optimizing model performance is not the focus of the current paper.
In contrast, the cat mcan squared errors over all 1816 locations shown in Table IV Figure 9 indicates that the total error as a function of the number of EFs for KEMAR flattens out somewhat after eight EFs. Increasing from four to eight EFs reduces the mean error by 4%, while increasing from eight to twelve only yields an additional 1.8% reduction. The total error is not significantly reduced by using more than 12 EFs. A similar phenomena is evident in the percent variance represented (see Table II Fig. 9 indicate that the fourth through eighth EFs make a more significant contribution to the contralateral HRTFs than they do to the ipsilateral HRTFs. This is consistent with the increasing level of magnitude detail and phase lag in both the higher order EFs and contralateral HRTFs. The larger phase lags correspond to the increased time extent of the contralateral HRTF impulse responses. Shaw (1979) discovered that resonances at higher frequencies are generally excited by sounds arriving from the front and top direc- 
