In wireless communication systems, dual-polarized (DP) instead of single-polarized (SP) multipleinput multiple-output (MIMO) transmission is used to improve the spectral efficiency under certain conditions on the channel and the signal-to-noise ratio (SNR). In order to identify these conditions, we first propose a novel channel model for DP mobile Ricean MIMO channels for which statistical channel parameters are readily obtained from a moment-based channel decomposition. Second, we derive an approximation of the mutual information (MI), which can be expressed as a function of those statistical channel parameters. Based on this approximation, we characterize the required SNR for a DP MIMO system to outperform an SP MIMO system in terms of the MI. Finally, we apply our results to channel measurements at 2.53 GHz. We find that, using the proposed channel decomposition and the approximation of the MI, we are able to reproduce the (practically relevant) SNR values above which DP MIMO systems outperform SP MIMO systems.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) transmission is by now a well established technique to enhance the spectral efficiency over wireless channels. While commonly antennas with the same polarization are considered for MIMO systems, the use of dual-polarized (DP) antennas is known to offer advantages in terms of the spectral efficiency under certain conditions on the channel and the signal-to-noise ratio (SNR). Besides being able to improve the spectral efficiency, DP antennas allow for compact MIMO systems with co-located antennas due to the strong decorrelation over orthogonal polarizations.
In order to understand the influence of channel properties and the SNR on the spectral efficiency, channel models are commonly used. The main goal of channel models is to give a simplified yet accurate representation of the effects of the channel on the transmitted signal.
They thus allow to replace the use of sophisticated channel measurements that are specific to a measurement environment, and, furthermore, they can allow for analytical evaluations. A good overview on the modeling of DP MIMO channels can be found in [1] - [3] . Experimental results regarding DP MIMO channels are presented in, e.g., [2] , [4] - [6] . Furthermore, in [7] , the orthogonality of DP MIMO channels is characterized, and, in [8] , the impact of Ricean fading channels on the diversity performance is investigated analytically.
Unfortunately, an accurate and analytically tractable modeling of DP MIMO channels is a difficult task. One has to resort to several assumptions in order to obtain analytical expressions, e.g., for the mutual information (MI), and thus to assess the influence of the channel on the spectral efficiency. It is known that DP MIMO systems are attractive in Ricean channels [2] , [9] .
However, the channel and the SNR conditions for a DP MIMO system to outperform a singlepolarized (SP) MIMO system in terms of the spectral efficiency are not fully characterized and they are time-dependent. Expressions relating the statistical channel parameters to the spectral efficiency are usually limited to restrictive channel models with separable correlation, i.e., a Kronecker structure, and/or without a Ricean component; moreover, they often rely on asymptotic settings. For recent contributions regarding analytical expressions of the MI for Ricean channels in asymptotic settings, see [10] and references therein. The dependence of the spectral efficiency of SP and DP MIMO channels on the SNR and the K-factor is demonstrated, e.g., in [1] with simulated channels. The spectral efficiency of measured SP and DP MIMO channels with (instantaneous) channel state information (CSI) at the receiver (RX) only has been compared, e.g., in [11] with indoor measurements at 2.4 GHz, in [12] with indoor measurements at 1.95 GHz, or in [13] with outdoor measurements at 2.5 GHz. While [12] , [13] conclude that DP MIMO systems are favorable, [11] concludes that, especially for low K-factors, SP MIMO systems are recommended to reach higher spectral efficiencies. Therefore, as highlighted in [4] , it is not straightforward to decide when to use a DP instead of an SP MIMO system. We also note that SP MIMO systems would highly benefit from the availability of CSI at the transmitter (TX).
Consequently, we first aim at establishing a general channel model for SP and DP MIMO systems which is reasonably accurate, yet analytically tractable. Second, we aim at identifying the conditions on the channel and the SNR under which it is beneficial, in terms of spectral efficiency, to make use of the polarization domain for a limited number of antennas at both link ends. The reason to limit the number of simultaneously used antennas is that it is desirable to keep a low number of radio frequency chains since they are expensive components in a wireless system. One can then perform antenna switching between differently polarized antennas, i.e., between SP and DP MIMO systems.
Contributions:
We detail a general modeling approach for SP and DP MIMO channels.
Furthermore, we evaluate the achievable rate over such channels for the case that the TX has only statistical CSI, while the RX has instantaneous CSI. In particular, we contribute the following:
• We propose a general model for SP and DP mobile Ricean MIMO channels. Furthermore, we derive a moment-based channel decomposition yielding the statistical channel model parameters from measured data.
• We give an approximation of the achievable rate, i.e., the MI, which is an explicit function of the statistical parameters of the proposed channel model. We can thus assess the influence of the statistical channel parameters on the achievable rate.
• We use the approximate MI to characterize the required SNR for a DP setup to outperform an SP setup. Specifically, we give a closed-form expression of such an SNR threshold for the practically relevant case of a dual-stream DP setup vs. a single-stream SP setup.
• We evaluate the channel decomposition and the MI for 4×4 SP and DP MIMO systems based on urban macrocell measurements at 2.53 GHz. We find that the DP setup is advantageous in terms of the MI for medium-to high-K-factor links above a certain SNR. With the approximate evaluation of the MI, we can reproduce the crossing points between the MI of the SP and DP MIMO systems.
Structure:
We first introduce the MIMO system model in Section II. Then, in Section III, we develop the channel model and its corresponding decomposition technique for SP and DP channels. Section IV deals with the performance assessment for SP and DP MIMO transmission.
In Section V, the channel measurements and the data selection are presented, before proceeding with the results in Section VI. Finally, we draw the conclusion in Section VII.
Notation:
We use lowercase and uppercase boldface letters to designate vectors and matrices, respectively. For a matrix A, the (element-wise) complex conjugate, the transpose, and the For the matrix A, tr {A}, rank {A}, and λ max (A) denote the trace, the rank, and the maximal eigenvalue, respectively. For two matrices A and B, A ⊙ B is the Hadamard (element-wise) product and A ⊗ B is the Kronecker product. The vectorization, i.e., the column-wise stacking, of the matrix A is denoted by vec {A}. The N × N identity matrix is represented by I N and the all-zero matrix of size
. . , M and l = 1, . . . , N; we use [A] k,l to denote the element in the kth row and the lth column of A, and we define
Expectation is denoted by E {·}, log(·) is the logarithm to the base 2, and ln(·) is the natural logarithm. The imaginary unit is represented by j.
II. SYSTEM MODEL
We consider a MIMO channel which is characterized by time-varying and frequency-flat fading. The input-output relation for transmission from N TX antennas at the TX to N RX antennas at the RX is given at time slots m ∈ Z by the received length-N RX column vector
The For ease of exposition, we define the (nominal) SNR ρ = P x /σ 2 n . We assume the RX to have instantaneous CSI, i.e., the RX has knowledge of the current channel realization H[m]. The TX, on the other hand, only has statistical CSI of the channel.
III. CHANNEL MODELING AND DECOMPOSITION
A channel model has to be accurate yet simple enough to offer insight on the influence of the relevant channel parameters on the system performance. Several approaches to model the channel exist; they can be mainly classified in physical and analytical models [14] . We choose the popular correlation-based analytical modeling approach for MIMO channels which is easier to use for analytical evaluations and which requires statistical parameters that are, in general, readily available from measurement data. Correlation-based analytical models can contain a term representing line-of-sight (LOS) or a strong scatterer [15] for each MIMO sub-link. The amplitude of the sub-links then changes from a Rayleigh to a Ricean distributed random variable.
The ratio between the power of the dominant component and the power of the remaining weaker component is referred to as the K-factor.
A. Channel Model
It is common to represent the dominant components of the MIMO channel by a deterministic rank-one matrix [16] , [17] . While this is usually applicable for an SP MIMO system in an LOS scenario where the TX and the RX are fixed, it is not appropriate in general. This is especially 6 true for DP MIMO systems where independent propagation along orthogonal polarizations might occur. Moreover, in the presence of a mobile terminal (MT), the dominant channel component, i.e., a strong scatterer or LOS, has a varying phase and as a consequence the mean of the channel is zero [18] . 1 We thus introduce the following model for SP and DP mobile MIMO channels: 
andH ab [m] contain the sub-links with polarization a at the TX and b at the RX for a, b ∈ {V, H}.
Here, V and H denote vertical and horizontal polarizations, respectively. 2 The number of vertical- 
is deterministic. The first two assumptions are commonly used, see, e.g., [3] . However, a note is in order regarding the last assumption. As mentioned above, the contributions from the dominant components are not deterministic, e.g., due to the mobility of the MT. For the case that all MIMO sub-links of the same polarization combination a and b observe the same dominant component and that the distances between the TX, the RX, and a possible dominant scatterer are considerably larger than the array sizes, the resulting phase changes are equal for all of these sub-links. Therefore,
is modeled as constant inside a region of constant statistical channel parameters, i.e., ∆ p,q φ,ab [m] is deterministic. Clearly, assumption 3) is not satisfied for all antenna setups, e.g., it would not necessarily hold for a MIMO system made of directional antennas with different orientations. Therefore, for each polarization, we require the (directional) antennas at the TX and the RX to be oriented in the same direction. Using assumption 3), we can rewrite (3) as
where we defined
B. Channel Correlation
Subsequently, we define full and transmit correlation matrices of the channel. Furthermore, we characterize the structure of the correlation matrices of the dominant components of the channel.
The results will be needed for the channel decomposition in Section III-C and the performance assessment in Section IV.
1) Full Channel Correlation Matrices:
We first define the length-N TX N RX column vectors
N TX N RX full correlation matrices of the channel are then obtained as
respectively. Using assumption 1) in Section III-A, it immediately follows that
holds . 
2) Transmit Channel Correlation Matrices:
The N TX × N TX TX correlation matrices are
With assumption 1) in Section III-A, we have
We are interested in the structure, or more specifically the rank, ofR TX [m] . To that end, 
C. Channel Decomposition
We now describe a simple method to separate the contributions of the dominant channel components and the remaining weaker scatterers from the channel correlation matrix. We thus
. We note that in the mobile setting we cannot use the mean of the channel to decompose the channel into the dominant and the remaining channel components. We thus introduce a method to decompose the channel that is simple compared to high resolution parameter estimation techniques [19] . The method is inspired by the well-known K-factor estimation in [20] . It is suitable for both SP and DP MIMO channels.
We use the second-and fourth-order moments of the channel
2 , respectively, to obtain a simple solution to the channel decompo-
. From Appendix C, we have the relation
which can be reformulated as 
where the vectorǔ k [m] denotes the eigenvector corresponding to the kth largest eigenvaluě
. . , N DP . We now define the (positive semidefinite) estimates of
, else.
Note that some power of the dominant components corresponding toǔ k [m] is transferred from 
The constant c 1 [m] is chosen as in (11) 
where φ is uniformly distributed over [−π, π), and g is a zero-mean proper Gaussian random column vector of length N TX N RX with covariance matrix I N TX N RX ; φ and g are mutually independent.
IV. PERFORMANCE ASSESSMENT
With respect to the system model in Section II, the MI between the input x[m] and the output y[m] combined with instantaneous CSI at the receiver is given in bit/channel use (bit/c.u.) by
where, in (a), we used [22, Th. 1.3.20] . Note that the MI in (14) is time-dependent as the channel is in general non-stationary; therefore, in a strict sense, (14) is not an achievable rate.
Nevertheless, we use the MI (14) as performance measure since it has an interpretation in terms of an achievable rate in bit/channel use (bit/c.u.) for non-stationary slow-and fast-fading wireless channels [23] , [24] .
With Appendix E, we can state the following second-order approximation of (14):
with the N for DP channels, we assume that only the co-polarized sub-links can be affected by dominant components. In Appendix F, we then obtain the following result:
with the N 
A. SP vs. DP Performance: High-K-Factor Case
We now compare the performance of SP and DP setups in the high-K-factor regime. First, consider the case of an asymptotic K-factor setting, i.e., infinitely large K-factors, and that only the co-polarized sub-links have dominant components. Then, the Jensen bound on the MI given by
and corresponding to the first term in (15) 
The crossing points between the MI of an SP setup and the MI of a DP setup are then given by
⇔ log (
Besides the crossing point at ρ = 0, there is a crossing point at
which is positive if λ TX,SP,1 [m] > λ sum,DP [m] . Here, we defined
By inspecting (22), we observe that the contribution of the MI of the SP setup, i.e., the left hand side of (22), is a linear function of the SNR ρ, while the contribution of the MI of the DP setup,
i.e., the right hand side of (22), grows quadratically with the SNR ρ. We thus conclude that the DP setup outperforms the SP setup only at SNR values above ρ 
B. SP vs. DP Performance: General Case
In this section, we study the performance of the SP and the DP setup in the general case of arbitrary K-factors. Now, we need to consider the approximate evaluation of the MI (15) 
with
and the number of transmitted streams N st . We note that this lower bound is tight in the limit ρ → ∞. Based on (26), we calculate the crossing points of the MI of the SP setup and the MI of the DP setup by considering (26) for the SP and the DP setup, respectively. We then obtain a crossing point above which the DP setup outperforms the SP setup at 
V. CHANNEL MEASUREMENTS
We evaluate the previously obtained results using urban macrocell channel measurements that were performed at 2.53 GHz in two bands of 45 MHz in Ilmenau, Germany. During the measurement campaign, the DP MIMO channel from three base station (BS) positions with different heights to a multitude of MT tracks was measured sequentially. The MT was moving with a maximal velocity of about 10 km/h. In this paper, we extract the 20 MHz band centered at 2.505 GHz, and we use the three BS positions at a height of 25 m with the three MT reference tracks. For further details regarding the measurement campaign, see [25] , [26] . corresponding to co-polarized sub-links. This guarantees a fair comparison between SP and DP setups since we account for the power loss in cross-polarized sub-links. Then, we estimate the statistical quantities by replacing the ensemble averaging with an averaging over N t time and N f frequency samples. This yields a total of 2048 (≈ 500 non-coherent) realizations [26] .
A. Antenna Setups
We choose a uniform linear array at the BS and two uniform circular arrays (UCAs), which lie on top of each other, at the MT for the subsequent evaluations. The antenna arrays consist of patch antennas that can be excited vertically and horizontally. Due to the UCAs at the MT, we are able to differentiate between the following four orientations: the front (direction of motion), the back, and the two sides of the MT. For our evaluations, the BS and the MT act as the TX and the RX, respectively. We consider two SP antenna setups, a VP and an HP setup, as well as two DP antenna setups, a co-located (DP-CL) and a spatially separated (DP-SS) setup, for the 4 × 4 MIMO case. For the SP setups, the antennas are separated by λ c at the TX and 0.5λ c (different UCAs) or 0.327λ c (same UCA) at the RX. For the co-located DP-CL setup, the antenna patches at the TX and the RX are separated by 3λ c and 0.5λ c (across the UCAs), respectively. For the spatially separated DP-SS setup, we use the same antenna patches as in the SP case. However, we have a separation of 2λ c between antennas of the same polarization at the TX side. At the RX side, the lower UCA is only used for the VP excitation while the upper UCA is only used for the HP excitation. We note that all setups result in the same array length at the TX.
B. Scenario Classification
Based on the measurements, for the SP case, we mainly observe links with either low Kfactors and low correlations between the MIMO sub-links or links with high K-factors and high correlations. A similar observation was made in [27] and [28] . Thus, similar to [28] , we classify the measurements into links with low, medium, and high (co-polarized) K-factors, see Table I . 
VI. RESULTS
In order to check the efficiency of the channel decomposition, we compare the K-factors from the decomposition to the ones obtained from the measurements with the moment method in [20] .
The results on the K-factors are averaged over the sub-links of each polarization combination for the DP-CL setup. Subsequently, we consider the practically relevant case of extracting N DP = 2
eigenvalues, see Section III-C1. In Table II , we show the results for links 1-3 averaged over the driven distance. We see that the cross-polarized sub-links, VP to HP (V-H) and HP to VP (H-V), show significantly smaller K-factors than the co-polarized ones, VP to VP (V-V) and HP to HP (H-H). In general, we observe lower K-factor values from the channel decomposition;
this is due to guaranteeing the positive semidefiniteness of the correlation matrices, which can result in a shift of the power from the dominant components to the remaining components of the 5 channel, see Section III-C. In Fig. 1 , we depict the evolution over distance for link 4 since it is characterized by varying K-factors, see Table I . Similar obervations as in Table II can be made.
Link V-V H-H V-H H-V V-V H-H V-H H-V
Furthermore, we observe that the channel decomposition is able to reproduce the tendencies in the evolution of the measured K-factors.
Next, we evaluate the performance of the SP and the DP setups. In order to compare the approximate evaluation of the MI, i.e., (15) with (17), to the (exact) MI (14), we use N DP = 2.
We use the optimal input with respect to the Jensen bound on the MI, where the eigenvectors of R * TX [m] form the precoding and the power allocation is obtained by a simple water-filling strategy [29] , unless otherwise specified. The results of links 1-3 are accumulated over each track and shown as a function of the SNR in Fig. 2 . We observe that only at high SNRs there is a noticeable gap between the MI and its approximate evaluation. The DP-CL setup only provides an advantage in terms of the MI compared to the SP setups, i.e., the VP and the HP setup, if the K-factors (of the co-polarized sub-links) and the SNR attain certain values; the higher the K-factors, the lower this SNR threshold is. Practically, a switching between SP and DP setups is thus most useful in medium-to high-K-factor scenarios; there the crossing points between the MI of the SP setups and the DP-CL setup are accurately reproduced by the approximate evaluation of the MI, i.e., (15) with (17) . Furthermore, in Fig. 3 , we plot the MI over distance for the VP, the HP, and the DP-CL setup on link 4 at an SNR of 10 dB. We observe that the positions at which the DP-CL setup outperforms the SP setups coincide with high K-factors, see Fig. 1 .
We now compare the performance using two different DP setups, the DP-CL setup with co- located antennas and the DP-SS setup with spatially separated antennas. In Fig. 4 , we show the MI of the DP-CL and the DP-SS setup, exemplarily, on link 2. We observe that the DP-SS setup is able to reach even higher MI values at high SNR. We expect that this is due to the increased viewing angle into the propagation channel for each polarization at the RX side, which results in an increase in the degrees of freedom. The DP-CL setup, however, offers a more compact antenna array at the cost of a reduced viewing angle at the RX. Furthermore, we observe here that the approximate evaluation of the MI is more accurate for the DP-SS setup than it is for the DP-CL setup.
The average SNR values above which the MI of the DP-CL setup with two streams and equal power allocation is higher than the MI of the VP or the HP setup with a single stream are given [m] . The resulting crossing points are calculated using the various methods introduced before, i.e., using the MI and the approximations given in (14) , (15), (18) , and (26) together with (17) . We observe that the approximate evaluation of the MI (15) present; this is due to the restriction to two and one transmitted stream for DP and SP MIMO systems, respectively.
VII. CONCLUSION
In this paper, we have studied the modeling of DP MIMO channels as well as the performance over such channels. We proposed a general model for DP mobile Ricean channels with a channel decomposition technique yielding necessary statistical channel parameters. Furthermore, we derived an approximation of the MI, which is a function of those parameters, in order to gain some understanding on the statistical channel parameters influencing the MI. Based on the approximate evaluation of the MI, we were able to analytically characterize the required We are interested in a condition on the rank ofR[m] for the DP case. We first drop the time argument for notational simplicity. Then, we rearrangeR through column and row permutations with the permutation matrix P intoR (p) = PRP T such that 
where, in (a), we used (3) and defined
and, in (b), we used (4) and defined
for a, b, c, d ∈ {V, H} and the all-one matrix 1 N of size N × N.
As the rank of a matrix is unchanged by left or right multiplication with a non-singular matrix 
We then obtain for a, b, c, d ∈ {V, H}
With (2), we can writē
Using (41) with (40), we obtain 
APPENDIX C EVALUATION OF THE FOURTH-ORDER MOMENT T[m]
We now evaluate the fourth-order moment
2 , where we drop the time argument for notational simplicity:
= E hh HhhH + E hh HhhH +RR +RR + E h tr R h H + E h tr R h H
=R tr R +R 2 +R tr R +RR +RR +R tr R +R tr R (c)
APPENDIX E APPROXIMATE EVALUATION OF THE MI
The approximate evaluation of the MI relies on a multivariate Taylor series expansion. We consider a complex function f (a, a * ) with complex column vector arguments a and a * of lengths N 2 . We note that a * is the complex conjugate of a. The second-order approximation of a and a * at a 0 and a * 0 , respectively, is given by [32] f (a, a 
We now consider the function f (a, a * ) = f (a) = ln det A with a = vec {A} and the N × N matrix A. By using f (a) in (50) with a 0 = E {a} and applying the expectation operator, we obtain the second-order approximation E {f (a)} ≈ f (E {a}) + 1 2 tr E (a − E {a})(a − E {a})
where we used that only the first two and the last term in (50) are non-zero. The Hessian matrix 
Clearly, the same result holds in the SP case. At last, using (55) with (57), (58), (59), (60), and (62), we obtain the result in (17) .
APPENDIX G LOWER BOUND ON THE APPROXIMATE EVALUATION OF THE MI
In order to lower-bound the approximate MI (15), we find an upper bound for the trace in the second term of (15) 
