INTRODUCTION
============

The turnover of eukaryotic mRNAs involves multiple steps. The mRNAs synthesized by the polymerase are capped at their 5′-end and polyadenylated at their 3′-end \[poly(A) tail\]. The degradation of canonical mRNAs occurs largely in the cytoplasm and begins with the removal of the poly(A) tail ([@R1]--[@R3]). Subsequently, mRNAs are processed either by the Xrn1p-mediated 5′ to 3′ degradation pathway after decapping or by the exosome (3′ to 5′) without decapping. Despite this complexity, mRNA degradation profiles typically match a simple exponential decay, which allows an efficient estimation of mRNA half-lives ([@R4]).

Even though yeast *Saccharomyces cerevisiae* is a powerful model organism to study mRNA decay, few sequences have been identified that have a consistent effect on mRNA stability, constitutively or in response to environmental factors ([@R5], [@R6]). The answer to this apparent contradiction may lie in the fact that the different methods of half-life measurements yield different results. Not only the average half-lives differ but also the correlation between half-lives measured with these methods is generally very low ([@R7], [@R8]). Thus, different methods classify different mRNAs as stable and unstable, which hampers the identification of stability sequence motifs.

Three main classes of methods have been available to measure RNA half-life: in vivo labeling (metabolic labeling), general inhibition of transcription by drugs or mutation, and transcriptional control by regulatable promoters ([@R4]). Transcriptional control and transcriptional inhibition are related methods because gene expression is shut off and the mRNA level starts to decline. The two methods differ with respect to the scale of inhibition. With transcriptional inhibition, the expression of all genes is inhibited. On the other hand, the expression of a single gene is stopped with transcriptional control.

To perform the metabolic labeling (also known as pulse chase), the cells are first exposed to a pulse of modified nucleotides, which are then incorporated into the newly synthesized RNAs. During the chase period, the modified nucleotides are washed out and replaced by natural nucleotides, following which the amount of the labeled mRNAs declines. Pulse chase and transcriptional inhibition can be used for genome-wide measurements.

Each method has its own potential disadvantages ([@R4]). A poor signal-to-noise ratio and the load of the modified nucleotides may limit the accuracy of the measurement with metabolic labeling, whereas transcriptional inhibition may alter the stability of specific mRNAs.

Most of the studies on mRNA stability in yeast have used polymerase inhibition ([@R4]). However, recent experimental evidence suggests a global interdependence between the transcription and degradation machinery ([@R9]). For example, if the polymerase is mutated or inhibited, the mRNAs become stabilized. Positive and negative feedback has been proposed to explain this interdependence ([@R10], [@R11]). This interdependence may explain the lack of correlation between the different methods ([@R8]).

Here, we devised a gene-specific method to shut off gene expression, which has been recommended to study mRNA degradation to avoid potential perturbations by global transcriptional inhibition or metabolic labeling ([@R4]). This method, which we named multiplexed gene control (MGC), reveals that mRNA turnover is very fast compared to the previously published estimates. To validate this finding, we performed experiments with different methodologies.

In the second part of this work, we calculated mRNA synthesis rates (transcription rates) and took advantage of the fact that promoter replacement decouples regulation by the promoter from regulation by the DNA sequence that encodes the mRNA. In this way, we were able to compare the dynamic ranges of promoter-dependent and promoter-independent transcription rates.

RESULTS
=======

Multiplexing with tagged mRNAs enables fast and reliable half-life measurements
-------------------------------------------------------------------------------

To shut off the expression of individual genes in *S. cerevisiae*, we placed genes under the control of a modified *GAL1* promoter, P~\[tetO\]4in*GAL1*~, in which the four binding sites for the transcriptional activator Gal4p were replaced with *tet* operators ([Fig. 1A](#F1){ref-type="fig"}). The downstream part of the *GAL1* promoter was truncated to permit the inclusion of the 5′ untranslated region (5′UTR) of the endogenous gene (tables S1 to S3). Gene expression is then regulated by the tetracycline transactivator (tTA), also known as the Tet-OFF system: Addition of doxycycline dissociates tTA from the operators and consequently shuts off expression ([@R4]). Doxycycline is known to have minimal or no effect on gene expression in yeast ([@R12]).

![Design of MGC to measure mRNA half-lives.\
(**A**) The endogenous promoter is substituted with P~\[tetO\]4in*GAL1*~, and silent mutations mark the RNA expressed under the control of tTA. (**B**) The introduction of silent mutations permits multiplexed measurements so that the expression of the endogenous gene allele is maintained to prevent the pleiotropic effects of shutting down expression. (**C** and **D**) Time course of mRNA decay in experiments using single (C) or multiplexed (D) shutdown. The two half-lives are in good agreement (1.67 and 1.66 min). Five decay curves are shown from a single multiplexed experiment pooling 10 strains. (**E**) The silent mutations (SM) do not alter half-lives, as evidenced by comparing the decay of mRNAs with and without silent mutations in haploid cells. The dashed gray line in the left panel indicates the expression of endogenous *COG8*. The gray dashed line in the right panel indicates the expected equality of the two decay rates, and the dotted lines indicate a twofold departure from this equality. Error bars represent SD (*n* = 3 or 4).](1700006-F1){#F1}

To permit multiplexing of the measurement, we tagged the mRNA expressed under the control of the P~\[tetO\]4in*GAL1*~ with silent (synonymous) mutations. Introducing four synonymous point mutations in the 5′ part of the coding sequence was sufficient to distinguish the tagged mRNA from the endogenous mRNA with quantitative polymerase chain reaction (qPCR) (see the "RNA extraction, reverse transcription, and qPCR" section in Materials and Methods and tables S4 to S6). One allele of a single gene was tagged in each strain. This setup has two advantages. First, the endogenous \[wild-type (wt)\] allele is expressed in diploid cells even after the expression of the tagged allele is shut down, which permits the study of essential genes without pleiotropic effects. Second, when multiple strains are pooled together and expression is measured by qPCR, each tagged allele can be distinguished from the wt allele at the homologous chromosomes of the same strains and the wt alleles of other pooled strains ([Fig. 1B](#F1){ref-type="fig"}).

To acquire precultures for use in our MGC experiments, we first grew each yeast strain separately; each strain had mRNA. Subsequently, we pooled typically 5 to 10 precultures in equal proportions before shutting off gene expression by the addition of doxycycline. The decay profiles for a single strain and pooled strains are very similar ([Fig. 1](#F1){ref-type="fig"}, C and D, and data file S1, *USA1* mRNA). The multiplexing considerably reduced the time required to measure the half-lives of multiple mRNA species because both RNA isolation and reverse transcription were performed with the pooled strains. Furthermore, the replicated experiments have a low variability, with a coefficient of variation (CV) of 16% (data files S2 and S3).

Although large-scale alterations in codon usage may alter mRNA half-life ([@R13]), we did not expect changes in the mRNA half-lives in MGC because we introduced only a few silent (synonymous) point mutations. Measuring the half-lives of randomly selected mRNAs with shorter and longer half-lives revealed that the synonymous mutations ([Fig. 1E](#F1){ref-type="fig"}) did not cause more than a 1.5-fold change in the measured decay rate.

Similarly, there was little difference between the half-lives measured in haploid and diploid cells or with different reference genes (fig. S1). Neither mRNA half-life (fig. S2) nor cell growth rate (fig. S3) was affected by the integrated plasmid sequences.

The median mRNA half-life is considerably shorter than previous estimates
-------------------------------------------------------------------------

We chose two chromosome segments, one each on two different chromosomes. We tagged 47 genes in these two segments. Furthermore, we included five control mRNAs, which we used for specific experiments in this study. The median mRNA half-life was 2.00 min (mean, 3.40 min; total number of measured mRNAs, *n* = 52). The distribution of the mRNA half-life was right-skewed, indicating the existence of a few mRNAs with long half-lives ([Fig. 2A](#F2){ref-type="fig"}). We also have chosen to measure the *PGK1* mRNA known for its stability ([@R5]). We obtained long half-life for *PGK1* mRNA (21 ± 11 min) in our assay.

![MGC yields short mRNA half-lives and correlates with only one of the global methods.\
(**A**) Distribution of half-life using MGC. (**B**) Correlation matrix of published data sets and half-lives measured by MGC with the Spearman's rank correlation coefficient. Data from the following studies were compared (the specific method names, when available, are indicated as given in the respective study): *rbp1-1*, Wang *et al*. ([@R14]), Munchel *et al*. ([@R16]), phenanthroline ([@R15]), DTA ([@R17]), cDTA ([@R11]), the anchor-away ([@R7]), Genomic Run-On (GRO) ([@R19]), RATE-seq ([@R18]), and the study that measured the half-lives of total and poly(A)^+^ RNA fractions with *rbp1-1* ([@R13]). The methods using metabolic labeling and transcriptional inhibition are shown in magenta and green, respectively. (**C**) Correlation of half-lives measured by MGC and the indicated methods (Md, median; *r*~s~, Spearman's rho; *P*, *P* value).](1700006-F2){#F2}

Next, we examined how the half-life estimates correlated between the different methods ([Fig. 2B](#F2){ref-type="fig"}). For this purpose, we calculated the Spearman's rank correlation coefficient (*r*~*s*~) between the MGC and the genome-wide studies. We included the following variants of the transcriptional inhibition method: temperature-sensitive *rbp1-1* allele ([@R14]), transcriptional inhibition with phenanthroline ([@R15]), anchor-away of the RNA polymerase ([@R7]), and a study that measured the half-lives of total and poly(A)^+^ RNA fractions with *rbp1-1* ([@R13]). We included fewer metabolic labeling studies because the first study to use this method in yeast has been published recently ([@R16]), followed by the dynamic transcriptome analysis (DTA) ([@R17]), comparative DTA (cDTA) ([@R11]), and RNA approach to equilibrium sequencing (RATE-seq) ([@R18]).

The median half-life we measured was 6 to 15 times shorter than the ones obtained in genome-wide studies ([Fig. 2C](#F2){ref-type="fig"}). The half-lives measured in our study displayed no correlation with the global inhibition methods using the anchor-away polymerase and phenanthroline, and there was modest correlation with the rbp1-1 studies ([Fig. 2B](#F2){ref-type="fig"}). A modest but significant correlation was found with the GRO ([@R19]), in which the RNA decay rate is calculated indirectly on the basis of the measured RNA synthesis rate and steady-state level of the RNA. There was a large variation in the correlation coefficients between MGC and the variants of the metabolic labeling studies. In these variants, cells are exposed to different concentrations of modified nucleotides for different periods of time (pulse duration). A high correlation was found with the cDTA (*r*~*s*~ = 0.77) and the DTA (*r*~*s*~ = 0.80) methods ([Fig. 2](#F2){ref-type="fig"}, B and C), which use short pulses of labeled nucleotides, and the production and degradation rates are calculated by modeling ([@R11]). The rank correlation coefficient of 0.80 was the highest of all values of correlations calculated for all possible pairs of methods, not considering the related studies (for example, DTA and cDTA). The high correlation is quite surprising because the MGC and cDTA use completely different techniques.

To assess whether the high correlation between MGC and cDTA data sets can be used predictively, we chose two mRNAs with very long half-lives in the cDTA data set (*YJR139C*, 132.9 min; *YDR032C*, 127.4 min) and cloned the corresponding constructs. The measured half-lives (12.1 min for *YJR139C* and 10.5 min for *YDR032C*; data file S4) indicate that they belong to the group of very stable mRNAs also in the MGC data set.

Notwithstanding the high correlation, even the cDTA study reported a six times higher median half-life. The median half-lives in the cDTA study are similar when calculated for the 52 mRNAs studied in our work and for the entire yeast mRNA population (10.9 and 11.5 min, respectively), which confirms that our sampling is representative of the genome-wide distribution, and the median of our sample estimates the population median with a small margin of error (6%). Ten percent of the mRNAs have half-lives below 1.1 min. Ten percent of mRNAs have half-lives above 6.1 min, which represent the stable mRNAs.

The substitutional promoters do not affect the mRNA half-life
-------------------------------------------------------------

What may explain the difference in the median half-lives? Unlike the inhibitors and modified nucleotides used in the global methods for mRNA half-life measurements, promoter replacement in MGC is not expected to introduce global changes in cellular metabolism. Any impact on the half-life may stem from the introduced promoters. For example, the promoter can influence the decay rate of mRNA by loading factors to the mRNA, which affect their stability, but few such promoters are known ([@R20]).

To test the effect of the promoter substitution by P~\[tetO\]4in*GAL1*~, we assessed the decay of mRNA upon shutting off gene expression with promoters that can be controlled endogenously or by inserting a short sequence into the endogenous promoter ([Fig. 3A](#F3){ref-type="fig"}). First, we measured the decay of the *GAL2* mRNA, one of the few genes in yeast that can be shut down under the control of its endogenous promoter, controlled by galactose ([@R21]). Removing the galactose from the medium results in a half-life of 2.7 min for the endogenous *GAL2*, which is very similar to the half-life measured with the substitutional promoter (3.1 ± 0.4 min, mean ± SD, *n* = 3; [Fig. 3B](#F3){ref-type="fig"} and data file S2). For comparison, the half-life of *GAL2* in the cDTA data set is 40.7 min.

![Lack of promoter dependence of mRNA decay assessed by endogenous and insertional promoters.\
(**A**) Scheme of the endogenous, substitutional, and insertional promoters. (**B**) Time course of the decay of the YLR081W (*GAL2*) mRNA driven by its endogenous promoter (shut down by galactose removal; *t*~1/2~ = 2.6 min) or driven by the substitutional promoter (*t*~1/2~ = 2.6 min). (**C**) Two *tet* operators were introduced upstream of the TATA box in the endogenous promoter to create the insertional promoters. (**D**) *USA1* mRNA expression driven by the respective promoters. Dox, doxycycline. (**E**) Decay profiles of the precursor and mature mRNAs of the *GLT1* and *USA1* genes upon dissociation of TetR-Sum1 (blue). The addition of doxycycline results in a slow deinduction kinetics with TetR-Ssn6, evidenced by the long half-time (5.2 min; green) of the *GLT1* precursor mRNA. (**F**) Comparison of half-lives obtained with substitutional promoters to that with the endogenous (*GAL2*) or insertional promoters (*USA1* and *GLT1* mRNAs). The decay of the mature mRNA was not affected by splicing (*USA1* with intron, *t*~1/2~ = 2.6 min; *USA1* without intron, *t*~1/2~ = 2.0 min).](1700006-F3){#F3}

Because the expression of most genes under the control of their endogenous promoters cannot be shut down with endogenous signal, we devised a strategy to rule out the promoter dependence of the mRNA stability, using insertional promoters. We designed promoters by inserting repressor binding sites into the promoter. In this way, the endogenous promoter sequence is retained, but the expression can be shut down after the association of the repressor to the promoter. The site of insertion has to be chosen in a way that allows efficient repression. The repressor efficiency can be markedly increased by positioning the binding sites upstream of and close to the TATA box ([@R22]). For this reason, we constructed insertional promoters to recruit tetR-repressor fusion proteins to *tet* operators inserted upstream of the TATA box ([Fig. 3C](#F3){ref-type="fig"} and fig. S4), which also guarantees that the 5′UTR remains intact. The gene expression remained similar to the endogenous level in the absence of the repressor ([Fig. 3D](#F3){ref-type="fig"}). We have tested two repressors, Ssn6p and Sum1p ([@R22]), to see which one shuts down gene expression more rapidly. To assess how quickly repression is established, we inserted an intron sequence into the gene to generate a precursor mRNA. The precursor mRNA level can be used to monitor rapid changes in promoter activity because splicing is fast ([@R23]). rtetR-Sum1p resulted in a more rapid disappearance of the precursor mRNAs, with a half-time of around 2 min (*USA1*, 1.65 ± 1.57; *GLT1*, 1.35 ± 0.84; mean ± SD, *n* = 2; see also [Fig. 3E](#F3){ref-type="fig"}). The decay of the mRNAs expressed from the constructs with insertional and substitutional promoters was similar ([Fig. 3](#F3){ref-type="fig"}, E and F), indicating the absence of a promoter-specific effect. The dynamic range of expression with the insertional promoter is less than that with the substitutional one, but it is still larger than one order of magnitude ([Fig. 3D](#F3){ref-type="fig"}).

To further validate our results with an independent approach, we imaged cells with the substitutional promoters using single-molecule fluorescence in situ hybridization (smFISH) ([@R24]) to distinguish nascent transcripts and mature mRNAs. If a promoter that affects mRNA degradation is replaced, the mature mRNA level in the cytoplasm is expected to change relative to the nascent site, where the mRNA being synthesized is tethered to the DNA. Thus, the nascent-to-mature mRNA ratio is useful to characterize the promoter dependence of mRNA stability because it is not affected by variations in the transcription rate (see Materials and Methods). Therefore, we measured the ratio of mature to nascent mRNAs expressed under the control of the P~\[tetO\]4in*GAL1*~ or the endogenous promoter. By comparing endogenous mRNAs with tagged mRNAs under the control of the substitutional promoters, we observed very similar ratios for a random selection of genes ([Fig. 4](#F4){ref-type="fig"}).

![The cytoplasmic decay rate of mRNA is not affected by promoter replacement, as determined by smFISH.\
(**Left**) Representative pictures of smFISH for mRNAs driven by the substitutional promoter (blue) or by their endogenous promoters (magenta). Scale bar, 5 μm. (**Right**) Ratio of nascent to mature mRNAs expressed under the control of endogenous and substitutional promoters. Error bars are SD of duplicate measurements.](1700006-F4){#F4}

The above three independent experiments indicate that MGC experiments reflect mRNA half-lives faithfully. What may explain then the long half-lives measured with the other methods? The discrepancies may be explained by the stress response elicited by global transcription inhibition or by modified metabolites or may be due to the introduction of a time-limiting step. For example, the number of P bodies increased after the addition of phenanthroline---a sign of the stress response (fig. S5).

Half-life estimates have a major impact on the deterministic and stochastic behavior of gene networks
-----------------------------------------------------------------------------------------------------

We wanted to see the impact of the mRNA half-life on the behavior of gene networks. It is important to note that mRNA half-lives are significantly shorter than protein half-life, which is around 40 min in budding yeast in dividing cells ([@R25]), and may be even longer (8 hours) in nondividing cells ([@R26]). Therefore, the behavior of a typical network is expected to be dominated by protein turnover and not by mRNA turnover. We compared deterministic models with short and long mRNA half-lives (1 and 10 min). Modeling of the induction kinetics of a single gene revealed that the mean response time of the protein was only 1.5 times slower with the more stable mRNA, which confirms the previous expectation (figs. S6A and S7). However, the same shift in half-life resulted in a four times slower response time of the protein if gene expression is controlled by negative feedback (fig. S6B). This finding was robust with respect to the value of protein half-life (40 min and 8 hours). Thus, mRNA half-lives can strongly influence the behavior of simple regulatory networks even if protein half-lives are considerably longer.

Gene expression is noisy, especially when monitored at the single-molecule mRNA level ([@R27], [@R28]). mRNA turnover also plays an important role in models of stochastic gene expression ([@R29]). We analyzed the molecule copy number distributions of five mRNAs, obtained by smFISH. The CV of the distribution is a common measure of noise in gene expression. The noise was relatively uniform, with a CV ranging from 0.5 to 0.65, the only exception being the *PIF1*, which had higher noise levels: CV (endogenous), 0.8; CV (substitutional), 0.94. Thus, the substitutional gene mirrors the noise of the endogenous counterpart (table S7). Next, we fitted the widely used two-state promoter model of gene expression ([@R30]) to the observed distributions (see Materials and Methods and fig. S8). The two-state model describes the active and inactive states of the promoter, and the transition between the two states can be triggered by the binding of a transcription factor (TF) to the promoter. Thus, the switching rates between the two states (*k*~ON~ and *k*~OFF~) reflect the kinetics of the TF binding.

We obtained good fits independently of whether the MGC or the cDTA half-lives were used in the model ([Fig. 5](#F5){ref-type="fig"}, A and B). However, the estimated promoter activation (*k*~ON~) was faster when the shorter half-lives of the MGC data set were used ([Fig. 5](#F5){ref-type="fig"}, C and D). The ratio of the two half-lives was comparable to that of the respective fitted *k*~ON~ values. This proportionality is particularly evident for the tTA-driven mRNAs ([Fig. 5D](#F5){ref-type="fig"}). Assuming that there is a single binding site in the promoter, a 10-fold increase in the *k*~ON~ values translates into a 10 times faster association rate of the activator to the promoter. Thus, parameter estimates for TF binding kinetics will considerably depend on the RNA half-life estimates. These two examples using deterministic and stochastic models suggest that the goodness of model predictions and parameter estimation will strongly depend on the correctness of mRNA half-lives.

![Correct mRNA half-life estimation is of critical importance for stochastic models.\
(**A** and **B**) Histogram of *USA1* mRNA copy number distribution (smFISH) under the control of the endogenous (A) or substitutional (B) promoter and fitted distribution using either MGC (red) or cDTA (blue) half-life estimates. (**C** and **D**) Parameters estimated for the two-state promoter model (*k*~ON~, *k*~OFF~, and *k*~Tr~ rates) are shown for models assuming the two different decay rate constants for the endogenous (C) or substitutional (D) promoter.](1700006-F5){#F5}

Degradation of unstable mRNAs depends strongly on *XRN1*
--------------------------------------------------------

We examined how the main decay pathway affects the variability in the mRNA decay rates. Xrn1p is the nuclease that degrades the mRNA in the 5′ to 3′ direction and is considered to represent the main pathway of mRNA degradation ([@R31]). To examine the decay rates in the *xrn1* deletion strains, we have selected four stable mRNAs (half-life, \>5 min) and four mRNAs with typical or short half-lives (1 to 2 min). Both groups were more stable in the *xrn1*Δ background, with half-lives ranging from 8 to 30 min ([Fig. 6](#F6){ref-type="fig"}, A and B). However, the mRNAs with short half-lives become considerably more stabilized (see *WAR1*, *COG8*, *USA1*, and *HMT1* mRNAs and their perpendicular distance to the dashed line, which represents no change; [Fig. 6B](#F6){ref-type="fig"}). A similar trend in stabilization of mRNAs was observed when we compared the half-lives of the endogenous GAL genes in wt and *xrn1*Δ backgrounds, after washing out galactose ([Fig. 6C](#F6){ref-type="fig"}). This suggests that *XRN1*---directly or indirectly---explains a substantial part of the variations in the mRNA stability.

![Determinants of variability in the mRNA decay rate and promoter-independent variation in RNA synthesis rate.\
(**A** and **B**) Time courses for and half-lives in *xrn1*Δ and wt cells, determined using MGC. The dashed line represents the expected equality, and the dotted lines are twofold deviations from this equality. Error bars represent the SD of duplicate measurements, except for *DAK1*, *USA1*, and *COG8*, which were triplicated. (**C**) Comparison of half-lives of the endogenous GAL mRNAs in *xrn1*Δ and wt cells after galactose washout (right). (**D**) Scheme of processes contributing to variations of promoter-dependent (green) and promoter-independent (blue-magenta) mRNA synthesis rate. RNA pol II, RNA polymerase II. (**E**) mRNA synthesis rates under the control of the substitutional and endogenous promoters. The dashed orange lines represent the 0.1 and 0.9 quantiles of the synthesis rates (*r*~*s*~ = 0.16; *P* = 0.24). a.u., arbitrary units. (**F**) The bases of the magenta triangles are scaled to represent the dynamic range of promoter-dependent and promoter-independent mRNA synthesis rates and the mRNA decay rates, expressed as the 90:10 quantile ratio. The width of the black arrows indicates the turnover rates.](1700006-F6){#F6}

Crucial role of the RNA coding sequence is evidenced by assessing the promoter dependence of the RNA synthesis rates
--------------------------------------------------------------------------------------------------------------------

The benefit of our method is that it provides information not only on the decay rates but also on the promoter dependence of RNA synthesis rates. We also calculated the transcription rates of the endogenous genes. The transcription rates of the endogenous and promoter-replaced genes correlate weakly, suggesting that the promoter and the DNA sequence encoding the RNA can control the transcription rates independently ([Fig. 6](#F6){ref-type="fig"}, D and E). The rates of mRNA synthesis under the control of identical substitutional promoters vary broadly ([Fig. 6E](#F6){ref-type="fig"}). To quantify the dynamic ranges of these rates, we used the 90:10 quantile ratio (that is, decile ratio), which is the rate at the 90th percentile divided by the rate at the 10th percentile. The 10th and 90th percentiles of the synthesis rates are 0.0036 and 0.203 RNA molecules/min, respectively, for the endogenous genes (see the "Digital PCR" section in Materials and Methods). The 90:10 ratio was 12 and 46 for the RNA synthesis rate under the control of the substitutional and endogenous promoters, respectively. In comparison, the 90:10 ratio of the RNA half-lives is 7 ([Fig. 6F](#F6){ref-type="fig"}). Thus, the dynamic range of the transcription rates determined by the DNA sequence that encodes the RNA is larger than that of the mRNA half-lives.

DISCUSSION
==========

It has been repeatedly observed that the half-life estimates obtained by metabolic labeling and transcriptional inhibition methods display low or no correlation, that is, different mRNAs are classified as stable and unstable ([@R7], [@R8]). Despite the discordant data, little effort has been made to compare these methods to the independent ones. Substantially more effort has been invested in the systematic comparison of methods in other fields, exemplified by the validation of methods to study protein-protein interactions ([@R32]--[@R34]).

It is surprising that even different variants of the same class of method can display large variations. The half-life estimates with MGC did not correlate with those of the classical pulse-chase method ([@R16]) but did correlate with cDTA. RNA is labeled with 4-thiouracil (4TU) in both the classical pulse chase and cDTA methods. However, cells are exposed to a higher 4TU concentration with cDTA, but for a shorter period of time (pulse labeling). Having a short pulse may eliminate or reduce the toxicity due to modified nucleotides. Analogously, different variants of transcriptional inhibition yield distinct results. Although there is no correlation between MGC and transcriptional inhibition by anchor-away, there is a modest but significant correlation between the MGC data and inhibition by the *rbp1-1* allele. The fact that the details of the experimental protocol matter are also illustrated by the observation that the degree of the inhibitor-dependent mRNA stabilization strongly depends on the concentration of the added thiolutin, a transcriptional inhibitor ([@R35]).

The highest correlation was found between two distinct methods: Our half-life estimates were highly correlated with those obtained with the cDTA method, which means that both methods tend to classify the same mRNAs as stable or unstable. At the same time, the MGC experiments yielded a median half-life of around 2 min, which is around five to six times shorter in comparison with the cDTA data ([@R11]).

We performed two experiments to show that the short half-life in MGC is not due to promoter replacement. A unique form of validation can be performed with those genes whose expression can be shut down by modulating a natural signal. This is possible with very few genes in yeast, such as the GAL genes; the half-life of *GAL2* mRNA was similar with endogenous and substitutional promoters. Similarly, the data sets obtained with insertional and substitutional promoters were consistent ([Fig. 3F](#F3){ref-type="fig"}). The insertion of the *tet* operators did not considerably change the expression level, which indicates that the binding of the endogenous TFs to the promoter was not perturbed by the insertion ([Fig. 3D](#F3){ref-type="fig"}).

In addition to the validation of half-lives with endogenous and inserted promoters, two considerations can explain the high correlation, despite the difference in median half-lives between MGC and cDTA: the use of a scaling factor in cDTA, and the stabilization of mRNA by transcriptional inhibition. The cDTA half-life estimates are obtained by model fitting, which incorporates a linear scaling factor, which may be influenced by the rates of cellular uptake and incorporation of labeled nucleotides into the mRNA. The rate of these processes is often unknown, and it is rather difficult to determine. Studies in yeast indicate that the intracellular accumulation of small molecules can be slower than expected ([@R36]). When such a slow transient process is taken into account, a linear shift in the system behavior can be observed. Therefore, it is plausible that a slow transport of the nucleotides explains a linear increase of the mRNA half-lives estimated by cDTA. Our MGC method provides, in principle, a convenient approach to estimate the scaling factors for cDTA, especially when it is tested in new organisms and conditions.

A study that examined the effect of transcriptional inhibition on the stability of the mRNAs ([@R11]) provides a second line of evidence for the fast mRNA turnover. It was shown that the small-molecule phenanthroline not only inhibits transcription but also reduces mRNA decay rates measured by cDTA. Furthermore, there is a nearly linear relationship between synthesis and degradation rates measured in different genetic mutants that affect mRNA turnover. These observations can then be applied to transcriptional inhibition by thermal inactivation of the *rbp1-1* allele: Transcription is inhibited by around 10-fold ([@R14]). The above linear relationship suggests that a 10-fold transcriptional inhibition induces a 10-fold stabilization of the mRNAs. Most transcriptional inhibition studies (using *rbp1-1* or phenanthroline) report half-lives in the range between 10 and 25 min. Thus, a correction for a 10-fold stabilization would yield a median estimate of around 1 to 2.5 min, which indirectly underpins our median half-life estimates. It is likely that not all mRNAs are stabilized equally, as evidenced in our results with the *xrn1* deletion mutant. Such a differential stabilization may explain the lower correlation between the *rbp1-1* study and the MGC/cDTA studies.

The distribution of half-lives is right-skewed, that is, most mRNAs have short half-lives (*t*~1/2~ = 1 to 2 min), and only around 20% of the mRNAs display higher stability (*t*~1/2~ \> 5 min). This may indicate that a prototypical mRNA undergoes fast degradation, and specific elements are required for an mRNA to become stable, exemplified by the *PGK1* stability element. *PGK1* is the most stable mRNA in our study. The *PGK1* mRNA is also one of the more stable mRNAs in the *rbp1-1* study ([Fig. 2C](#F2){ref-type="fig"}, rightmost point). This specific behavior of the *PGK1* mRNA may explain why it has served as the model mRNA to identify molecular mechanisms that destabilize mRNAs, exemplified by the nonsense-mediated decay ([@R37]).

It remains to be seen if mRNA turnover has been underestimated also in other organisms, such as bacteria or mammalian cells. Different variants of metabolic labeling studies reported different half-lives in mammalian cells ([@R38], [@R39]). The MGC can be, in principle, used also in other organisms either with substitutional promoters controlled by activators or with insertional promoters controlled by repressors. It will be important to perform the necessary kinetic control experiments: The half-time of precursor mRNA during splicing has to be evaluated to see if the deactivation or repression is sufficiently rapid---an essential requirement for reliable kinetic measurements.

An interesting outcome of our study was the broad dynamical range of the promoter-independent control of transcription rates ([Fig. 6](#F6){ref-type="fig"}, E and F). The promoter is characterized by a large combinatorial repertoire of TF (activator and repressor) binding sites and core promoter sequences, including the TATA box ([@R40]--[@R42]), which permits tuning of the transcription rate within a broad range. We observed that the expression of most of the endogenous genes is distributed over a 40-fold range. When the same promoter was placed upstream of each of these genes \[that is, transcription unit: open reading frame (ORF) and the flanking UTRs\], we still observed a 12-fold range with a low correlation (*r*~s~ = 0.16) with the endogenous expression levels. This low correlation implies that a gene can have low expression under the control of a substitutional promoter but high expression under the control of its endogenous promoter, and vice versa. The position effect typically explains around two- to threefold variations ([@R43], [@R44]). Thus, the remaining variation is likely to arise from differing efficiencies of transcriptional initiation, elongation, and termination ([Fig. 6D](#F6){ref-type="fig"}) ([@R45]--[@R48]), explaining the large dynamical range of promoter-independent transcription rates.

These processes are expected to have a major impact on stochasticity in gene expression ([@R49], [@R50]), which may have been underappreciated because most studies focused on the promoter dependence of stochastic gene expression. Stochastic gene expression is also strongly affected by mRNA half-life. The same mRNA distribution in single cells can be explained with both slow and fast mRNA turnover. However, a fast turnover implies that the promoter is activated and inactivated more frequently.

We found that the *PIF1* mRNA has a higher noise level than the other mRNAs examined by smFISH, independently of whether it is driven by the endogenous or the substitutional promoter (table S7). This promoter independence of noise underpins the role of cotranscriptional or posttranscriptional processes in noise. The *PIF1* mRNA has alternative start codons and is translated into two different proteins: One is localized to the mitochondria, and the other, whose translation begins at the second AUG in the ORF, is destined for the nucleus ([@R51]). Because translation initiation can affect mRNA degradation ([@R13]), it is plausible that the dual translation of the mRNA accounts for the high noise in the *PIF1* mRNA. We expect that the use of correct half-life estimates and degradation model will be essential to unveil the regulation of mRNA stability and the determinants of noise.

MATERIALS AND METHODS
=====================

Plasmids, yeast growth, and shut-off experiments
------------------------------------------------

The plasmids constructed in this study are listed in table S1. The plasmids were chromosomally integrated into BY4741 and BY4743 (table S2), which are derivatives of the S228C strain of the yeast *S. cerevisiae*. tTA was constitutively expressed, driven by the P~*CLN3*~ promoter.

Cells were grown in synthetic complete medium (2% raffinose and 0.005% glucose). This medium provided a neutral carbohydrate condition for carbohydrate-sensitive mRNAs. The overnight cultures of the strains expressing the tagged mRNAs were refreshed at OD~600~ (optical density at 600 nm) = 0.1 until they reached an OD~600~ \~ 0.5. For single mRNA shutoff, doxycycline was added to the medium (final concentration, 10 μg/ml) to shut off gene expression driven by tTA, whereas for the MGC cells, cultures were pooled in a single tube before the addition of doxycycline. Samples were collected in methanol and kept on dry ice. RNA was extracted as described below. For the RNA decay rates, cultures were sampled at −15, −5, 2, 4, 6, 8, 12, 18, 24, 36, 48, and 64 min. For the extended sampling, time points of −15, −5, 6, 12, 24, 36, 48, 60, 90, 150, 180, and 240 min were included.

Gene selection for promoter disruption
--------------------------------------

We randomly selected genes in the regions 11 to 217 kb of chromosome XIII, and 281 to 411 kb of chromosome II, excluding dubious ORFs, split genes, ribosomal genes, transposons, and those genes that have a length less than 600 base pairs (bp). This length (600 bp) results from the 500-bp cloned sequence in the plasmid and 100 bp required for reverse transcription. Two 5′UTR data sets ([@R52], [@R53]) were considered to clone UTRs. The Pelechano data set reports heterogeneous 5′UTR lengths. In contrast, the Nagalakshmi data set has unique 5′UTR lengths.

Normally, we have cloned a 5′UTR with a length defined by the mean + 1 SD according to Pelechano *et al*. ([@R52]). There were two types of exceptions from this rule. (i) When the 5′UTR was shorter than 100 bp, we cloned a 100-bp sequence upstream of the start codon. (ii) If there was a large heterogeneity in 5′UTR lengths (SD/mean \> 1), we have chosen the Nagalakshmi data set for the cloning due to the lower variability (fig. S9). Lengths of the 5′UTRs cloned are shown in table S3.

Chromosomal integration of substitutional promoters
---------------------------------------------------

All plasmids were constructed as described in fig. S10. Briefly, we used pRS306 ([@R54]) as backbone. The Gal4p binding sites in the *GAL1* promoter were replaced by *tet* (version 2) operators (magenta ovals), and the *GAL1* promoter was truncated 12 bp downstream of the TATA box. The 5′UTR and the truncated ORF of each gene (the homologous gene sequence) constituted the homologous sequence for integration. The four synonymous mutations were located 50 bp downstream of the start codon. We also added a restriction site (RS) for linearization of the plasmid by fusion PCR so that cloning can be performed with a single final PCR product. The RS was located around 200 bp downstream of the silent mutations to avoid recombinational loss of the silent mutations during the integration of the plasmid (fig. S10). A 100-bp coding sequence (red box) was also included to allow efficient homologous recombination. The size of the entire homologous sequence was kept below 500 bp.

Design of the insertional promoter insertion
--------------------------------------------

To shut off gene expression with the least possible change in the endogenous promoter sequence, we inserted two *tet* operators separated by 20 bp, 50 bp upstream of the identified TATA box (fig. S4) ([@R55]). Chromosomal integration was performed as with the substitutional promoters. Cells express a transcriptional repressor consisting of the rTetR DNA binding domain fused to Sum1p. Addition of doxycycline leads to the binding of the transcriptional repressor to the promoter. We additionally introduced an intron 12 bp downstream of the start codon. This intron was used as an internal control to indicate how quickly repression is established (*t*~1/2~ = 0.96 min); the intron has no impact on the half-life of mature mRNA ([@R23]).

RNA extraction, reverse transcription, and qPCR
-----------------------------------------------

The cells were harvested by adding 5 ml of cultures to equal volume of methanol sitting on dry ice. Total RNA was extracted using RNeasy Mini kit (Qiagen). Complementary DNA (cDNA) was synthesized using SuperScript III (Invitrogen) with gene-specific primers. A truncated mRNA is expressed, driven by the endogenous promoter. To avoid reverse transcription of these disrupted genes, reverse transcription was primed with oligonucleotides, which anneal to the sequence around 0.1 kb downstream of the gene sequence cloned into the plasmid (fig. S11).

qPCR was done in a volume of 10 μl using Kapa Master Mix (Kapa Biosystems) and Roche LightCycler 480. RNA values were corrected for amplification efficiency (tables S4 and S5).

The relative mRNA values \[mRNA (relative)\] represent the mRNA levels normalized to the geometric mean of *TFC1* and *UBC6* mRNAs because the expression of these two genes displays low degree of variation across different environmental conditions ([@R56]).

We assessed the extent to which oligonucleotides designed to detect the tagged mRNA cross-reacted with the endogenous mRNA. We performed qPCR with a cDNA template reverse-transcribed from wt mRNAs and primed it with oligonucleotides matching the tagged mRNAs. As control, we used oligonucleotides matching the endogenous (wt) mRNAs for priming. The larger the difference between the respective cycle threshold (*C*~t~) values, the smaller the cross-reaction (table S6). For most mRNAs, the *C*~t~ difference was larger than 5 (annealing at 60°C), and for five genes, we performed the annealing at 68°C to attain a *C*~t~ difference larger than 5 (table S6). A *C*~t~ difference of 5 indicates that a cross-reaction will affect the results when the tagged mRNA decreases to below 3% (2^−5^) of the endogenous mRNA. Because the expression of the mRNAs with the substitutional promoter (in the absence of doxycycline) was typically 10 times higher than the endogenous expression, the decaying tagged mRNAs can be measured over a 30-fold concentration range without cross-reaction even when 10 strains are pooled. We expect that multiplexing of around 30 strains still permits a reliable assessment of the half-lives because the concentration of the tagged mRNA can be detected over a 10-fold range in the time series.

Digital PCR
-----------

cDNA was synthesized using oligo-dT and SuperScript III (Invitrogen). Droplet Digital PCR was carried out using the QX100 ddPCR system (Bio-Rad), with the following oligonucleotides to detect the *GAL1* cDNA: forward primer, 5′-GCGATCTAGCAACAAAATCCGGTTTA-3′; hydrolysis probe, (FAM)-CCATTGGCCGAAAAGTGCCCGA-(BHQ-1); reverse primer, 5′-AATATTCAGTTCTCCGGTCAGAGATT-3′. The *GAL1* mRNA copy number was normalized against cell number in the linear range of detection. The cells induced by galactose had a copy number of 12.44 ± 0.71 molecules per cell, which corresponds to the relative mRNA of 95 for the *GAL1* gene. Thus, the conversion factor from relative mRNA to molecule number was 0.13.

Estimation of decay and synthesis rates
---------------------------------------

Data series of individual measurements were fitted by nonlinear regression using the function *R*(*t*) = *R*~0~*e*^−\ *γt*^ + *b*, where *R*~0~ and *b* stand for the RNA level at the initial time point and due to the basal expression, respectively. The fitting was performed with Mathematica (Wolfram Research). The decline in the RNA levels after adding the doxycycline started after a short lag period. Therefore, the function was fitted to the time series starting at 2 min after the addition of doxycycline (or galactose, if relevant). To compensate residuals of data points with low absolute values, a relative weighting scheme was applied (1/*Y*^2^) so that nonlinear regression minimizes the sum of squares of relative distances $\left( \sum\left( \frac{\mathit{R}_{\text{data}} - \mathit{R}_{\text{curve}}}{\mathit{R}_{\text{data}}} \right)^{2} \right)$.

Each parameter (*R*~0~, *b*, γ) was independently fitted in each replicate of the time course experiment. The mean decay rate (or half-life) was calculated from the three independently fitted decay rates (or half-lives). For some mRNAs, four replicate measurements were performed.

For the calculation of the mean value of the mRNA synthesis rates, replicate measurements were performed for at least five times. Outliers were detected using the 2 MADe Method ([@R57]).

Detection of P bodies
---------------------

Cell cultures were collected at different time intervals after the addition of phenanthroline or doxycycline, quickly spun down, resuspended in 10 μl of medium, and dropped on 2% agarose pad. Images were collected using the DeltaVision microscope \[fluorescein isothiocyanate (FITC) channel; exposure time, 200 ms; objective, 100×\] as stack of pictures, which were deconvolved and Z-projected, for counting of *DCP2-GFP*--positive cells.

Single-molecule mRNA FISH
-------------------------

Overnight cultures were refreshed (OD~600~ = 0.1) and grown for 5 hours before fixation in 3.7% formaldehyde. Cell preparation and hybridization of the probes were performed as described ([@R24]), with the following modifications. Coverslips were poly-lysine--coated ([@R58]). After permeabilization of spheroplasts, the probes were applied to the samples overnight at 40°C in a humid chamber. After the hybridization of the probes and washing of the samples, cells were mounted in ProLong Gold medium (Life Technologies) and cured overnight at room temperature before imaging.

Images were acquired as stacks of optical sections at 0.2-μm intervals using a DeltaVision deconvolution microscopy system (Applied Precision) under the following conditions: 4′,6-diamidino-2-phenylindole (DAPI); FITC; Alexa 594 channels; 100% ND; bin, 1; exposure time, 80, 2000, and 500 ms, respectively; objective, 100×. Three-dimensional stacks of images were deconvolved using the DeltaVision deconvolution microscopy system and further filtered (background subtraction, median, and convolve) using ImageJ to enhance the signal-to-noise ratio of detected spots. Autofluorescence of the cells (FITC) was used to segment the pictures with ImageJ and define the cell boundaries.

To find the correct dilution for the single-molecule FISH probes, we looked for a dilution at which no dots were detected in strains lacking the target mRNA (in deletion strains). We tested three genes driven by tTA. YML029C needed to be diluted at least 1:1000, and we diluted all probes to 1:1000, except for YML061C and YML071W, for which a 1:500 dilution was used.

For smFISH, we used FISH-quant toolbox ([@R59]) in Matlab. The number of mature mRNAs was scored in segmented cells after the adjustment of the detection threshold. Spots located inside the nucleus (DAPI) and displaying intensity two times higher than the average spot intensity were selected and further quantified as nascent using the point-spread function superposition approach ([@R59]). At least 200 cells were quantified for each experiment.

Ratio of nascent to mature mRNA
-------------------------------

The nascent mRNA (nascent) is produced at rate *p*. The elongation and termination process is lumped into the parameter γ~1~. The nuclear mRNA is exported to the cytoplasm at a high rate, and therefore, it is not modeled explicitly. The mature mRNA (mature) is degraded at rate γ~2~.$$\varnothing\overset{\mathit{p}}{\rightarrow}~\text{nascent}~\overset{\gamma_{1}}{\rightarrow}~\text{mature}~\overset{\gamma_{2}}{\rightarrow}\varnothing$$

The ratio of their steady state equals γ~1~/γ~2~.$$\frac{\text{nascent}_{\text{ss}}}{\text{mature}_{\text{ss}}} = \frac{\frac{\mathit{p}}{\gamma_{1}}}{\frac{\mathit{p}}{\gamma_{2}}} = \frac{\gamma_{2}}{\gamma_{1}} = \frac{\gamma_{2}}{\text{const}}$$

Because the elongation and termination process is expected to be independent of the promoter, its rate is constant: Therefore, this ratio, which can be measured with smFISH, should be identical or similar for the wt cells and the cells expressing the marked mRNA under the control of the substitutional promoter.

Estimation of parameters for the two-state promoter model of stochastic gene expression
---------------------------------------------------------------------------------------

To fit the single-molecule mRNA distribution, we simulated the two-state (telegraph) model: The promoter alternates between an inactive state (*S*~0~) and an active state (*S*~1~) with transition rate constants, *k*~ON~ and *k*~OFF~. mRNA (*m*) is produced in the active state (*S*~1~), with rate constant *k*~Tr~, and degraded, with rate constant *k*~dec~. The value of *k*~dec~ is taken from either the MGC or the cDTA experiments.

Distributions were generated with Gillespie's stochastic simulation algorithm, using StochKit ([@R60]), from 10,000 runs of 1000 min for each combination of random parameter values. Random values were generated for *k*~ON~, *k*~OFF~, and *k*~Tr~ so that the predicted Fano factor ([@R61]) approximates the measured one, as described in fig. S8 (see also table S7). The goodness of the fit was determined by the summed squares of the residuals (SSE), which was calculated from the measured and simulated distributions with a bin width of 1 (molecule per cell) for the endogenous promoter and bin width of 6 for the substitutional promoter. To avoid overfitting, we considered an optimal range of parameter values that yield an SSE up to a 1.3-fold multiple of the smallest found SSE. We selected a realistic combination of parameter values from the above optimal range according to the following procedure.

For the endogenous promoter, a broad range of parameter values yields similarly good fits (fig. S8). To choose realistic parameters, we took into consideration that the examined genes are housekeeping genes with constitutive expression, and we expected that their promoters are saturated by the regulating TF. Therefore, we have chosen the combination of parameter values corresponding to the largest promoter saturation, *k*~ON~/(*k*~ON~ + *k*~OFF~).

For the substitutional promoter, the optimal range of parameter values was scattered over a smaller domain (fig. S8). We expected that the saturation of the P~\[tetO\]4in*GAL1*~ by tTA is similar for each gene. Therefore, we calculated the mean value of saturation from the optimal range of parameter values for each gene. Subsequently, the average of the mean saturations of all fives genes was calculated, which we termed the global mean saturation. Ultimately, we selected the parameter combination for each gene that yields the saturation closest to the global mean saturation.
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