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ABSTRACT
The aggregation of individual phytoplankton into marine snow allows
particles to sink more quickly, thus resulting in the transport of particulate organic
carbon from surface waters to the deep ocean. Aggregate formation has
previously been measured in experiments indirectly by quantifying how particle
size or particle concentration changes over time. Here, I present my thesis in
which I applied high-resolution imaging to quantify aggregate formation using
two different methodologies.
We conducted experiments to investigate aggregate formation using
stereoscopic imaging, tracking individual particles directly in a 3D volume.
Phytoplankton cultures were rolled in cylindrical tanks and imaged by two
cameras illuminated by an infrared laser sheet. Using particle tracking
velocimetry (PTV) we were able to directly track particles using two different
algorithms to match the same particle in the left and right images taken from the
two cameras. We were able to compare the efficacy of these two algorithms,
finding that an algorithm that matched particles in using the locations of
individual particles in both cameras had a higher rate of matching particles
correctly compared to an algorithm that instead matched particles using
assembled 2D tracks from each camera.
We also analyzed the use of imaging as an indirect method of measuring
aggregation formation, and explored how this method differed from those used in
previous studies. Observing aggregate formation on the individual scale for the
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first time can further our understanding of how different biological and physical
factors may affect the carbon cycle on much larger scales.
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CHAPTER 1: Introduction
Phytoplankton are single-celled photosynthetic organisms that make up
the base of oceanic food webs. They absorb and store carbon while
photosynthesizing and produce approximately 50% of the Earth’s oxygen.
Plankton are defined as organisms that are unable to swim against a current, and
are therefore subject to the flow of their liquid environment. When conditions are
ideal for phytoplankton growth, a phytoplankton bloom can occur (Olson and
Chisholm 1985). A phytoplankton bloom is an occurrence (often seasonal) of
higher than normal phytoplankton concentrations. As a phytoplankton bloom
ages, cells exude transparent exopolymer particles, or TEP, which are composed
of sticky polysaccharides that act as the glue allowing aggregates of
phytoplankton cells – also known as marine snow – to form (Passow 2002). When
phytoplankton cells stick together forming aggregates, they can sink faster. The
sinking of marine snow is important in the transport of carbon from the
atmosphere and surface ocean into the deep ocean (Alldredge and Silver 1988).
This sequestration of carbon by once living organisms is a component of what is
referred to as the biological pump and is a small but significant part of the overall
carbon cycle (Turner 2015).
Since aggregates play such a crucial role in the biological pump, it is
important to understand the biological and physical processes that affect how
these aggregates form. The rate of formation of these aggregates is dependent on
two factors: 1) the rate of collision between particles, and 2) how often they stick
together after these collisions (Kiørboe et al. 1990). The rate of collision depends
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on the particle concentration, size and shape of the particles, and the velocities of
the particles relative to one another (Kiørboe 1997). If particles are very high in
concentration and there is high turbulence in the water, these particles are more
likely to collide (Rothschild and Osborn 1988; Kiørboe 1997; Prairie et al. 2012).
Particle “stickiness” is often defined mathematically as the coagulation
coefficient, α, which is the fraction of particle collisions that result in particles
sticking together (Kahl et al. 2008). The value of this coagulation coefficient
depends on how the particles collide, the species of phytoplankton, physiological
state of the phytoplankton, and the presence of transparent exopolymer particles
(TEP) (Kiørboe et al. 1990; Alldredge and Jackson 1995). TEP’s gel-like nature
leads to higher rates of coagulation when they are present in phytoplankton
cultures at higher concentrations (Passow 2002). TEP has been shown to be more
abundant in older growth phases of phytoplankton cultures, and therefore could
lead to higher aggregation rates in older communities (Passow 2002; Prairie et al.
2019); however in these studies, the effect of TEP on aggregate formation rate
was not quantified.
The coagulation coefficient, α, was first introduced in 1917 by statistical
physicist Marian Smulochowski in a study looking at the kinetics of coagulation
of colloidal solutions. Here, α was defined as the “stability factor” in a
mathematical model describing aggregation where collisions are due to fluid
motion (Smoluchowski 1917). This model was then further developed by James
Edzwald (1974) to quantify the coagulation coefficient for the sticking together of
clay particles in estuaries. Coagulation theory was first applied to marine
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aggregates by McCave (1984), who used the coagulation models to help quantify
the size distribution of oceanic particles.
Although directly measuring the coagulation coefficient is very difficult,
several studies have used the changes in particle concentration and particle size
over time during aggregation to indirectly estimate this quantity and ultimately
the rate at which aggregates form (Kiørboe et al. 1990, Kahl et al. 2008).
Aggregate formation rate is calculated in these experiments as a single average
value. In reality, it is possible – and perhaps likely – that aggregate formation rate
and the coagulation coefficient change over time and are during the aggregation
process by variables such as particle size and shape, both of which will change as
aggregates form. To understand the nuances of particle stickiness, we would have
to use a direct method to quantify the change of the coagulation coefficient over
time. This can be done using a particle tracking method. By tracking individual
cells and clumps of cells as they collide and aggregate to form marine snow, it
could be possible to calculate aggregate formation rate and α over a series of time
steps throughout an experiment.
A direct quantification of coagulation efficiency could also improve
mathematical models of aggregation. Past aggregation models have been based on
classical coagulation theory. However, the determination of the coagulation
coefficient can be difficult because of changes in stickiness due to biological
factors such as amount of TEP present and the shape and composition of the
aggregate (Jackson and Burd 1998, Jackson and Lochmann 2018). Previous
studies that used indirect measurements to quantify aggregate formation had to
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use an estimate of average particle size assuming spherical particles, while direct
measurements of the coagulation coefficient could account for the fact that
aggregates vary in size and shape (Logan and Wilkinson 1990).
Understanding as much as possible about the carbon cycle is especially
important today, as excess human-produced carbon dioxide in the atmosphere is
accelerating global climate change (Revelle 1982). This global climate change has
led to a variety of negative impacts all over the world with consequences such as
increased intensity of weather driven natural disasters as well as increased coastal
flooding (Hirabayashi et al. 2013). One way to understand the complexity of
global climate change’s impacts in the ocean is by observing aggregate formation
on the individual scale to further our understanding of how different biological
and physical factors affect the carbon cycle on much larger scales. In this thesis, I
will be presenting both indirect and direct methods of imaging to quantify
aggregation: in Chapter 2, I describe a development of a method to track
aggregation through individual collisions using stereoscopic imaging, and in
Chapter 3, I compare methods to quantify aggregate formation rate using image
analysis.
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CHAPTER 2: Developing a method to track aggregation through individual
collisions using stereoscopic imaging
2.1 Introduction
The biological pump is an important vehicle for the transfer of carbon
from the atmosphere into the deep ocean, exporting about 10 billion tons of
carbon per year (Turner 2015). The sinking of marine snow — that is, aggregates
made up of particulate organic matter such as living organisms, detritus, fecal
matter, exuviae, carcasses, and plankton hardparts — is the primary mechanism
behind this carbon transport (Alldredge and Silver 1988). The aggregation of
phytoplankton cells and other particles causes them to sink more quickly,
allowing a higher rate of vertical carbon flux. The particulate organic carbon that
makes it past the depth of the permanent thermocline, which acts as a barrier to
vertical mixing, will usually stay at depth in the ocean and be “sequestered”
where it can stay for upwards of 1,000 years (Passow and Carlson 2012).
In addition to marine snow being a crucial part of the biological pump, it
has also been recognized for its importance in nutrient cycling and as a
microhabitat for bacteria, algae, protozoans, and metazoans (Alldredge and Silver
1988). Phytoplankton act as the base of food webs as they are the primary
producers of the ocean. The aggregation of phytoplankton into marine snow may
make it easier for zooplankton and protozoans to find this food source (Mӧller et
al. 2012). Aggregates can also leave chemical trails as they sink, which
zooplankton can use to track these sinking particles (Lombard et al. 2013).
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Because of the significance of marine snow as part of the carbon cycle and
within oceanic food webs, it is important to understand the biological and
physical processes that affect its formation. Previous studies have indirectly
measured aggregate formation by measuring the changes of particle size and
concentration over time (Kiørboe et al. 1990, Kahl et al. 2008). During the
process of aggregation, it is expected that the average size of the particles will
increase and the particle concentration will decrease over time as single cells
coagulate to form fewer, larger particles. By measuring this rate of change in
particle size and particle concentration, the stickiness of the particles and the rate
of aggregate formation can be indirectly quantified. Past models have used this
method to derive an average aggregation rate for an entire experiment.
Unlike this indirect method, observing aggregate formation directly using
imaging could provide a way of addressing questions relating to characteristics of
individual particles, including their size and shape. Through stereoscopic imaging
– the use of cameras from two angles to observe objects in 3D –phytoplankton
aggregates can be tracked in a 3D volume so that individual collisions and the
coagulation of particles can be observed, allowing aggregate formation to be
directly quantified for the first time. There are many benefits of observing
aggregate formation directly. Indirect methods of quantifying aggregate formation
provide a single aggregation rate for all particles; however, shape and size of
particles may collide and stick together at different rates. In addition, aggregation
rate may change over time. A direct method would allow for the rate at which
particles stick together to be calculated separately for different particle types and
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throughout the experiment at different points in time. Thus, this direct
measurement would allow for a more complete observation of coagulation and
could improve models of the biological pump by understanding aggregation rate
as a dynamic, and more realistic, process based off of the characteristics of
phytoplankton present instead of presenting it as a constant value.
Particle tracking velocimetry (PTV) is one of the most effective ways to
visualize small scale flows of liquids and gases, and allows for the 3D tracking of
individual particles in a laboratory setting (Adrian 1991). PTV is based on
stereoscopic photogrammetry of identical tracer particles, with a minimum of two
cameras to image from different angles, but with up to four cameras to improve
the ability to identify the 3D locations of particles (Nishino et al. 1989, Maas et al.
1993). PTV has been used to measure the flow of inorganic particles, but this
form of stereoscopic imaging has not been previously used to quantify the
collision and coagulation of organic particles such as phytoplankton. Creating 3D
tracks of phytoplankton and marine snow aggregates poses some unique
challenges. First, marine snow particles are traditionally formed in a tank rotating
at a constant speed on a mechanical table, meaning that aggregation experiments
are required to use a cylindrical tank. Because of this, both the left and right
images must be captured at an angle through the flat front face of the tank, which
can cause distortion to the images. The cylindrical tank can cause further
problems as it can bend the light source, creating uneven illumination within the
tank (Chen et al. 2018). Traditional tracer particles used for PTV are also uniform
in size and shape, which is not the case for organic aggregates (Tapia et al. 2018).
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Previous PTV studies suggest that the ideal way to construct 3D particle
tracks is to first create 2D particle tracks from the left and right images separately,
and then match these tracks using a cross correlation of a full image (Guezennec
et al. 1994). This allows for particles to first appear in different images and still be
matched. However, this method uses a cross correlation of the full left and right
images, which as mentioned previously, can be distorted due to the shape of the
tank (Saga et al. 2001). Because of the relatively high particle concentration
needed to form marine snow in a laboratory, even a cross correlation that is off by
a few pixels can substantially decrease the ability of an algorithm to correctly
match particles in the left and right image.
This chapter explores two different methods for reconstructing 3D tracks
of particles during an aggregation experiment and their use in observing
phytoplankton collisions. The ultimate goal is to develop a direct method of
tracking collisions to quantify aggregate formation which can help provide a
means to explore unknown aspects of the aggregation process and their
implications for marine carbon cycling. Therefore, this chapter will address the
following questions:
1. How does the ability to construct correct 3D particle tracks compare
when using whole tracks versus locations of individual particles in
images?
2. How does the ability to construct correct 3D particle tracks vary
between early and late stage aggregation?
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3. What factors affect the ability to identify collisions between particles
with these methods?
2.2 Methods
2.2.1 Experimental Setup
A culture of Thalassiosira weissflogii, a species of non-chain forming,
centric diatom known to coagulate (Gärdes et al. 2010), was started at the
beginning of the experiment at a concentration of 6,000 cells/mL in a 1.8 L flask,
and grown in a 12:12 h light:dark cycle. Cell counts were monitored every other
day using a particle counter (Beckman Coulter). This culture was stopped 15 days
later, corresponding to its late stationary growth phase, for which previous studies
have observed the highest rates of coagulation (Kiørboe et al. 1990) and the
highest concentrations of TEP (Prairie et al. 2019). The culture was then diluted
with filtered seawater to 20,000 and 40,000 cells/mL for aggregate formation
experiments.
To induce aggregate formation, phytoplankton were incubated in a
rotating cylindrical tank (volume 2.2 L). Aggregate formation was observed for
two phytoplankton concentrations: 20,000 cells/mL and 40,000 cells/mL,
although only images from the 40,000 cells/mL experiment were used in this
chapter. Potential existing aggregates were broken up into single cells by
sonicating 400 mL volumes of culture for 5 seconds at 20% amplitude using a
sonicator (Qsonica Q500) before being diluted to the correct concentration, as
coagulation theory assumes that all particles are initially single cells.
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A rotating tank is a commonly used method for forming aggregates in the
lab as it allows for the simulation of falling particles in the ocean (Shanks and
Edmonson 1989, Prairie et al. 2013). The tank in our experiments was set to rotate
at approximately 3 rpm in a completely dark room, and a near-infrared laser
(CrystaLaser, 785 nm wavelength) was used to create a sheet of light a few
millimeters in width perpendicular to the tank, 7 cm from the front wall of the
tank (Figure 1). Two near-infrared-sensitive cameras were set up towards the flat
rotating face of the cylindrical tank at angles of -10° and 16° (relative to the line
perpendicular to the flat face). These angles were quantified using a plumb line
and a protractor.

2.2.2 Calibration
A calibration plate was used with reference points 1.0 cm apart in the x
direction, 2.0 cm apart in the y direction, and 0.25 cm in the z direction, where x
is parallel to the floor and parallel to the flat face of the cylinder, y is
perpendicular to the floor and parallel to the flat face of the cylinder, and z is
parallel to the floor and perpendicular to the flat face of the cylinder (Figure 2).
This plate had “steps” that allowed for the 0.25 cm change in the z direction. This
calibration plate was imaged in an identical tank immediately prior to the start of
the experiment. The origin (0,0,0) of the x, y, and z planes was located at the
center dot of the calibration plate.
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2.2.3 Imaging
Images were taken using two Point Grey near-infrared-sensitive cameras
(Grasshopper3, model GS3-U3-41C6NIR-C) with a resolution of 2048 x 2048
pixels and an approximate field of view of 11 cm x 11 cm. Image sets of the
rotating cylindrical tank with phytoplankton were taken every 10 minutes for the
first 2 hours of aggregate formation, with the first set of images initiated after
solid body rotation of the water first occurred, approximately 5 minutes after the
tank began rotating. Additional image sets were taken every thirty minutes from
hours 3.5 to 6. Each image set consisted of 25 seconds of images, or
approximately the time required for a little over one full tank rotation, taken at a
rate of 50 frames per second (fps), that is, 1250 images for each camera. Images
were then cropped to a smaller portion of the left side of the image in both
cameras, where the particles were in a downward trajectory and therefore had a
higher chance of collision due to differential settling. Left images were cropped to
a size of 1261 x 721 pixels. Right images were cropped to a size of 1381 x 821
pixels.

2.2.4 Particle Tracking Algorithms
Particles were first tracked in each camera separately in MATLAB using
the method of Guezennec et al. (1994). Particles were defined as a pixel or group
of connected pixels above a threshold. These thresholds were chosen for the left
and right cameras such that there was an approximately equal number of particles
in the left and right camera, as well as to differentiate from any bright spots that
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were caused by the edge of the tank. In the images in the right camera, a bright
spot created by the edge of the cylindrical tank was removed by masking a
triangular section of the images in the lower left corner. To create 2D tracks, all
particles were located in the first 5 images, and particle tracks were constructed
by minimizing changes in location, velocity, acceleration, and the derivative of
acceleration, or jerk, between particles in adjacent images. Once a particle had
been tracked for 5 images, the track could be continued by using the previous 4
images to anticipate the location of the particle in the upcoming image.
Once all 2D tracks were stored in MATLAB, a subsample of tracks was
obtained by selecting all tracks that occurred in at least one image of the first 50
images of each image set (corresponding to the first 1 second), ranging from
approximately 3,000 to 3,700 tracks depending on the image set. Approximately
40 particles from the first image of each set was then matched by eye, creating a
set of true matches that were used to test the efficacy of two 3D matching
algorithms; the first algorithm, the full track matching algorithm, used whole
particle tracks to assign particle matches, and the second algorithm, the individual
particle matching algorithm, used individual particle locations in individual
images to assign matches.

2.2.5 Cross Correlation
Both algorithms require that the horizontal and vertical offsets of the left
image relative to the right image are first quantified. This was done by applying a
cross correlation between corresponding left and right images. Because all images
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were taken consecutively without moving equipment, it can be assumed that the
offsets did not change between image sets. The offsets as calculated from
applying the cross correlation were occasionally well outside the expected range.
To remedy this, the offset was measured for every 10th image for each image set.
These offsets for the image set were then averaged, and any offsets that differed
from this average by more than 100 pixels in either the X or Y direction were
removed, and then the data was averaged again. This was done for every image
set, and the median was taken from these averaged offsets to determine the final
offset to use in the matching algorithms. The median horizontal offset was 41
pixels and the median vertical offset was -42 pixels, meaning that the middle
point of the left image was shifted 41 pixels to the left and 42 pixels down from
the center of the right image.

2.2.6 Full Track Matching Algorithm
The first algorithm used to construct 3D particle tracks followed a
traditional PTV model (e.g. Guezzenec et al. 1994) by matching 2D particle
tracks that were first constructed from images in each camera (Figure 3). To
match a right track to a left track, all right tracks were shifted by the horizontal
and vertical offsets and assigned a “difference penalty”. This difference penalty
was calculated as the sum of the distances of each particle location within the
right track from the expected particle location within the right track based on the
cross-correlation offsets, and then divided by the square of their “overlap”,
defined as the number of images that the track appeared in for both the left and
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right images over the length of the tracks in the left image. Thus, the closer
location of the right track to the anticipated location based on the shift and the
higher number of overlapping frames resulted in a lower difference penalty.
This algorithm was applied with 5 different scenarios (Table 1) that used
different criteria to assign matches between left and right tracks. In scenario 1, the
track with the lowest difference penalty was assigned as a match. In scenario 2,
matches were also assigned based on the difference penalty, but no match was
assigned if the lowest difference penalty was greater than the a) 50th percentile, b)
75th percentile, or c) 90th percentile of all difference penalties calculated for the
known track matches of the image set. Scenario 3 did not assign a match unless
the overlap between left and right tracks was at least a) 25%, b) 50%, or c) 75%
of the total length of the left track. Scenario 4 added a minimum length
requirement of the left track, as early analysis showed that shorter tracks had less
success in correct matching. Scenario 4a removed all tracks less than 6
consecutive images long, and scenario 4b removed tracks less than 10 images
long. Lastly, scenario 5 added in a size component. If the difference between the
minimum difference penalty and the next lowest difference penalty was less than
a) the 10th percentile or b) the 20th percentile of the differences between the
minimum difference penalty and the next lowest difference penalty for all known
track matches of the image set, the algorithm would assign the track such that the
area of the particles in the left and right image were closest in size.
A set of approximately 40 known particles, or true matches, from the left
and right images were used to test this algorithm that assigned matches based on
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their full particle track. The tracks of the set of true matches were loaded into the
full track matching algorithm. The left track that had been matched by eye served
as the known track. The algorithm then searched through all right tracks from the
first 50 images to assign a matching track. The match assigned from the algorithm
was then compared to the track known to be the true match to determine the
accuracy of the algorithm. All scenarios were applied to an arbitrary image set,
image set 6. Then scenarios 3b and 4a (which were found to be the most effective
in matching tracks in image set 6) were applied to all image sets to determine if
the accuracy of the algorithms varied depending on time of aggregate formation.

2.2.7 Individual Particle Matching Algorithm
The second method that was used to match tracks involved first matching
individual particles in the images from the left and right cameras and then
combining their corresponding tracks together (Figure 4). This method allowed us
to apply cross correlation in a smaller area of the left and right images around
each particle, which can adjust for differences in the offsets of the images in
different parts of the field of view created by distortion from the tank.
Individual right particle locations were initially shifted using the same
offset determined for the full track matching algorithm. A subimage surrounding
the X and Y location of the particle in the left image was created in the shape of a
square that was approximately 10% of the average size of the left and right image,
or 100 x 100 pixels. A range of subimage sizes was tested from 5% to 20% of the
average of the left and right image dimensions, and we found that subimages in

19

the range of 5% to 15% generally resulted in strong and accurate cross
correlations, with the higher end of that range being most successful in accurate
cross correlations. A subimage square of 100 x 100 pixels was also cropped out of
the right image around the corresponding X and Y location adjusted by the offset
determined by the cross correlation of the whole image. A second cross
correlation of these subimages was then conducted, and this offset from the cross
correlation with the subimages and the original offset were both added to the
location of the particle in the left image to determine the expected location of the
particle in the right image. A difference penalty, defined as the distance between
each particle and the expected location of the particle, was then calculated for
each particle in the right image.
This algorithm was applied with two different scenarios that used different
criteria to assign particle matches. Scenario 6 assigned the particle in the right
image with the lowest difference penalty to the corresponding particle in the left
image. In scenario 7, matches of particles were also assigned based on the
difference penalty, but a match was not assigned if the lowest difference penalty
was greater than a) the 50th percentile, b) the 75th percentile, or c) the 90th
percentile of all difference penalties calculated for the known particle matches
from the image set. These two scenarios were run on the same image set as the
full track matching algorithm, image set 6. Scenario 7c was then run for all image
sets (Table 3).
An ANOVA was run to determine if there were differences in the averages
of percent attempted matches and percent correct matches for scenarios for 3b, 4a,
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and 7c. A Pearson’s product moment correlation test was run to determine if the
percent attempted matches and the percent correct matches out of attempted
matches changed over time for scenarios 3b, 4a, and 7c.

2.2.8 Determining Particle Collisions
The individual particle matching algorithm from scenario 7c, with a 90th
percentile limit on the difference penalty, was run for every particle with a track
that appeared in the left image for images 1 through 50 (1 second) in image set 6,
approximately 3,500 particles. Two additional scenarios were then run to remove
possible errant tracks, as plots of 3D tracks of scenario 7c showed tracks in
unexpected locations in space. In scenario 8, particles being matched by the
individual particle matching algorithm were removed if the absolute value of the
X and Y offsets created by their cross correlation of their subimages was greater
than the 90th percentile of the absolute value of the X and Y offsets found for the
particles that had been matched by eye and matched correctly by the algorithm
(Figure 5a). In scenario 9, tracks were also corrected for possible flaws in the
calibration by removing all parts of particle tracks that occurred further away than
1 cm from the origin in the z plane in either direction (Figure 5b); this is justified
since with the thin imaging volume in our experiment, we would not expect to
observe particle locations outside of this range in the z-direction.
All 3D tracks from Scenarios 7c, 8, and 9 were then used to identify collisions
(Table 4). A collision in all scenarios was defined by the following equation:
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𝑑 ≤ 𝑅1 + 𝑅2

(1)

where d is the distance between the two particles at any given time, R1 is the
radius of the first particle, and R2 is the radius of the second particle (Figure 6).
The mean particle area for each image was quantified as a metric for particle size.
Centroids were recorded, and mean particle area was then used to calculate mean
particle volume, using the area to calculate the equivalent spherical radius, and
using that radius to calculate equivalent spherical volume. For each scenario,
collisions were quantified three times, with the radius set first as the equivalent
spherical radius (ESR), then as one half of the major axis, and lastly as one half of
the minor axis to allow for a comparison of outcomes (Figure 6).

2.3 Results
Using the full track matching algorithm, the number of tracks matched
correctly in image set 6 (out of 41 possible tracks) ranged from 6 in scenario 4b to
24 in scenario 1 (Table 2). However, the percent of tracks matched correctly, after
the removal of unmatched tracks, was lowest in scenarios 1 and 2c at 59% and
highest in 4a at 81%. Scenario 4b removed 11 matches due to length
requirements, 5 of which were incorrect and 6 of which were correct matches.
This increased the overall percent of tracks matched correctly by 12%, but
decreased the actual number of matched tracks from 19 to 13. Across all image
sets, scenario 3b matched an average of 16.1 ± 0.6 (± indicates standard error)
tracks correctly across all image sets, with a correct average of 54.0% ± 2.0%
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particles matched (Figure 7A, 7C ). Scenario 4a matched an average of 9.8 ± 0.8
tracks, with a correct average of 70.0% ± 3.8 % tracks matched.
Using the individual particle tracking algorithm, the number of particles
matched correctly in image set 6 ranged from 20 in scenario 7a to 38 in scenario 6
(Table 3). Percent matched correctly ranged from 93% in scenario 6 to 97% in
scenarios 7b and 7c. Across all image sets, scenario 7c matched an average of
30.4 ± 0.8 particles correctly and had a correct average of 92.6% ± 0.8 % (Figure
7A, 7C).The full track matching algorithm overall had a lower success rate in
matching particles in both scenarios 3b and 4a than in the individual particle
matching algorithm (Figure 7C). An ANOVA and subsequent Tukey Kramer Post
Hoc test revealed that all three scenarios for percent of matches attempted were
significantly different (Figure 7A). The difference between percent of successful
matches in scenario 3b and 4a were not significantly different, but scenario 7c had
significantly higher percent of successful matches than both scenario 3b and
scenario 4a (Figure 7C).
Percent matches attempted did not significantly increase or decrease over
time throughout the experiment for scenarios 3b (p=0.37) or 4a (p=0.74) (Figure
7B). Scenario 7c had a significant downward trend over time with a slope of 0.0371 (r2 = 0.3165, p=0.015). Percent of successful matches did not increase or
decrease over time in any scenario (3b p=0.71, 4a p=0.38, 7c p=0.36) (Figure
7D).
Number of 3D tracks decreased from 1285 in scenario 7c to 985 in
scenario 8, but did not decrease from scenario 8 to scenario 9 (Table 4, Figure 5).
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Note that the number of tracks did not decrease from scenario 8 to scenario 9
because only parts of tracks with z-coordinates outside the expected range were
removed, and all tracks started in the expected region of the imaged volume.
The number of identified collisions ranged from 71 in scenario 9 to 250 in
scenario 7c (Table 4). In scenarios 7c and 8, there was an increase in collisions
when using ESD instead of the minimum axis length, and in all three scenarios
there was an increase in collisions when using maximum axis length instead of
ESD.
2.4 Discussion
2.4.1 Comparison of Algorithms
This study showed that it is possible to apply particle tracking velocimetry
methods to construct 3D tracks of particles during aggregate formation. However,
the two algorithms used to construct 3D tracks – the full track matching algorithm
and the individual particle matching algorithm – differed in several aspects.
Although the full track matching algorithm was based on the method used
successfully by previous PTV studies (Guezennec et al. 1994), this algorithm only
resulted in 70% of matches being correct on average (using scenario 4a). The
lower success of this algorithm is likely due to some of the important differences
in applying PTV to aggregation experiments (i.e. cylindrical tank, irregularly
shaped particles), which are described further in the next section. The individual
particle matching algorithm resulted in a higher percent of successful matches
than the full track matching algorithm (Figure 7B); however, since the earlier
method only uses particle locations in individual images, it does not account for
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the movement of the particles over time to assign a match. Because of this, a
particle in the left camera could get matched to a particle in the right camera that
does not have a track. In addition, because of the removal of the element of time,
it is possible that a left particle would not be matched if the first appearance of the
left particle is not in the same image as the first appearance of the right particle.
When the individual particle matching algorithm (scenarios 6 and 7) was initially
run for image set 6, we were unable to see some of these problems because the
particles that were chosen as true matches were known to have tracks and were
easy to identify by eye. Once the individual particle matching algorithm had been
run for all particles with tracks in image set 6 (scenario 7c in Table 4), it became
obvious that there were some parts of tracks that were errant, as they jumped large
distances into a separate and unexpected plane (Figure 5A). Scenarios 8 and 9
were run to eliminate these errant tracks. Since the laser sheet that illuminated the
field of view in the rotating tank was approximately 0.3 cm in width and centered
on the origin point in the X-Y plane, we could be sure that all tracks that had a z
location further than 1 cm away in either direction from the x-y plane were not
correct tracks, and so they were removed. This process, while not reducing the
number of tracks, eliminated the parts of tracks that jumped out of the expected
plane.
Neither algorithm showed a significant change in success of particle
matching over time. There is a slight decrease over time in particles attempted to
be matched using the individual particle matching algorithm in scenario 7c, which
could be due to lower particle concentration making it more difficult to cross
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correlate subimages. The fact that neither scenario 3b nor 4a had a significant
decrease in percent of attempted matches or percent of successful matches
indicates that the decrease in particle concentration and increase in particle size
over time does not affect the ability to successfully create 3D tracks with
stereoscopic imaging. This suggests that using a single algorithm throughout an
aggregation experiment is reasonable for detecting particle collisions.
Further analysis allowed us to investigate how well using the individual
particle matching algorithm to construct 3D tracks could be applied to quantify
collisions between particles. A major factor that will affect the ability to quantify
collisions is having correct 3D particle tracks. When tracks that were located
outside of the expected z plane were removed, collisions dropped from 206 to 71
(Table 4). This shows that the errant 3D tracks were responsible for at least 66%
of particle collisions is scenario 9.
Since the definition of a collision that we used depends on the radii of the
particle, it was important to determine how sensitive the number of collisions is to
the way the radius was calculated, particularly since aggregates are fractal in
nature and can have extremely irregular shapes (Logan and Wilkinson 1990). You
would expect to see scenarios with the radius set to half the minimum axis to have
the least amount of collisions, half of the maximum axis to have the most, and
setting the radius to the ESR to fall somewhere in the middle. While we did see
this pattern, the range of collisions was not greatly affected by the way the radius
was calculated, which makes all three of these definitions for radii viable options
for future studies.
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In this study, we defined a collision based on the distance of the particles
relative to the sum of their radii at any given point in time (eq. 1). However,
considering how the distance between particles changes over time can give us
better insight into the trajectories of the particles immediately before and after
these collisions. In a collision, you would expect the distance between the
centroids to decrease, and eventually fall below the line represented by the sum of
the radii, as observed for the particles in Figure 8A. In Figure 8B, we see that the
two particles stay a relatively constant distance apart for images 1 through 8, and
then the distance between the two centroids goes to 0. This could mean one of two
things: first, the particles have collided and stuck together to become one larger
particle. The second and more likely option is that while creating 2D tracks, one
of the particles fell below the detection threshold in an image and the same
location was assigned in the 2D tracks of both particles that are now being
compared. Figure 8C shows two particles that have collided, but then the distance
increases between their centroids after 6 images. Although it is difficult to tell
without more information about the distance between the two centroids before
image 1 and after image 7, this could represent two particles that have collided
and then bounced off of each other, resulting in a collision that did not result in
the two particles sticking together.

2.4.2 Considerations of Experimental Set Up
There are many factors that affect the effectiveness of both the full track
matching algorithm and individual particle matching algorithm in detecting
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particles and correctly assigning matches. Particle detection is very sensitive to
the concentration of particles, as particles in high concentration can be difficult to
track due to potential overlapping in the z-plane (Maas et al. 1993). A particle
spacing displacement ratio can be used as an indicator for how difficult it can be
to track particles in a given scenario, which can be defined by the equation (Bauer
and Bailey 2016):
𝛥

0
𝑝 = 𝑢′𝛥𝑡

(2)

where 𝛥0 is the average particle spacing, 𝑢′ is the mean distance moved by a
particle between two images, and 𝛥𝑡 is the time elapsed in between images.
Tracking using PTV is much easier when p>>1 (Bauer and Bailey 2016). Average
particle spacing can be estimated by the equation:
1

𝛥0 = ( 𝑛)
√

(3)

where n is the 2D particle density. In our experiment, we used a concentration of
40,000 cells/mL, which gave us an estimate for p substantially greater than 1
when using a laser sheet width of approximately 1 mm and a frame rate of 50
frames per second. Adjusting the threshold at which particles are detected may
also result in a higher p.
The resolution of the cameras can also have important effects on the
ability to use PTV to construct tracks and identify particle collisions. With the
resolution of the cameras used for this research, approximately 50 square microns
per pixel, we were unable to detect some of the smallest particles, especially
individual cells. While a higher resolution would enhance our ability to see
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smaller particles, it would reduce our field of view, and thus could limit our
ability to see individual collisions, since these are low frequency events.
Because the light source, a laser sheet, has to shine through the cylindrical
side of the tank, the light can be bent within the tank to form bright spots that can
artificially increase the brightness of particles in the images. One way to address
this is to take the average background brightness over a full set of images and
subtract it from each individual image before applying the threshold to detect
particles (Prairie et al. 2010). However, this does not account for the shadows
created by larger particles in later image sets. Because of this, it is helpful to
qualitatively analyze images towards the end of the experiment to look for any
inconsistencies from shadows.
The position of the cameras relative to the tank is another important factor
in stereoscopic imaging. Distortion is minimized in the left and right images as
the angle of the cameras move closer to 0°, but the range of locations in the z
direction that can be detected is then greatly reduced. A solution to this would be
to use 4 cameras instead of 2, which would also add the ability to better determine
the real three-dimensional shape of particles if it is feasible to detect the particle
in all four cameras (Schanz et al. 2013).

2.4.3 Future Directions and Implications
The ability for PTV to be used to track particles during aggregation and
observe collisions supports the use of this method to directly quantify aggregate
formation rate. In future studies, collisions can be used to determine the
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“stickiness”, or coagulation coefficient (α), of aggregation which can be defined
by the following equation:
𝛼=

𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝑠𝑡𝑖𝑐𝑘𝑖𝑛𝑔 𝑒𝑣𝑒𝑛𝑡𝑠
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛𝑠

(4)

There are two outcomes of a particle collision. The first would be that the
particles stick together and become one larger particle. The second is that the
particles collide but do not stick together, and continue to track separately after
the collision (as observed in Figure 8C). A successful collision can be defined as
one where the distance between the particles continues to be less than the sum of
the particle radii for a predetermined minimum amount of time. Therefore the
coagulation coefficient can be calculated as the proportion of colliding particles
that stick together upon collision. Understanding more about this coagulation
coefficient is important in improving our models of the biological pump and the
carbon cycle since it is a main factor in determining aggregation rate, along with
how often the particles collide with each other. While most models of the
biological pump use a constant value for the coagulation coefficient, it is quite
likely that this value changes over time, for different species of phytoplankton,
and depending on the size and shape of the particles. By observing 3D collisions
you would be able to directly view particles colliding and any differences in the
success rate could be incorporated into models, which may provide a more
realistic representation of aggregation in natural environments.
Although this method was used in a laboratory setting in this study, it is
imperative to think about its relevance to formation of marine snow in the ocean.
Specifically, what concentrations of phytoplankton in a rotating tank equate to the
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concentration of phytoplankton throughout the world’s oceans? Large eukaryotic
phytoplankton concentrations are usually highest nearer to the coast in upwelling
regions during blooms due to the nutrients that are brought up to the surface
waters. These blooms can be made up of hundreds of species, but are usually
dominated by just a few. In the California current, Venrick (1998) observed that
stations close to the coast had phytoplankton concentrations of around 1000
cells/mL, where offshore stations showed concentrations closer to 50 cells/mL.
Concentrations in the Gulf Stream using flow cytometry ranged between 15,000
and 23,000 cells/mL, but consisted primarily of small cyanobacteria (Olsen et al.
1985). Phytoplankton thin layers can also contain much higher concentrations,
containing 75% of the local phytoplankton biomass (Sullivan et al. 2010). Our
experiment used a monoculture of Thalassiosira weissflogii, a diatom, at a
concentration of 40,000 cells/mL. However, all particles are not visible in our
cameras, and so our visible concentration was much lower. That being said, the
true concentration was still 40,000 cells/mL due to the high concentrations needed
to form marine snow in a laboratory setting, and therefore the particles most likely
collided and aggregated at higher rates than found in most parts of the ocean.
Because of the lower concentration of particles in natural environments, it may be
more difficult to use this method in situ, but not impossible. The best way to bring
this method into the field would be to have a high-resolution stereoscopic camera
system that could descend through the water column at a similar speed to
aggregates to potentially capture both their collisions and vertical movement.
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A direct measurement of aggregation and the coagulation coefficient could
not only improve the measurement of experiments focused on laboratory-formed
marine snow, but could also give us insight into the formation of marine snow and
its role in the biological pump, especially immediately after a phytoplankton
bloom. As phytoplankton act as the base of food webs and the main source of
atmospheric carbon export, understanding the formation of marine snow could not
only lead to improved models of aggregation, but also lead to new technologies
that allow us to mitigate the effects of carbon dioxide in the atmosphere. As
human produced carbon continues to increase the global temperature and weather
driven natural disasters, it is imperative that we continue to deepen our
understanding of the biological pump and carbon export, and the role marine
snow plays in this process.
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Figure 1. Schematic of experimental set up (bird’s eye view) with x, y, and z
dimensions indicated. Angle of camera relative to the z-y plane is 16° for camera
2 and -10° for camera 1 and is defined as θ.
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Figure 2. (A) An engineering diagram of the calibration plate showing its steps in
all directions. (B) The calibration image captured by the left camera, and (C) the
calibration image captured by the right camera.
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Figure 3. Constructed 2D particle tracks for particles detected in the first image
of image set 6 from the left camera (A) and the right camera (B), respectively. (C)
Example of a 3D particle track constructed from the 2D tracks highlighted in red
in (A) and (B), which were matched using the full track matching algorithm.
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Figure 4. First image of image set 6 from (A) the left camera and (B) the right
camera. (C) Example of a 3D particle track constructed from the circled particle
in (A) and (B) using the individual particle matching algorithm. Blue box
indicates the subimages used in the individual particle matching algorithm for the
circled particle.
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Figure 5. (A) Plot of 3D tracks in image set 6 created using Scenario 8, but with
any distances between points longer than 1 cm in 1 image removed for visual
clarity. (B) Plot of 3D tracks in image set 6 created using scenario 9.
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Figure 6. Schematic depicting the three definitions of radius used to determine particle
collisions: (A) equivalent spherical radius, (b) half the maximum axis length, and (c) the
half the minimum axis length.
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Figure 7. (A) Average percent matches attempted for scenarios 3b, 4a, and 7c and
(B) percent matches attempted over time for scenarios 3b and 4a using the full
track matching algorithm (red) and scenario 7c in the individual particle matching
algorithm (blue). (C) Average percent of successful matches out of attempted
matches in scenarios 3b, 4a, and 7c. In (A) and (C), error bars represent standard
error and lower case letters represent significant differences as determined from
the Tukey Kramer Post Hoc test. (D) Percent of successful matches out of
attempted matches over time for scenarios 3b and 4a using the full track matching
algorithm (red) and in scenario 7c in the individual particle matching algorithm
(blue).
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Figure 8. Plots of the distance between the centroids of two particles (blue line)
over time for three pairs of colliding particles including (A) a possible successful
collision, (B) a possible spurious collision, and (C) a possible unsuccessful
collision. In each plot, the sum of the radii is depicted as a red line.
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Table 1. Scenarios of the full track matching algorithm that were tested on image
set 6.
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Table 2. Number of tracks not matched, matched correctly, and matched
incorrectly for each of the scenarios of the full tracks matching algorithm run for
image set 6. Scenario 3b and 4a, highlighted in red, were later run on all image
sets.
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Table 3. Number of tracks not matched, matched correctly, and matched
incorrectly for each of the scenarios of the individual particle matching algorithm
run for image set 6. Scenario 7c, highlighted in blue, was later run on all image
sets.
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Table 4. A summary of the scenarios used to construct 3D tracks with the
individual particle tracking algorithm. The number of 3D tracks created with each
scenario is provided along with the number of collisions identified using
equivalent spherical diameter, the maximum particle axis, and the minimum
particle axis to determine radius.
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CHAPTER 3: A comparison of methods to quantify aggregate formation rate
using image analysis
3.1 Introduction
The carbon cycle is a crucial part of life on earth, and the deep ocean
serves as an important sink of carbon since once carbon is exported to the deep
ocean, it can stay there for thousands of years before it gets recycled back to the
surface (Turner 2015). The primary mode of transportation for sinking particulate
carbon is in the form of marine snow aggregates composed mainly of
phytoplankton and detritus. Marine snow forms as individual phytoplankton cells
collide and stick together, held together by a sticky substance that they exude
called transparent exopolymer particles, or TEP (Passow 2002).
Because of the importance of marine snow to the global carbon cycle, it is
critical to understand the factors that affect its formation. The amount of carbon
that is exported is directly related to the rate of aggregate formation, as faster
aggregation and larger particles can lead to higher sinking rates (Ducklow and
Steinberg 2001). The rate of formation is dependent on both how often
phytoplankton cells and other particles collide and how often those collisions
result in the two particles sticking together, rather than simply bouncing off each
other (Kiørboe et al. 1990). The proportion of collisions that result in particles
sticking together is referred to as the coagulation coefficient, represented by α,
and represents the “stickiness” of the phytoplankton. Because this proportion is a
ratio, α falls between 0 and 1, with values closer to 1 representing high proportion
of collisions resulting in particles sticking together. Previously both this value and
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the rate of aggregate formation have been estimated based on the change in
particle concentration and average particle size over time. During aggregate
formation in a closed system, you would expect aggregate size to increase over
time, as smaller aggregates collide and become larger aggregates. Because of this,
there would also be fewer particles, so you would expect to see a decrease in
particle concentration. In a group of phytoplankton cells that are very sticky, you
expect to see a higher rate of aggregation, and so the rate of change of each of
these measurements over time would be greater compared to less sticky particles.
This derivation of the coagulation coefficient is based on coagulation
theory, which is most applicable to early stage marine snow formation (Hill
1992). Coagulation theory predicts an exponential decrease in particle
concentration and an exponential increase in particle volume during the first
period of aggregation. This means that aggregate formation rate during this early
aggregation period would be proportional to the slope of the log of particle
concentration or volume versus time. One previous study that quantified the
coagulation coefficient in this way was Kiørboe et al. (1990), who used a Coulter
counter to measure the size and concentration of particles throughout an aggregate
formation experiment in the lab. This study found a value of α=0.15 for two
phytoplankton species, although it was approximately half that number for the
other two phytoplankton species in the experiment, demonstrating that the rate of
aggregate formation can depend on the dominant phytoplankton species present.
Although using a Coulter counter is an effective way to measure size and
concentration of particles, sampling is disruptive to aggregate formation and the
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process of traveling through the aperture can cause disaggregation (Kranck and
Milligan 1980). An alternative method to measure particle size and concentration
over time is to take images of the aggregates during the formation process. In this
chapter, I describe the results of an experiment using this imaging method over
the first 6 hours of aggregate formation, and explores the applications of imaging
as an indirect method to quantify phytoplankton stickiness and aggregate
formation. In addition, I will compare imaging methods with previously used
methods to address the questions:
1. How does image analysis build on previous indirect methods to improve
our understanding and ability to quantify marine snow aggregation rate?
2. Can this method be used to distinguish a difference in aggregation rate in
early and late stage aggregation?

3.2 Methods
The same images that were used in Chapter 2 were used in this chapter for
analysis to determine aggregate formation rate based on changes in particle size
and concentration over time (Figure 1). Therefore, growing cultures, experimental
setup, and imaging for this chapter are identical to Chapter 2. Analyses in this
chapter are presented solely on images captured by the left camera, but
preliminary analysis on images from the right camera showed the same patterns
were present.
3.2.1 Indirect Quantification of Particle Aggregation
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To indirectly quantify aggregation rate, particle concentration and size
were measured for each image set for the duration of two experiments:
experiment 1 had a starting concentration of 20,000 cells/mL and experiment 2
had a starting concentration of 40,000 cells/mL. Image data from the left camera
were processed using MATLAB, first correcting for any background pattern
created by the cylindrical edges of the tank and cropping from 2048 x 2048 pixels
to a size of 1261x721 pixels, focusing on the left side of the image. Particles were
identified as a pixel or group of pixels that fell above a minimum threshold
(Prairie et al. 2010). Number of particles per image were counted and divided by
the image volume to obtain particle concentration. The depth of the image sheet
was estimated to be about 0.3 cm, or the approximate width of the sheet created
by the near-infrared laser. Height and width of the field of view after the images
were cropped were calculated using a calibration plate with known distances
marked on its surface imaged in an identical cylindrical tank before the
experiment took place, and measured to be 7 cm and 4 cm, equating to a total
image volume of 8.40 mL. The mean particle area for each image was quantified
as a metric for particle size. Mean particle area was then used to calculate mean
particle volume, using the area to calculate the equivalent spherical radius, and
using that radius to calculate equivalent spherical volume. Measurements of
particle concentration and average equivalent spherical volume were averaged for
the full 1,250 images in each set.
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3.2.2 Statistical Tests
A two sample t-test to compare slopes for two independent samples was
run to test for differences between the slopes of the first 12 image sets and last 6
image sets for size and concentration for both the 20,000 and 40,000 cells/mL
concentrations. The same t-test was also run to compare the slopes of particle size
and concentration in the first 12 image sets between the 20,000 and 40,000
cells/mL concentrations.
3.3 Results
In the first 110 minutes of experiment 1, particle volume increased on a
logarithmic scale, represented by the regression line y=0.0013x+0.1214 (r2=0.18)
(Figure 2A). Minutes 200 to 350 also saw an increase, represented by the
regression line y=0.0008x+0.1775 (r2=0.44). There was not a significant
difference between the slopes of these lines as determined by the t-test (p=0.71).
Particle concentration saw a slight increase in the first 60 minutes of imaging, and
then began to decrease for the rest of the experiment (Figure 2B). The first 110
minutes can be represented by the regression line y=-0.0002x+1.3814 (r2=0.59).
Minutes 200 to 350 can be represented by the regression line y=-0.0002x+1.3840
(r2=0.78). There was not a significant difference between the slopes of these lines
as determined by the t-test (p=0.37).
In experiment 2, particle volume increased for the first 110 minutes
represented by the regression line y=0.0042x+0.3312 (r2=0.90 (Figure 2C). Mean
particle volume continued to increase throughout the experiment, and minutes 200
to 350 can be represented by the line y=0.0024x+0.2519 (r2=0.67). For the
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difference between the slopes of these lines was not significantly different
(p=0.77). Lastly, particle concentration decreased overall through experiment 2
(Figure 2D). The first 110 minutes, this change can be represented by the
regression line y=-0.0010x+4.3007 (r2=0.67) and minutes 200 to 350 had a
slightly upward trend, represented by the line y=0.0002x+4.035 (r2=0.67). The
slopes of these two lines were significantly different (p=0.02).
The slopes of the regression lines for both volume and particle concentration
over the first 12 image sets were steeper for experiment 2 compared to experiment
1; however, these differences were not significant (p=0.08 for volume, p=0.57 for
particle concentration).
3.4 Discussion
3.4.1. Interpretations of results and conclusions
The overall increase in the log of particle volume and decrease in log of
particle concentration over time shows that imaging is an effective way to
measure aggregation rate. There was no significant difference between the
positive slopes of early and late-stage particle volume or the negative slopes of
early and late stage particle concentration in experiment 1, meaning that aggregate
formation rate and coagulation coefficient do not seem to change over time for the
six-hour period observed in this study. This also implies that aggregation theory
can potentially be applied after the initial 100 minutes of aggregation suggested
by previous studies (Kiørboe et al. 1990), since the r2 values of the linear
regression lines remained high and the slope of the lines were the same well after
this period.
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The only significant difference in slope that was observed between early
and late stages of aggregation occurred for particle concentration in experiment 2;
however, there was not only a difference in the magnitude of the slopes, but also
in the sign of the slopes. While more investigation is needed, it is possible that
after 200 minutes the particle started to disaggregate, however this is not
supported by the observed pattern for particle volume in this experiment, which
should decrease if there was disaggregation.
There was a rise in mean particle concentration for the first 60 minutes of
experiment 2, which we attributed to the resolution of our images. Individual
Thalassiosira weissflogii cells are approximately 10 µm in size, and the size of
each pixel of the images was approximately 48.8 µm x 48.8 µm. This means that
a particle less than 48.8 µm would not necessarily appear as a particle after the
threshold was applied, since a particle might not “light up” a pixel until it includes
a few cells. Future studies could minimize this effect by increasing the resolution
of their images using macro lenses. After 60 minutes, particle concentration
started to decrease as expected by coagulation theory.
Although the difference was not significant, it was interesting that the
slopes of particle size and concentration of experiment 2 were steeper than
experiment 1. This aligns with the pattern you would expect to see in higher
concentration experiments. Aggregation for the 40,000 cells/mL experiment
should increase by a factor of 4 relative to the 20,000 cells/mL experiment, as the
encounter rate increases by concentration squared. The lack of significant
difference that was observed his could be an artifact of the resolution of images,
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as initial mean concentrations of experiment 2 were only 27% higher than
experiment 1.

3.4.2 Comparison of imaging vs. other methods
A previous study by Kiørboe et al. (1990) measured aggregate formation
using a Coulter counter (Figure 3). In that experiment, coagulation coefficient was
quantified in the same way as this study – by comparing the log of average
particle volume and average particle concentration over time. However, the
experiments of Kiørboe et al. (1990) were only conducted for the first 100
minutes of aggregate formation, as this is the time period in which coagulation
theory predicts an exponential change in particle concentration and volume, as
single particles collide and stick together to become aggregates made up of two
cells. As time progresses, the distribution of particle size in the tank will widen as
some particles will remain as single cells, some aggregates become slightly larger,
and some particles will form aggregates up to a centimeter in size. The Coulter
counter allows for an accurate measurement of the size and number of particles
that make it through the aperture. Lab made marine snow aggregate tend to be
fragile, and there is chance of disaggregation as aggregates are transferred out of
their tank, into a cuvette, and through the aperture tube of the Coulter counter.
Similar to using a Coulter counter, using imaging as an indirect method
has benefits and drawbacks. The most important benefit of imaging is that
measurements can be made without stopping or disturbing the aggregation
process, because cells or aggregates are not removed from the tank. This benefit
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allows for a process that is closer to the in situ formation of marine snow in the
ocean, as it is constantly in motion, and marine snow aggregates would not take a
break from sinking to the ocean floor at given time intervals. Kiørboe (1990) was
able to take samples throughout his experiment because he did not use a rotating
tank, but rather a standing cylinder that used a mechanical arm to create shear.
Measuring shear is an important factor for backing out the coagulation
coefficient from the rate of change in particle size and concentration. Shanks and
Edmonson (1989) state that once solid body rotation is established there is no
shear of the water in a rotating tank, but particles falling through the rotating
velocity field will experience shear. However, Jackson (1994) found that although
shear greatly dissipates after the initiation of solid body rotation, the rotating tank
always experiences some minimal amount of shear. While we did not quantify
shear in this study, it could be possible in the future to incorporate shear into this
type of experiment by measuring shear in an identical rotating tank using PIV.
Because we were not able to calculate an exact α, we instead compared relative
aggregation rate between experiments and early and late stage of aggregation by
observing the rate of change in particle size and concentration over time.
Another drawback of imaging is the inability to see all particles.
Depending on the resolution of the camera and the phytoplankton species used,
single cells could initially be too small to light up a pixel, as the imaging method
uses a minimum threshold to identify particles. As particles become larger during
aggregation, they will become visible in the images. This could skew up to the
first 60 minutes of data (as was observed in the particle concentration data for
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experiment 2), resulting in lower concentrations and larger particle sizes than are
actually present. It has also been shown that TEP particles, which are smaller than
individual phytoplankton cells and therefore invisible to the camera, are
aggregating on their own and form microlayers of biological glue, which could
affect rates of early-stage aggregate formation (Mari et al. 2017).
Quantifying particle size via imaging is also dependent on the orientation
of each particle. While most calculations use a particle’s equivalent spherical
diameter (ESD), marine snow aggregates are fractal in nature and can be dense or
porous (Logan and Wilkinson 1990). Imaging does not account for the 3D shape
of the aggregate, and simply uses the number of connected pixels to calculate the
ESD, and subsequently the estimated volume, of the aggregate. This could skew
the particle size either high or low depending on the orientation of the particle. If
a number of elongated particles had their longest axis facing towards the camera,
particle size would be artificially high, and if they had their short axes towards the
camera, particle size would be artificially low.
Any indirect method, such as imaging or using a Coulter counter, is going
to be limited in its ability to reveal how the coagulation coefficient changes over
time. Because you must have multiple points of data to calculate a slope, you
must take measurements at a minimum of two time points to calculate a
coagulation coefficient, however the more points you have over time the more
robust this measurement will be. Because of this, an indirect method is only able
to provide an average coagulation coefficient over some period of time, and it
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assumes this coagulation coefficient is applicable to every size and shape particle
within that time period.
A more direct measurement of aggregate formation rate and the
coagulation coefficient could be taken using a direct imaging method as described
in Chapter 2. By tracking aggregates in 3D, individual collisions can be observed
and used to calculate the true proportion of collisions that results in particles
sticking together that is defined as the coagulation coefficient. Collisions could be
quantified, and the coagulation coefficient could be calculated, for a single set of
images. This would not only allow us to see how the coagulation coefficient
changes over time, but also with size and shape of individual cells and aggregates.

3.4.3 Implications and future directions
While there are benefits and drawbacks to all methods of measuring
aggregate formation, imaging allows for a non-invasive sampling of particles, and
therefore could supply accurate estimates of coagulation coefficient to be used in
models of phytoplankton aggregation. While this experiment did not see a change
in the coagulation coefficient between early and late stage aggregation, it would
be a good next step to repeat this experiment with higher resolution cameras at a
straight angle, as the images used here were captured at an angle to provide data
for stereoscopic imaging (Chapter 2). It would also be important to perform this
experiment for several other species of phytoplankton, specifically with different
sizes and physiologies. For instance, would the spines of a Chaetoceros sp. cell
increase or decrease its stickiness? Growth phase also plays a role in how much
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TEP phytoplankton cells produce, and therefore could increase stickiness in older
cultures (Passow 2002, Prairie et al. 2019).
While this method is ideal for a laboratory experiment, it would be much
more difficult to implement in the ocean, as the closed system of the rotating
cylindrical tank allows for consistent measurements of the same aggregates as
they grow. That being said, it could be possible to use a set of cameras to measure
the changes within a mesocosm, which could provide more information on how
these aggregates form in situ. Kiørboe et al. (1994) measured the concentration
and stickiness of suspended particles by taking large volumes of water from a
shallow Danish fjord every 2 to 3 days over a 3 week period during a
phytoplankton bloom, and found that stickiness of individual phytoplankton
species roughly equated to what they found in a laboratory study. Another study
used an in situ particle size instrument with imaging capabilities to measure
disaggregation on the East Coast of the United States, and are hoping to develop
this technology into a “digital plankton net”, which could be incorporated into
aggregate formation studies (Ackleson and Rau 2020).
While indirect measurements cannot tell us about how the coagulation
coefficient might depend on time or size and shape of particles, it is a vital tool
for studying aggregation as we continue to expand our knowledge of the
biological pump and the carbon cycle. Average aggregation rates removed any
variability that could arise in a more dynamic measurement of the coagulation
coefficient, and can be used to calculate average carbon export. Accurate models
are especially pertinent in present day, as an excess in human produced carbon
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will continue to lead to a variety of consequences, including an increase in
average global water temperatures and weather driven natural disasters
(Toggweiler and Russell 2008). As we continue to improve our models of
aggregation, our ability to predict and understand carbon export will grow, which
could lead to new technologies that could help to mitigate climate change.
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Figure 1. Example images from experiment 2 (A) image set 1 at 0 minutes, (B)
image set 6 at 60 minutes, and (C) image set 16 at 290 minutes.
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Figure 2. Mean particle volume (on a log scale) over time for initial
concentrations of 20,000 cells/mL (A) and 40,000 cells/mL (C). Particle
concentration (on a log scale) over time for initial concentrations of 20,000
cells/mL (B) and 40,000 cells/mL (D). Solid lines represent regression lines for
the first 12 image sets and dashed lines represent regression lines for image sets
13 to 18.
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Figure 3. Results of an example experiment from Kiørboe et al. (1990) showing
the change in particle concentration (A) and particle volume (B) of suspended
particles as a function of time after initiation of aggregation experiment of
Phaeodactylum tricornutum. Figure adapted from Kiørboe et al. (1990).
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CHAPTER 4: Conclusion
Imaging can be a powerful tool to measure aggregate formation both
indirectly by averaging change in particle size and concentration and directly by
tracking marine snow particles in 3D. Previous studies have used Coulter counter
data to take measurements of average particle size and concentration over time to
quantify aggregation rate (Kiørboe et al. 1990) but in this thesis I explored
imaging as a non-invasive method of measuring particle size and concentration,
which allows for continuous aggregate formation and minimizes experimental
disturbance. In Chapter 3, we observed an increase in particle size and a decrease
in particle concentration over time, as expected based on coagulation theory
(Smoluchowski 1917). The experiment with the higher initial cell concentration
(40,000 cells/mL) had a higher rate of change in both particle size and
concentration compared to the experiment starting at 20,000 cells/mL, although
these differences were not statistically significant.
While this indirect method was effective in quantifying average
aggregation rate, imaging can also be used to directly quantify particle movement
and collisions based on 3D particle tracking. In Chapter 2, we compared two
algorithms used to create 3D tracks of phytoplankton cells and aggregates using
stereoscopic imaging and particle tracking velocimetry. The full track matching
algorithm first created 2D particle tracks from images taken simultaneously at
different angles and then matched the full tracks from both cameras to create 3D
particle tracks. The individual particle matching algorithm used single particle
locations in individual images and then created the 3D tracks by stringing these

82

together. There was no significant change in ability to successfully construct
tracks between early and late stage aggregates in either algorithm, but the
individual particle matching algorithm was overall better able to successfully
construct tracks. The individual particle matching algorithm was also used to
explore methods of identifying particle collisions in one of our image sets. The
number of collisions was mostly unaffected by changing the parameter used to
calculate the size of the particle (minimum axis, maximum axis, or equivalent
spherical diameter). This chapter showed that it is possible to use stereoscopic
imaging and particle tracking velocimetry to track collisions of aggregates and
formation of marine snow particles.
The particle matching algorithms as well as the programs written for 3D
calibration and quantifying particle collisions will serve as a framework for future
researchers (Appendix A). While open source programs exist for particle tracking
velocimetry, the programs developed as part of this study will be the first
specifically used to track phytoplankton in 3D. These programs can be used as a
tool to calculate the coagulation coefficient throughout an aggregation experiment
and how the aggregation rate changes based on the size and shape of particles.
Not only would a direct method of measuring aggregation using
stereoscopic imaging help to increase the understanding of the coagulation
coefficient, it could be a useful tool in quantifying the shapes of particles. Using
four cameras would allow for observing a marine snow particle from four
different angles, and allow for a more complete understanding of particle shape.
When using just one or two cameras, the measured size of the particle is highly
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affected by its orientation; this is especially true the more the marine snow
aggregate deviates from a spherical shape (Asper 1987).
A more dynamic coagulation coefficient will aid in the accuracy of many
types of models including modeling coagulation in food webs and large-scale
biogeochemical models (Burd and Jackson 2009). In a food web coagulation
model, assuming a high value for the coagulation coefficient can lead to a peak in
carbon flux occurring at greater depths, while a dynamic stickiness could allow
for that peak to fluctuate between different depths. Similarly, large scale
biogeochemical models are used to calculate the vertical distributions of chemical
elements and particle fluxes in the water column, and Jackson (2001) concluded
that there is no simple relationship between algal flux and particle concentration,
suggesting that it is “premature to use simple parameterizations to represent the
effect of coagulation.”
The methods developed as part of this thesis are ideal for a lab setting, as a
rotating cylindrical tank allows us to observe the same particles over the whole
experiment. The question arises whether it would be possible to use this method
to quantify aggregate formation in situ in the ocean. A laboratory setting allows us
to control many factors, including particle concentration, which is variable in the
ocean. In this experiment concentrations of 20,000 cells/mL and 40,000 cells/mL
were used. This range of concentrations is higher than what can be found in most
phytoplankton blooms, which will effectively enhance particle collisions in our
experiment compared to natural marine conditions. When particles are more
concentrated, it is expected that they will run into each other more than if they

84

were spread out and moving at the same speed in a random direction. However,
the particles in the ocean can have long residence times, and as the coagulation
coefficient is a ratio of collisions that result in sticking to total collisions, the
aggregation rate should be scalable (Kranck and Milligan 1980). It is also possible
to find much higher concentrations in phytoplankton thin layers, where 75% of
the local phytoplankton biomass can be condensed in just a few meters (Sullivan
et al. 2010, McManus and Woodson 2012). These thin layers are usually less than
5 m thick and are caused by both biological and physical factors (Prairie 2011).
Thin layers would be an interesting place to measure aggregate formation using
imaging, as many particles sit on a pycnocline and suspend their sinking (Prairie
et al. 2015). This means shear, as opposed to a difference in vertical motion, could
be the main driver of particle collisions within these layers (Franks 1995).
Using imaging to indirectly measure aggregate formation and directly
measure marine snow aggregate collisions will allow for future improvement in
our understanding of aggregation theory as it applies to marine particles and will
improve the ability of models to correctly estimate carbon flux in our oceans. The
ocean acts as the largest active carbon sink in the world, and it will be
increasingly important to understand carbon sequestration as human produced
carbon continues to accumulate in our atmosphere. By continuing to study
aggregate formation both in the lab and in the ocean we are increasing our toolbox
to address human induced climate change and can hopefully use this knowledge
to improve the planet for future generations.
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APPENDIX
Appendix A. Link to GitHub to access programs used for this thesis.
https://github.com/rileyhenning/Phytoplankton-Particle-Tracking

88

