Convex solutions of polynomial-like iterative equations  by Zhang, Weinian et al.
J. Math. Anal. Appl. 315 (2006) 29–40
www.elsevier.com/locate/jmaa
Convex solutions of polynomial-like iterative
equations ✩
Weinian Zhang a, Kazimierz Nikodem b,∗, Bing Xu a
a Department of Mathematics, Sichuan University, Chengdu, Sichuan 610064, PR China
b Katedra Matematyki, Akademia Techniczno-Humanistyczna, Pl-43-309 Bielsko-Biała, Poland
Received 4 August 2003
Available online 9 November 2005
Submitted by G.F. Webb
Abstract
In this paper convex solutions and concave solutions of polynomial-like iterative equations are inves-
tigated. A result for non-monotonic solutions is given first and applied then to prove the existence of
convex continuous solutions and concave ones. Furthermore, another condition for convex solutions, which
is weaker in some aspects, is also given. The uniqueness and stability of those solutions are also discussed.
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1. Introduction
Let f be a self-mapping on a topological space X and f i denote the j th iterate of f , i.e.,
defined by f j (x) = f (f j−1(x)) and f 0(x) = x inductively for all x ∈ X and all j = 1,2, . . . .
Equations having iteration as its main operation, that is, including iterates of the unknown map-
ping (or function), are called iterative equations. In dynamical systems theory of finding an
n-order iterative root of a given function F leads to the iterative equation f n(x) = F(x) (see
[4,7,15]). The well-known Feigenbaum equation f (x) = − 1
λ
f (f (−λx)), arising in the study of
period-doubling bifurcations [2], is an iterative equation. Some problems of invariant curves for
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is
G
(
f (x), f 2(x), . . . , f n(x)
)= F(x), (1.0)
where F,G are given and f is unknown. One of the basic and important forms of Eq. (1.0) is
λ1f (x) + λ2f 2(x) + · · · + λnf n(x) = F(x), (1.1)
called polynomial-like iterative equation, where x ∈ X—a topological vector space, F :X → X
is a given map, f :X → X is an unknown map, and all λi (i = 1, . . . , n) are real constants.
Equation (1.1) has been studied extensively when X = R (see [1]). For linear F it was re-
searched in [3,5,9–13,17,18]. For nonlinear F , increasing solutions for n = 2 were discussed in
[22] by constructing uniformly convergent sequences. Later a corresponding result for general n
was proved in [19] by constructing a continuous operator of iteration and applying fixed point
theorems, which says: if X = I := [a, b] and F : I → I is an increasing continuous function with
fixed points at the end-points of I and Lipschitz constant M > 1, then Eq. (1.1) with coefficients
λi (i = 1,2, . . . , n) such that λ1 > 0, λi  0 (i = 2, . . . , n) and
n∑
i=1
λi = 1 (the normalization condition) (1.2)
has an increasing continuous solution with Lipschitz constant M/λ1. Further results on smooth-
ness and symmetry of its solutions are also given (see [20,21]). Generalizations to Rn can be
found in [8,21].
Convexity is one of the important properties of functions. Recall that f : I → R is convex
(respectively concave) if f (tx + (1 − t)y) tf (x) + (1 − t)f (y) for all x, y ∈ I and 0 t  1
(respectively if the reverse of this inequality holds). In this paper we consider the following
problem: Given a nontrivial F of some convex type, can we ensure the existence of a continuous
solution f of (1.1) which possesses the same type of convexity? Since our equation includes
iteration, the construction of its solutions (see [19,20,22]) involves inversion of mappings, which
may change the type of convexity. That makes the problem more difficult and interesting.
In this paper we first investigate in Section 2 some classes of functions of convex-type. Then
we discuss Eq. (1.1) without the monotonicity assumption in Section 3. The result from Section 3
is applied in Section 4 to prove the existence of convex and concave continuous solutions of (1.1).
We also give a weaker, in some aspects, condition for existence of convex solutions. Finally, the
uniqueness and stability of those solutions are discussed in Section 5.
2. Convexity of functions
Let M  1 and C(I ) consist of all continuous functions on I = [a, b]. Define
Φ(I ;M) = {f ∈ C(I ): f (a) = a, f (b) = b, a  f (x) b, and∣∣f (y) − f (x)∣∣M|y − x|, ∀y, x ∈ I}, (2.1)
and denote by Φcv(I ;M) and Φcc(I ;M) the families consisting of all convex functions and
concave ones in Φ(I ;M), respectively. Clearly, C(I ) is a real Banach space with respect to the
uniform norm ‖f ‖ = max{|f (t)|: t ∈ I } for f ∈ C(I ).
Lemma 1. Φ(I ;M), Φcv(I ;M) and Φcc(I ;M) are compact convex subsets of C(I ).
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Φ(I ;M) is uniformly equicontinuous. Thus the Ascoli–Arzela lemma implies that Φ(I ;M) is a
compact convex subset of C(I ). Moreover, both Φcv(I ;M) and Φcc(I ;M) are closed subset of
Φ(I ;M), and hence are compact. Furthermore, it is easy to verify that they are convex. 
Lemma 2. For M  1 the following implications hold:
(i) If f,g ∈ Φ(I ;M), then ‖f k − gk‖∑k−1j=0 Mj‖f − g‖, ∀k = 1,2, . . . .
(ii) If f,g ∈ Φ(I ;M) are homeomorphisms onto I , then ‖f − g‖M‖f −1 − g−1‖.
Lemma 3. The composition f ◦ g is convex (respectively concave) if both f and g are convex
(respectively concave) and f is increasing. In particular, for increasing convex (respectively
concave) function f , the iterate f k is also convex (respectively concave) and its inverse f −1
possesses a reverse convexity if f is invertible.
Lemma 2 can be found in [20] and the proof of Lemma 3 is standard and omitted here. We
further consider the class of functions
E(I ;m,M,k,K) := {f ∈ Φ(I ;M): f (x2) − f (x1)m(x2 − x1),
k(x2 − x1) f (x2) − f (x∗)
x2 − x∗ −
f (x∗) − f (x1)
x∗ − x1 K(x2 − x1),
∀x1 < x∗ < x2, in I
}
,
where m,M,k,K are real constants and m  1 M, k  K . In the class of C2 functions the
conditions in the definition of E(I ;m,M,k,K) coincide with m f ′(x)M , k  f ′′(x)K .
Lemma 4. E(I ;m,M,k,K) is a compact and convex subset of C(I ). Moreover, E(I ;m,M,
k,K) ⊂ Φcv(I ;M) if k  0; E(I ;m,M,k,K) ⊂ Φcc(I ;M) if K  0.
Proof. Clearly, E(I ;m,M,k,K) is a bounded closed subset of C(I ). We can check that it is also
a convex subset. Explicitly, functions in E(I ;m,M,k,K) are uniformly bounded and equicon-
tinuous in I . By Ascoli–Arzela’s lemma, the set E(I ;m,M,k,K) is compact and convex in
C(I ). Furthermore, the second inequality in the definition of the class E(I ;m,M,k,K) implies
that the second order divided differences of f (cf., e.g., [6,16]) are bounded by k from below and
by K from above. As in the proof of Lemma 2.4.2 of [7, p. 70], it is easy to see (cf. also [6,16])
that f ∈ E(I ;m,M,k,K) is convex (respectively concave) if k  0 (respectively K  0). 
Lemma 5. Suppose that fj ∈ E(I ;mj ,Mj , kj ,Kj ), j = 1,2, where 0  mj  1  Mj ,
kj Kj . Then for k1  0,
(i) f2 ◦ f1 ∈ E(I ;m1m2,M1M2, k1m2 + k2m21,K1M2 + K2M21 ) if k2  0;
(ii) f2 ◦ f1 ∈ E(I ;m1m2,M1M2, k1m2 + k2M21 ,K1M2 + K2m21) if K2  0.
Similarly, for K1  0,
(iii) f2 ◦ f1 ∈ E(I ;m1m2,M1M2, k1M2 + k2m21,K1m2 + K2M21 ) if k2  0;
(iv) f2 ◦ f1 ∈ E(I ;m1m2,M1M2, k1M2 + k2M2,K1m2 + K2m2) if K2  0.1 1
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In each case f1 is strictly increasing. Thus, for all x1, x2, x3 ∈ I with x1 < x2 < x3, we have
a  f1(x1) < f1(x2) < f1(x3) b and
f2 ◦ f1(x3) − f2 ◦ f1(x2)
f1(x3) − f1(x2) −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
f1(x2) − f1(x1)
 k2
(
f1(x3) − f1(x1)
)
 k2m1(x3 − x1) 0, (2.2)
f2 ◦ f1(x3) − f2 ◦ f1(x2)
f1(x3) − f1(x2) −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
f1(x2) − f1(x1)
K2
(
f1(x3) − f1(x1)
)
K2M1(x3 − x1). (2.3)
It follows from (2.2) that
f2 ◦ f1(x3) − f2 ◦ f1(x2)
x3 − x2 −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
x2 − x1
= f2 ◦ f1(x3) − f2 ◦ f1(x2)
f1(x3) − f1(x2)
(
f1(x3) − f1(x2)
x3 − x2 −
f1(x2) − f1(x1)
x2 − x1
)
+
(
f2 ◦ f1(x3) − f2 ◦ f1(x2)
f1(x3) − f1(x2) −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
f1(x2) − f1(x1)
)
f1(x2) − f1(x1)
x2 − x1

(
m2k1 + k2m21
)
(x3 − x1). (2.4)
Similarly we get from (2.3) that
f2 ◦ f1(x3) − f2 ◦ f1(x2)
x3 − x2 −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
x2 − x1

(
M2K1 + K2M21
)
(x3 − x1). (2.5)
Therefore f2 ◦ f1 ∈ E(I ;m2m1,M2M1,m2k1 + k2m21,M2K1 + K2M21 ).
When k2  0 the case remaining to consider is that k1 = 0, m1 = 0. In this case we see that
m1m2 = 0, m2k1 + k2m21 = 0, and we only need to deal with the following circumstances:
(A1) a  f1(x1) = f1(x2) = f1(x3) b,
(A2) a  f1(x1) = f1(x2) < f1(x3) b, and
(A3) a  f1(x1) < f1(x2) = f1(x3) b,
for some x1, x2, x3 ∈ I with x1 < x2 < x3. The possible circumstance that f1 is strictly increasing
can be discussed in the same manner as above, but in circumstances (A1)–(A3) some denomina-
tors in (2.2)–(2.4) are equal to 0. However, circumstance (A1) is simple because
f2 ◦ f1(x3) − f2 ◦ f1(x2)
x3 − x2 −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
x2 − x1 = 0.
In circumstance (A2) we notice that
f2 ◦ f1(x3) − f2 ◦ f1(x2)
x3 − x2 −
f2 ◦ f1(x2) − f2 ◦ f1(x1)
x2 − x1
= f2 ◦ f1(x3) − f2 ◦ f1(x2)
x3 − x2
= f2 ◦ f1(x3) − f2 ◦ f1(x2)
(
f1(x3) − f1(x2) − f1(x2) − f1(x1)
)
.f1(x3) − f1(x2) x3 − x2 x2 − x1
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manner as for (A2).
When K2  0 we can give the corresponding result similarly. The case of K1  0 can be
discussed similarly. 
Lemma 6. Let f ∈ E(I ;m,M,k,K) where m 0. Then for k  0,
(i) f j ∈ E(I ;mj,Mj , k∑2(j−1)i=j−1 mi,K∑2(j−1)i=j−1 Mi), ∀j = 1,2, . . . ;
(ii) additionally, f −1 ∈ E(I ;1/M,1/m,−K/m3,−k/M3) if m > 0.
Similarly, for K  0,
(iii) f j ∈ E(I ;mj ,Mj , k∑2(j−1)i=j−1 Mi,K∑2(j−1)i=j−1 mi), ∀j = 1,2, . . . ;
(iv) additionally, f −1 ∈ E(I ;1/M,1/m,−K/M3,−k/m3) if m > 0.
Proof. Result (i) is trivial for j = 1. Assume that the result holds for a positive integer j . Ap-
plying (i) in Lemma 5 to f j ◦ f , we get
f j+1 ∈ E
(
I ;mj+1,Mj+1, k
2j∑
i=j
mi,K
2j∑
i=j
Mi
)
and the result is proved by induction.
When m > 0, the mapping f is an orientation-preserving homeomorphism on I and f −1
exists. Obviously, a = f −1(a) f −1(x) f −1(b) = b for all x ∈ I and
1
M
(x2 − x1) f −1(x2) − f −1(x1) 1
m
(x2 − x1), ∀a  x1 < x2  b. (2.6)
Moreover, for all x1, x2, x3 ∈ I with x1 < x2 < x3, we have a  f −1(x1) < f −1(x2) <
f −1(x3) b and
1
M2
 f
−1(x3) − f −1(x2)
x3 − x2
f −1(x2) − f −1(x1)
x2 − x1 
1
m2
, (2.7)
x3 − x2
f −1(x3) − f −1(x2) −
x2 − x1
f −1(x2) − f −1(x1) K
(
f −1(x3) − f −1(x1)
)
 K
m
(x3 − x1),
(2.8)
x3 − x2
f −1(x3) − f −1(x2) −
x2 − x1
f −1(x2) − f −1(x1)  k
(
f −1(x3) − f −1(x1)
)
 k
M
(x3 − x1) 0
(2.9)
since f ∈ E(I ;m,M,k,K). Thus
f −1(x3) − f −1(x2)
x3 − x2 −
f −1(x2) − f −1(x1)
x2 − x1
= −f
−1(x3) − f −1(x2)
x3 − x2
f −1(x2) − f −1(x1)
x2 − x1
×
(
x3 − x2
−1 −1 −
x2 − x1
−1 −1
)
− K3 (x3 − x1) (2.10)f (x3) − f (x2) f (x2) − f (x1) m
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f −1(x3) − f −1(x2)
x3 − x2 −
f −1(x2) − f −1(x1)
x2 − x1 −
k
M3
(x3 − x1) (2.11)
by (2.7) and (2.9). Therefore, from (2.7), (2.10) and (2.11) we get that f −1 ∈ E(I ;1/M,1/m,
−K/m3,−k/M3).
The case of K  0 can be discussed similarly and results (iii) and (iv) are proved in the same
manner. 
3. Non-monotonic solutions
Before discussing convexity, we prove the existence of continuous solutions of Eq. (1.1) with-
out an assumption of monotonicity. Consider Eq. (1.1) with the following hypotheses:
(H1) λ1 > 0,
(H2) the normalization condition (1.2) holds.
The same hypotheses were assumed in [19,20]. Unlike [19,20], we do not require all coefficients
to be non-negative. The normalization condition is imposed naturally since the functions F and
f both fix the end-points of I .
Theorem 3.1. Suppose that (H1) and (H2) hold and F ∈ Φ(I ;M), where M  1 is a constant.
If
λ1 
M
M˜
+
n∑
i=2
|λi |M˜i−1 (3.1)
for a constant M˜  1, then Eq. (1.1) has a continuous solution f ∈ Φ(I ; M˜).
This theorem generalizes the corresponding result in [19] since it is not restricted to increasing
functions. Some related work can be found in [8]. The proof is classical and some basic reason-
ings can be found in [19,20], but the following sketched proof is helpful both in shortening proofs
in the following sections and in understanding of Theorems 4.2 and 4.3.
Proof. Define a mapping L :Φ(I ; M˜) → C(I ) by
Lf (x) = λ1x + λ2f (x) + · · · + λnf n−1(x), ∀x ∈ I, (3.2)
where f ∈ Φ(I ; M˜). Clearly, Lf (a) = a and Lf (b) = b. For x, y ∈ I with y > x, one can check
that
0 < (λ1 − M0)(y − x) Lf (y) − Lf (x) (λ1 + M0)(y − x) (3.3)
by (3.1), where M0 :=∑ni=2 |λi |M˜i−1  0. So Lf is invertible and∣∣(Lf )−1(y) − (Lf )−1(x)∣∣ 1
λ1 − M0 |y − x|, ∀x, y ∈ I. (3.4)
Obviously, Lf is a homeomorphism from I = [a, b] onto its image Ω . By the connected-
ness, Ω is an interval including a and b and therefore coincides with I . Define a mapping
G :Φ(I ; M˜) → C(I ) by
Gf (x) = (Lf )−1 ◦ F(x), ∀f ∈ Φ(I ; M˜). (3.5)
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∣∣Gf (y) − Gf (x)∣∣ M
λ1 − M0 |y − x| M˜|y − x|, (3.6)
implying that G is a self-mapping on Φ(I ; M˜). For f,g ∈ Φ(I ; M˜), by Lemma 2,
‖Gf − Gg‖ ∥∥(Lf )−1 − (Lg)−1∥∥ 1
λ1 − M0 ‖Lf − Lg‖
 1
λ1 − M0
n−1∑
k=1
λk+1
∥∥f k − gk∥∥
 1
λ1 − M0
n−1∑
k=1
λk+1
k−1∑
j=0
M˜j‖f − g‖, (3.7)
implying the continuity of G. By Lemma 1 and Schauder’s fixed point theorem, G has a fixed
point f in Φ(I ; M˜), which gives the desired solution. 
Obviously, F(x) = x2 satisfies conditions in Theorem 3.1 on [0,1], where n = 2,
λ1 = 9/10, λ2 = 1/10, M = 2 and M˜ = 4. For a non-monotonic example, consider
F(x) = x + µ sin(2πx), x ∈ [0,1].
Clearly, F(0) = 0, F(1) = 1 and its derivative F ′(x) = 1+2πµ cos(2πx). Moreover, F has a lo-
cal maximum at a point x1 and a local minimum at a point x2 in (0,1). With software Maple V5.1
we obtain that F(x1) = 0.7755509829, F(x2) = 0.2244490173 for µ = 1/2. Hence for µ = 1/2
the function F is not monotonic and 0  F(x)  1 (see Fig. 1). We can also compute that the
maximum and minimum of F ′(x) are 4.141592654 and −2.141592654, respectively. Applying
Theorem 3.1 to Eq. (1.1) where M = 5, M˜ = 10, we see that with n = 2, λ1 = 21/22, λ2 = 1/22
and the function F given as above Eq. (1.1) has a continuous solution with Lipschitz constant 10.
Fig. 1. Graph of F .
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Based on Theorem 3.1 and its proof, we will show that under some technical conditions
Eq. (1.1) has continuous solutions with the same convexity as the given function. Besides (H1)
and (H2), we need an additional hypothesis:
(H3) λi  0 for i = 2, . . . , n.
Theorem 4.1. Suppose that (H1)–(H3) hold and F ∈ Φσ (I ;M), where σ = cv or σ = cc and
M  1 is a constant. If inequality (3.1) holds for a constant M˜  1, then Eq. (1.1) has a contin-
uous solution f ∈ Φσ (I ; M˜).
Proof. We only prove the theorem for Φcv(I ; M˜). The proof for Φcc(I ; M˜) is similar. Define
mappings L :Φcv(I ; M˜) → C(I ) and G :Φcv(I ; M˜) → C(I ) as in (3.2) and (3.5), respectively. As
in the proof of Theorem 3.1, Lf is a homeomorphism from I = [a, b] onto itself and therefore
G is well defined. Note that each f ∈ Φcv(I ; M˜) is an increasing function. Indeed, if x < y in I ,
there exists t0 ∈ (0,1) such that x = t0a + (1 − t0)y. Hence by the convexity we get
f (x) t0f (a) + (1 − t0)f (y)max
{
f (a), f (y)
}= f (y).
Thus for f ∈ Φcv(I ; M˜), by Lemma 3, Lf is concave because
Lf
(
tx + (1 − t)y)= λ1(tx + (1 − t)y)+ n∑
i=2
λif
i−1(tx + (1 − t)y)
 λ1
(
tx + (1 − t)y)+ n∑
i=2
λi
(
tf i−1(x) + (1 − t)f i−1(y))
= t
(
λ1x +
n∑
i=2
λif
i−1(x)
)
+ (1 − t)
(
λ1y +
n∑
i=2
λif
i−1(y)
)
= tLf (x) + (1 − t)Lf (y) (4.1)
for all x, y ∈ I and t ∈ [0,1], where we note that all λi, i = 2, . . . , n, are not positive as assumed
in (H3). It follows by Lemma 3 that (Lf )−1 is convex and so is Gf . Hence G maps Φcv(I ; M˜)
into itself continuously, as proved in (3.6) and (3.7). By Lemma 1, Φcv(I ; M˜) is a compact
convex subset of the Banach space C(I ). Then Schauder’s fixed point theorem guarantees the
existence of fixed point f of G in Φcv(I ; M˜), which is clearly a convex solution of Eq. (1.1). 
For the first example in Section 3 we cannot assure the convexity of solutions by Theorem 3.1
although F(x) = x2 is convex. Now we generally consider the equation
(1 + η)f (x) − ηf 2(x) = F(x), x ∈ [0,1], (4.2)
where η > 0 and F(x) is a convex function on [0,1] with Lipschitz constant M . By Theorem 4.1,
Eq. (4.2) has a convex solution with Lipschitz constant 2M if η 1/(2(2M − 1)). In particular,
for η = 1/6 and F(x) = x2 Eq. (4.2) has a convex solution with Lipschitz constant 4.
Theorem 4.1 does not deal with the case when all coefficients are non-negative, which was
considered in [19–21]. The following result gives a further answer.
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E(I ;0,M,k,K) where M  1, K  k  0. If
k  M0M1M
2
λ41
K, (4.3)
where M0 :=∑ni=1 λi(M/λ1)i−1, M1 :=∑n−1j=1 λj+1∑2(j−1)i=j−1 (M/λ1)i , then Eq. (1.1) has a so-
lution f ∈ E(I ;0,M/λ1,0,K/λ1), which is convex.
Proof. Define the map L :E(I ;0,M/λ1,0,K/λ1) → C(I ) as in (3.2). By (i) in Lemma 6 we
see that Lf ∈ E(I ;λ1,M0,0,M1K/λ1). By (ii) in Lemma 6,
(Lf )−1 ∈ E
(
I ; 1
M0
,
1
λ1
,−M1K
λ41
,0
)
. (4.4)
Define mapping G :E(I ;0,M/λ1,0,K/λ1) → C(I ) as in (3.5). Since −M1K/λ41  0, by (ii) in
Lemma 5 we have
Gf = (Lf )−1 ◦ F ∈ E
(
I ;0, M
λ1
,
k
M0
− M1M
2K
λ41
,
K
λ1
)
. (4.5)
By (4.3), the set of E in (4.5) is contained in E(I ;0,M/λ1,0,K/λ1). Thus Gf is a self-mapping
on E(I ;0,M/λ1,0,K/λ1).
Furthermore, for f1, f2 ∈ E(I ;0,M/λ1,0,K/λ1),
‖Gf1 − Gf2‖ =
∥∥(Lf1)−1 ◦ F − (Lf2)−1 ◦ F∥∥= ∥∥(Lf1)−1 − (Lf2)−1∥∥
 1
λ1
‖Lf1 − Lf2‖ 1
λ1
n−1∑
j=1
λj+1
∥∥f j1 − f j2 ∥∥
 1
λ1
n−1∑
j=1
λj+1
j−1∑
i=0
(
M
λ1
)i
‖f1 − f2‖, (4.6)
where Lemma 2 is applied. Therefore G is continuous. By Lemma 4 and Schauder’s fixed point
theorem, G has a fixed point f in E(I ;0,M/λ1,0,K/λ1). Obviously f satisfies Eq. (1.1) and
by Lemma 4 it is convex. The proof is completed. 
In the proof of Theorem 4.1, function (Lf )−1 is guaranteed to be convex by assuming that
all λi  0 (i = 2, . . . , n). In contrast, in the proof of Theorem 4.2, (Lf )−1 is concave but the
composition (Lf )−1 ◦ F is still convex. Using the same idea, we can prove the corresponding
result of concavity when coefficients of Eq. (1.1) are all non-negative.
Theorem 4.3. Suppose that (H1) and (H2) hold, λi  0, i = 2,3, . . . , n, and that F ∈
E(I ;0,M,k,K) where M  1, k K  0. If
K  M0M1M
2
λ41
k, (4.7)
where M0 :=∑ni=1 λi(M/λ1)i−1, M1 :=∑n−1j=1 λj+1∑2(j−1)i=j−1 (M/λ1)i , then Eq. (1.1) has a so-
lution f ∈ E(I ;0,M/λ1, k/λ1,0), which is concave.
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αf (x) + (1 − α)f 2(x) = 3
5
(
x + x
2
2
+ x
3
6
)
, x ∈ [0,1], (4.8)
where 0 < α < 1. Let λ1 := α, λ2 := 1 − α and F(x) := (3/5)(x + x2/2 + x3/6). Obviously,
0 = F(0)  F(x)  F(1) = 1 for all x ∈ [0,1]. For x1, x2, x3 ∈ I with x1 < x2 < x3, we note
that
F(x2) − F(x1) = 35
(
1 + x2 + x1
2
+ x
2
2 + x2x1 + x21
6
)
(x2 − x1),
F (x3) − F(x2)
x3 − x2 −
F(x2) − F(x1)
x2 − x1 =
3
5
(
1
2
+ x3 + x1 + x2
6
)
(x3 − x1).
Since
0 3
5
(
1 + x2 + x1
2
+ x
2
2 + x2x1 + x21
6
)
 3
2
,
3
10
 3
5
(
1
2
+ x3 + x1 + x2
6
)
 3
5
,
we let M := 3/2, k := 3/10, K := 3/5. Thus F ∈ E(I ;0,M,k,K). By simple calculation,
M0 := λ1 + λ2M/λ1 = α + (3/2)(1 − α)/α, M1 := λ2 = 1 − α. Let
ϕ(α) := M0M1M
2K
λ41
= 27(1 − α)
20α3
+ 81(1 − α)
2
40α5
, 0 < α < 1, (4.9)
and define ϕ(1) = 0 complementarily. Obviously, ϕ(α) is continuous in (0,1] and there exists
θ ∈ (0,1) such that ϕ(α)  k := 3/10 for all α ∈ [θ,1). Then Theorem 4.2 implies that for
α ∈ [θ,1) Eq. (4.8) has a convex solution f ∈ E(I ;0,3/(2α),0,3/(5α)).
5. Uniqueness and stability
Theorem 5.1. Suppose that (H1) and (H2) hold and F ∈ Φ(I ;M) where M  1 is a constant. If
λ1 >
n∑
i=2
|λi |M˜i−1 + max
{
M
M˜
,
n∑
i=2
λi
i−2∑
j=0
M˜j
}
(5.1)
for a constant M˜  1, then Eq. (1.1) has a unique solution in Φ(I ; M˜). Additionally, if (H3)
holds and F ∈ Φσ (I ;M), where σ = cv or σ = cc, then Eq. (1.1) has a unique solution in
Φσ (I ; M˜). These solutions depend upon F continuously.
Proof. Under condition (5.1) we can verify that
d := 1
λ1 − M0
n−1∑
k=1
λk+1
k−1∑
j=0
M˜j < 1. (5.2)
It follows from (3.7) that map G, as constructed in the proof of Theorem 3.1, is a contraction
in Φ(I ; M˜). Hence the fixed point in Φ(I ; M˜) is unique. So Eq. (1.1) has a unique solution in
Φ(I ; M˜). The proofs of uniqueness in Φcv(I ; M˜) and Φcc(I ; M˜) are similar.
Corresponding to two given functions F1,F2 ∈ Φ(I ;M), let f1, f2 be the unique solutions
(1.1), respectively. From the proof of Theorem 3.1,
f1 = (Lf1)−1 ◦ F1, f2 = (Lf2)−1 ◦ F2. (5.3)
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∥∥(Lf1)−1 − (Lf2)−1∥∥ 1
λ1 − M0 ‖Lf1 − Lf2‖
1
λ1 − M0
n−1∑
i=1
λi+1
∥∥f i1 − f i2∥∥
 d‖f1 − f2‖,
where d is defined in (5.2). From (5.3) and (3.4) we get
‖f1 − f2‖
∥∥(Lf1)−1 ◦ F1 − (Lf1)−1 ◦ F2∥∥+ ∥∥(Lf1)−1 ◦ F2 − (Lf2)−1 ◦ F2∥∥
 1
λ1 − M0 ‖F1 − F2‖ + d‖f1 − f2‖.
By (5.2),
‖f1 − f2‖ 1
(1 − d)(λ1 − M0)‖F1 − F2‖.
This proves the continuous dependence of solution f upon F , otherwise referred to as stability.
The proofs of stability in Φcv(I ; M˜) and Φcc(I ; M˜) are also similar. 
Corresponding to Theorem 4.2, we have the following results.
Theorem 5.2. Suppose that (H1) and (H2) hold, λi  0, i = 2,3, . . . , n, and that F ∈
E(I ;0,M,k,K) where M  1 and K  k  0. If (4.3) holds and
λ1 >
n−1∑
j=1
λj+1
j−1∑
i=0
(
M
λ1
)i
, (5.4)
then Eq. (1.1) has a unique solution f ∈ E(I ;0,M/λ1,0,K/λ1), which is convex. Moreover,
this solution depends continuously on the given F .
Similar results of uniqueness and stability can be also given corresponding to Theorem 4.3.
The uniqueness is proved by checking with (4.6) that G is a contraction. The stability is proved
similarly as in the proof of Theorem 5.1.
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