Despite the tremendous achievements of deep convolutional neural networks (CNNs) in many computer vision tasks, understanding how they actually work remains a significant challenge. In this paper, we propose a novel two-step understanding method, namely Salient Relevance (SR) map, which aims to shed light on how deep CNNs recognize images and learn features from areas, referred to as attention areas, therein. Our proposed method starts out with a layer-wise relevance propagation (LRP) step which estimates a pixelwise relevance map over the input image. Following, we construct a contextaware saliency map, SR map, from the LRP-generated map which predicts areas close to the foci of attention instead of isolated pixels that LRP reveals. In human visual system, information of regions is more important than of pixels in recognition. Consequently, our proposed approach closely simulates human recognition. Experimental results using the ILSVRC2012 validation dataset in conjunction with two well-established deep CNN models, AlexNet and VGG-16, clearly demonstrate that our proposed approach concisely identifies not only key pixels but also attention areas that contribute to the underlying neural network's comprehension of the given images. As * Corresponding author 
Introduction
In most areas of computer vision and pattern recognition, deep convolutional neural networks (CNNs) have outperformed other methods, especially in image classification tasks [1, 2, 3, 4, 5, 6, 7, 8] . However, a conceptual understanding why these networks work so well is still largely lacking. Since visualization is an effective way to bring insight into these matters, in recent years a number of such techniques have been proposed, both from the visual analytics and the deep learning communities, aiming to understand how and why deep learning works. Visual analytics researchers typically go about the problem by designing a GUI interface with standard graphics tools to illuminate the connections among neurons intuitively [9, 10] . Deep learning researchers, on the other hand, tend to focus on visualizing the learned features of each neuron using different optimization-based algorithms.
The optimization-based methods are generally divided into two categories: activation maximization [11, 12, 13] and code inversion [14, 15] . In order to depict a single neuron, the strategy of activation maximization methods is to generate an image which maximally activates this specific neuron. The final result then serves as a representative of the candidate features learned by this neuron. The code inversion methods adopt a similar principle but with a different objective. At a specific layer, code inversion aims to produce an activation vector which is close to the target vector generated by a real image. In this way it is revealed how the CNNs encode the input at each layer. Unfortunately, neither of these two methods can return images recognizable to a human analyst because the solution space is so vast. This severely diminishes their usefulness.
Besides, as is mentioned in [16] , one single neuron does not necessarily respond only to one single feature but multiple features at the same time. To account for this problem, Nguyen et al. [17] proposed the multifaceted feature visualization (MFV) method to visualize different facets of each neuron. Although more realistic than before, the MFV method's results are still bizarre and hallucinogenic.
In spite of the strong progress made in deep learning visualization [18, 19] , one important aspect is largely overlooked, namely that these approaches are indirect and thus cannot specifically point out which areas of the image the network is trained to focus on. Bash et al. [20] proposed the method of Layer-wise Relevance Propagation (LRP) to bridge this gap. For each input image, LRP propagates its classification probability backward through the trained network and calculates relevance scores for all pixels. By examining the intensity of different pixels in the relevance map, a direct impression of which pixels are deemed important by the network can be achieved. While this is a good step in the right direction, the LRP's relevance map fails to reveal key structural information, making the attention areas indistinguishable. This renders LRP less ideal for showing how network models perceive images (see also Section 2 for further discussion).
To address this problem we present a new two-step approach to understand deep learning. At its core is a new map, referred to as "Salient Relevance (SR)
Map", which directly points out the predominant attention areas of the deep network models. The basic scheme of our proposed method is outlined in Figure 1 .
First, starting out from the trained network model, we use LRP to generate a pixel relevance map for the given image subject to recognition. Second, we use a visual salience model to filter out irrelevant regions from this relevance map and thus reveal true attention areas, from which the model learns features representing the recognized object. The final result is the SR map, shown in Figure 1 , second image column.
Visual saliency is a biological framework which detects dominant foci of human attention. Simonyan et al. [12] introduced saliency into deep learning visualization -computing saliency maps for each class directly from derivatives.
Due to their origin in neuroscience, saliency models accurately and reliably reflect real perception. Among saliency methods, context-aware saliency method is widely considered as one of top ones that extract salient objects together with their surroundings, making it most effective in capturing the whole area of visual attention. We therefore adopt the context-aware saliency approach [21] to filter LRP output and reveal attention areas.
Recently, visual attention in deep neural networks has become one of the hottest research topics. And attention mechanisms have been shown to be an essential part of the success of deep neural networks [22, 23, 24] in various applications. One important property of human perception is that one does not process the whole image all at once. Instead human eyes shift attention selectively to where they is needed. To some degree, neural network models recognize objects in a similar way in that classification scores are largely determined by certain attention area rather than the whole image. This provides a strong motivation for us to adopt the context-aware saliency detection algorithm to unveil the attention areas of neural network models.
We applied our proposed approach to several well-known CNN structures loaded with pre-trained parameters such as AlexNet and the VGG-16 on ILSVRC2012 validation dataset [25] . Our results demonstrate that regions which belong to the recognized objects are clearly highlighted in our SR maps. This is an interesting finding because it shows that neural networks, in some sense, mimic human vision where attention mechanism and visual saliency also play an important role [26] . Finally, our results also show that our approach can clearly identify weaknesses in a given CNN model (or in the data it has been trained with).
The major contributions of our work are twofold.
• We first propose a new heatmap, Salient Relevance Map (SR), to understand Deep Learning. The SR is generated by a two-step method which combines saliency detection with LRP. Our algorithm effectively and efficiently reveals visual attention areas of the network model, thus reflects the network's internal understanding of the input images behind its prediction.
• We firstly utilize "attention" to understand and visualize CNN models.
Although attention is widely used in computer vision field, to the best of our knowledge, we are the first to use attention areas to help understand and interpret how a CNN model recognizes an image.
The remainder of the paper is structured as follows. Section 2 discusses the LRP method and models of visual saliency. Our proposed algorithm is explained thoroughly in Section 3. To prove the effectiveness of our technique, we designed and performed extensive experiments which are described in Section 4. Section 5 presents conclusions along with a brief discussion of future work.
Related Work
In this section, we briefly introduce the layer-wise relevance propagation (LRP) algorithm and review some saliency work relevant to our proposed method. 
The Layer-Wise Relevance Propagation (LRP) algorithm
LRP is an inverse method which calculates the contribution of a single pixel to the prediction made by the network in the image classification task. The overall idea of pixel-wise decomposition is explained in [20] . Here we briefly reiterate some basic concepts of LRP using a simple example.
Given an input image x, a prediction score f (x) is returned by the model denoted as function f . Suppose the network has L layers, each of which is treated as a vector with dimensionality V (l), where l represents the index of layers. Then according to the conservation principle, LRP aims to find a relevance score R d for each vector element in layer l such that the following equation holds.
As we can see in the above formula, LRP uses the prediction score as the sum of relevance scores for the last layer of the network and maintains this sum throughout all layers. Figure 2 shows a simple network with six neurons. w ij are weights and R (l) i are relevance scores to be calculated. Then we have the following equation.
Furthermore, the conservation principle also guarantees that the inflow of relevance scores to one neuron equals the outflow of relevance scores from the same neuron.
is the message sent from neuron j at layer l + 1 to neuron i at layer l and is computed using network weights according to the equation below.
where is to prevent numerical degenerations in case the denominator is close to zero.
The Saliency Map
Visual saliency is a biologically inspired model of measuring which information stands out relative to its neighbors and so attracts human attention [27] .
It was originally promoted by psychologists in the study of attention in infancy [28] . Itti et al. [26] presented a computational architecture to introduce the basic Koch and Ullman model [29] to the field of computer vision. There is an extensive body of literature on various applications of visual saliency, such as [30, 31, 32, 33 ] to name just a few. Recently, researchers have also integrated saliency with the latest deep learning techniques in salient object detection and category-specific object detection [34] . As is summarized in [35] , most visual saliency models are implemented in three stages:
(1) extraction: extracting low-level features over the image Most of this existing work tries to calculate heatmaps from the predictions of the network, albeit using different equations.
Most recently, Kindermans et al. pointed out that methods such as LRP may suffer from the problem of input variance [41] . We conducted our studies independently at around the same time than these authors but pursued a different and presumably more powerful variant of this approach. In our work. we go further and beyond LRP by adding saliency detection directly into the deep CNN understanding and interpretation scheme. The results we obtained using our framework show that this proposed approach is indeed highly effective.
Methodology

Algorithm for Generating the Salient Relevance (SR) Map
We shall now describe the algorithm that generates our proposed Salient Relevance (SR) map. Figure 1 provides an illustration of our workflow, using an example image of a vase with flowers. Algorithm 1 lists the pseudo code.
In the first step we generate the standard relevance map using the layer-wise relevance propagation (LRP) algorithm. The input is the classification vector for each layer l do 6: for each pixel i do p i is a patch centered at pixel i 14: for each pixel i do S i > 0.8 27: The second step refines the relevance map into our salient relevance (SR) map. We achieve this using context-aware saliency detection, as explained next.
In context-aware saliency detection a single pixel is considered salient if the patch centered at this pixel is distinct from other image patches, and is so at multiple scales. It is also important to note that background patches tend to remain similar at different scales while objects in the foreground are likely to be salient only at a few scales. This helps to distinguish background from 
Comparative Experiments
In the following we use two running examples to illustrate our proposed method, and also compare it with the conventional one. The examples will show that our method better unveils the model's real perception. The first study uses the pre-trained AlexNet [1] as the network model and images from ILSVRC2012 validation dataset as the input. Results are shown in Figure 3 .
This image is labeled "grand piano" as ground truth, and AlexNet classifies it correctly. Using LRP, we can propagate the prediction probability backward through the network to see which pixels contribute to the classification result.
It is fair to assume that those pixels should fall within the area of the piano in the image since the network recognizes this object. However, as we can see in 3c, it is not the case. Although pixels which represent the piano are present in the LRP relevance map, many irrelevant pixels are also included such as those on top. In fact, those unrelated pixels are so prominent that it is quite difficult to distinguish the piano from the relevance map.
To determine the exact attention area, we apply the saliency detection pro- Figure 4 shows the difference.
As we can see in Figure 4b , the dominant objects in the attention area include the horse, the man, and the horse trailer further away in the back. Since among these three dominant objects only the horse is included in the ImageNet training The ground truth label of the original image is "grand piano". We first apply layer-wise relevance propagation algorithm to produce the LRP relevance map shown in 3c.
Then we perform saliency detection on the relevance map to produce our proposed SR map in 3d. Finally, we project both LRP relevance map and SR map onto the edge map for better visual comparison. From 3e and 3f, it is obvious that the SR map is superior at uncovering the network model's true understanding. Best viewed electronically, in color. dataset, it comes at no surprise that our pre-trained AlexNet model classifies the image as "sorrel" which is a breed of horse named after its hair coat color.
As we can see in our SR map (which is derived from the relevance map), only pixels which belong to the horse are prominent. Neither the man nor the horse trailer are present. One thing to note is that the man's hair is also highlighted in our SR map. That is because the man's hair shares a similar color and texture as the horse's hair. These results vividly prove that our SR map is capable of effectively showing the network's real understanding.
For quantitative comparisons, we choose the structure similarity index (SSIM)
[43] as a metric. We apply the context-aware saliency detection algorithm directly on the original input images and use these saliency maps as the gold standard because saliency algorithms convey the true visual perception of human observers. Then we calculate the SSIM value of the LRP relevance map and our SR map with the reference saliency map, respectively. Higher SSIM values indicate better perception and thus are more preferable. We use the pre-trained AlexNet as the model and randomly select 500 images from ILSVRC2012 validation dataset as the input. Based on our experiment results, we find that the SSIM value varies significantly given different input images. Two examples are shown in Figure 5 . This is because when the input image has complex background, the original saliency map contains both foreground features and background features. The network, on the other hand, is trained to only capture the main object. As a result, there is a gap between the saliency map and our proposed SR map, which leads to a low SSIM value. Therefore, instead of comparing the absolute SSIM values directly, we choose the ratio of these two SSIM values. As is shown in Table 1 , our SR map consistently outscores the LRP relevance map.
These examples support the claim that the CNN model treats visual input in a fashion quite similar to the human visual system. The latter has been well studied. In that sense, our SR map, derived from the LRP-generated relevance map, provides the link among these two systems, the CNN and the real network that is part of the human visual system. Table 1 : The first two rows correspond to the two examples in Figure 5 . Given different input images, the SSIM values vary significantly. However, our SR map consistently achieves
higher SSIM values, compared to the LRP relevance map. We randomly select 500 images from the ILSVRC2012 validation dataset and compute the average ratio of two SSIM values for each input image. As is shown above, our proposed SR map reliably outperforms the LRP relevance map.
Case Studies and Discussions
In this section. we further explore potential applications of the SR map via several case studies. All of our experiments were conducted using a NVIDIA GTX 1080 graphics card on Ubuntu 16.04 LTS. We implemented the layer-wise relevance propagation (LRP) algorithm 1 using the PyTorch 2 package. We used the Matlab code 3 offered by the original authors of the context-aware saliency detection scheme. Our neural networks are pre-trained models included in the PyTorch package whose benchmark performances on ILSVRC 2012 validation dataset are also publicly available 4 . Our code is written in Jupyter Notebook and can be obtained from Github 5 , which includes the settings for all our experiments. Since we use pre-trained models for our experiments, we do not need to train the neural networks from scratch. The inference time is also negligible because it is comparable to one backpropagation step without updating any parameters. The saliency detection step, on the other hand, takes up most of the testing time. In our case, the running time of one image using context-aware saliency detection algorithm varies from 40 seconds to 200 seconds depending on image complexity.
AlexNet vs. VGG-16
In the first experiment, we analyze the performance gap between AlexNet Thus it gives the wrong prediction "cinema". On the contrary, VGG-16 has no trouble to distinguish the two objects. Only the bus part is highlighted in the SR map. As a result, VGG-16 successfully labels it as "coach". Best viewed electronically, in color. reviewed here. More images are included in Figure 7 and Figure 8 .
The input image is labeled "coach" as its ground truth. VGG-16 recognizes it correctly, but AlexNet misinterpreted it as "cinema". At first glance, it is difficult to understand why AlexNet can make such a mistake because a cinema is hugely different from a transit bus. But by looking at the SR map of AlexNet, it is obvious that some prominent pixels belong to the bus while others belong to the buildings in the back. Therefore, it is reasonable to infer that AlexNet actually identifies the coach as part of the whole structure. Since it treats the red bus as the marquee above the entrance, AlexNet thus classifies the image as a cinema with high confidence. On the contrary, VGG-16 successfully separates the bus from the building because all dominant pixels in SR map fall within the area of the coach. As we can see in Figure 7 and Figure 8 , this is not an isolated incident. VGG-16 persistently outperforms AlexNet in dividing different objects. This is why VGG-16 beats AlexNet in this test.
Evaluation of VGG-16
We have explained how VGG-16 makes correct decisions in the previous Figure 10 and Figure 11 . Best viewed electronically, in color, with zoom.
VGG-16 vs. VGG-Face
The goal of our final experiment is to use the SR map to demonstrate the versatility of neural network models. VGG-16 and VGG-Face [44] share the same 16-layers network structure. The difference is that VGG-Face is trained using a dataset consisted of 2.6 million facial images while VGG-16 is trained using ImageNet with no exposure to human faces. Thus given the same input image with a girl holding a puppy, these two network models are expected to have different attention areas and highlight various regions. As is shown in Figure 12 , our method visibly shows this distinction. VGG-Face only emphasizes the girl's face in SR map. VGG-16, on the other hand, focuses on the dog's face and label it as "Labrador Retriever" which is one of the most popular types of dog in North America. Figure 13 and Figure 14 include more examples where all the input images contain one human face and another prominent object.
To summarize, we conducted three experiments to demonstrate our method's capability of visualizing network models' real comprehension. In the first experiment, we compared AlexNet with VGG-16 and explained their performance gap on the ImageNet classification task. We then further analyzed VGG-16
by examining its mistakes. In the last study, we show that the same network structure can correspond to varied objects if trained on different datasets. And our experiment results evidently prove the effectiveness of our algorithm.
Conclusion
In this paper, we have successfully proposed a novel two-step visualization algorithm to generate SR map 1 , which aims to understand deep CNN models and reveal areas from which the models learn representative features. These areas are referred to as attention areas. By combining layer-wise relevance propagation with context-aware saliency detection, our proposed method successfully reveals a CNN model's visual attention and thus true perception of input images. Experimental results using several well-known models on the ILSVRC2012 validation dataset have shown that SR map not only is capable of revealing neural network's perception but also is a superior tool for helping researchers understand deep learning models.
In the future, we plan to apply our method to analyze performances of more complex neural network models such as ResNet. Further, we will build direct connections between our visual analysis and proper training adjustments.
As a consequence, our visualization tool can be directly applied to improve performances of deep network models.
