We present a systematic nonlinear theory of pattern selection for parametric surface waves (Faraday waves), not restricted to fluids of low viscosity. Typeset using REVT E X 1
other hand, are a prototypical case of a system with a large coherence length ξ ≫ 1/k 0 , and therefore one would expect that amplitude equations would allow quantitative predictions of pattern selection near onset. Furthermore, the physical system and the experimental conditions are completely determined by a few independent parameters that can be obtained with reasonable accuracy.
Progress in deriving suitable amplitude equations for Faraday waves has proved difficult.
Since Faraday waves are almost a Hamiltonian system (weakly dissipative), most analyses are based on a hamiltonian description for the ideal (inviscid) limit, and treat viscous or dissipative effects as a perturbation [8, 9] . The central question that arises in this case concerns the origin of any nonlinear saturation of the wave pattern. First, general symmetry considerations for Hamiltonian systems ("chiral symmetry") prohibit cubic terms in standing wave amplitude equations [1, 10] . In addition, it has been argued that linear viscous terms in the original equations governing Faraday waves only contribute linear damping terms to the amplitude equations [8] . These observations have contributed to the belief that saturation in near-Hamiltonian systems generically occurs through either nonlinear (cubic) viscous terms or fifth order hamiltonian terms, both of which are very difficult to obtain explicitly [8] .
The issue, however, has remained somewhat controversial for the case of Faraday waves [9] , and we mention, for example, two recent studies that considered non-dissipative cubic terms in the amplitude equation. Müller [11] has shown that the generic form of a cubic amplitude equation would allow patterns of standing waves with the observed symmetries, given suitable choices of the coefficients. A more recent analysis [12] explicitly addressed these issues in the limit of small fluid viscosity. A set of quasi-potential equations was derived by considering the rotational flow within a small viscous layer near the free surface, and assuming potential flow in the bulk. A standing wave amplitude equation was obtained with cubic order terms given explicitly.
Although this latter model predicted bifurcations to square and higher-symmetry patterns, it did rely on an uncontrolled approximation concerning nonlinear viscous terms. As a consequence, its region of validity is difficult to asses. In particular, it failed to yield the observed stripe patterns at intermediate and large viscosities. We present here a general calculation that overcomes these difficulties, and that leads to the experimentally observed regular (periodic or quasi-periodic) standing wave patterns above onset. As part of the derivation, we also obtain an analytical expression for the linear threshold of instability, which was previously known only numerically [13] . Not being confined to small viscosities is also important for comparison with experiments since in this case it is easier to achieve the large aspect ratio limit, and hence to study pattern formation without the influence of side walls.
We consider an incompressible viscous fluid under vertical vibration f cos(ωt) of amplitude f , and angular frequency ω. The fluid at rest has a free surface at z = 0, extends to z = −∞, and is unbounded in the x-y direction. The equation governing fluid motion is
with u the velocity field, p the pressure, ρ and ν the density and kinematic viscosity of the fluid respectively, and G(t) = −g − 1 2 f (e iωt + e −iωt ) the effective gravity. For f below the threshold of instability, the base state is u = 0 and p = ρG(t)z. We first eliminate the explicit dependence on the pressure by taking −∇ × ∇× to obtain
Here the continuity equation ∇ · u = 0 has also been used.
The position of the free surface is denoted by ζ(x, y), the unit normaln = (−∂ x ζ, −∂ y ζ, 1), and the two tangential unit vectors aret
Besides the null conditions at z = −∞, there are three boundary conditions to be satisfied at the free surface,
with ∇ H ≡ê x ∂ x +ê y ∂ y , T the stress tensor with components
, σ the surface tension, and 2H the mean curvature of the free surface [14] .
First we consider the linear stability of a subharmonic standing wave, 
with q The critical amplitude f 0 is determined by the linearized normal stress boundary condition, which is, after using the momentum equation to eliminate p 0 ,
By substituting w 0 and ζ 0 into the above equation, we find for each harmonic e jiωt/2 ,
with
By truncating the set of equations (1) at some A n , the system can be solved numerically as an eigenvalue problem. This is indeed what was done by Kumar and Tuckerman [13] . However we observe that after
), · · ·. Therefore the set of equations can be rewritten as
so that for a given wavenumber k, the threshold of instability f 0 is given by
The complex amplitude A j can be recursively obtained from Eq. (1) up to a real factor. For an infinite system the critical wavenumber k onset is the wavenumber that corresponds to the lowest value of f 0 .
Consider first the limit of low viscosity, and define ω 0 ≡ ω/2 as the time scale, and k 0 from ω γ 3/2 at small γ. While previous low damping calculations [8, 12] only used the linear term to determine the location of the threshold, the first correction − 1 2 γ 3/2 can be a sizable contribution (e.g., a 15% difference at γ = 0.1). We also note that a similar calculation for the damped Mathieu equation leads to a threshold γ + 3γ 2 /64 + O(γ 3 ), in which the first correction term is of a different order and has a different sign.
To derive the amplitude equation we use the multiple scale approach [15] . The solvability condition in this case arises from the boundary conditions, not from the equation of motion as in most other cases. The velocity field is expanded as, At order ǫ the equation of motion for w 1 becomes
The solution w 1 contains terms of the form cos ((k m ± k n ) · r) that incorporate couplings through stable modes, and that will contribute to the coefficients of the cubic terms later in the expansion. The particular solution w 1p is obtained by integrating Eq. (2), with the homogeneous solution w 1h chosen so that the boundary conditions are satisfied. Both the equation of motion and boundary conditions at this order become very complicated. In order to find w 1 in practice, we have developed a symbolic manipulation program specific to this case, and found the solution on a computer.
At order ǫ 3/2 the equation of motion becomes
Only terms proportional to cos(k 1 · r) need to be considered in the solution for w 2 and ζ 2 ,
Here E j (z) comes from the direct integration of Eq. (3), and a j e kz +b j e q j z is the homogeneous solution that has the same form as the linear solution.
Using the kinematic and tangential stress boundary conditions at order ǫ 3/2 we find (again with the symbolic manipulation program) a j and b j . The solution w 2 is finally inserted into the normal stress boundary condition at order ǫ 3/2 to yield a system of equations for C j which has the same left-hand side as Eq. (1) but with nonzero right hand side. Solving for C j just like in Eq. (1), we obtainH
with F a function of the amplitude B m . Since f 0 = |H 1 |, by requiring a nontrivial solution for C 1 we obtain the solvability condition FH * 1 + F * f 0 = 0, which yields a standing wave amplitude equation,
with θ m1 the angle between k m and k 1 , and explicit expressions for the coefficients. Equation (4) is of gradient form, and can be derived from a Lyapunov function
which may be used to find the preferred pattern near threshold [1] . For regular patterns of N standing waves, k m form a regular polygon, and the B m are constant.
We next turn to a comparison between the selected patterns predicted by Eq. (5) 
