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PENGGUNAAN METODE EUCLIDEAN DISTANCE PADA CASE BASE







Jenis kecerdasan buatan bagian dari sistem pakar yaitu Case Based Reasoning (CBR) yaitu metode
membandingkan nilai kesamaan (similarity) antara data kasus baru dan data kasus yang tersimpan dalam
basis kasus. Data pada pasien diabetes mellitus dapat digunakan kembali untuk dijadikan basis kasus
dengan menggunakan beberapa atribut seperti identitas pasien, gejala yang dialami dan hasil tes gula
darah.  Perhitungan similarity dapat dilakukan dengan mencocokan data kasus dan data kasus baru
menggunakan metode euclidean distance merupakan salah satunya. Untuk mengecek ke akuratan data
yang digunakan pada casebase  yang dibandingkan dengan data yang ada kasus yang baru bias memakai
pengujian K fold -cross validation. K fold -cross validation akan menghilangkan bias pada data pada
pengujian kali ini datakasus yang ada akan dibagi menjadi beberapa fold yang dipilih secara acak.
Penelitian kali ini data akan dibagi menjadi 2, 3,5,7,10 dan 12 fold memperoleh nilai akurasi rata - rata
sebesar 79.71% , 83.24%, 91.63%, 91.13%, 91.11% dan 91.14%
Keywords—CBR; euclidean distance; k-cross validation; diabetes mellitus
I. PENDAHULUAN
Metode penalaran berbasis kasus dikenal
dengan CBR yaitu penalaran antara kasus - kasus
lama dalam penelitian ini digunakan data kasus
pada pasien diabetes mellitusyaitudata rekam
medis dijadikan data pada bais kasus kemudian
data basis kasus tersebut akan dicari nilai
similaritasnya saat input data uji atau data kasus
yang baru dalam hal ini kasus pasien baru.
penggunaan CBR diagnosis pada penyakit telinga
hidung dan tenggorokan (THT) dengan hasil
penelitian menunjukkan bahwa sistem CBR
dengan hasil uji coba sistem terhadap 111 data
pada basis kasus terdapat 9 kasus dengan yang
nilai similaritas dibawah threshold [1]. Sedangkan
[2]dengan penggunaan CBR, sistem CBR dapat
mengenali penyakit Cardiovascularsecara benar
(sensitifitas) sebesar 100 %, mengenali penyakit
bukancardiovascular (spesifisitas) sebesar 83,33
%, dengan tingkat akurasi sebesar 95,83% serta
tingkat kesalahan (error rate) sebesar 4,17%.
Metode euclidean distance memiliki tingkat
akurasi yang sangat baik terbukti pada penelitian
[3]penerapan euclidean distance memperoleh nilai
akurasi94.83%. Namun untuk melihat akurasi data
dengan jumlah data yang akan dibagikan data
training dan data uji perlu adanya variasi
pembagian data agar pembagian data dapat divaliasi
salah satunya adalah penggunaan k fold -cross
validation[4].
Metode untuk mengetahui rata-rata tingkat
keberhasilan sistem caranya dengan beberapa
perulangan dengan  cara melakukan pengacakan
data/atribut pada saat melakukan input data uji
dikenal dengan K-Fold Cross Validation sehingga
sistem tersebut pada saat ppenggunaan data teruji
saat jumlah data sudah divariasi.
Musamus Journal of Technology & Information (MJTI) Vol. 01 No. 02, April 2019
e-ISSN : 2623-2936, p-ISSN : 2654-9816
60
II. LANDASAN TEORI
A. Case Base Reasoning
Pada metode CBR terdapat 4 fase [5]yaitu
retrieve, reuse, revise dan retain. Untuk lebih jelas
melihat proses CBR dapat dilihat pada Gambar 1.
Gambar 1. Siklus CBR [6]
Retrieve yang merupakan fase mencocokan
kasus baru dengan kasus lama pada basis kasus
dilakukan proses perhitungan similaritas dengan
metode euclidean distance. Setelah diperoleh hasil
jenis penyakit yang merupakan solusi dari kasus
lama memiliki similaritas paling tinggi maka
selanjutnya akan dilakukan proses reuse atau
dikenal dengan penggunaan kembali solusi pada
basis kasus tersebut untuk dijadikan hasil akhir
pada kasus baru. Langkah ketiga selanjutnya
adalah revise atau melakukan revisi pada solusi
kasus dimana semua nilai similaritas berad pada
bawah batas ambang yang telah ditentukan. Maka
pada sistem kasus tersebut akan masuk pada menu
pakar dimana revisi akan dilakukan oleh pakar.
Fase terakhir adalah retain yaitu kasus baru yanhg
telah memiliki solusi yang diambil dari kasus lam
pada basis kasus akan disimpan kembali dalam
basis kasus dan dijadikan data training yang
nantinya akan dibandingkan kembali dengan kasus
baru yang diinputkan oleh user.
B. Euclidean Distance
Perhitungan similaritas menggunakan metode
euclidean distance menggunakan 2 kali cara
pembagian perhitungan yaitu dimulai dengan
menghitung nilai similaritas lokal dimana nilai
per atribut akan dihitung satu per satu setelah itu
dilakukan perhitungan menggunakan similaritas
global[3].
Perhitungan similaritas lokal dibagi menjadi
similaritas lokal numerik dan similaritas lokal
simbolik dilihat pada Persaman 1 [7] dan
Persamaan 2 [8]. ( , ) = 1 − | , | (1)
Keterangan:( , ) : fitur ke- dari kasus lama S
(source)dan kasus baru T (target)
yang sama
: nilai fitur ke- dari kasus lama (source)
: nilai fitur ke- dari kasus baru (target)
: range nilai untuk atribut tersebut( , ) = 0, ≠1, =
(2)
Keterangan:( , ) : fitur ke- dari kasus lama S
(source)dan kasus baru T (target)
yang sama
: nilai fitur ke- dari kasus lama (source)
: nilai fitur ke- dari kasus baru (target)
Perhitungan similaritas global menggunakan
metode euclidean distance dapat dilihat pada
Persamaan 3[3].
( , ) = ∑ ( , )∑ (3)
Keterangan:
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( , ): nilai similaritas menggunakan
Euclidean distance( , ) : fitur ke- dari kasus lama S
(source)dan kasus baru T (target)
yang sama
: banyaknya fitur pada kasus baru
(target case)
: jumlah fitur pada kasus lama source case
: fitur individu, antara 1 s/d n
: bobot fitur ke-
C. K-Cross Validation
Metode statistik yang digunakan pada evaluasi
algoritma yang cara kerjanya dengan membagi
data menjadi dua set, dataset pertama dimasukkan
dalam basis kasus untuk melatih model dalam
hal ini kasus lama pada pasien diabetes mellitus
selanjutnya dataset yang lain digunakan untuk
memvalidasi/ dijadikan data uji melakukan
pengujian terhadap model sistem [4].
Estimasi agar mengetahui tingkat kesalahan dari
model yang telah dikembangkan dapat
menggunakan K-fold cross validation adalah
metode cross validation. Penggunaan K-fold
cross validation tujuannyamenghilangkan bias
pada data. Data dibagi dalam bentuk ‘fold’ /
subset, yaitu S1, S2, …, Sk penggunaan ukuran
dalam tiap subset kira- kira sama. Pelatihan serta
pengujian dikerjakan sejumlah k kali sesuai
jumlah k yang ditentukan. Percobaan pertama,
subset S1 dijadikan data uji dan subset lainnya
dijadikan sebagai data training. Pada percobaan
kedua subset S1, S3, …, Sk menjadi data training
dan S2 dijadikan data uji, dan seterusnya
(Bramer, 2007). Gambar 2. menunjukkan contoh
prosedur 3-fold cross validation.
Gambar 1.Prosedur 3-fold cross validation
Pengukuran kinerja classifier dengan cara
menggunakan model klasifikasi untuk
memprediksi hasil akhir dari data uji. Jika data uji
mengandung N data dan C adalah jumlah data
yang benar diklasifikasikan, maka akurasi
prediksi P dari classifier untuk data uji
ditunjukkan pada persamaan (4)[9].
P = C / N (4)
Keterangan:
P : Nilai Akurasi
N : Banyak data uji
C : Banyak data benar hasil klasifikasi
III. HASIL DAN PEMBAHASAN
Implementasikan case-based reasoning
(CBR) pada penelitian ini dilakukan untuk
melakukan diagnosis penyakit diabetes mellitus
yaitu diabetes mellitus tipe 1 (DM1), diabetes
mellitus tipe 2 (DM2) dan diabetes mellitus
gestational(DMG).Data - data kasus yang
dimasukkan kedalam sistem terlebih dahulu
sebagai basis kasus sedangkan data uji
dimasukkan untuk melakukan diagnosis
terhadap suatu penyakit. Secara garis besar
deskripsi sistem ditujukkan dengan Gambar 3.
Gambar 3. Diagram alir sistem CBR untuk
diagnosis Diabetes mellitus
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Contoh Perhitungan Similaritas
menggunakan euclidean distance dengan mencari
nilai similaritas lokal dan nilai similaritas global.
Untuk lebih jelasnya untuk melihat kesamaan
antyara kasus baru dan kasus lama  dapat dilihat
pada Tabel 1.
Tabel 1. Contoh Kasus
Pada contoh yang terdapat pada Tabel 1
terdapat 1 kasus yang dianggap sudah ada di
dalam basis kasus lalu akan dibandingkan dengan
data yang dianggap sebagai kasus baru. Data
atribut yang dipakai adalah data inputan yang
sama antara 2 kasus tersebut. Disini ada
kesamaan antara usia, jenis kelamin, tekanan
darah, gejala yang dirasakan yaitu ulkus, lemas
lalu jenis riwayat penyakit seperti ispa serta nilai
gula darah sewaktu.
Untuk menghitung nilai similaritas lokal
numerik dan simbolik digunakan Persamaan (1)
dan Persamaan (2).
- Usia = 1 − | || | = 1 − = 1 − 0 = 1
- JK = 0
- BB = 1 − | || | = 1 − = 1 − 0, 125 =0,875
- SBP = 1 − | || | = 1 − = 1 − 0, 138 =0,86
- DBP = 1 − | || | = 1 − = 1 − 0 = 1
- Ulkus = 1
- Lemas = 1
-
- GDS = 1 − | || | = 1 − = 1 − 0,11 =0,82
Sedangkan untuk menghitung Similaritas Global
digunakan Persamaan (3)
SIM ED (S,T ) =
( , ) ( , ) ( , ) / ∗




Usia 50 5 50
Jenis Kelamin L 1 P









Ulkus ya 6 ya
Lemas ya 4 ya
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Pengujian yang digunakan menggunakan
Hasil pengujian menggunakan 2, 3, 5, 7, 10 dan 12
fold dapat dilihat pada Tabel 2.
Tabel 2. Tabel perbandingan jumlah k dan nilai
akurasi
Untuk melihat perbandingan lebih jelas
hasil pengujian disajikan dalam bentuk grafik
pada Gambar 4.
Gambar 3. Tabel Perbandingan Nilai Akurasi
IV. KESIMPULAN
Sistem CBR dapat mendiagnosis penyakit
diabetes mellitus menggunakan metode euclidean
distance. Hasil Pengujian menggunakan cross
validation dengan variasi k yaitu 2, 3, 5, 7, 10 dan
12 memperoleh nilai akurasi rata - rata sebesar
79.71%, 83.24%, 91.63%, 91.13%, 91.11% dan
91.14%. Hasil Pengujian ini menghasilkan akurasi
yang juga bervariasi dengan tidak melihat jumlah
banyaknya pembagian k yang telah ditentukan.
Namun cara pengujian menggunakan variasi
jumlah k bisa dipakai pada sistem CBR lainnya
untuk melihat hasil akhir akurasi yang diperoleh.
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