In this paper, we first present a new implementation of the 3-D fast curvelet transform, which is nearly 2.5 less redundant than the Curvelab (wrapping-based) implementation as originally proposed in Ying et al. , which makes it more suitable to applications including massive data sets. We report an extensive comparison in denoising with the Curvelab implementation as well as other 3-D multi-scale transforms with and without directional selectivity. The proposed implementation proves to be a very good compromise between redundancy, rapidity and performance. Secondly, we exemplify its usefulness on a variety of applications including denoising, inpainting, video deinterlacing and sparse component separation. The obtained results are good with very simple algorithms and virtually no parameter to tune.
Introduction
Since the introduction of the multiscale point of view in image processing, an important gap has been crossed with the development of directional transforms such as the curvelet transform [2] . For instance, the latter provide a non-adaptive (near-)optimally sparse representation of smooth curvilinear structures in images, while their wavelet predecessors obtained as tensor-product of 1-D wavelets fail to efficiently represent these anisotropic structures. In fact, the curvelet transform provides atoms that are well localized in space and frequency and exhibit a strong directional selectivity. This transform has found a wide spectrum of applications including denoising [15, 27, 28] , contrast enhancement [29] , inpainting [11, 12] or deconvolution [30, 31] .
With the increasing computing power and memory storage capabilities of computers, it becomes feasible to analyze 3-D data as a volume and not only slice-by-slice, which would mistakingly miss the 3-D geometrical nature of the data. In order to process such massive data, there is an urgent need to design new 3-D multiscale directional transforms. In the literature, some 3-D representations have already been developed, in addition to the natural extension of separable wavelets to 3-D. For example, 2-D wedgelets [9, 24] have been extended to d-D Surflets for compression purposes [5, 6] . d-dimensional wedgelets correspond to an adaptive transform based on a 2 d -tree spatial partitioning of the data, where each leaf of the 2 d -tree has two constant regions separated by a smooth polynomial manifold of codimension 1. Surfacelets have been proposed in [19] as a non-adaptive transform to efficiently represent singularities along 2-D smooth surfaces. They correspond to a 3-D extension of contourlets, and similarly to contourlets, their implementation relies on a filterbank decomposition of the 3-D data in both scale and angle. They produce a tiling of the 3-D frequency domain quite similar to the one of curvelets although not strictly faithful to the sharp frequency localization of curvelets. The latter were first designed and characterized in a 2-D continuous setting [2, 3] , then discretized and extended to higher dimensions [4, 38] . The 2-D curvelet representation was formally proved to yield a (near) optimal sparse representation of piecewise smooth (C 2 ) images away from singularities along C 2 edges. More generally, the curvelet transform would provide efficient representation of d-D smooth objects with singularities along smooth manifolds of codimension 1. The 3-D implementation of the fast curvelets was proposed in [4, 38] with a public code distributed (including the 2-D version) in Curvelab, a C++/Matlab toolbox available at www.curvelet.org. This 3-D fast curvelet transform has found applications mainly in seismic imaging, for instance for denoising [20] and inpainting [16] . However, a major drawback of this transform is its high redundancy factor, of approximately 25. As a straightforward and somewhat naive remedy to this problem, the authors in [4, 38] suggest to use wavelets at the finest scale instead of curvelets, which indeed reduces the redundancy dramatically to about 5.4 (see Sect. 2.3 for details). However, this comes at the price of the loss of directional selectivity of fine details. On the practical side, this entails poorer performance in restoration problems compared to the full curvelet version. Note that directional selectivity was one of the main reasons curvelets were built at the first place.
In this paper, we present a new implementation of the fast curvelet transform (FCT) with a special emphasis on the 3-D case that has a reduced redundancy, of only 10, without sacrificing the directional selectivity property at the finest scale. Our implementation provides a very good tradeoff between the full FCT and its less-redundant counterpart using only wavelets at the finest scale to reduce the redundancy, as suggested in [4, 38] . In Sect. 2, we present our new implementation of the FCT, and compare it to the one implemented in Curvelab. In Sect. 3, we show how this new curvelet construction can be wisely used for many different applications including denoising, inpainting, video deinterlacing and sparse component separation.
Low Redundancy 3-D Fast Curvelets

Background
The FCT of a 3-D object consists of a low-pass approximation subband, and a family of curvelet subbands carrying the curvelet coefficients indexed by their scale, position and orientation in 3-D. These 3-D FCT coefficients are formed by a proper tiling of the frequency domain following two steps (see Fig. 1 ): • Cartesian coronization or multiscale separation: first decompose the object into (Cartesian) dyadic coronae based on concentric cubes.
• Angular separation: each corona is separated into anisotropic wedges of trapezoidal shape obeying the so-called parabolic scaling law (to be defined shortly). The 3-D FCT coefficients are obtained by an inverse Fourier transform of applied to each wedge appropriately wrapped to fit into a 3-D rectangular parallelepipeds.
In the rest of this section, we will rehearse the main details of these two steps of the 3-D FCT, and describe the modifications we propose in the implementation to reduce its redundancy.
Symmetry The FCT isolates, in the frequency domain, oriented and localized 3-D wedges. There is a symmetry on a 3-D Cartesian grid: the cube has six faces which can be processed in a similar way. Let ω = (ω 1 , ω 2 , ω 3 ) ∈ [−1/2, 1/2] 3 be a frequency in the 3-D Shannon band. Exploiting the above symmetry, we will only focus on the subspace {ω 1 > 0, |ω 2 /ω 1 | < 1, |ω 3 /ω 1 | < 1} which is a squared-based pyramid. The five other parts can be dealt with exactly in the same way by symmetry around the origin and exchange of axes.
Cartesian Coronization
The multiscale separation is achieved using a 3-D Meyer wavelet transform [21, 26] , where the Meyer wavelet and scaling functions are defined in Fourier domain with compactly supported Fourier transforms.
Let's denote ψ j as the Meyer wavelet at scale j ∈ {0, . . . , J − 1}, and φ J −1 the scaling function at the coarsest scale. Denote M j =ψ j = 2 −3j/2ψ (2 −j ·) and M J = φ J −1 = 2 −3(J −1)/2φ (2 −(J −1) ·) their Fourier transforms (see Sect. 2.2.1 for a formal definition). M J is a lowpass and the wavelet functions {M j } 0≤j<J is a family of bandpass frequency localized windows that form a uniform partition of the unity. Applied to a 3-D object, the family {M j } 0≤j<J separates it into Cartesian coronae (annuli), and M J selects its low frequency content. This coarsest subband is kept unaltered, and after an inverse Fourier transform, provides us with the first curvelet coefficients, which corresponds to coarse scale isotropic atoms. Only the next detail scales, i.e. those corresponding to {M j } 0≤j<J , have to be processed further.
Angular Separation Let N a be the number of angles on one edge of one face of the finest scale, for a total of N 2 a angles on each face, and thus six times more bands for the entire considered scale (see Fig. 1 ). This number varies with the scale because the number of angles decreases with the scales becoming coarser to obey the parabolic scaling law of curvelets [4] , with a parabolic scaling matrix diag(2 −j , 2 −j/2 , 2 −j/2 ) (one short direction and two long ones). This property is essential to ensure that the 3-D curvelets are a basis for sparsely representing smooth trivariate functions with 2-D smooth surface-like singularities.
The vector indexing the angular locations on a face at the j th scale may be expressed with l = (l, l ) ∈ {0, . . . , 2 −j/2 N a − 1} 2 , where · is the integer part of its argument. 1 Recall that a wedge is the trapezoidal region sharply localized along a given angle at a given scale, see the dark gray area in Fig. 1 . The center of the wedge is on the line going from the origin to the point (1, θ l , θ l ), with
We can now define the angular separation by multiplying the dyadic annuli corresponding to the wavelet detail subbands by the smooth angular windows V j,l in the Fourier domain. The angular windows are built from a smooth realvalued function V supported on [−1, 1] and satisfying the partition property
1 On a Cartesian grid, the slopes are equispaced not the angles.
The angular window at scale j and orientation l = (l, l ) is then constructed as
where θ l and θ l are defined in (1) . Note the scaling factor 2 −j/2 as dictated by the parabolic scaling. Owing to (2), the family of angular windows {V j,l } l makes a uniform partition of the dyadic annulus at scale j , i.e.
However, because of the support constraint on V , this relation does not hold for all ω, and a special care should be taken at the corners where only three out of usually four windows overlap. We thus need to redefine them for (4) to hold for any ω. Here is a simple remedy to this problem. Let l a , l b , l c be the indices of the three corner windows, we redefine them on their overlapping domain as
Piecing all ingredients together, the scale-angular wedge at scale-orientation (j, l) is extracted by the frequency window
which is sharply localized near the trapezoid
Once a wedge is extracted, an inverse Fourier transform must be applied in order to get the curvelet coefficients at the corresponding scale and orientation. Prior to this, the trapezoidal wedge has to be transformed to a convenient form for which the 3-D FFT algorithm applies. As it can be seen from Fig. 1 Wrapping: wrap the result in a rectangular parallelepiped centered at the origin of minimal size
Apply a 3-D inverse FFT to the rectangular parallelepiped to collect the curvelet coefficients;
We are now ready to explain the differences we introduced in the 3-D FCT implementation to reduce its redundancy.
A New Implementation
The overall implementation of this new FCT differs from the original one in several points. The main difference lays in the way to apply the Meyer wavelet transform to the data. Other changes have been introduced as described hereafter.
The Multiscale Separation
The extra redundancy of the curvelets as implemented in Curvelab originates mainly from the way the radial window is implemented, especially at the finest scale. For the sake of clarity, we will first explain the 1-D case for the Meyer wavelets and show the implications in higher dimensions later on.
The Meyer waveletsψ(ξ ) are defined in Fourier domain as follows:
where ν is a smooth function, that goes from 0 to 1 on [0, 1] and satisfies ν(x) + ν(1 − x) = 1. Associated to this wavelet is the Meyer scaling functions defined bŷ There is a pair of conjugate mirror filters (h, g) associated to (φ, ψ) whose Fourier transforms (ĥ,ĝ) can be easily deduced from (φ,ψ).ĥ andĝ are thus compactly supported. As a consequence, the Meyer wavelet transform is usually implemented in the Fourier domain by a classical cascade of multiplications byĥ andĝ. 2 However, the wavelet at the finest scale is supported on [−2/3, −1/6[∪]1/6, 2/3], hence exceeding the Shannon band. This necessitates to know signal frequencies that we do not have access to.
As the FCT makes central use of the FFT, it implicitly assumes periodic boundary conditions. Moreover, it is known that computing the wavelet transform of a periodized signal is equivalent to decomposing the signal in a periodic wavelet basis. With this in mind, the exceeding end of the finest scale wavelet is replaced with its mirrored version around the vertical axis at |ξ | = 1/2, as shown in dashed line in the top plot of Fig In our implementation, we followed another path. First, toward our quest of reducing the redundancy, the supports of the scaling and wavelet functions (hence filters) were shrank by a factor of 4/3. Furthermore, to maintain the uniform partition of unity, which plays an important role for isometry of the transform, following [26] , the finest scale wavelet This proposed modification of the Meyer wavelets indeed reduces the redundancy of the transform (see Sect. 2.3). However, this comes at the cost of some changes undergone by the curvelet atoms at the finest scale. First of all, they are less sharply supported in the spatial domain than the original curvelets because of the discontinuity of their Fourier transform, while the decay of the other curvelets remain unchanged. This is one possible reason underlying the slight difference in denoising performance between the original and the modified FCT as shown in Sect. 2.5. Secondly, they obey a parabolic scaling but with a different constant compared to the curvelets at the other scales.
Ensuring Zero-Mean Subbands
In the original wrapping-based FCT [4, 7] , the wedges are wrapped around the origin using a simple modulo operator, which makes every point fit into a well-sized rectangular parallelepiped centered at the origin whose size is designed so as the data does not overlap with itself after wrapping. However, nothing prevents the center of the parallelepiped from receiving a significant non-zero wrapped Fourier coefficient. After an inverse FFT of the wrapped wedge, it is likely to obtain curvelet coefficient subbands with non-zero means. This is obviously unsuitable since curvelet coefficients are expected to represent high frequency content, and typical thresholding-based processing (e.g. denoising) will be hampered in such a situation. Hopefully, the size and position of the wedges are so that this misleading phenomenon is generally prevented in practice. Nevertheless, this is not guaranteed in general.
Therefore, in order to ensure zero-mean curvelet subbands, a straightforward solution is to translate each rectangular parallelepiped where a wedge has to be wrapped in such a way that the center (zero frequency) gets a true zero coefficient, i.e. a point out of the wedge support, and then to wrap the data around the translated box. Doing so, the curvelet subbands are ensured to be zero-mean valued after wrapping. Figure 4 illustrates the difference between the two wrapping strategies in 2-D for the sake of legibility. The technique extends readily to the 3-D case.
Redundancy
In this section, we shall quantify analytically the redundancy reduction induced by our new FCT in any dimension d. The redundancy of the Cartesian coronization or multiscale separation assuming a dyadic frequency tiling is given by
which is upper-bounded by R w = 
Proposed FCT.
At the finest scale and on each face, there are
wedges, where the size of each of them is
The factor 3/8 corresponds to the radial depth of the scale; see Sect. 2.2.1 and Fig. 2 . In the other orthogonal directions, a wedge has a size of 1 N a which we double because of overlapping. The redundancy of a face at the finest scale is then
As it can be seen, the R f redundancy is independent of N a , and is therefore valid at all scales. For a large enough number of scales, it can be reasonably assumed that coarsest (wavelet) scale has the same redundancy as a curvelet subband at the same scale. Consequently, the overall redundancy of the FCT is upper-bounded by (see (8))
In the case where wavelets are used instead of curvelets at the finest scale, the redundancy upper-bound is changed to The higher (resp. lower) curve is the original FCT implementation of Curvelab using curvelets (resp. wavelets) at finest scale, and the curve in between is the LR-FCT or curvelets (C) are implemented at the finest scale. It may be worth mentioning that for the practitioner, the memory storage requirement of the original FCT (as implemented in Curvelab) is twice larger than the one predicted by the redundancy formula. Indeed, the original curvelets are complex and real curvelets are obtained by hermitian symmetry. This explains the redundancy 40 4 claimed by [18] emphasizing the need of lower redundancy curvelets.
Properties
This section enumerates the main properties enjoyed by the FCT according to our new implementation, and Fig. 5 shows an atom in both direct and Fourier spaces.
• Reduced redundancy: with a reduction factor of (4/3) d compared to the original version. This is one of the distinctive properties of the proposed FCT, and was the main goal underlying our modifications in the first place. For example, our FCT with full curvelets at all scales is (almost) as redundant as the original one with wavelets at the finest scale. In 3-D, redundancy implied by our implementation is 2.5 times lower that the original FCT with curvelets at all scales. In short, our implementation 4 In fact, it should be ≈ 50 as can be read from Table 1. achieves a low redundancy while maintaining the directional selectivity property at the finest scale unlike the original FCT where wavelets are advocated at the finest scale to lower the redundancy [4, 38] .
• Isometry and fast exact reconstruction: owing to the uniform partition property of the Meyer wavelets, and the coverage property (2) of the angular window, the collection of curvelets in Fourier obtained by multiplication of the scale and angular windows also ensures a uniform partition of the unity. Therefore, with a proper normalization of the FFT (wrapping is a simple reindexing), the proposed FCT corresponds to a Parseval tight frame (PTF), i.e. the frame operator CC * = I, where C * is the FCT analysis operator and C its adjoint. With the PTF property, C turns out to be also the inverse transform operator associated to a fast reconstruction algorithm (each step of the forward transform is easily invertible).
• Parabolic scaling: by construction, the curvelets obey the parabolic scaling law with one short and two long sides ∼ (2 −j , 2 −j/2 , 2 −j/2 ). Although at the finest scale, this 
.1).
• Non-equal 2 norm atoms: although our FCT implements a PTF, the modified curvelets at the finest scale do not have the same 2 norm as the curvelets in the other (coarsest) scales. These 2 norms can nonetheless be calculated analytically so as to normalize the associated curvelets coefficients, which is important for instance in every processing which involves thresholding.
• Guaranteed zero-mean subbands: this is a consequence of the wise translation trick prior to wrapping explained in Sect. 2.2.2. Of course, this operation preserves isometry and 2 norms.
Comparison with Curvelab
In the sequel, the new variant of FCT is dubbed LR-FCT, where LR stands low-redundancy. In this section, we compare the 3-D LR-FCT to the original FCT as implemented in the CurveLab toolbox in terms of denoising performance over several datasets, where the noise is additive white Gaussian (AWGN). The goal is to assess experimentally how the LR-FCT version positions itself with respect to the two variants of the CurveLab FCT depending whether wavelets or curvelets are used at the finest scale. For fair comparison, the three transforms were applied in exactly the same conditions. Our goal was not to pick up a very sophisticated thresholding/shrinkage estimator operating in the transform domain (the literature is very rich on the subject), but rather to get a fair picture about differential performance of the transforms themselves with a simple and fast statistical estimator. This is why we opted for hard thresholding with the popular 3σ threshold, where σ is the AWGN standard deviation. 5 The experiments have been carried out on different sorts of data (3-D space simulation, hyperspectral images, still and fast-moving videos), and on ten noise realizations for each triplet transform-dataset-standard deviation. Figure 6 depicts the evolution of the output peak signal-to-noise ratio (PSNR) as a function of the noise standard deviation (translated in PSNR). One can see that the LR-FCT implementation is not as good as the full redundant CurveLab version, but provides a very good tradeoff between redundancy and the denoising performance as measured by PSNR with less than 1dB lower than the CurveLab FCT (with curvelets at all scales) in the least favorable case, and 2-4 dB better than the CurveLab variant using wavelets at the finest scale. As stated in Sect. 2.2.1, we believe that the difference in performance between the all-curvelets original FCT and the LR-FCT can be explained by the more oscillating behavior of the LR-FCT atoms at the finest scale.
A Wide Range of Applications
This section does not aim to give state-of-the-art results, and instead concentrates on demonstrating how the new transform can be harnessed easily and directly to a variety of problems with reasonable-and beyond-results. Further work will be required to fine-tune these methods and optimize their performance in each specific application. All results reported in this section, especially those involving videos, are available in full resolution online at http://www. morphologicaldiversity.org awaiting inspection by the interested reader.
LR-FCT Denoising: A Good Tradeoff Between
Efficiency and Memory Storage
In this experiment, we compare the denoising performance using the LR-FCT to several other 3-D multiscale transforms on various types of datasets (3-D spatial data, hyperspectral images and videos). Again, the noise is AWGN Fig. 9 Top: A sagittal (y, z) slice of the original synthetic MRI volume from BrainWeb [23] . Left column:
The data with missing areas, random 80% missing voxels, and 10% missing z slices. Right:
Inpainting results with a LF-FCT + UDWT dictionary and simple hard thresholding is used. The video datasets included in our experiments were the standard videos used in [18] as well as mobile, tempete, and coastguard CIF sequences available at www.cipr.rpi.edu. For hyperspectral data, we used dataset from the OMEGA spectrometer on Mars Express (www.esa.int/marsexpress) with 128 wave- Fig. 10 Inpainting the mobile video. Top row: The central frame of the original video, a missing frame, and a frame of the masked video. Middle row: Central and missing frames inpainted using only LR-FCT. Bottom row: Using LR-FCT and UDWT length from 0.93 µm to 2.73 µm. Beside LR-FCT, the other transforms involved in this comparative study are: the dual-tree complex wavelet transform [17, 25] , the surfacelet transform [18] and the orthogonal (decimated) and translation-invariant (undecimated) wavelet transforms. Figures 7 and 8 show the output PSNR after denoising as a function of the input PSNR for each transform. Each point on each curve is the average output PSNR on ten noise realizations. The reader may have noticed that the wavelet results are much better here than those tabulated in [18] . The reason behind this is that unlike those authors, we used the Cohen-Daubechies-Fauveau 7/9 filterbank, which is much better for denoising. Figure 8 displays the results for the hyperspectral data from Mars Express (see caption for details). From these experiments, it ca be clearly seen that the proposed LR-FCT compares very favorably to the other multiscale geometrical 3-D transforms, and is particularly better at the low PSNR regime. In a nutshell, it can be safely concluded that LR-FCT provides a very good compromise between denoising performance and memory/CPU requirements.
Inpainting
Inpainting is to restore missing data information based upon the still available (observed) cues from destroyed, occluded or deliberately masked subregions of the data. Inpainting has received considerable interest and excitement and has been attacked using diffusion and transport PDE/Variational principles, non-local exemplar region fill-in and sparsity-based regularization; see e.g. [11, 12] and references therein.
Let f ∈ R N be a vectorized form of the sought after 3-D data cube which is √ N × √ N × √ N , and M ∈ {0, 1} P ×N , P < N be a binary rectangular matrix where each of its rows is zero except at the entry where a voxel is not missing. The observed (incomplete) data g is then the result of applying the lossy operator M to f :
where ε is some noise of finite variance σ 2 that may contaminate the observed values. Restoring f from g is an ill-posed which necessitates some form of regularization to reduce the space of candidate solutions. Here, we promote solutions that are sparse in some prescribed overcomplete dictionary of atoms ∈ R N ×L , L ≥ N , meaning that x := α (a synthesis prior) can be sparsely represented to a high accuracy by a few number of atoms in . Put formally, we are seeking to solve the following optimization problem:
where · 0 is the 0 pseudo-norm that counts the number of nonzero entries of its argument, and (σ ) is the constraint radius that depends on the noise variance. This is very challenging NP-hard optimization problem, and one has to resort to alternative formulations or greedy algorithms to attempt to solve it. For instance, convex 1 relaxation could be used instead of the 0 penalty. Here, we use the algorithm devised in [11] which can be viewed as a stagewise hybridization of matching pursuit with block-coordinate relaxation. The adjective "stagewise" is because their algorithm exploits the fact that the dictionary is structured (union of transforms = [ 1 , . . . , K ] ) with associated fast analysis and synthesis operators T k and k ; see [11, 34] for details. For the reader convenience, Algorithm 2 recalls the main steps of this inpainting algorithm.
Algorithm 2: Inpainting algorithm
Data: Observed data g and mask M.
In the following experiments, this algorithm was used with a dictionary containing two transforms: the LR-FCT and the undecimated discrete wavelet transform (UDWT), in order to better take into account the morphological diversity of the features contained in the data. Figure 9 shows the inpainting result on a synthetic cerebral MRI volume available on BrainWeb [23] at http://www.bic.mni.mcgill.ca/ brainweb/ with two masks: 80% random missing voxels, and 10% missing z slices. We can see that even with 80% missing voxels, we can still see incredibly faint details in the restored anatomical structures such as in the sulci and the cerebellum.
For video inpainting, we artificially created a mask containing 5% random missing pixels on each frame, a missing line, three clusters of 12 dead pixels each, two consecutive missing frames, and a rotating swirl two-pixel wide. The top row of Fig. 10 shows the central frame of the original Fig. 11 Example of interlacing mask on 16 frames of a video, black and white indicating known and lost pixels video, as well as one of the two consecutive missing frames and one frame of the masked video. The inpainting of these missing areas was performed either with a dictionary containing the LR-FCT alone, or another dictionary containing both the LR-FCT and the UDWT. The results are displayed respectively in the middle and bottom rows of Fig. 10 . While inpainting using the LR-FCT alone or combining it with wavelets give similar PSNR values, visually, inpainting with both transforms yields a smoother result.
Video De-interlacing
Video is often acquired in interlaced format, meaning that every even frame contains only the even lines and similarly for odd frames. The problem of reconstructing the missing lines in the sequence is called de-interlacing and has been addressed with many dedicated methods: using simple spatio-temporal neighborhood linear interpolation [14, 35] , using a directional interpolation to better preserve the edges in the images [10, 22, 39] , with more complicated methods relying on motion estimation and compensation [13, 36, 37] , and recently with variational inpainting [1] . In this section, it will be demonstrated that adapting the idea of sparsity-based inpainting as described in Sect. 3.2, and introducing a proper regularization that takes into account the special structure of the mask, will yield very promising de-interlacing results.
De-interlacing could be naively viewed as a 3-D inpainting problem, where the mask is nonzero at the observed even/odd lines in the consecutive even/odd frames; see Fig. 11 for a graphical illustration. However, the major issue that rises with such a mask is that it exhibits a strong coherence with some curvelet atoms. 6 Indeed, curvelets are plate-shaped atoms, and those oriented at 45 degrees are very correlated with the inclined planes formed by the alternating even-odd lines along the time axis. One could think of excluding such atoms from the curvelet dictionary (e.g. by just zeroing their coefficients after the forward FCT in the above inpainting algorithm), or weight the FCT coefficients differently depending on those of the mask. These solutions were tried but the results were not conclusive.
Following this discussion, we chose to introduce a regularization term acting directly in the spatial domain. In fact, we implicitly assume that the video to be restored does not contain structures that correlate strongly with the mask, otherwise there is no chance that such structures will be identifiable. Thus, a wise regularization would penalize formation of singularities (edges) in the de-interlaced video that coincide with those of the mask, which is also consistent with the way the correlation between the mask and the curvelets manifests itself. Put formally, the de-interlacing optimization problem to solve writes
where f mask is the video representing the mask (Fig. 11) vectorized in R N , ∇ is the spatio-temporal discrete gradient operator that produces a vector field in R N ×3 , is the Hadamard product, and for u = (u x , u y , u t ) ∈ R N ×3 ,
It is not difficult to see that the above penalty can be rewritten as a weighted TV semi-norm:
where W mask is a (diagonal) weighting operator whose entries are given by ∇f mask , and which acts on vector fields in R N ×3 by component-wise multiplication by its entries.
This yields yet another nice interpretation of our penalty, i.e.
promote candidate solutions that are smooth at the locations where the mask changes abruptly, which is exactly the goal we were pursuing. The resulting optimization problem we end up with is even more challenging that the original inpainting problem. Inspired by the work in [33] and [11] , we slightly modified Algorithm 2 by incorporating a (sub)gradient-descent correction step with respect to this penalty, namely by adding a step of the form:
just after the update of f (t) , where G(.) is a subgradient of the 1 norm in R N ×3 , and γ is the descent step-size. Although this update is quite heuristic, the obtained algorithm works fairly well in practice. Further work is needed to solve exactly the above problem (or rather its convex relaxation) with theoretical guarantees. We will be left to a future work. [1, 22, 39] . We will refer to them respectively as DOI, STIM, and STELA. The quantitative PSNR results are grouped in Table 2 .
Although the proposed method is not intended to compete with methods specifically designed for de-interlacing in terms of computational cost, this experiment at least provides a proof of concept that sparsity-based regularization with the LR-FCT transform is efficient for de-interlacing. The results clearly show that the proposed method is at the level of the state-of-the-art both visually and in terms of PSNR. For some videos, it even outperforms the other methods with visually more pleasant quality and less artifacts than dedicated methods (see e.g. Fig. 13 ).
Morphological Component Analysis
The concept of morphological diversity, introduced by Starck et al. [32, 33] is based on the fact that complex signals are linear superposition of more elementary signals (the so-called morphological components). There, such complex signals cannot be efficiently (sparsely) represented with a dictionary built upon a single transform, but rather but rather with an overcomplete dictionary built by amalgamating several sub-dictionaries. Once the sub-dictionaries are identified, solving a sparse decomposition problem in such an overcomplete dictionary yields as a by-product a separation of the structural/morphological components. The Morphological Component Analysis (MCA) algorithm proposed [32] was proposed to achieve this goal.
A key to the success of this separation process is a good choice of the sub-dictionaries. Each sub-dictionary has to be chosen such that its atoms match the shape of the (geometrical) structures they are intended to sparsify, while leading to a non-sparse (or at least not as sparse) representation on the other signal content. For instance, the isotropic wavelet transform [34] is a very good candidate for representing isotropic singularities. On the other hand, the curvelet transforms have plate-like atoms well adapted for representing smooth 3-D objects with smooth singularities along smooth surfaces. Using a dictionary built as a union of the 3-D isotropic wavelets and LR-FCT sub-dictionaries, we exem- 
Conclusion
We have proposed a new variant of the fast curvelet transform in d-D with a special emphasis on 3-D, lowering its redundancy from 25 to about 11 in 3-D, providing a versatile tool to use in a wide range of inverse problems. We have shown good results in video and spectral data denoising, video and MRI inpainting, sparse component separation, and extended the sparse inpainting approach to the de-interlacing problem. Following the philosophy of reproducible research, a C++/Matlab toolbox implementing the proposed LR-FCT is made available at http://www.morphologicaldiversity.org.
