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Resumo 
O objetivo deste trabalho é o estudo do problema de regulação de sistemas lineares sob 
restrições nas variáveis de controle. O tratamento deste problema é baseado na propriedade 
de invariância positiva e na aplicação de uma lei de controle do tipo realimentação de estados. 
Em particular, é estudado o caso em que as restrições definem uma região poliedral no espaço 
de controle. Pela natureza. da lei de controle, tem-se então, correspondentemente, a definição 
de uma região poliedral no espaço de estados. A solução do problema pode ser obtida fazendo- 
se com que esta regiao seja positivamente invariante em relação ao sistema em malha fechada. 
Para tanto, devem ser resolvidas duas relações matriciais, conhecidas por relações de invariãncia 
positiva. 
Neste trabalho, a satisfação das relações de invariância positiva para a solução do 
problema é equivalente à manutençao, em malha fechada, de um certo número de autovalores 
e autovetores do sistema em malha aberta. Assim sendo, é explorada a utilizaçao explícita do 
posicionamento parcial de autoestrutura na resolução do problema. E proposta então, uma 
metodologia de resoluçao a partir da utilizaçao de um sistema de ordem reduzida. Dentro 
deste contexto, alguns métodos e algoritmos já existentes para a solução do problema são 
reformulados para tratá-lo através de um sistema de ordem reduzida. São analisadas então, as 
vantagens da metodologia proposta e como alguns problemas das abordagens originais podem 
ser superados por sua utilização.
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Abstract 
The purpose of this work is to study the regulation problem of linear linear systems 
subject to control constraints. The treatment of the problem is based on positive invariance 
property and the aplication of a state feedback control law. In particular, the case in wich 
constraints define a polyhedral region in the control space is studied. By the nature of the 
control law, we have, equivalently, a polyhedral region in the state space. A solution of this 
problem can be obtained if we made this region positively invariant with respect to the closed 
loop system. For that, two matricial relations must be solved. These two relations are called 
positive invariancc relations. ' 
ln this work, the satisfaction of positive invariance relations are equivalent to main- 
tenance, in the closed loop system, of a part of the open loop eigenvalues and associated 
eigenvectors. ln this way, we explore the explict use of partial eigenstructure assignment te- 
chniques to solve the underlying problem. Then, a reduced order framework is proposed to 
deal with control constrained problem in linear systems. In this context, some methods and 
algorithms of the related literature are reformulated and an analysis of the advantages of the 
purposed methodology and how some technical limitations can be orvercome is carried out.
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Introdução
z 
A teoria de controle moderna tem, nas últimas décadas, voltado-se para a abordagem 
de problemas existentes no ambiente industrial que, tendo em vista sua complexidade e a busca 
de índices de desempenho, rendimento e produtividade cada vez mais exigentes, a abordagem 
clássica de controle já não é capaz de resolver em sua plenitude. Aliado a isto, aplicações 
envolvendo equipamentos de alta tecnologia e confiabilidade, como é 0 caso da indústria bélica 
e aeroespacial, exigem, cada vez mais, estratégias de controle que levem em conta todas as 
particularidades dos sistemas com 0 intuito de garantir alta precisao nas respostas, bem como 
imunidade a falhas e comportamentos não previstos. 
Neste sentido, destaca-se 0 interesse pelo estudo dos sistemas multivariáveis. Técnicas 
e algoritmos de controle são estudados a fim de garantir e atender necessidades de controle 
tais como: estabilidade, desacoplamento, descentralização, robustez e rejeição à perturbações. 
Estes algoritmos pressupõem, em geral, a aplicaçao de sinais de controle lineares e sem qualquer 
tipo de restrições. 
Nos sistemas físicos reais, entretanto, restrições de ordem tecnológica e de segurança 
se fazem presentes. Estas restrições se traduzem na possibilidade de aplicação de sinais de 
controle limitados entre valores máximos e mínimos e também em limitações sobre as variáveis 
de estado do sistema. Entre outros exemplos, podemos citar: as valvulas, que apresentam 
uma abertura máxima e uma mínima; amplificadores, que devem operar dentro das fronteiras 
da tensão de alimentação; atuadores de aquecimento ou resfriamento, cuja potência maxima 
entregue ou retirada do sistema não pode ultrapassar valores pré-estabelecidos a fim de não 
serem danificados; conversores de potência, os quais só podem acionar máquinas dentro do 
limite máximo de potência para o qual foram projetados; restrições de torque e velocidade em 
máquinas elétricas devido a aspectos construtivos. 
Entretanto, o que se tem utilizado na pratica. até então, é o projeto de leis de cont-role 
lineares que ignoram, a priori, este tipo de restrições. Coñstata-se que o controle assim con- 
cebido não se comporta satisfatoriamente quando 0 sistema é submetido a fortes perturbações 
ou fortes mudanças de referência. Este comportamento não satisfatório é decorrente dos ajus-
1
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tes heurísticos aplicados a posteriori do projetodo controlador, 'freqüentemente utilizados na 
indústria, tais como: o controle saturado e o controle dual (aplicação de uma lei de controle 
mais fraca se o estado corrente do sistema está muito afastado do ponto de equilíbrio). Estes 
métodos, que não consideram as restrições a priori, levam o sistema e o controlador, inicial- 
mente projetados para uma operação linear, a se comportarem de uma maneira não linear. 
Dessa forma, a análise de estabilidade feita não é mais válida e o sistema pode vir a apresentar 
ciclos-limite, pontos de equilíbrio parasitas, e até mesmo tornar-se instável. 
A artir da última década estudos come aram a ser desenvolvidos de forma a inte rar › Ç 8 
as restrições sobre as variáveis de controle e de estado no projeto dos controladores. Primeira- 
mente, pensou-se em integrar o problema no contexto do controle ótimo [21] [22] [39]. Contudo, 
a aplicação de técnicas de controle ótimo levam freqüentemente a algoritmos de controle não 
lineares muito difíceis de serem implementados. Outra abordagem, que tem sido a mais uti- 
lizada nos últimos trabalhos na área, é a que explora o conceito de domínios positivamente 
invariantes [32] Este conceito pode ser considerado como uma extensão do conceito de 
domínios produzidos por funções de Lyapunov. 
Relativamente a um sistema dinâmico, um domínio de estados positivamente invariante 
caracteriza-se pela propriedade de que, para qualquer condição inicial pertencente ao domínio, 
no tempo t = to, a trajetória do sistema permanece dentro do domínio para t > to. Particular- 
mente, se o sistema é linear e o domínio é do tipo poliedral, sua invariãncia positiva é obtida 
pela satisfaçao de duas relações matriciais conhecidas como relações de invariância positiva [2] 
[6] [55]. 4
. 
Assumindo-se então que as restriçoes definem um domínio poliedral no espaço de con- 
trole, teremos, pela utilizaçao de uma lei de controle do tipo realimentação de estados, um 
poliedro correspondente no espaço de estados definindo o domínio de comportamento linear 
do sistema em malha fechada. Neste caso, um objetivo a ser atingido pode ser o de manter 
a trajetória do sistema em malha fechada confinada dentro deste domínio poliedral de com- 
portamento linear. Para isto, a solução do problema pode ser obtida fazendo-se com que este 
domínio seja positivamente invariante em relação ao sistema em malha fechada. Por esta abor- 
dagem, a satisfação das relações matriciais de invariãncia positiva implicam na manutenção, 
no sistema em malha fechada, de um. certo número de autovalores e autovetores do sistema em 
malha aberta [14]. Surge assim, a necessidade de se utilizar técnicas de posicionamento parcial 
de autoestrutura para a resolução deste problema. . _ 
O objetivo deste trabalho consiste então, no estudõ do problema de regulação sob res- 
trições nas variaveis de controle (PRRVC) pela construção de domínios poliedrais positivamente 
invariantes em relação ao sistema controlado. Em particular, ter-se-á interesse na obtenção de
3 
leis de controle do tipo realimentação de estados que, para um dado conjunto de condições 
iniciais admissíveis, garantam o respeito linear às restrições (não haja saturação do sinal de 
controle) conjuntamente com a estabilidade asssintótica do sistema em malha fechada. O enfo- 
que central da dissertação estará. na utilização explícita do conceito deposicionamento parcial 
de autoestrutura na resolução do PRRVC. Será mostrado como é possível o tratamento do pro- 
blema através do uso de um sistema de ordem reduzida associado ã autoestrutura do sistema 
que será efetivamente alterada. Esta abordagem trará algumas vantagens gerais no tratamento 
do problema bem como possibilitará a realização de melhorias em metodologias já propostas 
na literatura. i '
‹ 
Esta dissertação está entao, assim organizada: 
No ca ítulo 1 é a resentado de forma enérica o ' roblema de re ula ão sob as variáveis › z Ç 
de controle. A partir disto, justifica-se a abordagem do problema pela utilizaçao do conceito de 
invariãncia positiva. Será estudada então, a propriedade de invariância positiva de conjuntos 
poliedrais. A partir disto, será visto que a utilização de uma lei de controle por realimentação 
de estados permitirá que a solução das relações de invariãncia positiva possa ser obtida através 
de um posicionamento parcial de autoestrutura. 
_ 
Assim, o capítulo 2 é dedicado ao estudo e a formalização teórica do posicionamento 
parcial de autoestrutura. Para tanto, serão utilizados elementos da teoria de controle geométrica 
[58], cujos principais conceitos são descritos no apêndice A. Sugere-se ao leitor que não esteja 
familiarizado com a abordagem geométrica, a leitura do apêndice A anteriormente a deste 
capítulo. - A' 
No capítulo 3 é mostrado como 0 problema de controle sob restrições nas variáveis de 
controle (PRRVC) pode ser tratado através de um sistema de ordem reduzida. Em particular, 
é visto que o PRRVC pode ser resolvido por uma escolha apropriada da autoestrutura do 
sistema reduzido. No apêndice B é apresentado de forma resumida um estudo sobre os graus 
de liberdade envolvidos em um posicionamento de autoestrutura genérico. 
Por fim, seguindo-se com a metodologia de tratar o problema a partir de um sistema de 
ordem reduzida, são apresentados, no capítulo 4, métodos para a solução do PRRVC baseados 
em algoritmos de otimização. Neste caso, será visto como formular programas lineares e não 
lineares para a resolução do PRRVC, utilizando-se um sistema de ordem reduzida.
\
Capítulo 1 
A Propriedade de Invariância Positiva 
e o Problema de Regulaçao sob ii 
Restriçoes nas Varlaveis de Controle 
1 . 1 Introdução 
Na prática, a disponibilidade de energia para 0 controle de sistemas não é infinita; 
as limitações de ordem tecnológica e/ou de segurança permitem apenas a aplicação de sinais 
de controle que devem respeitar certos limites. Em geral, estas restrições definem domínios 
poliedrais convexos no espaço de controle. A trajetória do sinal de controle deve então, estar 
necessariamente contida neste domínio, seja pela aplicação de uma lei de controle linear ou não 
linear (uma lei de controle saturada, por exemplo). 
Neste capítulo será apresentado, inicialmente, o problema de regulaçao sob a presença 
de restrições nas variaveis de controle. A abordagem escolhida para o tratamento do problema 
passará pela utilização da propriedade de invariância positiva. Será feito então, um estudo 
sobre esta propriedade e, em seguida, será visto sua aplicação na solução do problema. A lei 
de controle a ser considerada é do tipo realimentação de estados. Dessa forma, ao domínio 
delimitado pelas restrições no espaço de controle, corresponderá um domínio no espaço de 
estados, no qual a trajetória do estado do sistema deverá estar confinada. Assim, será visto 
que a soluçao do problema pode ser obtida fazendo-se com que este domínio seja positivamente 
invariante em relação ao sistema em malha fechada.
4
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1.2 Sistemas Sujeitos à Restrições no Controle 
Seja o sistema linear, contínuo e invariante no tempo, descrito pela equação dinâmica: 
¢a)=Azay+Bua) (rn 
ondeÁ:X-›X,B:U-›X,wEXeu€U. Zzléoespaçodecontroleezl”éoespaçode 
estados. 
Suponhamos agora que o vetor de controle, u(t), esteja restrito a uma dada região Í) no 
espaço de controle. Consideremos, por exemplo, que limitações físicas nos atuadores do sistema 
nao permitem a aplicaçao de um sinal de controle qualquer. O valor de u(t) a ser aplicado ao 
sistema deve, necessariamente, pertencer ao domínio 1): 
uaevcu,vú 
Neste caso, diz-se que o sistema (1.1) esta sujeito a restrições no controle. 
Em geral, as restrições físicas sobre 0 controle se traduzem pela possibilidade de 
aplicaçao de sinais entre limites máximos e mínimos: -
' 
“min É S Uma: _ 
Dessa forma, a região D define um poliedro no espaço de controle. Por exemplo, se o 
sistema possui duas entradas de controle sujeitas à restrições do tipo (1.2), a região Í? tem a 
forma de um retângulo. No caso de 3 entradas D toma a forma de um paralelepípedo e com 
mais de 3 entradas pode-se dizer que temos hiperparalelepípedos. 
Suponhamos agora que u(t) é calculda por uma lei de controle, a princípio, qualquer. 
Seja então q5u(t, u(t0),t0), a função de transição ou trajetória do sinal de controle. Ela mostra 
como o sinal de controle a partir do tempo t = to, evolui até u(t) no instante t 2 to. Logo, em 
um sistema com restrições no controle tem-se, necessariamente, a trajetória do sinal de controle 
confinada a região U:
` 
i ¢u(t›u(t0)›t0) E ' 
Muitas vezes é desejável que a trajetória esteja totalmente contida no interior de D, 
int(D); geralmente este fato está associado a um comportamento linear da lei de controle. Uma 
lei de controle saturada, por exemplo, apresenta parte de sua trajetória na fronteira de D, 6 
Na seção seguinte apresentaremos o conceito de invariância positiva, o qual está rela- 
cionado com 0 confinamento de trajetórias a domínios específicos.
`6 
ÁU2 
u2ma:z: 
. .›_ _ 
ulmin ulmaa: ul 
1) 
u2mi'n 
Figura 1.1: Domínio 
1.3 Domínios Positivamente Invariantes 
Para o estudo da propriedade de invariãncia positiva considerernos o sistema linear, 
autônomo, contínuo e invariante no tempo descrito pela equação dinâmica: 
i âza) z Aoza) (1.3) 
‹màeA0zX-›z\f,zzzeX,zrâ-êrfli 
Seja ‹z5(t, ac(t0), to) = ¢(t, xo) a função trajetória do sistema (1.3). Esta função mostra, 
a cada instante de tempo, i > to, a evolução do sistema a partir da condição inicial :cg = :1:(t0). 
Considere-se agora um conjunto não vazio Q, contido no espaço de estados: 
- Q C X (1.4) 
Este conjunto pode ser limitado ou não, conforme as definições abaixo: 
Definição 1.1 (Conjunto Não Limitado) : Um conjunto Q C X e' dito ser não limitado 
na direção dada pelo vetor :v E Q, se para todo escalar oz, tem-se que ax E Q, ou seja: 
Élzvêfltalqueozarêfl, Voz>0
El
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Definição 1.2 (Conjunto Limitado) : Um conjunto Q C X é dito ser limitado se para 
qualquer vetor as 6 Q, existe um escalar oz, tal que aa: ¢ Q: 
\/rcêifl => Êioztatqueozaieífl
Ú 
Àífli ÁCI31 
Rzz 
› '›- 
ZEQ 
m2 
(11) - (b) 
Figura 1.2: (a)Poliedro limitado; (b)Poiiedro não Íirnitado 
O conjunto de trajetórias de (1.3) que emanam de Q é notado poi: 
aaa) â {¢(zs,zz.,); zz., G o} , vz z o (1.õ) 
Estamos então em condições de apresentar a definição de um conjunto positivamente 
invariante em relação ao sistema (1.3). 
Definição 1.3 (Conjunto Positivamente Invariante) 
O conjunto não vazio Q e' um conjunto positivamente invariante do sistema se, 
para toda condição inicial pertencente a Q, as trajetórias correspondentes permanecem em Q, 
ou seja, o sistema apresenta a seguinte propriedade: 
×_ 
‹t›(t,Q) C; Sl (1.6)
El
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O conjunto Q pode, particularmente, ser um subespaço, um cone [50] ou poliedro. 
No caso de ser um subespaço, a invariância positiva de Q é equivalente a sua A0-invariância 
(vide apêndice A). Neste trabalho, teremos interesse especial no estudo de conjuntos Q do tipo 
poliedral. 
¡ :C2 
¢(i, fv(0)I 
'› 
101
Q 
Figura 1.3: Propriedade de invariânciavpositiva 
De uma maneira geral, a invariância positiva de um conjunto Q não implica a con- 
vergência assintótica das trajetórias para a origem. Se o sistema em questão é estável, ele 
admite domínios positivamente invariantes do tipo: 
R(v(zzz),¢) z {z é X; 1/(zz) 3 C, C > o} (1.7)` 
com l/(cv) sendo uma função de Lyapunov qualquer associada ao sistema (1.3).
Í 
Assim, todo sistema dinâmico estável admite domínios positivamente invariantes. A 
fronteira dos domínios do tipo (1.7) são determinados pelas curvas de nível V(:1:) = c > 0 
[43][57]. A forma destes domínios vai depender entao, da função de Lyapunov escolhida. Em 
particular, se l/(ac) = :cTP:c, com P definida positiva,'est`es conjuntos assúmirão uma forma 
hiperhelipsoidal. 
Na aplicação ao problema de controle sob restrições será de interesse principal o estudo 
de conjuntos poliedrais positivamente invariantes, pois as restrições impostas delimitam, em 
geral, regiões poliedrais no espaço de controle e de estados. No sentido de otimizar o conjunto 
de condiçoes iniciais, para as quais se possa garantir a estabilidade e o respeito às restriçoes 
de controle, devemos buscar conjuntos positivamente invariantes de mesma natureza que os
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impostos pelas restrições. Baseados neste fato, apresentaremos na seção seguinte resultados 
relativos a invariância positiva de domínios poliedrais. . 
1.4 Invariância Positiva de Domínios Poliedrais 
Nesta seção serão apresentados resultados básicos relativos à invariância positiva de 
domínios poliedrais. Inicialmente serão vistas propriedades genéricas a poliedros convexos e, 
em seguida, a particularização dos resultados para poliedros simétricos e dissimétricos.
_ 
1.4.1 Poliedros Convexos '
W 
Definição 1.4 (Poliedro Convexo) : Todo poliedro não vazio de §}É" pode ser caracterizado 
por uma matriz Q E ÊRW" e por um vetor p E §R9, podendo ser definido por: 
R(Q,f›)â{fv GW; Qwí/›}
U 
Observemos que a região R(Q, p) é delimitada por um conjunto de g hiperplanos do 
tipo q,-as = p,-, onde q,- representa a i-ésimailinlia de 
A invariância positiva de R(Q, p) pode ser caracterizada em termos das trajetórias do 
sistema (1.3) pela seguinte propriedade: i 
Propriedade 1.1 : O poliedro convexo R(Q,p) é um conjunto positivamente invariante do 
sistema (1.3) se e somente se: ' - 
Qzzzo 5 p => Q‹z^°*‹z0 5 p, vzzzo e R(Q,z›), vt 2 0
U 
No entanto a formula ão de condi ões al ébricas ue descrevam esta ro riedade é3 
fundamental para sua aplicação em teoria de controle. Para tanto, são fundamentais os conceitos 
de matriz essencialmente não ne ativa e M-matriz. Estas defini ões bem como as ro riedades7 
associadas a estas matrizes serão utilizadas na formula ão das condi ões necessarias e suficientes › Ç 
para a invariância positiva de domínios poliedrais.
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Definição 1.5 (Matriz essencialmente não negativa) [54] [45] : Uma matriz N E 32"” 
é essencialmente não negativa se: _ 
N,«,-zo,\~/j;zêz',15z',j51z
D 
Definição 1.6 (M-matriz) [41] : Uma matriz Á E §R"`¿” tal que para todo i 75 j, A,-,~ É O, 
é uma M-matriz se e somente se todos seus autovalores possuem parte real positiva. 
,'
D 
Pr°P¡`iedade 1°2 [41] -' A G §R"*" com A,~¡ S O é uma M-matriz se e somente se existe 
um vetora: > O (x.~ > 0, para todo i = 1,...,n) tal que Aa: > 0. 
E1 
Assim, se N é uma matriz essencialmente não negativa e existe um vetor ar > O tal que 
Nac < 0, então -N é uma M-matriz. _ 
A proposição seguinte fornece uma condição algébrica necessária e suficiente para que 
R(Q, p) seja um poliedro positivamente invariante do sistema (l.3). _ 
Proposição 1.1 (Invariância Positiva de R(Q,p)) [14] : O poliedro R(Q,p) e' um con- 
junto positivamente invariante do sistema se e somente se 'existe uma matriz essencial- 
mente não negativa 'H 6 §Rg*g tal que: 
HQ z QA0 (Ls) 
Hp É 0 (l.9) 
4 1:1 
Suponhamos agora que a origem, a: = 0, pertence ao interior de R(Q, p). Neste caso, as 
componentes do vetor p são estritamente positivas (p > O). Podemos mostrar que a invariância 
positiva de R(Q, p) é equivalente ao não crescimento, ao longo das trajetórias do sistema (L3), 
da função escalar semidefinida nao negativa [8]: 
zz(z) = nšlx 
~ 
(1.1o)
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O lema seguinte fornece uma condição necessária e suficiente para a existência de uma 
matriz 'H E §R9”'9 que satisfaça a relação (1.8). 
Lema 1.1 [14] : Uma condição necess‹í1*ia e suficiente para a existência de uma matriz 'H G 
§Rg*9 que satisfaça 'HQ = QA0 é que ÍCerQ seja um espaço A0 - invariante. 
Demonstração: 
Necessidade: A partir da condição 'HQ = QA0, se x E ÊÊ" é tal que Qzc = O, então 
Q/low = 0; por conseguinte, ci: = Agr E Kler Q para todo E ÍCer Logo, Kfer Q é um 
subespaço A0-invariante. Em notação geométrica, tem-se: A0ICer Q C lCer 
Suficiência: Se ICer Q é A0-invariante, então: V :c E ÉR" ; Qu: i O => Q/liga: = 0. 
Esta implicação é equivalente à: 
lCer C ÍCer QA0 . (1.11) 
O subespaço ortogonal e complementar de Ker Q em W* é gerado pelos vetores coluna de QT 
e o subespaço ortogonal e complementar de ÍCer QA0 em ÊR" é gerado pelos vetores coluna de 
[QA0]T [47]. A condição (1.11) implica: 
Im{lQÀz›1Ti c Imréfi
Q 
Logo, cada vetor linha de QA0 pode ser escrito como uma combinação linear dos vetores linha 
de Q: 
[Q/101,-== ['H,-¡...'H,-g]Q , para i = 1,.. . ,q (1.12) 
Assim, obtem-se (1.8) por concatenação das g condições. (l.12). V 
. 
Q
E 
V 
Sob a hipótese de que posto(Q) = g < n, a relação (1.8) pode ser interpretada como 
uma equaçao de projeção canônica (vide apêndice A). Neste caso, como lCerQ é um subespaço 
Ag-invariante, Q representa a matriz de projeção canônica de A0 no espaço quociente X/KÍerQ 
e 'H representa o mapa induzido por A0 em /CerQ. Em particular, se posto(Q) = n temos 
lCerQ = 0 e conseqüentemente sempre existirá uma matriz H que satisfaz a relação (1.8), que 
neste caso será equivalente as uma relação de similaridade [18]. 
O sistema (1.3) é de interesse especial quando representa um sistema do tipo (1.1) 
controlado por uma lei de retroação de estados. Neste caso, a condição de A0-invariância de 
ICe1'Q é equivalente ã (A, B)-invariância de ICerQ. 
Analisando-se a equação (1.9), podemos concluir que, sob a hipótese de que p > 0, -'H 
é uma M -matriz, pois 'H é uma matriz essencialmente não-negativa e existe um vetor p > 0
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tal que 'Hp É 0. Dessa forma, podemos deduzir algumas propriedades sobre os autovalores 
de 'H (vide [3] [41]). Em particular, se a inequação é estritamente verificada, 'H < 0, -'H é 
uma -matriz não singular e, portanto, os autovalores de 'H têm suas partes reais estritamente 
negativas. Por conseqüência, o sistema que descreve a dinâmica induzida no espaço quociente 
X//CerQ: _ 
W) = H:‹1(f) , com 1/(Í) = Q=v(t) 
é assintoticamente estável. 
1.4.2 Poliedros Simétricos 
Definição 1.7 (Poliedro Simétrico) Um poliedro simétrico S(G,w) é definido por: 
S(G,w) Ê {a: E §R"; -w É Ga: É w}' 
ondeG€§Rg*",wE§R9, w7É0 comw,-20parai4=1,...,g. 
É! 
As condições algébricas para a invariância positiva de poliedros simétricos, são dadas 
pela proposição seguinte, que pode ser entendida como uma especialização da proposiçao 1.1 
[14].
› 
Proposição 1.2 [8] [13] : S(G,w) é um poliedro positivamente invariante de se e so- 
mente se existe uma matriz H E §R9"'9 tal que: . 
HG za GAO de (113) 
Hw 5 0 (1.14) 
^ H,-¡ = . . com H,,.â{ W 22;; 1.7,; ,<z,,›z1,..,,m. 
Temos que É é uma matriz essencialmente não negativa que satisfaz: É w É 0, com w 
tendo todas suas componentes não negativas (w > 0). Então, É é uma -M-matriz e todos os 
elementos de sua diagonal principal são não-positivos [41]: - 
Êz'â=Hz'z^ S0
_ 
_
B 
Se 0 elemento H ,-,- é nulo, então todos os elementos da linha correspondente são também 
nulos: H¿,- = 0. Em particular, se a inequação (1.14) é estritamente verificada, todos' os 
elementos da, diagonal principal de H são estritamente negativos: 
fšlw 5 0 => 11., < 0 
Pode ser mostrado [14] que a invariância positiva de S(G, com w > 0, é equivalente 
ao não crescimento, ao longo das trajerórias do sistema (1.3), da função escalar semi-definida 
positiva: 
q _ 
.
- 
Q |(G-'EMI - V 
z›(z) = 1¿z¿1× ~ (1.1õ) 
assim É 0, Va:(t) E X e Vt 2 0. ` ` 
A função v(:c) é uma se`mi-norma generalizada do tipo Loc [23]. Podemos chama-la de 
funçao ou semi~norma poliedral. 
Se posto(G) < n, a semi-norma poliedral se anula para todo valor de :c E ICerG. 
Isto determina a característica semi-definida positiva de Por outro lado, se S'(G',w) é 
positivamente invariante e posto(G) = n, v(:c) = O se e somente se as = 0. Neste caso, como 
É 0, V:v(t) G X e p0sto(G') = n, a norma poliedral, v(:c), é uma função de Lyapunov 
do sistema (1.3). Se sua derivada, < 0 Vw 76 0, o sistema (1.3) é assintoticamente estável 
e a norma poliedral é contrativa ao longo de suas trajetórias. 
Dado um poliedro simétrico, podemos sempre trabalhar com sua forma normalizadaz 
s,.(G,w) = s(G,,.,1,) â‹{z e ârer; -1, 5 M~1Gzz 51,} (1.1õ) 
onde M é uma matriz diagonal com 'm,-,- = w,- > 0; 19 é um vetor de dimensão g cujas compo- 
~ 5 . . A -_ . nentes sao todas iguais a 1; e Gn = M IG. - 
Se S(G, w) é poliedro positivamente invariante em relação a (1.3) temos que S'(G,,,1g) 
também o é, pois são representações matemáticas diferentes para o mesmo poliedro. Dessa 
maneira, pela proposição 1.2, existe uma matriz Hn tal que: 
H,,G,, = G,,A0 (117) 
11,1, 5 0 (1.1s) 
Substituindo-se Gn por M`ÍG na equação (1.18) e utilizando o fato de que HG = G'/lo, 
obtém-se: ' 
H z MH,,M-1 (119)
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por outro lado, como M = diag(w,-), e w,- > 0, podemos escrever que MI-Í,¬,M'1w É 0 e 
conseqüentemente:
4 
ÉI = MÉ,.M"1 (120) 
Trabalhando com o poliedro em sua forma normalizada, pode-se expressar e interpretar 
a relação (1.18) através do conceito de norma logaritmica (ou medida infinita de matriz) [35] 
[57], ¡.¿‹×,(-). Dada uma matriz P temos que: 
fl‹×›(P) = mãxipéé + 2 |Pfj|} 
Assim, a relaçao (1.18) pode ser reescrita corno: 
¡d°<,(H,,) 5 0 (121) 
A seguir, apresentaremos algumas propriedade relativas à medida infinita de uma ma- 
triz que nos permitirao tirar algumas conclusões a respeito da 'relação (1.18). 
Propriedade 1.3 [57] : A medida infinita ¡io<,(-) de uma matriz P tem as seguintes proprie- 
dades: 
(Í) -||PH‹×z S -/1z×›(-P) S /1‹×›(P) S HPl|<×, 
,a°°(aP) = aa°<,(P) Va 2 0 
/¿oo(P 'i' É /¿oo(P) 'i' /f¿oo(Q) 
(iv) /d,,°(-P) § Re()\) É a°°(P), onde Re(À) e' a parte real de qualquer autovalor de P. 
Cl 
Pelo item da propriedade (1.3), se a relação (1.l8) é satisfeita, os autovalores de 
H” terão todos suas partes reais não-positivas. Como Hu é similar de H, esta é uma outra 
maneira de verificar que a dinâmica induzida no espaço quociente (X/lCer G): _ 
W) = H!/(Í) » com 3/(Í) = GfF(t) 
é estável se a relação (1.18) é satisfeita. Em particular, se esta é estritamente verificada temos 
garantida a estabilidade assintótica. Esta conclusão, como já fora visto na seção anterior, 
poderia ter sido obtida a partir da utilização do conceito de M -matriz.
15 
1.4.3 Poliedros Dissimétricos 
Definição 1.8 (Poliedro Dissimétrico) : Um poliedro dissimétrico S(G,wm,wM) é definido 
por: 
S‹G,wm,wM› Ê iz ê sn; -wm 5 oz S wM} 
onde G E §Rg*", wm,wM E 3%”, wm,wM 76 O com wm,~,wM,- 2 O paraz`=1,...,g`. 
CI 
As condições para a invariância positiva de um poliedro dissimétrico em relação à (1.3) 
são dadas pela seguinte proposição:
1 
Proposição 1.3 [8] : S(G',wm,wM) e' um poliedro positivamente invariante de se e 
somente se existe uma matriz H E §Rg*9 tal que: 
HG à GAO (122) 
3 o (123) 
_ Íífii paT`d . ._ A. 1§r.¬*^ 
~ H* H' 'J {maxH,-J-,0 para 2761 *ld 1' 'g onde,-H={Ê_ Ê+],com A_A O para z_:], t. HU H max-H,-¡,0 para igéj *Z']:1""”g` 
D. 
Note que este resultado pode ser visto como um caso particular da proposição 1.1 para 
. , . G ~ UJM 
olledros convexos enericos com = 'H = H e = . Neste caso observa-se ___G _? w 7 TTL 
tambémqueH=H"'-H"edefine-seHÊH*+H`. - 
A relação (122) é, pelo lema (1.1), equivalente a A0-invariância de /CerG. Será mos- 
trado agora que, analogamente aos poliedros simétricos, a relaçao (123) implica a estabilidade 
da matriz H, ou seja, o espectro de H está contido no serniplano esquerdo do plano complexo 
(‹z(H) C c-). , 
A relaçao (122) pode ser reescrita em duas inequações: 
1?1+wM + É'w,,, 5 0 (124) 
Y H-wM+H¬'“wm 5 0 (125)
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Somando-se (124) e (125), tem-se que: 
(1-^1+ + H-)wM + (H+ + 121-)w,, 5 os 
(I§r+ + IÊI-)(wM + wm) 5 0 
H(wM + wm) 5 0 (126) 
Definamos agora uma matriz M dia.gonal, tal que os elementos de sua diagonal são dados por 
(wMz' + wm,-) (M = diag((wM + wm),~)) e matrizes e ÍLÇ da seguinte maneira: 
19; â M-11f1+tM 
191,; Ê M-f1H-M 
Como todos elementos de M são não negativos, podemos definir: 
11,, â ff; _ fz; z M-1z;z+M _ M-na-M z M-IHM 
H, Ê H; + H; = M-11ÍI+M + M-*PI-M = M-1HM 
A partir da equação (126) e pela construção de M, podemos escrever que: 
M-1(H+_+1?1')M1g 5 0 
121,1, 5 0 (127) 
A relação (127) é equivalente az 
a a ,i,×,,(1f1,,) 5 o (ras) 
Pelo item (iv) da propriedade (1.3), se a relação (1.18) é satisfeita, os autovalores de HT, terao 
todos suas partes reais não-positivas. Como Hn é similar de H, tem-se que a dinâmica induzida 
no espaço quociente (X//Car G): 
, 
W) = HW) , com 1/(Í) = GW) 
é estável se a relação (123) é satisfeita. Em particular, se esta é estritamente verificada temos 
garantida a estabilidade assintótica. V 
Como no caso anterior, a invariâricia positiva de S'(G,wM,wm) é equivalente ao não 
crescimento, ao longo das trajetórias do sistema., da funçao semi-definida positiva: 
M zmgax mx |‹Gz>.-| |<Gz›|.› ( ) (‹wM›.-° <wm›.-ll 
No decorrer do trabalho, as equaçoes do tipo (1.8), (1.l4) e (122) serao referenciadas 
como primeira relação de invariância positiva e as relações (l.9), (1.14) e (122), como segunda 
relação de invariância positiva. Na observação a seguir, será visto como ficam estas relações 
para o caso de termos um sistema discreto no tempo. .
I
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A À 
$1 xl 
S(G1Vw) wlwawm)
l 
V P- 
flíz (E2 
(ã) (b) 
Figura 1.4: (a)Poliedro simétrico; (b)Po1iedr0 dissirnétrico 
Observação 1.1 (Invariância Positiva no Caso Discreto) : Para o caso de um sistema 
discreto no tempo dado por › 
` +1) = Á0:v(k) - (1.29) 
as relações de invariáncia positiva para dominios poliedrais são semelhantes as vistas para o caso 
do sistema ser continuo no tempo Á primeira relação de invariância e' a mesma, havendo 
uma pequena modificação na segunda relação de invariância positiva. O estudo detalhado para 
este caso pode ser encontrado em [4] [5] [5] Vejamos, resumidamente, como ficam 
estas relações para cada um dos tipos de poliedros vistos acima. 
o Poliedros Convexos R(Q,p): 
HQ = QA., (1.3o) 
Hp g p ‹ (131) 
C07Tl 'Híj 2 Ú Vi,j.
l 
o Poliedros Simétricos S(G,w): 
HG = GA., (132) 
|H|w É w (L33) 
com Ill,-j 2 0 Vi,j e onde |H| corresponde à uma matriz cujas componentes são iguais ao 
módulo das componetes de H.
_, 
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No caso contínuo, foi visto que a relação (1.14) é equivalente a que todos os autovalores de 
H sejam estáveis. Para mostrar este fato, pode-se utilizar o conceito de M-matriz ou as 
propriedades da norma logarítmica de uma matriz. Analogamente ao caso contínuo, será 
mostrado agora que, para o caso discreto, a segunda relação de invariância positiva (1.33) 
e' equivalente a que todos o autovalores de H sejam estáveis, ou seja, estejam contidos 
dentro do circulo de raio unitário no plano complexo. Utilizaremos para isto o conceito 
e as propriedades da norma infinita de uma matriz, - Dada uma matriz P E §R“*" 
temos que: ~ 
_
, 
TE . 
ÍÍP||‹×› = 1T1?×Ê{|Pzú'|} (1-34) 
j=l J 
e ||P||°<, 2 @(P) Ê max{|z\,-(P)|; 1 É i Ê n}, onde 9 e' o raio espectral de P [19] e )\,- é 
um dos autovalores da matriz P. 
Definindo M = diag(w,~), e como w,~ > 0, podemos escrever que: 
|H| = |MH,,M"1| = M|H,,|M~1 (135) 
Aplicando a equação (1.35) em temos que: _` 
¡H,,|1, 31, (136) 
mas pela definição de norma infinita, (1.36) é equivalente a: 
||HnI|;×, 51 (137) 
e, conseqiientemente ¿›(H) É ||H,,||,,Q É 1, e como Hu e' similar de H, temos que todos os 
autovalores de H estao contidos no circulo de raio unitário no plano complexo. 
Poliedros Dissimétricos S(G,wM,wm): « 
HG = GA., (138) 
1ãr[“””] 5 [“_”"1 ((139) 'wm wm _ 
' H~~ se H-~>0' . . 
I:I,~+~Ê ” 'J ,i, =1,..., . 
com H = HÍ H; 6 J O se His' É O J
m
If Ííl H_ Ê 0 S6 H¿¡ 20 2. ._1 , 
~ 
ij" _Hij se Hij<0 a ›.l"' ›"'1g' 
Da mesma maneira que no caso continuo, só que agora utilizandoo conceito de norma 
infinita, e' possivel mostrar que a relação (139) implica que todos os autovalores de H 
estejam contidos dentro do circulo de raio unitário e, portanto, sejam estáveis.
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1.5 Utilização da Propriedade de Invariância Positiva 
no Problema de Regulação sob Restrições nas Va- 
riáveis de Controle (PRRVC) ' 
Nesta seção será analisado o problema de regulação sob restrições nas as variáveis de 
controle, que será abreviado por PRRVC. Em particular, a lei de controle considerada será a 
realimentação de estados. Neste caso, a solução do problema pode ser obtida pela construção 
de uma matriz de realimentaçao de estados que garanta a invariância positiva de um domínio 
poliedral no espaço de estados. A abordagem do problema será feita considerando-se 0 caso 
contínuo, sendo que a extensão para o caso discreto é imediata. As diferenças básicas entre o 
caso contínuo e 0 discreto estão na segunda relação de invariância positiva (vide observação 1.1) 
e na regiao de estabilidade no plano complexo (no caso contínuo deve ser considerado o círculo 
de raio unitário). Para isto, consideremos o seguinte sistema linear, contínuo e invariante no 
tempo: ~
i 
= Áx(t)+Bu(t) (1.40) 
ondeA:X-~›XeB:U-›X,a:€X,uGU,Xâ§R",UâÊR'"eopar(A,B)ésupostoser 
estabilizável. - 
O vetor de. controle, u, está submetido a restrições lineares, que definem o seguinte 
poliedro simétrico, Q, no espaço de controle:
V 
Q = {u E §Rm ; -um,-n É u í u,,,,_.,,,} (1/11) 
corn (um,,,,,)¡, (u,,,,~,,),~ > 0 para i = 1,. _ . ,m (todas as componentes de uma, e um,-n são positivas 
e diferentes de zero). 
' Consideremos também um conjunto de estados iniciais admissíveis do tipo poliedral 
para 0 sistema (1.40): 
P 
D0(K, w) = {a: E §R"; Ka: É w} ' (1312) 
Seja agora a lei de controle por realiinentação de estados:
_ 
u(t) = F:c(t) , com F: ÊR" -› §R'" (l.43) 
Temos dessa maneira, um poliedro correspondente no espaço de estados, S' (F, um”, u,,,¿,, 
dado por: ‹ 
S'(F,u,,,,,,,,u,,,¿,,) = {a: G iii" : -um,-,, É Fa: É u,,,a,} (1.44) 
ou, equivalentemente, em notação geométrica: 
S(F›uma:v›U'mi11) : FÚÍQ
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Quando sujeito a restrições de entrada do tipo acima (1.41), o sistema (L40) sob a lei 
de controle dada por (1.43) é chamado de um sistema dinâmico localmente linear. O modelo 
linear em malha fechada: ` ' 
é = (A + BF)z(ú) (1.4õ) 
é válido apenas para estados pertencentes a S(F,u,,,,,,,,u,m-,,). Fora de S(F,um,,,,um,-,,) um 
vetor de entradas admissíveis pode ser aplicado usando uma lei de controle do tipo saturação 
[28] [50], formulada como: _ 
(/Ufmax)i 9 se > (umaaf:)í i 
u,~ = (sat(F:r)),~ = (Fx), , se -(u,,,,-,,),- É É (um,,,)¿ (1.47) 
_('U‹min)i 1 se < _`(umin)i 
o que implicará em um comportamento não linear do sistema. Neste caso, a análise e a garantia 
de estabilidade do sistema em malha fechada não são triviais [42] [50] [51] . 
Neste trabalho o interesse está concentrado no cálculo de uma lez' de controle linear do 
tipo (1.43) tal que as restrições (1.41) sejam respeitadas sem a saturaçao do sinal de controle e 
o sistema em malha fechada seja assintoticamente estável. Para tanto, devemos calcular uma 
matriz de realimentação de estados, F, tal que para todo estado inicial, :1;(0) = mg, pertencente 
a um domínio de estados iniciais admissívei, :co E D0, o vetor de estados seja levado para 
a origem (ponto de equilíbrio do sistema) linearmente e sua trajetóriaesteja confinada em 
S (F, um”, um,-,,). A resolução do problema pode então ser obtida se : 
o Os autovalores do sistema em malha fechada, o(Á + BF), estão contidos na região de 
estabilidade do plano complexo. '
i 
o Existe um conjunto E, positivamente invariante em relaçao a (1.46), tal que: 
DO Q E Ê umamumin) 
Na literatura são encontradas basicamente duas abordagens para a construção do 
domínio E:
V 
15) E é considerado como sendo DO [4][56]. 
A solução neste caso, consiste em encontrar um par (H, F) que verifique simultaneamente 
as equações de invariância positiva: ' 
HD., = D0(Á+BF) (1.4s) 
írvmffj g o (149) umifl .
25.» 
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S(F› umina umax 
Figura 1.5: Domínios D0, E, S(F,uma,,,t¿m,-n) 
com a restrição adicional de que D0(K, w) C; S'(F, um”, u,,¬,¿,,). 7 Isto pode ser feito 
utilizando-se algoritmos de otimização, particularmente de programação linear, haja visto 
que as equações matriciais envolvidas são lineares. 
E é considerado como sendo S (F, um,,,,,,um,›n) [9][14] Í29]. 
Sendo E considerado como S (F, u,,,az,um,-,,), devemos pela proposição 1.3 encontrar uma 
matriz F e uma matriz H, tais que sejam satisfeitas as equações de invariãncia positiva: 
H F = 
umin 
F(A + BF) (1‹.õ0) 
0 i ,(1.51) 
e além disso que garantam que D0(K,w) Q S(F, umax,um¿,,). 
Observemos que a equação (1.50) é não linear, uma vez que suas incógnitas são os ele- 
mentos de H e F. Assim, uma solução para o problema pode ser obtida formulando-se 
um problema de otimização não linear 
_
4 
Em particular, no presente trabalho será explorada a segunda abordagem.
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Pelo lema (1.1), a igualdade (1.50) pode ser interpretada em termos da (A + BF)-in- 
variância do /Car F [14]. Se F satisfaz esta propriedade, podemos escrever a seguinte equação: 
[l"IF` 
A. 
“fl 
l 
= Hj com w,-=Fv,- (1.52) 
As frequências À, do sistema S(A, B, F) e as direções v[ associadas são necessariamente 
autovalores e autovetores generalizados do sistema em malha aberta, pois: 
(/\¿I -- A)'l)¿ - Bwg = - A)'U¿ - BF'U¡ = Ú 
,. 
e como vg E lCer F, 
(×\,~I - A)`v,~ = 0 (1.54) 
Assim, a invariância positiva de S(F,u,mw,um¡n) só pode ser garantida com estabili- 
dade, se mantivermos ao menos (n - m) autovalores estáveis em malha aberta no sistema em 
malha fechada, pois esta é a dimensão mínima do Ker F. - » 
Em [14] preocupou-se, inicialmente, em lnodificar, através da realimentação de estados, 
apenas os autovalores instáveis do sistema (140). A autoestrutura a ser .posicionada deve 
então garantir conjuntamente as relações (1.48), (1/19) e a estabilidade do sistema em malha 
fechada (1.46). Considerando-se (r) como o número de autovalores instáveis do sistema, foram 
analisados dois casos: 
1. 1' É mz é garantida a invariãncia positiva de S(F, ¶1,,,a,,,u,,¿¿,,) conjuntamente com a 
estabilidade assintótica do sistema em malha fechada. Neste caso a dimensão de /Cer F 
é igual a (n - r). 
2. 1' > m: neste caso não é possível garantir a invariância positiva de S(F,uma,,um¿n) e a 
estabilidade do sistema conjuntamente. Então, uma técnica alternativa à solução consiste 
em garantir a invariãncia positiva de um poliedro .5'(.7°',u,,,,,,,,um,-,,) C S(F,u,,,,w,u,m-,,), 
que será considerado um conjunto de condiçoes iniciais admissíveis para o modelo linear 
(1.46). Neste caso, podemos construir um poliedro S(.7-',uma,,,um,-,,) que tenha (n - 
pares de faces determinadas pelas linhas de F e é não limitado em (n - r) direções 
associadas a autovalores estáveis em malha aberta [l4]. s 
De uma forma mais genérica, podemos modificar não apenas os pólos instáveis como 
também alguns pólos estáveis em malha aberta a fim de obtermos uma melhoria na dinâmica 
do sistema. Chamaremos estes pólos estáveis que serão modificados de pólos ”pseudo-estáveis” . 
Assim (r) será o número de pólos instáveis mais 0 número de pólos ”pseudo-estáveis”.
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Veremos então, no capítulo 3 que, para resolver o problema de invariãncia positiva de 
um poliedro S(F,um,w,um¿n) ou S(.7-`,um,,,,um¿,,), depara-se com um problema de posiciona- 
mento parcial de autoestrutura, onde (n - r) autovetores e autovalores em malha aberta serão 
mantidos no sistema em malha fechada. 
1.6 Conclusão 
Restrições de ordem tecnológica e de segurança em sistemas físicos requerem que a 
trajetória do sinal de controle esteja contida em uma dada região D no espaço de controle. 
Esta região, em geral, toma a forma poliedral. A propriedade que garante o confinamento de 
uma trajetória a um dado conjunto é chamada de invariância positiva. Assim sendo, analisou-se 
neste capítulo a propriedade de invariância positiva de domínios poliedrais.
' 
Para que um conjunto seja positivamente invariante em relação a um dado sistema 
linear, deve-se satisfazer duas relações matriciais, dadas genericamente por (1.8) e (1.9). 
Particularmente para o caso em que a lei de controle é do tipo realimentação de estados, 
definiu-se o problema de regulação sob restrições nas variáveis de controle, PRRVC. Neste 
caso, o poliedro delimitado pelas restrições corresponde a um poliedro no espaço de estados, 
S(F, um,-n, u,,,m.). A solução para este problema pode ser obtida garantindo-se a estabilidade em 
malha fechada do sistema e a construção de um domínio positivamente invariante que contenha 
um domínio de estados iniciais admissíveis D0, contido em .S'(F, um,,,,,u,m-,,). 
Neste trabalho será explorada a abordagem pela qual a lei de controle é projetada 
de forma a fazer o poliedro S (F, um,,,,um,~,,) positivamente invariante em relação ao sistema 
em malha fechada. Para isto, se faz necessaria a (Á + BF)-invariáncia do Ker F. Logo, a 
resolução da lê relação de invariãncia positiva, neste caso, é equivalente a manutenção, no 
sistema em malha fechada, de ao menos (n - m) autovalores do sistema em malha aberta. 
Este fato sugere a idéia de um posicionamento parcial de autoestrutura. Em alguns casos, a 
invariãncia positiva de S' (F, umaz, Umân) não pode ser obtida conjuntamente com a estabilidade 
assintótica do sistema em malha fechada, devendo então, ser construído um poliedro limitado 
em um número maior de direções. 
O próximo capítulo será dedicado ao estudo do problema de posicionamento parcial de 
autoestrutura, o qual servirá de base para os algoritmos a serem apresentados nos capítulos 3 
é 4.
`
'
Capítulo 2 
Sobre Posicionamento Parcial de 
Autoestrutura v 
2. 1 Introdução 
As técnicas de posicionamento de autoestrutura por realimentação de estados e de 
saída vêm sendo, através dos anos, aplicadas com sucesso em vários problemas de controle de 
sistemas lineares. Em geral, quando utiliza-se este tipo de abordagem, a estabilização e/ou 
melhora do comportamento dinâmico do sistema é obtida através do deslocamento de todos 
os pólos do sistema, associando-se a estes, explícita ou implicitamente, um novo conjunto de 
autovetores [l7][38]. Para sistemas de ordem elevada o calculo de matrizes de realimentação de 
estados que façam o posicionamento de todos os pólos do sistema torna-se muito oneroso e pouco 
confiável computacionalmente [44]. Assim, no caso em que existem poucos pólos instáveis ou 
de dinâmica não satisfatória em malha aberta, torna-se interessante trabalhar com algoritmos 
que posicionem apenas estes pólos, deixando a autoestrutura restante do sistema inalterada, 
caracterizando assim, um posicionamento parcial de autoestrutura. 
Outra motivação para 0 estudo do posicionamento parcial de autoestrutura, como foi 
visto no capítulo 1, é no tratamento do problema de regulação sob restrições de controle utili- 
zando a propriedade de invariância positiva. Neste caso, utiliza-se uma lei do tipo realimentação 
de estados para a construção de um poliedro do tipo S'(F, um,~,,, umax) positivamente invariante 
em relação ao sistema em malha fechada. A satisfaçao da primeira relação de invariância posi- 
tiva (1.50) requer a manutenção em malha fechada de um determinado número de autovalores 
e autovetores do sistema em malha aberta [14] [26]. 
' Embora importante para a solução dos problemas acima, poucos trabalhos abordam 
diretamente o posicionamento parcial de autoestrutura. Dentre eles podemos, citar o trabalho de
24
25 
Saad [44], que aplica um algoritmo por projeção ao caso monovariável, e o artigo de Nichols [40], 
que faz uma generalização do algoritmo anterior ao caso multivariãvel e considera o problema de 
sensibilidade dos autovalores do sistema a variações paramétricas. Além disso, a formalização 
teórica e a caracterização algébrica da solução do problema não são devidamente abordadas 
nesses trabalhos. ~ 
O ob jetivo do presente capítulo será então, tratar formalmente o problema de posicio- 
namento parcial de autoestrutura e mostrar como sua solução algébrica pode ser obtida pela 
utilização de um sistema de ordem reduzida [25] [27]. Na seção 2, a definição do posicionamento 
parcial e uma condição necessária e suficiente para sua obtenção serão apresentadas segundo a 
abordagem geométrica de Wonham [58]. A seguir, na seção 3, será apresentado um algoritmo 
matricial. A idéia básica deste algoritmo é o de projeção a nível geométrico, o que possibilita 
realizar os cálculos utilizando-se um sistema de ordem reduzida. Na seção 4, será mostrado 
como é possível determinar a dinâmica do sinal de controle por um posicionamento parcial de 
autoestrutura. Por fim, será apresentado um exemplo ilustrativo de aplicação do algoritmo 
proposto. 
2.2 Aspectos Geométricos 
Nesta seçao formalizaremos o conceito de posicionamento parcial de autoestrutura 
utilizando elementos da teoria de controle geométrico. A idéia básica a ser explorada é a de 
particionar o espaço de estados em dois subespaços complementares e garantir que o espectro 
da restrição do sistema a um destes subespaços seja mantido inalterado pela aplicação da 
realimentação de estados. 
, 
Consideremos novamente o sistema linear, contínuo e invariante no tempo: 
zz'z(ú) = Az(ú) + Buu) 
A 
t (2.1) 
ondeA:X-›XeB:Ll-›X,a:EX,uEZzl,XÊ§R",LlÊ§R'“. 
Seja o espectro de A dado pelo conjunto simétrico -em relaçao ao eixo real: a(/il) = 
{oz1,az, ...,oz,,}. Associado a a(A), temos um conjunto de autovetores generalizados, linear- 
mente independentes, {u1, uz, . . _ ,u,,}. 
Seja agora uma lei de controle por realimentação de estados, u(t) = F :1:(t), de forma 
que o sistema em malha fechada seja dado por: 
W) = (A + BF)flf(f) (2-2)
V 
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Definição 2.1 (Posicionamento Parcial de Áutoestrutura) : Se para um subespaço Vo C 
X, de dimensão (n - r) e A - invariante, o espectro da restrição de A ao subespaco V0 e os 
autovetores de A contidos em V0, não se alteram com a aplicação de F , diz-se então, que F 
posiciona parcialmente a autoestrutura do sistema em malha fechada com relação a V0. 
V
Ú 
Em outras palavras, F é tal que o sistema (2.2) tem seu espectro dado pelo conjunto 
simétrico em relação ao eixo real,{oz1, az, . . . ,an_,,À1,z\z, . . Ç , À,},e seus autovetores correspon- 
dentes são dados pelo conjunto {u1,u2, . . . ,un_T, v1, . . . , v,}, ou seja: 
‹z(A 
| vo) = «(A+B1‹¬| v,,)={a1,a2,...,an_,} A (23) 
` 
A1/O = (A + BF)V,, = V,,À, (2.4) 
onde Vo = [u1, uz, . . . ,u,,_,] e A0 é a representação matricial do mapa AIVO na forma canônica 
de Jordan. 
A partir da definição apresentada acima, podemos enunciar 'uma proposição que fornece 
uma condição necessária e suficiente para o posicionamento de autoestrutura. 
Proposição 2.1 : Para V0 como na definição (2.1), F posiciona parcialmente a autoestrutura 
de A com relação a V0 se e somente se (BF) I V0 = 0. 
Demonstração: 
Necessidade:
i 
Para que (A + BF)V,, :AV0 = AOVO devemos ter necessariamente BFV,,-O. ' 
Suficiência: Notemos inicialmente que se (BF)|V0 = 0, V0 é também (A + BF) - 
invariante. Considerando a representação do sistema realimentado em uma base conveniente, 
(A + BF) pode ser escrita como: ` . 
A+ BF = 
[ 
1:* 21:] + l 
(B5 
ëãíšâz 1 
onde An e (BF )11 são respectivamente as representações matriciais de A I V0 e (BF ) | V0 
enquanto Az; e (BF )2z são respectivamente as representações matriciais dos mapas induzidos 
por A e BF no espaço quociente X/V0. Se (BF) I V0 = 0 temos que: 
_ A11 Âi2+BFi2i A+BF_l Ú Â22-l-Bpzzl
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0`(/l + = Ó(A11) 0'(A22 + BFzz) 
a(A 
| V0) = a(Á + BF | Va) = cr(A11) 
Sejam agora VI, e A0 como definidos anteriormente, temos então que: ÀV0 = VOAO. E, 
como (BF)|l/O = O, (A + BF)V,, = VOAO. Assim fica caracterizado o posicionamento parcial de 
autoestrutura de acordo com a definição (2.1). 
F
i
U 
Consideraremos a partir de agora, sem perda de generalidade, que B é mônico, ou 
seja, suas representações matriciais são de posto completo. Neste caso, é válida a seguinte 
observação. ` 
Observação 2.1 : Se B e' mônico uma condição equivalente a (BF) | V0 = 0 e' V0 Ç /(fer F. 
El - ' 
Forrnularemos a seguir uma proposição que garantirá a livre alocação de parte do 
espectro do mapa induzido por A no espaço quociente X/Vo no caso particular de um po- 
sicionamento parcial de autoestrutura. Esta proposição dará então, a condição para a livre 
alocação de autoestrutura de um sistema de ordem reduzida, associado ao mapa induzido por 
A no espaço quociente X/V0, a ser vista nas seções seguintes. Este resultado pode ser visto 
como uma variação do resultado obtido em [46] relativo ã alocação do espectro de um sistema 
qualquer. 
Proposição 2.2 : Seja V0 um subespaço Á-invariante e o subespaço 6 Ê (V0+ < Á|ImB >). 
Então, para uma F tal que V0 Ç ¡Cer F, o espectro de (A + BF) se decompõe em:
H 
a(A + BF): ‹f(A|V,,) U a(/1+ BF 6/V0) Ú a(Á+ BF X/6) V 
onde, o espectro de (A + BF) ”entre” 6 e V0, a(A + BF 6/V0), e' livremente alocável por F 
e o espectro de (A+ BF) ”entre” X e 6, a(A + BF X/6) éfixo. ' 
Demonstração: - 
Notemos inicialmente que 6 é (A+BF)-invariante, pois tanto Va quanto < Á 
| 
ÍrnB > 
o são. 
Como ImB C 6, em uma base conveniente temos B = 
{ 
lãs 'Consideremos então 
(A|Õ). Definindo P6 : 6 -› Õ/V0 como a projeção canônica de 6 em 5/Vo e B5 Ê P¿B¿ temos: 
` 6/Vo = Pôõ = P¿(V0-{- < Á ImB >)
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Por definição, P6)/O = 0, dessa forma: 
P¿(V0+ < A 
| 
ImB >) = P¿(< (A|ô) |ImB¿ >) = P¿(1'mB¿+(A|5)ÍZ'mB¿+.. .+(A|6)"`iImB¿) 
Como P¿(A|6) = (A|6)P¿ (equação de projeção canônica) temos que: 
Õ/.vo = + (TM)IflZ(P¿B5) + . . . (ÃF¡)7l_lÍm(P5B¿) =< 
I 
1-TTLÍÊ5 > 
Logo (A|6,B¿) é controlável e, portanto, a(A|6 + B,5F¿) é livremente alocável por 
F¿ I Õ./vo V 
Mas, definindo-se F : Õ -› U, F5 Ê F¿P¿, tem-se: 
(A_|ô + Ê6F5)P,, z A_|‹SP6 + REP, z P6(A|õ) + P',B,,F, = P5(A|ô + BÕF6) 
POI`të1I1Í3O -|- B5F¿) = + B5F5). V 
~ Seja agora F : X -› Zzl, tal que F|‹5 = E5. Temos que V0 Q KÍerF,‹;, pois F¿V,, = 
F5P¿l/'O = 0. Portanto, pela proposição (2.1) temos: _ . 
' ‹f((A + BF)|5) = °'(A|Vzz) Ú ff(A|‹5 + BõFô) 
Consideremos agora a projeção canônica P : X -› /ôí V 
(A + BF)P = P(A + BF) z-¬ PA = ÃMP
_ 
com AX/¿ sedo o mapa induzido por A no espaço quociente X/Õ, pois Im(BF) C ImB C 6 
e P6 = 0. Assim a(A+ BF) = U(Â;¿/5) para toda F. Portanto, como o'(A|Õ+ B¿F,;) = 
a(A + BF 6/V0) e a(A + BF) = a(A + BF X/Õ) e pela proposição (2.1): 
‹z(A + BF) z @(A|vf,) U ‹f(A + BF || ô/vo) U @(A + BF || X/õ) 
com a(A + BF 6/V0) livremente alocável por e U(A + BF X/Õ) fixo, pois denota um 
conjunto de autovalores não controláveis.
V 
EI 
A partir da proposição acima podemos concluir o seguinte: 
1. Se o sistema (Á, B) é controlável, 6 = X ==< A | ImB > e o espectro do mapa induzido 
por A em X/V0, ÃX/vo, é livremente alocável por F. ' 
B
_ 
2. Se (A, B) é não-controlável podemos ter dois casos
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(a) Os modos não controláveis estão todos contidos em o(A|l/0). Neste caso, o espectro 
do mapa induzido por A em X/V0, é livremente alocável por F. › ' 
(b) Existem modos não controláveis em a(A,y¡v0). Assim, a(A+BF 6/VO) é livremente 
alocável «por F e a(A + BF X/6) é fixo. Entretanto, os autovetores associados a 
2 a(A + BF X/6) podem ser realocados [38]. 
2.3 Caracterização Algébrica 
Apresentaremos agora um resultado que mostra a equivalência entre o posicionamento 
parcial de autoestrutura e a verificação de uma equação de projeção canônica. 
Proposição 2.3 Uma matriz F de retroação de estados posiciona parcialmente a autoestrutura 
do sistema com a relação a V0 se e somente se existe uma matriz E E ÊRT" tal que: 
` Ef = .7'"(/l + BF) (2.5) 
com Vo 9-= Kerf C ÍCer F. 
Demonstração: ~ › 
Necessidade: Pela proposição 2.1 e considerando a observação 2.1, se F posiciona 
parcialmente a autoestrutura de A, então existe um subespaço À - invariante, Vo Q lCerF. 
Dessa forma, V0 é também (A + BF) - invariante. Definindo V0 Ê Kerf, pelo lema (1.1) 
existe É tal que a relação (2.5) é satisfeita. 
A 
Suficiência: Se existe uma matriz É tal que a relação (2.5) é satisfeita, temos, pelo 
lema (1.1), que Vo Ê lCe1¬.7-` é (A + BF) - invariante. Portanto, como V0 Ç lCerF temos a 
condição para o posicionamento parcial de autoestrutura dada pela proposição (2.1) é satisfeita. 
Cl 
Observemos que se posto(f) é completo, a equação (2.5) é uma equação de projeção 
canônica (vide apêndice A) onde: Í: é a projeção canônica de X em X/V0 e é o mapa induzido 
por .7-` no espaço quociente X/V0. 
, , 
i F . - ~ Como Kerf C lCe1° F, e sempre possivel escolher .F = 
[ Q j , 
sendo Q E §R(""”)*". No 
caso particular em que V0 = ÍCerF, podemos formular o seguinte corolário: 
Corolário 2.1 : Existe H G ÊR'"*'" tal que a igualdade: 
HF=F(Á+BF) (2.6)
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seja satisfeita, se e somente se F posiciona parcialmente a autoestrutura de A com relação a 
V0. 
EI 
Como visto no capítulo 1, as equações (2.5) e (2.6) aparecem explicitamente quando 
desejamos construir poliedros do tipo .5'(.7",u,m,,,u,,,,-,,), positivamente invariantes em relação 
ao sistema em malha fechada , contidos no dominio de comportamento linear do sistema, 
5(~7",Umzzz,Umz'n) É 5(F,Umzzz,Umz'zz)- V 
Considerando agora o modelo linear em malha fechada (2.2) e a equação (2.6) e pré-A 
multiplicando-se (2.2) por F temos que: ' 
ú(z) = Hum (21) 
A equação acima mostra que, no caso particular em que V0 = ÍCer F, a dinâmica 
da variável de controle é completamente definida pelo sistema autônomo(2.7). Dessa forma, 
algumas propriedades desejáveis para a dinâmica da variavel de controle podem ser obtidas por 
uma escolha apropriada do par (H, F). Também é possível determinar uma equação dinâmica 
similar no caso V, C lCer F. Na seção 5, veremos em detalhes como satisfazer especificações 
sobre o sinal de controle a partir de um posicionamento parcial de autoestrutura. Antes disso, 
será visto na seção seguinte, um algoritmo matricial para a síntese de leis de controle do 
tipo realimentação de estados que posicionem parcialmente a autoestrutura do sistema a ser 
controlado. 
2z4 Aspectos Algoritmicos 
'A idéia básica do algoritmo que será apresentado é evidenciar Á|V,, e o mapa induzido 
no espaço X/V0, Ã, pela escolha de uma base apropriada para o espaço de estados. Logo após, 
faz-se um posicionamento de autoestrutura sobre um sistema de ordem reduzida. 
2.4.1 Obtenção de um Sistema de Ordem Redüzida 
Seja uma matriz U == [ U0 I U, ] tal que suas colunas formem uma base para o espaço 
de estados, sendo: U0 E §R"*("") uma base para o subespaço Vo e U, E §R"'” uma base para 
um subespaço V, tal que V0 G9 V, = X Ê §R". V, é um isomorfismo do espaço quociente X/Vo. 
Assumamos agora que deseja-se fazer um posicionamento parcial da autoestrutura do sistema 
com relação a Vo.
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Seja então a matriz J E §R"*" a inversa da matriz Ui 
J=[U0iU,]"1=[ 
l 
(2.s) 5%' 
Fazendo uma mudança de base no sistema (2.1) [18], a partir da matriz U temos que 
o vetor de estados na nova base é dado por 
z=H:lz=Jz (29) 
À nova representação do sistema na base gerada pelas colunas da matriz U fica: 
líí%íšl=lfâ“ ífllíf%í%l+lãíl““> W” 
onde: 
Ó za é a projeção do vetor de estados ar no subespaco V0 ao longo do subespaço VT; 
0 z, é a projeção do vetor de estados :B no subespaco V, ao longo do subespaço Vo; 
o Ao G §R("")"'(""') é uma representação matricial do mapa Á 
I Vo; 
b A, E ÉRT" é uma representação matricial do mapa induzido por A no espaço quociente 
X/Vo; e 
._ CoQ 
l> 
|”_“""“-'I ÉUSU 
I-_-.-.id 
fííl 
5%* 
I__..íJ 
FU 
Nota-se que 0(A) = d(A0) Ú a(A,) e que a dinâmica de z, está desacoplada de za, dependendo 
apenas de Ar, que por sua vez está associada aos pólos que serão modificados. r 
'Assumindo-se, sem perda de generalidade, que o posto de B é completo, para que 
Vo Ç KÍer F ~, devemos ter: V 
FU = F[ U0 
| 
U,] = [o,,,.(,,_,, | 11,] _ (211) 
onde FU é a 'representação matricial de F na base dada pelas colunas de U. 
V Logo, o sistema em malha fechada na base dada fica:
Í 
èo( __ Ao A2 + BoFr zoa) 
i à,( ) o A, + BJ, z,.(ú) (212) 
Podemos então, isolar o seguinte sistema de ordem reduzida de interesse para o posi- 
‹~L‹~¡~ 
\/ 
cionamento parcial de autoestrutura: 
.š,(t) = Á,z,(t) + B,u(t) . (2.Í3)
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onde AT- G ÊW" e BT G §R'*'". A partir de agora o sistema (22) será também referenciado como 
sistema total oü sistema na base original. - _ 
Pela proposição 2.2, se o sistema (2.1) é controlável, o sistema reduzido também 0 
será . Nosso problema resume-se então, a posicionar arbitrariamente os pólos e autovetores do 
sistema reduzido utilizando-se uma matriz de realimentação de estados FT, tal que em malha 
fechada tenhamos: 
_ 
z`T(t) = (AT + BTFT)zT(t) (2,111) 
No caso de termos algum modo não controlável no sistema reduzido, podemos ainda, 
conforme a observaçao 2, reposicionar o autovetor associado. 
Deve-se salientar que qualquer matriz de base, [U0 | UT], que coloque o sistema na forma 
(2.10) pode ser utilizada. Particularmente, sugerimos a utilização de uma base ortonormal ou 
uma base de autovetores da seguinte maneira: 
' Base de Autovetores[18]: 
Seja V0 E §R"*(""), uma matriz cujas colunas são autovetores correspondentes aos 
autovalores que devem ficar inalterados pela aplicação da lei u = F rn. Dessa forma pode-se 
dizer que as colunas de VT, geram um subespaço A-invaríante, V0. Seja agora uma matriz 
VT E §R"*' cujas colunas são autovetores correspondentes aos autovalores a serem posicionados. 
Utilizando a matriz V = [ VT, I VT ] para fazer uma transformação de similaridade que 
coloque a matriz de estados do sistema (2.1) na forma de canônica de Jordan, temos: 
__ -1 ' _ Ao 0(n-r)›¡‹'r A V Av 
[ UMM) AT 
(215) 
com A0 G §lÊ("")*(”") e AT G ÊR'*f. 
Seja: , 
V 
_
_ 
V'1=[ 
1 
- _ 
T (216) 
onde G0 e GT são matrizes cujas linhas são autovetores pela esquerda da matriz A. 
5353 
Fazendo a transformação de variável 
zzj 
3 
jz (217) 5353 
0 sistema em malha aberta toma a seguinte forma: 
líií l= l 
^“ ° 
Hííëíã l 
+ lãí l HW ea H- ‹~›- \_/\_/ G > ¬
Q. 2, M. \ % 5 - J. - 
ášššàééátííúštšgâfzzâz . 
Ufäü
A 
onde:{g:]=[g:}B 
Z
_ 
O sistema reduzido em malha fechada é dado por: 
e a matriz de retroação de estados na base original é dada por: 
5353 Fz [o,,..(n¬,|F,1[ lzmc-1, ~ (2.2o) 
Base Ortonormal[40] [44]: 
Sejam as matrizes QO E ÊR”*("") e Q, E §R"*' tal que suas colunas formem bases 
ortonormais para os subespaços V0 e VT respectivamente.Temos então: 
Q = I QO I Q, 1 com QTQ = QQ* = 1: 2 (221) 
Utilizando Q para fazer uma mudança de base no sistema (2.1) estaremos colocando a 
matriz A numa forma triangular superior: 
_ T ' _ Ro R2 R Q AQ 
[ 0T*(n_T) Rr T (2.22) 
onde R., E §R("")*("") e R, E §R'". 
` Sej a: T 
z z 
l 1 
z = Qffz (223) 
A representação do sistema em malha aberta na base formada pelas colunas de Q toma 
a seguinte forma: _ V 
líí‹šl=lÍ° 'šíllííííšld W <2~24> 
@°mlšíl=lãíílB 
O sistema reduzido em malha fechada é dado por: 
ÊUSUY 
z',(t) = (R, + B,F,)z,(t) (225) 
e a matriz de retroação de estados na base original é dada por: 
QOT T F = ¡‹›z›z».‹,z-f› 1 F, 1 
l Q; l = mz, (226)
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Observemos que a base ortonormal e a representação do sistema como em (210) po- 
dem ser facilmente obtidas a partir de uma decomposição de Schur da matriz A original [40] 
[44]. No caso dos blocos de Schur não estarem na ordem desejada é sempre possível fazer um 
reordenamento dos mesmos através de Rotações de Givens ou Transformações de Householder 
[20][40]. 
A utilização de uma base de autovetores, pode parecer, a priori, uma escolha mais óbvia 
e intuitiva. Entretanto, o uso de uma base ortonormal, obtida através de uma decomposição 
de Schur, tem a vantagem de fornecer uma metodologia sistemática, numericamente estável e 
eficiente computacionalmente [20][40] . Em paricular, não é necessária nenhuma inversão matri~ 
cial para a transformação de similaridade [18] e o cálculo de autovalores é feito de uma maneira 
numericamente robusta. Frente a estas vantagens, as demonstrações e desenvolvimentos serão 
feitos, a partir de agora, utilizando-se bases ortornormais, obtidas a partir da decomposição de 
Schur da matriz A do sistema. 
2.4.2 Obtenção da Lei de Controle
H 
No caso de um posicionamento parcial de autoestrutura, devemos computar uma matriz 
de realimentação de estados F, para o sistema reduzido (213).
i 
Pelo visto para o posicionamento de autoestrutura genérico (vide apêndice B), devemos 
então, uma vez especificado um autovalor a ser posicionado em malha fechada, escolher um 
autovetor para o sistema reduzido no subespaço de transmissão reduzido definido por: 
r,(à,-)`.-Ê (AJ -_ A,)-11mB, 
l 
(227) 
e F, é então calculado por: 
F, = W, Vfl (228) 
onde W, e V, sao respectivamente a matriz de direções de entrada e a matriz de autovetores 
para o sistema de ordem reduzida. 
Algebricamente (vide apêndice B) a seguinte equação deve ser verificada: 
[ÀI, _ A, 
| 
B,] 
[ l 
= 0 (229) 
com 11,, w sendo respectivamente o autovetor do sistema reduzido correspondente ao autovalor 
À, e a direção de entrada a ele associada. 
Uma vez calculada F,, vimos na seção 2.4.1 que a F que faz 0 posicionamento parcial 
de autoestrutura no sistema total (21) é dada por: V 
F z ¡o,,<,-,, |F,1U~1 r (230)
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e os autovetores so sistema total em malha fechada (22) associados a lCerF, serão, como já 
visto, mantidos como em malha aberta. - 
2.4.3 Relação entre os autovetores do sistema total e do sistema 
reduzido 
Suponhamos À e v respectivamente um autovalor e um autovetor correspondente para 
o sistema em malha fechada total (2.2). .
l 
Seja, por exemplo, a mudança de base utilizando uma matriz ortogonal Q = [QO | Q,] 
como descrito na seção precedente, tal que: 
A = QAQQT e B = Q (231) PU? 
A A2 com AQ = 
[ 
° 
il 
0r›v=(n`-r) Ar 
O autovetor v na nova base pode ser escrito como: 
lfzíl=@Tfif=lã§l«› ~
~ 
onde vo é a projeção de v em V0 ao longo do subespaço V,.; e 'vr é a projeção de v em V, ao 
longo do subespaço V0;
V 
Substituindo (2.31) em uma equação análoga a (229) para o sistema como um todo, 
podemos escrever que: _ 
- B v T o _ ul, QAzzQ| Q[B,l1[wl-0 
com w sendo a direção de entrada correspondente ao autovetor v do sistema como um todo, 
com w = F v. - \ 
Qiiz,-AQ!-[1-,Êj]1[Q;”]=0
l 
_, _› ~ Qív 
lQ0|Q,1[(^I<gj )^°) (,,f**,_,T, Ê] léâízzl zu ‹z.z›,z› U) ' 1' n.-r _ _ 
Como ICerQ = 0 (pois Q é de posto completo), para que a equação (232) seja satisfeita 
devemos ter: 
1.
V 
(ÀI, - Á,)QZ"z› z B,w
36 
e temos então que: 
, 
_ Ar)vr = Brw 
da onde podemos concluir que v, é autovetor do sistema reduzido, e w = F v = F v,, pois 
V, C /Cer F. * ' 
2. 
Qfv 
I×\Í‹n-f› - A0 I Az I - B0] Qfv = 0w 
(À1,,_, _ A,)QZ,`zz + AzQTz› = Bow 
e temos então que: 
(ÀI,,_-, - A0)v0 + Azv, = Bow (234) 
Conclui-se então, que encontrado 'um autovetor no sistema reduzido, v,, pela equação 
(233) pode-se, através da relaçao (234) encontrar vo. O autovetor correspondente para o 
sistema total v, é obtido por: j 
f‹›=lQ,,|Q.-1I§',§I 
2.4.4 Algoritmo Genérico 
A partir do visto acima, podemos formular o seguinte algoritmo_genérico para o posi- 
cionamento parcial de autoestrutura: 
1. Determinar uma matriz [ U0 | U,] onde U0 é uma base para o subespaço associado aos 
autovalores ue devem ermanecer inalterados e U é uma base ara o subes a o cu`os 
autovalores associados deseja-se modificar.
` 
2. Fazer uma tranformação de similaridade no sistema (2.1) usando como nova base as 
colunas de [ U0 I U, ], obtendo-se o sistema na forma (2.10). 
3. Calcular uma matriz realimentação de estado F, que posicione a autoestrutura do sistema 
reduzido (213) como desejado. 
4. Obter a matriz F na base original: F = [0,,,..(,,_,) I F, U, I U, ]"Í. 
No passo 3, o projeto de F, deve ser orientado no sentido de satisfazer certas espe- 
cificações. Em [40], tem-se por objetivo a insensibilidade dos autovalores do sistema frente à 
perturbações paramétricas. Em particular, se são dadas especificações sobre o comportamento 
dinâmico do sinal de controle, F, pode ser calculada a fim de satisfazê-las, como veremos a 
seguir. .
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2.5 Síntese de leis de Controle Utilizando Posiciona- 
mento Parcial de Autoestrutura 
Nesta seção será visto como é possível a definição da dinâmica do sinal de controle, 
u = F rc, a partir de um posicionamento parcial de autoestrutura. O interesse em definir a 
dinâmica de controle fica evidenciado no tratamento do problema de regulação com restrições 
sobre o controle. A exigência de que o sinal de controle respeite certos limites pode ser entendida 
como uma especificação sobre sua trajetória e, portanto, da dinâmica a ele associada. 
Lembrando que temos (r) autovalores/autovetores a serem posicionados, e (m) entradas 
de controle, dividiremos a abordagem em 2 casos: 
Caso T' < mz 
Consideremos o sistema reduzido em malha fechada (2.14). Escolhamos (T) colunas de 
B, e formemos a matriz B,1 tal que o par (A, BT1) Seja controlável. Em geral, escolhe-se colunas 
linearmente independentes a fim de evitar redundância de controle. As entradas de controle 
associadas as colunas escolhidas de B, (B,¡) é que serão efetivamente utilizadas no controle. 
As demais (m - r) entradas serão consideradas inativas e, portanto, assumirão valor zero. Pela 
proposição 2.1, a dimensão de /Car F deve ser igual a (n-r) (número de autovalores/autovetores 
que permanecerão inalterados). Assim, sem perda de generalidade, podemos sempre assumir 
que (m - 1") linhas de F, e correspondentemente de F são rrulas. Logo: 
ê . ê. U1 ~ â FH B, _- [B,¡ | B,z] , u -_ 
{ 0(m_r)*i 1 
ou F, _- 
[ 0(m_T)*T } 
(235) 
No caso em que r = m, temos que F,1 = F, e ul = u, não havendo assim entradas inativas. 
Em malha fechada podemos reescrever 0 sistema reduzido como: 
F 
z', = (À, + B,1F,1)z, V (2.3ô) 
Chamando de W,1 E ÉW", a matriz de direções de entrada escolhida para o sistema 
reduzido (236) e V, E §R'*' a matriz de autovetores associada, podemos escrever: F,1V, = Í/V,1. 
Seja A, a representação de (A, +B,1F,1) na forma canônica de Jordan: (A, +B,1F,1)V, = V,A,. 
Definindo H, Ê W,1A,W,¶1, temos: ' 
H,F,¡ = F,1(Á, + B,1F,1) (237) 
Notemos que, (2.37) é uma equação de similaridade.
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Multiplicando-se ambos os lados da equação (236) por F, e utilizando-se (237), obtém- 
se o seguinte sistema autônomo que define a dinâmica do sinal de controle: 
u`¡(i) = ÍÍ,u1(t) (2.38) 
Observemos que a matriz H, _é definida a partir das direções de entrada W, e dos 
autovalores do sistema reduzido em malha fechada: 
Wrl 
:I 
W, = 2.39 
i 0(m-r)›\‹'rv 
( ) 
Assim, podemos dizer que a dinâmica do sinal de controle fica completamente determinada pela 
escolha de uma matriz H, apropriada, ou equivalentemente, da autoestrutura a ser conferida 
ao sistema reduzido em malha fechada. 
Caso 1" > m 
Neste caso, podemos assumir que posto(B,) = q Ê m < r. Escolhamos então, q colunas 
de B, li11earmente independentes a fim de formar uma matriz B,1, como no caso anterior. 
Consideremos uma matriz G, E §R('¬')*", de posto completo, e definamos a seguinte 
matriz: _ - 
__ Frl 
~ 
f~
l Gfl 
Dessa forma Kerf C lCer F. 
Seja uma matriz W, E ÊRT" tal que fl/, = W,, definida da seguinte maneira: 
'- _ ' W' - 
l Wz Wzz l 
e definamos a matriz E: 4 _ _ 
31 22
i 
Ê: r ' 
~ 
lzz zll
~ 
tal que E = W,A,l×V,'1, com A, sendo a representação na forma canônica de Jordan do sistema. 
reduzido (236). Podemos então escrever que: 
2 2 F, F, . e. 
fz; 2:HGr1l={GT1l(A-,+B,,F,.,) 
~ (240) 
A matriz E é então, similar a (A,+B,1F,1). Multiplicando-se ambos os lados da equação 
(236) por e utilizando-se (2/10), obtem-se a seguinte equação envolvendo a dinâmica do sinal 
de 
[Gal zíäz äâl ufâfztl
~
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Observa-se que neste caso a dinâmica de controle: 
ú(ú) = 2,z1(i)+ 226,2-,(i) ' (242) 
é influenciada diretamente pelo vetor de estados, não sendo descrita como um sistema autônomo 
No capítulo 3 será mostrado que as equações (2.37) e (2.40) são equivalentes a (2.6) e 
(2.5) respectivamente. Isso garantirá que a construção de um poliedro limitado, positivamente 
em relação ao sistema reduzido, corresponderá a um poliedro não limitado para o sistema 
nominal em malha fechada. , 
A fim de ilustrar a aplicação da metodologia descrita, veremos agora um exemplo: 
2.6 Exemplo 
Seja o sistema linear (2.1) descrito pelas seguintes matrizes: 
-0.0366 0.0271 0.0188 -0.4555 
A_ 0.0482 -1.01 0.0024 -4.0208 
0.1002 0.2855 -0.707 1.3229 
0 0 1 0 
0.4220 0.1761
“ 
B: 3.0447 -7.5922 -5.52 4.99 
0 . 0 
A partir de uma decomposição de Schur da matriz À, olitemos: 
0.3329 0.4360 -0.6246 -0.5558 
Q_ -0.9278 0.2824 -0.2329 -0.0724 _ -0.0534 -0.6935 -0.6902 0.1997 
0.1599 0.4992 -0.2814 0.8037 
As matrizes do sistema na base dada pelas colunas de Q ficarn: 
-0.3340 1.8471 ~1.3044 2.8270
' 
A _ 0 -1.9809 0.0993 -1.5363 Q" 0 0 -0.1898 0.3108 
0 0 -0.7273 0.7510 
-2.3894 0.8358* 
B _ 4.8719 ~5.5280 Q' 2.8371 -1.7857 
-1.5572 1.4480
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Pela decomposição de Schur, os autovalores de A são: Àj = -1.9809, z\z = -0.3340, 
z\3 = 0.2806-{-j0.0954 e z\4 = 0.2806-j0.0954. Vamos então, fazer um posicionamento parcial de 
autoestrutura deslocando o par de autovalores complexos conjugados instáveis para al = -1.5 e 
az = -0.5, de tal forma que os modos referentes a cu e ozz estejam desacoplados de uz (segunda 
entrada de controle) e u1 (primeira entrada de controle) respectivamente. 
A partir das matrizes acima formamos o seguinte sistema reduzido: 
Z. __ -0.1898 0.3168 2+ 2.8371 -1.7857 U '_ -0.7273 0.7510 -l.5572 1.4480 
A dinâmica desejada para a variável de controle é então: 
A 
ú(¢) = 
[ 
_3'5 
ãiõ 
J 
u(t) 
como H, = WTA,W,'1, devemos ter: 
. 10 
Wf=l‹›1l 
Utilizando o método de Moore para calcular uma matriz de realimentação de estados 
F, : 
ç 
ç 
,
› 
V __ -6.5362 1.4084 ' _' -2.5550 -0.1883 
onde as colunas de WT são as direções de entrada escolhidas que satisfazem as condições de 
desacoplamento exigidas, e as colunas de V, são os autovetores associados obtidos pela equação 
_ -1 12,1'-(/\¡'I,. - Ar) B,w,j. 
A partir das duas matrizes acima e aplicando a equação (2.28) obtemos: 
F _ -0.0390 -0.2917 T* 0.5291 -1.3536 
e assim, a F que faz o posicionamento parcial no sistema inicial é obtida através da equação 
(2.2ô)z 
F_ 0.1865 0.0302 -0.0313 -0.2234 _
0.4218 -0.0253 -0.6355 -1.2368 
Poderíamos ter escolhido, ao invés da base ortonormal, a seguinte base de autovetores: 
-0.0417 0.3329 0.4344 0.0451 A 
V _ -0.8804 -0.9278 0.807Í 0.2784 0.4216 -0.0534 -0.0592 -0.0539 
-0.2128 0.1599 -0.2475 -0.1080
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Dessa maneira teríamos: 
-1.9809 0 0 0 
A _ 0 -0.3340 0 0 
0 0 0.2806 0.0954 
0 0 -0.0954 0.2806 
Z. : 0.2806 0.0954 z+ -12.0583 7.9116 T -0.0954 0.2806 54.0295 -38.4354 u 
V _ 23.5520 -5.5834 ,F __ 0.1625 0.0426 T- -66.3340 21.2861 ' 'f 0.5065 0.1798 
ou 2.7 Conclusao 
Neste capítulo definiu-se o posicionamento parcial de autoestrutura à luz da teoria 
geométrica. Formulou-se uma condição geométrica necessária e suficiente para garantir o po- 
sicionamento parcial de autoestrutura em um dado sistema linear. Mostrou-se que o posicio- 
namento parcial de autoestrutura é equivalente à solução de uma equação algébrica não linear 
do mesmo tipo que uma primeira relação de invariância positiva, vista no capítulo anterior. A 
partir disto apresentou-se uma metodologia para a solução do problema. Resumindo a meto- 
dologia, formulou-se um algoritmo matricial. A idéia básica explorada neste algoritmo foi a 
de resolver um problema de posicionamento geral de autoestrutura para um sistema de ordem 
reduzida. Este sistema é obtido por uma projeção do sistema proposto em um subespaço as- 
sociado aos autovalores em malha aberta que devem ser reposicionados. Á utilização de um 
sistema reduzido obtido através de uma decomposição de Schur, tem a vantagem de minimi- 
zar consideravelmente problemas numéricos inerentes ao posicionamento de autoestrutura em 
sistemas de ordem elevada. 
Como aplicação, mostrou-se como é possível projetar a dinâmica do sinal de controle 
a partir de um posicionamento parcial de autoestrutura. Em particular, as definições e os 
resultados apresentados neste capítulo, são de grande importância na resolução do problema 
de regulação sob restrições nas variáveis de controle, a ser abordado nos próximos capítulos.
Capítulo 3 
Resolução do PRRVC Utilizando 
. _ _ Q Posicionamento Parcial de 
Autoestrutura 
3.1 Introdução 
Vários trabalhos recentes têm utilizado a propriedade de invariância positiva de domínios 
poliedrais no tratamento de problemas de regulação de sistemas lineares sob restrições nas 
variáveis de controle (vide entre outros [7] [9] [14] [31] [56]). Neste sentido, diferentes aborda- 
gens são utilizadas para a resolução das equações de invariância positiva em relação a um dado 
sistema linear. Em particular, quando a lei de controle utilizada é do tipo realimentação de esta- 
dos e estamos interessados na invariância positiva de poliedros do tipo S (F, um,-n, amam), temos 3 
abordagens principais: por posicionamento parcial de autoestrutura [14] [26]; por programação 
nao-linear [9]; por programação linear [31]. 
Como visto no capítulo 1, a resolução da lê equação de invariãncia positiva (1.50) é 
equivalente a (A + BF )-invariância de /Car F, correspondendo à manutenção de no mínimo 
(n - m) autovalores/autovetores do sistema em malha aberta. Isto equivale a obter-se uma 
matriz de realimentação de estados F que posicione parcialmente a autoestrutura do sistema 
em relação a um subespaço V0 Ê /Cer F [27]. Dessa forma, a matriz F pode ser calculada 
a partir da utilização de um sistema de ordem reduzida conforme mostrado no capítulo 2. 
Entretanto, nas abordagens existentes para 0 cálculo de poliedros positivamente invariantes do 
tipo S' (F , um,-,,, umax) nao é feito o uso explícito desta característica do problema. As formulações 
dos algoritmos têm sido feitas sempre considerando-se o sistema como um todo. 
Neste capítulo estaremos interessados, inicialmente, em mostrar como é possível a re- 
solução do problema de regulação sob restrições nas variáveis de controle, utilizando-se um
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sistema de ordem reduzida e posicionamento parcial de autoestrutura. Neste sentido, será mos- 
trado que a resolução das equações de invariãncia positiva para o sistema como um todo é 
equivalente a resolução de equações análogas para o sistema de ordem reduzida. Este sistema, 
como já visto, é obtido pela projeção do sistema original em um subespaço associado a au- 
toestrutura instável ou cuja dinâmica deseje-se alterar. A partir disto, propõe-se um algoritmo 
genérico, utilizando o sistema de ordem reduzida, para a resolução do PRRVC. A seguir, será 
mostrado como é possível, a partir de uma escolha apropriada da autoestrutura do sistema 
de ordem reduzida em malha fechada, resolver o Problema de Regulação sob Restrições nas 
Variáveis de Controle (PRRVC). 
OA 3.2 A Invariancia Positiva no Sistema de Ordem Redu- 
zida 
COl'1SlCl€l`ãI1ClO-SG IlOV8,III€I1t€ O SlSt€l'I]az em malha f€Cl18.(la.I 
zàa) z (A + B1‹¬)zz(z) (si) 
As restrições no vetor de controle são representadas no espaço de estados pelo poliedro: 
S(F›umax›umin) : fx 6 "umin É Fa: É Umari i 
A fim de solucionar o PRRVC, desejamos que o poliedro S(F,u,,m,,,um¿,,) seja positi- 
vamente invariante em relação ao sistema (3.1). Para tanto, devemos satisfazer a (A + BF)- 
invariância de ICer F, mantendo ao menos (n - m) autovetores/autovalores como em malha 
aberta. Dessa forma, Va: E Ker F, tem-se que as restrições de controle são respeitadas, pois 
u = Fa: = 0. Logo, S(F,u,,,¿,,,u,,,a$) é um poliedro não lirnitado nas .direções associadas a 
ICer F e limitado nas direções associadas a (§R"/lCer F importante relembrar que, para 
garantir a estabilidade do sistema em malha fechada, estes (n - m) autovalores sejam estáveis. 
A . . . Tomando-se V0 = /Car F, devemos fazer um posicionamento parcial de autoestrutura 
em relaçao a V0. Isto equivale, como visto no capítulo 2, a calcular uma matriz de realimentação 
de estados F, para um sistema de ordem reduzida, obtido pela projeção, segundo V0, do sistema 
original em um subespaço V, complementar a V0. Assim temos o sistema reduzido em malha 
fechada: 
ãf(i) = (Á, + BfFf)2f(f) ' (3-3) 
A trajetória do sistema (3.3), ¢,(t,z,(t0),l0) = ‹ƒ›,(t,z,(O)), é dada pela projeção da 
trajetória de estado d›(t, do sistema (3.1) no subespaço V,, ao longo de V0.
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Seguindo o mesmo raciocínio, a projeção do poliedro S (F, umm, umm) no subespaço V, 
é dada então, por um poliedro limitado S(F,, um,~,,, umaz) (pois V, é isomorfo de (§R"/Kfer . 
Dessa forma, se a trajetória ¢(t, está confinada em S(F, umimuma-x), a trajetória 
q5(t, z,(0)) estará contida em .5'(F,, um,-,,, umz). Graficamente , podemos exemplificar' este fato 
para o caso tridimensional, supondo V0 de dimensão 1 e V, de dimensão 2, com V, ortogonal a 
V0. Neste caso, o poliedro S (F, u,,,,~,,,umzzz) é representado por um ”tubo” de seção poliedral, 
aberto nas direções associadas a /Car F = Vo, como mostrada na figura (3.1). , 
V0 
À-
V 
20 
_ _, :z.(°)
F 
<Í>(i ,1‹‹››) 
fin-(9) 
Í 4- '_' \ / / ; / 
F \\\ zlr 'I' -“" 
VT 
221' 
Figura 3.1: O poliedro S(F, u,,,,,,,,um,-,,) e sua projeção S(Ff, Umzzz, Umén) 
Este raciocínio sugere então, que seja possível a construção de um poliedro positiva- 
mente invariante S(F, um”, um,-,,) em relação a (3.1), a partir da garantia. de invariância positiva
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de um poliedro S(F,, uma,,um,-n) em relação a (3.3). A fim de demonstrar este fato, veremos 
a seguir, uma proposição que mostra a equivalência entre a satisfação da primeira equação 
de invariãncia positiva para o sistema original e a satisfação de uma equação análoga para o 
sistema de ordem reduzida. 
Proposição 3.1 : 
HF == F(A + BF) _ (_3.4) 
se e somente se 
HF, = F,(A, + B,F,) (3.5) 
Demonstração: 
A demonstração desta proposição será, feita utilizando~s`e uma base ortonormal [ QO | Q, ], 
onde QO é uma base para o subespaço Vo e Q, é uma base para o subespaço VT. Neste caso, 
basta fazermos uma transformação de Schur na matriz A. Demonstração análoga pode ser 
feita utilizando-se uma base de Jordan ou qualquer outra base que coloque o sistema na forma 
mm. V 
Necessidade: Como Ker F = V0, podemos escrever que: 
Í`=FlQ‹›|Qfl=l0lF+l (3-6) 
Usando (3.6) em (3/1) podemos escrever: 
Hwmilãšl=i‹›¡Ff1[ã§l‹A+Bi‹›\Frilgšli 
T T TL 'T 
Hivnmlgglzw|Ff1<lãjz¢lA¡Q0|Q,1+l§;â¬lfliflarfiflãgl 
i0|1m1=l0|1‹11<[ Í,fl+[§j]t0|1~11› O? 
‹ s., , ~ Ao A +B0F, 
donde devemos ter: 
HF, = F,(Á, + B,F,) . (as) 
Podemos dizer, a partir de (3.7), que (3.5) corresponde ã escrita de (3/1) na base representada 
pelas colunas de Q. A
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Suficiência: Pós multiplicando-se ambos os lados da equação (3.5) por Q? temos: 
› 
IIFTQT : FT(AfQ?+BrFrQg') 
como F = FTQÍ e B, = QÍB temos: 
HF = 1‹1‹ATQ?+ QÍBF) 
por outro lado, 
logo temos 
:
V 
HF=nQRA+Bm 
HF=Fm+Bm 
El 
No caso em que H satisfaz a desigualdade Í] 
Í 
É 0 temos 0 seguinte corolário. 
Tnln 
'Corolário 3.1 : S(F,um,-,,,u,,,,,,,) e' um poliedro positivamente invariante do sistema 1) se 
e somente se S(F,,um¿n,uma,) e' um poliedro positivamente invariante do sistema 
V 
u D 
Podemos então, a partir do corolário acima, formular o seguinte algoritmo genérico 
para a resolução do PRRVC: 
' Algoritmo Para a Resolução do PRRVC Utilizando um Sistema de Ordem 
Reduzida [15] 
0 Passo 1: Fazer uma decomposição de Schur na matriz A do sistema, com um possível 
reordenamento dos blocos da diagonal, a fim de obter a matriz Q = [QO | Q,]. Isolar 
então, o sistema de ordem reduzida. 
o' Passo 2: Escolher uma metodologia apropriada para computar F, de maneira obter 
S(F,,umax, um,-,,) positivamente invariante em relação ao sistema reduzido em malha fe- 
chada (e, quando necessário, satisfazer outros requerimentos de controle). 
0 Passo 3: Computar F = F,Qf.
E1
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Dessa forma, a resolução do PRRVC pode ser feita trabalhando-se com um sistema de 
ordem reduzida. As principais vantagens genéricas do procedimento acima estão relacionadas 
com as boas propriedades numéricas da decomposição de Schur, e pelo fato de se trabalhar com 
um sistema dimensionalmente menor , o que fará com que problemas numéricos associados a 
ordem do sistema sejam minimizados. 
A seguir, veremos como é possível, a partir de uma escolha adequada da autoestrutura, 
executar o passo 2 do algoritmo proposto e resolver o PRRVC. No capítulo 4 serão utilizadas 
técnicas de otimizaçao para realizar este mesmo passo. 
3.3 Abordagem por Posicionamento Parcial de Autoes- 
trutura 
É sabido que, por uma escolha adequada da autoestrutura do sistema, podemos conferir 
propriedades particulares ao sistema em malha fechada tais como: insensibilidade a variações 
paramétricas, robustez, desacoplamentos, rejeicão a perturbações entre outras [17]. Em par- 
ticular, por uma escolha adequada de autovalores e autovetores, podemos sempre encontrar 
um matriz H e uma matriz F tal que as relações de invariãncia positiva (1.50) e (1.51) sejam 
satisfeitas em relação ao sistema em malha fechada (3.1). - 
Em [14], é proposta uma escolha de direções de entrada e autovetores que levam a 
obtenção da invariãncia positiva de um poliedro S (F, um¿,,,u,,w,,), com H na forma canônica 
de Jordan no caso em que r S m. Para o caso em que r > m, uma escolha similar leva 
a obtenção de H em uma forma triangular superior e à invariãncia positiva de um poliedro 
S(ƒ›umin›umax) C umimumaa:)- 
Implicitamente, este algoritmo faz um posicionamento parcial de autoestrutura no 
sistema (3.1). Veremos então agora, como é possível o tratamento do problema através da 
escolha de direções de entrada e autovetores diretamente no sistema de ordem reduzida. 
Seja o sistema linear representado por: 
= A:1:(t) + B0u0(t) , parai 2 O (3.9) 
com: :c(t) E ÉR", u0(t) E §R'", A E §R"*", B0 E §R"*m, m É 'n e posto(B0) = m. 
Para nosso desenvolvimento inicial, consideremos que o vetor de controle, ug, está 
submetido a restrições lineares que definem o seguinte poliedro simétrico, QO, no espaço de
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controle: 
QO = {u0 E ÊW" ; -Im 5 Sao §1m} , com S E ÊRW" (3.10) 
Como visto no capítulo 1, todo conjunto de restrições simétricas englobando a origem, pode 
ser colocado nesta forma por uma escolha adequada das linhas da matriz S. 
Sob a ação de uma retroação de estados linear constante: 
u@(t) = F0a:(t) , com F0 E §Ê""" (3.Í1) 
a evoluçao do sistema em malha fechada é descrita por: 
zw) = (A + BOFOW) (312) 
Temos então um poliedro correspondente no espaço de estados, S(S'FQ, Im), dado por: 
S(SF0,1m) = {x E ÊR" : -1m É SF0:z: §1m} (3.13) 
ou, em notação geométrica, V 
s(s1‹¬0,1,,,) = (s1‹¬.,)~1n0 '(314) 
Assumamos agora que S E §R'"*'” e p0sto(S) = m. Façamos agora uma troca de 
variáveis de entrada do tipo:
` 
u(t) = Su0(t) (315) 
A equaçao do sistema em malha aberta e em malha fechada podem então ser reescritas 
como: - 
= Aa:(t) + Bu(i) (3.16) 
= (Á + BF)a:(t) (3.17) 
com: B = B0S"1 e F= SF0 
Com a aplicação da lei de controle dada agora por: 
um = 1‹¬zz(¿) (sis) 
as restrições representadas em (3.10) e (3.13) são simplificadas para: 
Q={uEIzl;-1m§u§1m}, parat20 (3.19) 
e 
'
. 
s(1‹¬,1,,,) = {z éz se" ; -1m 5 Fzzz 51m} (320)
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ou, geometricamente: - 
S(F,1,,,) = F-ÍQ (321) 
Assim, S (F, im) é positivamente invariante em relação ao sistema (3.17) se e somente 
se S(SF0,1m) = S(F0, S`11m) é positivamente invariante em relação ao sistema (3.12). 
Hipótese 3.1 : O sistema em malha aberta (316) e' estabilizável [18] e possui possui (r) auto- 
valores instáveis ou cuja dinâmica se queira alterar controláveis. Os outros (n - r) autovalores 
são supostos estáveis e permanecerão inalterados pela aplicação da lei de controle, u(t) = 
t C1 
Dessa forma, podemos montar o sistema de ordem reduzida associado aos (r) autova‹ 
lores instáveis e/ ou de dinâmica não satisfatória. . ' 
à,(t) = Á,z,(t) + B,u(t) (3.22) 
Dividiremos a apresentação da solução para 0 PRRVC em 2 casos, como feito em [14]: 
3.3.1 Caso r § m 
Como visto na seção 1.5, a condição r É m é necessária para a existência de uma 
matriz de retroação de estados, F, para a qual o sistema em malha fechada é estável e admite 
S (F, Im) como poliedro positivamente invariante. A proposição seguinte garante que se r É m 
é sempre possível construir esta matriz. 
Proposição 3.2 [14] : No caso em que r É in e' sempre possível, sol; a hipótese 3.1, de 
construir uma matriz de retroação de estados F tal que o sistema em malha fechada seja estável 
e admita S(F,1m) como dominio positivamente invariante. De forma equivalente, S(SF,,,1,,,) 
com Fo = S"1F é poliedro positivamente invariante do sistema (312). 
Demosntração: 
Pelo corolário 3.1 temos que a invariãncia positiva de S (F, lm) em relação a (3.1) é 
equivalente a invariãncia positiva de S'(F,, im) em relação ao sistema de ordem reduzida (3.3). 
Assim, a demonstração desta propriedade, diferentemente da apresentada em [14], será. feita
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utilizando-se o sistema de ordem reduzida. Esta prova terá caráter construtivo, podendo ser 
entendida como um algoritmo para a obtenção de uma matriz F, e, conseqüentemente, da F 
que irá resolver o PRRVC. O procedimento é dividido em duas partes: 
Parte 1: Os (r) pólos do sistema reduzido em malha fechada, notados por z\¡ = ,u¡ + jm são 
escolhidos simples, distintos entre si e diferentes dos valores próprios em malha aberta de 
forma tal que a condição espectral abaixo seja satisfeita:
t 
/ll < -|U¡| (323) 
Parte 2: Sendo r < m, devernos escolher colunas de B,. Neste caso, estaremos utilizando 
apenas entradas para fazer o posicionamento da autoestrutura do sistema. As demais 
k = (m - T) entradas serão consideradas inativas-, ou seja, assumirão valor nulo. 
Tomemos agora W, de forma que suas colunas sejam vetores da base canônica de dimensão 
(m) e suas k-ésimas componentes correspondentes às k-ésimas colunas de B, que não serão 
consideradas para efeitos de controle, sejam nulas. 
Para facilitar, assumamos que apenas as (T) primeiras variáveis de controle serao utilizadas 
(consideraremos que as (r) primeiras colunas de B, são escolhidas). Neste caso W, toma 
a seguinte forma: 1 E _ 
WÇ=i0(L) 
1 
Qzg m-r *r 
Notemos que esta hipótese é perfeitamente concebível, uma vez que sempre podemos 
reordenar convenientemente as colunas de B. Caso não se deseje fazer este reordenamento, 
as (m - T) linhas de W, que devemos ter nulas não serão necessariamente as últimas, mas 
os resultados obtidos serão equivalentes. 
A partir de W, dado por (324), calcula-se a matriz de autovetores V, pelo método de 
Moore (vide cap.2 e apêndice B). Temos então por construção: 
. V-1
1 
F, = ' (325) h‹› 7T`L"'T *T 
Consideremos agora a matriz A, como a representação de (À, + B,F,) na forma canônica 
de Jordan. Podemos escrever: 
Amfl=W%m+an) am) 
Assim, se escolhemos a matriz H como: 
. 
moi H = 
{ O hi ,_ _ 
(3.27)
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onde h E §Ê('"'T)*('"`T) pode ser escolhido como qualquer matriz diagonal de elementos 
não positivos, temos que a primeira equação de invariãncia positiva (1.50) é verificada, 
pois: 
_ _ _ 
A, 0 V,-Í _ V,-1 . . . 
i 0 'll i0‹ '› l_ iÚ‹ › l(A'+B'FT) (328) m-T *T 771.-T *T 
ou seja, 
HF, = F,(A, + B,F,) (329) 
Como os autovalores do sistema reduzido foram escolhidos de forma a respeitar a relação 
(323) temos que:
i 
film 5 o (sao) 
Com isto é verificada a segunda relação de invariãncia positiva (l.51) e temos a in- 
variância positiva do poliedro S(F,,1m) em relação ao sistema (3.3). Temos então que 
F = [ 0(,,_,),..,,, I FT] * [ V¿, I V, ]"1 e, pelo corolário 3.1, é garantida a invariância positiva 
do poliedro S(F,1,,,) em relaçao ao sistema (3.1). 
Convém notar que, como temos sempre (m - r) entradas inativas, (m - r) linhas de F, 
e de F serão nulas. Por conseguinte, teremos (m - r) restrições em Q que sempre serão 
respeitadas.
D 
3.3.2 Caso 1° > m 
Uma vez que a dimensão minima de Ker F é igual a (n-m), e devemos ter V0 Ê KÍer F 
associado a (n - r) autovalores de malha aberta que serão mantidos no sistema em malha 
fechada, não é possível a construção de um poliedro S'(F,1m) positivamente invariante em 
relação ao sistema em malha fechada e a estabilização do mesmo sistema quando temos os 
1' > m autovalores a serem alterados instáveis. A solução do problema pode então ser obtida 
limitando-se o poliedro S'(F,1m) em (r - m) direções associadas a autovalores instáveis em 
malha aberta. Neste caso, obtém-se um poliedro S'(.77,1,) C S(F,1,,,) que possui (n - m) pares 
de faces determinadas pelas linhas de F e é não limitado em (n - r) direções associadas aos 
autovalores estáveis em malha aberta que foram mantidos. Isto pode ser feito tomando-se: 
f = 
[ É l p (331) 
sendo E E §Ê("'")*" uma matriz qualquer de posto completo. Deste modo, o conjunto S(.7", 1,) 
é considerado o domínio de condições iniciais admissíveis para os quais o respeito às restrições 
é garantido sem a saturação e com convergência assintótica para a origem.
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Pensando em termos de sistema reduzido, deve então ser possível calcular um poliedro 
positivamente invariante S'(.7",,1,.) equivalente a projeção de S'(.7-',1,¬) no subespaço associado 
aos (r) autovalores a serem alterados. O suporte teórico para este fato é dado pela proposição 
e pelo corolário que serão apresentados a seguir. 
Proposição 3.3 : 
2f=fm+BF) (am) 
se e somente se 
- Ef, = f,(À, + BJ-',) (3133) 
Demontração: Análoga a demonstração da proposição (31) fazendo-se: 
P131 ff=l 
l 
<3f*4> 
com F,=FQ,eE,=EQ,. 4 
¡I! 
Cosiderando-se a desigualdade E1, É 0, temos o seguinte corolário: 
Corolário 3.2 : Se r > m, S(.7-`,1m) é poliedro positivamente invariante do sistema se 
e somente se S(.7-',,1,) é poliedro positivamente invariante do sistema 
El 
Mostraremos agora, similarmente ao feito para a proposição 3.2, que é sempre possível 
construir um poliedro positivamente invariante em relação ao sistema (3.1), do tipo S(f', Im), 
contido no poliedro .S'(F,1m). 
Proposição 3.4 [14] : Se 1" > m, sob a liipótese 3.1, e' sempre possível calcular uma matriz 
de retroação de estados F E §R"`°*" e uma matriz de posto pleno E E §R('""*)*", tal que: 
n, 1m F lm S(ƒ”1m)={x6§R '_l1‹f-wi É lEi$Si1‹f-f»›i} 
e' um poliedro positivamente invariante do sistema 
Demonstração:
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A demosntração desta proposição é similar a feita para a proposição 3.2. Pelo corolário 
3.2 a invariância positiva de S(.75`,1m) em relação ao sistema 3.1 é equivalente a invariância 
positiva de S(f,, 1m) em relação ao sistema reduzido em malha fechada (3.3) e, assim, podemos 
fazer esta prova de forma construtiva em duas partes utilizando o sistema de ordem reduzida. 
Parte 1: Os pólos do sistema reduzido em malha fechada são escolhidos distintos entre si e 
diferentes dos pólos em malha aberta. Devem também ser escolhidos dentro da região do 
plano complexo definida por: 
V /11 < -|U¡| (335)
1 
Seja G, E §R'*', a matriz de autovetores a esquerda do sistema reduzido em malha fechada. 
O poliedro S(G',,1,) é positivamente invariante em relação ao sistema (3.3), pois: 
z\,G, z G,(A,+B,F,) (306) 
Ã,1, 5 0 (337) 
Consideremos agora as matrizes W, E §Ê'"*' e V, E ÉRW: 
W, = [Wl Wz] , com W1 E §R"'*"i , Wz E §R"`*(""") 
VT : , com Vi E §Rr›¢=1n. , E §Rr*('r-m) 
De forma similar, a matriz G, é decomposta como: 
G, = 
Í 
gl 
} 
, com G1 E §R'"*' , G2 E ÊR("'")*'.
2 
Suponhamos também que os autovalores de A, são escolhidos tais que A, possa ser de- 
composta em dois blocos, A1 E ¶'”*'" e A2 E §R(T"")*(*""). Logo, a forma real de Jordan 
de (A + BF) fica: 
_
- 
A0 0 0 
A = 0 Á, 0 OOAQ 
Por convenção, os blocos que formam A1 e Az são ordenados em ordem crescente de 
7,- = p; + |a,~|. maior valor de 7,-, notado por ymax, é estritamente negativo, pois a 
inequação (3.35) é respeitada. Então, 7mm, corresponde ao último autovalor de A,. Sob 
estas hipóteses, a condição (3.37) pode ser substituída por: ' 
Â1 1m S ƒllmacvim i Â211'-m É fllmaxir-m
f 54 
A matriz de retroação de estados que faz o posicionamento de autoestrutura no sistema 
reduzido é dada por: , 
Fr = l Wi W2ll V1 V2l_1 = ÍW1 Wzl 
[ 1 
(3.39) 
Parte 2: Escolhendo a matriz W1 de direções de entrada associadas à Á¡ como W1 = Im, 
pode-se escrever que: 
WIA1 =-' All/Vi. 
Como os autovalores de A1 satisfazem (3.35) é sempre possível construir uma matriz 
M E §R"“`(T”'"), não nula, tal que: 
Âlim + |M|1,_,,, 5 0, (3.41) 
Para isto é suficiente que as componentes de M sejam tais que: 
.`.`M§ 
Mz,-| É -(/1; -I- |cf¡|) , para = l,.. . ,m (3.42) 
Os vetores coluna de W; podem então, ser determinados pela equação matricial : 
Em articular su ondo ue os autovalores z\2~ são reais a `-ésima coluna de W2 wz- 7 J 3 7 ] 
ode ser calculada a artir da `-ésima coluna de M ~ m- or: P a Ja 
i 
wzj = (Àzj-Im - A1)`1m¿ , paraj = 1, ..., (r - m). (3.44) 
A partir de (3.43) podemos escrever a seguinte equação [l4]: 
A1 M Im Wz __ Im .W2 A1 0 
l 0 AZH 0 1i._ml“l o I,_m 0 Az (M5) 
Os vetores coluna das matrizes V1 e V2 são calculados a partir dos vetores coluna das 
matrizes W¡ e W; pelo método de Moore. Assim, a matriz de retroação de estados F, é 
calculda como: _ 
F, =[1,,? W,][1/1 W]-1' : [Im Wz] 
l l 
(3.4ô) 
O poliedro S gl 
l 
, 
{ 
im é positivamente invariante em relação ao sistema redu- 
2 r-m 
zido em malha fechada, pois as relações (336) e (3.37) são satisfeitas.
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Seja a matriz É G ÊW" definida como: 
2= H* (147) 
Pela construção utilizada: 
É 1. 5 1. (348) 
Pela relação (3/15) podemos escrever: 
EU = UA, (349) 
onde: U = 
[ 
Iô" 
Ii/Til
i 
Seja agora G, = 
[ 
gl 
l 
= 
[ V1 I V2 ]`1, assim podemos escrever:
2 
A,G, z G,(A, + B,.F,.) (sào) 
Pré multiplicando a equação (350) por U e utilizando a relaçäo (3/15) temos: 
' ZUG, = UG,(A,. + B,F,) (3.51) 
Chamando U G, de 1-”, temos que: 
_ Gi + WQGQ 
5 
_ Fr
4 
asi G2 HG2] az) 
Assim 0 poliedro S (J-`,, 1,) é um poliedro positivamente invariante do sistema reduzido em 
malha fechada (3.3). Pelo corolário (32) o poliedro S(.7-`,1m) é positivamente invariante 
do sistema (3.1), sendo T = [ 0,...(,,_,) I .77,][ V1 | V2 ]`1. 
El 
Observação 3.1 : Nos dois casos analisados acima, utilizamos como direções de entrada, w,-, 
vetores da base canônica de ordem Este fato, equivale a controlarmos o modo do sistema 
o qual esta associada a direção w,~ por uma única entrada. Na grande maioria dos casos este 
método pode ser aplicado sem maiores problemas. Entretanto, podemos nos deparar com as 
seguintes dificuldades: 
1. Us modos do sistema reduzido não são controláveis por uma determinada entrada. Isto 
equivale a termos uma coluna de B, nula. Neste caso, devemos descartar o uso desta 
coluna e considerarmos como o número de colunas não nulas em B,. A seguir basta 
verificar o caso em que o problema se encontra e proceder como descrito acima.
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2. Para dois autovalores distintos escolhidos em malha fechada obtemos autovetores line- 
armente dependentes Dessa forma não e' possivel obter uma matriz FT. Temos 
várias saidas neste caso: modificar um dos autovalores; escolher uma outra coluna de 
BT, no caso r < m, ou simplesmente desconsiderar esta coluna de B, (considerando a 
entrada associada como inativa) e calcular uma matriz H na forma triangular aplicando 
o procedimento do caso r > m. 
A Ú 
3.4 O Domínio de Estados Iniciais Admissíveis 
Pela abordagem apresentada, o domínio de estados iniciais admissíveis pode ser consi- 
derado como o próprio poliedro S(F,uma,,um,-,,) (ou S(]-', um,,,,u,,,¿,,)) Este, por sua vez, é 
conhecido apenas posteriormente ao cálculo de F. Assim, tendo-se como dado de projeto, um 
conjunto pré definido DO de estados iniciais, um teste para verificar se DO C S(F, u,,,,,,,,u,,,¡,,) 
deve ser feito. Caso esta condição não seja verificada, tem-se ainda vários graus de liberdade na 
escolha dos autovetores que serão modificados pelo posicionamento parcial de autoestrutura. 
Por exemplo, a partir da escolha de uma matriz H diferente da forma canônica de Jordan, 
pode-se calcular uma nova F e, conseqüentemente, tem-se um poliedro S' (F, uma,,,u,m-n) com 
forma diferente. 
Como S(F, um”, um¿,,) (ou .5'(.77, um”, um,-,,)) são não limitados nas direções associadas 
a V0, as componentes dos autovetores do sistema em malha fechada (3.1) em V, não irão 
influenciar no tamanho e na forma do poliedro. Por outro lado, rnodificando-se as componentes 
dos autovetores no subespaço VT, estaremos modificando a seçao transversal do ”hipertubo” 
(vide fig3.1) representado por S'(F,um,,x, u'm,‹,,). 
Como foi visto na seção 2.4.3, a projeção de um autovetor do sistema (3.1) no subespaço 
11,, corresponde ao autovetor do sistema reduzido. Este fato sugere então, que a análise da forma 
e do tamanho relativo da região de estados iniciais admssíveis, possa ser feita em sua projeção 
no subespaço V,.. Novamente, a análise pode ser feita através do sistema de ordem reduzida, ou 
seja, estaremos interessados em analisar o tamanho e a forma do poliedro S(F,, umax, um-,,) (ou 
S(.7-',,uma,,,um¡n)), que é a projeção de S'(F,uma,,,um,-,,) (S(.77,umax,um¿,,)) em VT. Neste caso, 
a condição DO C S(F, um”, um,-,,) pode então, ser substituída por Dor C S'(F,, umax, um,~,,), com 
D0, representando a projeção de DO em 11,. 
Particularmente, se calcularmos o volume do poliedro limitado S(F,,umax,um¿n) (ou 
S(.7-`,,umax,u,m-,,)), teremos uma medida de qualidade do posicionamento da autoestrutura do
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sistema reduzido sob dois pontos de vista [29]: 
0 Maximização do domínio de estados iniciais admissíveis: 
Através da escolha adequada dos autovetores, podemos modificar a forma do poliedro 
S(F,, umax, um,~,,) (ou S(.7-1, u,,,,,,,,u,,,,-,,)) de forma tal que ele apresente o máximo volume 
pe conseqüentemente 0 maior tamanho possível. ' 
Ó Robustez da alocação da autoestrutura do sistema reduzidoi 
_
. 
O máximo volume de S(F‹,,um,,,,,um,-,,) (S(.7-`,,u,,,,w,u,,,¿,,)) é obtido pela escolha de au- 
tovetores do sistema reduzido que sejam mais ortogonais entre si quanto possível. Esta 
situação, por sua vez, caracteriza a mínima sensibilidade da autoestrutura do sistema 
reduzido a perturbações estruturais [34]. A partir da busca de ortogonalidade entre 
os autovetores do sistema reduzido, é mostrado em [40], que se está fazendo com que 
) 
os ângulos dos autovetores para o sistema total em malha fechada (3.1) sejam o mais 
próximo possível de 90°. Assim, projetamos F, a fim de garantir uma maior robustez 
ao sistema de ordem reduzida, estaremos certamente, contribuindo para uma maior 
insensibilidade dos autovalores do sistema original a variações paramétricas [34]. 
O volume de S(F,, um”, um,-R) é dado por 2'|dei(V,)| l29]. Logo, no algoritmo utilizando 
H na forma canônica de Jordan, os graus de liberdade que se tem na escolha de S'(F,, umax, um,-,,) 
correspondem à seleção e o posicionamento de (T) autovalores, À,-, pela escolha adequada de (T) 
entre (m) direções de entrada possíveis. Isto equivale a escolhermos quais as (m - T) linhas de 
F serão nulas, ou qual das entradas de controle irá atuar em cada variável de estado. Pode- 
se então formular o seguinte problema combinatório [29] para a alocação da autoestrutura do 
sistema reduzido: 
'd@fi<Vf>I 
sujeito à: 
m _ 
(/\¿Í,. - A,.)'l)T¿ = 2: Z¿¡'B,‹_,' para /\¡ É mn 
.í=1 
e 
(ML _ Aflvfâ _ Uz"Uf(¡+i) = 2T=1 Zz'jBfj 
' Uâvfz' + (lléff - Ar)v,~(z'+1) = Êšnzi 2z'jBf(j+1) 
Para Âz' = Mi +íUz', Âz'+1 = Hz' _ Íflfé, 2(â+1)(j+1) = Zu*
V 
com ` 
1' 771. 
ZZ¡j§1,ZZ¿j=1,Z¿j=10UÚ. 
i=1 j=1
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Dessa maneira, a j-e'sima coluna de B, é associada a À; se e somente se z,-,~ = 1. 
Para valores razoáveis de m, este problema de atribuição não linear pode ser -resolvido 
por enumeração. Para sistemas de ordem mais elevada, técnicas mais sofisticadas tais como 
branch and bound, devem ser utilizadas [29]. 
Muitos sistemas estão sujeitos ã perturbações impulsivas que são mais freqüentes ou de 
maior amplitude em um número reduzido de variáveis de estado. O domínio de estados iniciais 
admissíveis deve preferencialmente ser maximizado nas direções associadas a estas perturbações. 
Deve-_se entao encontrar uma solução que se adapte melhor a um domínio de estados inicias 
D0, pré estabelecido, através da utilização dos graus de liberdade na escolha dos autovetores e 
direções de entrada como visto acima. 
ou 3.5 Construçao de Poliedros Dissimétricos 
Pela metodologia apresentada na seção 3.3 , temos, por construção, que a matriz H é 
composta pela forma ca11Ônica de Jordan do sistema de ordem reduzida. 
No caso de poliedros simétricos do tipo S(F,,1m) ou S(f},1,), a fim _de que seja 
satisfeita a segunda relação de invariância positiva, devemos satisfazer a condição espectral 
(323) ou (3.3õ). 
Para poliedros dissimétricos, esta condição espectral é um pouco diferente 'e pode ser 
obtida a partir da segunda relação de invariância positiva. Consideremos primeiramente o caso 
em que r É m. Para isto consideremos, sem perda de generalidade, uma matriz H com um par 
de autovalores complexos conjugados e um autovalor real: 
Hz' Ui 0 
-al; ;4,- 0 
0 o À,-+2 
Assim temos que: 
_
‹ 
Á /1,; 
|0,'| 0 A O O H+= 0 ,ii 0 , H-= |‹›,-| 0 0
+ 00z\,-'2 000 f 
e a segunda relação de invariãncia positiva é dada por: 
/ii lail O 0 O (uma.:z:)i 
O /Ífi 0 Igil 0 (uma:z:)i+Í 
(umax)i+2 . 
_ 
0 0 (uminlí
S 
(umín)i+1 
i+ umin)i+2 
QÊT 
‹:› 
oo
o >‹ 
coa; 
tú 
<:o`5c> ©1~T§¢› 
>z 
ooooo 
IO 
líí_-1-;__-_í-I 
P_*~ 
/-\ 
lií~ 
f~ 
‹:›o<:c>oc›
59 
donde devemos ter que: 
z».~‹u,m).~+|‹fz|‹um,,)z+1so =› -:‹z.›¡(-'fz-f**-)")l_* 
g ‹;3.õz›,;› 
~ - ' "(Umz°n)z' 
f , Ílí(uma:|:)i+1+iUi|(umin)iso í> _i0-¡i%__í_ Í`3.54,| 
(uma:v)i+l 
/1é(umzwz)é+|Ué|(umé«z)i+1SO ==> -|a¿|~ (3.55) 
,»z(zz,,,,»,,›,~+1+|‹›.~¡(zzW).- 5 0 =› -|‹zz¡-(fiffl «;â.õõ;› 
(umin)i+1 › 
À.-¬Lz(um¢z).-+2 5 0 V(3.õ7) 
Ài+2(umin)i-Í-2 É 0 
Podemos então, formular a seguinte condição espectral genérica para autovalores complexos: 
. < _ max l_(|0|'!Uma1~2íj¡i |0i““min!í /L' _ ('|lma::)í , (Uinàz)í+i , 
e para autovalores reais, como no caso simétrico, temos que: 
z\,~+z É O (3.60) 
A partir da escolha dos autovalores para o sistema reduzido respeitando as condições 
genéricas (3.59) e (3.60), o procedimento para o cálculo de uma F, tal que S'(F,, um”, um,-TL) seja 
positivamente invariante em relação ao sistema (33) é idêntico ao desenvolvido para poliedros 
simétricos. 
Analisemos agora o caso 1' > m. A fim de ilustrar a metodologia de análise, suponliamos 
que a matriz E possui um par de autovalores complexos e um autovalor real, com (r ~ m) = 1: 
, 
- 
. . 
_ 
/1: Ui mi Ê= -0.' Hz' M2 00À,‹ 
temos entao que:
_ 
/L; |0','| ml Ú Ú Ú E+: 0 Hz' 0 , ff: |0'z'l Ú lmzl 
Ú 0 /\,' 0 Ú 0 
a segunda relação de invariância positiva fica: 
/M |0¡| mi 0 0 
p 
0 (Umzzz)_z' 
0 Hz' 0 |°'‹'| 0 lmzl (Umàz)z'+1 
O 0 /\¡'+2 O 0 O (Uma¿,,),'.{.2 < 
0 0 0 /1; |Uz'| m1 (ílmz'n)z' " 
+2 ( 
m2' O pi O (umin)i-li-Í 
0 z' ílmz'›z)z'+2
É 
OO 
Cí O © >f 
|___.í_.í_J 
ri-_-i-É 
OOOOOCD
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logo, as seguintes condições devem ser satisfeitas: 
Í¿i(umax)i 'l' I0'iI(umaa:)i-i-1 + ImÍi(umax)i+2 S 
/1z'(Umzzz)z'+1 + |0¡|(Umz'ú)¡ + |m2l(Íim¡n)z'+2 É 0 (3.62) 
Hz'(Umz'n)z' + ÍUz'|(Umz'n)z'+1 + |m1|(l¿mz'n)â+2 É 0 113.63) 
lu'i(umin)i+1 + laiuumaxli + l7n2l(uma:c)i+2 É 
Ài+2(uma:v)i-1-2 S 0 
/\¿+2(Umz'n)z'+2 É' 0 (3.66:I 
Podemos então, formular a seguinte condição espectral genérica para autovalores complexos: 
M. 5 _maX (357) 
I all mm); 
i 
|m'|§umô»)¡i' 0 u 
(Uni-ax)Í+1 
2, 
~|‹1ú|'¶um¡ú1¡¿' Im iltuménlói' 
‹zÍ.ÍÍ~..›Í 
2» .(3-69) 
Ivalitumàz1ú+'|m2|§um.zz]`¡ié) (310) (um¡»)¿+1 
e para autovalores reais, como no caso simétrico, temos que: 
z\,-+2 Ê O (3.71) 
Neste exemplo foi assumido m1 > 0 e mz < 0. Cabe ressaltar, que dependendo do 
valor de (r - m) e do sinal dos escolhidos m,-”s, obtém-se condições espectrais semelhantes às 
vistas acima a título de exemplificação do procedimento. 
Como no casor É m, a partir da escolha de autovalores que respeitem as condições 
espectrais, o procedimento para o cálculo de FT tal que S(.7",,um,,,,,um,~n) seja positivamente 
invariante em relação à (3.3), segue como o visto para poliedros simétricos. 
Observação 3.2 No caso de sistemas discretos no tempo, a partir da segunda relação de 
invariância dada pela observação (LI), temos a seguinte relação espectral [5] para poliedros 
simétricos.' 
Í/lei + |0z'l S1 . 
Esta relação, similarmente ao caso contínuo, deve ser satisfeita na escolha dos aatovalores do 
sistema reduzido. 
Para poliedros dissimétricos, as condições espectrais são obtidas analogamente ao caso 
contínuo, considerando~se a segunda relação de invariância positiva vista na observação 1.1. 
Obtidas as condições espectrais, a metodologia para a resolução do problema para 0 caso discreto 
é idêntica à vista para o caso contínuo [29].
_
_ 
01 
3.6 Exemplos 
Exemplo 3.1 Seja 0 sistema descrito pelas seguintes matrizes: 
A_ 0.0482 -1.01 0.0024 -4.0208 _-B_ 3.0447 -7.5922 
0.1002 0.2855 -0.707 71.3229 ' 
_ -5.52 4.99 
-0.0366 0.0271 0.0188 -0.4555} |0.4422 0.1761 
0 0 1 0 0 0 
Deseja-se encontrar uma matriz de realimentação F tal que: as restrições simétricas 
do tipo (3.20) sejam respeitadas, o sistema em malha fechada seja estável. 
Solução 
Fazendo uma transformação de Schur na matriz A, obtemos a matriz Q cujas colunas
A formam uma base ortonormal para o espaço de estados X = ÉR4. 
0.8329 0.4360 -0.6246 ¢0.5558 
Q__ -0.9278 0.2824 -0.2829 ~0.0724 
-0.0534 -0.8935 -0.0902 -0.1997 
0.1599 0.4992 -0.2814 0.8037 
As matrizes do sistema na base dada pelas colunas de Q ficam: 
-0.3340 1.8471 -1.3044 2.8270' -2.8894 6.8358 
A _ 0 -1.9809 0.0998 -1.53õ3J _ B _[ 
4.8719 -5.5280 
_ 
Q" 0 0 -0.1898 0.3168 1 Q" 2.8371 -1.7857 
0 0 -0.7278 0.7510 -1.5572 1.4480 
Os autovalores de A são: z\1 = -1.9809, Àz = -0.3340, z\;›, = 0.2806 +j0.0954 e 
À4 = 0.2806 - j0.0954. A fim de solucionar o problema proposto, vamos posicionar em malha 
fechada À3 = -1.5 e À4 = -0.5, mantendo-se À1 e z\2 como em malha aberta. 
A partir das matrizes acima formamos 0 seguinte sistema reduzido: 
._ -0.1898 0.3108 'z +2 2.8371 -1.7857 u “_ -0.7273 0.7510 ' -1.5572 1.4480 
Temos 1" = m = 2. Vamos então, de acordo com a proposição (3.1), calcular F, que 
coloque os pólos do sistema reduzido em -1.5 e -0.5 e ao mesmo tempo garanta a invariância 
positiva de S(F,,1m). Para tanto, vamos utilizar o método proposto para O caso 7: É m. 
Devemos escolher então a matriz de direções de entrada como identidade: - 
‹ .. 10` 
W»~=l‹›1l
462 
I 1 »"' 
z”, 
_ /zzzzz I/z 
0 Zrl 
-1 
V 
-'5 0 š 
Figura 3.2: Trajetória do sistema reduzido e o poliedro S(F,,1m) 0 
O Í 1 . 1 . 1 
U1 -0.5 U2 0.5 Í\ 
'10 š 10 15 00 š `Í0 15 
as 
~ 
ts)
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Figura 3.3: Resposta temporal do sinal de controle 
Calculando os autovetores do sistema reduzido em malha fechada pela equação *ur = (ATI, - 
A,)"1B,w, obtemos a matriz 
V _ -2.1630 4.3535 T --0.ÚÚ73 1.3734 
Sendo Fr = Í/V,V,.`1 e F' = [0(,,_,.),,.m I F,]QT obtemos: 
F _ -0.4672 1.4800 F_ -0.5312 0.0016 0.6181 1.3217 '" -0.0025 0.7300 * " -0.4075 -0.0527 0.1487 0.5922 
Pelo método proposto: 
L 
p _
V 
-1.5 0 0 H _ 
i 0 -0.5 
A trajetória do sistema a partir da condição inicial projetada z,(0) = [6.5171 1.3806 lT› 
bem como o poliedro S(F,,1m) são mostrados na figura (32). As componentes do sinal de 
controle são mostradas na figura (3.3). Nota-se que tanto ui quanto uz não violam os limites 
impostos pelas restrições. A trajetória do sinal de controle e o poliedro Q no espaço de controle 
são vistos na figura (3.4).
)
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Figura 3.4: Trajetória do sinal de controle e o poliedro Q 
No cálculo de F, feito acima, o autovetor -1.5 foi associado à direção de entrada [1 0]T 
e o autovalor -0.5 à direção [0 1]T. Vamos analisar agora (de acordo com a seção 1.4), o que 
ocorre se fizermos a outra combinação possível, ou seja, -0.5 associado à. [1 0]T e -1.5 à [0 1]: 
Wr_ 10 _V_ -6.5362 1.4084 ' 0 1 ' ' -2.5550 -0.1883 
F _ -0.0390 -0.2917 F_ 0.1865 0.0302 -0.0313 -0.2234
' 
'_ 0.5291 -1.3536 ” 0.4218 -0.0253 -0.6355 ~1.2368 
-0.5 o « H"i 0-1.5] ' - 
Neste caso observa-se que o poliedro S(F,, 1m) apresenta uma àrea maior (como pode ser visto 
na figura (3.5)). . 
De fato, o determinante de V, neste último caso é maior. Como foi visto, isto con- 
fere uma maior área ao domínio S (F,, 1m) e também garante 'uma maior insensibilidade dos 
autovalores posicionados com respeito à variações paramétricas. 
El 
Exemplo 3.2 Seja o sistema descrito pelas seguintes matrizes:
V 
-2.4838 1.6126 0.0653 -0.0680 0.5890 0.0920 
3.3586 39.2484 53.1112 44.7186 0.9304 0.6539 
-3.3805 -8.6200 -11.3694 9.8250 
i ' 
0.6868 0.5269 
A = _ _ ; B = 
0.9044 -35.1344 -49.5690 41.6791 0.8462 0.4160 
Deseja-se encontrar uma matriz de realirnentação F tal que: as restrições (3.20) sejam 
respeitadas, o sistema em malha fechada seja estável
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Figura 3.5: Comparação do tamanho dos poliedros S(F,,1m) 
Solução: 
'
» 
Podemos utilizar a seguinte matriz ortonormal para colocar o sistema em uma forma 
triangular superior (Transformaçao de Schur): 
0.2221 -0.8442 0.4879 0.0081' 
Q__ 0.0477 -0.4089 -0.7190 -0.5588 
0.0884 0.3440 0.2913 -0.5082 
0.6888 -0.0434 -0.3980 0.6040 
As matrizes do sistema na base dada pelas colunas de Q ficam: 
- 0 -4.5001 2 2672 9.9661 0.5372 0.2755 
0 0 1.5001 3.0686 0.1552 0.2155 
-9.9998 -7.9147 -6.7059 108.5266 1.4040 0.8581 
0 0 0 -0.2003 -0.3412 -0.1675 
Os autovalores de A são: À1 = -9.9998, z\z = -4.5001, À3 = -0.2003 e À4 = 1.5001. 
Assumindo-se também que deseja-se uma melhoria na dinâmica do sistema, escolhamos os 
autovalores para 0 sistema em malha fechada como À2 = -6, À3 = -3, ×\4 = -2, mantendo À1 
como em malha aberta. '
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A partir das matrizes acima obtém-se o seguinte sistema reduzido: 
-4.5091 2.2672 9.9661 
' 
~0.5372 -0.2755 
z',= o 1.5001 3.0636 z,+ ~o.15õ2 0.2155 U 
0 . 0'-0.2003 '-0.3412 -0.1675 
Estamos diante de um problema em que 7' > m. Assim, para resolver o problema, 
devemos determinar uma matriz fr, tal que o poliedro .5'(fÍ,, 1m) seja positivamente invariante 
em relação a este sistema utilizando para isto o resultado da proposição (3.3). 1 
Para determinar F, vamos escolher M = [1 1]T. Com isto obtém-se: 
1 O 025 -0.0276 0.0797 0.2385 W, = 
Í O 1 
' 
IJ ;V,= -0.0034 -0.0887 -0.1736 0.0588 0.0598 0.1405 
F_ -1.7105 9.7637 16.7539 f" -9.9123 -24.2717 -6.0433 
H: 0 -3 ;.7:, = -9.9123 -24.2717 .-6.04 3 
- 10.5205 13.3102 5.7056 
-6 0 -1.7105 9.7637 16.7539 '
8 
0 0 
l\'J*~›-^ 
mí.: 
‹--'*-¬ 
Utilizando a equação .77 = 
[ É l 
= .EQTT temos: ~ 
F_ 6.3428 -15.6919 -7.2648 6.3013 _
-3.5229 24.9063 -7.0427 6.4509 
E=[_2.3411 -17.0721 4.2539 -2.3153] 
O comportamento temporal das variáveis do sistema reduzido é mostrado para a 
condição inicial projetada z,(0) = [--0.2731 0.1694 - 0.0669]T nas figuras (3.6) (3.7). Na 
(3.8) tem-se a resposta temporal do sinal de controle. A trajetória do sinal de controle e 0 
respeito às restrições no espaço de controle pode ser acompanhado na figura (3.9).
O | | 0.2 1 ' 
0.15 
1 
-0.1 
Zr U2 0.1 
'02 0.05 
_ | | 
1 
*-' ' ' 
030 2 4 ó 8 0 2 4 ó 8 
t(s) *(5) 
Figura. 3.6: Resposta temporal do Sistema Reduzido 
O z 
-0.02 
zr3 
-0.04 
-0.06 
'(1080 i À 6 8 
*(5) 
Figura 3.7: Resposta temporal do Sistema Reduzido 
1 | I I O Í | | 
U1 0.5 U2 -0.5 
O Í, 
0 5 ' ' ' 1 ' ' ' 
O 2 4 6 8 O 2 4 6 8 
t(s) t(s) 
Figura 3.8: Resposta temporal do sinal de controle
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Figura 3.9: O poliedro Q e a trajetória de controle 
3.7 Conclusao 
O poliedro S' (F, um”, um,-n) é não limitado na direção do subespaço Vo Ê /Cer F, deli- 
mitando uma região no espaço de estados que toma a forma de um ”hipertubo”. A projeção 
de S (F, u,,,a,,, um,~,,) em V, ao longo de V0 determina um poliedro S'(F,, amar, um,-n) que é equi- 
valente ao corte tranversal do ”hipertubo”, segu11do o subespaço VT. Logo , se S'(F, um”, um,-n) 
é um poliedro positivamente invariante em relação ao sistema total em malha fechada temos, 
equivalentemente, que a invariãncia positiva de S'(F,,u,,m,,,u,,,¿,,) em relação ao sistema redu- 
zido em malha fechada é garantida. Dessa maneira, é possível solucionarmos o PRRVC para o 
sistema total a partir da solução de um PRRVC para 0 sistema de ordem reduzida. Formulou~ 
se então, um algoritmo genérico para a resolução do PRRVC utilizando um sistema de ordem 
reduzida. 
A seguir, estudou-se a solução do PRRVC, incorporando ao passo 2 do algoritmo o 
calculo de F, pela abordagem de posicionamento parcial de autoestrutura proposta em [14]. 
A partir da escolha apropriada da autoestrutura do sistema reduzido encontra-se um par de 
matrizes (H, F,) para as quais as relações de invariância positiva são satisfeitas. A fim de 
mostrar a metodologia utilizou-se um desenvolvimento considerando-se as restrições sobre o 
vetor de controle simétricas e normalizadas. Foram então analisados dois casos. No primeiro, 
temos o número de autovalores a serem posicionados (ordem do sistema reduzido) menor ou 
igual ao número de entradas de controle. Neste caso, garante-se a invariãncia positiva de um 
poliedro S(F,,1m) em relação ao sistema reduzido e, equivalentemente, a invariãncia positiva 
do poliedro dado por S(F,1,,,); a matriz H correspondente é do tipo bloco diagonal, sendo 
seus elementos dados pelos autovalores escolhidos para 0 sistema reduzido em malha fechada 
(forma canônica real de Jordan). No segundo caso, em que temos o número de pólos a serem 
posicionados maior que o número de entradas de controle, garante-se a invariãncia positiva de
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um poliedro S'(.7~',,1m) contido em S(F,, Im) e que corresponde a um poliedro positivamente 
invariante S(.7-_, Im) em relação ao sistema original. Este poliedro contém (n -m) pares de faces 
paralelas determinadas pelas linhas da matriz F . A matriz H obtida neste caso, é triangular 
superior, tendo em sua diagonal principal os autovalores do sistema reduzido em malha fechada. 
O poliedro S'(F,u,,,,,,,, u,,,¿,,) pode ser considerado como um domínio de estados iniciais 
admissíveis. No entanto, é importante que este poliedro também englobe o domínio de condições 
iniciais pré estabelecido na formulaçao do problema. Baseado na escolha da autoestrutura do 
sistema reduzido, pode-se variar o tamanho e a forma de S(F,, um”, um,-,,) e conseqüentemente 
de S(F, u,,m_.,,, um,~,,). Em particular, se esta escolha é feita no sentido de tornar os ângulos entre 
os autovetores do sistema reduzido o mais próximo possível de 90°, tem-se que o volume do 
poliedro S (F, 1m) (ou S(.7~`,1m)) é maximizado. Assim, é possível maximizar a região de estados 
iniciais para os quais o sistema é levado assintoticamente para a origem sem a saturação do 
sinal de controle. Ao mesmo tempo, consegue-se uma maior insensibilidade dos autovalores do 
sistema com relação a variações paramétricas. 
A vantagem de trabalharmos com o sistema de ordem reduzida fica evidente quando 
a ordem do sistema é elevada e temos poucos pólos instáveis e de dinâmica não satisfatória 
em malha aberta. No cálculo da matriz de realimentação de estados pelo método de Moore 
a matriz de autovetores a ser invertida será da ordem do sistemavreduzido. Se utilizamos 
uma base ortonormal para colocar 0 sistema na forma em que se possibilita a extração do 
sistema reduzido, não necessitamos de inversão matricial na transformação de similaridade, 
e os autovalores do sistema são obtidos de uma forma numericamente mais robusta. Neste 
caso, fica clara a minimização problemas computacionais com a utilização da metodologia de 
posicionamento parcial de autoestrutura a partir de urna decomposição de Schur (utilização de 
base ortonormal). 
No próximo capítulo será abordada a resolução do problema de controle sob restrições 
por algorimos de otimização através da utilização direta de um sistema de ordem reduzida.
Capítulo 4 
_ ,_ `
. 
Resolução do PRRVC Utilizando um 
Sistema de Ordem Reduzida e 
Técnicas de Otimização 
4.1 Introdução 
Seguindo a. abordagem de tornar o poliedro S' (F, u,,,,,,,,u,,,¿,,) positivamente invariante 
em relaçao ao sistema em malha fechada, serao estudados neste capitulo metodos que solucio- 
nam o PRRVC a partir da sua formulação como um problema de otimização. Nas metodologias 
a serem apresentadas, a função custo é escolhida linear e está associada a velocidade de con- 
vergência do sistema para a origem. As relações de invariãncia positiva e de inclusão do domínio 
de estados iniciais, Do, em S (F, uma,,,um,~,,) são consideradas como restrições do problema de 
otimização.
' 
Dada a necessidade da (A + BF)-invariância do ÍCer F, com o intuito de satisfazer 
a primeira relação de invariância positiva, tem-se que a solução do problema de otimização, 
quando ela existe, leva a uma matriz F que posiciona parcialmente a autoestrutura do sistema. 
Neste caso, os autovalores associados ã (X/Ker F) são alocados de modo a apresentarem as 
menores constantes de tempo possível, implicando em uma maior rapidez da resposta dinâmica 
do controle. .
p 
Nos trabalhos que propõem este tipo de metodologia [4] [9] [31], a formulação do 
problema de otimização é feita para o sistema como um todo. Baseando-se na proposição 3.1 
apresentada no capítulo anterior, iremos neste capítulo, reformular os algoritmos apresentados 
nestes trabalhos. Estas reformulações serão no sentido da utilização de um sistema de ordem 
reduzida, a fim de executar o passo 2 do algoritmo proposto no capítulo anterior para a resolução 
do PRRVC. Será visto então, que este novo tipo de formulação trará algumas vantagens na
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resolução do problema. 
Na seção 4.1 será vista a abordagem por programação não linear, e na seção 4.2 a 
abordagem por programação linear. Nos dois casos serão apresentados, primeiramente, a me- 
todologia original (para o sistema como um todo) e, em seguida, a formulação utilizando o 
sistema de ordem reduzida. . 
4.2 Abordagem por Programação não Linear 
Esta abordagem para a resolução do PRRVC é sugerida por Bitsoris e Vassilaki, em 
[9], para o caso discreto. Consiste basicamente em resolver um problema de programação não 
linear no qual procura-se maximizar a velocidade de convergência dos estados do sistema em 
relação ã origem. As restrições do programa não linear (PNL) são dadas então, pelas equações 
de invariãncia positiva, uma relação de inclusão do conjunto de estados iniciais pré estabelecidos 
em S' (F, umax, umén) 6 a necessidade de que os autovalores do sistema em malha fechada sejam 
estáveis. 
Esta é uma abordagem bastante intuitiva e simples do ponto de vista da formulação 
matemática. Entretanto, sua implementação numérica não é trivial. Em geral, os algoritmos 
para a resolução de programas não-lineares são de implementação complexa e muitas vezes a 
convergência numérica dos mesmos não é garantida, estando esta, muitas vezes, vinculada a 
escolha de uma condição inicial adequada para a busca iterativa da solução [37]. Aliado a este 
fato, surge mais um problema: equacionar algebricamente a restrição para o PNL de que os 
autovalores em malha fechada devem estar contidos em uma região do plano complexo que 
garanta a estabilidade do sistema em malha fechada. Aparentemente, não é possível obter um 
relacionamento matemático capaz de representar esta restrição no PNL. Assim, após o cálculo 
de F pelo PNL, se faz mister um teste de estabilidade do sistema em malha fechada. 
Nesta seçao, será visto como é possível, através de um sistema de ordem reduzida, 
suplantar algumas das desvantagens e problemas associados a esta abordagem. Para isto utili- 
zaremos o caso discreto para a apresentação inicial do problema, ficando a formulaçao do caso 
contínuo para um segundo momento. 
4.2.1 Formulação do Problema para 0 Sistema como um Todo 
Consideremos o seguinte sistema linear multivariável discreto: 
z(1z+ 1) z Az(1z)+Bzz(iz), (4.1)
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sendo A : ÉR" -+ ÉR", B : W” -› ÊR", :c(k) E ÊR" e E §R"`°. (Á,B) é suposto ser estalailizável. 
O vetor de controle é sujeito às seguintes restrições: 
"` umin É É umas: 
com (u,,,,-,,),- 2 0 e (u,,,a,,),- 2 0 ,i=1,...,m. _ 
Seja uma lei de controle do tipo realimentação de estados: 
u(k) = F:r(k) 
j 
('4.3) 
com F : §R'" -› ÊR", tal que o sistema em malha fechada é então descrito por: 
:r(k +1) = A0x(k) 4 (4.4) 
ondeA0=A+BF. 
i
, 
As restrições sobre o vetor de controle definem então o seguinte poliedro no espaço de 
estados:
V 
S(F,um¡n,u,,,a,,) = { :c E §R" : -umm É Fx É u,-má, } (4.5) 
Considerando um conjunto de estados iniciais admissíveis definido pelo poliedro fe- 
chado: 
_ j
' 
D0(K,w) = cr E gi" : Ka: É w e (4.6) 
com K E §Rq*'” e ranÍc(K) = n, a resolução para o PRRVC pode então, ser obtida pelo cálculo 
de uma matriz de realimentação de estados, F, tal que: 
1' D0(I‹a Ê umin›uma:z:) . 
2. S'(F,u,,,¿,,, umax) seja positivamente em relação ao sistema (4.4). 
3. Os autovalores da matriz (A + BF) sejam estáveis. 
Uma condição algébrica que garante a relação de inclusão dada no item 1 é fornecida 
pela proposição seguinte, que utiliza um resultado fundamental da programação linear [9] [11] 
[4s].
' 
Proposição 4.1 : Os poliedros D0(K, w) e S(F,u,m-mamar) satisfazem a relação 
DO(I\,›w) .Ç umimumax) 
se e somente se V 
-umgn Fp(¡) É 1'.Lma¢ , = l,...,hv. 
onde pm são os vértices do poliedro fechado D0(K,w).
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A fim de obter a solução para o problema, pode-se então formular o seguinte programa 
não linear (PNL):
' 
Min J(F,H*,H`) = e 
sujeito az 
FA+FBF=(H+-H~fi¬ (ln 
II-*_ H- umin 
i 
umin ~ 
[H_ H+ j [Urnaxj É 
6 
[ amam] 
_ umin É S umaz: › = ia ' ' ° anv- 
H+z0, H-20,620 (4.10) 
onde as incógnitas são os elementos das matrizes F e H. Além disso, deve-se ter que a matriz 
F encontrada satisfaça: _ 
¡«A+BFn<1 nim 
Observando o PNL, nota-se que a equação (4.7) corresponde a primeira relação de 
invariância positiva para o poliedro S(F,u,m-n,'‹ima,,). Como já foi visto no capítulo 1, esta. 
equação é equivalente a (A + BF )-ínvariáncia do /Car F e a um posicionamento parcial de 
autoestrutura. Assim, se houver uma solução para o PNL, a matriz F obtida necessariamente 
produzirá um posicionamento parcial da autoestrutura do sistema (4.1). 
A segunda relação de invariância positiva, expressa em (4.8), garante que os autovalores 
de H estejam contidos dentro de um círculo no plano complexo, cujo raio é igual a e (vide 
observação 1.1). Diz-se então que o mio espectral [19] de H é menor que e (g(H) < e). Assim, 
se 6 < 1,- temos a garantia de que os autovalores de H são estáveis e, conseqüentemente, os 
autovalores de A que forem alterados pelo posicionamento parcial de autoestrutura são estáveis. 
Entretanto, nada podemos afirmar quanto aos autovalores que permanecerão inalterados. Se 
A possuir autovalores instáveis, existe a possibilidade de que um dos autovalores em malha 
aberta que será mantido em malha fechada pela lei u = F ar, seja instável. Este fato ocorre 
por não haver meios de escrever a relação (4.l1) como relações algébricas entre as variáveis do 
PNL. Desse modo, toda a solução F obtida pelo PNL deve ser testada no sentido de verificar 
a satisfação de (4.11). 
Será visto a seguir como este problema pode ser superado pela utilização explícita de 
um sistema de ordem reduzida.
p 
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4.2.2 Formulação do Problema para o Sistema de Ordem Reduzida 
Hipótese 4.1 : Consideremos que a matriz Á possui r S m autovalores instáveis ou cuja 
dinâmica deseje-se modificar. Associemos estes (r) autovalores a um subespaço V, e os outros 
(n - r) a um subespaço Vo Ê ÍCer F. Dessa maneira, todos os autovalores de A a serem 
modificados ou instáveis serão necessariamente os autovalores da matriz A, do sistema reduzido 
em malha aberta: 
z,(/‹ +1) = À,z.(1z) + B,.zi(1é) (412) 
El 
Foi considerado por hipótese que r Ê m. Assim, teremos no mínimo (m - r) colunas 
linearmente dependentes em B,. Assumamos agora que posto(B,) == r e escolhamos (r) colu- 
nas linearmente independentes em Br. Estamos assim escolhendo (r) entradas para controlar 
efetivamente o sistema. As outras (n - r) entradas serao inativas (valor zero). 
Sem perda de generalidade, consideramos que posto(B,) = r e que as (r) primeiras 
colunas de B, sejam linearmente independentes. Podemos notar: _ 
B, =[1-3,1 
i 
13,2] (413) 
com BT1 E §R'*', BT2 E §R"'("`°") e posto(B,1) = r.
l 
Seja agora: , 
` Fri 
:W 
F, = 4.14 
i O(m-r)=~‹r 
( ) 
Uma F, dada por (414), corresponde à não utilização das últimas (m - r) entradas de 
controle.
r 
O sistema reduzido em malha fechada pode ser escrito como: 
á,(k +1) = (Ar_+ B,1F,¡)z,(k) (4.15) 
Observação 4.1 : No caso de nao termos ou não' escolhermos as (r) colunas linearmente 
independentes como as (r) primeiras colunas de BT, a matriz F, terá linhas de zeros corres- 
pondentes as colunas de B, que não serão utilizadas (entradas inativas). Neste caso, a matriz 
BT, será composta pelas (r) colunas escolhidas e a matriz Fr, será montada com as linhas não 
nulas de F,. Por outro lado, cabe ressaltar que podemos fazer um reordenamento das entradas 
de controle e, conseqüentemente, termos sempre as (r) primeiras colunas de B, linearmente 
independentes.
j 
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Consideremos as restrições sobre o vetor de controle (4.2). «Podemos e_screver: 
__ uminl umaxl 
i umin2 j 
S 
i 
É umax2 j
A 
onde u1(Íc) E §R' e uz(k) E §R'”"'. V 
Consideremos a partição de B, feita em (4.13) sem perda de generalidade conforme a 
observação (4.1). Como não vamos utilizar as (m - r) últimas entradas do vetor de controle, fa- 
remos uz(k) = 0. Portanto, uma parte das restrições é automaticamente satisfeita e precisamos 
satisfazer apenas: ~ 
- umzm S u1(k) S U,-mi (4.17) 
A matriz F para o sistema na base original é então dada por: 
0 ._ F QT F : r›v‹(n r) rl 
] [ 
0 
:I i 0(m-r)›o‹(n-'r) 0(in-r)›‹‹r 
( ) 
Seja agora uma matriz P, de dimensão apropriada, cujas colunas são os vértices do 
poliedro DQ(K, w). Projetando os vértices de D0(K,w) no subespaço VT, obtém-se a matriz 
P, -Ê QÍP. 
Pela proposição 4.1, a condição D0(K, w) Ç_ S(F, um,-,,, um,,,,)_ é equivalente a: 
- uma S Fm) É Uzmzz (4-19) 
mas, como F = F,Qf e P, Ê QÍP tem-se: 
_ Ufminl É Fr1Í7r(j) É umaxl 
Logo, a relação (4.19) é equivalente a relação (420) e pode~se concluir que D0(K, w) Q 
S(F, u,,,,~,,, umzzz), Se e somente se a projeção dos vértices do poliedro D0(K, w) em V, ao 
longo de V0, estarão contidos no poliedro S(F,1,um¿n1,umax1), ou equivalentemente, temos que 
D0,(K,w) Q S(F,1,um¿,,1,um,,¡), sendo D0,.(K,w) a projeção de D0(K, w) em Vr. 
Assim sendo, a resolução de nosso problema se resume a encontrar um poliedro 
S(F,1, um,~,,1,um,w1) positivamente invariante em relação ao sistema reduzido em malha fechada 
dado por (4.15), tal que este seja estávele D0,(I\',w) Ç S'(FT1, ummi, Umazl). possível então, 
reformular-se 0 programa não linear visto na seção anterior utilizando o sistema de ordem 
reduzida(PNLR) para: 
A
` 
Min J(F,,,H,+,H;) = z 
sujeito à.:
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F,1Á, + F,1B,11‹¬,›1 z (_H,,+ _ H.,-)F,1 (421)
` 
“mini urninl 
ç
i 
i 1 Ufmaxi 
S umaxl 
_ Ufminl É Frlpr(j) É uniaxi 
HÍ20, HIZO, õ2_0 (424) 
onde as incógnitas são os elementos das matrizes F,1 e HT 
Observação 4.2 : Notemos que a 'relação HF, = F,(Á, -I-B,F,), no caso em que r S m, pode 
ser escrita como: 
[ 
Hr 0r*(m-r) 
1 [ 
Frl 
1 
_ 
[ 
Frl 
1 [ 
Ao A2
} 0(m-r)*'r T 0(m--r)››‹n 0(m-r)»‹n 0r*(m-r) Ar 
onde T e' uma matriz qualquer. Equivalentemente, devemos ter: V 
HrFr1= FTÍ(Ar 'i" -'Brl-FH) 
Assim, a(H,) = a(A, + B,1F,1) Q a(H). 
' 
1:1 
Baseado na resolução deste programa não-linear, a seguinte proposição fornece uma 
condição suficiente para a resolução do PRRVC. 
Proposição 4.2 : Se o PNL tem solução ótima Irlf, F,*1, tal que 6* < 1. Então qualquer 
que seja a condição inicial pertencente a D0(K,w) temos que o vetor de estados do sistema 
(z,{.z{) será conduzido assintoticamente a origem, respeitando as restrições impostas ao vetor de 
controle (42) sem a saturação do mesmo.
i
~ Demonstraçao: › 
À solução ótima obtida (Hj, F,Í^1,e < 1) é tal que: 
1. A satisfação das equações (421) e (422) garantem a invariância positiva de S(F,¡,um¿n1,uma,,¡ 
em relação à (4.15). Logo, pela proposição (3.1) e a observação 4.2 tem-se que S'(F, umin ,amar 
é poliedro positivamente invariante de (4.4). 
' 
'
. 
2. Tem-se que os autovalores de H, estão contidos dentro de um círculo de raio 6 (vide 
observação 1.1). Como o(H,) =' o(/il, + B,1Fr¡), se e < 1, temos que os autovalores do 
sistema de ordem reduzida em malha fechada são estáveis.
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3. Pela satisfação da relação (423), a projeção ao longo de V0, de todos os vértices de 
D0(K, w) em V, está contida S(F,1, um,-,,1, amam) e, portanto,D0(K, w) Q S'(F, um,~,, ,um,,,,_ 
4. Os (11 - 1") pólos do sistema (4.1) que permaneceram inalterados pela aplicação de F = 
F,Qjf são estáveis por hipótese. Logo, pela satisfação da inequação (422), temos a ga- 
rantia de que todos autovalores de (Á + BF) são estáveis. 
Portanto, a partir das quatro observações acima, temos que Vaso E D0(K, w) a trajetória 
do sistema (4.4) será assintoticamente estável e haverá o respeito às restrições impostas sobre o 
vetor de controle, sem sua saturação. Na verdade isto é garantido Vcvo E 5'(F, um”, u,,,¿,,), pois 
S' (F, um”, um,-,,) é positivamente invariante em relação ao sistema (4.4). Ainda pode-se mostrar 
que a velocidade de convergência das variáveis de controle para a origem é maximizada., pois 
u(k +1) = Hu(Íc). 
A abordagem por programação não-linear utilizando um sistema de ordem reduzida 
apresenta então, como principal vantagem, a garantia de estabilidade do sistema (4.4) se uma 
solução (HI, Fƒl, 6* < 1) é encontrada. Além disso, a. formulação do PNL para o sistema 
reduzido é de menor dimensão que para o sistema total. Este fato representa uma vantagem 
do ponto de vista numérico, uma vez que o número de operações é reduzido. 
Como algoritmos para a resolução do programa não linear, podemos citar os métodos 
do gradiente reduzido e do gradiente projetado [37]. Á análise mais detalhada destes métodos 
e a verificação de qual deles melhor se adapta ao problema em questaõ foge ao objetivo deste 
trabalho. A título de ilustração da metodologia, será apresentado um exemplo de aplicação 
bastante simples. Em particular, neste caso é possível encontrar uma solução analítica aplicando 
o método do gradiente reduzido [37]. 
Exemplo 4.1 Seja o sistema discreto no .tempo (também utilizado em dado por (4.1) : 
~ 
A=lâ°‹fl › B=lâl 
e sujeito ã seguinte restrição no vetor de controlet 
~-1 5 u 3 1.5 
O conjunto de condições iniciais admissíveis é dado pelo poliedro D0(K,w) com: 
0 1` 'i' Kz -2 -1 ,wz 1 2-1 i. ,
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cujos vértices são dados 'pelas colunas da matriz 
1 -1 O , P _ 
i 1 1 
-1
i 
Fazendo-se uma decomposição de Schur na matriz Á obtemos a base ortonormal Q 
dada por: . 
Q _ -0.2952 0.9554 0.9554 0.2952 
as matrizes A e B na base dada pelas colunas de Q são descritas por: 
. -0.6180 1.5 . '~o.2952 AQ“i 0 1.ô1soi ' BQ'i 0.9554 i 
da onde isolamos o seguinte sistema reduzido: 
z,(1z +1) = 1.ô1soz,(iz)+ o.95õ4u(1¢) 
A projeção dos vértices de D0(K , w) no subespaço V, definido pela segunda coluna de Q, é 
dada pela matriz 
I
. 
P, = [i.2õo7 _ 0.6602 -. 0.2952] 
podemos então formular o seguinte programa não linear: 
Min 6 
sujeito à: 
F,1.618 + F,0.9554F, = H,F, 
H,+ H; 1.5 < 1.5 H; H: 1 - 6 1 
-15'1.2õo7F, 51.5 
-1 É -0.662F, S 1.5 
-1 É -0.2952F, § 1'.5 ' 
Resolvendo-se o programa não linear pelofimétodo do gradiente reduzido obtem~se: 
F; = -0.7995 H; = 0.8542 - z* = 0.8542 - 
A matriz F na base original é dada então por: 
F = [-0.7638 - 0.2360] 
Os autovalores de (À+BF) são então 0.8542 e -0.6180 Na figura (4.1) são mostrados os domínios 
D,,(G, w) e o poliedro S(F,u,,,,,,,,um,-,1). Na figura (4.2) tem-se a resposta dos estados à condiçao 
inicial a:(0) = [1 1]T e na figura (4.3) a resposta temporal do sinal de controle.
2 X2 . 
1.5
1 
0.5
0 
~0.5
1 
1.5 
S(F,'umax,umin) 
' 1 
_ 
DO
_ 
'Z-3 -'2 -'1 0 1 2 3 
Figura 4.1: Poliedros D0(K, w) e S(F, Umzzzflfimin) 6 3» t1`3‹j€Í¡ÓfÍfl dO Sistema 
1 1.5 
1 1 1 2 1 1 1 
0.5 
O 
' 
1 ---__' 1 0 1 1 , 1 
O 1 2 3 4 5 O 1 2 3 4 5 
t(s) t(s) 
Figura 4.2: Resposta temporal dos estados
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0 . . . 
“1 -0.5 
1 
' 
I I I › 
O 1_ 2 3 4 5 
*(5) 
Figura 4.3: Resposta temporal do controle
Ú 
Observação 4.3 (Caso Contínuo) : No caso do sistema ser contínuo no tempo, a veloci- 
dade de convergência do sistema reduzido é otimizada se os autovaldres são posicionados com 
suas partes reais o mais negativo possível. Assim, podemos introduzir uma variável cp a ser 
maximizada, na segunda relação de invariáncia positiva. O programa não linear reduzido e 
dado então por: 
Max J(l'¬,1,I1lÍ,I1l,") = go 
sujeito à: 
F`r1Ar + Fr1Br1Fr1 : _ 
í{+ Ê_ uminl 11' H H < - 4. 
|í il 
umaxl _ (p Í 11' ] ( 
_uminl É Fr1Í)r(j) S umaxi 
flífzø, Hfzo , «zu 
onde as incógnitas são os elementos das matrizes Frl e H, = Ê; - 
Assim, pela análise feita no capítulo 1, utilizando a norma logarítmica, tem-se que a 
relação (425), faz com que, se existe uma solução com go > O para o PNL, a parte real dos 
autovalores do sistema reduzido em malha fechada serão as mais negativas possiveis, fazendo 
assim com que a velocidade de convergência da trajetória do sistema reduzido e do sinal de 
controle para a origem sejam maximizadas.
r
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4.3 Abordagem por Programação Linear 
Pela na.tureza não-linear da primeira relação de invariãncia positiva, 
1~11‹¬ = 1‹¬(A + BF) 
pode~se, como apresentado na seção precedente, resolver o PRRVC a partir da formulação de 
um programa não linear. Os métodos envolvidos na resolução daquele tipo de problema são em 
geral complexos e muitas vezes de convergência não garantida. A fim de contornar este fato, 
é proposto por l-lennet e Beziat [31] um método que permite a formulação de um programa 
linear, o qual pode ser resovido pela aplicação de um algoritmo SIMPLEX [11][37][48]. Todavia, 
esta metodologia é válida apenas para o caso particular em que o posto de B é igual a n (B é 
quadrada e não singular), tornando sua aplicabilidade prática bastante restrita. 
Será mostrado nesta se ão como o al oritmo ›ro osto ode ser estendido ara casos7 
mais genéricos nos quais posto(B) = m < n. A solução neste caso passará, pela formulação de 
um programa linear para um sistema de ordem reduzida. 
4.3.1 Formulação para o Sistema como um Todo 
Utilizaremos aqui as mesmas hipóteses consideradas na seção precedente, ou seja: o 
sistema discreto e invariante no tempo dado por (4.1), as restrições sobre 0 sinal de controle 
(4.2),e um conjunto de condições iniciais D0(K, uø) como em (4.6). A aplicação de uma lei de 
controle do tipo de realimentaçao de estados (4.3) faz com que o sistema em malha fechada 
seja dado por (44). , 
Será. visto agora, uma proposição que fornece condições para que, a partir da construção 
de um poliedro S(G,um¿,,,um,,,,), positivamente invariante em relação ao sistema (44), seja 
possível a obtenção de outros poliedros positivamente invariantes em relação ã (44). 
Proposição 4.3 [31] : Seja S(G',um,-,,,u,,,,,,,), com G' E §R9*", um poliedro positivamente inva- 
riante (PPI) do sistema (44) e H G §R9*9 e' uma solução associada ao sistema: 
G(A + BF) z HG (426) 
Hp 5 p (427) 
com p -Ê 
j 1 
e É definido como na observação 1.1. Então qualquer poliedro S(Q, um-,,,uma, 
TTIÍTL 
e' também um PPI em relação ao sistema (44) sc: 
Q z AG ; A Q §R@*9 (428)
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AH z HA (429) 
Demonstração: 
G(/1 + BF) = HG' e AH = HA implica que Q(/1 + BF): HQ. Logo, sob a condição 
Êp É p, S(Q, um,-H, u,,,,,_$) é também positivamente invariante em relação ao sistema (4›.4). 
V U 
Assim, um controlador dado por = F:v(k), que faça S'(F, Umim Umzzz) P0SÍÍ¡ÍVãI11€11Í1€ 
invariante em relação ao sistema (44) pode ser contruído como segue: 
o Selecionar uma matriz G E §R""'" para a qual S(G,u,m-,,,uma,;) pode ser feito positiva- 
mente invariante por realimentação de estados. 
o Resolver 0 sistema:
p HG = G'(/l + BAG) 
H^A = AH (4.30) 
H /1 S P 
o Fazer F = AG. 
A seguir sera apresentada uma proposição que possibilitaráia formulação de um pro- 
grama linear para o PRRVC. 
Proposição 4.4 [31] Se m = n e posto(B) = 11, as condições abaixo garantem a in- 
variância positiva de S(F,um,w,u,m-n) em relação ao sistema controlado e a estabilidade 
assintótica deste último: 
B'1ABH = HB*/lB (431) 
F = HB* - B-1,4 (432) 
Hp < p (433) 
Demonstração: 
A partir das relações (4-.3l) e (432), podemos chegar a relação F(A + BF) = HF, 
pois: 
F(A_ + BF) = (H13'* - B-1A)BHB'1 (434) 
-.z H(HB-1 .- 13-14) (435) 
z HF (436)
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Assim, com a satisfação da inequação (433), temos que S(F, um,-,,, umax) é um conjunto 
positiva.mente invariante em relação a (4.4). 
Substituindo-se (432) na equação do sistema em malha fechada obtém-se: 
A0 = BHB”1 (437) 
e assim, as matrizes H e A0 são similares. Dessa forma, a estabilidade assintótica do sistema 
em malha fechada é equivalente à convergência para a origem da sequência de controle dada 
por: 
u(1z+1.) z 1‹¬(A+B1‹¬)z(1z) (438) 
z 1-1'11¬z-(lz) (439) 
z,,(1z+1) = Hu(1z) (440) 
A inequação (433) garante que todos os autovalores de H são assiiitoticamente estáveis. 
Como H é similar de (A + BF) temos a estabilidade assintótica do sistema em malha. fechada 
garantida. 
Cl 
Observa-se neste caso, que A = H - B'1/U3 e HA = AH. Logo, pela proposição 
4.3, a invariância positiva de .S`(I*¬,1L,,,ax,um,«,,) é equivalente a invariãncia positiva do poliedro 
S(B`1, u,,,¿,,, u,,,,,,,) relativamente ao modelo linear (4.4). 
A partir da proposição 4.4 e da proposição 4.1, que, como visto na seção precedente, 
fornece uma condição algébrica para a satisfação da relação de inclusão 
D0(K,w) Q S(F, um,~,,,u,,w,,) (4.41) 
podemos escrever que: 
_ umin É _ S umax 
ou 
Bfl1Ap(j) -- Umin É - IÍ_)B_1p(j) É B_1Áp(J') + Umax (4/13) 
com pm sendo 0 j-ésimo vértice de D0(I\', w), j = 1,. . . , nv, nv :número total de vértices. 
De posse da equação (443) e da proposição 4.4 podemos formular o seguinte programa 
linear (I): 
Min J(H+,H",e) = 6 
sujeito ã:
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Hp 5 zp (444) 
B-1/iB(1~1+ -H-) z (1r+ -H-)B-IAB (445) 
B`1Ap(¿) - u,,,,~,) Ê (I-1+ - I;Í`)B"1p(¿) É B"1Ap(¡) + um” (4./16) 
paraj=1,...,nv. 
O programa linear (I), acima formulado, é basicamente o mesmo proposto em [31]. 
Entretanto, na versão original, não era considerada a relação de inclusão (4/11). A relação 
(446), neste caso foi formulada a fim de satisfazer apenas -um,-n S Fíco É amam, sendo 1:0 uma 
condição inicial dada.. 
Uma condição suficiente para a resolução do PRRVC decorre. da seguinte proposição. 
Proposição 4.5 : Se 0 programa linear (D tem uma solução ótima (H+*,H`*,e*), com 
e* < 1, então o PRRVC' e' resolvido pela lei de controle.' 
= Fa:(k) (4.47) 
com F = (H+* -- H`*)B'1- B“1A 
Demonstração: 
As relações (4.44) e (4/15) com O É e 5 1 garantem a invariância positiva de S(F, amu, um,-H) 
e a estabilidade assintótica do sistema em malha fechada. A condição (4.46) garante: DO C 
S(F,umax,um,-n). 
É] 
A escolha de minimizar e permite uma otimização da velocidade de convergência do 
vetor de estados para a origem. Em efeito, sob a hipótese de que uma e uma, > 0, e p03t0(F) z 
n, considere-se a função Â(a2) definida positiva, como segue [4]: 
- F › F ,~ = max {max (448) 
1 (umin)i (uma:c)i 
cw) z o 
s. 
zõ 
É demosntrado em que: 
t 
¿($(t + 1)) 5 ¢c‹zz(1z)) max {mz,× z em-(1¢)) (449) 
Assim, se a solução ótima do programa linear é obtida corn c < 1, então a função ,C(x) descrita 
em (4.48) é uma função de Lyapunov para o sistema (4.4). De fato temos que: 
Ac(zz(1z)) z ¿(zz(1z + 1)) _ r(z(1z)) < o
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Iterando a equação (4.4-9) a partir de :v(0), obtém-se: 
C(n:(k)) Ê e'“L(:c(0)) 
Assim, minimizando 6 fica claro que estamos maximizando a velocidade de convergência do 
vetor de estados para a origem. 
Observemos também que, como posto(F) = n, Kev' F = 0, e a primeira relação de 
invariãncia positiva é equivalente a uma transformação de similaridade. Dessa maneira, estamos 
posicionando toda a autoestrutura do sistema (4.1). O subespaço V0, associado aos autovalores 
que devem ser mantidos inalterados para que a primeira relação de invariãncia positiva seja 
satisfeita é nulo. A segunda relação de invariãncia positiva garante que os autovalores de H e 
conseqüentemente de (A + B F ) estão todos contidos em um círculo de raio 6 (vide observação 
1.1). Assim, se 6 < 1, temos garantida a estabilidade assintótica do sistema em malha fechada 
(4/1) e quanto menor e, os autovalores estarão mais próximos a origem conferindo constantes 
de tempo mais rápidas ao sistema, aumentando assim, a velocidade de convergência do vetor 
de estados para a origem. 
4.3.2 Formulação do Problema para o Sistema de Ordem Reduzida 
Pode-se notar que a dimensao do programa linear (I) cresce enormemente com a ordem 
do sistema original (4.1). Torna-se interessante então, trabalharmos com um sistema de ordem 
reduzida. Sera visto que tratando o problema através do sistema reduzido, a limitação do 
método ao caso em que postÓ(B) = p0sto(A) = 11., pode ser substituída por p0sto(B,) = 
post0(BT1) = 1", onde 7' é a ordem do sistema reduzido. Esta condição é menos restritiva que a 
anterior, fato que confere uma aplicabilidade maior ao método. 
Consideremos novamente a hipótese 4.1 e BH como na seção 4.2.2. Pela aplicação de 
uma lei de realimentação de estados 
u1(k +1) = F,1z,(k) (4.50) 
o sistema de ordem reduzida em malha fechada é dado por 
z,(l<; +1) :(A, + B,1F,1)z,(k) (451) 
Desejamos determinar uma matriz FH tal que, qualquer que seja a condição inicial, 
x(0) E D0(K,w), a projeção do vetor de estados para o sistema total no subespaço VT, dada 
por 2,, seja levada assintoticamente à. origem e as restrições dadas por (4.17) sejam respeitadas.
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Sendo F dada por (418), S(F,1ø,,w,,um,~,,) não será limitado em (n-r) direções. Então, 
para que D0(K,w) Q S(F,um,w,um,'n), devemos satisfazer D0,(K, w) Ç S(F,,um,,,,um,~n), ou 
equivalentemente, as seguintes inequações: 
'_' uminl É Flrlpw-(j) É Umaasl Corn : 11' ' ' anv' 
onde p,(¿) são as projeções dos vértices do poliedro D0(I\',w) no subespaço VT. 
Podemos então formular o seguinte programa linear, (1),: 
Min J(Hƒ,H,",e) = c 
sujeito à: 
Úrpl Ê epl (4.53) 
Bfil/1fBf1(ÍÍÍ-Íllfl = (HÍ-Hf)Í3Í11/1fBf1 (4-54) 
-B›,‹_11Arpr(j) * um.in1 É _ É 'l' Umazcl 
paraj=1,...,nvep1â{l;'n'fx1}.
_ mmi 
Aplicando a proposição (4.5), se o programa linear (DT tem solução ótima dada por 
(H,+*,I1lf*,e*), com e* < 1, o PRRVC reduzido é solucionado através da aplicação da lei de 
controle (4.50) com:
' 
111 = (11;** - H:*)B;1* ~ Bim 
Observação 4.4 (Caso Contínuo) : da mesma maneira que foi feito com a formulação do 
programa não linear, podemos formular um programa linear para o caso contínuo da seguinte 
maneira: 
Mm J‹1t+,P1:a‹›› = ‹p 
sujeito à: 
Íllf/21 S <P 
l 1 l 
. 
(4-56) 
B3/i,.B,1(1â,+ _ Hj) z (IF _ Hf)B;11ATB,., (457) 
B1T11ArÍ71~(j) "" Uminl É (Ii-,Ír+ "' Êr_)B51pr(j) É BT.11Arpr(j) 'l' umaxl 
- A Unzaxl para]=1,...,nvep1= u . 'minl
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Observação 4.5 : Observando a última restrição do programa linear para o caso discreto: 
B:11ATpT(Í) _ umifll É _ É BÃ1Arpr(j) + Umari 
__ -1 _ -1 . . 36 U - (BT1 ArPf(j) _ Umz'zz1) < Ur 6 U - (BT-1 /irPr(j) +Um‹zz1) > 0, qualquer que seja J e com 0,. 
sendo um vetor de dimensão r com todas suas componentes iguais a zero, temos que: 
(11:-11;)B,11p,<,~; 5 -U (zrõo) 
(Iii-11';)B;£p,(,) 5 zi (4.ô1) 
(zrõz) 
e como -v e u sao vetores com componentes estritamente positivas, uma solução trivial para 
o problema e' (HÍ - Hf) = O e c = 0, o que faz com que os autovalores do sistema reduzido 
sejam todos posicionados na origem (caracteristica de tempo minimo) e FH = B,`11A,. Caso 
não seja desejado este comportamento, podemos: 
1. estabelecer uma fronteira inferior para 6 do tipo lc É 6 É 1,' 
2. aumentar o dominio de condiçoes iniciais (D0(K,w)) a fim de deixar o problema mais 
restritivo; 
Para o caso continuo se o mesmo ato e' observado o øroblema ode não ter solu ão Í ç I 
ois H -› oo -› oo e F,1 _» oo. Neste caso iodemos: T 7 
1. dar um limitante superior a cp; 
2. aumentar o dominio de condiçoes iniciais admissíveis; 
3. dar um limitante superior para ||F,¡||,×,,' 
A partir da solução obtida para o sistema de ordem reduzida, tem-se, pela proposição 
3.1 e a observação 4.2 a equivalência entre a invariância positiva de S(F,, umaz, u,,,,~,,) e S(F, um”, 
um,-,,). Como os autovalores do sistema reduzido em malha fechada são garantidamente estáveis, 
e os autovalores que foram mantido inalterados pela aplicação de F = FTQÍ, também temos 
assegurada a estabilidade asssintótica do sistema (4.4) e, portanto, temos o PRRVC resolvido. 
Ilustraremos agora, a aplicação da metodologia proposta: 
Exemplo 4.2 Seja :z:(lc +1) == + Bu(k) com:
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0.0045 0.9038 -0.0188 ~0.3834 
_ B __ 0.2932 -0.7252 
0.0097 0.0263 0.9379 0.1223 ' -0.5298 0.4726 
0.0005 0.0014 0.0968 1.0063 -0.0268 0.0241 
0.9964 0.0026 -0.0004 0.04601 
Í 
0.0444 0.0167 
A: 
O sinal de controle u esta submetido as seguintes restrições: 
2.4 1.4 - < < 
Seja uma região, D0 dentro do espaço de estados, cujos vértices são dados pelas colunas 
da matriz Pr abaixo. 
-0.4532 0.7453 0.2607 1.0850 
Pr: -0.3629 -0.4439 ~0.7502 -0.0723 0.4570 0.8036 0.0173 0.1898 
i 
0.0643 -0.1550 0.9432 0.4917 
Deseja-se calcular uma lei de controle do tipo realimentação de estados tal que para 
qualquer condição inicial pertencente ao domínio D0, tenhamos um vetor de controle não satu- 
rado. _. 
Solução: 
Utilizando a matriz Q, cujas colunas formam uma base ortonormal para o espaço de 
estados: 
0.3352 0.4377 -0.3268 -0.7676 
Q_ -0.9270 0.2838 -0.1807 -0.1660 __ -0.0528 -0.6923 -0.7104 -0.1154 
0.1601 0.4986 -0.5966 0.6082 
As matrizes do sistema na nova base são dadas então por: 
A _ 0 0.8203 0.0747 --0.1254 _B _ 0.4560 
-0.5136 Q- 0 0 1.0137 0.0030 ' Q- 0.3249 -0.2245 
0.9673 0.1645 -0.2393 0.1890 Í-0.2332 0.6567 
0 0 -0.1048 1.043 -0.0379 0.0677 
Os autovalores do sistema em malha. aberta são dados por: À1 = 0.9673, z\2 = 0.8203, 
À3 = 1.0284 + j0.0102 e /\3 = 1.0284 - j0.0102. Vamos entã.o resolver 0 PRRVC no sistema 
reduzido, de forma que as restrições de controle sejam respeitadas sem a saturação do regulador' 
e o sistema seja estável em malha fechada. 
O sistema reduzido a se trabalhar é então dado por: 
._ 1.0137 0.0030 + 0.3249 -0.2245 U ZT_ -0.1048 1.043 ZT -‹0.0379 0.0677
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Figura 4.4: D0(K,w) e S(F,um,,,,, um,-,,) 
A projeção dos vértices da região DO no subespaço, V., gerado pelas 2 últimas colunas 
de Q é dada por: 
PT _ 0.5 0.5 -0.5 -0.5 r 0.5 -0.5 0.5 -0.5 
Resolvendo então o programa linear proposto para o sistema reduzido chegamos ao 
V 
HI: 0.9781 0 FI: 1.5673 :1.0971 
seguinte: 
i 
0 0.9781 i i 2.4262 1.5738 i 
com e* = 0.9781. 
A lei de controle para o sistema original é então calculda por (418) 
F_ 0.3300 -0.1011 -0.9869 ~1.6022 _'
0.4153 -0.1772 -1.5421 -2.4045 
Na figura (4.4) são mostrados os domínios D0(G',w) e o poliedro S'(F,um,,,,um,-n). 
Este mesmo gráfico é ampliado na figura (4.5). A resposta temporal das variáveis de estado 
do sistema reduzido e de controle,para a condição inicial projetada z,(0) = [-0.5 0.5]T, são 
apresentadas nas figuras (4.6) e (4.7) respectivamente.
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Figura 4.5: Ampliaçao de D0(K, w) e S(F,uma,,,um¿,,) 
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Figura 4.6: Resposta temporal do estado do sistema reduzido 
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Figura 4.7: Resposta temporal do sinal de controle 
4.3.3 Relação entre F e B 
Quando p0sto(B) = n, tem-se, pela proposição 4.3, que G' = B'1 e A = H - B`1AB. 
Já para 0 caso em que posto(B) = p0sto(B,1) = r É m., é possível a partir da equação: 
[ 
Fri 
1 
: 
[ 
Iír 0(m.-r)*(1n-r) 0'r›o‹(m-r) Brl __ 
0(m-'r)›v‹n 0(m-r)»‹r -r =× m- m-'r ››=r Í ii0‹›fz›‹ f›0‹ l 
Í 
0r*(m-r) -BH 
1 \í 
Ao A2
] 0(m-r)*(m-r) 0(m-r)=~r 0r›‹‹('m-r) Ar 
e particionando B = [B1 I B2] tal que BT = [BT1 | Brg] = Qf[B1 | mostrar que: 
G : 
[ 
(QírB1)_1Qg¬
1 0(m-r)›m 
A _ Hr 0(m-r)›o‹(m-T) _ O1'›ø‹(m-r) 
V 
0(1n-r)*7' T 0(m-'r)»‹r I(m-'r) 
Notemos que para a relação H G' = G'(/1 + BF ) ser verificada, /Car G' deve ser um 
subespaço (A + BF) - 1Ínva1'z'ante. De fato, /Cer G = V0 = 1Cer F. 
Por esta metodologia, a F calculada está fortemente ligada a estrutura da matriz 
B. Isto diminui os graus de liberdade no cálculo da matriz F quando deseja-se D0(K,w) C 
S(F,um,,x,um,~,,) conjuntamente corn a invariância positiva de S(F,u,m,,,u,,,¿,,). Pode então 
acontecer que urna solução com 6 > 1 seja obtida. Neste caso, para que se obtenha uma 
solução viável (6 < l.) para o problema, deve-se considerar um conjunto de estados admissíveis 
menor, de modo que se encontre uma solução para o programa linear com c < 1. Isto pode 
ser implementado de forma iterativa. Em cada passo de iteração contraímos ou expandimos o 
domínio de estados iniciais admisíveis até que o valor de 6 esteja suficientemente próximo de 
um valor a < 1. A redução do domínio de estados iniciais admissíveis pode ser compensada 
a posteriori pela utilização de urna lei de controle do tipo saturação. Em [42][50] e [51], são 
0 10 20 30 0 10 20 30
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propostos métodos para a a expansão de domínios positivamente invariantes considerando-se a 
saturação da. lei de controle do tipo realimentação de estados. 
Em [4] e [31] a. metodologia apresentada para o sistema total, foi utilizada em um 
contexto de controle adaptativo. Em vez de se considerar um conjunto de estados iniciais 
admissíveis, o programa linear é montado levando em conta apenas 0 estado atual do sistema. 
Dessa forma, a equação (443) é substituída por: 
B`1A.1:(k) ~ u,,,,~,, É (H+ - H`)B"1:v(k) É B"1Aw(k) + uma, 
onde é o estado do sistema no instante k. Assim, a cada instante de amostragem uma 
nova estimativa dos parâmetros da planta é feita e, considerando-se o estado atual do sistema, 
calcula-se uma matriz F de realimentação de estados. 
Utilizando-se a formulação para 0 sistema reduzido, iremos ganhar bastante no que diz 
respeito ao tempo de processamento do programa linear. Entretanto, não podemos esquecer que 
a cada instante de amostragem se faz n.ecessá.ria uma tranformação de Schur para a obtençao 
do novo sistema de ordem reduzida. Uma análise mais detalhada em termos de tempo total de 
processamento deve então ser feita para cada caso. 
Pode-se também considerar uma formulação alternativa para o problema no caso dis- 
creto: em vez de se considerar um domínio de estados iniciais admissíveis, o que pode levar 
a uma solução muito restritiva, considera-se apenas 0 estado corrente do sistema e, a cada 
instante de amostragem calcula-se uma nova F. Dessa maneira, quanto mais próximo o estado 
do sistema estiver do ponto de equilíbrio (origem), uma lei de controle teoricamente ”mais 
forte” pode ser aplicada de forma a aumentarmos a velocidade de convergência respeitando as 
restrições do sinal de controle. Neste caso, é evidente que a utilização de um sistema de ordem 
reduzida diminui o tempo de processamento; bastando para isto alteração da relação (4.58) 
por: 
B,-,1A,z,(1z) _ um,-,,1 g (Ê: _ 1Ír;)B;,1z,.(1z) 5 B3/-1,z,(1z) + zim,,,, 
onde z,(k) é a projeção do estado atual do sistema, :z:(/c), no subespaço V, ao longo do subespaço 
V0. 
na 4.4 Conclusao 
Foi estudado, neste capítulo, como equacionar o PRRVC em termos de um problema de 
otimização. A partir da introdução de uma nova variavel na segunda relação de invariãncia 
positiva, pode-se montar um programa não linear ou linear da seguinte maneira: a função custo
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é dada por e e as especificações para a solução do PRRVC são as restrições do programa. Deste 
modo, se existe uma solução ótima para o programa, a matriz F obtida por esta solução resolve 
o PRRVC. A matriz F calculada posiciona parcialmente a autoestrutura do sistema fazendo 
com que os autovalores alocados tendam a ser o mais próximo da origem no caso de um sistema 
discreto, ou o mais negativo possível no caso continuo. Estar-se-á encontrando então, uma 
solução que tende a maximizar a velocidade de convergência das variáveis de controle para a 
origem, ao mesmo tempo que as restrições sobre o vetor de controle são respeitadas sem a sua 
saturação. 
Como a solução obtida posiciona parcialmente a autoestrutura do sistema, podemos 
realizar o passo 2 do algoritmo genérico para solução do PRRVC formulado do capítulo 3, a 
partir da formulação do problema de otimização para o sistema de ordem reduzida. Assim, a 
partir da projeçao do sistema e de um conjunto DO de condições iniciais admissíveis em VT, é 
possivel encontrar uma solução (H *, F,"', c*) para o problema de otimização que garante: 
0 DOT C S(›Fr›uma.1:›U'n1.in) 
0 A invariãncia positiva de .S'(F,,u,,,,,,,,u,,,,-,,) em relação ao sistema reduzido em malha 
fechada. 
0 A estabilidade do sistema reduzido. 
Conseqiientemente, corno os autovalores associados a V0 são supostos estáveis e pelo resultado 
da proposição 3.1, temos que o P RRVC é solucionado para o sistema total. 
A natureza nao linear da primeira relação de invariãncia positiva leva a formulação de 
um programa não linear. Pela abordagem proposta em [9], não é garantida a estabilidade do 
sistema total em malha fechada a partir da resolução do programa. Vimos que utilizando-se o 
sistema d.e ordem reduzida é possível superar este problema. 
Se a matriz B do sistema total em malha aberta é quadrada e não singular, pode- 
se formular um programa linear [31]. Comparativamente com um programa não linear, um 
programa linear tem a vantagem de utilizar métodos genéricos de resolução e bem mais simples 
de serem implementados, como é o caso do algoritmo SIMPLEX. Nesta formulação, a hipótese 
feita sobre a matriz B é pouco realista considerando-se os sistemas de controle reais. Por 
outro lado, se utilizamos um sistema de ordem reduzida, a exigência de termos a matriz B, 
de mesma dimensão que A, é bem menos restritiva, tornando a aplicabilidade da metodologia 
mais viável. Cabe ressaltar, entretanto, que a solução obtida neste caso está extremamente 
ligada ea estrutura da matriz B, fato que faz corn que sejam menores os graus de liberdade na 
procura de uma solução que garanta DO C S(F,u,,,,w, um,-,,).
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Em ambos os casos (linear e não linear), a utilização do sistema de ordem reduzida 
tem a vantagem de reduzir a dimensao do problema. Com isto, tende-se a melhorar a robustez 
a numérica e o tempo de processamento associado à. resolução do programa.
1
Conclusão 
Restrições sobre as variáveis de controle e de estados são inerentes aos sistemas de con- 
trole. Limitações físicas e de segurança dos atuadores e componentes do sistema determinam, 
por exemplo, a faixa de aplicação de sinais de controle. Entretanto, as principais estratégias de 
controle existentes nao consideram estas restriçoes como um dado de projeto. Na prática, em 
geral, projeta-se uma lei de controle linear, sem considerar qualquer tipo de limitaçoes sobre 
o vetor de controle e/ ou sobre o vetor de estados. Assim, com 0 intuito de garantir o funcio- 
namento da estratégia de controle dentro dos limites impostos, são feitos ajustes (na maioria 
das vezes heurísticos) nas fases de simulação e implementação do controlador. Este fato muitas 
vezes confere um carater não linear ã lei de controle, como é 0 caso da aplicação de sinais 
saturados. Dessa forma, o sistema pode apresentar comportamentos indesejáveis tais como o 
aparecimento de ciclos-limite, pontos de equilíbrio parasitas, e até mesmo instabilidade. Por- 
tanto, a incorporação das restrições citadas desde o início do projeto é um objetivo importante 
na elaboração de algoritmos de controle. 
As restriçoes impostas sobre o vetor de controle determinam, em geral, regioes polie- 
drais no espaço de controle, onde a trajetória do sinal de controle deve obrigatoriamente estar 
confinada. Sugere-se então, para a resolução do problema, a utilização da propriedade de in- 
variância positiva de domínios poliedrais. No capítulo 1 viu-se que um domínio positivamente 
invariante caracteriza-se pelo fato de que, qualquer que seja a trajetória dele emanando, nele 
permanece confinada. 
Pela aplicação de uma lei de controle do tipo realimentação de estados, u = F rc, tem- 
se que um poliedro no espaço de controle corresponde a um poliedro no espaço de estados 
.S'(F,u,,,a,,,u,,,¿,,). Assim, dado um conjunto de condições iniciais adrnissíveis D9, a solução do 
problema de regulação sob restrições nas variáveis de controle (PRRVC) pode ser dada por 
uma matriz F calculada de forma tal que: S(F,uma,,,um¿,,) contenha D0, seja positivamente 
invariante em relação ao sistema em malha fechada e este seja estável. Para isto, se faz necessária 
a resolução de duas relações conhecidas como relações de invariância positiva. Foi visto entao, 
neste caso, que a satisfação da primeira relação de invariãncia positiva é equivalente a (A+B F)-
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z'nva1¬z`âncz'a do /Cer F que, por sua vez, equivale a um posicionamento parcial de autoestrutura 
'V ' ' A /‹ 0 1 u em relaçao a um subespaço A-znvarzanlfe Vo = ker F. Frente a este fato, definiu-se o objetivo 
deste trabalho como o estudo da solução do PRRVC aplicando-se diretamente o conceito de 
posicionamento parcial de autoestrutura. 
Por este fato, e pela escassez de trabalhos sobre o assunto, dedicou-se um capítulo 
desta dissertação ã formalização, de uma maneira original, da teoria para o tratamento do 
posicionamento parcial de autoestrutura. Utilizando-se a linguagem geométrica definiu-se seu 
conceito e as condições necessá.rias e suficientes para sua obtenção. Foi proposto um algoritmo 
genérico para a execução de um posicionamento parcial de autoestrutura em relação à um dado 
subespaço A ~ invariante V0. A idéia básica deste algoritmo é a de fazer uma mudança de 
base no sistema original a fim de podermos extrair um sistema de ordem reduzida associado 
aos autovalores a serem alterados. A seguir, procede-se com o calculo de uma matriz de reali- 
mentação de estados, FT, que faça a alocação da autoestrutura do sistema reduzido e volta-se 
a base original calculando-se F a partir de FT. 
No capítulo 3 mostrou~se que a satisfaçao da primeira relação de invariãncia positiva 
para o sistema como um todo equivale a satisfação de uma equação análoga para o sistema 
de ordem reduzida. Assirn, se a segunda relação é satisfeita temos a equivalência entre a in- 
variãncia positiva de .S`(l'¬,u,,,,w,u,,,,-,,) e S(F,,um,,,,,u,m~,,). Isto faz com que possamos resolver 
o PRRVC trabalhando apenas com um sistema de ordem reduzida. A trajetória deste sistema 
e o poliedro S(F,,umaz,Umz'n) SãO obtidos, respectivamente, como a projeção da trajetória do 
sistema como um todo e do poliedro S(F,u,m,x,um¿,,) no subespaço VT, associado a (r) auto- 
valores de malha aberta, instáveis ou cuja dinâmica deseje~se melhorar, ao longo do subespaço 
Vo Ê /Car F. Dessa forma, qualquer que seja a trajetória do sistema como um todo que esteja 
confinada em .5'(F, um”, umm) teremos que sua projeção no sistema reduzido estará contida em 
S(Fraumax›u1nin)- 
_
' 
A partir deste fato foi proposto um algoritmo genérico, também original, para o trata- 
mento do PRRVC, pela utilização de um sistema de ordem reduzida. Este algoritmo constitui-se 
de 3 passos. No primeiro isola-se o sistema de ordem reduzido de interesse; a seguir calcula-se 
uma matriz F, que solucione o PRRVC no sistema reduzido; e, por fim, obtém-se a partir de 
Fr, a matriz F que soluciona o problema para o sistema como um todo. 
Passou-se então a incorporação das metodologias existentes na literatura para o 
tratamento do PRRVC no passo 2 do algoritmo proposto, ou seja, os algoritmos existentes são 
formulados a partir do sistema de ordem reduzida. Primeiramente estudou-se a metodologia 
por posicionamento parcial de autoestrutura. A resolução do problema é obtida escolhendo- 
se adequadamente a autoestrutura do sistema de ordem reduzida. A utilização de uma base
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ortonormal, obtida a partir de uma decomposição de Schur, é um método eficiente e robusto 
para a obtenção dos autovalores ao mesmo tempo que permite a extração do sistema de ordem 
reduzida. Neste caso, a vantagem do uso de um sistema de ordem reduzida é dada pela. redução 
da ordem do problema, fazendo com que dificuldades numéricas relativas ao cálculo da matriz 
de realimentação de estados bem como o tempo de processamento sejam diminuídos. 
No capítulo 4 foi visto como o passo 2 pode ser executado através da solução de 
problemas de otimização. A função custo neste caso esta associada a velocidade de convergência 
do vetor de estados do sistema para a origem. Na abordagem utilizando programação não 
linear, mostrou-se que é vantajosa a formulação para o sistema reduzido, pois se existe solução 
ótima para o problema, a estabilidade do sistema em malha fechada é garantida. No caso 
da abordagem por programação linear, o uso da formulação com o sistema reduzido permite 
que a aplicabilidade do método seja mais geral. Em ambos os casos, o tamanho do problema 
de otimização é diminuído. Isto faz com que o número de operações envolvidas na resolução 
numérica do problema sejam reduzidas, conferindo uma maior eficiência e confiabilidade a estes 
métodos. Deve ser salientado que outras metodologias poderão ser concebidas deforma a serem 
incorporados ao passo 2 do algoritmo. 
Conclui-se, a partir dos resultados teóricos obtidos, que o objetivo do trabalho foi 
plenamente alcançado. Abrem-se, no entanto, perspectivas de uma continuidade do mesmo. 
Neste sentido, podemosrcitar, entre outros, alguns tópicos pouco ou ainda não abordados: 
o O estudo da robustez da dinâmica de controle pela utilização da propriedade de invariãncia 
positiva. 
o Resolução do PRRVC para sistemas lineares incertos [10] [49]. 
o Incorporação de observadores de estado na soluçao do PRRVC. 
o Solução do PRRVC por retroação de saída [16]. 
o O PRRVC em sistemas singulares [52] [53]. 
o O problema de seguimento de referência sob restrições de controle.
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Apêndice A 
Conceitos da Teoria Geométrica. 
Será feita neste apêndice uma breve revisão de alguns conceitos de álgebra linear e da 
teoria geométrica que são utilizados no tratamento de problemas de controle de sistemas lineares 
mriltivariaveis. Os conceitos e definições aqui apresenta.dos seguem basicamente a abordagem 
de Wonham [58]. V 
A.1 Espaços Vetoriais Lineares 
Um espaço Vetorial linear consiste em um grupo aditivo de elementos chamados vetores 
os quais sao definidos sobre um campo de escalares. Consideraremos apenas espaços sob o campo 
dos números reais §R ou dos complexos C. 
Seja um espaço vetorial X sobre o campo C. Considere agora vetores :cl e :cz tal que 
as rc G X e escalares c e c2 tal ue cl c E C. Temos então or exem lo ue as se uintes 17 2 5 1 3 2 1 › 
propriedades são verificadas: 
1. c1:c1 G X 
2. (cl + c2):c¡ = c1n:1 + czzrl 
3. c1(a:1+ 1:2) = clúrl + czrcz 
4. (c¡cz):r1 = c1(c2.r1) 
Seja agora 3:1, . . . , :ek E X. O conjunto gerado por todas as combinações lineares de :r,~, 
com coeficientes no campo C, é denotado por: 
Span < a:¡,...,:L'¡, >== Span < x¿,i E k > 
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Diz-se então que X é de dimensão finita e igual a k, dim(X) = k, se existe um conjunto 
{a:1,. . . ,a;k} tal que Span < :v1,...,xk >= X. Este conjunto constitui-se em uma base do 
espaço X. 
Um conjunto de vetores {m1, . . . ,xml = {ac,- G X,i G m} é linearmente independente 
sobre o campo dos complexos C se para todo conjunto de escalares {c,- G C,i E m}, a relação:
m Z C¿.'I3¿ = Ú 
i=1 
implica c,- = O Vi m, caso contrario os vetores serão ditos linearmente dependentes. Se os 
vetores :v¿ são independentes e as E S pan < fc,-,i E m >, então a representação: 
ar = c-¡.r1+c2n:z +...+cm:vm 
(nt C\ 'D ica. Os vetores de uma base são necessariamente independentes. 
Seja d1Ím(X) = n e uma base {:1:¿,1ÍE n} de X. Se ar E X então 
:1:=c1:c1+...+c,1:1:n 
ara um con`unto único de escalares c,- 2' E 11 . Diz-se então ue cl cn T é a re resenta ão 7 3 7 
de 2: na base gerada por {rc1, . . . ,:::,1} ou que os c,-'s são as componentes do vetor xr nesta base. 
A.2 Subespaços Vetoriais Lineares 
Um subespaço S do espaço vetorial linear X é um subconjunto de X que é um espaço 
linear sob as operações de adição vetorial e multiplicação por escalar herdadas de X, ou seja, 
qualquer que sejam os vetores :c1,a:z E 5 e os escalares c¡,c2 E C, temos que (clxl + czzvz) E S. 
A notação S C X é utilizada para dizer que 5 é um subespaço de X. Geometricamente, um 
subespaço pode ser entendido como um hiperplano passando pela origem de X; assim 0 vetor 
O E 5 para todo subespaço «S C X. Temos então que O É dim($) É dimX e dimS = O se e 
somente se S = 0. 
Sejam 1/,S C X podemos definir: 
V+$Ê{v+s:vEV,s€S} 
vnsâ{zz.»zzev z zzes} 
Estas definições são extendidas obviamente a um número finito de subespaços.
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Como o subespaço nulo, 0, está contido em qualquer subespaço, sempre temos que 
O C (S Fi V) # Ú; ou seja, dois subespaços nunca são disjuntos. Em particular se (5 F1 V) = 0, 
diz-se que V e 5 são linearmente independentes e neste caso notamos V + S como: 
VEBS 
A.3 Mapas e Matrizes 
Sejam X e ,V espaços vetoriais lineares sobre o campo dos C (ou Uma função 
qi : X -› J? é uma travzsformação linear ou mapa se: 
¢(C1f171 + C2‹'U2) = C1<I5(~'€i) -i' C2<Z5(-T2) 
para todo a:1,x2 E X e c1,c2 E C. Corn X e ,V fixos, consideremos o conjunto L(X,)¡) de 
todos os mapas (lineares) A : X ~› J). Usualmente utiliza-se a notação A : X -› )7 em vez de 
A é L(zr,y). i 
Seja agora {:c¿,i E n} uma base para X e {y¡,j E p} uma base para y. Se A: X -› y 
é um mapa temos que: . 
Affiz' = aii?/1 +025?/2 +---+f1pz'3/p › ÍÊ U 
para elementos a,~¡ E C, detern1inados de forma única. Observe que se :Ir E X então Aa: é 
completamente determinado por A:v,- aplicando-se propriedades de linearidade (combinações 
lineares). 
A matriz 
(111 (lln 
Mat A = 
§ E 
apl . . . (Zpn 
é a matriz que representa A no par de bases dadas. Matrizes são úteis para computar a ação dos 
mapas, enquanto estes representam entes mais abstratos, independentes de base, sendo úteis no 
desenvolvimento de teoria. Usualrnente, a distinção entre o mapa e a matriz pode ser feita no 
contexto do desenvolvimento matemático e assim podemos escrever A = M at A. O que deve 
ficar claro é que existem inúmeras representações matriciais do mapa A, cada qual associada a 
um par de bases específico. 
Considere A : X -› )J um mapa. X é o domínio de A e y é o codomínío. O tamanho 
de uma matriz correspondente ao mapa A é então dim(X) ›¡< dim(f)¡). 
O Kernel (ou espaço nulo) de A é o subespaço 
/CerAÊ{a::1'€X e A:1:=0}CX
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enquanto a Imagem (ou Range) de A é o subespaço 
1'mAâ{3/2y€,V e Éla'EX,y=A:v}={A:r:x€X}C)¡ 
Observe a distinção entre codomínio e imagem. 
Se V C X, podemos escrever que: 
AVâ{y:yG)¡ e Êi.^cGV,y=A:1;]={Ax:.'1r€V}C.)7 
ese$Cy, 
A`15â{x:acEX e A:v€šS} 
Ambos AV C y e A"]‹5 C X são subespaços. Observe que A"1 é a função imagem inversa do 
ma.pa A, e deve ser entendida como uma função de todos os subespaços de J/ naqueles de X. 
Neste caso A'1 não denota. um mapa linear de J/ em X. Entretanto, no caso especial em que 
dim(X) = dim()7) e a inversa ordinária de A existe como um mapa J) -› X, este mapa também 
será escrito usualmente por A`1. Uma vez que estas duas utilizações sejam consistentes e de 
acordo corn o contexto, nao deve haver confusao. 
Um mapa A : X -› J/ é um epivnorfisvno (ou A é épico) se ImA = y. A é um 
monomorfismo (ou A é mônico) se /Cer/-1 = 0. Se A é épico e mônico, dizemos que é um 
isomorƒismo, e este caso só pode ocorrer quando dim(X) = dim(_V). Então escrevemos que 
X 'z JJ, ou seja, que o espaço X é isomorfo do espaço y. Matricialmente, temos que um mapa 
isomorfo pode ser representado por uma matriz quadrada não singular. Um mapa A : X -› X 
é um endomorfismo de X. A é um antovnorƒismo de X se A é um isomorfismo. 
Consideremos agora um subespaço V C X, dim(V) = k. Uma vez que V pode ser 
considerado como um espaço vetorial linea.r de dimensão lc (pela própria definição de subespaço), 
um vetor v 6 V pode ser simplesmente descrito como um elemento de V, ou ser representado 
como um elemento do espaço X. Para ilustrar este ponto de vista, seja {e,-,j E k} uma base 
para o subespaço V, e seja {:r¿,i E n} urna base para o espaço X. Como ej E V C X, cada ej- 
pode ser representado unicamente na forma 
'Il 
Cj = Zvzôfvó, 16 1< 
i=l 
A matriz (n × lc), [v¿j], determina um único mapa V : V -› X, denominado mapa de inserção 
de V em X. Logo, 
1211 . . . Ulk 
Mat V = 
E É 
v,,1 ong
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Um vetor v E V tem agora duas alternativas de representação: como uma combinação dos ej- 
(i.e. corno um vetor v de dimensão lc >< 1); ou como um elemento correspondente de X (i.e. um 
vetor 11: = Vv de dimensão n × 1). Assim se, por exemplo, os lc primeiros vetores da base de X 
pertencem a V, a representação de ej como um vetor de X é dada por:
i 0(1L--k)*l 
note que V é mônico. O mapa. de inserção é representado por uma matriz cujas colunas 
formam uma base para V com relação a base dada para X. Este é um dispositivo padrão para 
a representação numérica de um subespaço. 
Seja A : X -› X, e seja V C X um subespaço cujo mapa de inserção é dado por 
V 1 V -› X. A restrição de A a V é 0 mapa A 
I 
V 1 V -› dado por: 
A 
¡ 
v â Av 
assim, A 
I 
V mostra a ação de A sobre V, mas não é definida fora de V. 
Seja X = V G5 S. Uma vez que a representação rc == v + s (v E V , s E S) é única 
para cada as E X, existe uma função 11: -› v, chamada de projeção de V ao longo de S. fácil 
observar que a projeção é um mapa linear Q : X -› X, tal que a ImQ = V e lCerQ = S; além 
disso, 
X = QX GB (1 - Q)X 
Note que (1 - é a projeção sobre S ao longo de V, de forma que Q(1- Q) = O, ou Q2 = Q. 
Reciprocamente, se Q : X -› X é um mapa tal que Q2 = Q é fácil mostrar que: 
X = ImQ EB lCe1'Q 
i.e. Q é a projeção sobre ImQ ao longo de ICe'rQ. 
A título de ilustração, consideremos X Ê §R2 e V e S duas retas passando pela origem. 
Assim, a projeçao de um vetor sc G X em V segundo a direção de S, pode ser ilustrada 
geometricamente pela figura (A.1). 
A.4 Espaço Quociente e Projeção Canônica 
Seja S C X. Chamaremos os vetores 9;, y E X de equivalentes mod de S se - y) 6 S. 
Definição A.1 (Espaço Quociente) O espaço quociente X/8 e' o conjunto de todas as clas- 
ses de equivalência 
ã`:Ê{y:y€ÊX,y-a:ES}
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/
/ 
ss/ › 
us S 
Figura A.1: Projeção em um subespaço segundo outro 
Geometricamente, 5: é o hiperplano passando através de :1:, obtido por translação pa- 
ralela de S. Este fato é ilustrado na figura (A2). 
Em X/S define-se: 
._ _ A---_ íU1+1?2=-'L'1+íl32 › fF1›íF2E/Y
G 
._A.__. CIJIZQIII 
0 que torna X/S um espaço vetorial. A origem de X/S é a classe de equivalência: 
0 = {y = y E 5} 
Propriedade A.1 : ‹lím(X/S)=dim(X)-dim(8) 
Demonstração: 
Seja 'R um subespaço qualquer de X, tal que : 
senzx 
se [T1 T2 . . . Tp] é uma base de 72 temos que 
um + azfz + . . . + a,,f,, = um + ózzrz + . . . + a,,r,, = Õ 
se e somente se oz,-=0, i G p, pois os 1',~ são linearmente independentes. Assim [F1 F2 . .. FP] 
forma uma base para o espaço X e, portanto, 
' dim(/Y/S) = clim(X) - dim($)
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Figura A.2: Espaço Quociente 
A 
E1 
Observemos que se A : X -› yjentão a imagem de A é isomorfa de X/lCe1'A: 
ImA = AX 2 X/KÍe1'A 
Definição A.2 (Projeção Canônica) A função as -› :r c' um mapa P : X -› X/5' chamado 
de projeção canônica de X em X/5.
Ú 
Observemos que P é épico, ImP == X/S, e ICerP = S. 
A diferença entre P e a projeção Q definida anteriormente é sutil. Notemos que X /S 
não é um subespaço de X, S 7É 0 e Q não é épico. Concretamente, seja S EB R = X para algum 
subespaço R. Tomemos agora uma base para X da seguinte maneira: 
X: [sl sz su rl T2 Tp] 
onde [sl sz su] é uma base para S e [T1 fz Tp] é uma base para 'R. Seja a.gora, 
X=[1¬, fz fp]
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uma base para X/S. Temos então nas bases X e X que: 
0 *U * Q ___: 
[ 
z› z› z›
l 0'U*'U ()'¡J*p 
é a matriz de projeção em 'R ao longo de S e 
P Z 
l 
0P*v 1v*P
l 
é a matriz de projeção canônica, ou seja, 
Ps¿=0ePr¿=F¿ 
A.5 Subespaços A - invariantes e Mapas induzidos 
Seja o sistema. linear, autônomo, contínuo e invariante no tempo descrito pela equação 
dinâmica: 
= A:v(t) (A.1) 
onde : at E X, A : X -› X, sendo X o espaço de estados de dimensão n. 
Definição A.3 (A-invariância) : Um subespaço S C X e' A - invariante se e somente se 
Ascs. A 
El 
Pela. definição acima um subespaço é A - invariante se, para qualquer estado inicial 
pertencente a S, x(O) E S, a trajetória de estado resultante permaneça em S para todo t > 0. 
Seja P: a projeção canônica de X no espaço quociente X/S. 
Definição AA (Mapa Induzido) Um mapa Ã = X/8 -› X/S tal que: 
ÂP = PA 
e' chamado de mapa induzido por A no espaço quociente X/S. 
[Í] 
E possível mostra-se que A definido desta forma é único.
no 
/us 
I I
A X ------~› X 
P P
Â 
zv/s 
Figura A.3: Diagrama Comutativo 
Consideremos agora um subespaço 'R tal que S G) 72 = X e as bases X e X como 
definidas na seçao a.11terior. Na base X temos então que a matriz A é dada por: 
A-11 /112 A z 
i Ú A22 
onde An e Az; são respectivamente as representações matriciais de A | S na base X e Â na 
base X. 
Considerando o .mapa I : S -› X como o mapa de inserção de S em X, podemos 
construir o seguinte diagrama esquemático da figura (A.3), também chamado de diagrama 
comutatívo. V 
Notando como a(A) o espectro do mapa (matriz) A., pode-se escrever que: 
U(/1) z @(A 1 s) ú ‹f(Á) 
r (A2) 
onde a(A 
I 
S) representa a dinâmica de A no subespaço S e a(Â) corresponde à dinâmica de 
A fora de S. 
Consideremos agora, o sistema linear, continuo e invariante no tempo descrito pela 
equação dinâmica: 
aa) = Azza) + Bzra) (A3) 
onde : :r G X e u E LI, A : X -+ X e B 2 L! -› X, sendo U o espaço de controle, de dimensão 
(m). 
Definição A.5 ((A,B)-invariância) : Um sabespaço S C X e' (A,B) - ivwariante se e 
somente se: A5 = S +Im`B. ` 
i‹-J
`
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Pode-se mostrar' que um subespaço S C X é (/1,13) - ivwariante, se e somente se, 
para qualquer estado inicial :c(O) G X, a trajetória. de estado resultante pode ser inteiramente 
mantida em S para todo t > 0, por uma escolha apropriada da entrada de controle Em 
particular, esta escolha sempre pode ser feita como uma. lei de controle do tipo realimentação 
de estados: 
u(t) = F:c(t) com F : X -› U. (AA) 
Neste caso, o sistema em malha fechada é descrito por: 
zé = (A + BF)zz-(1) (A.5) 
e tem-se (A + BF)S C S. 
A classe das aplicações F : X -› U tais que (A + BF)S C S é denotada por E(S). Se 
F E _Í1'_(S), diz-se que F pertence à classe das ”amigas” de 5.
Apêndice B 
Posicionamento de Autoestrutura 
Diferentemente dos sistemas monovariaveis, nos sistemas multivariáveis a especificação 
dos autovalores não definem um único sistema em malha fechada. Dado conjunto de autova- 
lores especificados para o sistema. em malha fechada, existem várias matrizes de realimentação 
de estados, F, que produzem 0 posicionamento desejado. Diz-se então, que existe graus de li- 
berdade na escolha da matriz F. Estes graus de liberdade são traduzidos pela possibilidade de 
escolha de diferentes conjuntos de autovetores para o sistema em malha fechada. Dependendo 
dos autovetores escolhidos, para um mesmo conjunto de autovalores, tem-se trajetórias de es- 
tado, ou respostas do sistema, completamente diferentes. Assim, em sistemas multivariáveis 
torna-se necessária não apenas a especificaçao dos pólos, mas sim, da autoestrutura do sistema 
em malha fechada. _ 
Considerando o sistema em malha fechada (22), podemos escrever a seguinte equação 
que relaciona o autovalor ×\,- com o autovetor v,~: 
(À,-1 _ A)v,- = 1¡31‹¬z›,- (Bi) 
. . A . s . Definindo F vi = w,-, como a dz1¬eç‹1.o de entrada associada ao autovetor vi, podemos escrever 
que: 
-1 
'U¿ = - BUJ¿ 
ou para autovalores complexos conjugados (,u,~ + ja,-, ,u,- -- jai), com 0, 7É O : 
-1 
v¡1.¿ : Ílíƒn '_ "0iIn 0n››‹m w¡.L¡ 
U0; UiIn /Ífiln _ A 01mm B wa¡ . 
Geometricamente, v, deve pertencer a um subespaço de 3%" denominado subespaço de 
transmissão [33] ou subespaço ca1'acte1'ístic0 à direita [17], definido como: 
l.¬(z\,-) = (À,-I - A)`1ImB (B/1) 
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Ú 
ibioteea Univailgjtarla 
i UFÊÊC 
_ 
vi e 1¬(À.~) 
_ 
. (B.5) 
Dessa maneira, sendo especificado um autovalor Ài para o sistema em malha fechada, temos 
a liberdade de escolher um autovetor qualquer pertencente ao subespaço definido por (BA), 
bastando para isto especificar uma direção de entrada w,-. Sendo À, um autovalor controlável, 
dim(l`(z\,-)) = dim(ImB) = m, e assim temos sempre a possibilidade de escolha de até m 
autovetores linearrnente independentes em l`(À,~) dependendo do w¿. 
Matricialmente, a matriz F pode ser calculada. a partir dos autovetores epdireções de 
entrada escolhidas, pelo método de Moore [38], que consiste basicamente em encontrar vetores 
no Kernel da matriz S(z\,-) definida como: 
s(,\,~) ê ni _ A | _ B1 (sô) 
Assim, as colunas da matriz 
Ko,-) Ê 
[ 1 
(B7) 
constituem-se em uma base para 0 ¡Cer S(z\,-). Dado um lc, E K(×\,~) temos que: 
U5 = ÍV,\¡Íí,'¿ 
wi = M,,k,~ (B.9) 
Lembrando que Fv,~ = w,-, podemos escrever que: 
F[v1vz...u,.,]=[w1w2...w,,] (B.10) 
e dessa maneira, 
F z WV* (B.11) 
Observação B.1 (Sobre a Independência Linear dos Autovetores) Pode acontecer de 
encontrarmos uma matriz V singular, ou seja, termos autovetores linearmente independentes. 
Este fato ocorre quando dois ou mais subespaços de transmissão, possuem uma intersecção. Se 
eaxiste a intersecção entre dois destes subespaços: r 
1`(À1)fi Í`(Àz) vt Vl 
entao todos os pares de subespaços de transmissaão possuem também uma intersecção. Além 
disso, esta intersecção e' comum a todos os subespaços de transmissão e está incluido em ImB 
Em geral, todos os subespaços de transmissão de um par (A, B) para os quais m > n/2, 
possuem intersecção com ImB. Se in § n/2 esta intersecção não existe em geral.
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Em particular, se N e' uma matriz tal que NB = 0 (N e' 0 espaço nulo de B pela 
esquerda), o produto NAB é de posto pleno e m É n/2, a intersecção (Í`(À,-) FWÍ'/nB = (ll) e os 
autovetores calculados pelo algoritmo proposto são sempre independentes entre si. 
No caso em que a independência não e' garantida , podemos restringir a escolha dos 
autovetores candidatos, v,›, satisfazendo a condição: 
11,- Q ImB (B.l2) 
F azendo-se uma análise modal do sistema em malha fechada [17], temos que os auto- 
vetores a esquerda, definidos por V"1, distribuem as excitações (entradas) sobre os modos do 
sistema; os autovetores à direita, definido em' V, repartem estes modos sobre as variáveis de 
estado; e as direções de entrada repartem os modos sobre as variáveis de controle. 
Cabe ressaltar então que a partir de uma escolha adequada de autovetores ou direções 
de entrada podemos fazer com que o sistema considerado apresente certas características par- 
ticulares como: robustez, desacoplarnento, rejeição a perturbações, respeito a restrições de 
controle, etc
