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SYSTEMS OF PARAMETERS AND THE COHEN–MACAULAY
PROPERTY
JU¨RGEN HERZOG AND SOMAYEH MORADI
Abstract. We recall a numerical criteria for Cohen–Macaulayness related to
system of parameters, and introduce monomial ideals of Ko¨nig type which include
the edge ideals of Ko¨nig graphs. We show that a monomial ideal is of Ko¨nig type
if and only if its corresponding residue class ring admits a system of parameters
whose elements are of the form xi−xj . This provides an algebraic characterization
of Ko¨nig graphs. We use this special parameter systems for the study of the edge
ideal of Ko¨nig graphs and the study of the order complex of a certain family of
posets. Finally, for any simplicial complex ∆ we introduce a system of parameters
for K[∆] with a universal construction principle, independent of the base field and
only dependent on the faces of ∆. This system of parameters is an efficient tool
to test Cohen–Macaulayness of the Stanley–Reisner ring of a simplicial complex.
Introduction
Systems of parameters play an important role in dimension theory. As a con-
sequence of Krull’s generalized principal ideal theorem it can be seen that in a
Noetherian local ring (R,m) with dimR = d, there exist elements f1, . . . , fd ∈ m
with dimR/(f1, . . . , fd) = 0. Such a sequence of elements of R is called a system
of parameters, or sop for short. A similar statement holds for standard graded
K-algebras with K a field. In our applications we mainly consider such algebras.
One of the central problems in Combinatorial Commutative Algebra is to show
that a certain K-algebra attached to a combinatorial object is Cohen–Macaulay.
Usually the Cohen–Macaulay property has a nice combinatorial interpretation. In
the case that the defining ideal of the algebra is a monomial ideal, Hochster’s for-
mula [10] and its extension by Takayama [17] are powerful tools to investigate the
homological properties of the algebra. In the case that the defining ideal is a bi-
nomial prime ideal, one may use the squarefree divisor complex [3] or one may use
Gro¨bner basis theory to reduce the problem to the case of monomial ideals.
In this paper we propose another approach which is based on the basic fact that
R is Cohen–Macaulay if and only if one (equivalently all) of the sop’s of R form(s) a
regular sequence. This approach confronts us with two problems. The first problem
is to find a suitable sop, the second is to decide whether the given sop forms a regular
sequence. Regarding the first problem, Stanley [15, Proposition 4.3] finds an explicit
special sop for the Stanley–Reisner ring of any balanced simplicial complex. This
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also includes the order complexes. In the cases considered here we also use special
sop’s.
In the first section of this paper however we first deal with the second problem.
Based on results of Serre [13], see also [2, Theorem 4.6.10] one has a numerical con-
dition for when a sop is a regular sequence. Indeed, let f1, . . . , fd ∈ m be a sop of R
and let R = R/(f1, . . . , fd). Then, denoting by e(M) the multiplicity of an R-module
M , one has e(R) ≥ e(R), and if e(R) = e(R) then f1, . . . , fd is a regular sequence
(equivalently, R is Cohen–Macaulay). Moreover, if (f1, . . . , fd) is a reduction ideal of
m and f1, . . . , fd is a regular sequence, then e(R) = e(R), see Proposition 1.1. There
is also a graded version of this criterion, see Proposition 1.2. In the case that R is a
standard graded K-algebra and the sop f1, . . . , fd is homogeneous with deg fi = ai,
then this sop is a regular sequence if and only if e(R) = a1a2 · · · ade(R). By a lack
of good references we provided the detailed proofs of these results.
In Proposition 1.3 we give in the graded case a measure for the difference e(R)−
e(R). As a consequence we obtain in Corollary 1.4 the result that if the sop f1, . . . , fd
is a superficial sequence, and R/(f1, . . . , fr) is Cohen–Macaulay for some r < d, then
R is Cohen–Macaulay.
In Section 2 we study a class of posets and their order complexes as well as Ko¨nig
graphs by means of sop’s. We consider a poset P which as a set is the disjoint union
of two sets C1 and C2, where C1 : x1 < x2 < · · · < xn and C2 : y1 < y2 < · · · < yn
are maximal chains in P . For such a poset the sequence x1 − y1, . . . , xn − yn is a
sop of the Stanley–Reisner ring K[∆(P )], where ∆(P ) denotes the order complex
of P . The covering relations xi ⋖ yj in P we call the diagonals of P . The Cohen–
Macaulay property of K[∆(P )] can be expressed in terms of the diagonals of P .
Indeed, in Theorem 2.1 it is shown K[∆(P )] is Cohen–Macaulay if and only if it is
pure shellable, and that this is equivalent to the condition that the diagonals of P
satisfy the following conditions: (i) if xi ⋖ yj or yi ⋖ xj , then j = i + 1, and (ii)
{xi, yi+1} /∈ ∆(P ) implies that {xi+1, yi} ∈ ∆(P ). In a similar fashion it can be
characterized when I∆(P ) has a linear resolution, see Proposition 2.2.
Note that I∆(P ) may be viewed as the edge ideal I(G) of a suitable bipartite
graph G. So the question arises for which graphs G can we find a sop f1, . . . , fd of
K[V (G)]/I(G), where each fi is just a difference of two variables, like we have it
for K[∆(P )]. The advantage of such sop’s is that after reduction they preserve the
monomial structure and just identify vertices. The surprising answer to the above
question is that a graph G admits such a special sop if and only if G is a Ko¨nig graph.
In fact, this is a corollary of a more general theorem. Let I ⊂ S be a monomial ideal
in the polynomial ring S = K[x1, . . . , xn] over the field K in n variables. We denote
by m-grade(I) the maximal length of a regular sequence of monomials in I, and call
this number the monomial grade of I. One has m-grade(I) ≤ grade(I) = height(I).
We call I a monomial ideal of Ko¨nig type if I 6= 0 and m-grade(I) = height(I). The
naming is justified by the fact that if I = I(G) for some graph G, then height(I) =
τ(G) and m-grade(I) = ν(G), so that the edge ideal of a graph G is a monomial
ideal of Ko¨nig type if and only if G is a Ko¨nig graph. Now our Theorem 2.3 says
that a monomial ideal I ⊂ S = K[x1, . . . , xn] is a monomial ideal of Ko¨nig type
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if and only if S/I admits a sop f1, . . . , fd, where each fk is of the form xi − xj for
suitable i and j.
Applied to graphs this result reads a follows: let G be a graph without isolated
vertices, S = K[V (G)] and for any edge e = {x, y} ∈ E(G), let fe = x − y be an
element in S. Then G is a Ko¨nig graph if and only if there exists a subset {e1, . . . , ed}
of edges of G such that fe1 , . . . , fed is a sop for R = S/I(G). This sop has the nice
property that reg(R/(fe1, . . . , fed)R) ≤ reg(R), as shown in Theorem 2.6.
For a graph G, we denote by mi(G) the number of maximal independent sets of
G. It is an important problem in graph theory to give upper bounds for mi(G).
For a Ko¨nig graph it was shown in [9, Corollary 3.4] that 2ν(G) is an upper bound
for mi(G) where ν(G) denotes the maximum size of matchings of G, and in [1,
Theorem 1] it was proved that mi(G) ≤ M(G) + 1, where M(G) is the number
of induced matchings in G. By using our special sop for unmixed Ko¨nig graphs
we give a stronger bound for mi(G) and at the same time provide a combinatorial
criterion for the Cohen–Macaulay property for unmixed Ko¨nig graphs. A different
combinatorial characterization of Cohen-Macaulay Ko¨nig graphs is known from [4,
Proposition 28]. Our result (Theorem 2.7) is a follows: Let G be a Ko¨nig graph
and {e1, . . . , em} be a maximal matching of G with ν(G) = m, and let k be the
number of induced matchings of G contained in {e1, . . . , em}. Then mi(G) ≤ k + 1
and equality holds if and only if G is a Cohen-Macaulay graph.
In the last section we introduce a sop for the Stanley–Reisner ring of any simplicial
complex ∆. We call it the universal sop of K[∆] because it is built in a uniform
way for all simplicial complexes, and its construction does not depend on the base
field K. The price we have to pay for this, is that this is not a sop of linear forms,
instead it is defined as follows: pi(∆) =
∑
F∈∆
|F |=i
∏
j∈F xj for i = 1, . . . , dim∆+1, see
Theorem 3.1. By using Proposition 1.2 we obtain a Cohen–Macaulay criterion for
K[∆] in terms of this sop. This turns out to be a useful computational tool to check
Cohen-Macaulayness, as we demonstrate at the example of a chessboard complex.
1. Criteria of Cohen–Macaulayness in terms of systems of
parameters
In this section we collect some results on sop’s which all are based on results of
Serre (see [2, Theorem 4.6.10]) and which in terms of multiplicities allow to check
whether a ring or a module is Cohen–Macaulay. One of the first efficient applications
of these criteria was given by the first author of this paper in order to study the
conormal module and the module of differentials of a K-algebra, see [7].
Proposition 1.1. Let R be a Noetherian local ring (or a standard graded K-algebra)
with (graded) maximal ideal m, and let I ⊂ R be an ideal generated by a (homoge-
neous) sop of R. Then
(a) e(R/I) = ℓ(R/I) ≥ e(R).
(b) If e(R/I) = e(R), then R is Cohen-Macaulay.
(c) If I is a reduction ideal of m and R is Cohen-Macaulay, then e(R/I) = e(R).
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If (b) holds, then the sop which generates I is a regular sequence. In particular,
r(R) = r(R/I), and so R is Gorenstein if and only if R/I is Gorenstein. (Here we
denote by r(M) the (Cohen–Macaulay) type of a Cohen–Macaulay module M).
Proof. For the proof we recall a few facts: Let M 6= 0 be a finitely generated R-
module of dimension d and I ⊆ m be an ideal with dimM/IM = 0. Then
e(I,M) = lim
k→∞
(d!/kd) ℓ(M/Ik+1M)
is called the multiplicity of M with respect to I. The multiplicity of M , denoted
e(M), is the multiplicity of M with respect to m.
Obviously, if I ⊆ J ⊆ m, then e(I,M) ≥ e(J,M). In particular,
e(I,M) ≥ e(M).(1)
On the other hand, if I is a reduction ideal of m with respect to M , that is, if
ImkM = mk+1M for some k, then equality holds in (1), see [2, Lemma 4.5.5].
We also need the following result ([2, Corollary 4.6.11] or [7] where it first ap-
peared: let I be generated by a sop and assume that M has positive rank. Then
(i) ℓ(M/IM) ≥ e(I,M) rankM .
(ii) M is Cohen-Macaulay if and only if ℓ(M/IM) = e(I,M) rankM .
Now we apply these results to the case thatM = R. We first notice that e(R/I) =
ℓ(R/I), since dimR/I = 0. Next (1) and (i) imply
ℓ(R/I) ≥ e(I, R) ≥ e(R).(2)
This proves (a). If ℓ(R/I) = e(R), then (2) implies ℓ(R/I) = e(I, R), and then
(ii) yields (b). Finally, if I is a reduction ideal of m, then e(I, R) = e(R), and (2)
together with (ii) implies (c).
If R is Cohen–Macaulay, then each sop is a regular sequence. 
Now we turn to a graded version of Proposition 1.1.
Proposition 1.2. Let R be a standard graded K-algebra with graded maximal ideal
m, and let I be generated by the homogeneous sop f1, . . . , fd with deg fi = ai for
i = 1, . . . , d. Then
(a) e(R/I) = ℓ(R/I) ≥ a1a2 · · · ade(R).
(b) R is Cohen–Macaulay if and only if e(R/I) = a1a2 · · · ade(R).
If the equivalent conditions given in (b) hold, then f1, . . . , fd is a regular sequence.
In particular r(R) = r(R/I), and R is Gorenstein if and only if R/I is Gorenstein.
Proof. Let a = a1a2 · · · am and set bi = a/ai for i = 1, . . . , d. Then
e(f b11 , . . . , f
bd
d , R) = b1b2 · · · bde(f1, . . . , fd, R),
see [16, Proposition 11.2.9]. Moreover, deg f bii = a for i = 1, . . . , d. Therefore,
(f b11 , . . . , f
bd
d ) ⊆ m
a.
Thus, since e(ma, R) = ade(R) ([16, Proposition 11.2.9]), we obtain that
b1b2 · · · bde(f1, . . . , fd, R) = e(f
b1
1 , . . . , f
bd
d , R) ≥ e(m
a, R) = ade(R),(3)
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which together with (i) in the proof of Proposition 1.1 imply the inequality in (a).
(b) Assuming that ℓ(R/I) = a1a2 · · · ade(R), we obtain together with (3) that
a1a2 · · · ade(R) = ℓ(R/I) ≥ e(f1, . . . , fd, R) ≥ a1a2 · · ·ade(R),
and hence ℓ(R/I) = e(f1, . . . , fd, R). Thus (ii) in the proof of Proposition 1.1 implies
that R is Cohen–Macaulay. Conversely, suppose that R is Cohen–Macaulay. Then
f1, . . . , fd is a regular sequence. Let HilbR(t) = QR(t)/(1− t)
d be the Hilbert series
of R. Then
QR/I (t) = HilbR/I(t) = HilbR(t)
d∏
i=1
(1− tai) = QR(t)(
d∏
i=1
(
ai−1∑
j=0
tj).
It follows that
ℓ(R/I) = QR/I(1) = QR(1)a1a2 · · · ad = e(R)a1a2 · · · ad.

The next result is a certain refinement of the statements given in Proposition 1.2.
We first recall the following fact (see for example ([2, Proposition A.4.]): Let (R,m)
be a Noetherian local ring and f1, . . . , fm a sequence of elements in m. Then
(α) dimR ≥ dimR/(f1, . . . , fm) ≥ dimR −m, and
(β) dimR/(f1, . . . , fm) = dimR−m if and only f1, . . . , fm can be completed to
a sop of R.
A similar statement holds for graded K-algebras.
Proposition 1.3. With the assumptions and notation of Proposition 1.2 let
Ui = Ker(R/(f1, . . . , fi−1)
fi
−→ R/(f1, . . . , fi−1)).
Then
(a) dimUi ≤ d− i for all i.
(b) Set dimUi = −1 if Ui = 0. Then
e(R/I) = a1 · · · ade(R) +
d∑
i=1
dimUi=d−i
ai+1 · · · ade(Ui).
In particular, if deg fi = 1 for all i, then
e(R/I) = e(R) +
d∑
i=1
dimUi=d−i
e(Ui).
Proof. (a) Ui is a submodule of R/(f1, . . . , fi−1) with fiUi = 0. Thus Ui is a
R/(f1, . . . , fi)-module and hence dimUi ≤ dimR/(f1, . . . , fi) = d − i, where the
equation follows from (β).
(b) From the following exact sequence
0→ Ui → (R/(f1, . . . , fi−1))(−ai)
fi
−→ R/(f1, . . . , fi−1)→ R/(f1, . . . , fi)→ 0
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we deduce the equality
HilbR/(f1,...,fi)(t) = (1− t
ai) HilbR/(f1,...,fi−1)(t) + HilbUi(t).(4)
We have HilbR/(f1,...,fi)(t) = Qi(t)/(1−t
d−i) with Qi(1) = e(R/(f1, . . . , fi)), similarly,
HilbR/(f1,...,fi−1)(t) = Qi−1(t)/(1 − t
d−(i−1)) with Qi−1(1) = e(R/(f1, . . . , fi−1)) and
HilbUi(t) = Pi(t)/(1− t
δi) with Pi(1) = e(Ui) and δi ≤ d− i.
Thus (4) implies that
Qi(t)/(1− t
d−i) = (1− tai)(Qi−1(t)/(1− t
d−(i−1))) + Pi(t)/(1− t
δi),
from which we deduce that
Qi(t) = Qi−1(t)(
ai−1∑
j=0
tj) + (1− t)d−i−δiPi(t).
Substituting t by 1, we get
e(R/(f1, . . . , fi)) =
{
aie(R/(f1, . . . , fi−1)), if dimUi < d− i,
aie(R/(f1, . . . , fi−1)) + e(Ui), if dimUi = d− i.
These formulas together with induction on i complete the proof. 
Proposition 1.3 together with Proposition 1.2 has the following a surprising con-
sequence
Corollary 1.4. With the assumptions and notation of Proposition 1.3 let r < d
be an integer with the property that dimUi < d − i for i = 1, . . . , r and that
R/(f1, . . . , fr) is Cohen–Macaulay. Then R is Cohen-Macaulay and Ui = 0 for all
i. In particular, if f1, . . . , fd is a superficial sequence and R/(f1, . . . , fi) is Cohen-
Macaulay for some i < d, then R is Cohen–Macaulay.
Proof. Proposition 1.3 implies that e(R/(f1, . . . , fr)) = a1 · · · are(R). Since by as-
sumption R/(f1, . . . , fr) is Cohen–Macaulay, it follows that fr+1, · · · , fd is a regu-
lar R/(f1, . . . , fr)-sequence. Hence, e(R/(f1, . . . , fd)) = ar+1 · · · ade(R/(f1, . . . , fr)),
and we deduce that e(R/(f1, . . . , fd)) = a1 · · · ade(R). Thus the desired result follows
from Proposition 1.2. 
We close this section with a remark and a question. Let S = K[x1, . . . , xn] be the
polynomial ring over the field K, R = S/I with I ⊂ (x1, . . . , xn)
2 a graded ideal. Let
f1, . . . , fd be linear forms of S which form a sop for R. Let S = S/(f1, . . . , fd). Then
S is isomorphic to a polynomial ring in n − d variables, and R/(f1, . . . , fd) = S¯/I,
where I = IS.
Remark 1.5. With the notation introduced we have proj dimS I ≤ proj dimS I and
µ(I) ≤ µ(I). Equality holds in both inequalities, if S/I is Cohen–Macaulay.
Proof. By the Auslander-Buchsbaum formula,
proj dimS S/I = n− depthS/I ≥ n− dimS/I = n− d = proj dimS S/I.
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The last equation holds since dimS/I = 0. This implies the first assertion. It is
obvious that µ(I) ≥ µ(IS). Finally, if S/I is Cohen–Macaulay, then I is generated
by a regular sequence and the desired equalities hold. 
Remark 1.5 implies in particular that if µ(I) < µ(I), then R cannot be Cohen–
Macaulay. On the other hand, µ(I) = µ(I), does not necessarily imply that
R is Cohen–Macaulay. For example for the cycle graph C6 : x1, . . . , x6, the se-
quence x1 − x2, x3 − x4, x5 − x6 is a sop for R = K[x1, . . . , x6]/I(C6) and I(C6) =
(x21, x
2
3, x
2
5, x1x3, x3x5, x1x5). Then µ(I(C6)) = µ(I(C6)) = 6, while R is not Cohen-
Macaulay.
In view of these inequalities one is tempted to ask whether under the assumptions
of Remark 1.5 we have reg(I) ≤ reg(I). In the next section we show that this
inequality for the regularity indeed holds for the edge ideal of Ko¨nig graphs and
suitable natural sop’s.
2. Special systems of parameters applied to order complexes and
Ko¨nig graphs
In this section we define monomial ideals of Ko¨nig type which include edge ideals
of Ko¨nig graphs and give a characterization for these ideals in terms some sop’s for
their quotient rings. Also we apply Proposition 1.1 to the Stanley-Reisner ring of
two families of simplicial complexes, namely the order complex of a finite poset and
the independence complex of a Ko¨nig graph and give combinatorial descriptions for
the Cohen-Macaulay property of these rings.
For a poset P , a nonempty subposet C of P which is totally ordered is called a
chain in P . The order complex of P denoted by ∆(P ) is the simplicial complex
whose faces are the chains in P . The length of a chain C in P is defined to be
|C| − 1. The height of an element x in P is defined to be the maximal length of a
chain descending from x. For elements x and y in a poset P , it is said that y covers
x, denoted x⋖ y, if x < y and there exists no z ∈ P such that x < z < y. Also for
a monomial ideal I, the cardinality of any minimal generating set of monomials of
I is denoted by µ(I).
Theorem 2.1. Let P be a poset which as a set is the disjoint union of two sets C1
and C2, where C1 : x1 < x2 < · · · < xn and C2 : y1 < y2 < · · · < yn are maximal
chains in P and let ∆ = ∆(P ). Then the following conditions are equivalent:
(a) ∆ is Cohen-Macaulay.
(b) ∆ is pure shellable.
(c) ∆ satisfies the following conditions:
(1) If xi ⋖ yj or yi ⋖ xj, then j = i+ 1, and
(2) {xi, yi+1} /∈ ∆ implies that {xi+1, yi} ∈ ∆.
Proof. (b)⇒ (a): By [8, Theorem 8.2.6] the assertion holds.
(a)⇒ (c): Suppose that ∆ is Cohen-Macaulay. Then ∆ is pure. Suppose xi ⋖ yj
for some i and j. If j ≤ i, then the chain x1 < · · · < xi < yj < yj+1 < · · · < yn
is a chain of cardinality at least n + 1, which is included in some maximal chain of
P . But by purity of ∆ any maximal chain should have cardinality |C1| = n, which
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gives a contradiction. Thus i < j. Similarly if yi ⋖ xj for some i and j, then i < j.
Now assume that xi⋖ yj and by contradiction let j 6= i+1. Since j > i, one should
have j > i + 1. Then x1 < · · · < xi < yj < yj+1 < · · · < yn is a maximal chain of
cardinality at most n − 1 in P , which is again a contradiction to purity of ∆. So
j = i+ 1. The argument for the case yi ⋖ xj is similar.
To prove (2), first we show that the sequence x1 − y1, x2 − y2, . . . , xn − yn is a
sop for the ring R = S/I∆, where S = K[x1, . . . , xn, y1, . . . , yn]. Indeed by (1),
xiyi ∈ I∆ for any 1 ≤ i ≤ n. So we have x
2
i , y
2
i ∈ (I∆, x1 − y1, x2 − y2, . . . , xn − yn)
for all i and then dimR/(x1 − y1, x2 − y2, . . . , xn − yn)R = 0. Also dimR =
dim∆ + 1 = n. Now, by contradiction suppose that for some i, {xi, yi+1} /∈
∆ and {xi+1, yi} /∈ ∆. This means that xiyi+1 and xi+1yi belong to the set of
minimal generators G(I∆) of I∆. One has R/(x1 − y1, x2 − y2, . . . , xn − yn)R ∼=
K[x1, . . . , xn]/I
′, where I ′ = (xixj : xi and yj are non-comparable in P ). Since
R is Cohen-Macaulay, by Remark 1.5, one should have µ(I∆) = µ(I
′). But since
G(I∆) = {xiyj : xi and yj are non-comparable in P}, and xiyi+1, xi+1yi ∈ G(I∆)
correspond to just one element in G(I ′) that is xixi+1, we have µ(I
′) < µ(I∆), a
contradiction. Thus {xi, yi+1} ∈ ∆ or {xi+1, yi} ∈ ∆.
(c) ⇒ (b): Let P be a poset satisfying the assumptions of (c). Let F = {z1 <
z2 < · · · < zk} be an arbitrary facet of ∆. First note that z1 ⋖ z2 ⋖ · · · ⋖ zk.
Also assumption (1) of (c) implies that {xi, yi} /∈ ∆ for any 1 ≤ i ≤ n, and then
|{xi, yi} ∩ F | ≤ 1. We claim that for each facet F of ∆, |{xi, yi} ∩ F | = 1 for
any 1 ≤ i ≤ n. One can easily see that for i = 1 the claim holds true. Indeed
if z1 ∈ C1, then z1 = x1, because otherwise F ( F ∪ {x1} ∈ ∆, a contradiction.
Similarly if z1 ∈ C2, then z1 = y1. So |{x1, y1} ∩ F | = 1. Assume inductively that
for any i = 1, . . . , m − 1, |{xi, yi} ∩ F | = 1. We show that |{xm, ym} ∩ F | = 1.
We have xm−1 ∈ F or ym−1 ∈ F . Without loss of generality suppose xm−1 ∈ F . If
xm ∈ F , we are done. So assume that xm /∈ F . Note that xm−1 6= zk, since otherwise
F ( F ∪ {xm} ∈ ∆, a contradiction. So there exists zt ∈ F such that xm−1 ⋖ zt.
If zt = xj for some j, then j > m and hence xm−1 < xm < zt, which contradicts
to xm−1 ⋖ zt. Thus zt = yj for some j and by (1), j = m. Thus zt = ym ∈ F . So
|{xm, ym} ∩ F | = 1. Therefore any facet F of ∆ has cardinality n such that for any
1 ≤ i ≤ n, either xi ∈ F or yi ∈ F . Thus ∆ is pure.
Let F(∆) denotes the set of facets of ∆. To prove the shellability, consider the
ordering on F(∆) as follows. For the facets Fi and Fj of ∆, we set Fi ≺ Fj if there
exists 1 ≤ t ≤ n such that yt ∈ Fj \Fi and for any d < t, the elements of height d in
Fi and Fj are the same. Now, let Fi ≺ Fj and 1 ≤ t ≤ n be such that yt ∈ Fj \Fi and
for any d < t, the elements of height d in Fi and Fj are the same. If {xt, yt+1} ∈ ∆,
then we set Fk = (Fj \ {yt}) ∪ {xt}. Then Fk ∈ F(∆), Fk ≺ Fj and Fj \ Fk = {yt}.
So we may assume that {xt, yt+1} /∈ ∆. Thus by assumption, {xt+1, yt} ∈ ∆. Let
r be the greatest integer with yt, yt+1, . . . , yr ∈ Fj \ Fi and {xs+1, ys} ∈ ∆ for any
1 ≤ s ≤ r. Note that r is well-defined, since yt ∈ Fj \ Fi and {xt+1, yt} ∈ ∆. Two
cases may happen:
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(1) Suppose that yr+1 ∈ Fj \ Fi. Then by the maximality of r, {xr+2, yr+1} /∈ ∆.
So by assumption {xr+1, yr+2} ∈ ∆. Then Fk = (Fj \ {yr+1}) ∪ {xr+1} ∈ F(∆),
Fk ≺ Fj and Fj \ Fk = {yr+1}.
(2) Suppose that yr+1 /∈ Fj \ Fi. Then either yr+1 /∈ Fj or yr+1 ∈ Fi ∩Fj . In both
cases, we set Fk = (Fj \ {yr}) ∪ {xr} ∈ F(∆) and Fk is the facet which fulfils the
desired condition for shellability. 
The next result shows that the linear resolution property for I∆(P ) can be again
expressed in terms of conditions on chains of the form xi < yj in P . For a graph G
by V (G) and E(G) we mean the vertex set and the edge set of G, respectively. Also
for a subset S ⊆ V (G), the induced subgraph of G on the set S is denoted by GS.
Proposition 2.2. Let P be a poset with the assumptions of Theorem 2.1 and ∆ =
∆(P ). Then I∆ has a linear resolution if and only if whenever {xi, yj}, {xr, ys} ∈ ∆,
then {xi, ys} ∈ ∆ or {xr, yj} ∈ ∆.
Proof. We have I∆ = I(G), where G is a bipartite graph with bipartition X =
{x1, x2, . . . , xn}, Y = {y1, y2, . . . , yn} and the edge set E(G) = {{xi, yj} : {xi, yj} /∈
∆}. Thus by [6, Theorem 1], I∆ has a linear resolution if and only if G
c is a chordal
graph. Any cycle C of length m ≥ 5, has a chord in Gc, because C has at least 3
vertices from X or from Y , and GcX and G
c
Y are complete graphs. So G
c is chordal
if and only if any cycle of length 4 in Gc has a chord. Note that C : xi, xr, ys, yj is
a cycle in Gc if and only if {xi, yj}, {xr, ys} ∈ ∆ and it has a chord if and only if
{xi, ys} ∈ ∆ or {xr, yj} ∈ ∆. Thus G
c is a chordal graph if and only if whenever
{xi, yj}, {xr, ys} ∈ ∆, then {xi, ys} ∈ ∆ or {xr, yj} ∈ ∆. 
For a graph G, let τ(G) be the minimum cardinality of a vertex cover of G and
ν(G) denotes the maximum cardinality of a matching of G. One can see that for any
graph G, τ(G) ≥ ν(G). Recall that a graph G is called a Ko¨nig graph, when this
inequality becomes an equality. Let I ⊂ S be a monomial ideal in the polynomial
ring S = K[x1, . . . , xn] over the field K in n variables. We denote by m-grade(I)
the maximal length of a regular sequence of monomials in I, and call this number
the monomial grade of I. One has m-grade(I) ≤ grade(I) = height(I). We call I a
monomial ideal of Ko¨nig type if I 6= 0 and m-grade(I) = height(I). The naming is
justified by the fact that if I = I(G) for some graph G, then height(I) = τ(G) and
m-grade(I) = ν(G), so that the edge ideal of Ko¨nig graphs are the monomial ideals
of Ko¨nig type among edge ideals.
The following theorem characterizes monomial ideals of Ko¨nig type in terms of
existence of some forms of sop’s for their quotient rings.
Theorem 2.3. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal. Then the following
conditions are equivalent:
(a) I is a monomial ideal of Ko¨nig type.
(b) S/I admits a sop f1, . . . , fd, where each fk is of the form xi−xj for suitable
i and j.
Proof. (a) ⇒ (b): Let h = height(I). Since I is a monomial ideal of Ko¨nig type,
there exists a regular sequence of monomials u1, . . . , uh with ui ∈ I for i = 1, . . . , h.
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We may assume that each ui belongs to the unique minimal set of monomial gener-
ators G(I) of I. Indeed, if ui = wv with v ∈ G(I), then we may replace ui by v in
the above regular sequence.
For a monomial u ∈ S we set supp(u) = {i : xi|u}. We may assume that⋃
u∈G(I) supp(u) = [n]. Indeed, suppose this is not the case. Then for simplic-
ity we may assume that
⋃
u∈G(I) supp(u) = {1, . . . , r}. Note that r ≥ 1, since
I 6= 0. Let R = K[x1, . . . , xr]/(u : u ∈ G(I)). Then S/I = R[xr+1, . . . , xn], and
x1−xr+1, . . . , x1−xn is part of a sop of S/I and (S/I)/(x1−xr+1, . . . , x1−xn) ∼= R.
Thus if R has the desired sop, then so does S/I.
We proceed by induction on d = dimS/I. If d = 0, then there is nothing to show.
Suppose now that d > 0. Then at least one ui is not a pure power. Assume this is
not the case. After a relabeling of the variables we may then assume that ui = x
ai
i
with ai > 1 for i = 1, . . . , h. Since d > 0 and
⋃
u∈G(I) supp(u) = [n], there must exist
u ∈ G(I), with supp(u) 6∈ {1, . . . , h}. Then height(I) ≥ height(u1, . . . , uh, u) ≥ h+1,
a contradiction.
We may assume that u1 is not a pure power, say u1 = x
a1
1 x
a2
2 · · ·x
an
n with a1, a2 > 0.
Let f1 = x1 − x2. We claim that f1 is a part of a sop. In other words, f1 is not
contained in any minimal prime ideal P of I with height(P ) = height(I) = h.
Indeed, let P be a minimal prime ideal containing f1. Since I is a monomial ideal,
P is a monomial prime ideal. Therefore, if f1 ∈ P , then x1, x2 ∈ P . For each i there
exists ji such that xji divides ui and xji ∈ P . Thus, Q = (x1, x2, xj2 , · · · , xjd) ⊂ P .
Since u1, . . . , uh is a regular sequence, the supports of the ui are pairwise disjoint.
This implies that the variables generating Q are pairwise distinct. It follows that
height(P ) ≥ h+ 1, and f1 is a part of a sop.
Identifying x1 with x2, we see that (S/I)/(f1) ∼= K[x2, . . . , xn]/I, where I =
(xa1+a22 · · ·x
an
n , u2, . . . , uh, · · · ). This shows that m-grade(I) ≥ h. Since f1 is a
parameter element of S/I it follows that height(I) = height(I) = h and since in
general m-grade(I) ≤ height(I), we must have m-grade(I) = height(I). This means
that I is a again monomial ideal of Ko¨nig type. Since dim((S/I)/(f1)) = d − 1,
we may apply our induction hypothesis, and find a sop f2, . . . , fd of (S/I)/(f1) as
required in (b), Then f1, f2, . . . , fd is the desired sop for S/I,
(b) ⇒ (a): Let R = S/I and R = R/(f1, . . . , fd)R. Then R ∼= S/I, where I is a
monomial ideal, because reduction modulo f1, . . . , fd simply identifies variables. For
simplicity we may assume that S = K[x1, . . . , xh]. Since dim(R) = 0 and since I is a
monomial ideal, it follows that G(I) contains a pure power xaii of each the variables
x1, . . . , xh. Let u1, . . . , uh be generators of I with the property that ui specializes to
xaii under the reduction modulo f1, . . . , fd. Suppose ui and uj have a common factor
for i 6= j. Then this is also the case for xaii and x
aj
j , a contradiction. Therefore,
u1, . . . , uh is a regular sequence, and so m-grade(I) = height(I). 
Applying Theorem 2.3 to the edge ideal of Ko¨nig graphs, we have the following
algebraic characterization for a Ko¨nig graph G in terms of special sop’s for R =
S/I(G). Note that by the proof of Theorem 2.3, each elements xi − xj of the sop
for R = S/I(G) corresponds to an edge e = {xi, xj} of G.
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Corollary 2.4. Let G be a graph without isolated vertices, S = K[V (G)] and for
any edge e = {x, y} ∈ E(G), let fe = x − y be an element in S. Then G is a
Ko¨nig graph if and only if there exists a subset {e1, . . . , ed} of edges of G such that
fe1 , . . . , fed is a sop for R = S/I(G).
Let R be a graded ring and M a finitely generated graded R-module. It is known
that for anM-superficial sequence f1, . . . , fm of linear forms reg(R/(f1, . . . , fm)R) ≤
reg(R), see [5, Proposition 20.20]. In view of this fact it is natural to ask the following
Question 2.5. Let R be a graded ring, M be a finitely generated graded R-module
and f1, . . . , fm be a sop of linear forms for M . Does the inequality
reg(M/(f1, . . . , fm)M) ≤ reg(M)
hold?
In the following theorem we prove the expected inequality for the S-module R =
S/I(G), when G is a Ko¨nig graph and the sop is of a natural special form. First
we recall some definitions. Two edges e and e′ of a graph G form a gap, when no
endpoint of e and e′ are adjacent in G. Otherwise we say that e and e′ are adjacent.
Moreover, a subset A of edges of G is called an induced matching if any two edges in
A form a gap. By a(G) we mean the maximum cardinality of an induced matching of
G. The maximum cardinality of an independent set of G is denoted by α(G). For a
graph G, with the vertex set {x1, . . . , xn} the whiskered graph of G is a graph which
is obtained by adding new vertices {y1, . . . , yn} and edges {{xi, yi} : 1 ≤ i ≤ n}
to G. This new graph is denoted by G ∪ W (G) and the edges {xi, yi} are called
whiskers.
Theorem 2.6. Let G be a graph, S = K[V (G)] and {e1, . . . , em} ⊆ E(G) such that
fe1 , . . . , fem is a sop for R = S/I(G). Then
reg(R/(fe1, . . . , fem)R) ≤ reg(R).
Proof. Let ei = {xi, yi} for any 1 ≤ i ≤ m. Then by the proof of Theorem 2.3,⋃m
i=1 ei = V (G) and without loss of generality we may assume that for some r ≤ m,
C = {x1, x2, . . . , xr} is a minimal vertex cover of G and {e1, . . . , er} is a maximal
matching of G. Set R = R/(fe1 , . . . , fem)R. Then R
∼= K[x1, x2, . . . , xr]/L where
L = (x21, . . . x
2
r , xixj : i < j ≤ r, ei and ej are adjacent in G).
Thus reg(R) = reg(K[x1, . . . , xr]/L). Since polarization does not change the regular-
ity, one has reg(K[x1, . . . , xr]/L) = reg(T/I(H
′)), where T = K[x1, . . . , xr, x
′
1, . . . , x
′
r]
for new variables x′1, . . . , x
′
r and H
′ = H∪W (H), where H is a graph on {x1, . . . , xr}
with
E(H) = {{xi, xj} : i < j ≤ r, ei and ej are adjacent in G}
and {xi, x
′
i} is a whisker of H
′ for any 1 ≤ i ≤ r. Since any whiskered graph is very
well-covered, by [12, Theorem 1.3], reg(T/I(H ′)) = a(H ′). One can easily see that
a(H ′) is precisely the maximum size of independent sets of vertices in H . Moreover,
by the definition of H , a set {xs1 , . . . , xst} of vertices of H is an independent set of H
if and only if {es1, . . . , est} ⊆ {e1, . . . , em} is an induced matching of G. Therefore
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a(H ′) ≤ a(G). Thus reg(R) = reg(K[x1, . . . , xr]/L) = reg(T/I(H
′)) = a(H ′) ≤
a(G) ≤ reg(R). The last inequality holds by [11, Lemma 2.2]. 
In general the inequality of Theorem 2.6 may be strict. Let G = Cn denotes
the cycle graph with n vertices. Suppose E(G) = {ei = {xi, xi+1} : 1 ≤ i ≤
n− 1} ∪ {en = {x1, xn}} and n ≡ 2mod 4. Let n = 4m+ 2 for some m ≥ 1. Then
{fe2i−1 : 1 ≤ i ≤ 2m+ 1} is a sop for R = S/I(G). With the notation used in the
proof of Theorem 2.6, H ′ = C2m+1 ∪W (C2m+1) and reg(R) = a(H
′) = α(H) = m.
Since {e3i+1 : 0 ≤ i ≤ m} is an induced matching of G of cardinality m + 1,
reg(R) ≥ a(G) ≥ m+ 1 > m = reg(R).
For a graph G, let mi(G) denote the number of maximal independent sets of
G. After Erdo¨s and Moser considered the problem of determining the largest value
of mi(G) in terms of the number of vertices of G, investigating this number and
upper bounds for it has been studied for various classes of graphs. In [9, Corollary
3.4] it was shown that for a Ko¨nig graph G, 2ν(G) is an upper bound for mi(G).
Also in [1, Theorem 1] it was proved that mi(G) ≤ M(G) + 1, where M(G) is the
number of induced matchings in G. In the following for an unmixed Ko¨nig graph
G, we use a sop of the form fe1 , . . . , fed for S/I(G) and improve the upper bound
for mi(G). Moreover, we give a combinatorial description of the Cohen-Macaulay
property for unmixed Ko¨nig graphs. A different combinatorial characterization of
Cohen-Macaulay Ko¨nig graphs is presented in [4, Proposition 28]. Recall that a
graph G is called unmixed if all the minimal vertex covers (maximal independent
sets) of G are of the same cardinality.
Theorem 2.7. Let G be an unmixed Ko¨nig graph, {e1, . . . , em} be a maximal match-
ing of G with τ(G) = ν(G) = m and k be the number of induced matchings of G
contained in {e1, . . . , em}. Then
(a) mi(G) ≤ k + 1, and
(b) G is a Cohen–Macaulay graph if and only if mi(G) = k + 1.
Proof. Let S = K[V (G)], R = S/I(G) and dim(R) = d. By the proof of Theo-
rem 2.4, there exist em+1, . . . , ed ∈ E(G) such that fe1 , . . . , fed is a sop for R. We
may assume that {x1, x2, . . . , xm} is a minimal vertex cover of G, where xi ∈ ei for
all 1 ≤ i ≤ m. Then R/(fe1, . . . , fed)R
∼= K[x1, x2, . . . , xm]/L, where
L = (x21, x
2
2, . . . , x
2
m, xixj : i < j ≤ m, ei and ej are adjacent in G).
So ℓ(R/(fe1, . . . , fed)R) = ℓ(K[x1, x2, . . . , xm]/L). Since x
2
1, x
2
2, . . . , x
2
m ∈ L, any
basis element of K[x1, x2, . . . , xm]/L other than 1, is an squarefree monomial of the
form xi1 · · ·xir , where {ei1 , . . . , eir} ⊆ {e1, . . . , em} is an induced matching of G.
So ℓ(K[x1, x2, . . . , xm]/L) = k + 1. Note that R is the Stanley-Reisner ring of the
independence complex ∆G of G. Since G is unmixed, e(R) is the number of facets
of ∆G which is equal to mi(G). Now, by using Proposition 1.2,
mi(G) = e(R) ≤ ℓ(R/(fe1, . . . , fed)R) = ℓ(K[x1, x2, . . . , xm]/L) = k + 1
and equality holds if and only if G is Cohen-Macaulay. 
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Theorem 2.7 shows that in a Cohen-Macaulay Ko¨nig graph G, no matter which
maximal matching M of G we choose, if |M | = ν(G), then the number of induced
matchings of G contained in M is equal to mi(G).
3. A universal system of parameters for Stanley–Reisner rings
Let K be a field and ∆ an arbitrary simplicial complex on [n] of dimension d− 1,
and let S = K[x1, . . . , xn] be the polynomial ring in n variables. We show that
there exists a universal standard sop for K[∆] = S/I∆. Using this sop we present a
criterion for the Cohen-Macaulayness of K[∆].
For i = 1, . . . , d, we set
pi(∆) =
∑
F∈∆
|F |=i
xF ,
where xF =
∏
i∈F xi.
Theorem 3.1. The residue classes of the elements p1(∆), . . . , pd(∆) in K[∆] form
a sop of K[∆].
Proof. We first consider the case that ∆ is the n-simplex Γn. In that case K[∆] = S,
and we have to show that dimS/(p1(∆), . . . , pn(∆)) = 0. In order to simplify
notation we write pi for pi(∆) and all i.
Note that
pi =
∑
|F |=i
xF .(5)
Let < denote the reverse lexicographical order, and let J = (p1, . . . , pn). We claim
that xii ∈ in<(J) for i = 1, . . . , n. Then this shows that indeed dimS/J = 0.
For i = 1, . . . , n, let
gi =
i∑
j=1
(−1)j+1xi−ji pj .
We will show that xii = in<(gi) for i = 1, . . . , n.
Observe first that gi is homogeneous of degree i and that x
i
i ∈ supp(gi). In order
to complete the proof of the claim, we have to show that if u is a monomial of degree
i with u > xii, then u 6∈ supp(gi).
Let v be a monomial in the support of gi, v = x
a1
1 · · ·x
an
n . Then aj ≤ 1 for all
j 6= i. Hence if xaj divides u for j 6= i and a > 1, then u 6∈ supp(gi). Therefore,
we may assume that u = xGx
k
i with 0 ≤ k ≤ i, i 6∈ G and |G| = i − k. Moreover,
since u > xii in the reverse lexicographic order, it follows that G ⊂ [i − 1]. Hence
k > 0, because u is of degree i. Then u ∈ supp(xki pi−k) with coefficients 1, because
xG ∈ supp(pi−k), and we also have that u ∈ supp(x
k−1
i pi−k+1) with coefficient 1,
because xGxi = xG∪{i} belongs to supp(pi−k+1).
Since u does not belong to the support of any other summand xi−ji pj of gi, and
since the summands in which u appears in the support, have different signs, we
conclude that u 6∈ supp(gi), as desired.
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In order to deal with the general case we observe that
S/(I∆, p1(∆), . . . , pd(∆)) = S/(I∆, p1(Γn), . . . , pn(Γn)).
In particular it follows that dimS/(I∆, p1(∆), . . . , pd(∆)) = 0. This yields the de-
sired conclusion. 
Remark 3.2. Let pi ∈ S be defined as in (5), and let J = (p1, . . . , pn). Then for
the reverse lexicographical order < we have
in<(J) = (x1, x
2
2, . . . , x
i
i, . . . , x
n
n).
Indeed, Theorem 3.1 implies that p1, . . . , pn is a regular sequence, and since x1, x
2
2, . . . , x
n
n
is also a regular sequence and since deg xii = deg pi for i = 1, . . . , n, we see that
ℓ(S/J) = ℓ(S/(x1, x
2
2, . . . , x
n
n) ≥ ℓ(S/ in<(J)) = ℓ(S/J).
Hence, ℓ(S/(x1, x
2
2, . . . , x
n
n) = ℓ(S/ in<(J)), which yields the desired conclusion.
Corollary 3.3. Let e be the number of facets F of ∆ with |F | = d. Then K[∆] is
Cohen-Macaulay if and only if
ℓ(S/(I∆, p1(∆), . . . , pd(∆))) = d!e.
Proof. We note that e = e(R) is the multiplicity of K[∆]. Thus the assertion follows
from Theorem 3.1 and Proposition 1.2. 
Let ∆ be a simplicial complex of dimension d − 1. While d!e only depends on
the simplicial complex ∆, in general the number ℓ(S/(I∆, p1(∆), . . . , pd(∆))) also
depends on the characteristic of the field K. This is not surprising since this is also
the case for the Cohen–Macaulay property of K[∆].
Corollary 3.3 can also be used as a computational tool to determine the depth of
a Stanley–Reisner ring. We demonstrate this with the following example: consider
the chessboard Pn of size n×n. The set of non-attacking rooks on Pn is a simplicial
complex which we denote ∆(Pn). Fix a field K. For n > 1, the Stanley Reisner ring
K[∆(Pn)] is not Cohen–Macaulay. Indeed if n = 2, then ∆(Pn) is not connected
and hence not Cohen–Macaulay and if n > 2, then for any face F with |F | = n− 2,
link∆(Pn)(F ) = ∆(P2). Hence ∆(Pn) can not be Cohen–Macaulay. But what is the
depth of K[∆(Pn)]? For n = 2, 3 the depth can be computed by using the depth
command implemented in CoCoA. But already for n = 4, depthK[∆(P4)] can not
be computed by CoCoA. Instead we use the fact, first shown by Smith [14, Theorem
4.8], that for any simplicial complex ∆ one has
depthK[∆] = max{i : K[∆(i)] is Cohen-Macaulay},
where ∆(i) = 〈F ∈ ∆: |F | = i〉 is the ith skeleton of ∆.
In order to obtain the Stanley–Reisner ideal of the (n − 1)-skeleton of Pn we
have to add to I∆(Pn) the monomials corresponding to the facets of Pn. Then we
use Corollary 3.3 to check the Cohen–Macaulayness of the (n − 1)-skeleton. For
example when n = 4, the calculation for I∆(P4)(3) gives
ℓ(S/(I∆(P4)(3) , p1(∆(P4)
(3)), p2(∆(P4)
(3)), p3(∆(P4)
(3)))) = 6e(K[∆(P4)
(3)]).
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The length on the left hand side can be computed by means of the multiplicity
command of CoCoA. The output comes almost immediately. Hence, K[∆(P4)
(3)] is
Cohen–Macaulay and so depthK[∆(P4)] = 3.
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