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For decades, there has been a heated debate about whether or not nuclear power plants 
contribute to childhood cancer in their respective neighbourhoods, with statisticians testifying 
on both sides. The present paper points to some flaws in the pro-arguments, taking a recent 
study prepared for the political party "Bündnis 90 / Grüne" as a specimen. Typical mistakes 
include an understatement of the size of tests of significance, disregard of important 
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The title is taken from Dewdney (1996) and refers to misleading media coverage of nuclear 
power generating plants in the U.S. 
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1.  Introduction and summary 
In the fall of 2009, the German political party Bündnis 90/Grüne (2009) produced a 
temporary stir in the German media by claiming final proof that nuclear power plants 
induce childhood leukemia. "AKW erhöhen das Leukämierisiko (nuclear power plants 
increase risk of leukemia)" was the heading of a press release. While not even the meta-
analysis by Greiser (2009), which formed the basis of this press release, has any such 
claim in it (since Greiser is well aware of the difference between correlation and 
causation), the press release strongly contributed to the fiercely held belief by many 
Germans that nuclear power is bad for you.  
The present paper shows that presumably not even the correlation claimed by Greiser 
(2009) does exist. We use his study to exemplify various mistakes that are often made 
when statistical analyses are guided by strong a priori beliefs which are so typical in the 
leukemia vs. nuclear power debate. The first and most prominent source of error is an 
understatement of the true size of tests of significance which results from the well 
known publication bias. We provide a brief survey of this literature and show that there 
is ample reason to believe that this bias also prevails in the leukemia debate. In 
technical terms, the true significance level of such tests is much larger than the nominal 
one reported in the respective papers.  
Other mistakes include the disregard of important covariables and the heavy reliance on 
outliers which, other removing them, reverse the patterns observed before. Then there is 
the well known phenomenon called HARKing (“Hypothesizing After the Results are 
Known”), where tests of significance are taking place only after some abnormal data 
has been observed. This seems to apply in particular to the leukemia debate, where 
many studies were undertaken only after the media had aroused attention to abnormal 
incidence or mortality close to nuclear installations of various types. Taken together, 
these deficiencies seem to invalidate any “proof” that nuclear power correlates with 
childhood leukemia, let alone that is responsible for it. While it might still be true that 
some such relationship exists, it certainly cannot be derived from the evidence that is 
available so far. Even if one does not subscribe to the well known Taubes (1995) – 
thesis that epidemiological evidence of any sort should only be taken seriously if there 
is at least a twofold increase in the risk observed, one needs much more and in   3 
particular much more convincing data before sounding the kind of alarm that is so 
popular among true believers in science and in the media alike.
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2.  Empirical studies of cancer incidence around nuclear power 
plants 
There is an enormous literature in statistics, epidemiology and public health on 
childhood cancer, in particular childhood leukemia, in the vicinity of nuclear 
installations of all sorts. It dates back to a 1982 British television documentary entitled 
"Windscale: the Nuclear Laundry", which reported an abnormal incidence of leukemia 
in young people living in the village of Seascale close to the nuclear site of Sellafield, 
and has subsequently spawned an enormous interest in similar clusters elsewhere. 
Among studies which did find such clusters, or at least “abnormal” rates of incidence or 
mortality, are Heasman et al. (1987), Ewings et al. (1989), Clarke et al. (1991), Körblein 
and Hoffmann (1999) or Hoffmann et al. (1996, 2007), just to name a few. Alexander 
(1999) and Laurier and Bard (1998) provide convenient summaries of the earlier 
literature, and Baker and Hood (2007) and later Greiser (2009) collect many of these 
studies for meta-analyses which led to similar results.  
Also – partially – included in these meta analyses were studies which could not find 
any excess incidence or excess mortality. Because they are so rarely cited, we here 
present their main conclusions:  
"No excess cases were found in small towns around the plant" (Sofer et al 
1991, p. 191). 
“Our study gives no evidence for an increased risk of childhood leukaemia 
… in the vicinity of nuclear installations” (Michaelis et al. 1992, p. 262). 
“No increase of Leukaemia and lymphoma mortality in the vicinity of 
nuclear power stations in Japan“ (Iwasaki. et al. 1995). 
“We see no statistically significant clustering of the observed cases about 
the four nuclear power plants in Sweden” (Waller et al. 1995, p. 14). 
                                                 
3 “With epidemiology you can tell a little thing from a big thing. What’s very hard to do is to tell a little 
thing from nothing at all.” This is a quotation attributed by Taubes (1995, p. 164) to the director of 
analytical epidemiology of the American Cancer Society.   4 
“There was no evidence of a generally increased risk of childhood 
leukaemia … around nuclear sites in Scotland” (Sharp et al. 1996, p. 823). 
“Over the entire zone, children do not have an increased risk of malignant 
haematology disease” (Bouges et al. 1999, p. 205). 
“Our study shows no evidence of a generally increased risk of childhood 
leukaemia within 20km of the 29 nuclear sites under study” (White Koning 
et al. 2004). 
“There is no indication of any effect on the incidence of childhood cancer” 
(COMARE 2006, p. 115). 
“It is concluded that there is no evidence that acute leukaemia in children 
aged under five has a higher incidence close to NPSs in Britain” (Bithell et 
al. 2008, p. 196).  
“Neither for the whole study region nor for the individual NPP areas was a 
statistically significant average observed” (Kaatsch et al. 2008b, p. 727). 
“Our results do not indicate an increase in childhood leukemia and other 
cancers in the vicinity of Finnish NPPs” (Heinävara et al. 2009). 
In the next section we argue that such studies, i.e. studies which report no effect at all, 
or no “significant” effect, have much lower chances of being undertaken in the first 
place and later getting published in the second. Or how often does one stumble on a 
journal article like “Pet ownership and childhood acute leukemia” (Swensen et al. 
2001), which, after protracted investigations, finds that “no relationship was found 
between exposure to an ill pet and childhood leukemia” (p. 301)? This certainly does 
not happen very often, with the net result that meta-analyses such as Greiser (2009) are 
much more likely to summarize positive than negative results and are therefore much 
more likely than the nominal α-error claims to find effects where none exist. 
 
3. Publication bias and errors of the third  kind 
A significance level of 5% for a statistical test means that, even without any effect being 
present, the test will claim one in roughly 5 out of 100 trials. This is the well known 
error of the first kind, which among the uninitiated often leads to an error of the third   5 
kind: to assume that a significant test implies that the alternative is true. “The sin comes 
in believing a causal hypothesis is true because your study came up with a positive 
result” (Sander Greenland form UCLA, as quoted in Taubes, 1995, p. 169). 
This error of the third kind, or some variant such as “the null hypothesis is wrong with 
95 % probability” occurs even among professional statisticians. Haller and Krauss 
(2002) asked 30 statistics instructors, 44 statistics students and 39 practicing researchers 
from six psychology departments in Germany about the meaning of a significant two-
sample t-test (significance level = 1%). The test was supposed to detect a possible 
treatment effect based on a control group and a treatment group. The subjects were 
asked to comment upon the following six statements (all of which are false). They were 
told in advance that several or perhaps none of the statements were correct. 
1) You have absolutely disproved the null hypothesis (that is, that there is no 
difference between the population means).             m true / false m 
2)  You  have  found  the  probability  of  the  null  hypothesis  being  true. 
m true / false m 
3) You have absolutely proved your experimental hypothesis (that there is a 
difference between the population means).      m true / false m 
4) You can deduce the probability of the experimental hypothesis being true. 
                   m true / false m 
5) You know, if you decide to reject the null hypothesis, the probability that you 
are making the wrong decision.     m true / false m 
6) You have a reliable experimental finding in the sense that if, hypothetically, 
the experiment were repeated a great number of times, you would obtain a 
significant result on 99% of occasions.     m true / false m 
All of the statistics students, 90% of the practicing psychologists and 80% of the 
methodology instructors marked at least one of the above faulty statements as correct. 
And what is more, even lots of statistics textbooks do. Examples from the American 
market include Guilford (1942, and later editions), which was probably the most widely 
read textbook in the 1940s and 50s, Miller & Buckhout (1973, statistical appendix by 
Brown, p. 523) or Nunally (1975, pp. 194 – 196). On the German market, there is Wyss 
(1991, p. 547) or Schuchard-Fischer et al. (1982), who on p. 83 of their best-selling 
textbook explicitly advise their readers that a rejection of the null at 5% implies a 
probability of 95% that the alternative is correct. For details, see Gigerenzer (2002, 
chap. 13), Krämer and Gigerenzer (2005), or Krämer (2008, chapter 8).   6 
Another mistake, unrelated to but often occurring in tandem with the one above, is to 
report some nominal significance level α  when in reality the reported test statistic is the 
most significant one among n trials, each conducted at the level α . The true significance 
level is then simply the probability that the maximum of n test statistics is larger than 
some critical value and increases rapidly with n. Table 1 gives some examples for 
independent trials and various nominal and true significance levels of the test. 
 
Table 1: True significance level when rejection is based on the most unfavourable 
of n independent trials 
number of trials  Nominal significance level  
  1%  5%  10% 
2  1,9 %  9,8  19,0 % 
3  3,0 %  14,3  27,1 % 
4  3,9 %  18,5 %  34,4 % 
5  4,9 %  22,6%  41,0 % 
10  9,6 %  40, 1 %  65,1 % 
 
 
Krämer and Runde (1992) have used this trick to establish what they call the "Krämer-
Runde-seven-modulo 1 effect." This means in words, that on days of the month Nr. 1, 8, 
15, 22, and 29 the German stock price index DAX performs significantly better than 
average (t=3.161). Or in technical terms, the null hypothesis that stocks perform the 
same on these days as on others could be rejected, given the available data, at a level of 
5%. What Krämer and Runde also did, and also reported, were additional tests of many 
other hypotheses: There is no six-modulo-2-effect, there is no six-modulo-3-effect, 
there is no seven-modulo- 2-effect, eight-modulo-3-effect, and so on, ad nauseam. 
Given a particular data set and one hundred such hypotheses, all of them true, one is 
still bound to find about five "significant" effects, i.e. rejections of the null. And it is 
well known (see e.g. McCloskey 1983 or Ziliak and McCloskey 2008) that many other 
authors procede along similar lines, without reporting the unsuccessful trials, see also 
Krämer (2010, chapter 15). And although an increasing number of authors seem to be 
aware of this (see e.g. Fertig and Tamm 2010), only few take recourse to the impressive   7 
toolbox of multiple testing procedures which have been developed to control for this 
effect. 
In economics, this habit of reporting only the most unfavorable (to the null hypothesis) 
results is sometimes referred to as "data mining" (Lovell, 1983)
4. It is of course strictly 
illegal and rightly frowned upon. Not illegal, but equally misleading, is the related 
phenomenon known as “publication bias”: 100 authors, each testing at 5%, are 
searching for effects, but there are none. Five studies still observe significant results. All 
studies are submitted for publication. Which have higher chances for acceptance? 
One does not have to think hard (see section 2). Let us assume that 4 of the 5 studies 
with positive results and 36 of the 95 studies with negative results find their way into 
some scientific journal. This means that the true significance level of the tests is not 5% 
but 10%, and this happens even when no individual investigator engages in data mining. 
Denton (1985) calls this "collective data mining" and provides a rule of thumb to adjust 
for it in some selected applications. 
It is common knowledge that such „collective data mining” is happening in almost 
every field where formal tests of significance are employed. “There is some evidence 
that in fields where statistical tests of significance are commonly used, research which 
yields nonsignificant results is not published” (Sterling 1959, p. 30). “Such research 
being unknown to other investigators may be repeated independently until eventually by 
chance a significant result occurs.” Taken to the limit, this argument implies that a 
“significant“ effect will be found eventually almost surely, no matter what. 
In psychology, this bias is also known as the file drawer problem: negative results 
remain stuck in the file drawer. In medicine, Stern and Simes (1997) report that among 
748 studies approved by the Royal Prince Alfred Hospital Ethics committee between 
1979 and 1988, about 85% were eventually published if they reported significant results 
at levels 5% or less. Among studies which did not report significant results, this 
percentage of published papers was only 50 %. See also Beck-Bernholdt and Dubben 
(2004). 
In economics, it is above all McCloskey who has repeatedly, although with little effect, 
drawn attention to this phenomenon, and the implications that this form of statistical 
                                                 
4 Not to be confused with the serious business of the same name that is a modern subject of computer 
science   8 
nonsense has for the field as such: “The progress of economic science has been 
seriously damaged. You can’t believe anything that comes out of [it]. Not a word. It is 
all nonsense, which future generations of economists are going to have to do all over 
again. Most of what appears in the best journals of economics is unscientific rubbish. I 
find this unspeakably sad. All my friends, my dear, dear friends in economics, have 
been wasting their time....They are vigorous, difficult, demanding activities, like hard 
chess problems. But they are worthless as science“ (2002, p. 44). 
This is rather harsh judgement, and a bit beside the point. For instance, the large area of 
specification testing, where there is no particular alternative, and therefore no “effect” to 
be established, has certainly improved empirical economic work a lot. But whenever 
significance tests are meant, not to test the validity of some model (which in case of 
rejection is to be substituted by a better one), but to establish a particular and 
prearranged alternative, pitfalls abound. 
 
4. Data mining in radiation epidemiology 
At the time of this writing, there are 439 commercial nuclear power reactors operating 
worldwide. Some sites have more than one reactor (in Germany, Biblis is an example), 
so the number of different sites is only 210. In addition, there are 368 operational 
research reactors, 10 reprocessing plants, 14 uranium refineries, and several dozen 
uranium mining and milling facilities and atomic weapon factories each (the exact 
number of the latter being, for obvious reasons, hard to validate). Adding the well above 
300 nuclear sites which had been in operation sometime but have by now been 
decommissioned or shut down, there are well above 1000 geographical locations 
worldwide available for testing
5. Greiser (2009) singles out 80 of these.
6 
The respective data are mostly from previous studies, which, like the Seascale studies in 
the UK, have in turn often been undertaken subsequent to the occurrence of leukemia 
clusters. This HARKing (Hypothezing After the Results are Known) reinforces the data 
                                                 
5 The numbers are from Wikipedia and the websites of Atomforum 
(http://www.kernenergie.de/kernenergie/Themen/Kernkraftwerke/Kernkraftwerke_weltweit/index.php) 
and the International Atomic Energy Agency (http://nucleus.iaea.org/RRDB/RR/ReactorSearch.aspx?rf=1 
eew). 
6 In fact, the number of sites on which his tables are based is even smaller than he claims: 69 rather than 
75 in his table 4, for instance.   9 
mining effect. In Germany for instance, testing on a massive scale started only after an 
abnormal cluster of leukemia cases was observed close to the Krümmel power 
generation plant.  
Another important degree of freedom is the time period under consideration. The 
literature abounds with examples where excess mortality or morbidity was found in 
certain periods, but not in others (Heasman 1987, Möhner and Stabenow 1993, Kaatsch 
et al. 2008). For instance, the studies form Canada quoted by Greiser (2009), reporting 
excess incidence of childhood leukemia around Canadian nuclear power plants, cover 
only years up to 1986. It is rather safe to assume (and confirmed by private information 
from Canadian authorities) that no excess incidence was observed thereafter. 
Then one has to choose a distance from the potential source of radiation. Conventional 
choices are 6.5 km (Evrard et al. 2006)
7, 15 km (Kaletsch et al. 1997, Möhner et al. 
1993), 20 km (Laurier et al. 2008), 25 km or 50 km (COMARE 2005, 2006) or 
complete counties, like in most studies from Canada and the U.S.. Again, there is an 
abundance of examples where excess incidence or mortality was observed for some 
distances, but not for others. It is also not true that incidence necessarily increases with 
proximity to power plants. Laurier et al. (2006, table 1) for instance report 5.2 expected 
and 5 observed cases within a 5 km distance from 19 French nuclear power plants, as 
compared to 69.3 expected and 71 observed cases when the distance is increased to 20 
km. Similar results are also given in Bithell et al. (2008, p. 195), who find “that there is 
no association between childhood cancer and proximity to NPs in the UK.” 
Then there is the type of cancer (myeloid leukaemia – ML, acute lymphoblastic 
leukaemia – ALL, acute non-lymphoblastic leukemia, Non-Hodgkin lymphoma, other 
cancers), which likewise might lead to an excess for one type and a deficit for another. 
Kaatsch et al. (2008b, p. 530) for instance find an excess of leukemia, but a deficit of 
other childhood cancers close to nuclear power plants in Germany. And sometimes 
there is an excess of ML but not of ALL, or vice versa, so any investigator has a large 
number of choices where to investigate. In addition, the age group of the children is also 
important. Laurier et al. (2006, p. 402) and Evrard et al. (2006, table 2), among many 
others, report an excess of leukemia for some age groups, and a deficit for others.  
                                                 
7 not 40 km, as claimed by Greiser (2009). An area of 40 square km and an area of 40km x 40 km are not 
the same.   10 
It is obvious that by judiciously adjusting these parameters it is trivial to establish 
“significant” effects of any sort. A prime example is Körblein and Hoffmann (1999, p. 
18), who, being dissatisfied with negative results from another epidemiological study, 
got what they wanted using the same data set: “A reanalysis of the data … reveals a 
statistically significant increase in childhood cancers … when the evaluation is 
restricted to commercial power reactors, the vicinities closest to the plants and children 
of the youngest age group.”  
Greiser (2009) uses all data available to him from previous studies, plus data from 
various U.S. cancer registries. The following table, compiled from his table 4, p. 20-21, 
gives the number of leukemia cases for the age group 0-4. As this is also the age group 
where radiation induced susceptibility to leukaemia is supposed to be highest, we focus 
on this data set in what follows. 
 
Table 2: Observed vs. expected leukemia cases for age group 0-4, version I 
Country  Number of sites  Expected cases  Observed cases 
Canada  2  47.7  58 
France  19  108  114 
Germany  15  524. 8  593 
U.K.  9  43.8  50 
U.S.  24  1244. 4  1312 
total  69  1968.7  2127 
 
The data for the UK cover only myeloid leukemia, which comprises about 20% of all 
leukemia cases, and are therefore rather small. The data for Germany, from Kaatsch et 
al. (2008a), who report an excess incidence of 13%, are not explicitly given by Greiser 
(2009), and are taken form the initial study. Also, the number of sites  -75 – which 
Greiser quotes is not correct. Still, according to table 2, the expected value of leukemia 
cases, if incidence around nuclear power plants were equal to the national average, is 
1969, as compared to an actual number of 2127, so there certainly appears to be some 
reason for concern.   11 
The particular statistical procedure which was employed by Greiser to show that this 
excess is “significant” shall not concern us here. Rather, the point we want to make is 
that any “significance”, no matter how it was obtained, is bound to disappear once some 
obvious deficiencies have been accounted for. For instance, what if some plants outside 
the scope of Greiser (2009) had also been included? According to Sofer (1991), Waller 
(1995) or Heinävara et. al (2009), cancer incidence around nuclear power plants in 
Sweden, Israel and Finland is no higher than elsewhere and sometimes well below. 
Also, no excess incidence has so far been reported for nuclear sites in Japan, Spain and 
Switzerland. Given the enormous media interest in occurrences of this kind, one can 
certainly be sure that any leukemia cluster close to a nuclear facility in these counties 
would have made headlines there as well.
8 Therefore, the absence of such headlines 
provides evidence that no such clusters have occurred. 
 
5. Disregard of confounding factors 
As mentioned before, childhood leukemia often comes in clusters. Contrary to what 
most true believers claim, there is no consensus on the underlying causes. Extremely 
high doses of radiation might theoretically be responsible, but have never been observed 
or even been approximated in routine practice close to nuclear power plants. In fact, if 
there is any agreement at all among partisans in this debate, then this concerns the 
impossibility of routine doses of industrial radiation to cause cancer in the first place: 
“Based on the findings of radiation research such a connection seems implausible, 
because the radiation emitted by an NPP in normal operation is at least 1000 times 
lower than ‘background radiation’, i.e. the 1.5mSv of natural radiation to which the 
average German is exposed in a year” (Kaatsch et al. 2008b, p. 729).  
According to Ries et al. (1999, figure 6 and table 1.5), and confirmed by many others, 
risk factors which are really important in practice are race and sex. For instance, 
childhood cancer incidence in the U.S. is 30% higher for boys as compared to girls and 
almost double for whites as compared to blacks. For leukemia only, the highest 
incidence rates are observed among hispanics (48.5 per million as compared to 41.6 per 
                                                 
8 In fact, there was a preliminary examination in Switzerland following the KiKK-excitement, which 
produced no effect and was therefore neglected by the media, see Reichmuth (2010). The final results will 
be available in 2011.   12 
million for whites and 25,8 per million for blacks). By far the lowest rates for any type 
of childhood cancer are observed for American Indians. 
Also, leukemia incidence correlates strongly with income – the higher the income of the 
parents, the larger the risk of leukemia for kids (Borugian et al. 2005, COMARE 2006 
and many others). The true underlying cause is still subject to debate; current 
hypotheses include an increased susceptibility of wealthy children to non-specific 
infectious agents (COMARE 2006, p. 12; wealthy children are brought up in “cleaner” 
environments and develop less antibodies) or a higher incidence of parental 
cosanguinity. In Scotland, for instance, the incidence of childhood leukemia between 
the richest and the poorest subpopulations differs by as much as 50%.  
Other risk factors which have been identified so far are population density (more cases 
per 1000 children in densely populated as compared to sparsely populated areas: “it can 
be seen that the incidence of … tumours increases as population density increases at 
both county district and word level” (COMARE 2006, p.26) and population mixing 
(Kinlen 1995, Kinlen and Doll 2004, COMARE 2005, p.8)). Like population density, 
this might likewise lead to an increased exposure of susceptible individuals to infections 
and local epidemics which in turn could later promote the onset of cancers of many 
types. 
It would be surprising if these established covariates did not also affect the numbers in 
table 2. For instance, the plant that contributes most to the surplus of 158 leukemia 
cases reported in the table is San Onofre Nuclear Generating Station in Southern 
California. It is located in the northwestern corner of San Diego County, south of the 
city of San Clemente, and started operations in 1967. Its initial unit is no longer in 
service, but two additional units, built in the early eighties, have licences to operate until 
2022. According to Greiser (2009, p. 21, table 4) there were 281 cases of childhood 
leukemia close to San Onofre (which in this case means: in San Diego County) in the 
2001-2006 time period, compared to only 177 expected cases, an excess of 104. 
Therefore, this single data point contributes almost all of the excess cases in table 1. 
Now, looking closer at the San Onofre site (see figure 1), it appears that the power plant 
is almost 300 km away from the south-eastern border of San Diego County, where it is 
supposed to be responsible for cancer. Attributing cancer cases there to radiation in San 
Onofre is like attributing cancer in Hanover to the Krümmel nuclear power plant on the   13 
river Elbe one hundred miles to the north. This is mistake Nr. 1: The geographical area 
for investigating leukemia cases connected to San Onofre is much too large. Even if one 
focused on more densely populated areas, this argument would still apply, since the 
metropolitan area of San Diego, where the bulk of the population of San Diego County 
lives, is still more than 100 kilometers away. This means that even if there were an 
impact of San Onofre on childhood leukemia, it could hardly be detected with the 
Greiser (2009) data set.  
 
Figure 1: San Diego County and San Onofre nuclear power generating station 
 
 
Even more important is mistake Nr. 2: The neglect of virtually all confounding factors 
which have so far been established in the literature. For instance, San Diego County is 
rather wealthy. According to Forbes Magazine, San Diego is the 4
th wealthiest city in 
the U.S., and household income in San Diego County overall is 20 % above the national 
average, see table 3. In addition, San Diego County has an above-average population of 
Hispanics and very few blacks (in the city of San Clemente, which is closest to San 
Onofre, blacks compose less than 1% of the population). In fact, among children under 
the age of 18, the largest proportion in the meantime is hispanic (which is also the 
ethnic group where leukemia incidence among children is highest). Also, both   14 
population density and population mixing are more pronounced in San Diego County 
than elsewhere in the U.S.. San Diego is the largest concentration of naval facilities in 
the world, with a constant moving in and out of families, which is even further 
accentuated by a large university and many more military facilities such as training 
camps, airbases, Marine corps recruit depots and coast guard stations. All of these 
variables correlate strongly with childhood leukemia.  
Summing up, among factors which are known to correlate positively with childhood 
leukemia, almost every one is larger in San Diego County than elsewhere in the United 
States. Not surprisingly, therefore, taking account of these covariables and using data 
from the early days of operation of the plant, Enstrom (1983) found that childhood 
leukemia is no more prevalent around San Onofre than elsewhere. 
 
Table 3: San Diego County vs. National Average 
(Census 2002) 
Variable  San Diego 
County 
National Average 
mean household income  $47.067  $41.994 
percentage blacks  5.7%  12.3% 
percentage white  66.5%  75.1% 
percentage Hispanic or latino  26.7%  12.5% 
number of white children <5  110 739   
number of black children <5  13 276   
number of Hispanic children <5  80 261   
 
 
However, removing San Onofre from the Greiser (2009) data set, and adding some 
studies he has overlooked (for instance Bithell et al. (2008) and Kaatsch et al. (2008b)) 
the initial surplus of leukemia cases among children aged 0-4 turns into a deficit (table 
4): Other than in table 2, the data for the UK now comprises all sorts of acute leukemia 
as specified by International Classification of Childhood Cancer Groups 11 and 12; 
therefore, incidence is lager. The data from Germany was collected by almost the same 
research group which had supplied the German data for table 2 (Kaatsch et al. 2008a), 
but covers a longer time span. Therefore, the data base for table 4 is both more 
comprehensive and less prone to omitted variable bias (due to the deletion of San 
Onofre) than table 2.    15 
Table 4: Observed vs. expected leukemia cases for age group 0-4, version II 
 
Country  Number of sites  Expected cases  Observed 
cases 
Canada  2  47,7  58 
France  19  108  114 
Germany  15  623,7  619 
U.K.  13  374,9  360 
U.S.  23  1067,9  1031 
Together  72  2222,2  2182 
 
Will there ever be a study claiming that nuclear power protects against leukemia? With 
some proper data mining, and a convenient choice of statistical model, this salutary side 
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