In this paper we study the Fredholm properties of Toeplitz operators acting on weighted Bergman spaces A p ν (B n ), where p ∈ (1, ∞) and B n ⊂ C n denotes the n-dimensional open unit ball. Let f be a continuous function on the Euclidean closure of B n . It is well-known that then the corresponding Toeplitz operator T f is Fredholm if and only if f has no zeros on the boundary ∂B n . As a consequence, the essential spectrum of T f is given by the boundary values of f . We extend this result to all operators in the algebra generated by Toeplitz operators with bounded symbol (in a sense to be made precise down below). The main ideas are based on the work of Suárez et al. ([17, 24] ) and limit operator techniques coming from similar problems on the sequence space ℓ p (Z) ([13, 15, 19] and references therein).
Introduction
Consider some measure space (X, µ) and a corresponding L p -space for some p ∈ (1, ∞), say. Further assume that there is a bounded projection P onto a closed subspace S of L p (X, µ). If we now decompose a multiplication operator parallel to this projection, we obtain a Toeplitz operator. More precisely, if f : X → C is an essentially bounded function and M f the corresponding multiplication operator on L p (X, µ), the corresponding Toeplitz operator is given by T f := P M f | S . Toeplitz operators are one of the prime examples for non-normal operators and are thus extensively studied on various different domains, the most prominent example probably being the Hardy space over the circle. In our case here we are going to consider Toeplitz operators on the space of holomorphic L p -functions defined on the complex open unit ball B n , which is called a Bergman space. Using the variables above, we consider X = B n with a weighted Lebesgue measure dv ν for a weight parameter ν and we take S to be the closed subspace of holomorphic functions contained in L p ν := L p (B n , dv ν ), here denoted by A p ν (see Section 2 for more details). In this paper we are particularly interested in the Fredholm properties of Toeplitz operators. Recall that in the Hardy space case, a Toeplitz operator T f with a continuous symbol f is Fredholm if and only if f does not have any zeros. A similar result holds for the Bergman space: A Toeplitz operator T f with a symbol that can be continuously extended to the (Euclidean) boundary ∂B n is Fredholm if and only if f has no zeros on the boundary. This result was first established by Coburn in [9] and then generalized in many different directions by several authors (e.g. [1, 2, 6, 8, 16, 17, 23, 24, 28, 29] ). One of the latest improvements ( [24, Theorem 10.3] , [17, Theorem 5.8] ) include the following result: Let T 2,ν ⊂ L(A 2 ν ) denote the closed subalgebra generated by Toeplitz operators T f with f ∈ L ∞ (B n ). Then A ∈ T 2,ν is Fredholm if and only if all of its limit operators are invertible and their inverses are uniformly bounded. Roughly speaking, limit operators are operators that appear when we shift our operator A to the boundary of the domain (a more accurate definition is given in Section 5). This theorem reminds of a seemingly unrelated result in the Fredholm theory of sequence spaces ℓ p . There, until a few years ago, one of the main theorems was stated as follows: A band-dominated 1 operator A is Fredholm if and only if all of its limit operators are invertible and their inverses are uniformly bounded (see e.g. [19] ). There are a few problems with this characterization. Not only is the uniform boundedness condition difficult to work with, it also prevents us from writing the essential spectrum as the union of spectra of limit operators. As a consequence, many different authors worked out particular examples (see e.g. [14, Chapter 3] for a summary) where the uniform boundedness condition could be dropped. Moreover, as there was no known example where the uniform boundedness condition was actually violated, it was conjectured that this condition was actually redundant. And indeed, this was shown in [15] a few years ago. Now the goal of this paper is to show that the same is the case for Toeplitz operators on the Bergman space:
Theorem A. Let T p,ν ⊂ L(A p ν ) denote the closed subalgebra generated by Toeplitz operators with bounded symbol and A ∈ T p,ν . Then the following are equivalent:
(ii) A x is invertible for all x ∈ M \ B n and sup
(iii) A x is invertible for all x ∈ M \ B n .
Here, the A x denote the limit operators of A and they are indexed over the boundary of a certain compactification M of B n . In particular, we extend [24, Theorem 10.3] and [17, Theorem 5.8 ] to the Banach space case p = 2 and show that the uniform boundedness condition is redundant just like it is in the sequence space case. As a consequence, we get sp ess (A) = x∈M\B n sp(A x ) for all operators A ∈ T p,ν .
The paper is organized as follows. In Section 2 we introduce all the necessary notation and some preliminary results. Then we proceed by introducing what, in analogy to the sequence space case, we will call band-dominated operators and show some basic properties in Section 3. In particular, we show that Toeplitz operators are band-dominated. In Section 4 we show a Fredholm criterion for band-dominated operators that will be crucial for the proof of Theorem A. In Section 5 we introduce limit operators and finally show our main theorem. After that, we proceed by showing that a similar result holds for the essential norm of an operator A ∈ T p,ν in Section 6. However, our result is less complete in this case (compare with the corresponding result on ℓ p : [13, Theorem 3.2] ) and leaves some questions open. Section 7 is devoted to some applications of Theorem A.
Note that similar results are expected to hold for more general domains. Sections 2 to 4 are in fact valid word by word for any bounded symmetric domain Ω ⊂ C n . For future reference we 1 a certain property related to the structure of the corresponding infinite matrix therefore chose to provide full generality in these sections. However, in Sections 5 and 6 there are some open problems in the most general case, which is part of the reason why we restrict ourselves to Ω = B n in this paper. A more general setting will be the topic of future work. The reader who is only interested in the unit ball (which is quite frankly the topic of this paper) may replace any Ω by B n , ignore the specific notions for bounded symmetric domains and use the respective (more explicit) formulas.
Notation and preliminary results
Let Ω ⊂ C n be an irreducible bounded symmetric domain of genus g and type (r, a, b) in its HarishChandra realization with corresponding Bergman metric β and Jordan triple determinant h. As we only need a handful of properties of bounded symmetric domains, we do not provide an introduction to these notions here. Instead, we refer to [10, 26] for introductions and just mention the properties we actually need. For p ∈ (1, ∞) and ν > −1 denote by L p ν the usual Lebesgue space of p-integrable functions on (Ω, dv ν ), where
dv is the usual Lebesgue measure restricted to Ω and c ν is a normalizing constant chosen such that dv ν (Ω) = 1. The (unique) geodesic symmetry interchanging 0 and z is denoted by φ z . In particular, these symmetries φ z satisfy
for all x, y ∈ Ω. Moreover, h and dv ν transform under φ z as follows:
(see [10] for details). Note that for the unit ball Ω = B n we have (r, a, b) = (1, 2, n − 1) and g = n + 1. Moreover, the Bergman metric is the usual hyperbolic metric on the unit ball and the Jordan triple determinant is simply given by h(z, w) = 1 − z, w in this case. In case n = 1, φ z is given explicitly by the Möbius transform w → z−w 1−wz . We refer to [30] for an explicit description of φ z in higher dimensions. The (closed) subspace of holomorphic functions contained in L p ν is denoted by A p ν and called a weighted Bergman space. The set of bounded linear operators between Banach spaces X and Y is denoted by L(X, Y ) and we abbreviate L(X) := L(X, X). The set of compact operators in L(X) will be denoted by K(X). A ∈ L(X) is called Fredholm if it is invertible modulo K(X), i.e. if there exists B ∈ L(X) such that both AB − I and BA − I are compact. Equivalently, A is Fredholm if and only if ker A and coker A are both finite-dimensional (Atkinson's theorem). The essential spectrum of an operator A will be denoted by sp ess (A) and is given by sp ess (A) = {λ ∈ C : A − λI is not Fredholm} .
We will say that a net (sequence, series, etc.) of operators converges * -strongly if the net converges strongly and the net of adjoints converges strongly to the adjoint. The characteristic function of a set M will be denoted by χ M .
Let P ν ∈ L(L 2 ν ) be the orthogonal projection onto A 2 ν , called the Bergman projection. One can show (see e.g. [10] or [26] ) that P ν is given by
Using the same formula also for p = 2, we can define for every f ∈ L ∞ (Ω) the corresponding Toeplitz operator
ν . T f then defines a bounded linear operator on A p ν with T f ≤ P ν f ∞ , provided that P ν is indeeed a bounded linear operator on L p ν . The function f is called the symbol of T f and M f , respectively. The algebra generated by all Toeplitz operators acting on A p ν will be denoted by T p,ν . The next proposition provides a sufficient condition for P ν to be bounded. Note that this is certainly not optimal if r > 1 as the case α = ν, p = 2 demonstrates. For a more optimal condition in the case α = ν we refer to [10, Lemma 9] (which is a special case of [4, Theorem II.7] ).
Proof. By definition,
We want to show that the integral operator with kernel R(z, w) = |h(z, w)
To do this, we apply the Schur test with the test function h(z) := h(z, z) s , where s ∈ R is to be determined later. We thus need to show that there exists a constant C such that . Therefore the Toeplitz algebra T p,ν can be defined for all ν > −1 and p ∈ (1, ∞) in this case. For a more general bounded symmetric domain Ω we will always assume that ν and p are chosen in such a way that (ν, ν, p) is admissible. Clearly, this assumption also implies that (α, ν, p) will always be admissible provided that α ≥ ν. This observation will be crucial later on.
We will also need the following two simple propositions that will be used several times later on. The first one is basically a sloppy version of Jensen's inequality, but sufficient for our purposes.
Proposition 5. Let (U k ) k∈N be a sequence of measurable sets in Ω such that every z ∈ Ω belongs to at most N of the sets 
Band-dominated operators
In this section we introduce the notion of band-dominated operators. The name is chosen in analogy to the sequence space case ℓ p (Z), where band-dominated operators are in fact norm limits of infinite band matrices, see e.g. [13, 14, 15, 19, 20, 21] .
is called the band width of A. An operator A ∈ L(L p ν ) is called band-dominated if it is the norm limit of band operators. The set of band-dominated operators will be denoted by BDO The definition of band-dominated operators can be extended to operators acting on the Bergman space A p ν . If (α, ν, p) is admissible and Q α := I − P α , we can consider the natural extension
). An operator acting on A p ν is then called band-dominated if its extension is band-dominated. As will be immediate, this definition does not depend on the chosen extension. In this language the main result of this section reads as follows:Â ∈ BDO p ν for all A ∈ T p,ν , i.e. Toeplitz operators are band-dominated.
Theorem 7. Let (α, ν, p) be an admissible triple and A ∈ T p,ν . ThenÂ ∈ BDO p ν . Before we proceed with the proof of this theorem, we show some equivalent characterizations of band-dominated operators that will prove useful later on. For this we need some cut-off functions to decompose our domain Ω. Let us state the following auxiliary lemma, which is due to Carlsson and Goldfarb [7] (see [5, Theorem 91] for a more explicit version). For the unit ball Suárez constructed an explicit cover in [24, Lemma 3.1].
Lemma 8. There is a (smallest possible) positive integer N (depending only on the bounded symmetric domain Ω) such that for any σ > 0 there is a cover of Ω by Borel sets (B j ) j∈N satisfying (i) the sets B j are pairwise disjoint,
(ii) every point of Ω belongs to at most N of the sets {z ∈ Ω : dist β (z, B j ) ≤ σ},
For every t ∈ (0, 1) let (B j,t ) j∈N be a cover of Ω that satisfies (i) to (iii) in Lemma 8 in the case σ = 1 t and define Ξ j,t,k := z ∈ Ω : dist β (z, B j,t ) ≤ k 3t for j ∈ N, t ∈ (0, 1) and k = 1, 2, 3. We now construct families of uniformly Lipschitz continuous functions (partitions of unity) according to these decompositions. Let f j,t : Ω → [0, 1] be defined by
.
Clearly, supp f j,t = Ξ j,t,1 and f j,t (z) = 1 for z ∈ B j,t . Moreover, it is easy to see that
gt . The functions ϕ j,t then satisfy the following properties
(ii) supp ϕ j,t = Ξ j,t,1 for all j ∈ N, t ∈ (0, 1), (iii) |ϕ j,t (z) − ϕ j,t (w)| ≤ 6N tβ(z, w) for all w, z ∈ Ω, j ∈ N and t ∈ (0, 1).
Similarly, we can define functions ψ j,t : Ω → [0, 1] with the following properties:
(ii) supp ψ j,t = Ξ j,t,3 for all j ∈ N and t ∈ (0, 1), (iii) |ψ j,t (z) − ψ j,t (w)| ≤ 3tβ(z, w) for all w, z ∈ Ω, j ∈ N and t ∈ (0, 1).
In particular, we have ϕ j,t ψ j,t = ϕ j,t for all j ∈ N and t ∈ (0, 1).
and N ∈ N as in Lemma 8. Moreover, let ϕ j,t and ψ j,t be defined as above. Then the following are equivalent:
)) = ∞ and for every t ∈ (0, 1) and z ∈ Ω the sets {j ∈ N : z ∈ supp a j,t } and {j ∈ N : z ∈ supp b j,t } contain at most N elements,
M aj,t AM 1−bj,t = 0 under the same assumptions as in (ii),
Then there is a sequence (A n ) n∈N of band operators such that A n → A. Let ε > 0 and choose n sufficiently large such that A − A n < ε. Now choose t sufficiently small such that inf j∈N dist β (supp a j,t , supp(1 − b j,t )) is larger that the band-width of A n . This implies that
ν and sufficiently small t by Proposition 5. As ε was arbitrary, (ii) follows. Now assume
ν and t ∈ (0, 1) by Proposition 4 (for every z ∈ Ω the sum over j in the first line contains at most N non-zero terms). It follows
and every z ∈ Ω belongs to at most N of the sets supp ϕ j,t and supp ψ j,t by construction (see Lemma 8) .
We are thus left with the assertion that (v) implies (i). Define
It is easily seen that this defines a bounded linear operator (see also Lemma 16 below). Moreover,
A n is obviously a band operator of band width at most C(n) + 2n, where C(n) is the constant from Lemma 8 (iii). As M ϕj,t = I for all t ∈ (0, 1), we obtain
and this tends to 0 as n → ∞ by assumption.
and for every t ∈ (0, 1) and z ∈ Ω the sets {j ∈ N : z ∈ supp a j,t } and {j ∈ N : z ∈ supp b j,t } contain at most N elements. Then
M aj,t AM 1−bj,t f p the first limit follows directly from Proposition 9. To show the second limit we may either repeat the first part of the proof of Proposition 9 with the reversed ordering or just observe that A ∈ BDO p ν is equivalent to A * ∈ BDO q ν for
The following characterization will also prove itself useful. The proof is quite similar to the proof of Theorem 2.1.6 in [20] . We use the standard notation [A, B] := AB − BA for the commutator of two operators A and B.
We divide the proof in two parts. In the first part we deal with band operators only and show a little bit more than we need here. This will come in handy later on.
Lemma 12. Let ω > 0 and let a j,t : Ω → [0, 1] be measurable functions for j ∈ N and t ∈ (0, 1).
, then for every ε > 0 there exists a t 0 > 0 such that for all t < t 0 and all band operators of band width at most ω the estimate sup
) be a band operator of band width at most ω, fix ε > 0 and set m := 1 ε . For k = 1, . . . , m we define the following sets:
Moreover, we set
Clearly, for every z ∈ Ω, t ∈ (0, 1) and j ∈ N either a j,t (z) < ε or a j,t (z) ∈ [lε, (l + 1)ε) for some l ∈ {1, . . . , m}. In either case this implies a j,t (z) − a U j,t (z) < ε and hence sup
Similarly, we obtain sup
It follows
As A is a band operator of band width at most ω, the third term in (3.2) vanishes.
Similarly, setting U j 0,t := Ω and V j m+1,t := ∅, we get
As the sets U 
Now we can prove Proposition 11.
Proof of Proposition 11. Let A ∈ BDO p ν and fix ε > 0. Then there is a sequence of band operators (A n ) n∈N such that A n → A. Choose n sufficiently large such that A − A n < ε. Now observe that the functions ϕ j,t satisfy the assumption in Lemma 12. Indeed, let U,
Thus there is a t > 0 such that
by Lemma 12. As ε was arbitrary, this implies
and Proposition 9, we obtain 
and by assumption, this tends to 0 as t → 0. Thus A ∈ BDO p ν by Proposition 9. Here are some algebraic properties of BDO 
Proof. (i), (ii) and (v) are easy to see. and supp ϕ j,t = Ξ j,t,1 = z ∈ Ω : dist β (z, B j,t ) ≤ 1 3t , we get thatφ j,t vanishes on D(0,
) for all but at most N integers j. W.l.o.g. we may assume that these integers are j = 1, . . . , N . For j = 1, . . . , N and z ∈ D(0,
BMφ j,t K 1 f p = 0. Similarly, we obtain the equality
Plugging these observations into (3.3), we conclude
and hence B ∈ BDO p ν by Proposition 11.
(ii) there is an integer N such that every z ∈ Ω belongs to at most N of the sets supp a j and to at most N of the sets supp b j , then there is a function σ → β p,α,ν (σ) (depending only on p, α and ν) converging to 0 as σ → ∞ such that
In other words,
Proof. Let us consider the case where every z ∈ Ω belongs to at most 1 of the sets supp a j first. Define
As in the proof of Proposition 1, we want to apply Schur's test with h(z) := h(z, z) s , where s ∈ R has to be determined later. We thus need to show that there exist two constants C 1 and C 2 such that
for (almost) every z ∈ Ω and
So let z ∈ Ω. We may assume that z ∈ supp a j for some j ∈ N, otherwise the left-hand side is just 0. Now choose s ∈ (− α+1 q , −
. Moreover, let D(w, r) := {z ∈ Ω : β(w, z) < r} for midpoints w and radii r. Since we assumed N = 1, there is only one term contributing to Φ(z, w) and so
where C is some constant (coming from the Rudin-Forelli estimates [12, Theorem 4.1]) and
Now let w ∈ Ω. We obtain
)) as in Proposition 1. Thus, by Schur's test, we have the following norm estimate:
with β p,α,ν (σ) → 0 as σ → ∞. This proves the estimate in the case N = 1. Now let us consider the case N > 1. As in the proof of Proposition 5, there is a disjoint decomposition supp a j = A 
Proof of Theorem 7. Combining Lemma 14 and Proposition 9, we get that P α is band-dominated. By Proposition 13 the set BDO p ν is a Banach algebra that contains all multiplication operators. It thus contains all operators of the form T f P α + Q α = P ν M f P α + Q α and therefore all operators of the form AP α + Q α with A ∈ T p,ν .
A Fredholm criterion for band-dominated operators
In this rather short section we show a Fredholm criterion for band-dominated operators. First, we need another auxiliary proposition that is of course well-known. For completeness we include a short proof. Proposition 15. Let (α, ν, p) be an admissible triple and let D ⊂ Ω be a compact set. Then the operators P α M χD and
is uniformly bounded (shown for example in the proof of [11, Proposition 3] ). This implies that P α M χB R is compact by the HilleTamarkin theorem (see e.g. [27, Theorem 41.6]).
Similarly,
and thus M χD P α is compact by the same argument.
We will also need the following lemma, which is a small modification of [19, Proposition 13] .
Lemma 16. For j ∈ N let a j , b j : Ω → [0, 1] be measurable functions and A j ∈ L(L p ν ) so that the sequence (A j ) j∈N is uniformly bounded. If there is an integer N such that every z ∈ Ω belongs to at most N of the sets supp a j and to at most N of the sets supp b j , then the series
Moreover,
Proof. Since every z ∈ Ω belongs to at most N of the sets supp a j , it follows
ν by Proposition 4 (for every z ∈ Ω the sum over j in the first line contains at most N non-zero terms). Using Proposition 5, we also get
ν . This yields both inequalities and the * -strong convergence follows easily as well.
Proposition 17. Let (α, ν, p) be an admissible triple, A ∈ BDO p ν satisfy [A, P α ] = 0 and ψ j,t as above. If there is a constant M > 0 such that for every t ∈ (0, 1) there is a j 0 ∈ N such that for all j ≥ j 0 there are operators B j,t , C j,t ∈ L(L p ν ) with B j,t , C j,t ≤ M and
Proof. Let the functions ϕ j,t be as above and ε > 0. Then by Lemma 16, the series
converges strongly with B t ≤ N 2 M . Multiplying by A, we obtain
where the strong convergence of the two series on the right-hand side is again guaranteed by Lemma 16. As every z ∈ Ω belongs to at most N of the sets supp ψ j,t , the same computation as in the proof of Lemma 16 yields
Therefore the second term in (4.1) tends to 0 by Proposition 9. For the first term we further compute
where the latter term tends to 0 by Lemma 16 and Proposition 11. Furthermore, we have
Combining all these estimates, we conclude
In particular, we have
Now as the functions ϕ j,t have compact support, the operators P ν M ϕj,t | A 
As A * ∈ BDO q ν , we can apply the above to A * to obtain
This implies
because [A, P α ] = 0. Now we can precede as above to obtain an operator C ∈ L(A p ν ) with
Limit operators (unit ball)
From this section onwards we focus on the case of the unit ball Ω = B n . The corresponding results are expected to hold for general bounded symmetric domains as well, but need some more preparations. These are postponed to future work.
As we expect the Fredholm information to be located at the boundary, we consider the following shift operators
Using the standard identities mentioned in Section 2, one obtains that U p z is a surjective isometry
converging to x ∈ M, the maximal ideal space of BUC(B n ) considered as a compactification of B n (see [17, Section 4] [17, Proposition 4.11] ) and the limit is denoted by A x . If x is located at the boundary M \ B n , we will call the operator A x a limit operator of A, which is in accordance with the sequence space case ( [13, 14, 15, 19, 20, 21, 22] The set of all limit operators {A x : x ∈ M \ B n } is sometimes called the operator spectrum of A because it shares some properties with the usual spectrum, e.g. some kind of compactness (see Proposition 18 below). Note that the operator A x does not depend on the net (z γ ) converging to x ∈ M (but of course on the element x ∈ M). Let b z : Ω → C be given by
. Moreover, as z γ → x the net (T bz γ ) converges * -strongly to another Toeplitz operator, which is denoted by T bx . T bx is again invertible and T
bx (see [17, Lemma 4.10] ). As we will need it frequently, let us fix the strong continuity in a proposition.
x → T bx are bounded and continuous w.r.t. the strong operator topology. In particular, the two sets {A x T bx : x ∈ M} and {A x T bx : x ∈ M \ B n } are strongly compact.
Proof. This follows directly from [17, Proposition 4.11] .
So the aim now is to shift a Toeplitz operator A to the boundary to obtain limit operators A x and then retrieve information about A via Proposition 17. Here is our first step:
converging to x ∈ M \ B n such that A x is invertible. Then for every real-valued ξ ∈ L ∞ (B n ) with compact support there is a γ 0 such that for all γ ≥ γ 0 there are operators
Proof. First note that p ≤ 2 implies α ≥ ν and hence (α, ν, p) is admissible (cf. Corollary 2). Setting h(w, z) := 1 − w, z and g := n + 1 and using the standard transformation identities, we observe
The special value we chose for α also ensures that
. Indeed,
Moreover, the operator P α M χB R is compact by Proposition 15. Combining these facts and using Equation (5.2), we get
This implies that there exists a γ 0 such that
Applying U p zγ from both sides and using (5.1) yields
•φz γ and the first assertion follows. For the second assertion note that M χB R P α is compact as well (see Proposition 15) . Thus
and we obtain
Combining Proposition 19 with Proposition 17, we obtain the following theorem.
Theorem 20. Let A ∈ T p,ν . If A x is invertible for every x ∈ M \ B n and sup
Proof. W.l.o.g. we may assume that p ≤ 2 because otherwise we can just pass to the adjoint, noting
for all x ∈ M. Let ψ j,t be the functions defined above and assume that A is not Fredholm. It is clear that
Thus by Proposition 17, there is a t ∈ (0, 1) and a strictly increasing sequence Taking a suitable subsequence if necessary, we may assume w.l.o.g. that
for all m ∈ N (the other case is exactly the same). By Lemma 8, there is a constant C such that diam β supp ψ j,t ≤ C for all j ∈ N. We may thus choose a radius R and a sequence of midpoints (w m ) m∈N with w m → ∂B n such that
As M is compact, there exists a subnet (w mγ ) of (w m ) such that w mγ → x for some x ∈ M \ B n . Moreover, choosing ξ = χ D(0,R) in Proposition 19, we obtain a γ 0 such that for all γ ≥ γ 0 there is
Multiplying with M ψj mγ ,t from the right yields
for all γ ≥ γ 0 . This is clearly a contradiction.
In the next theorem we show that the converse of Theorem 20 is true as well. In fact, the converse is not limited to Toeplitz operators. 
for every f ∈ A p ν , using that U p zγ is an isometry. Taking the limit z γ → x, we obtain f ≤ P ν B A x f for every f ∈ A p ν . This implies that A x is injective and has a closed range. By the dual argument, we also obtain f ≤ P ν B * A * x f for every f ∈ A q ν , which implies that A x is surjective, hence invertible. Moreover, it shows that A −1 x ≤ P ν B . As this is true for every regularizer B, we obtain A
and all terms on the right-hand side tend * -strongly to 0 as z γ → x.
In particular, we have shown that a Toeplitz operator is Fredholm if and only if all of its limit operators are invertible and their inverses are uniformly bounded. We will state this result in a separate theorem below. But let us first argue why the condition on uniform boundedness is actually redundant. The argument is very similar to the sequence space case, cf. [15] .
Let r t := sup j∈N diam β supp ϕ j,t , where ϕ j,t is defined as usual. By Lemma 8, r t is finite for every t ∈ (0, 1). Now, for every t ∈ (0, 1), A ∈ L(L p ν ) and every Borel set F ⊆ B n we define
The same statement also holds if we replace ν by ν t for some t ∈ (0, 1).
Proof. We only prove the first claim, but the same proof also works for the second claim. Let ε > 0. Choose f ∈ L p ν with f = 1, supp f ⊆ F and Bf ≤ ν(B| F ) + ε. This implies
Since ε was arbitrary, the assertion follows.
For p ≤ 2 and α = ( 
Proof. The first inequality is clear by definition. For the second inequality we start with a few simple observations. By Theorem 7,Â is band-dominated. Therefore there is a sequence of band operators (Â n ) n∈N that converges toÂ. Choose n sufficiently large such that Â −Â n < ε 4 and denote the band width ofÂ n by ω. Let x ∈ M and choose a net (z γ ) that converges to x. Then (U zγÂn U zγ ) is a bounded net and hence there is a subnet of (z γ ), again denoted by (z γ ) such that (U zγÂn U zγ ) converges in the weak operator topology as z γ → x. Let us denote this limit by (Â x ) n . As (U zγÂ U zγ ) = (U zγ AU zγ )P α + Q α converges to A x T bx P α + Q α =Â x in the strong operator topology (see Proposition 18), we obtain that (U zγ (Â −Â n )U zγ ) converges toÂ x − (Â x ) n in the weak operator topology. This implies
Hence all elements in the net (U zγÂn U zγ ) have the same band width ω. As M f (U zγÂn U zγ )M g converges to M f (Â x ) n M g in weak operator topology, (Â x ) n is also a band operator of band width at most ω.
The strategy now is to prove that there exists a t ∈ (0, 1) such that for all F ⊆ B n and all
and then use Proposition 22. Indeed, suppose that the above is true. Then Proposition 22 implies
for all t ∈ (0, 1) and the proposition follows. Choose f ∈ L p ν with f = 1 and supp f ⊆ F such that
Let ϕ j,t and ψ j,t be defined as usual. Then by Minkowski's inequality in ℓ p (N), we obtain
The first term is just Bf (recall that
, t ∈ (0, 1)). The second term vanishes for dist β (supp ϕ j,t , supp(1 − ψ j,t )) > ω as B has band width ω. The third term can be estimated as
by Proposition 5. Observe that the functions ϕ 1/p j,t satisfy the assumptions in Lemma 12. Indeed,
as t → 0. Lemma 12 thus implies that for every δ > 0 there is a t > 0 such that
Furthermore, for every n ∈ N we can find f Now we can summarize this section with the main result of this paper.
Theorem A. Let A ∈ T p,ν . Then the following are equivalent:
(ii) A x is invertible and A
(iii) A x is invertible for all x ∈ M \ B n and sup
Proof. That (i) implies (ii) follows from Proposition 18 and Theorem 21, whereas (ii) obviously implies (iii) and (iii) implies (iv). It remains to show that (iv) implies (i). By duality, it suffices to show the case
is also invertible. Now observe that ν(B) = B −1 −1 > 0 whenever an operator B = 0 is invertible (see e.g. [14, Lemma 2.35] for a quick proof). Thus by Lemma 25, sup
Moreover, ifÂ x is invertible, then T bxÂ
is the inverse of A x and so sup
Of course, we get the following corollary for the essential spectrum:
Norm estimates (unit ball)
In this section we prove a similar result for the essential norm of an operator A ∈ T p,ν . For the most part this is just a modification of the proofs in Section 5. Recall that r t = sup
p and A ∈ T p,ν . Then for every ε > 0 there exists a t ∈ (0, 1) such that for all Borel Sets F ⊆ B n and all operators B in the set A y T by P α = sup { A x T bx P α : x ∈ M \ B n } .
Proof. Replacing all ν by · and ν t by |||·||| t in the proof of Lemma 25 and using Proposition 27 instead of Proposition 23 one easily obtains a proof of Lemma 30 (see also [13, Theorem 3.2] ).
Let us summarize these results in a final theorem. This may be seen as an analogue of Theorem A and a slight improvement of [17, Theorem 5.2] . Unfortunately this result is far less complete than in the case of the spectrum and thus leaves some questions open: Are A + K(A p ν ) and sup x∈M\B n A x equal also for p = 2? And is the supremum also a maximum in case p = 2?
Theorem 31. Let A ∈ T p,ν and α = 2 p − 1 (ν + n + 1) + ν. Then
where the norm of P α is taken on L Proof. The first statement is a combination of Theorem 28 and Corollary 29. In case p = 2 we have P α = P ν = 1 and therefore
(see also [17, Theorem 5.6] ). Moreover, as the norms of A x T bx P α = A x P ν and A x coincide in this case, the second statement follows from Lemma 30.
Application to symbols of vanishing oscillation
In this section we apply Theorem A to the case of functions of vanishing oscillation. Even though the results obtained in this section are not completely new, it is worth mentioning that they are special cases of Theorem A. Osc z (f ) = 0 . Note that
Applying Corollary 26 to Toeplitz operators with symbol in VO ∂ (B n ), we obtain the following result:
Proposition 32. Let f ∈ VO ∂ (B n ). Then
where f (∂B n ) denotes the set of limit points of f as z → ∂B n .
In case f is contained in C(B n ), f (∂B n ) is just the image of f | ∂B n and we obtain the classical result mentioned in the introduction. Let us add two final remarks to this result.
Remark 33. If we introduce M VO ∂ as the maximal ideal space of VO ∂ , we can formulate Proposition 32 like this:
for f ∈ VO ∂ . This can be seen as follows. Let ι : VO ∂ → BUC(B n ) be the inclusion mapping. By transposition, this induces the continuous map π : M → M VO ∂ , (π(x))(f ) := x(ι(f )). (7.2) thus follows from (7.1).
Remark 34. In [18, 25, 29] similar results were shown for symbols in VMO ∂ (B n ) ∩ L ∞ (B n ) (see [3] or [29] for definitions and descriptions). We can also recover this result from Proposition 32: If
wheref denotes the Berezin transform of f . Indeed, by [3, Theorem B] ,f is contained in VO ∂ (B n ) and T f −f is compact (see also [17, Theorem 5.5] ). Thus the assertion follows.
