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Abstract
Cross-correlator plays a significant role in many visual per-
ception tasks, such as object detection and tracking. Beyond
the linear cross-correlator, this paper proposes a kernel cross-
correlator (KCC) that breaks traditional limitations. First, by
introducing the kernel trick, the KCC extends the linear cross-
correlation to non-linear space, which is more robust to signal
noises and distortions. Second, the connection to the exist-
ing works shows that KCC provides a unified solution for
correlation filters. Third, KCC is applicable to any kernel
function and is not limited to circulant structure on training
data, thus it is able to predict affine transformations with cus-
tomized properties. Last, by leveraging the fast Fourier trans-
form (FFT), KCC eliminates direct calculation of kernel vec-
tors, thus achieves better performance yet still with a rea-
sonable computational cost. Comprehensive experiments on
visual tracking and human activity recognition using wear-
able devices demonstrate its robustness, flexibility, and effi-
ciency. The source codes of both experiments are released at
https://github.com/wang-chen/KCC.
Introduction
Cross-correlator (CC) or correlation filter (CF) usually refers
to the function or device to compute cross-correlation for
signals. It has been widely used in many visual perception
tasks such as object detection, recognition, and tracking.
The recent extensions in visual tracking, which are usually
named as correlation filters, e.g., minimum output sum of
squared error (MOSSE) (Bolme et al. 2010), rekindle the in-
terest of real-time applications due to their robust translation
prediction. One of the main advantages of CF is its efficient
calculation with a complexity of O(n log n) in Fourier do-
main versus O(n3) in spatial domain, where n is the length
of a signal. The kernelized correlation filter (KCF) extends
MOSSE to kernel case and obtains impressive performance
on robust object tracking (Henriques, Caseiro, and Martins
2015). Discriminative scale space tracking (DSST) (Danell-
jan et al. 2017) learns separate CFs on different scales, en-
abling estimation of both the translation and scale variants.
In spite of the theoretical improvements, the existing CFs
are still limited in some aspects. First, only the translational
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changes of the input can be estimated by viewing the corre-
sponding movement of the maixmum output. The estimation
for other transformations are usually achieved by combining
multiple CFs with different input transforms, e.g. the scale
filters in (Danelljan et al. 2017). Second, KCF extends CF
to non-linear case but is only applicable for training data
with circulant structure (each sample is circular translation
of others) and non-weighted kernel functions, which limit
its usage in other applications where those assumptions turn
out to be invalid (Henriques, Caseiro, and Martins 2015). To
address these problems, a kernel cross-correlator (KCC) is
proposed. In summary, the main contributions are:
• By introducing the kernel trick, the KCC extends the
cross-correlation to non-linear space, which is more ro-
bust to signal noises and distortions;
• Compared to KCF, KCC can be applied to any data struc-
ture using any kernel functions, hence its properties are
customizable and can be used to predict any affine trans-
formations, especially the rotation, scale, and translation;
• KCC generalizes the existing CFs and provides unified so-
lutions, which improves the performance of visual track-
ing while still keeps efficiency;
• KCC provides a similarity measurement for signals with
transformation. The extensive experiments on human ac-
tivity recognition using wearable devices demonstrate its
robustness and flexibility.
Without loss of generality, the name ‘cross-correlator’ is
preferred in this paper rather than ‘correlation filter’, since
the former is designed not only for filtering purpose. Con-
sidering that the CFs have shown their great capabilities in
numerous applications including template matching, visual
tracking, face verification, etc., we believe that KCC will
also play an important role in those fields.
Related Work
The wealth of research in this area is such that we cannot
give an exhaustive review. Instead, only several milestones
on CFs and visual tracking are presented.
Correlation Filter
One of the earliest correlation filters is the synthetic dis-
criminant filter (SDF) that describes a signal as a linear
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combination of orthonormal basis function expansion, so
that a single averaged spatial filter can be obtained from
a weighted linear combination of these functions (Hester
and Casasent 1980). The unified synthetic discriminant fil-
ters (USDF) provide a general basis function and hyper-
space description for SDFs and show the generality of the
correlation matrix observation space (Casasent 1984). Later,
it is proved that SDF is only suitable for processing white
noises and a minimum-variance synthetic discriminant func-
tion (MVSDF) is designed for colored noises (Kumar 1986).
To obtain sharper correlation peaks, the minimum average
correlation energy (MACE) filter proposes to minimize the
energy of the correlation output and this facilitates the trans-
lational target detection (Mahalanobis, Kumar, and Casasent
1987). To ensure the sharpness of correlation peak against
noise robustness and horner efficiency, the optimal trade-off
filter (OTOF) is designed (Refregier 1991).
Afterwards, researchers’ interests have been focused on
distortion performance. For instance, the unconstrained cor-
relation filter (UCF) removes the usual hard constraints on
the output of SDF (Mahalanobis et al. 1994). This exhibits
superior distortion tolerance while still keeps the attractive
features of MACE and MVSDF. The distance-classifier cor-
relation filter (DCCF) enables the mutli-class recognition by
introducing a distance-classifier scheme (Mahalanobis, Vi-
jaya Kumar, and Sims 1996). By specifying the desired re-
sponse at every location, the average synthetic exact filter
(ASEF) generalizes across entire training set by averaging
multiple exact filters (Bolme, Draper, and Beveridge 2009).
To overcome the overfitting problem of ASEF, the minimum
output sum of squared error (MOSSE) filter adds a regular-
ization term and introduces it into visual tracking (Bolme et
al. 2010). Its superior speed and robustness ignite the boom
and development of CF based tracking.
Kernelized correlation fiter (KCF) extends the linear fil-
ters to non-linear space by introducing the kernel trick into
ridge regression (Henriques, Caseiro, and Martins 2015).
This enables learning with element-wise operation instead
of costly matrix inversion, providing much more robustness
while still with reasonable learning speed. Multi-kernel cor-
relation filter (MKCF) (Tang and Feng 2015) takes advan-
tage of the invariance-discriminative power spectrums of
various features to further improve the performance. To al-
leviate the boundary effect of CFs, zero aliasing correlation
filter (ZACF) (Fernandez et al. 2015) introduces the zero-
aliasing constraints and provides both closed-form and iter-
ative proximal solutions by ensuring that the optimization
criterion for a given CF corresponds to a linear correlation
rather than a circular correlation. However, it requires heavy
computation and is not suitable for real-time applications.
Discriminative scale space tracking (DSST) (Danelljan et
al. 2017) is proposed to learn separate MOSSE on different
scales, enabling estimation of both translation and scale vari-
ants, which is at the cost of repeated calculations of MOSSE.
Discriminative Tracking
Discriminative trackers have received wide attention in re-
cent years and have established its superiority over gen-
erative ones (Avidan 2007; Babenko, Yang, and Belongie
2011). Along with the established discriminative trackers
which use advanced off-the-shelf machine learning algo-
rithms such as multiple-instance boosting (Babenko, Yang,
and Belongie 2011), kernelized structured SVM (Hare, Saf-
fari, and Torr 2011), graph learning (Li et al. 2017), self-
supervised learning (Wu and Huang 2000), dictionary based
trackers (Mei et al. 2013), several ensemble methods such as
boosting (Grabner, Grabner, and Bischof 2006) and random
forest were proposed (Zhang et al. 2017).
The deep learning based discriminative trackers have also
been extensively studied. In (Wang and Yeung 2013), the
authors make the first attempt to transfer rich feature hi-
erarchies from a large auxiliary dataset based on an auto-
encoder. The work in (Wang et al. 2015a) addresses the
problem of online training and finetuning deep convolutional
neural network for visual tracking. (Wang et al. 2016) for-
mulates convolutional neural network as ensemble learning
and shows its effectiveness in visual tracking. Tracking by
convolutional neural network without training can be found
in (Zhang et al. 2016; Zhang and Suganthan 2016).
As aforementioned, the recent trend towards deep learn-
ing based discriminative trackers mitigates tracking error
to an extent, but the tracking speed may still be low. This
challenge opens space for learning techniques that aim to
achieve higher accuracy and yield faster training. To this
end, the correlation filters based tracking MOSSE (Bolme et
al. 2010) has been proposed with extremely high computa-
tional efficiency. Since then, numerous extensions for corre-
lation filter based trackers, such as KCF, DSST, and Staple
(Bertinetto et al. 2016), have been proposed which outper-
form other trackers in this family. In (Liu, Wang, and Yang
2015), part based KCF is proposed to address the problem of
occlusion. The reliable patch tracker (RPT) presents a track-
ing reliability metric to measure how reliably a patch can
be tracked, where a probability model is proposed to esti-
mate the distribution of reliable patches under a sequential
Monte Carlo framework (Li, Zhu, and Hoi 2015). The mul-
tiple kernel correlation filter (MKCF) tracker takes advan-
tage of the invariance-discriminative power spectra of vari-
ous features to further improve the performance (Tang and
Feng 2015). An online random fern classifier is employed
as a re-detection component for the long-term correlation
tracking (LCT) (Ma et al. 2015b). A biology-inspired frame-
work where short-term processing and long-term process-
ing are cooperated with each other in correlation filter based
trackers (Hong et al. 2015). In (Ma et al. 2015a), the authors
hierarchically infer the maximum response of ensemble of
correlation filters trained on the features extracted from dif-
ferent layers of convolutional neural networks (ConvNet).
Fusion with CF based tracker with different features can be
found in (Zhang and Suganthan 2017).
Formulation
Unlike correlation which is associated with dependence in
statistics, cross-correlation is defined against convolution in
signal processing. In this section, a new formulation for non-
linear cross-correlator based on kernel trick is presented. For
the sake of simplicity, signals will be denoted as a column
vector z,x ∈ Rn. The derived results can be easily extended
to matrix case. The convolution theorem states that cross-
correlation becomes element-wise conjugate multiplication
in Fourier domain. Denote the fast Fourier transform (FFT)
F : Cn 7→ Cd on a vector as ·ˆ , so that the cross-correlation
of two vectors g = x∗h is equivalent to gˆ = xˆ hˆ∗, where
the operator  and superscript ∗ denote the element-wise
multiplication and complex conjugate, respectively. Then
the output gˆ can be transformed back into the spatial do-
main using the inverse FFT. Therefore, the bottleneck of
cross-correlation is to compute the forward and backward
FFTs, and the complexity of entire process has an upper
boundO(n log n). The cross-correlator is usually a learning
problem, whose objective is to encode the pattern of train-
ing samples into a correlator h, so that the pattern of test
samples can be reflected by the correlation output g.
The kernel cross-correlator is defined basesd on the ker-
nel trick. For a non-linear feature mapping function ϕ :
Rn 7→ Rd, d  n, the kernel trick is to find the inner
product of feature mapping without calculating the high di-
mension features explicitly. Denote the kernel function as
κ : Rn × Rn 7→ R, such that κ(xi,xj) = ϕ(xi)Tϕ(xj).
Given a signal x ∈ Rn and desired output g ∈ Rm, the
kernel cross-corrrelator is defined as:
gˆ = κˆz(x) hˆ∗ , (1)
where κz(x) is the kernel vector. For single kernel case,
κz(x) = [κ(x, z1), · · · , κ(x, zm)]T , where zi ∈ T (z) ∈
Rn is generated from the training sample z. The trans-
form function T ( · ) is predefined to imply the training ob-
jective. For multi-kernel case, each element of the kernel
vector κz(x) is a linear combination of a set of kernels
κi, where i = 1, 2, · · · l. The kth element of the kernel
vector is defined as dTkk, where d ∈ Rl is the weights
vector subject to ‖d‖1 = 1, and the vector stack kk =
[κ1(x, zk), · · · , κl(x, zk)]T .
Note that the length of h and the target g are related to
the number of sample-based vectors zi, i.e. h,g ∈ Rm and
normally n 6= m. The desired output g can take any shapes,
e.g. a Gaussian function with the peak centered on the train-
ing signal. In the training stage, zi can take any affine trans-
formation of z. The corresponding patterns will be encoded
into h, so that the pattern of a test sample x can be predicted
through the correlation output g(x). For example, if the de-
sired output g is a binary vector and the single peak locates
on the first element, the location of the maximum response
in the correlation output g(x) indicates the test sample’s pat-
tern associated with that location in the kernel vector κz(x).
Denote zi as the ith training sample. Note that zi is dif-
ferent from the sample-based vector zi generated from the
training sample z. To be efficient, training is conducted in
the Fourier domain to take advantage of simple element-
wise operation. The training objective is to find h that maps
zi to the desired output gi and minimizes the sum of squared
error (SSE) between the output and desired output:
min
hˆ∗
s∑
i=1
‖κˆzi(zi) hˆ∗ − gˆi‖2 + λ‖hˆ∗‖2, (2)
where s is the number of training samples. For single ker-
nel case, κˆzi(zi) = [κ(zi, zi1), · · · , κ(zi, zim)]T and zij is
generated from zi. The second term in (2) is a regularization
to prevent overfitting. Solving the optimization problem (2)
requires setting the first derivative of h∗ to zero, i.e.,
∂
∂hˆ∗
(
s∑
i=1
‖κˆzi(zi) hˆ∗ − gˆi‖2 + λ‖hˆ∗‖2
)
= 0. (3)
Since all the operations in (3) are performed in element-
wise, the elements of hˆ∗ can be solved independently and
a closed-form solution is obtained:
hˆ∗ =
∑s
i=1 gˆ
i  κˆ∗zi(zi)∑s
i=1 κˆzi(z
i) κˆ∗zi(zi) + λ
, (4)
where the operator ·· denotes the element-wise division. Un-
til now, the KCC is obtained. Since the kernel functions and
the sample-based vectors zi are not specified in the training
process, any kernel and training data can be applied. This
generalizes the existing CFs fundamentally, e.g. MOSSE,
KCF, MKCF, and DSST, which will be presented later. More
specifically, the properties of KCC can be customized, if the
transform function T ( · ) and the kernel functions κ( · , · )
are specified, which will be presented in the next section.
Special Cases of KCC
The properties of KCC are customizable when the trans-
form function T ( · ) is specified for the kernel vector κz(x).
This section presents three examples using the translation
transform TT ( · ), rotation transform TR( · ), and scale trans-
form TS( · ), resulting in the special cases of KCC, i.e.
kernel translation correlator (KTC), kernel rotation correla-
tor (KRC), and kernel scale correlator (KSC), respectively.
Without loss of generality, the single radial basis kernel (5)
is used, the cases for other kernels are similar.
κ(x, zi) = h
(‖x− zi‖2) . (5)
Kernel Translation Correlator
For a training sample z ∈ Rn with length n, the number
of all possible translational shifts |TT (z)| = n, where the
operator | · | returns the number of elements in a set. In this
sense, the length of h and κz(x) equals the length of input
signal, i.e. m = n. In spatial domain, the complexity for
calculating a kernel (5) is O(n), hence the complexity for
computing a kernel vector κz(x) is O(n2). Fortunately, it
will be shown that the calculation can be done in Fourier
domain with complexity O(n log n). First, we have
h
(‖x− zi‖2) = h(‖x‖2 + ‖zi‖2 − 2xT zi). (6)
Since ‖x‖2 and ‖zi‖2 are constants, then
κz(x) =
[
h
(‖x− z1‖2) , · · · , h (‖x− zn‖2)]T (7a)
=h(‖x‖2 + ‖z‖2 − 2 [xT z1, · · · ,xT zn]T ). (7b)
From the cross-correlation theory, we know that x ∗ z =[
xT z1, · · · ,xT zn
]T
. Substitute it into (7b), then
κz(x) =h(‖x‖2 + ‖z‖2 − 2 ·x ∗ z) (8a)
=h(‖x‖2 + ‖z‖2 − 2 · F−1(xˆ zˆ∗)). (8b)
Since the bottle-neck of (8b) is the forward and backward
FFTs, the kernel vector can be calculated in complexity
O(n log n). For implementation purpose, the vector norm in
(8b) is obtained in frequency domain using Parseval’s theo-
rem, so that the original signals don’t need to be stored.
κz(x) = h(
1
n
‖xˆ‖2 + 1
n
‖zˆ‖2 − 2 · F−1(xˆ zˆ∗)). (9)
Therefore, based on (8b) or (9), KCC can be used to predict
the translation transform of a signal. This results in the ker-
nel translation correlator (KTC). Note that other correlation
filters, e.g. KCF, are also able to predict translation, but with
many limitations. It will be shown that KCF is a special case
of KTC, since it is only applicable for non-weighted kernels
and single training sample.
Kernel Rotation Correlator
The kernel rotation correlator (KRC) takes the rotation trans-
formation TR(z) to generate the sample-based vectors zi. In
applications, the rotation transforms are usually discretized
with specific resolution , hence the number of transforms
|TR(z)| = 2pi/ = m is a constant and is independent of
signal length n. Therefore, the kernel vector can be calcu-
lated in spatial domain with complexity O(n).
Because of the periodic structure in the rotation space, i.e.
φ = φ + 2pi, where φ is a rotation angle, the kernel vector
κz(x) is cyclic when it is extended to more than one circle.
Hence, there is no boundary effect for the rotation correla-
tor, making it more accurate than the others. In some appli-
cations, the rotation angle between two consecutive frames
is small, hence it is not necessary to calculate the full ker-
nel vector κz(x) at all positions. Instead, we only need to
compute them within a specified range in (10), while setting
all the others to 0. This further reduces the computational
requirements, while still keeps the periodic property.
κz(x) = [0, · · · , κ(x, zi), · · · , 0]T , (10)
where zi ∈ T ′R(z) only contains the possible rotations. To
the best of our knowledge, this is the first non-linear rotation
correlator, which may be useful for many applications, such
as the rotation prediction in visual tracking.
Kernel Scale Correlator
Similarly, the sample-based vectors zi are obtained from the
scale transforms, and only a small set need to be calculated.
However, different from the rotation, the periodic property
is not kept in the scale space. Therefore, the boundary ef-
fects may have a negative impact on the performance. It is
possible to use the existing methods to eliminate this effect
(Fernandez et al. 2015; Galoogahi, Sim, and Lucey 2015),
but it is out of the scope of this paper. One of the simplest
methods is to add zero padding to the kernel vector,
κz(x) = [κ(x, z1), · · · , κ(x, zm), 0, · · · , 0]T . (11)
In this case, the length of the kernel vector will be doubled,
i.e., κz(x),h ∈ R2m. Some correlation filters, e.g. DSST
and LCT are also able to predict scale transforms, however,
it is achieved by repeatedly calculating the translation cor-
relators at different scales, and the best scale transform is
obtained by the maximum translation response among all
scales. Therefore, they are not scale correlators in the strict
sense. More details about this will be presented in next sec-
tion. To the best of our knowledge, KST is the first non-
linear scale correlator. Note that zero padding in (11) is not a
compulsory, the experiments show that KST performs better
than DSST in visual tracking even without the zero padding.
Theoretical Analysis
The theoretical connection to the existing works, such as
MOSSE (Bolme et al. 2010), KCF (Henriques, Caseiro,
and Martins 2015), MKCF (Tang and Feng 2015), DSST
(Danelljan et al. 2017) will be presented, respectively.
Connection to MOSSE
The MOSSE filter also minimizes SSE and obtains the so-
lution in Fourier domain. The difference is that MOSSE
only finds a linear correlation filter, while the objective (2)
of KCC is to find a non-linear correlator based on the ker-
nel trick at a reasonable computational cost. More specifi-
cally, MOSSE is the linear case of KCC and KCC becomes
MOSSE when κz(z) = z in (1) and (4), so that the solution
(12) to MOSSE is obtained,
hˆ∗ =
∑s
i=1 gˆ
i  zˆi∗∑s
i=1 zˆ
i  zˆi∗ + λ. (12)
Note that the solution (12) to MOSSE can only predict the
translation of the signal z and the lengths of the filter and
signals are always the same, i.e. n = m.
Connection to KCF
KCF proposes a kernelized correlation filter but with many
limitations. First, starting from the kernel regression model,
the target output of KCF is a scalar, while KCC is based on
the kernel cross-correlation, where target can be a vector or
matrix. Second, as KCF is derived from the minimization of
regression error in time domain, its solution in Fourier do-
main is obtained by diagonalizing the circulant matrix with
discrete Fourier transform, which means that KCF can only
be applied when the training samples are the circular shifts
of one patch. On the contrary, the solution (4) to KCC is
obtained by the minimization of correlation outputs error in
Fourier domain naturally. This makes KCC applicable to ar-
bitrary training samples. More specifically, KCF is a special
case of KCC. To show this, assume only one training sample
z ∈ Rn is available, hence the solution (4) becomes (13).
hˆ∗ =
gˆ
κˆz(z) + λ
. (13)
If the sample-based vectors zi are the circular shifts of the
training sample z, i.e. zi ∈ TT (z), and m = n, the solution
(13) is degraded to the solution to KTC with single train-
ing sample. It appears similar to the solution to KCF, where
κz(z) is replaced by the first row of a circulant kernel matrix
and g is the stack vector of the ridge regression targets.
Another underlying problem of KCF is that it requires the
kernel functions satisfy κ(x, z) = κ(Mx,Mz) for any per-
mutation matrix M . However, KCC can be applied to any
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Figure 1: Success plot of different methods on all datasets.
kernel function, which means that the properties of KCC are
customizable with different kernel functions. This is useful
for applications where some signal positions are more im-
portant than the others. For example, a kernel function can
be designed to give more weights to those pixels near to the
image center, so that the central part is focused. More prop-
erties can be designed according to the applications, how-
ever, it is out of the scope of this paper.
In summary, KCF is a special case of KCC when the fol-
lowing conditions are satisfied: First, only one training sam-
ple is available; Second, the sample-based vectors are the
circular translational shifts of the training sample; Third,
only single kernel function is available; Last, the kernel
function treats all dimensions of data equally.
Connection to MKCF, DSST
MKCF extends KCF to multi-kernel case. It has been shown
that KCC is degraded to the multi-kernel case when the kth
element of the kernel vector is dTkk, where the vector d is
the combination coefficients. Since MKCF is derived from
KCF, all the limitations of KCF are imposed on MKCF. This
limits its usages in other applications. Note that all the base
kernels κi for MKCF need to follow the circulant property
mentioned in last section, which is not necessary for KCC.
DSST learns multiple MOSSE for scale tracking. In the
detection step, several patches at different scales are sampled
around the previous target. Then the scale transform of target
is obtained by finding the best maximum response among all
patches. In this sense, DSST extends MOSSE to multi-scale
case at the price of repeatedly calculating the forward and
backward FFTs at different scales. However, the proposed
KSC can estimate the scale transform with single calculation
of FFT, which reduces the complexity dramatically.
Experiments
Visual Tracking
Although the first CF is not proposed for visual tracking, it is
visual tracking that ignites the boom of CFs. In this section,
the performance of KCC on visual tracking will be shown.
Implementation Details In order to show the superiority
of the proposed method over existing ones, we choose Sta-
ple (Sum of Template And Pixel-wise LEarners) (Bertinetto
et al. 2016). It builds two CF based sub-trackers which can
be used in conjunction to generate an inherently more ro-
bust tracker. In order to estimate the scale variations, Staple
follows DSST and learns a distinct, multi-scale template for
scale search using a 1-D correlation filter, at the price of re-
peatedly calculating the forward and backward FFTs at dif-
ferent scales. Here we show that this is not necessary and
can be naturally solved by KSC. In both correlators, the reg-
ularization term λ in (2) is set as 0.001 and the Gaussian
kernel is used with sigma of 0.1.
Dataset and Evaluation Metric The well-known bench-
mark dataset that contains 51 sequences (Wu, Lim, and Yang
2013) is selected. It has been widely used for demonstra-
tion and comparison purpose. More importantly, it covers
a variety of challenging scenarios. To better evaluate and
analyze the strength and weakness of tracking approaches,
the videos are categorized with 11 attributes based on dif-
ferent challenging factors including low resolution, in-plane
and out-of-plane rotation, scale variation, occlusion, defor-
mation, background clutters, illumination variation, motion
blur, fast motion, and out-of-view. The standard criterion of
success plot curve is adopted as the performance criteria. To
measure the performance, the number of successful track-
ing frames whose overlap S in (14) is larger than the given
threshold to is counted.
S =
∣∣∣∣rt⋂ rgrt⋃ rg
∣∣∣∣ , (14)
where
⋂
and
⋃
stand for the intersection and union of two
regions, respectively. rt and rg denote the bounding box of
ground truth and tracking results, respectively. The success
plot shows the ratios of successful frames at the thresholds
varied from 0 to 1. The standard protocol to use the area
under curve (AUC) of each success plot is followed to rank
the tracking algorithms.
Comparison In order to demonstrate the performance
of KCC, it is compared with all state-of-the-art methods
in (Wu, Lim, and Yang 2013), KCF, and several recent
advanced methods including Random Forest (Zhang et al.
2017) as well as Staple. In order to have a fair comparison,
we only evaluate tracker with handcrafted features. Apply-
ing the proposed method on learning representation such as
ConvNet features, however, is beyond the scope of this pa-
per. Fig. 1 shows the success plot of different methods on
all the 51 datasets under one pass evaluation (OPE) (Wu,
Lim, and Yang 2013). In this case, a tracker is evaluated on
a test sequence with initialization from the ground truth po-
sition in the first frame. As aforementioned, AUC is used
to rank each method and for simplicity, only top 10 methods
are illustrated. KCC performs significantly better than all the
methods reported in (Wu, Lim, and Yang 2013), with an av-
erage relative improvement of 20% with respect to the best
tracker evaluated in the original benchmark (SCM (Zhong,
Lu, and Yang 2014)). Moreover, KCC also outperforms re-
cent trackers such as Random Forest (Zhang et al. 2017) and
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Figure 2: Success plot of different methods on challenging scenarios.
well studied diagnose framework (Wang et al. 2015b). Most
importantly, KCC achieves better performance than Staple
while running at roughly the same frame rate (40 FPS),
which clearly demonstrates the superiority.
KCC performs well under a variety of challenging scenar-
ios such as deformation, illumination variations, occlusions
and so on. Due to page limits, only several representative ex-
amples are shown in Fig. 2, where the number in the caption
indicates how many sequences belong to this scenario.
Human Activity Recognition
Although KCC has shown its robustness and efficiency on
visual tracking, its performance on non-visual signals is still
unclear. To show the flexibility of KCC, its capability on hu-
man activity recognition using wearable devices is demon-
strated. Interest in such devices has grown exponentially in
recent years (Lara and Labrador 2013; Mosenia et al. 2017).
Despite this popularity, barriers to adoption still remain.
Dataset The public wearable action recognition database
(WARD) (Yang et al. 2009) is chosen. It is comprised of 20
human subjects (7 females and 13 males) with ages from 19
to 75 and 13 daily action categories, including rest at stand-
ing (ReSt), rest at sitting (ReSi), rest at lying (ReLi), walk
forward (WaFo), walk forward left-circle (WaLe), walk for-
ward right-circle (WaRi), turn left (TuLe), turn right (TuRi),
go upstairs (Up), go downstairs (Down), jog (Jog), jump
(Jump), and push wheelchair (Push). Five sensors, each of
which consists of a triaxial accelerometer and a biaxial gy-
roscope, are located at the waist, left and right forearms, left
and right ankles. Therefore, each sensor produces 5 dimen-
sional data stream and totally 25 dimensional data is avail-
able. Each subject performs five trails for each activity, thus
the database totally contains 20 × 13 × 5 data stream, each
of which lasts more than 10 seconds.
Implementation Details Since we are not aiming at es-
tablishing a comprehensive activity recognition system, but
rather to demonstrate the robustness and flexibility of KCC,
all the necessary data pre-processing procedures (Lara and
Labrador 2013; Mosenia et al. 2017), such as noise removal,
feature extraction, activity start time estimation, and PCA
are skipped. Instead, the raw data stream are applied di-
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Figure 3: The color map examples of the 25 dimensional
raw data from the wearable sensors. The horizontal axis is
the time instant which is recorded with update rate 30Hz.
The data are normalized for better visualization.
rectly to KCC. Fig. 3 shows some of the data examples. We
propose the KCC similarity S(x,y) which is defined as the
maximum value of KCC output in (15), that takes the signals
x and y as the test and training samples, respectively.
S(x,y) = maxF−1
(
κˆy(x) gˆ
κˆy(y) + λ
)
(15)
It is intuitive that the higher KCC simiarity is, the more sim-
ilar two signals are. Therefore, KCC similarity can be ap-
plied for activity recognition based on the highest similarity
value. In the experiments, short duration segments (50 in-
stants, about 1.67 s) are randomly selected from the database
for each trail. Then the cross-validation with single training
sample (one segment) is performed among all 13 activities.
This process is repeated until each sample is taken as the
training sample exactly one time, resulting a 65 × 65 con-
fusion matrix, as there are in total 13× 5 activity instances.
Note that this process is more difficult than the 5-fold cross-
validation, which takes 4 subsets in 5 as the training data.
In the experiments, the regularization term λ in (2) is set as
0.0015 while the Gaussian kernel is used with sigma of 1.
Performance The performance of KCC is compared with
dynamic time warping (DTW). It is one of the most famous
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Figure 4: The average confusion matrix of KCC and DTW
over all the subjects. There are 5 trials for each of the 13 ac-
tivities, resulting in a 65×65 confusion matrix. It is obvious
that KCC is able to better distinguish human activities and
produce less false positives.
74 75.5 72
96
93 94.5 95.5 95 94.5
99.5 100 97
92.590.6923
90
110
130
150
170
190
50
60
70
80
90
100
Performance Comparison using KCC and DTW
Accuracy	KCC Accuracy	DTW Running	Time	KCC Running	Time	DTW
Figure 5: The performance comparison on WARD dataset.
The left and right vertical axes indicate the recognition ac-
curacy (%) and average running time (µs), respectively.
algorithms for measuring similarity between two temporal
sequences which may vary in speed (Silva and Batista 2016).
DTW might be one of the most suitable methods for com-
parison, since it has been widely used in sequence matching,
e.g. speech recognition and data mining, etc (Senin 2008).
Similar to the experiments for KCC, the classification is
based on the shortest DTW distances among all the activ-
ities. Fig. 4 shows the confusion matrix for the two meth-
ods. It can be found that KCC performs much better in dis-
tinguishing different activities, and produces higher similar-
ity measurements within classes. In summary, KCC achieves
90.7% overall classification accuracy with average running
time 116.4µs, while DTW achieves 78.8% accuracy with
average running time 156.9µs. This means than KCC im-
proves 14.9% accuracy, while still saves 25.8% computa-
tional time. More details about the comparison for all 13
activities are shown in Fig. 5. It is noticed that both KCC
and DTW cannot perform well on the first three activities,
i.e. rest at standing, sitting, and lying. The possible reason is
that the signals of the three activities are relatively flat and
similar due to the static posture.
Conclusion
A general formulation for non-linear correlator is proposed,
which unifies the existing solutions. The advantages of KCC
are its ability to be customized by specific kernels and not
limited to circulant data structure, hence it can predict vari-
ations of a signal affine transformation, especially on scale,
rotation and translation. The theoretical analysis of the KCC
is conducted to demonstrate its generality and it is compared
with the existing solutions to illustrate its flexibility. Besides
showing the improvements in visual tracking, we extend its
usages to another application, i.e. human activity recogni-
tion using wearable devices. Extensive experimental results
on public datasets demonstrate that the proposed KCC per-
forms favorably against the state-of-the-art methods in terms
of efficiency, accuracy and robustness.
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