In this paper, we extend the notion of "dynamical Gröbner bases" introduced by the second author to Dedekind rings (with zero divisors). As an application, we dynamically solve the ideal membership problem and compute a generating set for the syzygy module over multivariate polynomial rings with coefficients in Dedekind rings. We also give a partial positive answer to a conjecture about Gröbner rings.
, X 1 , X 2 ], {2X 1 , X 2 })} for us. An essential property of a Dedekind domain is that its integral closure in a finite algebraic extension of its quotient field remains a Dedekind domain. This property is difficult to capture from an algorithmic point of view if one requires complete prime factorization of ideals (see [20] ). Besides, even if such factorization is possible in theory, one rapidly encounters impracticable methods that involve huge complexities such as factorizing the discriminant. In [5] , Buchmann and Lenstra proposed to compute inside rings of integers without using a Z-basis. An important algorithmic fact is that it is always easier to obtain partial factorization for a family of natural integers, i.e., a decomposition of each of these integers into a product of factors picked in a family of pairwise coprime integers (see [3, 2] ). This is the strategy adopted when computing dynamical Gröbner bases. The use of dynamical Gröbner bases provides a way to overcome such difficulties.
Another feature of the use of dynamical Gröbner bases is that it enables one to easily resolve the delicate problem caused by the appearance of zero divisors as leading coefficients (see [6] ). Cai and Kapur concluded their paper [6] by mentioning the open question of how to generalize Buchbergers's algorithm for Boolean rings (see also [16] , in which Boolean rings are used to model prepositional calculus). As a typical example of a problematical situation, Cai and Kapur used the case where the base ring is A = (Z/2Z) [a, b] with a 2 = a and b 2 = b. In that case, the method they proposed does not work due to the fact that an annihilator of ab + a + b + 1 ∈ A can be either a or b; thus, there may exist non-comparable multi-annihilators for an element in A. Dynamical Gröbner bases allow one to fairly overcome this difficulty. As a matter of fact, in this specific case, a computation of a dynamical Gröbner base made up of three Gröbner bases on localizations of A will be conducted. For x ∈ A, denoting A x := A[ A (1+b) a A (1+b)(1+a)
Of course, at each leaf of the tree above, the problem Cai and Kapur pointed disappears completely. Thus, by systematizing the dynamical construction above, it is directly shown that dynamical Gröbner bases could be a satisfactory solution to this open problem.
It is true that all the examples given in this paper are over Z/nZ or over rings of integers having a Z-basis and that such problems can be treated directly in most software systems such as MAGMA [19] and SINGULAR [28] without using a dynamical approach. Dynamical Gröbner bases are potentially more appropriate for dealing with Dedekind rings, which are intractable to this type of computer algebra software. However, the computations are restricted to small, simple examples because all of the work must be done by hand. For lack of an implementation of dynamical Gröbner bases, a practical comparison with other methods is impossible. A serious analysis of improvements to the dynamical method proposed is therefore outside the scope of this paper. No doubt, almost all the improvements that have been made in cases where the base ring is a field will prove to be easily adaptable to the dynamical context. Our goal is simply to introduce the main lines of the computation of dynamical Gröbner bases over Dedekind rings, with the hope that in the future dynamical Gröbner bases will be implemented in one of the available computer algebra systems. Of course, in such cases, one must take into account the considerable number of optimizations that have been made in recent years for the purpose of speeding up Buchberger's algorithm in cases where the base ring is a field (the faster version was given in [14] ). The interested reader can refer to [15] for a modern introduction to this subject.
The computation of syzygies (that is, relations between the generators of a module) and the submodule membership problem are central to homological algebra and represent the two principal tools required for the resolution of linear systems over rings. The first is used for testing particular solutions and the second for solving the homogeneous associated system. These two major problems have been chosen to illustrate our dynamical computation with multivariate polynomials over Dedekind rings. The resolution of a finitely-generated module is nothing but the computation of iterated syzygies of its presentation matrix. It is worth mentioning that in the examples given in this paper are restricted to the computation of the first syzygy because the computation is done by hand, as explained above. The method used for the computation of syzygies over multivariate polynomials with coefficients in a field@ is not the optimal one. As a matter of fact, the algorithms implemented in computer algebra systems that compute such syzygies (SINGULAR for example) are largely inspired by Schreyer's original proof [25, 26] . Moreover, by performing reductions between the generators, one can obtain a more balanced presentation of the syzygy module. Here, it is emphasized that the classical approach can be adapted to the dynamical setting; thorough optimization of the approach remains to be done.
Another important issue raised in the present work is the "Gröbner Ring Conjecture " [30] stating that a valuation ring is Gröbner if and only if its Krull dimension is ≤ 1. Recall that according to [30] a ring R is said to be Gröbner if for each n ∈ N and each finitely-generated ideal I of R[X 1 , . . . , X n ], fixing a monomial order on R[X 1 , . . . , X n ], the ideal {LT(f ), f ∈ I} of R[X 1 , . . . , X n ] formed by the leading terms of the elements of I is finitely-generated. It is proven that a Gröbner valuation ring must have Krull dimension ≤ 1, giving a partial positive answer to this conjecture.
All rings considered are unitary and commutative. The undefined terminology is standard, as in [9] and [20] .
Dynamical Gröbner bases over Dedekind rings
Constructive definitions of arithmetical rings and Dedekind rings are needed.
Definition 1 (Constructive definition of arithmetical rings and Dedekind rings [11] ) (i) S is said to be a multiplicative subset of a ring R if S ⊆ R, 1 ∈ S and ∀ x, y ∈ S, xy ∈ S.
For x 1 , . . . , x r ∈ R, M(x 1 , . . . , x r ) will denote the multiplicative subset of R generated by
Such a multiplicative subset is said to be finitely-generated. If S is a multiplicative subset of a ring R, the localization of R at S is the ring S −1 R = { x s , x ∈ R, s ∈ S} in which the elements of S are forced into being invertible. Note that we do not suppose that 0 / ∈ S and thus the ring S −1 R may be trivial (1 = 0). Trivial rings are too important to be disregarded [24, 31] If x ∈ R, the localization of R at the multiplicative subset M(x) will be denoted by R x . Moreover, by induction, for each
If S 1 , . . . , S k are multiplicative subsets of R, we say that S 1 , . . . , S k are comaximal if
(ii) A ring R (not necessarily integral) is said to be arithmetical if, for any x 1 , x 2 ∈ R, there exist u, v, w ∈ R such that:
Thus, x 1 divides x 2 in the ring R u , x 2 divides x 1 in the ring R 1−u , and the multiplicative subsets M(u) and M(1 − u) are obviously comaximal. This is not surprising, because we know that if we localize an arithmetical ring at a prime ideal, we find a valuation ring. An arithmetical domain is called a Prüfer domain.
(iii) A ring R is said to be a Dedekind ring if it is arithmetical, strongly discrete (we have an algorithm for the ideal membership problem) and Noetherian (any ascending chain of finitely generated ideals pauses).
How to construct a dynamical Gröbner basis over a Dedekind ring ?
Let R be a Dedekind ring, I = f 1 , . . . , f s a nonzero finitely-generated ideal of R[X 1 , . . . , X n ], and fix a monomial order > on R[X 1 , . . . , X n ] (throughout this paper by monomial order we mean a global ordering [15] ). The purpose is to construct a dynamical Gröbner basis G for I.
Dynamical version of Buchberger's Algorithm
This algorithm is analogous to the dynamical version of Buchberger's Algorithm over principal rings given in [30] . The details of this analogy are described herein. For Noetherian valuation rings, the algorithm works similarly to Buchberger's Algorithm. The only difference occurs when it must handle two incomparable (under division) elements a, b in R. In this situation, one should first compute u, v, w ∈ R such that
Now, one opens two branches: the computations are pursued in R u and
where G is the current Gröbner basis, then S must be added to G . This algorithm must terminate after a finite number of steps. Indeed, if it does not terminate, this is due to the coefficient and not to the monomials because N n is well ordered (see Dickson's Lemma [9] , page 69). That is, the dynamical version of Buchberger's Algorithm would produce infinitely many polynomials g i with the same multidegree, such that LC(
this is in contradiction to the fact that a Dedekind ring is Noetherian.
Note that contrary to [30] , we use the localization R 1+uR instead of R 1−u in order to avoid redundancies. To see this, let us take as an example R = Z and u = 4. In the ring Z 1+4Z , all the integers that are coprime to 4 become units (for instance 15 ∈ Z × 1+4Z ), while in the ring
• Dynamical division algorithm (the dynamical analogue of the division algorithm in the case of a Noetherian valuation ring): suppose that one is required to divide a term aX α = LT(f ) by another term bX β = LT(g) with X β divides X α (note that this is only possible when X β divides X α and b divides a, as in the classical approach).
In the ring
) and the division is pursued with f replaced by r.
In the ring R u : LT, (f ) is not divisible by LT(g) and thus f = f {g} .
• Dynamical computation of the S-pairs: suppose that one wishes to compute S(f, g) with LT(f ) = aX α and
2 The ideal membership problem over Dedekind rings
. . , g t , the set {LC(g 1 ), . . . , LC(g t )} is totally ordered under division and for each i = j,
Note that when R is a field, this definition coincides with the classical definition of Gröbner bases [9, 15] . Also, where R is a valuation ring, we retrieve the definition given in [30] .
. . , S k are finitely-generated comaximal multiplicative subsets of R and in each localiza-
The following proposition is similar to Proposition 12 of [30] . 
Here 
., g t ).
Recall that for each 1 ≤ i < j ≤ t, the S-polynomial of g i and g j is given by:
For some h ijk ∈ V[X 1 , ..., X n ], we have
(The polynomials h ijk are given by the division algorithm.) Let:
And
e k h ijk .
Theorem 7 (Syzygy module of a Gröbner basis over a valuation ring) With the previous notations,
Proof One has only to slightly modify the original proof in case V is a field [9] . 2
there exist two matrices, S and T , respectively of size t × s and s × t such that F = GS and G = F T . We can first compute a generating set {s 1 , . . . , s r } for Syz(G). For each i ∈ {1, . . . , r}, we have 0 = Gs i = (F T )s i = F (T s i ); therefore, T s i | i ∈ {1, . . . , r} ⊆ Syz(F ). Also, denoting by I s the identity matrix of size s × s, we have
This equality shows that the columns r 1 , . . . , r s of I s − T S are also in Syz(F ). The converse holds, as stated by the following theorem, the proof of which is identical to that in the case in which the base ring is a field [9] . 
Computing a Gröbner basis for f 1 , f 2 , f 3 using the lexicographic order with X > Y as monomial order, we obtain:
Computing s ij = ij − t k=1 e k h ijk for all i < j, we obtain:
And so
Moreover, we have (f 1 , . . . , f s ) = d 1,1 h 1,1 , . . . , d 1,p 1 h 1,p 1 , . . . , d k,1 h k,1 , . . . , d k,p k h 
Proof It is clear that d 1,1 h 1,1 , . . . , d 1,p 1 h 1,p 1 , . . . , d k,1 h k,1 , . .
On the other hand, as S 1 , . . . , S k are comaximal multiplicative subsets of R,
A dynamical method for computing the syzygy module for polynomials over a Dedekind ring
Let R be a Dedekind ring and consider
Our goal is to describe a dynamical method of computing a generating set for Syz(f 1 , . . . , f s ). This method works in the same way as the case in which the base ring is a Noetherian valuation ring (Paragraph 3.1). Here we add the Noetherian hypothesis so that the dynamical version of Buchberger's algorithm terminates. The only difference occurs when one has to handle two incomparable (under division) elements a, b in R.
In that situation, one should first compute u, v, w ∈ R such that
Now, one opens two branches: the computations are pursued in R u and R 1+uR .
An example
Let us fix the lexicographic order with X > Y as monomial order.
a) Computing a dynamical Gröbner basis
We will first compute a dynamical Gröbner basis for
The details of the computations will be given for one leaf only. Because x 1 := 3 and x 2 := 4 + 2θ are not comparable, we have to find u, v, w ∈ Z[θ] such that:
A solution of this system is given by: u = 5 + 2θ, v = 6θ, w = −3. Then we can open two branches: The dynamical evaluation of the problem of constructing a Gröbner basis for I produces the following evaluation tree:
The obtained dynamical Gröbner basis of I is
b) Computing the syzygy module
Denoting by F = [f 1 f 2 ], we will compute a generating set for Syz(F ).
In Z[θ] (5+2θ).3 :
, and
, and T s 23 = T s 13 . Thus, over
c) The ideal membership problem Suppose that we must deal with the ideal membership problem:
Let us first execute the dynamical division algorithm of f by G 1 = {f 1 = 3XY + 1,
With the same notations as in [9] , one obtains: 
Seeing that 3 does not appear in the denominators of the relation above, we can say that we have a positive answer to our ideal membership problem in the ring 
It remains to execute the dynamical division algorithm of f by G 2 = {f 1 = 3XY + 1,
The division is as follows:
Thus, the answer to this ideal membership problem in the ring Z[θ] 4+2θ [X, Y ] is positive and one obtains:
But since
Xf 2 , and
Using the Bezout identity (5 + 2θ)
a complete positive answer.
The Gröbner Ring Conjecture
Recall that accordingly to [30] , a ring R is said to be Gröbner if for each n ∈ N and each finitelygenerated ideal
formed by the leading terms of the elements of I is finitely-generated. The first example of a ring that is not Gröbner was given in [30] . This example corresponds to a valuation domain V whose valuation group is Z × Z equipped with the lexicographic order (dim V = 2). The author of [30] was unable to prove that this works for any valuation domain whose Krull dimension is ≥ 2. We propose hereafter to establish this fact in the general setting, giving a partial positive answer to the conjecture given in [30] to which, for convenience, we will refer as the Gröbner Ring Conjecture.
The Gröbner Ring Conjecture: A valuation ring is Gröbner if and only if its Krull dimension is
Recall that a ring R has Krull dimension ≤ 1 if and only if ∀a, b ∈ R, ∃n ∈ N, ∃ x, y ∈ R | a n (b n (1 + xb) + ya) = 0.
This is a constructive substitute for the classical abstract definition (see [7, 17, 18] ). For a valuation domain, it is easy to see that (1) amounts to the fact that the valuation group is archimedean.
Theorem 11 For an integral valuation ring V, we have (i) ⇒ (ii) ⇒ (iii) where:
(i) V is a Gröbner ring.
(ii) For any m ∈ N, if J is a finitely-generated ideal of V[X 1 , . . . , X m ] then J ∩ V is a principal ideal V.
(iii) dim V ≤ 1.
Proof "(i) ⇒ (ii)" Let J be a finitely-generated ideal of 
