Adiabatic passage through higher order resonances in a perturbatively driven dynamical system with a slow control parameter, yields persisting phase locking and a strong long time response. The phenomenon has a sharp threshold on the driving amplitude, which scales with the control parameter chirp rate A and resonance order n, as A 3/(4n) .
Many physical applications need a strong, controllable response in a dynamical system by applying a weak perturbation. One can use a resonance for this purpose, i.e., tune the driving frequency 0 to the system's natural response frequency . Nevertheless, in most cases, the nonlinear frequency shift destroys the resonance, limiting the response amplitude to O(⑀ 1/2 ), where ⑀ is the characteristic strength of the drive ͓1͔. This limitation can be removed by using a feedback. For example, one easily reaches large amplitudes of a swing by subconsciously decreasing the driving frequency, as the oscillation amplitude grows. There also exists another way of obtaining a strong response to a weak perturbation without the feedback and precise tuning. In this approach, one passes through the resonance by slowly varying some control parameter, (t). Then, at certain conditions, on approaching the resonance, the system phase locks to the drive and enters an autoresonant evolution stage in which the phase locking continues despite the variation of . Typically, this means a slow increase of the response amplitude, which may become large over a long time. The system can be put back into a near equilibrium by reversing the direction of variation of . This simple control of excitation by a weak force is important in applications. The first known use of autoresonance was in particle accelerators ͓2͔. Later, the idea was implemented in other physical problems, ranging from atomic physics ͓3͔ through nonlinear waves ͓4͔, and plasmas ͓5͔ to fluid dynamics ͓6͔. Recently, it was noticed that passage through resonance yields autoresonance only if the driving amplitude exceeds a sharp threshold ⑀ th depending on the chirp rate Aϭd/dt. For instance, when the control parameter (t) is the driving frequency 0 itself, one finds ⑀ th ϳA 3/4 ͓5,6͔.
In this paper, we study a different type of autoresonance, taking place when one slowly passes a resonance 0 Ϸ/n (nϭ2,3, . . . ). This phenomenon will be referred to as subharmonic autoresonance ͑SHAR͒ in the following, in contrast to the fundamental autoresonance ͑FAR͒, corresponding to the nϭ1 case. The physical mechanism leading to the SHAR differs from that in the FAR, namely, the SHAR is due to the ability of nth order nonlinearities in the driven system to generate an effective drive at the fundamental frequency. This effective drive, in turn, plays a role of an adiabatic forcing in transition to autoresonance in the system. Passage through 0 Ϸ/n resonances is the only possibility for creating the internal forcing at fundamental frequency in the system, while other resonances ͑as in the second harmonic driving, for example͒ do not necessarily lead to phase locking and autoresonance in the system. We shall see below that the SHAR theory becomes increasingly complex at larger n, so we shall study nϭ2 and 3 only. Nevertheless, recent experiments in driven pure electron plasmas ͓7͔ exhibit the SHAR for n up to 5.
We focus our analysis on finding thresholds for entering the SHAR in a simplest driven one-dimensional dynamical system with a slow parameter. Many other aspects, such as the details of the advanced SHAR stage, the effect of a weak dissipation, higher dimensionality, etc., will be left for future studies. Our system is
with ⌳ 2 ϵ1ϩ(t) a slow function of time ͑the variables x, t and parameters , ␣, ␤, ⑀Ӷ1, are set to be dimensionless͒. By starting in equilibrium xϭx t ϭ0, one crosses the resonance /nϷ 0 ϭ1/n when (t) passes zero. We proceed from numerical illustrations of the FAR and SHAR in this system. Figure 1 shows was varied as (t)ϭD sin( 1 2 t/T) ͑with Dϭ0.7 and T ϭ7500) between the initial t 0 ϭϪ1000 and final t 1 ϭ7500 integration times, so the desired resonances were encountered at tϭ0. One can see in the figure that, in all cases, the efficient excitation proceeds just beyond tϭ0 and the final energy reaches a substantial value of ϳ0.7, despite the relative smallness of the driving amplitude ⑀. In addition to the smooth averaged growth, the energy curves have slow ͑au-toresonant͒ modulations, as well as, fast time scale structures, seen best for nϭ2 and 3 ͓dark areas in Figs. 1͑b͒ and 1͑c͔͒. Nevertheless, these structures disappear if one maps the energy at equal time intervals 2n ͑the mapping is shown by dots in Fig. 1 for tϾ6000) , demonstrating the continuing phase locking in the system on the slow time scale. Because of the phase locking, the energy is nearly 2n periodic at all times. The phase locking of energy curves reflects the phase locking of autoresonant solutions. The latter are shown for nϭ2, 3 in Fig. 2 , as portraits in the phase space in the vicinity (⌬tϭ75) of three times beyond the linear resonance, tϭ360,2400, and 7400 ͑lines 1, 2, and 3 in the figure͒. We see that the portraits comprise a nested set of almost closed trajectories, each depending on n, and making two or three turns around the origin before nearly closing on itself. It takes a period of nearly 2n to complete the closure, while fast rotations within this period yield the small time scale structures in Fig. 1 . The slow expansion of the orbit itself ͑as moving from curves 1 to 2 and 3 in Fig. 2͒ reflects the slow time scale excitation to higher energies, necessary to preserve the phase locking with variation of . Note that, in all the examples, we closely approach the separatrix for ⌳ϭ1ϩD ͑dashed lines in Fig. 2͒ . If one further increases , the autoresonance is destroyed by overlap with other resonances, followed by stochastic escape from the potential well. The stochastic ionization of atoms or dissociation of molecules after a stage of autoresonant excitation ͓3͔ are among potential applications of this effect.
Next, we proceed to the problem of thresholds. Numerically, for entering autoresonances in Fig. 1 , the driving amplitudes must exceed certain thresholds. We illustrate this phenomenon in Fig. 1͑a͒ , where the upper curve corresponds to ⑀ϭ1.07ϫ10
Ϫ3 just above the threshold (⑀ th ϭ1.05 ϫ10 Ϫ3 , in this case͒, while the lower curve shows the result for ⑀ϭ1.03ϫ10 Ϫ3 just below the threshold. We see that for ⑀Ͻ⑀ th , the phase locking is destroyed after passing tϭ0 and the final excitation energy is small. We have studied this threshold phenomenon numerically for other conditions and summarize our results in Fig. 3 . The figure shows the dependence of the threshold drive amplitude on the chirp rate A ϭ 1 2 ͉D͉/T of the control parameter at tϭ0 for different n and two sets ␣ϭ1, ␤ϭ0 ͑circles͒ and ␣ϭ0, ␤ϭ1 ͑tri-angles͒. One finds, that for the second set, must decrease at tϭ0 for entering autoresonance, so D is negative. Furthermore, there is no nϭ2 autoresonance for this set. For a smooth initial phase locking in these calculations we used ⑀ϭ⑀ 0 f (t), where the slow switching on function was f (t) ϭ0.5͕1ϩtanh͓(tϩ2T 0 )/T 0 ͔͖ and T 0 ϭT/25. Thus, ⑀ almost reached its constant value ⑀ 0 at the resonance (tϭ0). For each set of parameters, we have taken 20 equally spaced over ͓0,2͔ values of the initial phase of the drive. The numerical threshold ⑀ th was defined as the average between two values of ⑀ for which one obtains autoresonance for all (⑀ϭ⑀ 1 ) or none (⑀ϭ⑀ 2 ) of the initial driving phases. The width of the threshold, (⑀ 1 Ϫ⑀ 2 )/⑀ th , was typically less than 3%. One can see in Fig. 3 that our calculations yield the scaling ⑀ th ϳA 3/(4n) in agreement with the predictions of the theory ͑see below͒, shown by solid (␣ϭ1, ␤ϭ0) and dashed (␣ϭ0, ␤ϭ1) lines. Before proceeding to the theory, we give a qualitative explanation of the threshold scaling phenomenon in slow passage through higher order resonances. Suppose nϭ2. We drive the system at 0 ϭ1/2 in this case, yielding a nonresonant, O(⑀) linear response at this frequency. As the result, the quadratic nonlinearity of the oscillator yields a driven response of amplitude ⑀ e f f ϳO(⑀ 2 ) at frequency e f f ϭ2 0 ϭ1. This nonlinear excitation plays a role of an effective drive, which passes the linear resonance, as the control parameter varies in time. This passage yields phase locking, and later the SHAR, as in the FAR case, but with the driving amplitude replaced by ⑀ e f f . second order response in the system, so the trapping into n ϭ2 SHAR is impossible. In order to confirm these qualitative predictions and find the proportionalities in the scaling relations, we develop the theory of adiabatic passage through higher order resonances.
Our theory uses Whitham's averaged variational principle ͓8͔ as a convenient tool in studying slow modulations in the system. We write the Lagrangian of the problem
and seek solution xϭu (,t) , which is 2n periodic in and evolves on both slow and fast temporal scales. The explicit time dependence in u(,t) is assumed to be slow, but (t) is the fast angle variable, while the angular frequency ⍀(t) ϭ t is viewed as a slow function of time. We also assume a continuing phase locking in the system on the slow time scale, i.e., that the phase mismatch ⌽ϵ(Ϫt)/n between the oscillator and the drive is bounded and slow. The Whitham's method allows to take advantage of a large difference between the time scales in the problem and, essentially, average out the fast scale. The analysis is greatly simplified in studying the threshold conditions, since the threshold is a weakly nonlinear effect. Indeed, in studying the threshold in the FAR case, one needs to consider oscillation amplitudes
) ͑see below͒. Thus, as conjectured above, for finding the nϭ2 or 3 SHAR thresholds, one must deal with excitation amplitudes of O(⑀ 2/3 ) or O(⑀), respectively. We proceed by constructing Whitham's averaged variational principle for the FAR case in our system. The solution is represented as xϭa 0 ϩa 1 cos ϩa 2 cos(2ϩ 2 ), where a 1 (t) is slow and O(⑀ ) by assumption, while a 0,2 (t) are also slow, but scale ͑see below͒ as a 0,2 ϳa 1 2 ϳO(⑀ 2/3
). All higher harmonics in x are neglected to desired order. The amplitudes a i and the phase 2 are viewed as new unknown slow dependent variables. Next, we write the interaction term in the Lagrangian as ⑀x sin(Ϫ⌽) and average L over the fast angular variable, i.e., calculate
Here, the slow time is fixed and L(,t) is evaluated by substituting our three-term representation for x into Eq. ͑2 ͒ and neglecting the time derivatives ͑such as a it and 2t ) of all slow objects. Formally, the averaged Lagrangian is a function of slow variables and (t) only, L 1 ϭL 1 ͓a 1 ,a 2 ,a 3 , 2 ,⌽,⌽ t ;(t)͔ ͑recall that ⌽(t) ϵϪt is the phase mismatch, so the dependence on ⌽ t enters L 1 via ⍀ϵd/dtϭ1ϩd⌽/dt). The main step of the Whitham's approach is to replace the variational principle ␦͐L(x,x t )dtϭ0 in the original problem by the averaged variational principle ␦͐L 1 ͓a 1 ,a 2 ,a 3 , 2 ,⌽,⌽ t ;(t)͔dtϭ0. Then, variations with respect to a i , 2 , and ⌽ yield the desired slow evolution equations in the problem. In our case, 
, where the small tilting condition is most difficult to satisfy. This yields the threshold for FAR in our system
. ͑6͒
Here, we include the possibility of ␥Ͻ0, in which case t must be negative and Aϵ͉ t ͉. We find Eq. ͑6͒ in excellent agreement with our numerical results ͑see the A 3/4 dependence for nϭ1 in Fig. 3͒ . Note that these developments show that the critical amplitude a 1 Ϸā m for having a continuing phase locking is of O(⑀ 1/3 ), justifying the truncation of the series representation of our solution in calculating the averaged Lagrangian.
The threshold for entering the SHAR at nϭ2 can be also treated by using the averaged variational principle. One needs to choose a different lowest order representation of the solution, since we must extend the theory to a 1 ϳO(⑀ 2/3 ). The desired form is xϭa 0 ϩa 1 cos ϩa 2 cos(2ϩ 2 ) ϩb cos(/2ϩ), while the interaction term in the Lagrangian ͑2͒ for this problem is ⑀x sin(/2Ϫ⌽), where ⌽ϵ( Ϫt)/2 is the phase mismatch. Next, we average L over 4, and arrive at the averaged Lagrangian L 2 depending on the slow variables a i , b, 2 , , and ⌽:
where we approximate ⌳Ϸ⍀Ϸ1 in L 0 and in the third term in the right hand side. Furthermore, one can again eliminate the slow variables a 0,2 and 2 in L 0 , and obtain the expression, 4L 0 ϭ(⍀ 2 Ϫ⌳ 2 )a 1 2 ϩ␥a 1 4 , used already in deriving Eqs. ͑3͒ and ͑4͒. Next, we take variations with respect to ⌽ and a 1 , yielding ͑ ⍀a 1 2 ͒ t ϩ⑀b cos͑⌽ϩ ͒ϭ0, ͑8͒
