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Abstract
String theory is currently the most promising theory to explain
the spectrum of the elementary particles and their interactions.
One of its most important features is its large symmetry group,
which contains the conformal transformations in two dimensions
as a subgroup. At quantum level, the symmetry group of a theory
gives rise to differential equations between correlation functions
of observables. We show that these Ward-identities are equiva-
lent to Operator Product Expansions (OPEs), which encode the
short-distance singularities of correlation functions with symme-
try generators. The OPEs allow us to determine algebraically
many properties of the theory under study. We analyse the calcu-
lational rules for OPEs, give an algorithm to compute OPEs, and
discuss an implementation in Mathematica.
There exist different string theories, based on extensions of the
conformal algebra to so-called W -algebras. These algebras are
generically nonlinear. We study their OPEs, with as main results
an efficient algorithm to compute the β-coefficients in the OPEs,
the first explicit construction of the WB2-algebra, and criteria for
the factorisation of free fields in a W -algebra.
An important technique to construct realisations of W -algebras
is Drinfel’d-Sokolov reduction. The method consists of imposing
certain constraints on the elements of an affine Lie algebra. We
quantise this reduction via gauged WZNW-models. This enables
us in a theory with a gauged W -symmetry, to compute exactly
the correlation functions of the effective theory.
Finally, we investigate the (critical) W -string theories based on
an extension of the conformal algebra with one extra symmetry
generator of dimension N . We clarify how the spectrum of this
theory forms a minimal model of the WN -algebra.
Notations
∂, ∂¯ : ddz ,
d
dz¯ .
δε : infinitesimal transformation with ε(x) an infinitesimal parameter.
: T1T2 : : normal ordening.
OPA : Operator Product Algebra, subsection 2.3.3.
OPE : Operator Product Expansions, section 2.3.
[T1(z)T2(z0)] : the complete OPE.
T1(z)T2(z0) : singular part of an OPE.
[T1T2]n : coefficient of (z − z0)−n in the OPE [T1(z)T2(z0)], eq. (2.3.3).
<< c2 | 0 | 2T | ∂T >> : list of the operators at the singular poles in an OPE. High-
est order pole is given first. First order pole occurs last in the list.
{T1T2}n(x0) : coefficient of (−1)
n−1
(n−1)! ∂
n−1δ(2)(x−x0) in the Poisson bracket {T1(x)T2(x0)}
subsection 2.3.5.
Âm : mode of the operator A, section 2.4.
L{n} : is Lnp · · ·Ln1 , L{−n} reversed order, chapter 4.
g¯ : Lie algebra, see appendix B for additional conventions.
gˆ : Kacˇ-Moody algebra.
e0, e+, e− : generators of sl(2).
K± : kernel of the adjoint of e±.
Π : projection operator in g¯, appendix B.
Πhw : projection on K+.
c, c : index limitation to generators of strictly negative, resp. positive grading, sec-
tion 6.4.
(a)n : Pochhammer symbol, (a)n =
Γ(a+n)
Γ(a) =
∏n−1
j=0 (a + j) ; a ∈ R and n ∈ N,
appendix 2.A.
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Chapter 1
Introduction and outline
The first chapter of a recent PhD. thesis in contemporary high-energy physics
necessarily stresses the importance of symmetry [42, 51, 45]. The reason for this is
that symmetry is the most powerful organising principle available, and a theoretical
physicist wants to assume as little as possible. This has the peculiar consequence
that he or she ends up making the far-reaching assumption that “nature” has the
largest symmetry we are able to find.
A striking example is provided by string theory. The universe seems to contain
a large number of “elementary” particles. It is an appealing idea to think of these
particles as different states of one single object. This would enable us to treat them
in a symmetric way. The simplest objects in every-day experience which have such
different eigenstates are (violin) strings. One then has to find which action governs
a string-object moving through space-time. The simplest (in a certain sense) action,
was found by Polyakov [158]. It is a generalisation of the action for a free relativistic
particle. For a bosonic string in D dimensions the action is given by:
S[Xµ, gij ] = − 1
4πT
∫
dx2
√
g(x)gij(x)∂iX
µ(x)∂jXµ(x) , (1.1)
where the fields Xµ describe the position of the string, and x are coordinates which
parametrise the two-dimensional surface (“world-sheet”) which is swept out by the
string as it moves in D-dimensional (flat) space-time. gij is the metric on the world-
sheet, with inverse determinant g. T is a parameter that is related to the string
tension.
The action (1.1) has (classically) a very large symmetry group, corresponding
to reparametrisations of the world-sheet, and rescalings of the metric gij . These
invariances are quite natural from the point of view of string theory. When viewing
the theory defined by eq. (1.1) as a field theory in two dimensions, a first surprise
awaits us. The field theory has an infinite dimensional symmetry group, which
was quite uncommon in those days. A second surprise arises when we quantise the
bosonic string theory. Requiring that the symmetry survives quantisation fixes the
number of space-time dimensions to 26. Somehow, this makes one hope that a more
realistic string theory would “explain” why we are living in a four-dimensional world.
The third surprise is that, while we started with a free theory, interactions seem also
to be fixed by the action (1.1), with only one parameter T . This is in contrast with
the grand-unified theories where interactions have to be put in by hand, requiring
the introduction of a number of parameters that have to be fixed by comparing with
experiments. A last surprise which we wish to mention, is that the spectrum of the
physical states contains a particle with the correct properties for a graviton. String
theory thus seems to incorporate quantum gravity. This is particularly fortunate
because no other theory has been found yet which provides a consistent quantisation
of gravity (in four dimensions).
These four features – symmetry, fixing the number of dimensions, “automatic”
interactions and quantum gravity – were so attractive that many physicists decided
to put the book of Popper [166] back on the shelf for a while. Indeed, although string
theory certainly looks like a “good” theory, it still does not produce any results which
are falsifiable, i.e. which can be contradicted by an experiment.
To make any chance of being a realistic theory, a number of flaws of the original
bosonic string theory (like apparently giving the wrong space-time dimension) had
to be resolved. Several roads can be followed, but we will concentrate here on the
one which is most related to this thesis: enlarging the symmetry of the theory. In
fact, the Polyakov action has many more symmetries than we alluded to. However,
they are only global symmetries, i.e. generated by transformations with constant pa-
rameters. To make some of these symmetries local, one has to introduce extra gauge
fields, which can be viewed as generalisations of the metric gij in eq. (1.1). In some
cases, extra fields comparable to Xµ(x) are added to the theory. For instance, in su-
perstrings one uses fermionic fields describing coordinates in a Grassmann manifold.
The resulting string theories are called “W–strings”, and the (infinite dimensional)
algebra formed by the infinitesimal transformations of the enlarged group is called
an extended conformal algebra or, loosely speaking, a “W–algebra”.
Unfortunately, during the process of enhancing the original bosonic string, one of
its attractive features has been lost, namely its uniqueness. This is due to a number
of reasons, but we will only mention two. Because an infinite number ofW–algebras
exist, an infinite number of W–string theories can be found (although certainly not
all of them are candidates for a realistic theory). A second reason is that by adding
an extra action for the metric to eq. (1.1), one can make a consistent quantum theory
for other dimensions of space-time than 26, the “noncritical” strings. As it is well-
known since Einstein that the metric is related to gravity, the study of consistent
quantum actions for the metric provides a quantisation of gravity in two dimensions.
Two-dimensional W–gravity is interesting in its own respect because one hopes to
gain some insight in how to construct consistent quantum gravity in four dimensions.
Although uniqueness has been lost, the other attractive features of string theory
still survive. In particular, the symmetry group of the Polyakov action has even
been enlarged. The study of this new kind of symmetry has influenced, and has
been influenced by, many other branches of physics and mathematics. This has
happened quite often in the history of string theory, and is sometimes regarded as
an important motivation for studying strings. To be able to discuss the relation of
W–algebras to other fields in physics, we have to be somewhat more precise.
The Polyakov action (1.1) is invariant under general coordinate transformations
xi → f i(x) and local Weyl rescalings of the metric gij(x) → Λ(x)gij(x). A gener-
alisation of the latter is to allow other fields Φ(x) to rescale as Φ(x) → Λ(x)hΦ(x).
h is called the scaling dimension of the field Φ(x). The combination of the gen-
eral coordinate and Weyl transformations can be used to gauge away components
of the metric. In two dimensions one has exactly enough parameters to put the
metric equal, at least locally, to the flat metric ηij (the conformal gauge). However,
this does not yet completely fix the gauge. Obviously, conformal transformations
(coordinate transformations which scale the metric) combined with the appropriate
Weyl rescaling form a residual symmetry group. Therefore, field theories which have
general coordinate and Weyl invariance are called conformal field theories.
The situation in two dimensions is rather special. In light-cone coordinates, x± =
x0 ± x1, every transformation x± → f±(x±) is conformal. We see that the group
formed by the conformal transformations is infinite dimensional in two dimensions.
This makes clear why the symmetry group of string theory is so exceptionally large.
The conformal transformations are generated by the energy–momentum tensor T ij
of the theory, which has scaling dimension h = 2. In fact, the algebra splits in
two copies of the Virasoro algebra, related to the x+ and x− transformations, and
generated by T++ and T−−. Similarly, an extended conformal algebra is formed by
two copies of what is called a W–algebra.
The symmetries of a theory have direct consequences for its correlation functions.
The Ward identities are relations between N -point correlation functions where one of
the fields is a symmetry generator, and (N−1)-point functions. Usually, this does not
yet fix theN -point function, and correlation functions have to be calculated tediously.
In two-dimensional conformal field theory, the consistency conditions imposed by the
symmetries are so strong that the Ward identities determine all correlation functions
with a symmetry generator in terms of those without any symmetry generators.
This means that once the Ward identities have been found (which requires some
regularisation procedure), all correlation functions with symmetry generators can be
recursively computed.
In renormalisable field theories, “Operator Product Expansions” (OPEs) are in-
troduced to calculate the short-distance behaviour of correlation functions [208].
This formalism has been extended by Belavin, Polyakov and Zamolodchikov [13] to
two-dimensional conformal field theory. The Ward identities fix OPEs. Moreover,
they impose a set of consistency conditions on the OPEs such that computing with
OPEs amounts to applying a set of algebraic rules. They even almost determine the
form of the OPEs. As an example, we give the OPE of one of the components of the
energy–momentum tensor, which for any conformal field theory is:
T++(x)T++(y) =
c/2
(x− − y−)4 +
2T++(y)
(x− − y−)2 +
∂−T
++(y)
(x− − y−) +O(x
− − y−)0 . (1.2)
Here, the “central charge” c is a number which can be determined by computing
the two-point function < T++(x)T++(y) >, and depends on the theory we are
considering. The important point here is that once the central charge is known,
all correlation functions of T++ can be algebraically computed. From the OPE eq.
(1.2), the Virasoro algebra can be derived and vice versa. Similarly, if the symmetry
algebra of the theory forms an extended conformal algebra, the generators form
an Operator Product Algebra. This contains exactly the same information as the
W–algebra, and indeed is often called a W–algebra.
There exists by now a wealth of examples ofW–algebras. Among the best known
are the affine Lie algebras and the linear superconformal algebras. When a W–al-
gebra contains a generator with scaling dimension larger than two, the W–algebra
is (in most cases) nonlinear. Some examples of such W–algebras with only one
extra generator are W3 [211], the spin 4 algebra [29, 108] and the spin 6 algebra
[74]. The Bershadsky-Knizhnik algebras [20, 133] have N supersymmetry generators
and an affine so(N) subalgebra. Many other examples exist and no classification of
W–algebras seems as yet within reach.
The fields of a conformal field theory form a representation of its symmetry alge-
bra. Belavin, Polyakov and Zamolodchikov [13] showed that under certain assump-
tions all fields of the theory are descendants of a set of primary fields. For a certain
subclass of conformal field theories, the “minimal” models, the Ward identities fix
all correlation functions. They also showed that the simplest minimal model corre-
sponds to the Ising model at criticality. This connection with statistical mechanics
of two-dimensional systems is due to the fact that a system becomes invariant under
scaling transformations at the critical point of a phase transition. By hypothesising
local conformal invariance, various authors (see [4, 118]) found the critical exponents
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of many two-dimensional models. Some examples of statistical models are the Ising
(m = 3), tricritical Ising (m = 4), 3-state Potts (m = 5), tricritical 3-state Potts
(m = 6), and the Restricted Solid-on-Solid (any m) models, where we denoted the
number of the corresponding unitary Virasoro minimal model in brackets.
Another important connection was found, not in statistical mechanics, but in
the study of integrable models in mathematics and physics. These models have two
different Hamiltonian structures, whose Poisson brackets form examples of classical
W–algebras. For example, the Korteweg-de Vries (KdV) equation gives rise to a
Virasoro Poisson bracket, while the Boussinesq equation has a Hamiltonian structure
which corresponds to the classical W3 algebra. Moreover, the relation between the
two Hamiltonian structures gives rise to a powerful method of constructing classical
W–algebras. Drinfeld and Sokolov [60] found a hierarchy of equations of the KdV
type based on the Lie algebras sl(N). The Hamiltonian structures of these equations
provide explicit realisations of the classical WN algebras, whose generators have
scaling dimensions 2, 3, . . .N . An extension of this method is still the most powerful
way at our disposal to find (realisations of) W–algebras.
This thesis is organised as follows. Chapter 2 gives an introduction to conformal
field theory. We discuss how the Ward identities are derived. For this purpose, the
Operator Product Expansion formalism is introduced. We determine the complete
set of consistency conditions on the OPEs. We then show how an infinite dimensional
Lie algebra, corresponding to the symmetry algebra of the conformal theory, can be
found using OPEs. We define the generating functional of the correlation functions of
symmetry generators. The Ward identities can be used to find functional equations
for the generating functional (or induced action). We conclude the chapter with some
important examples of conformal field theories: free-field theories and WZNW–mo-
dels.
In chapter 3, the consistency conditions on OPEs are converted to a set of algo-
rithms to compute with OPEs, suitable for implementation in a symbolic manipula-
tion program. We then describe the Mathematica package OPEdefs we developed.
This package completely automates the computation of OPEs (and thus of correla-
tion functions), given the set of OPEs of the generators of the W–algebra.
The next chapter discusses W–algebras using the Operator Product Expansion
formalism. We first give some basic notions on highest weight representations ofW–
algebras, of which minimal models are particular examples. The fields of a conformal
field theory assemble themselves in highest weight representations. We then analyse
the structure ofW–algebras using the consistency conditions found in chapter 2. The
global conformal transformations fix the form of OPEs of quasiprimary fields, which
are special examples of highest weight fields with respect to the global conformal
algebra. A similar analysis is done for the local conformal transformations and
primary fields. We then discuss the different methods which are used to construct
W–algebras and comment on the classification of the W–algebras. Finally, as an
example of the ideas in this chapter, the WcB2 algebra is studied in detail. The
complexity of the calculations shows the usefulness of OPEdefs.
Goddard and Schwimmer [103] proved that free fermions can always be factored
out of a W–algebra. Chapter 5 extends this result to arbitrary free fields. This is an
important result as it shows that a classification ofW–algebras need not be concerned
with free fields. We provide explicit algorithms to perform this factorisation. We
then show how the generating functionals of theW–algebra obtained via factorisation
are related to the generating functional of the original W–algebra. The N = 3 and
N = 4 linear superconformal algebras are treated as examples.
The Drinfeld-Sokolov method constructs a realisation for a classical W–algebra
via imposing constraints on the currents of a Kacˇ–Moody algebra. In particular, for
any embedding of sl(2) in a semi-simple (super)Lie algebra a different W–algebra
results. In chapter 6, Drinfeld-Sokolov reduction is extended to the quantum case.
The reduction is implemented in an action formalism using a gauged WZNW–model,
which enables us to find a path integral formulation for the induced action of the
W–algebra. The gauge fixing is performed using the Batalin-Vilkovisky [11] method.
In a special gauge, the BV procedure reduces to a BRST approach [138]. Operator
Product Expansions are used to perform a BRST quantisation. The cohomology
of the BRST operator is determined in both the classical and quantum case. The
results are then used to show that we indeed constructed a realisation of a quantum
W–algebra. The N -extended so(N) superconformal algebras [20, 133] are used as
an illustration of the general method.
The results of chapter 6 are then used in chapter 7 to studyW–gravity theories in
the light-cone gauge. The gaugedWZNW–model is used as a particular matter sector
for the coupling to W–gravity. Using the path integral formulation of the previous
chapter, the effective action can be computed. It is shown that the effective action can
be obtained from its classical limit by simply inserting some renormalisation factors.
Explicit expressions for these renormalisation factors are given. They contain the
central charge of the W–algebra and some parameters related to the (super)Lie
algebra and the particular sl(2)–embedding for which a realisation of theW–algebra
can be found. The example of the previous chapter is used to construct the effective
action of so(N) supergravity. We then check the results using the correspondence
between the linear superconformal algebras and the so(N) W–algebras for N ≤ 4,
established in chapter 5. This is done using a semiclassical evaluation of the effective
action for the linear superconformal algebras.
The last chapter contains a discussion of critical W–strings. After a short re-
view of W–string theory, we concentrate to the case where the classical W–algebra
is formed by the energy–momentum tensor and a dimension s generator. These
W2,s strings provide examples which can be analysed in considerably more detail
than string theories based on more complicated W–algebras. In particular, operator
product expansions (and OPEdefs) are used to provide some insight in the appear-
ance of W–minimal models in the spectrum of W–strings. Finally, some comments
are made on the recent developments initiated by Berkovits and Vafa [14]. They
4
showed how the bosonic string can be viewed as an N = 1 superstring with a partic-
ular choice of vacuum, and a similar embedding of N = 1 into N = 2 superstrings.
The hope arises that a hierarchy of string embeddings exists, restoring the uniqueness
of string theory in some sense.
5
Chapter 2
Conformal Field Theory and Operator Product Expansions
This chapter gives an introduction to conformal field theory with special attention
to Operator Product Expansions (OPEs). It is of course not complete as conformal
field theory is a very wide subject, and many excellent reviews exist, e.g. [97, 122,
190]. Because it forms an introduction to the subject, some points are probably
trivial for someone who feels at home in conformal field theory. However, some
topics are presented from a new standpoint, a few new results (on the associativity
of OPEs) are given, and notations are fixed for the rest of the work.
We start by introducing the conformal transformations. Then, we study the
consequences of a symmetry of a conformal field theory on its correlation functions.
In the quantum case, this information is contained in the Ward identities. These
identities are then used in the third section to develop the OPE formalism. We
study the consistency conditions for OPEs in detail and introduce the notion of
an Operator Product Algebra (OPA). We then draw attention to the close analogy
between OPEs and Poisson brackets. Section 2.4 defines the mode algebra of the
symmetry generators. In the next section, we define the generating functionals of
the theory and show how they are determined by the Ward identities. We conclude
with some important examples of conformal field theories, free field theories and
WZNW–models.
2.1 Conformal transformations
A conformal field theory is a field theory which is invariant under general coordinate
transformations xi → f i(x) and under the additional symmetry of Weyl invariance.
The latter transformations correspond to local scale transformations of the metric
gij(x)→ Λ(x)gij(x) and fields Φ(x)→ Λ(x)hΦ(x), where h is the scaling dimension
of the field Φ. The combination of these symmetries can be used to gauge away
components of the metric. In two dimensions one has exactly enough parameters to
put the metric equal, at least locally, to the Minkowski metric ηij (the conformal
gauge). Obviously, conformal transformations (coordinate transformations which
scale the metric) combined with the appropriate Weyl rescaling form a residual
symmetry group. Therefore, we will study this conformal group first.
Conformal transformations are coordinate transformations which change the met-
ric with a local scale factor. In a space-time of signature (p, q) they form a group
isomorphic with SO(p + 1, q + 1). However, in the complex plane it is well-known
that all (anti-)analytic transformations are conformal. This extends to the Minkowski
plane where in light-cone coordinates, the conformal transformations are given by:
x± −→ x′±(x±) . (2.1.1)
In a space-time of signature (−1, 1), it is customary to perform a Wick rotation. We
will always assume this has been done, and treat only the Euclidean case.
For a space of Euclidean signature, it is advantageous to use a complex basis
(τ + iσ, τ − iσ). In string theory, the space in which these coordinates live is a
cylinder, as σ is used as a periodic coordinate. This also applies to two-dimensional
statistical systems with periodic boundary conditions in one dimension. One then
maps this cylinder to the full complex plane with coordinates
(z, z¯) = (exp(τ + iσ), exp(τ − iσ) , (2.1.2)
where we will take a flat metric proportional to δij in the real coordinates, or in the
complex coordinates:
ds2 = 2
√
gdzdz¯ . (2.1.3)
We will use the notation x for a coordinate of a point in the complex plane. Note
that the points with fixed time τ lie on a circle in the (z, z¯) plane.
It is often convenient to consider z and z¯ as independent coordinates (i.e. not
necessarily complex conjugate). We can then restrict to the Euclidean plane by
imposing z¯ = z∗. The plane with a Minkowski metric corresponds to z, z¯ ∈ R.
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As we are working in Euclidean space, the complex plane can be compactified
to the Riemann sphere. Conformal field theory can also be defined on arbitrary
Riemann surfaces, but we will restrict ourselves in this work to the sphere.
In the complex coordinates, a conformal transformation is given by:
z → z′ = f(z), z¯ → z¯′ = f¯(z¯) , (2.1.4)
where f is an analytic function, and f¯ is antianalytic.
Definition 2.1.1 A primary field transforms under the conformal transformation
(2.1.4) as:
Φ(z, z¯) → Φ′(f(z), f¯(z¯)) = (∂f(z))−h(∂¯f¯(z¯))−h¯Φ(z, z¯) , (2.1.5)
where ∂ ≡ ddz and ∂¯ ≡ ddz¯ . The numbers h and h¯ are called the conformal dimensions
of the field Φ.
For infinitesimal transformations of the coordinates f(z) = z − ε(z), we see that the
primary fields transform as:
δεΦ(z, z¯) = ε(z)∂Φ(z, z¯) + h∂ε(z)Φ(z, z¯) . (2.1.6)
By choosing for ε(z) any power of z we see that the conformal transformations form
an infinite algebra generated by:
lm = −zm+1∂ and l¯m = −z¯m+1∂¯, m ∈ Z , (2.1.7)
which consists of two commuting copies of the Virasoro algebra, but without central
extension (see further):
[lm, ln] = (m− n)lm+n , (2.1.8)
and analogous commutators for the l¯m.
Clearly, l0 corresponds to scaling transformations in z. The combination l0 + l¯0
generates scaling transformations in the complex plane x → λx, while i(l0 − l¯0)
generates rotations. This means that a field Φ(x) with conformal dimensions h
and h¯ has scaling dimension h + h¯ and spin |h − h¯|. l−1 generates translations
and l1 “special” conformal transformations. The subalgebra formed by {l−1, l0, l1}
corresponds to the globally defined and invertible conformal transformations:
z → az + b
cz + d
, (2.1.9)
where a, b, c, d ∈ C and ac− bd = 1. These transformations form a group isomorphic
to SL(2,C) ≈ SO(3, 1).1
Definition 2.1.2 A quasiprimary field transform as eqs. (2.1.5,2.1.6) for the global
transformations. A scaling field transforms this way for translations and scaling
transformations.
1Although there are two commuting copies of this algebra, we should take the appropriate real
section when we restrict to the real surface.
2.2 Correlation functions and symmetry
The physics of a quantum field theory is contained in the correlation functions.
In a path integral formalism, a correlation function of fields Φi corresponding to
observables can be symbolically written as:
< R{Φ1(x1)Φ2(x2) · · ·} >= 1N
∫
[dϕk] exp(−S[ϕj ]) Φ1(x1)Φ2(x2) · · · , (2.2.1)
where S is a suitable action, a functional of the fields ϕj in the theory, and [dϕk]
denotes an appropriate measure. R denotes time–ordering in a radial quantisation
scheme [92], i.e. |xi| > |xi+1|. We will drop this symbol for ease of notation. In fact,
we will assume that for a correlation function < R{Φ1(x1)Φ1(x2) . . .} >, the expres-
sion for |x1| < |x2| can be obtained by analytic continuation from the expression
for |x2| < |x1|. This property is commonly called “crossing symmetry”. It can be
checked for free fields, and we restrict ourselves to theories where it is true.
The normalisation constant in eq. (2.2.1) is given by:
N =
∫
[dϕk] exp(−S[ϕj ]) . (2.2.2)
We suppose that N is different from zero (vacuum normalised to one). In general,
the pathintegral (2.2.1) has to be computed perturbatively.
Symmetries of the theory put certain restrictions on the form of the correlation
functions. We will investigate this in the next subsections.
2.2.1 Global conformal invariance
In this subsection, we consider the consequences of the invariance of the correlation
functions of quasiprimary fields under the global conformal transformations (2.1.9).
The results can be extended to conformal field theories in an arbitrary number of
dimensions, but we treat only the two-dimensional case.
In conformal field theory one generally requires translation, rotation and scaling
invariance of the correlation functions. This restricts all one-point functions of fields
with zero conformal dimensions (h = h¯ = 0) to be constant, and all others to be
zero. Two-point functions have the following form:
< Φ1(z1, z¯1)Φ2(z2, z¯2) >=
cst12
(z1 − z2)h1+h2(z¯1 − z¯2)h¯1+h¯2
, (2.2.3)
with cst12 a constant. If one requires global conformal invariance (i.e. invariance
under the special transformations as well), only fields with the same conformal di-
mensions can have non-zero two-point functions, see also eq. (2.2.9). Under this
8
2.2. Correlation functions and symmetry
assumption, three-point functions are restricted to:
< Φ1(z1, z¯1)Φ2(z2, z¯2)Φ3(z3, z¯3) >=
cst123
∏
{ijk}
i<j
1
(zi − zj)hijk (z¯i − z¯j)h¯ijk
, (2.2.4)
where hijk = hi + hj − hk and the product goes over all permutations of {1, 2, 3}.
It is also possible to find the restrictions from global conformal invariance on four
(or more)-point functions. It turns out that the correlation function is a function of
the harmonic ratios of the coordinates involved, apart from (zi − zj) factors like in
(2.2.4) to have the correct scaling law. Crossing symmetry has to be checked for a
four-point function, while it is automatic for two- and three-point functions.
Note that imposing invariance under the local conformal transformations would
make all correlation functions zero.
2.2.2 Ward identities
In this subsection, we will discuss the consequences of a global symmetry of the
action using Ward identities.
We start by considering an infinitesimal transformation δε of the fields, where
ε(x) is an infinitesimal parameter. Throughout this work, we will only consider local
transformations, i.e. δεΦ(x) depends on a finite number of fields and their derivatives.
If the transformation leaves the measure of the pathintegral (2.2.1) invariant, we find
the following identity:∫
[dϕk] exp(−S[ϕj ]) δε (Φ1(x1)Φ2(x2) · · ·) =∫
[dϕk] exp(−S[ϕj ]) (δεS[ϕ]) Φ1(x1)Φ2(x2) · · · . (2.2.5)
This follows by considering a change of variables in the pathintegral. Using eq.
(2.2.1), eq. (2.2.5) implies an identity between correlation functions. This Ward
identity is useful in many cases, but at this moment we are interested in transforma-
tions δε which leave the action invariant if δε is constant, i.e. global symmetries.
As an example, we will derive the Ward identity for the energy–momentum tensor
T ij . Consider an infinitesimal transformation of the fields of the form:
δεΦ(x) = ε
i(x)∂iΦ(x) + · · · , (2.2.6)
where the dots denote corrections according to the tensorial nature of the field Φ,
see (2.1.6). The action is supposed to be invariant under these transformations if
the εi(x) are constants. Using Noether’s law, one has a classically conserved current
associated to this symmetry of the action S:
δεS = − 1
π
∫
d2x
√
gT ij(x)∂iε
j(x) , (2.2.7)
where g is the absolute value of the determinant of gij .
2 This equation defines the
energy–momentum tensor T ij up to functions whose divergence vanishes. One can
show that the alternative definition
Tij =
−2π√
g
δS
δgij
(2.2.8)
satisfies (2.2.7). It is obvious that the tensor (2.2.8) is symmetric. If the action is
invariant under Weyl scaling, we immediately see that it is traceless. Hence, in a
conformal field theory in two dimensions, the energy–momentum tensor has only two
independent components. In the complex basis, the components that remain are T zz
and T z¯z¯. Using the metric eq. (2.1.3), we see from eq. (2.2.7) that Weyl invariance
implies that the action is not only invariant under a global transformation, but also
under a conformal transformation, ∂¯εz = 0, εz¯ = 0. This transformation is sometimes
called semi-local.
Let us now consider the expectation value of some fields Φk. Combining eqs.
(2.2.5) and (2.2.7), we find:
< (δεΦ1(x1))Φ2(x2) · · · > + < Φ1(x1) (δεΦ2(x2)) · · · > + · · ·
= −
√
g
π
∫
d2x
(
∂iε
j(x)
)
< T ij(x)Φ1(x1)Φ2(x2) · · · > . (2.2.9)
The equation (2.2.9) is the Ward identity for the energy–momentum tensor. It shows
that T ij is the generator of general coordinate transformations. Note that T ij has to
be symmetric and traceless for the correlation functions to be rotation and scaling
invariant.
We derived the Ward identity (2.2.9) in a formal way. In a given theory, it has
to be checked using a regularised calculation. We will not do this in this work, and
assume that eq. (2.2.9) holds, possibly with some quantum corrections. This enables
us to make general statements for every theory where eq. (2.2.9) is valid. Similar
Ward identities can be derived for any global symmetry of the action which leaves
the measure invariant.
An important corrollary of the Ward identity for a symmetry generator, is that
it is conserved “inside” correlation functions. We will again treat T ij as an example.
We take εi(x) functions which go to zero when x goes to infinity, and which have
no singularities. In this case, we can use partial integration. Now, the lhs of (2.2.9)
2We restrict ourselves to the case of a constant metric.
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depends only on the value of ε (and its derivatives) in the xi. This means that, after
a partial integration, the coefficient of ε in the integrandum in the rhs of (2.2.9) has
to be zero except at these points. We find:
∂
∂xi
< T ij(x)Φ1(x1)Φ2(x2) · · · >= 0 (2.2.10)
where x 6= xk.
From now on, we consider the case of a conformal field theory in two dimensions.
We already showed that T ij is symmetric and traceless, in the sense that all cor-
relation functions vanish if one of the fields is the antisymmetric part of T ij or its
trace. In the complex basis the two remaining components are T z¯z¯ and T zz. The
conservation of T ij eq. (2.2.10) gives:
d
dz¯
< T z¯z¯(z, z¯)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · >= 0 , z 6= zi , (2.2.11)
and an analogous equation for T zz. This shows that < T z¯z¯(z, z¯)Φ1Φ2 · · · > is a
holomorphic function of z with possible singularities in zi. Using the assumption
that the transformation of the fields δεΦi(xi) is local, we see that the correlation
function is a meromorphic function, with possible poles in z = zi. We define:
T ≡ gT z¯z¯ = Tzz and T¯ ≡ gT zz = Tz¯z¯ (2.2.12)
and we will write T as a function of z only.
For εi(x) as specified above eq. (2.2.10), only the singularities z = zi contribute
to the Ward identity (2.2.9). We now take εz = ε(z), εz¯ = 0 in a neighbourhood
of these points. Using eq. (A.5), the Ward identity (2.2.9) becomes for a conformal
transformation:
N∑
j=1
< Φ1(z1, z¯1) · · · (δεΦj(zj , z¯j)) · · · >
=
∮
C
dz
2πi
ε(z) < T (z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > , (2.2.13)
where the contour C encircles all zj exactly once anticlockwise (and an analogous
formula for antianalytic variations).
If all Φj are primary fields, we can use (2.1.6) to compute the lhs of the Ward
identity (2.2.13):∮
C
dz
2πi
ε(z) < T (z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · >
=
N∑
j=1
(ε(zj)∂j + hj ∂jε(zj)) < Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > . (2.2.14)
This fixes the singular part in (z = zi) of the meromorphic (N + 1)-point function
< TΦ1 · · · >. We will assume that all correlation functions have no singularity at
infinity. Hence, the regular terms in (z − zi) vanish, except for a possible constant.
To know the transformation law of T (z) itself, we observe that since it is classically
a rank two conformal tensor, its dimensions are h = 2, h¯ = 0. However, due to
quantum anomalies, a Schwinger term can arise in its transformation law:
δεT (z) = ε(z)∂T (z) + 2∂ε(z)T (z) +
c
12
∂3ε(z) . (2.2.15)
In the path integral formalism, the Schwinger term is non-zero if the measure is not
invariant under the symmetry transformation generated by T , see eq. (2.2.9). From
dimensional arguments, it follows that c should have dimension zero. In fact, c is in
general a complex number. When c is different from zero, T is not a primary field,
but only quasiprimary, see definition 2.1.2.
The transformation law (2.2.15) involves only T and no other components of the
energy–momentum tensor. In the classical case, this is a direct consequence of the
conformal symmetry of the theory. We will assume that the same property holds in
the quantum case.
Recall that eq. (2.2.14) determines the correlation function < TΦ1 · · · > up to
a constant. When we require invariance of the correlation function under scaling
transformations (ε(z) ∼ z), this constant has to be zero. Under these assumptions,
the Ward identity completely fixes all correlation functions with one of the fields
equal to T and all other fields being primary:
< T (z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · >=
N∑
j=1
(
hj
(z − zj)2 +
1
(z − zj) ∂j
)
< Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > . (2.2.16)
We can now look at correlation functions of T only. Using eq. (2.2.15), we find
in a completely analogous way to eq. (2.2.16):
< T (z)T (z1)T (z2) · · · >=
N∑
j=1
<T (z1) · · ·
(
c/2
(z − zj)4 +
2T (zj)
(z − zj)2 +
∂jT (zj)
(z − zj)
)
· · ·T (zN)> . (2.2.17)
Let us consider a few examples. Because of scaling invariance, one-point functions
of fields with non-zero dimension vanish. Together with the fact that < >= 1, we
see that eq. (2.2.15) implies:
< δεT >=
c
12
∂3ε(z) . (2.2.18)
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The Ward identity (2.2.13) fixes then the two-point function to:
< T (z)T (w) > =
c/2
(z − w)4 , (2.2.19)
in accordance with eq. (2.2.3). Similarly, the constant in the three-point function
(2.2.4) of three T ’s is fixed to c.
The analysis of the Ward identity for the energy–momentum tensor can be re-
peated for every generator of a global symmetry of the theory. In two dimensions, all
tensors can be decomposed in symmetric tensors. If they are in addition traceless,
only two components remain W zzz··· and W z¯z¯z¯···. We again find that ∂¯W z¯z¯z¯··· = 0,
and the correlation functions of W z¯z¯z¯··· are meromorphic functions. For generators
with a spinorial character, or generators with non-integer conformal dimensions,
we can only conclude that the correlation functions are holomorphic, i.e. fractional
powers of z − zi could occur. We restrict ourselves in this work to the meromorphic
sector of the conformal field theory. The symmetry algebra of the theory is a direct
product3 A ⊗ A¯ where A is the algebra formed by the “chiral” generators (with
holomorphic correlation functions), and A¯ is its antichiral counterpart. From now
on, we will concentrate on the chiral generators.
To conclude this section, we wish to stress that the Ward identities are regular-
isation dependent. In this work, we will not address the question of deriving the
Ward identities for a given theory. However, once they have been determined, the
Ward identities enable us to compute the singular part of any correlation function
containing a symmetry generator in terms of (differential polynomials of) correla-
tion functions of the fields of the theory. This determines those correlation functions
up to a constant, because we required that a correlation function has no singular-
ity at infinity. Furthermore, if the correlation functions are invariant under scale
transformations, this extra constant can only appear when the sum of the conformal
dimensions of all fields in the correlator is zero.
2.3 Operator Product Expansions
In this section, we discuss Operator Product Expansions (OPEs). In a first step,
we show how they encode the information contained in the Ward identities. As
such, OPEs provide an algebraic way of computing correlation functions. In the
next subsection, we derive the consistency conditions on the OPEs. Subsection 2.3.3
introduces the concept of an Operator Product Algebra (OPA).
3This is only true when z and z¯ are regarded is independent coordinates.
2.3.1 OPEs and Ward identities
To every field in a conformal field theory, we assign a unique element of a vectorspace
V of “operators”. For the moment, we leave the precise correspondence open, but
our goal is to define a bilinear operation in the vectorspace which enables us to
compute correlation functions. We simply write the same symbol for the field and
the corresponding operator. Similarly, if a field has conformal dimension h, we say
that the corresponding operator has conformal dimension h.
Let us look at an example to clarify what we have in mind. Consider the Ward
identities of the chiral component of the energy–momentum tensor T (z). Eq. (2.2.16)
suggests that we assign the OPE:
T (z)Φ(z0, z¯0) =
hΦ(z0, z¯0)
(z − z0)2 +
∂Φ(z0, z¯0)
z − z0
+O(z − z0)0 (2.3.1)
for a primary field Φ with conformal dimension h. We do not specify the regular
part yet. Similarly, eq. (2.2.17) imposes the following OPE for T with itself:
T (z)T (z0) =
c/2
(z − z0)4 +
2T (z0)
(z − z0)2 +
∂T (z0)
z − z0
+O(z − z0)0 . (2.3.2)
We see that an OPE is a bilinear map from V ⊗V to the space of formal Laurent
expansions in V . We will use the following notation for OPEs:
T1(z)T2(z0) =
∑
n<=h(T1,T2)
[T1T2]n(z0)
(z − z0)n , (2.3.3)
where h(T1, T2) is some finite number. Because of the correspondence between OPEs
and Ward identities, we see that all terms in the sum (2.3.3) have the same conformal
dimension: dim([T1T2]n) = dim(T1) + dim(T2) − n. If no negative dimension fields
are present in the field theory, we immediately infer that h(T1, T2) is less than or
equal to the sum of the conformal dimensions of T1 and T2. As noted before, we
restrict ourselves in this work to the case where the correlation functions of the chiral
symmetry generators Ti(zi) are meromorphic functions in zi. In other words, the
sum in eq. (2.3.3) runs over the integer numbers. We denote the singular part of an
OPE by T1(z)T2(z0). It is determined via:∮
Cz0
dz
2πi
ε(z)T1(z)T2(z0) = δ
T1
ε T2(z0) , (2.3.4)
where we denoted the transformation generated by T1 with parameter ε as δ
T1
ε . Note
that we can assign an OPE only when T1 is a symmetry generator.
The prescription we use for the moment to calculate correlation functions with
OPEs, is simply an application of conformal Ward identities like eq. (2.2.13). As
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an example, to compute a correlation function with a symmetry generator T1, we
substitute the contractions of T1 with the other fields in the correlator
4:
< T1(z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > =
< T1(z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > +
< T1(z)Φ1(z1, z¯1)Φ2(z2, z¯2) · · · > + · · · (2.3.5)
In this way, we can always reduce any correlation function, where symmetry genera-
tors are present to a differential polynomial of correlation functions of fields only. Of
course, if only generators were present from the start, we will end up with a function
of all arguments z, w, . . . containing one-point functions and < >= 1.
We now consider the map from the space of fields to the vectorspace V in more
detail. The normal ordered product of two fields T1 and T2 is defined by considering
a correlation function < T1(z)T2(w)X >, where X denotes an arbitrary sequence of
operators, and taking the limit of z going to w after substracting all singular terms:
<: T1T2 : (w)X >=
lim
z→w
<
(
T1(z)T2(w)−
∑
n>0
[T1T2]n(w)
(z − w)n
)
X > . (2.3.6)
This definition corresponds to a point-splitting regularisation prescription. In the
case of non-meromorphic correlation functions, extra fractional powers of (z−w) are
included in this definition. We will not treat this case here. In the notation of eq.
(2.3.3), we see that the map from the space of the fields to V is in this case given by:
: T1T2 :→ [T1T2]0 . (2.3.7)
In fact, we can use the same procedure to define all operators in the regular part of
the OPE5, i.e.
<
∑
n≤0
[T1T2]n(w)
(z − w)n X > =
<
(
T1(z)T2(w) −
∑
n>0
[T1T2]n(w)
(z − w)n
)
X > . (2.3.8)
4In fact, this is only valid when the correlation function is zero at infinity, i.e. when no extra
constant appears, see the discussion at the end of the previous section.
5It is sufficient to define an operator A by specifying all correlators < A(z)X >. Crossing
symmetry of the correlators gives then < X A(z)Y >, where X and Y stand for arbitrary sequences
of operators.
The definition (2.3.8) implies that correlation functions can be computed by substi-
tuting for two operators their complete OPE. We write:
< T1(z1)T2(z2) X >= < [T1(z1)T2(z2)] X > . (2.3.9)
In this way, an OPE is now an identity between two bilocal operators.
Because one-point functions are constants and we assumed that correlators have
no singularity at infinity, the definition (2.3.8) implies:
< [T1(z)T2(w)]n > = 0 , ∀n < 0 . (2.3.10)
If all fields in the correlation function eq. (2.3.9) are symmetry generators, we
end up with one-point functions < Ti(z) >. These can of course not be computed
in the OPE formalism. As infinite sums are involved, one should pay attention
to convergence, which will in general only be assured when certain inequalities are
obeyed involving the zi. However, the result should be a meromorphic function with
poles in (zi − zj). So analytic continuation can be used.
The definition (2.3.8) gives the same results as the straightforward application
of the Ward identities eq. (2.3.5). This will be proved in the next subsection after
determining the consistency requirements on the OPEs.
2.3.2 Consistency conditions for OPEs
In this subsection, we determine the consistency requirements on the OPEs by con-
sidering (contour integrals of) correlators. We first list the properties of correlation
functions used in subsection 2.2.2:
Assumption 2.3.1 The correlators have the following properties:
• translation and scaling invariance
• no singularity at infinity
• the correlation functions involving a chiral symmetry generator W (z) are mero-
morphic functions in z
• crossing symmetry
We now suppose that there is a map from the space of fields of the conformal field
theory to a vectorspace V . A Z2 grading in V should exist, corresponding to bosonic
and fermionic operators. We denote it with |A|. There is an even linear map ∂ from
V to V , and a sequence of bilinear operations for every n ∈ Z which we denote by
[AB]n, see eq. (2.3.3). For n > 0 the bilinear operations are defined in eq. (2.3.4).
We require that correlation functions can be computed by substituting the complete
OPE as done for eq. (2.3.9). From this definition, we determine the properties of
12
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these maps. In the remainder of this subsection X and Y denote arbitrary sequences
of operators.
We first determine [∂A B]n by requiring that ∂ corresponds to the derivative on
the fields. Because we have:
< X ∂A(z) Y >=
d
dz
< X A(z)Y > , (2.3.11)
we find that the OPE ∂A(z)B(w) is given by taking the derivative of the OPE
A(z)B(w) with respect to z:
∂A(z)B(w) =
∑
n<=h(A,B)
−n [AB]n(w)
(z − w)n+1 , (2.3.12)
and hence:
[∂AB]n+1 = −n[AB]n . (2.3.13)
This equation enables us to write all the terms in the regular part in terms of normal
ordered operators:
[AB]−n =
1
n!
: (∂nA) B : , n ∈ N . (2.3.14)
By applying derivatives with respect to w we find:
[A∂B]n+1 = n[AB]n + ∂[AB]n+1 . (2.3.15)
We now investigate the consequences of the crossing symmetry of the correlators.
First, consider a correlator < A(z)B(w)X >. As X is completely arbitrary, we
see that the OPE A(z)B(w) must be equal to the OPE (−1)|A| |B|B(w)A(z). Looking
at eq. (2.3.3) for both OPEs, one sees that a Taylor expansion of [AB]n(z) around
w has to be performed to compare the OPEs. The result is:
[BA]q = (−1)|A| |B|
∑
l≥q
(−1)l
(l − q)!∂
(l−q)[AB]l (2.3.16)
for arbitrary q.
Intermezzo 2.3.1
Eq. (2.3.16) leads to a consistency equation when A = B:
[AA]q = −
∑
l>0
(−1)l
2l!
∂l[AA]q+l if |A|+ q odd , (2.3.17)
where we shifted the summation index l over q with respect to eq. (2.3.16). If A is
bosonic (fermionic), this relation determines an odd (even) pole of the OPE A(z)A(w)
in terms of derivatives of the higher poles, and thus in terms of the higher even (odd)
poles. We can write:
[AA]q =
∑
k≥0
ak∂
2k+1[AA]q+2k+1 ,
where the constants ak satisfy the following recursion relation:
ak =
1
2
(
1
(2k + 1)!
−
∑
0≤l<k
al
(2k − 2l)!
)
,
which can be solved by using the generating function:
f(x) =
∑
k≥0
ak x
2k =
tanh(x/2)
x
,
for which the Taylor expansion is well known. Hence:
ak = 2B2k+2
22k+2 − 1
(2k + 2)!
,
where Bn are the Bernoulli numbers. The first values in this series are:
a0 =
1
2
, a1 = − 1
24
, a2 =
1
240
, a3 = − 17
40320
.
Applying the rule (2.3.17) for q = 0 and A fermionic, expresses the normal ordered
product of a fermionic field with itself in terms of the operators occuring in the singular
part of its OPE with itself. An example is found in the N = 1 superconformal algebra.
This algebra contains a supersymmetry generator G which has the following OPE:
G(z)G(w) =
2c/3
(z − w)3 +
2T (w)
(z − w) +O(z − w)
0 .
Applying the above formulas, we find:
[GG]0 = ∂T .
It is clear that eq. (2.3.16) shows that (dropping sign factors):
< [[A(z)B(w)]C(u)] X >OPE
= < [[B(w)A(z)]C(u)] X >OPE
= < [C(u) [A(z)B(w)]] X >OPE . (2.3.18)
This does not yet prove that the correlator is crossing symmetric. Indeed, for this
we also need (dropping arguments as well):
< [[AB]C] X >OPE = < [[CA]B] X >OPE . (2.3.19)
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We see that crossing ssymmetry implies “associativity” of the OPEs: the order in
which the OPEs are substituted should be irrelevant. This puts very stringent con-
ditions on the OPEs. These conditions are most easily derived by using contour
integrals of correlators. Indeed, we can isolate the contribution of a certain part of
the OPE by taking appropriate contour integrals:
< [A[BC]p]q(u)X >=
∮
Cu
dz
2πi
(z − u)q−1
∮
Cu
dw
2πi
(w − u)p−1 < A(z)B(w)C(u)X > , (2.3.20)
where Cu denotes a contour which encircles u once anti-clockwise, not including
any other points involved in the correlator. We can now use a contour deformation
argument relating the contour integral in eq. (2.3.20) to a contour integral where
the integration over w is performed last, see fig. 2.1. This integral has two terms:
one where the z contour is around u (corresponding to the correlator (−1)|A| |B| <
[B [AC]] X >, and one where it is around w (< [[AB]C] X >). Using the definition
Figure 2.1: Contour deformations
(2.3.3) for the OPEs, and Cauchy’s residue formula for contour integrals, we arrive
at:
[A[BC]p]q = (−1)|A| |B|[B[AC]q]p +
∑
l>0
(
q − 1
l − 1
)
[[AB]lC]p+q−l . (2.3.21)
A second equation follows in the same manner by interchanging the role of z and w
in fig. 2.1 and bringing the second contour integral of the rhs of eq. (2.3.20) to the
left:
[A[BC]p]q
= (−1)|A| |B|
(
[B[AC]q]p −
∑
l>0
(
p− 1
l − 1
)
[[BA]lC]p+q−l
)
. (2.3.22)
Both eqs. (2.3.21),(2.3.22) have to be satisfied for any p, q ∈ Z.6
Similarly, by starting with:
< [[AB]p C]q(u)X >=
∮
Cu
dw
2πi
(w − u)q−1
∮
Cw
dz
2πi
(z − w)p−1 < A(z)B(w)C(u)X > , (2.3.23)
and using the same contour deformation of fig. 2.1, but now with the first term of
the rhs brought to the left, we get:
[[AB]p C]q =
∑
l≥q
(−1)q−l
(
p− 1
l− q
)
[A[BC]l]p+q−l − (2.3.24)
(−1)|A| |B|
∑
l>0
(−1)p−l
(
p− 1
l − 1
)
[B[AC]l]p+q−l .
which has again to be satisfied for all p, q ∈ Z.
Eq. (2.3.16) and eq. (2.3.21) for q = 0 first appeared in [5] where they were
derived using the mode algebra associated to OPEs (see section 2.4). In [186], contour
deformation arguments were used to find eq. (2.3.21) and an equation related to eq.
(2.3.22) for restricted ranges of p, q. Reference [186] also contains eq. (2.3.24) for
q > 1.
At this point, we found the conditions on the OPEs of the operators in V such that
we find “correlation functions” which satisfy the assumptions 2.3.1. We still need
to show that this procedure indeed gives the correlation functions of the conformal
field theory we started with, i.e. that we find correlation functions which satisfy the
Ward identities of the theory. Before proceeding, we prove the following lemma:
Lemma 2.3.1 The associativity condition eq. (2.3.21) for strictly positive q can be
rewritten as:
A(z)[B(w)C(u)] = (−1)|A| |B|
[
B(w)A(z)C(u)
]
+
[
A(z)B(w)C(u)
]
for |w − u| < |z − u|.
Proof :
The proof of this lemma is in some sense the reverse of the derivation of eq. (2.3.21).
We multiply eq. (2.3.21) with (z−u)q(w−u)p and sum for p and q over the appropriate
ranges. After substracting the result from the proposition of this lemma, we need to
6See appendix 2.A for the extended definition of the binomial coefficients.
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prove: [
A(z)B(w)C(u)
]
=
∑
q>0
∑
p
(z − u)−q(w − u)−p
∑
l>0
(
q − 1
l − 1
)
[[AB]lC]p+q−l(u) .
Due to the binomial coefficient, and because q is strictly positive, the sum over l is from
one to q. Call r = p+ q − l and s = q − l. We find:
rhs =
∑
r
∑
l>0
[[AB]lC]r(u)(∑
s≥0
(
l + s− 1
l − 1
)
(z − u)−l−s(w − u)−r+s
)
=
∑
r
∑
l>0
(z − u)−l(w − u)−r(1− w − u
z − u )
−l[[AB]lC]r(u) ,
which is exactly the lhs. In the last step we used the Taylor expansion of (1 − x)−l
which only converges for |x| < 1.
The Ward identities have the form (2.2.13):∮
C
dz
2πi
ε(z) < [T0(z)T1(z1)] · · ·Tn(zn) >=∮
C1
dz
2πi
ε(z) < T0(z)T1(z1) · · ·Tn(zn) > + · · ·
+
∮
Cn
dz
2πi
ε(z) < T0(z)T1(z1) · · ·Tn(zn) > , (2.3.25)
where the contractions correspond by definition to the transformation generated by
T0 of the field Ti, eq. (2.3.4). The contour C surrounds z1 · · · zn once in the anti-
clockwise direction, while the contours Ci encircle only zi. ε(z) is analytic in a region
containing C.
Theorem 2.3.1 The Ward identities eq. (2.3.25) are satisfied for correlation func-
tions which we compute by substituting two operators with their complete OPE.
Proof :
The (n+ 1)-point function < T0(z)T1(z1) · · ·Tn(zn) > has only poles in z when z = zi.
We will use this to deform the contour C.
Suppose that the theorem holds for n-point functions. We rearrange the operators Ti
such that |z1 − z2| is smaller than all other |zi − zj |. We substitute T1(z1)T2(z2) by
their OPE. Then we have to compute a n-point function.
We now split the contour C in a contour C′2 and the contours Ci, i > 2, used in eq.
(2.3.25). C′2 encircles z1 and z2, but no other zi. Because of the rearrangement, we can
take C′2 such that for any point z on C
′
2, |z− z2| > |z1 − z2|. By applying the recursion
assumption we find:∮
C
dz
2pii
ε(z) < T0(z)T1(z1) · · · Tn(zn) >=∮
C′
2
dz
2pii
ε(z) < T0(z)[T1(z1)T2(z2)] · · ·Tn(zn) >
+
∮
C3
dz
2pii
ε(z) < T0(z)[T1(z1)T2(z2)]T3(z3) · · ·Tn(zn) > + · · ·
We can now use lemma 2.3.1 for the first term of the rhs. We indeed find the rhs of eq.
(2.3.25).
We comment on when a correlation function can be computed by taking all
contractions, which was the prescription we used to define OPEs in the previous
subsection, see eq. (2.3.5). Computing a correlation function in this way, means that
we drop the integrals in the Ward identity eq. (2.3.25). This can only be done if
all one-point functions < [T1T2]0 > vanish (except if Ti = ). Because of scaling
invariance, this is true when all operators (except ) have strictly positive dimension.
Bowcock argued in [34] that correlation functions can be computed by substituting
the complete OPE, or by using contractions. His argument is based on the claim
that eq. (2.3.25) is true, but no proof is given.
To conclude this subsection, we wish to mention that Wilson Operator Product
Expansions were already used outside the scope of two-dimensional conformal field
theory [208, 191]. However, because the consistency requirements on the OPEs are
especially strong in two-dimensional conformal field theory (due to the fact that the
conformal algebra has infinite dimension), it is there where the full power of the
formalism comes to fruition.
2.3.3 Operator Product Algebras
We can assemble the consistency conditions on OPEs in a definition, see also [28, 96].
Definition 2.3.1 An Operator Product Algebra (OPA) is a Z2 graded vectorspace V
with elements , A,B,C · · ·, an even linear map ∂, and a bilinear binary operation:
[ ., . ]l : V ⊗ V → V , l ∈ Z ,
which is zero for l sufficiently large. The following properties hold:
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• unity:
[ A]l = δl A
• commutation : (eq. (2.3.16))
[BA]n = (−1)|A| |B|
∑
l≥n
(−1)l
(l − n)!∂
(l−n)[AB]l ∀n ∈ Z
• associativity : (eq. (2.3.21))
[A[BC]p]q = (−1)|A| |B|[B[AC]q]p
+
∑
l>0
(
q − 1
l − 1
)
[[AB]lC]p+q−l ∀p, q ∈ Z
The properties in this definition are sufficient to recover all consistency conditions
of the previous subsection. Using ∂A = [A ]1 and the associativity condition, the
equations for OPEs of derivatives (2.3.13,2.3.15) follow. Similarly, the other asso-
ciativity conditions (2.3.22) and (2.3.24) can be derived from the properties of an
OPA.
An alternative definition would be to impose eqs. (2.3.13, 2.3.15), requiring the
associativity condition eq. (2.3.21) only for p, q ≥ 0. One then usually considers
eq. (2.3.21) for p or q equal to zero as being the definition of how we can calculate
OPEs of normal ordered products. The set of consistency conditions eq. (2.3.21) for
p, q > 0 has then to be checked for all generators of the OPA.
In some cases, the definition 2.3.1 is too strong. OPEs are intended to compute
correlation functions. It is possible that there are some fields in the theory which
have vanishing correlators with all other fields. These null fields should be taken into
account in the definition of an OPA. Indeed, they could occur in every consistency
equation for OPEs without affecting the results for the correlation functions. We
need an algebraic definition of a null field. From the way we compute correlators
using OPEs, we see that if N is a null field, [NA]n should be again a null field, for
any A ∈ V and n ∈ Z. If this would not be true, we could write down a nonvanishing
correlator with N . We see that the null fields form an ideal in the OPA.
Definition 2.3.2 Consider an OPA as defined in def. 2.3.1. Suppose there is an
ideal N in the OPA, whose elements we call null operators (or null fields). We
extend the definition of an OPA to algebras where the defining properties are only
satisfied up to elements of N .
This extension of the definition of an OPA was not considered in [28, 96].
It is in general difficult to check if we can consider an operator N to be null. We
do not want that ∈ N , because then all operators are null. Hence, a necessary
condition for N to be null is that we can find no operator A in V such that [NA]n ∼
(for some n). Usually, this is regarded as a sufficient condition, because one
generally works with fields of strictly positive conformal dimension. Due to the
scaling invariance of the correlation functions, all one-point functions are then zero,
except < >. So, in this case, any field which does not produce the identity operator
in some OPE has zero correlation functions.
2.3.4 OPA–terminology
In this subsection, we introduce some terminology which is continually used in the
rest of this work.
Definition 2.3.3 We call A a composite operator if it is equal to [BC]0, for some
B,C 6= , except when B is equal to C and fermionic.
The condition when B = C in this definition comes from the considerations in
intermezzo 2.3.1.
Definition 2.3.4 A set of operators is said to generate the OPA if all elements of
V can be constructed by using addition, scalar multiplication, derivation and taking
composites.
Definition 2.3.5 A Virasoro operator T has the following non-zero poles in its OPE
(2.3.2):
[TT ]4 =
c
2
, [TT ]2 = 2T, [TT ]1 = ∂T .
Definition 2.3.6 An operator A is a scaling operator with respect to T , with (con-
formal) dimension h if:
[TA]2 = hA, [TA]1 = ∂A .
A quasiprimary operator is a scaling operator with in addition [TA]3 = 0.
A primary operator is a scaling operator with in addition [TA]n = 0 for n ≥ 3.
A conformal OPA is an OPA with a Virasoro T . All other operators of the OPA
(except ) are required to be scaling operators with respect to T .
Intermezzo 2.3.2
As an application of the above definitions, we wish to show that when A and B, with
dimension a and b, are scaling operators with respect to T then [AB]n is a scaling
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operator with dimension a+ b− n. Let us compute the first order pole of this operator
with T using eq. (2.3.21):
[T [AB]n]1 = [A[TB]1]n + [[TA]1B]n
= [A ∂B]n + [∂A B]n
= ∂[AB]n ,
where we used the sum of eq. (2.3.13) and eq. (2.3.15) in the last step. For the second
order pole we have:
[T [AB]n]2 = [A[TB]2]n + [[TA]2B]n + [[TA]1B]n+1
= (a+ b)[AB]n + [∂A B]n+1
= (a+ b− n)[AB]n.
Definition 2.3.7 A map from the OPA to the half-integer numbers is called a di-
mension if it has the properties:
dim( ) = 0
dim(∂A) = dim(A) + 1
dim([AB]l) = dim(A) + dim(B)− l .
If such a map exists, we call the OPA graded.
Definition 2.3.8 A W–algebra is a conformal OPA where one can find a set of
generators which are quasiprimary.
Different definitions of a W–algebra exist in the literature. Sometimes one requires
that the generators are primary (except T itself). In this work, we will mainly
consider W–algebras of this subclass, and for which the number of generators is
finite. The importance of W–algebras lies in the fact that the chiral symmetry
generators of a conformal field theory form aW–algebra7. We will treatW–algebras
in more detail in chapter 4.
Finally, we introduce a notation for OPEs which lists only the operators in the
singular terms, starting with the highest order pole. As an example, we will write a
Virasoro OPE (2.3.2) as:
T × T = << c
2
| 0 | 2T | ∂T >> . (2.3.26)
7In fact, the chiral symmetry generators form only a conformal OPA, but we know of no example
in the literature where no quasiprimary generators can be found.
2.3.5 Poisson brackets
To conclude this section, we want to show the similarity between Poisson bracket
calculations and OPEs.
In a light-cone quantisation scheme (choosing z¯ as “time”) [209], the symmetry
generators in classical conformal field theory obey Poisson brackets of the form:
{A(z), B(z0)}PB =
∑
n>0
(−1)n−1
(n− 1)! {AB}n(z0)∂
n−1δ(z − z0) , (2.3.27)
where {AB}n are also symmetry generators of the theory. The derivative is with
respect to the z–coordinate. We choose the normalisation factors such that:
{AB}n(z) =
∫
dz (z − w)n−1{A(z), B(w)}PB . (2.3.28)
For convenience, we drop the subscript PB in the rest of this subsection. The Poisson
brackets satisfy:
{A(z), B(z0)} = (−1)|A| |B|{B(z0), A(z)}
{∂A(z), B(z0)} = d
dz
{A(z), B(z0)}
{{A(z1), B(z2)}, C(z3)} = {A(z1), {B(z2), C(z3)}} −
(−1)|A| |B|{B(z2), {A(z1), C(z3)}} (2.3.29)
These relations imply identities for the {AB}n. We do not list the consequences of
the first two, as they are exactly the same as eqs. (2.3.16) and (3.3.1). The Jacobi
identities give:
{A {BC}p}q(z3) − (−1)|A| |B|{B {AC}q}p(z3)
=
∫
dz2 (z2 − z3)p−1
∫
dz1
q∑
l=1
(
q − 1
l − 1
)
(z1 − z2)l−1(z2 − z3)q−l{{A(z1), B(z2)}, C(z3)}
=
q∑
l=1
(
q − 1
l − 1
)
{{AB}l C}p+q−l(z3)} . (2.3.30)
These equations are of exactly the same form as the associativity conditions for OPEs
(see (2.3.21) with q, p > 0).
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An important difference with OPEs is that no “regular” part is defined for Poisson
brackets. In particular, normal ordering is not necessary. A Poisson bracket where
a product of fields is involved, is simply:
{A(z), B(w)C(w)} = {A(z), B(w)}C(w) + (−1)|A| |B|B(w){A(z), C(w)} . (2.3.31)
When using the notation:
{AB}−n(z) = 1
n!
(∂nA(z))B(z) , n ≥ 0 , (2.3.32)
we see that eq. (2.3.31) corresponds to eq. (2.3.21) for p = 0 and with the double
contractions l < q dropped. This is also true for a classical version of eq. (2.3.24).
We can conclude that when using the correspondence:
{AB}n ↔ [AB]n , (2.3.33)
computing with Poisson brackets follows almost the same rules as used for OPEs:
one should drop double contractions and use a graded-commutative and associative
normal ordering. In particular, as the Jacobi–identities are the same, any linear PB–
algebra corresponds to an operator product algebra and vice-versa. For nonlinear
algebras, this is no longer true because of normal ordering.
Due to this correspondence, we will often write “classical OPEs” for Poisson
brackets.
2.4 Mode algebra
In this section, we show that there is an infinite dimensional algebra with a graded–
symmetric bracket associated to every OPA. For every operator A we define them-th
mode of A by specifying how it acts on an operator:
ÂmB ≡ [AB]m+a , (2.4.1)
where a is the conformal dimension of A. The shift in the index is made such that
ÂmB has dimension b − m, independent of A 8. Hence for operators with (half-
)integer dimension, m is (half-)integer. An immediate consequence of this definition
follows by considering (2.3.13):
̂(∂A)m = −(m+ a)Âm . (2.4.2)
We can now compute the graded commutator of two modes:
[Âm, B̂n]C = [A[BC]n+b]a+m − (−1)|A| |B|[B[AC]m+a]n+b . (2.4.3)
8This definition assumes that the OPA is graded, def. 2.3.7. Of course, the mode algebra can
also be defined without this concept.
Using the associativity condition (2.3.21) we see that:
[Âm, B̂n] =
∑
l>0
(
m+ a− 1
l − 1
) ̂([AB]l)m+n . (2.4.4)
Note that this commutator is determined by the singular part of the OPE.
Theorem 2.4.1 Eq. (2.4.4) defines a graded commutator.
Proof :
We can use the relation between the OPEs AB and BA (2.3.16) and eq. (2.4.2) to show
that:
−(−1)|A| |B|[B̂n, Âm]
=
∑
l>0
(
n+ b− 1
l − 1
)∑
p>l
(−1)p
(p− l)!
̂(∂p−l[AB]p)m+n
=
∑
l>0
∑
p>l
(
n+b−1
l − 1
)(
m+n+a+b−l−1
p− l
) ̂([AB]p)m+n .
Using eq. (2.A.4), we see that this is equal to (2.4.4).
A first example of a mode algebra is given by the modes of a Virasoro operator T
with OPE (2.3.2). For historic reasons, we denote these modes with L. We find
using eq. (2.4.4):
[L̂m, L̂n] = (m− n)L̂m+n + c
2
(
m+ 1
3
)
δm+n , (2.4.5)
where we used that the modes of the unit operator (which is implicit in the fourth
order pole of (2.3.2)) are given by:
̂m = δm . (2.4.6)
The infinite dimensional Lie algebra with commutator (2.4.5) is called the Virasoro
algebra. We see that this algebra is a central extension of the algebra of the classical
generators of conformal transformations (2.1.8). The modes corresponding to the
global conformal transformations L̂1, L̂0, L̂−1 form a finite dimensional subalgebra
where the central extension drops out.
Similarly, the OPE of T with a primary field Φ with dimension h (2.3.1) gives
the following commutator:
[L̂m, Φ̂n] = ((h−1)m− n)Φ̂m+n . (2.4.7)
We have the following important theorem.
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Theorem 2.4.2 For a given OPA, the commutator of the corresponding mode alge-
bra satisfies graded Jacobi identities modulo modes of null fields:
[Âk, [B̂l, Ĉm]] = (−1)|A| |B|[B̂l, [Âk, Ĉm]] + [[Âk, B̂l], Ĉm]] . (2.4.8)
Proof :
The lhs of eq. (2.4.8) is by definition (2.4.4) equal to:
[Âk, [B̂l, Ĉm]] =∑
q>0
∑
p>0
(
k + a− 1
q − 1
)(
l + b− 1
p− 1
) ̂([A[BC]p]q)k+l+m . (2.4.9)
We can now use the associativity condition (2.3.21). Calling the summation index in
(2.3.21) r and renaming q = s+ r− p, it follows that the Jacobi identity (2.4.8) will be
satisfied if: ∑
p>0
(
k + a− 1
r + s− p− 1
)(
l + b− 1
p− 1
)(
r + s− p− 1
r − 1
)
=
(
k + a− 1
r − 1
)(
k + l + a+ b− r − 1
s− 1
)
. (2.4.10)
After cancelling out factors, one sees that this equation follows from eq. (2.A.5).
Moreover, from the above proof it is clear that the reverse is also true:
Theorem 2.4.3 If the mode algebra satisfies the Jacobi-identities (2.4.8) up to null
fields, the associativity conditions (2.3.21) are satisfied.
Modes of normal ordered operators are given by eq. (2.3.24):
̂([AB]0)m =∑
l
: ÂlB̂m−l : , (2.4.11)
where
: ÂlB̂m : ≡
 ÂlB̂m if l ≤ −a(−1)|A| |B|B̂mÂl if l > −a (2.4.12)
Consider an OPA where the generators have OPEs whose singular part contains
composite operators. In this case, the mode algebra is only an infinite dimensional
(super-)Lie algebra when those composites are viewed as new elements of the algebra,
such that the commutators close linearly. Otherwise, the commutators close only in
the enveloping algebra of the modes of the generators.
As the mode algebra contains the same information as the OPEs, one can always
choose which one uses in a certain computation. For linear algebras (where the OPEs
close on a finite number of noncomposite operators) modes are very convenient.
However, for nonlinear algebras the infinite sums in the modes of a composite are
more difficult to handle.
The definition eq. (2.4.1) provides a realisation of the mode algebra. In a canon-
ical quantisation scheme, another representation is found in terms of the creation-
and annihilation operators. For different periodicity conditions in the coordinate σ
(relating z and exp(2iπ)z) of the symmetry generators, formally the same algebra
arises. However, the range of the indices differs. As an example, the N = 1 super-
conformal algebra consist of a Virasoro operator T and a fermionic dimension 3/2
primary operator G with OPE:
G×G = << 2c
3
| 0 | 2T >> . (2.4.13)
This gives for the anticommutator of the modes:
[Ĝm, Ĝn] =
2c
3
(
m+ 1/2
2
)
δm+n + 2L̂m+n . (2.4.14)
In the representation eq. (2.4.1) defined via the OPEs, m and n in this commutator
are half-integer numbers. However, the algebra is also well-defined if m and n are
integer. This corresponds to different boundary conditions on G(z). The relation
between the different modings of the linear superconformal algebras is studied in
[178, 50]. We will use the notation Âm in the representation eq. (2.4.1) of the mode
algebra, and drop the hats otherwise.
2.5 Generating functionals
In this section, we will define the generating functionals for the correlation functions
of a conformal field theory and show that the Ward identities give a set of functional
equations for these functionals.
Consider a conformal field theory with fields φi and action S[φi]. We denote the
generators of the chiral symmetries of the theory with Tk. The partition function Z
is defined by:
Z[µ] =
1
N
∫
[dϕi] exp
(
−S[ϕj ]− 1
π
∫
d2xµk(x)Tk(x)
)
(2.5.1)
= < exp
(
− 1
π
∫
d2xµk(x)Tk(x)
)
>OPE . (2.5.2)
Here the normalisation constant N was defined in eq. (2.2.2) and µk (the “sources”)
are non-fluctuating fields. Z is the generating functional for the correlation functions
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of the generators Tk. Indeed, by functional derivation with respect to the sources we
can determine every correlation function:
< T1(x1)T2(x2)T3(x3) >= (−π)3 δ
δµ1(x1)
δ
δµ2(x2)
δ
δµ3(x3)
Z[µ]
∣∣∣
µ = 0
. (2.5.3)
If a generator Tk is fermionic, µ
k is Grasmann-odd, i.e. anticommuting. We will
always use left-functional derivatives in this work.
It is often useful to define the induced action Γ as the generating functional of
all “connected” diagrams:
Z[µ] = exp(−Γ[µ]) . (2.5.4)
We can view the sources µk as gauge fields. By assigning appropriate transfor-
mation rules for µk, we can try to make the global symmetries local at the classical
level. As an example, in a conformal field theory, the action is invariant under the
conformal transformations generated by T , when the parameter εz is analytic. If we
want to make the theory invariant for any εz, we have to couple the generator T to
a gauge field. We find that:
δε(S +
1
π
∫
µT ) =
1
π
∫ (−∂¯εT + δµT + µδT ) , (2.5.5)
where we used the definition of T as a Noether current (eq. (2.2.7)). Applying the
transformation rule for T (eq. (2.2.15)) in the classical case (c = 0), we see that if
the source µ transforms as:
δεµ = ∂¯ε+ ε∂µ− ∂εµ , (2.5.6)
the action S + 1π
∫
µT is classically invariant. When gauging not only the conformal
symmetry, we would expect that higher order terms in the sources have to be added
to eq. (2.5.1) to obtain invariance. However, Hull [115] proved that minimal coupling
(addition of only linear terms) is sufficient to gauge chiral symmetries.
It is possible that the resulting local symmetry does not survive at the quantum
level. For example, the Schwinger term in the transformation law of T (eq. (2.2.15))
breaks gauge invariance. In general, central terms in the transformation laws of the
symmetry generators give rise to “universal” anomalies, which cannot be canceled
by changing the transformation law of the gauge fields9. In this case, the induced
action Γ is a (in general nonlocal) functional of the gauge fields µk and is used in
W–gravity theories (see chapter 7) and non-critical W–strings.
The Ward identities can be used to derive functional equations for the generating
functionals Z and Γ. As an example, consider the induced action where only the
energy–momentum tensor is coupled to a source (i.e. the generating functional for
9The universal anomalies could be canceled by including a gauge field for the “generator” .
correlation functions with only T ). Under the variation of the source (eq. (2.5.6)),
the partition function transforms as:
δZ[µ] = < exp
(
− 1
π
∫
(µ+ δµ)T
)
> −Z[µ]
= − 1
π
∫
(∂¯ε+ ε∂µ− (∂ε)µ) < T exp
(
− 1
π
∫
µT
)
> (2.5.7)
To compute the first integral with ∂¯εT , we note that in the complex basis, when
εz¯ = 0 and all Φi = T , eq. (2.2.9) becomes:
− 1
π
∫
d2x ∂¯ε(x) < T (x)T (x1) · · ·T (xN ) >
=
N∑
j=1
< T (x1) · · · δεT (xj) · · ·T (xN ) > . (2.5.8)
We can now multiply this equation with µ(x1) · · ·µ(xN ) and integrate over all xj .
Using crossing symmetry in the rhs of eq. (2.5.8), we get (in an obvious notation):∫
d2x ∂¯ε(x) < T (x)
(
− 1
π
∫
µT
)N
>
= N
∫
d2xµ(x) < δεT (x)
(
− 1
π
∫
µT
)N−1
> . (2.5.9)
This gives the following result:∫
d2x ∂¯ε(x) < T (x) exp
(
− 1
π
∫
µT
)
>=
∫
d2xµ(x) < δεT (x) exp
(
− 1
π
∫
µT
)
> . (2.5.10)
Using eq. (2.2.15), the variation of the partition function (2.5.7) becomes:
δZ[µ] =
c
12π
(∫
ε∂3µ
)
Z[µ] . (2.5.11)
On the other hand, we can rewrite the rhs of eq. (2.5.7) using:
< T (x) exp
(
− 1
π
∫
µT
)
>= −π δZ
δµ(x)
[µ] = πZ[µ]
δΓ
δµ(x)
[µ] . (2.5.12)
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Combining (2.5.7) and (2.5.12) gives us a functional equation for Z, and thus for Γ:
c
12π
∂3µ = ∂¯t− µ∂t− 2(∂µ)t (2.5.13)
where:
t =
δΓ
δµ
. (2.5.14)
We see that the Ward identities fix the generating functionals. This is of course
no surprise, as we already knew that the Ward identities determine the correlation
functions. The underlying theory S[ϕj ] determines the central charge c.
By rescaling t in eq. (2.5.13), we can make the functional equation c-independent.
We see that Γ = cΓ(0), where Γ(0) is c-independent. In fact, the solution of the Ward
identity (2.5.13) was given by Polyakov [159]:
Γ[µ] =
c
24π
∫
µ∂2 (1− ∂¯−1µ∂)−1 ∂
∂¯
µ , (2.5.15)
where the inverse derivative is defined in eq. (A.7). For a general set of symmetry
generators, it will not be possible to solve the functional equation in closed form.
We now show how OPEs can be used to derive the functional equation on the
partition function Z (eq. (2.5.1)). We start by computing:
− π∂¯ δZ
δµi(z, z¯)
= ∂¯ < Ti(z) exp
(
− 1
π
∫
d2xµk(x)Tk(x)
)
> . (2.5.16)
Let us look at order N in the sources:
∂¯ < Ti(z)
(
−
∫
µkTk
)N
>
= −N
∫
d2x0 µ
j(x0)∂¯ <
∑
n>0
[TiTj ]n(z0)
(z − z0)n
(
−
∫
µkTk
)N−1
>
= πN
∑
n>0
(−1)n
(n− 1)!
∂n−1
(
µj(z, z¯) < [TiTj]n(z)
(
−
∫
µkTk
)N−1
>
)
= πN
∑
n>0
∂n−1µj(z, z¯)
(n− 1)! < [TjTi]n(z)
(
−
∫
µkTk
)N−1
> , (2.5.17)
where we used eq. (A.3) in the second step, and the last step [42] relies on eq. (2.3.16).
Hence,
− π∂¯ δZ
δµi(z, z¯)
=
∑
n>0
(
∂n−1µj(z, z¯)
)
(n− 1)! < [TjTi]n(z) exp
(
− 1
π
∫
µkTk
)
>, (2.5.18)
Note that only the singular parts of the OPEs contribute. One can easily check that
eq. (2.5.18) reproduces the functional equation (2.5.13).
Consider now the case of a linear algebra, i.e. the singular parts of the OPEs
contain only the generators Tj or their derivatives. The result (2.5.18) can then be
expressed in terms of functional derivatives with respect to µj of Z as in eq. (2.5.12).
Central extension terms in eq. (2.5.18) are simply proportional to Z. This means an
overall factor of Z can be divided out. If all central extension terms are proportional
to c, we again infer that Γ = cΓ(0).
When the OPEs close nonlinearly, i.e. contain also normal ordered expressions of
the generators, it is still possible to write down a functional equation for Z or Γ by
using eq. (2.3.6). An explicit calculation of such a case is given in section 5.3. The
resulting functional equations have not been solved up to now. We will treat this
problem at several points in this work, but especially in chapter 7.
2.6 A few examples
2.6.1 The free massless scalar
The action for a massless scalar propagating in a space with metric gij is given by:
Ss[X, g
ij] = − 1
4πλ
∫
dx2
√
ggij∂iX(x)∂jX(x) , (2.6.1)
with g the absolute value of the determinant of gij and λ a normalisation constant.
For D scalars, this gives an action for the bosonic string in D dimensions with flat
target space, see chapter 8.
Before discussing the Ward identity of the energy–momentum tensor for this
action, we first observe that the action (2.6.1) has a symmetry:
δX(x) = ε(x) . (2.6.2)
We will follow the reasoning of subsection 2.2.2 to find the Ward identity correspond-
ing to this symmetry. The Noether current for this symmetry is 12λ∂iX(x) (see eq.
(2.2.7)). It satisfies the Ward identity (see eq. (2.2.9)):
− 1
2πλ
∫
d2x
√
ggij∂iε(x) < ∂jX(x)X(x1)X(x2) · · · >=
< ε(x1)X(x2) · · · > + < X(x1)ε(x2) · · · > + · · · (2.6.3)
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This symmetry has a chiral component ∂X for which the equation corresponding to
(2.2.16) is:
< ∂X(z, z¯)X(z1, z¯1)X(z2, z¯2) · · · >=
λ
z − z1 < X(z2, z¯2) · · · > +
λ
z − z2 < X(z1, z¯1) · · · > + · · · (2.6.4)
corresponding to the OPE10:
∂X(z)X(z0, z¯0) =
λ
z − z0 +O(z − z0)
0 . (2.6.5)
This agrees with the propagator for X which is given by the Green’s function for the
Laplacian (see appendix A):
< X(z, z¯)X(z0, z¯0) >= λ log(z − z0)(z¯ − z¯0) . (2.6.6)
Note that X itself is a field whose two-point function is not a holomorphic function
of z or z¯. This in fact makes it impossible to use the OPE formalism with the field
X . This need not surprise us, as X not a symmetry generator. We will only work
with the chiral symmetry generator ∂X . For easy reference we give its OPE, which
follows from eq. (2.6.5) by taking an additional derivative:
∂X(z)∂X(z0) =
λ
(z − z0)2 +O(z − z0)
0 (2.6.7)
The action (2.6.1) is invariant under the transformation δεX = ε
i∂iX . Hence,
we have that the energy–momentum tensor eq. (2.2.8) is classically conserved. It is
given by:
Tij =
1
2λ
∂iX(x)∂jX(x) − 1
4λ
gijg
kl∂kX(x)∂lX(x) . (2.6.8)
In the complex basis, Tij has only two non-vanishing components:
Tzz =
1
2λ
∂X∂X , Tz¯z¯ =
1
2λ
∂¯X∂¯X . (2.6.9)
However, these expression are not well-defined in the quantum case, due to short-
distance singularities. We use point-splitting regularisation to define the quantum
operator. In the OPE formalism, this becomes T = 12λ [∂X∂X ]0. We can now use
the OPE (2.6.7), and the rules of subsection 2.3.2 to compute the OPE of T with
itself. One ends up with the correct Virasoro OPE (2.3.2), with a central charge
c = 1. Furthermore, it is easy to check that X is a primary field with respect to T
10As before, we use the misleading notation ∂X(z).
of dimension zero. Moreover, ∂X is also primary, having dimension one. In the rest
of this subsection we set λ = 1.
Let us now check for the mode algebra eq. (2.4.4) corresponding to the OPE of
∂X with itself eq. (2.6.7). The modes of ∂X are traditionally denoted with αm. We
find:
[αm, αn] = mδm+n , (2.6.10)
which is related to the standard harmonic oscillator commutation relations via a
rescaling with
√|m|.
In string theory, computing scattering amplitudes is done by inserting local op-
erators of the correct momentum in the path integral and integrating over the co-
ordinates [127, 105]. These local operators are (composites with) normal ordered
exponentials of the scalar field. Because X cannot be treated in the present OPE
scheme, we should resort to different techniques to define these exponentials. This
is most conveniently done using a mode expansion of X . One shows that one can
define a chiral operator which we write symbolically as:
Va(z) = :exp(aX(z)) : , a ∈ C , (2.6.11)
for which the following identities hold:
∂Va = a :∂X Va : (2.6.12)
∂X(z)Va(w) = a
Va(w)
(z − w) +O(z − w)
0 (2.6.13)
and
Va(z)Vb(w)
= (z − w)ab : exp(aX(z)) exp(bX(w)) :
= (z−w)ab :
(
1 + (z−w)a∂X(w) + .
(z−w)2
2
(a∂2X(w) + a2∂X(w)∂X(w)) . . .
)
Va+b(w) : , (2.6.14)
where the last line is a well-defined expression where normal ordering, as defined in
eq. (2.3.6), from right to left is understood. We will use these equations as the
definition for the vertex operators.
Using the eqs. (2.6.12) and (2.6.13), it is easy to check that Va is primary with
conformal dimension a2/2 with respect to T (2.6.9). This differs from the classical
dimension which is zero as X has dimension zero.
The OPE (2.6.14) is distinctly different from the ones considered before. Indeed,
noninteger poles are possible. The rules constructed in section 2.3.2 are not valid
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for such a case. However, every OPE with vertex operators we will need, will follow
immediately from the above definitions. Another peculiarity is that when ab ∈ Z, the
definition (2.6.14) fixes the regular part of the OPE of two vertex operators in terms
of normal ordered products of ∂X and a vertex operator. An interesting example of
this is for V±1:
V±1(z)V±1(w) = (z − w)V2(w) + . . .
V±1(z)V∓1(w) =
1
(z − w) ± ∂X(w) + . . . (2.6.15)
We see that we have two operators:
V1 + V−1√
2
=
√
2 coshX and
V1 − V−1√
2i
= −i
√
2 sinhX (2.6.16)
which satisfy the OPEs of two free fermions (see eq. (2.6.26) below). Vertex
operators can also be used to construct realisations of affine Lie algebras, as we will
see in section 4.6.
When considering realisations ofW–algebras using scalars, it is obviously a prob-
lem that the energy–momentum tensor of the free scalars is restricted to an integer
central charge n by considering n free bosons. However, we can modify the eq. (2.6.9)
to:
T =
1
2
: ∂X∂X : −q∂2X , (2.6.17)
which has a central charge 1−12q2. This corresponds to adding a background charge
to the free field action [73, 91, 59].
2.6.2 The free Majorana fermion
The free Majorana fermion in two dimensions has the following action in the confor-
mal gauge:
Sf [ψ] =
1
2πλ
∫
d2xψ(x)∂¯ψ(x) , (2.6.18)
where λ is a normalisation constant. The equation of motion for ψ is:
∂¯ψ = 0 . (2.6.19)
Hence, ψ is a chiral field and we will write ψ(z). Note that under conformal trans-
formations it has to transform as a primary field of dimension h = 1/2, h¯ = 0 to
have a conformal invariant action. − 1λψ(x) is the Noether current corresponding to
the transformation:
δεψ(x) = ε(x) , (2.6.20)
where ε is a Grasmann–odd field. Although we can proceed as before, we will derive
the OPEs of ψ using a different technique. Consider the generating functional (see
eq. (2.5.1)):
Z[µ] =
1
N
∫
[dψ] exp
(
−Sf [ψ]− 1
π
∫
d2xµ(x)ψ(x)
)
, (2.6.21)
where µ is Grasmann–odd. Such a pathintegral can be computed by converting it to
a Gaussian path integral, as we will now show. We start by rewriting the exponent
in the following way:
Z[µ] =
1
N
∫
[dψ] exp
(
− 1
2πλ
∫
(ψ + λ(∂¯−1µ))∂¯(ψ + λ∂¯−1µ)
)
exp
(
λ
2π
∫
(∂¯−1µ)µ
)
, (2.6.22)
where we used the definition of the inverse derivative of appendix A, supposing that
µ decays sufficiently fast at infinity. One can now shift the integration variables to
ψ˜ = ψ + λ∂¯−1µ. This shift has a Jacobian 1. One arrives at:
Z[µ] =
1
N
∫
[dψ˜] exp
( −1
2λπ
∫
ψ˜∂¯ψ˜
)
exp
(
λ
2π
∫
(∂¯−1µ)µ
)
. (2.6.23)
The remaining path integral cancels N (see eq. (2.2.2)) and we have:
Z[µ] = exp
(
− λ
2π2
∫
dx2dx20 µ(z, z¯)
1
z − z0µ(z0, z¯0)
)
. (2.6.24)
From this result we immediately see that the one-point function < ψ(x) > is zero,
while the two-point function is given by:
< ψ(z)ψ(z0) > = π
2 δ
δµ(z, z¯)
δ
δµ(z0, z¯0)
Z[µ]
∣∣∣
µ = 0
=
λ
z − z0 , (2.6.25)
where we used left-functional derivatives. The corresponding OPE is11:
ψ(z)ψ(w) =
λ
z − w + O(z − w)
0 . (2.6.26)
11It is easy to prove that this OPE gives rise to a functional equation for Z[µ] as in subsection
2.5, which is satisfied by eq. (2.6.24).
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To find the energy–momentum tensor for the action (2.6.18), we use the definition
(2.2.7) with εi decaying at infinity, together with the transformation law (2.1.6) for
ψ. We find:
δSf =
1
λπ
∫
d2x
(
εz∂ψ + 1/2∂εzψ + εz¯∂¯ψ
)
∂¯ψ
=
1
2λπ
∫
d2x ∂¯εzψ∂ψ . (2.6.27)
Hence, we find only one component T z¯z¯ non-zero, according to (2.2.12) we have:
T =
1
2λ
: ∂ψ ψ : , (2.6.28)
which has central charge c = 1/2.
2.6.3 Other first order systems
We will need two other first order systems, the fermionic b, c and the bosonic β, γ
system [91]. They will arise as the ghosts in the BRST-quantisation of systems
with conformal invariance. We will combine both using a supermatrix notation (see
appendix B). The action is:
Sbc[b, c] =
1
π
∫
d2x bi(x) iA
j ∂¯(jc)(x) , (2.6.29)
where iA
j is a constant bosonic supermatrix which is invertible. We assume that it
does not mix fermions and bosons. We also take b and c to be bosonic matrices12.
The equations of motion again show that bi, ci are chiral fields. Conformal invariance
requires the bi to be primary fields with dimension hi and ci also to be primary such
that dim(iA
j
jc) = 1 − hi (and zero for h¯). We proceed now as in the previous
subsection:
Z[µ, ν] =
1
N
∫
[dbi][dcj ] exp−
(
Sbc[b, c] +
1
π
∫
µk
kb+ νk kc
)
=
1
N
∫
[dbi][dcj ] exp
(
1
π
∫
(b + ∂¯−1νA−1)A∂¯(c− (A∂¯)−1µ))
)
exp
(
1
π
∫
(∂¯−1ν)A−1µ
)
= exp
(
− 1
π
∫
d2xd2x0 ν
i(z, z¯)
i(A
−1)j
z − z0 jµ(z0, z¯0)
)
. (2.6.30)
12One can of course take b and c to be fermionic matrices. The two-point function (2.6.31) does
not depend on this convention.
Carefully keeping track of the signs, we get for the two-point functions:
< ic(z) b
j(z0) > = π
2 δ
δνi(z, z¯)
δ
δµj(z0, z¯0)
Z[µ, ν]
∣∣∣
µ, ν = 0
=
−i(A−1)j
z − z0 . (2.6.31)
This OPE does not depend on the dimensions of the fields, while the energy–mo-
mentum tensor of course does. To find the energy–momentum tensor, we proceed as
in the previous subsection. From:
δε (i(Ac)) = ε
z∂(i(Ac)) + (1 − hi)∂εz i(Ac) , (2.6.32)
we get:
Tbc = : bA∂c− (1 − hi)∂(bi iAj jc) :, (2.6.33)
with central charge:
c =
∑
i
(−1)i2(6(hi)2 − 6hi + 1)) , (2.6.34)
where the phase factor is −1 for bi fermionic. Note that the second term of eq.
(2.6.33) is the derivative of the ghost current. It is not present in eq. (2.6.28) because
: ψψ := 0.
2.6.4 Wess-Zumino-Novikov-Witten models
A final example of a conformal field theory is the WZNW–model [156, 209]. It is a
nonlinear sigma model with as target space a group manifold. The (super) Lie group
G is required to be semisimple (see [154, 81] for a weakening of this condition). We
denote its (super) Lie algebra with g¯, see appendix B for conventions.
The WZWN action κS+[g] is a functional of a G -valued field g and is given by:
κS+[g] =
κ
4πx
∫
∂Ω
d2x str
{
∂g−1∂¯g
}
+
κ
12πx
∫
Ω
d3x εαβγ str
{
g,αg
−1g,βg
−1g,γg
−1
}
, (2.6.35)
where Ω is a three-manifold with boundary ∂Ω. It satisfies the Polyakov-Wiegman
identity [161]:
S+[hg] = S+[h] + S+[g]− 1
2πx
∫
str
(
h−1∂h∂¯gg−1
)
, (2.6.36)
which is obtained through direct computation. We also introduce a functional S−[g]
which is defined by:
S−[g] = S+[g−1]. (2.6.37)
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It is with this functional that we now continue. Using the Polyakov-Wiegman identity
(2.6.36), we can show that the action S−[g] transforms under:
δηg = ηg (2.6.38)
as
δηS
−[g] = − κ
2πx
∫
str
((
∂g g−1
)
∂¯η
)
. (2.6.39)
We see that S−[g] is invariant when ∂¯η = 0. The corresponding conserved current
is:
Jz =
κ
2
∂g g−1 , (2.6.40)
which is chiral, ∂¯Jz = 0. Similarly, for δη¯g = gη¯ with ∂η¯ = 0, we find a conserved
current:
Jz¯ = −κ
2
g−1∂¯g . (2.6.41)
Jz transforms under eq. (2.6.38) as:
δηJz =
κ
2
∂η + [η, Jz ] , (2.6.42)
= −
∫
dy
{
str (η(y)Jz(y)) , Jz(x)
}
PB
(2.6.43)
where the Poisson bracket is given by13:
Jaz × Jbz = << −
κ
2
gab | agdJcz cdf b >> , (2.6.44)
which defines a current algebra of level κ. It can be argued that the relation eq.
(2.6.44) does not renormalise when going to the quantum theory, and we will take
(2.6.44) as the definition of the OPE. However, the relation (2.6.40) can be renor-
malised to:
Jz =
ακ
2
∂g g−1 . (2.6.45)
Using OPE techniques, it is argued in [135] that for a current algebra of level κ,
normalising the currents as in (2.6.44) gives:
ακ = κ+ h˜ , (2.6.46)
where the dual Coxeter number h˜ is the eigenvalue of the quadratic Casimir in
the adjoint representation (see also appendix B). This follows from consistency
requirements in the OPA of the currents with g. We will need this renormalisation
in chapter 7.
13We use the “classical OPE” notation by virtue of the correspondence discussed in subsection
2.3.5.
The OPA generated by the currents Jaz with the OPEs (2.6.44) is known as a
Kacˇ–Moody algebra or affine Lie algebra. Kacˇ–Moody algebras were studied in the
mathematical literature [126, 151] much earlier than WZNW–models. For a review
on the algebraic aspects of Kacˇ–Moody algebras, see [101]. We will denote the Kacˇ–
Moody algebra corresponding to g¯ as gˆ.
One can check that the Sugawara tensor:
TS =
1
x
(
κ+ h˜
) str[JzJz]0 , (2.6.47)
satisfies the Virasoro algebra with the central extension given by:
c =
k(dB − dF )
k + h˜
. (2.6.48)
The currents Jaz have conformal dimension 1 with respect to TS.
We now briefly review some basic formulas for gauged WZNW–models [156, 209,
161, 3, 58] which we will need in chapter 6. We can gauge the symmetries generated
by Jz by introducing gauge fields Az¯. The action:
κS−[g] +
1
πx
∫
d2x str
(
Jz(x)Az¯(x)
)
(2.6.49)
is (classically) invariant when the gauge fields transform as:
δηAz¯ = ∂¯η + [η,Az¯ ] . (2.6.50)
The induced action (2.5.4) Γ[Az¯ ] for the gauge fields Az¯ is:
exp (−Γ[Az¯]) = 〈exp − 1
πx
∫
d2x str
(
Jz(x)Az¯(x)
)
〉 . (2.6.51)
By using the OPEs eq. (2.6.44), and the general formula for the functional equation
for Γ (2.5.18) we find the following Ward identity:
∂¯uz − [Az¯ , uz] = ∂Az¯ , (2.6.52)
where:
uaz(x) = −
2π
κ
gab
δΓ[Az¯]
δ bAz¯(x)
. (2.6.53)
The Ward identity is independent of κ, therefore:
Γ[Az¯ ] = κΓ
(0)[Az¯ ], (2.6.54)
where Γ(0)[Az¯] is independent of κ. In [161, 3], it was observed that eq. (2.6.52)
states that the curvature for the Yang-Mills fields {A, u} vanishes.
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2.A Appendix : Combinatorics
This appendix combines some formulas for binomial coefficients and related defini-
tions. We define first the Pochhammer symbol:
(a)n =
Γ(a+ n)
Γ(a)
=
n−1∏
j=0
(a+ j) , a ∈ R, n ∈ N (2.A.1)
where the last definition is also valid if a is a negative integer. We then define the
binomial as: (
a
n
)
=
(a)n
n!
a ∈ R , n ∈ N . (2.A.2)
In particular, (−n
m
)
= (−1)m
(
m+ n− 1
m
)
, m, n ∈ N . (2.A.3)
We now list some identities for sums of binomial coefficients which are used in
section 2.4. ∑
l∈N
(−1)l
(
r
l
)(
r + s− l
p− l
)
=
(
s
p
)
, r, s ∈ Z, p ∈ N (2.A.4)
which can be proven by multiplying with xp and summing over p.∑
p∈N
(
n
p
)(
m
s− p
)
=
(
m+ n
s
)
, m, n ∈ Z, s ∈ N (2.A.5)
which is proven by multiplying with xs and summing over s.
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Operator Product Expansions in Mathematica
The previous chapter indicates that the method of Operator Product Expan-
sions (OPEs) gives us a very useful algebraic tool to study a conformal field theory.
However, the relevant formulas show that calculations can become quite tedious
and error-prone, especially when nested normal ordered products are involved. This
was the motivation to implement an algorithm to handle OPEs and normal ordered
products. By now, the OPEdefs package is widely used, showing that the need for
automated OPE calculations was (and is) present among conformal field theorists.
This chapter discusses the OPEdefs package. In the first section, the desired
capabilities of the package are discussed and a brief history of the development of
OPEdefs is given. Section 3.2 is devoted to design considerations. The implemen-
tation we used is explained in section 3.3. We first give the algorithm, and prove
that it is finite. Then some crucial points in the actual code of OPEdefs are high-
lighted. Section 3.4 is a user’s guide to OPEdefs, and the next section presents an
explicit example of a calculation. Section 3.6 gives an outlook on possible extensions.
We end this chapter with a review of other symbolic manipulation packages used in
conformal field theory.
Some of the material found in this chapter was published in [192] and [193].
All registered trademarks used in this chapter are acknowledged.
3.1 Intention and history
We want to construct a package which, given the OPEs of a set of generators, is
able to compute any OPE in the Operator Product Algebra (OPA)1. Moreover, as
the definition of normal ordering is noncommutative and nonassociative, the package
should bring composite operators in a standard form. This can be done by introduc-
ing an order for the generators and reordering composites such that generators are
ordered from left to right, using the associativity conditions of the previous chapter.
1When we say, “compute an OPE”, we mean computing all operators of the singular part.
We will restrict ourselves to meromorphic conformal field theory. As we use only
the concept of an OPA (see def. 2.3.2), we will be able to use operators with any
(also negative) conformal dimension.
An important step in the calculations with OPEs is to check that the Jacobi
identitities (2.3.21) discussed in the previous chapter are satisfied. The package
should be able to verify this. This will also enable us to fix some free parameters in
the OPEs of the generators by requiring associativity.
A first version of my package was used to perform the calculations on the Casimir
algebra of B2 [78] (see section 4.6), where OPEs of composites of up to four fields
are involved. After some optimisations, OPEdefs 2.0 [192] was made available to the
public. Several well-known results were checked with this version, e.g. the Sugawara
construction for ̂SU(n), the free field realisations and homological constructions of
W3 based on a ̂SU(3)-Kacˇ–Moody algebra [56]. The power of having all calculations
automated was already clear at this point, as we found a small misprint in [56]2,
while this calculation was highly nontrivial by hand.
Important improvements (version 3.0) were published in [193]. It was necessary
to introduce a different syntax, to be able to make extensive changes in the future.
Since then, many other small changes have been made to the package. The latest
version, which will be discussed in this chapter, is 3.1.
The package is freely available from the author3.
3.2 Design considerations
In this section, we comment on how OPEdefs was designed. Several aspects are
important.
2The second term in the expression for J+3 (eq. 2.15) of [56] should read −β1γ1γ3.
3It should be in the MathSource archive soon. See
http://www.wri.com/mathsource/index.html.
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• How will the program present itself to the user ? (interface)
Preferably, concepts and terminology that the user has to handle should be
familiar to any conformal field theorist.
• How will the data be represented ?
The representation has to be chosen such that storage space and computation
time are minimised. Furthermore, it should be possible to incorporate any
related problems (for instance Poisson brackets) without changing the data
representation.
Whatever representation is chosen, it is important to hide this choice for the
user. Ideally, one should be able to change the representation (and thus the
internal working of the program) without affecting the interface.
• Make sure the program can be easily extended.
It is important to keep the main ideas of the algorithm reflected in the struc-
ture of the program, separated from the actual details of the computation.
This implies a modular style of writing. Of course, a high level programming
language enhances readability and makes changes and additions easier.
• How can the results be manipulated?
It is of course not enough to be able to compute a certain OPE or normal
ordered product. Different results have to be added, coefficients simplified or
extracted, equations solved. . . It would lead the programmer of the package
way to far if he/she had to implement all this functionality.
These remarks point towards an implementation in an interactive environment
where it is possible to perform symbolic computations, and where a high level lan-
guage is available, i.e. in a symbolic manipulation program. Indeed, these environ-
ments are developed to perform the dull – or algorithmic – calculations, once the
necessary rules are implemented. The user can then use the programming power of
the environment to solve his problem. It would be perfectly possible to write the
proposed program in an “ordinary” programming language like C++ or lisp. After
all, the symbolic manipulation programs are written in one of these languages. How-
ever, the amount of code required would probably go beyond the scope of a physics
PhD.
Many of the design principles we mentioned, are reminiscent of object oriented
programming. As this is a fairly new concept, one immediately is directed towards
the more recent environments. Of these, the best known and more powerful are
Axiom [123], Maple [36] and Mathematica [210]. All three are suitable for imple-
mentation of the algorithm for working with OPEs.
From the viewpoint of the programmer, Axiom seems to be the most attractive
choice. It is indeed the most recent environment, and its design reflects all points
made above. The major disadvantages of this system are that it is not very popular
yet, and the hardware requirements are very high (a powerful Unix workstation is
needed).
Maple is being used more and more over the last few years. Its design is concentrated
on run-time efficiency and small memory requirements. Presumably, a consequence
of this is that the Maple programming language is more like C or Pascal, although
with powerful extensions for symbolic manipulations. However, it does not seem to
permit a high abstraction level and modularity compared to the other two environ-
ments.
Finally, the Mathematica environment is somewhere in between the two others. It
is probably not as efficient as Maple, but it is a lot easier to program in. It runs
on a lot of machines, from PC’s to supercomputers and all versions are completely
compatible. Many of the ideas of object oriented programming can be used inMath-
ematica and its pattern matching capabilities are very useful for any mathematical
programming.
3.3 Implementation
In this section, we first discuss the algorithm which we used. In principle, it simply
consists of repeated application of the rules given in subsection 2.3.2. In the next
subsection, we give some parts of the actual code of OPEdefs. Finally, we comment
on the performance of the package.
3.3.1 Algorithm
We will discuss the algorithm in two steps. First, we show how the singular part of
the OPEs can be computed. Then we give the algorithm for simplifying composites.
In OPEdefs, composites are simplified at each step of the calculation.
OPEdefs 3.1 can calculate OPEs and Poisson brackets. We concentrate on OPEs
here and briefly comment which changes are needed for the other case.
Computing OPEs
The package should compute OPEs of arbitrarily complicated composites when a set
of generators and their OPEs is given. Obviously, we will need the rules constructed
in subsection 2.3.2. For easy reference, we list the rules we need, aside from linearity.
First, there are the rules involving derivatives:
[∂AB]q = −(q − 1)[AB]q−1 (3.3.1)
[A∂B]q = (q − 1)[AB]q−1 + ∂[AB]q . (3.3.2)
Next, we need the OPE of B with A, given the OPE of A with B:
[BA]q = (−1)|A||B|
∑
l≥q
(−1)l
(l − q)!∂
(l−q)[AB]l . (3.3.3)
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OPEs with composites can be calculated using eq. (2.3.21):
[A [BC]0]q = (−1)|A||B|[B [AC]q ]0 + [[AB]q C]0
+
q−1∑
l=1
(
q − 1
l
)
[[AB]q−lC]l (3.3.4)
where q ≥ 1.
These rules are the only ones needed to compute every OPE in the OPA. Indeed,
when computing the OPE of A with B, we apply the following procedure:
• if A and B are generators whose OPE we know, return it as the result.
• apply linearity if necessary.
• if A is an operator with derivatives, use eq. (3.3.1).
• if B is an operator with derivatives, use eq. (3.3.2).
• if B is a composite, use eq. (3.3.4).
• if A is a composite, use eq. (3.3.3).
• if the OPE B(z) A(w) is known, compute the OPE A(z) B(w) using eq. (3.3.3).
This list should be used recursively until none of the rules applies, which means that
the OPE has been calculated. The order in which we check the rules is in this case
not important, but we will check them in a “top-down” order. Note that to compute
an OPE of a composite with a generator, first eq. (3.3.3) is used, and eq. (3.3.4) in
the next step. The question now is if this is a finite procedure.
First of all, all sums in the previous equations have a finite number of terms. This
follows from the assumption that all OPEs between generators in the OPA have a
finite number of poles. The only possible problem is that eq. (3.3.4) would require
an infinite number of steps. Indeed, when computing the OPE A [BC]0, one needs
all OPEs [AB]n C for n > 0. It is now possible that [AB]n contains a composite
again, leading to a new application of eq. (3.3.4). For graded OPAs (see def. 2.3.7),
we can prove the following theorem.
Theorem 3.3.1 If the OPA is graded and there is a lower bound D on the dimension
of all the operators in the OPA, then the application of eqs. (3.3.1-3.3.4) requires only
a finite number of steps.
Proof :
The sum of the dimensions of the fields in the OPE [A1 [B1C1]0] is ∆ = a1+b1+c1. The
application of eq. (3.3.4) leads to the computation of the OPEs [[AB]n C] for n > 0.
The sum of the dimensions is in this case a1 + b1 + c1 − n. As this is strictly smaller
than ∆, we see that after (the integer part of) ∆−2D steps, we would need the OPE of
a field with dimension lower than D, which is not present in the OPA by assumption.
Note that the assumption of the existence of a lower bound on the dimension is not
very restrictive. First of all, all conformal OPAs (see def. 2.3.6) with generators
of positive dimension trivially satisfy the criterion. Moreover, a finite number of
fermionic generators can have negative dimension. Indeed, to form composites of
negative dimension with these fermions, one needs extra derivatives – e.g. [∂A A]0 –
imposed by eq. (3.3.8) below.
An important remark here is that the dimension used in the proof is not necessar-
ily the conformal dimension of the operators. For instance, for a bosonic bc-system
which commutes with all the other generators of the OPA, we can assign a dimension
of 1/2 to both b and c, such that the theorem can be used.
The algorithm used to compute Poisson brackets is essentially the same. Some
small changes in the rule eq. (3.3.4), as discussed in subsection 2.3.5, are needed.
Simplifying composites
We now discuss how we can reduce normal ordered products to a standard form. We
define an order on the generators and their derivatives, e.g. lexicographic ordering.
Given a composite, we apply the rules of subsection 2.3.2 until all composites are
normal ordered from right to left and the operators are ordered, i.e. [A[B[C . . .]0]0]0,
and A ≤ B ≤ C. The relevant formulas are:
∂[AB]0 = [A ∂B]0 + [∂A B]0 (3.3.5)
[AB]−q =
1
q!
[(∂qA) B]0 , q ≥ 1 (3.3.6)
[BA]0 = (−1)|A||B|[AB]0 + (−1)|A||B|
∑
l≥1
(−1)l
l!
∂l[AB]l (3.3.7)
[AA]0 = −
∑
l>0
(−1)l
2l!
∂l[AA]l , for A fermionic . (3.3.8)
[A [BC]0]0 = (−1)|A||B|[B [AC]0]0 + (3.3.9)
[([AB]0 − (−1)|A||B|[BA]0) C]0 (3.3.10)
[A [AC]0]0 = [[AA]0 C]0 , for A fermionic . (3.3.11)
The rule (3.3.10) follows from eq. (2.3.21).
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We have to wonder if we again require only a finite number of steps to reach the
end-result. We can not prove this along the same lines as theorem 3.3.1. Indeed, in
eq. (3.3.10) all terms necessarily have the same dimension. We give an example of
infinite recursion in the intermezzo.
Intermezzo 3.3.1
Consider an OPA with bosonic operators A,B such that:
[AB]1 = aB . (3.3.12)
We do not specify the OPE of B with itself. We want to reorder [[AB]0B]0 into standard
order, i.e. [A[BB]0]0 + corrections. In the computation which follows, an ellipsis denotes
terms containing more than one derivative or containing [BB]n with n > 0. (The
equation numbers at the right correspond to the formula used in a certain step.)
[[AB]0B]0 = [B[AB]0]0 − ∂[B[AB]0]1 + . . . eq. (3.3.7)
= [A[BB]0]0 + [∂[BA]1 B]0− eq. (3.3.10)
∂ ([A[BB]1]0 + [[BA]1B]0) + . . . eq. (3.3.4)
= [A[BB]0]0 − a[∂B B]0 + a∂[BB]0 + . . . eqs. (3.3.5), (3.3.7)
= [A[BB]0]0 + a[∂B B]0 + . . .
Now, suppose that there is a null operator:
∂B − 1
a
[AB]0 = 0 . (3.3.13)
in the OPA and we use this relation to eliminate ∂B. We find:
[[AB]0B]0 = [A[BB]0]0 + [[AB]0B]0 + . . . ,
which means that we cannot determine [[AB]0B]0 in this way. Note that there is no
problem if we use eq. (3.3.13) to eliminate [AB]0.
This example occurs for a scalar field X and the vertex operators defined in subsection
2.6.1. Take A = ∂X and B =: exp(aX) :. If we normalised X such that [∂X ∂X]2 = 1,
eq. (3.3.12) is satisfied. On the other hand, ∂(: exp(aX) :) = a[∂X : exp(aX) :]0.
Clearly, this corresponds to eq. (3.3.13) if a = 1.
The example in the intermezzo shows that infinite recursion can occur when null
operators are present. If N is a null operator, we call N = 0 a null-relation. As
shown in the intermezzo, the algorithm does not work if we use a null-relation to
eliminate operators with “less” derivatives in favour of those with “more” derivatives.
We make this more precise. For an operator A, we define d(A) as the number of
derivatives occuring in A. When we do not use any null-relations, we have:
d(A) = 0 if A is a generator
d(∂A) = d(A) + 1
d([AB]0) = d(A) + d(B)
d(A+B) = min(d(A), d(B)) . (3.3.14)
We say that we “use a null-relation in increasing derivative-number” if we use it
to eliminate (one of) the operator(s) with the smallest derivative-number. In this
case, two of the relations eq. (3.3.14) are converted to inequalities: d(∂nA) ≥ n and
d([AB]0) ≥ d(A) + d(B).
We are now in a position to prove the following theorem.
Theorem 3.3.2 In an OPA satisfying the conditions of theorem 3.3.1, and where
any null-relations are used in increasing derivative-number, the application of eqs. (3.3.5-
3.3.11) (together with eqs. (3.3.1-3.3.4)) to order the operators in a normal ordered
product requires only a finite number of steps.
Proof :
We define:
n ≡ d ([A[BC]0]0) .
We wish to show that the derivative number of the correction terms in eq. (3.3.10) is
always bigger than n:
d
(
[A[BC]0]0 − (−1)|A||B|[B[AC]0]0
)
> n .
When n = 0 this is immediately clear.
For n = 1 we have to consider the different orderings. Let us look first at the case where
A = ∂X:
[∂X[BC]0]0 = [B[∂X C]0]0 −
∑
l≥1
(−1)l
l!
[∂l[∂X B]l C]0
= [B[∂X C]0]0 +
∑
l≥2
(−1)l(l − 1)
l!
[∂l[XB]l−1 C]0 , (3.3.15)
where we used eq. (3.3.1) in the last step. We see that the derivative-number for the
second term in the rhs is at least 2. The case where B = ∂X follows from eq. (3.3.15)
by moving the correction terms to the lhs. Finally, when C = ∂X, the correction terms
will be of the form [∂l[AB]l∂X]0, which again have derivative number greater than 2
because l ≥ 1.
It is now easy to see that the same reasoning can be used for general n. For this we will
need that:
d(∂l[∂mA ∂nB]l) ≥ m+ n+ 1 ,
(or [∂mA ∂nB]l = 0) which follows from eqs. (3.3.1) and (3.3.2).
To conclude the proof, we note that with each application of eq. (3.3.10) the derivative-
number of the correction terms increases. On the other hand, the dimension of the
correction terms remains constant. However, for any operator A, one has that:
d(A) ≤ dim(A)−D ,
where D is the smallest dimension occuring in the OPA. This shows that after a finite
number of applications of eq. (3.3.10), no correction terms can appear.
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Theorem 3.3.2 guarantees that the algorithm to reorder composites ends in a
finite number of steps. However, we have not yet proven that the end-result of the
algorithm gives a “standard form”, i.e. is the result unique if two expressions are the
same up to null-relations?
Intermezzo 3.3.2
Consider the following counterexample. Suppose there is a null-relation:
[AB]0 − C = 0 ,
where A,B,C are bosonic operators. If we use this relation to eliminate the composite
[AB]0, we find immediately
[[AB]0D]0 = [CD]0 , .
On the other hand, two applications of eq. (3.3.7) and one of eq. (3.3.10) show that
[[AB]0D]0 = [A[BD]0]0 + . . .
where the ellipsis denotes terms with derivatives. Together, these relations show that
[A[BD]0]0 = [CD]0 + . . . while both lhs and rhs are not changed by the algorithm.
The intermezzo shows that null-relations should be used to eliminate the “simpler”
fields in terms of the composites. We need the notion of “composite-number” c(A).
When we do not use any null-relations, we have:
c(A) = 1 if A is a generator
c(∂A) = c(A)
c([AB]0) = c(A) + c(B)
c(
∑
i
Ai) = min
∀i such that d(Ai)=d(
∑
j
Aj)
c(Ai) . (3.3.16)
With these definitions, the composite-number is equal for both sides of all eqs. (3.3.5-
3.3.10). We say that we “use a null-relation in increasing derivative- and composite-
number” if we use it to eliminate (one of) the operator(s) with the smallest composite-
number of those with the smallest derivative-number. Note that we have c(∂A) ≥
c(A) in this case. We can now assert:
Theorem 3.3.3 In an OPA satisfying the conditions of theorem 3.3.1, and where
any null-relations are used in increasing derivative- and composite-number, the appli-
cation of eqs. (3.3.5-3.3.11) (together with eqs. (3.3.1-3.3.4)) to order the operators
in a normal ordered product defines a “standard form” on the elements of the algebra.
For the case of Poisson brackets, the rules (3.3.7) and (3.3.10) drastically simplify,
only the first terms remain. Also, eq. (3.3.8) is changed to [AA]0 = 0 when A is
fermionic.
Improvements
The rules given in this section up to now are sufficient to compute any OPE, and
to reorder any composite into a standard form. However, some shortcuts exist.
[A [BC]0]q can be computed using eq. (3.3.4), but an alternative follows from eq.
(2.3.22) using eq. (3.3.6):
[A [BC]0]q = (−1)|A||B|
(
[B [AC]q]0 +
∑
l≥0
(−1)l+q
l!
[∂l[BA]l+q C]0
+
q−1∑
l=1
(−1)l[[BA]l C]q−l
)
. (3.3.17)
This rule is more convenient when we know the OPE B(z)A(w) while A(z)B(w) has
to be computed using eq. (3.3.3).
Similarly, to compute an OPE where the first operator is a composite, the algo-
rithm as presented above uses eqs. (3.3.3) and (3.3.4). Clearly, eq. (2.3.24) and eq.
(3.3.6) implement this in one step:
[[AB]0 C]q =
∑
l≥0
1
l!
[∂lA [BC]l+q]0 + (−1)|A||B|
∑
l≥0
1
l!
[∂lB [AC]l+q]0
+(−1)|A||B|
q−1∑
l=1
[B [AC]q−l],, (3.3.18)
where q ≥ 1 and:
[[AB]0C]0 = [A[BC]0]0 +∑
l>0
1
l!
[∂lA [BC]l]0 + (−1)|A||B|
∑
l>0
1
l!
[∂lB [AC]l]0 . (3.3.19)
We will see in subsection 3.3.2 where these rules are applied in OPEdefs 3.1.
3.3.2 The internals of OPEdefs
In this subsection, some crucial points in the implementation of the program are
discussed. The rest of this chapter does not depend on the material presented here.
Familiarity with the Mathematica programming language and packages is assumed.
More information concerning these topics can be found in appendix C and [210].
For clarity, some of the rules in this subsection are slightly simplified versions of
those appearing in the actual code of OPEdefs. Input for Mathematica is written in
typeset font.
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3.3.3 Operator handling
Before any calculations can be done, we have to distinguish between operators and
scalars. The user of the package has to declare the bosonic and fermionic operators
he/she want to use with the functions Bosonic and Fermionic e.g.
Bosonic[A,B]
This declaration simply sets the appropriate values for some internal functions: a
function which distinguishes between operators and scalars (OperatorQ), and another
for bosons and fermions (BosonQ).
BosonicHelp[A_] := (BosonQ[A]=True; OperatorQ[A]=True;
OPEposition[A] = OPEpositionCounter++)
Bosonic[A__] := Scan[BosonicHelp,{A}]
OPEpositionCounter = 0
and similar rules for Fermionic. The function OPEposition is used to record the
order between the operators, which is determined by the order in which they were
declared and the standard Mathematica order for operators declared with the same
pattern:
OPEOrder[a_, b_] :=
Block[{res = OPEposition[b] - OPEposition[a]},
If[res == 0, Order[a, b], res]
]
We now list all rules that are necessary for testing if an expression is an operator or
not.
OperatorQ[A_+B_] := OperatorQ[A]
OperatorQ[A_Times] :=
Apply[Or, Map[OperatorQ, Apply[List,A]]
OperatorQ[Derivative[_][A_]] := OperatorQ[A]
OperatorQ[_NO] = True
OperatorQ[0] = True
OperatorQ[_] = False (3.3.20)
The second rule is the most complicated one. It handles the testing of a product
by testing if any of the factors is an operator. The fourth rule declares any com-
posites (which we will give the head NO) to be operators. The last rule says that all
expressions which were not handled by the previous rules (and the rules set by any
declarations) are scalars.
Note that this simple way of defining OperatorQ is only possible because Mathemat-
ica reorders the rules such that more general rules are checked last. This means that
when a user declares A to be bosonic, a OperatorQ[A]=True will be added on top of
the list of rules given in (3.3.20).
The only rules we need for the function BosonQ are given below, together with
the definition of SwapSign which gives the sign when interchanging two operators,
i.e. −1 for two fermions and +1 otherwise4:
BosonQ[Derivative[_][A_]] := BosonQ[A]
Literal[BosonQ[NO[A_,B_]]]:= Not[Xor[BosonQ[A],BosonQ[B]]]
SwapSign[A_,B_] := If[Or[BosonQ[A], BosonQ[B]],1,-1]
The unit operator is declared in OPEdefs, and is written as One. Introducing
an explicit unit operator considerably simplifies many of the functions in OPEdefs.
Data representation
The representation we used in OPEdefs 2.0 was a Laurent series representation. This
allowed us to use the built-in rules of Mathematica to add OPEs, take derivatives
with respect to one of the arguments, . . .. However, storage space turned out to
be a problem for complicated algebras. Therefore, we now use a representation for
the singular part of an OPE which is a list of the operators at the different poles.
The highest order pole occurs first in the list, the first order pole is the last. As an
example, the OPE of a Virasoro operator with itself, eq. (2.3.2), is represented as:
OPEData[{c/2 One, 0, 2T, T’}]
This representation has the additional advantage that it is more general than a Lau-
rent series representation. Poisson brackets form an obvious example, see subsection
2.3.5.
To hide the details of the representation to the user, the user-interface for con-
structing an OPE is the function MakeOPE. This enables us to allow a different syntax
for the interface and the representation, see section 3.4.
With the representation we use, it is easy to determine the order of the highest
pole:
MaxPole[OPEData[A_List]] := Length[A]
For the Virasoro OPE this obviously gives 4.
The actual definitions for the OPEData structure enable us to multiply an OPE
with a scalar, and add two OPEs. Also higher order poles that are zero are removed.
The addition turns out to be the most complicated to achieve. One is tempted to
use the Listable attribute of Plus, i.e. adding two list of the same length gives a
list with the sum of the corresponding elements. To be able to use this feature, we
should make the lists of poles the same length by extending the shorter list with
extra zeroes (corresponding to zero operators at those poles). As addition of OPEs
will occur frequently, the corresponding rule should be as efficient as possible:
4Literal prevents Mathematica to simplify the left hand side of a definition.
33
Chapter 3. OPEs in Mathematica
OPEData /: n_ * OPEData[A_List] := OPEData[n*A]
OPEData /: A1_OPEData + A2__OPEData :=
Block[{maxP = Max[Map[MaxPole, {A1,A2}]]},
OPEData[ Plus @@
Map[Join[ Table[0,{maxP-Length[#]}], # ]&,
Map[First, {A1,A2}]
]
]
]
OPEData[{0, A___}] := OPEData[{A}]
Intermezzo 3.3.3
In this intermezzo we explain the rule for the addition of OPEData structures. The lhs of
the definition makes sure that {A1,A2} will be the list of all OPEDatas which are added5.
When adding a number of OPEData structures, maxP is set to the order of the highest
pole occuring in the sum. Then First extracts the lists of poles, and we add the correct
number of zeroes to the left. Finally, the sum of all these lists is made and OPEData
wrapped around the result. As an example, consider the sum of OPEData[{T,0}] and
OPEData[{T’}], we get:
{A1,A2} -> {OPEData[{T,0}], OPEData[{T’}]}
maxP -> 2
First ... -> {{T,0}, {T’}}
Join ... -> {{T,0}, {0,T’}}
Plus @@ ... -> {T,T’}
OPE rules
We use the head OPE to represent an OPE. The bilinearity of the OPE function is
defined by:
5A similar effect would be obtained with a lhs Literal[Plus[A__OPEData]]. However, this
gives an infinite recursion when one adds erroneously a constant to an OPEData. Indeed, Plus[1,
OPEData[One] matches Literal[Plus[A__OPEData]], and Mathematica would keep applying the
rule, changing nothing at all).
Literal[OPE[A___,s_ B_,C___]] :=
s OPE[A,B,C] /; OperatorQ[B]
Literal[OPE[a___,b_Plus,c___]]:=
Distribute[
Lineartmp[a,b,c],
Plus,Lineartmp,
Plus,OPE
] (3.3.21)
Intermezzo 3.3.4
The rule for an OPE of a sum uses the Distribute[f[__],g,f,gn,fn] built-in function,
which implements distributivity of f with respect to g, replacing g with gn and f with
fn in the result. A more obvious rule would be:
OPE[a___,b_+c_,d___] := OPE[a,b,d] + OPE[a,c,d] (3.3.22)
However, this rule is much slower in handling sums with more than two terms. Indeed
when there is a sum of n1 (n2) terms in the first (second) argument of OPE, this rule
would have to be applied n1 × n2 times, while Distribute handles all cases in one
application. The difference in performance is shown in fig. 3.1. During the execution of
Figure 3.1: Timings for two different rules to implement bilinearity of OPEs. The
timings are for OPE[A,B] with A of a sum of 10 terms and B a sum of i terms. The
plain line is for Distribute (3.3.21) and the dashed line is for the sum-rule (3.3.22).
the algorithm, OPEs of sums occur frequently, hence it is important to select the most
efficient rule.
The other rules that are needed for the OPE function are:
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Literal[OPE[Derivative[i_][A_],B_]]:=
OPEDerivativeHelpL[A,B,i]
Literal[OPE[A_,Derivative[i_][B_]]]:=
OPEDerivativeHelpR[A,B,i]
Literal[OPE[A_,NO[B_,C_]]] :=
CallAndSave[OPECompositeHelpR,A,B,C]
Literal[OPE[NO[A_,B_],C_]] :=
CallAndSave[OPECompositeHelpL,A,B,C] /;
Not[SameQ[Head[B],NO]]
Literal[OPE[B_,A_]] :=
OPECommuteHelp[B,A] /;
Or[SameQ[Head[B],NO], OPEOrder[A,B]>0]
Literal[OPE[_,_]]= OPEData[{}] (3.3.23)
Here, OPEDerivativeHelpL, OPEDerivativeHelpR, OPECompositeHelpL, OPE-
CommuteHelp implement eqs. (3.3.1), (3.3.2), (3.3.18) and (3.3.3) respectively. OPE-
CompositeHelpRdifferentiates between (3.3.4) and (3.3.17). CallAndSave[f_,args__]
is defined in OPEdefs to call the function f with arguments args, saving the result
when a global switch is set. The last rule declares all non-defined OPEs to be regular.
Using the Help functions has several advantages compared to inserting their
definitions “in-place”. First, the structure of the program becomes much clearer.
Second, by simply redefining OPECompositeHelpL and OPECompositeHelpR, we can
switch between OPEs and Poisson brackets.
The actual definition of the Help functions is of course rather technical, we will
give one example in intermezzo 3.3.5. However, more important is to understand
how the rules for OPE handle an OPE with arbitrarily complicated operators. First
of all it is important to remember the evaluation sequence of Mathematica. The
rules (3.3.23) are stored in the order they are defined, preceded by the definitions
the user has given for the OPEs of the generators. Presented an OPE to evaluate,
Mathematica starts on top of the list of rules and applies the first matching rule.
Then the evaluation sequence is restarted. In this way, these rules obviously form
an implementation of the algorithm presented in section 3.3.1.
Note that the rules (3.3.23) avoid making use of the more complicated function
OPECompositeHelpL when the first argument of the OPE is a nested composite,
instead OPECommuteHelp is used on the result of OPECompositeHelpR. This is more
efficient in most cases.
Let us as an example follow OPEdefs in the computation of a fairly complicated
OPE.
In[1] := Bosonic[A,B,C,D,E]
In[2] := TracePrint[OPE[NO[A,NO[C’,E]],NO[B,D]],
(OPEDerivativeHelpL|OPEDerivativeHelpR|
OPECompositeHelpL|OPECompositeHelpR|
OPECommuteHelp)[__]]
Out[2] = OPECompositeHelpR[NO[A, NO[C’, E]], B, D]
OPECommuteHelp[NO[A, NO[C’, E]], B]
OPECompositeHelpR[B, A, NO[C’, E]]
OPECommuteHelp[B, A]
OPECompositeHelpR[B, C’, E]
OPEDerivativeHelpR[B, C, 1]
OPECommuteHelp[NO[A, NO[C’, E]], D]
OPECompositeHelpR[D, A, NO[C’, E]]
OPECommuteHelp[D, A]
OPECompositeHelpR[D, C’, E]
OPEDerivativeHelpR[D, C, 1]
OPECommuteHelp[D, C]
Intermezzo 3.3.5
In this intermezzo, we give an example of the implementation of a Help function,
OPECompositeHelpRQ which corresponds to eq. (3.3.4).
OPECompositeHelpRQ[A_,B_,C_] :=
Block[{q,l,sign = SwapSign[A,B], ABC, AB, AC,
maxAB, maxABC, maxq},
AB = OPE[A,B];
AC = If[ SameQ[B,C], AB, OPE[A,C]];
maxAB = MaxPole[AB];
ABC = Table[
OPE[OPEPole[q][AB], C],
{q,maxAB}
];
maxABC = Map[MaxPole, ABC];
maxq = Max[maxABC + Range[maxAB], MaxPole[AC]];
maxABC = Max[maxABC,0];
OPEData[
Table[
OPESimplify[
sign * NO[B,OPEPole[q][AC]] +
NO[OPEPole[q][AB],C] +
Sum[Binomial[q-1,l] *
OPEPole[l][ ABC[[q-l]] ] ,
{l,Max[1,q-maxAB], Min[q-1, maxABC]}
]
],
{q,maxq,1,-1}
]
]
]
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Although this is rather lengthy, most of the lines are quite straightforward. The most
important part of the routine is formed by the statements bracketed with OPEData. Due
to the internal representation for OPEs that is used, the result of the routine is just
a table of all the poles in the OPE – starting with the highest pole – with OPEData
wrapped around it. Note that ABC is defined such that OPEPole[l][ ABC[[q-l]] ] is
equal to [[AB]q−lC]l.
The determination of the order maxq of the highest pole in the OPE requires some expla-
nation. Clearly, the first term in the rhs of eq. (3.3.4) gives maxq ≥ maxAC. Furthermore,
the terms in the sum over l are zero unless
l ≤ MaxPole[ABC[[q − l]]]
or also
q− l ≤ MaxPole[ABC[[l]]]
hence
q ≤ MaxPole[ABC[[l]]] + l
which is exactly the other boundary on maxq which is used.
This shows that the boundaries on l and q can be computed without any notion of the
dimension of a field. The rule is thus suitable for any OPA, which is also true for all
other Help functions.
Rules for derivatives
The Mathematica symbol Derivative has almost no rules associated with it, except
derivatives of the standard functions like Sin. However, we do not need these stan-
dard functions, but we do need linearity of derivatives – ∂(A+B) = ∂A+∂B – which
is not included in the built-in definitions for Derivative. We chose not to use a new
symbol for derivatives because of the convenient notation A’ for Derivative[1][A].
The rules are similar to declaring linearity of OPEs:
Derivative[i_][a_Plus] := Map[Derivative[i], a]
Derivative[i_][a_ b_] :=
b Derivative[i][a] /; OperatorQ[a]
Derivative[_][0] = 0 (3.3.24)
The first rule handles the i-th derivative of a sum. As Derivative[i_] expects
only one argument, a call to Distribute is not necessary. Instead, we map the i-th
derivative on all terms in the sum.
The second rule handles operators multiplied with scalars. We never need products
of operators in our framework.
Intermezzo 3.3.6
We comment on the efficiency of the rule for a product given in (3.3.24). In Mathematica
standard order, b follows a. Because Times has the attribute Orderless, this means that
during pattern matching the a_ pattern will be matched sequentially to every factor in
the product, while b_ will be the rest of the product. As we know that the argument
of Derivative[i] consists of some scalars times only one operator, we see that for each
scalar OperatorQ is called once, until the operator is found. Hence, it takes maximum n
evaluations of OperatorQ for a product of n factors. The steps in evaluating (a b c)’,
where only one of these is an operator, are:
if OperatorQ[a] then return(b c a’)
elseif OperatorQ[b] then return(a c b’)
elseif OperatorQ[c] then return(a b c’)
endif
This has to be contrasted with the rule
Derivative[i__][b_ a_] :=
a Derivative[i][b] /; OperatorQ[b] (3.3.25)
As a is ordered before b the steps in evaluating the same derivative (a b c)’ are:
if OperatorQ[b c] then
return( Times[a,
if OperatorQ[c] then return(b c’)
elseif OperatorQ[b] then return(c b’)
endif
])
elseif OperatorQ[a c] then
...
elseif OperatorQ[a b] then
...
endif
This is clearly more complicated. Moreover, to test OperatorQ[b c] may require two
evaluations of OperatorQ. In general, for n factors the worst case would be that n(n−
1)/2 tests are needed. The difference in performance is rather drastic, see fig. 3.2 where
we include also two other possibilities using Not[OperatorQ[a]].
Other rules in OPEdefs
With the above rules we have already a working package to compute OPEs of arbi-
trary nested composites. We also need to bring composites in a standard form. This
is done by NO. The rules attached to NO are entirely analogous to those for OPE.
One also needs some extra functions like OPESimplify. We do not give their
implementation here. One can always consult the source of OPEdefs for further
information.
One major ingredient of OPEdefs is not yet discussed: OPEPole. For the operation
of the above rules to work, only a very simple definition for the OPEPole of an OPEData
is needed:
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Figure 3.2: Timings for four different rules to implement extracting of scalars as
a function of the number of scalars. The timings are for the evaluation of d[A B]
where A is a product of i scalars and B is an operator.
Plain line for d[a_b_] := b d[a] /; Op[a],
dashed line for d[a_b_] := b d[a] /; !Op[b],
dash-dot line for d[a_b_] := a d[b] /; !Op[a],
dotted line for d[a_b_] := a d[b] /; Op[b].
OPEPole[n_][OPEData[A_]] :=
If [1 <= n <= Length[A], A[[-n]], 0]
OPEdefs allows also a syntax OPEPole[i][A,B]. This can be used to compute
only one pole of the complete OPE, avoiding the computation of all the other
poles. Currently, the rules for OPEPole are completely independent of those to
compute a full OPE. This is because when computing e.g. OPE[A, NO[B, C]] (see
OPECompositeHelpR above), it is more efficient to compute OPE[A, B] and OPE[A,
C] once and save these results. It is not a good programming practice to keep two
separate sets of rules computing essentially the same thing, but efficiency seemed to
be more important at this point.
3.3.4 Performance
In [192], a Wakimoto [202] realisation for the Kacˇ–Moody algebra B̂2 with level k
using 2 free scalars and 4 (bosonic) β, γ systems was constructed. Describing this
realisation would lead us too far here, but to give an idea of the complexity of the
calculation, the total number of composites in the realisation is rougly sixty, and
composites of up to four free fields are used.
In table 3.1, we tabulate CPU times for computing an OPE of two of the currents,
and the Sugawara tensor for this realisation. The first time given in the table is
the time for evaluating the statement after loading the package and defining the
realisation. The time between brackets is measured when the statement is repeated.
The second execution is much faster because OPEdefs stores some of the OPEs with
composites. Note that version 2.0 of Mathematica is roughly 1.4 times slower than
version 1.2.
Table 3.1: CPU time for the computation of the OPE of the currents corresponding to
the positive simple root of B̂2 (statement 9) and the computation of the Sugawara
tensor (statement 11) (see Ref. [192]) for Mathematica running on a PC 386 (25
Mhz).
Mathematica-version 1.2 1.2 2.0
OPEdefs-version 2.0 3.1 3.1
In[9] 23.5 (4.5) s 14.9 (2.8) s 19.3 (3.8) s
In[11] 43.2 (11.6) s 31.3 (9.4) s 40.7 (12.1) s
3.4 User’s Guide
This section is intended as a user’s guide to the package OPEdefs 3.1. Explicit
examples are given for most operations. Note thatOPEdefs 3.1 requiresMathematica
1.2 or later.
We introduce some special notations. Input for and output from Mathematica is
written in typeset font. Input lines are preceded by “In[n] :=”, and corresponding
output statements by “Out[n] =”, as in Mathematica.
As OPEdefs is implemented as aMathematica package, it has to be loaded before
any of its global symbols is used. Loading the package a second time will clear all
previous definitions of operators and OPEs, as well as all stored intermediate results.
Assuming that the package is located in the Mathematica-path, e.g. in your current
directory, issue:
In[1] := <<OPEdefs.m
After loading OPEdefs into Mathematica, help for all the global symbols is provided
using the standard help-mechanism, e.g. ?OPE.
Now, you need to declare the operators that will be used. If you want to define
bosonic operators T and J[i] (any index could be used), and fermionic operators
psi[i], the corresponding statements are:
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In[2] := Bosonic[T, J[i_]]
In[3] := Fermionic[psi[i_]]
The order of the declarations fixes also the ordering of operators used by the program:
T < J[1]’ < J[1] < J[2] < J[i] < psi[1] < ... (3.4.1)
By default, derivatives of an operator are considered “smaller” than the operator
itself. This can be reversed using the global options NOOrdering (see below).
Finally, the non-regular OPEs between the basic operators have to be given. An
OPE can be specified in two different ways.
The first way is by listing the operators that occur at the poles, the first operator in
the list is the one at the highest non-zero pole, the last operator has to be the one
at the first order pole, e.g. :
In[4] := OPE[T, T] = MakeOPE[{c/2 One, 0, 2T, T’ }];
Note the operator One which specifies the unit-operator.
The second way is by giving the OPE as a Laurent series expansion, adding the sym-
bol Ord which specifies the (implicit) arguments of the operators for which the OPE
is defined6. The arguments for the operators can be any Mathematica expression.
Warning: it is important that the operators occuring as arguments of OPE in a
definition should be given in standard order (3.4.1), otherwise wrong results will be
generated.
The following statements define a ̂SU(2)k-Kacˇ–Moody algebra:
In[5] := OPE[J[i_],J[i_]] :=
MakeOPE[-k/2 (z-w)^-2+ Ord[z,w,0]]
In[6] := OPE[J[1],J[2]] =
MakeOPE[J[3][w](z-w)^-1 +Ord[z,w,0]];
In[7] := OPE[J[2],J[3]] =
MakeOPE[J[1][w](z-w)^-1 + Ord[z,w,0]];
In[8] := OPE[J[1],J[3]] =
MakeOPE[-J[2][w](z-w)^-1 + Ord[z,w,0]];
In fact, with the above definitions, one has to use always the explicit indices 1, 2, 3
for the currents J . If we would compute an OPE with current J[i] where the index
i is not 1, 2 or 3, wrong results will be given. One can circumvent this peculiarity by
reformulating the definitions.
A normal ordered product [AB]0 is entered in the form NO[A,B]. Multiple com-
posites can be entered using only one NO head, e.g. NO[A,B,C]. This input is effec-
tively translated into NO[A, NO[B, C]]. All output is normal ordered with the same
convention, i.e. from right to left (input can be in any order). Also, the operators in
6The first time you use this syntax, you may notice an unexpected delay. This is because
Mathematica is loading the Series package.
composites will always be ordered according to the standard order (3.4.1).
As an example, we can define the Sugawara energy-momentum tensor for ̂SU(2)k.
The Mathematica output of an OPE is a list of the operators at the poles.
In[9] := Ts = -1/(k+2)(NO[J[1],J[1]]+
NO[J[2],J[2]]+NO[J[3],J[3]]);
In[10] := OPESimplify[OPE[Ts, J[1]]]
Out[10] = << 2|| J[1] ||1|| J[1]’ >>
Warning: when computing OPEs with composites, or when reordering composites,
OPEdefs remembers by default some intermediate results. Thus, it is dangerous to
change the definition of the basic OPEs after some calculations have been performed.
For example, consider a constant a in an OPE. If calculations are performed after
assigning a value to a, the intermediate results are stored with this value. Changing
a afterwards will give wrong results.
The other globally defined functions available from the package are:
• OPEOperator[operator_, parity_] provides a more general way to declare
an operator than Bosonic and Fermionic. The second argument is the parity
of the operator such that (−1)parity is +1 for a boson, and −1 for a fermion.
It can be a symbolic constant. This is mainly useful for declaring a bc-system
of unspecified parity, or a Kacˇ–Moody algebra based on a super-Lie algebra.
In such cases, the operator can contain a named pattern:
In[11] := OPEOperator[J[i_],parity[i]]
If one wants to declare more operators, one can group each operator and its
parity in a list:
In[12] := OPEOperator[{b[i_],parity[i]},{c[i_],parity[i]}]
See also SetOPEOptions[ParityMethod, _].
• OPEPole[n_][ope_] gets a single pole term of an OPE:
In[13] := OPEPole[2][Out[10]]
Out[13] = J[1]
OPEPole[n_][A_,B_] can also be used to compute only one pole term of an
OPE:
In[14] := Factor[OPEPole[4][Ts, Ts]]
Out[14] = (3 k One)/(2 (2 + k))
OPEPole can also give terms in the regular part of the OPE:
In[15] := OPEPole[-1][T, T]
Out[15] = NO[T’, T]
• MaxPole[ope_] gives the order of the highest pole in the OPE.
• OPEParity[A] returns an even (odd) integer of A is bosonic (fermionic).
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• OPESimplify[ope_, function_] “collects” all terms in ope with the same
operator and applies function on the coefficients. When no second argument
is given, the coefficients are Expanded.
In[16] := OPESimplify[OPE[J[1], NO[J[2], J[1]]]]
Out[16] = << 2|| (1 - k/2) J[2] ||1||
NO[J[1], J[3]] + J[2]’ >>
OPESimplify[pole_, function_] does the same simplifications on sums of
operators.
• OPEMap[function_, ope_] maps function to all poles of ope.
• GetCoefficients[expr_] returns a list of all coefficients of operators in expr
which can be (a list of) OPEs or poles.
• OPEJacobi[op1_,op2_,op3_] computes the Jacobi-identities (2.3.21) for the
singular part of the OPEs of the three arguments. Due to the nature of eq.
(2.3.21), the computing time will be smallest (in most cases) when op1 ≤ op2 ≤
op3 in the order (3.4.1). In nonlinear algebras, the computation will use rules
for OPEs of composites which assume that the Jacobi identities hold. This
means that the result of OPEJacobi gives only necessary conditions. In some
cases, different orderings of op1-op3 have to be tried to find all conditions.
The result of OPEJacobi is a double list of operators. It is generated by
Table[OPEPole[n][A,OPEPole[m][B,C]] +
corrections, {m, maxm},{n,maxn}]
All elements of the list should be zero up to null operators for the OPA to be
associative.
• Delta[i_,j_] is the Kronecker delta symbol δij .
• ClearOPESavedValues[] clears all stored intermediate results, but not the
definition of the operators and their OPEs. To clear everything, reload the
package.
• OPEToSeries[ope_] converts an OPE to a Laurent series expansion in z and
w. The arguments can be set to x and y with:
In[17] := SetOPEOptions[SeriesArguments, {x, y}]
• TeXForm[ope_] gives TEXoutput for an OPE. The same arguments are used
as in OPEToSeries.
• OPESave[filename_] (with filename a string between double quotes) saves
the intermediate results thatOPEdefs remembers to file (see the option OPESaving
below).
• SetOPEOptions is a function to set the global options of the package. The
current options are:
– SetOPEOptions[SeriesArguments, {arg1_, arg2_}] : sets arguments
to be used by TeXForm and OPEToSeries. One can use any Mathematica
expression for arg1 and arg2.
– SetOPEOptions[NOOrdering, n_] : if n is negative, order higher deriva-
tives to the left (default), if n is positive, order them to the right.
– SetOPEOptions[ParityMethod, 0|1] : makes it possible to use opera-
tors of an unspecified parity. When the second argument is 0 (default),
all operators have to be declared to be bosonic or fermionic. When the
argument is 1, OPEOperator can be used with a symbolic parity. Note
that in this case, powers of −1 are used to compute signs, which is slightly
slower than the boolean function which is used by the first method.
This option is not normally needed as the use of OPEOperator with a
non-integer second argument sets this option automatically.
– SetOPEOptions[OPESaving, boolean_] : if boolean evaluates to True
(default), OPEdefs stores the intermediate results when computing OPEs
of composites and when reordering composites. This option is useful if
Mathematica runs short of memory in a large calculation, or when com-
puting with dummy indices7.
– SetOPEOptions[OPEMethod, method_] : with the parameter method equal
to QuantumOPEs enables normal OPE computations (default setting), while
ClassicalOPEs enables Poisson bracket computations. Using this option
implicitly calls ClearOPESavedValues[].
3.5 Example : The conformal anomaly in super-
string theory
We consider only one free boson field X and one free fermion field ψ because ad-
ditional free fields will have exactly the same OPEs and commute with each other.
We denote ∂X with J and ψ with psi (we normalise them such that they have
a +1 in their OPEs (2.6.7) and (2.6.26)). The ghosts are a fermionic b, c system
(operators b,c) and a bosonic β, γ system (operators B,G) (normalised such that
iA
j = (−1)i+1iδj in eq. (2.6.31)). b has conformal dimension 2 and β has 3/2. It is
now a trivial task to compute the conformal anomaly:
In[1] := <<OPEdefs.m
7No mechanism to use dummy indices is built-in in OPEdefs. I wrote a separate package Dum-
mies to handle this.
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In[2] := Bosonic[J,B,G]; Fermionic[b,c,psi];
OPE[J,J] = MakeOPE[{One, 0}];
OPE[psi,psi] = MakeOPE[{One}];
OPE[b,c] = MakeOPE[{One}];
OPE[B,G] = MakeOPE[{One}];
Tb = 1/2 NO[J,J]; Tf = -1/2 NO[psi,psi’];
Tbc = -2 NO[b,c’] - NO[b’,c];
TBG = 3/2 NO[B,G’] + 1/2 NO[B’,G];
In[3] := OPESimplify[OPE[Tb,Tb]]
Out[3] = << 4|| One/2 ||3|| 0 ||2|| NO[J, J] ||1||
NO[J’, J] >>
In[4] := OPESimplify[OPE[Tf,Tf]]
Out[4] = << 4|| One/4 ||3|| 0 ||2|| NO[psi’, psi] ||1||
NO[psi’’, psi]/2>>
In[5] := OPESimplify[OPE[Tbc,Tbc]]
Out[5] = << 4|| -13 One ||3|| 0 ||2||
-4 NO[b, c’] - 2 NO[b’, c]||1||
-2 NO[b, c’’] - 3 NO[b’, c’] - NO[b’’, c] >>
In[6] := OPESimplify[OPE[TBG,TBG] - MakeOPE[{2 TBG,TBG’}]
Out[6] = << 4|| 11 One/2 ||3|| 0 ||2|| 0 ||1|| 0 >>
We see that each bosonic (fermionic) field will contribute a central charge 1 (1/2)
to the total central charge of the theory. The b, c system contributes −26, and the
β, γ system 11. This gives the well known relation for the critical dimensions of the
bosonic string Db − 26 = 0 and the superstring 3/2Ds − 26 + 11 = 0. Moreover, we
can easily verify that the energy–momentum tensors obey the Virasoro algebra .
The reader without experience in CFT is invited at this point to take out some
time and compute the OPE for TBG, for instance, by hand. Although this compu-
tation is rather trivial with OPEdefs, the same calculation was attempted in [179]
using the mode–algebra. There it proved not to be possible to compute the Virasoro
algebra automatically due to difficulties with the infinite sums in the normal ordered
products.
3.6 Future developments
A first extension would be to add the possibility to specify a range of poles one
wants. This would unify the current implementations of OPE and OPEPole. The
main difficulty in programming this, is that when saving intermediate results, one
has to see which poles are already computed and which not.
The objective in writing OPEdefs, was to make a package available which is as
general as possible. One could write specialised extensions which would outperform
OPEdefs. For instance, the restriction to free fields would be very useful. Also
W–algebras, a conformal OPA generated by quasiprimaries, form a preferred sub-
class of the OPAs. In this case it would be advantageous to compute in a basis of
quasiprimaries, see section 4.3. A package under development [194] collects some
formulas for working with (quasi)primaries in aW–algebra, but it relies on OPEdefs
for computing OPEs.
The main restriction of OPEdefs is of course the requirement of poles of integer
order. In particular, vertex operators are widely used in conformal field theory. Here
the order of the powers in the generalised Laurent expansion remain integer spaced.
This should make it possible to extend OPEdefs to handle this case. However, the
notion of the singular and regular part of an OPE is not so important when using
vertex operators as in other cases. Indeed, the normal ordered product of two vertex
operators should not be defined as the zeroth order pole in their OPE. This makes it
desirable to use a data representation which keeps the information to generate any
“pole”, but stores already computed results8. This would make it possible to work
with vertex operators Va with a symbolic weight a, and not only with fixed numbers.
One could then also define an OPE between fields of (non-numeric) dimension h1, h2,
e.g. with the unit operator at the pole of order h1 + h2. Finally, the extension to
nonmeromorphic OPEs would allow to treat parafermions [67, 68, 95].
We are currently working at a version for computing with super OPEs in N = 2
superfields [137]. Extension to arbitrary N will not give great difficulties.
Finally, it would be convenient to be able to use dummy indices in OPEdefs. I
wrote a separate package Dummies to handle this. However, this package uses only
a rudimentary algorithm to simplify expressions with dummy indices. There seems
to exist no algorithm (except exhaustive enumeration) to do this simplification for
the case at hand. The main difficulty is that correction terms are needed when
interchanging operators in a normal ordered product.
3.7 Other packages
As shown in section 2.4, an other approach to the same problem would be to use
modes. An attempt to compute commutators of the modes of normal ordered opera-
tors in reduce [179] was not completely successful due to difficulties in the reshuffling
of the indices in infinite sums. It should be possible to avoid this by constructing
the formulas for commutation with a mode of a composite operator by looking at
the corresponding formula for OPEs. Apparently, this is done in a package by L.
Romans, which is not published, but acknowledged by a few authors. The mode-
approach has probably the advantage that contributions of the tower of derivatives
of a quasiprimary operator (see section 4.3) are summed in advance. However, this
8This is a well known concept called “streams” in the symbolic manipulation program Axiom,
where e.g. Taylor series are stored in this way.
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definition (2.4.1) which makes the formulas for computing with modes convenient is
restricted to a conformal OPA.
Related to mode calculations is the approach taken by H. Kausch (using another
symbolic manipulation programMaple). He uses the equivalence between conformal
fields Φ(x) and states Φ(0)|0 > discussed in [98]. As this reference restricts itself
to bosonic fields of integer dimension, and fermionic fields of half-integer dimension,
we suspect that Kausch’s program will not be able to handle algebras outside this
framework, like [160, 21, 49], while they present no problems for OPEdefs. However,
Kausch did not publish his work.
Finally, A. Fujitsu recently developed a package, ope.math, in Mathematica for
computing OPEs of free fields [93]. It is able to treat vertex operators at non-integer
poles (this is not possible in OPEdefs). However, one cannot compute OPEs in a
W–algebra or a Kacˇ–Moody algebra, except by working in a realisation with free
fields. The current version is much slower than OPEdefs for calculations without
vertex operators. ope.math uses a fixed notation for all fields, e.g. the i-th derivative
of a complex boson (part of a bosonic b, c-system, see section 2.6) has to be called
be[i, j, z] where j is an index and z the coordinate. The package is currently not
able to work with an unspecified number of fields, i.e. ope[be[0,i, z], ga[0,j,
w]] returns zero.
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W-algebras
In this chapter, we focus our attention on W–algebras. Recall that we defined a
W–algebra as an Operator Product Algebra (OPA) generated by a Virasoro operator
T and quasiprimary operators W i. We first discuss the representations of W–alge-
bras, section 4.2. We then show how the representations of the global conformal
group restrict the possible Operator Product Expansions (OPEs) of the generators,
section 4.3. In the next section, the full conformal group is studied. We demonstrate
by using the Jacobi identities how to reconstruct the complete OPEs from the knowl-
edge of the coefficients of the primary operators in these OPEs. The ultimate goal
of section 4.3 is to provide the formulas for an algorithmic computation of Virasoro
descendants and the coefficients with which they appear in OPEs.
In section 4.5, we discuss a few of the more important methods to construct W–
algebras and comment on the classification of the W–algebras. As an illustration
of the ideas in this chapter, we conclude with an example in section 4.6: the WcB2
algebra.
The presentation used in sections 4.3 and 4.4 is slightly more general than the
literature, and in subsections 4.3.2, 4.4.2 and 4.4.3 new developments are given. The
results on the WcB2 algebra were published in [78].
4.1 Introduction
The chiral symmetry generators of a conformal field theory in general form aW–alge-
bra. The representation theory ofW–algebras will thus have its direct consequences
for the correlation functions of the theory. For physical applications, highest weight
representations are most useful. In certain special cases, the correlation functions are
completely fixed by the symmetry algebra. These representations are the minimal
models, pioneered for the Virasoro algebra in [13] and extended to otherW–algebras
in [66, 63, 65, 6]. They consist of a finite number of highest weight operators which
each give rise to degenerate a representation. Minimal models were first studied as
a simple model for infinite dimensional highest weight representations. Almost all
exactly solvable conformal field theories (CFT) are based on minimal models. They
also appear in W-string theory, see chapter 8.
The study of theW–algebras is complicated by the fact that the OPEs can contain
composite terms, or equivalently the mode algebra is nonlinear. The prototype of a
nonlinear W–algebra is the W3 algebra [211]. It is generated by the energy–momen-
tum tensor T and a dimension 3 current W with OPEs given by:
T (z)T (w) =
c
2
(z − w)−4 + 2(z − w)−2T (w) + (z − w)−1∂T (w) + · · ·
T (z)W (w) = 3(z − w)−2W (w) + (z − w)−1∂W (w) + · · ·
W (z)W (w) =
c
3
(z − w)−6 + 2(z − w)−4T (w) + (z − w)−3∂T (w)
+(z − w)−2
[
2βΛ(w) +
3
10
∂2T (w)
]
+(z − w)−1
[
β∂Λ(w) +
1
15
∂3T (w)
]
+ · · · , (4.1.1)
where:
Λ = [TT ]0 − 3
10
∂2T (4.1.2)
and:
β =
16
22 + 5c
. (4.1.3)
The operator Λ is defined such that it is quasiprimary, i.e. [TΛ]3 = 0. Although this
is the simplest nonlinear W–algebra for generic c, checking the Jacobi identities by
hand is already a nontrivial task.
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We notice that the rhs of the OPE [WW ] can be written in terms of quasipri-
maries or their derivatives. Using the global conformal transformations, generated
by L±1, L0, we will see in section 4.3 that the coefficients of the derivatives of the
quasiprimaries, are numbers depending only on the dimensions of the operators in-
volved. This result was already contained in the paper of Belavin, Polyakov and
Zamolodchikov [13]. We present some new results on how the quasiprimaries in a
given OPE can be found.
The full conformal group gives even more information. In case that the OPA
is generated by primary operators and their descendants, the Jacobi identities with
{T,Ψi,Ψj} fix the form of the OPE of two primaries Ψi,Ψj. In fact, the coefficients of
the descendants of the primaries occuring in the OPE now depend on the dimensions
of the operators and the central charge. In the example of W3, the only primary
in the singular part of the W (z)W (w) OPE is the unit operator at the sixth order
pole. The rest of this OPE is then completely determined by the Jacobi identity
{T,W,W}.
It was shown in [13, 74] how the coefficients of the Virasoro descendants can be
found. As they can be very complicated, automation of the computation of these
coefficients is highly desirable1. However, in the basis for the descendants used
in [13, 74] this computation is very CPU-intensive. We will therefore construct a
basis of quasiprimaries, and give the necessary formulas to compute descendants and
coefficients in this basis. A Mathematica package that implements these algorithms
is now in testing phase [194].
The conclusion will be that we can reconstruct the OPEs of the primary gener-
ators of a W–algebra from the list of the coefficients of all primaries. For primary
operators Ψi, we will write symbolically:
Ψi ×Ψj −→ Cijk [Ψk] , (4.1.4)
where [Ψk] denotes the conformal family of the primary operator Ψk. We only
have to keep track of the primaries in the singular part of the OPE, because any
primaries in the regular part can be constructed from the information contained in
the singular part of the OPE. The structure constants Cij
k are still restricted by the
Jacobi identities discussed in 2.3, but now for triples of primaries. Unfortunately,
the equations for the coefficients are too complicated to solve in the general case,
preventing to classify theW–algebras in this way. We will discuss briefly some other
attempts towards the classification.
1The descendants themselves are easily computed using OPEdefs.
4.2 Highest weight representations and minimal mod-
els
In this section we consider representations of a W–algebra which are constructed by
acting repeatedly with the generators of the W–algebra on a highest weight state
|φ>.
Definition 4.2.1 For a mode algebra with generatorsW in (withW
0 ≡ T ), a highest
weight state (HWS) |φ> with weights wi satisfies:
W i0|φ> = wi|φ>, W in|φ> = 0 n > 0 ,
In this definition it is understood that a generator with half-integral modes has no
weight associated to it. We will use the correspondence between states and fields
in meromorphic conformal field theory, as discussed in [98]. So, with every highest
weight operator φ corresponds a highest weight state |φ>.
For the Virasoro algebra it is natural to take φ to be a primary operator of
dimension h. This gives an extra condition L̂−1φ = ∂φ. The notion of a primary
operator, and in particular the requirement that the first order pole of the OPE
of the energy–momentum tensor with a primary operator is the derivative of the
operator, arises from the geometrical interpretation of a conformal transformation
eq. (2.1.4). As no geometrical meaning is currently known for the transformations
generated by currents with a nonlinear OPE, the concept of a W–primary cannot
be defined at present.
To define a highest weight representation, we first introduce some notation. We
will denote a sequence (W i)−n1 . . . (W
i)−nk where nj ≥ nj+1 > 0, as (W i)−{n}. This
notation is extended to sequences of modes of different generatorsW 0−{n0} . . .W
d
−{nd},
which we write as W−{n}, where {n} forms an ordered partition of N with a dif-
ferent “colour” for every generator. We use the convention that for a sequence of
positive modes, the order is the reverse as for negative modes, i.e. W{n} acts like
W d{nd
kd
} . . .W
d
{nd1}
. . .W 0{n01}.
A Verma module is then defined as the space of all “descendants” W−{n}|φ>.
The level of the descendant is defined as its L0 weight minus the L0 weight of |φ>,
e.g. the level of L−n(W
i)−mφ is n+m. Although the dimension of the Verma modula
is infinite, the dimension of the space of descendants at a certain level is finite.
The representation can then be computed by using the (graded) commutators of
the modes and the definition 4.2.1. The representation will (at least) depend on the
weights wi and on the central charge c of the W–algebra, we will write R(wi, c).
The representation is reducible, or degenerate, if at a certain level N there occurs
a new HWS, which will be the starting point for a new tower of states. One can then
divide out this new representationR(w˜i, c), where h˜ = w˜0 = h+N . If this process is
repeated for all descendant HWSs, one finally obtains an irreducible representation.
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The descendant state which is also a HWS is often called a singular vector of the
representation.
We can define an inner product on the Verma module indirectly via the adjoint
operation: (
W in
)†
=W i−n <φ|φ>= 1 . (4.2.1)
For two states with weights wi, w˜i, eq. (4.2.1) implies that a nonzero inner product
can only occur of wi = w˜i. In particular, two descendant states of different level
have zero inner product. Singular vectors have inner product with all other states.
Singular vectors can be constructed using screening operators S. These are char-
acterised by the fact that the singular part of the OPE of a generator W i with S
can be written as a total derivative:
W i(z)S(w) =
∑
n
[W iS]n(w)
(z − w)n =
d
dw
[something] +O(z − w)0 . (4.2.2)
Using eq. (2.3.16), this is seen to be equivalent to [SW i]1 = 0. For any screening
current S, we can define an “intertwiner” QS whose action on an operator X is given
by:
QS X(w) =
∮
Cw
dz
2πi
S(z)X(w) = [SX ]1(w) . (4.2.3)
Due to eq. (4.2.2), QS commutes with the modes W
i
m. This means that QS on a
HWS |φ> is either zero, or another HWS. In general, QS |φ> will be a descendant
of another HWS. Hence, the intertwiners can be used to construct singular vectors.
The matrix S of the inproducts of all descendants at level N is called the
Sˇapovalov form. It depends only on the weights wi of the HWS and the central
charge of the W–algebra. The determinant of S is the Kacˇ–determinant [126]. Its
zeroes are related to the singular vectors in the representation.
Because highest weight descendants are null operators, they generate partial dif-
ferential equations on the correlation functions [13]. Completely degenerate repre-
sentations have as much independent null vectors as possible [31]. It can then be
proven [13] that the HWSs which give rise to a singular vector form a closed (possibly
non-meromorphic) OPA. Minimal models are then defined as those cases where this
OPA is finitely generated.
4.3 Consequences of the global conformal group
In this section, we will study the OPEs of the quasiprimaries in a W–algebra. The
global conformal group, generated by the modes L−1, L0, L+1 of the energy–momen-
tum tensor T , puts strong restrictions on these OPEs.
Recall the definition of a quasiprimary operator Φi of dimension hi (def. 2.3.6)
2:
 L1Φi = 0
 L0Φi = hiΦi
 L−1Φi = ∂Φi ,
(4.3.1)
where the modes are defined, eq. (2.4.1), as:
LnΦ ≡ [TΦ]n+2 . (4.3.2)
From the definitions in section 4.2, we see that a quasiprimary operator furnishes a
highest weight representation for the global conformal algebra.
We will use the following assumption:
Assumption 4.3.1 All elements of the OPA are linear combinations of quasipri-
maries Φi and their global conformal descendants, namely their derivatives.
This is a natural – and commonly used – assumption, but see intermezzo 4.3.1.
Intermezzo 4.3.1
Consider a free field theory with background charge, see subsection 2.6.1. Using the
definition of the energy–momentum tensor, eq. (2.6.17), T = 1/2[∂X∂X]0 − q ∂2X, we
see that ∂X is not quasiprimary when q is not zero:
T ∂X = << 2q | ∂X | ∂2X >> .
X is not even a scaling operator:
T X = << q | ∂X >> .
Hence, including ∂X as a generator of the OPA, would make the assumption 4.3.1
invalid.
Consider now a vertex operator Va, which is primary with conformal dimension ha =
a(a+ 2q)/2 with respect to T . Using eq. (2.6.14), we find for the OPE of Va with V−a:
Va(z)V−a(w) = (z − w)−a
2
(1 + (z−w)a∂X(w) + . . .)
This OPE obeys all associativity conditions. In particular, this means that it satisfies
Jacobi identities with T , given in eq. (4.3.6), for all q. Clearly, it provides an example of
an OPE of two primary operators which cannot be written in a basis of quasiprimaries
(if q 6= 0), even not in a basis of highest weight operators.
Of course, by taking a different T as the Virasoro operator, the results of this chapter
can be applied.
2For convenience, we will drop the hats on the Lˆ in the rest of this chapter.
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4.3.1 Consequences for OPEs
We will now investigate how this assumption restricts the form of the OPEs. Consider
the OPE of two quasiprimary operators. The assumption 4.3.1 implies that it can
be written as:
Φi(z)Φj(w) =
∑
k
∑
p≥0
akij(p) ∂
pΦk(w)(z − w)p−hijk , (4.3.3)
where we introduced the notation:
hijk = hi + hj − hk . (4.3.4)
The coefficients akij(p) are (partially) determined by the Jacobi identities, eq. (2.3.21),
in the OPA. We now set out to find these coefficients. The method we use consists in
acting with L1 on eq. (4.3.3). For L1 acting on the lhs, we use the Jacobi identities
of {T,Φi,Φj}, while for the rhs of eq. (4.3.3) we use the identities of {T, T,Φk}.
We write the lhs of eq. (4.3.3) with the notation introduced in eq. (2.3.3):
Φi(z)Φj(w) =
∑
n
[ΦiΦj]n(z − w)−n . (4.3.5)
From the Jacobi identities (2.3.21), or alternatively, using the commutation rules of
the modes of Φi with Lm given in eq. (2.4.7)
3, gives:
L1
m[ΦiΦj ]n = (2hi −m− n)m[ΦiΦj ]m+n , (4.3.6)
where the Pochhammer symbol (a)n is defined in eq. (2.A.1).
For the action of L1
m on the rhs of eq. (4.3.3), we use the following formula:
L1
mL−1
pΦk = (p−m+ 1)m(2hk + p−m)mL−1p−mΦk , (4.3.7)
which can be derived using (4.A.1). Note that we dropped the term L1Φk as it is
zero.
Comparing the powers of (z − w)−n, we find:
(2hi −m− n)m
∑
k
akij(hijk −m− n) ∂hijk−m−nΦk =
∑
k
akij(hijk − n) (hijk − n−m+ 1)m
(hi + hj + hk − n−m)m ∂hijk−m−nΦk . (4.3.8)
3The commutation relations eq. (2.4.7) were derived for a primary field Φ. Clearly, they are also
valid for a quasiprimary if Lm ∈ {L1, L0, L−1}.
We now temporarily assume that the {Φi} form an independent set, i.e. no linear
combination of the Φi and their derivatives can be made which is a null operator.
This means that the coefficients of all ∂pΦk in the lhs and rhs have to be equal.
Choosing m = hijk−n, gives:
akij(m) m! (2hk)m = (hi − hj + hk)makij(0) . (4.3.9)
Introducing the notation:
akij(0) = Ckij akij(n) = Ckijα(hi, hj, hk, n) , (4.3.10)
we conclude that if all hk > 0:
Φi(z)Φj(w) =
∑
k
∑
n≥0
Ckijα(hi, hj , hk, n) ∂nΦk(w)(z − w)n−hijk , (4.3.11)
where:
α(hi, hj , hk, n) =
(hi − hj + hk)n
n! (2hk)n
. (4.3.12)
Eqs. (4.3.11,4.3.12) were derived in [13]. They enable us to reconstruct the complete
OPE when the structure constants Ckij are given, i.e. the coefficients of the quasipri-
maries at every pole. It is easily verified that the OPEs of the W3-algebra have the
structure given in eqs. (4.3.11,4.3.12).
We now treat some special cases where eqs. (4.3.11,4.3.12) are not valid.
When hk is half-integer and not strictly positive, eq. (4.3.9) indicates that a
k
ij(1−2hk)
is not determined by the global conformal transformations. This is because in this
case ∂1−2hkΦk is a quasiprimary (with dimension 1−hk), as is easily checked using
eq. (4.3.7). This situation will be mirrored in the next section when considering the
full conformal group. It occurs because the highest weight representation generated
by Φk for hk ≤ 0 is reducible.
When null operators occur in the OPA, extra free coefficients in eq. (4.3.8) can
appear. However, we can continue to use eqs. (4.3.11,4.3.12) as indeed coefficients if
null operators are arbitrary.
4.3.2 Finding the quasiprimaries in an OPE
For practical applications, the quasiprimaries at each pole have to be identified when
the complete OPE is given. This is the reverse problem of the previous subsection.
We write the quasiprimary at the m-th order as QPm(Φi,Φj). It can be deter-
mined in a recursive way by using the results of the previous subsection. Indeed, the
highest pole of the OPE is by assumption 4.3.1 quasiprimary. We can substract the
complete “tower” of derivatives of this quasiprimary from the OPE to end up with
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a new Laurent series where the most singular term is again quasiprimary. We find:
QPm(Φi,Φj) = [AB]m
−
∑
n≥1
α(hi, hj , hi+hj−m−n, n) ∂n(QPm+n(Φi,Φj)) . (4.3.13)
In particular, for m = 0 this formula provides a definition of a quasiprimary normal
ordered product of two quasiprimaries, for example:
NO(TΦi) = [TΦi]0 − 3
2(2hi + 1)
∂2Φi , (4.3.14)
of which eq. (4.1.2) is a special case. More general, we see that QPm(Φi,Φj) for
m ≤ 0 are composite quasiprimaries. The formula (4.3.13) appears also in [26].
The recursive definition eq. (4.3.13) of the operators QPm is a very inefficient,
and complicated, way of computing the quasiprimaries. To simplify this definition,
we note that it can be rewritten as:
QPm(Φi,Φj) =
∑
n≥0
amn (hi, hj) ∂
n[ΦiΦj ]n+m , (4.3.15)
where the coefficients amn (hi, hj) are determined by eq. (4.3.13). We find:
n∑
k=0
am+kn−k (hi, hj)α(hi, hj , hi+hj−m−k, k) = 0 . (4.3.16)
We will provide a closed form for the solution of eq. (4.3.16) by requiring that eq.
(4.3.15) defines a quasiprimary operator:
L1 QP
m(Φi,Φj) = 0 . (4.3.17)
To do this, we need the action of L1 on all the terms in eq. (4.3.15):
L1(∂
n[ΦiΦj ]p) = (2hi − p− 1)∂n[ΦiΦj ]p+1 +
n(2hi + 2hj − 2p+ n− 1)∂n−1[ΦiΦj ]p , (4.3.18)
which can be derived by commuting L1 to the right. The result contains a term
similar to eq. (4.3.7), and a term coming from the action of the L1 on [ΦiΦj ]p, see
eq. (4.3.6). We find for eq. (4.3.17):∑
n≥1
∂n−1[ΦiΦj ]m+n
(
amn−1(hi, hj) (2hi − n−m) +
amn (hi, hj)n (2hi + 2hj − 2m− n− 1)
)
= 0 . (4.3.19)
In the general case, this amounts to a recursive relation4:
amn (hi, hj) = −
2hi − n−m
n(2hi + 2hj − 2m− n− 1)a
m
n−1(hi, hj) . (4.3.20)
Choosing am0 equal to 1, gives:
amn (hi, hj) = (−1)n
(2hi − n−m)n
n!(2hi + 2hj − 2m− n− 1)n . (4.3.21)
Intermezzo 4.3.2
We can directly check that the coefficients given in eq. (4.3.21) indeed satisfy eq. (4.3.16).
This involves the summation of terms which are a product of factorials. This summation,
and most of the other sums that will be used in this chapter, can be done using the
Algebra‘SymbolicSum‘ package of Mathematica, which provides an implementation of
the Gosper algorithm. However, the current version of this package does not handle the
Pochhammer function. This can be remedied by converting the Pochhammer functions
to a quotient of Γ-functions, eq. (2.A.1). The results returned by SymbolicSum in the
case at hand contain a cosecans. This can again be converted to Γ-functions using the
identity:
sin(pix) =
pi
Γ(x)Γ(1− x) .
The result then contains terms like Γ(−n) which are infinite for positive n. However,
as all sums in this chapter are finite, these infinities necessarily disappear against terms
like Γ(2 − n)−1. It is possible to write a set of Mathematica rules which checks this
cancellation automatically by converting quotients of Γ-functions back to Pochhammer
symbols. All sums in this chapter are computed in this way.
In the case at hand, eq. (4.3.16), the final result contains a factor:
−2n√pi Γ(2n) + 4n Γ(1
2
+ n) Γ(1 + n) ,
which is zero (except at the singularities), proving that eq. (4.3.21) provides the solution
of eq. (4.3.16).
As the operator QPm(Φj ,Φi) extracts the quasiprimary at the m-th order pole,
we expect that reversing i and j does not give a new operator. Indeed, an explicit
calculation gives5:
QPm(Φj ,Φi) = (−1)ij+m QPm(Φi,Φj) , (4.3.22)
4Of course, when ∂n−1[ΦiΦj ]m+n is proportional (up to null operators) to ∂n[ΦiΦj ]m+n+1, eq.
(4.3.19) fixes only a combination of amn and a
m
n+1, but it is this combination that will appear in eq.
(4.3.15).
5Ref. [26] contains this formula for m = 0,−1.
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where ij in the phase factor gives a sign depending on the parity of the quasiprimaries
(−1 if both are fermionic, 1 otherwise). This equation can be proven using eq. (2.3.16)
and the identity:
n∑
m=0
(−1)m
(n−m)!a
q
m(hj , hi) = a
q
n(hi, hj) . (4.3.23)
To conclude this subsection, let us discuss a special case where eq. (4.3.21) is not
valid, namely when n ≥ nc, where we define:
nc = 2(hi+hj−m)− 1 . (4.3.24)
We observe that the coefficient amnc(hi, hj) is not determined by eq. (4.3.19). On the
other hand, eq. (4.3.15) shows that for such n ≥ nc, the amn are coefficients of the
n-th derivative of a operator with dimension h ≤ 0. As discussed in the previous
subsection,for any quasiprimary of dimension hk ≤ 0, ∂1−2hkΦk is also quasiprimary.
This is clearly the origin of the freedom in amnc(hi, hj).
Let us take as an example n = nc, and assume that there are no poles of order
higher than m + nc. In this case [ΦiΦj ]m+nc is a quasiprimary of negative or zero
conformal dimension. In this case, QPm(Φi,Φj) is indeed quasiprimary for arbitrary
amnc(hi, hj).
4.4 Consequences of the full conformal group
In the previous section, the global conformal transformations and their implications
on OPEs were studied. Here, we extend the analysis to include all modes Ln of the
energy–momentum tensor T , acting on primary operators. A primary operator Ψi
of dimension hi satisfies (def. 2.3.6):
LnΨi = 0 n > 0
L0Ψi = hi
L−1Ψi = ∂Ψi .
(4.4.1)
Similarly to the previous section, we use the following assumption.
Assumption 4.4.1 All elements of the OPA are linear combinations of the prima-
ries Ψi and their Virasoro descendants.
Note that we included the unit operator in the list of primaries which generate the
OPA. The energy–momentum tensor T is then a Virasoro descendant of :
L−2 = T . (4.4.2)
4.4.1 Restrictions of conformal covariance on the OPEs
As in the previous section, assumption 4.4.1 implies that the OPE of two primary
operators can be written as:
Ψi(z)Ψj(w) =
∑
k
∑
{p}
Cij
k β(hi, hj , hk, {p}) L−{p}Ψk(w) (z − w)P−hijk , (4.4.3)
where the sum is over all ordered sequences {p} and P is the level of {p} (see section
4.2 for notations). To rewrite eq. (4.4.3) in terms of composites with T , we use eq.
(2.3.14):
L−pΨ = [TΨ]2−p =
1
(p− 2)! [∂
p−2T Ψ]0 p ≥ 2 . (4.4.4)
The β-coefficients defined in eq. (4.4.3) depend only on the dimensions of the pri-
maries. They were introduced in [13], where the first two levels where computed
explicitly. The equations which determine these coefficients where explicitly written
down in [74] using the inner product given in section 4.2. We now show how these
equations can be derived independently of the inproduct, in a way entirely analogous
to the previous section.
We will act with positive modes Ln on eq. (4.4.3). For the lhs, the Jacobi identities
(2.3.21) with T imply:
Lp[ΨiΨj]n = hj(p− 1)[ΨiΨj ]n + [(L−1Ψi)Ψj]n+1 . (4.4.5)
Because Ψi is a primary operator, we have that L−1Ψi = ∂Ψi, eq. (4.4.1), which
gives together with eq. (2.3.13):
Lp[ΨiΨj]hijk−P = (hip− hj + hk + P − p)[ΨiΨj ]hijk−P+p . (4.4.6)
Extending this result to a partition {p} of P , we find:
L{p}
(
[ΨiΨj ]hijk−P
)
= f(hi, hj , hk, {p})[ΨiΨj]hijk , (4.4.7)
where
f(hi, hj, hk, {p}) ≡
∏
l
(
hipl − hj + hk +
∑
l′>l
pl′
)
. (4.4.8)
On the other hand, the action of L{p} on the rhs of eq. (4.4.3) can be computed
by commuting the positive modes to the right, where they annihilate Ψk. The result
depends on the dimensions of the fields, but also on the central charge c appearing in
the commutators of the Virasoro algebra, eq. (2.4.5). No easy formula can be given
for the resulting expression, we write:
L{m}L−{n}Ψk = S
{m},{n}(hk, c) Ψk , (4.4.9)
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for partitions of the same level N. The matrix S is the Sˇapovalov form defined in
section 4.2. The dimension of S is given by the number of (ordered) partitions of N ,
which we denote by p(N).
Intermezzo 4.4.1
As an example we give the matrix S at level 2:
L2L−2Ψ = (4h+ c/2)Ψ L2L−12Ψ = 6hΨ
L1
2L−2Ψ = 6hΨ L12L−12Ψ = 4h(2h+ 1)Ψ ,
where Ψ is a primary with dimension h. S is a symmetric matrix. This follows from
the fact that the Virasoro commutators (2.4.5) are invariant under the substitution
Ln → L−n.
Assuming independence of the Virasoro descendants, we get:∑
{m}
S{n},{m}β(hi, hj , hk, {n}) = f(hi, hj, hk, {n}) , (4.4.10)
where the sum is over all partitions of N . This equation determines the β-coefficients
at level N completely, unless the matrix S is singular. The singular vectors of S
correspond to primary Virasoro descendants. Clearly, their coefficients cannot be
determined by the Jacobi identities with T . This corresponds to the poles in the
β-coefficients.
Intermezzo 4.4.2
From the previous intermezzo, we can give the β-coefficients at level two:
β(hi, hj , hk, {1, 1}) =
(
c (hi − hj + hk) (1 + hi − hj + hk) +
4hk
(
−4hi + 2hi2 + hj − 4hihj + 2hj2 −
hk + 4hihk − 4hjhk + 2hk2
))/
(
4hk (c (1 + 2hk) + 2hk (−5 + 8hk))
)
β(hi, hj , hk, {2}) =
(
hi − 3hi2 + hj + 6hihj − 3hj2 − hk
+2hihk + 2hjhk + hk
2
)/
(
c (1 + 2hk) + 2hk (−5 + 8hk)
)
.
These expressions are already complicated. The coefficient of L−12Ψk is undetermined
when hk = 0 because ∂Ψk is a primary of dimension 1 in this case. Also, when
c =
2 (5− 8hk) hk
1 + 2hk
the quasiprimary combination:
[TΨk]0 − 3∂
2Ψk
2(1 + 2hk)
turns out to be primary, which explains the second pole in the β-coefficients.
When trying to work out the β-coefficients at higher level, the main problem lies
in solving eq. (4.4.10). Standard numerical algorithms cannot be used, as the matrix
S contains the constant c, which we want to keep as a free parameter. Also, the
dimension p(N) of the matrix increases rapidly with the required level, which makes
solving eq. (4.4.10) for high levels unfeasible. In the next subsection, we will work
in a basis of quasiprimaries. This will increase the complexity of computing S, but
brings it to block-diagonal form, making the solution of equation eq. (4.4.10) much
easier. Also, the primary descendants are of course necessarily quasiprimaries, so
they are much easier to find in this basis.
We wish to stress that this analysis for Virasoro-primary operators cannot be
extended to highest weight operators. Indeed, to determine the coefficients of the
Virasoro descendants in an OPE, we explicitly used extra information about L−1 on
a primary operator, namely that L−1Ψ = ∂Ψ (see eq. (4.4.5)). As we do not have
such information at present for nonlinear algebras, it is not yet possible to write
down W-covariant OPEs. See also section 4.1.1 in [177].
4.4.2 Virasoro descendants in a quasiprimary basis
Our aim in this subsection is to use the information of section 4.3 to bring the system
of equations in eq. (4.4.10) in a block-diagonal form. This will be done by changing
to a basis of quasiprimary Virasoro descendants and their derivatives. This basis is
defined in terms of operators L˜m and L±1, where:
L˜mΨ ≡ QPm+2(T,Ψ) , (4.4.11)
for Ψ quasiprimary (see eqs. (4.3.15) and (4.3.21))6 The definition of L˜m depends on
the dimension of the operator on which it is acting. This can be avoided by using L0.
However, in the normalisation we chose, one needs to introduce factors (2L0 + i)
−1.
To avoid this, we will write L˜m(h) when confusion can arise.
The action of L˜m is well-defined for any quasiprimary Φ. When m < −1, the
sum in eq. (4.3.15) contains only a finite number of terms because am+2n (2, hj) = 0
for n ≥ 2−m. When m > 1, Ln+mΦ = [TΦ]n+m+2 is zero for n large enough. In
particular, when Φ is a level N descendant of a primary operator, Ln+mΦ = 0 if
n+m > N .
6These operators were also defined in [131], but apparently not used.
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We will denote partitions which do not contain the number 1 as {n˜}, and write
p1(N) for the number of such partitions. Note that all partitions of level N which
do contain a 1 can be obtained by adding a 1 to the normal partitions of level N −1.
This implies p1(N) = p(N)− p(N − 1).
The descendants
L−1
N−Nk L˜−{n˜k}Ψj (4.4.12)
(where the partition {n˜k} has level Nk) for Nk = 0, 2, 3, . . .N span the space of
all Virasoro descendants at level N . When no primary descendants exist, they are
independent.
Once we know the coefficients of the quasiprimaries at all levels M ≤ N , we can
use the results of the previous section to find the complete OPE:
Ψi(z)Ψj(w) =
∑
k
∑
{n˜}
Cij
k β˜(hi, hj , hk, {n˜})
∑
m≥0
α(hi, hj , hk +N,m) ∂
mL˜−{n}Ψk(w) (z − w)N+m−hijk . (4.4.13)
To determine the β˜-coefficients, we proceed as before, after a projection on the
quasiprimaries in eq. (4.4.13). We act with a sequence of L˜m operators, m ≥ 2, on
eq. (4.4.13). For the rhs, we need the matrix S˜ which appears in:
L˜{m˜}L˜−{n˜}Ψk = S˜
{m˜},{n˜}(hk, c) Ψk , (4.4.14)
To compute S˜, we have to know the commutation rules for the L˜n operators. We
will need only the case where we commute a positive mode through a negative mode.
We find for m,n > 1:
L˜m(h+ n)L˜−n(h) = δm−nf1(h,m) + L˜m−nf2(h,m,−n)
+
∑
p≥2−min(n,m)
L˜−n−p(h−m−p)L˜m+p(h) f3(h,m,−n, p) , (4.4.15)
where we take L˜±1 = 0 and L˜0 = L0. The coefficients fi appearing in eq. (4.4.15)
are quite involved and are given in appendix 4.A, see eqs. (4.A.10, 4.A.16). The sum
in eq. (4.4.15) contains an infinite number of terms, but we have to keep only the
terms with p+m ≤ N when acting on a Virasoro descendant of level N .
Applying L˜{m˜} to the lhs of eq. (4.4.13), after projecting on the quasiprimaries,
we get the analogue of eq. (4.4.7):
L˜{n˜}
(
QPhijk−N˜ (Ψi,Ψj)
)
= f˜(hi, hj , hk, {n˜})QP hijk(Ψi,Ψj) , (4.4.16)
where the f˜(hi, hj , hk, {n˜} are given in the appendix, eq. (4.A.25).
We have the final equation:∑
{m˜}
S˜{n˜},{m˜}β˜(hi, hj , hk, {n˜}) = f˜(hi, hj , hk, {n˜}) , (4.4.17)
where the sum is over all partitions of N , not containing the number 1.
Intermezzo 4.4.3
As an example, at level 2 we find:
S˜{2},{2}(h, c) =
c− 10h + 2ch+ 16h2
2 (1 + 2h)
. (4.4.18)
This gives for β˜(hi, hj , hk, {2}) immediately the result of intermezzo 4.4.2. In contrast
to when using the L−{n} basis, no problem of inverting S˜ occurs when we consider a
dimension 0 operator7. We find:
β˜(hi, hj , 0, {2}) = hi − 3h
2
i + hj + 6hihj − 3h2j
c
, (4.4.19)
which reduces to 2hi/c for hj = hi.
A particular example of a dimension zero operator is the unit operator . We see
that the conventional normalisation of a primary operator of dimension h with OPE
Ψ(z)Ψ(w) = c/h(z − w)−2h + . . . gives as level two descendant simply 2T , i.e. with a
c-independent coefficient.
The complexity of the coefficients in eqs. (4.4.15) and (4.4.16) makes these for-
mulas unsuited for pen and paper calculations, but is no problem when using a
symbolic manipulation program. As discussed in intermezzo 4.4.4, it turns out that
the calculation of S takes even more time than needed for S˜. Actually, we are more
interested in the quasiprimary basis, so we do not need S at all. Even more im-
portant for computer implementation [194] is that we reduced the dimension of the
system of equations eq. (4.4.17) from p(N) to p1(N) = p(N)− p(N − 1). That this
is a significant simplification is easily seen on a few examples. For levels 2 through
8, p(N) is {2, 3, 5, 7, 11, 15, 22} while p1(N) is {1, 1, 2, 2, 4, 4, 7}.
Intermezzo 4.4.4
As an illustration of the above arguments, we will present some timings when using
an implementation in Mathematica of the formulas in this and the previous section.
Timings were done in Mathematica 2.2 running on a 486 (50 MHz).
To compare the computation of the S and S˜ matrices, we compute the case of an OPE
7 f˜(hi, hj , hj − hk − 2, {2}) as given in eq. (4.A.25) does have an apparent factor hk in the
denominator, but this is a consequence of writing f˜ in a closed form. No factor h−1
k
appears in
the definition of f˜(hi, hj , hj − hk − 2, 2), see eq. (4.A.23). Indeed, the factor h−1k disappears after
factorisation.
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where descendants of a primary occur up to level 7, i.e. we need the matrices for level
1 to 7. As the matrices are computed recursively, we use an algorithm that stores and
reuses its results. For S, the total time needed is 20s, while for S˜ it is only 4s. For level
9, the timings become 110s and 40s respectively. When going to even higher level, the
difference in timing decreases. However, for the most complicated algebras explicitly
constructed up to now (e.g. W A5 in [113]) the maximum level of a descendant of a
primary (not equal to the unit operator) is 8.
The advantage of using the quasiprimary basis shows up even more when solving the
equations for the β, β˜-coefficients, eqs. (4.4.10) and (4.4.17). We computed the coeffi-
cients for hi = 6, hj = 7, hk = 10 and c arbitrary. Although the equations we need to
solve are linear equations, serious problems occured for moderately high level.
The Mathematica (version 2.2 or lower) function Solve has a serious deficiency in that
it does not simplify intermediate results. This means that when arbitrary constants
are present in the equations, the solution is usually a quite big expression which sim-
plifies drastically after factorisation. Unfortunately, this factorisation can take a very
long time. For even more complicated equations Solve runs into problems because the
intermediate results grow too fast. K. Hornfeck and I wrote a separate package to solve
linear equations using Gaussian elimination, simplifying the coefficients of the variables
at each step.
We find the following CPU-times for the solution of the equations (4.4.10) and (4.4.17).
level β with Solve β with LinSolve β˜ with Solve β˜ with LinSolve
4 6.3s 4.7s 1.6s 1.9s
5 * 18.4s 14.5s 1.6s 1.9s
6 * > 400s 69.6s * 15.3s 54.6s
In this table, a star means that factorisation of the result of Solve did not succeed in a
reasonable amount of time.
As before, eq. (4.4.17) only determines the β˜-coefficients when S˜ is nonsingular.
Clearly, any singular vectors of S˜ correspond to primary descendants, whose coeffi-
cients remain unfixed by Jacobi identities with T . These free coefficient will appear
automatically when solving the linear equations.
4.4.3 Virasoro descendants of the unit operator
We now consider the case of the Virasoro descendants of the unit operator, which is
a primary of dimension zero. In this case, it turns out that the matrix S˜ has a large
amount of singular vectors, even for general c. We usually need the descendants of
to a much higher level, because mostW–algebras studied up to now have primary
generators with dimension larger than 2. This means we should reduce the number of
(linear) equations in eq. (4.4.17) as much as possible when computing α(hi, hj , 0,m).
The singular vectors of S˜ for a dimension zero field are in general primary fields.
For the unit operator however, the singular vectors are exactly zero. There is thus
no use in keeping them in the calculation. This provides an additional reason for
studying the singular vectors of S˜ for dimension zero.
Some examples of these singular vectors are easily constructed. Obviously we
have that L−1 = ∂ = 0. L˜−n is zero for n > 2 as well. Indeed, the definition
(4.3.2) shows that L˜−n is proportional to ∂
n−2T , which is clearly not quasiprimary
unless n = 2, hence it is zero for n 6= 2. One can also prove that L˜−nT is zero for
odd n. More complicated relations at higher level exist.
Before discussing how to find a basis for the quasiprimary descendants of , let
us determine the number of independent quasiprimaries at level N , which we will
denote as p2(N). First, the number of independent descendants is simply p1(N).
Indeed, when ordering the L−{n} as before, the L−1 will act on first, giving zero.
Hence, all partitions containing 1 should be dropped. For general central charge, no
further relations between the remaining descendants exist. To compute the number of
quasiprimary descendants of at level N , we take all descendants, and “substract”
those which are derivatives of the descendants at the previous level, i.e. p2(N) =
p1(N)− p1(N − 1).
We can use this information to find other singular vectors than the ones given
already. Because p2(7) = 0, there are no descendants at level 7, which means that
L˜−3L˜−2L˜−2 is zero, which can be checked explicitly. At level 9, there is only one
independent quasiprimary. Eliminating the zeroes we found at previous levels, two
candidates remain. We find:
L˜−{3,2,2,2} = −8
5
L˜−{5,2,2} . (4.4.20)
Similar relations exist at higher (not necessarily odd) levels.
Remembering the rule for the number p2(N) of independent quasiprimary de-
scendants of , we propose8:
Conjecture 4.4.1 The partitions which give the independent descendants of the unit
operator at level N can be found as follows:
• Take the partitions (not containing the number 1) at level N − 1 and order
them in increasing lexicographic order ({32} < {33}).
• “Increment” these partitions one by one, such that no partition of level N is
obtained twice.
• The Virasoro descendants of at level N correspond to partitions at level N
which are not in the list constructed in the previous step.
8 This conjecture was established together with K. Hornfeck after suggestions of M. Flohr. In
[83], the same conjecture is made, but not in detail. Actually, [83] claims to have proved the
conjecture, but his argument seems to be solely based on counting the number of independent
descendants.
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With “incrementing” a partition {n1, n2, . . . nk}, we mean adding a 1 at a position i
where ni−1 ≥ ni+1. As an example, incrementing {3, 2, 2} gives {3, 3, 2} or {4, 2, 2}.
The first nontrivial example of this procedure is at level 9. At level 8 the partitions
are {2222 332 44 53 62 8}. Incrementing the first three partitions gives {3222 333 54}.
We now have to increment the partition {53}. The partition {54} is already in our
list, so we should take {63}. In the next steps {72} and {9} are found. The only
partition of level 9 that remains is {522}, in agreement with eq. (4.4.20).
This conjecture was checked up to level 16.
4.4.4 Finding the primaries in an OPE
Entirely analogously to eq. (4.3.13), we can define:
Pm(Ψi,Ψj) = QP
m(A,B)−∑
{n˜}
β˜(hi, hj , hi+hj−m−N, {n}) L˜−{n˜}Pm+N (Φi,Φj) . (4.4.21)
This can be rewritten as:
Pm(Ψi,Ψj) =
∑
{n˜}
am{n˜}(hi, hj) L˜−{n˜}QP
m+N (Ψi,Ψj) , (4.4.22)
where the sum is over all partitions of level not equal to one. We have not found
a closed form for this expression. Even determining the recursion relations for the
coefficients am{n˜}(hi, hj) seems unfeasible in general.
In many cases, the action of Pm will give zero, as there simply is no primary at
a certain pole.
The operators Pm are particularly convenient to construct primary composites.
Indeed, for m ≥ 2, the operator P−m(Ψi,Ψj) contains [ΨiΨj]−m ∼ [∂mΨi Ψj ]0. In
[201], a formula is given to count the number of primaries that can be constructed.
4.5 An overview of W–algebras
In this section, we present a overview on the W–algebras which are known. For
a more in-depth review, see [31], which we also follow for the nomenclature of the
W–algebras.
We first distinguish different classes of W–algebras. “Deformable” algebras are
algebras that exist for generic values of the central charge. W–algebras which are
only associative for specific values of c are called non-deformable. In a ”freely gen-
erated” W–algebra, for generic c no relations exist between the generators, i.e. no
null operators appear.
Up to now, all efforts have been concentrated on algebras in the following class:
Assumption 4.5.1 • The OPA is generated by a set of primary operators and
the Virasoro operator.
• All generators have strictly positive conformal dimension.
• The unit operator occurs only in OPEs between primaries of the same confor-
mal dimension.
• Generators which are null operators are discarded.
Not all W-algebras of interest fall within this class. For instance, it was recently
shown [136] that the (nonlinear) W3 algebra and the Bershadsky algebra [160, 21]
with bosonic generators of dimensions (2, 3/2, 3/2, 2) can be viewed as subalgebras
of linear algebras with a null operator as generator, and a non-primary dimension
1 operator. Yet even with the restrictions 4.5.1, no complete classification has been
found yet, see [62].
The current status in our knowledge ofW–algebras can be compared to the study
of Lie algebras before Cartan presented his classification. Different construction
methods of W–algebras are known, giving rise to series of W–algebras with com-
mon features. In a sense, they are analogous to the “classical Lie algebras”, which
were also known via a realisation. A few isolated cases have also been constructed,
although they currently seem to fit in the general pattern.
We will now comment on some of the more important construction methods and
end with the (incomplete) classification proposed in [34].
4.5.1 Direct construction
One can start with a list of primaries of a certain dimension and attempt to construct
a W–algebra. One has then to determine the structure constants of the primaries.
Several methods are in use to check that the OPA is associative.
A first method is based on the claim in [13] that it is sufficient to check whether
all three- and four-point functions are crossing symmetric. In the perturbative con-
formal bootstrap method [13, 29, 76], one analyses:
Glknm(x) ≡ lim
z→∞
ε→0
z2hk〈Ψj(z)Ψl(1)Ψn(x)Ψm(ε)〉 . (4.5.1)
The structure constants are then constrained by requiring crossing symmetry of the
Glknm(x). This can be checked perturbatively around x = 0. The crossing symmetry
constraints can be implemented using a group theoretical method due to Bouwknegt
[29], that was generalised in [76].
The equations resulting from this method simplify drastically when considering the
c→∞ limit. This is used in [201] to check in a very efficient way if an algebra exists
in this limit, which can be considered to be a necessary condition for the algebra to
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exist at generic values of the central charge c (see also subsection 4.5.5). Of course,
this method gives the structure constants only in the large c limit.
Another approach is to check the Jacobi identities with the help of the mode
algebra. In [33], the necessary formulas are given to compute the commutator of two
quasiprimaries in a basis of modes of quasiprimaries. This was used in [26, 131, 129]
to explicitly construct the W–algebras with a small number of primary operators of
low dimensions.
Finally, one can use OPEs to construct the OPA, and use the formulas of sub-
section 2.3.2 (in particular eq. (2.3.21) for q, p > 0) to check the associativity. In
[113] OPEdefs was used to construct all algebras with primary generators with di-
mensions 3, 4, 5 and 3, 4, 5, 6. These are the most complicated W–algebras explicitly
constructed up to now.
It is clear that none of these methods can give a classification. Direct construction
is however the only known way that can give an exhaustive list of algebras with a
certain operator-content.
4.5.2 Subalgebras of known W–algebras
Any subalgebra of an OPA trivially satisfies the associativity conditions. Two main
methods exist to construct subalgebras. First, we can factor out any free fermions
and bosons, as is discussed in chapter 5. This is a powerful result, as the classification
can now be restricted to W–algebras where such operators are not present.
A second method to construct a subalgebra is by “orbifolding”. If a certain dis-
crete symmetry exists in theW–algebra, the elements which are invariant under this
symmetry necessarily form a subalgebra. As an example, the N = 1 superconformal
algebra is invariant under a sign change of the supersymmetry generator G. The
corresponding subalgebra is purely bosonic and is generated by T and two more
operators of dimension 4 and 6 respectively [111, 130].
Deformable W–algebras will contain null operators at a certain value of c. This
gives rise to a quotient algebra. In many cases, this algebra is only associative for this
value of c. It is a common belief that all non-deformable algebras can be obtained
in this way. An example of this mechanism will be given in section 4.6. Recently,
it has been found that in some cases, a new deformable algebra results [27]. In the
quantum case, these new algebras are finitely but non-freely generated, i.e. contain
null operators for all values of c. In the classical case, an infinite number of generators
is needed to construct the complete OPA. A particular feature is that the W–alge-
bras based on Lie-algebras in the same Cartan series (see next subsection) seem to
contain the same subalgebra of this new type (for different values of c). The study
of these “unifying” W–algebras is based on a formula for the structure constants of
the operators of the lowest dimensions in the W–algebra [114].
4.5.3 Constructing a W–algebra via a realisation
If an algebra is found that is realised in terms of the generators of an associative
algebra, the Jacobi identities are automatically satisfied. One has to prove that the
algebra closes on a finite number of operators.
The main advantage of using a representation is that the representation theory of the
underlying OPA can be used to study the representations of theW–algebra itself. As
we will discuss below, a whole series of W–algebras has been found via realisations
in a Kacˇ–Moody algebra. Using the representation theory of the Kacˇ–Moody alge-
bras, the minimal models for the corresponding W–algebras have been completely
characterised [31].
A first example is given by the coset construction [99, 6]. For a Kacˇ–Moody alge-
bra gˆ of level k which has a subalgebra gˆ′, one defines the coset algebra Wc [gˆ/gˆ′, k]
as the set of elements in gˆ which commute with the elements of gˆ′. The structure
of the algebra generically depends on k, due to the appearance of null operators at
specific levels. For certain cases, a representation of the same deformable algebra is
found for all k, e.g. for a diagonal coset Wc [gˆ ⊕ gˆ/gˆdiag , k].
One can define a second type of coset algebras by considering all elements in gˆ
which commute with the originating Lie algebra g. These algebras can be obtained
in a certain limit from the diagonal coset algebras [6]. For a simply-laced Lie algebra
g¯ and at level k = 1, the resulting W–algebras are the same as the Casimir algebras
defined in [5]. This is proven in [31] using character techniques. For non-simply
laced algebras, the situation is more complicated. Nevertheless, one still refers to
Wc [gˆ/g, k] as the Casimir algebra of gˆ at level k.
As an example, the Casimir algebra for Bn at level 1 turns out to be the bosonic
projection of an algebra generated by the Casimir operators of Bˆn and a fermionic
operator of dimension n+ 1/2. For convenience, we call the underlying W–algebra,
the Casimir algebra of Bˆn, WcBn. Section 4.6 contains an explicit construction of
WcB2.
A third method to construct realisations of W–algebras is by using Drinfeld-
Sokolov reduction. This method was developed for classical W–algebras in [60, 7],
quantisation is discussed in chapter 6. Given a (super) Kacˇ–Moody algebra, one
chooses an sl(2) embedding. One then puts certain constraints on the currents of
the Kacˇ–Moody algebra. These constraints are characterised by the sl(2). As such,
one finds a realisation of a finitely generated W–algebra for any sl(2)-embedding
of a (super) Lie algebra. The dimensions of the operators are given by jα + 1,
where the adjoint representation of the Lie algebra contains the sl(2) -irreducible
representations jα. Clearly, no dimension 1/2 operators can be present in a W–al-
gebra arising from Drinfeld-Sokolov reduction. This is no severe restriction, as it is
shown in chapter 5 that anyW–algebra can be written as the direct product of some
free operators with a W–algebra without dimension 1/2 operators.
All known finitely generated W–algebras in the class 4.5.1 can be obtained from
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Drinfeld-Sokolov reduction, either directly or by applying the methods of the previous
subsection, see [71]. As an example, it is argued in [31] that, for simply laced algebras,
the diagonal coset algebras Wc [gˆ ⊕ gˆ/gˆdiag , k] are the same as the Drinfeld-Sokolov
reductionsWDS[gˆ, k′] if one takes the principal sl(2) embedding of g9. For non-simply
laced algebras, the relation between coset and DS-algebras is more complicated. As
an example, one finds at least classically, that Wc Bn =WDS [B(0, n), k] [121, 205],
for generic n, see also section 4.6.
Before the Drinfeld-Sokolov reduction was quantised, several other attempts have
been made to find a method to construct realisations of quantum W–algebras. We
mention only the work of Fateev and Lukyanov [63, 64, 65], which is based on
a quantisation of the Miura transformation. This transformation relates different
gauge choices in the constrained phase space, and gives a realisation in terms of
“simpler” operators [45], in particular in terms of free operators for the simply laced
algebras. In section 4.6, a free operator realisation of WcB2 is constructed which is
shown to correspond to the Fateev-Lukyanov construction.
4.5.4 Superconformal algebras
For superconformal algebras, the extra structure given by the supersymmetry trans-
formations puts strong restrictions on the number of primary operators in the theory.
By studying the Jacobi identities for the linear superconformal algebras with nonzero
central extension, we were able to classify all possible linear algebras with generators
of positive dimension [109]. The only such algebras that exist have a number of su-
persymmetry generators N ≤ 4. The N = 3 and the “large” N = 4 algebras appear
in section 5.3. The N = 1, 2, 3 and the “small” N = 4 algebra are all subalgebras
of the large N = 4. The superconformal algebras with quadratic nonlinearity were
classified in [85].
4.5.5 Attempts towards a classification
The methods which rely on a construction of a W–algebra, either directly or via a
realisation, can give no clue if all W–algebras are obtained. In [34], a first attempt
is made to classify all classical positive-definite W–algebras, which are algebras in
the class 4.5.1 with the additional condition that the central extensions define a
positive-definite metric. It is proven that the finite-dimensional algebra defined by
the linearised commutators of the “vacuum preserving modes” (Ψi)m for |m| < hi, is
the direct sum of a semisimple Lie algebra with an abelian algebra10. Moreover, this
Lie algebra necessarily contains an sl(2) formed by the −1, 0,+1 modes of T . The
vacuum preserving modes of Ψi form a spin hi − 1 representation of the sl(2). This
9The principal sl(2) of g is defined by taking for e± the sum of all positive (resp. negative)
simple roots.
10Free fermions have dimension 1/2 and hence do not contribute to this Lie algebra.
means that by classifying all possible sl(2)-embeddings, the dimensions which can
occur in a classical positive-definiteW–algebra are obtained. Ref. [34] then proceeds
by investigating under which conditions a quantumW–algebra has a positive-definite
classical limit (c→∞).
The algebras arising from Drinfeld-Sokolov reduction (both quantum and clas-
sical) satisfy the criteria of [34], proving that at least one algebra exists for every
sl(2)-embedding. It is not proven that this algebra is unique. Moreover, for many
algebras constructed by orbifolding no classical limit can be found, and hence they
fall outside this attempt towards classification. For more details, see [70, 43].
4.6 An example : WcB2
In this section we will construct WcB2, the Casimir algebra of Bˆ2. We refer to
subsection 4.5.3 for the terminology. This algebra contains, besides T , an extra
dimension 4 operator and a fermionic dimension 5/2 operator. The algebra will be
written down in terms of quasiprimary families. We will construct the most general
realisation of this algebra with two free bosons and one free fermion and show that
it is equivalent to the realisation proposed by Fateev and Lukyanov [65]. Finally,
using this realisation, we check that the screening operators are related to the long
and short root of B2 leading to the degenerate representations.
4.6.1 The WcB2- algebra
The Lie algebra B2 has two independent Casimir operators of order two and four.
The energy–momentum tensor T of WcB2 corresponds to the second order Casimir.
The W–algebra contains also a Virasoro primary operator W of dimension 4, which
corresponds to the fourth order Casimir. Although there exists a deformable OPA
with only this operator content [29, 108], this is not yet the Casimir algebra of B2,
see subsection 4.5.3. To get Wc B2, one has to introduce a primary weight 5/2
operator Q. This is reminescent of the fact that the Frenkel-Kacˇ level 1 realisation
of the non-simply laced affine Lie algebras B̂n, requires, due to the short root, the
introduction of an extra fermion [100].
The OPA of WcB2 can be written schematically as:
Q×Q −→ 2c
5
[ ] + C 5
2
5
2
4 [W ],
W ×W −→ c
4
[0] + C44
4 [W ] + C44
6 [Ψ],
Q×W −→ C 5
24
5
2 [Q], (4.6.1)
with [ ] the conformal family of the identity. From the Jacobi identities we find the
symmetry property C 5
2
5
2
4 = 85C 524
5
2 = 85C4 52
5
2 . The algebra generated by {T,W},
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for C44
6 = 0, is well known to be associative for all values of c [29]. Here we
discuss the solution where Ψ is the dimension 6 Virasoro primary Ψ ∝ P−1(Q,Q) =
∂QQ+corrections, see eq. (4.4.22). Using Jacobi identities (2.3.21) or the conformal
bootstrap, we find that the algebra is associative for all values of the central charge11
provided the couplings are given by:
C 5
2
5
2
4 =
√
6(14c+ 13)
5c+ 22
ǫ1,
C44
4 =
3
√
6(2c2 + 83c− 490)√
(14c+ 13)(5c+ 22)(2c+ 25)
ǫ1,
C44
6 =
12
√
5(6c+ 49)(4c+ 115)(c− 1)(5c+ 22)√
(14c+ 13)(7c+ 68)(2c− 1)(c+ 24)(2c+ 25)ǫ2, (4.6.2)
where ǫ1 and ǫ2 are arbitrary signs.
For c = −13/14 the subalgebra generated by {T,Q} corresponds to the spin 5/2
algebra of Zamolodchikov [211]. This is an example of a non-deformableW–algebra.
As an application of sections 4.3 and 4.4, we now present the more complicated
OPEs:
Q×Q =<< 2c
5
| 0 | 2T | ∂T | 3
10
∂2T +
27
5c+ 22
Λ + C 5
2
5
2
4W >> (4.6.3)
with Λ defined in eq. (4.1.2). For the OPE W (z)W (w), we only list the quasipri-
maries appearing in its singular part. The OPE can then be reconstructed using eqs.
(4.3.11,4.3.12). Denoting QPm(W,W ) as φ8−m, we have:
φ0 =
c
4
, φ2 = 2T,
φ4 =
42
5c+ 22
Λ + C44
4W,
φ6 = − 95c
2 + 1254c− 10904
6(7c+ 68)(5c+ 22)(2c− 1)
(
∂T∂T − 4
5
∂2TT − 1
42
∂4T
)
+
24(72c+ 13)
(7c+ 68)(5c+ 22)(2c− 1)
(
(T (TT ))− 9
10
∂2TT − 1
28
∂4T
)
− 14
9(c+ 24)
C44
4
(
∂2W − 6TW ) + C446Ψ . (4.6.4)
11Except, of course, for these c-values for which C44
4 has poles; the extra poles in C44
6 are
cancelled by the zeros in the normalisation constant N (4.6.6). Notice also that the coupling
constants are imaginary for −22/5 < c < −13/14 [153].
Finally, Ψ is the unique dimension 6 Virasoro primary given by:
Ψ = N
(
Q∂Q+ α1∂
2W + α2TW + α3∂T∂T +
α4T∂
2T + α5∂
4T + α6(T (TT ))
)
, (4.6.5)
where the normalisation factor12:
N = −
√
5(2c− 1)(c+ 24)(7c+ 68)
(c− 1)(4c+ 115)(6c+ 49)(14c+ 13) (4.6.6)
is fixed such that Ψ(z)Ψ(w) = (c/6)(z − w)−12 + . . . and the coefficients α1, . . . , α6
are:
α1 = − 13c+35036(c+24)C 52 52
4, α2 =
19
3(c+24)
C 5
2
5
2
4,
α3 = −6(566c2 + 5295c − 3998)/N, α4 = −6(530c2 + 6141c − 1487)/N,
α5 = −(46c3 − 125c2 − 6235c+ 1778)/N, α6 = 12(734c + 49)/N,
with N = 12(7c+ 68)(5c+ 22)(2c− 1).
The fermionic primary Q can be viewed as some kind of “generalised supersym-
metry” generator. The appearance of the dimension 4 operator is then similar to the
appearance of the affine U(1) current in the N = 2 super Virasoro algebra. Similarly,
one can view theWcBn algebras as some “generalised supersymmetry” algebras, the
role of the higher spin operators being to ensure associativity of the OPA for generic
values of the central charge.
4.6.2 Coulomb Gas Realisation
The next step in the analysis of the WcB2 algebra consists in constructing a Cou-
lomb gas realisation, i.e. a realisation of the primary operators of the OPA in terms
of free operators. In order to find this realisation, one needs two free bosons and one
free fermion. The OPEs for the free operators are defined to be:
∂ϕi × ∂ϕj = << δij | 0 >>
ψ × ψ = << 1 >> . (4.6.7)
The energy–momentum tensor is simply the free energy–momentum tensor of the two
free bosons, with a background charge, and the free fermion. Due to rotational invari-
ance, one can always transform the background charge into one direction. Without
limiting the generality, we take :
T =
1
2
∂ϕ1∂ϕ1 +
1
2
∂ϕ2∂ϕ2 + α0∂
2ϕ1 +
1
2
∂ψψ, (4.6.8)
12This formula corrects a misprint in [78]. N is −5 times the factor given there.
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which satisfies a Virasoro algebra with central charge:
c =
5
2
− 12α20. (4.6.9)
It is a long and boring task to find the explicit form of the dimension 4 and
dimension 5/2 primaries. Using OPEdefs, one can try to construct the most general
primary dimension four operator and require the W (z)W (w) OPE to be satisfied.
This, however, leads to a system of quadratic equations which is very difficult to
solve. A somewhat easier way is to construct the most general primary dimension
5/2 operator. This leads to a four parameter family of such primaries. The Q(z)Q(w)
OPE gives (up to some discrete automorphisms) three possible solutions for these pa-
rameters, and hence also three candidate dimension four primary operators. Finally,
matching the W (z)W (w) OPE eliminates two of the solutions, and yields a unique
construction. We wish to stress that we have checked all these statements explic-
itly using OPEdefs, including the appearance of the dimension 6 primary mentioned
earlier.
Let us now present the explicit solution13. The dimension 5/2 operator is given
by:
Q = ξ
(3
2
∂ϕ1∂ϕ1ψ − 3
2
∂ϕ2∂ϕ2ψ + 4∂ϕ1∂ϕ2ψ + α0∂
2ϕ1ψ +
3α0∂
2ϕ2ψ + 4α0∂ϕ1∂ψ + 2α0∂ϕ2∂ψ + 2α
2
0∂
2ψ
)
, (4.6.10)
where ξ = 1/
√
5(5− 4α20). The dimension 4 operator is somewhat more complicated:
W = σ
(
N ijkl∂ϕi∂ϕj∂ϕk∂ϕl +N
ijk∂2ϕi∂ϕj∂ϕk +N
ij∂3ϕi∂ϕj
+N˜ ij∂2ϕi∂
2ϕj +N
i∂4ϕi +M
ij∂ϕi∂ϕj∂ψψ
+M i∂2ϕi∂ψψ + M˜
i∂ϕi∂
2ψψ +K1∂
3ψψ +K2∂
2ψ∂ψ
)
, (4.6.11)
with N ijkl , N˜ ij and M ij completely symmetric and N ijk symmetric in the last two
indices. The coefficients appearing in (4.6.11) are given explicitly by:
13By convention, normal ordering is always from the right to the left, e.g. ∂ϕi∂ϕj∂ϕk =
(∂ϕi(∂ϕj∂ϕk)).
N1111 = N2222 = 81/80, N1112 = −N1222 = −µ/20,
N1122 = (560α20 − 79)/720,
N111 = 81α0/20, N
112 = −7α0µ/60,
N122 = α0(80α
2
0 + 197)/60, N
211 = −11α0µ/30,
N212 = −α0µ/10, N222 = α0µ/5,
N11 = (128α20 − 25)/60, N12 = −α20µ/30,
N21 = −α20µ/5, N22 = (80α40 + 82α20 − 25)/60,
N˜11 = (34α20 + 25)/40, N˜
12 = −α20µ/15,
N˜22 = (80α40 − 174α20 + 25)/40,
N1 = α0(128α
2
0 − 25)/360, N2 = −α30µ/30,
M11 = M22 = (82α20 − 35)/6, M12 = 0,
M1 = α0(2α
2
0 + 11)/3, M
2 = α0µ/3,
M˜1 = −α0µ/3, M˜2 = −α0µ/6,
K1 = (36α
4
0 − 22α20 + 5)/18, K2 = (52α40 − 26α20 − 15)/6,
where
σ =
√
3
2(2− 7α20)(23− 40α20)
1
4α20 − 5
, µ = 23− 40α20. (4.6.12)
This solution corresponds to the sign choices ǫ1 = ǫ2 = +1 in (4.6.2).
Some remarks are in order.
The primary dimension 5/2 operator Q can be rewritten in a more suggestive
form. Indeed, rotating the free scalars:
ϕ¯1 =
1√
10
(3ϕ1 − ϕ2),
ϕ¯2 =
1√
10
(ϕ1 + 3ϕ2), (4.6.13)
one can rewrite:
Q = 5
(√
2
5
α0∂ + ∂ϕ¯1
)(√
2
5
α0∂ + ∂ϕ¯2
)
ψ, (4.6.14)
which is exactly the starting point of the analysis of Fateev and Lukyanov [65]. Our
construction hence proves that the algebra generated by (4.6.14) is indeed finitely
generated for all values of the central charge, as was conjectured in [65].
A second remark concerns the fact that, (up to some discrete automorphisms),
there is (up to some discrete automorphisms) only one free field realisation of Wc
B2 with two free bosons and one free fermion. In the case of W3, Fateev and
Zamolodchikov found two inequivalent free field realisations with two free bosons [66].
The simplest one was related to su(3) and led Fateev and Lukyanov to generalise
this to the WAn algebras using n free bosons [63]. The more complicated one has
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been [155] shown to be related to parafermions (at least for a specific value of the
central charge). In fact, it was argued in [155] that such a realisation exists (for fixed
c) for allWAn algebras, and that in the limit n→∞ it corresponds to the c = 2 free
field realisation of W∞ by Bakas and Kiritsis [8]. For WcB2, there does not seem to
be a similar construction14.
4.6.3 Highest weight representations
Examples of WcB2-highest weight operators are easily constructed in the Coulomb
gas realisation. They are given by the vertex operators defined in subsection 2.6.1:
V~β(z) = e
~β.~ϕ(z) , (4.6.15)
with ~β ≡ (β1, β2) and ~ϕ(z) ≡ (ϕ1(z), ϕ2(z)). V~β(z) has Virasoro dimension:
∆~β =
1
2
β21 +
1
2
β22 − β1α0, (4.6.16)
To write down the W -weight, we introduce the following notation, connected to the
root system of B2. ~eL ≡
√
2
5 (1,−2) and ~eS ≡
√
1
10 (1, 3) are the positive simple
roots. ~ρ = 12 (3~eL + 4~eS) is half the sum of the positive roots; note that ~α0 ≡ (α0, 0)
is parallel to ~ρ. Finally, W denotes the Weyl group of B2. With this notation, the
W -weight of the vertex operator (4.6.15) can be written as:
w~β =
σ
480
(
(40α20 − 23)
( ∏
w∈W
w(~β − ~α0).~ρ
)1/2
+8(128α20 − 25)∆~β + 1944∆2~β
)
, (4.6.17)
where σ was defined in eq. (4.6.12). From this formula, it follows immediately that
the weights ∆~β and w~β are invariant under
~β → w(~β − ~α0) + ~α0, with w ∈ W [65].
In the case at hand, one finds at the third order pole [W V~β ]3 a new Virasoro
primary operator, proportional to (β2∂ϕ1 + (2α0 − β1)∂ϕ2))V~β . As mentioned in
section 4.2, we have no intrinsic geometric way to express this new Virasoro primary
as well as the ones appearing in the first and second order poles.
Using the realisation in terms of free fields of the previous section, one can con-
struct two different kinds of screening operators. They can be written in such a way
14In [78] it was conjectured that no realisation of WDSB2 [29] exists for generic c using two free
scalars. This was based on an explicit calculation with no background charge α0. However, it was
proven in [132] that such a realisation does exist, except at isolated values of α0, including α0 = 0.
that their relation with the root system of B2 is manifest:
V L± = exp(β±~eL.~ϕ)
V S± = ψ exp(β±~eS.~ϕ) , (4.6.18)
with β+ + β− =
√
2
5α0 and β+β− = −1. They are thus seen to be equal to the
screening charges presented in [65].
Given the screening operators, it is a standard construction to derive the degen-
erate representations, see [128, 66, 65, 203] to which we refer for details.
4.7 Discussion
In this chapter we analysed in detail what the consequences are of the global and
local conformal group on the OPEs in a W–algebras. We provided explicit formulas
for working with primaries and quasiprimaries. Although some of the formulas are
quite complicated, computer implementation presents no problem [194]. A further
step would be to implement the formulas of working with OPEs of (quasi)primaries
in a future version of OPEdefs, i.e. without expanding the (quasi)primaries in order
to calculate an OPE.
As an example of the power of using the techniques of primary quasiprimary
operators, combined with automated OPEs, we have proven the existence, for generic
c, of the Casimir algebra of B2 by explicitly constructing it. Using a Coulomb gas
realisation in terms of two free bosons and one free fermion, we have been able to
show the equivalence with the results conjectured by Fateev and Lukyanov [65].
4.A Appendix
This appendix collects some of the more technical details of this chapter.
A few formulas with the modes of the energy–momentum ten-
sor
First we give a number of identities which follow from the Virasoro algebra of the
modes of the energy–momentum tensor (2.4.5).
For all m ∈ Z, n ∈ N we have:
Lm L
n
−1 =
m+1∑
k=0
(
n
k
)
(m− k + 2)k L−1n−k Lm−k (4.A.1)
Ln−1 Lm =
m+1∑
k=0
(
n
k
)
(−m− 1)k Lm−k L−1n−k . (4.A.2)
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Derivation of eq. (4.4.15)
We repeat eq. (4.4.15) here for convenience:
L˜m(h+ n)L˜−n(h) = δm−nf1(h,m) + L˜m−nf2(h,m,−n)+∑
p≥2−min(n,m)
L˜−n−p(h−m−p)L˜m+p(h) f3(h,m,−n, p) , (4.A.3)
where n,m > 1 for the remainder of this appendix.
We also introduce a shorter notation for the coefficients in eq. (4.4.11):
L˜m(Φ) =
∑
n≥0
bmn (h)L−1
n Ln+mΦ , m ∈ Z \ {1, 0,−1} , (4.A.4)
where we defined:
bmn (h) ≡ am+2n (2, h) = (−1)n
(2− n−m)n
n!(2h− 2m− n− 1)n . (4.A.5)
We will need the following lemma.
Lemma 4.A.1 On a quasiprimary Φ of dimension h, the action of L˜m can be writ-
ten as:
L˜−m(Φ) =
∑
n≥0
b˜mn (h)Ln−m L−1
nΦ , m > 1 , (4.A.6)
where:
b˜mn (h) = (−1)n
(
1 +m
n
)
(2h+ n)m−n−2
(2h+m+ 1)m−2
. (4.A.7)
The proof follows immediately from the definitions eq. (4.A.4) and eq. (4.A.5) of L˜
and eq. (4.A.2).
We now set out to prove eq. (4.A.3). Our strategy consists of ordering all Lk
modes in (4.A.3) such that higher modes are moved to the right. After reordering,
we look only at terms which do not contain L−1. This is sufficient as the other terms
are fixed by requiring that both lhs and rhs of eq. (4.A.3) are quasiprimary.
For the terms in the rhs of eq. (4.A.3), the lemma immediately gives:
L˜−n(h−m)L˜m(h) →
(2h− 2m)n−2
(2h− 2m+ n+ 1)n−2
L−nLm , (4.A.8)
where the rightarrow means that we drop terms containing L−1.
For the lhs of eq. (4.A.3), we find:
L˜m(h+ n)L˜−n(h)
=
∑
i,j≥0
bmi (h+ n) b˜
n
j (h)L−1
i
(
L−n+jLm+i +
(m+ i+ n− j)Lm+i−n+j + c
2
(
m+ i
3
)
δm+i−n+j
)
L−1
j
→
∑
i,j≥0
bmi (h+ n) b˜
n
j (h)
(
(n−j−1)i (m+i−j+2)j L−n+j−iLm+i−j +
c
2
(
m
3
)
δm−nδiδj
+(m+i+n−j)Lm−n×(
(m−n−2)j δiδm−n+j≥0 + (n−m−i−1)i δjδm−n+i<0
))
. (4.A.9)
Let us look at the term with L−n+j−iLm+i−j . An additional reordering of the modes
is necessary when −n + j − i > m + i − j, which can only happen if n > m. This
reordering will give an additional contribution to the term proportional to Lm−n in
eq. (4.A.9).
We will now find the lower boundary for p in the sum L˜−n−pL˜m+p in eq. (4.A.3).
We notice that the coefficient of L−n+j−iLm+i−j is zero unless m + i − j + 2 > 0
or j = 0. This means that the lowest p that occurs is certainly larger than −2−m.
Furthermore, p = −1 −m gives a L−1 contribution which we dropped, p = 1 −m
gives L1 which is zero on a quasiprimary and so does not contribute either. Finally,
the term p = −m simply gives L0, and hence h, and should be added to the linear
term in eq. (4.A.3). We can conclude that the lowest p which gives a quadratic
contribution is larger than or equal to 2−m, such that the rightmost L˜ mode of the
quadratic term is always a positive mode. On the other hand, from the definition
of b˜nj eq. (4.A.7), we have that j ≤ n+ 1. Together with the factor (n−j−1)i, this
means that for the leftmost L˜ the highest possible mode has p = −n. For the same
reasons as before, we can conclude that the minimal p should also be larger than or
equal to 2− n (making the leftmost L˜ always a negative mode). In this way, we see
that eq. (4.A.3) has the correct form.
To determine the coefficients in eq. (4.A.3), we compare eq. (4.A.9) to eq. (4.A.8).
Some of the sums in these coefficients can be found using Mathematica. We find for
f1 and f2:
f1(h,m) =
c
12
(m− 1)m(m+ 1) (2h)m−2
(2h+m+ 1)m−2
f2(h,m,−n) =
(
(−1)m(−2−2h+2h2+m−3hm+2h2m+m2−hm2−n
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+2hn−2mn+2hmn+n2) (2−m+n)m +
(2−m+2hm−m2−n+2hn+2mn+n2) (−2+2h−m+n)m)/
(−2+2h−m+2n)1+m , for n ≥ m (4.A.10)
In the case n < m, f2 can be determined from the following lemma.
Lemma 4.A.2
f2(h,m,−n) = f2(h−m+ n, n,−m) . for n < m (4.A.11)
Proof :
This relation is most easily proven by considering the inproduct (for n > m):
< Ψ| L˜n−m(h)L˜m(h+ n)L˜−n(h)Ψ >=
f2(h,m,−n) < Ψ| L˜n−m(h−m+ n)L˜m−n(h)Ψ > , (4.A.12)
where Ψ is a primary of dimension h (with < Ψ|Ψ > nonzero) and we used eq. (4.A.3)
on the two last operators of the lhs. The inproduct is defined in eq. (4.2.1). We can
compute the inproduct in the lhs of eq. (4.A.12) as:
< Ψ|
(
L˜−n(h)
)+ (
L˜m(h+ n)
)+ (
L˜n−m(h)
)+
Ψ > . (4.A.13)
Now, substituting the definition eq. (4.4.11) for the rightmost operator, only the term
Lm−n of the sum remains, as L1Ψ is zero. Also, the first two operators acting on the
left state create a quasiprimary state, which is annihilated (from the right) by L−1.
Hence, we can effectively replace
(
L˜n−m(h)
)+
by L˜m−n(h) in eq. (4.A.13). The same
reasoning can be followed for the other operators, but we have to shift the dimensions15.
We get:
< Ψ| L˜n(h+ n)L˜−m(h−m+ n)L˜m−n(h)Ψ > . (4.A.14)
However, using eq. (4.A.3) on the two first operators, this is also equal to:
f2(h−m+ n, n,−m) < Ψ| L˜n−m(h−m+ n)L˜m−n(h)Ψ > , (4.A.15)
which proves eq. (4.A.11).
To conclude the computation of eq. (4.A.3), we give the expression for f3:
f3(h, n,m, p) = f4(h, n,m, p)
(1+2h−2m+n−p)−2+n+p
(2h−2m−2p)−2+n+p
, (4.A.16)
15When computing correlation functions of quasiprimaries, a similar reasoning shows that
(L˜n(h))+ = L˜−n(h− n).
where
f4(h,m, n, p) =
(−1)n(1+n) (2+m−n)n / (−1+2h+n)n if p = −n
(−2+m+m2−n−hn+2h2n−mn−2hm
+3hn2−mn2+n3) (−1)
n(1+n)(3+m−n)−1+n
2(1−h+m−n)(−1+2h+n)
n
if p = 1− n
(−1)p 4F3(−1+m, 2+m,−1−n−p, 2−n−p;
2−2h+2m−2n, 1−p, 2h−p; 1)
(2h−p)1+n+p(2+m+p)−p(2+n+p)−p
(−p)!(−2+2h+n)1+n
if 1−n < p < 0
4F3(−1−n, 2−n,−1+m+p, 2+m+p;
2h, 1+p, 2−2h+2m−2n+p; 1)
(2h)−2+n(−1+m)p(−1+n)p
p!(1+2h+n)−2+n(−1+2h−2m+2n−p)p
if p ≥ 0
(4.A.17)
We did not find a simple expression for the sums that are involved. We rewrote them
in terms of generalised hypergeometric functions:
pFq(ni;mj; z) =
∑
k≥0
∏
i (ni)k
k!
∏
j (mj)k
zk , (4.A.18)
where i runs from 1 to p and j from 1 to q. In f4, the infinite sum always reduces to a
finite number of terms because one of the ni is negative. One can now use identities
for the generalised hypergeometric functions [188] to prove that:
f3(h,m,−n, p) = f3(h+ n−m,n,−m, p) . (4.A.19)
Alternatively, this can be checked using an inproduct with four L˜ operators.
Determination of the coefficient in eq. (4.4.16)
We first prove:
L˜n(hj −m)QPhi+m(Ψi,Ψj) = f5(hi, hj,m, n) QP hi+m+n(Ψi,Ψj) , n ≥ 2 .
(4.A.20)
along the same lines as eq. (4.A.3), i.e. we will order the modes, and drop L−1
contributions. We write down the definition of the lhs using modes:∑
k,l≥0
an+2k (2, hj −m)L−1kLn+k am+hil (hi, hj)L−1l(̂Ψi)m+lΨj , (4.A.21)
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where the amn are given in eq. (4.3.21). We move the L−1 to the left using eq. (4.A.1),
and drop terms containing L−1:∑
l≥0
am+hil (hi, hj) (n− l + 2)l Ln−lΨ̂im+lΨj . (4.A.22)
Now, the factor (n− l + 2)l restricts l to be smaller than n+2. In fact, for l = n+1
we get a L−1 term which we should drop. For l less than n, we can commute Ln−l
through the Ψi mode. Only the commutator eq. (2.4.7) remains, as Ln−l annihilates
the primary operator Ψj . We get for the lhs of eq. (4.A.20), dropping L−1 terms:
( n−1∑
l=0
am+hil (hi, hj) (n− l + 2)l (n(hi − 1)−m− l)
+am+hin (hi, hj) (2)n (hj −m− n)
)
Ψ̂im+nΨj . (4.A.23)
The coefficient of Ψ̂im+nΨj in this equation is f5, as the only term in the rhs of eq.
(4.A.20) without L−1 is simply Ψ̂im+nΨj . After summation, we find:
f5(hi, hj ,m, n) =(
(−1)n(− hi(hi − 1) + hj(hj − 1) +M(M − 1) +
hjn(2M + n− 1)
)
(hi − hj +M)n
+(hi(hi − 1)− hj(hj − 1) +M(M − 1) +
hin(2M + n− 1)) (−hi + hj +M)n)/
(2M + n− 2)n+1 (4.A.24)
where M = hj −m− n.
Although we only looked at the term free of L−1, the others have to be such that
the rhs of eq. (4.A.20) is quasiprimary. Moreover, we see that the lhs of eq. (4.A.20)
is of the form
∑
xlL−1
l(̂Ψi)m+n+lΨj . We found in subsection 4.3.2 that requiring
this form to be quasiprimary fixed all xj in terms of x0.
It is now clear that the proportionality constant in eq. (4.4.16) is given by:
f˜(hi, hj , hk, {n˜}) ≡
∏
l
f5(hi, hj, hj−hk−
∑
k≥l
nk, nl) . (4.A.25)
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Factoring out Free Fields
An Operator Product Algebra (OPA) is factored in two parts if we can write it as
a direct product structure A ⊗A′. All operators of A have nonsingular OPEs with
operators ofA′, or equivalently, their modes commute. Some years ago, Goddard and
Schwimmer [103] proved that every OPA can be factorised into a part with only free
fermions (of dimension 12 ) and a part containing no free fermions. As a consequence,
in the classification of W–algebras, spin 12 fermions need never be considered. This
is very fortunate, since the main method of constructing a large number of W–alge-
bras, Drinfeld-Sokolov reduction (see chapter 7), does not yield dimension 12 fields.
(Supersymmetric reduction, see [86], does give weight 12 fields.)
The first section of this chapter extends the result of Goddard and Schwimmer for
other free fields. We present an algorithmic procedure for the factorisation. We start
with a derivation of the result of [103] in our formalism. We then treat bosonic fields
of weight 12 , which were not treated in [103]. It was already noticed in [103] that in
some cases (e.g. the N = 4 linear superconformal algebra) dimension 1 bosons can
also be decoupled from a conformal theory. This is certainly not a general property,
and the factorisation-algorithm presented at the end of the first section gives an easy
criterium to decide when free bosons can be decoupled.
In the second section of this chapter, we show how the generating functionals of
the algebra obtained by factoring out free fields can be found. Also, the criterium
for factorisable dimension 1 bosons is rederived from Ward identities.
Finally, the linear and nonlinear N = 3, 4 superconformal algebras are discussed
as an example.
The first and second section of this chapter contains material published in [47],
see also [45]. However, the factorisation algorithm is considerably simplified. Section
5.3 is based on [182].
5.1 Algorithms for factorisation
In the following subsections, we will show how various free fields can be decoupled
by introducing certain projection operators on the vectorspace of fields in the OPA.
These operators were found in [47], but we will show some additional properties
which make the formulation of the algorithm simpler.
The method explained in this section is valid in any OPA. In fact, we do not
require the presence of a Virasoro operator. Therefore, we define the modes Aˆm in
this chapter by:
AˆmB ≡ [AB]m , m ∈ Z . (5.1.1)
This is a shift with respect to the usual definition (2.4.1).
5.1.1 Free fermions
For completeness, we first rederive the result of [103] in our formalism and give an
explicit algorithm for the decoupling. Consider a theory containing a free fermion
ψ, see section 2.6.2. From the OPE (2.6.26) we find the following anticommutation
relations for the modes:
ψˆmψˆn = −ψˆnψˆm + λδm+n−1 , m, n ∈ N , (5.1.2)
where λ is a normalisation constant.
Our method consists of defining a set of projection operators Pn in the OPA.
Pn projects on the kernel of the mode ψˆn. Together, they project the OPA to a
subalgebra which commutes with ψ. It is then easy to show that the OPA is the
direct product of this subalgebra with the OPA generated by ψ.
The projection operators are in the case of free fermions defined by:
Pn ≡ 1− 1
λ
ψˆ1−nψˆn , n > 0 . (5.1.3)
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From eq. (5.1.2) we see that:
ψˆnPn = 0
Pnψˆ1−n = 0
ψˆnPm = Pmψˆn, m 6= n, 1− n . (5.1.4)
These relations lead to:
PnPn = Pn
PnPm = PmPn . (5.1.5)
Together, eqs. (5.1.4) and (5.1.5) show that Pn is a projection operator in the kernel
of ψˆn. Moreover, the different projection operators commute. Clearly, the projection
operator:
P ≡
∏
n>0
Pn (5.1.6)
is such that for any field A of the OPA, the OPE (PA)(z) ψ(w) is nonsingular. By
using the relation (2.3.14) for the regular part of an OPE, we see that PA is equal
to A plus composites containing ψ.
As an example, it is easy to check that an energy–momentum tensor T for which
ψ is a primary field with dimension 1/2 gets the expected correction:
PT = T − 1
2λ
∂ψψ , (5.1.7)
i.e. the energy–momentum tensor of a free fermion is substracted. This means that
the central charge of PT is equal to −1/2 the central charge of T .
When the OPA is generated by operators T i, we see that PT i generate a subal-
gebra where all fields commute with ψ. Finally, because PA = A+ . . ., the complete
OPA is generated by PT i and ψ. This proves the factorisation.
5.1.2 Symplectic bosons
Suppose we have a pair of symplectic bosons ξ+, ξ− with OPEs given in section 2.6.3.
The modes (5.1.1) satisfy the commutation relations:
ξˆ±mξˆ
±
n = ξˆ
±
n ξˆ
±
m,
ξˆ+mξˆ
−
n = ξˆ
−
n ξˆ
+
m + λδm+n−1 . (5.1.8)
The method we apply is completely similar to the previous case. We define the
operators:
P±n ≡
∑
i≥0
(∓1)i
i!λi
(
ξˆ∓1−n
)i (
ξˆ±n
)i
, n > 0 . (5.1.9)
The action of these operators on a field Φ of the OPA is well-defined when only a
finite number of terms in the sum is non-zero when P±n acts on Φ. For a graded
OPA (see definition 2.3.7), a sufficient condition is that dim(ξ±) = 1/2, and that
there is a lower bound on the dimension of the fields in the algebra. In the case that
h+ = dim(ξ+) ≥ 1, a similar argument does not exist. Indeed, if n ≤ h+, it cannot
be argued on dimensional grounds that
(
ξˆ+n
)i
on a field has to be zero for i large
enough, because dim
(
ξˆ+nΦ
)
= dim(Φ)+h+−n ≥ dim(Φ). However, we expect that
the projection operators (5.1.9) can be used in most cases.
Assuming that the infinite sums give no problems, we proceed as in the previous
subsection. Using (5.1.8), we find:
ξˆ±n P±m = (1− δm−n)P±mξˆ±n
P∓mξˆ±n = (1− δm+n−1)ξˆ±n P∓m . (5.1.10)
This allows us to prove that P±n is a projection operator on the kernel of ξ±n , and all
these projection operators commute. Note that we can rewrite the definition (5.1.9)
as:
P±n = : exp
(
∓ 1
λ
ξˆ∓1−nξˆ
±
n
)
: , (5.1.11)
where normal ordering with respect to the modes is used. The complete projection
operator is:
P ≡
∏
n>0
P+n P−n . (5.1.12)
This proves that symplectic bosons can all be decoupled when the action of the
operators (5.1.9) is well-defined in the OPA. This is always the case for dimension
1/2 symplectic bosons. Note that when the dimension h+ 6= 1/2, fields with zero
or negative dimension are present in the OPA. For applications in conformal field
theory this is undesirable. Of course, βγ–systems used in BRST quantisation are
already factored from the rest of the OPA.
As an example, consider a Virasoro operator T . ξ+ and ξ− are primaries of
dimension h+ and 1− h+ respectively with respect to T . We find:
P+1 P−1 T = T −
h+
λ
ξ+∂ξ− +
h−
λ
∂ξ+ξ− . (5.1.13)
P+1 P−1 T already commutes with ξ±, so no further projections are necessary. The
central extension of the new Virasoro operator is given by c− 2(6(h+)2 − 6h+ + 1).
Finally, we consider the case of a fermionic bc-system. It can be decoupled using
a formula similar to (5.1.11). Here, all sums are reduce to only two terms, proving
that fermionic b, c can always be factored out. Alternatively, one can define two free
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fermions b± c for which the results of the previous subsection can be used. This can
be done even if b and c have different dimensions, as subsection 5.1.1 does not rely
on the dimension at all.
5.1.3 U(1) currents
A (bosonic) U(1) current J has the OPE (the notation for OPEs is introduced in
subsection 2.3.4):
J × J = << λ | 0 >> . (5.1.14)
The derivative of a free scalar treated in section 2.6.1 provides a realisation of this
OPE. The commutation rules for the modes are:
JˆmJˆn = JˆnJˆm + λ(m− 1)δm+n−2 . (5.1.15)
From eq. (5.1.15), we can see that the desired projection operators are:
Pn ≡ : exp
(
1
(1− n)λJˆ2−nJˆn
)
: , (5.1.16)
except for n = 1. Notice that in a graded OPA (see def. 2.3.7) dim(J) = 1, such that
dim(Jˆ1A) = dim(A). Hence, we cannot argue on dimensional grounds that (Jˆ1)
iA
is zero even for very large i. However, the situation is disctinctly different from
previous subsection, where we could still hope that for most OPAs the projection
operators (5.1.9) are well-defined. In the case of a U(1)-scalar, P1 simply does not
exist.
Theorem 5.1.1 A U(1) current J can be decoupled if and only if:
Jˆ1A = [JA]1 = 0 (5.1.17)
for all fields A of the OPA. Or in words, all fields have zero [U(1)] charge with respect
to the current J .
Proof :
The fact that eq. (5.1.17) is a sufficient condition follows because we can define the
projection operators (5.1.16).
We now show that (5.1.17) is also a necessary condition using a special case of the
Jacobi identity (2.3.21):
[J [BC]n]1 = [[JB]1C]n + [B[JC]1]n (5.1.18)
and
[J ∂A]1 = ∂([JA]1) . (5.1.19)
Suppose the currents J and T k generate the algebra and [JT k]1 is nonzero for some k.
We look for an alternative set T˜ k which still generate the algebra (together with J) and
for which [JT˜ k]1 = 0. We can always choose
T˜ k = T k +Xk , (5.1.20)
where Xk has strictly positive derivative-number (see eq. (3.3.14)), or a composite-
number (see eq. (3.3.16)) larger than 1. We define:
D = min
k
d([JT k]1) C = min
k
c([JT k]1) . (5.1.21)
We will now prove that d([JXk]1) > D or c([JX
k]1) > C. If d(X
k) > 0, eq. (5.1.19)
proves the first inequality. If d(Xk) = 0, we necessarily have that c(Xk) > 1. In this
case the second inequality follows from eq. (5.1.18) with n = 0. This means that it is
not possible to find Xk which cancel the contributions of T k completely.
The condition (5.1.17) is not equivalent to [AJ ]1 = 0 because, see eq. (2.3.16):
[AJ ]1 = [JA]1 +
∑
i≥2
(−1)i
i!
[AJ ]i . (5.1.22)
In a W–algebra generated by primary fields (except T itself), the criterion becomes
that for any primary generator A, [AJ ]1 may not contain any primary fields. Indeed,
if J and C are primaries with respect to T , we see from eq. (5.1.18) with B = T that
[JC]1 is primary. Because the primary at [JC]1 is the same as the one in [CJ ]1, eq.
(5.1.17) translates in the requirement that there is no primary field in [AJ ]1.
Finally, we remark that the condition eq. (5.1.17) is in fact quite natural, as
U(1)-scalars can be viewed as the derivative of a dimension zero field, and for any
fields A and B, eq. (2.3.12) implies that [∂A B]1 = 0.
5.2 Generating functionals
In this section, we study the relation between the generating functionals of the
algebras related by factoring out a free field. The results are especially important
as these functionals define the induced actions of the correspondingW-gravities (see
chapter 7).
Recall the definition of the generating functions (2.5.1) and (2.5.4) for an OPA
with generators T k:
Z[µ] = exp (−Γ[µ]) =
〈
exp
(
− 1
π
∫
µkT
k
)〉
. (5.2.1)
Suppose the OPA contains a free field F that can be factored out. We will
denote by T˜ k the redefined generators (anti-) commuting with F . By inverting the
algorithms of the previous section, we can write:
T k = T˜ k + P k[T˜ , F ] , (5.2.2)
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where the P k[T˜ , F ] are some differential polynomials with all terms at least of order
1 in F . We now provide some heuristic arguments – i.e. based on path integrals –
that the generating functional Z˜[µ˜] of the reduced gravity theory, which is defined
similarly to eq. (5.2.1), can be obtained from Z[µ] by integrating over the source of
the free field µF :
Z˜[µ˜] =
∫
[dµF ] Z [µ˜, µF ] . (5.2.3)
We can compute Z as follows
Z[µ˜, µF ] =
〈
exp
(
− 1
π
∫
µ˜k(T˜
k + P k[T˜ , F ]) + µFF
)〉
OPE
. (5.2.4)
We assume that there exists a path integral formulation for this expression, i.e. the T˜ k
are expressed in terms of some matter fields ϕ. In this case, the polynomials P k in the
path integral would be the classical limit of those in (5.2.2), and some regularisation
procedure has to be applied to find (5.2.4). In particular, short distance singularities
should be resolved for example by point splitting. We have:
Z[µ˜, µF ] =
∫
[dϕ][dF ]
exp−
(
S[ϕ] + SF [F ] +
1
π
∫
µ˜k
(
T˜ k[ϕ] + P k[T˜ [ϕ], F ]
)
+ µFF
)
. (5.2.5)
Here SF is the free field action which gives the correct OPE for F . For µk = 0 the
matter fields and F are not coupled. This implies that T˜ k and F have a non-singular
OPE as is required.
We now integrate eq. (5.2.5) over µF and interchange the order of integration. The
last term in the exponential gives us δ(F ), such that all terms containing F can be
dropped. The remaining expression is exactly Z˜.
Going to the effective theory (see chapter 7), we define:
exp
(−W [Tˇ ]) = ∫ [dµ]Z[µ] exp( 1
π
∫
µkTˇ
k
)
. (5.2.6)
From relation (5.2.3), we immediately see:
W˜ [Tˇ ] =W [Tˇ , TˇF = 0] . (5.2.7)
Therefore, the two theories are related by a quantum Hamiltonian reduction.
Finally, let us see how the classical limits of the Ward identities for the generating
functionals (2.5.18) are related. The first step is to note that for both theories, the
same Ward identities are satisfied by the Legendre transform1 W (0) of the classical
1See the introduction of chapter 7 for the definition of these functionals.
limit of Γ by replacing {µ, δΓ(0)/δµ} with {δW (0)/δTˇ , Tˇ}. Furthermore, W (0) is the
classical limit of W (upto some factors), as it is the saddle-point value in (5.2.6).
From eq. (5.2.7), we see that the classical limit of the Ward identities of the reduced
theory can be obtained by putting δΓ(0)/δµF = 0 in the original identities.
Indeed, when we factor out a fermion, the Ward identity corresponding to µi = µψ
is, see (2.5.18):
∂¯uψ = −λ
π
µψ + F [µ, u, uψ] , (5.2.8)
where:
ui ≡ δΓ
δµi
. (5.2.9)
Setting uψ = 0, we can solve for µψ and substitute the solution in the other Ward
identities. In this way, the fermion ψ completely disappears from the theory. The
same can be done for a couple (ξ+, ξ−) of symplectic bosons, by looking at the
equations with µi = ξ
±.
We now treat the decoupling of a U(1)-scalar J . The Ward identity (2.5.18) of µJ
has an anomalous term proportional to ∂µJ . This means that we will only be able
to remove the scalar field if µJ never appears underived. So our criterium for the
factoring out of a scalar field J should be that in all Ward identities of the theory,
the coefficient of µJ , without derivative, vanishes. If we look at eq. (2.5.18) for some
source µi, this term is given by:
− 1
π
µJ
〈
[JTi]1 exp
(
− 1
π
∫
µkT
k
)〉
. (5.2.10)
We see that requiring this term to vanish, yields precisely the classical limit of the
condition (5.1.17).
5.3 Examples
In this section we discuss the N = 3, 4 linear [1, 171, 185] and nonlinear [20, 133,
103] superconformal algebras. For both cases, the factorisations were performed in
[103]. The relation (5.2.3) between the induced actions will be derived here in a
more explicit way without relying on an underlying path integral formalism for the
factorised algebra. In this section, we do not follow the conventions of appendix
B for summation indices. No signs are implied in the summations and indices are
raised and lowered with the Kronecker delta.
5.3.1 N = 3 superconformal algebras
Both N = 3 superconformal algebras contain the energy–momentum tensor T , su-
percharges Ga, a ∈ {1, 2, 3} and an so(3) affine Lie algebra with generators Ua,
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a ∈ {1, 2, 3}. The linear algebra [1] contains in addition a dimension 1/2 fermion Q.
The OPEs of the generators are (we use tildes for the nonlinear algebra and omit
OPEs with T and T˜ ):
GaGb = δab 2c3 [ ]− εabc2[U c] G˜a G˜b = δab 2(c˜−1)3 [ ]− 2(c˜−1)c˜+1/2 εabc[U˜ c]
+ 3c˜+1/2 [U˜
(aU˜ b) − 2c˜+13c˜ δabT˜ ]
UaU b = − c3δab[ ] + εabc[U c] U˜a U˜ b = − c˜+1/23 δab[ ] + εabc[U˜ c]
UaGb = δab[Q] + εabc[Gc] U˜a G˜b = εabc[G˜c]
QGa = [Ua]
QQ = − c3 [ ],
(5.3.1)
where we list only the primaries in the OPEs (see section 4.4).
The relation [103] between the linear and nonlinear algebras is that Q commutes
with the combinations that constitute the nonlinear algebra:
T˜ ≡ T + 3
2c
∂QQ,
G˜a ≡ Ga + 3
c
UaQ,
U˜a ≡ Ua, (5.3.2)
while the central charges are related by c˜ = c− 1/2. These relations are easily found
by applying the algorithms of section 5.1.
We derive the Ward identities for the induced actions (2.5.4) Γ and Γ˜ by consid-
ering their transformation properties under N = 3 supergravity transformations. We
will use the notations h ≡ µT , ψa ≡ µGa , Aa ≡ µUa , η ≡ µQ. The transformations
read, for the linear case:
δh = ∂¯ε+ ε∂h− ∂εh+ 2θaψa,
δψa = ∂¯θa + ε∂ψa − 1
2
∂εψa +
1
2
θa∂h− ∂θah− εabc(θbAc + ωbψc)
δAa = ∂¯ωa + ε∂Aa − εabc(∂θbψc − θb∂ψc) + θaη − εabcωbAc − ∂ωah+ τψa
δη = ∂¯τ + ε∂η +
1
2
∂εη + θa∂Aa − ∂ωaψa − 1
2
τ∂h− ∂τh . (5.3.3)
They are the same for the nonlinear case, except that there is no field η and no
parameter τ , and δAa contains a c˜ dependent extra term:
δextraA
a =
3
2c˜
εabc(∂θbψc − θb∂ψc) . (5.3.4)
The anomaly for the linear theory is:
δΓ[h, ψ,A, η] = − c
12π
∫
ε∂3h− c
3π
∫
θa∂2ψa +
c
3π
∫
ωa∂Aa +
c
3π
∫
τη . (5.3.5)
Defining2:
t =
12π
c
δΓ
δh
ga =
3π
c
δΓ
δψa
ua = −3π
c
δΓ
δAa
q = −3π
c
δΓ
δη
(5.3.6)
we obtain the Ward identities for the linear theory by combining eqs. (5.3.3) and
(5.3.5):
∂3h = ∇t− (2ψa∂ + 6∂ψa) ga + 4∂Aaua − (2η∂ − 2∂η) q
∂2ψa = ∇ga − 1
2
ψat+ εabcAbg
c + ηua + εabc (2∂ψb + ψb∂)uc + ∂A
aq
∂Aa = ∇ua − εabcψbgc + εabcAbuc − (ψa∂ + ∂ψa) q
η = ∇q − ψaua , (5.3.7)
where:
∇Φ = (∂¯ − h∂ − hΦ∂h)Φ, (5.3.8)
with hΦ = 2,
3
2 , 1,
1
2 for Φ = t, g
a, ua, q.
Because these functional differential equations have no explicit dependence on c,
the induced action can be written as:
Γ[h, ψ,A, η] = c Γ(0)[h, ψ,A, η] , (5.3.9)
where Γ(0) is c-independent.
The nonlinear theory can be treated in a parallel way. The anomaly is now:
δΓ˜[h, ψ,A] = − c˜
12π
∫
ε∂3h− c˜− 1
3π
∫
θa∂2ψa +
c˜+ 1/2
3π
∫
ωa∂Aa
− 3
π(c˜+ 1/2)
∫
θaψb
(
U (aU b)
)
eff
. (5.3.10)
The last term, which is due to the nonlinear term in the algebra eq. (5.3.1), can be
rewritten as:(
U (aU b)
)
eff
(x) =
〈
U˜ (aU˜ b)(x) exp
(
− 1
π
∫ (
hT˜ + ψaG˜
a +AaU˜
a
))〉/
2All functional derivatives are left derivatives.
66
5.3. Examples
exp
(
− Γ˜
)
(5.3.11)
=
(
c˜+ 1/2
3
)2
ua(x)ub(x) +
(c˜+ 1/2)π
6
lim
y→x
(
∂ua(x)
∂Ab(y)
− ∂
∂¯
δ(2)(x− y)δab + a⇋ b
)
.
The limit in the last term of eq. (5.3.11) reflects the point-splitting regularisation of
the composite terms in the G˜G˜ OPE (5.3.1). One notices that in the limit c˜ → ∞,
u becomes c˜ independent and one has simply:
lim
c˜→∞
(
3
c˜+ 1/2
)2 (
U (aU b)
)
eff
(x) = ua(x)ub(x) . (5.3.12)
Using eq. (5.3.11), we find that eq. (5.3.10) can be rewritten as:
δΓ˜[h, ψ,A] = − c˜
12π
∫
ε∂3h− c˜− 1
3π
∫
θa∂2ψa +
c˜+ 1/2
3π
∫
ωa∂Aa
− c˜+ 1/2
3π
∫
θaψbu
aub
− lim
y→x
∫
θ (aψb)
(
∂ua(x)
∂Ab(y)
− ∂
∂¯
δ(2)(x− y)δab
)
, (5.3.13)
where the last term disappears in the large c˜ limit. The term proportional to∫
θaψbu
aub in eq. (5.3.13) can be absorbed by adding a field dependent term in
the transformation rule for A:
δnlextraAa = −θaψbub . (5.3.14)
Doing this, we find that in the large c˜ limit, the anomaly reduces to the minimal
one.
Combining the nonlinear transformations with eq. (5.3.13), and defining:
t˜ =
12π
c˜
δΓ˜
δh
g˜a =
3π
c˜− 1
δΓ˜
δψa
u˜a = − 3π
c˜+ 1/2
δΓ˜
δAa
, (5.3.15)
we find the Ward identities for Γ˜[h, ψ,A] (they can also be found in [54]):
∂3h = ∇t˜−
(
1− 1
c˜
)
(2ψa∂ + 6∂ψ
a) g˜a + 4
(
1 +
1
2c˜
)
∂Aau˜
a
∂2ψa = ∇g˜a −
(
1
2
+
1
2c˜− 2
)
ψat˜+ ε
abcAbg˜
c + εabc (2∂ψb + ψb∂) u˜
c
−
(
1 +
3
2c˜− 2
)(
3
c˜+ 1/2
)2
ψb
(
U (aU b)
)
eff
∂Aa = ∇u˜a −
(
1− 3
2c˜+ 1
)
εabcψbg˜
c + εabcAbu˜
c . (5.3.16)
The normalisation of the currents has been chosen such that the anomalous terms
on the lhs have coefficient one. The explicit c˜ dependence of the Ward identities
arises from several sources: some couplings in the nonlinear algebra eq. (5.3.1) are
explicitly c˜-dependent, the transformation rules eq. (5.3.4) are c˜-dependent, and the
field-nonlinearity. The dependence implies that the induced action is given by a 1/c˜
expansion:
Γ˜[h, ψ,A] =
∑
i≥0
c˜1−iΓ˜(i)[h, ψ,A] . (5.3.17)
Returning to the Ward identities for the linear theory eq. (5.3.7), we observe that
when we take c˜ = c+1/2 and put q = 0, we find from the last identity in eq. (5.3.7)
that η = −ψaua. Substituting this into the first three identities of eq. (5.3.7) yields
precisely the Ward identities for the nonlinear theory eq. (5.3.16) in the c → ∞
limit. Also, the extra term in the nonlinear δAa (eq. (5.3.4)), that was added to
bring the anomaly to a minimal form, now effectively reinserts the θaη term that
disappeared from the linear transformation, eq. (5.3.3). This is in accordance with
the observations at the end of the previous section.
We will now prove relation (5.2.3) between Z and Z˜. First we rewrite the defi-
nition of Z (2.5.1) using eq. (5.3.2), the crucial ingredient being that Q commutes
with the nonlinear algebra, thus factorising the averages:
Z[h, ψ,A, η] =
〈
exp
(
− 1
π
∫
(hT˜ + ψaG˜
a +AaU˜
a)
)
〈
exp
(
− 1
π
∫
(hTQ + ηˆQ)
)〉
Q
〉
=
〈
exp
(
− 1
π
∫
(hT˜ + ψaG˜
a +AaU˜
a)− Γ[h, ηˆ]
)〉
(5.3.18)
where:
TQ =
3
2cQ∂Q, ηˆ = η −
1
3c
ψaU˜
a . (5.3.19)
The Q integral can be expressed in terms of the Polyakov action (2.5.15):
Γ[h, ηˆ] =
1
48π
ΓPol[h]−
c
6π
∫
ηˆ
1
∇ ηˆ , (5.3.20)
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where ∇ = ∂¯ − h∂ − 12∂h and
ΓPol[h] =
∫
∂2h
1
∂¯
1
1− h∂∂¯−1
1
∂
∂2h . (5.3.21)
Using eqs. (5.3.18) and (5.3.20), we find:
exp
(
− Γ˜[h, ψ,A]
)
= (5.3.22)
exp
(
Γ[h, ηˆ = η +
π
3c
ψb
δ
δAb
]
)
exp
(
− Γ[h, ψ,A, η]
)
.
We checked this formula explicitly on the lowest order correlation functions using
OPEdefs. Introducing the Fourier transform of Γ with respect to A:
exp
(
− Γ[h, ψ,A, η]
)
=
∫
[du] exp
(
− Γ[h, ψ, u, η] + c
3π
∫
uaAa
)
, (5.3.23)
eq. (5.3.23) further reduces to:
exp
(
− Γ˜[h, ψ,A]
)
= exp
( 1
48π
ΓPol[h]
)∫
[du] exp
(
− Γ[h, ψ, u, η] (5.3.24)
− c
6π
∫ (
η + ψau
a
) 1
∇
(
η + ψbu
b
)
+
c
3π
∫
uaAa
)
.
As the lhs of eq. (5.3.25) is η-independent, the rhs should also be. We can integrate
both sides over η with a measure chosen such that the integral is equal to one:
exp
(
− 1
48π
ΓPol[h]
) ∫
[dη] exp
(
c
6π
∫ (
η + ψau
a
) 1
∇
(
η + ψbu
b
))
= 1 . (5.3.25)
Combining this with eq. (5.3.25), we finally obtain eq. (5.2.3).
5.3.2 N = 4 superconformal algebras
Now we extend the method applied for N = 3 to the case of N = 4. Again, there is
a linear N = 4 algebra and a nonlinear one, obtained [103] by decoupling four free
fermions and a U(1) current. In the previous case we made use in the derivation
of the explicit form of the action induced by integrating out the fermions. In the
present case no explicit expression is available for the corresponding quantity, but
we will see that it is not needed.
The N = 4 superconformal algebra [171, 185] is generated by the energy–momen-
tum tensor T , four supercharges Ga, a ∈ {1, 2, 3, 4}, an so(4) affine Lie algebra with
generators Uab = −U ba, a, b ∈ {1, 2, 3, 4}, 4 free fermions Qa and a U(1) current
P . The two su(2)- algebras have levels k+ and k−. The supercharges G
a and the
dimension 1/2 fields Qa form two (2, 2) representations of su(2)⊗su(2). The central
charge is given by:
c =
6 k+ k−
k+ + k−
. (5.3.26)
The OPEs are (we omit the OPEs of T ):
GaGb =
3c
2
δab[ ] + [−2Uab + ζ εabcdU cd]
Uab U cd =
k
2
(
δad δbc − δac δbd − ζ εabcd) [ ]
+[δbd Uac − δbc Uad − δad U bc + δac U bd]
UabGc = −ζ (δbc [Qa]− δac [Qb])+ εabcd [Qd]− (δbc [Ga]− δac [Gb])
QaGb = δab [P ]− 1
2
εabcd [U cd]
QaU bc = δac [Qb]− δab [Qc]
P Ga = [Qa]
P P = −k
2
[ ]
QaQb = −k
2
δab[ ] (5.3.27)
where k = k++ k− and ζ = (k+− k−)/k. Note that [PA]1 = 0 for all primaries, and
hence for all elements of the OPA.
We will write the induced action (2.5.4) as Γ[h, ψ,A, b, η]. All the structure
constants of the linear algebra (5.3.27) depend only on the ratio k+/k−. Apart from
this ratio, k enters as a proportionality constant for all two-point functions. As a
consequence, Γ depends on that ratio in a nontrivial way, but its k-dependence is
simply an overall factor k.
Using the following definitions:
t =
12π
c
δΓ
δh
, ga =
3π
c
δΓ
δψa
, uab = −π
k
δΓ
δAab
, (5.3.28)
qa = −2π
k
δΓ
δηa
, p = −2π
k
δΓ
δb
(5.3.29)
and γ = 6k/c, the Ward identities are:
∂3h = ∇t− 2 (ψa∂ + 3∂ψa) ga + 2 γ ∂Aabuab + γ
2
(∂ηa − ηa∂) qa + γ ∂b p
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∂2ψa = ∇ga − 2Aabgb − 1
2
ψat+
γ
4
∂b qa +
γ
2
ζ ∂Aabq
b +
γ
4
εabcd ∂Abcq
d
+
γ
4
εabcd ηbu
cd +
γ
4
(ψb∂ + 2∂ψb) (2u
ab − ζεabcd ucd) + γ
4
ηap
∂Aab +
ζ
2
εabcd ∂Acd = ∇uab − 4Ac[aub]c − 4
γ
ψ[ag
b] + η[aq
b]
−ζ (ψ[a∂ + ∂ψ[a) qb] − 1
2
εabcd (ψc∂ + ∂ψc) q
d
ηa = ∇qa − 2Aabqb − ψap+ εabcd ψbucd
∂b = ∇p− (ψa∂ + ∂ψa) qa . (5.3.30)
Note that b appears only with at least one derivative. The brackets denote antisym-
metrisation in the indices.
The nonlinear N = 4 superconformal algebra has the same structure as eq.
(5.3.27) but there is no P and Qa. The central charge is related to the su(2)-levels
by c˜ = 3(k˜+2k˜+k˜−)
2+k˜
. We only give the G˜G˜ OPE explicitly:
G˜a G˜b =
4k˜+k˜−
k˜ + 2
δab [ ]− 2k˜
k˜ + 2
[U˜ab] +
k˜+ − k˜−
k˜ + 2
εabcd [U˜
cd] (5.3.31)
+[
2k˜
k˜ + 2k˜+k˜−
δab T˜ +
1
4(k˜ + 2)
εacdg εbefg(U˜
cdU˜ef + U˜ef U˜ cd)] .
To write down the Ward identities in this case, we define:
t˜ =
12π
c˜
δΓ˜
δh
, g˜a =
(k˜ + 2)π
2k˜+k˜−
δΓ˜
δψa
, u˜ab = −π
k˜
δΓ˜
δAab
, (5.3.32)
and
γ˜ =
k˜(k˜ + 2)
k˜+k˜−
, κ˜ =
6k˜
c˜
, ζ˜ =
k˜+ − k˜−
k˜
. (5.3.33)
∂3h = ∇t˜− 2κ˜
γ˜
(ψa∂ + 3∂ψa) g˜
a + 2κ˜ ∂Aabu˜
ab
∂2ψa = ∇g˜a − 2Aabg˜b − γ˜
2κ˜
ψat˜
− γ˜
4k˜(k˜ + 2)
εacdg εbefg ψb
((
U˜ cdU˜ef
)
eff
+
(
U˜ef U˜ cd
)
eff
)
+
γ˜k˜
4(k˜ + 2)
(ψb∂ + 2∂ψb)(2u˜
ab − ζ˜ εabcdu˜cd)
∂Aab +
ζ˜
2
εabcd ∂Acd = ∇u˜ab − 4Ac[au˜b]c − 4
γ˜
ψ[ag˜
b] . (5.3.34)
As in the previous subsection, we will use the results of section 5.1 or [103] to
eliminate the free fermion fields and the U(1)-field P . The new currents are:
T˜ = T +
1
k
PP +
1
k
∂QcQc
G˜a = Ga +
2
k
PQa + εabcd
(
2
3k2
QbQcQd +
1
k
QbU˜ cd
)
U˜ab = Uab − 2
k
QaQb (5.3.35)
and the constants in the algebras are related by k˜± = k± − 1, and thus c˜ = c − 3.
Again, we find agreement between the large k-limit of the Ward identities putting
qa and p to zero, and solving ηa and ∂b from the two last identities of (5.3.30).
We now find the nonlinear effective action in terms of the effective action of the
linear theory. In analogy with the N = 3 case, it seems that the operators of the
nonlinear theory can be written as the difference of the operators of the linear theory,
and a realisation of the linear theory given by the free fermions and P . In the present
case, this simple linear combination is valid for the integer spin currents T˜ and U˜ ,
but not for G˜. A second complication is that, due to the presence of a trilinear term
(in Q) in the relation between G˜ and G, integrating out the Q-fields is more involved.
Nevertheless, we can still obtain (5.2.3).
There is a variety of ways to derive this relation, starting by rewriting the de-
compositions of (5.3.35) in different ways. We will use the following form:
Ga +
1
k
εabcdQ
bU cd = G˜a − 2
k
PQa +
4
3k2
εabcdQ
bQcQd . (5.3.36)
This leads immediately to3:〈
exp
(
− 1
π
∫ (
hT + ψaG
a +AabU
ab + bP + ηaQ
a +
1
k
εabcdψaQ
bU cd
))〉
=
〈
exp
(
− 1
π
∫ ((
hT˜ + ψaG˜
a +AabU˜
ab
)
(5.3.37)
3There are no normal ordering problems as the OPEs of the relevant operators turn out to be
nonsingular (e.g. the term cubic in the Qa is an antisymmetric combination).
69
Chapter 5. Factoring out Free Fields
+
1
k
(−hP 2 − h∂QaQa − 2ψaPQa + 2AabQaQb + bP + ηaQa)
+
4
3k2
εabcdψaQ
bQcQd
))〉
.
Again the crucial step is that in the rhs, the expectation value factorises: the average
over Qa and P can be computed separately, since these fields commute with the
nonlinear SUSY-algebra. This average is in fact closely related to the partition
function for the linear N = 4 algebra with k+ = k− = 1 and c = 3, up to the
renormalisation of some coefficients. We have:
Zc=3[h, ψ,A, b, η] =
〈
exp
(
− 1
π
∫ (
−h
2
(
Pˆ Pˆ + ∂QˆaQˆ
a
)
(5.3.38)
−ψa
(
Pˆ Qˆa +
1
6
εabcdQˆ
bQˆcQˆd
)
+AabQˆ
aQˆb + bPˆ + ηaQˆ
a
))〉
where the average value is over free fermions Qˆa and a free U(1)-current Pˆ . These
are normalised in a k-independent fashion:
Pˆ × Pˆ → −[ ] Qˆa × Qˆb → −δab[ ] (5.3.39)
and the explicit form [170, 171, 185] of the currents making up the c = 3 algebra has
been used. The average can be represented as a functional integral with measure:
[dQˆ][dPˆ ] exp
(
− 1
2π
(Pˆ
∂¯
∂
Pˆ + Qˆa∂¯Qˆa)
)
. (5.3.40)
The (nonlocal) form of the free action for Pˆ follows from its two-point function: it
is the usual (local) free scalar field action if one writes Pˆ = ∂X . The connection
between the linear theory, the nonlinear theory, and the c = 3 realisation is then:
exp
(
− π
k
εabcdψa
δ
δηb
δ
δAcd
)
Z[ψ,A, η, b] = Z˜[ψ,A]× (5.3.41)
exp
(
π2
3k2
(4 +
√
2k)εabcdψa
δ
δηb
δ
δηc
δ
δηd
)
Zc=3[h, ψ,A, η
√
k/2, b
√
k/2].
Contrary to the N = 3 case, where the Polyakov partition function was obtained very
explicitly, this connection is not particularly useful, but the representation (5.3.40)
of Zc=3 as a functional integral can be used effectively. Indeed, when we take the
Fourier transform of eq. (5.3.41), i.e. we integrate (5.3.41) with:∫
[d h][dψ][dA][d b][d η] exp
(
1
π
∫ (
h t+ ψa g
a +Aab u
ab + b p+ ηa q
a
))
, (5.3.42)
we obtain using eqs. (5.3.38) and (5.3.40)4:
exp
(
−W [t, ga − 1
k
εabcdq
bucd, u, p, q]
)
= exp
(
− 1
πk
(p
∂¯
∂
p+ qa∂¯qa)
)
exp
(
− W˜ [t+ 1
k
(
p2 + ∂q q
)
, ga +
2
k
p qa − 4
3k2
εabcdq
bqcqd,uab − 2
k
qaqb]
)
(5.3.43)
giving the concise relation:
W˜ [t, ga, uab] +
1
πk
(p
∂¯
∂
p+ qa∂¯qa)
= W [t− 1
k
(
p2 + ∂qa qa
)
,
ga − 2
k
pqa − 1
k
εabcdq
bucd − 2
3k2
εabcdq
bqcqd,
uab +
2
k
qaqb, p, qa] .
(5.3.44)
Putting the free p and qa-currents equal to zero, we obtain (5.2.7).
5.4 Discussion
We have given explicit algorithms for the factoring out of free fields, including a
simple criterion for the factorisation of U(1)–scalars. We have worked purely at the
quantummechanical level, but the algorithms do not need any modification for the
classical case if we use the definition eq. (2.3.32) for the negative modes. In fact,
recently [71, 167] a number of classicalW–algebras were constructed by hamiltonian
reduction, containing bosons of dimensions 1 and 12 that could be decoupled.
Recently [52], it was shown that factoring out all dimension 1 fields of a classical
W–algebra gives rise to algebras which are finitely generated by rational polynomials,
i.e. fractions of generators are allowed. When regarding the fractions as new gener-
ators, a nonlinear W–algebra with an infinite number of generators results. In the
quantum case only a finite number of generators are needed, due to the appearance
of null fields.
The examples in section 5.3 have shown that factorising a linear algebra gives
in general rise to nonlinear algebras. Conversely, one could attempt to linearise a
4 The effective action W is defined by the Fourier transform of Z, and similarly for W˜ .
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W–algebra by adding free fields and performing a basis transformation. This was
achieved for W3 and the bosonic N = 2 superconformal algebra in ref. [136]. Some
important features of the construction are that the free fields are not quasiprimary
with respect to the original energy–momentum tensor, and that the linear algebra
contains a “null” field G in the sense that it has no OPE where occurs. In fact,
for W3 the field G is equal to W −WJ , where WJ is the expression of the one scalar
realisation of W3. Clearly, this linear algebra is only of interest if one does not put
G to zero.
The results of this chapter can be used to see if the effective action of a nonlin-
ear theory is related to its classical limit by introducing some renormalisations, see
section 7.4. If we take for granted that this is true for the linear theory, eq. (5.2.7)
immediately transfers this property to the nonlinear theory. Moreover, since the
’classical’ parts are equal also (as implied by the c→∞ limit of the Ward identities)
the renormalisation factors for both theories are the same (for couplings as well as
for fields) if one takes into account the shifts in the values for the central extensions
c, k+ and k−. This fact can be confirmed by looking at explicit calculations of these
renormalisation factors, see chapter 7.
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Extensions of the Virasoro algebra and gauged
WZNW–models
One of the most general methods to obtain a realisation of an extended Virasoro
algebra is Drinfeld-Sokolov reduction [60, 7]. This method consists of imposing
certain constraints on the currents of a Kacˇ–Moody algebra g¯. The constraints are
associated to an embedding of sl(2) in the Lie algebra g. In the classical case, the
reduced phase space then forms a realisation of a W–algebra [60, 7], as reviewed in
section 6.1.
In [7], it was shown that the constraints reduce the classical WZNW Ward iden-
tities to those of the extended Virasoro algebra. This points towards a connection
between the induced actions of the Kacˇ–Moody algebra and the W–algebra. This
connection was made explicit in the case of W3 in [39]. In section 6.2 this is gener-
alised to arbitrary (super) Kacˇ–Moody algebras [181]. The main idea is to implement
the constraints on a gauged WZNW–model. This leads to a path integral formula-
tion in the Batalin-Vilkovisky formalism of the induced action of the W–algebra in
terms of the WZNW action.
To complete the construction, we show in section 6.4 that the quantum cur-
rents of the constrained WZNW–model form a realisation of a quantum W–algebra.
These results are used in section 6.6 to find the quantum corrections to the Batalin-
Vilkovisky action.
The osp(N |2) affine Lie algebra will be used as an example in sections 6.3 and
6.5. The sl(2) embedding we use, gives a realisation of the N -extended so(N) su-
perconformal algebras [133, 20].
This chapter contains results published in [181, 183]. Several results presented
here are new. For conventions on WZNW–models, we refer to section 2.6.4. Ap-
pendix B fixes our conventions for (super) Lie algebras and summation indices.
6.1 Classical Drinfeld-Sokolov reduction
In this section we will briefly explain the classical Hamiltonian reduction that gives a
realisation of a (classical) W–algebra in terms of a Kacˇ–Moody algebra. References
[60, 7, 69, 86, 45] can be consulted for further details.
Consider a Kacˇ–Moody algebra gˆ with level κ, with a (super) Lie algebra g¯
valued field Jz(z) = J
a
z (z) at, where ta are matrices representing g¯. For a given
sl(2)-embedding, we impose a set of constraints on the currents Jaz :
Π−
(
Jz − κ
2
e−
)
= 0 . (6.1.1)
These constraints are all first class in the terminology of Dirac [57], except Π−1/2Jz =
0. It is more convenient to have all constraints first class. For a (bosonic) Lie algebra,
this can be achieved by taking only half of the constraints at grading −1/2. It is
possible [69] to do this by choosing an alternative integral grading. However, this
procedure does not work for most super Lie algebras. Therefore we will introduce
auxiliary fields instead. We postpone the discussion of this case with half-integral
sl(2) grading to the next section. So we ignore in this section any sign issues for the
super case.
In the reduced phase space, there is a gauge freedom because elements are con-
sidered equivalent modulo the constraints. The infinitesimal gauge transformations
(2.6.43):
δηJz(x) = −
∫ {
str (η(y)Jz(y)) , Jz(x)
}
PB
=
κ
2
∂η(x) + [η(x), Jz(x)], η ∈ Π+g¯ (6.1.2)
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can be used to impose suitable gauge conditions. Several choices are possible, but
we will mainly use the highest weight gauge:(
1−Πhw
)(
Jz − κ
2
e−
)
= 0 . (6.1.3)
We will now compute the reduced Poisson algebra in the highest weight gauge.
This can be done in several ways. First, one can view the gauge conditions as an
extra set of constraints. Because the constraints are then second class, Dirac brackets
should be used. However, this approach requires inverting the matrix of the Poisson
brackets of the constraints, which is in general quite difficult.
A second way is by using gauge invariant polynomials. These are polynomials in
the currents which are gauge invariant under eq. (6.1.2) up to the constraints (6.1.1).
It can be shown [9] that for each highest weight current, there is a gauge invariant
polynomial 1:
J˜ (j,αj)z = J
(jj,αj)
z
∣∣∣
constraints eq. (6.1.3)
. (6.1.4)
The J˜
(j,αj)
z are unique modulo the constraints (6.1.1). They generate all gauge in-
variant polynomials by using addition and multiplication. The polynomials (6.1.4)
can be computed by finding the unique (finite) gauge transformation which brings
the constrained current eq. (6.1.1) to the gauge fixed form eq. (6.1.3). This is used
in [45, 46, 187] to construct an algorithm to obtain the polynomials J˜
(j,αj)
z .
Because the gauge transformations are compatible with the Poisson brackets, the
gauge invariant polynomials form a (nonlinear) subalgebra with respect to the orig-
inal Poisson bracket. Moreover, we can see that this algebra is isomorphic to the
reduced Poisson algebra.
Proof :
To show that the Poisson algebra of the gauge invariant polynomials is isomorphic to
the reduced Poisson algebra, we observe that their Dirac and Poisson brackets are the
same (modulo (6.1.1)). Recall the definition of the Dirac bracket for some second class
constraints χα:
{F (x),G(y)}D = {F (x),G(y)}PB−∫
d2x0d
2y0{F (x), χα(x0)}PB∆αβ(x0, y0){χβ(y0), G(y)}PB ,
with ∆αβ the inverse matrix of {χα, χβ}PB. When F (x) is gauge invariant, i.e. {F, χα}PB
is zero modulo constraints, we see that {F,G}D = {F,G}PB modulo constraints.
A third way to compute the reduced phase space is to use cohomological tech-
niques [138]. For every constraint χα in (6.1.1), we introduce a ghost cα and antighost
1See appendix B for the basis for the generators of the super Lie algebra.
bα pair, to which we assign ghost number +1 and −1 respectively. We define the
Poisson brackets:
{bα(x), cβ(y)}PB = δαβ δ2(x− y) . (6.1.5)
The BRST operator Q acting in the complex A generated by {Jaz , bα} is defined by:
Q(A)(x) =
∫
d2y {J (y), A(x)}PB , A ∈ Â , (6.1.6)
where the ghost number +1 BRST current:
J = cα(x) αχ(x) + higher order in ghostfields , (6.1.7)
is determined by requiring that Q2 = 0. Because the constraints (6.1.1) form a linear
Poisson algebra, we know that this extra part contains only ghosts. We now study
the cohomology of Q:
H∗(Q; Â) = ker(Q)
im(Q)
, (6.1.8)
i.e. we look for fields annihilated by Q, but asQ2 = 0, we use the equivalence relation:
A ∼ A+Q(B) . (6.1.9)
Let us see how this is related to the constraints. Q on a field f , which does not contain
b or c, gives the gauge transformation (6.1.2) with parameter c of f . Obviously, we are
only interested in fields modulo the gauge transformations, i.e. modulo im(Q). Now
consider a ghost number zero functional of the currents and (anti)ghosts F [J, b, c].
We will call f [J ] ≡ F [J, b = 0, c = 0]. Because Q acts as a derivation, the BRST
transformation of F is schematically given by:
Q(F ) = Q(f) +GαQ(b
α) +HαQ(cα) +Q(J)I , (6.1.10)
where G,H, I are other functionals with I depending on b, c. Because of the Poisson
brackets (6.1.5) this gives:
Q(F ) = δc(f) +Gαχ
α + terms with antighosts , (6.1.11)
where δc denotes the gauge transformation (6.1.2) with parameter c. This means that
if Q(F ) = 0, its ghost–free part f is gauge invariant modulo constraints. Moreover,
it can be shown that the “dressing” of a gauge invariant polynomial to an element
of the cohomology is unique, see e.g. [110]. Hence, computing the cohomology of Q
corresponds to finding the gauge invariant polynomials, and the gauge choice (6.1.3)
corresponds to a choice of representative for an equivalence class (6.1.9). In [43], an
iterative method was provided to construct the generators of the cohomology for the
case of bosonic Lie algebras. We will discuss the generalisation of this method in
section 6.4.
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Quantisation of the Drinfeld-Sokolov reduction using a BRST approach was initiated
in [24]. The general case for bosonic Kacˇ–Moody algebras, was treated in [43]. We
will treat superalgebras in section 6.4.
Having characterised the reduced phase space, we now give some general com-
ments about its structure. The current corresponding to e+ (which has j = 1) is
common to all reductions (as we are treating sl(2) embeddings). It turns out that
it satisfies a Virasoro Poisson bracket. This is still the case if we add the Sugawara
tensor T
(0)
S for the Kacˇ–Moody algebra formed by the highest weight j = 0 currents.
We define:
Ts = 2yJ˜
(1,0)
z + sT
(0)
S , (6.1.12)
which is a Virasoro current for s = 0, 1. With respect to T1, all the other currents
J˜
(j,αj)
z are primary and have spin j + 1 [69], see also section 6.4. So, we have found
a representation of a classical W–algebra for any sl(2) embedding in a (super) Lie
algebra. See [87] for a classification of all embeddings and the dimensions of the
generators of the resulting W–algebra.
6.2 Quantum reduction
In this section, the previous scheme for constraining the currents of a Kacˇ–Moody
algebra is implemented by gauging a WZNW–model. This will enable us to quantise
the reduction and to give a path integral expression for the induced action of the
W–algebra which results from the construction.
6.2.1 Gauged WZNW Model
The affine Lie algebra gˆ is realised by a WZNW–model with action κS−[g]. This
action has the global symmetry (2.6.42). To make part of the symmetries local, we
introduce gauge fields Az ∈ Π−g¯ and Az¯ ∈ Π+g¯ and the action:
S0 = κS−[g]− κ
2πx
∫
str
(
Az g
−1∂¯g
)
+
κ
2πx
∫
str
(
Az¯∂gg
−1
)
+
κ
2πx
∫
str
(
Az¯gAzg
−1
)
. (6.2.1)
Parametrising the gauge fields as Az ≡ ∂h− h−1− and Az¯ ≡ ∂¯h+ h−1+ where h± ∈ Π±g¯,
we see that S0 is invariant under:
h± → γ±h±
g → γ+gγ−1− , (6.2.2)
where
γ± ∈ Π±g¯. (6.2.3)
This can be shown by using the Polyakov-Wiegman formula (2.6.36) to bring eq.
(6.2.1) in the form S0 = κS−[h−1+ gh−] and noting that S−[h±] = 0. We will always
work in the gauge Az = 0 and hence drop all contributions of this gauge field.
In order to impose the constraints (6.1.1), we would like to add the following
term to the action:
Sextra = − κ
2πx
∫
str (Az¯e−) , (6.2.4)
using the gauge field as a Lagrange multiplier. The variation of this term under the
gauge transformations eq. (6.2.2) is:
δSextra = − κ
2πx
∫
str ([η,Az¯ ]e−) . (6.2.5)
The variation is nonzero when Π1/2g¯ is not empty. We would like to preserve the
gauge invariance. As already mentioned, this can be done for bosonic algebras by
choosing an integral grading. This is used in [43] to quantise the Drinfeld-Sokolov
reduction for bosonic algebras. However, for a super Lie algebra, another method
has to be used. We restore gauge invariance by introducing the “auxiliary” field
τ ∈ Π1/2g¯ and define:
S1 = κS−[g] + 1
πx
∫
str
(
Az¯
(
Jz − κ
2
e− − κ
2
[τ, e−]
))
+
κ
4πx
∫
str
(
[τ, e−]∂¯τ
)
, (6.2.6)
with the affine currents (2.6.40) Jz =
κ
2∂gg
−1. If τ transforms under (6.2.2) as:
τ → τ +Π1/2η , (6.2.7)
where exp η ≡ γ+, the action S1 turns out to be invariant. To prove this we need:
str ([η,Az¯][τ, e−]) = 0 , (6.2.8)
which follows from Π−1/2[η,Az¯ ] = 0.
The Lagrange multipliers Az¯ impose now the constraints:
Π−Jz − κ
2
e− − κ
2
[τ, e−] = 0 . (6.2.9)
Using the gauge symmetry we can further reduce the current by choosing Π≥0Jz ∈
K+ and τ = 0, thus indeed reproducing the highest weight gauge eq. (6.1.3).
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As discussed in the previous section, the polynomials in the affine currents and
τ which are gauge invariant modulo the constraints, i.e. the equations of motion of
Az¯ , form a realisation of a classical extended Virasoro algebra. The W–algebra is
generated by the polynomials J˜
(j,αj)
z (6.1.4). Of course, we can take a different set
of generators. For example, it is customary to use the Virasoro operator T1 (6.1.12).
We will denote the new generators as T (j,αj), and assemble them for convenience in
a matrix:
T ≡ T (j,αj) (jj,αj)t ∈ K+ . (6.2.10)
6.2.2 The induced action
We couple the generators T of the W–algebra to sources µ ∈ K− and add this term
to the action S1 (6.2.6):
S2 = S1 + 1
4πxy
∫
str (µT ) . (6.2.11)
However, T is only invariant up to the constraints (6.2.9), i.e. equations of motions
of the gauge fields Az¯ . To make S2 gauge invariant, we modify the transformation
rules of the Az¯ with µ-dependent terms. As the gauge fields appear linearly in the
action, no further modifications are needed. The action is then invariant under Π+g¯
gauge transformations. Due to the new transformation rules of Az¯, the gauge algebra
now closes only on-shell.
Provided that at quantum level the currents T (j,αj), up to multiplicative renor-
malisations and normal ordering, satisfy a quantum version of the W–algebra, we
obtain a realisation of the induced action for this W–algebra:
exp (−Γ[µ]) =
∫
[δg g−1][dτ ][dAz¯ ] (Vol (Π+g¯))
−1
exp (−S2[g, τ, Az¯, µ]) . (6.2.12)
Of course, we should properly define the above expression. The gauge fixing proce-
dure is most easily performed using the Batalin–Vilkovisky (BV) method [11]. We
skip the details here, a readable account of the BV method can be found in e.g.
[51, 196, 197, 199]. For every generator of the gauge algebra, we introduce a ghost
field ca with statistic (−1)1+a, c ∈ Π+g¯. Furthermore, for every field we introduce
an antifield of opposite statistics, J∗z ∈ g¯, A∗z¯ ∈ Π−g¯, τ∗ ∈ Π−1/2g¯ and c∗ ∈ Π−g¯.
We denote all fields {Jz, τ, Az¯ , c} collectively with Φα with corresponding antifields
Φ∗α. The first step of the BV method consists of extending the action S2:
SBV = S2 + 1
π
∫
Φ∗αδcΦ
α + . . . , (6.2.13)
where δc denotes the gauge transformations with the parameter η replaced by the
ghost c. The ellipsis denotes extra terms at least quadratic in the ghosts and antifields
such that the classical BV master equation is satisfied:
(SBV,SBV) = 0 , (6.2.14)
where the bracket denotes the BV antibracket:
(A,B) ≡
∫
d2x
( ←
δ A
δΦα(x)
→
δ B
δαΦ∗(x)
−
←
δ A
δΦ∗α(x)
→
δ B
δαΦ(x)
)
. (6.2.15)
The master equation is guaranteed to have a solution by closure of the gauge algebra
[10, 82, 110, 198]. Note that the master equation (6.2.14), together with Jacobi
identities for the antibracket, implies that the operator QBV defined by:
QBV(A) = (SBV, A) (6.2.16)
is nilpotent. This is provides a link to the BRST operator. In particular, for gauge
algebras which close without using the equations of motion, this definition coincides
with eq. (6.1.6) for Q acting on fields.
We find that the solution to the master equation is given by:
SBV = S1 + 1
2πx
∫
str
(
− c∗cc+ J∗z
(κ
2
∂c+ [c, Jz]
)
+ τ∗c
+A∗z¯
(
∂¯c+ [c, Az¯ ]
)
+
1
2y
µ Tˆ
)
, (6.2.17)
where µ(j,αj) appears linearly in the extended action. Tˆ (j,αj) reduces to the gauge
invariant polynomials T (j,αj), when antifields and ghosts are set to zero, see [46, 187].
We will determine the exact form of Tˆ (j,αj) at the end of this section.
The gauge is fixed in the BV method by performing a canonical transformation
and by putting the new antifields to zero. A canonical transformation between
fields and antifields leaves the antibracket invariant. One should use a canonical
transformation such that the new fields have a well-defined propagator.
When going to the quantum theory, a quantum term has to be added to the BV
master equation (6.2.14) in order to ensure that the results of the theory are gauge-in-
dependent. This implies that quantum corrections have to be added to the extended
action. We will not make a fully regularised quantum field theory computation, as
this does not seem feasible for the general case. Instead, we use BRST invariance as
a guide. We will use OPE-techniques without specifying a regularisation underlying
this method in renormalised perturbation theory. The OPEs will enable us to present
results to all orders in the coupling constant κ.
To be able to use OPEs, we should choose a gauge where we can assign definite
OPEs to the fields. We will put Az¯ = 0, which is different from the highest weight
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gauge. In the BV formalism, this amounts to using a canonical transformation which
simply interchanges A∗z¯ and Az¯. Moreover, we rename the old antigauge fields A
∗
z¯ to
BRST-antighosts b. The gauge-fixed action reads:
Sgf = κS−[g] + κ
4πx
∫
str
(
[τ, e−]∂¯τ
)
+
1
2πx
∫
str
(
b∂¯c
)
+
1
4πxy
∫
str
(
µTˆ
)
. (6.2.18)
Intermezzo 6.2.1
Using the results of section 2.6, we see that the fields satisfy the OPEs:
τaτ b = <<
2
κ
ahb >>
bacb = << agb >> , (6.2.19)
where ahb is the inverse of:
ahb = (e−)
c
caf
d
dgb . (6.2.20)
The currents Jaz satisfy the Kacˇ–Moody algebra gˆ with level κ (in the classical and
quantum case). The tensors g and f are defined in appendix B.
Corresponding to the nilpotent operator eq. (6.2.16), we have the BRST charge2:
Q =
1
4πix
∮
str
(
c
(
Jz − κ
2
e− − κ
2
[τ, e−] +
1
4
{b, c}
))
. (6.2.21)
It is easy to see that indeed Q(Φα) = δcΦ
α.
We now comment on the explicit form of the currents Tˆ (j,αj). BRST invariance
of the action requires Tˆ to be BRST invariant. This determines Tˆ (j,αj) up to BRST
exact pieces. This will lead us to the study of the BRST cohomology in section
6.4. In particular, we will prove in subsection 6.4.2 that the classical cohomology is
generated by the gauge invariant polynomials J˜
(j,αj)
z after replacing the current Jz
with the “total current” Jˆ
(j,αj)
z :
Jˆz ≡ Jz + 1
2
{b, c} . (6.2.22)
This means that in the gauge Az¯ = 0, Tˆ (j,αj) is given by performing the same
substitution in the invariant polynomials T (j,αj). This result determines Tˆ j in the
extended action (6.2.17), i.e. before putting antifields to zero:
Tˆ [Jz, τ, A∗z¯ , c] = T [Jz +
1
2
{A∗z¯, c}, τ ] , (6.2.23)
2Note that {b, c} denotes an anticommutator, not a Poisson bracket.
where we indicated the functional dependence of the gauge invariant polynomials as
T [Jz, τ ]. An elegant argument for this formula purely relying on BV methods can
be found in [187].
We can now check, using the classical OPEs given in intermezzo 6.2.1, that the
currents Π+Jˆz defined in (6.2.22) satisfy the same Poisson brackets as Π+Jz . Because
T is a functional of only the positively graded currents (and τ), the polynomials
Tˆ (j,αj) still form a representation of the W–algebra.
We are now in a position to go to the quantum theory. BRST invariance will be
our guideline. We notice that the expression eq. (6.2.21) for the BRST charge has
no normal ordering ambiguities. We will take it as the definition for the quantum
BRST operator, and we will determine any quantum corrections to extended action
by requiring invariance under the quantum BRST transformations. For µ = 0, the
gauge fixed action (6.2.18) is quantum BRST invariant. Hence, any corrections for
the gauge fixed action reside only in the Tˆ (j,αj). The quantum corrections to the
generators of the classical W–algebra will be determined in section 6.4 by studying
the quantum cohomology.
6.3 An example : osp(N |2)
In this section we present an explicit example to make our treatment of the classical
case more concrete.
The Lie algebra osp(N |2) is generated by a set of bosonic generators:
t=|, t0, t=, tab, tab = −tba and a, b ∈ {1, · · · , N} , (6.3.1)
which form an sl(2)× so(N) Lie algebra and a set of fermionic generators:
t+a, t−a, a ∈ {1, · · · , N} . (6.3.2)
We will represent a Lie algebra valued field X by X=| =|t+X
0
0t+X
=
=t+
1
2X
ab
abt+
X+a +at + X
−a
−at, where the matrices at are in the fundamental representation
(which has index x = 1/2):
X ≡
 X0 X=| X+bX= −X0 X−b
X−a −X+a Xab
 , (6.3.3)
and Xab = −Xba. From this, one reads the generators of osp(N |2) in the funda-
mental representation and one can easily compute the (anti)commutation relations.
The dual Coxeter number for this algebra is h˜ = 12 (4 − N). In the fundamental
representation, the supertrace (B.8) of two fields is:
str(X Y ) = 2X0 Y 0 +X=| Y = +X= Y =| −Xab Y ba +
(−1)Y 2X−aY +a − (−1)Y 2X+aY −a , (6.3.4)
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with (−1)Y a phase factor depending on the parity of Y , which is (−1) for (anti)ghosts
and (+1) for all other fields. In this equation we inserted the phase factor explic-
itly. In this section, and in section 6.5, the summation convention is applied without
introducing extra signs. Also, indices are raised and lowered using the Kronecker
delta.
Intermezzo 6.3.1
We list the osp(N |2) classical OPEs for convenience:
J0zJ
0
z = <<
κ
8
| 0 >> J izJjz = << κ8 δij | −
√
2
4
f ijkJ
k
z >>
J
=|
z J
=
z = <<
κ
4
| J0z >> J izJ±az = <<
√
2
4
λab
iJ±bz >>
J0zJ
=|
=
z = << ± 12J
=|
=
z >> J
±a
z J
±b
z = << ∓ 14δabJ
=|
=
z >>
J0zJ
±a
z = << ± 14J±az >> J
=|
=
z J
∓a
z = <<
1
2
J±az >>
J+az J
−b
z = <<
κ
8
δab | 1
4
(
δabJ0z +
√
2λiabJ
i
z
)
>> ,
where the index i stands for a pair of indices (pq) with 1 ≤ p < q ≤ N , and δ(pq)(rs) =
δprδqs. The second order “poles” are given by −κ/2 agb where the metric agrees with eq.
(6.3.4). The normalisations are such that λab
(pq) ≡ 1/√2(δpaδqb−δqaδpb ), [λi, λj ] = f ijkλk,
tr(λiλj) = −δij , f iklf jlk = −(N − 2)δij where f ijk are the structure constants of the
so(N) subalgebra. Note that the classical and quantum OPEs are the same.
We consider the embedding corresponding to the sl(2) subalgebra formed by
{t=|, t0, t=}. It has index of embedding (B.12) y = 1. The constraints eq. (6.2.9) are
in our example simply3:
J=z =
κ
2
J−az = −
κ
2
τ+a . (6.3.5)
The elements of the classical extended Virasoro algebra are polynomials which
are invariant (up to equations of motion of the gauge fields) under the Π+OSp(N |2)
gauge transformations. The generators are found by carrying out the unique (finite)
Π+OSp(N |2) gauge transformation which brings the currents Jz and τ in the highest
weight gauge, i.e. J˜0z = τ˜
+a = 0 for the transformed currents. We find:
J˜=|z = J
=|
z +
2
κ
J0zJ
0
z + 2J
+a
z τ
+a −
√
2λab
iJ izτ
+aτ+b − ∂J0z −
κ
2
∂τ+aτ+a,
J˜+az = J
+a
z +
√
2λab
iJ izτ
+b + J0z τ
+a − κ
2
∂τ+a
J˜ iz = J
i
z +
κ
2
√
2
λab
iτ+aτ+b . (6.3.6)
3 τ+a changed sign with respect to [181] because [τ, e−] = τ[181].
We refer to [181] for the gauge transformations of these polynomials, and give only
one example:
δJ˜ iz = −
π
2
√
2
λab
iη+a
δS1
δA+bz¯
. (6.3.7)
Computing the Poisson brackets of the generators, we find that the operator Ts
(6.1.12) is given by:
Ts = 2
(
J˜=|z + s
2
κ
J˜ izJ˜
i
z
)
. (6.3.8)
It satisfies the Virasoro Poisson brackets for s = 0 and 1 (with central charge −6κ).
The latter choice is to be preferred as the other generators J˜jz are then primary fields
[69]. We can now readily identify:
T ≡ T1, Ga ≡ 4i J˜+az , U i = −2
√
2J˜ iz , (6.3.9)
as the generators of the classical N -extended so(N) superconformal algebra, with
the level k of the so(N) currents given by k = −2κ, see intermezzo 6.3.2.
Intermezzo 6.3.2
The N-extended so(N) superconformal algebras [133, 20] are generated by the en-
ergy–momentum tensor T , N dimension 3/2 supersymmetry currents Ga and affine
so(N) currents U i. For N = 1 and N = 2 these are just the standard N = 1 and
N = 2 superconformal algebras. For N ≥ 3, the algebra is nonlinearly generated. The
subalgebra of transformations globally defined on the sphere, form an osp(N |2) algebra.
The nontrivial (classical and quantum) OPEs are given by:
GaGb = << δabβ | β
k
λab
iU i | 2δabT + β
2k
λab
i∂U i + γΠijab(U
iU j) >>
U iU j = << −k
2
δij | f ijkUk >>
U iGa = << λba
iGb >>, (6.3.10)
where k is the level of the so(N) Kacˇ–Moody algebra. λab
i and f ijk are defined in
intermezzo 6.3.1, and Πijab = Π
ij
ba = Π
ji
ab = λac
iλcb
j + λac
jλcb
i + δabδ
ij . The only
difference between the classical and quantum OPEs of the generators is in the constants
c, β and γ. Although we need only the classical OPEs here, we give the expressions for
the quantum case to avoid repetition:
c =
k
2
6k +N2 − 10
k +N − 3 β = k
2k +N − 4
k +N − 3 γ =
2
k +N − 3 .
The values of c, β and γ for classical OPEs are given by the large k limit of these
expressions.
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We choose for the generators T (j,αj) of the so(N) superconformal algebra the
fields appearing in eq. (6.3.9) Ts, G
a, U i, keeping s arbitrary. We couple these gen-
erators to sources h, ψa, Ai and add this term to the action S1 as in eq. (6.2.11):
S2 = S1 + 1
π
∫
hTs + ψaG
a +AiU
i , (6.3.11)
To preserve the gauge invariance of the resulting action, we have to modify the
transformation of the gauge fields Az¯ such that the equation of motion terms in
(6.3.7) are canceled. This reflects itself in the terms proportional to the antifields A∗z¯
in the Batalin-Vilkovisky action. Because the new gauge algebra closes only on-shell,
we need terms quadratic in the antifields to find an extended action satisfying the
BV master equation. The result is (see eq. (6.2.17), and eq. (4.20) of [181]) 4:
SBV = (terms independent of h, ψa, Ai)
+
1
π
∫
A
=| ∗
z¯
(
−c=|∂h− 4
κ
c=|hJ0z − 2ic=|ψaτ+a
)
− 2
π
∫
A+b∗z¯
(
−1
2
c+b∂h+ c=|hτ+b − 2
κ
c+bhJ0z + s
2
√
2
κ
λab
ic+aJ izh
−ic=|ψb + ic+aψaτ+b − ic+bψaτ+a − ic+aψbτ+a − λabic+aAi
)
− 2
πκ
∫
A
=| ∗
z¯ A
+a∗
z¯ c
+ac=|h+ s
1
πκ
∫
A+a∗z¯ A
+a∗
z¯ c
+bc+bh . (6.3.12)
We now fix the gauge with the condition Az¯ = 0. Renaming the anti-gauge fields
into antighosts:
A+a∗z¯ = b
−a, A
=| ∗
z¯ = b
= , (6.3.13)
we end up with the gauge-fixed action eq. (6.2.18):
Sgf = κS−[g]− κ
π
∫
τ+a∂¯τ+a +
1
π
∫
b=∂¯c=| − 2
π
∫
b−a∂¯γ+a +
1
π
∫ (
hTˆs + ψaGˆ
a +AiUˆ
i
)
, (6.3.14)
4We use a more convenient normalisation for the antifields here compared to [181]. We have
(A+a∗z¯ ) = −pi2 (A+a∗z¯ )[181] and (A
=| ∗
z¯ ) = π(A
=| ∗)z¯)[181].
where Tˆs, Gˆa and Uˆi have precisely the same form as in eqs. (6.3.8) and (6.3.9), but
the currents J are replaced by their hatted counterparts (6.2.22):
Jˆ=|z = J
=|
z
Jˆ+az = J
+a
z −
1
2
c=|b−a
Jˆ0z = J
0
z −
1
2
b=c=| +
1
2
b−aγ+a
Jˆ iz = J
i
z +
1√
2
λab
ib−aγ+b . (6.3.15)
This substitution rule is valid independent of the value of s one takes. The hatted
generators are classically invariant under the action of the BRST-charge eq. (6.2.21).
6.4 Cohomology
In [181], the quantum cohomology of the BRST operator (6.2.21) was studied.
Ref. [184] completely characterised the cohomology. This section summarises the
results and extends the study to the classical case. In addition we prove that the
construction method as given in (6.2.21) is not unique.
When treating the quantum case, all products of fields are considered regularised
using point splitting, and normal ordering is performed from right to left. Where al-
gebraic expressions are involved – like when taking the supertrace or the commutator
of two fields – it is always understood that the fields are not reordered:
[X,Y ] ≡ −(−1)aY [XaY b]0 baf c ct . (6.4.1)
6.4.1 Computing the quantum cohomology
Consider the OPA A generated by the basic fields {b, Jˆz, τ, c}. In the quantum case
the currents Π≥0Jˆz satisfy the same OPEs as Π≥0Jz , except for the central extension.
For two currents of zero sl(2) grading we find 5 :
Jˆaz Jˆ
b
z =<< −
κ
2
agb + (−1)c cfad df bc | Jˆcz cfab >> , (6.4.2)
where an index c is limited to generators of strictly negative grading. Similarly, we
will use c for an index restrained to strictly positive grading.
5In [184] this formula was claimed to be true also when Jˆaz and Jˆ
b
z do not have zero sl(2) grading.
This is not correct as such an OPE involves explicit (anti)ghosts. However, these OPEs are never
needed in the computation of the cohomology, so the results of [184] are not influenced.
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To every field Φ, we assign a double grading [Φ] = (k, l), where k ∈ 12Z is the
sl(2) grading and k+ l ∈ Z is the ghost number. The “auxiliary” fields τ are assigned
the grading (0, 0). The algebra A acquires a double grading:
A =
⊕
m,n∈ 12Z
m+n∈Z
A(m,n) (6.4.3)
and OPEs preserve the grading. The BRST charge (6.2.21) decomposes into three
parts of definite grading, Q = Q0 + Q1 + Q2, with [Q0] = (1, 0), [Q1] = (
1
2 ,
1
2 ) and
[Q2] = (0, 1):
Q0 = − κ
8πix
∮
str (ce−)
Q1 = − κ
8πix
∮
str (c [τ, e−]) . (6.4.4)
As illustrated in fig. 6.1, the operators Q0, Q1 and Q2, map A(m,n) to A(m+1,n),
A(m+ 12 ,n+ 12 ) and A(m,n+1) respectively.
Figure 6.1: Q0, Q1 and Q2 acting on A( 12 , 32 ).
It follows from Q2 = 0 that Q20 = Q
2
2 = {Q0, Q1} = {Q1, Q2} = Q21+{Q0, Q2} =
0, but:
Q21 = −{Q0, Q2} =
κ
32πix
∮
str
(
c
[
Π1/2c, e−
])
(6.4.5)
does not vanish. The presence of Q1 is the main difference with the case of bosonic
Kacˇ–Moody algebras treated in [43], as the auxiliary field τ was not introduced there.
Figure 6.2: Â and its filtration Ân.
The action of Q0, Q1 and Q2 on the basic fields is given in table 6.1. Note that due
to eq. (2.3.21), the BRST charges Qi act as derivations on a normal ordered product
of fields.
Q0 Q1 Q2
b → −κ
2
e− b → −κ2 [τ, e−] b → Π−Jˆz
c → 0 c → 0 c → 1
2
cc
Jˆz → −κ4 [e−, c] Jˆz → −κ4 [[τ, e−], c] Jˆz → 12 [c,Π≥0Jˆz ] + κ4 ∂c
− 1
2
∂ca af
bc
cbf
d
dt
τ → 0 τ → 1
2
Π+1/2c τ → 0
Table 6.1: The action of Qi
The subcomplex A(1), generated by {b, Π−Jˆz− κ2 [τ, e−]} has a trivial cohomology
H∗(A(1);Q) = C. Moreover, its elements do not appear in the action of the charges
Qi on the other fields. One can show that the cohomology of A is then equal to
the cohomology of the reduced complex Â = A/A(1), generated by {Π≥0Jˆz, τ, c}:
H∗(A;Q) = H∗(Â;Q). Because Â contains only positively graded operators, the
OPEs close on the reduced complex. Obviously the double grading on A is inherited
by Â. At this point, the theory of spectral sequences [32] is applied to compute the
cohomology on Â. We summarise the results. Details can be found in [184]. The
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filtration Âm, m ∈ 12Z of Â (see fig. 6.2):
Âm ≡
⊕
k∈ 12Z
⊕
l≥m
Â(k,l) , (6.4.6)
leads to a spectral sequenceEr = H∗(Er−1; dr−1), r ≥ 1 which converges toH∗(Â;Q).
The sequence starts with E0 = Â, d0 = Q0. The derivation dr represents the action
of Q at that level. One shows that E1 = H∗(Â;Q0) ≃ Â
[
ΠhwJˆz
]
⊗Â [τ ]⊗Â
[
Π 1
2
c
]
,
where Â [Φ] denotes the subalgebra of Â generated by Φ. The spectral sequence
collapses after the next step and we find:
H∗(A;Q) ≃ E2 = H∗(E1;Q1) = Â
[
Πhw
(
Jˆz +
κ
4
[τ, [e−, τ ]]
)]
. (6.4.7)
This result means that the dimension of the cohomology equals the number nj of
sl(2) irreducible representations in the branching of the adjoint representation of g¯.
Furthermore, the generators of the cohomology have ghost number zero. Because
the reduced complex has no antighosts, the generators consist only of the currents
Π≥0Jˆz and τ .
We now outline a recursive procedure to obtain explicitly the generators of the
cohomology: the tic-tac-toe construction [32] (see fig. 6.3). The generators of the
cohomology are split up as:
W (j,αj) =
2j∑
r=0
W (j,αj)r , (6.4.8)
where W
(j,αj)
r has grading (j − r2 ,−j + r2 ). The leading term W
(j,αj)
0 is given by:
W
(j,αj)
0 = Jˆ
(jj,αj)
z + δj,0
κ
4
[τ, [e−, τ ]]
(00,αj) (6.4.9)
and the remaining terms are recursively determined by:
Q0W
(j,αj)
r = −Q1W (j,αj)r−1 −Q2W (j,αj)r−2 , (6.4.10)
where W
(j,αj)
r = 0 for r < 0 or r > 2j. As an example, one can check that for
j > 1/2:
W
(j,αj)
1 = −[τ,Π≥0Jˆ ](jj,αj) . (6.4.11)
For j = 1/2 this equation gets a correction term that depends only on τ such that
eq. (6.4.10) is satisfied, see [184], and also eq. (6.5.1).
There is a certain ambiguity in this construction because any combination of the
generatorsW (j,αj) is still BRST invariant (and non-trivial). This corresponds to the
Figure 6.3: The tic-tac-toe construction for a conformal dimension 2 current.
fact that Q0 annihilates Jˆ
(jj,αj)
z , and thus one can freely add at each step in the
iteration (6.4.10) any combination of correct grading of these currents to W
(j,αj)
r .
We will use the notation W (j,αj) for the elements of the cohomology which reduce to
a single highest weight current when discarding non-highest weight currents, more
precisely:
W (j,αj) = Jˆ (j,αj)z
∣∣∣
(Π+ −Πhw)Jˆ = τ = 0 . (6.4.12)
An important step for practical applications of this construction, is the “inver-
sion” of Q0 in (6.4.10). Table 6.1 shows that it is necessary to find a field X such
that Q0(X) = Π≥1c. To find this field, we introduce an operator L [40] in g¯, which
is defined by: {
L(at) = 0, if at ∈ Πhwg¯
[e−, L(at)] = at, otherwise .
(6.4.13)
Using table 6.1 we see that:
Q0(LJˆz) =
κ
4
Π≥1c . (6.4.14)
We will need L in subsection 6.4.3 to construct W (1,0).
6.4.2 Classical cohomology
Before discussing the extended Virasoro algebra in this cohomology, let us see how
these results are modified when computing the classical cohomology.
The action of Qi on the fields, table 6.1, remains the same except for Q2(Jˆz).
Here the last and most complicated term disappears as it originates from double
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contractions. This means that exactly the same reasoning can be followed as in
the quantum case. The cohomology can be computed in the reduced complex Â
generated by {Π≥0Jˆz, τ, c}. Because the generatorsW (j,αj) have ghost number zero,
we see that any element of the cohomology can be written in terms of {Π≥0Jˆz , τ}.
On the other hand, we know from general arguments that the elements from the
cohomology (at ghostnumber zero) reduce to gauge invariant polynomials when b
and c are set to zero (see the discussion at the end of section 6.1). We conclude
that the elements of the classical cohomology can be found by substituting Jz with
Jˆz in the gauge invariant polynomials. In particular, it follows from eqs. (6.1.4) and
(6.4.12) that :
W
(j,αj)
classical = J˜
(j,αj)
z
∣∣∣
Jz → Jˆz . (6.4.15)
This result was used in subsection 6.2.2 to determine the terms that couple to the
sources µ in the classical extended action (6.2.17).
6.4.3 The quantum W–algebra
The generatorsW (j,αj) of the quantum cohomology form (a realisation of) a quantum
OPA. We still have to prove that we obtained a quantum version of the classicalW–
algebra. One can check that:
2y CW (1,0) (6.4.16)
satisfies a Virasoro OPE, where we extracted a factor:
C = κ
κ+ h˜
, (6.4.17)
which goes to 1 in the classical limit and y is the index of embedding defined in
(B.12). However, we choose to add the “diagonal” quadratic combination of the
W (0,α0), which corresponds to the Sugawara tensor of the affine algebra of the j = 0
highest weight currents. In other words, we choose s = 1 in the quantum analogue
of eq. (6.1.12). As in the classical case [69], this choice for the energy–momentum
tensor is expected to give that the other generator s W (j,αj) are primary. We define:
TˆEM =
κ
x(κ+ h˜)
(
str
(
Jˆze−
)
+ str
(
[τ, e−]Jˆz
))
+
1
x(κ+ h˜)
str
(
Π0(Jˆz)Π0(Jˆz)
)
+
1
x
str
(
e−∂LJˆz
)
+
1
x(κ+ h˜)
str
([
Π0(t
A),
[
Π0(tA), ∂LJˆz
]]
e−
)
− κ
4x
str ([τ, e−]∂τ) , (6.4.18)
where L is defined in eq. (6.4.13). The first term is 2yC
(
W
(1,0)
0 +W
(1,0)
1
)
, the re-
mainder forms 2y C
(
W
(1,0)
2 +
2
xyκstr(Π0W )(Π0W )
)
. To bring this in a more recog-
nisable form, we add a BRST exact term to TˆEM:6
Tˆ IMP ≡ TˆEM +Q
(
2
x(κ+ h˜)
str b(Jz +
1
4
{b, c})
)
=
1
x(κ+ h˜)
strJzJz − 1
2x
stre0∂Jz − κ
4x
str ([τ, e−]∂τ)
+
1
4x
strb[e0, ∂c]− 1
2x
strb∂c+
1
4x
str∂b[e0, c] . (6.4.19)
We now analyse the various parts of the improved energy–momentum tensor,
eq. (6.4.19). The fact that it differs by a BRST exact form from the TEM does not
change the value of the central charge. The first term is the Sugawara tensor (2.6.47)
for the Kacˇ–Moody algebra gˆ with central charge:
cSug =
κ(dB − dF )
κ+ h˜
. (6.4.20)
Here dB and dF are the number of bosonic and fermionic generators of g¯ .
The second term of eq. (6.4.19) is the so-called improvement term. Given an affine
current J ∈ Πmg¯, it changes the conformal dimension of J from m to m+ 1. It was
added by hand in [69] to ensure that all terms in the constraint str ((Jz − κ/2e−)e+)
have conformal dimension zero. The contribution of the second term to the central
charge is:
cimp = −6yκ , (6.4.21)
In the case where h˜ is different from zero, we can evaluate eq. (B.12) in the adjoint
representation by using eq. (B.7):
y =
1
3h˜
∑
jαj
(−1)αj j(j + 1)(2j + 1) , (6.4.22)
and (−1)αj = +1 (−1) if t(jm,αj) is bosonic (fermionic).
The next term of eq. (6.4.19) is the energy–momentum tensor for the auxiliary τ
fields with central charge:
cτ =
1
2
(
dim
(
ΠF1/2g¯
)
− dim
(
ΠB1/2g¯
))
, (6.4.23)
6 This formula corrects a misprint in [181] in the coefficient of the second term of the second
line.
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where the superscript B (F ) denotes a projection on the bosonic (fermionic) part of
the algebra.
Finally, the last terms of eq. (6.4.19) form the energy–momentum tensor for the
ghost–antighost system Tgh. To each generator t of the gauge group, t ∈ Πmg¯
where m > 0, we associated a ghost c ∈ Πmg¯ and an antighost b ∈ Π−mg¯. They
have respectively conformal dimension m and 1−m with respect to Tgh. Such a pair
contributes ∓2(6m2−6m+1), where we have the minus sign if b and c are fermionic,
and a plus when they are bosonic, see eq. (2.6.34). As such, the total contribution
to the central charge coming from the ghosts is given by:
cgh = −
∑
j,αj
(−1)αj2j(2j2 − 1) + 1
2
(
dim
(
ΠB1/2g¯
)
− dim
(
ΠF1/2g¯
))
. (6.4.24)
Adding all this together, we obtain the full expression for the total central charge c
as a function of the level κ:
c = cSug + cimp + cτ + cghost . (6.4.25)
Using the explicit form for the index of embedding y given in eq. (6.4.22) and some
elementary combinatorics, we can rewrite eq. (6.4.25) in the following pretty form:
c =
1
2
ccrit − (dB − dF )h˜
κ+ h˜
− 6y(κ+ h˜), (6.4.26)
where ccrit is the critical value of the central charge for the extension of the Virasoro
algebra under consideration:
ccrit =
∑
j,αj
(−1)αj2(6j2 + 6j + 1) . (6.4.27)
Knowing the leading term of the generatorsW (j,αj), eq. (6.4.9), we find that their
conformal dimension is j + 1. We are convinced that they are primary with respect
to TEM, but leave the verification of this to the industrious reader.
We now come to the main result:
Theorem 6.4.1 The generators W (j,αj) form an extension of the Virasoro algebra
with nj(adjoint) generators of conformal dimension j + 1 and with the value of the
central charge given by eq. (6.4.26).
To finish the proof of this statement, it only needs to be shown that the fields
W (j,αj) close under OPEs. From the fact that the OPEs close on Â and preserve the
grading, one deduces that the OPEs of the generators W close modulo BRST exact
terms. However, there are no fields of negative ghostnumber in the reduced complex
Â. This implies that the OPEs of the generators W close.
6.5 An example : osp(N |2), continued
We now continue our example of section 6.3 for the quantum case using the results
of the previous section. For this we need the OPEs of τ and the (anti)ghosts. They
follow from the action Sgf (6.3.14), see intermezzo 6.2.1 and [181]. We can use the
results for the cohomology of the BRST operator of the previous section. In the
osp(N |2) case, LJˆz is given by −Jˆ0z t=|. We get the following representants of the
cohomology of Q:
W (0,i) = Jˆ iz +
κ
2
√
2
λab
iτ+aτ+b
W (1/2,a) = Jˆ+az +
√
2λab
iJˆ izτ
+b + Jˆ0z τ
+a − κ+ 1
2
∂τ+a
W (1,0)s = Jˆ
=|
z +
2
κ
Jˆ0z Jˆ
0
z + 2Jˆ
+a
z τ
+a −
√
2λab
iJˆ izτ
+aτ+b − κ+ 1
κ
∂Jˆ0z
−2κ+ 3
4
∂τ+aτ+a + s
2
κ
W (0,i)W (0,i) . (6.5.1)
These expressions are the same as the classical ones (eqs. (6.3.6) and (6.3.8) with
Jz → Jˆz), up to finite renormalisation factors related to normal ordering. The
operator 2κ/(κ+ h˜) Tˆ
(1,0)
s satisfies the Virasoro algebra for s = 1 or (−2κ+N−3)−1,
which corresponds to the classical values (6.3.8) in the large κ limit.
We checked using OPEdefs (with an extension to use dummy arguments), that
these currents (with s = 1) form a representation of the quantum so(N) supercon-
formal algebra (6.3.10) with the normalisation factors:
Ga = 4i
√
κ
κ+ h˜
W (1/2,a) and U i = −2
√
2W (0,i) , (6.5.2)
and the value for the central charge as given by eq. (6.4.26). Alternatively, we can
express the level of the so(N) Kacˇ–Moody algebra in terms of κ:
k = −2κ− 1 . (6.5.3)
Comparing eq. (6.5.2) to eq. (6.3.9) we see that the quantum currents have an
overall renormalisation factor Cj, where C is defined in eq. (6.4.17).
6.6 Quantum corrections to the extended action
Using the results on the cohomology of the BRST operator (6.2.21) in section 6.4,
we will now determine the quantum corrections to the gauge-fixed action (6.2.18).
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As already explained, we find the corrections by requiring BRST invariance of the
gauge-fixed action in a point-splitting regularisation scheme.
No modifications to the terms which are independent of µ are needed. The fields
Tˆ (j,αj) proportional to µ(j,αj) in eq. (6.2.18) have to be elements of the quantum
cohomology. The classical Tˆ (j,αj) can be viewed as functionals of the generators of
the classical cohomologyW
(j,αj)
classical. To find the quantum corrections to Tˆ , we cannot
simply substitute the generators of the classical cohomology W by their quantum
counterparts. Indeed, for the Virasoro operator we proved in subsection 6.4.3 that an
additional renormalisation factor C, given in eq. (6.4.17), is necessary to preserve the
Virasoro OPE. The example of section 6.5 suggests that a convenient renormalisation
for the other generators is given by7:
Wˆ (j,αj) = CjW (j,αj) , (6.6.1)
where the normalisation of the fields W (j,αj) is fixed in eq. (6.4.12). In summary,
the quantum corrections to the gauge-fixed action (6.2.18) in the gauge Az¯ = 0 are
obtained by replacing the classicalW currents with the quantum Wˆ in Tˆ (j,αj), which
we write as Tˆ [Wˆ ].
Because Tˆ does not contain J∗z , c∗, τ∗ or Az¯, we can extend these results to the
extended action. Also, no modifications to the terms which arise from the quantum
transformation laws are needed, see table 6.1. In this way, we have determined the
quantum BV action completely in an OPE regularisation. Giving the antighosts b
their original name A∗z¯ , we find:
SqBV = κS−[g] +
1
πx
∫
strAz¯
(
Jz +
1
2
{A∗z¯, c} −
κ
2
e− − κ
2
[τ, e−]
)
+
κ
2πx
∫
str
(
1
2
[τ, e−]∂¯τ − c∗cc+ τ∗c+A∗z¯∂¯c
)
+
κ
2πx
∫
str
(
J∗z
(κ
2
∂c+ [c, Jz]
))
+
1
4πxy
∫
str
(
µ Tˆ [Wˆ ]
)
. (6.6.2)
We feel confident that Q2=0 guarantees the gauge invariance of the quantum theory.
Therefore we will use eq. (6.6.2) as it stands, also for a different gauge in chapter 7.
6.7 Discussion
We have proven that any (super) Lie algebra with an sl(2) embedding gives rise to a
realisation of a (classical and quantum)W–algebra, which is generated by nj(adjoint)
7 This is a slightly different choice as used in [184].
generators of conformal dimension j + 1. W–algebras with dimension 1/2 fields
cannot be realised by a Drinfeld-Sokolov reduction. However, this is no shortcoming
of the present approach since such fields can always be factored out, as we have
explained in chapter 5.
For a classical bosonic W–algebra, it was shown in [34, 70] that one can identify
a finite Lie algebra with an embedded sl(2) in the mode algebra, called the “vac-
uum preserving algebra”, see also subsection 4.5.5. Furthermore, for a W–algebra
constructed by a Drinfeld-Sokolov reduction of a Lie algebra g¯, this Lie algebra is
isomorphic to g¯. We expect that the results of section 6.4 on the quantum Drinfeld-
Sokolov reduction can be used to prove that the vacuum preserving algebra of the
quantum W–algebra and the classical W–algebra are the same.
For any quantum W–algebra arising in a Drinfeld-Sokolov reduction, we have
constructed a path integral formulation of the induced action in terms of a gauged
WZNW–model. In a point-splitting regularisation, the results on the quantum co-
homology give the quantum corrections to the gauge fixed action to all orders. This
will be used in the next chapter to discuss the effective action of the corresponding
induced W–gravity theory.
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In this chapter, we will study induced gravity theories in the light-cone gauge.
For W–algebras which can be realised in terms of a constrained WZNW–model, we
prove in section 7.2 that the effective action can be computed by simply inserting
renormalisation factors in the classical result. We give explicit expressions for these
factors to all orders in the coupling constant.
As an example, the supergravity theories based on the N -extended so(N) super-
conformal algebras will be presented in section 7.3.
In section 7.4 the renormalisation factors for the linear superconformal algebras
are computed in a semiclassical approximation. These results are compared with the
all–order expressions of 7.3.
The discussion relies on the results of chapter 6. Conventions on WZNW–models
are given in section 2.6.4.
This chapter is based on [181]. However, several topics have been expanded,
especially in section 7.2.
7.1 Introduction
In two dimensions, the Einstein-Hilbert action for the metric gij :∫
d2x
√
gR , (7.1.1)
where R is the Riemann curvature scalar, is a topological invariant and hence trivial.
This means that any action where the matter fields are covariantly coupled to the
metric can be regarded as an action for the matter coupled to gravity. Consider as
an example for the matter system a scalar boson:
S[X, g] = − 1
4π
∫
dx2
√
ggij∇iX(x)∇jX(x) , (7.1.2)
where ∇i denotes a covariant derivative. In the light-cone gauge ds2 = 2dzdz¯ +
2µdz¯dz¯, this action reduces to the free field action with a flat metric (2.6.1) Ss(X, δ
ij)
plus a coupling of the metric to the holomorphic component of the energy–momen-
tum tensor:
S[X, g] = Ss(X, δ
ij) +
1
π
∫
µT . (7.1.3)
By integrating out the matter field X , we obtain an induced action for gravity in
two dimensions. We see that the induced action is equal to the generating functional
Γ (2.5.4) of the Virasoro algebra. Similarly, when the matter system specifies a
conformal invariant system, the only remnant of the matter system in the induced
action is the central charge of T .
Consider now a matter system, where we denote matter fields collectively by ϕ,
with a set of holomorphic global symmetries generated by T i[ϕ]. We will assume
that the matter system is conformally invariant, and the T i[ϕ] generate aW–algebra.
The symmetries can be gauged to make them local. The gauge fields µi correspond
to the remnant of the metric and its generalisations for the higher dimension fields
in the light-cone gauge. The induced action for W–gravity coupled to the matter ϕ
in the light-cone gauge is defined by:
exp (−Γind[µ]) =
∫
[dϕ] exp
(
−S[ϕ]− 1
π
∫
µiT
i[ϕ]
)
. (7.1.4)
The gauge fields µi are called generalised Beltrami differentials. When after quanti-
sation, the T i form a quantum W–algebra, the induced action (7.1.4) is equal to the
generating functional Γ (2.5.4) of the W–algebra.
ForW3–gravity, it was shown in [172] that the induced action (7.1.4) Γind can be
expanded in a power series of the inverse central charge 1/c:
Γ[µ] =
∑
i≥0
c1−iΓ(i)[µ] . (7.1.5)
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A similar expression will be true for other nonlinear W–algebras for which a clas-
sical limit c → ∞ exists, while for most linear algebras only Γ(0) is non-zero. The
subleading terms in 1/c in eq. (7.1.5) arise from a proper treatment of the com-
posite terms in the OPEs. In [157], an explicit form for the classical term Γ(0) of
W3 was obtained through the classical reduction of an Sl(3,R) WZNW–model. The
higher order terms are more difficult to compute and do not bear any straightforward
relation to Γ(0).
This complicated behaviour seems to simplify drastically when going to the ef-
fective theory – i.e. quantising the metric and other gauge fields of the W–gravity
theory. The generating functionalW of the connected Green’s functions, which upon
a Legendre transform becomes the effective action1 is defined by:
exp
(−W [Tˇ ]) = ∫ [dµ] exp(−Γ[µ] + 1
π
∫
µiTˇ
i
)
. (7.1.6)
On the other hand, the Legendre transform W (0)[Tˇ ] of Γ(0)[µ] is defined by:
W (0)[Tˇ ] = min
µ
(
Γ(0)[µ]− 1
π
∫
µTˇ
)
. (7.1.7)
W (0)[Tˇ ] satisfies a functional equation which is given by the classical (i.e. large c)
limit of the Ward identity for Γ[µ] by interchanging {Tˇ , δΓ(0)/δµ} and {δW (0)/δTˇ , µ}.
We will prove in this chapter, for W–algebras arising from a Drinfeld-Sokolov
reduction, that the relation between these functionals is:
W [Tˇ ] = ZW W
(0)
[
Z(Tˇ )Tˇ
]
, (7.1.8)
where the renormalisation factors are functions of the central charge c. This was a
long-existing conjecture in the literature. It was proven in [159, 134] for the Vira-
soro algebra, and conjectured for W3 in [157, 173]. The conjecture was based on a
computation of the first order quantum corrections to W (0) which showed that the
corrections split into two parts: one part contributes to the multiplicative renormal-
isations of W (0) while the other cancels Γ(1).
Eq. (7.1.8) implies that the one particle irreducible, or effective action is simply
given by:
Γeff [µ] = ZW Γ
(0)
[
1
kcZ(Tˇ )
µ
]
. (7.1.9)
Intermezzo 7.1.1
The resemblance of the definition (7.1.6) to a Fourier transform, leads to the idea to
1We will use the term ’effective action’ also for the generating functional of the connected Green’s
functions. We trust the symbol W instead of Γ is enough to avoid confusion.
prove eq. (7.1.8) by considering the functional equations arising from Ward identities.
Unfortunately, this does not work. We will as an example consider the Virasoro algebra,
for which the Ward identity (2.5.13) is:
− c
12pi
∂3µ Z[µ] = ∂¯
δZ
δµ
− µ∂ δZ
δµ
− 2∂µδZ
δµ
. (7.1.10)
We multiply eq. (7.1.10) with exp
(
1
pi
µTˇ
)
and integrate over µ. Assuming we can use
functional partial integration and discard boundary terms, we find:
− c
12
∂3
δF
δTˇ
= −∂¯Tˇ F [Tˇ ]− pi
(
δ
δTˇ
∂ + 2∂
δ
δTˇ
)∫
[dµ] exp
(∫
1
pi
µTˇ
)
δZ
δµ
= −∂¯Tˇ F [Tˇ ] +
(
δ
δTˇ
∂ + 2∂
δ
δTˇ
)(
Tˇ F [Tˇ ]
)
, (7.1.11)
where we defined:
F [Tˇ ] ≡ exp
(
−W [Tˇ ]
)
. (7.1.12)
Obviously, eq. (7.1.11) contains infinite δ(2)(0) terms. This is because the Ward identity
(7.1.10) suffers short-distance singularities when µ is a quantum field.
The conjecture (7.1.8) was elegantly proven for the case ofW3 in [39] through the
use of a quantum Drinfeld-Sokolov reduction. This chapter presents the generalisa-
tion for Drinfeld-Sokolov reductions of any Kacˇ–Moody algebra [181]. The method
is based on observations in [2, 24]. Using the definition of the induced action eq.
(7.1.4), the generating functional of its connected Green’s functions (7.1.6) becomes:
exp
(−W [Tˇ ]) = ∫ [dϕ] δ(T [ϕ]− Tˇ ) exp (−S[ϕ]) . (7.1.13)
Evaluating this functional integral is in general impossible. Even when the number
of degrees of freedom in the matter fields is the same as the number of generators T ,
it involves the computation of a usually very complicated Jacobian. However, if one
takes for the matter system a gauged WZNW–model, we can actually compute the
Jacobian and as a result obtain an all–order expression for the effective action.
7.2 All–order results
Consider a WZNW–model with action κS−[g]. The holomorphic symmetry currents
form a Kacˇ–Moody algebra gˆ. In the previous chapter, we proved that by imposing
certain constraints on the currents of gˆ, we find a realisation of a W–algebra. More-
over, we obtained an all-order expression for the induced action of the corresponding
W–gravity theory. To make the transition to the effective theory, we first calculate
the induced action in the highest weight gauge.
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The induced action Γ (7.1.4) for the W–gravity is given by:
exp (−Γ[µ]) =
∫
[δg g−1][dτ ][dAz¯ ] (Vol (Π+g¯))
−1
exp
(
−S1 − 1
4πxy
∫
str (µT )
)
, (7.2.1)
where S1 is defined in (6.2.6). The generators of theW–algebra T (j,αj) are assembled
in a matrix:
T ≡ T (j,αj) (jj,αj)t , (7.2.2)
where the matrices (jj,αj)t form a representation of the (super) Lie algebra g¯ (see
appendix B). A similar matrix ∈ K−, exists for the sources µ(j,αj).
We will define the path integral in eq. (7.2.1) by performing a gauge fixing in
the BV formalism, where we use the quantum extended action found in the previous
chapter (6.6.2). Going to the highest weight gauge Π≥0Jz ∈ K+ and τ = 0 is
accomplished by a canonical transformation which interchanges fields and antifields
for τ and (Π+−Πhw)Jz and dropping all (new) antifields. To obtain the induced
action, we integrate the resulting gauge-fixed action over the new fields. For clarity,
we do not rename the fields involved in the transformation and we insert explicit
delta functions in eq. (6.6.2):
exp (−Γ[µ]) =
∫
[δg g−1][dτ∗][dAz¯ ][dJ
∗
z ]
δ ((Π≥0 −Πhw)Jz) δ (ΠlwJ∗z ) δ (Π+J∗z ) δ(τ) δ (A∗z¯)
exp
(
−κS−[g]− 1
πx
∫
str
(
Az¯
(
Jz − κ
2
e−
))
− κ
2πx
∫
str (τ∗c)
− κ
2πx
∫
str
(
J∗z
(κ
2
∂c+ [c, Jz ]
))
− 1
4πxy
∫
str
(
µ Tˆ
))
. (7.2.3)
The matrix Tˆ in eq. (7.2.3) was determined in the previous chapter, see section 6.6.
Important at this moment is that Tˆ does not contain the fields Az¯ , τ∗ and J∗z . This
enables us to prove the following lemma.
Lemma 7.2.1 The functional integration over Az¯, τ
∗ and J∗z in eq. (7.2.3) gives
two additional delta functions:
δ
(
Π−(Jz − κ
2
e−)
)
δ(c) .
Proof :
It is clear that the functional integration over Az¯ and τ
∗ gives:
δ
(
Π−(Jz − κ
2
e−)
)
δ
(
Π1/2c
)
.
We now integrate over Π−mJ∗z in increasing order of m. We show by recursion that
each step in m gives an additional δ(Πm+1c), relying on the fact that Π<(m+1)c can be
set to zero due to the previous steps. The recursion assumption is valid for m = 0.
Consider the part of the exponent in eq. (7.2.3) which contains the anticurrents:∫
str
(
Π−mJ
∗
z
(
κ
2
∂Πmc+
∑
m′
[Πm′c,Πm−m′Jz]
))
.
The recursion assumption implies that the ∂Πmc term can be set to zero, and restricts
the sum to m′ ≥ m + 1. However, because of the delta functions of the currents, the
terms in Πm−m′Jz are either highest weight currents (hence m ≥ m′), or proportional
to e− (where m−m′ = −1). Clearly, only the latter gives a nonzero contribution. We
end up with: ∫
str
(
κ
2
(
(Π−mJ
∗
z ) [Πm+1c, e−]
))
.
As the supertrace gives a nondegenerate metric on the super Lie algebra, integration
over Π−mJ∗z gives a delta function for all components of Πm+1c. Note that due to
the delta function δ (ΠlwJ
∗
z ) in eq. (7.2.3), no lowest weight components are present in
Π−mJ∗z . This agrees with the fact that there are no highest weights in the commutator
with e−. This concludes the proof.
Applying the previous lemma, we see that we can set Az¯ = τ = c = 0 in eq.
(7.2.3). Then the matrix Tˆ reduces to a very simple form. It was discussed in
section 6.6 that the elements of this matrix can be written in terms of the generators
of the quantum cohomology: Tˆ [Wˆ (j,αj)]. The equations (6.6.1), (6.4.12) and (6.2.22)
show that2:
Wˆ (j,αj)[ΠhwJz , τ=0, A
∗
z¯=0, c=0] = CjJ (jj,αj)z , (7.2.4)
where the renormalisation constant C is defined in eq. (6.4.17). We will indicate this
result with the slightly misleading notation Tˆ [CΠhwJz].
We can now perform the change of variables alluded to in the introduction. Pass-
ing from the Haar measure [δg g−1] to the measure [dJz ], we pick up a Jacobian:
[δgg−1] = [dJz] exp
(
−2h˜S−[g]
)
. (7.2.5)
2Any quantum corrections in Wˆ arise from the reordering of nonhighest weight currents, which
cannot produce a highest weight current.
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Combining the eqs. (7.2.3), (7.2.4) and (7.2.5), we obtain the induced action in
a path integral formulation for the WZNW–model in the highest weight gauge:
exp (−Γ[µ]) =
∫
[dJz ] δ
(
(1−Πhw)(Jz − κ
2
e−)
)
exp
(
−κcS−[g]− 1
4πxy
∫
str
(
µTˆ [CJz]
))
, (7.2.6)
where:
κc = κ+ 2h˜ . (7.2.7)
We are now in a position to study the effective theory of the (super)gravity theory.
The effective action W [Tˇ ] (7.1.6) is, for the particular choice of matter sector, given
by:
exp
(−W [Tˇ ]) = ∫ [dJz ][dµ] δ ((1 −Πhw)(Jz − κ
2
e−)
)
exp
(
−κcS−[g]− 1
4πxy
∫
str
(
µ(Tˆ [CJz]− Tˇ )
))
, (7.2.8)
where Tˇ ∈ K+. The integration over µ gives an additional delta function:
δ
(
Tˆ [CJz]− Tˇ
)
. (7.2.9)
This means that we find for the effective action W [Tˇ ] simply κcS
−[g] where the
groupelements g are determined by the constraints imposed via the delta-functions.
To make this more explicit, we have to specify which set of generators T we choose
for the W–algebra. As discussed in subsection 6.4.3, it is convenient to choose TEM,
defined in (6.4.18), for the Virasoro operator at (j, αj) = (1, 0). We take all other
generators Tˆ (j,αj) equal to the generators of the cohomology Wˆ (j,αj). We can write
this choice of generators as3:
Tˆ [CJz] = exp
(√
Ce0
)
ΠhwJz exp
(
−
√
Ce0
)
+
C
2xyκ
str
(
(ΠhwΠ0Jz) (ΠhwΠ0Jz)
)
e+ . (7.2.10)
To express the constrains imposed on the WZNW–model by eq. (7.2.9) in terms
of the groupelements of the WZNW–model, we should take into account that the
quantum currents Jz are renormalised, see eqs. (2.6.40) and (2.6.45):
Jz =
ακ
2
∂g g−1 . (7.2.11)
3In fact, we take Tˆ (1,0) = 1
2y
TEM to avoid notational difficulties. We will show in intermezzo
7.2.1 that normalisation factors of the generators which do not depend on κ, do not influence the
coupling constant or wave function renormalisation.
Combining this last equation with eqs. (7.2.8), (7.2.9), (7.2.10), we find the final
result:
W [Tˇ ] = κcS
−[g] , (7.2.12)
where κc is defined in eq. (7.2.7). The WZNW–model in eq. (7.2.12) is constrained
by:
ακ
2
∂gg−1 +
ακ
2
4xyκ
str
(
ΠNA
(
∂gg−1
)
ΠNA
(
∂gg−1
) )
e+ =
κ
2
e− + exp
(
− ln
√
Ce0
)
Tˇ exp
(
ln
√
Ce0
)
. (7.2.13)
ΠNAg¯ are those elements of Π0g¯ which are highest weight, i.e. the centraliser of sl(2)
in g¯. Using a global group transformation:
g → exp
(
ln
(√
ακ
κ
)
e0
)
g , (7.2.14)
which leaves S−[g] invariant, we bring the constraints in the standard form used in
[7]:
∂gg−1 +
1
4xy
str
(
ΠNA
(
∂gg−1
)
ΠNA
(
∂gg−1
) )
e+
= e− +
∑
j,αj
2κj
Cjακj+1 Tˇ
(j,αj)
(jj,αj)t . (7.2.15)
From eq. (6.4.26), we get the level κ as a function of the central charge:
12yκ = −12yh˜−
(
c− 1
2
ccrit
)
−
√(
c− 1
2
ccrit
)2
− 24(dB − dF )h˜y (7.2.16)
We will now reformulate these results in terms of the Legendre transform W (0)
of the classical limit of the induced action, eq. (7.1.7), and prove the conjecture eq.
(7.1.8):
W [Tˇ ] = ZW W
(0)
[
Z(Tˇ )Tˇ
]
.
It is possible, using the results of [7], to find W (0) by comparing the Ward identities
of the constrained WZNW–model to those of the classical extended Virasoro algebra.
We will follow a different road. Because:
Wcl[Tˇ ] = cW
(0)[
1
c
Tˇ ] , (7.2.17)
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we can obtainW (0) by taking the large c limit of eqs. (7.2.12) and (7.2.15). We begin
by observing that:
κj
Cjακj+1 ≈ κ
−1 ≈ − c
6y
, for large c , (7.2.18)
where we used eq. (7.2.16) in the second step. Eq. (7.2.18) is valid whatever the values
of C and ακ turn out to be, as their classical limit is fixed to 1 and κ respectively.
Together with (7.2.12) and (7.2.15), this gives4:
W [Tˇ ] = −6y(κ+ 2h˜)
c
Wcl[− c
6y
κj
Cjακj+1 Tˇ
(j,αj)
(j,αj)t] . (7.2.19)
Combining this result with eq. (7.2.17), we find:
ZW = −6y
(
κ+ 2h˜
)
, (7.2.20)
Z(Tˇ
(j,αj )) = − κ
j
6y Cjακj+1 . (7.2.21)
Together with eq. (7.2.16), this provides an all-order expression for renormalisation
factors for the chosen normalisation eq. (7.2.10) of the generators of the W–algebra.
Intermezzo 7.2.1
We now discuss the case where a different normalisation from eq. (7.2.10) for the gen-
erators of the W–algebra is used. Suppose that there is an additional factor nˆ(j,αj):
Tˆ (j,αj) = nˆ(j,αj )Wˆ (j,αj) .
This extra factor can depend on κ. If we denote its classical limit as n(j,αj), we see that
the wavefunction renormalisation is changed to:
Z(Tˇ
(j,αj )) = −n
(j,αj)
nˆ(j,αj)
κj
6y Cjακj+1 .
As discussed in section 6.6, we expect that all κ–dependence of the normalisation factor
is absorbed in C, eq. (6.6.1), such that the wavefunction renormalisation factor is not
changed with respect to eq. (7.2.21).
We want to stress here that while the value of the coupling constant renormalisa-
tion is unambiguously determined, the computation of the value of the wavefunction
renormalisation is very delicate. Indeed, when the gauged WZW model serves as a
guideline [180], we expect that the precise value of the wavefunction renormalisation
4We hope that there can be no confusion between ακ and αj .
depends on the chosen regularisation scheme. As mentioned before, the computa-
tions leading to the quantum effective action are performed in the operator formalism
using point-splitting regularisation. Within this framework, we should use ακ = κ+h˜
(2.6.46), and C = κ/(κ + h˜) (6.4.17). The wavefunction renormalisation factor eq.
(7.2.21) simplifies to:
Z(Tˇ
(j,αj)) = − 1
6y(κ+ h˜)
. (7.2.22)
We expect that this result is fully consistent when using the operator formalism. To
provide further support for this claim, we will compare the results for so(N) super-
gravity of section 7.3 to perturbative computations in section 7.4. The perturbative
calculations also rely on operator methods and give results which are fully consis-
tent with both eqs. (7.2.20) and (7.2.22). See [187] for a further discussion of the
wavefunction renormalisation factors.
7.3 An example : so(N)–supergravity
We will use the supergravity theories based on the N -extended so(N) superconformal
algebra [133, 20] as an example. A realisation of the matter sector, referred to
above, is constructed from gauged OSp(N |2) WZNW–model in sections 6.3 and 6.5.
Applying the results of the previous section, we can give all–loop results for the
effective theory for arbitrary N . Aspects of N = 1 and N = 2 supergravity were
studied in [107, 162, 25]. Features of the N = 3 theory were examined in [54], where
one–loop results for the effective action were given.
The induced action Γ[h, ψ,A] for the N -extended so(N) supergravity is defined
as:
exp (−Γ[h, ψ,A]) =
〈
exp
(
− 1
π
∫ (
hT + ψaGa +A
iUi
))〉
. (7.3.1)
The OPEs of the so(N)- superconformal algebra are given in intermezzo 6.3.2. The
Ward identities can be obtained by constructing the chiral supergravity transforma-
tions which give a minimal anomaly for the transformation of Γ. Alternatively, one
can directly use the OPEs, eq. (2.5.18). We only list the result. Introducing:
t =
12π
c
δΓ[h, ψ,A]
δh
and ga =
2π
β
δΓ[h, ψ,A]
δψa
, (7.3.2)
the Ward identities for Γ are:
∂3h = ∇t− 3β
c
(ψa∂ + 3∂ψa) ga +
6k
c
∂Aiui
∂2ψa = ∇ga − c
3β
ψat+ λab
iAig
b − λabi
(
2∂ψb + ψb∂
)
ui
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−k
2γ
2β
Πijabuiuj −
kγπ
β
Πijab limy→x
(
∂ui(x)
∂Aj(y)
− ∂
∂¯
δ(2)(x − y)δij
)
∂Ai = ∇ui + β
k
λab
iψagb + f ijkA
juk , (7.3.3)
where:
∇Φ = (∂¯ − h∂ − hΦ(∂h))Φ, (7.3.4)
with:
hΦ = 2,
3
2
, 1 for Φ = t, ga, ua . (7.3.5)
The Ward identities provide us with a set of functional differential equations for the
induced action. Because of the explicit dependence of the Ward identities on k, we
immediately see that the induced action is given in a 1/k expansion as:
Γ[h, ψ,A] =
∑
i≥0
k1−iΓ(i)[h, ψ,A] . (7.3.6)
This definition of Γ(i) is different from eq. (7.1.5), where an expansion in the central
charge c was used. The relation between these two parameters is (see intermezzo
6.3.2):
c =
k
2
6k +N2 − 10
k +N − 3 (7.3.7)
Inverting this formula would give rise to square roots which we wish to avoid. There-
fore we will work in this section in the large k limit, which coincides with the large
c limit upto some numerical factors. In this limit, the Ward identities become local
and they are solved by Γ[h, ψ,A] = kΓ(0)[h, ψ,A].
If one defines the Legendre transform of Γ(0)[h, ψ,A] as:
W (0)[t, g, u] = min
{h,ψ,A}
(
Γ(0)[h, ψ,A]− 1
4π
∫ (
h t+ 4ψa ga − 2Ai ui
))
, (7.3.8)
we can view the Ward identities (7.3.3) in the large k limit as a set of functional
equations for W (0) (7.1.7).
Consider now the OSp(N |2) WZNW–model with action κS−[g]. We will then
show that by imposing the highest weight gauge constraints on its Ward identities
(2.6.52), we recover the Ward identities of the so(N) supergravity eq. (7.3.3) in the
classical limit [7].
The Ward identities of a WZNW–model eq. (2.6.52) correspond to the zero curvature
condition on the connections Az¯ and uz:
Rzz¯ = ∂Az¯ − ∂¯uz − [uz, Az¯] = 0 , (7.3.9)
where uz is defined in eq. (2.6.53). We impose the following constraint on uz:
uz ≡
 0 u=|z u+bz1 0 0
0 −u+az uabz
 . (7.3.10)
Using eq. (7.3.10), we find that some of the components of Rzz¯ = 0 become algebraic
equations. Indeed, R=zz¯ = R
0
zz¯ = R
−a
zz¯ = 0 for 0 ≤ a ≤ N can be solved for A0z¯ , A=|z¯
and A+az¯ , giving:
A0z¯ =
1
2
∂A=z¯
A
=|
z¯ = −
1
2
∂2A=z¯ +A
=
z¯ u
=|
z +A
−a
z¯ u
+a
z
A+az¯ = ∂A
−a
z¯ +A
=
z¯ u
+a
z −
√
2λab
iA−bz¯ u
i
z, (7.3.11)
where:
uiz ≡
1√
2
λab
iuabz . (7.3.12)
The remaining curvature conditions R
=|
zz¯ = R
+a
zz¯ = R
ab
zz¯ = 0 reduce to the Ward
identities eq. (7.3.3) in the limit k →∞ upon identifying:
h ≡ A=z¯
ψa ≡ iA−az¯
Ai ≡ −
√
2
(
Aiz¯ −A=z¯ uiz
)
t ≡ −2
(
u=|z + u
i
zu
i
z
)
ga ≡ iu+az
ui ≡ −
√
2uiz, (7.3.13)
where:
Aiz¯ ≡
1√
2
λab
iAabz¯ . (7.3.14)
This gives for the classical limit of the effective action eq. (7.1.7) of the so(N)–
supergravity:
W (0)
[
t = −2(∂gg−1)=| − 2(∂gg−1)i(∂gg−1)i,
ga = i(∂gg−1)+a, ui = −
√
2(∂gg−1)i
]
= −1
2
S−[g] , (7.3.15)
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where S−[g] is the action for the WZNW–model with the constraints given in eq.
(7.3.10).
The effective action W [t, g, u] is defined by:
exp
(
−W [t, g, u]
)
=
∫
[dh][dψ][dA]
exp
(
−Γ[h, ψ,A] + 1
4π
∫ (
h t+ 4ψa ga − 2Ai ui
))
. (7.3.16)
One finds to leading order in k (compare with eq. (7.2.17)):
W [t, g, u] = kW (0)[t/k, g/k, u/k] = κS−[g] (7.3.17)
and the level κ of the osp(N |2) Kacˇ–Moody algebra is related to the so(N) level k
as k ≈ −2κ in the large k limit.
We can now perform the analysis given in section 7.2 to find the all–order result
for the effective action. The classical and quantum expressions for the realisation
of the so(N) W–algebra in terms of the osp(N |2) currents was given in sections 6.3
and 6.5 respectively. In particular, the normalisation constants can be found in eqs.
(6.3.6), (6.3.8) and (6.5.2).
We do not give the explicit derivation of eqs. (7.2.8) and (7.2.9) here, as it is com-
pletely analogous to the general method, see [181] for a detailed calculation. We find
that W [t, g, u] is given by:
W [t, g, u] = κcS
−[g] , (7.3.18)
where
κc = κ+ 2h˜ = −1
2
(k − 7 + 2N) , (7.3.19)
where we used k = −2κ − 1 (6.5.3). The WZNW functional in eq. (7.3.18) is con-
strained by: (
∂gg−1
)=
=
κ
ακ(
∂gg−1
)−a
=
(
∂gg−1
)0
= 0(
∂gg−1
)=|
+
ακ
κ
(
∂gg−1
)i (
∂gg−1
)i
=
t
4Cακ(
∂gg−1
)+a
=
1
2i
√Cακ
ga
(
∂gg−1
)i
=
1
2
√
2ακ
ui , (7.3.20)
which is the analogue of eq. (7.2.13). Performing the global group transformation
eq. (7.2.14), substituting the value ακ = κ+ h˜ and comparing with (7.3.15), we get:
W [t, g, u] = ZWW
(0)
[
Z(t)t, Z(g)g, Z(u)u
]
, (7.3.21)
where:
ZW = −2κc = (k − 7 + 2N) (7.3.22)
Z(t) = Z(g) = Z(u) =
1
k +N − 3 . (7.3.23)
This agrees with the results of section 7.2 if we remember that W (0) is in this section
defined via a large k expansion. Using k = −2κ − 1 (6.5.3), we can convert eqs.
(7.2.22) and (7.2.20) to this convention by simply substituting the factor 6y by 2,
corresponding to the difference between the large c and k limit of ακ = κ+ h˜.
7.4 Semiclassical evaluation for the linear super-
conformal algebras
In the previous section we computed the renormalisation factors for the nonlinear
so(N) superconformal algebras by realising them as WZNW–models. On the other
hand, we showed in chapter 5 that for N = 3 and 4 these algebras can be obtained
from linear ones by eliminating the dimension 1/2 fields and for N = 4 an additional
U(1) factor. Moreover, we showed in section 5.3 that the effective actions W of the
linear theories can be obtained from the linear effective actions simply by putting
the currents corresponding to the free fields to zero, eq. (5.2.7). In this section we
compute the effective actions for the linear theories in the semiclassical approxima-
tion. To facilitate comparison with the results for the so(N) algebras, we first write
the analogues of eqs. (7.3.22) and (7.3.23) in the large c expansion:
ZW = −3 (k − 7 + 2N) (7.4.1)
Z(t) = Z(g) = Z(u) =
1
3(k +N − 3) , (7.4.2)
where the relation between c and k is given in intermezzo 6.3.2:
c =
k
2
6k +N2 − 10
k +N − 3 . (7.4.3)
Let us first explain the method which we shall use for the semiclassical evaluation
[212, 176]. We restrict ourselves to linear algebras. In the semiclassical approxima-
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tion, the effective action is computed by a steepest descent method:
exp
(−W [Tˇ ]) = ∫ [dµ] exp(−Γ[µ]− 1
π
∫
Tˇ µ
)
≃ exp
(
−Γ[µcl]− 1
π
Tˇµcl
)∫
[dµ˜] exp
(
−1
2
µ˜
δ2Γ[µcl]
δµclδµcl
µ˜
)
,
(7.4.4)
where µcl[Tˇ ] is the saddle point value that solves
− δΓ
δµ
[µcl] =
1
π
Tˇ , (7.4.5)
and µ˜ is the fluctuation around this point. Therefore, all that has to be done is to
compute a determinant:
W [Tˇ ] ≃Wcl[Tˇ ] + 1
2
log sdet
δ2Γ[µcl]
δµclδµcl
. (7.4.6)
To evaluate this determinant, one may use the Ward identities. Schematically, they
have the form:
D1[µ]
δΓ
δµ
∼ ∂2µ
where on the lhs there is a covariant differential operator, and on the rhs the term
resulting from the anomaly. The symbol ∂2 is standing for a differential operator
of possibly higher order (see for example eq. (7.3.3) without the nonlinear term).
Taking the derivative with respect to µ, and transferring some terms to the rhs one
obtains:
D1[µ]
δ2Γ
δµδµ
∼ D2[Tˇ ] , (7.4.7)
where there now also appears a covariant operator on the rhs with Tˇ and µ again
related by eq. (7.4.5). The sought-after determinant is then formally the quotient of
the determinants of the two covariant operators in eq. (7.4.7).
For the induced and effective actions of fields coupled to affine currents, the
covariant operators are both simply covariant derivatives, and their determinants
are known. Both induce a WZNW–model action. For the 2-D gravity action µ→ h
and Tˇ → t, the operator on the rhs is ∂3+t∂+∂t and the determinant is given in [212].
A similar computation for the semiclassical approximation to W3 can be found in
[173]. From these cases, one may infer the general structure of these determinants.
In the gauge where the fields µ are fixed, the operator D1[µ] corresponds to the
ghost Lagrangian. In BV language, the relevant piece of the extended action is
µ∗D1[µ]c + b
∗λ and as in section 6.2 the µ∗-field is identified with the Faddeev-
Popov antighost. The determinant is then given by the induced action resulting
from the ghost currents. Since these form the same algebra as the original currents
(at least for a linear algebra), with a value of the central extension that can be
computed, one has:
log sdetD1[µ] = cghostΓ
(0)[µ] . (7.4.8)
The second determinant can similarly be expressed as a functional integral over some
auxiliary bc and/or βγ system. Let us, to be concrete, take D2[h] =
1
4 (∂
3 + t∂ + ∂t)
as an illustration. Then we have:
(sdetD2[t])
1/2 =
∫
[dσ] exp
1
8π
(
σ(∂3σ + t∂σ + ∂(tσ))
)
(7.4.9)
where it is sufficient to use a single fermionic integral since D2 is antisymmetric. We
can rewrite this as:
(sdetD2[t])
1/2 = exp
(
−W˜ [t]
)
= 〈exp
(
1
π
∫
tH
)
〉σ
where H = 14σ∂σ.
The propagator of the σ-field fluctuations is given by:
σ(z, z¯)σ(w, w¯) = 2
(z − w)2
z¯ − w¯ + regular terms (7.4.10)
and the induced action has been called W˜ instead of Γ for reasons that will be clear
soon.
The Lagrangian eq. (7.4.9) has an invariance:
δt = ∂3ω + 2(∂ω)t+ ω∂t
δσ = ω∂σ − (∂ω)σ (7.4.11)
and, correspondingly, W˜ [t] obeys a Ward identity. We find:
∂3
δW˜ [t]
δt
+ 2t∂
δW˜ [t]
δt
+ (∂t)
∂W˜ [t]
∂t
= − 1
π
∂t . (7.4.12)
Another way to obtain this Ward identity (7.4.12) is by evaluating the OPE of the
H-operator. Due to the propagator eq. (7.4.10) this OPE is not holomorphic. One
finds:
H(z, z¯)H(0) = −c
′
4
(z
z¯
)2
− z
z¯
H(0)− z
2
2z¯
∂H(0) + · · · , (7.4.13)
where an ellipsis denotes higher order terms in z¯. This OPE also appears in [212].
Eq. (7.4.12) is nothing but the usual chiral gauge conformal Ward identity ‘read
backwards’, i.e. t↔ δΓ[h]δh and h↔ ∂W˜ [t]∂t . We conclude that W˜ [t] is proportional to
the Legendre transform of Γ(0):
W˜ [t] = −6c′W (0)[t] (7.4.14)
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with c′ = 2.
Note that in [212] different bosonic realisations of the algebra (7.4.13) were used.
Starting from the action 12ϕ(∂
2+ t2 )ϕ one finds that Hϕ =
1
4ϕ
2 satisfies (7.4.13) with
c′ = −1/2. This realisation will appear naturally when we discuss N = 1. Another
realisation, starting from ϕ1[∂
3 + t∂ + ∂t]ϕ2, has c
′ = −4 and is a bosonic twin
of the one we used. The same algebra also realises a connection with sl2, through
([212]) H(z, z¯) = − z22 j+(z¯) + zj0(z¯) + 12j−(z¯): The antiholomorphic components ja
of H(z, z¯) generate an affine sl2 algebra.
The upshot is that whereas the first determinant is proportional to the classical
induced action Γ, the second one is proportional to the classical effective action
W . The proportionality constants are pure numbers independent of the central
extension of the original action. From these numbers the renormalisation factors for
the quantum effective action in the semiclassical approximation follow:
W [Tˇ ] ≃ cW (0)
[
Tˇ
c
]
− 6c′W (0)
[
Tˇ
c
]
− cghost
2
Γ(0)[µcl]
≃
(
c− 6c′ − cghost
2
)
W (0)
[
Tˇ
c
]
+
cghost
2
Tˇ
∂W (0)
∂Tˇ
[
Tˇ
c
]
≃
(
c− 6c′ − cghost
2
)
W (0)
[
Tˇ
c
(1 +
cghost
2c
)
]
. (7.4.15)
For W2-gravity, the results of [212] follow. We now turn to N = 1 · · · 4 linear
supergravities.
7.4.1 N = 1
This case has been treated also in [212, 149]. The induced action is
exp (−Γ[h, ψ]) = 〈exp
(
− 1
π
(hT + ψG)
)
〉 , (7.4.16)
where T and G generate the N = 1 superconformal algebra with central charge c.
The Ward identities read5, with Γ = cΓ(0):
(
∂ − h∂ − 2(∂h))δΓ(0)
δh
− 1
2
(
ψ∂ − 3(∂ψ))δΓ(0)
δψ
=
1
12π
∂3h
(
∂ − h∂ − 3
2
(∂h)
)δΓ(0)
δψ
− 1
2
ψ
δΓ(0)
δh
=
1
3π
∂2ψ . (7.4.17)
5All functional derivatives are left derivatives.
From this we read off D1 and D2 of eq. (7.4.7):
D1 =
(
∂ − h∂ − 2(∂h) − 12ψ∂ + 32 (∂ψ)
− 12ψ ∂ − h∂ − 32 (∂h)
)
D2 =
1
3π
(
1
4 (∂
3 + (∂tˆ) + 2tˆ∂) − 12 (∂yˆ)− 32 gˆ∂
(∂gˆ) + 32 gˆ∂ ∂
2 + tˆ/2
)
(7.4.18)
We abbreviated tˆ = −12π ∂Γ(0)[h]∂h = t/c and gˆ = g/c. For ease of notation, we
will drop the hats in the computation of sdetD2.
D1 gives rise to the ghost-realisation for N = 1, so we have:
sdetD1 = 15Γ
(0)[h, ψ] . (7.4.19)
D2 is a (super)antisymmetric operator, as can be seen by rewriting:
∂3 + (∂t) + 2t∂ = ∂3 + ∂t+ t∂ ,
1
2
(∂g) +
3
2
g∂ =
1
2
∂g + g∂ ,
(∂g) +
3
2
g∂ =
1
2
g∂ + ∂g . (7.4.20)
The relevant action is then:
1
π
∫ (
1
8
σ(∂ + ∂t+ t∂)σ − 1
2
σ(∂g)ϕ− 3
2
σg∂ϕ+
1
2
ϕ
(
∂2 +
t
2
)
ϕ
)
. (7.4.21)
The determinant is:
(sdetD2)
1/2 = 〈exp
(
− 1
π
(tH + gΨ)
)
〉 = exp
(
−W˜ (t, g)
)
, (7.4.22)
where H = 14σ∂σ+
1
4ϕ
2 and Ψ = − 12 (∂σ)ϕ+ σ∂ϕ and the average is taken in a free
field sense with propagators eq. (7.4.10) and:
〈ϕ(z, z¯)ϕ(w, w¯)〉 = z − w
z¯ − w¯ . (7.4.23)
This leads to the OPEs:
H(z, z¯)H(0) = −c
′
4
z2
z¯2
+
z
z¯
H(0) +
1
2
z2
z¯
∂H(0) + · · ·
H(z, z¯)Ψ(0) =
1
2
z
z¯
Ψ(0) +
1
2
z2
z¯
∂Ψ(0) + · · ·
Ψ(z, z¯)Ψ(0) = 2c′
z
z¯2
− 4
z¯
H(0)− 2z
z¯
∂H(0) + . . . , (7.4.24)
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with the value for the central extension c′ = 2− 12 .
The resulting Ward identities for W˜ , eq. (7.4.22), are:
(∂3 + (∂t) + 2t∂)
∂W˜
∂t
− (2(∂g) + 6g∂)∂W˜
∂g
= − c
′
2π
∂t
(∂2 +
t
2
)
∂W˜
∂g
+ ( (∂g) +
3
2
g∂)
∂W˜
∂t
= −2c
′
π
∂g . (7.4.25)
Comparing with eq. (7.4.17), and reverting to the proper normalisation of t and g,
we have:
W˜ [tˆ, gˆ] = 6c′ W (0)[tˆ, gˆ] = 6c′ W (0)[t/c, g/c] , (7.4.26)
where we used:
W (0)[tˆ, gˆ] = min
{h,ψ}
(
Γ(0)[h, ψ]− 1
12π
∫
htˆ− 1
3π
∫
gˆψ
)
. (7.4.27)
Putting everything together in eq. (7.4.15) we find, for N = 1, c′ = 3/2:
W [t, g] ≃ cW (0)
[
t
c
,
g
c
]
− 15
2
Γ(0)[h, ψ]− 9W (0)
[
t
c
,
g
c
]
. (7.4.28)
Writing these results as:
W (N)[Φ] ≃ Z(N)W W (0)[Z(N)Φ Φ]
we have:
Z
(1)
W ≃ c−
33
2
Z
(1)
t = Z
(1)
g ≃
1
c
(1 +
15
2c
) . (7.4.29)
For reference, the corresponding equations for N = 0 are (c′ = 2),
W [t] = cW (0)[t/c]− 26
2
Γ(0)[h]− 12W (0)[t/c]
Z
(0)
W = c− 25
Z
(0)
t =
1
c
(1 +
13
c
) . (7.4.30)
These values are in complete agreement with [212, 134, 162, 149] and with our eqs.
(7.4.2), (7.4.2) and eq. (7.4.3).
Before going to N = 2, we comment on the technique we used to obtain eqs.
(7.4.13) and (7.4.24). The easiest way is to expand the fields σ, ϕ in solutions of the
free field equations:
σ(z, z¯) = σ(0)(z¯) + zσ(1)(z¯) +
z2
2
σ(2)(z¯)
ϕ(z, z¯) = ϕ(0)(z¯) + zϕ(1)(z¯) (7.4.31)
and read off the OPEs for the antiholomorphic coefficients from eqs. (7.4.10), (7.4.23).
Then all singular terms are given in eq. (7.4.24). An alternative would be to use
Wick’s method, with the contractions given by the propagators. The resulting bilo-
cals then give, upon Taylor-expanding, the same algebra as in eq. (7.4.24), up to
terms proportional to equations of motion. This ambiguity was already present in
[212], see also [173]. We have simply used an antiholomorphic mode expansion like
in eq. (7.4.31) in the following calculation. A disadvantage is, that in this way one
loses control over equation of motion terms.
Let us close the N = 1 case by noting that, just as the antiholomorphic modes
corresponding to eq. (7.4.13) generate an sl(2) Kacˇ–Moody algebra, we get an affine
osp(1|2) from the modes of H and Ψ of eq. (7.4.24).
7.4.2 N = 2
For N = 2 the extension of the scheme above has two Ψ-fields and a free fermion τ ,
with < τ(x)τ(0) >= − 1x¯ . This last field does not contribute to H :
H =
1
4
σ∂σ +
1
4
2∑
a=1
φ2a
Ψa = −1
2
(∂σ)φa + σ∂φa − εabφbτ
A = εab∂φaφb + σ∂τ . (7.4.32)
Note that ∂A is proportional to the equations of motion for φa and τ . Neglecting
terms proportional to equations of motion, we find that in the algebra of eq. (7.4.24)
the first two equations are supplemented with:
H(z, z¯)A(0) = 0 + · · ·
Ψa(z, z¯)Ψb(0) = δab
(
2c′z
z¯2
− 4H(0)
z¯
− 2z
z¯
∂H(0)
)
+ εab
z
z¯
A(0) + · · ·
A(z, z¯)Ψa(0) =
εab
z¯
Ψb(0) + · · ·
A(z, z¯)A(0) =
c′
z¯2
+ · · · , (7.4.33)
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and c′ = 2− 2 · 12 = 1. With the central charge of the ghosts being cghost = +6, we
can immediately write down the Z-factors for N = 2:
Z
(2)
W = c− 9 Z(2)t = Z(2)g = Za ≃
1
c
(1 + 3/c) , (7.4.34)
which agrees with eqs. (7.4.1) and (7.4.2) using eq. (7.4.3). The algebra of antiholo-
morphic coefficients of H,Ψa and A is now osp(2|2).
It should be remarked that for N = 2 (and higher) the algebra eq. (7.4.33)
does not quite reproduce the Ward identities for the induced action. Here also, the
equations of motion are involved. The difference is in the Ward identity:
1
4
(∂3 + 2t∂ + (∂t))h− 1
2
((∂ga) + 3ga∂)ψ
a − (∂A) · u = ∂t . (7.4.35)
The last term, as noted below eq. (7.4.32), is proportional to equations of motion
of the free part of the action of the auxiliary system, and is not recovered from the
procedure outlined above. We surmise that, as for N = 0 and 1, these terms do not
change the result.
7.4.3 N = 3, 4
For N = 3 and 4, we refrain from writing out the action and transformation laws,
but the same procedure as before is valid (see [181] for N = 3). The algebra of eq.
(7.4.33) only changes in that more Ψa and A fields are present. The value of the
central charge c′(N) in that algebra can most simply be obtained from H(z)H(0),
since only σ and ϕa fields contribute to it:
c′(N) = 2− N
2
. (7.4.36)
The resulting antiholomorphic coefficients constitute the osp(N |2) Kacˇ–Moody al-
gebra: the dimension 1/2 field contributes no antiholomorphic modes.
The ghost system central charges vanish for N = 3, 4. As a result, for N = 3:
Z
(3)
W = c− 3, Z(3)t ≃
1
c
, (7.4.37)
and for N = 4, all Z-factors are equal to their classical values.
Now we compare these results for the renormalisation factors with the results of
eqs. (7.4.1) and (7.4.2) for the nonlinear algebras, using the result of section 5.3.
According to section 5.3, the respective effective actions are equal upon putting the
appropriate currents to zero. This means that the other renormalisation factors are
the same for the linear and the nonlinear theory.
Recall that the linear algebras reduce to the nonlinear ones when eliminating one
spin 1/2 field for N = 3, and four spin 1/2 fields and one spin 1 field for N = 4. In
this process, the central charge is modified:
c
(3)
nonlinear = c
(3)
linear − 1/2
c
(4)
nonlinear = c
(4)
linear − 3 . (7.4.38)
Furthermore, the so(4) superconformal algebra is a special case of the nonlinear N =
4 algebra discussed in subsection 5.3.2. We find that they coincide for kso(4) = k˜+ =
k˜−, where k˜± are the su(2)-levels used in subsection 5.3.2. With these substitutions,
the agreement is complete, both for the overall renormalisation factor and for the
field renormalisations.
For N = 3 a similar computation was made [54] directly for the nonlinear su-
pergravity, using Feynman diagrams to compute the determinants. In that case the
classical approximation is not linear in c, but can be written as a power series. The
determinant replacing our sdetD1 is not directly proportional to the induced action
Γ(0) as in eq. (7.4.8). In fact, this part vanishes since cghost = 0 for N = 3. Instead,
the determinant contains extra terms. These terms are computed in [54]. They can-
cel the non-leading terms of the classical induced action, at least to the extent they
are relevant here (next-to-leading order). A similar cancellation was also observed in
the computation of the W3 effective action [157]. The non-leading contribution and
its cancellation with some of the loop contributions seems to have been overlooked in
[54]. We have recomputed the renormalisation factors for the nonlinear algebra with
the method of [54], taking into account the non-leading terms also. We again find
agreement with the results obtained above. Note in particular that all field renormal-
isation factors are equal. This alternative computation of the determinants, using
Feynmann diagrams, implicitely confirms our treatment of equation of motion terms
in the Ward identities.
7.5 Discussion
From eq. (7.2.16), one deduces that for generic values of κ, no renormalisation of
the coupling constant beyond one loop occurs if and only if either dB = dF or
h˜ = 0 (or both). We get dB = dF for su(m ± 1|m), osp(m|m) and osp(m + 1|m)
and h˜ = 0, for su(m|m), osp(m + 2|m) and D(2, 1, α). Note that P (m) and Q(m)
have not been considered, since we need an an invariant metric on g¯. The non-
renormalisation of the couplings is reminiscent of the N = 2 non-renormalisation
theorems [106] and [94] (p.358) for extended supersymmetry. These imply that
under suitable circumstances at most one loop corrections to the coupling constants
are present (the wave function renormalisation may have higher order contributions).
Comparing our list with the tabulation [86] of super W–algebras obtained from a
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(classical) reduction of superalgebras, we find that many of them, though not all,
have N = 2 supersymmetry.
We first give an example of a theory where no renormalisations occur, although there
is no N = 2 subalgebra. There is an sl(2) embedding in osp(3|2) which gives the
N = 1 super-W2 algebra of [77], which contains four fields (dimensions 5/2, 2, 2, 3/2).
Although osp(3|2) is in our list, the N = 1 super-W2 algebra does not contain an
N = 2 subalgebra. Still, the dimensions seem to fit in an N = 2 multiplet. However,
we checked using a Mathematica package for super OPEs in N = 2 superconformal
theory [137] that it is not possible to find an associative algebra in N = 2 superspace
with only a dimension 3/2 superfield with SOPE closing on itself and a central
extension.
As an example of the opposite case (renormalisation but N = 2), it seems that all
superalgebras based on the reduction of the unitary superalgebras su(m|n) contain
an N = 2 subalgebra, however our list contains only the series |m− n| ≤ 1. Clearly,
the structural reason behind the lack of renormalisation beyond one loop remains to
be clarified.
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Critical W–strings
In this chapter some aspects of criticalW–strings are studied. In an introduction
we review some basic knowledge about the bosonic string which serves as an example
for the generalisation in section 8.2 to strings based on a nonlinear gauge algebra.
We discuss the BRST-quantisation ofW–strings. In section 8.3 the simplest possible
classicalW–algebrasW2,s are discussed. These are generated by a Virasoro operator
and a bosonic primary field with dimension s. We construct realisations for all the
classical W2,s algebras, and obtain the corresponding classical BRST operators. We
show by example that a graded structure can be given to these BRST operators by
performing canonical field redefinitions involving the ghost and the matter fields. We
find that these graded classical BRST operators can be promoted to fully quantum-
nilpotent operators by the addition of ~-dependent terms. For s ≤ 7, the spectra of
these theories have been studied in [143, 147]. Section 8.4 explores the relation of the
resulting effective Virasoro string theories to certain W minimal models. Explicit
result are given for s = 4, 5, 6. In particular, we show how the highest weight states
of the W minimal models decompose into Virasoro primaries.
The cohomologies ofW–string theories, and their connection to minimal models,
are indicative of a kind of hierarchical structure of string theories, which was first
articulated in the case of supersymmetric extensions of string theories by Berkovits
and Vafa [14]. We examine the possibility of fermionic higher-dimension extensions
of the hierarchical structure in section 8.5.
The results of section 8.4 are published in [144]. Sections 8.3 and 8.5 are based
on [148].
8.1 The bosonic string
Before studying criticalW–strings, we briefly discuss the bosonic string, concentrat-
ing on the BRST approach to string theory. The reader may consult the general
references [105, 127] for further details. Our discussion will be restricted to strings
with a worldsheet which is a Riemann surface of zero genus.
The Polyakov action [158] for a bosonic string in D dimensions is given by:
S[Xµ, gij ] = − 1
4π
∫
dx2
√
g(x)gij(x)∂iX
µ(x)∂jX
ν(x)ηµν , (8.1.1)
where g is the absolute value of the determinant of gij and ηµν is the D-dimensional
Minkowski metric. x are coordinates on the two-dimensional worldsheet and the
values of the fieldsXµ are coordinates in aD-dimensional flat space. The metric gij is
regarded as a fluctuating field, although it is classically not propagating because there
are no derivatives of it in the action. In the case of noncritical strings, considering
gij is essential for a consistent theory. Due to the definition of the energy–momen-
tum tensor T ij (2.2.8), the equations of motion of the worldsheet metric precisely
constrain T ij to zero. One can use these equations of motion to show that the
action (8.1.1) is classically equivalent to the Nambu-Goto action [152, 104], which is
proportional to the surface area of the worldsheet of the string.
The action (8.1.1) clearly has general (worldsheet) coordinate invariance. It is
also invariant under local Weyl rescalings of the metric ifXµ is assigned a zero scaling
dimension and spin. In the conformal gauge, these gauge invariances are fixed by1:
gij = exp(φ)δij , (8.1.2)
with φ an arbitrary field. The gauge fixing procedure is conveniently carried out in
the BRST formalism. We introduce two ghost pairs (b, c) and (b¯, c¯), one for each
gauge fixing condition in eq. (8.1.2). The total action becomes (in the complex basis
on the worldsheet):
Sgf [X
µ, φ, b, c, b¯, c¯] = S[Xµ, exp(φ)δij ] +
1
π
∫
c∂¯b+ c¯∂b¯ . (8.1.3)
1After a Wick rotation to the euclidean plane.
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The field φ formally drops out of the action. However, on the quantum level this is
only true when the gauge symmetries, and in particular the Weyl symmetry, survives
at the quantum level. Independence of the quantum theory on the metric implies
that the total energy–momentum tensor T ijtot has a zero expectation value. The
holomorphic component T ijtot is given by:
Ttot = Tmat + Tbc , (8.1.4)
where Tmat =
1
2∂X
µ∂Xµ is the energy–momentum tensor of the X
µ and:
Tbc = c∂b+ 2(∂c)b , (8.1.5)
which gives b conformal dimension 2 and c dimension −1. Ttot has a central charge
cmat − 26, see section 2.6. Exactly the same is true for the antiholomorphic part
T¯tot, and we will drop the antiholomorphic symmetry generators in the rest of this
chapter. As each Xµ contributes 1 to the central charge, we see that it is only in
26 dimensions that the metric decouples from the theory. When this condition is
satisfied, the string theory is said to be “critical”, otherwise the theory suffers from
an anomaly, which can be canceled by introducing an action for the Liouville mode
φ [158]. We will not study non-critical string theory here.
The gauge fixed action (8.1.3) is a sum of free field actions, and it is supplemented
by a BRST operator of which we give only the holomorphic part:
Q =
∮
c(Tmat +
1
2
Tbc) , (8.1.6)
Q is only nilpotent when the total central charge cmat − 26 vanishes. Requiring
BRST invariance of the physical states implements the classical constraint T = 0
which arose from the equations of motion of the metric. One then identifies phys-
ical states with the elements of the cohomology of Q in the complex generated by
{∂Xµ, exp(kµXµ), b, c}, where the vertex operators were defined in subsection 2.6.1.
As an example, using the OPEs of section 2.6, we can compute:
Q(b) = Ttot . (8.1.7)
This means that Ttot is BRST-trivial. Because the operators in an OPE between two
BRST-trivial operators are trivial themselves, we again find that Ttot should have
no central extension.
The cohomology of the bosonic string can be computed as follows. Let X be an
operator depending only on Xµ, and G on (b, c). The action of Q (8.1.6) on the
normal ordered product of X and G is given by:
Q(XG) =
∑
n≥0
[TX ]n+1∂nc G + X Q(G) . (8.1.8)
Now, one has:
Q(c) = −∂cc and Q(∂cc) = 0 . (8.1.9)
Combining these three equations, we see that the field:
X c (8.1.10)
is physical when X is a primary field of dimension 1. Also, for a primary X of
dimension h,
X ∂cc (8.1.11)
is BRST invariant. However, unless h = 1, it is a trivial field as it is proportional
to Q(X c). Hence, for a primary field of dimension 1, X∂cc is also a physical state.
One can prove that all elements of the cohomology can be written in one of these
forms, (8.1.10) or (8.1.11)2 [88, 84, 90]. Of course, to study the spectrum, we should
construct the fields of dimension 1 generated by {∂Xµ, exp(kµXµ)}. This problem
was solved in [53] by introducing the spectrum generating DDF-operators. We only
mention the tachyonic state exp(kµX
µ), which has mass squared −k2 = −2.
A string scattering amplitude on the sphere of physical fields Φi is given in a
pathintegral formalism by:∫
[dX ][db][dc] exp (−Sgf ) b ∂b ∂2b Φ1(x1)Φ2(x2) . . . , (8.1.12)
where we only wrote the holomorphic antighosts explicitly. The insertion of the
antighosts corresponds to the zero-modes of the gauge fixing determinant. This
insertion restricts non-zero correlation functions to fields Φi where the total ghost
number adds up to 3. By considering two-point functions, we see that the expression
(8.1.12) vanishes unless Φ1 ∼ X c and Φ2 ∼ Y∂cc (for some Xµ dependent fields
X ,Y), or vice versa. This leads us to identify the states in the different sectors of
the cohomology:
X c ∼ X∂cc . (8.1.13)
For n-point functions, an integration over the moduli of the worldsheet with punc-
tures at the xi is implied in eq. (8.1.12). We do not pursue this topic here, see
[105, 127].
8.2 W–strings
The bosonic string can be generalised by considering a classical theory with local
gauge symmetries, generated by traceless symmetric tensors. The analogues of the
2 Note that any derivative of a physical state φ is BRST trivial. Indeed, we have that Q([b, φ]1) =
[Ttotφ]1 = ∂φ.
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Weyl invariance imply that the generators can be split in holomorphic and anti-
holomorphic components, forming each a copy of a classical W–algebra. The local
symmetries are then gauge fixed, leading to the introduction of ghost fields. The
gauge-fixed action has a nilpotent symmetry generated by the classical BRST op-
erator. To quantise the theory, one must renormalise the symmetry transformation
rules and introduce counterterms, order by order in
√
~, such that BRST invariance
of the effective action is preserved at the quantum level. The theory is quantisable if
one can carry out the procedure in all orders of
√
~. If such procedure is not possible,
the theory then suffers from an anomaly.
In a bosonic string theory with 26 scalars, there is no need to add quantum
counterterms or to modify the transformation rules. This is because a central charge
c = −26 from the ghosts is cancelled by the contributions of the matter scalars.
If there were d 6= 26 scalars in the theory, it would still be anomaly free after
adding
√
~ dependent counterterms and modifications of the transformation rules.
These counterterms have the interpretation of background charges in the matter en-
ergy–momentum tensor, with the criticality condition c = 26 achieved by choosing
appropriate background charges. Also in this case, the matter energy–momentum
tensor forms a quantum Virasoro algebra with c = 26. Thus one can construct the
quantum BRST operator directly from the quantum Virasoro algebra, eq. (8.1.6).
For the simplest nonlinear algebra, one begins with a theory with classical W3
symmetry generated by fields T,W of dimension 2 and dimension 3. The classical
OPE of the primary current W is given by:
W ×W = << 2T 2 | ∂(T 2) >> . (8.2.1)
Despite the nonlinearity, it is straightforward to obtain the classical BRST operator.
One way to realise the classical algebra is in terms of a scalar field ϕ3 and an arbitrary
energy–momentum tensor TX [168]:
T = − 12 (∂ϕ)2 + TX
W =
i√
2
(
1
3 (∂ϕ)
3 + 2∂ϕTX
)
. (8.2.2)
Here, TX can be realised in terms of any system with a traceless symmetric en-
ergy–momentum tensor, e.g. for the multiscalar realisation of W3 it is the sum of
a number of energy–momentum tensors of free scalars (possibly with background
charge). With the realisation eq. (8.2.2), the theory can be quantised by adding
counterterms and modifying the transformation rules. The corresponding quantum
BRST operator is the same as the one that was constructed by Thierry-Mieg [195]
from an abstract quantum W3 algebra with critical central charge c = 100. The
3Throughout this chapter we use a normalisation ϕ × ϕ =<< −1 | 0 >> to conform with the
literature.
quantum corrections of the theory can be interpreted as adding background charges
to the classical currents, leading to a quantum realisation of the quantumW3 algebra
at c = 100 [163]. Unlike the Virasoro algebra, the quantum modification of the
classical W3 algebra is not merely reflected by introducing a central charge. The
(quantum) OPE of the primary current W is given by the W3-algebra, which is,
with explicit insertions of ~, given by:
~
−1W (z)W (w) =
16
(22 + 5c)
( 2Λ
(z − w)2 +
∂Λ
z − w
)
+~
( 2T
(z − w)4 +
∂T
(z − w)3 +
3
10∂
2T
(z − w)2 +
1
15∂
3T
z − w
)
+ ~2
c/3
(z − w)6 , (8.2.3)
with:
Λ = (TT )− 310~∂2T . (8.2.4)
Interactions for the critical W3–string were studied by analogy to the bosonic string
in [142, 89]. Its spectrum was finally determined in [146].
The above considerations can be extended to more complicated W–algebras. A
discussion of the classical BRST operators for theWN algebras, and the structure of
the quantum BRST operators, may be found in [174, 17, 18]. Detailed results for the
quantum BRST operator forW4 were obtained in [112, 213]. In general, the quantum
WN BRST operator can be regarded as the appropriate quantum renormalisation of
the classical operator that arises in an anomaly-free quantisation of the theory.
The classical BRST operator is derived from the symmetry algebra and can thus
be written in terms of the symmetry generators, irrespective of the model on which
the W-symmetry is realised. This is not necessarily true after quantisation. An
example of this can be found in the W3–string. In addition to the standard multi-
scalar classical realisations (8.2.2), there are four special classical realisations asso-
ciated with four Jordan algebras [168]. It has been shown [168, 150, 79] that these
realisations cannot be extended to realisations of the quantum W3 algebra. This
does not preclude the possibility to build quantum-consistent W3–string theories
based on these classical realisations of the symmetry. In other words, the possibil-
ity exists that one could still find quantum nilpotent BRST operators having the
classical BRST operators built from the Jordan realisations as their classical limits.
We explicitly checked that for the simplest case based on the real Jordan algebra,
making a 5 scalar realisation of the classical W3, it is not possible to add order√
~ corrections to the classical W3 BRST operator, such that the resulting quan-
tum BRST operator is nilpotent [148]. Thus it appears that one cannot consistently
quantise W3–strings based on the classical Jordan realisations of the W3 algebra.
This result was obtained for all four Jordan realisations by Vandoren et al. using
the Batalin-Vilkovisky quantisation scheme [198].
The observation that the quantisation of a theory with gauge symmetries depends
on the particular model, leads us to study string theories where no quantum W–al-
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gebra corresponding to the classical gauge algebra exists. In [143, 147] quantum
BRST operators were constructed for theories with a symmetry algebra formed by T
and a dimension s current. Because the field-content of a W2,s classical W–algebra
is the smallest possible, it seems simpler to study W2,s–strings than WN–strings.
While the quantum WN W–algebra does exist for arbitrary values of the central
charge, deformable quantum algebras with the same field-content as W2,s exist only
for s = 3, 4, 6. We will study a particular type of realisation of critical W2,s–strings
in this chapter.
For more details about W–strings, the reader can consult the reviews [117, 165,
206, 31].
8.3 W2,s–strings
In this section, we shall investigate higher-spin string theories based on the classical
symmetry algebra generated by T and a bosonic primary field W of dimension s,
where s is an integer. Such a closed, nonlinear, W2,s algebra exists classically for all
s ≥ 3. The classical OPEs of the generators T and W are given by4:
T × T = << 2T | ∂T >>
T ×W = << sW | ∂W >>
W ×W = << 2T s−1 | ∂T s−1 >> . (8.3.1)
It is straightforward to verify that this algebra satisfies the Jacobi identity at the
classical level.
In the case of a linear algebra [Ti, Tj] = fij
kTk, one knows that the BRST charge
will have the form Q = ci Ti +
1
2fij
k ci cj bk. In our case, we may interpret the
nonlinearity on the rhs of the OPEW (z)W (w) as T –dependent structure constants,
leading to the expectation that the BRST current should have the form:
J = c (T + Tβγ +
1
2Tbc) + γW − ∂γ γ b T s−2 , (8.3.2)
where the (b, c) are the antighost and ghost for T , and (β, γ) are the antighost and
ghost for W . They are anticommuting, and have dimensions (2,−1) and (s, 1 − s)
respectively. The ghost Virasoro operators are given by eq. (8.1.5) and:
Tβγ = −s β ∂γ − (s− 1) ∂β γ . (8.3.3)
4 For even s, a generalisation seems possible by adding 2αT s/2−1W to the second order pole
in the OPE W (z)W (w) and α∂(T s/2−1W ) to the first order pole, with α some arbitrary constant.
In this form the algebra was called Ws/s−2 in [116]. However, one can always choose generators
T, W˜ = W − α/s2T s/2 such that α is zero for W˜ (z)W˜ (w).
Performing the classical OPE, we find that (8.3.2) is indeed nilpotent (the coefficient
−1 in the last term in (8.3.2) is determined by the nilpotency requirement).
In order to construct a string theory based on the classical W2,s symmetry, we
need an explicit realisation for the matter currents. Such a realisation may be ob-
tained in terms of a scalar field ϕ and an arbitrary energy–momentum tensor TX ,
which may itself be realised, for example, in terms of scalar fields Xµ:
T = − 12 (∂ϕ)2 + TX
W =
N∑
n=0
gn(s) (∂ϕ)
s−2n T nX , (8.3.4)
where N = [s/2]. The constants gn(s) are determined by demanding thatW satisfies
(8.3.1), and we find that they are given by:
gn(s) = s
−1(−2)−s/22n+1
(
s
2n
)
. (8.3.5)
Actually, as we shall discuss later, when s is even there is also a second solution for
the constants gn(s), which is associated with a “trivial” string theory.
In order to discuss the quantisation of the classicalW2,s–string theories, the tradi-
tional procedure would be to undertake an order-by-order computation of the quan-
tum effective action, introducing counterterms and corrections to the transformation
rules in each order in the loop-counting parameter
√
~, such that BRST invariance is
preserved. Such a procedure is cumbersome and error prone, but fortunately a more
straightforward method is available to us here. We can simply parametrise all the
possible quantum corrections to the BRST operator, and solve for the coefficients of
these terms by demanding nilpotence at the quantum level using OPEdefs. Before
carrying out this procedure, we shall first discuss a simplification of the structure
of the BRST operator that can be achieved by performing a canonical redefinition
involving the ghost and the matter fields.
We conjecture that the BRST operator in (8.3.2) can be transformed by canonical
field redefinition into the following graded form:
Q = Q0 +Q1 (8.3.6)
Q0 =
∮
c(T + Tβγ +
1
2Tbc) (8.3.7)
Q1 =
∮
γ
(
∂ϕ)s + s
2
2 (∂ϕ)
s−2β ∂γ
)
. (8.3.8)
Here Q0 has grade (1, 0) and Q1 has grade (0, 1), with (p, q) denoting the grading
of an operator with ghost number p for the dimension 2 ghost system and ghost
number q for the dimension s ghost system. We have Q0
2 = Q1
2 = {Q0, Q1} = 0.
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This conjecture is based on the following examples. For the case of W2,3, the
field redefinition which acomplishes this was first described in [142]. At the classical
level, the redefinition is given by:
c −→ c− b ∂γ γ +
√
2i ∂ϕ γ
b −→ b
γ −→ γ
β −→ β − ∂b b γ −
√
2i ∂ϕ b
ϕ −→ ϕ+
√
2i b γ
TX −→ TX . (8.3.9)
In the case of s = 4, we explicitly constructed the field redefinitions that turn the
BRST operator in (8.3.2) into the form (8.3.6),(8.3.7),(8.3.8):
c −→ c− 2β∂γ γ − 74 (∂ϕ)2 γ + 218 (∂ϕ)2b∂γ γ − 12TXγ − 54TXb∂γ γ
b −→ b
γ −→ γ + 2b ∂γ γ
β −→ β + 4b β ∂γ + 2b ∂β γ + 74 (∂ϕ)2 b+ 498 (∂ϕ)2 ∂b b γ
+ 12TX b− 14TX ∂b b γ + 4∂b b β ∂γ γ + 2∂b β γ
ϕ −→ ϕ− 72∂ϕ b γ
TX −→ TX + TX b ∂γ + TX ∂b γ + 12TX ∂b b ∂γ γ + 12∂TX b γ . (8.3.10)
The field redefinition becomes more complicated with increasing s. Presumably, this
conjecture can be proven along the lines of [17, 18].
It is worth mentioning that for s = 2k there exists another solution for the
realisation of W given in (8.3.4) in which W can be written as 1kT
k. In this case,
there exists a canonical field redefinition under which the BRST operator in (8.3.2)
becomes simply Q = Q0. It is not surprising that the BRST operator with this
realisation describes the ordinary bosonic string since in this case the constraint
W = 0 is implied by the constraint T = 0. We shall not consider this case further.
To quantise the classical W2,s–string and obtain the quantum BRST operator,
we add
√
~-dependent counterterms to the classical BRST. In order to do this in a
systematic way, it is useful to identify the ~ dimensions of the quantum fields. An
assignment that is consistent with the OPEs is:
{TX , ∂ϕ, b, c, β, γ} ∼ {~,
√
~, ~, 1, ~s/2, ~1−s/2} . (8.3.11)
We shall make the assumption that the graded structure of the classical BRST
operator is preserved at the quantum level. For W2,3, this has been explicitly found
to be true [142]. For s ≥ 4, there certainly exist quantum BRST operators with
the graded structure, as we shall discuss below. Whether there could exist further
quantum BRST operators that do not posses the grading is an open question.
For the scalar field ϕ, the quantum corrections that can be added to Q0 simply
take the form of a background-charge term proportional to a constant α. Its ener-
gy–momentum tensor becomes:
Tϕ ≡ − 12 (∂ϕ)2 − α ∂2ϕ . (8.3.12)
Similar modifications to TX can occur
5. The equation Q0
2 = 0 requires that the
total central charge vanishes:
0 = −26− 2(6s2 − 6s+ 1) + 1 + 12α2 + cX , (8.3.13)
with cX the central charge of TX . In Q1, the possible quantum corrections amount
to:
Q1 =
∮
dz γ F (ϕ, β, γ) , (8.3.14)
where F (ϕ, β, γ) is a dimension s operator with ghost number zero such that its
leading-order (i.e. classical) terms are given in (8.3.8). The precise form of the
operator F (ϕ, β, γ) is determined by the nilpotency conditions {Q0, Q1} = Q12 = 0.
The quantum BRST operators forW2,s theories with s = 4, 5 and 6 were constructed
in [143], and the results were extended to s = 7 in [147] and s = 8 in [148]. The
conclusion of these various investigations is that there exists at least one quantum
BRST operator for each value of s. If s is odd, then there is exactly one BRST
operator of the type discussed. If s is even, then there are two or more inequivalent
quantum BRST operators. One of these is a natural generalisation to even s of the
unique odd-s sequence of BRST operators, see also section 8.4.
As we discussed earlier, the case s = 3 corresponds to the W3=WDSA2 alge-
bra, which exists as a closed quantum algebra for all values of the central charge,
including, in particular, the critical value c = 100. For s = 4, it was shown in
[147] that the two W2,4 quantum BRST operators correspond to BRST operators
for the WDSB2 algebra, which again exists at the quantum level for all values of the
central charge. The reason why there are two inequivalent BRST operators in this
case is that B2 is not simply-laced and so there are two inequivalent choices for the
background charges that give rise to the same critical value c = 172 for the central
charge [147]. Two of the four W2,6 BRST operators can similarly be understood as
corresponding to the existence of a closed quantum WDSG2 algebra for all values of
the central charge, including in particular the critical value c = 388 [147]. However,
the remaining quantum W2,s BRST operators cannot be associated with any closed
deformable quantum W2,s algebras. For example, the quantum W2,5 algebra [29]
only satisfies the Jacobi identities (up to null fields) for a discrete set of central-
charge values, namely c = {−7, 67 ,− 35011 , 134 ± 60
√
5}. Since none of these central
5For ease of notation, we still write TX for the quantum energy–momentum tensor.
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charges includes the value c = 268 needed for criticality, we see that although the
quantum W2,5 BRST operator can certainly be viewed as properly describing the
quantised W2,5–string, it is not the case that there is a quantum W2,5 symmetry in
the W2,5–string. This is an explicit example of the fact that a classical theory can
be successfully quantised, without anomalies, even when a quantum version of the
symmetry algebra does not exist. It appears that the existence of closed quantum
W–algebras is inessential for the existence of consistent W–string theories.
As usual, physical fields Φ are determined by the requirement that they be anni-
hilated by the BRST operator, and that they be BRST non-trivial. In other words,
QΦ = 0 and Φ 6= QΨ for any Ψ. There are two different sectors [143]. The “discrete”
physical fields, with zero momentum in the Xµ, will not be considered here [143].
The other sector consists of fields with continuous Xµ momentum. Both sectors
have only physical fields for particular values of the ϕ-momentum. In this sense, ϕ
is considered a “frozen” coordinate, and the Xµ form coordinates in the effective
spacetime.
It was conjectured in [142] and [143] that all continuous-momentum physical states
for multi-scalar W2,s string theories can be described by physical operators of the
form:
Φ∆ = c U(ϕ, β, γ)V∆(X) , (8.3.15)
where ∆ denotes the conformal dimension of the operator V∆(X) which creates an
effective spacetime physical state which is a highest weight field with respect to TX .
For simplicity, one can always take the effective-spacetime operator V∆(X) to be
tachyonic, since the discussion of physical states with excitations in the effective
spacetime proceeds identically to that of bosonic string theory. The interesting new
features of the W–string theories are associated with excitations in the (ϕ, β, γ)
fields. Thus we are primarily concerned with solving for the operators U(ϕ, β, γ)
that are highest weight under Tϕ+Tγ,β with conformal weights h = 1−∆, and that
in addition satisfy Q1(U) = 0. Solving these conditions for U(ϕ, β, γ), with V∆(X)
being highest weight under TX with conformal weight ∆ = 1 − h, is equivalent to
solving the physical-state conditions for Φ∆ in eq. (8.3.15).
8.4 Minimal models and W2,s–strings
It has been known for some time that there is a close connection between the spectra
of physical states in W–string theories, and certain Virasoro or W minimal models.
This connection first came to light in the case of the W3–string [37, 140, 141, 89],
where it was found that the physical states in a multi-scalar realisation can be viewed
as the states of Virasoro-type bosonic strings with central charge cX = 25
1
2 and
intercepts ∆ = {1, 1516 , 12}. These quantities are dual to the central charge cmm = 12
and weights h = {0, 116 , 12} for the (p, q) = (3, 4) Virasoro minimal model, the Ising
model, in the sense that 26 = cX + cmm, and 1 = ∆ + h. In fact, the physical
operators of the multi-scalar W–string have the form eq. (8.3.15) with V∆(X) a
dimension ∆ field. Further support for this connection was found in [142, 89] by
considering the scattering of physical states. Using certain identifications similar to
eq. (8.1.13), it was found that the S-matrix elements of the lowest W3–string states
obey selection rules also found in the Ising model.
If one were to look at the multi-scalar WN–string, one would expect that analo-
gously the physical states would be of the form of effective Virasoro string states for
a cX = 26 −
(
1 − 6N(N+1)
)
theory, tensored with operators U(~ϕ, ~β,~γ) that are pri-
maries of the cmm = 1− 6N(N+1) Virasoro minimal model, i.e. the (p, q) = (N,N+1)
unitary model. Here, ~ϕ denotes the set of (N − 2) special scalars which, together
with the Xµ appearing in TX , provide the multi-scalar realisation of theWN algebra.
Similarly, ~β and ~γ denote the sets of (N−2) antighosts and ghosts for the dimension
3, 4, 5, . . . , N currents. The identification with a particular minimal model is in these
cases based solely on the set of conformal dimensions that occur for the U field in
eq. (8.3.15). The rapid growth of the complexity of theWN algebras with increasing
N means that only incomplete results are available for N ≥ 4, but partial results
and general arguments have provided supporting evidence for the above connection.
A simpler case to consider is a W2,s–string, corresponding to the quantisation of
the classical theories described in the previous section. As already mentioned, there
is for any s a “regular” BRST operator, which has the feature that the associated
minimal model, with energy–momentum tensor Tmm = Tϕ+Tβγ, has central charge:
cmm =
2(s− 2)
(s+ 1)
. (8.4.1)
This is the central charge of the lowest unitary Ws−1 minimal model. We will study
the case s = 4, 5 and 6 in further detail in the subsections which follow. We will
make use of the results of [143] for the quantum BRST operators and the lowest
physical states. Our calculations clarify the connection with the minimal models
[144].
When s is even, there are further “exceptional” BRST operators in addition to
the regular one described above. When s = 4, there is one exceptional case, for
s = 6 three [143] and for s = 8 four [148]. The spectra of these theories are studied
in [147, 148]. They share the feature that a negative weight for U(ϕ, β, γ) occurs.
This implies correspondingly an intercept value ∆ > 1 for the effective spacetime
Virasoro string, and hence the existence of some negative-norm physical states. For
some of the exceptional theories the dimensions of the physical states point towards
a correspondence with Virasoro or WDS Bn minimal models, while for others no
connection with minimal models has been found yet. We will not study the theories
related to the exceptional BRST operators here.
We now outline the procedure which will be followed in the study of W2,s for
s = 4, 5, 6. The fields in a minimal model of a W–algebra W are given by the W-
descendants of some highest weight fields, among which is the unit operator of the
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OPA. This implies that the generators ofW are contained in the set of fields, as they
are descendants of . Hence, if the physical states (8.3.15) are connected with the
W-minimal model, there should be physical states such that the ϕ, β, γ dependent
parts U i form a realisation of the generators ofW . In this respect it is important to
note that we are looking for a realisation of theW–algebra in the BRST cohomology,
i.e. up to BRST exact terms.
The U i which generate the W–algebra should have ghost number zero. This is
because W has always non-zero central charge (8.4.1) and the generators generally
satisfy [U iU i]2hi ∼ . Furthermore, they should depend on ϕ in such a way that
they have well-defined OPEs, i.e. the OPE of ϕ with any other physical state should
be meromorphic. This points to zero ϕ-momentum states. This claim is further
supported by an analysis of the spectrum which shows that ϕ, β, γ dependent parts
U of theW-highest weight fields and their descendants have the same ϕ-momentum.
To summarise, we should look for operators U i(ϕ, β, γ) annihilated by Q1. They
have ghost number and ϕ-momentum zero. For the energy–momentum tensor of W
the obvious candidate for U is:
Tmm = Tϕ + Tβγ , (8.4.2)
where Tϕ and Tβγ are given in (8.3.12) and (8.3.3).
8.4.1 The W2,4–string
Let us consider first the W2,4–string. The BRST operator is then given by (8.3.6),
(8.3.7), (8.3.12), (8.3.14), with α2 = 24320 and the operator F (ϕ, β, γ) given by:
F (ϕ, β, γ) = (∂ϕ)4 + 4α∂2ϕ (∂ϕ)2 + 415 (∂
2ϕ)2 + 12415 ∂
3ϕ∂ϕ+ 46135α∂
4ϕ
+8(∂ϕ)2 β∂γ − 169 α ∂2ϕβ∂γ − 329 α∂ϕβ∂2γ − 45β ∂3γ
+ 163 ∂
2β ∂γ . (8.4.3)
In [143], all physical states up to and including level6 ℓ = 9 in (ϕ, β, γ) excitations
were studied for the W2,4–string. It was found that all the continous-momentum
physical states fall into a set of different sectors, characterised by the value ∆ of the
effective spacetime intercept, eq. (8.3.15). Specifically, for the W2,4 string, ∆ can
take values in the set ∆ = {1, 1415 , 35 , 13 ,− 25 ,−2}. As one goes to higher and higher
levels ℓ, one just encounters repetitions of these same intercept values, with more
and more complicated operators U(ϕ, β, γ). These operators correspondingly have
conformal weights h that are conjugate to ∆, i.e. h = 1 − ∆ = {0, 115 , 25 , 23 , 75 , 3}.
For convenience, table 8.1 reproduces the results up to level 9, giving the (β, γ)
ghost number g of the operators U(ϕ, β, γ), their conformal weights h, and their ϕ
momenta µ.
6 The level ℓ of a state is defined with respect to the standard ghost vacuum c1γ1 · · · γs−1
∣∣0〉.
g h µ (In units of α/27)
ℓ = 0 3 115 0 −26 −24
ℓ = 0 3 115 0 −28 −30
ℓ = 1 2 23
2
5
1
15 −20 −18 −16
ℓ = 2 2 75
2
3 −18 −14
ℓ = 3 1 23
1
15 −10 − 8
ℓ = 4 1 25 − 6
ℓ = 5 1 75
2
3 − 6 − 4
ℓ = 6 0 0 0
ℓ = 7 0 115 2
ℓ = 8 0 115 4
ℓ = 9 0 3 0 0 6
Table 8.1: U(ϕ, β, γ) operators for the W2,4 string of level ℓ, ghostnumber g, dimen-
sion h and ϕ-momentum µ.
The explicit expressions for the operators U(ϕ, β, γ) can be quite complicated,
and we shall not give them all here. Some simple examples are as follows. We find
U = ∂2γ ∂γ γ eµϕ at level ℓ = 0; U = ∂γ γ eµϕ at ℓ = 1; U =
(
10 ∂ϕ∂γ γ − (µ +
2α)∂2γ γ
)
eµϕ at ℓ = 2; and U = at ℓ = 6. The values of the momentum µ are
given in table 8.1.
We wish to identify the dimension 3 generatorWmm of the associatedW3 algebra,
realised on the (ϕ, β, γ) system. We observe from the results in [143] that at level
ℓ = 9 there is an operator U(ϕ, β, γ) with conformal weight 3, ghost number g = 0,
and momentum µ = 0. Clearly this is the required primary dimension 3 operator.
Its detailed form is:
Wmm =
√
2
13
(
5
3 (∂ϕ)
3 + 5α∂2ϕ∂ϕ+ 254 ∂
3ϕ+ 20 ∂ϕβ ∂γ
+12 ∂ϕ∂β γ + 12 ∂2ϕβ γ + 5α∂β ∂γ + 3α∂2β γ
)
, (8.4.4)
where we have given it the canonical normalisation in which:
Wmm(z)Wmm(w) ∼ cmm/3
(z − w)6 +more , (8.4.5)
with the central charge cmm =
4
5 . It is now a straightforward matter to compute the
OPEs of the Tmm and Wmm currents with OPEdefs and verify that they do indeed
generate the W3 algebra at cmm = 45 . The only noteworthy point in the verification
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is that at the second-order pole in the OPE ofWmm withWmm there is an additional
dimension 4 primary, but BRST-trivial current, {Q1, β}.
Having found the currents that generate theW3 algebra, we are now in a position
to see how they act on the operators U(ϕ, β, γ) occuring in the physical states of the
W2,4 string. Of course, we already know that the operators U(ϕ, β, γ) are primary
fields under Tmm. Acting with Wmm, we find that when h takes values in the
set {0, 115 , 25 , 23}, the corresponding operators are highest weight under Wmm, i.e.̂(Wmm)nU = 0 for n > 0, and ̂(Wmm)nU = wU . We find that the weights are as
follows:
Tmm : {0, 115 , 25 , 23}
243
α
√
13
8 Wmm : {0,±1, 0,±26} .
(8.4.6)
Intermezzo 8.4.1
To be precise, we find that for h = 1
15
the Wmm weight is positive for those operators
U(ϕ, β, γ) that have 27
α
µ = 4mod 6, and negative when ( α
27
)−1µ = 2mod 6. Similarly,
for operators with h = 2
3
, we find the Wmm weight is positive when (
α
27
)−1µ = 2mod 6,
and negative when ( α
27
)−1µ = 4mod 6. These results accord with the observation in
[143] that there are two independent towers of h = 1
15
operators, and two independent
towers of h = 2
3
operators, with the screening operator β exp( 2
9
αϕ) generating each
tower from its lowest-level member.
Comparing with the results in [66], we see that these Tmm and Wmm weights are
precisely those for the lowest W3 minimal model, with cmm = 45 . The remaining
operators U(ϕ, β, γ) in the physical states of theW2,4 string have Tmm weights h = 75
and 3. We find that these are not highest weight under the Wmm current. In fact,
they are W3 descendant fields; those with h = 75 can be written as ̂(Wmm)−1 + · · ·
acting on operators U(ϕ, β, γ) with h = 25 , and those with h = 3 can be written aŝ(Wmm)−3 + · · · acting on operators U(ϕ, β, γ) with h = 0.
The conclusion of the above discussion is that the U(ϕ, β, γ) operators appearing
in the physical states of the W2,4 string are precisely those associated with the
cmm =
4
5 lowest W3 minimal model. Those with h = {0, 115 , 25 , 23} are W3 highest
weight fields, whilst those with h = 75 and 3 are W3 descendants. Viewed as purely
Virasoro fields, they are all primaries. In fact, what we are seeing is an explicit
example of the phenomenon under which the set of highest weight fields of a W
minimal model decomposes into a larger set of highest weight fields with respect to
the Virasoro subalgebra. In this example, since cmm is less than 1, the Wmm highest
weight fields decompose into a finite number of Virasoro primaries (namely a subset
of the primaries of the cmm =
4
5 3-state Potts model). In a more generic example,
where the W minimal model has cmm ≥ 1, the finite number of W highest weight
fields will decompose into an infinite number of Virasoro primaries, with infinitely
many of them arising as Wmm descendants. We shall encounter explicit examples of
this when we study the W2,s strings with s = 5 and s = 6.
8.4.2 The W2,5 string
Let us now turn to the example of theW2,5 string. The operator F (ϕ, β, γ) appearing
in eq. (8.3.14) is given by [143]:
F (β, γ, ϕ) = (∂ϕ)5 + 5α∂2ϕ (∂ϕ)3 + 3058 (∂
2ϕ)2 ∂ϕ+ 1156 ∂
3ϕ (∂ϕ)2
+ 103 α∂
3ϕ∂2ϕ+ 5548α∂
4ϕ∂ϕ+ 251576∂
5ϕ+ 252 (∂ϕ)
3 β ∂γ + 254 α∂
2ϕ∂ϕβ ∂γ
+ 12516 ∂
3ϕβ ∂γ + 32512 ∂
2ϕ∂β ∂γ + 37516 ∂ϕ∂
2β ∂γ − 17548 ∂ϕβ ∂3γ
+ 53α∂
3β ∂γ − 3548α∂β ∂3γ , (8.4.7)
with α2 = 1216 . Here, we have cX = 25, and the associated minimal model, with
cmm = 1, is expected to be the lowest W4 minimal model [143]. Following the same
strategy as before, we should begin by looking amongst the operators U(ϕ, β, γ)
associated with the physical states eq. (8.3.15) with zero ϕ momentum, and zero
ghost number, at dimensions 3 and 4. These will be the candidate dimension 3 and
4 primary fields of the W4 algebra. In [143], all physical states of the W2,5 string up
to level ℓ = 13 were obtained. In fact one can easily see that the required physical
states associated with the dimension 3 and 4 generators will occur at levels 13 and 14
respectively. We find the following expressions for the primary dimension 3 current
Wmm and dimension 4 current Vmm of the W4 algebra at cmm = 1:
Wmm =
1
2 (∂ϕ)
3 + 32α∂
2ϕ∂ϕ+ 3112∂
3ϕ+ 152 ∂ϕβ∂γ
+5 ∂ϕ∂βγ + 5 ∂2ϕβγ + 32α∂β∂γ + α∂
2βγ, (8.4.8)
Vmm =
−25√
864
(
(∂ϕ)4 + 4α∂2ϕ(∂ϕ)2 + 2317150 (∂
2ϕ)2 + 27725 ∂
3ϕ∂ϕ+ 6171650α∂
4ϕ
+ 1085 ∂
2ϕ∂ϕβγ + 20 (∂ϕ)2β∂γ + 29225 (∂ϕ)
2∂βγ + 6211α∂
2ϕβ∂γ
+ 2104275 α ∂
2ϕ∂βγ + 21655 α∂ϕ∂
2βγ + 37855 α∂ϕ∂β∂γ +
108
55 α∂
3ϕβγ
− 4415β∂3γ − 13225 ∂β∂2γ + 32125 ∂2β∂γ + 54475 ∂3βγ + 445 ∂ββ∂γγ
)
. (8.4.9)
We have normalised these currents canonically, so that the coefficient of the highest-
order pole in the OPE of a dimension s operator with itself is cmm/s, where the
central charge cmm = 1 in the present case.
It is now a straightforward matter to check that Tmm, Wmm and Vmm indeed
generate the W4 algebra at cmm = 1. We find complete agreement with the algebra
given in [26, 131] again modulo the appearance of certain additional primary fields
that are BRST exact. Specifically, we find a dimension 5 null primary field Q1(β)
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g h µ (In units of α/22)
ℓ = 0 4 112
1
16 0 −22 −21 −20
ℓ = 0 4 116 0 −22 −23 −24
ℓ = 1 3 34
9
16
1
3
1
16 −18 −17 −16 −15
ℓ = 2 3 2516
4
3
3
4 −17 −16 −14
ℓ = 3 2 1 916
1
12 −12 −11 −10
ℓ = 4 2 2516
9
16 −11 − 9
ℓ = 5 2 3 2512
25
16 1 −12 −10 − 9 − 8
ℓ = 6 1 34
1
16 − 6 − 5
ℓ = 7 1 13 − 4
ℓ = 8 1 43
9
16 − 4 − 3
ℓ = 9 1 4916
25
16
3
4 − 5 − 3 − 2
ℓ = 10 0 0 0
ℓ = 11 0 116 1
ℓ = 12 0 112 2
ℓ = 13 0 3 116 0 3
ℓ = 14 0 4 4916
25
12 0 0 1 2 4
Table 8.2: U(ϕ, β, γ) operators for the W2,5 string
and its Virasoro descendants in the OPE ofWmm(z)Vmm(w), and a dimension 6 null
primary fieldQ1(30 ∂ϕβ+11
√
6 ∂β) and its descendants in the OPE Vmm(z)Vmm(w).
Having obtained the currents that generate theW4 algebra, we may now examine
the U(ϕ, β, γ) operators in the physical states of theW2,5 string, in order to compare
their weights with those of the lowest W4 minimal model. Specifically, this model
has highest weight fields with conformal weights h = {0, 116 , 112 , 13 , 916 , 34 , 1}. The
results presented in [143], extended to level ℓ = 14, are given in table 8.2. One can
see from the results in table 8.2 that indeed all the conformal weights of the primary
fields of the lowest W4 minimal model occur in the W2,5 string. We find that the
corresponding weights under the W4 currents (8.4.8) and (8.4.9) are:
Tmm : {0, 116 , 112 , 13 , 916 , 34 , 1},
352
α Wmm : {0,±1, 0, 0,±11,±32, 0},
6912
√
6Vmm : {0, 27,−64, 128,−405, 1728,−6912} .
(8.4.10)
Intermezzo 8.4.2
If h = 1
16
, the Wmm–weight is positive when (
α
22
)−1µ = 3 mod 4, and negative when
( α
22
)−1µ = 1 mod 4. If h = 9
16
, the Wmm-weight is positive when (
α
22
)−1µ = 1 mod 4,
and negative when ( α
22
)−1µ = 3 mod 4. If h = 3
4
, for which ( α
22
)−1µ = 12n − 18 or
12n− 14, with n a non-negative integer (see [143]), the Wmm weight is positive when n
is odd, and negative when n is even.
We have checked that these weights agree with those that one finds using the highest
weight vertex-operators of the WN minimal models in the “Miura” realisations dis-
cussed in [63]7. The remaining U(ϕ, β, γ) operators obtained here and in [143], with
conformal weights h that lie outside the set of weights for the W4 minimal model,
correspond to Wmm and Vmm descendant states. In other words, they are secon-
daries of the W4 minimal model, but they are primaries with respect to a purely
Virasoro cmm = 1 model. In this more generic case, with cmm ≥ 1, the number of
primaries in the purely Virasoro model will be infinite. Thus if we would go on solv-
ing the physical state conditions at higher and higher levels ℓ, we would find a set of
operators U(ϕ, β, γ) with conformal weights h that increased indefinitely. All those
lying outside the set h = {0, 116 , 112 , 13 , 916 , 34 , 1} would be given by certain integers
added to values lying in the set, corresponding to Wmm and Vmm descendant fields.
8.4.3 The W2,6 string
In [143], it was found that there are four different nilpotent BRST operators of the
form (8.3.6),(8.3.7),(8.3.14), corresponding to different values of α, and hence cX .
As usual, we shall be concerned with the case which seems to be associated with a
unitary string theory. This is given by α2 = 84520 , implying cX =
174
7 and hence the
(ϕ, β, γ) system describes a model with c = 87 . We expect this to be the lowest W5
minimal model. The operator F (ϕ, β, γ) in this case takes the form [143]:
F (β, γ, ϕ) = (∂ϕ)6 + 6α∂2ϕ(∂ϕ)4 + 7657 (∂
2ϕ)2(∂ϕ)2 + 2567 ∂
3ϕ(∂ϕ)3
+ 17435 α(∂
2ϕ)3 + 52835 α∂
3ϕ∂2ϕ∂ϕ+ 187 α∂
4ϕ(∂ϕ)2 + 1514245 (∂
3ϕ)2
+ 2061245 ∂
4ϕ∂2ϕ+ 27361225∂
5ϕ∂ϕ+ 1426125α∂
6ϕ+ 18(∂ϕ)4β∂γ + 725 α∂
2ϕ(∂ϕ)2β∂γ
+ 485 α(∂ϕ)
3∂β∂γ + 2165 ∂
3ϕ∂ϕβ∂γ + 149435 (∂
2ϕ)2β∂γ + 525635 ∂
2ϕ∂ϕ∂β∂γ
+ 3245 (∂ϕ)
2∂2β∂γ − 727 (∂ϕ)2β∂3γ + 204175α∂4ϕβ∂γ + 19225 α∂3ϕ∂β∂γ
+ 2376175 α∂
2ϕ∂2β∂γ − 144175α∂2ϕβ∂3γ + 1296175 α∂ϕ∂3β∂γ − 576175α∂ϕ∂β∂3γ
+ 1614175 ∂
4β∂γ − 21635 ∂2β∂3γ + 1441225β∂5γ + 14435 ∂ββ∂2γ∂γ. (8.4.11)
In [143], physical states in the theory up to and including level ℓ = 6 were studied.
Here, we are primarily concerned with finding the physical states associated with the
7After converting from the non-primary basis of Miura currents to the primary basis that we
are using here.
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expected dimension 3, 4, 5, primary fields of the W5 minimal model. These should
occur at levels ℓ = 18, 19 and 20 respectively. It is a straightforward matter to solve
for such physical states eq. (8.3.15) with U(ϕ, β, γ) having zero ghost number and
zero ϕ momentum. We find the following results for the dimension 3, 4, 5 operators
Wmm, Vmm and Ymm:
Wmm =
√
2
57
(
7
3 (∂ϕ)
3 + 7α∂2ϕ∂ϕ+ 18512 ∂
3ϕ+ 42∂ϕβ∂γ
+30∂ϕ∂βγ + 30∂2ϕβγ + 7α∂β∂γ + 5α∂2βγ
)
Vmm = −
√
7
60819
(
427
8 (∂ϕ)
4 + 4272 α∂
2ϕ(∂ϕ)2 + 106198 (∂
2ϕ)2 + 743∂3ϕ∂ϕ
+ 3313156 α∂
4ϕ+ 1455∂2ϕ∂ϕβγ + 1281(∂ϕ)2β∂γ + 825(∂ϕ)2∂βγ
+ 537013 α∂
2ϕβ∂γ + 690013 α∂
2ϕ∂βγ + 291013 α∂ϕ∂
2βγ + 465613 α∂ϕ∂β∂γ
+ 145513 α∂
3ϕβγ − 247β∂3γ − 494∂β∂2γ + 68917 ∂2β∂γ
+ 778514 ∂
3βγ + 1170∂ββ∂γγ
)
Ymm =
√
7
122
(
749
165 (∂ϕ)
5 + 74933 α(∂ϕ)
3∂2ϕ+ 609122 (∂
2ϕ)2∂ϕ+ 136166 α∂
3ϕ∂2ϕ
+ 14351132 ∂
3ϕ(∂ϕ)2 + 2330429 α∂
4ϕ∂ϕ+ 48251848∂
5ϕ+ 149811 (∂ϕ)
3β∂γ
+ 257033 (∂ϕ)
3∂βγ + 11382143 α∂
2ϕ∂ϕβ∂γ + 15670143 α∂
2ϕ∂ϕ∂βγ
+ 43011 α(∂
2ϕ)2βγ + 4270143 α∂
3ϕ∂ϕηγ + 235011 ∂
2ϕ(∂ϕ)2βγ
+ 7840143 α(∂ϕ)
2∂β∂γ + 4380143 α(∂ϕ)
2∂2βγ − 52∂ϕβ∂3γ − 6247 ∂ϕ∂β∂2γ
+ 1733177 ∂ϕ∂
2β∂γ + 977577 ∂ϕ∂
3βγ − 6247 ∂2ϕβ∂2γ + 1854177 ∂2ϕ∂β∂γ
+ 339011 ∂
2ϕ∂2βγ + 7957154 ∂
3ϕβ∂γ + 77705462 ∂
3ϕ∂βγ + 11575462 ∂
4ϕβγ
− 263 α∂β∂3γ − 1047 α∂2β∂2γ + 67751001α∂3β∂γ + 53651001α∂4βγ
+120∂ϕ∂ββ∂γγ + 12013 α∂
2ββ∂γγ
)
. (8.4.12)
We have as usual given these currents their canonical normalisations. We have
checked that they indeed, together with Tmm = Tϕ + Tβγ , generate the W5 algebra,
given in [113], with central charge cmm =
8
7 . Again, one finds additional BRST
exact fields appearing on the right-hand sides of the OPEs of the primary generators.
These null fields are primaries (and their descendants) except in the case of the OPE
Ymm(z)Ymm(w). The new field occuring at the second order pole of this OPE is only
primary up to BRST exact terms.
It was found in [143] that the physical states of the W2,6 string were associated
with operators U(ϕ, β, γ) whose conformal weights included those of the highest
weight fields of the lowestW5 minimal model, which has c = 87 . Indeed, here we find
that the highest weight fields have the weights
Tmm : {0, 235 , 335 , 27 , 1735 , 2335 , 45 , 67 , 65}
325
α
√
57
8 Wmm : {0,±2,±1, 0,±13,±39,±76, 0,±38}
25
√
141911
3 Vmm : {0, 11,−14, 50,−74, 66, 836,−1100,−2299}
89375
α
√
427
32 Ymm : {0,±11,∓48, 0,±314,∓902,±1452, 0,∓16621} .
(8.4.13)
Note that the ± signs for the weights under the dimension 3 operator Wmm are
correlated with those for the weights under the dimension operator Ymm. Again we
have checked that these weights agree with those calculated from the realisations of
the WN minimal models given in [63]. All the physical states of the W2,6 string are
presumably associated with operators U(ϕ, β, γ) that are either highest weight under
the W5 algebra, as given in eq. (8.4.13), or they areWmm, Vmm or Ymm descendants
of such operators. Some examples of descendant operators can be found in [143].
Again one expects, since the W5 minimal model has cmm = 87 ≥ 1, that there will
be an infinite number of descendant operators.
8.5 Hierarchies of string embeddings
It was proposed recently [14] that as part of the general programme of looking for
unifying principles in string theory, one should look for ways in which string theories
with smaller worldsheet symmetries could be embedded into string theories with
larger symmetries. In particular, it was shown in [14] that the bosonic string could
be embedded in the N = 1 superstring, and that in turn, the N = 1 string could be
embedded in the N = 2 superstring. In subsequent papers, it was shown by various
methods that the cohomologies of the resulting theories were precisely those of the
embedded theories themselves [80, 120].
The essential ingredient in the embeddings discussed in [14] is that a realisation
for the currents of the more symmetric theory can be found in terms of the currents
of the less symmetric theory, together with some additional matter fields whose
eventual roˆle for the cohomology is to supply degrees of freedom that are cancelled
by the additional ghosts of the larger theory. For example, the N = 1 superconformal
algebra, at critical central charge c = 15, can be realised in terms of a c = 26 ener-
gy–momentum tensor TM as:
T = TM − 32b1 ∂c1 − 12∂b1 c1 + 12∂2(c1 ∂c1)
G = b1 + c1 (TM + ∂c1 b1) +
5
2∂
2c1 , (8.5.1)
where b1 and c1 are ghost-like dimension (
3
2 ,− 12 ) anticommuting matter fields. The
cohomology of the BRST operator for the N = 1 superstring, with this realisation
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of the N = 1 superconformal algebra, is precisely that of the usual bosonic string
[14, 80, 120]. This is most easily seen using the method of [120], where a unitary
canonical transformation Q −→ eRQe−R is applied to the N = 1 BRST operator,
transforming it into the BRST operator for the bosonic string plus a purely topolog-
ical BRST operator. In effect, the degrees of freedom of b1 and c1 are cancelled out
by the degrees of freedom of the commuting dimension (32 ,− 12 ) ghosts for the dimen-
sion 32 current G. The central charge of the energy–momentum tensor for (b1, c1) is
c = 11, which precisely cancels the c = −11 central charge for the dimension 32 ghost
system for the dimension 32 current G.
It is natural to enquire whether some analogous sequence of embeddings for W–
strings might exist, with, for example, the usual Virasoro string contained within
the W3–string, which in turn is contained in the W4–string, and so on [14]. In fact,
as was observed in [145], such sequences of embeddings are already well known for
W–strings. The simplest example is provided by the W3–string, where the W3–
currents T and W are realised in terms of an energy–momentum tensor TX , and a
scalar field ϕ. The ϕ field here plays a role analogous to the (b1, c1) matter fields in
the embedding of the bosonic string in the N = 1 superstring. Here, however, the
central charge c = 1492 for the energy–momentum tensor of ϕ does not quite cancel
the central charge c = −74 of the (β, γ) ghosts for the dimension 3 currentW , and so
the nilpotence of the W3 BRST operator requires that TX has central charge c = 512
rather than c = 26. The ϕ field has no associated continuous degrees of freedom
in physical states, and the cohomology of the W3 string is just that of a c = 25 12
Virasoro string tensored with the Ising model.
It has also been suggested that one might be able to embed the c = 26 Virasoro
string into, for example, the W3 string. However, it would, perhaps, be surprising
if it were possible to embed the Virasoro string into the W3 string in two different
ways, both for cX =
51
2 and also for cX = 26. Indeed, there is no known way of
realising the currents of the W3 algebra, with the central charge c = 100 needed for
nilpotence of the BRST operator, in terms of a c = 26 energy–momentum tensor
plus other fields that would contribute no continuous degrees of freedom in physical
states.
Intermezzo 8.5.1
A very different approach was proposed in [15], where it was shown that by performing
a sequence of canonical transformations on the BRST operator of the W3 string, it
could be transformed into the BRST operator of an ordinary c = 26 bosonic string plus
a purely topological BRST operator. However, as was shown in [147], and subsequently
reiterated in [207], one step in the sequence of canonical transformations involved a
nonlocal transformation that reduced the original W3 BRST operator to one with com-
pletely trivial cohomology. A later step in the sequence then involved another nonlocal
transformation that caused the usual cohomology of the bosonic string to grow out of
the previous trivial cohomology. In effect one is glueing two trivialised theories back to
back, and so the physical spectra of the two theories prior to trivialisation are discon-
nected from one another, making the embedding quite meaningless.
An interesting possibility for generalising the ideas in [14] is to consider the case
where the bosonic string is embedded in a fermionic higher-spin string theory. The
simplest such example would be provided by looking at a theory with a dimension
5
2 current in addition to the energy–momentum tensor. In order to present some
results on this example, it is useful first to recast the N = 1 superstring, with the
matter currents realised as in (8.5.1), in a simpler form. We do this by performing a
canonical redefinition involving the dimension 2 ghosts (b, c), the dimension 32 ghosts
(r, s), and the ghost-like matter fields (b1, c1) (which we shall refer to as pseudo-
ghosts). If we transform these according to:
c −→ c− s c1
r −→ r − b c1
b1 −→ b1 + b s , (8.5.2)
(with b, s and c1 suffering no transformation), then the BRST operator assumes the
graded form Q = Q0 +Q1, where:
Q0 =
∮
c
(
TM + Tb1c1 + Trs +
1
2Tbc + x∂
2(∂c1c1)
)
Q1 =
∮
s
(
b1 − x b1∂c1c1 + 3x r∂sc1 + x∂rsc1 + 2x2 ∂2c1∂c1c1
)
. (8.5.3)
Here x is a free constant which actually takes the value − 12 when one transforms
(8.5.1) according to (8.5.2), but can be made arbitrary by performing a constant
OPE-preserving rescaling of b1 and c1. The reason for introducing x is that it can
be viewed as a power-counting parameter for a second grading of Q0 and Q1, under
the (b1, c1) pseudo-ghost number. Thus Q0 has terms of pseudo-ghost degrees 0 and
2, whilst Q1 has terms of pseudo-ghost degrees −1, 1 and 3. (We have dropped an
overall x−1 factor from Q1 for convenience. We are free to do this owing to the first
grading under (r, s) degree, which implies that Q20 = Q
2
1 = {Q0, Q1} = 0.)
Before moving on to the generalisation to higher dimensions, it is useful to present
the unitary canonical transformation of ref. [120] in this language, which maps the
BRST operator into that of the bosonic string plus a topological term. Thus we find
that the charge:
R =
∮
c1
(
− c ∂r − 32∂c r − x r s ∂c1
)
(8.5.4)
acts on the BRST operator Q = Q0 +Q1 to give:
eRQe−R =
∮
c (TM − b ∂c) +
∮
s b1 . (8.5.5)
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The first term on the rhs is the usual BRST operator of the bosonic string, and the
second term is purely topological, with no cohomology.
We may now seek a dimension (2, 52 ) generalisation of this dimension (2,
3
2 ) theory.
Thus we now consider commuting ghosts (r, s) of dimensions (52 ,− 32 ) for a dimension
5
2 current, and anticommuting pseudo-ghosts (b1, c1) of dimensions (
5
2 ,− 32 ). We find
that a graded BRST operator Q = Q0 +Q1 again exists, where Q0 contains terms
with pseudo-ghost degrees 0, 2 and 4, whilst Q1 has terms of pseudo-ghost degrees
−1, 1, 3 and 5. The coefficients of the various possible structures in Q0 and Q1 are
determined by the nilpotency conditions Q20 = Q
2
1 = {Q0, Q1} = 0. Q0 takes the
form:
Q0 =
∮
c
(
TM + Tb1c1 + Trs +
1
2Tbc + x∂
2
(
3∂3c1c1 + 7∂
2c1∂c1
)
+ y ∂2
(
∂3c1∂
2c1∂c1c1
))
, (8.5.6)
where x and y are arbitrary constants associated with the terms in Q0 of pseudo-
ghost degree 2 and 4 respectively. The form of Q1 is quite complicated:
Q1 =
∮
s
(
b1 − 6x b1∂2c1∂c1 − 4x b1∂3c1c1 − 6x∂b1∂2c1c1−
2x∂2b1∂c1c1 + · · ·
+x
(
26
3 x
2 + 256 y
)
∂4c1∂
3c1∂
2c1∂c1c1
)
, (8.5.7)
where the ellipsis represents 13 terms of pseudo-ghost degree 3.
One may again look for a charge R that acts unitarily and canonically on the
BRST operator to give it a simpler form. We find that the required charge is given
by:
R =
∮
c1
(
− c∂r − 52∂cr − x c∂2c1∂c1∂r − 52x∂c∂2c1∂c1r
−2x∂c1∂2rs− 6x∂2c1∂rs+ 2x∂3c1rs− 12y ∂3c1∂2c1∂c1rs
)
. (8.5.8)
Acting on the BRST operator Q = Q0 + Q1, this gives exactly eq. (8.5.5), which
shows that this theory is again simply equivalent to the bosonic string.
Although the dimension (2, 52 ) theory that we have described above has a BRST
operator that is a natural generalisation of theN = 1 superconformal BRST operator
with the realisation (8.5.1) for the matter currents, there is one important aspect
which we should consider. From the graded (2, 32 ) BRST operator given by (8.5.3),
one can invert the canonical transformation (8.5.2), and get back to a form in which
one can replace the specific realisation (8.5.1) of the superconformal currents by an
abstract realisation in terms of currents T and G. In this sense, one can say that
the realisation (8.5.1) describes an embedding of the bosonic string in the N = 1
superstring. Let us look if the some procedure goes through for the (2, 52 ) BRST
operator.
Let us consider the W2,5/2 algebra in more detail. Classically, the primary di-
mension 52 current G satisfies the OPE:
G(z)G(w) ∼ T
2
z − w . (8.5.9)
The Jacobi identity is satisfied modulo the classical null field:
N1 ≡ 4T ∂G− 5∂T G . (8.5.10)
Before specifying what we mean with a classical null field, we wish to show that one
can realise the algebra in the following way:
T = − 12ψ ∂ψ¯ + 12∂ψ ψ¯ ,
G = 12
(
ψ + ψ¯
)
T , (8.5.11)
where ψ is a complex fermion satisfying the OPE ψ(z)ψ¯(w) ∼ 1/(z − w). One can
easily verify for this realisation that the null field H vanishes.
We checked that both for the abstract algebra, and for the realisation no BRST
operator can be constructed along the familiar lines, e.g. by introducing ghosts–
antighost pairs for T and G, and constructing a BRST charge c1T +c2G+fij
kcicjbk,
where the structure constants fij
k depend on T . To explain this surprising fact, we
need to elaborate on the meaning of a null field in a Poisson algebra.
We use exactly the same definition for a null field as in the OPE case, see sub-
section 2.3.3. That is, all null fields form an ideal in the Poisson algebra. We can
check by repeatedly computing Poisson brackets with N1 that it there is an ideal in
the Poisson algebra of T and G, generated by N1 and
N2 ≡ 4T 3 − 30∂GG . (8.5.12)
More precisely, all other null fields can be written as:
f1(T,G)N1 + f2(T,G)N2 , (8.5.13)
with fi(T,G) a differential polynomial in T and G. We see that the phase space
of the Poisson algebra is not simply the space of differential polynomials in T and
G, but the additional constraints N1 = N2 = 0 have to be taken into account. In
such a case, the ordinary procedure of constructing a (classical) BRST charge does
not work. Indeed, one should use the BRST-formalism appropriate for reducible
constraints, which requires the introduction of “ghosts for ghosts”, see e.g. [110].
This clearly explains why no “ordinary” BRST charge exists for this system.
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Thus, it seems that the W
2,
5
2
string is of very different type than other strings
considered up to now. It remains to be seen if the resulting BRST-charge is in any
way related to the one we constructed above, eqs, (8.5.6,8.5.7).
We have explicitly checked for all higher half-integer dimensions, and we find
that again a classical W2,n/2 algebra does not identically satisfy the Jacobi identity.
Thus again, we expect that ghosts for ghosts should be introduced to enable a proper
treatment in the BRST formalism of such algebras.
8.6 Conclusion and discussion
In this chapter we have looked at the quantisation of W-string theories based on
the classical W2,s higher-spin algebras. One of the more noteworthy features of
these theories is that anomaly-free quantisation is possible even when there does not
exist a closed quantum extension of the classical W2,s algebra at the critical central
charge. We can identify quantum currents as the coefficients of the dimension −1
and 1 − s ghosts in the BRST current, and discarding antighosts. Of course, these
fields do generate a realisation of a quantumW–algebra. However, the corresponding
abstract algebra is probably infinitely generated. A previous example of this kind
of phenomenon, where a BRST operator exists even when the matter system does
not generate a closed algebra at the quantum level, was found in the context of the
non-critical W3–string discussed in [19, 23, 22].
It is quite puzzling that there can be several inequivalent quantum theories that
arise from the same classical theory, corresponding to different possible choices for
the coefficients of the quantum corrections to the classical BRST operator. A study
of the relation between the classical and quantum cohomology of the corresponding
BRST operators should be able to shed some light on this point.
In a multi-scalar realisation, the spectrum of physical states for a W2,s string
turns out to be described by the tensor product of sets of bosonic-string states in the
effective spacetime times certain primary operators built from the (ϕ, β, γ) fields.
In most cases these primary fields are conjectured to correspond to those of some
Virasoro or W minimal model. For example, the regular sequence of W2,s BRST
operators, which exist for all s, corresponds to the lowest unitary Ws−1 minimal
model, with cmm = 2(s− 2)/(s+ 1). We have tested the above conjecture in detail
for the cases s = 4, 5 and 6 of the W2,s–string. We have shown, for the lowest
few levels, that indeed the operators U(ϕ, β, γ) that arise in the physical states, are
associated with the highest weight fields of the lowest unitaryWs−1 minimal models.
Specifically, we find in all physical states that U(ϕ, β, γ) is either a highest weight
field of the correspondingWs−1 minimal model, or else it is a descendant field in the
sense that it is obtained from a highest weight field by acting with the negative modes
of the primary currents of the Ws−1 algebra. Since the central charge c = 2(s−2)(s+1) of
the (ϕ, β, γ) system satisfies c ≥ 1 for s ≥ 5, it follows that in these cases there are
infinite numbers of such descendant fields in the models. Thus the Ws−1 generators
provide a strikingly powerful organising symmetry in these cases.
The original realisations of the WN algebras were the (N − 1)-scalar realisations
from the Miura transformation, introduced in [66, 63]. By contrast, the realisations
of the lowest unitary Ws−1 minimal models that we find here are all given in terms
of just one scalar field ϕ, and the (β, γ) ghost system for dimension s. This ghost
system can be bosonised, yielding two-scalar realisations. However even when s = 4,
our two-scalar realisation is quite different from the usual Miura realisation of W3.
In particular, our realisations close on the Ws−1 algebras modulo the appearance of
certain null primary fields in the OPEs of the currents, whereas no such null fields
arise in the Miura realisations. Presumably the realisations that we find here are
very specific to the particular unitary minimal models that arise in these higher-spin
string theories. As an example, we present the dimension 2 and dimension 3 currents
eq. (8.4.2) and (8.4.4) for the W3 algebra at c = 45 in the bosonised language, where
γ = exp(iρ) and β = exp(−iρ):
Tmm = − 12 (∂ϕ)2 − 12 (∂ρ)2 − α∂2ϕ+ 72 i ∂2ρ,
Wmm =
√
2
13
(
5
3 (∂ϕ)
3 + 5α∂2ϕ∂ϕ+ 254 ∂
3ϕ+ 4 ∂ϕ (∂ρ)2 − 16i ∂ϕ ∂2ρ
−12i ∂2ϕ∂ρ− 23 iα (∂ρ)3 − 3α∂2ρ ∂ρ− 116 iα ∂3ρ
)
, (8.6.1)
where α2 = 24320 . It is interesting to note that this realisation of the W3 algebra at
c = 45 is precisely the one obtained in [16] (case I, after an SO(1, 1) rotation of the
two scalars), where more general scalar realisations of W3 modulo a null dimension
4 operator were considered.
If there is just one Xµ coordinate in the effective energy–momentum tensor TX ,
the spectrum of physical states for the W2,s string becomes more complicated, as
observed in [143]. In particular, there are additional physical states over and above
those of the form (8.3.15), which do not factorise into the product of effective-
spacetime physical states times operators U(ϕ, β, γ). Examples of these were found
for the W3 string in [164], and for W2,s strings in [143]. A general discussion of the
BRST cohomology for the two-scalarW3 string is given in [30]. It may well be that
the W2,s strings with just one additional coordinate Xµ capture the more subtle
aspects of the underlying higher-spin geometry.
We have looked also at string theories based on classical algebras involving a
higher-spin fermionic current in addition to the energy–momentum tensor. These
classical algebras do not satisfy the Jacobi identity identically, but only modulo null
fields. When there exists a classical realisation, these null fields are identically zero.
The appearance of (classical) null fields obliges one to introduce “ghosts for ghosts”.
This topic remains to be studied furher.
110
Appendix A
Green’s function for the Laplacian in two dimensions
In this appendix we provide some useful formulas that can be derived from the
Green’s function of the Laplacian1. We will first show that in two dimensions this
Green’s function is given by 14 log |x− x0|2. We need to prove:
1
4
∇20
∫
dx2 f(x) log |x− x0|2 = πf(x0) . (A.1)
For this we write the integral in cylinder coordinates around x0. We get for the lhs:
1
4
∇20
∫
drdθ f(x+ x0)2r log r .
We can bring the Laplacian inside the integral, and let it act on x:
1
2
∫
drdθ r log r
(
1
r
∂
∂r
r
∂f(x+ x0)
∂r
+
1
r2
∂2f(x+ x0)
∂θ2
)
)
.
The second part of the integral is zero because of the total derivative in θ. The first
part can easily be evaluated to:
1
2
∫
drdθ
∂
∂r
(
r log r
∂f(x+ x0)
∂r
− f(x+ x0)
)
.
Assuming that f decays fast enough to zero at infinity (we call the set of these
functions S), we get the desired result (A.1).
Written in terms of the z, z¯ coordinates, eq. (A.1) becomes:
∂
∂z¯0
∂
∂z0
∫
dx2 f(z, z¯) log(z − z0)(z¯ − z¯0) = πf(z0, z¯0) , (A.2)
1To get the normalisation constants right, I checked most of the formulas for some test functions
by using numeric integration.
or also ∫
d2x
∂f
∂z¯
(z, z¯) (z − z0)−(n+1) = −π 1
n!
∂nf
∂zn0
(z0, z¯0) , ∀n ∈ N (A.3)
where we have generalised the result by taking additional derivatives with respect to
z0 and changed the derivatives with respect to z0, z¯0 to z, z¯. This is often written
as an equality between distributions:
∂
∂z¯0
1
(z − z0)n+1 = −π
1
n!
∂n
∂zn0
δ(2)(x− x0) , (A.4)
where the integration over z, z¯ is implied.
If f is analytic in an neighbourhood of the point (z0, z¯0) (it cannot be analytic
in the whole complex plane as it has to be an element of S), we can use the Cauchy
residue formula to rewrite eq. (A.3):
1
π
∫
d2x
∂f
∂z¯
(z, z¯) (z − z0)−(n+1) = −
∮
C0
dz
2πi
f(z) (z − z0)−(n+1) , (A.5)
where the contour C0 surrounds z0 anti-clockwise and lies in the region where f is
analytic. This important formula is used in the subsection on Ward-identities 2.2.2.
Eq. (A.3) can be used to define an inverse derivative. Indeed, for n = 0 we see
that (using the notation ∂¯ ≡ ddz¯ ):∫
d2x f(z, z¯) (z − z0)−1 = −πg(z0, z¯0)⇒ ∂¯g = f , (A.6)
for f such that (A.4) is valid for ∂¯f , or ∂¯f ∈ S. We define:
∂¯−1f(z0, z¯0) = − 1
π
∫
d2x f(z, z¯) (z − z0)−1 . (A.7)
Appendix B
Superconventions
Indices
We use the conventions of [55] when working with supervectors, -matrices, and the
like. Left and right indices occur, an element of a supermatrix is for instance iA
j .
Summation is implied over indices which occurs twice, where no signs are introduced
when indices are near each other and one is on top, the other down, e.g. bi iA
j . We
use the two following rules for shifting indices:
Ai = (−1)Ai iA Ai = (−1)(A+1)i iA , (B.1)
where in exponents of −1, A denotes the parity of the “symbol” A and i the parity
of the index, such that an element of a supermatrix iA
j has parity (−1)A+i+j . For
instance one could have a bosonic matrix where the indices take values in a bosonic
and fermionic sector. The rules (B.1) are such that:
Ai iB = (−1)ABBi iA . (B.2)
(Super)Lie algebras
We use in chapter 6 and 7 realisations of a super Lie algebra g¯. The generators (which
are matrices with numbers as elements) are denoted by at, a ∈ {1, · · · , dB + dF },
where dB (dF ) is the number of bosonic (fermionic) generators. We take t a bosonic
symbol. We will always assume that the representation is such that at is a matrix
containing numbers (zero parity). This means that i(at)
j is zero unless (−1)a+i+j =
1. We denote the (anti)commutation relations by:
[at, bt] = at bt− (−)abbt at = abf c ct , (B.3)
where ordinary matrix multiplication is used. The structure constants are thus also
numbers, and abf
c is zero except if (−1)a+b+c = 1.
When we have a super Lie algebra valued field A, its components are:
iA
j = i(A
a
at)
j ≡ (−1)i(A+a+1)Aa i(at)j , (B.4)
where the last equation follows the convention (B.1). This gives us for the elements
of the matrix (anti)commutator:
i([A,B])
j = i
(−(−1)aBAaBb baf c ct)j . (B.5)
From the Jacobi identities, one shows that the adjoint representation is given by:
b(at)
c ≡ baf c . (B.6)
The Killing metric agb is defined by
(−1)d cafd dbf c = −h˜ agb , (B.7)
where h˜ is the dual Coxeter number. Though this is perfect for ordinary Lie algebras,
this is not sufficient for super algebras as the dual Coxeter number might vanish in
this case1. More generally, it is defined via the supertrace:
str(at bt) ≡ i(at)j j(bt)i(−1)i ≡ −x abg , (B.8)
where x is the index of the representation. Obviously we have x = h˜ in the adjoint
representation. Note that using eq. (B.4), the supertrace of a product of two Lie
algebra valued fields is:
str(AB) ≡ i(AB)i(−)i(A+B+1) = −xAa agb bB = (−1)ABstr(BA) . (B.9)
1The possibility of a vanishing quadratic Casimir in the adjoint representation, has the interesting
consequence that in that case, the affine Sugawara construction always gives a value for c which is
independent of the level of the affine super Lie algebra. E.g. for D(2, 1, α), one always has c = 1.
The Killing metric is used to raise and lower indices:
Aa = Ab
bga, Aa = A
b
bga , (B.10)
where agb is the inverse of agb:
agc cgb =
aδb.
Table B.1 contains some properties of the (super) Lie algebras which appear in
chapter 7. We denote by xfun, the index of the fundamental (defining) representation.
For D(2, 1, α), it is not clear how to define the fundamental representation. The size
of the smallest representation ofD(2, 1, α) depends on α. The smallest representation
which exists for generic values of α is the adjoint representation.
Table B.1: Properties of some (super) Lie algebras.
algebra bosonic dB dF h˜ xfun
subalgebra
sl(n) sl(n) n2−1 0 n 12
so(n) so(n) 12n(n−1) 0 n−2 1
osp(n|2) sl(2) + so(n) 12 (n2−n+6) 2n 12 (4−n) 12
D(2, 1, α) sl(2) + su(2) + su(2) 9 8 0 −
su(1, 1|2) sl(2) + su(2) 6 8 0 12
su(m|n) su(m) + su(n) + u(1) m2+n2−1 2mn m−n 12
m 6= n
sl(2) embeddings of (super)Lie algebras
We now fix our conventions for embeddings of sl(2) in a (super) Lie algebra g¯.
We denote the sl(2) generators with {e0, e±}. We use normalisations for the sl(2)
generators such that:
[e0, e±] = ±2e± , [e+, e−] = e0 , (B.11)
with supertraces (B.8):
str(e0e0) = 2str(e+e−) = 4xy , (B.12)
with y the index of the sl(2) embedding.
We define the kernels:
K± ≡ ker ad e± . (B.13)
Any highest weight representation L(Λ) of g¯ decomposes according to irreducible
sl(2) representations [61]:
L(Λ) =
⊕
j∈ 12N
nj(Λ) 2j+1 , (B.14)
where nj(Λ) denotes the multiplicity of the sl(2) representation. Taking eq. (B.14)
for the adjoint representation of g¯, we can make a choice for the generators of g¯
which reflects the sl(2) embedding: {t(jm,αj)} where j ∈ 12Z, m = −j,−j + 1, · · · , j
and αj = 1, · · ·nj(adjoint). We take for the sl(2) generators em = t(1m,0).2
The algebra g¯ acquires a grading:
g¯ =
⊕
m∈ 12Z
g¯m where g¯m = {a ∈ g¯ | [e0, a] = 2ma} . (B.15)
We use the symbol Π for projection operators in g¯. Πhw denotes a projection on
K+, and Πlw on K−. We also use Π≥ng¯ = ⊕m≥ng¯m, Πng¯ = g¯n, etc. Furthermore,
Π+ ≡ Π>0 and Π− ≡ Π<0.
2This differs with a factor
√
2 from [181] for m = ±1.
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Appendix C
A Mathematica primer
This appendix gives a short introduction to Mathematica. We refer to [210] for
further details.
Symbols in Mathematica are case sensitive. Expressions, except for some built-in
types like Integer and Symbol, have always the same structure: they consist of a head
and some (possibly null) arguments. The head and arguments are again expressions.
Application of a head on some arguments is denoted with square brackets. As an
example:
In[1] := FullForm[1+a+b]
Out[1] = Plus[1,a,b]
One extracts the nth subexpression using Part[expr,n], or expr[[n]].
One can attach transformation rules to any symbol which tell how to transform
an expression with the symbol as head or as one of its arguments. Evaluation of
an expression proceeds by evaluating first the head, then the arguments (unless
some attributes are assigned to the head). After this, Mathematica checks if any
transformation rules for the expression can be found. It first checks rules assigned
to the arguments (UpValues), and then rules assigned to the head (DownValues).
Programming in Mathematica is effectively done by specifying a set of transfor-
mation rules. When the lhs of a rule matches the expression that is being evaluated
(taking into account any conditions specified with /;), the transformation rule is
applied and the result is again evaluated. Evaluation continues until no further rules
apply. The most specific rules are used first1, i.e. if a rule is given that any expression
with head f is zero, and another rule specifies that f[0] is 1, then the latter rule
will be checked first.
Before giving an example it is necessary to discuss the pattern matching which is
used in Mathematica. The purpose of a pattern is to specify the conditions when a
certain transformation rule has to be used. We give a list of some frequently occuring
1When Mathematica is not able to figure out an order between two rules, it checks the rules in
the order they were defined.
patterns. In this table p1, p2 stand for any pattern.
pattern explanation example
_ any expression f[1][1,2,3]
_f any expression with head f f[1,2,3]
__ sequence of expressions (length ≥ 1) 1,2,3
___ sequence of expressions (length ≥ 0) 1,2,3
f[p1,p2] expression with head f whose f[x,1] matches
arguments match p1,p2 f[_,_Integer]
One can give a pattern a name by prepending it with the name and a colon, e.g.
a:f[_,_]. An abbreviation for this syntax is possible when the pattern begins
with an underscore, e.g. a_Integer. Named patterns are useful first of all to name
arguments of a transformation rule (see below). Additionally, when a named pat-
tern occurs more than once, all matching items have to be identical, e.g. f[a_,a_]
matches f[1,1], but not f[1,2].
Let us present a small example to show how all these things fit together to make
a very powerful programming language. The factorial function could be defined as
follows:
In[2] := factorial[n_Integer] := n factorial[n-1]
In[3] := factorial[0] = 1;
As explained above, the order in which these statements are given is not important.
It is quite simple to make that factorials of an expression plus a small integer should
be transformed into a product:
In[4] := factorial[n_+ m_Integer] :=
factorial[n] Product[n+i,{i,1,m}] /; 0<=m<=10
Here the notation /; is used to specify a condition. These rules were all concerning
transformations of expressions with head factorial. However, we can also attach a
rule to factorial to handle quotients:
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In[5] := factorial /: factorial[n_] / factorial[m_] :=
Pochhammer[m+1,n-m]
where Pochhammer is an internal function corresponding to the Pochhammer symbol
defined in appendix 2.A.
Note thatMathematica does not enforce the use of types like Axiom, but patterns
can be used to simulate this.
It is sometimes useful to have a set of transformation rules which is not applied au-
tomatically. Such local rules are normal Mathematica expressions Rule[pat,expr],
with alternative notation pat -> expr. They are used as follows:
In[6] := x + y /. x -> z
Out[6] = y + z
Two different assignments are possible in Mathematica. With Set (or =) the rhs
is evaluated when the assignment is done (useful for assignment of results), while
with SetDelayed (or :=) the rhs is evaluated when the transformation rule is used
(useful for function definitions). A similar difference exists between Rule (->) and
RuleDelayed (:>).
We also need some lisp and APL-like functions which are heavily used in OPEdefs.
function abbreviation example in example out
Map /@ f /@ {1,2,3} {f[1],f[2],f[3]}
Apply @ f @ g[1,2,3] f[1,2,3]
Scan is like Map but has only side-effects, i.e. the function is applied on the elements
of the list, but the results are discarded.
Finally, when defining a more complicated transformation rule, we will need local
variables. This is done with the Block statement which has the syntax Block[{vars},
statement], where vars is a list of local variables (possibly with assignments) and
statement can be a compound statement, i.e. statements separated with a semicolon.
The value of the block is result of the statement. Hence a function definition could
be:
In[7] := f[x_] := Block[a = g[x], a + a^2]
Note that Mathematica 2.0 introduced a similar statement Module. It makes sure
that there is no overlap between globally defined symbols and the local variables.
However, this introduces considerable run-time overhead compared to Block. When
a function is defined in the Private‘ section of a Mathematica package, no conflict
is possible, and Block is to be preferred.
An example : generating tube plots
We will first define a general purpose function TubePlot which generates a three
dimensional plot of a tube, which is specified by a parametric curve in three di-
mensions, like in ParametricPlot3D. Then, we will use this function to generate a
surface representing a second order Feynman “diagram” for the interaction of two
closed strings, which can be found at the start of this book.
The algorithm for TubePlot is to construct at some points a circle perpendicular
to the tangent vector of the curve (TubeCircle). These circles are then sampled and
the samples are returned by TubePlot. The function ListSurfaceGraphics3D can
then be used to visualise the plot.
Needs["Graphics‘Graphics3D‘"]
rotMatrix[{a_,b_,c_}] :=
Block[{sqrab=Sqrt[a^2+b^2],sqrabc=Sqrt[a^2+b^2+c^2]},
If[N[sqrab / sqrabc] < 10^-6,
{{-1,1,0}/Sqrt[2],{-1,-1,0}/Sqrt[2],{0,0,1}},
{{-b,a,0}/sqrab,
{-a c,-b c,a^2+b^2}/sqrab/sqrabc,
{a,b,c}/sqrabc}//Transpose
]
]
TubeCircle[r0_,rp0_,R_] :=
Evaluate[rotMatrix[rp0] . {R Cos[#], R Sin[#],0} + r0]&
Options[TubePlot] = {PlotPoints->15, Radius->.5,PointsOnCircle->5};
TubePlot[f_,{t_,start_,end_},opts___Rule] :=
TubePlot[f,D[f,t], {t,start,end},opts]
TubePlot[f_,fp_,{t_,start_,end_},opts___Rule] :=
Block[{ nrtpoints,nrcpoints, R, tcircle, circlepoints, tval},
{nrtpoints, nrcpoints, R} =
{PlotPoints, PointsOnCircle, Radius}/.{opts}/.Options[TubePlot];
circlepoints = N[Range[0,nrcpoints]/nrcpoints 2Pi];
Table[
tcircle = N[TubeCircle[f/.t->tval, fp/.t->tval,R]];
tcircle /@ circlepoints,
{tval,N[start], end, N[(end-start)/nrtpoints]}
]
]
We wish to use TubePlot with a smooth curve through some points. The
curve can be constructed using cubic spline interpolation, which is defined in the
NumericalMath‘SplineFit‘ package. Unfortunately, this package does not define
the derivative of the fitted spline. We can do this ourselves fairly easily because
SplineFunction[Cubic,__] simply stores the coefficients of the cubic polynomials
used in the interpolation.
Needs["NumericalMath‘SplineFit‘"];
Derivative[1][SplineFunction[Cubic,se_,pts_,internal_]]:=
Block[{int = Map[{#[[2]], 2 #[[3]], 3 #[[4]], 0}&, internal, {2}]},
SplineFunction[Cubic,se,
Append[ {#[[1,1]],#[[2,1]]}& /@ int,
Apply[Plus,int[[-1]],1]
],
int]
]
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Finally, we need a suitable list of points. A last catch is that SplineFit returns
a parametric curve in the plane, while TubePlot expects a curve in 3D.
pts={{3,0},{2,0},{2,1},{2.6,1},{2,1},{2,2},{1,2},{1,1},{.8,1.8},{0,2},
{0,0},{.7,0},{1,1},{1,-.2},{1.1,1},{1.1,1.1},{2,1},{2,2},{3,2}};
sf=SplineFit[pts,Cubic]; dsf=sf’;
f1[t_?NumberQ]:= Append[sf[t], 1] f2[t_?NumberQ]:= Append[dsf[t], 0]
tplt=TubePlot[f1[t],f2[t], {t,0,Length[pts]-1.1},
PointsOnCircle->13,Radius->.25,PlotPoints->70];
ListSurfacePlot3D[tplt,ViewPoint->{0,0,2},
AmbientLight->GrayLevel[.1],RenderAll->False,Boxed->False];
Warning: The CPU time to generate this plot is fairly small. However, rendering
the plot can take several hours depending on your platform.
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