In a recent communication ͓V. Jadhao and N. Makri, J. Chem. Phys. 129, 161102 ͑2008͔͒, we introduced an iterative Monte Carlo ͑IMC͒ path integral methodology for calculating complex-time correlation functions. This method constitutes a stepwise evaluation of the path integral on a grid selected by a Monte Carlo procedure, circumventing the exponential growth of statistical error with increasing propagation time, while realizing the advantageous scaling of importance sampling in the grid selection and integral evaluation. In the present paper, we present an improved formulation of IMC, which is based on a bead-adapted sampling procedure; thus leading to grid point distributions that closely resemble the absolute value of the integrand at each iteration. We show that the statistical error of IMC does not grow upon repeated iteration, in sharp contrast to the performance of the conventional path integral approach which leads to exponential increase in statistical uncertainty. Numerical results on systems with up to 13 degrees of freedom and propagation up to 30 times the "thermal" time ប␤ / 2 illustrate these features.
I. INTRODUCTION
As is well known, the simulation of many-body dynamical processes by fully quantum mechanical methods poses unrealizable demands on computational resources. In basis set or conventional quadrature-based methods, 1 the required storage and matrix manipulations scale exponentially with the number of degrees of freedom. Path integral 2 methods make calculations feasible at thermal equilibrium, 3 as the Boltzmann factor guarantees localization of the integrand, allowing efficient application of Metropolis sampling. 4 However, the oscillatory character of the quantum mechanical time evolution operator makes the Monte Carlo evaluation of the path integral extremely demanding, as sampled quantities tend to be dominated by statistical error. [5] [6] [7] As a consequence, calculations of time-dependent properties in condensed phase systems have been possible at short times, in simplified models, or via approximate treatments ͑see, for example, Refs. 5 and 7-13͒ In a recent communication, 14 we introduced an iterative Monte Carlo ͑IMC͒ path integral methodology for calculating complex-time correlation functions, which does not suffer as severely from the above drawbacks and thus shows promise for long-time propagation of polyatomic systems. Our approach combines the advantages of Metropolis Monte Carlo methods 4 with those of iterative quadrature-based propagation. 15 Consider, for clarity, the discretized path integral representation 16 of the complex-time propagator,
sible in practice only for small systems and very few time steps. 6 The structure of Eq. ͑1.1͒, where only nearest-neighbor factors are coupled, implies that the path integral expression may be evaluated iteratively, performing the integrals one at a time from right to left. 15 This approach appears promising, because it replaces the evaluation of a single ͑N −1͒ d-dimensional integral by N −1 d-dimensional integrals. The resulting schemes, which include the split operator algorithm 18 and the matrix multiplication method, 15 require storage that scales exponentially with the number d of degrees of freedom, but they avoid the Monte Carlo sign problem. Clearly, if M grid points are employed in this iterative calculation, the result obtained after N iterations is equivalent to having summed the amplitudes along M N paths. Although grid and basis set reduction techniques can often improve the storage problem, the prognosis for application to condensed phase systems remains poor.
The main idea of IMC ͑Ref. 14͒ is combination of the Monte Carlo method with iterative propagation. We use Monte Carlo to sample important points, but rather than attempting to evaluate the desired average from the Monte Carlo random walk, we simply store the sampled points, generating a grid. We use this grid ͑which consists of judiciously selected points͒ to evaluate the complex-time path integral iteratively. Thus, IMC circumvents the exponential scaling of the PIMC error as the number of time slices is increased, leading to stable results over long propagation times.
Section II describes the iterative decomposition of the path integral in the specific case of a symmetrized time correlation function. In Sec. III, we present an improved sampling procedure for generating the grid, which reflects the proper distribution at the given number of complex time steps. The IMC based propagation algorithm is described in Sec. IV. The performance of the IMC method is illustrated through several calculations on model systems presented in Sec. V. Finally, Sec. VI presents a discussion, along with concluding remarks.
II. ITERATIVE DECOMPOSITION OF COMPLEX-TIME CORRELATION FUNCTIONS
Throughout this paper, we focus on symmetrized correlation functions, which have the form
where t c = t − iប␤ / 2 is a complex time that arises by combining the real time t with one half of the Boltzmann constant ␤ =1/ k B T. As is well known, the symmetrized correlation function is closely connected to the more familiar real time form through a relation in Fourier space. In Secs. II-IV, we use one-dimensional notation for notational convenience. We begin by expressing Eq. ͑2.1͒ in the form
Assuming for simplicity that the operators of interest are local in position, i.e., Â = A͑x͒, B = B͑x͒ ͑or that they can be expressed in terms of coordinate derivatives, as in the case of the momentum operator͒, the correlation function is written as
where
is the complex-time propagator. Operators that are not local in position space can be treated by inserting two additional integration variables in Eq. ͑2.2͒. The partition function can also be obtained from Eq. ͑2.3͒ by setting Â = B = 1. Below we focus on the evaluation of the complex-time propagator, Eq. ͑2.4͒. We begin by splitting the complex time t c into 2N −1 slices ⌬t c = t c / ͑2N −1͒ϵ⌬t − iប⌬␤. Expressing the complextime evolution operator in terms of a product of 2N − 1 shorttime factors, the propagator is written in the form of a discretized path integral
We plan to use an approximation to the short-time propagator and to evaluate Eq. ͑2.5͒ iteratively. For this, we define
͑2.7͒
Then
͑2.8͒
The series of iterations required to obtain the complex-time propagator are shown schematically in the diagram of Fig. 1 .
It is clear that the function R k ͑x k Ј, x k ͒ is the propagator that corresponds to a complex time equal to ͑2k −1͒⌬t c . Conventional iterative path integral schemes discretize the function R k ͑x k Ј, x k ͒ on a grid and evaluate the required integrals by quadrature, i.e., by some form of matrix-vector multiplication. 15, 18 We plan to perform these operations by the Metropolis Monte Carlo procedure. For this purpose, we must first construct coordinate grids of points with appropriate distributions.
III. IMC GRID FROM BEAD-ADAPTED MONTE CARLO SAMPLING
Evaluation of the integrals in Eq. ͑2.7͒ by Monte Carlo begins with a choice of a sampling function. In our previous paper, 14 we used the potential part of the short complex-time propagator, ͉exp͑−⌬t c V͑x͉͒͒, as the sampling function, generating a grid of points distributed similar to the classical Boltzmann factor at the high temperature corresponding to the imaginary part of the time step. This choice was adequate for the purpose of illustrating the features of IMC. It is well known, however, that the Monte Carlo procedure is most efficient when the sampling function is as close as possible to the ͑absolute value of͒ the entire integrand. In this paper we present an optimized IMC procedure where the sampling function used in the evaluation of Eq. ͑2.7͒ satisfies this requirement. ͑The optimized IMC procedure is nearly identical to our original formulation that we had developed in 2006, which had not given encouraging results at that time.͒ Further, the scheme we describe here is quite general and does not rely on the use of the Trotter approximation 19 to construct the short-time propagator. Thus, the present IMC method can be used in conjunction with improved propagators that allow larger time steps, [20] [21] [22] [23] such as the pair-product form in the case of neat fluids. 24, 25 The main part of the integrand in Eq. ͑2.7͒ is R k ͑x k Ј, x k ͒, the propagator for ͑2k −1͒ complex time steps. For k = 1, this is the high-temperature/short-time propagator, which is sharply peaked about ͉x 1 − x 1 Ј͉ ͑because of the kinetic energy term͒ and extended along the x 1 = x 1 Ј axis ͑because of the small value of the exponent in the potential part͒. As k increases, the propagator R k ͑x k Ј, x k ͒ broadens along the ͉x k − x k Ј͉ direction but becomes less extended along the x k and x k Ј coordinates. Thus, it is clear that the shape of the integrand varies drastically with k. This behavior should be reflected in the range of the grid on which R k ͑x k Ј, x k ͒ is stored, and therefore should be incorporated in the sampling function.
To this end, we would like to generate points distributed roughly as the envelope of the complex-time propagator to be used at each iteration. This can be achieved through a Monte Carlo random walk that uses ͉R k ͑x k Ј, x k ͉͒ as the sampling function. However, this idea appears impractical, because the propagator is not available analytically, except within a short-time approximation that should be inadequate beyond k =1.
In order to address this issue, our sampling function is adapted to each path integral bead. To generate the grid for the kth bead pair, we perform a Monte Carlo random walk in the space of x 1 , x 1 Ј, ... ,x k , x k Ј, accepting or rejecting moves according to the weight function
The coordinates of accepted moves for the bead pair ͑x k , x k Ј͒ are stored, forming the two-dimensional grid for these beads. A rejected move is dealt with by incrementing the multiplicity of an already stored grid point pair.
The probability of selecting the coordinates ͑x k , x k Ј͒ for the kth bead pair is
In the special case of purely imaginary time ͑t =0͒, the sampling function in Eq. ͑3.1͒ is simply the Boltzmann weight of the path integral segment with end points ͑x k , x k Ј͒, which contains ͑2k −1͒ steps, such that
͑3.3͒
Removing the resolution of identity multiple times, this becomes
͑3.4͒
Thus, in the case of zero real time, the sampled points for the kth bead pair have precisely the desired distribution. While this is not the case for t Ͼ 0, the distribution in Eq. ͑3.2͒ is still similar to ͑and only somewhat broader than͒ R k ͑x k Ј, x k ͒, thus ideally suited to our purpose. The close similarity of the distribution P k ͑x k Ј, x k ͒ ͑resulting from the bead-adapted sampling procedure͒ to the ideal distribution ͉R k ͑x k Ј, x k ͉͒ of the kth grid point pair is illustrated in Fig. 2 .
IV. ITERATIVE PROPAGATION
The propagator for the k th bead pair is obtained from the propagator at the previous time step according to Eq. ͑2.7͒.
Multiplying and dividing the integrand by P k ͑x k Ј, x k ͒ and exploiting the fact that the distribution of the stored coordinate pairs ͑x k Ј, x k ͒ is given by this function, the Monte Carlo estimate of the integral becomes FIG. 2. Grid P k ͑x k Ј, x k ͒ generated using the bead-adjusted sampling procedure ͑blue dots͒, compared with the exact absolute value of the propagator ͉R k ͑x k Ј, x k ͉͒ ͑red dots͒, for the kth bead pair, in the case of a harmonic oscillator for k = 1, 2, and 5. ͑a͒ ប⌬t c = −0.5i and ͑b͒ ប⌬t c =3−0.5i.
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where k is the normalization integral of the sampling function,
͑4.2͒
The probability integral P k ͑x k Ј, x k ͒ is also subject to iterative
The normalization factor k is not available, but will cancel out in the final step. Thus, we compute the un-normalized functions
After N − 1 iterations, Eq. ͑4.4͒ is proportional to the complex-time propagator
͑4.6͒
Recalling that the partition function can also be expressed in terms of the complex-time propagator, the correlation function becomes
͑4.7͒
Dividing through by the normalization factors brings Eq. ͑4.7͒ to the form
.8͒ is the IMC estimate of the correlation function that we adopt in this paper.
To illustrate the advantage attained by IMC, as compared with the standard Monte Carlo algorithm, consider the case of zero time, i.e., t c =−iប␤ / 2. In this case
͑4.9͒
In this special case, R k+1 does not depend on R k ; thus, the accuracy of the imaginary time propagator at each iteration does not depend on the precision with which the previous step was evaluated, but only on the number of grid points and their placement. According to Eq. ͑4.8͒, the IMC estimate of the zero-time value of the correlation function becomes
Just as in the case of the imaginary time propagator, Eq. ͑4.10͒ shows that the sums evaluated in earlier iterations cancel out and thus do not affect the final result. The only utility of the points x k , k Ͻ N − 1 is in determining ͑through the chosen sampling function͒ the appropriate distribution of the end points that enter Eq. ͑4.10͒. 
͑4.11͒
iteration of Eq. ͑4.4͒ leads to the result
͑4.12͒
If M points are used for the kth grid pair, Eq. ͑4.12͒ shows that the N − 1 iterative steps performed to obtain R N amount to a total of M N−1 evaluations of the integrand. Thus, the number of terms included in the IMC estimate of the propagator grows exponentially with the number of time slices ͑although the computational effort through the iterative process scales linearly͒. This exponential increase in the number of integrand evaluations counteracts the exponential growth of statistical error due to phase cancellation. Thus, the precision of the IMC result will tend to remain constant as the number of iterations is increased, in sharp contrast to the conventional Monte Carlo estimate, which is characterized by exponential proliferation of statistical error.
We note that the above remarks pertain to the precision attained as the number of path integral beads increases with a fixed complex time step. If, on the other hand, ⌬t c is changed as a result of incrementing the real time t, while keeping the temperature fixed, the oscillatory character of the short complex-time propagator will increase. In that case it may be necessary to increase the number of IMC grid points in order to maintain a nearly constant statistical error.
Similarly, the statistical error of IMC is expected to grow as the number of particles is increased. For d degrees of freedom, the number of grid points required in IMC must be sufficiently large to account properly for phase cancellation in the 2d-dimensional integral performed in each step. Compared with the 2͑2N −1͒d-dimensional integral performed in PIMC, the gain in efficiency again grows exponentially with the number of path integral beads.
Since the short complex-time propagators in Eq. ͑4.4͒ decay exponentially as the difference of the end point coordinates increases, the sum in this equation needs to include only those coordinate pairs ͑x k Ј, x k ͒ for which the absolute value of ͗x k+1 Ј ͉e −iH⌬t c /ប ͉x k Ј͗͘x k ͉e −iH⌬t c /ប ͉x k+1 ͘ exceeds a certain threshold. This condition places the points x k within a hypersphere centered at x k+1 ͑and similarly for x k Ј͒, such that the fraction of points included in the sum drops off rapidly as the dimensionality of the Hamiltonian increases. From the Trotter approximation, it follows that the square of the radius of the hypersphere that determines the statistically significant fraction of points ͑which we call 'connections'͒ is proportional to 2͑⌬t 2 + ប 2 ⌬␤ 2 ͒ / m⌬␤ where the proportionality constant is chosen to scale linearly with the dimensionality of the system. This radius increases with increasing real time, leading to a larger number of connections from each x k+1 . For a fixed value of the complex time, both ⌬t and ⌬␤ are inversely proportional to N, implying that the radius of the hypersphere is inversely related to the number of time slices. Finally, we note that the fall in the number of connections with increasing dimensionality necessitates increasing the number of grid points to ensure adequate representation of the integrand.
V. RESULTS
To illustrate the features of the IMC algorithm described in Secs. II and III, we present results for the position correlation function of a system of d uncoupled harmonic oscillators described by the Hamiltonian
Exact results were generated analytically. The IMC results were compared against those generated by the conventional PIMC method with the number of samples set equal to the total number of operations performed in the IMC calculation. The following parameters were used: Figure 3 illustrates the performance of IMC at each iteration with a ͑fixed͒ complex time step ⌬t c = ⌬t − iប⌬␤. Since a graph of the propagated function R k would not be very informative, we use this function in the expression for the position correlation function, Eqs. ͑4.7͒ and ͑4.8͒, reporting the value of the symmetrized correlation function at the complex time ͑2k −1͒⌬t c , i.e., at the inverse temperature ͑2k −1͒2⌬␤ and time ͑2k −1͒⌬t,
͑5.2͒
C xx ͑͑2k − 1͒⌬t c ͒ = ͐dx k ͐dx k Ј͉R k ͑x k Ј,x k ͉͒ 2 x k x k Ј ͐dx k ͐dx k Ј͉R k ͑x k Ј,x k ͉͒ 2 .
͑5.3͒
͑Note that the temperature decreases with each iteration.͒ Results are shown in Fig. 3 for ប⌬␤ = 0.25. When ⌬t =0
there is no sign problem, and according to the discussion following Eq. ͑4.10͒ both IMC and PIMC should yield comparable results. Figure 3͑a͒ confirms this behavior. However, for the value ⌬t = 0.5 the real and imaginary time parameters are comparable, leading to severe phase cancellation in the multidimensional path integral. Indeed, as seen in Fig.  3͑b͒ , the statistical error of the conventional PIMC calculation grows exponentially with the number of path integral beads, while the IMC results with 5000 grid points faithfully track the exact values with statistical deviations of nearly constant magnitude. Figure 4 shows the symmetrized correlation function as a function of real time for a one-dimensional harmonic oscillator at a fixed temperature corresponding to ប␤ = 1. The number of beads varies between 6 and 54 ͑N =3-27͒ in order to keep the real-time step ⌬t within the range of 0.3-0.5. Since the temperature is fixed, the imaginary time step decreases as N and t are increased. For the longest times shown in the figure, ⌬t / ⌬␤ = 30. Thus, the oscillatory character of the integrand increases with time. For this reason we set the grid size according to the relation 2500+ 800N, increasing it linearly with the number of beads. PIMC results are also shown for comparison. For each run, the number of PIMC samples was adjusted to yield the same number of operations employed in the IMC calculation.
As can be seen in Fig. 4 , the IMC results are stable and accurate even when t exceeds the "thermal" time t Ӎ ប␤ / 2 = 0.5 by an order of magnitude. By comparison, the PIMC results become meaningless after the first quarter of the oscillation period. Figure 5 presents similar results for 4-and 7-dimensional systems with ␤ = 5. For d =4 ͓Fig. 5͑a͔͒, the IMC calculation was performed with 14-30 beads ͑N =7-15͒. The grid size was increased slightly faster than linearly with the number of beads, following the relation −40 000+ 3500N 4/3 . In the case of d =7 ͓Fig. 5͑b͔͒, we used 14 beads ͑N =7͒ for all calculations. The number of points was increased linearly with time, following the relation 60 000+ 20 000t. Again, the statistical error of the conventional PIMC procedure becomes very large ͑Ն100%͒, as soon as t Ӎ ប␤ / 2 and continues to grow exponentially as the real time is increased. In striking contrast to that behavior, the IMC procedure led to accurate results with small statistical uncertainty. Figure 6 investigates the performance of IMC for calculations with several particles. Shown in this figure is the value of the correlation function at fixed t as a function of the number d of degrees of freedom for ␤ = 5. In Fig. 6͑a͒ , the real time is zero, thus these results correspond to an equilibrium calculation where there is no sign problem. Once again, the PIMC method is extremely efficient in this case; in line with the discussion of Sec. IV, the IMC and PIMC results are comparable in accuracy. Figure 6͑b͒ shows analogous results for t =4 ͑which exceeds significantly the characteristic thermal time ប␤ / 2͒. This calculation employed 10 000d grid point pairs for d Յ 9 and 10 000d + 100 000͑d −9͒ for d Ն 10. The increase in the number of grid points for 10 or more degrees of freedom was necessary to maintain small statistical error in IMC. There are two reasons for this. ͑i͒ As discussed at the end of Sec. IV, the integrand is oscillatory, thus there is phase cancellation in IMC ͑although the resulting sign problem is far less severe compared with PIMC͒. ͑ii͒ When the number of degrees of freedom is large, distances among grid points become large on average, and the number of connections drops below the acceptable threshold, unless the number of grid points is increased. With the given parameters the error bars associated with the PIMC results exceed 100% for d Ͼ 4, while the IMC results remain close to the exact values.
VI. CONCLUDING REMARKS
The IMC path integral methodology avoids the exponential proliferation of the sign problem with increasing number of time steps by evaluating the path integral expression iteratively. At the same time, it takes advantage of Monte Carlo sampling, both in the selection of grid points and the integral evaluation. These features make IMC a promising approach for performing fully quantum mechanical calculations on systems with several degrees of freedom.
In the conventional PIMC method, a random walk is performed in the space of all path integral variables, and the average value of the quantity of interest is computed from the sampled path configurations, which have a probability distribution given by the given weight function. If M paths are sampled, the computed value is the average of M integrand evaluations. The presence of the Boltzmann factor in finite-temperature expression implies that the integrand is localized over a very small fraction of path space. Because the Metropolis sampling procedure focuses on statistically important paths, the PIMC algorithm yields results with acceptable statistical error using modest values of M as long as the integrand is a smooth function, as in the case of equilibrium averages ͑i.e., t =0͒. Under such conditions, the PIMC statistical error generally grows linearly with integral dimension, thus results of adequate precision can be obtained even with many particles and many path integral variables ͑beads͒. On the other hand, the integrand is highly oscillatory in real time calculations ͑t 0͒, leading to exponential dependence of the Monte Carlo error on integral dimension. In such cases the PIMC method requires an astronomical number of terms to converge if there are more than a few degrees of freedom and/or path integral beads.
The IMC scheme uses a Monte Carlo-based grid of M points for each integration variable, which is constructed from the coordinates of paths visited in a PIMC calculation. Rather than averaging the desired function values over paths, IMC evaluates the multidimensional integral iteratively, summing over only a pair of variables in each step. After N such steps, the IMC value of the complex-time propagator is equivalent to the sum of M N integrand values, and when the propagator is squared to give the correlation function, the number of combined terms is M 2N . This exponential proliferation of terms with the number of beads counters the exponential growth of statistical error due to phase cancellation. If the number M of grid points required to perform a single step ⌬t c in the iterative process is within reach for the problem at hand, the IMC calculation will yield results of comparable precision to complex times ϳN⌬t c , i.e., for low temperatures and over long real time. Thus, the numerical effort in IMC scales linearly with propagation time and inverse temperature. The improved IMC scheme described in this paper employs bead-adapted sampling with a weight function that closely resembles the absolute value of the entire integrand corresponding to each step in the iterative process. This way the selected grid points are guaranteed to span the most important regions of each integration variable, leading to high efficiency. The calculations reported in Sec. V revealed a nearly constant statistical error with increasing number of path integral beads using grids of modest size. We found that the number M of grid points must be increased somewhat faster than linearly with the number d of degrees of freedom to guarantee stability.
Applications of the IMC that we envision include calculation of force and velocity correlation functions in atomic clusters, and simulation of barrier crossing processes through the evaluation of reactive flux correlation functions. As the number of degrees of freedom increases, we expect that the required number of grid points will eventually become unrealistically large. Establishing the practical system size limitations of IMC will be the subject of future work.
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