Consider a given space, e.g., the Euclidean plane, and its decomposition into Voronoi regions induced by given sites. It seems intuitively clear that each point in the space belongs to at least one of the regions, i.e., no neutral region can exist. However, in general this is not true, as simple counterexamples show, but we present a simple necessary and sufficient condition ensuring the non-existence of a neutral region. We discuss a similar phenomenon regarding recent variations of Voronoi diagrams called zone diagrams, double zone diagrams, and (double) territory diagrams. These objects are defined in a somewhat implicit way and they also induce a decomposition of the space into regions. It was claimed in several works that some of these objects induce a decomposition in which a neutral region must exist, but no proof has been given to this claim. We show that this assertion is true in a wide class of cases, but not in general.
I. Introduction
Consider a given space, e.g., the Euclidean plane, and its decomposition into Voronoi regions (Voronoi cells) induced by given sites. It seems intuitively clear that the regions form a subdivision, i.e., each point in the space belongs to at least one of the regions. As a matter of fact, this is claimed in various places, e.g., in [4, pp. 345-6] , [7, p. 513] , [12, p. 47 ]. In these places it is assumed (explicitly or implicitly) that the number of sites is finite, an assumption which obviously implies the subdivision property. However, the assumption of finitely many sites is not always satisfied, e.g., in the case of Voronoi diagrams in the context of the lattices such as in the geometry of numbers or crystallography or stochastic geometry (see Example III.3). It turns out that in general a neutral cell may indeed exist, and hence one may ask whether it is possible to formulate a simple necessary and sufficient condition ensuring that no such a region exists. Such a condition is formulated in Section III, and is illustrated using various examples. To the best of our knowledge, the possibility of the existence of a neutral Voronoi cell was published only in [14] , [15] , but no systematic investigation of this issue was carried out there.
A related phenomena, now viewed from the reverse direction, is related to recent variations of Voronoi diagrams called zone diagrams [2] , [10] , [11] . As in the case of Voronoi diagrams, these geometric objects induce a decomposition of the given space into regions, but in contrast with the Voronoi diagram, in which the region R k associated with the site P k is the set of all points in the space whose distance to P k is not greater than their distance to the other sites P j , j = k, in the case of za one diagram the region R k is the set of all points in the space whose distance to P k is not greater to their distance to the other regions R j , j = k.
This somewhat implicit definition implies, after some thinking, that a zone diagram is a solution to a certain fixed point equation. Although its existence is not obvious in advance, it seems clear that if a zone diagram does exist, it induces a decomposition of the space into the regions (zones) R k , and an additional region: the neutral one. See Figure 2 . This actually was claimed explicitly in several places [1] , [2] , [6] , but this claim has not been proved. As a matter of fact, on pages 336-8 and 343 of the conference version (2006) of [1] (see also [2, p. 1182 ]) a zone diagram was called "Voronoi diagram with neutral zone". In Section IV we prove that the above claim holds in a wide class of spaces, and show that in general the claim does not hold. We discuss similar phenomena occurring with variations of zone diagrams called double zone diagrams [16] , territory diagrams [6] (called subzone diagrams in the conference version of [6] ), and double territory diagrams which are introduced here (we also generalize the definition of territory diagrams from the setting of the Euclidean plane with point sites). Again, the existence of a neutral zone in the case of territory diagrams was claimed without any proof.
II. NOTATION AND BASIC DEFINITIONS
In this section we present our notation and basic definitions. Throughout the text we will make use of tuples, the components of which are sets (which are subsets of the given set X). Every operation or relation between such tuples, or on a single tuple, is done component-wise. Hence, for example, if K = ∅ is a set of indices, and if R = (R k ) k∈K and S = (S k ) k∈K are two tuples of sets, then R ⊆ S means R k ⊆ S k for each k ∈ K. When R is a tuple, the notation
Definition II.1. Given two nonempty subsets P, A ⊆ X, the dominance region dom(P, A) of P with respect to A is the set of all x ∈ X whose distance to P is not greater than 
Here d(x, A) = inf{d(x, a) : a ∈ A} and in general, for any nonempty subsets
Definition II.2. Let K be a set of at least 2 elements (indices), possibly infinite. Given a tuple (P k ) k∈K of nonempty subsets P k ⊆ X, called the generators or the sites, the Voronoi diagram induced by this tuple is the tuple (R k ) k∈K of nonempty subsets R k ⊆ X, such that for all k ∈ K,
In other words, each R k , called a Voronoi cell or a Voronoi region, is the set of all x ∈ X whose distance to P k is not greater than its distance to any other site P j , j = k. The set X\( j∈K R j ) is called the neutral region.
Definition II.3. Let K be a set of at least 2 elements (indices), possibly infinite. Given a tuple (P k ) k∈K of nonempty subsets P k ⊆ X, a zone diagram with respect to that tuple
In other words, if we define X k = {C : P k ⊆ C ⊆ X}, then a zone diagram is a fixed point of the mapping Dom :
A territory diagram which is not strictly contained in any other territory diagram is called a maximal territory diagram.
We finish this section with the definition of geodesic metric spaces. 
III. A NEUTRAL VORONOI REGION
In this section we present a simple necessary and sufficient condition for the non-existence of a neutral region in the decomposition of the space induced by the Voronoi diagram, and discuss, by means of examples, illustrations of it and also what may happen if this condition does not hold.
Theorem III.1. Given a tuple of nonempty subsets (P k ) k∈K in a metric space (X, d), there exists no neutral Voronoi region if and only for each x ∈ X the distance d(x, ∪ j∈K P j ) is index attained, namely, there exists k ∈ K such that d(x, ∪ j∈K P j ) = d(x, P k ).
Proof: If for each x ∈ X there exists k ∈ K such that d(x, ∪ i∈K P i ) = d(x, P k ), then d(x, P k ) ≤ d(x, P j ) for any j ∈ K because d(x, ∪ i∈K P i ) ≤ d(x, P j ) for any j ∈ K. Thus every x ∈ X is in the Voronoi cell of some site P k and hence the neutral cell is empty. On the other hand, suppose that there exists no neutral region, that is, any x ∈ X belongs to the cell of P k for some k ∈ K. This means that d(x, P k ) ≤ d(x, P j ) for any j ∈ K. Given any p ∈ ∪ j∈K P j , let j ∈ K be such that p ∈ P j .
Remark III.2. The theorem holds with same proof in the setting of m-spaces [16] .
Example III.3. The condition mentioned in Theorem III.1 obviously holds when K is finite. A simple verification shows that the condition also holds when for each x ∈ X there exists a ball centered at x which intersects finitely many sites from ∪ j∈K P j , since in this case the distance is index attained at some of the finitely many sites intersected by the ball (the intersection may include infinitely many points, but they belong to finitely many sites). This happens, e.g., when the sites form a lattice, as in the case of the geometry of numbers in R n [8] , crystallography [3] (under the names "the Brillouin zone" or "the Wigner-Seitz cell"), coding [5, pp. 66-69, 451-477] , or a somewhat random (infinite) distribution, such as Poisson Voronoi diagrams [13, pp. 39, 291-410] . Another example:
Example III.4. A simple example when the condition mentioned in Theorem III.1 fails: (X, d) is the Euclidean plane, P k = R × {a k } for all k ∈ N (or P k = {(0, a k )} ∀k) where a k > 0 and lim k→∞ a k = 0. The lower halfspace H = {(x 1 , x 2 ) : x 2 ≤ 0} is the neutral region. See Figure 3 . A variation of this example was mentioned in [14] .
Example III.5. This example partly generalizes Example III.4: if each of the sites is a closed set and their union ∪ j∈K P j has a cluster point which does not belong to it, then this point is in the neutral region. In Example III.4 the line R × {0} is the set of cluster points of the sites. However, in that example there are additional points in the neutral region. As another illustration of the above, take S to be a dense set in X which is not X, e.g., the set of all points in the plane with rational coordinates, and let K = S. For each k ∈ K define P k = {k}. Then the neutral region is the complement of S.
IV. A NEUTRAL (DOUBLE, TERRITORY) ZONE
In this section we discuss the existence of a neutral region (zone) in the context of zone diagrams, double zone diagrams, and (double) territory diagrams. Lemma IV.1. Let (X, d) be a metric space, let P = (P k ) k∈K be a tuple of nonempty subsets of X and suppose
If R ⊆ Dom(R), then the components of R satisfy max{r k , r j }/3 ≤ d(R k , R j ) for each j, k ∈ K, k = j. (c) Suppose that R ⊆ Dom 2 (R), that (X, d) is a geodesic metric space, and that (2) holds. Then the components of R have the property that r k /8 + r j /8 ≤ d(R k , R j ) for each j, k ∈ K, k = j.
Proof: Omitted from this version.
Lemma IV.2. Suppose that B = (B k ) k∈K is a tuple of nonempty subsets in a geodesic metric space (X, d) and suppose that
Then i∈K B i X.
Sketch of proof: Let j, k ∈ K, j = k and let x ∈ B k , y ∈ B j . Since X is a geodesic metric space there exists a metric segment [x, y] connecting x and y and isometric to the real line segment [0, d(x, y)]. Using (3) one shows that the segment [x, y] contains points in X which are not in i∈K B i . The proof is not hard but somewhat technical and it is omitted from this version.
Theorem IV.3. Let (X, d) be a geodesic metric space and let (P k ) k∈K be a tuple of nonempty subsets of X. Assume that (2) holds. Let R = (R k ) k∈K satisfy P k ⊆ R k ⊆ X for each k ∈ K and suppose that either R ⊆ Dom(R) or R ⊆ Dom 2 (R). Then there exists a neutral region in X, i.e., k∈K R k = X. In particular, if R is a zone diagram, a double zone diagram, or a maximal territory diagram, then
Proof: This is a simple consequence of Lemma IV.2 with B = R since (3) is satisfied by Lemma IV.1(b)-(c).
Example IV.4. An illustration of Theorem IV.3 is given in Figure 4 . In this case the zone, double zone, and territory diagrams coincide.
Example IV.5. Let X = {−1, 0, 1} be a subset of R with the standard absolute value metric. Let P 1 = {−1}, P 2 = {1}. Let R 1 = P 1 , R 2 = {0, 1}. Then R = (R 1 , R 2 ) is a zone diagram (and hence also a territory diagram) but R 1 ∪R 2 = X, violating Theorem IV.3. This is not surprising since X is not a geodesic metric space. However, R 1 ∩ R 2 = ∅, as predicted by Lemma IV.1(a). This example was mentioned in a different context in [16, Example 2.3] .
In the same way, if S 1 = {−1, 0} and S 2 = {0, 1}, then S = (S 1 , S 2 ) is a double zone diagram as a simple check shows (starting with observing that Dom(S) = (P 1 , P 2 )). Now not only S 1 ∪ S 2 = X, but also S 1 ∩ S 2 = ∅.
We end this note with two remarks on issues which will be discussed in the complete version of this work. First, Theorem IV.3 can be used for justifying (under the conditions given there) the interpretation of zone diagrams as a stable configuration between mutually hostile kingdoms, an interpretation which was mentioned in [1] , [2] (see also [16] for additional discussion). Second, in the case of a finite dimensional Euclidean space with positively separated point sites it can be shown that the neutral region satisfies a certain phenomenon related to concentration of measure.
