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Avant-propos
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Glossaire
 J : ensemble des travaux.
 n : nombre de travaux (|J | = n).
 ni : nombre d'opérations dans le travail i.
 R : ensemble des ressoures.
 m : nombre de ressoures (|R| = m).
 Rk : la ressoure k.
 Oi,j : opération j du travail i.
 Oi,ni : dernière opération du travail i.
 Oi,j,k : sous-opération, s'exéutant sur Rk, de l'opération j du travail i.
 Γi,j : ensemble des suesseurs direts de l'opération Oi,j .
 Γ−1i,j : ensemble des prédéesseurs direts de l'opération Oi,j .
 ti,j : date de début réelle de l'opération Oi,j.
 Ci,j : date de n réelle de l'opération Oi,j.
 Ci : date de n réelle du travail i.
 ri,j : date de début au plus tt de l'opération Oi,j.
 ri : date de début au plus tt du travail i.
 ti,j : date de début réel de l'opération Oi,j.
 di,j : date de n au plus tard souhaitée de l'opération Oi,j.
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 di : date de n au plus tard souhaitée du travail i.
 Ri,j : ensemble des ressoures pouvant exéuter l'opération Oi,j (as exible).
 Rmi,j : ensemble des ressoures devant exéuter l'opération Oi,j (as multiressoure).
 pi,j,k : durée opératoire de l'opération Oi,j sur la ressoure Rk.
 a(Oi,j) : ressoure qui exéute l'opération Oi,j dans la solution onsidérée.
 Cmax : date de n de la dernière opération ou Makespan ; Cmax = maxi=1..nCi.
 ΣC : somme des dates de n ; ΣC =
∑
i=1..n(Ci).
 Lmax : plus grand retard algébrique ; Lmax = maxi=1..n(Ci − di).
 ΣT : somme des retards absolus ; ΣT =
∑
i=1..n(max(0;Ci − di)).
 ΣU : nombre de travaux en retard.
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Introdution
Les problèmes abordés dans e doument s'insrivent dans le ontexte d'un partena-
riat, sous forme d'un ontrat CIFRE, entre la soiété Volume Software d'une part et le
Laboratoire d'Informatique de l'Université de Tours d'autre part. Ce partenariat porte
sur le développement du logiiel DiretPlanning. Ce logiiel est destiné à la planiation
et à l'ordonnanement dans des ateliers de prodution. Il se présente sous la forme d'un
planning mural interatif. De plus il est très exible et peut s'adapter failement aux
diérents métiers des utilisateurs. Il possède aussi une interfae vers les ERP et peut
ainsi s'intégrer dans le système d'informations de l'entreprise. Par ailleurs, son module
d'ordonnanement permet de proposer rapidement de très bonnes solutions à l'utilisateur.
La première version du logiiel a été, en partie, développée lors d'une thèse CIFRE
préédente réalisée par Philippe Mauguière [Mauguière, 2004℄. Grâe à son travail, Di-
retPlanning peut prendre en ompte des problèmes de job shop ave temps de montage
dépendants de la séquene, des alendriers et des tâhes verrouillées.
Cependant, d'autres besoins industriels ont été remontés. Le premier de es besoins est
la notion de mahines ompatibles. En eet, il n'est pas rare qu'une mahine se trouve en
plusieurs exemplaires dans l'atelier de fabriation ou alors qu'une mahine puisse réaliser
diérents types d'opérations. Alors que jusqu'à présent, 'était à l'utilisateur de hoisir,
a priori, l'aetation des opérations sur les ressoures, il devenait primordial de pouvoir
laisser le logiiel trouver de lui-même la ou les meilleures aetations possibles. Il en
résulte l'étude du problème de job shop exible présentée au hapitre 3.
En seond lieu, les industriels nous ont demandé de pouvoir réer des tâhes qui nées-
siteraient plus d'une ressoure pour être aomplies. Cela arrive, par exemple, lorsqu'une
tâhe a besoin à la fois d'une mahine et d'un ou plusieurs opérateurs humains. Nous
avons don étudié dans le hapitre 4 les problèmes d'ordonnanement multiressoures.
Au-delà de es onsidérations, DiretPlanning s'adresse à un vaste ensemble hétéro-
gène d'industries. Dans es onditions, il est diile, pour ne pas dire impossible, de
déterminer quels seront les ritères à optimiser pour haque lient. Nous avons don opté
pour une approhe multiritère qui herhe à déterminer le front de Pareto. Au vu de la
taille des instanes industrielles que DiretPlanning est amené à résoudre, une approhe
exate ne peut être envisagée. Nous nous sommes don naturellement dirigés vers des
méta-heuristiques.
La première méthode que nous utilisons est une reherhe Tabou. Une reherhe Tabou
est une méthode de voisinage : elle part d'une solution existante et elle va dénir des
11
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solutions  prohes , appelées des voisins, es solutions diérant peu de la préédente.
Dans le as d'un problème d'ordonnanement, un voisin peut, par exemple être déni par
une simple interversion de deux opérations. Le meilleur voisin devient la solution ourante
et le proessus reommene. Un méanisme appelé la liste Tabou empêhe de revenir sur
une solution déjà explorée.
La seonde méthode que nous utilisons est un algorithme génétique, inspirée par la
théorie de l'évolution de Darwin. Un tel algorithme manipule plusieurs solutions simulta-
nément, que l'on appelle population d'individus et ensemble. A une itération donnée, on
va hoisir de façon probabiliste des individus que l'on va roiser deux à deux, les meilleurs
ayant plus de hanes d'être hoisis. De e mélange, on obtient de nouveaux individus
qui possèdent des aratéristiques de leurs deux parents. Un méanisme de séletion est
là pour éliminer les individus les moins bons. Ainsi, au l des itérations, la population
va évoluer vers de meilleurs individus. Ce genre d'algorithmes est partiulièrement bien
adapté pour déterminer une approximation du front de Pareto puisqu'ils manipulent un
ensemble de solutions.
Une reherhe Tabou et un algorithme génétique pour le problème de job shop exible
multiritère sont implémentés dans la future version de DiretPlanning.
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Chapitre 1
Présentation du ontexte industriel
et sientique
1.1 Contexte industriel
Ce travail de reherhe s'insrit dans le adre d'une ollaboration ave la soiété Vo-
lume Software. Cette soiété est spéialisée dans le développement d'outils informatiques
dédiés aux industries de l'imprimerie et du artonnage. Volume Software ommerialise
notamment les ERP (Enterprise Resoure Planning) VoluPak et VoluPrim, dédiés à es
métiers.
Les industries de l'imprimerie et du artonnage, omme la plupart des seteurs in-
dustriels, doivent faire fae à des délais lients toujours plus ontraignants et pouvoir
gérer journalièrement de nombreuses modiations de ommandes. Dans e ontexte, les
problématiques d'ordonnanement d'ateliers prennent tout leur sens.
Les proessus industriels de es seteurs d'ativités peuvent néessiter des gammes
simples ou omplexes (opérations en parallèle). Par exemple, pour éditer un livre on doit
faire fae à des problématiques de mise en page, d'impression, de pliage, d'enartage, de
déoupe et de reliure. La diversité des ressoures (mahines et hommes) et des ontraintes
(attente d'outils néessaires à la fabriation, arrêts mahine, . . .) onduit à des problèmes
omplexes mais onrets.
De la ollaboration entre le Laboratoire d'Informatique de l'Université de Tours et de
la soiété Volume Software est né le logiiel DiretPlanning (www.diretplanning.om).
Ce logiiel se présente omme un planning mural interatif. Bien que Volume Software
soit spéialisée dans l'imprimerie et le artonnage, DiretPlanning peut failement être
personnalisé pour n'importe quel type de métier. L'apport prinipal de la ollaboration
porte sur le module d'ordonnanement de DiretPlanning.
Les études préédemment menées ([Mauguière, 2004℄) ont prinipalement porté sur le
problème de job shop ave prise en ompte des temps de préparation dépendants de la
séquene et des alendriers [Mauguière et al., 2005℄.
Toutefois, plusieurs lients de Volume Software ont fait remonter des besoins en termes
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de fontionnalités, qu'ils auraient aimés voir apparaître dans DiretPlanning.
Le premier de es besoins a porté sur la possibilité de pouvoir hanger dynamique-
ment l'aetation des tâhes sur leurs ressoures ompatibles (une imprimante quatre
ouleurs peut eetuer des impressions en trois ouleurs, ertaines mahines peuvent faire
de l'impression et/ou de la déoupe, et.). Cela a mis en évidene l'existene de plusieurs
ressoures possibles pour eetuer une tâhe, autrement dit un problème d'aetation,
qui pouvait être résolu par le module d'ordonnanement.
Le seond de es besoins était de gérer nement la disponibilité de ertains opérateurs
à ompétenes partiulières (aleurs), qui sont néessaires au alage des impressions et de
elles d'autres opérateurs (rouleurs par exemple), qui sont néessaires en ours d'opération
pour s'assurer du bon déroulement (remplissage de papier, déhargement des impressions
au fur et à mesure, ...). Cela a mis en évidene le besoin de plusieurs ressoures simulta-
nément pour eetuer une tâhe, autrement dit un problème multiressoure, qui devait
être pris en ompte au niveau du module d'ordonnanement.
D'autre part, DiretPlanning est ommerialisé dans un grand nombre d'entreprises,
et pas uniquement dans le domaine de l'imprimerie et du artonnage. Certains lients ont
des problèmes pour tenir leurs délais, d'autres ont des problèmes de gestion des en-ours
de prodution, et. Les ritères à optimiser dépendent don des lients. De plus, avant
qu'une solution ne soit retournée par le logiiel, ertains lients souhaitaient avoir le hoix
entre plusieurs solutions, an de pouvoir appliquer des ritères subjetifs.
Il était don naturel d'aborder le problème sous un angle multiritère, permettant
ainsi au déideur de hoisir le ou les ritères à optimiser, de lui orir une garantie sur es
ritères, et de diversier le nombre de solutions qui lui sont proposées.
Tous es besoins sont à l'origine des problèmes abordés dans la suite du doument.
1.2 Modélisation du problème
Les problèmes d'ateliers que nous onsidérons sont appelés dans la littérature des
problèmes de job shop. Dans es problèmes, on a des travaux omposés d'opérations à
ordonnaner sur des ressoures, et l'objetif est d'optimiser un ou plusieurs ritères. Dans
la littérature au lieu du terme opération, on parle aussi de tâhe, d'ativité. Les ressoures
(renouvelables) peuvent être de nature diérentes : mahines, outils, opérateurs. . . Dans
la suite de e doument, sauf mention ontraire, nous utiliserons les termes génériques de
travaux, d'opérations et de ressoures.
Notations
Job shop Formellement un problème d'atelier  à heminements multiples , ou pro-
blème de job shop, est déni ainsi : on onsidère un ensemble J omposé de n travaux. Ces
travaux doivent être ordonnanés sur m ressoures disjontives, l'ensemble des ressoures
est noté R. On note Rk la k
e`me
ressoure. Chaque travail i est omposé de ni opéra-
tions. L'opération j du travail i est notée Oi,j. L'opération Oi,j s'exéute sur la ressoure
14
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ROi,j et a une durée notée pi,j. Dans les problèmes que nous onsidérons, les gammes
ne sont pas néessairement linéaires, 'est-à-dire qu'une opération peut avoir plusieurs
suesseurs (l'ensemble Γi,j) et plusieurs prédéesseurs (l'ensemble Γ
−1
i,j ). On suppose que
haque travail n'a qu'une seule opération nale notée Oi,ni . Pour une opération Oi,j , sa
date de début réel est notée ti,j et sa date de n Ci,j. A haque travail i est assoiée une
date de début au plus tt ri et une date de n souhaitée di. La date de n d'un travail
est notée Ci : Ci = Ci,ni .
Job shop exible Le job shop exible est une extension du problème de job shop.
Formellement, haque opération est exéutée sur une ressoure à hoisir parmi plusieurs.
On note Ri,j l'ensemble des ressoures pouvant exéuter l'opération Oi,j . On note la
durée opératoire de l'opération Oi,j sur la ressoure Rk par pi,j,k. On note a(Oi,j) ∈ Ri,j
la ressoure qui exéute nalement Oi,j dans la solution onsidérée.
Job shop multiressoure Le job shop multiressoure est une extension du problème
de job shop. Formellement, haque opération doit être exéutée sur plusieurs ressoures.
Ce problème se trouve dans la littérature sous l'appellation  job shop with multiproessor
tasks . Généralement on onsidère que toutes les ressoures sont utilisées par l'opération
pendant la même période de temps. On appellera  sous-opération  l'exéution d'une
opération sur une des ressoures néessaires. On note Rmi,j l'ensemble des ressoures devant
exéuter l'opération Oi,j, et pi,j,k la durée opératoire de la sous-opération Oi,j,k sur la
ressoure Rk. On ne onsidère pas a priori que pi,j,k = pi,j∀Rk ∈ R
m
i,j.
Critères d'évaluation Pour évaluer la qualité d'un ordonnanement on utilise des
mesures ou ritères. Les ritères que nous onsidérons sont les suivants :
 Makespan : la date de n de la dernière opération, elle est notée Cmax = maxi=1..nCi.
 La somme des dates de n des travaux, notée ΣC =
∑
i=1..n(Ci).
 La date de n moyenne des travaux, C = 1
n
ΣC. Optimiser C est équivalent à
optimiser ΣC.
 Les en-ours, F = 1
n
∑
i=1..n(Ci − ri).
 Le plus grand retard, noté Lmax = maxi=1..n(Ci − di).
 La somme des retards, notée ΣTi =
∑
i=1..n(max(0;Ci − di)).
 Le retard moyen, T = 1
n
ΣT . Optimiser T est équivalent à optimiser ΣT .
 Le nombre de travaux en retard, noté ΣU .
Classiation des problèmes d'ordonnanement Il existe une notation pour réfé-
rener les problèmes d'ordonnanement, initialement proposée par [Graham et al., 1979℄.
Cette notation est divisée en trois hamps : α|β|γ.
 Le hamp α représente la typologie du problème : J pour un problème de job shop,
FJ pour le job shop exible, F pour un ow shop, MPT (Multi-Proessor Task)
pour des problèmes multiressoures.
 Le hamp β donne les ontraintes du problème : di s'il y a des dates de n souhaitées,
ri s'il y a des dates de début au plus tt, Ssd pour indiquer la présene de temps
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de montage dépendants de la séquene, d˜i s'il y a des dates de n impératives pour
les travaux, d˜i,j s'il y a des dates de n impératives sur les opérations, recrc si
un travail doit passer plusieurs fois sur la même ressoure, unavailj s'il y a des
périodes d'inativités, et.
 Le hamp γ ontient le ou les ritères à optimiser : Cmax, Lmax, C, T . . . (On renvoie
à [T'kindt et Billaut, 2006℄ pour une notation plus préise du hamp γ).
1.3 Optimisation multiritère
Beauoup de travaux de reherhe en ordonnanement n'optimisent qu'un seul ritère,
alors que les véritables problématiques industrielles sont de nature multiritère. Ainsi, un
déideur industriel peut être intéressé par minimiser les en-ours (F ), tout en minimisant
le retard moyen de livraison au lient (T ), sans oublier le plus grand retard (Lmax). Ces
ritères sont de nature onituelle, 'est-à-dire qu'il n'existe pas de solution optimale
pour tout les ritères simultanément. Ainsi la notion d'optima de Pareto est fondamentale
en optimisation multiritère.
On renvoie à [T'kindt et Billaut, 2006℄ pour plus de détails onernant l'optimisation
multiritère en ordonnanement. Nous rappelons i-après les notions de base utiles à la
ompréhension du reste du doument.
1.3.1 Dénition de l'optimalité
Soit S l'ensemble des solutions et Z l'image de S ⊂ RK dans l'espae des ritères,
ave K ritères Zi.
Dénition : x ∈ S est un optimum de Pareto Faible si et seulement si ∄y ∈ S tel que
∀i = 1, ..,K;Zi(y) < Zi(x). On note WE l'ensemble des Pareto faibles de S.
Dénition : x ∈ S est un optimum de Pareto strit si et seulement si ∄y ∈ S tel que
∀i = 1, ..,K;Zi(y) ≤ Zi(x) ave au moins une inégalité strite. On note E l'ensemble des
Pareto strits de S et E ⊆WE.
La gure 1.1 illustre les notions de Pareto faible et Pareto strit dans le as de deux
ritères.
Par la suite nous nous intéressons uniquement à la détermination de Pareto strits.
1.3.2 Détermination des optima de Pareto
Il existe trois grandes approhes pour le déideur :
1. Le déideur souhaite que le système lui retourne une solution. Dans e as, le dé-
ideur donne sa préférene entre les ritères, sous forme de ontraintes (bornes) ou
sous forme de poids assoiés aux ritères, par exemple. C'est une approhe a priori.
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6
Z1
Z2
z1
z2
z3
z4
z5
z6 z7 z8
z1, z2, z3, z4, z5, z6, z7, z8 sont des Pareto faibles
z3, z4, z5, z6 sont des Pareto strits
Fig. 1.1  Illustration des notions Pareto faible et Pareto strit
2. Le déideur souhaite interagir ave le système de résolution. A haque itération, le
déideur préise la diretion de reherhe qu'il préfère. C'est une approhe intera-
tive.
3. Le déideur souhaite hoisir parmi un ensemble de solutions de Pareto. C'est une
approhe a posteriori. Dans e as, le système de résolution doit déterminer l'en-
semble des optima de Pareto.
Pour trouver des optima de Pareto, il existe diérentes familles de méthodes de ré-
solution. Cette liste n'est pas exhaustive et on renvoie à [T'kindt et Billaut, 2006℄ pour
plus de détails.
Combinaison linéaire des ritères Ave ette approhe, on agrège les valeurs des
diérents ritères pour obtenir au nal un seul indiateur. Des oeients sur haque
ritère permettent de préiser la diretion de la reherhe. Dans e as le hamp γ prend
omme valeur : Fℓ(Z1, . . . , ZK).
Approhe ǫ-ontrainte Ave ette approhe, un seul ritère Zu est optimisé, sous la
ontrainte que tous les autres ritères sont bornés par une valeur. Dans e as le hamp
γ prend omme valeur : ǫ(Zu|Z1, . . . , Zu−1, Zu+1, . . . , ZK).
Objetif à atteindre Ave ette approhe le problème n'est pas de trouver un optimum
de Pareto, mais de trouver une solution qui satisfait les objetifs sur haque ritère. Dans
e as le hamp γ prend omme valeur : GP (Z1, . . . , ZK) (Goal Programming).
Approhe lexiographique Les ritères sont optimisés les uns après les autres. Une
fois que le premier ritère Z1 est optimisé, on optimise le seond ritère en s'interdisant de
dégrader le premier, et. Dans e as le hamp γ prend omme valeur : Lex(Z1, . . . , ZK).
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1.4 Notions sur la théorie de la omplexité
La théorie de la omplexité permet de déterminer la diulté théorique intrinsèque
d'un problème donné, ou d'un problème par rapport à un autre. Conrètement on herhe
à savoir si le problème étudié est plutt  faile  ou plutt  diile  à résoudre. La
théorie de la omplexité permet de lasser les problèmes selon leur diulté.
On étudie habituellement deux types de problèmes : les problèmes de déision et les
problèmes de reherhe. Les problèmes de déision sont des problèmes pour lesquels on
herhe à répondre à une question par oui ou par non. Par exemple,  dans un graphe
orienté G, existe-t-il un hemin entre le sommet a et le sommet z de longueur ≤ l ? .
Dans les problèmes de reherhe, on herhe à trouver une solution à un problème. Par
exemple,  dans un graphe orienté G trouver un hemin entre le sommet a et le sommet z
de longueur inférieure ou égale à l . Enn, les problèmes d'optimisation forment un sous-
groupe des problèmes de reherhe. Dans e as, la solution doit minimiser ou maximiser
une fontion objetif. Par exemple,  dans un graphe orienté G trouver le plus ourt
hemin entre le sommet a et le sommet z .
En ordonnanement, on renontre à la fois des problèmes de déision et d'optimisation.
Les problèmes de déision sont surtout utilisés pour résoudre le problème d'optimisation
qui lui est assoié, ou pour aider à déterminer sa lasse de omplexité.
Pour un algorithme, il existe deux types de omplexité : la omplexité temporelle
qui renseigne sur le temps de alul néessaire pour obtenir une solution optimale et la
omplexité spatiale qui renseigne sur l'espae mémoire néessaire. Par la suite, nous nous
intéressons uniquement à la omplexité temporelle.
La omplexité d'un algorithme va mesurer le nombre d'instrutions élémentaires né-
essaires à l'algorithme pour résoudre le problème onsidéré. Comme pour un ordinateur
donné, le temps d'exéution dépend du nombre d'instrutions, on utilise le terme de temps
d'exéution. On dit souvent que le temps d'exéution dépend de la taille de l'instane du
problème. En eet, il est plus long de résoudre un problème d'ordonnanement de 10
000 opérations que le même problème omposé de seulement 10 opérations. On dénit la
taille de l'instane d'un problème omme étant le nombre de symboles, à une onstante
multipliative près, néessaires au odage de l'instane. Un algorithme est dit polynomial
si son temps d'exéution est borné par une fontion polynomiale de la taille de l'instane.
On dit qu'il a une omplexité en O(p(n)), où p est le polynme et n la taille de l'instane.
On dit qu'un algorithme est pseudo-polynomial si le polynme bornant le temps d'exé-
ution dépend de la taille de l'instane et de l'amplitude du plus grand entier. Sinon, la
omplexité est dite exponentielle.
Les problèmes appartenant à la lasse P sont des problèmes pouvant être résolus
en temps polynomial. Les problèmes polynomiaux sont onsidérés omme étant des pro-
blèmes  failes . La lasse NP ontient les problèmes pour lesquels il existe un algo-
rithme non déterministe polynomial pour les résoudre. On dit aussi que la lasse NP
est la lasse des problèmes pour lesquels on peut vérier une réponse oui en temps
polynomial. Un algorithme non déterministe polynomial peut résoudre un problème en
temps polynomial à ondition de disposer d'un module divinatoire qui permet de faire le
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bon hoix à haque itération. Si l'algorithme n'a pas de module divinatoire, alors il doit
énumérer toutes les possibilités à haque itération, et dans e as le temps d'exéution
devient exponentiel. C'est pourquoi on dit qu'une réponse positive à un problème de NP
peut être vériée en temps polynomial. Au jour d'aujourd'hui, on ne sait pas réaliser un
module divinatoire.
La lasse NP-omplet est une sous-lasse de NP. Elle est onstituée des problèmes
 les plus diiles  de NP. Pour dénir la lasse NP-omplet, il est néessaire d'intro-
duire la notion de rédution polynomiale d'un problème P1 vers un problème P2. On dit
que P1 se réduit polynomialement à P2 si et seulement si il existe un algorithme polyno-
mial onstruisant à partir des données d'une instane de P1 les données d'une instane
de P2, de sorte que la réponse à P1 est oui si et seulement si la réponse à P2 est oui.
On note P1 ∝ P2 ette rédution polynomiale. Un problème est NP-omplet si tous les
problèmes de NP se réduisent polynomialement à lui.
Les problèmes NP-diiles sont les problèmes de reherhe pour lesquels les pro-
blèmes de déision assoiés sont NP-omplets. On trouvera une dénition plus rigoureuse
d'un problème NP-diile dans [Garey et Johnson, 1979℄.
La grande question de la théorie de la omplexité est P = NP ? On sait que P ⊆ NP
(si on peut trouver une solution en temps polynomial, alors on peut vérier une réponse
oui en temps polynomial).
Les problèmes abordés dans ette thèse sont tous NP-diiles. Ils ne peuvent don
pas être résolus de façon optimale en temps polynomial, sauf si P = NP.
1.5 Généralités sur les méthodes de résolution
Il existe deux grandes familles de méthodes de résolution : les méthodes exates et
les méthodes approhées. Les méthodes exates herhent à trouver la ou les solutions
optimales. Selon le type de problème onsidéré (notamment les problèmes NP-diiles),
le temps de alul peut être prohibitif. On peut iter omme méthodes : la proédure
par séparation et évaluation (PSE) ([Carlier et Pinson, 1989℄), les algorithmes de pro-
grammation dynamique, la programmation linéaire en nombres entiers ou les algorithmes
polynomiaux pour les problèmes de la lasse P. Hormis les algorithmes polynomiaux pour
les problèmes polynomiaux, es méthodes sont généralement limitées à la résolution de
petites instanes en raison de leur omplexité algorithmique. Toutefois, les progrès réali-
sés réemment dans les solvers ommeriaux (CPLEX, XPRESS-MP,...) sont tels, qu'il
n'est parfois pas superu de tester quelques modèles de programmation linéaire sur des
instanes de grande taille.
Les méthodes approhées trouvent de bonnes solutions ('est-à-dire non néessai-
rement optimales) en un temps raisonnable. On peut iter omme méthodes les algo-
rithmes gloutons, les méthodes d'explorations de voisinage [Kirkpatrik et al., 1983℄, les
algorithmes évolutionnaires [Holland, 1975℄, les olonies de fourmis [Colorni et al., 1991℄,
et.
Dans e manusrit on s'intéresse prinipalement à deux méthodes : la reherhe Tabou
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et les Algorithmes Génétiques.
1.5.1 Reherhe Tabou
Fred Glover a été le premier à proposer la reherhe Tabou omme méthode de réso-
lution ([Glover, 1989℄). Une reherhe Tabou est une méthode d'exploration de voisinage.
On part d'une solution initiale sinit. Cette solution devient la solution ourante s et à
partir de ette solution on évalue un ensemble de solutions V (s) qui lui sont  prohes ,
es solutions sont appelées les voisins. Le meilleur voisin vbest devient la nouvelle solution
ourante s, e hangement de solution ourante s'appelle le mouvement. Le proessus
reommene jusqu'à e qu'une ondition d'arrêt soit satisfaite. Pour éviter de bouler
parmi les solutions explorées, une liste, appelée liste tabou Tℓ, ontient les solutions déjà
explorées et on s'interdit de hoisir une solution de ette liste. On peut noter que le
meilleur voisin n'est pas forément de meilleure qualité que la solution ourante, ainsi
la méthode permet de sortir des extrema loaux. La solution retournée est la meilleure
solution sbest trouvée au ours de la reherhe.
La génération de la solution initiale dépend du problème onsidéré. Dans le as d'un
problème d'ordonnanement d'atelier, on utilise le plus souvent un algorithme glouton.
La onstrution d'une solution voisine dépend également du problème et pour un
même problème, plusieurs méthodes peuvent être envisagées. Dans le as d'un problème de
job shop, une méthode de onstrution de voisins simple onsiste par exemple à intervertir
deux opérations onséutives sur une ressoure.
Une fois que la méthode de onstrution d'un voisin est dénie, il faut savoir quels
voisins seront explorés, 'est e qu'on appelle le voisinage. Pour qu'un voisinage soit
eae il faut qu'il ait deux propriétés. La première est que la taille du voisinage ne soit
pas exponentielle ave la taille de l'instane du problème. La seonde est que le voisinage
soit  onnexe . On dit qu'un voisinage est onnexe s'il est possible d'atteindre n'importe
quelle solution en partant de n'importe quelle autre solution, et e en un nombre ni de
mouvements. On peut noter qu'une ondition susante est de montrer qu'une solution
optimale est atteignable.
L'évaluation de la qualité de tous les voisins de façon exate peut demander un temps
de alul important. Pour améliorer la vitesse d'exéution de la reherhe Tabou, on peut
évaluer les voisins de façon approhée, en utilisant une borne inférieure par exemple.
On peut gérer la liste tabou de diérentes façons. La plus simple est de onsidérer
l'enregistrement de l'intégralité de la solution dans la liste tabou. Cette méthode présente
l'avantage de ertier qu'on ne peut pas explorer une solution déjà visitée, le prinipal
défaut vient du temps de alul néessaire pour déterminer si le voisin onsidéré est tabou
ou non. Une autre façon est de n'enregistrer que les aratéristiques du mouvement. Si on
reprend notre exemple d'une permutation d'opérations, on pourrait enregistrer seulement
dans la liste tabou les deux opérations interverties et on interdirait d'intervertir à nouveau
es opérations.
Dans e as où la liste tabou ne ontient que la desription du mouvement, on limite
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la taille de la liste : les éléments les plus aniens sont remplaés par les plus réents. Ainsi,
après un ertain nombre d'itérations on peut à nouveau faire un mouvement qui avait
déjà était fait par le passé, mais a priori dans e as la solution ourante est susamment
diérente pour ne pas bouler.
Certaines reherhes Tabou utilisent un ritère d'aspiration. Dans e as, on s'autorise
à hoisir un voisin tabou s'il est stritement améliorant. Le ritère d'aspiration n'est utilisé
que lorsque la liste tabou ne ontient que la desription du mouvement.
Une autre tehnique pour améliorer l'eaité de la méthode est l'utilisation de points
de redémarrage. Au ours de la reherhe, on enregistre de bons voisins qui n'ont pas été
hoisis ar ils n'étaient pas les meilleurs. A la n de la reherhe, on relane la méthode
en partant d'un de es points de redémarrage.
L'algorithme 1 dérit le shéma général d'une reherhe Tabou.
Algorithme 1 Prinipe général d'une reherhe Tabou
Pré-onditions: Qual(x) : Qualité (à maximiser) de la solution x
/* Initialisation */
1 Génération de la solution initiale sinit
2 s = sbest = sinit ;
3 Tℓ = ∅
/* Boule prinipale */
4 Tant que Condition d'arrêt non satisfaite faire
5 vbest = ∅
/* Reherhe du meilleur voisin non-tabou */
6 Construire l'ensemble des voisins V (s) de la solution s
7 Pour haque v ∈ V (s) faire
8 Si v /∈ Tℓ et Qual(v) > Qual(vbest) alors
9 vbest = v
10 n Si
11 n Pour
12 s = vbest
13 Tℓ = Tℓ ∪ vbest /* Mise à jour de la liste tabou */
14 Si Qual(sbest) < Qual(s) alors
15 sbest = s /* Mise à jour de la meilleure solution trouvée */
16 n Si
17 n Tant que
18 retourner sbest
1.5.2 Algorithme Génétique
John H. Holland ([Holland, 1975℄) à été le premier à proposer d'adapter la théorie de
l'évolution de Darwin pour la résolution de problèmes. L'idée générale est que dans la
nature grâe à la séletion naturelle, une population va s'améliorer au l des générations.
L'algorithme manipule une population d'individus et haque individu représente une
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solution du problème onsidéré. Un individu est représenté par son hromosome. A partir
du hromosome, il est possible de onstruire une solution au problème. La qualité d'un
individu est donnée par sa fore qui dépend de e qu'on herhe à optimiser.
A haque génération, on va roiser deux individus pour générer un ou plusieurs in-
dividus enfants qui auront des aratéristiques des deux parents. La probabilité pour un
individu d'être hoisi pour engendrer des enfants est proportionnelle à sa fore. En plus
du roisement, un individu enfant a une ertaine probabilité (habituellement faible) de
muter, 'est-à-dire que le hromosome va être modié de façon aléatoire.
On applique un opérateur de séletion pour éliminer les individus les moins bons.
Cet opérateur peut être stohastique, 'est-à-dire qu'un mauvais individu aura une plus
grande probabilité d'être éliminé qu'un individu meilleur.
L'algorithme 2 donne le shéma général d'un algorithme génétique.
Algorithme 2 Prinipe général d'un algorithme génétique
1 Génération de la population initiale P0
2 t = 0
3 Tant que Critère d'arrêt non satisfait faire
4 Génération des enfants Et à partir des parents Pt
5 Mutation éventuelle des enfants Et
6 Séletion des meilleurs individus de Pt ∪ Et pour former Pt+1
7 t = t+ 1
8 n Tant que
9 retourner le ou les meilleurs individus de Pt
Nous onseillons la leture de [Portmann et Vignier, 2001℄ où une présentation des
algorithmes génétiques appliqués à l'ordonnanement est proposée.
1.6 Présentation du doument
Le hapitre 2 présente des états de l'art sur les problèmes qui seront abordés ulté-
rieurement. Tout d'abord le problème du job shop exible, qui est elui pour lequel la
littérature est ertainement la plus abondante ; ensuite le problème du job shop multi-
ressoure, pour lequel les études sont moins nombreuses ; enn le problème du job shop
multiritère qui a donné lieu à très peu d'études.
Le hapitre 3 porte sur l'étude du job shop exible multiritère (sans multiressoure)
et le hapitre 4 porte sur l'étude du job shop multiressoure multiritère (sans problème
d'aetation).
Dans le hapitre 3, après avoir rappelé deux modélisations du problème par un pro-
gramme linéaire en nombres entiers, nous proposons inq algorithmes de résolution :
 deux algorithmes de reherhe Tabou - méthode onnue pour son eaité pour le
problème du job shop - qui dièrent par leur approhe du problème multiritère,
 deux algorithmes génétiques - méthode onnue pour son eaité pour l'approxi-
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mation du front de Pareto - qui dièrent à la base par leur odage d'une solution,
 un algorithme mémétique, 'est-à-dire une hybridation entre un algorithme géné-
tique et une reherhe loale.
Ces méthodes de résolution sont évaluées sur des instanes de la littérature adaptées
au problème ave dates de n souhaitées.
Dans le hapitre 4, après avoir proposé une modélisation du problème par un pro-
gramme linéaire en nombres entiers, nous proposons deux algorithmes de résolution, ins-
pirés des algorithmes proposés au hapitre 3 :
 un algorithme Tabou,
 un algorithme génétique.
Ces deux algorithmes plus le programme linéaire sont omparés sur des instanes
adaptées de elles de la littérature et sur de nouvelles instanes générées aléatoirement.
Le hapitre 5 présente le logiiel DiretPlanning ommerialisé par la Soiété Volume
Software et quelques algorithmes implémentés pour tenir ompte de ertaines ontraintes
liées à la problématique industrielle (tâhes verrouillées, temps de préparations dépendant
de la séquene et alendriers).
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Chapitre 2
État de l'art
Les problèmes d'ordonnanement d'ateliers ont été très étudiés dans la litté-
rature depuis plus de 50 ans. Nous ne faisons pas ii un état de l'art exhaustif
mais nous nous intéressons prinipalement aux problèmes d'ordonnanement
d'ateliers de type job shop ave aetation et/ou multiressoure.
2.1 Job shop exible
Bruker et Shlie 1990
Les problèmes de job shop exible ont été très étudiés dans la littérature. Le premier
artile traitant de e type de problème est [Bruker et Shlie, 1990℄. Les auteurs proposent
un algorithme polynomial pour le problème de job shop ave mahines à usages multiples
(multi-purpose mahine), ave omme objetif le makespan dans le as où on a deux
travaux.
Dans la problématique multi-purpose mahine, haque opération a besoin d'un outil
pour pouvoir être réalisée. Une mahine peut avoir plusieurs outils installés. Chaque
opération peut don être exéutée sur un ensemble de mahines selon les outils installés.
Dans le as où haque opération néessite un outil diérent, on retrouve un problème de
job shop exible tel que nous l'avons déni.
Jurish 1992
Dans sa thèse Jurish ([Jurish, 1992℄) propose une proédure par séparation et éva-
luation (PSE) pour la résolution du problème de job shop ave mahines à apaités
multiples. En plus de la PSE, l'auteur donne quelques heuristiques ainsi que des bornes
inférieures au problème.
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L'auteur s'appuie beauoup sur la notion de blo. Un blo est une suession (au moins
deux) d'opérations ritiques sur une même ressoure. Une propriété intéressante est que
si on a deux solutions y et y′ ave Cmax(y
′) < Cmax(y), alors au moins une des propriétés
suivantes est vériée :
 Dans y′ au moins une opération d'un blo B de y est exéutée sur une autre res-
soure que dans y,
 Dans y′ au moins une opération d'un blo B de y, diérente de la première opération
de B est exéutée avant la première opération de B,
 Dans y′ au moins une opération d'un blo B de y, diérente de la dernière opération
de B est exéutée après la dernière opération de B.
Brandimarte 1993
Brandimarte ([Brandimarte, 1993℄) a proposé une approhe hiérarhique pour ré-
soudre le problème de job shop exible. Dans une première étape, le problème d'aetation
est résolu et on résout dans une seonde étape le problème de job shop restant. L'auteur
propose plusieurs méthodes qui utilisent toutes une reherhe Tabou. L'auteur onsidère
indépendamment deux ritères, le makespan et la somme pondérée des retards.
Dans la première approhe, un algorithme à règles de priorité aete les opérations
sur les ressoures. Ensuite, la Reherhe Tabou résout le problème de job shop. Une fois
le résultat obtenu, le proessus peut reommener ave une règle de priorité diérente.
Dans la seonde approhe, les deux premières étapes sont identiques. Mais au lieu
de relaner un algorithme de liste, seules les opérations ritiques sont suseptibles d'être
réaetées. Une liste tabou est maintenue pour éviter de revenir à une aetation déjà
évaluée.
La gure 2.1 donne le shéma général de haque approhe.
L'auteur propose quatre voisinages diérents. Dans tous les as, l'auteur ne onsidère
que des permutations entre des opérations suessives sur une ressoure. Dans le premier
voisinage, on hoisit aléatoirement un ensemble d'éhanges possible d'opérations, la taille
de l'ensemble étant un paramètre de la méthode. Dans le seond voisinage, on hoisit
aléatoirement un travail. Chaque opération de e travail est éhangée ave les opérations
adjaentes sur haque ressoure. Dans le troisième voisinage, une ressoure est hoisie
aléatoirement et toutes les ombinaisons de la séquene des opérations sont évaluées.
Dans le quatrième voisinage, seules les opérations ritiques sont onsidérées.
Hurink, Jurish et Thole 1994
[Hurink et al., 1994℄ proposent de résoudre un problème de job shop ave mahines à
apaités multiples. L'objetif est de minimiser le makespan. Les auteurs proposent deux
voisinages qui sont basés sur la notion de blo ([Jurish, 1992℄).
Le premier voisinage N1 onsiste à hanger l'aetation d'une opération d'un blo
B ou à déplaer une opération d'un blo B, diérente de la première (resp. la dernière),
avant (resp. après) toutes les autres opérations de B. Les auteurs onjeturent que e
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Fig. 2.1  Les deux approhes proposées par [Brandimarte, 1993℄
voisinage est onnexe.
Le seond voisinage N2 onsiste à hanger l'aetation d'une opération j d'un blo B
ou à déplaer une opération j d'un blo B, diérente de la première (resp. la dernière),
avant (resp. après) toutes les autres opérations de B. Si le déplaement de j provoque
un iruit, alors j est déplaée dans le blo B à la position la plus à gauhe (resp. à
droite) telle que l'ordonnanement soit faisable. Les auteurs prouvent que e voisinage
est onnexe. On peut remarquer que N1 ⊆ N2.
Les auteurs proposent aussi une heuristique qui onstruit un ordonnanement. Cette
méthode est basée sur les tehniques d'insertion.
Paulli 1995
Paulli ([Paulli, 1995℄) s'intéresse à la problématique des ateliers exibles (Flexible
Manufaturing System - FMS), qui sont un as partiulier du job shop exible. L'au-
teur prend en ompte une ontrainte supplémentaire : le nombre de travaux présents
simultanément dans l'atelier est limité à la valeur P . Ainsi si l'atelier est plein, un nou-
veau travail ne pourra ommener que lorsqu'un des travaux en ours dans l'atelier sera
terminé. L'objetif est de minimiser le makespan.
L'auteur part des onstatations suivantes :
1. Si l'aetation des opérations sur les ressoures est xée, alors le problème devient
un problème de job shop ave la ontrainte supplémentaire de n'avoir qu'un nombre
limité de travaux simultanément en ours d'exéution,
2. Si on xe l'ordre dans lequel les travaux entrent et sortent de l'atelier, alors la
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première opération d'un travail entrant est un suesseur de la dernière opération
du travail sortant.
Si es deux onditions sont réalisées, alors le problème résultant est un problème de
job shop lassique.
L'auteur propose une méthode hiérarhique en deux temps pour résoudre le problème :
1. Aeter les opérations aux ressoures et lier les travaux entre eux.
2. Résoudre le problème de job shop résultant.
Pour améliorer la méthode, l'auteur utilise une boule de retour entre l'étape 2 et
l'étape 1 pour aner l'aetation et les liens entre les travaux. L'algorithme 3 résume la
méthode proposée par Paulli.
Algorithme 3 Algorithme proposé par [Paulli, 1995℄ pour le problème de FMS
1 Aeter les opérations aux ressoures
2 Lier les travaux
3 Tant que Condition d'arrêt non vériée faire
4 Résoudre le problème de job shop
5 Ré-aeter et/ou re-lier les travaux selon les informations données par la résolu-
tion du job shop
6 n Tant que
La première aetation (ligne 1) et les premiers liens (ligne 2) sont réalisés par des
règles de priorités. Le problème de job shop (ligne 4) est résolu par une reherhe Tabou.
Le déplaement d'une opération sur une autre ressoure, à une position faisable, assure la
ré-aetion. Similairement, on supprime un lien entre deux travaux et on rée un nouveau
lien pour hanger les liens entre les travaux (ligne 5).
Perregaard 1995
Perregaard ([Perregaard, 1995℄) onsidère dans sa thèse les problèmes de job shop
hybride et de ow shop hybride. La diérene de e type de problème ave le job shop
lassique est que les ressoures sont rassemblées en étages de mahines parallèles. Une
opération pourra don s'exéuter sur n'importe quelle ressoure de l'étage onsidéré. C'est
un as partiulier du job shop exible.
L'auteur propose une proédure par séparation et évaluation pour résoudre le pro-
blème.
Chambers et Barnes 1996 et 1998
Chambers et Wesley Barnes ([Chambers et Barnes, 1996℄) ont proposé en 1996 une
reherhe Tabou pour résoudre le problème de job shop exible en minimisant le makes-
pan. Les auteurs onsidèrent deux types de voisins, le premier onsiste en un hangement
dans la séquene des opérations sur une ressoure, le seond modie l'aetation d'une
opération.
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Le voisinage est déni ainsi : haque ressoure est onsidérée suessivement et pour
haune d'elle, on identie les suites d'opérations ritiques. Pour haque suite, la première
(resp. la dernière) opération est intervertie ave l'opération préédente (resp. suivante)
sur la ressoure. De plus, pour haque opération ritique on essaye de la réaeter sur
toutes les ressoures ompatibles.
Dans [Chambers et Barnes, 1998℄, les auteurs ont étendu leur méthode en implémen-
tant une gestion partiulière de la liste tabou.
Dauzère-Pérès et Paulli 1997
Dauzère-Pérès et Paulli ([Dauzère-Pérès et Paulli, 1997℄) proposent une modélisation
et une reherhe Tabou pour le problème de job shop exible (qu'ils nomment general
multiproessor job-shop). Cette méthode étant importante pour la leture de la suite de
e doument, nous la présentons plus en détail.
Un nouveau modèle de graphe Les auteurs ommenent par proposer une exten-
sion au graphe onjontif-disjontif lassique, originalement proposé par Roy et Sussman
([Roy et Sussmann, 1964℄). Le graphe lassique est déni ainsi : G = (V,A,Ea), l'en-
semble des sommets est V ave un sommet par opération plus un sommet soure s et un
sommet puits t. A est l'ensemble des ars onjontifs : il existe un ar onjontif entre
deux opérations suessives d'un même travail. De plus, on a des ars onjontifs entre s
et haque première opération d'un travail, ainsi qu'entre haque dernière opération d'un
travail et t. Eak est l'ensemble des ars disjontifs entre haque paire d'opérations ae-
tées à la ressoure Rk. On pose E
a =
⋃
Rk∈R
Eak . La longueur d'un ar est égale à la
durée opératoire de l'opération orrespondant au sommet de départ de l'ar. On obtient
une séletion Sk en xant le sens de haque ar dans E
a
k . On dénit une séletion om-
plète S telle que S =
⋃
Rk∈R
Sk. On note f(x) (resp. p(x)) l'opération suesseur (resp.
prédéesseur) de x dans le travail.
Si nous onsidérons la version étendue où l'aetation n'est pas enore onnue, il existe
un ar disjontif dans Eak entre haque paire d'opérations pour lesquelles elles peuvent
s'exéuter sur la même ressoure. De plus, omme les durées opératoires d'une opération
dépendent de la ressoure, les ars disjontifs entre deux mêmes opérations peuvent avoir
des longueurs diérentes.
Trouver une solution faisable pour le problème de job shop exible signie déterminer
une séletion omplète de la façon suivante :
Étape 1 Pour haque opération x, xer le sens d'un ou deux ars disjontifs de Ea
attahés à x, retirer tous les autres. S doit être tel que :
1. Au plus un ar onjontif se termine sur une opération et au plus un ar
onjontif part d'une opération.
2. Si une opération a un ar entrant et un ar sortant, alors les deux ars sont
dans le même ensemble Sk.
3. Dans haque ensemble Sk 6= ∅, il doit exister une et seulement une opération
sans ar entrant et une et seulement une opération sans ar sortant.
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Étape 2 Pour haque ensemble Sk 6= ∅, Sk = Sk ∪ {(s, i); (j, t)}, où les opérations i
et j sont respetivement la première et la dernière opération ordonnanées sur la
ressoure Rk.
Si la séletion S dénit un graphe sans iruit, alors la solution au problème de job
shop exible est réalisable.
La reherhe Tabou proposée On obtient un voisin par le déplaement d'une opé-
ration. Cette tehnique permet à la fois la modiation de l'aetation et la modiation
de la séquene. Dans le graphe onjontif, déplaer une opération x entre les opérations
y et z signie :
 eaer l'ar (v, x) et (x,w), où v (respetivement w) est le prédéesseur (respeti-
vement le suesseur) de x sur la ressoure qui l'exéute,
 ajouter un ar (v,w),
 eaer l'ar (y, z),
 ajouter les ars (y, x) et (x, z).
On note e mouvement par le triplet {x, y, z}.
Les auteurs ont démontré qu'auun iruit n'est réé en déplaçant une opération x,
si x est ordonnanée entre les opérations y (y 6= f(x)) et z (z 6= p(x)), et si :
ry < rf(x) + pf(x),a(f(x))
et rz + pz,a(z) > rp(x)
Le voisinage proposé par les auteurs onsiste à explorer tous les triplets {x, y, z} qui
satisfont la ondition préédente. Les voisins sont évalués grâe à une borne inférieure,
de plus les voisins sont lassés en inq atégories selon leur  qualité  espérée.
Les auteurs se sont intéressés à trois façons diérentes de gérer la liste tabou. Soit x
l'opération déplaée entre les opérations y et z ; v et w sont les opérations ordonnanées
avant et après x sur la ressoure sur laquelle x est atuellement aetée, on note ette
ressoure a(x).
1. On ajoute (v,w) à la liste tabou. Un déplaement (x′, y′, z′) est tabou si (y′, z′)
appartient à la liste.
2. On ajoute (x, a(x)) à la liste tabou. Un déplaement (x′, y′, z′) est tabou si (x′, a(y′))
appartient à la liste.
3. On ajoute (x, y) à la liste tabou. Un déplaement (x′, y′, z′) est tabou si (x′, y′) ou
(z′, x′) appartient à la liste.
Lors de leurs expérimentations, les auteurs ont onstaté que la troisième façon de
gérer la liste tabou donnait les meilleurs résultats.
Bruker, Jurish et Krämer 1997
Bruker, Jurish et Krämer ([Bruker et al., 1997℄) ont étudié la omplexité de plu-
sieurs problèmes d'ordonnanement où il est question d'aetation. La première partie
est onsarée aux problèmes à mahines parallèles. La seonde partie s'intéresse aux pro-
blématiques d'atelier : ow shop, job shop et open shop.
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Mesghouni 1999
Mesghouni ([Mesghouni, 1999℄) a étudié lors de sa thèse le problème de job shop
exible. Il a proposé deux approhe évolutionnistes pour le résoudre.
Mastrolilli et Gambardella 2000
Mastrolilli et Gambardella ([Mastrolilli et Gambardella, 2000℄) ont proposé deux stru-
tures de voisinage (Nopt1 et Nopt2) pour le problème de job shop exible. Leurs voisi-
nages sont basés sur le déplaement d'une opération dans le graphe disjontif. Les auteurs
ont démontré que si une solution faisable S n'a pas de voisin selon le premier voisinage,
i.e. Nopt1(S) = ∅, alors S est un ordonnanement optimal pour le makespan. Nopt2 est
une extension de Nopt1 où Nopt2 onserve la propriété d'optimalité en as d'absene
de voisin. Les auteurs ont démontré la onnexité de Nopt2. D'après leurs expérimenta-
tions, malgré l'absene de la onnexité du voisinage Nopt1, e dernier donne de meilleurs
résultats que Nopt2 grâe à sa plus grande vitesse d'exéution.
Kaem, Hammadi et Borne 2002
Kaem, Hammadi et Borne ([Kaem et al., 2002℄) ont proposé un algorithme géné-
tique multiritère pour le problème de job shop exible, utilisant de la logique oue
pour l'évaluation des individus. Les ritères qu'ils onsidèrent sont le makespan, la harge
maximale des ressoures et la somme des harges des ressoures.
Kis 2003
Kis ([Kis, 2003℄) étudie un problème d'atelier où haque travail possède une gamme
omplexe : ertaines séquenes d'opérations doivent être exéutées en parallèles, d'autres
séquenes peuvent s'exéuter sur des ressoures diérentes. Au nal haque travail est
dérit par un graphe qui ontient des hemins 'et' et des hemins 'ou'. Ce problème est
plus général que le job shop exible. L'auteur propose deux méthodes pour résoudre le
problème : une reherhe Tabou et un algorithme génétique. L'objetif est la minimisation
du makespan.
Le voisinage de la reherhe Tabou est basé sur des tehniques d'insertion de séquenes
d'opérations dans un ordonnanement partiel. L'algorithme génétique utilise uniquement
un opérateur de roisement. Cet opérateur onsidère deux individus : un maître et un
apprenti. L'idée est d'utiliser un sous-ensemble du maître pour améliorer l'apprenti et
ainsi générer un nouvel individu enfant. Les expérimentations montrent la supériorité de
la reherhe Tabou sur l'algorithme génétique.
Mati et Xie 2004
Mati et Xie ([Mati et Xie, 2004℄) ont étudié la omplexité des problèmes de job shop
exible où seulement deux travaux sont onsidérés.
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Le premier as étudié est elui du problème de job shop à deux travaux ave des
mahines à apaités multiples non reliées. Les auteurs ont montré que e problème est
NP-Diile pour les ritères du makespan et pour la somme des dates de n des travaux.
Dans le as où la préemption est autorisée, le problème est NP-Diile pour les ritères
Lmax,ΣT,ΣwT,ΣwC,ΣU et ΣwU .
Le seond problème onsidéré est le problème où un travail est exible et le seond
n'est pas exible (i.e. une seule ressoure par opération). Dans e as les auteurs ont
montré que le problème est polynomial pour la minimisation du makespan. Ils ont proposé
un algorithme polynomial basé sur une approhe géométrique.
Dupas 2004
Dupas dans son mémoire de HDR ([Dupas, 2004℄) onsidère les problèmes d'ordon-
nanement d'ateliers de nature ylique et exible. Son étude s'intéresse à la résolution de
es problèmes via des algorithmes évolutionnistes. En e qui onerne le as du job shop
exible, l'auteur reprend l'algorithme proposé par [Mesghouni, 1999℄ ave une approhe
multiritère basée sur NSGA-II ([Deb et al., 2002℄).
Nait Tahar, Yalaoui, Amodeo et Chu 2004
Nait Tahar, Yalaoui, Amodeo et Chu ([Tahar et al., 2004℄) se sont intéressés à un pro-
blème d'ordonnanement dans un atelier de fabriation de artons. Dans leur probléma-
tique, ertaines ressoures sont en plusieurs exemplaires (mahines parallèles identiques).
De plus, ils onsidèrent des temps de montage dépendants de la séquene entre les opé-
rations. Le ritère minimisé est la somme des retards absolus. Leur problème est un job
shop hybride. Les auteurs proposent un algorithme génétique.
Un individu est représenté sous la forme d'une matrie dem lignes et de n olonnes, ii
m est le nombre de ressoures et n est le nombre maximal d'opérations sur une ressoure.
Sur haque ligne on a la séquene des opérations sur la ressoure. Ce odage est prohe de
elui que nous proposons dans la setion 3.4.2. Le roisement proposé est une adaptation
du roisement à un point.
Alvarez-Valdes, Fuertes, Tamarit, Giménez et Ramos 2005
Alvarez-Valdes, Fuertes, Tamarit, Giménez et Ramos ([Alvarez-Valdes et al., 2005℄)
ont étudié un problème d'ordonnanement pour l'industrie du verre. Le problème est à
la base un job shop exible, mais il omporte un ertain nombre de partiularités.
Les travaux peuvent aboutir soit à des produits nis soit à des produits semi-nis.
Ainsi il peut exister des ontraintes de préédene entre ertains travaux, un produit
ni peut néessiter un ou plusieurs produits semi-nis. De plus, omme un travail peut
fournir plusieurs unités de produits semi-nis, un produit ni peut ne néessiter qu'une
partie d'un travail produisant des produits semi-nis. Un travail de produits nis peut
avoir une date de n souhaitée, une date de n au plus tt et une date de n au plus
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tard. Les travaux possèdent un poids reétant l'importane du respet de leur date de n
souhaitée.
Les ressoures peuvent être aussi bien des mahines que des équipes de travailleurs.
Chaque ressoure peut avoir des périodes d'inativités selon un alendrier qui lui est
propre. Certaines ressoures ne peuvent exéuter qu'une opération à la fois, d'autres
peuvent en traiter plusieurs simultanément. Dans le as d'une équipe, le nombre de tra-
vailleurs peut varier selon la période du jour (équipe réduite la nuit par exemple), dans
e as on onsidère que la ressoure a une vitesse variable selon la date.
Les travaux sont omposés de plusieurs opérations. Chaque opération peut s'exéuter
sur plusieurs ressoures. Certaines opérations d'un travail peuvent se hevauher selon
un oeient. Ce oeient représente la proportion qu'une opération doit être traitée
avant que l'opération suivante puisse ommener.
Dans le as où un travail i néessite un autre travail j (as d'un produit semi-ni),
la première opération de i peut éventuellement ommener avant la n de la dernière
opération de j, ela modélise un hevauhement entre travaux.
Certaines séquenes d'opérations doivent s'exéuter sans délai entre elles. C'est le as
lorsque les opérations manipulent du verre en fusion.
La fontion objetif est une fontion linéaire par moreaux autour de la date de n
souhaitée.
Les auteurs proposent une méthode de résolution en deux étapes : le première étape
onstruit une solution réalisable, la seonde étape améliore ette solution grâe à une
reherhe loale.
Zhang et Gen 2005
Zhang et Gen ([Zhang et Gen, 2005℄) ont proposé un algorithme génétique pour le
problème de job shop exible multiritère. Ils onsidèrent les même ritères que
[Kaem et al., 2002℄ 'est-à-dire le makespan, la harge maximale et la somme des harges
des ressoures. D'après les expérimentations présentées par les auteurs, et algorithme est
meilleur que elui de [Kaem et al., 2002℄.
Ho, Tay et Lai 2007
Ho, Tay et Lai ([Ho et al., 2007℄) ont proposé un algorithme génétique pour le job
shop exible. L'originalité de leur approhe vient de l'ajout d'un module d'apprentissage.
Au l des générations, e module apprend à reonnaître ertaines bonnes aratéristiques
des hromosomes.
On représente un individu par un hromosome omposé de deux parties : la première
partie représente l'ordre des opérations entre elles, la seonde partie est l'aetation des
opérations sur les ressoures. Ce odage n'étant pas diret, les auteurs ont proposé un
algorithme pour générer un ordonnanement atif à partir d'un hromosome. La méthode
de roisement est du type  à deux points  pour haune des deux parties du hromosome.
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Le module d'apprentissage ontient m hromosomes a priori de bonne qualité. On
ompare les n meilleurs individu de la population ourante ave eux ontenus dans la
mémoire du module d'apprentissage, l'objetif est de trouver les k plus prohes individus
de la mémoire. Ces k individus remplaent les k plus mauvais de la population ourante.
La mise à jour du module intervient toutes les q itérations de l'algorithme génétique.
2.2 Job shop multiressoure
Dauzère, Roux et Lasserre 1998
Dauzère-Pérès, Roux et Lasserre ([Dauzère-Pérès et al., 1998℄) ont étendu le modèle
et la reherhe tabou de [Dauzère-Pérès et Paulli, 1997℄. Dans leur artile, en plus de la
exibilité, ils onsidèrent qu'une opération peut néessiter plusieurs ressoures simulta-
nément (multiressoure) et une opération peut avoir plus d'un suesseur et plus d'un
prédéesseur.
Les auteurs ont démontré que le voisinage de la reherhe Tabou proposée est onnexe.
L'évaluation d'un voisin est réalisée grâe à une borne inférieure.
Chen et Lee 1999
Chen et Lee ([Chen et Lee, 1999℄) ont étudié un problème d'atelier dans lequel une
opération néessite un ensemble de ressoures. Cet ensemble de ressoures doit être
hoisi parmi un ensemble d'ensembles de ressoures qui dépend de l'opération, les sous-
ensembles n'étant pas forément disjoints. Par exemple, une opération peut être exéutée
soit sur {R1, R2, R3}, {R1, R2}, {R1, R3}, {R2, R3} ou {R2}. La durée de l'opération
dépend de l'ensemble des ressoures hoisi. L'opération doit être exéutée simultanément
sur toutes les ressoures de l'ensemble onsidéré.
Les auteurs proposent une approhe en deux temps : aetation puis ordonnanement.
Ils proposent un algorithme pseudo-polynomial pour résoudre optimalement l'aetation
dans le as où il n'y a que deux ressoures et dans un as partiulier du problème à
trois ressoures. Une heuristique à garantie de performane est proposée pour la phase
d'ordonnanement.
Cheng, Wang et Sriskandarajah 1999
Cheng, Wang et Sriskandarajah ([Cheng et al., 1999℄) ont étudié le problème de ow
shop à deux mahines dans lequel un opérateur est hargé de préparer et de naliser
(démontage) les travaux sur les mahines. Deux as sont onsidérés : séparable et non
séparable. Dans le as séparable, la phase de montage peut ommener avant que l'opé-
ration soit disponible sur la ressoure. De même on onsidère que l'opération n'est plus
présente sur la ressoure lors du démontage. Dans le as non séparable, l'opération doit
être sur la ressoure pour que le montage puisse ommener, idem pour le démontage. Les
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auteurs ne onsidèrent que le as de mouvements yliques, 'est-à-dire que l'opérateur
doit se déplaer entre les deux mahines selon un ertain yle.
Les auteurs ont démontré que le problème est NP-omplet au sens fort aussi bien dans
le as séparable que non séparable. Ils ont aussi proposé des heuristiques pour résoudre
le problème.
Shahnai et Turek 1999
Shahnai et Turek ([Shahnai et Turek, 1999℄) ont étudié un problème d'ordonnane-
ment d'opérations au sein d'un système multi-ressoure, plus spéiquement un système
informatique. Dans e problème, une opération néessite plusieurs ressoures simultané-
ment, ainsi qu'une ertaine quantité de haque ressoure. L'objetif est de minimiser les
temps de réponses. Les auteurs proposent une heuristique pour résoudre le problème.
Artigues et Roubellat 2000
Artigues et Roubellat ([Artigues et Roubellat, 2000℄) ont étudié le problème de ges-
tion de projet à ontraintes de ressoure (RCPSP) dans le as multi-mode. Dans e
problème, il faut ordonnaner des travaux omposés d'opérations sur des ressoures qui
peuvent être umulatives. Les auteurs proposent une extension du modèle de graphe pour
prendre en ompte les ressoures umulatives.
Les auteurs proposent un algorithme pour insérer des travaux dans un ordonnane-
ment existant, ave omme objetif de minimiser l'impat sur le plus grand retard.
Dauzère-Pérès et Pavageau 2001
Dauzère-Pérès et Pavageau ([Dauzère-Pérès et Pavageau, 2001℄) ont proposé une mo-
délisation d'un problème de job shop exible et multiressoure qui est une extension
du modèle de [Dauzère-Pérès et al., 1998℄. Dans e nouveau modèle, une opération peut
néessiter plusieurs ressoures, mais la durée opératoire peut être diérente selon la res-
soure. Le modèle est restreint à deux as : soit les dates de début de haque sous-opération
sont identiques, soit e sont les dates de n qui sont identiques.
Un autre apport de e papier est l'extension de la ondition de Dauzère
([Dauzère-Pérès et Paulli, 1997℄) au as multiressoure.
O§uz, Eran, Cheng et Fung 2003
O§uz, Fikret Eran, Cheng et Fung ([O§uz et al., 2003℄) ont étudié le problème de
ow shop hybride à deux étages ave des opérations multi-ressoures. Dans e problème,
un travail doit passer en premier sur l'étage 1 et en seond sur l'étage 2. La partiularité
de e problème est qu'une opération peut néessiter simultanément plusieurs ressoures
d'un même étage. Les auteurs proposent un algorithme basé sur des règles de priorités
ave omme objetif la minimisation du makespan.
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erifo§lu et Ulusoy 2004
Sivrikaya erifo§lu et Ulusoy ([Serifo§lu et Ulusoy, 2004℄) ont proposé un algorithme
génétique pour le problème de ow shop hybride multi-étage ave des opérations multi-
ressoure. C'est une généralisation du problème étudié par [O§uz et al., 2003℄.
2.3 Job shop multiritère
Hukert, Rhode et Weber 1980
Hukert, Rhode, Roglin et Weber ([Hukert et al., 1980℄) ont proposé une méthode
interative pour résoudre le problème de job shop multiritère, ave dates de n souhai-
tées. Les ritères onsidérés sont : le makespan, la date de n moyenne des travaux, le
temps d'inativité des ressoures, le plus grand retard et le nombre de travaux en retards.
Les auteurs proposent un algorithme inspiré de la méthode STEM
([Benayoun et al., 1971℄). Cette méthode est en deux étapes. Dans la première étape, le
déideur donne un objetif à atteindre, i.e. une solution idéale. La seonde étape utilise un
algorithme glouton pour trouver une solution selon et objetif. Une solution est proposée
et le déideur peut soit arrêter, soit préiser un nouvel objetif.
Dekro, Hebert et Winkofsky 1982
Dekro, Hebert et Winkofsky ([Dekro et al., 1982℄) ont étudié le problème de job shop
ave dates de n souhaitées. Ils proposent un programme linéaire en nombres entiers pour
le résoudre. Ils onsidèrent les ritères du makespan, la date de n moyenne des travaux
et la somme des avanes et des retards. L'approhe que les auteurs proposent est basée
sur la programmation par objetifs.
Esquivel, Ferrero, Gallar, Salto, Alfonso et Shütz 2002
Esquivle, Ferrero, Gallar, Salto, Alfonso et Shütz ([Esquivel et al., 2002℄) ont appli-
qué plusieurs algorithmes génétiques pour la résolution du problème de job shop. Ils ont
étudié le problème sous l'angle monoritère et multiritère. Leurs algorithmes utilisent des
prinipes pour améliorer l'eaité de la méthode. Le premier prinipe est elui de géné-
rer plusieurs enfants à partir des deux mêmes parents. Le seond prinipe est d'empêher
le roisement de deux individus de la  même famille , 'est-à-dire deux individus qui
ont un anêtre ommun trop prohe au niveau du nombre de générations. Pour la réso-
lution du problème multiritère, les auteurs onsidèrent deux approhes : la ombinaison
linéaire des ritères et la détermination du front de Pareto.
Pour la ombinaison linéaire, les auteurs optimisent les ritères du makespan, de
l'avane globale et la somme pondérée des ns des travaux. Ils proposent de manipu-
ler trois populations indépendantes. Chaque population optimise un seul ritère. Une
fois que les trois populations ont onvergé, elles fusionnent pour ne former plus qu'une
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seule population. Cette unique population optimise la ombinaison linéaire des ritères.
A l'issue de ette étape, il est possible de déouper la population en trois en lassant
les individus selon leur qualité respetive pour haun des trois ritères. L'algorithme 4
dérit ette méthode.
Algorithme 4 Algorithme génétique multiritère proposé par [Esquivel et al., 2002℄
1 Initialiser trois populations de taille S (une par objetif)
2 Répéter
3 Faire évoluer haque population indépendamment jusqu'à e que la ondition
d'arrêt θ1 soit vériée
4 Fusionner les trois populations en une seule de taille 3× S
5 Faire évoluer la population uniée jusqu'à e que la ondition d'arrêt θ1 soit
vériée
6 Si La Condition d'arrêt θ2 n'est pas vériée alors
7 Créer une population de taille S ave les meilleurs individus selon le premier
ritère
8 Créer une population de taille S ave les meilleurs individus selon le seond
ritère
9 Créer une population de taille S ave les meilleurs individus selon le troisième
ritère
10 n Si
11 jusqu'à La Condition d'arrêt θ2 est vériée
Pour la reherhe du front de Pareto, les auteurs onsidèrent les ritères du makes-
pan et l'avane-retard moyen des travaux autour d'une date de n souhaitée ommune.
L'algorithme 5 dérit omment est gérée la population à une génération donnée.
Algorithme 5 Gestion de la population dans [Esquivel et al., 2002℄
Pré-onditions: n1 : nombre de roisements
1 Générer l'ensemble des enfants O (|O| = 2× n1)
2 Soit Onond l'ensemble des enfants non-dominés par le front de Pareto ourant.
3 Si Onond 6= ∅ alors
4 Insérer Onond dans la population
5 Sinon
6 Insérer n1 meilleurs individus de O dans la population
7 n Si
Suresh et Mohanasundaram 2006
Suresh et Mohanasundaram ([Suresh et Mohanasundaram, 2006℄) ont proposé de dé-
terminer une approximation du front de Pareto pour le problème de job shop multiritère
grâe à un reuit simulé. Ils onsidèrent les ritères du makespan et la date de n moyenne
des travaux.
L'algorithme proposé optimise une ombinaison linéaire des ritères, les oeients
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sont notés w1 et w2. Lors du premier appel, w1 = 1 et w2 = 0, 'est-à-dire qu'un seul
ritère est optimisé. La solution initiale est générée aléatoirement. A l'issue du premier
appel, la meilleure solution sert de solution initiale pour une nouvelle reherhe où les
oeients sont modiés (w1 = w1− 0.2 ; w2 = 1−w1). Dans leur approhe, une arhive
externe sert pour mémoriser les solutions non-dominées trouvées lors du déroulement de
l'algorithme.
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Chapitre 3
Job shop exible multiritère
Dans e hapitre nous nous intéressons à des problèmes d'ordonnanement
d'atelier dans lesquels des ressoures peuvent être équivalentes entre elles.
Nous résolvons es problèmes grâe à plusieurs méthodes : deux reherhes
Tabou, deux algorithmes génétiques et un algorithme  mémétique .
3.1 Dénition formelle du problème
Le problème que nous onsidérons est le job shop exible (FJSP - Flexible job shop
Sheduling Problem) qui est une généralisation du problème de job shop lassique. Nous
rappelons ii les notations.
On onsidère un ensemble J de n travaux. Ces travaux doivent être ordonnanés surm
ressoures disjontives, l'ensemble des ressoures est notéR. On note Rk la k
e`me
ressoure.
Chaque travail i est omposé de ni opérations liées entres elles par des ontraintes de
gamme. L'opération j du travail i est notée Oi,j . Les gammes ne sont pas néessairement
linéaires, 'est-à-dire qu'une opération peut avoir plusieurs suesseurs (l'ensemble Γi,j)
et plusieurs prédéesseurs (l'ensemble Γ−1i,j ). On suppose que haque travail n'a qu'une
seule opération nale notée Oi,ni . Chaque opération peut être exéutée sur plus d'une
ressoure. On note Ri,j l'ensemble des ressoures pouvant exéuter l'opération Oi,j. On
note la durée opératoire de l'opération Oi,j sur la ressoure Rk par pi,j,k. On note a(Oi,j)
la ressoure qui exéute Oi,j dans la solution onsidérée. A haque travail i est assoiée
une date due di. Il est possible de propager ette date due à toutes les opérations du
travail i (algorithme 6).
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Algorithme 6 Propagation des dates dues
1 O = ∅
2 Pour i = 1 à n faire
3 Pour j = 1 à ni − 1 faire
4 di,j =∞
5 nbSucci,j = |Γi,j|
6 n Pour
7 di,ni = di
8 Ajouter Oi,ni à O
9 n Pour
10 Tant que O 6= ∅ faire
11 Retirer une opération Oi,j de O
12 pmax = maxRk∈Ri,j pi,j,k /* L'aetation de l'opération n'étant pas onnue, on
prend sa plus grande durée possible. */
13 Pour haque Ok,l ∈ Γ
−1
i,j faire
14 dk,l = min(dk,l, di,j − pmax)
15 nbSucck,l = nbSucck,l − 1
16 Si nbSucck,l = 0 alors
17 Ajouter Ok,l à O
18 n Si
19 n Pour
20 n Tant que
3.2 Modèles de PLNE
H.M. Wagner ([Wagner, 1959℄) a proposé une modélisation du problème de job-shop
exible sous la forme d'un programme linéaire en nombres entiers. Ce modèle ne prend
en ompte que des gammes linéaires. Les variables du modèle sont les suivantes :
x
(l)
i,j,k =
{
1 si Oi,j est la l
e`me
opération sur Rk
0 sinon
(3.1)
t
(l)
k : est la date de début de la l
e`me
opération sur Rk (3.2)
s
(l)
k : est la durée entre la n de la l
e`me
opération et (3.3)
le début de la (l + 1)e`me sur Rk
s0k : est la durée entre 0 et la première opération sur Rk (3.4)
mk : est le nombre maximum d'opérations pouvant (3.5)
être exéutées sur Rk
Tx
(l)
k : est le temps opératoire de la l
e`me
opération sur Rk (3.6)
Dans e modèle, une opération Oi,j peut être exéutée par les ressouresRk1, Rk2, . . . , Rkq.
Les ontraintes 3.7 expriment qu'une opération Oi,j n'est aetée qu'à une seule ressoure
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et qu'à une seule position.
l=mk1∑
l=1
x
(l)
i,j,k1 +
l=mk2∑
l=1
x
(l)
i,j,k2 + . . .+
l=mkq∑
l=1
x
(l)
i,j,kq = 1 (3.7)
∀i = 1, . . . , n;∀j = 1, . . . , ni
Les ontraintes 3.8 expriment qu'à une position donnée sur Rk, au plus une opération
est présente. ∑
Oi,j |Rk∈Ri,j
x
(l)
i,j,k ≤ 1 (3.8)
∀k = 1, . . . ,m;∀l = 1, . . . ,mk
Les ontraintes 3.9 déterminent le temps opératoire de la le`me opération exéutée sur
Rk.
Tx
(l)
k =
∑
Oi,j |Rk∈Ri,j
pi,j,k × x
(l)
i,j,k (3.9)
∀k = 1, . . . ,m;∀l = 1, . . . ,mk
Les ontraintes 3.10 expriment les ontraintes de gamme opératoire pour deux opé-
ration Oi,j et Oi,j+1 sur les ressoures Rk1 et Rk2 , respetivement.
t
(l1)
k1 + pi,j,k1 × x
(l1)
i,j,k1 ≤ t
(l2)
k2 +HV × (2− x
(l1)
i,j,k1 − x
(l2)
i,j+1,k2) (3.10)
∀l1 = 1, . . . ,mk1;∀l2 = 1, . . . ,mk2
Le alul des dates de début au plus tt est obtenu par les ontraintes 3.11 et 3.12.
t
(1)
k = s
0
k ∀k = 1, . . . ,m (3.11)
t
(l)
k = s
0
k +
r=l−1∑
r=1
(Ts
(r)
k + s
(r)
k ) ∀k = 1, . . . ,m;∀l = 2, . . . ,mk (3.12)
Le Cmax est alulé par le dernier jeu de ontraintes.
tmkk + T
mk
xk
≤ Cmax ∀k = 1, . . . ,m (3.13)
Le modèle omporte #ope(m+ 3) +m variables et #ope2 + 4#ope+m ontraintes,
ave #ope =
∑n
i=1 ni le nombre total d'opérations.
B. Penz ([Penz, 1994℄) a proposé une autre modélisation (simpliée) du problème.
xi,j,k =
{
1 si Oi,j est aetée sur Rk
0 sinon
(3.14)
ya,bc,d =
{
1 si Oa,b est eetuée avant Oc,d
0 sinon
(3.15)
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Les ontraintes 3.16 forent qu'une opération soit aetée à une seule mahine.
∑
Rk∈Ri,j
xi,j,k = 1 ∀i = 1, . . . , n;∀j = 1, . . . , ni (3.16)
Les ontraintes de gammes et de date de n sont représentées par les équations 3.17
et 3.18.
ti,j+1 ≥ ti,j +
∑
Rk∈Ri,j
xi,j,k × pi,j,k ∀i = 1, . . . , n;∀j = 1, . . . , ni − 1 (3.17)
Cmax ≥ ti,ni +
∑
Rk∈Ri,ni
xi,ni,k × pi,ni,k ∀i = 1, . . . , n (3.18)
Les équations 3.19 à 3.22 permettent d'arbitrer les disjontions entre les opérations
sur une même ressoure. Si pour les opérations Oa,b et Oc,d l'intersetion Ra,b∩Rc,d n'est
pas vide, alors les ontraintes s'érivent pour les ressoures Rk ∈ Ra,b ∩Rc,d :
ya,bc,d + y
c,d
a,b = 1 (3.19)
tc,d ≥ ta,b + y
a,b
c,d × pa,b,k −HV × y
c,d
a,b (3.20)
−HV ×
∑
Rr∈Ra,b et Rr 6=Rk
xa,b,r
−HV ×
∑
Rr∈Rc,d et Rr 6=Rk
xc,d,r
ta,b ≥ tc,d + y
c,d
a,b × pc,d,k −HV × y
a,b
c,d (3.21)
−HV ×
∑
Rr∈Ra,b et Rr 6=Rk
xa,b,r
−HV ×
∑
Rr∈Rc,d et Rr 6=Rk
xc,d,r
Ce modèle omporte #ope(#ope+m) variables et O(#ope×m) ontraintes.
Ces modèles permettent de formaliser le problème. Toutefois, pour des instanes de
taille moyenne (d'après nos expérimentations : supérieure à 6 ressoures et 6 travaux)
le nombre de variables et de ontraintes est déjà trop important pour envisager une
résolution exate par un solver ommerial omme CPLEX ou XPRESS-MP.
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3.3 Approhe Tabou pour le job shop exible
Les algorithmes de reherhe Tabou (f. setion 1.5.1) ont démontré leur eaité
pour résoudre des problèmes d'ordonnanement et plus partiulièrement les problèmes de
job-shop ([Nowiki et Smutniki, 1993℄, [Dauzère-Pérès et Paulli, 1997℄).
Dans le adre d'une approhe multiritère, on peut appliquer diérentes tehniques
pour la détermination d'optima de Pareto (voir la setion 1.3). Nous nous sommes intéres-
sés à deux méthodes pour la détermination de solutions non-dominées : une ombinaison
linéaire des ritères (notée par la suite TSℓc) et une approhe epsilon-ontrainte (notée
par la suite TSǫ). Notons que l'utilisation d'une reherhe Tabou pour aborder une ap-
prohe epsilon-ontrainte est originale. A notre onnaissane, ette méthode n'avait pas
été utilisée auparavant pour e genre d'approhe. Ces deux versions de la reherhe Tabou
(inspirées par [Dauzère-Pérès et Paulli, 1997℄) partagent des points ommuns.
Lors d'études préliminaires, nous avons développé d'autres versions de la reherhe Ta-
bou utilisant un voisinage diérent ([Vilot et al., 2006b℄ et [Vilot et al., 2006℄). Les re-
herhes Tabou présentées ii sont des versions plus performantes ([Vilot et Billaut, 2007a℄
et [Vilot et Billaut, 2007℄).
3.3.1 Les points ommuns
Les deux versions de la reherhe Tabou ont les parties suivantes en ommun : le
odage d'une solution, la struture de voisinage et la gestion de la liste tabou.
Le odage d'une solution Une solution est représentée par le graphe onjontif las-
sique G = (V,E). L'ensemble des sommets est V = {Oi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ ni} ∪ {s, t}
ave s le sommet soure et t le sommet puits. On a un ar entre deux sommets s'il existe
une ontrainte de préédene entre les opérations orrespondantes. Il y a un ar entre
Oi,ni et t de longueur pi,ni,k, où Rk est la ressoure sur laquelle Oi,ni s'exéute. Il y a
un ar entre s et {Oi,j |Γ
−1
i,j = ∅} de longueur ri. Pour les autres ars, la longueur est
égale à la durée opératoire de l'opération sur la ressoure exéutée à l'origine de l'ar. Ce
graphe ne doit pas ontenir de iruit, sinon l'ordonnanement est infaisable et tous les
ars ont une longueur positive ou nulle. La gure 3.1 donne un exemple d'un tel graphe
(ars pleins représentant les ontraintes de gammes et les ars en pointillés les ontraintes
de ressoures) et la gure 3.2 le diagramme de Gantt orrespondant.
En faisant une reherhe du plus long hemin entre s et t dans e graphe on obtient
la valeur du makespan. Le plus grand retard est alulé en omparant la date de n de la
dernière opération de haque travail à la date due du travail.
La solution initiale La solution initiale est obtenue par un algorithme glouton fon-
tionnant en deux étapes. La première étape onsiste à résoudre a priori le problème
d'aetation pour haque opération. Ensuite il reste à résoudre un problème de job shop
lassique, e qui onstitue la seonde étape.
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Fig. 3.1  Exemple d'une représentation d'une solution sous forme de graphe
O2,2
O2,3 O3,3
O3,2
O2,1 O1,2
O1,3O1,1O3,1
R1
R2
R3
Fig. 3.2  Exemple d'un diagramme de Gantt
Première étape - Les opérations sont triées, dans une liste L, dans l'ordre roissant
des |Ri,j | et dans l'ordre déroissant des durées opératoires moyennes en as d'égalité.
On dénit la harge d'une ressoure par la somme des durées opératoires des opérations
aetées à ette ressoure. On trie les ressoures dans l'ordre roissant de leur harge,
on appelle ette liste R′. On prend la première opération Oi,j de L, on aete Oi,j sur
la première ressoure Rk de R
′
qui appartient à Ri,j . La harge de la ressoure hoisie
est mise à jour ainsi que le tri des ressoures. Ce proessus est itéré tant que G n'est pas
vide. Cette première étape est reprise de [Dauzère-Pérès et Paulli, 1997℄.
Seonde étape - Le problème de job shop résultant est résolu par un algorithme glouton
basé sur la règle slak. On note O l'ensemble des opérations andidates. Au ommene-
ment, O ontient toutes les opérations sans prédéesseur, i.e. Γ−1i,j = ∅. La date de début
au plus tt (ri,j) d'une opération Oi,j est le maximum entre les dates de n de haque
opération préédente dans la gamme et la date de disponibilité de la ressoure Rk qui
doit exéuter Oi,j.
Soit C∗ = minOi,j∈O(Ci,j) où Ci,j est la date de n de l'opération Oi,j si Oi,j est
ordonnanée à la date atuelle. Soit R∗k la ressoure exéutant l'opération Oi,j telle que
Ci,j = C
∗
.
Ensuite, parmi C = {Oi,j ∈ O|ri,j < C
∗
et a(Oi,j) = R
∗
k}, on ordonnane l'opération
qui à la plus petite marge (slak) Si,j = di,j − (ri,j + pi,j,k) : Oi∗,j∗ = Oi∗,j∗|Si∗,j∗ =
minOi,j Si,j
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Oi∗,j∗ est retirée de O. Les suesseurs de Oi∗,j∗ sont ajoutés à O si tous leurs pré-
déesseurs ont été ordonnanés. Les dates de début au plus tt sont mises à jour et le
proessus est itéré tant qu'il reste des opérations à ordonnaner.
L'algorithme 7 dérit la seonde étape.
Dénition d'un voisin La dénition d'un voisin est la même que dans
[Dauzère-Pérès et Paulli, 1997℄ (voir setion 2.1 page 29), elle est rappelée ii pour failiter
la ompréhension.
On obtient un voisin par le déplaement d'une opération. Cette tehnique permet à
la fois la modiation de l'aetation et la modiation de la séquene. Dans le graphe
onjontif, déplaer une opération x entre les opérations y et z signie :
 eaer l'ar (v, x) et (x,w), où v (respetivement w) est le prédéesseur (respeti-
vement le suesseur) de x sur la ressoure exéutant x,
 ajouter un ar (v,w),
 eaer l'ar (y, z),
 ajouter les ars (y, x) et (x, z).
On note e mouvement par {x, y, z}. La gure 3.3 illustre un tel mouvement.
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Fig. 3.3  Déplaer l'opération x entre y et z
La liste Tabou On utilise la liste Tabou Tℓ pour empêher la reherhe de bouler
entre des solutions. La liste Tabou a une taille xe et quand ette liste est pleine, l'élément
le plus anien est remplaé par le nouvel élément (règle du premier rentré, premier sorti).
Dans [Dauzère-Pérès et Paulli, 1997℄ les auteurs proposent trois types de liste Tabou.
Nous utilisons elle qu'ils ont onsidéré omme étant la plus performante. La liste fon-
tionne ainsi : après le déplaement de x entre y et z, on ajoute les ouples (x, y) et (z, x)
à la liste Tabou. Un mouvement {x′, y′, z′} est interdit si (x′, y′) ∈ Tℓ ou si (z′, x′) ∈ Tℓ.
La struture de voisinage On dénit le voisinage V ainsi : haque opération Oi,j
est éhangée ave l'opération immédiatement préédente sur la ressoure, si e n'est pas
la première opération. Pour pouvoir hanger l'aetation, pour haque ressoure dans
Ri,j (sauf pour la ressoure ourante a(Oi,j)), Oi,j est déplaée à la première position
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Algorithme 7 Algorithme glouton pour le job shop
1 O = ∅
2 Pour i = 0 à i = m Faire Cm[i] = 0 n Pour
3 Pour i = 1 à n faire
4 Pour j = 1 à ni faire
5 ri,j = 0
6 Si Γ−1i,j = ∅ Alors Ajouter Oi,j à O n Si
7 n Pour
8 n Pour
9 Tant que O 6= ∅ faire
10 C∗ =∞
/* Reherhe de l'opération se terminant le plus tt */
11 Pour haque Oi,j ∈ O faire
12 Rk = a(Oi,j)
13 dateF in = max(ri,j, Cm[k]) + pi,j,k
14 Si C∗ > dateF in alors
15 C∗ = dateF in
16 R∗k = Rk
17 n Si
18 n Pour
/* Reherhe de l'opération la plus prioritaire */
19 minSlack =∞
20 Pour haque Oi,j ∈ O faire
21 Rk = a(Oi,j)
22 Si Rk = R
∗
k et ri,j < C
∗
et minSlack > di,j − (ri,j + pi,j,k) alors
23 minSlack = di,j − (ri,j + pi,j,k)
24 Oi∗,j∗ = Oi,j
25 n Si
26 n Pour
/* Ordonnaner Oi∗,j∗ au plus tt */
27 ri∗,j∗ = max(ri∗,j∗, Cm[R
∗
k])
28 Ci∗,j∗ = ri∗,j∗ + pi∗,j∗,k∗
29 Cm[k
∗] = Ci∗,j∗
/* Mise à jour des listes et des indiateurs */
30 Retirer Oi∗,j∗ de O
31 Pour haque Oi,j ∈ Γi∗,j∗ faire
32 ri,j = max(ri,j, Ci∗,j∗)
33 Si Tous les prédéesseurs d'Oi,j ont été ordonnanés alors
34 Ajouter Oi,j à O
35 n Si
36 n Pour
37 n Tant que
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d'insertion possible qui ommene au même moment ou juste après la date de début
atuelle de l'opération. La gure 3.4 montre un déplaement qui hange l'aetation,
où x ommene dès que y se termine (les lignes pointillées représentent les ontraintes
de gamme et elles ne sont pas modiées). Par rapport à [Dauzère-Pérès et Paulli, 1997℄,
notre voisinage est plus restreint.
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Fig. 3.4  La modiation de l'aetation pour x
L'algorithme 8 dérit la proédure d'exploration du voisinage. Seqk est l'ensemble
des opérations ordonnanées sur Rk et Seqk,l indique l'opération en position l sur la res-
soure Rk. Cet algorithme ommene par essayer tous les éhanges d'opérations sur une
même ressoure, ave l'opération préédente, avant d'essayer de hanger les aetations.
La proédure RechercheInsertion(r, o) trouve la position d'insertion de l'opération o sur
la ressoure Rr. La proédure Évaluer_le_voisin évalue la qualité du voisin selon l'ap-
prohe hoisie (ǫ-ontrainte où ombinaison linéaire) et enregistre la solution si 'est la
meilleure trouvée jusqu'à présent.
Proposition 1 : Le voisinage V est onnexe.
Preuve : On onsidère une solution initiale Si et une solution désirée St. On doit démon-
trer qu'il est toujours possible d'obtenir St depuis Si en un nombre ni de mouvements.
Nous onsidérons les graphes onjontifs orrespondant à es ordonnanements et nous
les notons Gi et Gt respetivement. Depuis Si il est toujours possible de hanger l'aeta-
tion des opérations pour que l'aetation soit identique à elle de St. De par la dénition
du mouvement qui réalise le hangement d'aetation, il est évident qu'un tel ensemble
de mouvements ne peut pas réer de iruit dans le graphe onjontif. La notation Si est
maintenant utilisée pour indiquer l'ordonnanement ourant dans l'étape de modiation.
Nous pouvons maintenant supposer que l'aetation dans Si est la même que dans St.
Supposons que Gt est trié dans l'ordre topologique. On ommene par onsidérer les
opérations du premier rang dans Gt. Comme es opérations n'ont pas de prédéesseur,
il est toujours possible - en utilisant le mouvement d'éhange - de les mettre au premier
rang dans Gi.
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Algorithme 8 L'exploration du voisinage
1 Pour haque Rk ∈ R faire
2 Pour l = 1 jusqu'à |Seqk| faire
3 Si l ≥ 2 et (Seqk,l, Seqk,l−2) /∈ Tℓ et (Seqk,l−1, Seqk,l) /∈ Tℓ alors
4 Déplaer Seqk,l entre Seqk,l−2 et Seqk,l−1 ; Évaluer_le_voisin ; Annuler
le déplaement
5 n Si
6 Pour haque Rk′ ∈ RSeqk,l faire
7 l′ ← RechercheInsertion(k′, Seqk,l)
8 Si Rk′ 6= Rk et (Seqk,l, Seqk′,l′−1) /∈ Tℓ et (Seqk′,l′ , Seqk,l) /∈ Tℓ alors
9 Déplaer Seqk,l entre Seqk′,l′−1 et Seqk′,l′ ; Évaluer_le_voisin ; An-
nuler le déplaement
10 n Si
11 n Pour
12 n Pour
13 n Pour
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Fig. 3.5  Génération d'un iruit après une modiation de la séquene
Considérons maintenant une opération x de rang r dans Gt et supposons que les
opérations de rang r′ < r dans Gt sont sur les mêmes rangs dans Gi. La gure 3.5 illustre
le seul as où un éhange de x ave son prédéesseur immédiat sur la ressoure génère
un iruit (les lignes pointillées représentent des ontraintes de gamme). Notons que le
hemin de w à y peut être omposé par plus d'un ar. Le mouvement de x dans Gi ne
peut pas générer le iruit de la gure 3.5(b) ar les opérations z, w et y, qui préédent x
dans la gure 3.5(b), sont de rang r′ < r et elles sont don déjà orretement plaées dans
Gi. Il est don toujours possible d'éhanger x ave sont prédéesseur jusqu'à e que son
rang soit le même dans Gi que dans Gt. Par le déplaement des opérations de Gi dans
l'ordre topologique de Gt, on obtient St depuis Si après un nombre ni de déplaements.

3.3.2 Approhe Epsilon-ontrainte, TSǫ
On suppose qu'on herhe à optimiser le Cmax sous la ontrainte Lmax < ǫ.
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Évaluation d'un voisin L'originalité de la reherhe Tabou utilisant une approhe
ǫ-ontrainte réside dans la séletion du meilleur voisin. On distingue trois as :
1. Il existe au moins un voisin qui respete la borne ǫ. On onsidère alors que le
meilleur voisin est elui qui minimise Cmax parmi eux qui vérient Lmax < ǫ.
2. Auun voisin ne respete la borne ǫ et il en existe au moins un qui a un Cmax
meilleur que elui de la solution ourante. Alors on onsidère que le meilleur voisin
est elui qui minimise le Lmax tout en étant au moins aussi bon sur le Cmax que la
solution ourante.
3. Auun voisin ne respete la borne ǫ et auun n'améliore le Cmax de la solution
ourante. Alors on onsidère que le meilleur voisin est elui qui minimise le Lmax.
La gure 3.6 illustre les trois as possibles pour le hoix du meilleur voisin (entouré).
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Fig. 3.6  Choix du meilleur voisin dans le as d'une approhe ǫ-ontrainte
Ave ette séletion, on herhe d'abord à obtenir une solution respetant la borne.
Puis on améliore le makespan en respetant au maximum la borne. On s'autorise quand
même à explorer, temporairement, des solutions non satisfaisantes. La solution retournée
par TSǫ est la meilleure solution respetant la borne trouvée au ours de la reherhe. Si
auune solution respetant ette borne n'a été trouvée, alors la reherhe retourne ∅.
Détermination d'un front de Pareto En appelant suessivement TSǫ, on peut
déterminer une approximation du front de Pareto. Le prinipe est dérit par l'algorithme
9.
3.3.3 Approhe par ombinaison linéaire des ritères, TSℓc
Évaluation d'un voisin On évalue une solution par une ombinaison linéaire des
ritères. On onsidère les ritères du makespan (Cmax) et du plus grand retard (Lmax).
Un des problèmes posés par une telle approhe est l'ordre de grandeur des ritères. Par
exemple, on peut envisager une solution S où Cmax = 1000 et Lmax = 10. Dans e as le
makespan oulte le plus grand retard. De plus, il peut être impossible d'estimer a priori
l'ordre de grandeur de haque ritère. Pour surmonter ette diulté, les oeients de
la ombinaison linéaire sont normalisés dynamiquement. L'évaluation d'une solution est
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Algorithme 9 Détermination d'un front de Pareto ave l'approhe epsilon-ontrainte
Pré-onditions: TSǫ(val, s) : lane la reherhe Tabou epsilon-ontrainte ave omme
objetif Lmax < val et en partant de la solution s. Si s = ∅, alors la solution initiale
est générée par l'algorithme glouton (f. page 46).
1 ǫ =∞
2 S ← TSǫ(ǫ, ∅)
3 Tant que S 6= ∅ faire
4 Mettre à jour l'ensemble des solutions non-dominées ave S
5 ǫ = Lmax(S)
6 S ← TSǫ(ǫ, S)
7 Si S = ∅ alors
8 S ← TSǫ(ǫ, ∅)
9 n Si
10 n Tant que
donnée par la formule suivante :
Z(S) =
α× Cmax(S)
max(1,max(Cmax)−min(Cmax))
+
β × Lmax(S)
max(1,max(Lmax)−min(Lmax))
Ave
 {α, β} les oeients hoisis par le déideur,
 Cmax(S) et Lmax(S) le makespan et le plus grand retard de la solution S,
On note Sibest le voisin hoisi à l'itération i, et k le numéro de l'itération ourante de
TSℓc. On alule les valeurs maximales et minimales des ritères par la formule :
Y = {Sibest,∀i, i < k} ; max(Cmax) = max
y∈Y
Cmax(y) ; min(Cmax) = min
y∈Y
Cmax(y)
max(Lmax) = max
y∈Y
Lmax(y) ; min(Lmax) = min
y∈Y
Lmax(y)
Cette normalisation est inspirée par [Deb et al., 2002℄ pour le alul de la distane de
rowding.
Diversiation Parfois la reherhe Tabou tombe dans un optimum loal et est ina-
pable de s'en sortir. Dans e as de gure, on peut utiliser un opérateur de diversiation,
inspiré par le prinipe de l'osillation stratégique (strategi osillation en anglais). L'os-
illation stratégique onsiste à autoriser l'exploration de solutions non faisables pendant
une ourte période de temps. Un exemple peut être trouvé dans [Downsland, 1998℄.
La diversiation que nous avons implémentée fontionne selon le prinipe suivant.
Dans TSℓc, après un ertain nombre d'itérations sans amélioration, la reherhe reom-
mene ave la meilleure solution onnue S+ et on tire aléatoirement de nouveaux o-
eients α′ et β′ pour la ombinaison linéaire. En utilisant ette tehnique, ertaines
solutions qui n'auraient jamais étaient explorées ave les oeients initiaux peuvent
être explorées. La reherhe ontinue ave es nouveaux oeients jusqu'à e qu'une
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meilleure solution que S+ (ave les oeients orrets α et β) soit trouvée ou jusqu'à
e que le ritère d'arrêt soit atteint. Dans le premier as, TSℓc ontinue ave la nouvelle
solution et les oeients orrets, sinon 'est la n de la reherhe Tabou.
3.4 Approhe par algorithme génétique pour le job shop
exible
Dans le adre de la détermination d'une approximation d'un front de Pareto, les
algorithmes génétiques sont partiulièrement bien adaptés. En eet, omme ils manipulent
un ensemble de solutions, ils peuvent fournir une approximation du front de Pareto en une
seule exéution. Nous proposons deux algorithmes génétiques. Le premier a un odage
indiret ([Vilot et Billaut, 2006℄), le seond a un odage diret ([Vilot et al., 2006d℄,
[Vilot et al., 2006a℄, [Vilot et Billaut, 2007d℄). Ensuite nous proposons un algorithme
 memetique  ([Vilot et Billaut, 2007b℄).
3.4.1 Un algorithme génétique à odage indiret, AGind
Le odage d'un individu Un individu est odé par deux veteurs, qui ont une taille
égale au nombre d'opérations dans le problème. Le premier veteur orrespond à l'af-
fetation des opérations sur les ressoures. Le seond veteur est la priorité de haque
opération.
Ce odage est indiret, 'est-à-dire que le hromosome est insusant pour représenter
une solution sans ambiguïté et don pour évaluer la qualité de l'individu ; on a besoin
d'un générateur d'ordonnanements pour obtenir une solution. Le générateur ommene
par aeter les opérations sur les ressoures selon le veteur d'aetation et on résout le
problème de job-shop résultant par un proédé similaire à l'algorithme 7 (page 46) sauf
qu'au lieu de hoisir l'opération qui a la plus petite marge slak, on hoisit l'opération
la plus prioritaire selon le veteur des priorités.
Le tableau 3.1 donne un exemple d'un tel odage.
Opérations 1 2 3 4 5 6 7
Aetation R1 R2 R2 R3 R1 R2 R1
Priorité 15 33 6 42 73 99 40
Tab. 3.1  Exemple de odage d'une solution
Le roisement Le roisement hoisi est un roisement dit à un point : à partir des deux
parents P1 et P2 on va hoisir aléatoirement un point de oupure pour haun des deux
veteurs. Dans le nouvel individu enfant E, haque veteur sera omposé des éléments de
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P1 jusqu'au point de oupure et des éléments de P2 après le point de oupure. La gure
3.7 illustre le roisement de deux individus.
R1 R3 R2 R3 R1 R2 R1 R3 R1 R2 R2 R3 R2 R2
15 33 6 42 73 99 40 60 84 20 42 35 12 55
R1 R3 R2 R2 R3 R2 R2
15 33 6 42 73 12 55
q )
P1 P2
E
Fig. 3.7  Croisement des parents P1 et P2 pour former un enfant E
La mutation L'opérateur de mutation onsiste à hanger aléatoirement la mahine
aetée à une opération ou à modier aléatoirement la priorité d'une opération.
L'évaluation des individus Notre objetif étant d'avoir le plus grand nombre de
solutions non dominées, le alul de la fore des individus doit tenir ompte du nombre
de solutions que domine l'individu mais aussi de la diversité du front de Pareto, an
d'éviter que toutes les solutions soient dans une plage de valeurs trop prohes.
Pour ela, on dénit une grille dans l'espae des ritères (f. gure 3.8). Tous les indivi-
dus ontenus dans une même ase ont la même fore. Cette fore est alulée en omptant
le nombre d'individus se trouvant dans les ases totalement dominées et en soustrayant
le nombre d'individus dans la ase elle-même (inspirée par [Zitzler et al., 2004℄). Cei a
pour but de diversier la répartition de la population. Par exemple pour la ase (C,3), les
ases totalement dominées sont {(D,4), (D,5), (D,6), (E,4), (E,5), (E,6)}, qui ontiennent
en tout huit individus, et le nombre d'éléments dans la ase (C,3) est 2. La fore des
individus de la ase (C,3) est don 8− 2 = 6.
L'opérateur de séletion On utilise le tournoi binaire omme opérateur de séletion.
Le prinipe de et opérateur est le suivant : on tire au hasard deux individus dans la
population et on garde le meilleur.
La population La population est de taille xe. A haque génération elle est partielle-
ment renouvelée. La population initiale est générée aléatoirement : pour haque opération
de haque individu on tire aléatoirement une aetation ompatible et la priorité est tirée
aléatoirement.
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Fig. 3.8  Calul de la fore des individus
Au ours de l'exéution, les meilleurs individus sont sauvegardés dans une arhive
externe.
3.4.2 Un algorithme génétique ave un odage diret, AGdir
Un défaut des odages indirets est qu'il n'existe pas une bijetion entre un individu
et une solution. En eet, plusieurs odages diérents peuvent donner la même solution.
Telle est la raison qui nous a poussé à développer un algorithme génétique utilisant un
odage diret, 'est-à-dire tel que pour un individu donné, il n'existe qu'une seule solution
au problème et réiproquement.
Le odage d'un individu On représente un individu par une matrie C omposée de
m lignes (une par ressoure) où Ck,ℓ indique l'opération en position ℓ sur la ressoure
Rk (1 ≤ k ≤ m), ℓ est ompris entre 1 et le nombre maximum d'opérations aetées
sur la ressoure. La matrie suivante représente le odage de l'individu orrespondant au
diagramme de Gantt de la gure 3.2 (page 44).
C =
 O2,2 O3,2 − −O2,1 O1,2 O2,3 O3,3
O3,1 O1,1 O1,3 −

On dit que la matrie a un  prol , qui orrespond au nombre de positions valides
sur haque ligne (dépend du nombre d'opérations aetées sur la ressoure).
Le roisement Le roisement fontionne ainsi : premièrement on séletionne deux pa-
rents a et b selon l'opérateur de séletion. Ensuite on génère aléatoirement une matrie B
de booléens, ave le même prol que a. Chaque élément a une équiprobabilité d'être '1'
ou '0'. Un '1' signie que l'opération orrespondante dans a sera à la même position dans
l'enfant (première étape dans la gure 3.9). Les opérations de a qui sont maintenant dans
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l'enfant sont eaées dans b et on obtient pour haque ligne un ensemble des opérations
restantes qui viennent de b. On remplit les positions vides dans l'enfant ave les opéra-
tions restantes dans l'ordre où elles apparaissent dans b. Dans le as où auune position
n'est présente pour plaer l'opération, on plae ette opération à la n de la séquene
sur la même ressoure que dans b. Enn, s'il reste au nal des positions vides sur une
ressoure, les sous-séquenes sont alées à gauhe.
La gure 3.9 donne un exemple de roisement
A e point, il est possible que l'enfant ne soit pas réalisable, 'est-à-dire qu'il y ait
un iruit dans le graphe orrespondant. Dans e as, on identie une opération qui fait
partie du iruit et qui orrespond à un '0' dans la matrie B (il existe au moins une telle
opération, sinon le iruit serait aussi dans a). On fore la valeur de et élément à '1'
dans la matrie B et un nouvel enfant est généré. Dans le pire des as, toutes les valeurs
de la matrie B sont à '1' et l'enfant est un lone de a. Ce as ne s'est jamais présenté
durant nos expérimentations, et généralement ette réparation onverge en une ou deux
itérations.
0 1
1 1
1 1
00
0
_
Matrie booléenne aléatoire B =
Enfant - première étape
O2,2
O2,3
O1,2O2,1
O3,2
O3,3
O1,3
O1,1
O3,1
_ _
_
Enfant nal
Opérations restantes dans b
O3,2
O2,1 O1,2
O3,1 O1,3
O2,2
O2,3 O3,3
O3,2
O2,1 O1,2
O1,3O1,1O3,1
R1
R2
R3 O2,2
O2,3
O3,3
O3,2O2,1
O1,2
O1,3
O1,1
O3,1
R1
R2
R3
O2,2
O2,3
Codage de (a)
O1,2O2,1
O3,2
O3,3
O1,3O1,1O3,1
Codage de (b)
O1,1 O1,2 O2,3
O3,1 O1,3 O3,3
O2,1 O2,2 O3,2
O1,1
O2,1
O2,3
O1,3O3,1 O3,3
O1,2
O2,2 O3,2
Fig. 3.9  Croisement
La mutation Dans et algorithme, la mutation ne s'applique pas à seulement un gène,
mais à l'individu en entier. L'opérateur de mutation est une adaptation de la dénition
d'un voisin dans la reherhe Tabou de [Dauzère-Pérès et Paulli, 1997℄. Le prinipe est le
suivant : on hoisit aléatoirement une opération Oi,j , ette opération est déplaée à une
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position aléatoire sur une des mahines ompatibles de Ri,j . On s'assure que le déplae-
ment ne rée pas de iruit dans le graphe. On alule dynamiquement la probabilité de
mutation (Tm) à haque génération ave la formule suivante :
Tm = TMmax ×
Nombre de générations sans amélioration
Nombre maximum de générations sans amélioration
Ave TMmax la probabilité de mutation maximale dénie par le déideur.
La population On peut générer la population initiale de deux façons, soit elle est
partiellement initialisée par des solutions issues d'une reherhe Tabou, soit elle est to-
talement aléatoire. Pour générer aléatoirement une solution faisable, on ommene par
aeter aléatoirement les opérations sur les ressoures. Ensuite on utilise l'algorithme
glouton (algorithme 7 page 46) sauf qu'au lieu de hoisir l'opération suivante qui a la
plus petite marge slak, on hoisit l'opération suivante de façon aléatoire. La popula-
tion est de taille N .
Par la suite, on note AGdirr  la version de l'algorithme sans initialisation par TSℓc.
NSGA-II L'algorithme génétique utilise le shéma d'algorithme NSGA-II
([Deb et al., 2002℄). Le but de NSGA-II est d'être rapide et élitiste. Il fontionne de la
façon suivante.
Tous les individus de la population initiale (notée P0 ; |P0| = N) sont évalués se-
lon la méthode des niveaux non-dominés. La gure 3.10 illustre le onept des niveaux
non-dominés. Le premier niveau ontient tous les individus dominants de la population.
Ensuite, si on ne tient plus ompte de es individus, le nouvel ensemble d'individus non
dominés onstitue le seond niveau. Ce proessus est itéré tant que tous les individus de la
population ne sont pas lassés. Les niveaux forment la fore (à minimiser) des individus
de la population initiale. L'algorithme 10 dérit ette proédure. p ≺ q signie que la
solution p domine stritement la solution q.
On utilise un tournoi binaire pour la séletion des parents. On utilise l'opérateur de
roisement et de mutation pour réer le premier ensemble d'enfants Q0 (|Q0| = N).
A une génération donnée t, on dénit Rt = Pt ∪ Qt. On reherhe les niveaux non-
dominés sur Rt. On trie les individus de Rt selon leur niveau (algorithme 10). On dénit
par le front Ff les solutions non-dominées du niveau f .
Les individus dans la population parente Pt+1 à la génération t+ 1 sont les solutions
des fronts F1 à Fλ ave λ tel que
∑λ
i=1 |Fi| ≤ N et
∑λ+1
i=1 |Fi| > N plus les N−
∑λ
i=1 |Fi|
premières solutions de Fλ+1 selon l'ordre déroissant de leur distane de rowding. Les
solutions restantes sont éliminées. Au nal, la taille de Pt+1 est N . On utilise les opéra-
teurs de roisement et de mutation sur les individus de Pt+1 pour former une nouvelle
population enfante Qt+1. La gure 3.11 illustre la réation de la population Pt+1.
La distane de rowding pour un individu est dénie ainsi ([Deb et al., 2002℄) : 'est
 une estimation du périmètre formé par le pavé utilisant les plus prohes voisins omme
sommets . On assure la diversité grâe à la distane de rowding. Pour un individu, la
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6
-
Niveau 1
Niveau 2
Niveau 3
Cmax
Lmax
Fig. 3.10  Niveaux non-dominés
Algorithme 10 Fast non dominated sort [Deb et al., 2002℄
1 Pour haque p ∈ P faire
2 Sp = ∅ ; np = 0
3 Pour haque q ∈ P faire
4 Si p ≺ q alors
5 /* si p domine q, ajouter q à l'ensemble des solutions dominées par p
*/
6 Sp = Sp ∪ {q}
7 Sinon Si q ≺ p alors
8 /* si q domine p, inrémenter le ompteur de dominane de p */
9 np = np + 1
10 n Si
11 n Pour
12 Si np = 0 alors
13 prank = 1 ; F1 = F1 ∪ {p} /* p appartient au premier front */
14 n Si
15 n Pour
16 i = 1 /* Initialise le ompteur de front */
17 Tant que Fi 6= ∅ faire
18 Q = ∅ /* Utilisé pour stoker les membres du prohain front */
19 Pour haque p ∈ Fi faire
20 Pour haque q ∈ Sp faire
21 nq = nq − 1
22 Si nq = 0 alors
23 qrank = i+ 1 ; Q = Q ∪ {q} /* q appartient au prohain front */
24 n Si
25 n Pour
26 n Pour
27 i = i+ 1 ; Fi = Q
28 n Tant que
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Pt
Qt
F3
F4
F5
Tri non-dominé
Eliminés
F3
-
-
Tri selon la
Pt+1
F3
distane de
rowding
F1
Fλ
F1
Fλ
Fig. 3.11  Constrution de la population Pt+1
distane de rowding est la somme des distanes normalisées (dans l'espae des ritères)
entre les voisins droit et gauhe pour haque objetif onsidéré. Les solutions extrêmes
ont une distane de rowding égale à l'inni. L'algorithme 11 dérit le alul des distanes
de rowding, la gure 3.12 illustre le onept dans deux dimensions.
6
-
Cmax
Lmax
h
Pavé
-ﬀ a
-ﬀ
6
?
A
B 6
?
b
Fig. 3.12  Calul de la distane de rowding
Dans notre exemple à deux dimensions, la distane de rowding dc de l'individu vaut :
dc =
a
A
+
b
B
L'opérateur de séletion est un tournoi binaire : entre deux individus, on séletionne
elui ave le plus faible niveau. Si les deux individus sont sur le même niveau, le meilleur
individu est elui ave la plus grande distane de rowding.
L'algorithme s'arrête après un ertain nombre de générations sans amélioration ou
après un ertain temps de alul, tout deux dénit par l'utilisateur.
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Algorithme 11 Calul des distanes de rowding des individus d'un front
Pré-onditions: I : ensemble des individus du front onsidéré
Pré-onditions: tri(J, c) : fontion qui trie les individus de l'ensemble J selon leur valeur
du ritère c.
Pré-onditions: fmaxc : plus grande valeur du ritère c dans le front.
Pré-onditions: fminc : plus petite valeur du ritère c dans le front.
Pré-onditions: I[x].c : valeur du ritère c du xième individu dans l'ensemble I.
1 l = |I| /* Nombre de solutions dans I */
2 Pour haque i faire
3 I[i]distance = 0 /* Initialisation des distanes */
4 n Pour
5 Pour haque fontion objetif m faire
6 I = tri(I,m)
7 I[1]distance = I[l]distance = ∞ /* Les individus aux extrémités ont une distane
innie */
8 Pour i=2 à l − 1 faire
9 I[i]distance = I[i]distance +
I[i+1].m−I[i−1].m
fmaxm −f
min
m
10 n Pour
11 n Pour
Le ode de l'algorithme de Deb est disponible sur le web :
http ://www.iitk.a.in/kangal/deb_researh.shtml
Toutefois, pour des raisons d'eaité, il nous a semblé préférable de le reoder en-
tièrement.
3.4.3 Algorithme Mémétique, Mem
Un algorithme Mémétique est une hybridation entre un algorithme génétique et une
reherhe loale. Dans e type d'algorithme, une méthode de reherhe loale, ii une re-
herhe Tabou, remplae la mutation dans l'algorithme génétique. Nous proposons d'hy-
brider notre algorithme génétique à odage diret (AGdir) ave nos deux variantes de
notre reherhe Tabou.
Le prinipe est le suivant : premièrement on lane la reherhe Tabou basée sur la om-
binaison linéaire des ritères (TSℓc) pour trouver quelques bonnes solutions au problème.
Ensuite es solutions sont injetées dans la population initiale de l'algorithme génétique.
La reherhe Tabou basée sur l'approhe ǫ-ontrainte (TSǫ) remplae la mutation. Par
la suite on ontinuera à utiliser le terme  mutation  pour failiter la leture.
Pour l'initialisation, TSℓc est lanée ave omme valeurs de oeients (α, β) =
{(0, 1); (0.25, 0.75); (0.5, 0.5); (0.75, 0.25); (1, 0)}.
Insertion de la reherhe Tabou dans l'algorithme génétique On peut envisager
plusieurs tehniques pour remplaer la mutation lassique par la reherhe Tabou. La plus
simple étant qu'à haque fois qu'un individu doit muter, on lane la reherhe Tabou ave
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et individu omme point de départ. Dans e as, le mutant est la solution renvoyée par
la reherhe Tabou.
Cette première approhe naïve peut être ineae ave NSGA-II. En eet, NSGA-II
est un algorithme fortement élitiste et beauoup de solutions sont éliminées à haque gé-
nération. Ainsi, si la solution fournie par la reherhe Tabou n'est pas de qualité susante
elle sera éliminée sans jamais être utilisée lors d'un roisement. Dans e as le temps de
alul utilisé lors de la reherhe Tabou est omplètement perdu.
La première tehnique que nous avons utilisée pour prévenir e phénomène est de faire
en sorte qu'un individu issu de la mutation ne puisse pas être éliminé tant qu'il ne s'est
pas reproduit. Le problème ave ette méthode est que l'enfant ainsi obtenu n'a auune
garantie de ne pas être éliminé. On repousse le problème  d'une génération .
La seonde tehnique onsiste à ne faire muter que des individus de bonne qualité.
Pour ela on ne s'autorise à laner la reherhe Tabou que sur des solutions appartenant
au premier front.
Plus spéiquement onernant l'appel à TSǫ, le paramètre ǫ est tiré aléatoirement
entre 0.7× Lmax(S) et 1.2× Lmax(S), où S est la solution à muter.
Une remarque qu'on peut faire ave les méthodes de voisinage omme une reherhe
Tabou est que parfois il vaut mieux partir d'une solution mauvaise S′ pour arriver à une
bonne plutt que de partir d'une solution déjà bonne S. En eet en partant d'une bonne
solution, on risque d'être bloqué dans l'extremum loal de ette solution. La gure 3.13
illustre e genre de diultés.
6
?
?
S
S′
Objetif
Fig. 3.13  Eaité d'un algorithme selon la solution initiale
Dans notre algorithme, à haque mutation la probabilité de laner TSǫ ave omme
solution de départ l'individu à muter est de 50%, dans les autres as, TSǫ utilise omme
solution de départ elle générée par l'algorithme glouton.
L'algorithme 12 dérit le fontionnement de la méthode. La reherhe Tabou basée
sur la ombinaison linéaire des ritères génère le premier ensemble de solutions initiales
Sinit à la ligne 1. A la ligne 2, on ajoute à Sinit des solutions aléatoires Srand pour que
|Sinit ∪ Srand| = N , on obtient ainsi la première population parent P0 = Sinit ∪ Srand.
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La première population enfant Q0 est obtenue à partir de P0 à la ligne 3. On initialise le
ompteur de génération t à la ligne 4.
De la ligne 5 à la ligne 26, on a la boule prinipale de l'algorithme. A la ligne 5, on
lasse les individus de Qt selon leur niveau ave l'algorithme Fast non-dominated sort (f.
algorithme 10). On obtient F qui est l'ensemble des niveaux non-dominés, on note F1 le
premier niveau, F2 le deuxième niveau, et.
La boule de la ligne 7 à la ligne 14 orrespond à la mutation. A la ligne 8 on vérie
que l'individu appartient au premier front et que la probabilité de mutation est vériée.
La ligne 9 alule la valeur d'epsilon : on tire selon une loi aléatoire uniforme ǫ entre 70%
et 120% de la valeur du Lmax de l'individu à muter. A la ligne 10, on lane la reherhe
Tabou ǫ-ontrainte sur l'individu onsidéré.
A la ligne 13, on réunit la population de parents Pt et d'enfants Qt dans la population
Rt. A la ligne 14, on lasse les individus de Rt selon leur niveau ave l'algorithme Fast non-
dominated sort (f. algorithme 10). La future population de parents Pt+1 est initialisée
à la ligne 15. De la ligne 16 à la ligne 24, on remplit la population de parents pour
la génération suivante. La boule de la ligne 17 à 21 permet de remplir Pt+1 ave les
individus des premiers niveaux, tel que |Pt+1| ≤ N . A la ligne 22, la fontion tri(F ) trie
les individus du niveau F selon leur distane de rowding déroissante. La ligne 24 nit de
remplir la population Pt+1 pour que |Pt+1| = N . Enn à la ligne 25, on rée la population
d'enfants de la génération suivante.
3.5 Expérimentations
An de pouvoir évaluer orretement nos algorithmes, nous avons hoisi de les tester
sur des instanes issues de la littérature.
Toutes les expérimentations ont été réalisées sur un PC équipé d'un Pentium IV
adené à 2.8GHz et ayant 512Mo de mémoire vive.
3.5.1 Protoole expérimental
On réalise les expérimentations sur les instanes d'Hurink ([Hurink et al., 1994℄), elles-
mêmes proviennent de [Adams et al., 1988℄. Ce sont des instanes pour le problème de
job shop exible. La durée opératoire de haque opération ne dépend pas de la ressoure
sur laquelle elle est aetée. Nous avons ajouté des dates de n souhaitées aux travaux
pour pouvoir faire des évaluations sur le plus grand retard. Nous nous sommes inspirés
pour ela de [Demirkol et al., 1998℄. On génère, selon une loi uniforme, la date de n
souhaitée di d'un travail i grâe à la formule :
di →֒ U
[
µi ×
(
1−
R
2
)
;µi ×
(
1 +
R
2
)]
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Algorithme 12 Algorithme memeti
Pré-onditions: TSℓc : Reherhe Tabou basée sur la ombinaison linéaire
Pré-onditions: TSǫ : Reherhe Tabou basée sur l'approhe ǫ-ontrainte
Pré-onditions: Croisement(Z) : lane les opérations de roisement sur la population
Z
Pré-onditions: Fast-Non-Dominated-Sort(Z) : trie les individus selon leur niveau
Pré-onditions: Crowding-distane(F ) : alule la distane de rowding des individus
du niveau F
Pré-onditions: tri(F , ≺n) : trie les individus du niveau F selon l'ordre ≺n
1 Laner TSℓc, soit Sinit l'ensemble des solutions renvoyées par TSℓc
2 P0 = Sinit + Srand, ave Srand des solutions aléatoire. |P0| = N
3 Q0 = Croisement(P0)
4 t = 0
5 Tant que Critère d'arrêt non atteint faire
6 F = Fast-Non-Dominated-Sort(Qt)
7 Pour i = 1 à N faire
8 Si Qt[i] ∈ F1 et la probabilité de mutation est vériée alors
9 ǫ = rand(0.7 × Lmax(Qt[i]), 1.2 × Lmax(Qt[i]))
10 Qt[i] =TSǫ(Qt[i], ǫ)
11 n Si
12 n Pour
13 Rt = Pt ∪Qt
14 F = Fast-Non-Dominated-Sort(Rt)
15 Pt+1 = ∅
16 i = 1
17 Tant que |Pt+1|+ |Fi| ≤ N faire
18 Crowding-distane(Fi)
19 Pt+1 = Pt+1 ∪ Fi
20 i = i+ 1
21 n Tant que
22 tri(Fi, ≺n)
23 Crowding-distane(Fi)
24 Pt+1 = Pt+1 ∪ Fi[1 : (N − |Pt+1|)]
25 Qt+1 = roisement(Pt+1)
26 t = t+ 1
27 n Tant que
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ave
µi =
(
1 +
T × n
m
)
×
ni∑
j=1
pi,j
où T (importane de la date de n souhaité) et R (amplitude de variation) sont deux
paramètres xés à T = 0.3 et R = 0.5.
Les instanes sont déoupées en quatre sous-ensembles :
 sdata : instanes de Lawrene (une ressoure possible par opération), pas de pro-
blème d'aetation,
 edata : instanes ave très peu de exibilité (ressoures possibles par opération),
très prohes du problème de job-shop lassique,
 rdata : instanes ave en moyenne deux mahines possibles par opération,
 vdata : instanes ave en moyenne m/2 mahines possibles par opération.
Les instanes sont déoupées par lasse selon leur taille :
Instanes m n Instanes m n
la01 à la05 5 10 la21 à la25 10 15
la06 à la10 5 15 la26 à la30 10 20
la11 à la15 5 20 la31 à la35 10 30
la16 à la20 10 10 la36 à la40 15 15
3.5.2 Indiateurs
An de omparer les fronts de Pareto, nous avons utilisé les indiateurs de l'optimi-
sation multiritère ([Jaszkiewiz, 2004℄).
Faible dominane d'un ensemble - Weak outperformane Un ensemble de solu-
tions non-dominées S× domine faiblement un ensemble S◦ si auune solution dans S×
n'est dominée par une solution dans S◦ et si au moins une solution dans S× domine une
solution dans S◦. La gure 3.14 illustre la notion de dominane faible : l'ensemble S×
(les solutions représentées par une roix) domine faiblement l'ensemble S◦ (les solutions
représentées par un erle).
Ow(S×, S◦) est égal à 1 si S× domine faiblement S◦, 0 sinon. Notons que Ow(S×, S◦)+
Ow(S◦, S×) peut être égal à 0 ou 1, mais pas à 2.
-
6e e e e
e
Cmax
Lmax
Fig. 3.14  Notion de dominane faible
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Soit expi et expj deux séries d'expérimentations et Sexpi (resp. Sexpj) l'ensemble des
ensembles des solutions non-dominées pour la série expi (resp. expj). Pour haque j 6= i,
SOw(expi, expj) est la somme pour haque instane onsidérée des Ow(Sexpi , Sexpj).
Plus et indiateur est grand, meilleur est Sexpi .
La ontribution au front idéal - Net Front Contribution Considérons deux en-
sembles de solutions non-dominées S× et S◦, S⋆ représente l'ensemble des solutions
non-dominées dans S× ∪ S◦. NFC(S×, S◦) est la proportion de solutions de S× dans
S⋆. NFC(expi, expj) dénote la moyenne de NFC(Sexpi, Sexpj) pour toutes les instanes
onsidérées.
L'indiateur NFC orrespond à la moyenne des ontributions au front idéal. Plus et
indiateur est grand, meilleur est Sexpi.
Il faut noter que et indiateur n'est pas symétrique, 'est à dire qu'on peut avoir
NFC(Sexpi, Sexpj) + NFC(Sexpj , Sexpi) 6= 100%. Cela est notamment vrai si les deux
fronts sont identiques.
Distane à un front de référene Soit Fr un front de référene, 'est-à-dire un
ensemble de solutions non-dominées à la fois entre-elles mais aussi par n'importe quelle
autre solution onnue. Soit S× un ensemble de solutions qu'on souhaite évaluer. On dénit
la distane dfr(S×) de notre ensemble au front de référene par :
dfr(S×) =
1
|Fr|
∑
r∈Fr
min
z∈S×
d(z, r)
Où d(z, r) est la distane eulidienne dans l'espae des ritères. Cet indiateur a été
originellement proposé par [Czyak et Jaszkiewiz, 1996℄.
Diversité Soit S un ensemble de solutions non-dominées. On dénit div(S) omme
étant la moyenne des distanes de rowding des solutions de S (en exluant les solutions
extrêmes qui ont leur distane égale à inni).
3.5.3 Expérimentations préliminaires
Des expérimentations préliminaires ont été réalisées sur quelques instanes pour trou-
ver les meilleurs paramètres pour nos algorithmes. Les onlusions sont données i-
dessous.
Pour les deux versions de la reherhe Tabou, TSǫ et TSℓc, le nombre d'itérations
maximum sans amélioration #Iter est xé à 500 et la taille de la liste Tabou |Tℓ| à 100.
Pour AGind, la taille de la population N est 500, le nombre de générations maximum
sans amélioration #MaxGen est 2000, le taux de renouvellement de la population tx est
0.7 et le taux de mutation Mut est 0.01.
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Pour AGdir, la taille de la population N est xée à 500 et la probabilité maximale de
mutation TMmax à 0.5.
Enn pour l'algorithme mémétique, la taille de la population N est xée à 100, la
probabilité maximale de mutation TMmax à 0.8, le nombre d'itérations maximum sans
amélioration des reherhes Tabou #Iter est xé à 300 et la taille des listes Tabou |Tℓ|
à 200.
On renvoie à l'annexe A.1 pour le détail des expérimentations.
3.5.4 Comparaison des méthodes
Dans ette setion, nous omparons les méthodes entre elles pour déterminer la ou les
plus performantes.
3.5.4.1 Comparaison de TSℓc et de TSǫ
Nous ommençons par omparer les deux versions de la reherhe Tabou. Cette om-
paraison est biaisée dans le sens où TSǫ permet de déterminer une approximation du
front de Pareto grâe à l'algorithme 9, alors que TSℓc ne détermine que des solutions
supportées. Pour avoir un ensemble de solutions à omparer, nous avons lané onze fois
TSℓc ave α ∈ {0, 0.1, 0.2, . . . , 0.9, 1} (ave β = 1− α pour haque valeur de α).
Le tableau 3.2 représente les performanes de TSǫ vis-à-vis de TSℓc et le tableau 3.3
représente les performanes de TSℓc vis-à-vis de TSǫ.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 2 85% 1 45% 0 56% 0 62%
5 x 15 2 87% 1 55% 1 64% 1 70%
5 x 20 2 78% 1 77% 0 66% 0 67%
10 x 10 1 52% 1 63% 0 52% 0 48%
10 x 15 0 58% 0 36% 1 57% 0 75%
10 x 20 1 53% 1 28% 1 72% 0 63%
10 x 30 2 40% 1 35% 0 8% 0 19%
15 x 15 0 33% 2 50% 0 51% 0 32%
Tab. 3.2  Comparaison de TSǫ ontre TSℓc
On peut onstater que pour les petites instanes (m = 5 et n ≤ 20) TSǫ obtient de
bonnes performanes. A l'inverse, lorsque la taille de l'instane augmente, TSℓc domine
TSǫ alors que TSℓc n'est pas faite pour déterminer le front de Pareto. On peut tout de
même noter qu'à auun moment une méthode domine totalement l'autre, 'est-à-dire que
nous n'avons jamais SOw = 5 et NFC = 100%.
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sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 2 68% 3 73% 0 47% 0 38%
5 x 15 1 62% 1 56% 0 36% 0 30%
5 x 20 0 38% 0 37% 0 34% 0 34%
10 x 10 0 53% 0 42% 1 48% 0 52%
10 x 15 1 52% 2 64% 1 43% 0 25%
10 x 20 1 47% 3 72% 0 28% 0 37%
10 x 30 3 70% 3 65% 4 92% 3 81%
15 x 15 3 74% 2 50% 0 49% 2 68%
Tab. 3.3  Comparaison de TSℓc ontre TSǫ
3.5.4.2 Comparaison de AGind et de AGdir
Dans ette setion nous omparons les deux algorithmes génétiques. Pour es expé-
rimentations, AGdir a sa population initialisée par TSℓc. Les tableaux 3.4 et 3.5 repré-
sentent les performanes entre les deux algorithmes et le tableau 3.6 donne les temps de
alul. Pour e dernier tableau, le temps de alul de AGdir omprend aussi le temps de
alul néessaire à TSℓc pour trouver les solutions initiales de la population. Les temps de
aluls ont été limités à 10 minutes pour les approhes génétiques, mais pas pour TSℓc,
e qui explique pourquoi dans ertains as CPU(AGdir) > 600s.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 2 82% 0 47% 0 0% 0 25%
5 x 15 0 34% 0 36% 0 6% 0 17%
5 x 20 1 71% 0 30% 0 12% 0 13%
10 x 10 0 48% 0 35% 0 10% 0 48%
10 x 15 0 20% 0 7% 0 8% 0 17%
10 x 20 0 60% 0 51% 0 15% 0 13%
10 x 30 1 51% 0 53% 0 14% 0 0%
15 x 15 1 49% 0 57% 1 45% 0 0%
Tab. 3.4  Comparaison de AGind ontre AGdir
On onstate que dans peu de as AGind domine faiblement AGdir. Plus exatement,
on a 6 instanes sur 160 où Ow(AGind, AGdir) = 1. Si on s'intéresse au tableau 3.5, on
onstate que AGdir domine faiblement AGind dans 65 instanes sur 160. Ce qui signie
que pour 89 instanes (160 − 65 − 6), les fronts obtenus par les deux algorithmes se
roisent. Si on regarde l'indiateur NFC, on onstate que AGind devient de moins en
moins performant ave l'augmentation de la exibilité : 52% (en moyenne) pour sdata,
40% pour edata, 14% pour rdata et 17% pour vdata (f. tableau 3.4). A l'inverse, le Net
Front Contribution de AGdir s'améliore ave la exibilité.
En e qui onerne les temps de alul, on onstate que jusqu'aux instanes de taille
m = 10 et n = 15, les deux algorithmes atteignent leur nombre maximum de générations
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sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 0 23% 1 64% 5 100% 1 75%
5 x 15 3 74% 2 72% 4 94% 2 83%
5 x 20 1 45% 1 70% 1 88% 0 87%
10 x 10 0 54% 1 65% 4 90% 0 52%
10 x 15 3 81% 4 93% 4 92% 3 83%
10 x 20 0 40% 0 49% 3 85% 3 87%
10 x 30 1 49% 1 47% 3 86% 5 100%
15 x 15 2 51% 0 43% 2 55% 5 100%
Tab. 3.5  Comparaison de AGdir ontre AGind
sdata edata rdata vdata
CPU AGind AGdir AGind AGdir AGind AGdir AGind AGdir
5 x 10 69 94 95 106 105 495 155 216
5 x 15 183 110 204 225 263 538 387 546
5 x 20 307 174 517 416 526 645 556 665
10 x 10 298 280 223 333 272 583 353 292
10 x 15 569 311 508 298 438 448 599 949
10 x 20 600 514 592 515 600 1057 599 1534
10 x 30 600 864 600 1067 600 2053 600 4097
15 x 15 600 488 567 660 600 1022 600 2902
Tab. 3.6  Temps de alul moyen (en seondes) pour AGdir et AGind
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sans amélioration, exepté pour vdata. Pour les grande instanes, TSℓc pèse fortement
sur la vitesse de AGdir.
On peut dire globalement que AGdir est meilleur que AGind.
3.5.4.3 Comparaison de AGdir ave ou sans initialisation par TSℓc
Dans ette partie on herhe à voir quelle est l'importane de l'initialisation par TSℓc
dans AGdir. Ii AGdirr a été relané ave omme durée maximale d'exéution 10 minutes,
augmentée du temps de alul néessaire pour la reherhe Tabou. Ainsi le temps d'exé-
ution maximal de haque méthode est équivalent. Les tableaux 3.7 et 3.8 représentent
les performanes entre les deux algorithmes et le tableau 3.9 donne les temps de alul.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 1 74% 0 30% 0 32% 0 53%
5 x 15 0 31% 0 17% 0 6% 0 6%
5 x 20 0 37% 0 24% 0 23% 0 9%
10 x 10 0 18% 0 13% 0 9% 0 15%
10 x 15 0 10% 0 6% 0 10% 0 11%
10 x 20 0 33% 0 27% 0 9% 0 24%
10 x 30 0 5% 0 7% 0 20% 0 29%
15 x 15 0 21% 0 20% 0 0% 0 0%
Tab. 3.7  Comparaison de AGdirr sans initialisation ontre AGdir ave initialisation
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 0 44% 3 82% 0 68% 0 47%
5 x 15 2 76% 3 84% 3 94% 3 94%
5 x 20 2 79% 2 76% 0 77% 0 91%
10 x 10 2 82% 4 87% 4 91% 3 85%
10 x 15 3 90% 4 94% 4 90% 3 89%
10 x 20 1 67% 2 73% 3 91% 2 76%
10 x 30 4 95% 4 93% 1 80% 2 71%
15 x 15 2 79% 3 80% 5 100% 5 100%
Tab. 3.8  Comparaison de AGdir ave initialisation ontre AGindr sans initialisation
On onstate que AGdirr ne domine AGdir que pour une seule instane sur les 160.
Quant à la ontribution au front idéal, AGdirr ne dépasse les 50% que pour deux lasses
d'instanes. Réiproquement, AGdir ave initialisation par TSℓc est nettement plus per-
formant que la version sans initialisation, surtout pour l'indiateur NFC.
Les temps de alul sont évidemment du même ordre de grandeur, même si dans
quelques as AGdirr prend deux fois plus de temps (ex : sdata m = 10;n = 10). On
onstate que pour les petites instanes, la limitation à 10 minutes n'est pas le fateur
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sdata edata rdata vdata
CPU Sans init Ave init Sans init Ave init Sans init Ave init Sans init Ave init
5 x 10 75 94 120 106 372 495 545 216
5 x 15 223 110 247 225 593 538 504 546
5 x 20 141 174 493 416 645 645 665 665
10 x 10 401 280 366 333 669 583 436 292
10 x 15 593 311 528 298 694 448 1034 949
10 x 20 594 514 690 561 953 1057 1605 1534
10 x 30 927 864 1068 1067 2054 2053 4097 4097
15 x 15 712 488 756 660 1080 1022 2275 2902
Tab. 3.9  Temps de alul moyen (en seondes) pour AGdir ave et sans initialisation
limitant, à l'inverse le temps de alul augmente fortement pour les grosses instanes
ave beauoup de exibilité.
On peut don onlure que l'apport de TSℓc dans AGdir est signiatif et qu'il permet
d'obtenir de meilleures solutions dans un temps équivalent.
3.5.4.4 Comparaison de TSǫ et de AGdir
Nous nous intéressons maintenant aux performanes de TSǫ par rapport à AGdir ave
initialisation par TSℓc. Les tableaux 3.10 et 3.11 représentent les performanes entre les
deux algorithmes et le tableau 3.12 donne les temps de alul.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 0 34% 0 21% 0 10% 0 36%
5 x 15 0 62% 0 22% 0 26% 0 34%
5 x 20 0 37% 0 18% 0 27% 0 16%
10 x 10 0 7% 0 23% 0 24% 0 9%
10 x 15 0 22% 0 22% 1 45% 0 62%
10 x 20 0 29% 0 8% 1 46% 0 60%
10 x 30 0 10% 0 0% 0 8% 0 13%
15 x 15 0 21% 0 23% 0 28% 0 27%
Tab. 3.10  Comparaison de TSǫ ontre AGdir
On onstate que TSǫ domine AGdir pour seulement 2 instanes sur 160. De plus, la
ontribution moyenne au front idéal est toujours inférieure à 62% et est supérieure à 50%
pour 3 lasses d'instanes seulement. Si on regarde plus spéiquement le tableau 3.11,
on se rend ompte que AGdir est nettement plus performant que TSǫ pour les instanes
ave peu de exibilité (sdata et edata). Pour les instanes ave plus de exibilité (rdata
et vdata), AGdir domine moins TSǫ, mais l'indiateur NFC reste fort. Ce qui indique
que AGdir trouve beauoup de solutions appartenant au front idéal, mais que TSǫ arrive
tout de même à trouver quelques solutions qui dominent au moins une trouvée par AGdir.
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sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 4 100% 4 95% 3 90% 0 64%
5 x 15 2 88% 4 95% 1 74% 0 66%
5 x 20 3 95% 5 100% 2 74% 0 84%
10 x 10 4 97% 3 77% 1 76% 3 91%
10 x 15 3 88% 3 78% 2 55% 0 38%
10 x 20 2 71% 4 92% 1 54% 0 40%
10 x 30 4 95% 5 100% 4 92% 3 87%
15 x 15 3 79% 3 80% 3 72% 2 73%
Tab. 3.11  Comparaison de AGdir ontre TSǫ
sdata edata rdata vdata
CPU TSǫ AGdir TSǫ AGdir TSǫ AGdir TSǫ AGdir
5 x 10 17 94 16 106 51 495 65 216
5 x 15 27 110 39 225 119 538 184 546
5 x 20 40 174 94 416 180 645 246 665
10 x 10 27 280 50 333 204 583 57 292
10 x 15 99 311 131 298 200 448 715 949
10 x 20 157 514 114 534 643 1057 1542 1534
10 x 30 193 864 228 1067 421 2053 3024 4097
15 x 15 147 488 216 660 697 1022 1817 2902
Tab. 3.12  Temps de alul moyen (en seondes) pour TSǫ et AGdir
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Pour les temps de alul, on onstate que AGdir est toujours plus lent que TSǫ. On
peut tout de même remarquer que les temps de alul restent dans des ordres de grandeur
similaires.
3.5.4.5 Comparaison de TSǫ et de Mem
Dans ette partie on ompare TSǫ ave l'algorithme Mémétique Mem. Les tableaux
3.13 et 3.14 représentent les performanes entre les deux algorithmes et le tableau 3.15
donne les temps de alul.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 0 50% 0 15% 0 29% 0 11%
5 x 15 1 53% 0 22% 0 19% 0 24%
5 x 20 0 34% 0 19% 0 22% 0 35%
10 x 10 0 15% 0 28% 2 55% 1 32%
10 x 15 2 52% 2 49% 2 63% 0 72%
10 x 20 0 10% 2 46% 3 84% 2 75%
10 x 30 0 10% 1 20% 0 9% 0 23%
15 x 15 1 23% 2 43% 3 82% 1 54%
Tab. 3.13  Comparaison de TSǫ ontre Mem
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 3 100% 4 95% 0 71% 2 89%
5 x 15 3 88% 4 93% 1 81% 1 76%
5 x 20 4 100% 3 88% 1 78% 0 65%
10 x 10 4 95% 2 75% 1 45% 3 75%
10 x 15 2 58% 1 51% 0 37% 0 28%
10 x 20 4 90% 2 54% 0 16% 0 25%
10 x 30 4 90% 4 80% 3 91% 2 77%
15 x 15 3 77% 2 57% 0 18% 0 46%
Tab. 3.14  Comparaison de Mem ontre TSǫ
Mem est globalement plus performant que TSǫ, e qui n'est pas surprenant dans la
mesure où Mem utilise TSǫ en tant que mutation. Ce qui est plus surprenant, 'est que
TSǫ arrive pour 25 instanes à dominer Mem. Cela nous fait dire que dans ertains as,
Mem passe beauoup de temps à diversier les solutions et aussi que TSǫ peut rester
dans un extremum loal lorsque la méthode est appelée depuis une solution a priori déjà
bonne.
Au niveau des temps de alul, on onstate que Mem atteint toujours sa durée maxi-
male. Si pour les grandes instanes, CPU(Mem) > 600s, 'est qu'une mutation a été
appelée avant la limite des 10 minutes et que dans e as, il faut attendre la n de TSǫ.
On peut don en onlure qu'en règle générale, Mem est plus performant que TSǫ.
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sdata edata rdata vdata
CPU TSǫ Mem TSǫ Mem TSǫ Mem TSǫ Mem
5 x 10 17 602 16 602 51 603 65 603
5 x 15 27 606 39 603 119 605 184 608
5 x 20 40 613 94 608 180 615 246 618
10 x 10 27 606 50 604 204 640 57 607
10 x 15 99 614 131 614 200 651 715 721
10 x 20 157 637 114 673 643 725 1542 1012
10 x 30 193 679 228 734 421 941 3024 1086
15 x 15 147 638 216 648 697 709 1817 1007
Tab. 3.15  Temps de alul moyen (en seondes) pour TSǫ et Mem
3.5.4.6 Comparaison de AGdirr et de Mem
Dans ette partie on ompare AGdirr sans initialisation par la Tabou ave Mem.
Les tableaux 3.16 et 3.17 représentent les performanes entre les deux algorithmes et le
tableau 3.18 donne les temps de alul.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 1 74% 0 53% 0 53% 0 20%
5 x 15 0 30% 1 37% 0 5% 0 17%
5 x 20 0 39% 0 35% 0 13% 0 12%
10 x 10 1 38% 2 54% 1 33% 1 48%
10 x 15 0 17% 0 22% 0 0% 0 0%
10 x 20 0 53% 0 25% 0 8% 0 0%
10 x 30 0 45% 0 10% 0 0% 0 0%
15 x 15 0 24% 0 40% 0 0% 0 0%
Tab. 3.16  Comparaison de AGdirr ontre Mem
On onstate une forte dominane de Mem sur AGdirr, surtout sur les grandes ins-
tanes ave une forte exibilité (rdata et vdata). Pour les instanes ave une faible
exibilité (sdata et edata), on peut remarquer que les méthodes sont globalement plus
équilibrées. On peut en onlure que l'apport de la reherhe Tabou permet de hanger
l'aetation de façon plus eae.
En e qui onerne les temps de alul, on remarque que Mem atteint toujours la
limite des 10 minutes et que AGdirr atteint ette limite dès que la taille du problème
devient importante.
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sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 2 65% 1 78% 0 47% 3 80%
5 x 15 3 87% 1 63% 4 95% 2 83%
5 x 20 1 75% 0 65% 0 87% 1 88%
10 x 10 1 62% 1 46% 2 68% 0 52%
10 x 15 3 83% 2 78% 5 100% 5 100%
10 x 20 0 47% 2 75% 4 92% 5 100%
10 x 30 1 55% 4 90% 5 100% 5 100%
15 x 15 2 76% 2 60% 5 100% 5 100%
Tab. 3.17  Comparaison de Mem ontre AGdirr
sdata edata rdata vdata
CPU AGdirr Mem AGdirr Mem AGdirr Mem AGdirr Mem
5 x 10 70 602 216 602 370 603 434 603
5 x 15 116 606 269 603 525 605 524 608
5 x 20 325 613 459 608 533 615 600 618
10 x 10 224 606 425 604 601 640 288 607
10 x 15 508 614 600 614 561 651 576 721
10 x 20 581 637 603 653 603 725 602 1012
10 x 30 607 679 607 734 607 941 607 1086
15 x 15 604 638 604 648 603 709 603 1007
Tab. 3.18  Temps de alul moyen (en seondes) pour AGdirr et Mem
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3.5.4.7 Comparaison de AGdir et de Mem
Dans ette partie on ompare AGdir ave initialisation par TSℓc ave Mem, ela nous
permet de voir quel est l'impat de TSǫ à la plae de la mutation. Les tableaux 3.19 et
3.20 représentent les performanes entre les deux algorithmes et le tableau 3.21 donne les
temps de alul.
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 1 64% 1 82% 1 68% 0 25%
5 x 15 2 78% 2 81% 0 45% 0 33%
5 x 20 1 72% 1 71% 0 61% 0 80%
10 x 10 1 82% 3 69% 3 88% 2 87%
10 x 15 2 84% 4 80% 1 60% 1 70%
10 x 20 2 53% 2 71% 2 85% 2 84%
10 x 30 2 60% 3 83% 1 50% 0 58%
15 x 15 1 35% 3 83% 5 100% 3 90%
Tab. 3.19  Comparaison de AGdir ontre Mem
sdata edata rdata vdata
SOw NFC SOw NFC SOw NFC SOw NFC
5 x 10 3 80% 0 79% 0 32% 0 75%
5 x 15 2 65% 0 46% 1 55% 0 67%
5 x 20 1 83% 1 59% 0 44% 0 20%
10 x 10 0 53% 1 35% 0 14% 0 40%
10 x 15 0 36% 1 20% 0 40% 0 30%
10 x 20 1 47% 0 33% 0 15% 0 16%
10 x 30 1 40% 0 17% 0 50% 0 42%
15 x 15 2 66% 0 27% 0 0% 0 10%
Tab. 3.20  Comparaison de Mem ontre AGdir
Si on regarde l'indiateur SOw des tableaux 3.19 et 3.20, on se rend ompte que
pour beauoup d'instane les fronts se roisent. A l'inverse, si on s'intéresse à NFC, on
onstate un net avantage pour AGdir.
En e qui onerne les temps de alul, pour les petites instanes AGdir trouve bien
plus rapidement ses solutions. Par ontre sur les grandes instanes, le temps néessaire à
TSℓc pour initialiser la population pèse sur les performanes.
3.5.4.8 Conlusion sur les omparaisons des méthodes entre-elles
De es expérimentations, on peut dire qu'auune méthode ne domine stritement
toutes les autres. On peut ependant remarquer que l'algorithme génétique à odage
diret AGdir ave initialisation par la reherhe Tabou TSℓc donne en règle générale les
meilleurs résultats. En deuxième position vient l'algorithme Mem, puis TSℓc.
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sdata edata rdata vdata
CPU AGdir Mem AGdir Mem AGdir Mem AGdir Mem
5 x 10 94 602 106 602 495 603 216 603
5 x 15 110 606 225 603 538 605 546 608
5 x 20 174 613 416 608 645 615 665 618
10 x 10 280 606 333 604 583 640 292 607
10 x 15 311 614 298 614 448 651 949 721
10 x 20 514 637 515 653 1057 725 1534 1012
10 x 30 864 679 1067 734 2053 941 4097 1086
15 x 15 488 638 660 648 1022 709 2902 1007
Tab. 3.21  Temps de alul moyen (en seondes) pour AGdir et Mem
3.5.5 Comparaison ave un front de référene
Après avoir omparé les méthodes deux-à-deux, nous omparons nos algorithmes à
un front de référene. Pour une instane donnée, on onstruit le front de référene Fr en
agrégeant dans un ensemble toutes les solutions trouvées par les inq méthodes (TSℓc,
TSǫ, AGind, AGdir et Mem), puis de et ensemble, on ne garde que les solutions non-
dominées. Ainsi, Fr ontient les meilleures solutions trouvées par nos méthodes.
Les tableau 3.22 à 3.26 montrent le détail des performanes de nos algorithmes par
rapport au front de référene.
dfr NFC dfr NFC
Moyenne Eart type Moyenne Eart type
sdata edata
5 x 10 27.0 33.6 12% 29.3 19.1 21%
5 x 15 24.9 31.6 39% 19.4 10.7 6%
5 x 20 35.2 21.4 12% 13.1 5.9 7%
10 x 10 35.2 40.7 0% 30.5 19.4 0%
10 x 15 34.5 52.8 23% 21.7 16.5 11%
10 x 20 16.5 13.0 4% 6.8 4.3 12%
10 x 30 36.0 46.5 0% 11.3 3.6 0%
15 x 15 28.2 13.7 0% 30.6 29.8 3%
rdata vdata
5 x 10 18.0 17.3 3% 9.3 5.4 0%
5 x 15 13.2 12.7 4% 8.0 5.8 5%
5 x 20 4.7 3.3 5% 4.1 2.8 6%
10 x 10 26.5 24.4 29% 31.2 41.6 3%
10 x 15 22.3 23.3 21% 10.6 9.8 19%
10 x 20 22.6 7.0 2% 18.6 11.1 30%
10 x 30 17.6 8.7 19% 13.2 11.7 31%
15 x 15 12.4 13.7 24% 5.7 3.9 34%
Tab. 3.22  Comparaison de TSℓc au front de référene
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dfr NFC dfr NFC
Moyenne Eart type Moyenne Eart type
sdata edata
5 x 10 19.8 15.7 17% 9.6 6.6 14%
5 x 15 7.5 8.5 46% 9.9 11.7 12%
5 x 20 21.9 18.4 13% 11.9 7.6 17%
10 x 10 22.5 16.2 5% 17.9 16.7 21%
10 x 15 18.9 27.1 18% 21.7 28.6 13%
10 x 20 29.5 36.3 4% 13.1 18.7 4%
10 x 30 31.1 47.8 0% 17.8 10.7 0%
15 x 15 31.8 30.3 19% 25.3 21.9 17%
rdata vdata
5 x 10 5.8 3.8 5% 10.2 4.3 3%
5 x 15 15.5 16.0 13% 10.6 12.4 19%
5 x 20 4.0 1.8 16% 7.2 2.5 12%
10 x 10 18.8 15.1 16% 22.3 16.5 8%
10 x 15 9.8 17.3 45% 10.9 8.1 55%
10 x 20 2.1 3.0 37% 6.1 7.9 58%
10 x 30 17.6 9.4 3% 10.7 7.0 12%
15 x 15 35.9 31.3 10% 2.5 3.8 27%
Tab. 3.23  Comparaison de TSǫ au front de référene
dfr NFC dfr NFC
Moyenne Eart type Moyenne Eart type
sdata edata
5 x 10 6.8 9.5 73% 12.9 10.3 42%
5 x 15 31.1 33.1 34% 15.5 11.8 33%
5 x 20 16.2 28.6 66% 36.8 37.2 27%
10 x 10 14.3 15.6 44% 26.9 28.5 33%
10 x 15 42.1 36.5 13% 69.6 57.4 0%
10 x 20 19.3 21.2 45% 30.0 32.1 43%
10 x 30 14.9 12.4 43% 40.6 90.7 54%
15 x 15 21.3 26.5 30% 7.7 13.8 42%
rdata vdata
5 x 10 30.9 23.4 0% 13.1 8.8 9%
5 x 15 36.7 20.3 0% 18.5 11.3 2%
5 x 20 16.4 15.6 6% 14.4 10.4 9%
10 x 10 23.6 17.7 10% 14.8 15.6 40%
10 x 15 66.8 38.4 0% 14.4 10.7 5%
10 x 20 28.6 26.7 12% 116.4 60.4 0%
10 x 30 173.8 107.2 4% 201.8 68.2 0%
15 x 15 22.9 28.5 41% 126.6 42.5 0%
Tab. 3.24  Comparaison de AGind au front de référene
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dfr NFC dfr NFC
Moyenne Eart type Moyenne Eart type
sdata edata
5 x 10 15.9 24.3 21% 5.5 12.3 62%
5 x 15 10.2 14.3 62% 6.0 12.4 65%
5 x 20 37.0 54.9 41% 8.2 10.5 53%
10 x 10 10.9 13.2 46% 16.8 22.0 33%
10 x 15 0.5 1.2 63% 1.2 1.7 71%
10 x 20 14.3 15.6 22% 1.1 2.2 40%
10 x 30 53.1 110.1 39% 10.2 13.7 31%
15 x 15 16.8 17.3 24% 31.0 28.3 38%
rdata vdata
5 x 10 3.5 5.2 68% 5.9 2.9 18%
5 x 15 4.8 5.3 38% 6.9 3.7 23%
5 x 20 8.6 11.5 44% 8.2 13.7 64%
10 x 10 4.5 6.9 68% 10.9 13.2 45%
10 x 15 16.7 19.3 40% 2.3 3.0 33%
10 x 20 8.8 9.9 43% 17.7 20.1 35%
10 x 30 9.8 11.2 48% 40.4 41.2 51%
15 x 15 10.6 21.5 49% 3.3 7.4 70%
Tab. 3.25  Comparaison de AGdir au front de référene
dfr NFC dfr NFC
Moyenne Eart type Moyenne Eart type
sdata edata
5 x 10 9.3 17.6 47% 2.8 3.3 55%
5 x 15 6.5 11.4 59% 3.4 2.1 39%
5 x 20 13.2 15.6 44% 5.0 7.8 46%
10 x 10 11.6 14.0 27% 15.1 11.9 16%
10 x 15 8.9 7.1 36% 30.7 23.8 16%
10 x 20 22.1 32.8 29% 16.7 20.0 15%
10 x 30 54.2 102.6 18% 21.2 14.5 14%
15 x 15 21.4 31.0 28% 30.9 59.4 15%
rdata vdata
5 x 10 6.4 1.8 26% 1.4 1.9 70%
5 x 15 5.8 6.7 49% 2.1 2.7 56%
5 x 20 4.5 3.5 38% 6.6 2.5 16%
10 x 10 32.0 20.9 8% 14.7 13.5 18%
10 x 15 36.8 25.5 15% 26.8 8.1 7%
10 x 20 28.6 16.0 8% 35.1 32.7 7%
10 x 30 15.7 17.8 45% 11.5 9.8 37%
15 x 15 69.4 44.6 0% 56.4 33.4 3%
Tab. 3.26  Comparaison de Mem au front de référene
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Quelle que soit la méthode, on se rend ompte que l'éart type de l'indiateur dfr
est de l'ordre de grandeur de sa moyenne, e qui signie que la distane au front de
référene est très variable. Si on regarde le tableau 3.22, on peut remarquer que TSℓc est
relativement performante sur les grosses instanes (vdata,m ≥ 10;n ≥ 15). On peut don
en déduire que TSℓc arrive à trouver de bonnes solutions quand l'espae des solutions est
important.
TSǫ présente des résultats assez homogènes (f. tableau 3.23). AGind présente de
très bonnes performanes pour les instanes ave pas ou peu de exibilité (sdata et
edata). Notons que AGind partiipe à hauteur de 73% aux fronts de référene pour les
instanes sdata de taille m = 5;n = 10. A l'inverse, sur les instanes de rdata et vdata,
ses performanes sont très mauvaises ave l'indiateur NFC valant souvent zéro et une
distane au front de référene importante (dfr > 100).
Le tableau 3.25 montre que AGdir présente des performane homogènes au regard de
la taille et de la exibilité de l'instane. De plus, es performanes sont très bonnes ave
une distane moyenne au front de référene souvent inférieure à 10 et pour 19 lasses
d'instanes on a NFC ≥ 40%. Notons tout de même que AGdir semble moins eae
pour les instanes de job shop lassique (sdata).
Le tableau 3.26 présente les performanes de Mem par rapport au front de référene.
On peut onstater que Mem est plus eae sur les petites instanes (m = 5). L'aug-
mentation de la exibilité impate peu sur les performanes de Mem.
Le tableau 3.27 donne un réapitulatif des inq méthodes par rapport au front de
référene.
dfr NFC
Moyenne Eart type min moy max
TSℓc 20.7 22.9 0% 12% 39%
TSǫ 16.1 19.4 0% 17% 58%
AGind 42.5 58.1 0% 23% 73%
AGdir 12.2 26.5 18% 46% 70%
Mem 21.1 31.4 0% 28% 70%
Tab. 3.27  Réapitulatif au front de référene
On onstate que la meilleure méthode est AGdir tant au niveau de la distane moyenne
ave le front de référene qu'à sa ontribution à e même front. Notons tout de même que
TSǫ est la méthode la plus stable : dfr = 16.1 et éart type = 19.4.
3.5.6 Comparaison ave la reherhe Tabou de Dauzère-Pérès et Paulli
Dans ette partie nous omparons nos méthodes ave la reherhe Tabou proposée par
[Dauzère-Pérès et Paulli, 1997℄, que nous nommerons par la suite DPP . Cette méthode
est mono-ritère et n'optimise que le makespan. Pour nous omparer, nous extrayons des
résultats de nos méthodes les meilleures valeurs du makespan. Pour TSℓc ela revient à
onsidérer α = 1 et β = 0. Pour TSǫ, ela revient à xer ǫ =∞.
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Les tableaux 3.30 à 3.33 donnent les valeurs du makespan trouvées par les diérentes
méthodes, la olonne ∆r orrespond à l'éart relatif entre la meilleure de nos inq mé-
thodes et DPP :
∆r =
min(Cmax(TSℓc);Cmax(TSǫ);Cmax(AGind);Cmax(AGdir);Cmax(Mem))− Cmax(DPP )
min(Cmax(TSℓc);Cmax(TSǫ);Cmax(AGind);Cmax(AGdir);Cmax(Mem))
Les valeurs en gras indiquent que l'algorithme orrespondant a trouvé le meilleur
Cmax parmi nos inq méthodes. Les valeurs sont en gras souligné lorsque la valeur est
aussi elle retournée par DPP .
On peut remarquer que dans dans le pire des as, l'éart relatif ave DPP est égal
à 15.5%. Pour 21 instanes (sur les 160), on trouve la même valeur que DPP . L'éart
type moyen ave DPP est de 4.02% pour sdata, 4.97% pour edata, 6.24% pour rdata
et 4.24% pour vdata.
Le tableau 3.28 donne le nombre de fois où haque méthode a trouvé la meilleure
valeur (valeur en gras dans les tableaux 3.30 à 3.33).
TSℓc TSǫ AGind AGdir Mem
sdata 5 5 28 18 9
edata 1 4 19 17 6
rdata 1 10 7 18 7
vdata 1 19 6 9 11
Total 8 38 60 62 33
Tab. 3.28  Nombre de fois où algorithme trouve la meilleure valeur pour le Cmax seul
Le tableau 3.29 donne le nombre de fois où haque méthode a trouvé la même valeur
que DPP (valeur en souligné dans les tableaux 3.30 à 3.33).
TSℓc TSǫ AGind AGdir Mem
sdata 3 4 9 9 7
edata 1 1 1 6 3
rdata 0 0 0 0 0
vdata 1 2 2 3 2
Total 5 7 12 18 12
Tab. 3.29  Nombre de fois où algorithme trouve la même valeur que DPP pour le Cmax
seul
On peut onstater que AGdir présente le plus grand nombre de meilleures valeurs et
aussi une bonne homogénéité. Cependant, pour les instanes ave peu de exibilité, AGind
présente de meilleures performanes. Pour les instanes de rdata, 'est AGdir qui présente
la meilleure performane et pour vdata, 'est TSǫ qui donne les meilleurs résultats.
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DPP TSℓc TSǫ AGind AGdir Mem ∆r
la01 666 715 785 677 715 698 1.6%
la02 655 688 678 677 655 655 0.0%
la03 603 654 694 625 654 654 3.5%
la04 590 673 673 595 651 673 0.8%
la05 593 593 593 593 593 593 0.0%
la06 926 926 926 926 926 926 0.0%
la07 890 967 967 892 949 965 0.2%
la08 863 894 881 863 863 906 0.0%
la09 951 951 951 951 951 951 0.0%
la10 958 980 958 958 958 958 0.0%
la11 1222 1288 1288 1222 1222 1227 0.0%
la12 1039 1054 1054 1039 1039 1054 0.0%
la13 1150 1182 1182 1163 1182 1182 1.1%
la14 1292 1351 1351 1292 1292 1292 0.0%
la15 1207 1450 1435 1207 1354 1207 0.0%
la16 959 1007 1007 1008 1004 1007 4.5%
la17 785 871 895 834 828 875 5.2%
la18 861 942 942 877 942 942 1.8%
la19 850 908 926 901 874 869 2.2%
la20 902 950 998 963 907 954 0.6%
la21 1057 1185 1123 1149 1158 1213 5.9%
la22 948 1123 1195 1089 1020 1036 7.1%
la23 1032 1040 1055 1076 1040 1040 0.8%
la24 946 1106 1097 1078 1073 1079 11.8%
la25 992 1128 1117 1089 1107 1131 8.9%
la26 1218 1603 1620 1370 1445 1487 11.1%
la27 1269 1603 1585 1423 1589 1615 10.8%
la28 1237 1450 1429 1345 1361 1400 8.0%
la29 1215 1514 1520 1314 1441 1402 7.5%
la30 1355 1619 1611 1468 1522 1546 7.7%
la31 1784 2056 2189 1825 1972 2150 2.2%
la32 1850 1997 2007 1950 1906 1994 2.9%
la33 1719 1983 1981 1889 1919 1929 9.0%
la34 1721 2024 2046 1863 1923 1914 7.6%
la35 1888 2380 2380 1919 2145 2355 1.6%
la36 1313 1427 1590 1408 1382 1512 5.0%
la37 1456 1737 1742 1553 1737 1736 6.2%
la38 1254 1357 1362 1370 1357 1380 7.6%
la39 1245 1512 1515 1427 1510 1499 12.8%
la40 1242 1400 1400 1303 1383 1326 4.7%
Tab. 3.30  Comparaison ave DPP pour sdata
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DPP TSℓc TSǫ AGind AGdir Mem ∆r
la01 609 676 707 624 610 617 0.2%
la02 655 684 684 656 655 655 0.0%
la03 554 595 609 580 569 570 2.6%
la04 568 606 644 591 590 602 3.7%
la05 503 517 543 513 512 512 1.8%
la06 833 875 857 835 857 833 0.0%
la07 765 808 814 800 765 803 0.0%
la08 845 912 899 860 881 912 1.7%
la09 878 888 897 912 878 878 0.0%
la10 866 885 897 866 866 881 0.0%
la11 1103 1235 1242 1106 1151 1171 0.3%
la12 960 960 960 982 960 980 0.0%
la13 1053 1123 1138 1066 1090 1073 1.2%
la14 1123 1319 1179 1137 1137 1163 1.2%
la15 1111 1257 1251 1153 1175 1202 3.6%
la16 915 926 954 949 915 974 0.0%
la17 707 744 770 741 717 715 1.1%
la18 843 922 871 925 895 894 3.2%
la19 796 930 906 830 862 890 4.1%
la20 864 919 978 917 886 949 2.5%
la21 1046 1133 1112 1151 1102 1123 5.1%
la22 890 1085 957 1006 983 1036 7.0%
la23 953 1067 1076 1076 1052 1068 9.4%
la24 918 1040 1045 1055 1023 1091 10.3%
la25 955 1024 1042 1055 1020 1006 5.1%
la26 1138 1319 1337 1292 1297 1373 11.9%
la27 1215 1369 1451 1344 1360 1380 9.6%
la28 1169 1527 1555 1291 1527 1437 9.5%
la29 1157 1537 1448 1243 1537 1388 6.9%
la30 1225 1528 1522 1326 1380 1555 7.6%
la31 1556 1806 1850 1729 1694 1758 8.1%
la32 1698 1921 1985 1850 1862 1933 8.2%
la33 1547 1849 1847 1692 1767 1811 8.6%
la34 1623 1977 1965 1784 1905 1977 9.0%
la35 1736 2265 2282 1872 2073 2278 7.3%
la36 1171 1378 1356 1281 1305 1452 8.6%
la37 1418 1798 1817 1512 1745 1789 6.2%
la38 1172 1316 1301 1306 1316 1304 9.9%
la39 1207 1497 1416 1381 1492 1492 12.6%
la40 1150 1337 1340 1293 1284 1313 10.4%
Tab. 3.31  Comparaison ave DPP pour edata
80
3.5. EXPÉRIMENTATIONS
DPP TSℓc TSǫ AGind AGdir Mem ∆r
la01 574 586 586 610 580 608 1.0%
la02 532 549 559 555 542 564 1.8%
la03 479 499 502 508 497 500 3.6%
la04 504 528 534 527 518 507 0.6%
la05 458 473 471 480 463 477 1.1%
la06 800 827 818 819 804 809 0.5%
la07 750 752 764 761 752 754 0.3%
la08 767 777 771 782 769 770 0.3%
la09 854 888 855 865 863 885 0.1%
la10 805 827 806 816 808 806 0.1%
la11 1072 1095 1085 1081 1076 1081 0.4%
la12 936 971 948 949 947 944 0.8%
la13 1038 1092 1095 1051 1042 1053 0.4%
la14 1070 1101 1092 1075 1083 1083 0.5%
la15 1090 1153 1153 1105 1114 1115 1.4%
la16 717 810 822 791 779 802 8.0%
la17 646 725 762 703 670 719 3.6%
la18 669 711 710 712 711 732 5.8%
la19 703 769 756 779 739 803 4.9%
la20 756 857 833 795 806 854 4.9%
la21 846 934 956 997 934 911 7.1%
la22 772 913 897 936 899 937 13.9%
la23 853 928 910 960 925 914 6.3%
la24 820 924 895 975 891 906 8.0%
la25 802 941 932 948 941 958 13.9%
la26 1070 1196 1233 1218 1194 1157 7.5%
la27 1100 1276 1193 1234 1216 1255 7.8%
la28 1085 1261 1192 1190 1218 1222 8.8%
la29 1004 1245 1179 1132 1211 1200 11.3%
la30 1089 1280 1290 1292 1247 1292 12.7%
la31 1528 1761 1693 1730 1745 1696 9.7%
la32 1660 1787 1827 1870 1772 1765 5.9%
la33 1501 1649 1685 1705 1643 1617 7.2%
la34 1539 1786 1905 1755 1753 1791 12.2%
la35 1555 1735 1752 1761 1712 1723 9.2%
la36 1030 1234 1230 1177 1214 1249 12.5%
la37 1082 1384 1281 1322 1360 1388 15.5%
la38 989 1202 1165 1151 1181 1200 14.1%
la39 1024 1208 1185 1217 1185 1229 13.6%
la40 980 1135 1129 1154 1118 1173 12.3%
Tab. 3.32  Comparaison ave DPP pour rdata
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DPP TSℓc TSǫ AGind AGdir Mem ∆r
la01 572 580 581 606 576 572 0.0%
la02 529 545 549 549 542 540 2.0%
la03 479 501 488 502 488 481 0.4%
la04 503 519 508 521 510 506 0.6%
la05 460 472 470 481 469 473 1.9%
la06 800 831 817 825 809 829 1.1%
la07 750 759 763 767 759 754 0.5%
la08 766 779 770 768 772 770 0.3%
la09 853 861 855 864 859 856 0.2%
la10 805 815 808 813 809 831 0.4%
la11 1071 1114 1101 1079 1081 1091 0.7%
la12 936 951 946 939 941 945 0.3%
la13 1038 1084 1123 1041 1040 1041 0.2%
la14 1070 1108 1071 1075 1074 1084 0.1%
la15 1089 1121 1096 1093 1094 1104 0.4%
la16 717 734 720 767 734 743 0.4%
la17 646 659 646 663 646 652 0.0%
la18 663 667 670 663 663 676 0.0%
la19 617 677 680 675 667 679 7.5%
la20 756 756 756 756 756 756 0.0%
la21 814 952 878 930 922 930 7.3%
la22 744 872 828 843 840 817 8.9%
la23 818 896 875 941 881 908 6.5%
la24 784 921 854 874 920 894 8.2%
la25 757 866 850 851 859 875 10.9%
la26 1056 1173 1162 1166 1173 1181 9.1%
la27 1087 1170 1119 1213 1152 1151 2.9%
la28 1072 1171 1133 1214 1161 1145 5.4%
la29 997 1165 1108 1121 1124 1165 10.0%
la30 1071 1141 1116 1261 1133 1162 4.0%
la31 1521 1655 1658 1765 1641 1605 5.2%
la32 1659 1744 1761 1883 1721 1726 3.6%
la33 1498 1672 1805 1726 1656 1627 7.9%
la34 1537 1711 1654 1752 1708 1723 7.1%
la35 1551 1665 1664 1788 1649 1643 5.6%
la36 948 1048 1057 1156 1033 1027 7.7%
la37 986 1156 1131 1261 1156 1193 12.8%
la38 943 1073 1028 1104 1043 1062 8.3%
la39 922 1124 1067 1161 1095 1092 13.6%
la40 955 1036 1069 1161 1031 1130 7.4%
Tab. 3.33  Comparaison ave DPP pour vdata
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3.5.7 Expérimentation sur les ritères du makespan et de la somme des
retards
Selon les jeux de données, la onitualité des ritères du makespan et du plus grand
retard est parfois mise en doute. En eet, si les dates de n souhaitées des travaux sont
trop prohes les unes des autres, voire identiques dans le as extrême, alors optimiser le
Lmax revient presque à optimiser le Cmax.
An de tester nos algorithmes sur des ritères plus onituels, nous avons relané
des expérimentations sur les ritères Cmax et ΣT . Les tests ont été réalisés ave les
algorithmes TSǫ, TSℓc, AGdir, et Mem. Les méthodes AGind et AGdirr n'ont pas été
testées en raison de leurs faibles performanes lors des expérimentations préédentes.
Pour évaluer la diérene de onitualité entre les ombinaisons Cmax/Lmax et
Cmax/ΣT , nous omparons le nombre de solutions trouvées et la diversité des fronts
entre les résultats obtenus par les algorithmes Cmax/Lmax et Cmax/ΣT .
Les tableaux 3.34 à 3.37 montrent la diérene moyenne en terme de nombre de solu-
tions trouvées. La olonne ∆ndSol orrespond à la moyenne de la diérene du nombre
de solutions trouvées entre l'optimisation de Cmax/ΣT et l'optimisation de Cmax/Lmax.
Plus formellement :
∆ndSol =
1
5
5∑
i=1
(
nbSoli(Cmax/ΣT )− nbSoli(Cmax/Lmax)
)
Ave nbSoli(Cmax/ΣT ) (resp. nbSoli(Cmax/Lmax)) le nombre de solutions non-dominées
trouvées lors de l'optimisation des ritères Cmax/ΣT (resp. Cmax/Lmax) pour la i
éme
ins-
tane. La olonne σ(∆ndSol) orrespond à l'éart type.
Les tableaux 3.38 à 3.41 montrent la diversité moyenne obtenue par nos quatre algo-
rithmes entre l'optimisation de Cmax/ΣT (divA) et l'optimisation de Cmax/Lmax (divB).
Le tableau 3.42 réapitule la valeur des indiateurs pour haque algorithme.
sdata edata rdata vdata
∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol)
5 x 10 1.2 1.3 -0.4 1.7 0.2 2.6 -0.8 1.1
5 x 15 1.0 2.5 -0.4 0.9 0 2.9 -1.0 2.0
5 x 20 3.4 2.3 1.8 1.3 1.8 0.8 1.2 2.5
10 x 10 -1.4 3.8 -0.8 3.2 -0.8 1.3 -0.6 3.5
10 x 15 -0.2 1.8 0.4 2.7 1.2 2.8 1.4 3.1
10 x 20 0 1.2 1.0 1.7 0.4 2.2 0.8 3.0
10 x 30 0 1.2 0.8 1.6 -1.2 3.1 0.6 1.9
15 x 15 0.4 2.3 0.4 1.1 0.4 0.9 0.6 1.5
Tab. 3.34  Diérene du nombre de solutions trouvées pour TSℓc
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sdata edata rdata vdata
∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol)
5 x 10 1.6 0.9 1.6 2.2 0.4 4.1 -0.4 3.6
5 x 15 0.4 2.2 0.4 1.5 -0.8 5.6 -7.6 5.8
5 x 20 1.0 1.6 -0.2 3.8 -3.2 4.1 -4.4 6.7
10 x 10 -1.4 0.9 0.2 1.8 0.6 2.1 -1.6 1.1
10 x 15 0.6 3.3 -0.8 1.1 0.8 2.0 1.2 4.6
10 x 20 0 1.2 2.4 2.4 1.2 5.0 2.6 2.6
10 x 30 1.6 2.7 2.2 1.3 0.2 1.3 1.4 1.3
15 x 15 1.2 1.3 0.8 3.7 0.4 3.4 1.0 1.4
Tab. 3.35  Diérene du nombre de solutions trouvées pour TSǫ
sdata edata rdata vdata
∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol)
5 x 10 1.6 0.5 5.0 6.4 -2.0 5.4 2.2 5.3
5 x 15 1.0 3.8 3.4 3.8 -1.0 6.9 -4.2 9.3
5 x 20 6.0 5.1 7.2 7.3 -7.0 8.7 -6.2 4.7
10 x 10 -0.6 2.7 2.4 5.4 -1.0 1.2 0.2 3.1
10 x 15 2.0 3.1 0.8 2.9 0.8 3.3 1.2 3.3
10 x 20 2.8 4.9 3.0 3.8 1.8 3.4 2.0 2.0
10 x 30 1.4 2.1 3.8 3.2 3.6 3.2 0.8 3.5
15 x 15 -2.0 2.5 0.8 3.9 0.4 2.7 0.2 1.3
Tab. 3.36  Diérene du nombre de solutions trouvées pour AGdir
sdata edata rdata vdata
∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol) ∆ndSol σ(∆ndSol)
5 x 10 3.4 3.6 7.0 2.6 1.0 2.6 1.0 8.5
5 x 15 0.4 1.8 3.4 3.3 -2.6 5.8 -4.4 5.0
5 x 20 3.0 2.2 2.2 2.3 -6.0 7.5 1.2 6.3
10 x 10 -2.4 5.2 2.2 3.0 0 2.7 -0.6 5.6
10 x 15 0.4 2.6 -1.6 3.2 1.0 3.2 -1.0 3.4
10 x 20 1.8 4.1 1.2 2.4 2.4 2.4 2.0 2.9
10 x 30 1.0 1.2 -0.6 2.4 -1.8 2.6 0.2 1.9
15 x 15 -0.4 3.4 1.8 1.5 2.0 3.1 -1.8 1.3
Tab. 3.37  Diérene du nombre de solutions trouvées pour Mem
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sdata edata rdata vdata
divA divB divA divB divA divB divA divB
5 x 10 1.0 1.5 1.2 1.3 0.9 0.8 0.7 0.6
5 x 15 1.2 0.9 1.1 1.2 1.1 0.9 0.7 0.6
5 x 20 0.7 1.4 0.8 1.4 0.4 0.7 0.5 0.7
10 x 10 0.8 1.2 1.3 1.2 1.0 0.8 0.6 1.2
10 x 15 0.7 1.2 1.4 1.2 1.4 1.3 1.0 0.9
10 x 20 1.2 1.0 1.0 0.6 0.9 0.6 0.8 0.9
10 x 30 1.2 0.7 0.4 0.8 1.2 1.0 1.0 0.8
15 x 15 0.8 1.2 1.3 0.9 1.0 1.4 0.9 1.2
Tab. 3.38  Distane de rowding moyenne pour TSℓc
sdata edata rdata vdata
divA divB divA divB divA divB divA divB
5 x 10 1.0 1.3 1.2 1.0 1.0 0.6 0.7 0.7
5 x 15 1.0 0.9 1.4 0.8 0.6 0.6 0.9 0.4
5 x 20 1.3 1.7 0.6 1.1 0.6 0.4 0.5 0.4
10 x 10 0.9 1.6 1.6 1.4 1.1 1.1 1.1 1.5
10 x 15 1.1 0.9 1.2 1.4 1.2 1.2 0.6 0.6
10 x 20 1.2 1.0 0.7 0.4 1.2 1.2 0.8 1.0
10 x 30 0.9 0.4 1.1 0.7 0.5 0.6 0.9 0.6
15 x 15 1.0 1.6 0.7 1.4 1.1 0.7 1.3 0.6
Tab. 3.39  Distane de rowding moyenne pour TSǫ
sdata edata rdata vdata
divA divB divA divB divA divB divA divB
5 x 10 1.3 1.3 0.7 1.5 0.5 0.5 0.5 0.7
5 x 15 0.9 1.3 0.6 1.1 0.7 0.4 0.4 0.3
5 x 20 0.6 1.2 0.4 0.8 0.4 0.2 0.3 0.2
10 x 10 0.6 1.0 1.0 1.4 1.2 1.2 0.6 1.0
10 x 15 0.5 1.2 1.2 1.4 1.1 1.3 0.9 1.2
10 x 20 1.1 1.0 1.2 1.0 0.5 0.6 0.7 1.3
10 x 30 0.8 0.8 0.8 1.4 0.6 1.1 0.9 0.8
15 x 15 1.4 1.2 1.2 0.9 1.2 1.3 1.6 1.2
Tab. 3.40  Distane de rowding moyenne pour AGdir
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sdata edata rdata vdata
divA divB divA divB divA divB divA divB
5 x 10 0.8 1.0 0.5 1.1 0.6 0.6 0.6 0.4
5 x 15 1.2 1.4 0.6 0.8 0.6 0.5 0.4 0.3
5 x 20 0.6 1.0 0.6 0.8 0.3 0.2 0.3 0.3
10 x 10 0.9 1.4 0.6 1.4 0.7 1.1 0.8 1.7
10 x 15 0.7 1.3 1.6 1.1 0.8 1.1 0.8 0.6
10 x 20 0.7 0.9 1.3 1.2 0.6 0.9 0.6 1.0
10 x 30 1.5 1.4 1.5 1.1 1.1 1.0 1.1 1.0
15 x 15 1.4 0.8 1.4 0.7 0.9 1.1 0.8 1.3
Tab. 3.41  Distane de rowding moyenne pour Mem
TSℓc TSǫ AGdir Mem
∆ndSol 0.4 0.1 1.0 0.5
divA 1.0 1.0 0.8 0.8
divB 1.0 0.9 1.0 1.0
Tab. 3.42  Réapitulatif pour la omparaison entre Cmax/Lmax et Cmax/ΣT
On onstate qu'en moyenne la diérene du nombre de solutions trouvées est faible. A
l'inverse l'éart type est souvent assez élevé, voire supérieur à la moyenne. En moyenne,
on ne trouve pas plus d'une solution en plus entre Cmax/Lmax et Cmax/ΣT . Quant à la
diversité, que e soit pour Cmax/Lmax ou Cmax/ΣT , la distane de rowding moyenne se
situe aux alentours de 1.
De es informations, on peut en onlure que le degré de onitualité entre l'optimi-
sation de Cmax/Lmax et l'optimisation de Cmax/ΣT est du même ordre de grandeur.
3.6 Conlusion sur le problème de job shop exible
Dans e hapitre nous avons étudié le problème de job shop exible multiritère. Si
e problème a déjà été étudié dans la littérature dans le as monoritère, l'approhe
multiritère a été moins explorée. Pour résoudre e problème nous avons proposé deux
reherhes Tabou, deux algorithmes génétiques et un algorithme mémétique.
Nos expérimentations nous ont permis de omparer nos algorithmes entre eux. Il en
résulte que la meilleure méthode est notre algorithme génétique à odage diret ave
une population partiellement initialisée par la reherhe Tabou basée sur la ombinai-
son linéaire des ritères. Néanmoins, dans ertains as ette méthode est dominée par
l'algorithme mémétique. Nous avons testé nos algorithmes sur deux ombinaisons de ri-
tères, la première est l'optimisation du ouple Cmax/Lmax, la seonde est l'optimisation
de Cmax/ΣT .
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Chapitre 4
Job shop multiressoure multiritère
Ce hapitre est onsaré à l'étude de problèmes d'atelier pour lesquels une
opération néessite plusieurs ressoures simultanément. Pour résoudre e
problème, nous avons adapté la reherhe Tabou et l'algorithme génétique
à odage diret.
4.1 Dénition formelle du problème
Bien souvent dans les industries, notamment dans l'imprimerie, l'exéution d'une
opération peut néessiter plusieurs ressoures simultanément. Par exemple, une opéra-
tion d'impression néessite une imprimante rotative et un opérateur humain. De plus,
l'opération peut ne pas avoir besoin de toutes les ressoures tout le temps. Ainsi dans
notre exemple, l'opérateur humain n'est néessaire qu'au début de l'opération pour  a-
ler  l'imprimante. Une fois le alage eetué, l'opérateur peut aller s'ouper d'une autre
mahine.
On appelle e type de problème un job shop multiressoure. Nous rappelons ii les
notations.
On onsidère un ensemble J omposé de n travaux. Ces travaux doivent être or-
donnanés sur m ressoures disjontives, l'ensemble des ressoures est noté R. On note
Rk la k
e`me
ressoure. Chaque travail i est omposé de ni opérations. L'opération j du
travail i est notée Oi,j. Les gammes ne sont pas néessairement linéaires, 'est-à-dire
qu'une opération peut avoir plusieurs suesseurs (l'ensemble Γi,j) et plusieurs prédées-
seurs (l'ensemble Γ−1i,j ). On suppose que haque travail n'a qu'une seule opération nale
notée Oi,ni . Chaque opération néessite plusieurs ressoures pour son exéution. On note
Rmi,j l'ensemble des ressoures devant exéuter l'opération Oi,j. On note Oi,j,k la sous-
opération de Oi,j s'exéutant sur la ressoure Rk et pi,j,k sa durée opératoire. On suppose
don que toutes les sous-opérations d'une opération n'ont pas néessairement la même
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durée. En revanhe, on suppose que toutes les sous-opérations de Oi,j débutent à la même
date ti,j. L'opération suivante dans la gamme ne peut ommener que quand la dernière
sous-opération de l'opération est terminée. On note Γ−1i,j,k l'ensemble des sous-opérations
préédentes dans la gamme. A haque travail i est assoiée une date due di. Il est faile
de propager ette date due à toutes les opérations du travail i (f. l'algorithme 6 page
40).
La gure 4.1 donne un exemple d'ordonnanement multiressoure.
O2,1 O1,1
O2,1
O2,1
O1,1 O2,2
O1,2
O1,3
O1,3
O3,1
O3,2
O3,2 O2,3 O3,3
R1
R2
R3
ﬀ
ﬀ
ﬀ
ﬀ
ﬀ
ﬀ
ﬀ
ﬀ
ﬀ
Fig. 4.1  Exemple d'ordonnanement multiressoure
4.2 Modélisation par un PLNE
A notre onnaissane, il n'existe pas de modèle de programmation linéaire en nombres
entiers pour le problème de job shop multiressoure tel que nous l'avons déni. Nous
proposons d'adapter le modèle de Manne ([Manne, 1960℄).
Les variables de notre modèle sont :
ti,j : La date de début de Oi,j (4.1)
pi,j,k : La durée opératoire de Oi,j sur Rk (4.2)
ya,b,kc,d =
{
0 si Oa,b est eetuée avant Oc,d sur Rk
1 sinon
(4.3)
Les ontraintes sont :
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ti,j ≥ 0 ∀i = 1, . . . , n;∀j = 1, . . . , ni (4.4)
ti,j+1 ≥ ti,j + pi,j,k ∀Rk ∈ R
m
i,j ;
∀i = 1, . . . , n;∀j = 1, . . . , ni − 1 (4.5)
tc,d ≥ ta,b + pa,b,k −HV × y
a,b,k
c,d ∀Rk ∈ R
m
a,b ∩R
m
c,d
∀a = 1, . . . , n;∀b = 1, . . . , na
∀c = 1, . . . , n;∀d = 1, . . . , nc (4.6)
ta,b ≥ tc,d + pc,d,k −HV × (1− y
a,b,k
c,d ) ∀Rk ∈ R
m
a,b ∩R
m
c,d
∀a = 1, . . . , n;∀b = 1, . . . , na
∀c = 1, . . . , n;∀d = 1, . . . , nc (4.7)
Les ontraintes 4.4 indiquent que les travaux ne peuvent pas ommener avant la date
zéro.
L'équation 4.5 représente les ontraintes de gammes opératoires. Pour qu'une opéra-
tion puisse ommener, il faut que toutes les sous-opérations de l'opération préédente
soient ahevées.
Les ontraintes 4.6 et 4.7 permettent d'arbitrer les disjontions sur les ressoures. Dans
l'équation 4.6, si Oa,b s'exéute avant Oc,d sur la ressoure Rk alors Oc,d doit ommener
après la n de la sous-opération de Oa,b sur Rk. Si Oa,b s'exéute après Oc,d sur Rk, alors
la partie droite de l'équation est négative e qui rend vraie l'inégalité. L'équation 4.7
utilise le même prinipe.
Nous avons #ope×(2+#ope×m) variables et #ope+(#ope−n)×m+2×(#ope2×m)
ontraintes. De la même façon que pour le job shop exible, il n'est pas possible de
résoudre des instanes réelles à l'aide d'un solver ommerial. Toutefois, omme nous le
verrons ultérieurement, ertaines instanes générées aléatoirement ont pu être résolues
par CPLEX.
4.3 Modélisations par un graphe
On peut adapter le graphe onjontif pour modéliser une solution au problème de job
shop multiressoure. Deux type de graphes peuvent être dénis. Selon le modèle utilisé,
le nombre de sommets par opération dière.
4.3.1 Graphe ave un sommet par opération
Dans e modèle de graphe, on a un sommet par opération. Les ontraintes multires-
soures sont modélisées par plusieurs ars entrant et plusieurs ars sortant sur les sommets
pour traduire les ontraintes de préédene sur les ressoures.
Formellement, soit le graphe G = (V,E). L'ensemble des sommets est V = {Oi,j , 1 ≤
i ≤ n, 1 ≤ j ≤ ni} ∪ {s, t} ave s le sommet soure et t le sommet puits. On a un
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ar entre deux sommets s'il existe une ontrainte de préédene entre les opérations
orrespondantes. Il y a un ar entre Oi,ni et t de longueur pi,ni,k, où Rk est la ressoure
sur laquelle Oi,ni s'exéute. Il y a un ar entre s et {Oi,j |Γ
−1
i,j = ∅} de longueur ri. Pour une
opération Oi,j, les ars orrespondants aux ontraintes de gamme ont omme longueur
maxk pi,j,k. La longueur d'un ar entre deux opérations suessives Oi,j et Oi′,j′ sur la
ressoure Rk vaut pi,j,k.
Ce graphe ne doit pas ontenir de iruit, sinon l'ordonnanement est infaisable, et
tous les ars ont une longueur positive ou nulle. La gure 4.2 donne le graphe orrespon-
dant au diagramme de Gantt de la gure 4.1. Les ars pleins représentent les ontraintes
de gamme et les ars en pointillés représentent les ontraintes de ressoure.

ﬀ
O1,1 
ﬀ
O2,1

ﬀ
O3,1

ﬀ
O1,2

ﬀ
O2,2 
ﬀ
O3,2
ﬀ
O1,3

ﬀ
O2,3

ﬀ
O3,3

ﬀ
s 
ﬀ
t
ﬃ
-
^
- -
^- - -
- -
ﬃ
-
6 
?U
s

/
>
)
Fig. 4.2  Représentation sous forme d'un graphe simple d'un ordonnanement multires-
soure
Ce modèle de graphe permet de prendre en ompte des durées opératoires diérentes
pour haque sous-opération. De plus, e graphe est sans iruit, on peut don utiliser des
algorithmes simples de reherhe de plus long hemin, par exemple un parours en ordre
topologique.
4.3.2 Graphe ave un sommet par sous-opération
Dans e modèle de graphe, on représente une opération par plusieurs sommets : un
par sous-opération.
Formellement, soit le graphe G = (V,E). L'ensemble des sommets est V = {Oi,j,k, 1 ≤
i ≤ n, 1 ≤ j ≤ niRk ∈ R
m
i,j} ∪ {s, t} ave s le sommet soure et t le sommet puits. On a
un ar entre deux sommets s'il existe une ontrainte de préédene entre les opérations
orrespondantes. Il y a un ar entre Oi,ni et t de longueur pi,ni,k, où Rk est la ressoure sur
laquelle Oi,ni,k s'exéute. Il y a un ar entre s et {Oi,j,k|Γ
−1
i,j = ∅} de longueur ri. Pour les
autres ars, la longueur est égale à la durée opératoire de la sous-opération à l'origine de
l'ar. Entre haque sous-opération d'une même opération il y a des ars de synhronisation
bi-diretionnels, leurs longueurs sont xées à 0. Ce graphe ne doit pas ontenir de iruit de
longueur stritement positive, sinon l'ordonnanement est infaisable, et tous les ars ont
une longueur positive ou nulle. La gure 4.3 donne le graphe orrespondant au diagramme
de Gantt de la gure 4.1, les numéros des ressoures ont été omis pour failiter la leture.
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Fig. 4.3  Représentation sous forme d'un graphe détaillé d'un ordonnanement multi-
ressoure
En modiant la valuation des ars de synhronisation, il est possible de déaler dans le
temps les dates de début des sous-opérations. La gure 4.4 donne un exemple de déalage
des dates de début des sous-opérations. Dans ette exemple, O1,3,b ommene 2 unités de
temps après O1,3,a. Les avantages de ette méthode sont qu'on ne rée pas de iruit de
longueur stritement positive et que les problèmes ave ou sans déalage sont gérés de la
même façon. Nous onsidérons que les durées de déalage sont des données du problème.
Par la suite, e déalage xe entre sous-opérations est égal à zéro. Notons également
que quand e déalage n'est pas nul, une solution réalisable peut omporter des iruits
faisant intervenir plusieurs travaux.

ﬀ
O1,3,a

ﬀ
O1,3,b
?
6
-2
+2
Fig. 4.4  Modélisation d'un déalage dans les dates de début des sous-opérations
L'inonvénient prinipal de ette extension du modèle, par rapport au modèle de
graphe simple, est la présene de iruit et d'ars de longueur négative. On est don
obligé d'utiliser des algorithmes de reherhe de plus long hemin prenant en ompte es
partiularités. Ii on peut utiliser, par exemple, l'algorithme de Bellman-Ford.
Cependant, l'utilisation de l'algorithme de Bellman-Ford peut augmenter fortement
le temps de alul. En eet, dans le as de la prise en ompte des périodes d'inativités
(f. setion 5.2.1 page 107), le alul de la date de n d'une opération à partir de sa date
de début n'est plus une simple addition (f. algorithmes 16 à 19, page 109). Nous avons
don herhé à adapter l'algorithme de parours en ordre topologique à notre problème
de graphe spéique au problème de job shop multiressoure.
L'algorithme 13 dérit la méthode pour aluler les dates de début des opérations.
Dans et algorithme on a les éléments suivants :
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 Liste : liste ontenant les (sous-)opérations pouvant être traitées. Les sous-opérations
sont triées par opération.
 Ajouter(Liste,Oi,j,k) : Ajoute la sous-opération Oi,j,k à Liste.
 CalculF in(pi,j,k, ti,j,k) : Calule la date de n d'exéution de l'opération Oi,j,k à
partir de sa durée et de sa date de début d'exéution.
 PremierNMR(Liste) : retourne la première opération unitaire ('est-à-dire sans
sous-opération) de Liste (et la retire), retourne ∅ s'il y en a auune.
 PremierGroupeMR(Liste) : retourne le premier ensemble de sous-opérations om-
plet (toutes les sous-opérations de l'opération doivent y être) de la Liste (et le
retire), retourne ∅ s'il y en a auun.
 τi,j,k : la durée de déalage entre la sous-opération Oi,j,k et la sous-opération om-
mençant le plus tt.
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Algorithme 13 Algorithme de alul des dates de début des opérations
1 Liste = ∅
2 Pour i = 1 à n faire
3 Pour j = 1 à ni faire
4 Pour haque Rk ∈ R
m
i,j faire
5 ti,j,k = 0
6 Nbpred(Oi,j,k) = |Γ
−1
i,j,k|
7 Si Nbpred(Oi,j,k) = 0 alors
8 Ajouter(Liste,Oi,j,k)
9 n Si
10 n Pour
11 n Pour
12 n Pour
13 Tant que Liste 6= ∅ faire
14 O = PremierNMR(Liste)
15 Si O = ∅ alors
16 O= PremierGroupeMR(Liste)
17 n Si
18 /* alul de la date de début de l'opération dans l'ordonnanement */
19 Oi,j,k|(ti,j,k − τi,j,k) = maxOu,v,l∈O(tu,v,l − τu,v,l)
20 Od,t,k′ |τd,t,k′ = 0
21 td,t,k′ = ti,j,k − τi,j,k
22 Pour haque Oi,j,k ∈ O faire
23 ti,j,k = td,t,k′ + τi,j,k
24 Ci,j,k = CalculF in(pi,j,k, ti,j,k)
25 Pour haque Ou,v,l ∈ Γi,j,k faire
26 tu,v,l = max(tu,v,l, Ci,j,k) /* date au plus tt du début de Ou,v,l */
27 Nbpred(Ou,v,l) = Nbpred(Ou,v,l)− 1
28 Si Nbpred(Ou,v,l) = 0 alors
29 Ajouter(Liste,Ou,v,l) /* Ou,v peut être traitée */
30 n Si
31 n Pour
32 n Pour
33 n Tant que
4.4 Approhe Tabou pour le job shop multiressoure, TSMPT
Nous avons ommené par développer une reherhe Tabou pour résoudre le problème.
Cette reherhe Tabou est inspirée de elle que nous avons développée pour le job shop
exible (f. setion 3.3 page 43).
Codage d'une solution Une solution est représentée par le graphe ave un sommet
par sous-opération (f. setion 4.3.2).
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Solution initiale La génération de la solution initiale est une adaptation de l'algo-
rithme 7 (page 46) au as multiressoure. L'algorithme 14 dérit omment la solution
initiale est générée. Ii, la fontion choix(X) est une fontion qui hoisit l'opération ave
la plus petite marge (slak, voir page 44).
Dénition du voisinage On obtient un nouveau voisin en déplaçant une opération.
Cependant, si l'opération est omposée de sous-opérations, la manipulation peut devenir
plus omplexe. Nous avons hoisi omme mouvement l'éhange d'une sous-opération ave
l'opération préédente sur la ressoure.
Formellement, soit xa la sous-opération de x qu'on souhaite déplaer entre y et z, où
z est l'opération préédente à xa sur la ressoure onsidérée. Soit rz la date de début de
l'opération z. Pour toutes les sous-opérations xi de l'opération x (xi 6= xa), on herhe
à déplaer xi vers la gauhe tant qu'elle n'aura pas de prédéesseur ressoure ayant une
date de début stritement inférieure à rz (sous réserve de ompatibilité ave la gamme).
La gure 4.5 illustre un tel mouvement.
y z
a b c xb
xaﬀ
ﬀ
rz
y z
a bxb
xaﬀ
ﬀ
rz
c
Fig. 4.5  Déplaement de la sous-opération xa avant z
Pour améliorer la onvergene, on déplae une sous-opération tant que l'ordonnane-
ment obtenu est réalisable et de meilleure qualité.
L'algorithme 15 dérit la proédure pour trouver un voisin. De façon similaire, on
peut générer un voisin en déplaçant une sous-opération vers la droite.
Pour générer le voisinage, on explore un voisin pour haque sous-opération du pro-
blème. L'évaluation se fait selon l'approhe ǫ-ontrainte développée dans la setion 3.3.2
(page 48).
On réutilise aussi l'algorithme 9 (page 50) pour déterminer une approximation du
front de Pareto.
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Algorithme 14 Algorithme glouton pour générer une solution pour le job shop multi-
ressoure
Pré-onditions: Choix(X) : Choisit un élément de la liste X
1 O = ∅
2 Pour i = 0 à i = m Faire Cm[i] = 0 n Pour
3 Pour i = 1 à n faire
4 Pour j = 1 à ni faire
5 ri,j = 0
6 Si Γ−1i,j = ∅ Alors Ajouter Oi,j à O n Si
7 n Pour
8 n Pour
9 Tant que O 6= ∅ faire
10 C∗ =∞
/* Reherhe de l'opération se terminant le plus tt */
11 Pour haque Oi,j ∈ O faire
12 dateF in = −∞
13 Pour haque Rk ∈ R
m
i,j faire
14 dateF in = max
(
dateF in;max(ri,j , Cm[k]) + pi,j,k
)
15 n Pour
16 Si C∗ > dateF in alors
17 C∗ = dateF in
18 R∗ = Rmi,j
19 n Si
20 n Pour
/* Choix d'une opération onurrente */
21 L = {Oi,j ∈ O|ri,j < C
∗
et Rmi,j ∩R
∗ 6= ∅}
22 Oi∗,j∗ = Choix(L)
/* Ordonnaner Oi∗,j∗ au plus tt */
23 Pour haque Rk ∈ R
m
i∗,j∗ faire
24 ri∗,j∗ = max(ri∗,j∗, Cm[Rk]) /* Trouver la date de début de l'opération */
25 n Pour
26 Ci∗,j∗ = ri∗,j∗ +maxR′
k
∈Rm
i∗,j∗
(pi∗,j∗,k′)
27 Pour haque Rk ∈ R
m
i∗,j∗ faire
28 Cm[k
∗] = ri∗,j∗ + pi∗,j∗,k /* Mise à jour des dates de disponibilité des res-
soures */
29 n Pour
/* Mise à jour des listes et des indiateurs */
30 Retirer Oi∗,j∗ de O
31 Pour haque Oi,j ∈ Γi∗,j∗ faire
32 ri,j = max(ri,j, Ci∗,j∗)
33 Si Tous les prédéesseurs d'Oi,j ont été ordonnanés alors
34 Ajouter Oi,j à O
35 n Si
36 n Pour
37 n Tant que
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Algorithme 15 Déalage à gauhe d'une opération
Pré-onditions: : xa : la (sous)-opération à déplaer.
1 bool = V RAI
2 Zprec = −∞
3 Z = Zprec
4 Si xa est une opération unitaire alors
5 Tant que (bool = V RAI) et (Zprec ≥ Z) faire
6 Déaler xa d'une position vers la gauhe
7 Zprec = Z
8 Si et ordonnanement est réalisable alors
9 Si ette solution obtenue n'est pas interdite par la liste Tabou alors
10 Ajouter au voisinage ette solution
11 Z = qualité de la solution
12 n Si
13 Sinon
14 bool = FAUX
15 n Si
16 n Tant que
17 Sinon
18 Tant que (bool = V RAI) et (Zprec < Z) faire
19 Zprec = Z
20 rz = la date de début du prédéesseur ressoure de xa
21 Pour haque xi ∈ x\{xa} faire
22 Tant que la date de début du prédéesseur mahine de xi ≥ rV faire
23 déaler xi d'une position vers la gauhe
24 n Tant que
25 n Pour
26 Déaler x d'une position vers la gauhe
27 Si et ordonnanement est réalisable alors
28 Si ette solution obtenue n'est pas interdite par la liste Tabou alors
29 Ajouter au voisinage ette solution
30 Z = qualité de la solution
31 n Si
32 Sinon
33 bool = FAUX
34 n Si
35 n Tant que
36 n Si
La liste Tabou Notre liste Tabou ontient deux éléments : l'indie de l'opération ou la
sous opération déalée, et le nombre de déalages ave un signe désignant le sens droite
ou gauhe, eetué pour obtenir la solution.
Une solution est interdite si pour l'obtenir à partir de la solution ourante, il faut
eetuer un mouvement qui se trouve dans la liste Tabou. C'est-à-dire qui a le même
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nombre de déalages pour la même opération à déplaer, sans tenir ompte du sens.
La taille de la liste est gérée dynamiquement. Cette gestion dynamique est basée
sur un prinipe de détetion de yle. Ce dernier repose sur la sauvegarde d'un ertain
nombre des derniers mouvements eetués (deux fois le nombre d'opérations et de sous-
opérations) dans une liste. Si a une itération donnée, deux mouvements onséutifs ont
été eetués et que es deux mouvements sont aussi dans la liste à la suite (en tenant
ompte du sens du déplaement), alors il y a une forte probabilité pour qu'un yle se
forme. C'est à e moment là qu'il faut jouer sur la taille de la liste de Tabou de manière
à sortir du yle éventuel. Suite à des résultats expérimentaux, la gestion dynamique de
la taille, de façon à optimiser le mieux possible la qualité des solutions, est la suivante :
 tout d'abord, la taille, à l'initialisation, est égale à un tiers du nombre d'opérations
unitaires (sans les sous-opérations) plus le nombre d'opérations non-unitaires.
 La taille est augmentée de 10% du nombre d'opérations et de sous-opérations,
lorsqu'un yle éventuel est déteté et que la taille de la liste Tabou est inférieure
ou égale à la moitié du nombre d'opérations et de sous-opérations.
 La taille est diminuée de 10% du nombre d'opérations et de sous-opérations, lors-
qu'un yle éventuel est déteté et que la taille de la liste Tabou est supérieure à la
moitié du nombre d'opérations et de sous-opérations, ou enore lorsqu'auun voisin
n'est possible à partir d'une solution. De plus, on vide la liste Tabou de façon à
répartir équitablement entre tous les mouvements.
Les onditions d'augmentation et de diminution de la taille de la liste Tabou per-
mettent de faire osiller onvenablement ette taille. Cette osillation rend enore plus
dynamique la reherhe de solutions, et permet d'augmenter la qualité des solutions trou-
vées par ette reherhe Tabou.
4.5 Approhe par algorithme génétique pour le job shop
multiressoure, AGMPT
Nous avons adapté l'algorithme génétique proposé à la setion 3.4.2 à la problématique
multiressoure. Cette version de l'algorithme utilise aussi le modèle NSGA-II.
Le odage d'un individu On représente un individu par une matrie C ave m lignes
(une par ressoure) et |rang| olonnes, où |rang| est le nombre de rangs dans le graphe
disjontif  simple (f. setion 4.3.1) assoié à l'ordonnanement. A la ligne l et à la
olonne c il y a l'opération qui doit être exéutée sur la ressoure Rl au rang c dans le
graphe. Un '_' signie qu'il n'y a pas d'opération au rang orrespondant dans le graphe
sur la ressoure onsidérée. La gure 4.6 donne le odage assoié à la gure 4.1.
C =
 O2,1 O1,1 _ _ _ O3,2 _ _O2,1 O1,1 O2,2 O1,3 O3,1 _ _ _
O2,1 _ O1,2 O1,3 _ O3,2 O2,3 O3,3

Fig. 4.6  Codage d'un individu
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Le roisement On génère un nouvel individu grâe à la méthode suivante : première-
ment, on séletionne deux individus a et b grâe à l'opérateur de séletion. Ensuite, on
génère une matrie booléenne B de la même taille que a, les valeurs de ette matrie sont
tirées aléatoirement ave une équiprobabilité. Notons que pour une opération donnée, les
oeients doivent être identiques pour haque sous-opération don lorsque la première
sous-opération d'une opération est renontrée, la valeur obtenue pour ette sous-opération
est également attribuée aux autres sous-opérations. Un '1' signie que l'opération orres-
pondante dans a sera plaée à la même position dans l'enfant. A la n de ette étape, les
opérations qui ne sont pas enore plaées sont insérées dans les trous dans le même ordre
que dans b.
S'il y a un iruit dans l'enfant, l'opération venant de b qui est impliquée dans le iruit
est déplaée à une position qui ne rée pas de iruit, 'est-à-dire entre ses prédéesseurs
et ses suesseurs.
La gure 4.7 donne un exemple de roisement.
a =
 1, 1 _ _ 2, 1 _ _ 3, 2 _1, 1 _ 1, 3 2, 1 2, 2 3, 1 _ _
_ 1, 2 1, 3 2, 1 _ 2, 3 3, 2 3, 3

b =
 2, 1 1, 1 _ _ _ 3, 2 _ _2, 1 1, 1 2, 2 1, 3 3, 1 _ _ _
2, 1 _ 1, 2 1, 3 _ 3, 2 2, 3 3, 3

B =
 1 0 0 0 0 0 1 01 0 1 0 1 0 0 0
0 0 1 0 0 0 1 0

Enfant partiel =
 1, 1 _ _ _ _ _ 3, 2 _1, 1 _ 1, 3 _ 2, 2 _ _ _
_ _ 1, 3 _ _ _ 3, 2 _

Enfant nal =
 1, 1 2, 1 _ _ _ 3, 2 _ _1, 1 2, 1 1, 3 2, 2 3, 1 _ _ _
_ 2, 1 1, 3 1, 2 _ 3, 2 2, 3 3, 3

Fig. 4.7  Exemple d'un roisement
La mutation On applique l'opérateur de mutation sur un individu. Dans l'individu à
muter, on séletionne aléatoirement une opération x. Cette opération x est déplaée sur
un rang pour lequel il n'y aura pas de iruit dans le graphe orrespondant, 'est-à-dire
entre le dernier prédéesseur et le premier suesseur de x.
On alule dynamiquement la probabilité de mutation (Tm) à haque génération ave
la formule suivante :
Tm = TMmax ×
Nombre de générations sans amélioration
Nombre maximum de générations sans amélioration
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Ave TMmax la probabilité de mutation maximale dénie par le déideur.
La population La génération de la population initiale est une adaptation de l'algo-
rithme 7 (page 46) au as multiressoure. L'algorithme 14 dérit omment un individu
est généré aléatoirement. Dans e as, la fontion choix(X) est une fontion qui hoisit
aléatoirement un élément de la liste X.
La population peut aussi être partiellement initialisée par TSMPT . On nomme AGMPT
la version ave initialisation par la Tabou et AGMPT r la version ave initialisation tota-
lement aléatoire.
4.6 Expérimentations
Des expérimentations ont été réalisées pour omparer nos algorithmes.
Toutes les expérimentations ont été réalisées sur un PC équipé d'un Pentium IV
adené à 2.8GHz et ayant 512Mo de mémoire vive. Pour l'algorithme génétique, le temps
de alul a été limité à 10 minutes.
4.6.1 Les instanes
Pour nos expérimentations, nous réutilisons les instanes sdata de la setion 3.5, es
instanes possèdant une ressoure par opération.
A notre onnaissane il n'existe pas dans la littérature d'instanes pour le problème de
job shop multiressoure. Nous avons don généré nos propres instanes. Nous onsidérons
quatre paramètres : n le nombre de travaux, ni le nombre d'opérations par travail, m le
nombre de ressoures et #sta le nombre d'étages. Chaque travail i ontient ni opérations.
La durée opératoire d'une opération Oi,j est tirée aléatoirement entre 1 et 130. Les dates
dues sont générées ave la même méthode que elle dérite préédemment (f. setion
3.5.1). Les ressoures sont réparties en étages (1 à #sta). Chaque opération Oi,j néessite
entre 1 et #sta ressoures mais ne peut néessiter plus d'une ressoure d'un même étage.
Le tableau 4.1 donne les instanes qui ont été générées par ette méthode. Chaque
ensemble est onstitué de inq instanes diérentes.
Instanes n nj m #sta Instanes n nj m #sta
GJ01 à GJ05 5 5 10 10 GJ21 à GJ25 10 10 20 4
GJ06 à GJ10 5 10 20 4 GJ26 à GJ30 10 5 20 10
GJ11 à GJ15 5 10 20 5 GJ31 à GJ35 10 10 20 10
GJ16 à GJ20 10 5 20 4
Tab. 4.1  Les instanes générées
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4.6.2 Expérimentations préliminaires
Des expérimentations préliminaires ont été réalisées sur quelques instanes pour trou-
ver les meilleurs paramètres pour nos algorithmes.
Pour la reherhe Tabou TSMPT , le meilleur nombre maximum d'itérations sans amé-
lioration trouvé est #iter = 2000.
Pour l'algorithme génétique AGMPT , on trouve omme taille de population N = 100,
nombre maximum de générations sans amélioration #MaxGen = 1000 et la probabilité
de mutation Mut = 0.5.
On renvoie à l'annexe A.2 pour le détail des expérimentations.
4.6.3 Comparaison des méthodes
Les premières expérimentations onernent la omparaison des deux méthodes pour
la détermination d'un ensemble de solution non-dominées sur les ritères Cmax/Lmax.
4.6.3.1 Comparaison de TSMPT ave AGMPT r
Dans ette partie, nous omparons les performanes de la reherhe Tabou TSMPT
ave elles de l'algorithme génétique AGMPT r. Le tableau 4.2 donne les résultats de
la omparaison entre les deux méthodes. Les temps de alul moyens sont donnés en
seondes.
TSMPT vs AGMPT r AGMPT r vs TSMPT
Instanes SOw NFC SOw NFC CPU(TSMPT ) CPU(AGMPT r)
la01 à la05 3 85% 0 25% 33.59 242.45
la06 à la10 1 60% 1 55% 118.80 528.18
la11 à la15 2 73% 0 33% 266.31 584.29
la16 à la20 4 87% 0 13% 133.62 599.66
la21 à la25 5 100% 0 0% 540.58 600.40
la26 à la30 5 100% 0 0% 1518.12 600.69
la31 à la35 5 100% 0 0% 2338.61 601.50
la36 à la40 5 100% 0 0% 1356.68 600.50
GJ01 à GJ05 1 60% 3 93% 4.30 27.91
GJ06 à GJ10 4 87% 0 13% 41.06 134.90
GJ11 à GJ15 4 90% 0 10% 65.58 127.30
GJ16 à GJ20 2 80% 0 20% 140.51 283.42
GJ21 à GJ25 3 70% 1 30% 522.91 520.35
GJ26 à GJ30 4 90% 0 10% 279.03 303.16
GJ31 à GJ35 4 90% 0 10% 1071.29 599.82
Tab. 4.2  Comparaison entre TSMPT et AGMPT r
On onstate que la reherhe Tabou est toujours meilleure que l'algorithme génétique
aussi bien sur les instanes sdata que sur nos instanes générées. Par ailleurs, on onstate
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que sur les instanes sdata, AGMPT r atteint souvent son temps de alul maximum (10
minutes).
4.6.3.2 Comparaison de AGMPT ave et sans initialisation par TSMPT
Nous avons testé notre algorithme génétique ave et sans initialisation de la popula-
tion par TSMPT . Le tableau 4.3 donne les résultats, où AGMPT r est la  version sans
initialisation  et AGMPT la version  ave initialisation . Les temps de alul pour
AGMPT inluent le temps néessaire pour la reherhe Tabou.
AGMPT r vs AGMPT AGMPT vs AGMPT r
Instanes SOw NFC SOw NFC CPU(AGMPT r) CPU(AGMPT )
la01 à la05 0 25% 5 100% 242.45 111.48
la06 à la10 0 17% 4 90% 528.18 227.60
la11 à la15 0 15% 4 95% 584.29 632.50
la16 à la20 0 0% 5 100% 599.66 433.17
la21 à la25 0 0% 5 100% 600.40 830.61
la26 à la30 0 0% 5 100% 600.69 1772.00
la31 à la35 0 0% 5 100% 601.50 2471.48
la36 à la40 0 0% 5 100% 600.50 1610.40
GJ01 à GJ05 1 93% 1 90% 27.91 27.71
GJ06 à GJ10 0 10% 4 90% 134.90 73.86
GJ11 à GJ15 0 0% 5 100% 127.30 116.26
GJ16 à GJ20 0 10% 4 90% 283.42 234.56
GJ21 à GJ25 0 15% 4 85% 520.35 695.15
GJ26 à GJ30 0 0% 5 100% 303.16 315.75
GJ31 à GJ35 0 0% 5 100% 599.82 1180.33
Tab. 4.3  Comparaison entre AGMPT r et AGMPT
On onstate une nette domination de la version ave initialisation. De plus dans
plusieurs as, le temps de alul de TSMPT plus elui de AGMPT est inférieur à elui de
AGMPT r.
4.6.3.3 Comparaison de TSMPT ave AGMPT
Dans ette partie, nous omparons les performanes de la reherhe Tabou TSMPT
ave elles de l'algorithme génétique AGMPT . Le tableau 4.4 donne les résultats de la
omparaison entre les deux méthodes. Les temps de alul moyens sont donnés en se-
ondes. Le temps de alul de AGMPT n'inlut pas elui de TSMPT .
On onstate que AGMPT donne de meilleurs résultats que TSMPT , e qui n'est pas
surprenant dans la mesure où les solutions de TSMPT sont injetées omme population
initiale dans AGMPT . On peut remarquer que pour huit instanes, AGMPT n'arrive pas
à améliorer les solutions trouvées par la reherhe Tabou.
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TSMPT vs AGMPT AGMPT vs TSMPT
Instanes SOw NFC SOw NFC CPU(TSMPT ) CPU(AGMPT )
la01 -> la05 0 62% 4 100% 33.59 92.40
la06 -> la10 0 30% 5 100% 118.80 157.91
la11 -> la15 0 28% 5 100% 266.31 458.64
la16 -> la20 0 41% 4 100% 133.62 345.33
la21 -> la25 0 48% 5 100% 540.58 440.93
la26 -> la30 0 24% 5 100% 1518.12 600.54
la31 -> la35 0 33% 5 100% 2338.61 601.42
la36 -> la40 0 32% 5 100% 1356.68 600.67
GJ01 -> GJ05 0 60% 3 100% 4.30 25.81
GJ06 -> GJ10 0 80% 2 100% 41.06 54.89
GJ11 -> GJ15 0 24% 5 100% 65.58 81.89
GJ16 -> GJ20 0 23% 5 100% 140.51 157.81
GJ21 -> GJ25 0 27% 5 100% 522.91 357.37
GJ26 -> GJ30 0 30% 4 100% 279.03 150.89
GJ31 -> GJ35 0 0% 5 100% 1071.29 503.57
Tab. 4.4  Comparaison entre TSMPT et AGMPT
4.6.4 Comparaison ave CPLEX
Notre programme linéaire, testé ave CPLEX (version 8.0), arrive à résoudre opti-
malement les problèmes GJxx jusqu'à GJ20 (sauf pour GJ13 où le solver n'arrive pas
à trouver l'optimum). Nous avons limité le temps de alul à 12 heures. Le tableau 4.5
donne les valeurs du makespan obtenus par CPLEX et par nos algorithmes. La olonne
'CPU(CPLEX)' orrespond au temps de alul (en seondes) néessaire à CPLEX pour
trouver l'optimum sur le Cmax. Les olonnes ∆(TSMPT ) et ∆(AGMPT r) orrespondent
à l'éart relatif entre nos méthodes et l'optimum.
Dans 6 as sur 19, TSMPT trouve une solution optimale et dans 4 as pour AGMPT r.
On onstate que dans le pire des as, on est à 6.33% de l'optimum ave la reherhe Tabou
(15.59% pour l'algorithme génétique). Globalement on peut onstater que TSMPT est
prohe de l'optimum : ∆(TSMPT ) = 1.71%. Par ontre AGMPT r est lairement moins
performant : ∆(AGMPT r) = 6.9%
Remarque : nous n'avons pas présenté les résultats pour AGMPT ar les valeurs duma-
kespan sont identiques à elles de TSMPT , sauf pour l'instane GJ17 où Cmax(AGMPT ) =
664.
4.7 Conlusion sur le job shop multiressoure
Dans e hapitre nous avons présenté nos travaux sur le problème de job shop mul-
tiressoure multiritère. Nous avons proposé un modèle de programmation linéaire en
nombres entiers, une reherhe Tabou, un algorithme génétique ainsi qu'une hybridation
de es deux dernières méthodes. Nous avons modélisé le problème ave deux types de
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Instane CPLEX CPU(CPLEX) TSMPT ∆(TSMPT ) AGMPT r ∆(AGMPT r)
GJ01 533 0.06 533 0.00% 544 2.02%
GJ02 418 0.05 418 0.00% 418 0.00%
GJ03 487 0.06 487 0.00% 487 0.00%
GJ04 383 0.03 383 0.00% 383 0.00%
GJ05 460 0.02 460 0.00% 460 0.00%
GJ06 894 2.52 898 0.45% 963 7.17%
GJ07 900 4.14 900 0.00% 918 1.96%
GJ08 763 45.39 794 3.90% 821 7.06%
GJ09 767 1.69 789 2.79% 892 14.01%
GJ10 998 36.03 1017 1.87% 1100 9.27%
GJ11 839 12.97 891 5.84% 977 14.12%
GJ12 1057 210.59 1100 3.91% 1194 11.47%
GJ13 # # 1071 # 1162 #
GJ14 786 25.52 790 0.51% 815 3.56%
GJ15 930 1580.28 934 0.43% 1034 10.06%
GJ16 600 1925.77 614 2.28% 644 6.83%
GJ17 656 42110.38 669 1.94% 774 15.25%
GJ18 594 2590.08 603 1.49% 608 2.30%
GJ19 693 965.81 698 0.72% 821 15.59%
GJ20 681 13.34 727 6.33% 760 10.39%
Tab. 4.5  Comparaison ave CPLEX
graphes diérents, un premier type ave une modélisation simple, e qui permet l'utili-
sation d'algorithmes de parours de graphes rapides, le seond est plus évolué et permet
de modéliser des déalages entre sous-opérations d'une même opération.
Au niveau des expérimentations, nous avons onstaté une supériorité de la reherhe
Tabou sur l'algorithme génétique. Par ailleurs, la reherhe Tabou présente des résultats
prohes de l'optimal pour les instanes qui ont pu êtres résolues par le programme linéaire.
103
4.7. CONCLUSION SUR LE JOB SHOP MULTIRESSOURCE
104
Chapitre 5
Appliations et mise en oeuvre
Dans e hapitre nous allons aborder l'implémentation des al-
gorithmes d'ordonnanement au sein du logiiel DiretPlanning
(www.diretplanning.om).
5.1 Présentation générale de DiretPlanning
DiretPlanning est le logiiel de planiation édité par la soiété Volume Software.
Ce logiiel se présente omme un planning mural interatif. Une de ses grandes fores
est qu'il est entièrement paramétrable pour s'adapter à n'importe quel métier. Il est
aussi simple d'utilisation, on peut notamment déplaer une tâhe très simplement tout en
respetant les ontraintes de préédene. Parmi les fontionnalités on a aussi la possibilité
de verrouiller des tâhes, d'appliquer des alendriers aux ressoures, d'aher des alertes
en as de retard, et.
Historique La première version (estampillée 1.1) est sortie en 2003. Cette version a
été en partie développée par Philippe Mauguière dans le adre de sa thèse de dotorat
([Mauguière, 2004℄). Le module d'ordonnanement de ette version utilise une Shifting
Bottlenek Proedure inspirée de [Adams et al., 1988℄.
La seonde version (estampillée 1.2) est sortie en 2005. Elle prend en ompte en
plus des temps de montage dépendants de la séquene. Dans ette version, le module
d'ordonnanement a été entièrement refait. L'algorithme prinipal de l'ordonnanement
est une reherhe Tabou, mais on a aussi la possibilité de laner une évolution de la
Shifting Bottlenek Proedure de la version préédente.
La version en ours de développement (estampillée 2.0) devrait sortir à la n de l'année
2007. Les fontionnalités qui seront présentes dans la version ommerialisée sont enore
en disussion, par ontre en e qui onerne l'ordonnanement, on peut dire que l'ajout
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prinipal est l'aetation automatique des opérations, 'est-à-dire la notion de job shop
exible développé dans la setion 3.
Vue d'ensemble La gure 5.1 montre l'ahage prinipal de DiretPlanning. On y
trouve un diagramme de Gantt représentant le planning selon le mode de projetion
hoisi. DiretPlanning propose plusieurs modes de projetion. Classiquement, on peut
avoir une ligne par ressoure sur laquelle les opérations s'exéutent, mais il est possible
de hoisir un autre mode de projetion. Par exemple on peut projeter par lient, dans e
as toutes les opérations d'un même lient seront sur la même ligne. On peut failement
personnaliser les modes d'ahage pour adapter la leture du planning aux besoins du
lient.
Fig. 5.1  Eran prinipal de DiretPlanning
5.2 Interfae manuelle
DiretPlanning est un outil interatif, on peut déplaer très simplement une opération
aussi bien dans le temps que d'une ressoure à une autre. Trois modes de fontionnement
sont proposés :
 Le non-hevauhement des tâhes, dans e mode DiretPlanning vérie uniquement
que les opérations ne se hevauhent pas sur les ressoures primaires.
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 L'aide à la planiation, dans e mode les opérations respetent les ontraintes de
préédenes, les dates de début au plus tt, les opérations verrouillées et vérie que
l'ordonnanement soit réalisable (i.e. sans iruit). Dans le as où une ontrainte
ne pourrait pas être respetée, DiretPlanning ahe un message d'erreur et l'aide
à la planiation se désative.
 Le alage à gauhe, e mode est identique au préédent sauf que les opérations sont
alées le plus tt possible.
Dans ette partie, nous nous intéressons aux algorithmes utilisés pour l'interfae ma-
nuelle. Ces algorithmes proviennent de [Mauguière, 2004℄. Même s'ils n'ont rien de très
original, il en existe peu de traes dans la littérature.
Notation Dans la suite de e hapitre, les notations ont été allégées pour failiter la
leture. Ainsi, i désigne la iéme opération du problème, pi est la durée opératoire de ette
opération sur la ressoure sur laquelle elle est aetée.
Intégration du travail de Philippe Mauguière Comme indiqué en introdution, e
travail fait suite à elui réalisé par Philippe Mauguière lors de sa thèse ([Mauguière, 2004℄).
Ses travaux ont prinipalement porté sur la prise en ompte des alendriers, des temps
de montage dépendant de la séquene et des opérations verrouillées pour le problème de
job shop. L'intérêt des méthodes qu'il propose est qu'il sut d'ajouter ses algorithmes
dans les fontions d'évaluation de nos algorithmes pour pouvoir gérer es ontraintes.
5.2.1 Prise en ompte des alendriers
La gestion des périodes d'inativité est ommune aux trois modes de fontionnement.
Cette gestion vient de [Mauguière et al., 2005℄. Dans et artile, les auteurs onsidèrent
inq types de périodes d'inativités :
1. Les périodes d'inativités sont traversables et les opérations peuvent être interrom-
pues.
2. Les périodes d'inativités sont non traversables et les opérations ne peuvent pas
être interrompues.
3. Certaines périodes d'inativités sont traversables et les opérations peuvent être
interrompues.
4. Les périodes d'inativités sont traversables et ertaines opérations peuvent être
interrompues.
5. Certaines périodes d'inativités sont traversables et ertaines opérations peuvent
être interrompues.
DiretPlanning permet de gérer le as 1. Lors de la réation du logiiel, Philippe Mau-
guière a développé quatre algorithmes qui permettent de gérer les périodes d'inativité. Le
premier, Ajuster_tj(t, Rk), permet d'ajuster la date de début t d'une opération en fon-
tion des périodes d'indisponibilité présentes sur la ressoure Rk. Calculer_Cj(t, p,Rk)
permet de aluler la date de n d'exéution d'une opération à partir de sa date de
début t, de sa durée opératoire p et des périodes d'inativités de la ressoure Rk. De
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la même façon, Ajuster_Cj(t, Rk) permet d'ajuster la date de n d'une opération et
Calculer_tj(t, p,Rk) de aluler sa date de début en fontion de sa date de n, de sa
durée et des périodes d'inativités. Les algorithmes 16 à 19 dérivent es proédures. Dans
es algorithmes, une période d'inativité est dénie par le ouple (sf ; ef ). sf est le début
de la période d'inativité f et ef la n de ette même période.
5.2.2 Gestion des opérations verrouillées
Une fontionnalité très appréiée de DiretPlanning est le verrouillage d'opération.
Verrouiller une opération signie que ette dernière ne pourra en auun as être déplaée,
ni par l'utilisateur, ni par les algorithmes d'aide à la planiation, ni par le module
d'ordonnanement.
Une opération verrouillée est vue omme une opération s'exéutant sur une ressoure
Rk ave une date de n au plus tard impérative d˜i et une date de début au plus tt
impérative ri tel que :
Calculer_Cj(ri, pi, Rk) = d˜i
On onsidère que la date importante dans une opération verrouillée est sa date de n
d˜i. Si une opération i est verrouillée, alors le booléen vi = vrai.
5.2.3 Temps de montage dépendant de la séquene
Dans DiretPlanning, une opération peut néessiter un temps de montage avant qu'elle
ne ommene réellement son exéution. Ces temps sont dépendant de la séquene, 'est-
à-dire que la durée de montage dépend de l'opération qui vient de se terminer et de
l'opération qui va ommener.
Si a et b sont deux opérations suessives sur une même ressoure, on note sa,b le
temps de montage de l'opération b si a est l'opération préédente sur la ressoure. Le
temps de montage ne fait pas partie de l'opération, ainsi on peut ommener le montage
d'une opération b avant la n des opérations préédentes de b dans la gamme (on parle
de antiipatory setup time).
La gure 5.2 illustre le onept de temps de montage. On a les opérations a puis b
sur une même ressoure. L'opération x est l'opération qui préède b dans la gamme.
5.2.4 Le non hevauhement des opérations
L'algorithme 20 dérit la proédure de non-hevauhement des opérations. Cette pro-
édure prend en ompte les opérations verrouillées, les périodes d'indisponibilité et les
temps de montage dépendants de la séquene. Les paramètres pi, ti et Ci orrespondent
à la durée opératoire, à la date de début réelle et à la date de n de l'opération i avant
le traitement de l'algorithme, les variables p′i, t
′
i et C
′
i sont alulées par la proédure.
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Algorithme 16 Ajuster_tj(t, Rk)
Pré-onditions: t : date de début initiale
Pré-onditions: Rk : ressoure sur laquelle s'exéute l'opération
1 Si ∃f |sf ≤ t < ef alors
2 retourner Ajuster_tj(ef , Rk)
3 Sinon
4 retourner t
5 n Si
Algorithme 17 Calculer_Cj(t, p,Rk)
Pré-onditions: t : date de début initiale
Pré-onditions: Rk : ressoure sur laquelle s'exéute l'opération
Pré-onditions: p : durée opératoire de l'opération sur Rk
1 Si ∃f |t < sf < t+ p alors
2 retourner Calculer_Cj(ef , p− (sf − t), Rk)
3 Sinon
4 retourner t+ p
5 n Si
Algorithme 18 Ajuster_Cj(t, Rk)
Pré-onditions: t : date de n initiale
Pré-onditions: Rk : ressoure sur laquelle s'exéute l'opération
1 Si ∃f |sf < t ≤ ef alors
2 retourner Ajuster_tj(sf , Rk)
3 Sinon
4 retourner t
5 n Si
Algorithme 19 Calculer_tj(t, p,Rk)
Pré-onditions: t : date de n initiale
Pré-onditions: Rk : ressoure sur laquelle s'exéute l'opération
Pré-onditions: p : durée opératoire de l'opération sur Rk
1 Si ∃f |t− p < sf < t alors
2 retourner Calculer_Cj(sf , p− (t− ef ), Rk)
3 Sinon
4 retourner t− p
5 n Si
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-
-
ba
x
-
sa,b
Fig. 5.2  Illustration d'un temps de montage
L'algorithme séquene les opérations dans l'ordre de leur ti roissant, sauf si une opéra-
tion normale venait hevauher une opération verrouillée. Dans e as l'opération normale
sera séquenée après l'opération verrouillée. Les dates de début nales des opérations sont
néessairement supérieures ou égales à leurs dates de début initiales : t′i ≥ ti.
De la ligne 1 à la ligne 6 on a la phase d'initialisation de l'algorithme et de la ligne 7
à la ligne 37 on a la boule prinipale. Les prinipaux paramètres de l'algorithme sont :
 O : l'ensemble de ardinalité p des opérations à traiter,
 N : l'ensemble de ardinalité q des opérations verrouillées sur la ressoure,
 i : l'opération en ours de traitement,
 t : date de disponibilité de la ressoure, 'est-à-dire la date de n de la dernière
opération plaée,
 f : indie de la prohaine opération verrouillée à plaer selon l'ordre de O,
 g : indie de la prohaine opération verrouillée se situant après t.
Suite à l'initialisation, on traite toutes les opérations dans l'ordre de leur ti roissant.
Deux as de gures peuvent se présenter, soit l'opération est verrouillée (lignes 9 à 17),
soit elle ne l'est pas (ligne 18 à 36). Si l'opération est verrouillée, on xe sa date de n
à sa valeur atuelle (ligne 10) puis on alule sa date de début en tenant ompte d'un
éventuel temps de montage et des périodes d'inativité (ligne 11 et 12). Les lignes 13 et
14 sont là pour inrémenter les ompteurs.
Si l'opération n'est pas verrouillée, on herhe la première date de début d'exéution
valide, qui est soit la date de disponibilité de la ressoure t, soit la date de début de
l'opération dans le as où l'utilisateur a inséré un temps mort (lignes 16 et 17). De la
ligne 18 à 21, on regarde la prohaine opération verrouillée, notée ii h. A la ligne 22, on
alule la date de n C de h dans le as où il n'y aurait pas de temps mort entre les deux
opérations. Si ette date de n est supérieure à la date de n impérative de h alors il faut
séquener i après h (ligne 23 à 27). De la ligne 28 à 33, on refait le test ave la prohaine
opération verrouillée. Enn, à la ligne 34 on nalise le positionnement de i et on met à
jour la date de disponibilité de la ressoure à la ligne 35.
5.2.5 L'aide à la planiation
L'algorithme 21 dérit la proédure d'aide à la planiation. Cette proédure prend en
ompte les opérations verrouillées, les périodes d'indisponibilité et les temps de montage
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Algorithme 20 Non hevauhement des opérations
Pré-onditions: Rk : ressoure sur laquelle le non-hevauhement est lané
1 O = {i|a(i) = Rk}
2 Trier O selon les ti roissant.
3 N = {i ∈ O|vi = vrai} /* Les opérations de N sont numérotées dans l'ordre roissant
des ti */
4 p = |O|; q = |N |
5 pred(O[1]) = ∅; pred(O[l]) = O[l−1],∀l ∈ [2 . . . p]
6 f = 0; g = 0; t = 0
7 Pour index = 1 à p faire
8 i = O[index]
9 Si vi = vrai alors
10 C ′i = Ci
11 p′i = spred(i),i + pi
12 t′i = Calculer_tj(C
′
i, p
′
i, Rk)
13 f = f + 1; g = max(g, f)
14 t = max(t, Calculer_tj(C
′
i, Rk)
15 Sinon
16 p′i = spred(i),i + pi
17 t′i = max(t, Calculer_tj(Ci, p
′
i, Rk))
18 x = 0; d =∞
19 Si g < q alors
20 h = N[g];x = si,h + ph; d = Ch
21 n Si
22 C = Calculer_Cj(t
′
i, p
′
i + x,Rk)
23 Tant que C > d faire
24 t = d
25 pred(h) = pred(i); pred(i) = h; g = g + 1
26 p′i = spred(i),i + pi
27 t′i = Ajuster_tj(max(ti, t), Rk)
28 x = 0; d =∞
29 Si g < q alors
30 h = N[g];x = si,h + ph; d = Ch
31 n Si
32 C = Calculer_Cj(t
′
i, p
′
i + x,Rk)
33 n Tant que
34 C ′i = Calculer_Cj(t
′j, p′j,Rk)
35 t = Calculer_tj(C
′
i, Rk)
36 n Si
37 n Pour
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dépendants de la séquene. La proédure respete la séquene des opérations donnée par
l'utilisateur, sauf quand la séquene donnée mène à une infaisabilité à ause des opérations
verrouillées. Dans e dernier as, l'algorithme s'autorise à éhanger des opérations dans
la séquene pour respeter es ontraintes fortes.
De la ligne 1 à la ligne 12 on a la phase d'initialisation. A la ligne 3 on propage
les dates de n impératives aux prédéesseurs des opérations verrouillées. A la n de
l'initialisation, la liste F ontient toutes les opérations sans prédéesseur qui sont les
premières sur leur ressoure.
De la ligne 13 à la ligne 42 on a la boule prinipale de l'algorithme. On extrait la
première opération i de ette liste à la ligne 14. Deux as se présentent, soit l'opération i
possède une date de n impérative, soit elle n'en possède pas. Dans le premier as (ligne
16 à 20) on plae ette opération le plus tt possible et on vérie qu'elle ne se termine
pas après sa date de n au plus tard, si elle se termine après ette date, alors on a déteté
une infaisabilité et l'algorithme s'arrête (ligne 19). Dans le as où i n'a pas de date de n
au plus tard (ligne 21 à 27), on essaye de plaer i le plus tt possible (ligne 23). Puis on
vérie que e plaement ne va pas entrer en onit ave une opération verrouillée j (ligne
23). Si tel est le as, on inverse les positions de i et de j (ligne 24 et 25). On reommene
ette manipulation tant que des opérations verrouillées empêhent le plaement de i.
De la ligne 29 à 34 on met à jour les suesseurs direts j de i. Si tous les prédéesseurs
de j ont été plaés, alors on ajoute j à la liste F (ligne 32). On fait la même hose pour
l'opération suivante sur Rk (ligne 35 à 41).
5.2.6 Le module d'ordonnanement
DiretPlanning est apable d'ordonnaner des problèmes de job shop exible selon
quatre ritères : la date de n de la dernière opération (Cmax), le plus grand retard
(Lmax), la somme des retards (ΣT ) et le nombre de travaux en retards (ΣU). Le module
d'ordonnanement utilise la meilleure ombinaison des algorithmes que nous avons dé-
veloppé, à savoir la reherhe Tabou optimisant la ombinaison linéaire des ritères (f.
setion 3.3 page 43) et l'algorithme génétique à odage diret (f. setion 3.4.2 page 53).
Une interfae simple permet à l'utilisateur de ongurer les paramètres de l'ordon-
nanement. La gure 5.3 montre la fenêtre de onguration standard. Dans ette fenêtre,
on peut hoisir parmi inq niveaux de reherhe pré-ongurés, les ritères à optimiser, le
hoix de laner l'algorithme génétique et l'ativation du mode aetation automatique.
La gure 5.4 montre la fenêtre de paramétrage pour les  experts . On peut régler de
façon ne toutes les options de nos deux algorithmes.
Pendant le déroulement de l'algorithme, une fenêtre montre la progression de l'or-
donnanement en temps réel (f. gure 5.5). Cette fenêtre propose une interation ave
l'utilisateur, ainsi e dernier peut hoisir d'interrompre à tout moment l'ordonnanement.
A la n de l'ordonnanement, les résultats sont proposés sous forme de tableaux (f.
gure 5.6) ainsi que sous forme graphique (f. gure 5.7). L'utilisateur peut failement
naviguer entre les diérentes solutions proposées.
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Algorithme 21 Aide à la planiation
1 Soit Lk la liste des opérations sur la ressoure Rk triée dans l'ordre des ti roissants.
2 Soit pos(i) la position de l'opération i sur sa ressoure.
3 Caluler les éventuelles dates de n impératives des opérations.
4 Pour haque opération i faire
5 nbPred(i) = |Γ−1i |
6 Si pos(i) > 1 alors
7 nbPred(i) = nbPred(i) + 1
8 n Si
9 Si nbPred(i) = 0 alors
10 Ajouter i à F /* F est la liste des opérations prêtes à être ordonnanées */
11 n Si
12 n Pour
13 Tant que F n'est pas vide faire
14 Soit i la première opération de F , retirer i de F .
15 Rk = a(i) /* Rk est la ressoure qui exéute i */
16 Si i possède une date de n impérative alors
17 Plaer i le plus tt possible
18 Si i se termine après sa date de n impérative alors
19 retourner Erreur infaisabilité détetée
20 n Si
21 Sinon
22 Plaer i le plus tt possible
23 Tant que i est en onit ave une opération verrouillée j faire
24 pos(i) = pos(i) + 1 /* On déale i après l'opération verrouillée */
25 pos(j) = pos(j)− 1
26 Plaer i le plus tt possible
27 n Tant que
28 n Si
/* On met à jour les suesseurs de i */
29 Pour haque j ∈ Γi faire
30 nbPred(j) = nbPred(j)− 1
31 Si nbPred(j) = 0 alors
32 Ajouter j à F
33 n Si
34 n Pour
35 Si pos(i) < |Lk| alors
36 j = Lk[pos(i) + 1] /* j est l'opération suivante sur la ressoure */
37 nbPred(j) = nbPred(j)− 1
38 Si nbPred(j) = 0 alors
39 Ajouter j à F
40 n Si
41 n Si
42 n Tant que
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Fig. 5.3  Paramétrage de l'ordonnanement
Fig. 5.4  Paramétrage avané de l'ordonnanement
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Fig. 5.5  Exéution de l'ordonnanement
Fig. 5.6  Résultats de l'ordonnanement sous forme tabulaire
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Fig. 5.7  Résultats de l'ordonnanement sous forme graphique
5.3 Conlusion sur DiretPlanning
Dans e hapitre nous avons présenté l'intégration du travail de reherhe au sein d'un
logiiel ommerial. Un moteur d'ordonnanement basé sur nos travaux aadémiques a
été développé. Cependant, il a fallu tenir ompte des besoins  ommeriaux  omme les
opérations verrouillées ou les alendriers. Un part non négligeable du travail onernait
la mise en plae de l'interfae manuelle permettant au déideur de réaliser lui même son
ordonnanement en tenant ompte de diverses ontraintes.
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Conlusion
Dans e doument, nous avons abordé des problèmes d'ordonnanement d'atelier issus
du monde industriel. Nous avons proposé de résoudre es problèmes pas des méthodes
approhées.
Dans le premier hapitre, nous avons donné des généralités sur les problèmes d'or-
donnanement et en partiulier sur les problèmes de job shop exible et de job shop
multiressoure. Nous avons aussi donné quelques bases de l'optimisation multiritère.
Nous avons aussi présenté les shémas des prinipales méthodes que nous avons utilisées,
à savoir la reherhe Tabou et l'algorithme génétique.
Le seond hapitre était dédié à l'état de l'art sur les problèmes présentés dans e
doument. Nous avons ommené ave une présentation des prinipaux artiles sur le
problème de job shop exible (et ses variantes), puis nous avons étudié les artiles traitant
des problèmes de job shop multiressoure et enn, nous nous sommes intéressés aux
problèmes de job shop dans le as multiritère.
Dans le hapitre trois, nous avons étudié les problèmes de job shop exible multiritère.
Nous avons proposé deux reherhes Tabou, deux algorithmes génétiques (dont un qui
peut être partiellement initialisé par une reherhe Tabou) et un algorithme mémétique.
Nous avons herhé à obtenir les meilleurs paramètres pour nos méthodes et nous les
avons omparés entre elles. Nous avons étudié deux jeux de ritères à optimiser, à savoir
le ouple date de n de la dernière opération et plus grand retard et le ouple date de n
de la dernière opération et somme des retards. Nous avons onlu que notre algorithme
génétique à odage diret ave une initialisation de la population par une reherhe Tabou
donnait les meilleurs résultats. La reherhe Tabou optimise une ombinaison linéaire des
ritères, grâe à son voisinage onnexe, toute solution peut être atteinte. L'algorithme
génétique est basé sur le shéma NSGA-II, son odage diret lui permet d'avoir une
bijetion entre un individu et une solution au problème onsidéré. Ainsi nous pouvons
injeter dans la population des solutions provenant d'autre algorithmes.
Dans le hapitre quatre, nous avons étudié les problèmes de job shop multiressoure
multiritère. Nous avons adapté notre reherhe Tabou et notre algorithme génétique du
hapitre trois. Nous avons aussi développé un programme linéaire en nombres entiers. Si
e dernier ne peut prétendre résoudre des instanes industrielles, il nous a permis d'évaluer
les bonnes performanes de nos deux autres algorithmes. Comme pour le problème de job
shop exible, la ombinaison de l'algorithme génétique et de la reherhe Tabou présente
les meilleurs performanes.
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Enn, le hapitre inq a présenté le logiiel DiretPlanning, prinipalement au niveau
des apports de e travail de reherhe pour un logiiel ommerial.
Les perspetives de reherhe sont nombreuses. La première étant évidemment de
pouvoir traiter le problème de job shop exible multiressoure multiritère. On peut déjà
entre-aperevoir que le modèle de graphe pour le job shop exible multiressoure ave un
sommet par sous-opération peut être étendu à e problème.
Ensuite, le développement de proédures par séparation et évaluation multiritères
permettrait, peut-être, d'évaluer de façon préise les performanes de nos méta-heuristiques,
au moins pour des instanes de taille moyenne.
Enn, une réexion peut être menée autour de la pertinene de l'adaptation des
ritères lassiques de littérature aux problèmes onrets du monde industriel. En eet,
un ritère omme le Makespan a peu de sens dans l'imprimerie puisque des travaux
arrivent tous les jours. L'utilisation de ritères spéiques au métier, prenant en ompte
l'amortissement des mahines par exemple, seraient plus intéressants pour le déideur.
On peut penser aussi à des ritères de type juste-à-temps pour minimiser le oût des
stoks. Ces réexions sur la pertinene des mesures de performane en ordonnanement
dépassent bien entendu le adre de ette étude.
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Annexe A
Expérimentations préliminaires
A.1 Paramétrage des algorithmes pour le job shop exible
Dans ette partie, nous herhons à trouver les meilleurs paramètres pour nos algo-
rithmes dédiés au problème de job shop exible (TSǫ, TSℓc, AGind, AGdir et Mem). Ces
expérimentations préliminaires utilisent les instanes la01, la06, la11, la16, la21, la26, la31
et la36 pour haque ensemble sdata, edata, rdata et vdata. Soit au total 32 instanes
diérentes.
Les indiateurs sont eux de la setion 3.5.2 (p. 62). Dans les tableaux suivants, la
valeur de SOw orrespond au nombre de fois où l'ensemble des solutions non-dominées
ave le paramètre onsidéré a dominé les autres. On utilise le même prinipe ave une
moyenne au lieu d'une somme pour les indiateurs NFC et le temps d'exéution moyen.
A.1.1 Paramétrage des reherhes Tabou
Les reherhes Tabou possèdent haune deux paramètres : le nombre maximum d'ité-
rations sans amélioration #Iter et la taille de la liste tabou |Tℓ|. Les plages de valeurs
testées sont : #Iter ∈ {100, 200, 500, 800, 1000} et |Tℓ| ∈ {10, 40, 70, 100, 150}.
Resultats pour TSǫ Le tableau A.1 montre les résultats pour la reherhe Tabou
basée sur l'approhe ǫ-ontrainte en faisant varier le nombre maximum d'itérations sans
amélioration. Pour es expérimentations, |Tℓ| a été xé à 100.
#Iter SOw NFC Temps d'exéution moyen (s)
100 3 35% 53
200 13 51% 137
500 24 66% 339
800 41 78% 593
1000 48 81% 818
Tab. A.1  Impat de #Iter sur les performanes de TSǫ
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Le temps d'exéution est lairement lié au paramètre #Iter, nous avons herhé à
avoir un bon ompromis entre la qualité des solutions et le temps de alul. La gure A.1
montre la variation de SOw et de NFC ave le temps de alul.
Fig. A.1  Compromis entre la qualité et le temps de alul selon la variation de #Iter
pour TSǫ
On peut onstater qu'au delà de 500 seondes de aluls, l'amélioration n'est pas
signiative pour haune des deux mesures. Ainsi, pour l'algorithme TSǫ nous avons
déidé de xer #Iter à 500.
Le tableau A.2 et la gure A.2 montrent les résultats pour TSǫ selon la variation de
|Tℓ|. Pour es expérimentations, #Iter a été xé à 500.
|Tℓ| SOw NFC
10 0 15%
40 37 55%
70 46 67%
100 53 70%
150 53 71%
Tab. A.2  Inuene de |Tℓ| pour TSǫ
Fig. A.2  Compromis entre la qualité et le temps de alul selon la variation de |Tℓ|
pour TSǫ
On peut onstater que la qualité n'est pas beauoup améliorée au dessus d'une taille
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de liste tabou supérieure à 100. Ainsi, pour l'algorithme TSǫ nous avons déidé de xer
|Tℓ| à 100.
Resultats pour TSℓc Le tableau A.3 et la gure A.3 montrent les résultats pour la
reherhe Tabou basée sur la ombinaison linéaire des ritères en faisant varier le nombre
maximum d'itérations sans amélioration. Pour es expérimentations, |Tℓ| a été xé à 100.
#Iter SOw NFC Temps d'exéution moyen (s)
100 1 19% 77
200 20 43% 155
500 47 68% 369
800 48 74% 547
1000 63 81% 650
Tab. A.3  Impat de #Iter sur les performanes de TSℓc
Fig. A.3  Compromis entre la qualité et le temps de alul selon la variation de #Iter
pour TSℓc
Comme pour TSǫ, on onstate que le gain de qualité au-delà de 500 itérations est
faible et demande une forte augmentation du temps de alul. Nous avons déidé de xer
e paramètre à 500.
Le tableau A.4 et la gure A.4 montrent les résultats pour TSℓc selon la variation de
|Tℓ|. Pour es expérimentations, #Iter a été xé à 500.
|Tℓ| SOw NFC
10 4 20%
40 23 50%
70 37 67%
100 47 69%
150 44 64%
Tab. A.4  Inuene de |Tℓ| pour TSℓc
On onstate ii que le meilleur hoix pour la taille de la liste tabou est 100.
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Fig. A.4  Compromis entre la qualité et le temps de alul selon la variation de |Tℓ|
pour TSℓc
A.1.2 Paramétrage de l'algorithme génétique à odage indiret
L'algorithme génétique à odage indiret AGind (f. setion 3.4.1) possède quatre
paramètres à régler : la taille de la population N , le nombre maximum de générations sans
amélioration #MaxGen, le taux de renouvellement de la population tx et la probabilité
de mutation Mut. Pour es expérimentations, le temps d'exéution a été limité à 10
minutes.
Pour haque ligne dans les tableaux A.5 à A.8, la valeur maximale pour SOw est 96
(32 instanes × 3 paramètres diérents à omparer).
La taille de la population On teste le paramètre N ave les valeurs {50, 100, 200, 500}.
Le tableau A.5 montre les performanes de AGind selon la taille de la population. Pour
ette série, les autres paramètres ont été xés à #MaxGen = 500, tx = 0.7, Mut = 0.1.
N SOw NFC
50 3 21%
100 12 63%
200 10 55%
500 40 85%
Tab. A.5  Inuene de N pour AGind
Clairement, une taille de population de 500 donne les meilleurs résultats. On peut
ependant noter que l'augmentation de la taille de la population ne signie pas pour
autant une amélioration. En eet, d'après les résultats, il vaut mieux avoir N = 100
plutt que N = 200.
Nombre maximum de générations sans amélioration Le paramètre #MaxGen
peut prendre les valeurs {100, 500, 1000, 2000}. Le tableau A.6 montre les performanes
de AGind selon le nombre maximum de générations sans amélioration. Pour ette série,
les autres paramètres ont été xés à N = 100, tx = 0.7, Mut = 0.1.
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#MaxGen SOw NFC
100 0 16%
500 64 91%
1000 50 84%
2000 89 100%
Tab. A.6  Inuene de #MaxGen pour AGind
Notons que sur les 96 exéutions de l'algorithme, seules 2 ont atteint les 10 minutes
d'exéution, le 94 autres lanements ont atteint leur nombre maximal de générations. Dans
es onditions, on onstate que la qualité augmente ave #MaxGen. Ave #MaxGen =
2000, AGind donne toujours le meilleur ensemble de solutions non-dominées (ie. NFC =
100%).
Taux de renouvellement de la population Le paramètre tx peut prendre les va-
leurs {0.3, 0.5, 0.7, 1}. Le tableau A.7 montre les performanes de AGind selon le taux de
renouvellement de la population. Pour ette série, les autres paramètres ont été xés à
N = 100, #MaxGen = 500, et Mut = 0.1.
tx SOw NFC
0.3 15 57%
0.5 5 54%
0.7 14 63%
1 0 19%
Tab. A.7  Inuene de tx pour AGind
On peut onstater que la variation de e paramètre a une inuene plus faible sur
la qualité. En eet, à part pour tx = 1, la variation des indiateurs est faible. On peut
quand même remarquer que le meilleur paramètre est tx = 0.7.
Probabilité de mutation Le paramètreMut peut prendre les valeurs {0.001, 0.01, 0.1, 0.5}.
Le tableau A.8 montre les performanes de AGind selon la probabilité de mutation. Pour
ette série, les autres paramètres ont été xés à N = 100, #MaxGen = 500, et tx = 0.7.
Mut SOw NFC
0.001 40 58%
0.01 48 67%
0.1 31 48%
0.5 0 7%
Tab. A.8  Inuene de Mut pour AGind
Ii, la meilleure probabilité de mutation est Mut = 0.01.
Au nal d'après les expérimentations préliminaires, les meilleurs paramètres sont :
 N = 500
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 #MaxGen = 2000
 tx = 0.7
 Mut = 0.01
A.1.3 Paramétrage de l'algorithme génétique à odage diret
L'algorithme génétique à odage diret AGdir (f. setion 3.4.2) possède deux para-
mètres : la taille de la population N et le probabilité maximale de mutation TMmax.
Pour es expérimentations, le temps d'exéution a été limité à 10 minutes.
On initialise partiellement la population ave des solutions issues de TSℓc. Pour ela
on a lané TSℓc ave α ∈ {0, 0.1, 0.2, . . . , 0.9, 1}. Le nombre maximum de générations
sans amélioration a été xé à 1000.
Pour haque ligne dans les tableaux A.9 et A.10, la valeur maximale pour SOw est
96 (32 instanes × 3 paramètres diérents à omparer).
Taille de la population On teste le paramètre N ave les valeurs {50, 100, 200, 500}.
Le tableau A.9 montre les performanes de AGdir selon la taille de la population. Pour
ette série, la probabilité maximale de mutation a été xée à TMmax = 0.1.
N SOw NFC
50 8 52%
100 41 79%
200 37 79%
500 43 85%
Tab. A.9  Inuene de N pour AGdir
Ii les meilleurs résultats sont obtenus ave N = 500.
Probabilité maximale de mutation On teste le paramètre TMmax ave les valeurs
{0.001, 0.01, 0.1, 0.5}. Le tableau A.10 montre les performanes de AGdir selon la pro-
babilité maximale de mutation. Pour ette série, la taille de la population a été xée à
N = 100.
TMmax SOw NFC
0.001 10 50%
0.01 34 81%
0.1 42 75%
0.5 70 94%
Tab. A.10  Inuene de TMmax pour AGdir
On onstate que le meilleur paramètre est TMmax = 0.5. Cela peut sembler beauoup
omme probabilité de mutation. Cependant, ei est une probabilité maximale et la mu-
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tation porte sur un individu et non un gène omme 'est habituellement le as pour un
algorithme génétique.
Au nal d'après les expérimentations préliminaires, les meilleurs paramètres sont :
 N = 500
 TMmax = 0.5
A.1.4 Paramétrage de l'approhe mémétique
L'algorithme mémétique possède quatre paramètres : deux pour la partie algorithme
génétique (la taille de la population N et la probabilité maximale de mutation TMmax) et
deux pour la partie reherhe Tabou (le nombre maximum d'itérations sans amélioration
#Iter et la taille de la liste tabou |Tℓ|).
Le temps d'exéution a été limité à 10 minutes.
Pour haque ligne dans les tableaux A.11 à A.14, la valeur maximale pour SOw est
128 (32 instanes × 4 paramètres diérents à omparer).
Taille de la population La population a été testée ave quatre tailles diérentes :
N ∈ {50, 100, 150, 200, 300}. Le tableau A.11 montre l'inuene N sur Mem. Pour ette
série, TMmax = 0.1, #Iter = 100 et |Tℓ| = 100.
N SOw NFC
50 28 62%
100 30 65%
150 26 62%
200 30 64%
300 20 49%
Tab. A.11  Inuene de N pour Mem
On peut onstater que e paramètre a assez peu d'inuene sur la méthode. En eet,
l'ordre de grandeur de SOw est de 25 alors que la valeur maximale est de 128, soit
23%. D'autre part, la ontribution au front idéal est relativement élevée ave une valeur
supérieure à 60%, si on exepte N = 300 qui est manifestement un mauvais hoix pour
N . On peut tout de même onstater que la meilleure valeur est N = 100.
Probabilité maximale de mutation La probabilité maximale de mutation a été
testée ave quatre valeurs diérentes : TMmax ∈ {0.001, 0.01, 0.1, 0.5, 0.8}. Le tableau
A.12 montre l'inuene TMmax sur Mem. Pour ette série, N = 100, #Iter = 100 et
|Tℓ| = 100.
A part pour la valeur TMmax = 0.001, e paramètre à lui aussi une faible inuene
sur la méthode. On peut onsidérer que TMmax = 0.8 est un bon ompromis pour e
paramètre.
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TMmax SOw NFC
0.001 13 48%
0.01 30 67%
0.1 37 64%
0.5 25 58%
0.8 29 67%
Tab. A.12  Inuene de TMmax pour Mem
Nombre maximum d'itérations sans amélioration dans les reherhes Tabou
Le nombre maximum d'itérations sans amélioration dans les reherhes Tabou a été testé
ave quatre valeurs diérentes : #Iter ∈ {50, 100, 200, 300, 500}. Le tableau A.13 montre
l'inuene #Iter sur Mem. Pour ette série, N = 100, TMmax = 0.1 et |Tℓ| = 100.
#Iter SOw NFC
50 30 53%
100 25 65%
200 21 55%
300 38 66%
500 29 55%
Tab. A.13  Inuene de #Iter pour Mem
On remarque que e paramètre a peu d'inuene sur la méthode. On peut retenir que
la meilleure valeur est #Iter = 300.
Taille de la liste Tabou La liste Tabou a été testée ave quatre tailles diérentes :
|Tℓ| ∈ {10, 50, 70, 100, 200}. Le tableau A.14 montre l'inuene |Tℓ| surMem. Pour ette
série, N = 100, TMmax = 0.1 et #Iter = 100.
|Tℓ| SOw NFC
10 9 29%
50 32 59%
70 43 65%
100 39 65%
200 52 71%
Tab. A.14  Inuene de |Tℓ| pour Mem
On onstate ii que la meilleure valeur est |Tℓ| = 200.
Au nal on peut remarquer que l'algorithme mémétique est très robuste aux variations
de paramétrage. On peut tout de même retenir omme valeurs orretes :
 N = 100
 TMmax = 0.8
 #Iter = 300
 |Tℓ| = 200
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Fig. A.5  Compromis entre la qualité et le temps de alul selon la variation de #Iter
pour TSMPT
A.2 Paramétrage des algorithmes pour le job shop multires-
soure
Dans ette partie, nous herhons à trouver les meilleurs paramètres pour nos algo-
rithmes dédiés au problème de job shop multiressoure (TSMPT et AGMPT ). Ces expéri-
mentations préliminaires utilisent les instanes la01, la06, la11, la16, la21, la26, la31, la36,
GJ01, GJ06, GJ11, GJ16, GJ21, GJ26 et GJ31. Soit au total 15 instanes diérentes.
A.2.1 Paramétrage de la reherhe Tabou
La reherhe Tabou TSMPT possède un paramètre : le nombre d'itérations sans amé-
lioration maximum, #Iter. Les paramètres testés sont : #Iter ∈ {500, 1000, 2000, 3000}.
Le tableau A.15 montre les résultats en faisant varier le nombre d'itérations maximum
sans amélioration. La gure A.5 montre l'évolution de la qualité en fontion du temps de
alul.
#Iter SOw NFC Temps d'exéution moyen (s)
500 2 34% 169.3
1000 10 59% 294.8
2000 12 77% 494.1
3000 11 76% 976.9
Tab. A.15  Impat de #Iter sur les performanes de TS
On onstate que le meilleur paramétrage est #iter = 2000. On peut être surpris de
la légère déroissane de qualité entre 2000 et 3000, ela peut s'expliquer par le fait que
la méthode est stohastique.
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A.2.2 Paramétrage de l'algorithme génétique
L'algorithme génétique pour le problème de job shop multiressoure, AGMPT , possède
trois paramètres : la taille de la population N , le nombre de générations maximum sans
amélioration #MaxGen et la probabilité de mutation Mut.
Taille de la population La population a été testée ave quatre tailles diérentes :
N ∈ {50, 100, 200, 500}. Le tableau A.16 montre l'inuene N sur AGMPT . Pour ette
série, Mut = 0.5 et #MaxGen = 500.
N SOw NFC Average omputation
time (s)
50 10 50% 294.0
100 13 60% 376.1
200 9 51% 364.5
500 12 56% 550.4
Tab. A.16  Inuene de N pour AGMPT
On onstate que la meilleure taille de population est N = 100.
Nombre maximum de générations sans amélioration Le nombre maximum de
générations sans amélioration a été testé ave quatre valeurs diérentes : #MaxGen ∈
{100, 200, 500, 1000}. Le tableau A.17 montre l'inuene #MaxGen sur AGMPT . Pour
ette série, N = 100 et Mut = 0.5.
#MaxGen SOw NFC Average omputation
time (s)
100 11 51% 167.0
200 13 51% 251.1
500 8 49% 393.1
1000 19 67% 472.5
Tab. A.17  Inuene de #MaxGen pour AGMPT
On onstate que la meilleure valeur est #MaxGen = 1000.
Probabilité de mutation La probabilité de mutation a été testée ave quatre valeurs
diérentes : Mut ∈ {0.001, 0.01, 0.1, 0.5}. Le tableau A.18 montre l'inuene Mut sur
AGMPT . Pour ette série, N = 100 et #MaxGen = 500.
La première hose qu'on peut remarquer est que Mut a une inuene assez faible sur
le temps d'exéution, en eet le temps de alul est pus faible pour Mut = 0.5 que pour
Mut = 0.1 et la qualité est meilleure.
Au nal, le meilleur paramétrage pour AGMPT est :
 N = 100
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Mut SOw NFC Average omputation
time (s)
0.001 1 20% 157.9
0.01 8 43% 293.0
0.1 16 61% 351.0
0.5 31 81% 322.1
Tab. A.18  Inuene de Mut pour AGMPT
 #MaxGen = 1000
 Mut = 0.5
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Résumé :
Ce travail de thèse s'insrit dans le adre d'une ollaboration industrielle ave la
soiété Volume Software pour le développement du module d'ordonnanement du logi-
iel  DiretPlanning . Dans e travail, nous étudions le problème de job shop exible
multiritère et le problème de job shop multiressoure multiritère. Notre objetif est de
déterminer une approximation du front de Pareto. Nous avons proposé des algorithmes de
résolution approhés et plus partiulièrement des algorithmes de reherhe Tabou et des
algorithmes génétiques. Nous avons proposé diérentes versions de nos méthodes pour les
deux problèmes onsidérés. Des expérimentations ont été réalisées et montrent les bonnes
performanes de nos algorithmes, à la fois d'un point de vue qualité des résultats et d'un
point de vue de la rapidité des méthodes.
Mots lés :
Ordonnanement, job shop exible, job shop multiressoure, reherhe Tabou, algo-
rithme génétique, multiritère
Abstrat :
This thesis was realized in the ontext of an industrial ollaboration. In this work,
we studied the multiriteria exible job shop sheduling problem and the multiriteria
multiproessor tasks job shop sheduling problem. Our purpose was to nd an approxi-
mation of the pareto frontier for these problems. Dierent meta heuristis were developed,
suh as Tabu searh algorithms and geneti algorithms. Dierent versions of our methods
were proposed for the two onsidered problems. Experiments show the good performanes
of our algorithms, both qualitative and omputational aspets of our methods show sa-
tisfying results . This thesis was done in ollaboration with Volume Software ompany
within the framework of the development of the 'DiretPlanning ' sheduling engine.
Keywords :
Sheduling, exible job shop, multiproessor tasks job shop, Tabu searh algorithm,
geneti algorithm, multiriteria
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