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UNITARIZATION OF MONODROMY REPRESENTATIONS AND
CONSTANT MEAN CURVATURE TRINOIDS IN
3-DIMENSIONAL SPACE FORMS
N. SCHMITT, M. KILIAN, S.-P. KOBAYASHI AND W. ROSSMAN
Abstract. We present a theorem on the unitarizability of loop group valued
monodromy representations and apply this to show the existence of new fami-
lies of constant mean curvature surfaces homeomorphic to a thrice-punctured
sphere in the simply-connected 3-dimensional space forms R3, S3 and H3.
Additionally, we compute the extended frame for any associated family of
Delaunay surfaces.
1. Introduction.
Surfaces that minimize area under a volume constraint have constant mean cur-
vature (cmc). The generalized Weierstraß representation [3] for non-minimal cmc
surfaces involves solving a holomorphic complex linear 2 × 2 system of ordinary
differential equations (ode) on a Riemann surface with values in a loop group. A
subsequent factorization of the solution yields a ‘loopified’ moving frame, which in
turn yields an associated family of cmc immersions of the universal cover.
To prove the existence of a non-simply-connected cmc surface, one has to study
the monodromy representation of the moving frame, and in order for the resulting
immersion to close up, the monodromy has to satisfy certain closing conditions. The
main difficulty in solving period problems consists in showing that the monodromy
representation of a solution of the ode is unitarizable.
We provide sufficient conditions for the closing conditions to hold, and apply
these methods when the underlying domain is the n–punctured sphere for n = 2, 3.
Here the punctures correspond to ends of the surface, where the coefficient matrix
of the ode has regular singularities. Our main result gives necessary conditions on
the unitarizability of loop group valued monodromy representations. This result,
a key ingredient in our existence proof of trinoids, will be useful in a more general
study of cmc immersions of punctured Riemann surfaces.
We discuss Delaunay surfaces in the three space forms, and investigate their
weights in terms of Weierstraß data. Trinoids, the case n = 3, have been studied in
[8], [7] and [10]. It is worth noting that the conjugate cousin method employed in
[7] only works for (almost)-Alexandrov embedded surfaces, and thus only yields tri-
noids with positive end weights. We show the existence of three parameter families
of constant mean curvature trinoids in all three space forms, with all possible end
weight configurations, subject to the spherical triangle inequalities and a balancing
condition.
Schmitt was supported by National Science Foundation grant DMS-00-76085. Kilian was
supported by EPSRC grant GR/S28655/01. Rossman and Kobayashi where supported by Japan
Monbusho grants C-2 11640070 and B-1 15340023.
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To construct the trinoid families, we impose known pointwise conditions [5] on
the unitarizability of matrix monodromy on the 3-punctured sphere, amounting
to the spherical triangle inequalities on the trinoid necksizes [7]. Our main unita-
rization result provides a smooth unitarizing loop which solves the period problem.
These ideas can be extended to more singularities if special symmetries are imposed
[19], but the general case of n ≥ 4 remains unsolved.
Acknowledgments. The authors are grateful to Franz Pedit, Francis Burstall
and Josef Dorfmeister for many useful conversations, and thank the referee for
helpful suggestions.
2. Conformal immersions into three dimensional space forms
LetM be a Riemann surface and G a matrix Lie group with Lie algebra (g, [ , ]).
For α, β ∈ Ω1(M, g) smooth 1–forms onM with values in g, we define the g–valued
2–form [α∧β](X,Y ) = [α(X), β(Y )]− [α(Y ), β(X)], X, Y ∈ TM . Let Lg : h 7→ gh
be left multiplication in G, and θ : TG → g, vg 7→ (dLg−1)gvg the (left) Maurer–
Cartan form. It satisfies the Maurer–Cartan equation
(1) 2 dθ + [θ ∧ θ] = 0.
For a map F :M → G, the pullback α = F ∗θ also satisfies (1). Conversely, if N is a
connected and simply connected smooth manifold, then every solution α ∈ Ω1(N, g)
of (1) integrates to a smooth map F : N → G with α = F ∗θ.
We complexify the tangent bundle TM and decompose TMC = T ′M ⊕ T ′′M
into (1, 0) and (0, 1) tangent spaces and write d = ∂ + ∂. Dually, we decompose
Ω1(M, gC) = Ω′(M, gC)⊕ Ω′′(M, gC),
and accordingly split Ω1(M, gC) ∋ ω = ω′ + ω′′ into (1, 0) part ω′ and (0, 1) part
ω′′. We set the ∗–operator on Ω1(M, gC) to ∗ω = −iω′ + iω′′.
Euclidean three space. We fix the following basis of sl2(C) as
(2) ǫ− =
(
0 0
−1 0
)
, ǫ+ =
(
0 1
0 0
)
and ǫ =
(−i 0
0 i
)
and will denote by 〈· , ·〉 the bilinear extension of the Ad–invariant inner product of
su2 to su2
C = sl2(C) such that 〈ǫ, ǫ〉 = 1. We further have
〈ǫ−, ǫ−〉 = 〈ǫ+, ǫ+〉 = 0, ǫ∗− = −ǫ+,
[ǫ, ǫ−] = 2iǫ−, [ǫ+, ǫ] = 2iǫ+ and [ǫ−, ǫ+] = iǫ.
(3)
We identify Euclidean three space R3 with the matrix Lie algebra su2. The double
cover of the isometry group under this identification is SU2 ⋉ su2. Let T denote
the stabiliser of ǫ ∈ su2 under the adjoint action of SU2 on su2. We shall view the
two-sphere as S2 = SU2/T.
Lemma 2.1. The mean curvature H of a conformal immersion f : M → su2 is
given by 2 d ∗ df = H [df ∧ df ].
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U → C.
Writing df ′ = fzdz and df
′′ = fz¯dz¯, conformality is equivalent to 〈fz, fz〉 =
〈fz¯, fz¯〉 = 0 and the existence of a function v ∈ C∞(U,R+) such that 2〈fz, fz¯〉 = v2.
Let N : U → SU2/T be the Gauss map with lift F : U → SU2 such that N =
F ǫF−1 and df = vF (ǫ−dz+ ǫ+dz¯)F
−1. The mean curvature is H = 2v−2〈fzz¯ , N〉
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and the Hopf differential isQdz2 withQ = 〈fzz, N〉. Hence [df∧df ] = 2iv2Ndz∧dz¯.
Then F−1dF = 12v
(
(−v2Hdz − 2Qdz¯)iǫ− + (2Qdz + v2Hdz¯)iǫ+ − (vzdz − vz¯dz¯)iǫ
)
.
This allows us to compute d ∗ df = iv2HNdz ∧ dz¯ and proves the claim. 
The three sphere. We identify the three-sphere S3 ⊂ R4 with S3 ∼= SU2×SU2/D,
where D is the diagonal. The double cover of the isometry group SO(4) is SU2 ×
SU2 via the action X 7→ FXG−1. Let 〈· , ·〉 denote the bilinear extension of the
Euclidean inner product of R4 to C4 under this identification.
Lemma 2.2. Let f : M → S3 be a conformal immersion and ω = f−1df . The
mean curvature H of f is given by 2 d ∗ ω = H [ω ∧ ω].
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U →
C. Writing df ′ = fzdz and df
′′ = fz¯dz¯, conformality is equivalent to 〈fz, fz〉 =
〈fz¯, fz¯〉 = 0 and the existence of a function v ∈ C∞(U,R+) such that 2〈fz, fz¯〉 = v2.
By left invariance, 〈ω′, ω′〉 = 〈df ′, df ′〉, so conformality is 〈ω′, ω′〉 = 0. Take
a smooth lift, that is, a pair of smooth maps F, G : U → SU2 such that f =
FG−1, df = vF (ǫ−dz + ǫ+dz¯)G
−1 and N = F ǫG−1. Setting α = F−1dF , β =
G−1dG, a computation gives α = (− 12v(H + i)dz − v−1Qdz¯)iǫ− + (v−1Qdz +
1
2v(H − i)dz¯)iǫ+− (12v−1(vzdz − vz¯dz¯))iǫ and β = (− 12v(H − i)dz − v−1Qdz¯)iǫ−+
(v−1Qdz + 12v(H + i)dz¯)iǫ+ − 12v−1(vzdz − vz¯dz¯)iǫ. Using ω = G(α − β)G−1 we
obtain d∗ω = iv2HGǫG−1dz∧dz¯. On the other hand, [ω∧ω] = 2iv2GǫG−1dz∧dz¯,
proving the claim. 
Hyperbolic three space. We identify hyperbolic three-space H3 with the sym-
metric space SL2(C)/SU2 embedded in the real 4-space of Hermitian symmetric
matrices as [g] →֒ g g∗, where g∗ denotes the complex conjugate transpose of g.
The double cover of the isometry group SO(3, 1) of H3 is SL2(C) via the action
X 7→ FXF ∗.
Lemma 2.3. For a conformal immersion f : M → H3 and ω = f−1df , the mean
curvature H is given by 2 d ∗ ω = iH [ω ∧ ω].
Proof. Let U ⊂ M be an open simply connected set with coordinate z : U →
C. Writing df ′ = fzdz and df
′′ = fz¯dz¯, conformality is equivalent to 〈fz, fz〉 =
〈fz¯, fz¯〉 = 0 and the existence of a function v ∈ C∞(U,R+) such that 2〈fz, fz¯〉 = v2.
Take a smooth lift F : U → SL2(C) such that f = F F ∗, df = vF (ǫ−dz− ǫ+dz¯)F ∗,
andN = −F iǫ F ∗ for the normal. Then α = F−1dF = (12v(H+1)dz+v−1Qdz¯)ǫ−+
(v−1Qdz + 12v(H − 1)dz¯)ǫ+ − 12v−1(vzdz − vz¯dz¯)iǫ. Further, ω = F ∗−1(α+ α∗)F ∗
together with α+α∗ = v(ǫ−dz− ǫ+dz¯) gives [ω ∧ω] = −2iv2F ∗−1 ǫ F ∗dz ∧ dz¯. On
the other hand, d ∗ ω = v2HF ∗−1 ǫ F ∗dz ∧ dz¯, proving the claim. 
3. Loop groups
For each real 0 < r ≤ 1, the circle, open disk (interior) and open annulus (when
r < 1) are denoted respectively by
Cr = {λ ∈ C : |λ| = r}, Ir = {λ ∈ C : |λ| < r} and Ar = {λ ∈ C : r < |λ| < 1/r}.
The r-loop group of SL2(C) are the smooth maps of Cr into SL2(C):
ΛrSL2(C) = C∞(Cr, SL2(C)).
The Lie algebras of these groups are Λrsl2(C) = C∞(Cr , sl2(C)). We will use the
following two subgroups of ΛrSL2(C):
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(1) Let B = {B ∈ SL2(C) : tr(B) > 0 and AdB(ǫ+) = ρ ǫ+, ρ ∈ R∗+}, and de-
note by Λ+r SL2(C) those B ∈ ΛrSL2(C) which extend analytically to maps
B : Ir → SL2(C) and satisfy B(0) ∈ B. We call these positive r-loops .
(2) For F : A¯r → SL2(C) define F ∗ : A¯r → SL2(C) by F ∗ : λ 7→ F (1/λ¯)
t
, and
denote by ΛRrSL2(C) all loops F ∈ ΛrSL2(C) which extend analytically to
maps F : A¯r → SL2(C) and satisfy F ∗ = F−1. We call these r-unitary
loops .
Iwasawa decomposition. Multiplication ΛRrSL2(C) × Λ+r SL2(C) → ΛrSL2(C) is
a real-analytic diffeomorphism onto [16], [15]. The unique splitting
(4) Φ = FB,
with F ∈ ΛRrSL2(C) and B ∈ Λ+r SL2(C), will be called Iwasawa (or r-Iwasawa)
decomposition of an element Φ ∈ ΛrSL2(C). Since B∩SU2 = {Id}, also ΛRrSL2(C)∩
Λ+r SL2(C) = {Id}. The normalization B(0) ∈ B is a choice to ensure uniqueness of
the Iwasawa factorization. We call F the r-unitary part of Φ.
Note that F ∈ ΛRrSL2(C) implies F |S1 ∈ SU2. For r = 1 we omit the sub-
script. Replacing SL2(C) by GL2(C), we define the analogous loop Lie subgroups
of ΛrGL2(C). In this case, the subgroup B ⊂ GL2(C) consists of matrices with
detB > 0, trB > 0 and AdB(ǫ+) = ρ ǫ+ for some positive real number ρ, and
ΛRrGL2(C) consists of F ∈ ΛrGL2(C) that extend analytically to F : Ar → GL2(C)
and satisfy F ∗ = det(F )F−1. Corresponding to all the above subgroups, we anal-
ogously define Lie subalgebras of Λrgl2(C).
4. Holomorphic potentials
Smooth maps Fλ :M → ΛRrSL2(C) for which αλ = F−1λ dFλ is of the form
(5) αλ = (α
′
1 + λα
′′
1 ) ǫ− + (λ
−1α′2 + α
′′
2 ) ǫ+ + (α
′
3 + α
′′
3 ) ǫ ,
with α′j , α
′′
j independent of λ, will be called r-unitary frames.
Define Fr(M) := {Fλ :M → ΛRrSL2(C) : Fλ is an r-unitary frame}. Since αλ
is pointwise su2-valued for λ ∈ S1, we have α¯′′1 = α′2, α¯′1 = α′′2 and α¯′3 = α′′3 .
Integrability 2 dαλ + [αλ ∧ αλ] = 0 decouples into ǫ−, ǫ+ and ǫ components
λdα′′1 + 2iλα
′
3 ∧ α′′1 = 2iα′1 ∧ α′′3 − dα′1,(6)
λ−1dα′2 + 2iλ
−1α′2 ∧ α′′3 = 2iα′3 ∧ α′′2 − dα′′2 ,(7)
dα′3 + iα
′
1 ∧ α′′2 = iα′2 ∧ α′′1 − dα′′3 .(8)
As the left sides of (6) and (7) are λ dependent while their right sides are not, both
sides of (6) and (7) must be identically zero.
In the following Lemma we recall a method from [3] that generates r-unitary
frames. Define
Λ−1r sl2(C) =
{
ξ ∈ Λrsl2(C) : ξ =
∑
ξjλ
j , j ≥ −1, ξ−1 ∈ C⊗ ǫ+
}
and denote the holomorphic 1–forms on M with values in Λ−1r sl2(C) by
ΛrΩ(M) = {ξ ∈ Ω′(M,Λ−1r sl2(C)) : dξ = 0} .
Lemma 4.1. Let M be a simply connected Riemann surface, ξ ∈ ΛrΩ(M) and Φ
the solution of dΦ = Φξ with initial condition Φ0 ∈ ΛrSL2(C) at z0 ∈M . Then the
r-unitary part of Φ is an r-unitary frame.
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Proof. Let Φ = F B, expand B =
∑
Bjλ
j , j ≥ 0 and define α = F−1dF . Then
α = BξB−1 − dBB−1. Now α′ = BξB−1 − dB′B−1 and α′′ = −dB′′B−1, so
the λ−1 coefficient of α′ can only come from AdB0(ξ−1). If we set ξ−1 = a ǫ+ for
a ∈ Ω1(M,C), then AdB0(ξ−1) = ρaǫ+ for some function ρ :M → R∗+. So equation
(5) will hold if α′′ has no ǫ− component. But α
′′ = −dB′′B−1 and thus the λ0
coefficient comes from −dB′′0B−10 , which has no ǫ− component. 
5. The Sym–Bobenko Formulas
Given an r-unitary frame, an immersion can be obtained by formulas first found
by Sym [21] for pseudo–spherical surfaces in R3 and extended by Bobenko [2] to
cmc immersions in the three space forms. Our formulas differ from these, since we
work in untwisted loop groups. Let ∂λ = ∂/∂λ.
Theorem 5.1. Let M be a simply connected Riemann surface and Fλ ∈ Fr(M)
an r-unitary frame for some r ∈ (0, 1].
(i) Let H ∈ R∗. Then for each λ ∈ S1, the map f : M × S1 → R3 defined by
(9) fλ = −2iλH−1(∂λFλ)F−1λ
is a conformal immersion M → R3 with constant mean curvature H.
(ii) Let µ ∈ S1, µ 6= 1. Then for each λ ∈ S1, the map f :M × S1 → S3 defined by
(10) fλ = FµλF
−1
λ
is a conformal immersion with mean curvature H = i(1 + µ)/(1− µ).
(iii) For s ∈ [r, 1) and any λ ∈ Cs, the map f :M × Cs → H3 defined by
(11) fλ = FλFλ
t
is a conformal immersion with mean curvature H = (1 + s2)/(1− s2).
Proof. (i) Since dfλ = 2iH
−1Fλ(λ
−1α′2 ǫ+ − λα′′1 ǫ−)F−1λ , where αλ = F−1λ dFλ is
expanded as in (5), we have 〈df ′λ, df ′λ〉 = 0 by (3), proving conformality.
Branch points occur when AdFλ(λ
−1α′2 ǫ+−λα′′1 ǫ−) = 0. Clearly fλ takes values
in su2 for |λ| = 1. Further, [dfλ ∧ dfλ] = (8i/H2)α′′1 ∧ α′2AdFλ(ǫ). Using (6) and
(7) we obtain d ∗ dfλ = (4i/H)α′′1 ∧ α′2AdFλ(ǫ). By Lemma 2.1, this proves (i).
(ii) Write αλ = F
−1
λ dFλ as in (5). Then for ωλ = f
−1
λ dfλ we obtain
ωλ = AdFλ(αµλ − αλ) = AdFλ
(
λ−1(µ−1 − 1)α′2ǫ+ + λ(µ− 1)α′′1ǫ−
)
.
Thus 〈ω′λ, ω′λ〉 = 0 by (3), proving conformality. Further, using (6) and (7) gives
d ∗ ωλ = (µ − µ−1)α′2 ∧ α′′1AdFλ(ǫ) while [ωλ ∧ ωλ] = −2i(1 − µ−1)(1 − µ)α′2 ∧
α′′1AdFλ(ǫ). Using Lemma 2.2 yields the formula for H .
(iii) Let ωλ = f
−1
λ dfλ. Since Fλ satisfies F
∗ = F−1, we have Fλ
t
= F−1
1/λ¯
and
dfλ = Fλ(αλ − α1/λ¯)Fλ
t
= (λ− λ¯−1)Fλ(α′′1ǫ− − α′2ǫ+)Fλ
t
,
proving conformality 〈df ′λ, df ′λ〉 = 0 by (3). Further [ωλ ∧ ωλ] = 2i(λ − λ¯−1)(λ¯ −
λ−1)α′2 ∧ α′′1AdF1/λ¯(ǫ) while d ∗ ωλ = (λλ¯ − λ−1λ¯−1)α′2 ∧ α′′1AdF1/λ¯(ǫ). Using
Lemma 2.3 yields the formula for H , and concludes the proof of the Theorem. 
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6. The generalized Weierstraß representation
By combining Lemma 4.1 and Theorem 5.1, cmc surfaces can be constructed in
the following three steps: Let ξ ∈ ΛrΩ(M), z0 ∈M and Φ0 ∈ ΛrSL2(C).
1. Solve the initial value problem
(12) dΦ = Φξ, Φ(z0) = Φ0
to obtain a unique holomorphic frame Φ :M → ΛrSL2(C).
2. Factorize Φ = F B pointwise on M as in (4) to obtain a unique F ∈ Fr(M).
3. Insert F into one of the Sym–Bobenko formulas (9), (10) or (11).
We call a triple (ξ, Φ0, z0) Weierstraß data and ξ ∈ ΛrΩ(M) a potential . If
the initial condition Φ0 ∈ ΛrGL2(C), then Φ : M → ΛrGL2(C). The Iwasawa
decomposition [16] of ΛrGL2(C) yields a unique map F :M → ΛRrGL2(C) and the
Sym-Bobenko formulas (9), (10) and (11) must be modified and become, respec-
tively,
fλ = −2iλH−1
(
(∂λFλ)F
−1
λ − tr((∂λFλ)F−1λ ) Id
)
,(13)
fλ =
√
det(FλF
−1
µλ )FµλF
−1
λ and(14)
fλ = | detFλ|−1FλFλt.(15)
The map (ξ,Φ0, z0) 7→ Fr(M) is surjective [3]. Injectivity fails, since the gauge
group Gr(M) = {g : M → Λ+r SL2(C) holomorphic} acts by right multiplication on
the fibers of this map: Indeed, on the holomorphic potential level, the gauge action
ΛrΩ(M)× Gr(M)→ ΛrΩ(M) is
(16) ξ.g = g−1ξ g + g−1dg.
Remark 6.1. It is worth noting that for g ∈ Gr(M), triples (ξ,Φ0, z0) and (ξ.g,Φ0g(z0), z0)
induce the same frame and thus the same immersion.
7. Invariant potentials & monodromy
Let M be a connected Riemann surface with universal cover M˜ → M and let ∆
denote the group of deck transformations. Let ξ ∈ ΛrΩ(M) be a potential on M .
Then γ∗ξ = ξ for all γ ∈ ∆. Let Φ : M˜ → ΛrSL2(C) be a solution of the differential
equation dΦ = Φξ. Writing γ∗Φ = Φ ◦ γ for γ ∈ ∆, we define χ(γ) ∈ ΛrSL2(C)
by χ(γ) = (γ∗Φ)Φ−1. The matrix χ(γ) is called the monodromy matrix of Φ
with respect to γ. If Ψ : M˜ → ΛrSL2(C) is another solution of dΦ = Φξ and
χ̂(γ) = (γ∗Ψ)Ψ−1, then there exists a constant C ∈ ΛrSL2(C) such that Ψ = CΦ.
Hence χ̂(γ) = Cχ(γ)C−1 and different solutions give rise to mutually conjugate
monodromy matrices.
A choice of base point z˜0 ∈ M˜ and initial condition Φ0 ∈ ΛrSL2(C) gives the
monodromy representation χ : ∆ → ΛrSL2(C) of a holomorphic potential ξ ∈
ΛrΩ(M). Henceforth, when we speak of the monodromy representation, or simply
monodromy, we tacitly assume that it is induced by an underlying triple (ξ,Φ0, z˜0).
If Φ = FB is the pointwise Iwasawa decomposition of Φ : M˜ → ΛrSL2(C),
then we shall need to study the monodromy of F to control the periodicity of the
resulting cmc immersion given by (9), (10) or (11).
Lemma 7.1. Let Φ : M˜ → ΛrSL2(C) and assume that for each z ∈ M˜ , the
loop Φ(z) is the boundary of a holomorphic map Ar → SL2(C). Let χ and H be
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the respective monodromy representations of Φ and its r-unitary part. If χ(τ) ∈
ΛRrSL2(C) for some τ ∈ ∆ then χ(τ) = H(τ).
Proof. Let Φ = FB be the pointwise r-Iwasawa factorization of Φ. Then
χ(τ) = (τ∗Φ)Φ−1 = (τ∗F )(τ∗B)B−1F−1 ∈ ΛRrSL2(C).
The right hand side is holomorphic (in λ) on Ar, and τ
∗F and F−1 are the bound-
aries of holomorphic maps on Ar. Hence (τ
∗B)B−1 is the boundary of a holomor-
phic map on Ar. By the assumption, (τ
∗B)B−1 ∈ ΛRrSL2(C). By uniqueness of
r-Iwasawa decomposition, (τ∗B)B−1 = Id, so χ(τ) = (τ∗F )F−1 = H(τ). 
The following closing conditions of Theorem 7.2 are immediate consequences of
the Sym-Bobenko formulas (9), (10) and (11).
Theorem 7.2. Let M be a Riemann surface with universal cover M˜ , and let F ∈
Fr(M˜) be an r-unitary frame on M˜ with monodromy H. Let γ ∈ ∆.
(i) Let fλ be as in (9) and λ0 ∈ S1. Then γ∗fλ0 = fλ0 if and only if H(γ)|λ0 = ±Id
and ∂λH(γ)|λ0 = 0.
(ii) Let fλ be as in (10) and distinct λ0, λ1 ∈ S1, and µ = λ1/λ0. Then γ∗fλ0 = fλ0
if and only if H(γ)|λ0 = H(γ)|λ1 ∈ {±Id}.
(iii) Let fλ be as in (11) for s ∈ [r, 1) and λ0 ∈ Cs. Then γ∗fλ0 = fλ0 if and only
if H(γ)|λ0 = ±Id.
Theorem 7.2 also holds when (9), (10) or (11) are replaced respectively by (13),
(14) or (15), and F and H take values in ΛRrGL2(C).
Lemma 7.3. Let F ∈ ΛRrSL2(C) and µ a local eigenvalue. Then for any λ0 ∈ S1,
(1) µ(λ0) ∈ {±1} if and only if F(λ0) ∈ {± Id}.
(2) Given µ(λ0) ∈ {±1}, then ∂λµ(λ0) = 0 if and only if ∂λF(λ0) = 0.
Proof. Part (i) is clear. Part (ii) is shown by differentiating the Cayley-Hamilton
equation twice. 
8. Delaunay surfaces
Delaunay surfaces are cmc surfaces of revolution about a geodesic in the ambient
space form R3, S3 or H3. Note that the geodesic must also lie in the space form.
For more details on Delaunay surfaces in space forms see [11], [12] and [20].
Let us derive Weierstraß data for Delaunay surfaces in three dimensional space
forms. The domain will be the Riemann surface M = C∗ ∼= C/2πiZ. Hence the
group of deck transformations is generated by
(17) τ : log z 7→ log z + 2πi .
For a, b ∈ C∗ and c ∈ R, let
(18) A = ic ǫ+ (aλ−1 + b¯) ǫ+ − (a¯λ+ b) ǫ− .
Note that exp(z A) has unitary monodromy M = exp(2πiA) with respect to the
translation (17). The closing conditions (i)–(iii) forM of Theorem 7.2 are conditions
on the exponentials exp(2πiµ) of the local eigenvalues ±µ(λ) of A:
µ(λ0) ∈ {± 12} and ∂λµ(λ0) = 0 (for R3),(19)
µ(λ0) = µ(λ1) ∈ {± 12} (for S3),(20)
µ(λ0) ∈ {± 12} (for H3).(21)
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Arguments as those in [9] show that Weierstraß data (Adz, Id, 1) satisfying (19)–
(21) generate associated families of Delaunay surfaces in R3, S3 and H3.
Lemma 8.1. Let A1 and A2 be as in (18) with detA1 = detA2. Then there exists
an x0 ∈ R such that (A1 dz, Id, 0) and (A2 dz, Id, x0) induce the same immersion
up to rigid motion.
Proof. Write Aj = icjǫ+ (ajλ
−1 + b¯j)ǫ+ − (a¯jλ+ bj)ǫ−, j = 1, 2, as in (18).
The Hopf differential of the surface at λ0 generated by (Adz, Id, 0), with A
as in (18), is r λ−10 ab dz
2 for some real constant r. After a conformal change of
coordinate we may assume that the product ab ∈ R, and after a further diagonal
unitary gauge (rotation in the tangent plane), we can arrange a ∈ R and hence also
b ∈ R. Thus we may assume without loss of generality that a1, a2, b1, b2 ∈ R∗.
The condition detA1 = detA2 implies that any two surfaces (in the same space-
form and with the same mean curvature) induced by A1dz and A2dz have the same
Hopf differential. Therefore their conformal factors satisfy the same Gauß equation.
We show that the Gauß equation depends only on x.
Write exp(zA1) = exp(iyA1) exp(xA1). Then F1(y) := exp(iyA1) ∈ ΛRrSL2(C)
for all y ∈ R. Let F2(x) be the unitary part of exp(xA1). Then the Maurer-
Cartan form of F (x, y) := F1(y)F2(x) is F
−1dF = F−12
∂F2
∂x dx+AdF2 iA1dy, so its
coefficients of dx and dy are independent of y. The Maurer-Cartan equation reads
(22) v−1v′′ − v−2v′2 + v2H2 − 4v−2|Q|2 = 0,
where v = v(x) is the conformal factor, v′(x) = dv/dx, Qdz2 is the Hopf differential
with Q constant, and H is the (constant) mean curvature.
Let v1 and v2 be the respective conformal factors of the surfaces generated by
(A1dz, Id, 0) and (A2dz, Id, 0).
If A1 is not off-diagonal (c1 6= 0), then the unitary frame for the surface induced
by (A1dz, Id, 0) along the y-axis is F (y) = exp(iyA1), and F
−1dF = iA1 along
the y-axis. The upper left entry of the dy coefficient of the Maurer-Cartan form
is v−11 v
′
1, by a computation as in the proof of Lemma 2.1. Also, since F2(0) = Id
and AdF2(0) iA1 = iA1 has a nonzero upper left entry, v
−1
1 v
′
1 is nonzero at x = 0.
Hence v1 is not constant.
If A1 is off-diagonal (c1 = 0), then it generates the vacuum (round cylinders) if
and only if a1 = b1. By detA1 = detA2, this implies c2 = 0 and a2 = b2, so A2
also generates the vacuum. Then v1 and v2 are equal constant functions, and the
theorem holds. So we can assume that neither v1 nor v2 is constant.
The general solution of (22) is v(x) = 2|a||H |−1sn(2i|b|(x − x0) |κ) for some
x0 ∈ R, and modulus κ = a21/b21. Therefore v2(x) = v1(x− x0) for some x0 ∈ R.
Hence the surfaces generated by (A1dz, Id, 0) and (A2dz, Id, x0) have the same
mean curvature, Hopf differential and conformal factor, and thus differ by a rigid
motion. 
As a consequence of Lemma 8.1, a potential Adz, with A as in (18), can be
normalized so that a, b ∈ R∗ and c = 0. We next compute the extended unitary
frame generated by such a potential. This result is implicitly contained in the
appropriate formula in the work of Bobenko [2].
Theorem 8.2. Let A be as in (18) with a, b ∈ R∗ and c = 0. The r-Iwasawa
factorization exp((x + iy)A) = F B for any r ∈ (0, 1] is given by
(23) F = Φexp(−fA)B−11 , B = B1 exp(fA),
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where the nonconstant Jacobian elliptic function v = v(x) and the elliptic integral
f = f(x) and the matrices B0, B1 satisfy
v′
2
= −(v2 − 4a2)(v2 − 4b2), v(0) = 2b, B1 = (detB0)−1/2B0 ,
B0 =
(
2v(b+ aλ) −v′
0 4abλ+ v2
)
, f =
∫ x
0
2 dt
1 + (4abλ)−1v2(t)
.
(24)
Proof. Choose H ∈ R∗ and set Q = −2abH−1λ−1. Let v be the nonconstant
solution of (24) when |a| 6= |b| or the constant solution v = 2b when |a| = |b|, and
set v21 = H
−2v2. Let Θ = Θ1dx+Θ2dy, where
Θ1 = −(v−11 Q+ 12v1H) ǫ+ − (v−11 Q∗ + 12v1H) ǫ− and
Θ2 =
1
2v
−1
1 v
′
1ǫ− i(v−11 Q− 12v1H) ǫ+ + i(v−11 Q∗ − 12v1H) ǫ−.
Let F and B be as in (23). We will show that that F ∈ ΛRrSL2(C) and B ∈
Λ+r SL2(C). A calculation shows that B satisfies the gauge equation
(25) dB +ΘB = BA(dx + idy), B(0, λ) = Id,
or equivalently, Θ2B − iBA = 0 and B′ + (Θ1 + iΘ2)B = 0 with B(0, λ) = Id.
Since Θ1 + iΘ2 is smooth on C with holomorphic parameter λ on C, the same is
true of B. Since Θ1 + iΘ2 is tracefree and B(0, λ) = Id, then detB = 1. Also,
B(x, 0) =
√
2b
v
(
1 8a2b
∫ x
0
dt
v2(t) − v
′
2bv
0 v2b
)
is upper-triangular with diagonal elements in R+. Hence B : C → Λ+r SL2(C)
is smooth. From exp(zA) = FB it follows that F : C → ΛrSL2(C) is smooth.
Equivalently to equation (25), F satisfies F−1dF = Θ with F (0, λ) = Id. The
symmetry Θ∗ = −Θ and F (0, λ) = Id imply that F ∗ = F−1. Hence F : C →
ΛRrSL2(C) is smooth. 
Weights. The weight of a Delaunay surface determines it up to rigid motion.
Let γ be an oriented loop about an annular end of a cmc surface in R3 or S3 or H3
with mean curvature H , and let Q be an immersed disk with boundary γ. Let η be
the unit conormal of the surface along γ and let ν be the unit normal of Q, their
signs determined by the orientation of γ. Then the flux of the end with respect to
a Killing vector field Y (in R3 or S3 or H3) is
(26) w(Y ) =
2
π
(∫
γ
〈 η, Y 〉 − 2H
∫
Q
〈 ν, Y 〉
)
.
The flux is a homology invariant [12], [11]. For asymptotically Delaunay ends
with axis ℓ, with Y the Killing vector field associated to unit translation along the
direction of ℓ, we abbreviate w(Y ) to w and say that w is the weight of the end.
Lemma 8.3. The weights of Delaunay surfaces in R3, S3 and H3 generated by
Weierstraß data (z−1Adz, Id, 1) are given respectively by the following quantities:
(27) w =
16ab
|H | , w =
16ab√
H2 + 1
or w =
16ab√
H2 − 1 .
Proof. Because Φ = exp(log z A) ∈ ΛRrSL2(C) when |z| = 1, by uniqueness of the
Iwasawa factorization, also F = exp(log z A) on |z| = 1. Thus by the Sym-Bobenko
formulas for the cmc immersion f and by the formulas for the normal N in the
proofs of Lemmas 2.1, 2.2 and 2.3, we also know f and N explicitly for z ∈ S1.
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Hence, defining γ to be the counterclockwise loop about the circle f({|z| = 1}),
and choosing Q to be the totally geodesic disk with boundary γ, we can explicitly
compute the weight (26). In the case of R3, the computation is as follows: We may
assume without loss of generality by Lemma 8.1 that a, b ∈ R and c = 0. Let us
further assume for simplicity that both b and H are positive. Then
F (z ∈ S1, λ = 1) = Re(√z) Id+i Im(√z)(ǫ+ − ǫ−),
∂λF (z ∈ S1)
∣∣
λ=1
= −2ia Im(√z)(ǫ+ + ǫ−),
and the resulting immersion (9) and normal are given by
f(z ∈ S1, λ = 1) = −4aH−1Im(√z) (Re(√z)(ǫ+ + ǫ−) + Im(√z) ǫ) ,
N(z ∈ S1, λ = 1) = 2(Re2(√z)− 1) ǫ− 2Re(√z) Im(√z)(ǫ+ + ǫ−).
It follows that the disk Q has radius 2|a/H | and normal ν = i(ǫ+ − ǫ−). Fur-
thermore, Y = ν, and η = ν or η = −ν when a > 0 respectively a < 0. Then
w(Y ) = 2pi (
∫
γ
〈 η, Y 〉 − 2H ∫
Q
〈 ν, Y 〉) = 8aH − 16a
2
H =
16ab
H , by (19). 
Corollary 8.4. The weights of Delaunay surfaces in R3, S3 or H3 are subject to
the following bounds, respectively:
w ≤ |H |−1,
−2(
√
H2 + 1 + |H |) ≤ w ≤ 2(
√
H2 + 1− |H |),
w ≤ 2(|H | −
√
H2 − 1).
(28)
Proof. For the R3 case, by (19) it follows that |a|2+ |b|2+2ab ≤ 14 and so 4ab ≤ 14 .
Thus w ≤ |H |−1 by the first equation of (27). The arguments are similar for the
other two space forms, using (20) and (21) and the formulas for the mean curvature
in Theorem 5.1. 
An unduloid (respectively nodoid, twice punctured round sphere, round cylinder)
is produced when ab > 0 (respectively ab < 0, ab = 0, c = 0 and |a| = |b|).
9. Unitarization of loop group monodromy representations
The purpose of the following unitarization theorem (Theorem 9.1) is to show that
if under certain conditions a monodromy representation of an ode is unitarizable
pointwise on S1, then the monodromy representation is unitarizable by a dressing
matrix on an r-circle which is analytic in λ. The unitarization theorem is a key
ingredient in the construction of trinoids (theorem 10.5). A similar result is proven
in [4] with different methods. First we introduce some new ingredients:
(1) H ∈ GL2(C) is unitarizable if there exists a C ∈ GL2(C) with CHC−1 ∈ U2.
(2) The set {H1, . . . ,Hn} ⊂ GL2(C) is simultaneously unitarizable if there
exists a C ∈ GL2(C) such that CHjC−1 ∈ U2 for all j ∈ {1, . . . , n}.
(3) {H1, . . . ,Hn} is nondegenerate if [Hi, Hj ] 6= 0 for some pair i 6= j.
(4) Let Λ+↑1M2×2(C) be the set of analytic maps X : S
1 → M2×2(C) such that
X is the boundary of an analytic map Y : I1 → GL2(C) and such that
Y (0) ∈ GL2(C) ∩ B.
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Theorem 9.1. Let Hj : S1 → GL2(C) (j ∈ {1, . . . , n}) be analytic maps such that
the set {H1, . . . ,Hn} is nondegenerate and simultaneously unitarizable pointwise on
S1 except possibly at a finite subset of S1. Then there exists an analytic map C ∈
Λ+↑1M2×2(C) for which each CHjC−1 extends analytically across {detC = 0} ∩ S1
and is in ΛRrGL2(C) for any r ∈ (s, 1], for some s sufficiently close to 1.
To prove this theorem, we require the following five lemmas, beginning with two
Birkhoff factorizations for singular loops on S1: a scalar version (Lemma 9.2) and
a matrix version (Lemma 9.3).
Lemma 9.2. Let f : S1 → R+ ∪ {0} be an analytic map with f ≡/ 0. Then there
exists an analytic map h : S1 → C, which is the boundary of an analytic map
I1 → C∗, such that f = h∗h.
Proof. Since f is real and non-negative, each of its zeros is of even order. Let
{a1, . . . , an} ⊂ S1 be the zeros of f , each with multiplicity two (so the aj might
not be distinct), and let q =
∏n
j=1(λ − aj). Then the function g = f/(q∗q) has
no zeros on S1 and satisfies g = g∗. Let g = rλpg−g+ be the (rank 1) Birkhoff
factorization of g (see [16]), such that g+ extends analytically without zeros to I1,
g− extends analytically without zeros to (C \ {I1}) ∪ {∞}, and normalized with
r ∈ C, g+(0) = 1 and g−(∞) = 1. Since g∗ = g, on S1 we have the equality
rλpg−g+ = rλ
−pg∗+g
∗
−. By the uniqueness of the Birkhoff factorization, g− = g
∗
+,
p = 0 and r = r. Since f is nonnegative on S1, r is positive. Then the function
h =
√
rg+q is analytic on S
1, is the boundary of an analytic map from I1 to C
∗,
and satisfies f = h∗h. 
Lemma 9.3. Let X : S1 → M2×2(C) be a positive semidefinite analytic map with
detX ≡/ 0. Then there exists a C ∈ Λ+↑1M2×2(C) and an analytic map f : S1 →
R+ ∪ {0} such that fX = C∗C|S1 .
Proof. The map X can be written
X =
(
x1 y
y∗ x2
)
where the functions x1, x2 satisfy x1 = x
∗
1 and x2 = x
∗
2, are real-valued and non-
negative on S1, and x1≡/ 0, x2≡/ 0. X extends analytically to Ar for some r ∈ (0, 1)
close to 1.
The function d = detX satisfies detX ≡/ 0 on Ar, and since X is positive semi-
definite, d is real-valued and non-negative on S1. Let d = e∗e be the singular
Birkhoff factorizations of d according to Lemma 9.2, and let
Y =
(
x1 y
0 e
)
.
Then Y is an analytic map on S1 which satisfies x1X = Y
∗Y . As noted above, for
some r ∈ (0, 1) sufficiently close to 1, X extends analytically to a map X˜ : Ar →
M2×2(C), and we can choose r so that X˜11 and det X˜ have no zeros in Ar \ S1,
where the X˜ij are the entries of X˜. Then Y likewise extends analytically to a map
Y˜ : Ar → M2×2(C) such that det Y˜ has no zeros in Ar \ S1. Let Y˜ |Cs = YuY+ be
the s-Iwasawa factorization of Y˜ |Cs for any s ∈ (r, 1). Since Y˜ and Yu have nonzero
determinants on As \ S1, the map Y+ = Y −1u Y˜ has the following two properties:
(i) Y+ ∈ Λ+r GL2(C) for any r ∈ (0, 1) .
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(ii) Y+ is defined on I1 .
Then x1X = Y
∗
+Y+|S1 , and hence C = Y+ and f = x1 are the required maps. 
Lemma 9.4. Let H1, . . . ,Hn ∈ GL2(C), n ≥ 2, and suppose that {H1, . . . ,Hm} is
simultaneously unitarizable and nondegenerate. Let Ln : M2×2(C) → (M2×2(C))n
be the linear map defined by
(29) Ln(X) = (XH1 −H∗1−1X, . . . , XHn −H∗n−1X).
Then dimkerLn = 1.
Proof. For later use in this proof, we first consider the n = 1 case, with H1 not a
scalar multiple of Id. Let C ∈ GL2(C) such that CH1C−1 ∈ U2, and set X0 = C∗C.
A calculation shows that X ∈ kerL1 if and only if [X−10 X,H1] = 0. Since the space
of commutators withH1 is 2-dimensional and equal to span{Id,H1}, dim kerL1 = 2
and kerL1 = span{X0, X0H1}.
Now we consider the n ≥ 2 case. From the hypothesis of nondegeneracy, we may
assume H1 is not a scalar multiple of Id. Let C ∈ GL2(C) such that CHjC−1 ∈ U2
for any j ∈ {1, · · · , n}, and set X0 = C∗C. Since X0 ∈ kerLn, thus dim kerLn ≥ 1.
However, we have kerLn ⊂ kerL1, so dimkerLn ≤ 2. Suppose dimkerLn = 2.
Then as above, kerLn = span{X0, X0Hj} for each j. Hence for all i and j, X0Hi ∈
span{X0, X0Hj}, so Hi ∈ span{I,Hj}. Thus [Hi,Hj ] = 0, and this contradicts the
nondegeneracy hypothesis of the Lemma. 
Definition 9.5. Let E → S1 be a vector bundle, with Eλ ⊂M2×2(C) denoting the
fiber of E over each λ ∈ S1. Let E∗ denote the vector bundle whose fiber over each
λ ∈ S1 is
{
X
t ∣∣X ∈ E
λ
−1
}
.
Lemma 9.6. Let E → S1 be a trivial analytic line subbundle of the trivial M2×2(C)-
bundle over S1 such that (1) E∗ = E, and (2) for each λ ∈ S1 except possibly at
finitely many points, there exists a Y ∈ Eλ which is positive definite. Then there
exists an analytic section X of E such that X = X∗, X is positive semidefinite on
S1, and detX ≡/ 0.
Proof. Let X1 be an analytic section of E that is nowhere zero. Then there exists
an α ∈ C∗ such that X2 = αX1 + (αX1)∗≡/ 0, and X2 is an analytic section of E
satisfying X∗2 = X2.
For any λ ∈ S1 at which there exists a Y ∈ Eλ which is positive definite, since
dimEλ = 1 and Y 6= 0, there exists some c ∈ C so that X2(λ) = cY . Since at λ,
X2 = X
∗
2 and Y = Y
∗, we have c ∈ R. Hence X2(λ) is either positive definite,
negative definite or 0, according as c > 0, c < 0 or c = 0.
If X2 is entirely positive (resp. negative) semidefinite on S
1, then X = X2 (resp.
X = −X2) will satisfy the conclusion of the Lemma. So let us now assume both
that X2 is positive definite somewhere on S
1 and negative definite somewhere else
on S1.
Let P = {p1, . . . , pn} ⊂ S1 be the set of points at which X2 switches between
being positive and negative definite, and set pˆ =
∏n
j=1 pj . Then n is positive and
even. Let f(λ) = λ−n/2pˆ−1/2
∏n
j=1(λ− pj), and note that f∗ = f . Let p+ ∈ S1 \P
be a point for which X2(p+) is positive definite and let g(λ) = f(λ)/f(p+). Then
g is analytic, g≡/ 0, g∗ = g, and X2 is positive or negative definite, according as
g > 0 or g < 0. Thus X = gX2 satisfies detX ≡/ 0 and X = X∗ and is positive
definite except at P , and hence is positive semidefinite. 
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Lemma 9.7. Let γ be an open segment of S1, λ0 ∈ γ, γ∗ = γ \ {λ0} and H :
γ∗ → U2 (resp. SU2) a real analytic map which extends meromorphically to a
neighborhood of γ. Then H actually extends holomorphically to a neighborhood of
γ and H|γ ∈ U2 (resp. SU2).
Proof. Since H takes values in U2 on γ∗, its entries are bounded in absolute value
by 1 there. Since a meromorphic function at a pole is unbounded along every curve
into the pole, the entries of H cannot have poles at λ0. Hence H extends real
analytically to λ0.
Since HH∗ = Id on γ∗, then HH∗ = Id on γ by the continuity of HH∗. If
detH(λ0) = 1 on γ∗, then detH = 1 on γ by the continuity of detH. 
of Theorem 9.1. The strategy of the proof is as follows: We define a trivial analytic
line bundle E → S1. We then show that Lemma 9.6 is applicable to this bundle
and use it to produce a positive semidefinite analytic section X of E, which in turn
produces the required unitarizer C satisfying X = C∗C via Lemmas 9.3, 9.7.
With H1, ...,Hn as in the theorem, let Ln be as in Equation (29), so now Ln
is a family of linear maps depending analytically on the parameter λ. By the
simultaneous unitarizability and nondegeneracy of the Hj , Lemma 9.4 implies that
Ln(X0) = 0 has nontrivial solutions on an open dense subset of S
1. Because Ln
is linear, a solution X0 can be chosen so that its entries are rational functions of
the entries of the Hj and H∗j . Because the Hj and H∗j are analytic in λ ∈ S1, X0
is meromorphic on Ar for some r ∈ (0, 1) sufficiently close to 1. In fact, we can
choose r so that the only poles of X0 in Ar lie in S
1. Thus X0 is well-defined on
S1 with at most pole singularities. Furthermore, Ln(X0) = 0 for all λ in Ar where
X0 is finite.
Let λ1, ..., λm ∈ S1 be the points at which either X0 has a pole or X0 is the zero
matrix. Let nj be the minimum of the orders of the entries of X0 at λj . At the
poles of X0, nj will be negative; at points where X0 is zero, nj will be positive.
Then
X1 =
m∏
j=1
(λ− λj)−nj X0
is an analytic solution of Ln(X1) = 0 with no zeros and no poles, defined on Ar for
any r < 1 and sufficiently close to 1.
We can now define the trivial analytic line bundle E → S1 with fibers Eλ =
{c · X1(λ) | c ∈ C}. Then E ⊂ kerLn. Because {H1, ...,Hn} is simultaneously
unitarizable on S1 minus a finite number of points, there exists a map C from S1
minus a finite number of points to GL2(C) so that the positive definite Y := C∗C
is in kerLn. By Lemma 9.4, dimkerLn = 1 at all but a finite number of points
of S1, hence Eλ = {c · Y | c ∈ C} at all but finitely many points of S1. It follows
that E∗ = E on all of S1, and condition (2) of Lemma 9.6 also holds with Y as
above. We can thus apply Lemma 9.6 to say there exists an analytic solution X of
Ln(X) = 0 with X = X
∗ and detX 6≡ 0, so that X is positive semidefinite.
Thus X satisfies the conditions of Lemma 9.3, so there exists a C ∈ Λ+↑1M2×2(C)
so that C∗C ∈ kerLn. It follows that the CHjC−1, j = 1, . . . , n, satisfy the reality
condition (CHjC−1)−1 = (CHjC−1)∗. Then the CHjC−1 satisfy the conditions of
Lemma 9.7, so by that Lemma the CHjC−1 extend analytically across {detC = 0}
and are in ΛRrGL2(C) for either r = 1 or any r < 1 and sufficiently close to 1. 
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Remark 9.8. The constructive proof of Theorem 9.1 has been implemented in
software by the first author as part of the cmclab package [18].
10. Trinoids in R3, S3 and H3
In this section a three-parameter family of constant mean curvature trinoids is
constructed for each mean curvature H in each of the spaceforms R3, S3 and H3
(Theorem 10.5). The construction is in three steps. A family of potentials is defined
on the thrice-punctured Riemann sphere M = CP1 \ {0, 1,∞} for each spaceform.
The monodromy representation of a solution Φ to the equation dΦ = Φξ is shown
to be pointwise unitarizable on S1 except at a finite subset (Lemma 10.3). By
the unitarization theorem (Theorem 9.1), the pointwise unitarizability implies the
existence of an r-dressing which unitarizes the monodromy representation. This
solves the period problem.
The trinoid potential has double poles corresponding to the ends rather than the
simple pole of the Delaunay potential presented in section 8. The function h(λ) in
the trinoid potential is chosen so that the eigenvalues of the resulting monodromy
at each pole are the same as those of a Delaunay surface. The choice of Sym formula
and its values of evaluation depend on the choice of zeros λ0, λ
−1
0 of h as follows:
for R3, λ0 = 1 and λ = λ0 in (13)
for S3, λ0 ∈ S1 \ {±1}, and λ = λ−10 , µλ = λ0 in (14)
for H3, λ0 ∈ R \ {0}, |λ0| < 1 and λ = λ0 in (15).
(30)
Definition 10.1. Let M = CP1\{0, 1,∞} be the thrice-punctured Riemann sphere.
Let λ0 ∈ (R ∪ S1) \ {0,−1} be as above, and let
(31) h(λ) = λ−1(λ− λ0)(λ− λ−10 ).
Let v0, v1, v∞ ∈ R\{0}. The family of trinoid potentials ξ, parametrized by λ0 and
v0, v1, v∞, is defined by
ξ =
(
0 λ−1dz
λh(λ)Q/dz 0
)
, Q =
v∞z
2 + (v1 − v0 − v∞)z + v0
16z2(z − 1)2 dz
2.
Q will be the Hopf differental of the resulting trinoid, up to a z-independent
multiplicative constant. Its three poles are the ends of the trinoid, and its two
zeros the umbilic points.
The following lemma computes the traces of the trinoid monodromy matrices.
Lemma 10.2. Let A : C∗ → sl2(C) be an analytic map with nonconstant eigenval-
ues ±µ(λ). Let ξ = A(λ)dzz +O(z0) in a neighborhood of z = 0.
Let H : C∗ → SL2(C) be a monodromy of ξ associated to a once-wrapped closed
curve around z = 0. Then trH = 2 cos(2πµ) on C∗.
Proof. Let Φ be a solution to dΦ = Φξ with monodromy H. Let S be the discrete
set S = {λ ∈ C∗ : 2µ(λ) ∈ Z}. By the theory of regular singularities, there
exists for each λ ∈ C∗ \ S a map P (z, λ) in a neighborhood of z = 0 such that
ΦP = C(λ) exp(A log z) for some analytic λ 7→ C(λ). Then H = C exp(2πiA)C−1
on C∗ \ S. Therefore trH = 2 cos(2πµ) on C∗ \ S. Note that µ is only defined up
to sign, but trH is single-valued on C∗. Since 2 cos(2πµ) and trM are analytic on
C
∗ and agree on the open set C∗ \ S, they are equal on C∗. 
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The key step in the trinoid construction is showing, with a suitable set of inequal-
ities, that the monodromy representation is pointwise unitarizable on S1 except at
a finite subset. This is the content of Lemma 10.3.
Lemma 10.3. Let H be a monodromy representation of a trinoid potential, and
assume that H is holomorphic on C∗.
Let the parameters in the potential be λ0, v0, v1, v∞, and for k ∈ {0, 1,∞} suppose
that 1 + vkh(−1)/4 ≥ 0 and 1 + vkh(1)/4 ≥ 0.
Define
nk =
1
2 − 12
√
1 + vkh(−1)/4, mk = 12 − 12
√
1 + vkh(1)/4.
Suppose the following inequalities hold for every permutation (i, j, k) of (0, 1,∞):
|n0|+ |n1|+ |n∞| ≤ 1 and |ni| ≤ |nj |+ |nk| for all spaceforms,(32)
|m0|+ |m1|+ |m∞| ≤ 1 and |mi| ≤ |mj |+ |mk| for S3 and H3,(33)
|vi| ≤ |vj |+ |vk| for R3.(34)
Then on S1 except possibly at a finite subset, H is irreducible (no common eigen-
lines) and pointwise unitarizable.
Proof. For k ∈ {0, 1}, let γk be a curve based at z0 ∈ CP1 \ {0, 1,∞} which
winds around k ∈ CP1 once counterclockwise and does not wind around any other
puncture. Let γ∞ = (γ0γ1)
−1. For k ∈ {0, 1,∞}, let τk be the deck transformation
associated to γk and let Hk = H(τk) : C∗ → SL2(C) be the monodromy with
respect to τk. Then H0H1H∞ = Id.
To compute trH0, let g be the diagonal gauge with entries z1/2, z−1/2. Then
ξ.g =
(
1
2 λ
−1
v0λh(λ)/16 − 12
)
dz
z
+ O(z0)dz.
The eigenvalues of the residue matrix are ±µ0, where µ0(λ) = 12
√
1 + v0h(λ)/4.
Because h attains its minimum on S1 at λ = −1 the condition 1 + v0h(−1)/4 ≥ 0
ensures that µ0 is real on S
1. By Lemma 10.2, the trace of the monodromy of ξ.g
with respect to τ0 is 2 cos(2πµ0). Taking into account the monodromy − Id of g,
we obtain trH0 = 2 cos(2πρ0), where ρ0 = ρ0(λ) = 12 − 12
√
1 + v0h(λ)/4.
Similarly, defining
(35) ρk(λ) =
1
2 − 12
√
1 + vkh(λ)/4, k ∈ {0, 1,∞},
analogous calculations verify the cases k = 1,∞. Thus we have that the half-traces
tk(λ) of Hk are given by
tk = (1/2) trHk = cos(2πρk), k ∈ {0, 1,∞}.
For each λ ∈ S1, the three monodromy matrices H0,H1,H∞ are in SL2(C), have
real traces, and satisfy H0H1H∞ = Id. By a pointwise theorem of Goldman [5],
H0,H1,H∞ are irreducible and simultaneously unitarizable at λ0 ∈ S1 if and only
if T (λ) = 1− t20− t21− t2∞+2t0t1t∞ is strictly positive at λ0. From the factorization
(36) T = 14e
−2pii(ρ0+ρ1+ρ∞)(e2pii(ρ0+ρ1+ρ∞) − 1)(e2pii(−ρ0+ρ1+ρ∞) − 1)×
(e2pii(ρ0−ρ1+ρ∞) − 1)(e2pii(ρ0+ρ1−ρ∞) − 1)
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it can be seen that T = 0 if and only if ±ρ0± ρ1± ρ∞ ∈ Z for some choice of signs.
For the remainder of the proof, consider the functions ρk as functions of x = −h
on the interval I = [−h(1), −h(−1)], so ρk(x) = 12 − 12
√
1− vkx/4.
Define the functions f(x) and fi(x) by
(37) f = 1− |ρ0| − |ρ1| − |ρ∞|, fi = −|ρi|+ |ρj |+ |ρk|,
where (i, j, k) ranges over (0, 1,∞), (1, 0,∞), (∞, 0, 1). Then
1. |ρk| is increasing on I ∩ [0,+∞) and decreasing on I ∩ (−∞, 0].
2. If 0 < vi < vj or 0 > vi > vj , then |ρi| < |ρj | on I \ {0}.
3. |ρi/ρj | is analytic on I and is strictly increasing or strictly decreasing according
as vi > vj or vi < vj .
4. In the case R3, if |vi| < |vj |+ |vk|, differentiation of fi with respect to x (from
the right) at x = 0 shows that fi is positive in an interval (0, ǫ) for some ǫ > 0.
5. In the case R3, if |vi| = |vj | + |vk|, the inequalities (32) imply vi < 0 and
vj , vk > 0. Further differentiatiation of fi shows that fi is positive in an interval
(0, ǫ) for some ǫ > 0.
It follows that the functions f and fi take values in (0, 1) except at a finite subset
of I. By a continuity argument, we conclude that T is positive on S1 except at a
finite subset. 
Remark 10.4. For the spaceform R3 and positive vk, the inequalities (32) are the
spherical triangle inequalites which arise in [7]. The spherical polygon inequalities
also appear in the context of holomorphic vector bundles [1].
For the spaceform R3, the inequalities (34) are infinitesimal versions of the in-
equalities (32) at λ = 1. These can be seen to be necessary conditions by the
balancing formula [13]. In case one of these inequalities is an equality the axes of
the trinoid ends are parallel.
Theorem 10.5. A trinoid potential satisfying the conditions of Lemma 10.3 gen-
erates via the generalized Weierstraß construction a conformal cmc immersion of
the thrice-punctured Riemann sphere into R3, S3, or H3.
Proof. Let ξ, Φ andHj be as in Lemma 10.3. By that Lemma, the Hj are pointwise
unitarizable on S1 except at a finite subset. By Theorem 9.1, there exists an analytic
map C ∈ Λ+↑1M2×2(C) for which each Fj = CHjC−1 (j ∈ {0, 1,∞}) extends
analytically across {detC = 0} ∩ S1 and is in ΛRrGL2(C) for any r ∈ (0, 1).
To compute closing conditions (Theorem 7.2), note that the Fj are the mon-
odromy matrices for CΦ (j ∈ {0, 1,∞}). When λ0 ∈ S1, by Lemma 10.2, trFj =
cos(2πρk) on S
1, where the ρj are defined in (35). Then a local eigenvalue µj of
Fj satisfies µj(λ0) = 1, and when λ0 = 1, ∂λµj(λ0) = 0 (see also (19)–(21)). Since
Fj ∈ ΛRrSL2(C), by Lemma 7.3, Fj(λ0) = Id and, in the case λ0 = 1, ∂λFj(λ0) = 0.
In the case λ0 6∈ S1, a computation shows
Φ(λ0) = D0
(
1 λ−10 z
0 1
)
where D0 : C
∗ → SL2(C) is holomorphic. Hence Hj(λ0) = Id. Since C is non-
singular and invertible at λ0, then Fj(λ0) = C(λ0)Hj(λ0)C(λ0)−1 = Id.
Hence the Fj satisfy the closing conditions. By Lemma 7.1, the monodromy of
the unitary part of CΦ equals the respective monodromy Fj of CΦ, and so satisfies
the approriate closing condition of Theorem 7.2. By that Theorem, the generalized
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Weierstraß construction induces a cmc immersion of the thrice-punctured sphere.

11. Open Problems
1. Asymptotics. Computer graphics suggest that our three parameter family
of trinoids contain the embedded triunduloids classified by Grosse-Brauckmann et
al [7]. Furthermore, our trinoid potentials seem to also generate trinoids with one,
two or three assymptotically nodoidal ends. We are not yet able to prove that a
surface obtained from a perturbation of a Delaunay potential (such as our trinoid
potentials) with weight w is asymptotic to a half-Delaunay surface with weight w.
In lieu of this, we introduce the notion of a ‘formal Delaunay end-weight’.
Definition 11.1. Let ξ be a potential defined in a punctured neighborhood of z = 0
in C which is gauge equivalent to Az−1dz + O(z0)dz, with A as in (18) and with
a, b ∈ R and c = 0, where O(1) denotes a term holomorphic in z. Then, inserting
a, b into Equation (27), we call the w in (27) the formal Delaunay end-weight of
the end at z = 0, for the respective spaceforms R3, S3 and H3.
Lemma 11.2. The trinoids constructed in Theorem 10.5 have formal Delaunay
end-weights wk = vk/|H |, wk = vk/
√
H2 + 1, wk = vk/
√
H2 − 1 in the respective
spaceforms R3, S3 and H3, k ∈ {0, 1,∞}. These satisfy the following bounds:
wk > −3/|H | in R3
6(
√
H2 + 1 + |H |) > wk > −6(
√
H2 + 1− |H |) in S3
wk > −6(|H | −
√
H2 − 1) in H3.
(38)
Proof. The inequalities of Lemma 10.3 imply nk ≥ −1/2 for k ∈ {0, 1,∞}. If
n0 = −1/2, then these inequalities imply |n1| + |n∞| = 1/2. Then n1 > −1/2
and n∞ > −1/2 so v1 > v0 and v∞ > v0. Consider the function g0 = f0/|ρ0|,
where ρ and f0 are as in (35) and (37). Then g0(h(−1)) = 0. Since g is strictly
decreasing as a function of h, where h is as in (31), then g0(h(1)) < 0, contradicting
the inequality |m0| ≤ |m1|+ |m∞|. Hence n0 > −1/2 and similarly n1 > −1/2 and
n∞ > −1/2. Hence for k ∈ {0, 1,∞}, vkh(−1) < 12. Similarly, vkh(1) < 12. The
weight bounds (38) follow from the mean curvature formulas in Theorem 5.1. 
The bounds on the formal Delaunay end-weights (38) in R3 equal the first bi-
furcation point in the sense of Mazzeo and Pacard [14], [17]. They are also the
best possible bounds for the trinoids in Theorem 10.5, in R3, S3 and H3. In the
case of three positive end weights, these weights correspond to the edge-lengths of
spherical triangles in Grosse-Brauckmann et al [7].
2. More than three ends. Constant mean curvature n-noids with Delaunay
ends were discovered by Kapouleas [8]. Whilst trinoids (n = 3) have a planar
symmetry by balancing [13, 7], this is not true in general when n ≥ 4. Attempts
in understanding coplanar n-noids (all n asymptotic axes lie in a plane) have been
made in [10] and [6].
Our Theorem 9.1 should open the way for a general study of cmc immersions of
punctured spheres. With further symmetry assumptions, symmetric non-coplanar
examples are obtained in [19]. The reader will find many images at the GANG
website www.gang.umass.edu.
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