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ABSTRACT
Measurements of the cosmic far-infrared background (CIB) indicate that emission from
many extragalactic phenomena, including star formation and black hole accretion, in
the Universe can be obscured by dust. Resolving the CIB to study the population of
galaxies in which this activity takes place is a major goal of submillimetre astronomy.
Here, we present interferometric 650µm submillimetre number counts. Using the Band
8 data from the ALMACAL survey, we have analysed 81 ALMA calibrator fields to-
gether covering a total area of 5.5 arcmin2. The typical central rms in these fields is
∼ 100µJy beam−1 with the deepest maps reaching σ = 47µJy beam−1 at sub-arcsec
resolution. Multi-wavelength coverage from ALMACAL allows us to exclude contam-
ination from jets associated with the calibrators. However, residual contamination by
jets and lensing remain a possibility. Using a signal-to-noise threshold of 4.5σ, we find
21 dusty, star-forming galaxies with 650µm flux densities of ≥ 0.7mJy. At the detection
limit we resolve ' 100 per cent of the CIB at 650µm, a significant improvement com-
pared to low resolution studies at similar wavelength. We have therefore identified all
the sources contributing to the EBL at 650 microns and predict that the contribution
from objects with flux 0.7<mJy will be small.
Key words: galaxies: evolution – galaxies: starburst – submillimetre: galaxies
1 INTRODUCTION
Twenty years ago, Puget et al. (1996) and Fixsen et al.
(1998) measured the cosmic far-infrared background (CIB)
with the Cosmic Background Explorer (COBE) Far Infrared
Absolute Spectrometer (FIRAS), indicating that around
half of the star-formation activity in the Universe is ob-
scured by dust (see for example Dole et al. 2006 and Cooray
2016 for a review and references therein for updated mea-
surements). At the same time the field of galaxy formation
and evolution was revolutionized by the discovery of submil-
limetre galaxies, a population of dusty star-forming galaxies
? E-mail: anne.klitsch@gmail.com
with submillimetre flux densities of a few mJy which evolve
strongly out to the high redshift Universe (e.g. Smail et al.
1997; Barger et al. 1998; Hughes et al. 1998; Ivison et al.
1998). Resolving the CIB to study the population of galaxies
in which this star formation takes place is a major research
goal in submillimetre astronomy.
The abundance of galaxies above a certain flux thresh-
old, the so called cumulative number counts (N(> S)[deg−2]),
is a fundamental observable required to characterise galax-
ies and ultimately understand galaxy formation and evolu-
tion. A challenge in measuring reliable number counts has
for a long time been the large beam sizes (∼ 15′′ − 30′′)
for single-dish observations at far-infrared and submillime-
tre wavelengths. This low-spatial resolution results in bright
© 2020 The Authors
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confusion limits and can lead to source blending (often re-
ferred to as confusion). Despite the number counts being a
challenging quantity to measure, they can be used to shed
light on galaxy formation (e.g. Baugh et al. 2005; Somerville
et al. 2012; Lacey et al. 2016; Lagos et al. 2019).
Major efforts have been undertaken to measure num-
ber counts at different far-infrared and sub/millimetre wave-
lengths. It is important to highlight that moving to shorter
wavelengths provides measurements closer to the peak of
the far-infrared spectral energy distribution (FIR SED) and
therefore follows more closely the obscured star formation.
At 1.1 and 1.2 mm, number counts have been determined
using Bolocam at the Caltech Submillimeter Observatory
(CSO) (Laurent et al. 2005), AzTEC on the James Clerk
Maxwell Telescope (JCMT) and on the Atacama Submil-
limeter Telescope Experiment (ASTE) (e.g. Scott et al. 2010;
Hatsukade et al. 2011; Scott et al. 2012; Umehata et al.
2014). The Atacama Large (sub)Millimeter Array (ALMA)
has also been used at this wavelength (e.g. Aravena et al.
2016; Oteo et al. 2016; Umehata et al. 2017; Hatsukade et al.
2018; Franco et al. 2018; Simpson et al. 2020). Submillime-
tre number counts at 850µm have been derived from sur-
veys carried out with SCUBA (e.g. Blain et al. 1999; Chap-
man et al. 2002; Coppin et al. 2006) and later SCUBA-
2 bolometer camera (e.g. Casey et al. 2013; Geach et al.
2017; Simpson et al. 2019) on the JCMT, the Large APEX
Bolometer Camera (LABOCA) on the Atacama Pathfinder
Experiment (APEX) (Beelen et al. 2008; Weiß et al. 2009).
Number counts at 450µm and 500µm have been derived
based on surveys using SCUBA, SCUBA-2 and Herschel.
Surveys aiming to constrain number counts at 450µm have
either used gravitational lensing to magnify faint galaxies
(e.g. Smail et al. 2002; Chen et al. 2013b), an untargeted-
source extraction above the confusion limit (e.g. Oliver et al.
2010; Geach et al. 2013; Casey et al. 2013; Valiante et al.
2016; Wang et al. 2017), stacking to constrain the faint end
of the number counts (Be´thermin et al. 2012) or ancillary
data to construct a de-blended source catalogue (Wang et al.
2019). Among the shortest wavelength studies, the number
counts are not consistent between earlier and more recent re-
sults from Herschel, perhaps indicating that some Herschel
source catalogues might be incorrectly de-blended.
Sophisticated techniques have been developed to char-
acterize source blending. One approach which provided some
insight into blending was to perform a higher resolution
follow-up survey using radio interferometric observations to
detect and resolve the counterparts (e.g. Ivison et al. 2002;
Chapman et al. 2003, 2005; Ivison et al. 2007). More recently,
such studies were extended to submillimetre interferometric
follow-up of single-dish surveys to precisely identify counter-
parts and remove the effect of blending to construct more
reliable source counts (e.g. Younger et al. 2009; Karim et al.
2013; Simpson et al. 2015, 2020; Hill et al. 2018; Stach et al.
2018). However, the multiplicity (the fraction of single-dish
detections breaking up into multiple components at higher
resolution) varies between 15 and > 90 per cent depending
on factors such as source flux, survey depth, and definition
of multiplicity. Therefore, number counts from single-dish
observations are not yet robust.
To extend the number counts to fainter flux limits than
the ALMA follow-up of single-dish surveys, to derive sub-
mJy counts and assess the contribution to the extragalac-
tic background light (EBL) we need interferometric surveys
of blank fields. Such dedicated observing programmes were
carried out with ALMA targeting cosmological deep fields
to derive number counts at 1.1 and 1.2mm such as ASPECS
(Aravena et al. 2016; Aravena et al. 2019), ALMA observa-
tions of the HUDF (Dunlop et al. 2017), the ASAGO sur-
vey in the GOODS-S field (Hatsukade et al. 2018) and the
GOODS-ALMA survey (Franco et al. 2018). All these tar-
geted surveys are potentially subject to significant cosmic
variance effects due to their small survey areas.
These studies are complemented by Oteo et al. (2016)
who presented ALMA Band 6 (1.2mm) and Band 7 (850µm)
number counts free of cosmic variance using archival ALMA
calibration observations from the ALMACAL survey1. The
authors used the 69 fields available at that time and applied
a conservative source detection threshold. The authors were
able to resolve 50 per cent of the EBL at these wavelengths.
The next step is to extend this approach to shorter
wavelength to cover the peak of the EBL. The challenge will
be to overcome low survey speeds of submillimetre interfer-
ometers because of their small primary beam. For example
the full width at half maximum (FWHM) of the primary
beam of ALMA at 650µm is only 12′′.
Here we expand on the work of Oteo et al. (2016) and
perform an untargeted survey at 650µm free of source blend-
ing and cosmic variance. This work is bridging the gap be-
tween high resolution number counts at longer wavelengths
and low resolution number counts available at shorter wave-
lengths from Herschel observations (e.g. Oliver et al. 2012;
Valiante et al. 2016) and JCMT (e.g. Smail et al. 2002; Casey
et al. 2013; Chen et al. 2013a,b; Hsu et al. 2016; Zavala et al.
2017; Wang et al. 2017).
This paper is organized as follows: In §2 we describe the
ALMACAL data reduction. Details of the source detection
technique, the completeness, flux deboosting as well as the
reliability of our sample of DSFGs are given in §3. In §4 we
derive the number counts and calculate the contribution to
the EBL. Finally, in §5 we summarize the main conclusion
from this work.
2 ALMACAL DATA REDUCTION
We analyse all ALMA calibrator observations prior to
2018 December. The observed fields are distributed quasi-
randomly on the sky visible from the Atacama desert. All
ALMA calibration data using Band 8 (385 – 500 GHz) are in-
cluded in our dataset comprising a total of 112h of observing
time. Therefore, the only biases we introduce are due to the
observing latitude of ALMA, the annual weather patterns in
the Atacama desert and the positions of sources of interest
for studies by the astronomical community in Band 8, e.g.
the cosmological deep fields. The data retrieval is described
in detail in Oteo et al. (2016). Since we are interested in
high resolution number counts we select only observations
with a spatial resolution < 1′′. Furthermore, we use only
fields for which we reach a central rms of . 1mJy beam−1
in the combined maps of the same fields to avoid images
1 https://almacal.wordpress.com/
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Dusty star-forming galaxies
Jets
Figure 1. 650µm (ALMA Band 8) signal-to-noise maps of the detections in the 0.3′′ resolution images. Band 8 detections are marked
with squares (Band 8 and Band 6 detection: orange, Band 8 with upper limit in Band 6 and/or Band 7 detection: blue, identified jets:
black, potential jets (see text): grey), the solid black circle indicates the area over which we search for continuum emission (1.5 times
the primary beam FWHM in Band 8) corresponding to 18′′ diameter, the dashed black circle indicates the central 2′′ diameter region
excluded from the survey due to possible contamination from quasar residuals. Black dashed arrows mark the direction of jets identified
from archival VLA published ATCA maps. The blue ellipse illustrates the synthesized beam.
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with lower data quality. For this analysis we use pseudo-
continuum visibilities which are already integrated over the
spectral dimension and therefore require less storage space
and allow faster processing.
The calibrator-subtracted pseudo-continuum visibilities
from every execution block are first imaged individually
without combining data for a given calibrator. We visually
inspect every map and discard those showing signs of poor
calibration (e.g. stripes or significant halos and residuals
around the quasar position). The drawback of using pseudo-
continuum visibilities is that the weights of the visibilities
cannot be recalculated. To ensure an equal representation of
all observations in the combined image it is necessary that
all weights are on the same scale. Therefore, we also inspect
the weights of the visibilities and include only those observa-
tions with weights similar to the average weights for a given
calibrator. This leads to the loss of ∼ 26 per cent of the
data but allows a homogeneous treatment. Due to the over-
all dataset size and complexity, flagging and recalibration
are impracticable.
The data reduction is carried out using the Common
Astronomy Software Application (CASA) (McMullin
et al. 2007) version 5.5.0. We combine the data for each cal-
ibrator using the task concat and image the combined vis-
ibilities using the task tclean. We define cleaning windows
using the automatic masking procedure “auto-multithresh”.
A natural weighting scheme is chosen to ensure optimal use
of all baselines, resulting in the lowest possible r.m.s. noise.
To avoid resolving the galaxies we set the outer taper to
0.3′′ similar to the scale of dust emission in DSFGs (Simpson
et al. 2015; Gullberg et al. 2019). We produce a second set
of images with an outer taper of 0.8′′ to test if we are miss-
ing detections because they are resolved out in the higher
resolution imaging and to confirm the reliability of source
fluxes from the higher resolution maps. The maps without
primary beam correction are used for the source detection
and subsequent statistical analysis. However, for the final
flux measurements, we correct for the primary beam atten-
uation using the task impbcor.
We image ALMACAL observations of 81 calibrators ob-
served in Band 8 covering a total of ∼ 5.5 arcmin2 within 1.5
times the FWHM of the primary beam. Examples of these
are shown in Fig. 1. We note that bandwidth smearing is
negligible at this radial distance. The effective survey area
is a function of the source flux density. We reach noise levels
of 47 − 1022µJy beam−1 with a median of 187µJy beam−1
and resolutions of 0.34′′−0.98′′ with a median of 0.53′′. The
r.m.s. in the ALMACAL Band 8 maps is significantly higher
than that in Band 6 and 7 because of higher receiver and
sky noise and typically shorter exposure times. The mean
wavelength of all ALMACAL observations in Band 8 used
here is 650µm.
3 ANALYSIS
3.1 Source Detection
In Fig. 1 we show the ALMA Band 8 maps in which we
detect continuum sources using the following procedure. We
perform the source detection using SExtractor (Bertin &
Arnouts 1996) on the clean maps before correcting for the
primary beam attenuation, to ensure uniform noise proper-
ties. The calibrators are seen as bright sources in the cen-
tres of the Band 8 maps. We detect residual signal in Band
8 from the calibrators more frequently than in the Band 6
and Band 7 maps presented by Oteo et al. (2016). We mask
the central region of each map with a radius of 1′′ and ex-
clude this region from further analysis. The radius is chosen
based on visual inspection of the maps. Furthermore, we use
a detection threshold with a peak flux of at least 4.5 times
the r.m.s. noise in the image, comparable with those used
in previous studies (Simpson et al. 2015; Oteo et al. 2016;
Stach et al. 2019). At this threshold we are able to detect
galaxies down to ∼ 0.7 mJy and at the same time keep the
number of spurious detections to a minimum.
Performing source detection using a modest detection
threshold leads to the detection of spurious noise peaks.
Since we are aiming for a reliable number counts measure-
ment, we choose to include only high reliability detections.
To test the reliability as a function of SNR we invert our
maps and run the source finder with the same parameters
as for the main search. Any detection in the inverted map
is considered to be a spurious noise peak. The cumulative
distribution of noise peaks as a function of SNR is shown
in Fig. 2. We find that the highest SNR detection in the in-
verted map is at 4.7σ. Therefore, at our detection threshold
of 4.5σ the contamination from spurious sources is negligi-
ble.
For each Band 8 detection we make maps from the
ALMACAL Band 6 and 7 observations to confirm detec-
tions via multi-band observations and measure the slope
of the spectral energy distribution (SED). The FWHM of
the primary beam in Band 6 and 7 is wider than in Band
8 (FWHMB6 = 27′′, FWHMB7 = 18′′, FWHMB8 = 12′′).
Therefore, any detection in Band 8 will be covered by the
Band 6 and 7 observations if the calibrator has been ob-
served at both wavelengths and the Band 6 and/or 7 data
are sufficiently deep.
3.2 Effective Area
The sensitivity in an interferometric observation (such as
our ALMA observations) is not uniform within the field of
view, but decreases with increasing distance from the centre
due to the primary beam response. The effective area over
which a galaxy can be detected is therefore a function of the
flux density. We define the maximum extent of a map to be
1.5 times the FWHM (12′′) of the primary beam expected
at Band 8.
We measure the effective area as a function of SNR for
our survey (shown in Fig. 3). Here we exclude the central
region that is potentially contaminated by residuals from
the calibrators. We reach an effective area of ∼ 5.5 arcmin2
for a flux density of > 5 mJy (4.5σ). In the earlier work
using ALMACAL Oteo et al. (2016) achieved effective areas
of ∼ 6 and ∼ 16 arcmin2 for a flux density of 1 mJy at Band
7 and Band 6, respectively. That study benefited from, on
average, deeper maps in Band 6 and 7 due to lower receiver
and sky noise as well as the much wider field of view at
longer wavelengths (FoV ∝ λ2).
This work using multi-field observations from AL-
MACAL is a unique opportunity to derive number counts at
MNRAS 000, 1–11 (2020)
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Figure 2. Right panel: The cumulative number of spurious detections in the inverted maps as a function of the peak SNR. The highest
significance spurious detection is at 4.7σ. Therefore, we choose a detection threshold of 4.5σ (black dashed line) corresponding to
expecting one false detection. Combined with the multi-band detection this offers a high reliability of our detections. Middle panel:
Completeness of ALMACAL Band 8 as a function of the SNR of the detected sources. We reach a completeness of 100 per cent at 9σ
and a completeness of 80 per cent at a round 7σ. Left panel: The ratio between the output and input flux densities of simulated sources
as a function of the input SNR (defined as the ratio between the input flux density and the r.m.s. at the centre of the map). The output
flux densities tend to be increasingly overestimated at a SNR < 7σ. At 4.5σ the flux boosting is 38 per cent and we correct our measured
fluxes for this.
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Figure 3. The effective area covered by the current ALMACAL
Band 8 observations as a function of 4.5σ flux limit for detect-
ing sources. We calculate the area over which a galaxy could be
detected at a peak signal-to-noise ratio (SNR) of 4.5σ in each
map and sum these. For comparison, we show the effective area
probed in the Band 6 and Band 7 study by Oteo et al. (2016)
which benefits from the larger primary beam in Band 6 and 7.
Only with the multi field observations offered by ALMACAL can
we derive robust number counts at short wavelengths.
shorter wavelengths from high resolution observations, free
of source blending and cosmic variance.
3.3 Assessing Sample Completeness
We use artificial sources to measure the completeness of our
survey as a function of the signal-to-noise ratio (SNR). We
inject artificial point sources with uniformly distributed ran-
dom fluxes between 2 and 25 times the noise level in the
ALMACAL visibility data. The sources are put in at ran-
dom positions within the 1.5 times FWHM of the primary
beam search radius. We inject 20 sources per map and re-
peat this procedure 50 times. To test the full data reduction
and analysis chain, the visibilities with the injected artifi-
cial sources are imaged using the same settings for the casa
task tclean as for the original visibilities. We then use the
same source finding procedure as for the real data to recover
the artificial sources. In case a source was injected within a
radius of six times the beam width from another artificial
source or within a radius of 1′′ from the centre it is excluded
from further analysis. A source is considered to be recovered
if it is detected with SExtractor at ≥ 2.5σ and within one
synthesized beam width from the position of the injection.
To estimate the errors on the completeness, we perform a
bootstrap resampling. We take the parent population of n
artificial sources and replace those with n randomly selected
sources. This process is repeated 200 times and the com-
pleteness is calculated for each realization. We determine
the scatter of the different realizations of the completeness.
The resulting completeness as a function of SNR is shown
in Fig. 2.
Our survey is 100 per cent complete at a SNR ≥ 9 and
50 per cent complete at an SNR ≥ 5. Compared to the
dusty star-forming galaxy (DSFG) survey in Band 6 and
7 presented by Oteo et al. (2016) our completeness func-
tion is slightly flatter reaching a high completeness at higher
SNR. This is due to the fact that the details of the analysis
were chosen in a slightly different way. Furthermore, we have
shorter observing times per field in Band 8 than in Band 6
and 7. At shorter wavelengths, the uv coverage is not as good
MNRAS 000, 1–11 (2020)
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as at longer wavelengths and the noise in the ALMA maps
becomes more non-Gaussian than at longer wavelengths.
We assess the possibility of missing detections due to
the high resolution in Section 3.5.
3.4 Flux Deboosting
A known issue of measuring flux densities of continuum
sources detected at low SNR is the fact that their flux densi-
ties can be boosted due to the presence of noise fluctuations
(e.g. Coppin et al. 2006). To measure this effect we use the
same set of artificial point sources described in Section 3.3.
We measure the flux density of the detected sources relative
to the input flux density prior to primary beam correction.
The flux measurement is performed in the same way as for
the real detections. The results are shown in Fig. 2. We find
that the flux density for sources detected at 4.5σ is boosted
on average by ∼ 38 per cent. At a SNR of ≥ 7 the effect
of flux boosting is negligible. Half of our DSFG detections
fall in the regime below 7σ where flux boosting needs to be
corrected. We resample the measured flux boosting in bins
of 0.25 and fit a cubic spline to the mean in each bin. We
correct the flux densities of our catalogue based on the value
of the fitted spline at the SNR of each source.
3.5 Source Catalogue
In the 81 ALMACAL Band 8 maps, we found 38 continuum
detections in Band 8. Four of the new Band 8 detections
were already detected in a previous ALMACAL Band 6 map
(Oteo et al. 2016). The Band 8 maps of the calibrator fields
with a peak flux detection at > 4.5σ are shown in Fig. 1.
We measure the flux from the primary beam corrected
maps by integrating the signal in a circular aperture with a
radius of 1.5 times the synthesized beam width around the
position of the peak flux determined by SExtractor. Fluxes
are furthermore corrected for flux boosting. Additionally, we
measure Band 6 and Band 7 flux densities at the position
of the Band 8 detections using an aperture with a radius of
1.5 times the beam width in Band 6 and Band 7, respectively.
The multi-band flux densities of the detections are given in
Table 1.
To test whether we are missing any extended flux in the
high resolution maps, we also create maps at lower resolution
of 0.8′′. We measure the flux in bright detections in the 0.8′′
maps and compare it with the flux measured in the high
resolution maps. We find that within the errors the two flux
measurements are consistent and no correction factor needs
to be applied.
3.6 Identifying jet emission from calibrators
Our aim is to determine reliable 650µm number counts and
for this it is necessary to identify submillimetre detections
which are actually jet emission related to the calibrator. We
do this by considering the submillimetre SED, the geome-
try of the detections and by examining radio maps of the
calibrators.
For the SEDs we calculate two flux density ratios: be-
tween Bands 8 and 6 and between Bands 8 and 7. Jet emis-
sion should have a synchrotron spectrum which increases
with decreasing wavelength. The emission from dust, on the
other hand, is modified black body radiation which decreases
with decreasing wavelength in the ALMA bands. To be con-
servative, we classify emission where either flux density ratio
(S650µm/S1.2mm or S650µm/S870µm) <∼ 1 as a jet. This leads to
11 jet identifications (see Table 1). Interestingly there are re-
ported DSFGs at z > 45 with increasing flux densities with
increasing wavelength resembling jet emission (Ivison et al.
2016; Riechers et al. 2017) . However, given the likely rarity
of such sources (the redshift distribution of DSFGs spans
z = 1–3, Chapman et al. 2005; Dudzevicˇiu¯te˙ et al. 2020, ob-
served at similar wavelengths) we consider this possibility
fairly unlikely.
Now considering the geometry, we identify seven fields
with pairs of submillimetre detections that are diametri-
cally opposite each other along a line which passes trough
the calibrator. Such an alignment is very unlikely to hap-
pen by chance and is strongly indicative of either gravita-
tional lensing (as possible in the case of J1058+0133 Oteo
et al. 2017) or of jet emission. We therefore consider all sub-
millimetre detections associated with the remaining aligned
pairs (J0522-3627, J1512+0203, J2056-4714, J2102+0341,
J2226+0052 and J2258-2758) to likely be part of jets (1).
This adds an additional six sources to the list of jets (six are
already included based on their SED) giving 17 in total.
As a check on all identifications of jet emission based
on SED or alignment, we have examined radio images made
ourselves from archival Karl G. Jansky Very Large Array
(VLA) data, or from published maps, particularly the Aus-
tralia Telescope Compact Array (ATCA) images of Marshall
et al. (2005). In most cases, the submillimetre source is in-
deed detected and seen to be part of a jet. Where we are not
able to identify a submillimetre source with a radio jet we
consider it a potential jet. The sources are labelled in Fig. 1
as being either a jet or a potential jet.
Two fields are noteworthy in that the radio jets have a
different direction to that of the aligned submillimetre pair.
These are J2056-4714 and J2101+0341 and in both cases the
jet directions are shown in Fig. 1. The brighter of the two
submillimetre detections in J2101+0341 is also the only one
of the jet identifications which has a purely dusty spectrum
i.e. it declines in brightness with wavelength in the ALMA
bands. Given that blazar spectra with S650µm/S1.2mm > 1
have been reported (e.g. Planck Collaboration et al. 2011,
2018) this in itself does not rule out a jet origin, but the in-
consistent orientation of the radio and submillimetre struc-
tures is puzzling. However, to be conservative, we retain the
identification of these four submillimetre sources as potential
jets.
Nine sources detected in Band 8 are not detected in
Band 6 and five sources detected in Band 8 are not detected
in Band 7. This could be due to the shallow Band 6 or 7 ob-
servations as indicated in Fig. 4. Another explanation might
be the increased cosmic microwave background (CMB) tem-
perature at higher redshift (z ≤ 5). As outlined by da Cunha
et al. (2013) the higher CMB temperatures at high redshift
can result in a dimming of the long wavelength flux densities
compared to short wavelength flux densities. The Band 6/7
non-detections could therefore partly trace a high redshift
population of DSFGs. We cannot distinguish between the
two scenarios based on the currently available ALMACAL
Band 6 and 7 observations.
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Table 1. Properties of 38 continuum detections (21 DSFGs and seven potential jets and ten jets) detected at 650µm and calibrators in
our ALMACAL survey up to December 2018.
Name zcal S650µm θB8 S870µm S650µm/S870µm S1.2mm S650µm/S1.2mm
[mJy] [′′ × ′′] [mJy] [mJy]
DSFG
ALMACAL 010838.56+013504.3 2.099 3.6 ± 0.6 0.38 × 0.35 3.2 ± 0.1 1.2 ± 0.2 0.6 ± 0.2 5.7 ± 2.2
ALMACAL 022428.13+065924.3 0.511 1.3 ± 0.3 0.34 × 0.33 ... ... <0.7 >1.9
ALMACAL 023839.21+163703.7 0.94 2.0 ± 0.2 0.35 × 0.34 0.3 ± 0.1 7.4 ± 3.8 <0.3 > 6.7
ALMACAL 024104.81-081514.9 0.00512 3.0 ± 0.1 0.49 × 0.43 2.0 ± 0.1 1.5 ± 0.1 0.5 ± 0.1 5.6 ± 1.0
ALMACAL 025329.36-544146.3 0.539 2.1 ± 0.1 0.41 × 0.37 1.5 ± 0.1 1.4 ± 0.1 0.3 ± 0.1 6.4 ± 3.2
ALMACAL 051949.61-454645.5 0.035 0.5 ± 0.2 0.43 × 0.40 <0.2 >2.5 <0.1 > 5
ALMACAL 085448.49+200636.8 0.306 5.0 ± 0.5 0.43 × 0.39 <0.4 >12.1 <0.4 > 12.5
ALMACAL 085448.85+200633.0 0.306 2.0 ± 0.6 0.43 × 0.39 0.3 ± 0.1 7.0 ± 3.4 0.7 ± 0.1 2.8 ± 1.0
ALMACAL 090452.29-573506.6 0.695 4.2 ± 0.9 0.39 × 0.38 <2.8 >1.5 <5.2 > 0.8
ALMACAL 105829.73+013357.2 0.888 7.2 ± 0.6 0.61 × 0.51 6.5 ± 0.2 1.1 ± 0.1 2.0 ± 0.1 3.6 ± 0.3
ALMACAL 105829.54+013359.8 0.888 13.4 ± 0.6 0.61 × 0.51 4.4 ± 0.2 3.0 ± 0.2 1.5 ± 0.1 8.9 ± 0.7
ALMACAL 114701.74-381211.2 1.048 2.2 ± 0.6 0.69 × 0.61 <0.5 >4.7 <0.3 > 7.3
ALMACAL 142455.22-680756.2 ... 3.8 ± 0.5 0.94 × 0.92 2.3 ± 0.2 1.7 ± 0.3 1.1 ± 0.1 3.6 ± 0.6
ALMACAL 145427.34-374726.7 0.31421 9.4 ± 0.4 0.66 × 0.57 ... ... 2.3 ± 0.1 4.1 ± 0.3
ALMACAL 162547.24-252744.7 0.786 0.9 ± 0.3 0.40 × 0.37 0.2 ± 0.1 3.6 ± 2.3 <0.3 > 3
ALMACAL 165809.46+074129.1 0.621 7.2 ± 1.6 0.46 × 0.43 ... ...
ALMACAL 173315.21-372224.9 ... 11.0 ± 0.2 0.51 × 0.43 8.6 ± 0.2 1.3 ± 0.0 2.2 ± 0.1 5.0 ± 0.3
ALMACAL 182913.20-581350.8 1.531 2.5 ± 0.4 0.99 × 0.89 ... ... <0.7 > 3.6
ALMACAL 195800.54-384507.8 0.63 2.3 ± 0.2 0.48 × 0.39 ... ... ... ...
ALMACAL 215806.35-150113.3 0.67183 2.9 ± 0.2 0.82 × 0.62 ... ... <1.2 > 2.4
ALMACAL 222940.12-083251.8 1.5595 4.9 ± 0.4 0.67 × 0.56 3.4 ± 0.1 1.4 ± 0.1 1.6 ± 0.2 3.1 ± 0.4
Potential Jets
ALMACAL 205616.59-471446.7 1.489 1.0 ± 0.4 0.71 × 0.53 <0.4 >2.7 0.6 ± 0.1 1.6 ± 0.7
ALMACAL 205616.24-471448.3 1.489 1.5 ± 0.4 0.71 × 0.53 0.5 ± 0.1 2.8 ± 1.0 1.2 ± 0.1 1.3 ± 0.4
ALMACAL 210139.06+034132.9 1.013 1.4 ± 0.2 0.60 × 0.53 0.5 ± 0.2 2.5 ± 1.0 0.7 ± 0.1 2.1 ± 0.6
ALMACAL 210138.47+034128.7 1.013 5.8 ± 0.2 0.60 × 0.53 2.1 ± 0.2 2.8 ± 0.3 0.8 ± 0.1 7.5 ± 1.4
ALMACAL 222646.23+005216.7 2.25 0.6 ± 0.2 0.81 × 0.69 0.9 ± 0.1 0.6 ± 0.2 0.3 ± 0.1 1.8 ± 0.6
ALMACAL 225806.02-275820.3 0.92562 2.1 ± 0.2 0.63 × 0.54 <0.2 >9.0 1.6 ± 0.1 1.3 ± 0.1
ALMACAL 225805.81-275821.8 0.92562 1.1 ± 0.2 0.63 × 0.54 <0.2 >4.5 1.9 ± 0.1 0.6 ± 0.1
Jets
ALMACAL 034838.28-274914.6 0.176 0.7 ± 0.2 0.52 × 0.46 1.3 ± 0.1 0.5 ± 0.1 4.0 ± 0.2 0.2 ± 0.1
ALMACAL 052257.86-362729.8 0.05629 8.7 ± 0.5 0.48 × 0.44 7.1 ± 0.6 1.2 ± 0.1 24.8 ± 2.9 0.3 ± 0.1
ALMACAL 052258.57-362735.6 0.05629 45.8 ± 0.4 0.48 × 0.44 43.8 ± 0.5 1.0 ± 0.1 61.0 ± 2.3 0.8 ± 0.1
ALMACAL 090453.37-573503.4 0.695 16.1 ± 1.0 0.39 × 0.38 24.1 ± 0.7 0.7 ± 0.1 37.1 ± 1.4 0.4 ± 0.1
ALMACAL 151215.86+020310.3 0.219 4.0 ± 0.2 0.86 × 0.68 5.0 ± 0.2 0.8 ± 0.1 5.9 ± 0.2 0.7 ± 0.0
ALMACAL 151215.79+020314.9 0.219 0.7 ± 0.2 0.86 × 0.68 0.5 ± 0.3 1.4 ± 0.9 0.8 ± 0.3 0.9 ± 0.4
ALMACAL 202540.59-073550.6 1.388 2.2 ± 0.3 0.88 × 0.76 3.8 ± 0.3 0.6 ± 0.1 4.0 ± 0.1 0.5 ± 0.1
ALMACAL 222646.47+005212.1 2.25 1.3 ± 0.2 0.81 × 0.69 0.3 ± 0.1 4.0 ± 1.3 0.4 ± 0.1 3.5 ± 0.7
ALMACAL 223236.47+114349.7 1.037 2.2 ± 0.2 0.46 × 0.39 2.4 ± 0.2 0.9 ± 0.1 4.8 ± 0.2 0.5 ± 0.1
ALMACAL 225357.47+160857.1 0.859 1.3 ± 0.4 0.76 × 0.70 3.7 ± 0.4 0.3 ± 0.1 6.0 ± 0.3 0.2 ± 0.1
Notes: Sources in the upper part of the Table are identified DSFGs, sources in the middle part are potential jets based on their
spatial alignment with the calibrator and sources in the lower part are jets based on their submillimetre colors.
In addition to the clear detections in both Band 6/7 and
Band 8, we also identify a number of detections in Band 6/7
that do not have a corresponding Band 8 detection. These
are expected based on the likely SED and the field of view
in Band 8. These will be the subject of a future project.
3.7 Clustering of Sources
The ALMA calibrators are predominantly blazars (Bonato
et al. 2018). These galaxies are radio bright because the
line of sight coincides with the direction of the jet and
not because they are particularly radioluminous or massive
(De Breuck et al. 2002; Seymour et al. 2007). However, most
DSFGs are at z & 1 (Dudzevicˇiu¯te˙ et al. 2020) while the cal-
ibrators are mostly below z ∼ 1 with a tail to z ∼ 3 (see
Table 1). Therefore, it is less likely that the calibrator and
the DSFGs are physically associated. Although we caution
that it is also possible that we are biased towards higher
number counts due to lensing of the DSFG by the blazar
host galaxy.
Both clustering and lensing are expected to result in
overdensities of sources around the calibrators and hence to
search for evidence of these biases we investigate the radial
distribution of candidate DSFG around the calibrators. We
calculate the number of DSFG detections in radial annuli
and compare these with predictions based on the area in the
annuli, the sensitivity of the observations and the predicted
number counts from Be´thermin et al. (2017). The expected
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Figure 4. Left panel: Submillimetre colours of continuum objects as a function of the 650µm flux. All aligned double detections (except
the known DSFGs in the field of J1058+0133) are classified as jets. We find that applying a colour cut of S650µm/S1.2mm < 1 includes
all sources with a jet-like colour. Jets identified by the alignment of two continuum sources and the central calibrator ar marked with
diamonds. Four of these are above the nominal threshold. We conservatively exclude these detections from further analysis. Right panel:
Number of Band 8 detections in radial annuli around the calibrator position. We compare the radial distribution of DSFGs and jets
(definite and potential) with the predicted radial distribution based on the area in the radial annulus, the corresponding sensitivity and
the number counts of DSFGs. We find no indication of clustering of DSFGs around the calibrator.
radial distribution is calculated for individual maps. We de-
termine the mean sensitivity per annulus in a map and derive
the expected number of DSFGs in the given annulus. The
sum of the radial distributions in all maps is shown in Fig. 4.
We find that our detected sample of DSFGs is not measur-
ably clustered around the central calibrator and therefore we
conclude that clustering is not strongly affecting our results.
3.8 Assessing cosmic variance effects
Calculating number counts at short wavelengths is also chal-
lenging due to the decreasing FOV with decreasing observing
wavelength which can make a survey susceptible to cosmic
variance effects. As the survey volume decreases small-scale
inhomogeneities can start to dominate over Poissonian vari-
ations. We follow the description by Driver & Robotham
(2010) to estimate to cosmic variance of the ALMACAL
survey at 650µm. We conservatively assume a median red-
shift of the sources of 1 (Lim et al. 2019). The radial depth
is assumed to be z = 0 − 2, which corresponds to ∼ 16 Gpc.
We calculate the cosmic variance for the full survey volume
as well as only for the deepest maps. For the deep maps, we
include only sight lines with a central r.m.s. of < 300µJy and
take only half of the nominal search radius into account. This
results in 62 sight-lines. In both cases the cosmic variance is
 5 per cent.
4 RESULTS AND DISCUSSION
4.1 Number Counts
Here, we present the cumulative number counts derived from
our ALMACAL Band 8 detections. In summary we have
classified 21 sources as likely DSFGs, seven potential jets
and ten jets. Number counts are calculated using the 21
likely DSFGs. These are the shortest wavelength number
counts yet derived from interferometric observations.
A galaxy i contributes to the cumulative number counts
as follows:
Ni(Si) =
1 − fSP(Si )
C(Si) × A(Si), (1)
where Si is the flux density of the source i, fSP(Si ) is the
fraction of spurious sources at Si , C(Si) is the survey com-
pleteness at Si and A(Si) is the effective area covered by the
survey at Si . Using our multi-band data we have excluded
all sources with Band 8 to Band 6 of Band 7 flux density
ratios indicative of jets. The effective area and completeness
are taken from Sections 3.3 and 3.2, respectively. To calcu-
late the cumulative number counts we sum over all galaxies
with flux densities higher than a given value:
N(> S) =
∑
Si>S
1 − fSP(Si )
C(Si) × A(Si) . (2)
To calculate the errors on the cumulative number counts
we combine bootstrapping with Poissonian errors. First we
assign random fluxes to all detections within the uncertain-
ties quoted in Table 1. This is done 1000 times to derive al-
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Figure 5. Left panel:Cumulative number counts of DSFGs at 650µm (in ALMA Band 8, at 440GHz, purple). For comparison we show
number counts from observations at different wavelengths as well as preditions from an empirical and semi-analytical model (Be´thermin
et al. 2017; Lagos et al. 2019). The number counts reported by Geach et al. (2013) are shifted by −2.5mJy matching the binning of
the other data. Right panel: The integrated surface brightness of the 650µm emitters relative to the CIB measured by COBE-FIRAS at
650µm (Fixsen et al. 1998). The models from Be´thermin et al. (2017) and Lagos et al. (2019) scaled to the number counts derived in
this work amount to ' 100 per cent of the cosmic infrared background at the lowest flux density observed in this study (indicated by the
dotted line). The error range for the two models reflects the scaling of the models to the upper and lower limits of the number counts on
the left. We conclude that we have identified the bulk of the population contributing to the EBL at 650µm.
ternative realizations of the number counts. The bootstrap-
ping error is the standard deviation in the 1000 realizations
of the number counts. Second we determine the Poissonian
errors for a 1σ confidence level given the number of high
and low flux sources using the tables provided by Gehrels
(1986). Furthermore, we account for misidentified sources
from jets using the Poissonian error of the number of po-
tential jets. This error encompasses residual contamination
by single-sided jets with flux ratios > 1. The total error is
the quadratic sum of the bootstrap and Poissonian errors.
Results are shown in Fig. 5 and listed in Table 2.
The derived number counts follow the expected trend of
increasing number counts with decreasing observing wave-
length. The number counts at 650µm presented here fall in
between those at 450µm and 850µm presented in previous
works. At the same time we are reaching lower flux densities
than previous works at 450µm by almost one order of mag-
nitude. At this shorter wavelength we are probing emission
closer to the peak of the dust emission in the infrared which
is directly related to the obscured star formation. We show
in Fig. 5 that the Band 8 number counts are also consistent
with the predicted number counts based on semi-empirical
(Be´thermin et al. 2017) and semi-analytic galaxy formation
models (Lagos et al. 2019). In the Simulated Infrared Dusty
Extragalactic Sky (SIDES, Be´thermin et al. 2017) a dark-
matter simulation is populated using empirically-calibrated
relations such as the stellar mass versus halo mass relation
and the main sequence of star-forming galaxies (see method
in Be´thermin et al. 2013). It relies on recent SIDES tem-
Table 2. Cumulative 650µm number counts.
S [mJy] log N (> S) [deg−2]
0.67 4.8 ± 4.7
2.50 4.1+3.9−4.2
plates measured using Herschel stacking Be´thermin et al.
(2015). This simulation accurately reproduces the proper-
ties of infrared and submillimetre sources taking into ac-
count the non-negligible effects caused by the resolution
of instruments. Lagos et al. (2019) presented predictions
for the FUV-to-FIR emission of galaxies for the physical
semi-analytic model of galaxy formation Shark (Lagos et al.
2018). Unlike previous work, they adopted a universal initial
mass function to show that reproducing the panchromatic
emission of galaxies was possible.
We assess whether the derived number counts are sen-
sitive to the classification of the potential jets. We calculate
the number counts with and without these seven sources and
find that the number count in the upper flux bin changes by
less than 5 per cent while the number count in the lower flux
bin changes by up to 40 per cent.
4.2 Resolving the 650µm Background Light
We assess what fraction of the cosmic infrared background
(CIB) is resolved by our observations. Due to the limited
number of detections we do not constrain the shape of
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the number counts. Therefore, we scale the semi-empirical
and semi-analytical model predictions from Be´thermin et al.
(2017) and Lagos et al. (2019) to our data points.
By integrating the scaled models we calculate the inte-
grated surface brightness of the 650µm emitters and com-
pare this with the cosmic infrared background at the same
wavelength as measured by the COBE -Far Infrared Ab-
solute Spectrophotometer (FIRAS) (Fixsen et al. 1998).
The authors find a CIB flux density of Iν(650µm) =
(0.22 ± 0.07)MJy sr−1. At the lowest observed flux density
we find an integrated flux density of point sources de-
tected at 650µm of Iν(650µm) = 0.34+0.26−0.27MJy sr−1 and
Iν(650µm) = 0.26+0.23−0.22MJy sr−1 for the two models, respec-
tively (see Fig. 5). Therefore, we are resolving 150 ± 120
or 130 ± 100 per cent for the two models, respectively. We
conclude that the 650µm ALMACAL observations are deep
enough to resolve the majority of the cosmic infrared back-
ground at 650µm.
5 SUMMARY AND CONCLUSION
In this paper we present the first short wavelength num-
ber counts at 650µm free of blending and cosmic variance.
We use observations from the ALMACAL survey until De-
cember 2018. In 81 fields 21 DSFGs were detected at a de-
tection threshold of 4.5σ reaching flux densities as low as
0.66mJy, roughly an order of magnitude lower than previ-
ous Herschel and SCUBA-2 surveys. We combine the de-
tections in Band 8 with observations of the same fields in
Band 6 and 7 from ALMACAL to identify and remove jets
associated with the calibrators. Of the 21 DSFGs detected
at 650µm 10 are also detected at 1.2mm and 11 are detected
at 870µm. We carefully identify jet emission using submil-
limetre colours as well as radio emission maps. We do not
find a spatial correlation between the DSFG position and the
position of the calibrators in the respective fields. The cumu-
lative number counts follow the expected trend of increasing
number counts with decreasing observing wavelength. They
are also consistent with predictions from semi-empirical and
semi-analytical models (Be´thermin et al. 2017; Lagos et al.
2019). These number counts at shorter infrared wavelengths
probe the dust emission closer to the peak of the dust SED.
With this work we approach a regime that so far has only
been accessible with low resolution observations or with the
aid of lensing. Furthermore, we reach flux densities sensi-
tive enough to resolve 150 ± 120 or 130 ± 100 per cent of
the cosmic infrared background at 650µm for the two mod-
els, respectively. This is a significant improvement over the
24−33 per cent previously reached at 450µm with SCUBA-2
(Wang et al. 2017). Our finding is comparable with that of
Chen et al. (2013b), who resolved 90 per cent of the EBL at
450µm tracing flux densities down to 1 mJy. A larger sur-
vey area would be beneficial to pin down the exact shape of
the number counts at this wavelength. However, this study
includes the largest available ALMA dataset corresponding
to 112 hours of observing time obtained during six years of
ALMA operation. Even using a dedicated Large Program
could only double the the total survey area at similar depth.
Objects with flux >0.7 mJy make up most of the EBL at
650µm. We expect more numerous fainter objects likely con-
tribute only a small fraction to the EBL.
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