Abstract: Epileptic seizures of mesial temporal origin are preceded by changes in signal properties detectable in the intracranial EEG. A series of computer algorithms designed to detect the changes in spatiotemporal dynamics of the EEG signals and to warn of impending seizures have been developed. In this study, we evaluated the performance of a novel adaptive threshold seizure warning algorithm (ATSWA), which detects the convergence in Short-Term Maximum Lyapunov Exponent (STLmax) values among critical intracranial EEG electrode sites, as a function of different seizure warning horizons (SWHs). The ATSWA algorithm was compared to two statistical based naïve prediction algorithms (periodic and random) that do not employ EEG information. For comparison purposes, three performance indices "area above ROC curve" (AAC), "predictability power" (PP) and "fraction of time under false warnings" (FTF) were defined and the effect of SWHs on these indices was evaluated. The results demonstrate that this EEG based seizure warning method performed significantly better (P Ͻ 0.05) than both naïve prediction schemes. Our results also show that the performance indexes are dependent on the length of the SWH. These results suggest that the EEG based analysis has the potential to be a useful tool for seizure warning.
pileptic seizures of mesial temporal origin are preceded by changes in signal properties detectable in the intracranial EEG (Iasemidis et al., 1997; Lehnertz and Elger, 1998; Elger and Lehnertz, 1998; Le Van Quyen et al., 1999; Sackellares et al., 2000; Litt et al., 2001; . Evidence for such changes has been derived from several lines of investigation. Iasemidis, Sackellares and coworkers showed that the convergence of the short-term largest Lyapunov exponents (STLmax), as well as dynamical phase (angular velocity in the state space), of EEG signals recorded from critical electrode sites can be used to detect a preictal state on the average of 70 min before the seizure onset (Iasemidis et al., 1997; Sackellares et al., 2000; Iasemidis et al, 2001; . This convergence of signal properties among electrode sites is reversed (reset) postictally . Using a measure of the relative complexity of the EEG signal, Lehnertz and Elger reported a reduction in EEG signal complexity preceding epileptic seizures by approximately 11.5 min Elger and Lehnertz, 1998) . Le van Quyen, Martinerie and colleagues found evidence for a preictal state 4.5 min before a seizure, by applying a measure of signal similarity on 20-min sample of EEG recordings before seizures (Le Van Quyen et al., 1999; . Litt, Esteller and colleagues reported an increase in the prevalence of energy bursts preceding seizures by several hours (Litt et al., 2001 ). More recently, Mormann, Andrzejak and coworkers reported that the period preceding a seizure can be characterized by a decrease in synchronization among different EEG recording sites, with a mean anticipation time of 86 min for the mean phase coherence and 102 min for maximum linear cross correlation .
Based on monitoring of continuous intracranial EEG in patients with temporal lobe epilepsy, a series of computer algorithms was designed to monitor the spatiotemporal dynamics of the EEG signal and predict impending seizures (b) ; Pardalos et al., 2004; Iasemidis et al., 2005) . These algorithms were designed to automatically detect the preictal state and issue a warning. Preliminary investigations using these algorithms in a small sample of patients indicate that their performance may be sufficient for some clinical applications such as inpatient monitoring or devices that activate therapeutic interventions aimed at aborting seizures (b) ; Pardalos et al., 2004; Iasemidis et al., 2005) .
One of the algorithmic variables that had not been investigated in past studies was the effect of the seizure warning horizon (SWH) on detection of pretical state performance. In the present investigation, we evaluated the performance of a novel adaptive threshold seizure warning algorithm (ATSWA) as a function of SWHs (30 min ϳ 3 h). The performance of the algorithm was compared to those obtained from two statistical-based naïve prediction algorithms (periodic and random) that do not employ any EEG data analysis and therefore their performance can be interpreted as from chance predictors. There are two main reasons for this experimental setup: First, it is very difficult to compare the performance among EEG based seizure warning methods developed in different laboratories because of the unavailability of a standardized database of continuous long-term epileptic EEG recordings. Second, by comparing an EEG based method with chance predictors, we aimed at quantifying the prediction performance and predictability power on long-term continuous EEG datasets and the role of different parameter settings (e.g., seizure warning horizon). Winterhalder et al. performed a similar statistical comparison on long-term interictal EEG recordings (24 h/patient) with an average of 4.2 seizures per patient but utilizing discontinuous EEG recordings (gaps between the interictal and preictal segments) Aschenbrenner᎑Scheibe et al., 2003; Maiwald et al., 2004) .
In this study, we test the hypothesis that the seizure warning performance obtained from ATSWA is superior to those from the non-EEG-based naïve warning schemes. To test this hypothesis, we evaluated all three test automated seizure warning algorithms on ten patients with long-term continuous EEG recordings (total 87.5 day of recordings) with a total of 130 seizures. Seizure warning receiver operating characteristic (SWROC) curves were generated based on the warning sensitivity and false warning rate of the algorithms, and the area above the curve (AAC) was used for statistical comparisons. Since the length of a seizure warning horizon (SWH, a time interval during which a seizure is anticipated) affects the performance of any prediction algorithm using SWHs, the evaluation was performed on six different SWHs (30 min ϳ 3 h). Therefore, we were able to quantify the effect of the length of the SWH in differentiating the performance of ATSWA from naïve warning schemes, and its clinical implications.
METHODS

Long-Term EEG-Video Test Datasets
A library of electrographic recordings, obtained between 1994 and 1997 as part of a presurgical evaluation, was used to test the algorithm. These recordings had been acquired with a Nicolet BMSI5000 system using surgically implanted depth electrodes placed bilaterally in the hippocampi, and subdural strip electrodes overlying the temporal and frontal cortices (Fig 1) . The EEG signals were mostly recorded with 28 common reference channels, using amplifiers with an input range of Ϯ0.6 mV, and a frequency range of 0.5 ϳ 70 Hz. Before storage, the signals were sampled at 200 Hz using an analog to digital (A/D) converter with 10-bit quantization.
Continuous recordings from 10 patients with medically intractable seizures of mesial temporal origin were used to test the seizure warning algorithm. These recordings were selected because they were of at least three days in duration and contained at least five seizures each. Overall, these recordings contained a total of 130 seizure clusters over 85.53 day (two seizures with time interval less than 1.5 h were considered as a cluster and were treated as a single seizure in the evaluation of the seizure prediction schemes). The mean interseizure interval was 13.4 h. The characteristics of the test EEG dataset are summarized in Table 1 . Seizures were identified by review of technician logs, visual scanning of the recordings, and automated seizure detection software. The seizures were confirmed and classified by two board-certified electroencephalographers who also made independent determination of the time and anatomic location of electrographic seizure onsets. Analysis of videotapes was used, in conjunction with ictal EEG patterns, to classify seizures. A seizure was defined as subclinical if the ictal pattern was not associated with clinical signs and symptoms that could be confirmed by reviewing the video and auditory tracks of the recordings. Pentium PC. As EEG signals are collected, a STLmax estimation is performed on every 10.24 s window in all channels (Step 201 in Fig 2) , creating a new time series of STLmax profiles with a 10.24 s time resolution. STLmax is utilized to extract a nonlinear dynamical measure of the EEG signals over time for each recording channel. It measures the observed local chaoticity of a dynamical system, and is closely related to the average rate at which information is produced (Mayer-Kress and Holzfuss, 1986) . The rationale for the use of STLmax is based on the hypothesis that the epileptic brain progresses into and out of order-disorder states according to the theory of phase transitions of nonlinear dynamical systems (Iasemidis and Sackellares, 1996) . Appendix A gives a brief description of the method for calculation of STLmax. More detailed descriptions of the method for calculating STLmax from nonstationary signals have been published previously (Iasemidis et al., 1990; Iasemidis and Sackellares, 1991) .
EEG-Based
Based on the STLmax profiles from all recording channels before and after the first available seizure in the recording per patient, ATSWA selects the most critical groups of EEG channels for prospective monitoring. Therefore, the first seizure in the record must be visually identified or detected automatically by a seizure detection algorithm to initiate the algorithm (Step 202) . Once the algorithm is initiated, the ATSWA automatically selects the EEG channels to be employed for prediction of the subsequent seizures (Step 203). The channel selection is performed automatically, based on a similarity index of STLmax profiles (within 10 min before and after the first seizure) called T-index (derived from the paired T-statistic). The T-index for any given pair, calculated over a 10 min window, is the absolute value of the mean difference in STLmax values divided by the standard deviation (of the mean difference). Appendix B gives a brief description for the T-index calculation. The critical groups of electrode channels are defined as the groups of channels which exhibit maximum quantity of T(postical)- T(pretical) , where T(postictal) is the average over channel pairs T-index in the 10 min window following the offset of the first seizure and T(preictal) is from the 10 min window preceding the first onset. The selection of 10-min intervals before and after the seizure in this process was based on our previous studies on dynamical resetting of epileptic seizures ). This selection task is accomplished by first creating two T-index matrices (one before and one after the first recorded seizure). Suppose that the algorithm is to select the most critical g groups with k electrodes each. The program will estimate the
T(postical)-T(pretical)values for all possible groups of k electrodes. The algorithm will then order the electrode groups according to their values of T(postical)-T(pretical). The g groups that exhibit the largest T(postical)-T(pretical)values
will be selected for prediction of the successive seizures. The electrode groups thus selected are named critical electrode groups. In this application, three groups of three critical electrode channels per group are selected only from the first recorded seizure for use in predicting subsequent seizures. The average T-index values of these groups are monitored forward in time (moving window of 10.24 s at a time), generating T-index curves over time (Step 204 ). An entrainment state is detected when the average T-index curve for any of the three groups falls below a dynamically adapted critical threshold (Steps 205 and 206) . The adaptive threshold includes a "dead-zone" with an upper threshold U T and a lower threshold L T (Step 205): The upper threshold U T is determined as follows: if the current T-index value is greater than max 20 (that is the maximum T-index value in the past 20 min interval), U T is set equal to max 20 , otherwise, the algorithm continues searching sequentially in time to identify U T . Once U T is identified, the lower threshold L T is set equal to U T -D, where D is a user controlled variable in T-index units. After determining U T and L T , an entrainment state is detected if an average T-index curve is initially above U T and then gradually (at least 30 min of traveling time) drops below L T (step 206). Once an entrainment state is detected, the algorithm returns to step 205 to search for a new U T to be used for detection of the next entrainment state. We thereafter use the notation U T ij and L T ij to denote the i th group of channels whose average T-index satisfies the necessary conditions for detection of the j th entrainment state. It has to be mentioned that the parameters of 20 min for determining U T and 30 min for traveling time are purely empirical. The robustness of the prediction performance with respect to these two parameters will be investigated in future studies.
After an entrainment state is detected, the algorithm will determine whether a seizure warning should be issued (step 207). In this algorithm, if an entrainment state is detected within the SWH from the previous warning, it is considered as part of a cluster of entrainment state (due to a possible cluster of impending seizures) and a new warning is not issued.
Statistically Derived Naïve Prediction Schemes
A question that has recently arisen is how useful an EEG-based analysis is for seizure warning/prediction and how results from such an analysis may be statistically validated . Therefore, in this study, we compared the performance of ATSWA to statistically based seizure warning schemes that do not utilize information from the EEG signals (naïve seizure prediction schemes). We utilized a periodic and a random warning scheme (Vere᎑Jones, 1995; Yang et al., 2003; Winterhalder et al., 2003; Aschenbrenner᎑Scheibe et al., 2003; Maiwald et al, 2004) . The periodic and random warning schemes are simple and intuitive. The periodic scheme gives seizure warnings with a fixed time interval. The random prediction scheme warns of an event according to an exponential distribution with a fixed mean.
Periodic Warning Scheme:
In the periodic warning scheme, the algorithm issues a seizure warning at a given time interval T after the first seizure. For each subsequent warning, the process is repeated. As with the other algorithms, the warnings within the same SWH from the preceding warning were ignored. Runs with a broad spectrum of T values were performed on all data from all patients.
Random Warning Scheme:
This algorithm first issues a warning at an exponential distributed (exp(1/)) random time interval with mean , after the first seizure. After the first warning, another random time interval is chosen from the same distribution to issue the next warning. This procedure is repeated after each warning. Similarly, the warnings within the same SWH from the preceding warning were ignored. Runs with a broad spectrum of values were performed on all data from all patients.
Evaluation of Seizure Warning Performance:
The assessment of an automated seizure warning algorithm consists of the following steps:
Estimating Sensitivity and Specificity:
To evaluate the accuracy of any seizure warning scheme, a seizure warning horizon (SWH), a parameter also referred to as the alert interval (Vere-Jones, 1995), is used because it is practically impossible to predict the exact time when an event will occur. Here the SWH is defined as the time window following a seizure warning during which the patient is likely to have a seizure. Litt and Echauz (2002) have also defined it as "The time left from the processing window to the unequivocal EEG onset of the seizure." It is important to clarify that the definition of SWH here is different from that given by Winterhalder et al.. (Winterhalder et al., 2003; Aschenbrenner-Scheibe et al., 2003; Maiwald et al, 2004) , which actually means a short "Intervention preparation period." The SWH applied here is similar to the "Seizure occurrence period" defined by this group.
A warning is considered correct if the event occurs within the preset SWH. If no event occurs within the window of the SWH, the warning is classified as a false warning. The merit of a seizure warning scheme for a given parameter is then evaluated by its probability of correctly issuing a warning for the next event (sensitivity) and its false warning rate (FPR) (specificity). The unit of FPR used here is per hour and thus FPR is estimated as the total number of false predictions divided by total number of hours of EEG analyzed. An ideal warning scheme should have sensitivity 1, and false prediction rate (FPR) 0. In this study, we evaluated seizure warning performance of the three test algorithms using SWHs of 30, 60, 90, 120, 150 and 180 min.
Generating Seizure Warning ROC Curves:
One can compare any two warning schemes by their sensitivities at a given FPR, or conversely, compare their FPRs at a given sensitivity. However, in practice it is not always possible to fix the sensitivity or FPR in a sample with a small number of events. Moreover, there is no universal agreement on what is an acceptable FPR or sensitivity. One can always increase the sensitivity at the expense of a higher FPR. A similar situation occurs in comparing methods of disease diagnosis where the trade off is between sensitivity, defined as probability of a disease being correctly diagnosed, and specificity, defined as the probability of a healthy subject being correctly diagnosed. A common practice in comparing diagnostic methods is to let the sensitivity and the specificity vary together and use their relation, called the receiver operating characteristic (ROC) curve, to evaluate their performance (Zhang et al., 2002; Toledano, 2003) .
In this study, we estimated the seizure warning ROC curve for each automated warning algorithm in each patient. The warning parameters for sensitivity and FPR trade-off used for the construction of each ROC curve were: the distance D between U T and L T (ATSWA scheme), the periodic warning interval T (periodic warning scheme), and the mean of the underlying exponential distribution (random warning scheme). For each warning algorithm, the sensitivity and FPR decreased when the value of its corresponding parameter increased, as expected. For the random warning scheme, since it essentially is a random process, each point in ROC curve (i.e., for each value of ) was estimated as the mean sensitivity and mean FPR from 100 Monte Carlo simulations.
Statistical Analysis
When estimated from real data (e.g., M 3 in Fig 3) , the ROC curve may not be smooth and the superiority of one prediction scheme over the other is difficult to establish. Recent literature for ROC comparisons can be found in Zhang et al. and Toledano (Zhang et al., 2002; Toledano, 2003) . Usually, ROC curves are globally summarized by one value, called the area above (or under) the curve. In the case here, since the horizontal axis FPR of a seizure prediction ROC curve is not bounded, the area above the curve (AAC), given by
is the most appropriate measure, where y ϭ f(x), with x and y being the FPR and sensitivity respectively. Smaller AAC indicates better seizure warning performance. In the seizure warning application, since it is less important to evaluate the performance when sensitivity is low, we have estimated AAC with seizure warning sensitivity at least 50%.
For each patient, an AAC was calculated for each of the prediction algorithms tested. A two-way nonparametric ANOVA test (Friedman's test) was used for overall "algorithm" effects on AAC values. Wilcoxon signed-rank test was then employed to determine the statistical significance of differences of AAC means between any two tested algorithms after an overall significance was observed.
Although AAC can quantify the overall performance of a seizure warning scheme, it is still difficult to assess the "predictability power" of ATSWA. Predictability power is important here since the naïve "predictors" work at the chance level and thus have no real predictability. But due to the statistics involved they will always provide a certain number of true and false predictions which happen to be a function of the SWH. Therefore we define predictability power (PP) as the difference in areas above the curve (AAC) between the naïve predictor and the ATSWA, normalized by the area of the naïve predictor,
This index will be zero when an algorithm performs at chance level, and will increase when it performs better than chance. The normalization takes care of the fact that the area of the naïve predictor may vary as a function of the SWH, and therefore provides a measure independent of SHW.
Another difficulty with all these detection theory indexes is that they do not relate in a straightforward manner to the clinical mission. For this purpose, we define here the fraction of time under false warnings (FTF) as a simple measure that indicates to the clinician, once a detection rate is established, what is the percentage of time the subject will be under false warnings. FTF has clinical meaning, in particular if the patient is going to be subject to some form of seizure abortive intervention.
RESULTS
The ROC curves for each patient were estimated from the three test warning schemes. Figure 4 depicts the curves obtained from the first patient in six different SWHs. Inspection of these curves demonstrates that, for this patient, in comparison with the two naïve warning schemes (dashed and dotted curves), ATSWA (solid curves) consistently performed better for lower FPR over almost the entire range of sensitivities. Further, the periodic warning scheme seems to perform better than random warning scheme.
As described in the previous section, for the purpose of statistical comparisons, for each patient, each ROC curve was translated into an AAC value, as shown in Fig 5. Supporting the visual impressions described above, the AAC for the ATSWA was smaller than those from the two naïve warning schemes in each patient. Furthermore, the differences were more significant when SWH was shorter.
For all patients as a whole, when SWH ϭ 30 min, the mean AAC for ATSWA was 0.262. In contrast, the mean areas for the statistical naïve seizure warning schemes were 0.586 (periodic) and 0.666 (random). Friedman's test revealed that there was significant "algorithm" effect (P Ͻ 0.001) on the observed AAC values. The pairwise comparisons by Wilcoxon sign-rank test showed that the AAC for the ATSWA was significantly less than the AAC from each of the two naïve prediction schemes (P ϭ 0.002). Similar results were observed when applying other SWHs (Table 2) . Thus, we can conclude that the information extracted from analyses of EEG by ATSWA is statistically significant and potentially useful for epileptic seizure warning. A summary of seizure warning performance (FPR with sensitivity of at least 80% and of 100%) as a function of SWH is given in Table 4 . This performance characterizes the overall (all patients) FPR and seizure warning time (the average of the period from the true warnings issued by the algorithm up to the onset of the subsequent seizures) for ATSWA when a sensitivity of 80% or better and of 100% was required for each patient. With SWH ϭ 30 min, an FPR of 0.566 per hour (approximately 1 false prediction per 1.77 h) for 80% sensitivity with the mean seizure warning time 13.3 min was observed, while the corresponding FPR for periodic and random warning schemes are 1.357 and 1.520 per hour, respectively. The FPR decreases when the SWH increases. With SWH ϭ 150 min, ATSWA performed an FPR of 0.124 per hour (approximately 1 false prediction per 8 h) with the mean seizure warning time 63.8 min, while the corresponding FPR for periodic and random warning schemes are 0.240 and 0.272 per hour, respectively. ATSWA showed similar advantages over the two non-EEG based schemes when the sensitivity was set at 100%.
The predictability power of ATSWA versus the random predictor (Fig 6) is always larger than 0.4, while the predictability power between the random and the periodic predictors hover around 0.16. Notice also that ATSWA predictability power increases appreciably for SWH of 60 and 30 min. The results of FTF (fraction of time under false warnings) analysis also reveals that the difference of FTF between ATSWA and the naïve warning schemes was the largest when SWH ϭ 30 min (28% versus 68% and 76%), and the difference became smaller when SWH increased (32% versus 59% and 68% when SWH ϭ 180 min). This also suggests that, the superiority in predictability power of ATSWA over the naïve warning schemes increases when the warnings of impending seizures are shorter in time (smaller SWH). A summary of FTF analysis is given in Table 3 .
DISCUSSION
Although there is growing evidence that characteristic dynamical changes in the EEG signals precede seizures (Iasemidis et al., 1997; Lehnertz and Elger, 1998; Elger and Lehnertz, 1998; Le Van Quyen et al., 1999; Sackellares et al., 2000; Litt et al., 2001; , the question remains as to whether this information can be used to develop automatic seizure prediction algorithms that have clinical utility. Our group reported initial results with three different algorithms designed to automatically and prospectively predict seizures (b) ; Pardalos et al., 2004; Iasemidis et al., 2005) . Each of these algorithms was designed to detect preictal changes in the EEG utilizing either STLmax or Dynamical Phase measures. In both approaches, the distinguishing feature is the convergence of these dynam- (Le Van Quyen et al., 1999; and accumulated energy (Litt et al, 2001 ), Winterhalder et al. constructed two seizure warning algorithms and evaluated them by the comparisons with the statistical naïve warning schemes, periodic and random schemes Aschenbrenner-Scheibe et al., 2003; Maiwald et al, 2004) . This was the first attempt to evaluate an EEG-based seizure warning method against statistical warning schemes. However, in that study, the sensitivity and specificity (false warning rate) were estimated on selected sets of preictal and interictal segments rather than continuous data. The performance between two sets of segments (could be days in duration) was ignored.
In the present study, we evaluated an EEG-based warning algorithm (ATSWA) on ten patients with long-term (mean duration 210 h continuous EEG recordings) which included extended seizure-free periods and multiple seizures (at least 7 recorded seizures; mean of 13 seizures per patient) (see Table 1 ). The use of the entire continuous EEG recording in each patient eliminated the potential for bias that could occur when an investigator selects epochs for analysis. Our approach also simulates the conditions that will be required for actual clinical applications and provided an opportunity to evaluate the false positive rate as well as the sensitivity of the algorithms for predicting seizures as if the patients were undergoing EEG monitoring procedure. However, one limitation of this study is the test patient sample. It is extremely difficulty to collect long-term continuous EEG recordings, especially considering fewer and fewer patients now have intracranial depth recordings. An ideal investigation should include one large training set of patient recordings on which to optimize the warning algorithms (training set) and a second set of patient recordings to test the sensitivity and specificity of the algorithms (testing set). In this report from 10 test patients, it is not appropriate to divide the samples into training and testing sets for statistical reasons. A multicenter prospective study is proposed as a solution to this sample limitation (Lehnertz and Litt, 2005) . Similar to Winterhalder et al.'s approach, the evaluation was based on the comparisons with the statistical periodic and random warning schemes, with respect to a characteristic of seizure warning ROC curves (area above curve, AAC). ROC curves describe the performance (with respect to sensitivity and false warning rates) over a range of a parameter, and AAC quantifies the overall warning performance. The results from 10 test patients demonstrated that ATSWA algorithm significantly (P Ͻ 0.05) outperformed each of the two statistical naïve warning schemes.
A simple regression analysis revealed that the AAC values obtained from both statistical naïve warning schemes were significantly positively associated with the distribution (mean and standard deviation) of the interseizure intervals (P Ͻ 0.05): smaller mean or standard deviation gave smaller AAC values, and larger mean or standard deviation gave greater AAC values. This suggests that when a patient has seizures with shorter mean or less variant intervals, the naïve warning methods could have good warning performance, especially for the periodic warning scheme. This is because, although the scheme is independent of the patient state and thus without any predictability, there is naturally a larger probability of predicting an event when the seizure intervals are smaller and less variant. For the ATSWA, regression analysis did not show significant association between its warning performance (AAC values) and the distribution of the interseizure intervals.
Another interesting conclusion of this study is the dependence of predictability on the length of the seizure warning horizon (SWH), defined as the period following a warning, during which a seizure is expected to occur. This value has been set in previous studies in an ad-hoc fashion, while here we present a more systematic evaluation of how it can be set in a principled manner. The issue is that the performance of the naïve predictive methods varies as a function of the SWH, and since these algorithms have no predictability power, SWH for a causal algorithm should be set such that it maximizes the difference between the algorithm performances from the naïve predictors. We propose a new index, the predictability power (PP), to evaluate the difference in performance from naïve predictors to causal (measurement based) predictors. The form of this index is based on areas above ROC curves and it is normalized by the area of the naïve predictor with the goal of making it independent of the SWH. As we can observe in Fig 6, the difference between the two naïve predictors in basically constant over SWH and has a maximum value of 0.17. In principle this difference should have been zero, but due to the finite sample size and may be to the fact that these patients have more of a quasi-periodic seizure occurrence than random, the PP index is 0.17. It is important to note that PP seems to capture better the equivalence of the two naïve predictors than the ROC curves. We also would like to point out that the PP can probably be estimated for probabilities of detection above 0.6 (sensitivity Ն60%) by the slope of the ROC curves, since in this range the slope of the naïve predictors can be better estimated by statistical properties of interseizure intervals. This example also provides some information about the variability of the index for small sample sizes.
It is important to note that the PP index for ATSWA is always above 0.30, twice the value of the PP index between naïve predictors, clearly corroborating the advantage of using EEG measurements to predict epileptic seizure events. What is even more interesting is that the PP index for ATSWA increases appreciably above 0.35 for SWH ϭ 60 min and Therefore clinical considerations must be brought into the picture. Anticipating scenarios where seizure warning algorithms will be used with electrical stimulators or automatic drug release devices, the SWH must be also selected to give time to abort the impending seizure. In these scenarios we also propose here a new index called the fraction of time under false warnings (FTF). This index tells the clinician the impact of selecting a given probability of detection in terms of the amount of time patients may be unnecessarily stimulated or amount of unnecessary drug release. Our intent is to translate into time the number of false alarms, which is a quantity rather abstract in long-term monitoring, and more meaningful than the false alarm rate per hour. We should first realize in terms of FTF the advantage of using ATSWA versus the naïve predictors. The statistical analysis shows that the ATSWA is significantly different than the naïve predictors, but Table 3 puts a FTF on this difference. Even when the ATSWA is the most similar to the naïve predictor in terms of the PP index, the naïve predictor keeps the patient under false alarms over 59% of the time, while ATSWA reduces the FTF to 32% of the time for the same probability of detection at least 80% for each patient. Therefore we can conclude that the EEG base ATSWA almost halves the amount of time a stimulator would stimulate the patient without being necessary. This analysis also indicates that even in the best of the conditions, ATSWA could result in significant number of unnecessary interventions.
Although this warning algorithm is computationally intense, to test the feasibility for the EEG monitoring applications, for example, we have tested ATSWA in an on-line real-time environment. The algorithm runs in real-time as a software program on a standard personal computer (Pentium 4 CPU, 2GHz with 1 GB of RAM). Thus, ATSWA in its current form is applicable for on-line real-time monitoring applications. For most monitoring applications, a false warning rate of 0.124 per hour is acceptable. In this study and at this false positive rate, the ATSWA predicted 84% of seizures recorded over all 10 test patients. However, many monitoring applications in epilepsy monitoring units and intensive care units do not utilize intracranial EEG recordings. Use of the ATSWA in these monitoring applications will depend on its performance with EEG recordings from scalp electrodes. Preliminary investigations along these lines indicate that it may be feasible to predict seizures by ATSWA from scalp recordings at a satisfactory performance level Shiau et al., 2003) .
These studies indicate that the ATSWA performed within a range that may be of use in some clinical applications such as monitoring in Epilepsy Monitoring Units or Intensive Care Units, or as part of closed-loop seizure control devices. For example, they could be used to alert nursing and medical staff that a patient undergoing diagnostic EEG monitoring is about to have a seizure. This information would allow the staff to take safety measures and to be around to interact with the patient during the seizure. Another potential application is the performance of ictal functional imaging such as single photon emission tomography (SPECT) scans or positron emission tomography (PET) scans. The epileptogenic focus experiences a large increase in local cerebral blood flow and glucose metabolism during a seizure. Thus, timely intravenous injection of an appropriate radioligand is used to generate an image depicting the epileptogenic focus. This information is used, in conjunction with EEG data, for presurgical localization of the epileptogenic focus. The use of a seizure warning device, based on dynamical analysis of EEG signals, could be used to improve the timing of radioligand injection, thus improving the accuracy and reliability of these ictal imaging procedures. A reliable automated seizure warning system can also improve the efficiency of a seizure control device. For example, if an implantable seizure control device applies an electrical stimulation treatment to a patient every 30 min, and assuming that a single treatment can prevent an impending seizure, to prevent 80% of the seizures, the device will give an unnecessary treatment on an average of every 45 min (i.e., 1/FPR) for the test patients in this study. However, if this device incorporates with the ATSWA and deliver a treatment when the warning system issues a warning, with 30 min SWH, the device will have the same efficacy with an average of an unnecessary treatment every 106 min.
It has to be noted that these investigations were performed off-line in a limited number of patients, with retrospective preset of a wide range of threshold settings. Further studies, exploring other algorithm parameters and on-line real-time studies with prospectively chosen thresholds, will be required to evaluate the clinical utility of this specific algorithm. Nevertheless, the current study demonstrates that there are characteristic changes in the spatiotemporal dynamical properties of the EEG that provide information regarding the likelihood of an impending seizure. punov exponent (Lmax or L 1 ) is defined as the average of local Lyapunov exponents L ij in the state space, that is:
where N is the necessary number of iterations for the convergence of the Lmax estimated from a data segment of n points (n ϭ N · ⌬t), and
where ⌬t is the evolution time allowed for the vector difference ␦ 0 ͑x ij ͒ ϭ ͉Y͑t i ͒ Ϫ Y͑t j ͉͒ to evolve to the new difference ␦ K ͑x k ͒ ϭ ͉Y͑t i ϩ ⌬t͒ Ϫ Y͑t j ϩ ⌬t͉͒, where ⌬t ϭ k· dt and dt is the sampling period of the data u(t). If ⌬t is given in sec, Lmax is in bits/s. Details of this method, including the selection of parameters for calculating STLmax, and a variation of Lmax for nonstationary signals like EEG, have been previously described by Iasemidis and colleagues (Iasemidis et al., 1990; Iasemidis and Sackellares, 1991) .
