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POINTWISE CONVERGENCE OF SOME MULTIPLE ERGODIC
AVERAGES
SEBASTI ´AN DONOSO AND WENBO SUN
Abstract. We show that for every ergodic system (X, µ, T1, . . . , Td) with
commuting transformations, the average
1
Nd+1
∑
0≤n1,...,nd≤N−1
∑
0≤n≤N−1
f1(T n1
d∏
j=1
T n jj x) f2(T n2
d∏
j=1
T n jj x) · · · fd(T nd
d∏
j=1
T n jj x).
converges for µ-a.e. x ∈ X as N → ∞. If X is distal, we prove that the
average
1
N
N∑
i=0
f1(T n1 x) f2(T n2 x) · · · fd(T nd x)
converges for µ-a.e. x ∈ X as N → ∞.
We also establish the pointwise convergence of averages along cubi-
cal configurations arising from a system commuting transformations.
Our methods combine the existence of sated and magic extensions
introduced by Austin and Host respectively with ideas on topological
models by Huang, Shao and Ye.
1. Introduction
1.1. Pointwise convergence for multiple averages. Let (X,X, µ) be a prob-
ability space and T1, . . . , Td be measure preserving transformations on X.
The study convergence of multiple averages of the form
(1.1) 1
N
N∑
i=0
f1(T n1 x) f2(T n2 x) · · · fd(T nd x)
has a rich history, starting from Furstenberg’s proof of Szemere´di’s Theo-
rem via an ergodic theoretical analysis and its combinatorial consequences.
Different approaches had lead to the development of various deep tools in
ergodic theory and topological dynamics (see for example [3, 14, 15, 22,
23]). The most general result up to now for the L2 convergence of multiple
ergodic averages was given by Walsh [23], who proved the convergence of
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(1.1) and more general expressions, under the assumption of nilpotency of
the group generated by T1, . . . , Td.
However, little is known about the pointwise convergence, i.e. whether
(1.1) converges for a.e. x ∈ X as N → ∞. Bourgain [7] gave an affirmative
answer to this question for the case d = 2, T1 = T a, T2 = T b, a, b ∈ Z using
methods from harmonic analysis. Recently, by a new method using topo-
logical models, Huang, Shao and Ye [17] proved the pointwise convergence
of (1.1) for Ti = T i, i = 1, . . . , d under the assumption that (X, µ, T ) is distal.
In this article, we investigate pointwise convergence of multiple averages
and obtain partial results. We first obtain a pointwise limit for an easier
multiple average:
Theorem 1.1 (Averaged multiple ergodic average). Let (X, µ, T1, . . . , Td) be
an ergodic system with commuting transformations. Then the average
1
Nd+1
∑
0≤n1,...,nd≤N−1
∑
0≤n≤N−1
f1(T n1
d∏
j=1
T n jj x) f2(T n2
d∏
j=1
T n jj x) · · · fd(T nd
d∏
j=1
T n jj x).
converges µ-a.e. x ∈ X as N → ∞ (here ∏dj=1 T n jj is the composition of
these transformations).
The difference between the expression in Theorem 1.1 and (1.1) is that
the former includes an additional average over the diagonal transforma-
tions.
We also deduce an expression for the L2-limit of a multiple average:
Theorem 1.2. Let (X, µ, T1, . . . , Td) be an ergodic system with commuting
transformations. Then there exist a collection of measures 1 {µFx }x∈X on Xd
such that for µ-a.e. x ∈ X, µFx is ergodic for T1×T2 · · ·×Td, and the L2 limit
of
lim
N→∞
1
N
N1∑
n=0
f1(T n1 x) f2(T n2 x) · · · fd(T nd x)
is equal to ∫
f1 ⊗ f2 · · · ⊗ fddµFx .
We remark that the ergodicity of the measures that describe the L2-limit
is a non-trivial statement. When all the transformations are the powers of a
a single transformation T , one can use nilsystems as characteristic factors to
reduce the study of the limit to the case when the system itself is a nilsystem.
Limit of multiple averages for nilsystems were first described by Ziegler
1We use the notation µFx to indicate that these measures come from the Furstenberg-
Ryzhikov self-joining µF . See Section 5.
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[25] and then by Bergelson, Host and Kra [6] in their study of correlation
sequences. Even in this case the description of the limit is non-trivial and
the machinery of nilsystems is required.
In Section 6.3, we show that Theorem 1.2 implies the following:
Theorem 1.3. Let (X, µ, T1, . . . , Td) be a distal (see Definition 6.9) ergodic
system with commuting transformations. Then the average
1
N
N∑
n=0
f1(T n1 x) f2(T n2 x) · · · fd(T nd x)
converges for µ-a.e. x ∈ X as N →∞.
This theorem was proved by Huang, Shao and Ye [17] for the case Ti =
T i. In a previous work [12], the authors proved Theorem 1.3 for d = 2. The
main point to remark is that the ergodicity of the measures given in Theorem
1.2 allows to lift the pointwise convergence of the multiple averages through
isometric extension. Then standard limiting arguments and the Furstenberg-
Zimmer Structure Theorem allow to prove pointwise convergence for distal
systems.
1.2. Pointwise convergence for cubic averages. Cubic averages are aver-
ages along some cubical configurations for commuting measure preserving
transformations. These cubical objects appear in the proof of L2 conver-
gence of multiple averages for commuting transformations when using in-
equalities derived from the Van der Corput Lemma (see [14] for instance).
The 2-dimensional cubic average is defined as
1
N2
N−1∑
n1,n2=0
f10(T n11 x) f01(T n22 x) f11(T n11 T n22 x),
where f10, f01 and f11 are bounded measurable functions. The 3-dimensional
cubic average is
1
N3
N−1∑
n1 ,n2 ,n3=0
f100(T n11 x) f010(T n22 x) f110(T n12 T n23 x) f001(T n33 x) f101(T n11 T n33 x) f011(T n22 T n33 x) f111(T n11 T n22 T n33 x).
More generally, the d-dimensional cubic average is (we refer the readers to
Section 2.3 for the notations)
1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈{0,1}d ,ǫ,0...0
fǫ
( d∏
i=1
T ni ·ǫii x
)
.(1.2)
The L2 convergence of (1.2) was proved by Austin [3] and Host [14]
using different methods. The pointwise convergence of (1.2) was proved in
various ways by Assani [1], Chu and Frantzikinakis [9] and Huang, Shao
and Ye [17] for the case T1 = T2 = · · · = Td. The pointwise convergence of
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(1.2) for commuting transformations for d = 2 was previously established
by the authors in [11].
In this paper, we establish the pointwise convergence for (1.2) in the gen-
eral setting.
Theorem 1.4. Let d ∈ N and (X, µ, T1, . . . , Td) be an ergodic system with
commuting transformations. Let fǫ ∈ L∞(µ), ǫ = ǫ1 · · · ǫd ∈ {0, 1}d, ǫ ,
0 . . . 0 be 2d − 1 bounded measurable functions. Then the average (1.2)
converges for µ-a.e. x ∈ X as N →∞.
1.3. Methods and paper organization. Our strategy to prove pointwise
convergence properties is: (a) construct an appropriate topological model
for the system X; (b) then use this model to study the corresponding aver-
ages. This method generalizes the ideas of Huang, Shao and Ye in [16, 17],
where the same questions were studied for the case Ti = T i.
The techniques used in step (b) are straightforward extensions of the
“standard” methods used in [11, 12, 16, 17], which are developed in Sec-
tions 4.3, 5.3, 6.2 and 6.3.
It is in step (a) where innovations are involved. While the methods in
[16, 17] relies heavily on the structure theorem of Host and Kra [15] for the
case Ti = T i, there is no explicit structure theorem in the general setting. To
overcome this difficulty, we use the theories developed by Austin [3] and
Host [14] in Section 3 to replace the structure theorem, and then use it them
to prove the results of the paper in the rest sections.
In Section 2, we provide the background materials in ergodic theory and
topological dynamics. In Section 3, we introduce more recent tools in er-
godic theory (the sated and magic extensions) and prove some general re-
sults for later uses.
We prove Theorem 1.4 in Section 4, Theorem 1.1 in Section 5, and The-
orem 1.2 and 1.3 in Section 6. These sections are written in a such a way
that the interested reader can read them independently.
Acknowledgments
We thank Tim Austin for bringing the idea of sated extensions to the
authors and for the helpful discussions relating to the materials in Section
4. We also thank Bernard Host, Bryna Kra and Alejandro Maass for useful
comments.
2. Preliminaries and notation
2.1. Measure preserving and topological dynamical systems. A mea-
sure preserving system is a tuple (X,X, µ,G) where (X,X, µ) is a probability
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space and G is a group of measure preserving transformations of it. Some-
times we omit writing X to ease the notation. We refer to (X, µ,G) as a
G-measure preserving system. A G-measure preserving system is ergodic
if A = gA for all g ∈ G implies that µ(A) = 0 or 1 for all A ∈ X.
A measure preserving system (X,X, µ,G) is free it it has no fixed points,
i.e. µ({x : gx = x}) = 0 for every g ∈ G but the identity transformation.
A factor map between the measure preserving systems (X,X, µ,G) and
(Y,Y, ν,G) is a measurable function from X to Y such that π ◦ g = g ◦ π
for all g ∈ G and that projects the measure µ into the measure ν, i.e.
µ(π−1A) = ν(A) for all A ∈ Y. An equivalent formulation of a factor map
is given by an invariant σ-algebra Y of X. This equivalence is done identi-
fying Y with π−1(Y). We freely use both notions depending on the context.
We say that (Y,Y, ν,G) is a factor of (X,X, µ,G) or that (X,X, µ,G) is an
extension of (Y,Y, ν,G). When the factor map π is bi-measurable and bijec-
tive (modulo null sets) we say that π is an isomorphism and that (X,X, µ,G)
and (Y,Y, ν,G) are isomorphic.
A topological dynamical system (X,G) consists of a compact metric space
X and a group of homeomorphisms G : X → X of the space. We say that
(X,G) is minimal if the only closed invariant subsets of X are itself and
the empty-set. This is equivalent to say that the orbit {gx : g ∈ G} of any
point x ∈ X is dense in X. A (topological) factor map is an onto continuous
function π : X → Y such that π ◦ g = g ◦ π for every g ∈ G.
Convention 2.1. If the group G is spanned by T1 . . . , Td, we also use (X, µ,
T1, . . . , Td) to denote the system (X, µ,G). When T1, . . . , Td commute, we
think of (X, µ, T1, . . . , Td) as a Zd action where ei, the i-th element of the
canonical base ofRd, acts as Ti. We use the same convention for topological
systems.
2.2. Existence of strictly ergodic models. A topological system (X,G) is
strictly ergodic if it is minimal and there is a unique G-invariant probability
measure on X. We say that (X̂,G) is a strictly ergodic model for (X, µ,G) if
(X̂,G) is strictly ergodic with unique G-invariant measure µ̂ and (X, µ,G) is
isomorphic to (X̂, µ̂,G).
The Jewett-Krieger Theorem [18, 19] states that every ergodic Z-measure
preserving system is measure theoretical isomorphic a strictly ergodic model.
We use a generalization of this result in the commutative case.
Theorem 2.2 (Weiss-Rosenthal, [20, 24]). Let G be a countable abelian
group and let π : (X,X, µ,G) → (Y,Y, ν,G) be a factor map between er-
godic and free G-systems. Let (Ŷ ,G) be a strictly ergodic model for (Y,Y, ν,G).
Then there exist a strictly ergodic model (X̂,G) for (X,X, µ,G) together with
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a topological factor map π̂ : X̂ → Ŷ such that the following diagram com-
mutes:
X X̂
Y Ŷ
π
Φ
π̂
φ
where Φ and φ are measure preserving isomorphisms and π ◦Φ = φ ◦ π̂.
In this case, we say that π̂ : X̂ → Ŷ is a topological model for π : X → Y .
2.3. Notation about cubes. For d ∈ N, [d] denotes the set {1, . . . , d} and
Vd denotes the d-dimensional cube {0, 1}d. If X is a set, we index points in
X[d] = X2d using the coordinates in Vd. So a point ~x ∈ X[d] is written as
~x = (xǫ)ǫ∈Vd .
For every ǫ ∈ Vd and 1 ≤ i ≤ d, denote ǫi to be the i-th coordinate of ǫ
and write |ǫ | = ǫ1 + · · · + ǫd. For ǫ, ǫ′ ∈ Vd, we say that ǫ ≤ ǫ′ if ǫi ≤ ǫ′i
for all 1 ≤ i ≤ d. For ǫ, ǫ′ ∈ Vd, let ǫ ∩ ǫ′ ∈ Vd be the element such that
(ǫ ∩ ǫ′)i = min{ǫi, ǫ′i } for all 1 ≤ i ≤ d.
If fǫ, ǫ ∈ Vd are 2d measurable functions we let
⊗
ǫ∈Vd fǫ denote the
tensor product of the fǫ’s, i.e. 1⊗
ǫ∈Vd
fǫ (~x) =∏
ǫ∈Vd
fǫ(xǫ)
If φ : X → Y is a function, we let φ[d] denote φ × · · · × φ (2d times), i.e.
φ[d]((xǫ)ǫ∈Vd) = (φ(xǫ))ǫ∈Vd .
2.4. Host’s measures. For a measure preserving system (X,X, µ,G) and
T1, . . . , Td ∈ G,2 let IT1,...,Td(X) denote the sub σ-algebra of X invariant un-
der T1, . . . , Td. When there is no confusion, we write IT1,...,Td = IT1,...,Td(X)
for short.
Definition 2.3. Let (X, µ,G) be an ergodic measure preserving system and
T1, . . . , Td ∈ G. The Host measure µT1,...,Td is defined inductively as follows:
for d = 1, define
µT1 = µ ×IT1 µ.
1In this paper, we assume all the functions are real-valued to ease the notations, but the
results hold for complex-valued functions as well.
2When we say “(X, µ, T1, . . . , Td) is a measure preserving system”, we mean the group
G is spanned by T1, . . . , Td. But when we say “(X, µ,G) is a measure preserving system
and T1, . . . , Td ∈ G”, G may contain more transformations than T1, . . . , Td.
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For d ≥ 1, let
µT1,...,Td = µT1,...,Td−1 ×IT [d−1]d
(X[d−1]) µT1,...,Td−1 .
This means that for all bounded measurable functions fǫ , ǫ ∈ Vd, we have
∫
X[d]
⊗
ǫ∈Vd
fǫ dµT1,...,Td =
∫
X[d−1]
E
(⊗
η∈Vd−1
fη0|IT [d−1]d
)
E
(⊗
η∈Vd−1
fη1|IT [d−1]d
)
dµT1,...,Td−1.
For i ≤ d we define the upper and lower i-face transformations on X[d] to
itself as
(F 0i (xǫ)ǫ∈Vd)ǫ =
Tixǫ if ǫi = 0xǫ if ǫi = 1 and F 1i (xǫ)ǫ∈Vd =
xǫ if ǫi = 0Tixǫ if ǫi = 1
Remark that F 0i F 1i = T
[d]
i . The transformations F 0i and F 1i , i = 1, . . . , d
preserve the measure µT1,T2,...,Td .
Definition 2.4. Let (X, µ,G) be an ergodic measure preserving system and
T1, . . . , Td ∈ G. The Host seminorm for f ∈ L∞(µ) is the quantity
||| f |||µ,T1,...,Td ≔

∫
X[d]
⊗
ǫ∈Vd
f dµT1,...,Td

1/2d
.
The following properties of the Host seminorms appear basically in [14],
Sections 2 and 4.
Theorem 2.5. Let (X, µ,G) be a system with commuting transformations
and T1, . . . , Td ∈ G. Then
(1) (Cauchy-Schwartz)∣∣∣∣
∫
X[d]
⊗
ǫ∈Vd
fǫ dµT1,...,Td
∣∣∣∣ ≤∏
ǫ∈Vd
||| fǫ |||µ,T1,...,Td .
(2) ||| f |||µ,T1,T2,...,Td = ||| f |||µ,T−11 ,T2,...,Td .
(3) |||·|||µ,T1,...,Td does not depend on the order of the transformations, i.e.
|||·|||µ,T1,...,Td = |||·|||µ,Tσ(1),...,Tσ(d) for every permutation σ : [d] → [d].
(4) If ||| f |||µ,T1,...,Td = 0, then E( f |
∨d
i=1 ITi) = 0.
(5) If π : (X, µ, T1, . . . , Td) → (Y, ν, S 1, . . . , S d) is a factor map, then
||| f |||ν,S 1,...,S d = ||| f ◦ π|||µ,T1,...,Td
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(6) If µ =
∫
µxdµ(x) is the ergodic decomposition of µ under T1, . . . , Td
then
||| f |||2dµ,T1,...,Td =
∫
||| f |||2dµx,T1,...,Td dµ(x)
Because of the second property, if I = {T1, . . . , Tk}, we can write |||·|||µ,I ≔
|||·|||µ,T1,...,Tk for short.
3. Sated and magic extensions
The notions of sated and magic extensions were introduced by Austin [2]
and Host [14] respectively, in order to give an ergodic theoretical proof of
Tao’s norm convergence for multiple averages in a commutative group [22].
3.1. Sated extensions. The following definitions were introduced in [2].
Definition 3.1. Let (X,X, µ,G) be a measure preserving system. LetX1, . . . ,Xd
and Z1, . . .Zd be factors of X with Zi ⊆ Xi ⊆ X. We say that X1, . . . ,Xd
are relatively independent 2 over Z1, . . .Zd if∫
X
f1 · · · fddµ =
∫
X
E( f1|Z1) · · ·E( fd|Zd)dµ
for all fi measurable with respect to Xi.
Definition 3.2. A class C of G-measure preserving systems is idempotent
if it contains the trivial system and is closed under inverse limits, joinings
and under measure theoretical isomorphisms.
An important idempotent class is the one defined by the triviality of the
action of a given subgroup Λ ⊆ G. This class is denoted by ZΛ. When Λ is
spanned by a single transformation T , we write ZT = ZΛ for short.
When G = Zd is spanned by commuting transformations T1, . . . , Td and
J ⊆ {1, . . . , d} we write ZJ to denote the idempotent class ZΛ, where Λ is
the subgroup spanned by Ti i ∈ J. Note that this notation only makes sense
when we have fixed the order of the generators.
For example, if (X, µ, T1 . . . , Td) is a measure preserving system, the σ-
algebra of invariant sets under Ti for i ∈ J ⊆ {1, . . . , d} is a factor map which
belongs to the class ZJ .
For any idempotent class C, every measure preserving system (X, µ,G)
has a maximal factor (unique up to isomorphism) which belongs to the class
C (Lemma 2.2.2 in [2]). We let CX and πCX denote the σ-algebra and the
factor map associated to the maximal factor of X.
2Do not confuse with the term relatively independent product which is classical in er-
godic theory.
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Definition 3.3. Let C be an idempotent class of G-measure preserving sys-
tems. We say that the measure preserving system (X, µ,G) is C-sated if
for every extension π : (X˜, µ′,G) → (X, µ,G), X and πC(X˜) are relatively
independent over πC(X) (as factor systems of X˜).
The existence of C-sated extensions was proved by Austin [2] in order to
derive the L2 convergence of multiple averages for commuting transforma-
tions. We state this theorem in generality:
Theorem 3.4 (Austin, [2]). Let (X, µ,G) be a measure preserving system
and (Ci)i∈I be a countable collection of idempotent classes (of G-measure
preserving systems). Then there exists an extension π : (X′, µ′,G) → (X, µ,G)
such that (X′, µ′,G) is Ci-sated for all i ∈ I. Furthermore, (X′, µ′,G) is a
joining of (X, µ,G) the maximal Ci-factors of X′.
For our purposes, we strengthen this result by adding an ergodicity con-
dition for some specific idempotent classes. The bulk of the proof follows
from [2], but we provide details for completion:
Theorem 3.5. Let (X, µ,G) be an ergodic measure preserving system and
(Ci)i∈I be a countable collection of idempotent classes (of G-measure pre-
serving systems). If for all i ∈ I, Ci = ∨k ZΓi,k for subgroups Γi,k ⊆ G, then
there exists an extension π : (X′, µ′,G) → (X, µ,G) such that (X′, µ′,G) is
ergodic and is Ci-sated for all i ∈ I.
Proof. We only prove this theorem for a single idempotent class C and the
general case can be proved easily (we comment further on this in the end of
the proof).
Let ( fi)i∈N be a countable subset of the unit ball in L∞(µ) dense for the
L2-norm. Suppose additionally that all f j appear infinitely times in the
sequence ( fi)i∈N. We construct a sequence of ergodic extensions Xi of X
inductively, and their inverse limit will be the system we are looking for.
Suppose we have constructed an ergodic extension πn : Xn → X. The
extension πn+1,n : Xn+1 → Xn is constructed as follows. Let
αn := sup{‖E( fn ◦ πW |C(W))‖L2}
where the supremum is taken over all extensions πW : W → Xn which are
joinings of Xn with some element in C. We remark (as pointed out in [2])
that one can always assume that the spaces are given by a model in a Cantor
space with a Borel invariant probability measure, and so the supremum can
be considered in a set rather than in a proper class.
We first claim that the supremum remains unchanged if we restrict to
ergodic extensions. Let πW : (W, µW ,G) → (Xn, µXn,G) be an extension of
Xn and µW =
∫
µzdν(z) be the ergodic decomposition of µW . Since Xn is
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ergodic, we have that for ν-a.e. w, πW(µw) = µXn . So for ν-a.e w, the system
(W, µw,G) is an extension of (Xn, µXn,G). On the other hand, the equality
‖E( fn ◦ πW |CW)‖2L2(µW ) =
∫
‖E( fn ◦ πW |CW)‖2L2(µz)dν(z)
implies that there exists a set of z with positive ν measure such that
‖E( fn ◦ πW |CW)‖2L2(µz) ≥ ‖E( fn ◦ πW |CW)‖2L2(µW ).
Since Ci = ZΓ for some subgroup Γ ⊆ G, we have that ν-a.e. this in-
variant sets are also invariant under the measure µz, meaning that invariant
σ-algebras with respect to the measures µz are finer than the one with re-
spect to µ. This implies that there is a set of z with positive ν measure such
that
‖E( fn ◦ πW |CW,z)‖L2(µz) ≥ ‖E( fn ◦ πW |CW)‖L2(µW )
(we write CW,z to emphasize its dependence on the measure µz). This fin-
ishes the claim.
Now we can take an ergodic extension W of Xn such that
αn − 2n ≤ ‖E( fn ◦ πW |CW)‖L2
an we put Xn+1 = W.
Let X∞ be the inverse limit of the systems (Xn)n∈N. It is an ergodic ex-
tension of X and it is a joining of X and a system Y in C. The rest follows
equal as in [2].

As we said, the case of a countable number of idempotent classes follows
by applying the case of a single idempotent class several times ([3]). To
achieve this, let (Ci)i∈N a countable collection of idempotent classes (we
index them with N for convenience) and let (ak)k∈N be a point in NN, where
each value i appears infinitely often (i.e. {k : ak = i} is infinite). Starting
from the system X = X0, for each k ∈ N, can apply Theorem 3.5 to find an
extension Xi+1 of Xi, sated with respect to the class Cak . The inverse limit of
the systems Xi, i ∈ N is sated with respect to all the classes simultaneously.
3.2. Magic extensions.
Definition 3.6. Let (X, µ,G) be a system of commuting transformations and
T1, . . . , Td ∈ G. Denote Zd :=
∨d
i=1 ITi . We say X is magic for T1, . . . , Td (or
(X, µ, T1, . . . , Td) is magic) if
||| f |||T1,...,Td = 0 if and only if E
(
f |
d∨
i=1
ITi
)
= E
(
f |Zd
)
= 0
for all f ∈ L∞(µ).
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The existence of magic extension was proved in [14] (recall the defini-
tions in Section 2.4):
Theorem 3.7 (Host, [14]). Let (X, µ, T1, . . . , Td) be a system of commuting
transformations. Then (X[d], µT1,...,Td ,F 11 , . . . ,F 1d ) is a magic extension of
(X, µ, T1, . . . , Td) (the factor map is the projection into the last coordinate
of X[d]).
Remark 3.8. If (X, µ, T1, . . . , Td) is a system of commuting transformations,
we can also look at a subset of the transformations T1 . . . , Td, say Ta1 , . . . , Tak ,
{a1 . . . , ak} ⊆ {1, . . . , d}. We can regard the (Zk)-system (X, µ, Ta1 , . . . , Tak)
and find a corresponding magic extension (X[k], µTa1 ,...,Tak , F 1a1 , . . . ,F 1ak). To
this system, we can add the diagonal transformations T [k]bi , bi < {a1, . . . , ak}
in order to complete to d transformations. Doing this, (X[k], µTa1 ,...,Tak , F 1a1 ,
. . . , F 1ak , T
[k]
b1 , . . . , Tbd−k ) is also an extension (as Zd)-systems of (X, µ, Ta1 ,
. . . , Tak , Tb1 , . . . , Tbd−k). Of course we can rearrange the order of transforma-
tions to get an extension of (X, µ, T1, . . . , Td).
Using this result, we can see that being magic is a sated condition as the
following shows.
Lemma 3.9. Let (X, µ, T1, . . . , Td) be a measure preserving system and let
I ⊆ [d]. If X is ∨i∈I Z{i}-sated, then it is magic for Ti, i ∈ I.
Proof. We assume that I = [k] = {1, . . . , k} as the general case is the same
modulo small changes of notations. It suffices to show that E( f |∨ki=1 ITi) =
0 implies that ||| f |||µ,[k] = 0. By Theorem 3.7, we can consider a magic exten-
sion (X′, µ′, T ′1, . . . , T ′k, T ′k+1, . . . , T ′d) (we write it like this to ease notation)
of (X, µ, T1, . . . , Td) which is magic for T ′1, . . . , T ′k. Denote by π the factor
map. By the satedness assumption on X, we have that E( f ◦ π|∨ki=1 IT ′i ) =
E( f |∨ki=1 ITi) ◦ π = 0. Since (X′, µ′, T ′1, . . . , T ′d) is magic for T ′1, . . . , T ′k, we
have that ||| f ◦ π|||µ′,[k] = 0 which implies that ||| f |||µ,[k] = 0. 
Corollary 3.10. Let (X, µ,G) be a measure preserving system with commut-
ing transformations and T1, . . . , Td ∈ G. The system (X[d], µT1,...,Td ,GT1,...,Td)
can be viewed as a joining of 2d copies of X. If X is ∨i∈[d] Z{i}-sated, then
each copy X of µT1,...,Td is relatively independent over
∨d
i=1 ITi.
Proof. We only prove it for the first copy as the other cases are similar. It
suffices to show that ∫
X[d]
⊗
ǫ∈Vd
fǫ dµT1,...,Td = 0
if E( f00...0|∨di=1 ITi) = 0. By Lemma 3.9, X is magic for T1, . . . , Td and so
||| f00...0|||µ,[d] = 0. By Theorem 2.5 (1), the proof is finished. 
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We need the following result which will be used later.
Lemma 3.11. Let (X, µ, T1, . . . , Tk) be a measure preserving system with
commuting transformations, magic for T1, . . . , Tk. Then theσ-algebraIT [k−1]k
in (X[k−1], µT1,...,Tk−1) is measurable with respect to Z[k−1]k .
Proof. Recall that Zk = ∨ki=1 ITi. We follow Proposition 4.7 in [15]. The
proof is similar to the one in [11]. It suffices to show that
E
( ⊗
ǫ∈{0,1}k−1
fǫ |IT [k−1]k
)
= E
( ⊗
ǫ∈{0,1}k−1
E( fǫ |Zk)|IT [k−1]k
)
.
It then suffices to prove this equality for the case when E( fǫ |Zk) = 0 for
some ǫ ∈ {0, 1}k−1. By the definition of µT1 ,...,Tk , we have that
∫
X[k−1]
∣∣∣∣E( ⊗
ǫ∈{0,1}k−1
fǫ |IT [k−1]k
)∣∣∣∣2dµT1,...,Tk−1 =
∫
Xk
⊗
0ǫ∈{0,1}k−1
fǫ ⊗
⊗
1ǫ∈{0,1}k−1
fǫ dµT1,...,Tk
≤
∏
ǫ∈{0,1}k−1
||| fǫ |||2T1,...,Tk ,
and we are done since in (X, µ, T1, . . . , Tk), ||| fǫ |||µ,[k] = 0 is equivalent to
E( fǫ |Zk) = 0. 
4. The pointwise convergence of cubic averages
We prove Theorem 1.4 in this section. We put all the satedness conditions
we need in one definition.
Definition 4.1. Let (X, µ, T1, . . . , Td) be a measure preserving system of
commuting transformations T1, . . . , Td. We say that (X, µ, T1, . . . , Td) is Z-
sated if it is ∨i<J ZJ∪{i}-sated and ∨i∈J Z{i}-sated for all J ⊆ [d].
Convention 4.2. In this section, for J ⊆ [d], we let IJ denote the σ-algebra
of invariant sets under all the transformations Ti, i ∈ J. For example,
IG = I{1,...,d},ITi = I{i}. We also let XJ to denote the factor of X endowed
with the sub-σ-algebra IJ.
4.1. Topological model of the system. This section is devoted to building
a suitable topological model for a sated enough ergodic measure preserving
system. We start with a useful lemma which states satedness conditions of
some factors.
Lemma 4.3. Let (X, µ, T1, . . . , Td) be a measure preserving system with
commuting transformations and let J ⊆ [d]. If (X, µ, T1, . . . , Td) is∨ j<J ZJ∪{ j}-
sated, then (XJ , µ, T1, . . . , Td) is ∨ j<J Z{ j}-sated.
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Proof. Remark first that for i ∈ J, Ti is the identity transformation on XJ .
Let Y be a system in the idempotent class ∨ j<J Z j and let λ be a joining
of XJ and Y . We define a new Zd action on this joining, declaring that for
i ∈ J, Ti is the identity transformation on λ. Clearly λ is invariant under this
new action and defines a joining of XJ with a member of the idempotent
class
∨
j<J ZJ∪{ j} that we call Y˜ (it is the same space as Y but we forget the
transformations Ti, i ∈ J and put identity instead). This joining can be
regarded as a joining of X and Y˜ (by lifting the XJ component to X) and
the satedness condition on X implies that this joining can be projected to∨
j<J ZJ∪{ j}(X) =
∨
j<J Z j(XJ) in the X component. This finishes proof. 
Definition 4.4 (Diagram of invariant factors). Let (X,X, T1, . . . , Td) be an
ergodic measure preserving system with commuting transformations. Its
diagram of invariant factor is the commutative diagram which contains all
σ-invariant algebras IJ , J ⊆ [d].
For example, the diagram of invariant factors of (X,X, µ, T1, T2, T3) is
(X = X∅,X = I∅, µ, T1, T2,T3)
(X{3},I{3}, µ, T1, T2, id) (X{2},I{2}, µ, T1, id,T3) (X{1},I{1}, µ, id, T2,T3)
(X{2,3},I{2,3}, µ,T1, id, id) (X{1,3},I{1,3}, µ, id, T2, id) (X{1,2},I{1,2}, µ, id, id, T3)
(X[3],I[3], µ, id, id, id)
Figure 1. Diagram of invariant factors for (X,X, µ, T1, T2, T3)
We remark that I{i1,...,i j} is an extension of
∨
i<{i1 ,...,i j}
I{i1,...,i j ,i}.
The following proposition explains the topological model we are looking
for.
Proposition 4.5. Let (X,X, T1, . . . , Td) be a Z-sated measure preserving
system with commuting transformations. Suppose that all its further invari-
ant factors are free, meaning that the Zd−#J-action on XJ induced by Ti, i < J
is free for all J ⊆ [d]. Then there exists a strictly ergodic topological model
for the (measurable) diagram of invariant factors of (X,X, T1, . . . , Td), mean-
ing that there exists a strictly ergodic model X̂J of XJ for all J ⊆ [d] such
that X̂J → X̂J′ is a topological model of XJ → XJ′ for all J ⊆ J′ ⊆ [d].
Remark 4.6. The assumptions of freeness of the invariant factors is super-
fluous, we can pass to an extension and satisfy this condition. For instance,
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for any J ⊆ [d] we may consider an ergodic free Zd−|J|-action on probability
space (YJ , νJ), define Ti = id for i < J and replace X by an ergodic joining
of X with all the YJ , J ⊆ [d]. It is not hard to check that we get a system
where all the induced actions on the invariant factors are free.
Proof. We proceed by induction in the level of the diagram (from bottom to
top). Since the factors (X[d]\{i}, Ti), i = 1, . . . , d are free ergodic Z-systems,
by the Jewett-Krieger Theorem, there exist strictly ergodic models X̂[d]\{i} for
X[d]\{i}, i = 1, . . . , d. Moreover, it is easy to see the there is only one ergodic
joining of the systems (X̂[d]\{i}, id, . . . , Ti, . . . , id), i = 1, . . . , d, which is their
product measure.
What we need to be careful is that Jewett-Krieger type theorems may fail
when considering a diagram with a tree form (see for example Section 8,
Theorem 15.35 in [13]). In our setting, the satedness condition we impose
allows us to overcome this difficulty.
Suppose now we have built a diagram until the depth h + 1 ≤ d, i.e. we
have constructed strictly ergodic models X̂J for all factors systems
XJ where J ⊆ [d], #J = h + 1.
Fix J ⊆ [d] with #J = h. Recall that ∨i<J IJ∪{i} is a factor of IJ . By
induction hypothesis, we have strictly a ergodic model X̂J∪{i} for XJ∪{i}. Let
φJ∪{i} denote the (measurable) factor map from (X, µ) to (X̂J∪{i}, µ̂J∪{i}).
Let X∗J denote the factor system of X corresponding to the σ-algebra∨
i<J IJ∪{i}. We look for a topological model YJ of X∗J which is a minimal
subsystem of ∏i<J X̂J∪{i}. Let
YJ = supp
(∏
i<J
(φJ∪{i})∗µ
)
in
∏
i<J
X̂J∪{i}.
Then YJ is the smallest closed subset in
∏
i<J X̂J∪{i} with measure 1.
Claim: YJ is strictly ergodic.
We start with an important property of YJ . Consider two coordinates in
YJ , say the J ∪ {i1} and J ∪ {i2} coordinates. Let J1, J2 ⊆ [d] such that
J ∪ {i1} ∪ J1 = J ∪ {i2} ∪ J2 ≔ ˜J. Let φ̂J1 and φ̂J2 be the (continuous)
projections from the coordinates J ∪ {i1} and J ∪ {i2} onto their respective
˜J-factor. Then their projections coincide. More precisely, we have that
the J ∪ {i1} and J ∪ {i2} coordinates of a typical point in YJ have the form
(φJ∪{i1}(x), φJ∪{i2}(x)) (typical in the sense that they have measure 1) and thus
(̂φJ1(φJ∪{i1}x), φ̂J2(φJ∪{i2}x)) = (φ ˜J x, φ ˜J x) ∈ ∆X̂
˜J
,
where ∆X̂
˜J
is the diagonal of X̂ ˜J . Since the projections φ̂J1 and φ̂J2 are con-
tinuous, we have that φ̂−1J1 × φ̂
−1
J2 (∆X̂ ˜J ) is a closed set in X̂J∪{i1} × X̂J∪{i2} and is
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of measure 1. Therefore, the projection of YJ onto the coordinates J ∪ {i1}
and J ∪ {i2} is a subset of φ̂−1J1 × φ̂
−1
J2 (∆X̂ ˜J ). We refer to this property as non-
degeneracy of common invariant factors.
We are now ready to prove the claim. We prove inductively that the
measure is determined by its projection onto the factors of YJ of level d− 1.
Let λJ be an ergodic measure on YJ . The projection of λJ onto any X̂J∪{i}
is an ergodic measure and thus it is the unique ergodic measure µ̂J∪{i}. Hence
λJ is a joining of the systems XJ∪{i}, i = 1, . . . , d.
Take any i < J and think of the measure λJ as a joining of XJ∪{i} with
some system in the idempotent class ∨ j<J∪{i} Z{ j}. This is possible since for
i′ , i, XJ∪{i′ } is a member of the idempotent class Z{i
′}
. By Lemma 4.3, XJ∪{i}
is
∨
j<J∪{i} Z{ j}-sated for all i. So λJ can be projected in the XJ∪{i}-part to the
factor corresponding to the σ-algebra∨
j,i<J, j,i
IJ∪{i, j}.
Arguing similarly in the other coordinates, we have that the joining λJ
is uniquely determined by its projection onto the systems of level h + 1. It
is worth noting that the non-degeneracy of common invariant factors in YJ
ensures that the same invariant factor arising from two different coordinates
in YJ are the same. This ensures that when projecting λ onto the invariant
factors of level h + 1, there are no multiple copies of a given factor.
Assume now that λJ is determined by its projection onto its factors of
level k for h + 1 ≤ k < d − 1. We show that it is also determined by its
projection onto its factors of level k + 1.
Following the notation from the beginning of the claim, the projection
from YJ to its factors of level k is ( ∏
J⊆J′ ,#J′=k
φ̂J′)YJ and a similar expression
holds for k + 1. Pick one of the factors, say φ̂J0(YJ) = X̂J0 , and think of
( ∏
J⊆J′ ,#J′=k
φ̂J)∗λJ as a joining of XJ0 with the rest of the systems φ̂J′(YJ) =
XJ′ , J′ , J0, #J′ = k. All these other systems can be put together in the
idempotent class ∨ j<J0 Z{ j} since there exists j ∈ J′ \ J0 for each J′. By
Lemma 4.3, the factor XJ0 is
∨
j<J0 Z
{ j}
- sated and therefore ( ∏
J⊆J′ ,#J′=k
φ̂J)∗λJ
can be pushed in the XJ0 part to the factor
∨
j<J0 XJ0∪{ j}. Arguing similarly
for each J′, #J′ = k, the joining can be pushed to a joining of the systems
of level k + 1. Here it is important to stress that the non degeneracy of
invariant factors discussed previously guarantees that in the joining there
are no multiple (non isomorphic) copies of the same factor of level k + 1.
We get in the end that λJ is determined by its projection onto the factors of
level d − 1, which are Z-systems. More precisely, these systems are X̂[d]\{i}
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for i < J. It is not hard to see that (∏i<J X̂[d]\{i}, 〈{Ti}i<J〉) is a product of
strictly ergodic systems and thus it is strictly ergodic, too (see for instance
[11], Section 4). So YJ is uniquely ergodic.
Since any subsystem of YJ would have an invariant measure with support
smaller than ∏i<J(φJ∪{i})∗µ, we have that YJ is minimal and thus strictly
ergodic. This concludes the claim.
By Theorem 2.2, there exists a strictly ergodic models X̂J → YJ for XJ →
X∗J for all J ⊆ [d] with #J = h. This concludes the induction. We end up
at h = 0 with a strictly ergodic model X̂∅ for X∅ = X, which finishes the
proof. 
4.2. Strict ergodicity for the cube structure. Let (X, µ, T1, . . . , Td) be a
measure preserving system with commuting transformations. Recall from
Section 2.4 that T [d]i denote the diagonal transformation of Ti on X[d] and
that for i ≤ d, the upper and lower i-face transformations on X[d] to itself
are
(F 0i (xǫ)ǫ∈Vd)ǫ =
Tixǫ if ǫi = 0xǫ if ǫi = 1 and F 1i (xǫ)ǫ∈Vd =
xǫ if ǫi = 0Tixǫ if ǫi = 1
Notation 4.7. Let (X, µ, T1, . . . , Td) be a measure preserving system with
commuting transformations. We let GT1,...,Td denote the group spanned by
the upper and lower face transformations. If k ≤ d, GT1,...,Tk denote the
projection of GT1,...,Td into the first 2k coordinates. Thus GT1,...,Tk is spanned
by the upper face transformations of T1, . . . , Tk in X[k] and the d diagonal
transformations in X[k].
Let (X, T1, . . . , Td) be a topological dynamical system. We define the
space of cubes of X associated to T1, . . . , Td) as
QT1,...,Td(X) =


d∏
i=1
T niǫii x

ǫ∈Vd
: x ∈ X, (n1, . . . , nd) ∈ Zd

For example, for a system of three commuting transformations (X, T1, T2, T3),
QT1,T2,T3(X) is the closure in X8 of the set
(x, T n11 x, T n22 x, T n11 T n22 x, T n33 x, T n11 T n33 x, T n22 T n33 x, T n11 T n22 T n33 x)
where x ∈ X and (n1, n2, n3) ∈ Z3.
The topological structure QT1,T2(X) was studied in [10] and it was shown
that it provides criteria to characterize product systems and their factors. Up
to now, we do not know what are the analogous results for spaces of cubes
with more than 2 transformations.
POINTWISE CONVERGENCE OF SOME MULTIPLE ERGODIC AVERAGES 17
The space QT1,...,Td(X) is invariant under the upper face transformations
F 1i , i = 1, . . . , d and under the diagonal ones T
[d]
i , i = 1, . . . , d. Thus, it also
invariant under T [d]i (F 1i )−1 = F 0i . Moreover, we have
Proposition 4.8. Let (X, T1, . . . , Td) be a minimal system with commuting
transformations. Then (QT1,...,Td(X),GT1,...,Td) is a minimal topological dy-
namical system.
Proof. The proof is identical to the one given in Proposition 3.5 in [10],
which follows Glasner’s proof of a similar result in page 46 in [13]. 
The proof of the next theorem is similar to the one given in Proposition
4.5, but involves different copies of some systems and more actions. Having
more actions is useful because it allows to choose or combine them to get
suitable joinings.
Theorem 4.9. Every Z-sated measure preserving system (X, µ, T1, . . . , Td)
has a strictly ergodic topological model (X̂ , T1, . . . , Td) such that (QT1,...,Td(X̂)
,GT1,...,Td) is strictly ergodic.
To help the readers better understand the proof of the general case, we
start with a simple case.
Proof of Theorem 4.9, d=3. Let X̂J be constructed as in Proposition 4.5 for
all J ⊆ [3]. By Theorem 4.8, (QT1,...,T3(X̂),GT1,...,T3) is minimal. So it suffices
to prove it is uniquely ergodic.
The 3 dimensional cube V3 has 8 vertices, 12 edges and 6 faces. Let
~v1 = (1, 0, 0),~v2 = (0, 1, 0),~v3 = (0, 0, 1). On each vertex of V3, we assign a
copy of X̂ and denote them by X̂1, . . . , X̂8 (as in Figure 4.2). On each edge
of V3 which is parallel to ~vi, we assign a copy of X̂{i} and denote them by
Ê1, . . . , Ê12. On each face of V3 which is perpendicular to ~vi, we assign a
copy of X̂[3]\{i} and denote them by F̂1, . . . , F̂6.
The group GT1,...,T3 is a Z6-action generate by F
j
i , j ∈ {0, 1}, i = 1, 2, 3,
each of which correspond to a 2 dimensional face on V3. To be more precise,
F 01 ,F
0
2 ,F
0
3 ,F
1
1 ,F
1
2 ,F
1
3 correspond to the faces ǫ1 = 0, ǫ2 = 0, ǫ3 = 0, ǫ1 =
1, ǫ2 = 1, ǫ3 = 1, respectively. On each Y = X̂k, Êk or F̂k, we define the
action F ji to be Ti if the vertex/edge/face to which Y belongs is contained
in the face corresponding to the action F ji , and let F
j
i be the identity map
otherwise. For example, F 01 ,F 02 ,F 03 ,F 11 ,F 12 ,F 13 act respectively as
• T1, id, id, id, T2, T3 on the copy Y1 of X̂ located at (0, 1, 1);
• T1, id, id, id, T2, id on the copy Y2 of X̂{3} located at the edge between
(0, 1, 0) and (0, 1, 1);
• T1, id, id, id, id, id on the copy Y3 of X̂{2,3} located at the face contain-
ing (0, 0, 0), (0, 1, 0), (0, 0, 1) and (0, 1, 1).
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It is easy to see that the projection of (QT1,...,T3(X̂),GT1,...,T3) on each coor-
dinate is (X̂k,GT1,...,T3), k = 1, . . . , 8. Moreover, if Y = X̂k is on a vertex
contained in the edge where Y ′ = Êk′ is located, or Y = Êk is on an edge
contained in the face where Y ′ = F̂k′ is located, then (Y ′,GT1,...,T3) is a fac-
tor system of (Y,GT1,...,T3) where the factor map is the projection onto the
smaller invariant sub-σ-algebra (for example, in the previous example, we
have the factor maps Y1 → Y2 → Y3).
We are now ready to prove the theorem. Let λ3 be a joining of X̂k, 1 ≤
k ≤ 8, λ2 be a joining of Êk, 1 ≤ k ≤ 12, λ1 be a joining of F̂k, 1 ≤ k ≤ 6
(with respect to GT1,...,T3). It suffices to show that λ3 is unique.
Consider the system (QT1,...,T3(X̂),F 01 ,F 02 ,F 03 ) (we choose 3 out of the 6
transformations). Its projection to the coordinate (0,0,0) is (X̂, T1, T2, T3),
while its projection to any other coordinate is of the form (X̂, T ′1, T ′2, T ′3) with
T ′i = Ti or id, and at least one of T ′i = id. This implies that (QT1,...,T3(X̂), λ3,F 01 ,
F 02 ,F
0
3 ) is a joining of (X̂, T1, T2, T3) and 7 other systems which can be put
together in the idempotent class ∨3i=1 Z{i}. Since X is Z-sated, the first part
X̂ of the joining is relatively independent over ∨3i=1 Z{i}(X̂) = ∨3i=1 X̂{i} =∨
k Êk, where the last joining is taken over all Êk which are located at an
edge containing (0,0,0) (there are 3 of them). We may argue in a similar
way for other coordinates of V3 (by choosing 3 other transformations). Fi-
nally, by viewing the 6 transformations altogether, we conclude that λ3 is
relatively independent over a joining of Êk, k = 1, . . . , 12. It is worth noting
that the non-degeneracy of common invariant factors (see the discuss in the
proof of the general case) ensures that there are no multiple copies of Êk in
this joining.
Therefore it suffices the show that λ2 is unique. Let Ê1 be located on the
edge (0, 0, 0)− (1, 0, 0) and consider the system (∏12k=1(Êk),F 01 ,F 02 ,F 03 ). Its
projection to Ê1 is (X̂{1}, id, T2, T3), while its projection to any other coordi-
nate is of the form (X̂{ j}, T ′1, T ′2, T ′3) with T ′i = Ti or id, and at least one of
T ′2 and T ′3 is the identity map (we leave its verification to the readers). This
implies that (∏12k=1(Êk),F 01 ,F 02 ,F 03 ) is a joining of (X̂{1}, id, T2, T3) and 11
other systems which can be put together in the idempotent class Z{1,2}∨Z{1,2}.
By Lemma 4.3, X̂{1} is Z{2}∨Z{3}-sated, and so the first part Ê1 of the joining
is relatively independent over Z{2}∨Z{3}(X̂{1}) = X̂{1,2}∨X̂{1,3} = ∨k F̂k, where
the last joining is taken over all F̂k which are located at a face containing the
edge (0, 0, 0) → (1, 0, 0) (there are 2 of them). We may argue in a similar
way for other coordinates (by choosing 3 other transformations). Finally, by
viewing the 6 transformations altogether, we conclude that λ2 is relatively
independent over a joining of F̂k, k = 1, . . . , 6. Again the non-degeneracy
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of common invariant factors ensures that there are no multiple copies of F̂k
in this joining.
It now suffices to show that λ1 is unique. It is easy to verify that if Êk 
X̂[3]\i is located at the face ǫi = j, i = 1, 2, 3, j ∈ {0, 1}, then F j
′
i′ acts as
Ti for (i′, j′) = (i, j), and all other F ji′ are the identity map. This implies
that (∏6k=1 F̂k,GT1,...,T3) is a product system. Since the systems (X̂[3]\i, Ti),
i = 1, 2, 3 are uniquely ergodic, their product is uniquely ergodic as well
(see for instance [11], Chapter 4) and λ1 is their product measure. 
(X̂7,T1, id, id, id,T2,T3) (X̂8, id, id, id,T1, T2,T3)
(X̂3,T1,T2, id, id, id,T3) (X̂4, id,T2, id,T1, id,T3)
(X̂5,T1, id,T3, id,T2, id) (X̂6, id, id, T3,T1,T2, id)
(X̂1,T1,T2, T3, id, id, id) (X̂2, id,T2,T3, T1, id, id)
Figure 2. The eight copies of X placed in the vertices of V3.
Proof of Theorem 4.9, the general case. We say that V ⊆ Vd is a face if
there exists J ⊆ [d] and a j ∈ {0, 1}, j ∈ J such that V = V(a j) j∈J ≔ {ǫ ∈
Vd : ǫ j = a j, j ∈ J}. We say the dimension of V is dim(V) = d − |J|. For
each face V(a j) j∈J , we define a Z2d-system (X̂(a j) j∈J , T 01 , . . . , T 0d , T 11 , . . . , T 1d ) as
the following. Let X̂(a j) j∈J = X̂[d]\J . Let T δi = Ti if V(a j) j∈J ⊆ {ǫ ∈ Vd : ǫi = δ}
and T δi = id otherwise.
We write V(a j) j∈J ≤ V(a′j) j∈J′ if J
′ ⊆ J and a j = a′j for all j ∈ J′. For
all V(a j) j∈J ≤ V(a′j) j∈J′ , there is a natural (topological) factor map X̂(a′j) j∈J′ →
X̂(a j) j∈J . All such factor maps induces a diagram of factors which is topo-
logical. This implies that the same diagram holds when considering any
invariant measure on QT1,...,Td(X̂), so λ has the non-degeneracy of common
invariant factors (recall its meaning in the proof of Proposition 4.5).
An ergodic measure λd in (QT1,...,Td(X̂),GT1,...,Td) can be viewed as the join-
ing of X̂(a j) j∈J with #J = d. Let 1 < h ≤ d and consider a joining λh of all
the systems X̂(a j) j∈J with #J = h. We prove that λh is relatively indepent over
a joining λh−1 of X̂(a j) j∈J with #J = h − 1. Fix an arbitrary face V(a j) j∈J with
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(X̂3, T1, T2, id, id, id, T3) (X̂4, id, T2, id, T1, id, T3)
(F̂1, id, T2, id, id, id, id)
(X̂1, T1, T2, T3, id, id, id) (X̂2, id, T2, T3, T1, id, id)
(Ê4, T1, T2, id, id, id, id)
(Ê3, id, T2, id, T1, id, T3)
(Ê2, id, T2, id, T1, id, id)
(Ê1, id, T2, T3, id, id, id)
Figure 3. Four vertices and their four edges and one face
associated. The vertices are different copies of the system,
the edges are the factor associated to the σ-algebra invariant
under one transformations and the faces are associated to the
σ-algebra invariant under two transformations. For instance,
Ê1 corresponds to the σ-algebra of T1-invariant sets of X̂1 (or
X̂2) and F̂1 corresponds to the σ-algebra of T1, T3-invariant
sets (of X̂1 or X̂2 or X̂3 or X̂4)
#J = h and consider the system (X̂(a j) j∈J , T a11 , . . . , T add ) (for j < J, we pick an
arbitrary a j ∈ {0, 1} freely and fix it). All these transformations leave λ in-
variant, and the projection of T a jj acts as T j for all j ∈ J. On the other hand,
for any other X̂(a′j) j∈J′ with #J
′ = h, at lease one of T a jj , j ∈ J act trivially. To
see this, if J′ , J, then T a jj = id on X̂(a′j) j∈J′ for all j ∈ J\J′; if J′ = J, then
T a jj = id on X̂(a′j) j∈J′ for all j ∈ J such that a j , a′j. Hence, we can regard
(∏#J′=h X̂(a′j) j∈J′ , λh, T a11 , . . . , T add ) as a joining of (X̂(a j) j∈J , T a11 , . . . , T add ) with
many systems that can be put together in the idempotent class ∨ j∈J Z{ j}. By
Lemma 4.3, X̂(a j) j∈J = X̂[d]\J is
∨
j∈J Z{ j}-sated and thus the X̂(a j) j∈J coordinate
of λh can be pushed to
∨
j∈J Z{ j}(X̂(a j) j∈J ) =
∨
V(a′j) j∈J′ ≤V(a j) j∈J ,#J
′=h−1 X̂(a′j) j∈J′ . We
can argue similarly for all the other systems X̂(a j) j∈J with #J = h with a dif-
ferent choice of d transformations T a11 , . . . , T
ad
d . Now viewing the Z2d action
as a whole, we conclude that λh is relatively independent over a joining λh−1
of X̂(a j) j∈J , #J = h − 1. Note that the non-degeneracy of common invariant
factors ensures there are no multiple copies of X̂(a j) j∈J in the joining λh−1.
Continuing this process, we conclude that λd is relatively independent
over a joining λ1 of X̂(a j) j∈J , #J = 1. Note that there are 2d such factors, each
of the form X̂ǫi ≔ X̂(a j=ǫ) j∈{i} for some ǫ ∈ {0, 1} and 1 ≤ i ≤ d. Note that T ǫ
′
i′
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acts as Ti on X̂ǫi if i = i′, ǫ = ǫ′, and acts as the identity map otherwise. This
implies that the joining λ1 is a product system. The unique ergodicity of
(X̂{i}, Ti), implies that λ1 is their product measure. Therefore λ2, λ3, . . . , λd
are all uniquely determined, which finishes the proof. 
4.3. Applications to pointwise results. In this section, we use the topo-
logical model built in Section 4.1 to derive Theorem 1.4. Our strategy is
as follows: we first prove the pointwise convergence of a slightly bigger
average which involve both diagonal and face transformations (Theorem
4.10). We then prove Theorem 1.4 when all functions involved are continu-
ous arising from the suitable topological model. To do so, we need to apply
several inequalities in order to get rid of the diagonal transformations on
(QT1,...,Td(X̂),GT1,...,Td). Finally, by a density argument, we prove Theorem
1.4 for all measurable bounded functions.
We start with some notation. For 0 ≤ k ≤ d, denote Ek = {ǫ ∈ Vd : |ǫ | ≤
k}, Dk = {ǫ ∈ Vd : |ǫ | = k}. For ǫ ∈ Vd, let Iǫ = {i ∈ {1, . . . , d} : ǫi = 1}. For
σ ∈ Dk, fǫ ∈ L∞(µ), ǫ ≤ σ, denote
I({ fǫ}ǫ≤σ) ≔
∫
X[k]
⊗
ǫ≤σ
fǫdµσ.
Theorem 4.10. Let d ∈ N and (X, µ, T1, . . . , Td) be an ergodic system with
commuting transformations. Let fǫ ∈ L∞(µ) for ǫ ∈ {0, 1}d. Then
lim
N→∞
1
N2d
N−1∑
m1,...,md=0
N−1∑
n1,...,nd=0
∏
ǫ∈{0,1}d
fǫ
( d∏
i=1
T mi+ni·ǫii x
)
converges for µ-a.e. x ∈ X. Moreover, if X is Z-sated, this limit is
I({ fǫ}ǫ≤(1...1)) =
∫
X[d]
⊗
ǫ∈{0,1}d
fǫdµT1,...,Td .
Proof. Since it suffices to prove the convergence of this average in an ex-
tension system of X, we may assume that (X, µ, T1, . . . , Td) is a free ergodic
Z-sated system. By Theorem 4.9, we may take a strictly topological model
(X̂, T̂1, . . . , T̂d) for X such that (QT̂1,...,T̂d(X̂),GT̂1,...,T̂d) is strictly ergodic. It
now suffices to work on (X̂, µ̂, T̂1, . . . , T̂d) instead of (X, µ, T1, . . . , Td), where
µ̂ is the unique ergodic measure on X̂.
Let fǫ ∈ L∞ (̂µ), ǫ ∈ {0, 1}d and fix δ > 0. Let f̂ǫ ∈ L∞ (̂µ), ǫ ∈ {0, 1}d be
continuous functions on X such that ‖ fǫ − f̂ǫ‖1 < δ for ǫ ∈ {0, 1}d. We may
assume that all functions are bounded by 1 in the L∞ norm. For simplicity,
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denote
EN({hǫ}ǫ≤(1...1))(x) = 1N2d
N−1∑
m1,...,md=0
N−1∑
n1,...,nd=0
∏
ǫ∈{0,1}d
fǫ
( d∏
i=1
T̂ mi+ni·ǫii x
)
for x ∈ X̂, hǫ ∈ L∞ (̂µ). By the telescoping inequality, we have
∣∣∣∣EN({ fǫ}ǫ≤(1...1))(x) − I({ fǫ}ǫ≤(1...1))∣∣∣∣
≤
∣∣∣∣EN({ fǫ}ǫ≤(1...1))(x) − EN({ f̂ǫ}ǫ≤(1...1))(x)∣∣∣∣ + ∣∣∣∣EN({ f̂ǫ}ǫ≤(1...1))(x) − I({ fǫ}ǫ≤(1...1))∣∣∣∣
≤
∑
ǫ∈{0,1}d
1
N2d
N−1∑
m1,...,md=0
N−1∑
n1,...,nd=0
∣∣∣∣ fǫ( d∏
i=1
T̂ mi+ni ·ǫii x) − f̂ǫ(
d∏
i=1
T̂ mi+ni ·ǫii x)
∣∣∣∣
+
∣∣∣∣EN({ f̂ǫ}ǫ≤(1...1))(x) − I({ f̂ǫ}ǫ≤(1...1))∣∣∣∣ + ∣∣∣∣I({ fǫ}ǫ≤(1...1)) − I({ f̂ǫ}ǫ≤(1...1))∣∣∣∣.
Since (QT̂1,...,T̂d(X̂),GT̂1,...,T̂d) is uniquely ergodic, we have that∣∣∣∣EN({ f̂ǫ}ǫ≤(1...1))(x) − I({ f̂ǫ}ǫ≤(1...1))∣∣∣∣
converges to 0 for every x ∈ X̂ as N → ∞. On the other hand, by Birkhoff
Ergodic theorem, the first term of the last inequality converge a.e. to∑
ǫ∈{0,1}d
‖ fǫ − f̂ǫ‖1,
which is at most 2dδ. Finally, by the telescoping inequality and the fact that
the marginals of µT1,...,Td are equal to µ, we deduce that∣∣∣∣I({ fǫ}ǫ∈{0,1}d) − I({ f̂ǫ}ǫ≤(1...1))∣∣∣∣ ≤ ∑
ǫ∈{0,1}d
‖ fǫ − f̂ǫ‖1 ≤ 2dδ.
Therefore, we can find N large enough and a subset XN ⊂ X with measure
larger than 1 − δ such that for every x ∈ XN ,∣∣∣∣EN({ fǫ}ǫ∈≤(1...1))(x) − I({ fǫ}ǫ≤(1...1))∣∣∣∣ ≤ 10 · 2dδ.
Since δ is arbitrary, we conclude that EN({ fǫ}ǫ≤(1...1)) converges to I({ fǫ}ǫ≤(1...1))
a.e. as N → ∞. 
Let (X, µ, T1, . . . , Td) be a measure preserving system with commuting
transformations. For all 1 ≤ k ≤ d, σ ∈ Dk, f ∈ L∞(µ) and x ∈ X, denote
S σ,N( f , x) ≔ 1N2k
∑
0≤mi≤N−1
i∈Iσ
∑
−mi≤ni≤N−1−mi
∏
ǫ≤σ
f
(∏
i∈Iσ
T mi+ni ·ǫii x
)
.
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Specially
S ~1,N( f , x) ≔
1
N2d
∑
0≤mi≤N−1
∑
−mi≤ni≤N−1−mi
∏
ǫ∈{0,1}d
f
( d∏
i=1
T mi+ni ·ǫii x
)
The topological model constructed in the proof of Theorem 4.10 also
allows us to show:
Lemma 4.11. Let (X̂, µ̂, T̂1, . . . , T̂d) be the topological model constructed in
the proof of Theorem 4.10 and let f be a continuous function on X̂. Then
limN→∞ S ~1,N( f , x) converges to ||| f |||2
d
µ,T1,...,Td for all x ∈ X̂.
Proof. Suppose that for some x ∈ X̂ the average does not converge to
||| f |||2dµ,T1,...,Td . Then there exist an increasing sequences N j → ∞ and δ > 0
such that S ~1,N j( f , x) differs from ||| f |||2
d
µ,,T1,...,Td by at least δ for every j ∈ N.
Let λ be any weak∗-limit of the sequence
(4.1) λ j := 1N2dj
∑
0≤mi≤N j−1
∑
−mi≤ni≤N j−1−mi
⊗
ǫ∈{0,1}d
( d∏
i=1
T̂ mi+ni ·ǫii
)
δx[d] ..
Let F be a continuous function on QT̂1,...,T̂d(X̂). We claim that
∫
F ◦Fkλ−∫
Fλ = 0. Note that the difference between
∑
−mi≤ni≤N j−1−mi
F
(( d∏
i=1
T̂ mi+ni·ǫii x
)
ǫ∈Vd
)
=
∑
−mk≤nk≤Nk−1−mk
∑
−mi≤ni≤N j−1−mi
i,k
F
(( d∏
i=1
T̂ mi+ni·ǫii x
)
ǫ∈Vd
)
and
∑
−mi≤ni≤N j−1−mi
F
(( d∏
i=1
i,k
T̂ mi+ni·ǫii T̂
(nk+1)·ǫi
k x
)
ǫ∈Vd
)
=
∑
−mk+1≤nk≤Nk−mk
∑
−mi≤ni≤N j−1−mi
i,k
F
(( d∏
i=1
T̂ mi+ni ·ǫii x
)
ǫ∈Vd
)
is less than 2Nd−1j ‖F‖∞. So∣∣∣∣∣
∫
Fdλ j −
∫
F ◦ Fkdλ j
∣∣∣∣∣ ≤ 2‖F‖∞N j ,
which implies that
∫
F ◦ Fkdλ =
∫
Fdλ as claimed.
A similar but tedious computation shows that
∫
F ◦ T̂ [d]i dλ =
∫
Fdλ for
all continuous function F on QT̂1,...,T̂d(X̂) and i = 1 . . . , d. We omit the detail.
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Thus any weak limit of the sequence (4.1) is invariant under GT̂1,...,T̂k and
therefore it equals to µT1,...,Tk by unique ergodicity. This means that (4.1)
converges to µT1,...,Tk and hence
1
N2dj
∑
0≤mi≤N j−1
∑
−mi≤ni≤N j−1−mi
∏
ǫ∈{0,1}d
f
( d∏
i=1
T mi+ni·ǫii x
)
converges to
∫
⊗ f dµT1,...,Td = ||| f |||2
d
µ,T1,...,Td as j →∞, a contradiction. 
By a density argument, we have
Lemma 4.12. Let (X, µ, T1, . . . , Td) be an ergodic Z-sated measure pre-
serving system with commuting transformations and f ∈ L∞(µ). Then
limN→∞ S ~1,N( f , x) converges to ||| f |||2
d
µ,T1,...,Td for µ-a.e. x ∈ X.
We deduce
Proposition 4.13. Let (X, µ, T1, . . . , Td) be an ergodic measure preserving
system with commuting transformations and f ∈ L∞(µ). Then limN→∞ S ~1,N( f , x)
converges to ||| f |||2dµ,T1,...,Td for µ-a.e. x ∈ X.
Proof. We can find an Z-sated ergodic and free extension (X′, µ′, T ′1, . . . , T ′k)
of (X, µ, T1, . . . , Td) with a factor map π. By Lemma 4.12, limN→∞ S ~1,N( f ◦
π, x′) converges to ||| f ◦ π|||2dµ′,T ′1,...,T ′d for µ′-a.e. x′ ∈ X. Since ||| f ◦ π|||
2d
µ′,T ′1,...,T
′
d
=
||| f |||2dµ,T1,...,Td we get the result. 
We also need the following Van der Corput type estimate:
Lemma 4.14. Let (X, µ, T1, . . . , Td) be a measure preserving system with
commuting transformations and fǫ ∈ L∞(µ), ǫ ∈ {0, 1}d be functions with
‖ fǫ‖∞ ≤ 1. Then for all N ∈ N, 1 ≤ k ≤ d, σ ∈ Dk and x ∈ X, we have that
( 1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈Ek
fǫ
( d∏
i=1
T ni·ǫii x
))2k
≤ S σ,N( fσ, x).
Particularly, S σ,N( fσ, x) ≥ 0.
Proof. We first prove the case σ = (1 . . . 1). In other words, we show
( 1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni ·ǫii x
))2d
≤ S (1...1),N( f(1...1), x).(4.2)
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Fix fǫ ∈ L∞(µ), ǫ ∈ {0, 1}d with ‖ fǫ‖∞ ≤ 1. For 0 ≤ k ≤ d, denote
Ak =
( 1
Nd−k
N−1∑
n1,...,nd−k=0
1
N2k
N−1∑
md−k+1,...,md=0
∑
−mi≤ni≤N−1−mi ,d−k+1≤i≤d∏
ǫ∈{0,1}d−k
∏
ǫ′∈{0,1}k
f |ǫ′|
ǫ1...1
( d−k∏
i=1
T ni ·ǫii
d∏
i=d−k+1
T mi+ni·ǫ
′
i
i x
))2d−k
.
It suffices to show that A0 ≤ Ad. It then suffices to show that Ak ≤ Ak+1 for
all 0 ≤ k < d.
Fix 0 ≤ k < d. We separate all functions fǫ1...1, ǫ ∈ {0, 1}k into two class:
the first class consists of all fǫ1...1 with ǫk = 0, and the second consists of all
fǫ1...1 with ǫk = 1. Since all fǫ1...1 in the first class are bounded, we may use
Cauchy-Schwartz inequality to drop all the functions in the first class. We
have
Ak ≤
( 1
Nd−k−1
N−1∑
n1,...,nd−k−1=0
1
N2k
N−1∑
md−k+1,...,md=0
∑
−mi≤ni≤N−1−mi ,d−k+1≤i≤d( 1
N
N−1∑
nd−k=0
∏
ǫ∈{0,1}d−k−1
∏
ǫ′∈{0,1}k
fǫ1...1
(d−k−1∏
i=1
T ni·ǫii
d∏
i=d−k+1
T mi+ni·ǫ
′
i
i (T nd−kd−k x)
))2)2d−k−1
Expanding the square on the right hand side and reparametrizing the in-
dices, it is easy to see that the right hand side is exactly Ak+1, which finishes
the proof for the case σ = (1 . . . 1).
Now we prove the general case. Let 1 ≤ k ≤ d and σ ∈ Ek. To ease the
notation, we assume that σ = (1 . . . 10 . . . 0) (the general case can be proved
in a similar way). Note that
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek
fǫ
( d∏
i=1
T ni·ǫii x
)
=
1
Nd−k
N−1∑
nk+1,...,nd=0
( 1
Nk
N−1∑
n1 ,...,nk=0
∏
ǫ≤σ
gnk+1,...,nd ,ǫ(
k∏
i=1
T ni ·ǫii x)
)
,
where
gnk+1,...,nd ,ǫ(x) =
∏
ǫ′∈Ek ,ǫ′∩σ=ǫ
fǫ′
( d∏
i=k+1
T ni ·ǫ
′
i
i x
)
.
Note that gnk+1,...,nd ,σ(x) = fσ. Replacing d by k in (4.2), we have that
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek
fǫ
( d∏
i=1
T ni·ǫii x
)
≤
1
Nd−k
N−1∑
nk+1,...,nd=0
|S σ,N( fσ, x)| 12k = |S σ,N( fσ, x)| 12k ,
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which finishes the proof. 
The following lemma shows that the cubic pointwise average result passes
through the L1(µ) limit:
Lemma 4.15. Let (X, µ, T1, . . . , Td) be a measure preserving system with
commuting transformations and fǫ ∈ L∞(µ), ǫ ∈ {0, 1}d. Let σ ∈ {0, 1}d and
(gn,σ)n∈N be a sequence of L∞(µ) functions such that ‖ fσ − gn,σ‖1 → 0 as
n → ∞. If for all n ∈ N, the average
1
Nd
N−1∑
n1,...,nd=0
gn,σ(
d∏
i=1
T ni·σi x)
∏
σ,ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni ·ǫii x
)
converges for µ-a.e x ∈ X as N → ∞. Then the average
1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni ·ǫii x
)
also converges for µ-a.e x ∈ X as N → ∞.
Proof. We may assume without loss of generality that ‖ fσ − gn,σ‖1 ≤ 12n for
all n ∈ N. Denote
S N(x) = 1Nd
N−1∑
n1,...,nd=0
∏
ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni·ǫii x
)
and
S ′n,N(x) =
1
Nd
N−1∑
n1 ,...,nd=0
gn,σ(
d∏
i=1
T ni·σi x)
∏
σ,ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni·ǫii x
)
.
Suppose that Iσ = {a1, . . . , ak}. By the telescoping theorem, Birkhoff Theo-
rem and the assumption, there exists a set A with µ(A) = 1 such that for all
x ∈ A
lim sup
N→∞
∣∣∣∣S N(x) − S ′n,N(x)∣∣∣∣ ≤ E(| fσ − gn,σ|∣∣∣ITa1 ,...,Tak )(x)(4.3)
and limN→∞ S ′n,N(x) exists for all x ∈ A, n ∈ N. Let
An =
{
x ∈ X : E
(
| fσ − gn,σ|
∣∣∣ITa1 ,...,Tak )(x) > 1n
}
.
By Markov inequality, we have that
µ(An) ≤ n‖ fσ − gn,σ‖1 ≤ n2n .
By Borel-Cantelli Lemma, µ(lim supn An) = 0. Let B = A ∩ (lim supn An)c.
Then µ(B) = 1.
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Fix δ > 0 and x ∈ B. Since x < lim supn An, there exists n ≥ 1δ such that
x < An. By (4.3), there exists N0 ∈ N such that∣∣∣∣S N(x) − S ′n,N(x)∣∣∣∣ ≤ 2E(| fσ − gn,σ|∣∣∣Iǫ)(x)
for all N ≥ N0. Since limN→∞ S ′n,N(x) exists, there exists N1 > N0 such that∣∣∣∣S ′n,M(x) − S ′n,N(x)∣∣∣∣ < δ
for all M, N ≤ N1. Let M, N ≥ N1, then∣∣∣∣S M(x) − S N(x)∣∣∣∣
≤
∣∣∣∣S M(x) − S ′n,M(x)∣∣∣∣ + ∣∣∣∣S ′n,M(x) − S ′n,N(x)∣∣∣∣ + ∣∣∣∣S N(x) − S ′n,N(x)∣∣∣∣
≤ 4E
(
| fσ − gn,σ|
∣∣∣ITa1 ,...,Tak )(x) + δ ≤ 4n + δ < 5δ.
Since δ is arbitrary, we deduce that {S N(x)}N∈N is a Cauchy sequence for all
x ∈ B and so limN→∞ S N(x) exists for µ-a.e. x ∈ X. 
Now we are able to prove the Theorem 1.4. The difference between The-
orems 1.4 and 4.10 is that there is an additional double average in the latter
theorem. Our strategy is to use Lemma 4.12, 4.14 and 4.15 to drop this
double average to obtain Theorem 1.4.
Theorem. Let (X, µ, T1, . . . , Td) be a measure preserving system with com-
muting transformations and fǫ ∈ L∞(µ), ǫ ∈ {0, 1}d, ǫ , (0, . . . , 0). Then the
average
1
Nd
N−1∑
n1 ,...,nd=0
∏
(0,...,0),ǫ∈{0,1}d
fǫ
( d∏
i=1
T ni ·ǫii x
)
converges for µ-a.e x ∈ X as N → ∞.
Proof. We may assume without loss of generality that all the functions are
bounded by 1 in the L∞(µ) norm.
We say that property-k holds if the average
1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈Ek
fǫ
( d∏
i=1
T ni ·ǫii x
)
converges for µ-a.e x ∈ X as N → ∞ for all fǫ ∈ L∞(µ), ǫ ∈ Ek. It suffices
to show that property-d holds (and then take f(0...0) ≡ 1).
Note that
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈E1
fǫ
( d∏
i=1
T ni·ǫii x
)
= f0...0(x) ·
d∏
i=1
( 1
N
N−1∑
n=0
fi0...0(T ni x)
)
.
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So property-1 holds by Birkhoff Ergodic Theorem. Suppose that property-k
holds for some 1 ≤ k < d, we claim that property-(k + 1) also holds.
Suppose first that for all ǫ ∈ Dk+1, fǫ is an Iǫ-product, meaning that fǫ =∏
j∈Iǫ h j,ǫ for some h j,ǫ measurable with respect to IT j . Note that for ǫ ∈
Dk+1, we have
h j,ǫ
( d∏
i=1
T ni·ǫii x
)
= h j,ǫ
( ∏
1≤i≤d,i, j
T ni·ǫii x
)
= h j,ǫ ˆj
( d∏
i=1
T ni ·ǫii x
)
,
where ǫ ˆj ∈ Dk is defined by (ǫ ˆj)i = ǫi for i , j and (ǫ ˆj) j = 0. This implies
that by combining similar terms together, we have that
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek+1
fǫ
( d∏
i=1
T ni ·ǫii x
)
=
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek
gǫ
( d∏
i=1
T ni·ǫii x
)
.(4.4)
for some gǫ bounded by 1. By induction hypothesis, (4.4) converges for
µ-a.e. x ∈ X.
We now suppose that for all ǫ ∈ Dk+1, fǫ is a finite sum of Iǫ-products. It
is easy to see that property-(k + 1) holds in this case.
We then suppose that for all ǫ ∈ Dk+1, fǫ is measurable with respect to
ZIǫ = ∨i∈IǫITi. Thus each fǫ can be approximated in L1(µ) by a sequence of
functions which are finite sums of Iǫ-products. So property-(k + 1) holds in
this case by Lemma 4.15.
It now suffices to prove property-(k+1) under the assumption that E( fσ|ZIσ) =
0 for some σ ∈ Dk+1. In fact we show that the average goes to 0 for a.e.
x ∈ X. Since X is magic for Iσ, we have that ||| fσ|||µ,σ = 0.
Let µ =
∫
X µxdµ(x) be the ergodic decomposition of µ under Ta1 , . . . , Tak+1 ,
where Iσ = {a1, . . . , ak+1}. It suffices to show that average goes to 0 µx-a.e.
for µ-a.e. x ∈ X. Since 0 = ||| fσ|||µ,σ =
∫
||| fσ|||µx,σ dµ(x) we have that for
µ-a.e. x ∈ X, ||| fσ|||µx,σ = 0.
Applying Proposition 4.13 to (X, µx, Ta1 , . . . , Tak+1), we have
lim
N→∞
S σ,N( fσ, y) = ||| fσ|||k+1µx,σ
for µx-a.e. y ∈ X. By Lemma 4.14, we have
0 ≤
( 1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek+1
fǫ
( d∏
i=1
T ni·ǫii y
))2k+1
≤ S σ,N( fσ, y)
for all y ∈ X. So for µx-a.e. y ∈ X,
lim
N→∞
1
Nd
N−1∑
n1,...,nd=0
∏
ǫ∈Ek+1
fǫ
( d∏
i=1
T ni·ǫii y
)
= 0,
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which implies that
lim
N→∞
1
Nd
N−1∑
n1 ,...,nd=0
∏
ǫ∈Ek+1
fǫ
( d∏
i=1
T ni·ǫii x
)
= 0
for µ-a.e. x ∈ X. This finishes the proof. 
5. Pointwise convergence of multiple averages
This section is devoted to proving Theorem 1.1.
5.1. The Furstenberg-Ryzhikov self-joining. Let (X, µ, T1, . . . , Td) be a
system with commuting transformations. The Furstenberg-Ryzhikov self-
joining µF associated to (T1, . . . , Td) is the measure on Xd defined by
µF( f1 ⊗ f2 · · · ⊗ fd) = lim
N→∞
1
N
N−1∑
n=0
∫
X
f1(T n1 x) · · · fd(T nd x)dµ(x).
The convergence of the right hand follows from the L2-convergence of mul-
tiple averages for commuting transformations [22] so µF is well defined. In
[21], Ryzhikov linked for the first time (as far as we know) the convergence
of multiple averages with the collection of self joinings of a dynamical sys-
tem and we thank J. Paul Thouvenot for pointing us this reference.
The measure µF is invariant under the diagonal transformations Ti × · · · ×
Ti i = 1, . . . , d and under T1 × T2 · · · × Td. We let Hd denote the group
generated by all these transformations and we think of it as a Zd+1 action on
(Xd, µF).
We write Xi to denote the i-th copy of X inside Xd under µF . So we think
of (Xd , µF) as (X1 × · · · × Xd, µF).
Remark 5.1. The projection of the Furstenberg-Ryzhikov self-joining of
(T1, . . . , Td) onto the last d − 1 coordinates is the Furstenberg-Ryzhikov
self-joining of (T−11 T2, T−11 T3, . . . , T−11 Td).
Let (X, µ, T1, . . . , Td) be a measure preserving system. For ǫ ⊆ [d],
#ǫ ≥ 2, let Φǫ(X) denote the factor of X associated to the σ-algebra in-
variant under all the transformations T−1i T j, for i, j ∈ ǫ, i , j. Note that in
Φǫ(X), all transformations Ti, i ∈ ǫ are equal. Thus, we can regard Φǫ(X)
as a Zd−#ǫ+1-action (by taking one candidate from Ti, i ∈ ǫ and remov-
ing the rest). When there is no confusion, we write Φǫ instead of Φǫ(X)
for short. The importance about these factors is that they allow us to the
study the Furstenberg-Ryzhikov self-joining of a “sated enough system”.
For ǫ ⊆ [d], #ǫ ≥ 2 we denote Zǫ
Φ
= ZΛ, where Λ is the subgroup spanned
by T−1i T j, i, j ∈ ǫ. In other words, ZǫΦ is the idempotent class where the
transformations Ti, i ∈ ǫ are all equal.
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Definition 5.2. Let (X, µ, T1, . . . , Td) be a measure preserving system. We
say that it is Z∗-sated if it is sated for the class
Zǫ :=
∨
j∈[d]\ǫ
Zǫ∪{ j}
Φ
for every ǫ ⊆ [d], #ǫ ≥ 2.
This satedness assumption gives a nice picture of what happens in the
Furstenberg-Ryzhikov self-joining. It implies for instance that the systems
X1, . . . , Xd under µF are relative independent over their factors∨
j,1
Φ{1, j},
∨
j,2
Φ{2, j}, . . . ,
∨
j,d
Φ{d, j}
We refer to [2], Chapter 4 for details. We use Austin’s diagram of the
Furstenberg-Ryzhikov self-joining ([2], Chapter 5) to have a clear picture
of it (and we build a topological model for it in what follows):
Xd
X1 X2 · · · Xd
Φ{1,2} Φ{1,3} Φ{2,3} · · · Φ{d,d−1}
...
...
...
...
...
Φ[d]\{1} Φ[d]\{2} · · · Φ[d]\{d−1} Φ[d]\{d}
Φ[d]
Figure 4. Austin’s diagram of the Furstenberg-Ryzhikov
self-joining and its factors. We omit writing the measure
for convenience.
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5.2. Construction of a model for the Furstenberg-Ryzhikov self-joining.
In this section, we build a topological model for the Furstenberg-Ryzhikov
self joining of (an extension) of an ergodic system. We show that this im-
plies Theorem 1.1. We mainly follow ideas from Austin’s works, which are
nicely exposed in [2].
Remark 5.3. We can assume from the beginning thatΦǫ(X) is a free Zd−#ǫ+1-
action. To do this, since we can freely pass to extensions, we may replace
our system X by (an arbitrary) ergodic joining Y of X with a free Zd−#ǫ+1-
system. The Φǫ(Y) factor of Y is an extension of the free Zd−#ǫ+1- system
and thus the Zd−#ǫ+1 respective action is also free in Φǫ(Y). We include
the freeness assumption since it is needed to build relative strictly ergodic
models and we assume it in all of what follows.
Lemma 5.4. Let (X, µ, T1, T2) be an ergodic free Z2 action. Suppose its T1-
invariant σ-algebra and its T2 invariant σ-algebras define factor maps free
under the action of T2 and T1 respectively. Then, there exist strictly ergodic
topological models for the factors X → ITi(X), i = 1, 2.
Proof. By Theorem 2.2, we may find strictly ergodic topological (X̂{2}, T1)
and (X̂{1}, T2) for the factor maps (IT2 , T1) and (IT1, T2). Their product
(X̂{2} × X̂{1}, T1 × id, id × T2) is naturally a strictly ergodic model for (IT1 ∨
IT2, T1, T2). By Theorem 2.2, we can find a strictly ergodic model X̂ →
X̂{2} × X̂{1} for X → IT2 ∨ IT1 . The projection onto each coordinate in
X̂{2} × X̂{1} define the strictly ergodic topological models for X → IT1(X)
and X → IT2(X). 
Theorem 5.5. There exist a topological model for the diagram.
Proof. The proof is similar to the one of Proposition 4.5 and it goes by
building strictly ergodic models on each level of the diagram inductively.
We build first the topological models for the levels d and d − 1 (which are
special cases) and then we give an induction argument to build all the other
levels. After building all the diagram, we check that it is indeed a uniquely
ergodic model for the measurable diagram.
Level d: For the d-th level,Φ[d] is just a free Z-action (all transformations
are the same) and we may use Theorem 2.2 to get a strictly ergodic model
for it.
Level d − 1: Take #ǫ = d − 1 and write ǫ = [d] \ { j0} for j0 ∈ [d].
Φǫ can be viewed as a Z2 action generated by Ti0 and T j0 , where i0 is any
in ǫ (recall that all Ti, i ∈ ǫ are the same in Φǫ). Consider the following
transformations: T˜i0 = Ti0 and T˜ j0 = T−1i0 T j0 . These transformation generate
the same action as Ti0 and T j0 , and their projections onto Φ[d] are Ti0 and
the identity map, respectively. We can regard Φ[d] as the T˜ j0 invariant factor
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of Φ[d]\{ j0}. In this case, Lemma 5.4 gives us the existence of the desired
topological model.
Now suppose we have built strictly ergodic topological models for all the
factors of level h + 1, where 1 ≤ h ≤ d − 1. We want to build now strictly
ergodic models for the factors of level h together with continuous projection
into their factors in the level h + 1. Take an ǫ, with ǫ = h, 1 ≤ h ≤ d − 1. Φǫ
is an extension of its the factors in the level h + 1, so it is an extension of∨
j<ǫ
Φǫ∪{ j}.
Claim : If h+1 ≤ d, then the induced Zd−h+1-action on∨ j<ǫ Φǫ∪{ j} is free.
To show this claim, take i0 ∈ ǫ and suppose that T n0i0
∏
j<ǫ T
n j
j acts trivially
on ∨
j<ǫ
Φǫ∪{ j}.
Projecting onto the different factors defining this joining, we have that
T n0i0
∏
j<ǫ T
n j
j acts trivially in Φǫ∪{ j0} for j0 < ǫ. But in this factor, we have
that T n0i0
∏
j<ǫ T
n j
j equals T
ni0+n j0
i0
∏
j<ǫ, j, j0 T
n j
j (because Ti0 = T j0 here). Since
the Zd−(h+1)−1 induced action is free in Φǫ∪{ j0}, we have that ni0 +n j0 = n j = 0
for all j < ǫ ∪ { j0}. From here, if the set [d] \ ǫ have at least two elements,
then ni0 = n j = 0 for all j < ǫ. This proves the claim.
We first build a strictly ergodic model for∨
j<ǫ
Φǫ∪{ j}.
Remark that by induction hypothesis, we have strictly ergodic models
Φ̂ǫ∪{ j} for j < ǫ. Let
Yǫ = supp (
∏
j<ǫ
(Φǫ∪{ j})∗µF) in
∏
j<ǫ
Φ̂ǫ∪{ j},
where we abuse of notation and also write Φǫ∪{ j} for the factor map from
(Xd, µF) to (Φǫ∪{ j}). This space has the property that the projection of the
coordinates Φ̂ǫ∪{ j} and Φ̂ǫ∪{ j′} onto Φ̂ǫ∪{ j, j′} are the same (and similarly for
further projections). We refer this property as non degeneracy of invariant
factors.
We claim that Yǫ is a uniquely ergodic system (under the action of the
associate projection of Hd). To see this, let λ be an invariant measure on Yǫ .
By unique ergodicity of Φ̂ǫ∪{ j}, the projection of λ onto Φǫ∪{ j} is the unique
invariant measure µǫ∪{ j} on this system. Therefore λ can be regarded as a
joining (in the measure theoretical category) of the systems Φǫ∪{ j}, j < ǫ.
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We show that the λ can be pushed to the further levels of invariant factors.
This property is a consequence of the satedness condition we imposed and
it appears basically in [2], Chapter 4. We give the first step and sketch the
key arguments for completeness.
Pick one system of the joining, say Φǫ∪{ j0}, j0 < J. For any other j < ǫ,
we have that Φǫ∪{ j} is a factor of the j-th copy of X inside µF . If we regard
X j as a a factor of (Xd, µF) and a Zd+1-action, we have that it belongs to the
idempotent class Z j,d+1φ (the j-th and (d + 1)-th transformations are equal)
and therefore the joining λ can be viewed as a joining of Φǫ∪{ j0} with a
system in the idempotent class∨ j<ǫ0 Z j,d+1φ . Arguing as in Proposition 4.2.6
in [2], we can conclude that this joining can be projected in the Φǫ∪{ j0}- part
to ∨
j<ǫ, j, j0
Φǫ∪{ j0, j}.
A similar argument works for a joining of invariant factors of a given level.
Iterating the argument, we have that λ is in the end determined by its pro-
jection into the Φ̂[d]-factor, which is uniquely determined since this later
system is uniquely ergodic.
Hence Yǫ is a strictly ergodic model for
∨
j<ǫ Φǫ∪{ j} (which is free) and we
may use relative Theorem 2.2 to get a strictly ergodic model Φ̂ǫ → Yǫ for
the factor map Φǫ → Yǫ .
Iterating the construction, we end up with d topological models for X
(one for each of its copies inside (Xd, µF)), say X̂1, . . . , X̂d and a joining of
these systems that we will denote Nd, invariant under Hd and with a unique
invariant measure for which it is isomorphic to (Xd, µF). 
In what follows, we continue with the precedent notations and let Nd de-
notes the topological model for µF given by Theorem 5.5. For i = 1, . . . , d,
let X̂i denote the topological model for the i-th copy of X inside µF and
φi : X → X̂i the measure theoretical isomorphism. Denote ~φ = φ1 × · · · ×
φd : Xd → X̂1 × · · · X̂d. Theorem 5.5 says (by construction) that Nd is the
support of ~φ∗(µF) on X̂1 × · · · × X̂d.
In order to deduce pointwise convergence results, we need to determine
if images of diagonal points are in Nd. The following result is fundamental.
Theorem 5.6 (Theorem 4.0.2, [2]). If µ(A1 ∩A2 · · · ∩Ad) > 0, then µF(A1 ×
A2 · · · × Ad) > 0.
Corollary 5.7. ~φ(x, . . . , x) ∈ Nd for µ-a.e x ∈ X.
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Proof. For x ∈ X, to prove that ~φ(x, . . . , x) ∈ Nd, it suffices to show that
~φµF(U1 × · · · ×Ud) = µF(~φ−1U1 × · · · ×Ud) is positive for every neighbour-
hood U1 × · · · × Ud of ~φ(x, . . . , x). By Theorem 5.6, it suffices to show that
µ(φ−11 U1 ∩ · · · ∩ φ−1d Ud) > 0.
Recall that the maps φi are (only) measurable. By Lusin’s Theorem, we
can find a sequence of closed sets {Fn}n∈N such that φi restricted to Fn is
continuous for all i = 1, . . . , d, and that µ(Fn) ≥ 1 − 2−n. Now consider
the sequence Hn = supp(µFn ), where µFn is the measure µ restricted to Fn.
Then µ(Hn) = µ(Fn) ≥ 1− 2−n. If H = lim inf Hn then by the Borel-Cantelli
Lemma, we have that µ(H) = 1. Let x ∈ H and let U1 × U2 · · · × Ud be
an open neighbourhood of ~φ(x, . . . , x). Pick n large enough so that x ∈ Hn.
Since φi restricted to Hn is continuous, we have that there exists r > 0 such
that B(x, r)∩Hn ⊆ φ−1i (Ui)∩Hn for all i = 1, . . . , d. Since x is in the support
of µ restricted to Hn, we get that
µ(φ−11 U1 ∩ φ−12 U2 · · · ∩ φ−1d Ud)) ≥ µ(B(x, r) ∩ Hn) > 0.
Hence µF(φ−11 U1 × φ−12 U2 ×∩φ−1d Ud) = ~φ∗µF(U1 × · · · ×Ud) > 0. That is,
~φ(x, . . . , x) ∈ Nd for x ∈ H. 
5.3. Applications. In this section we derive Theorem 1.1 as a consequence
of the construction of the model in the previous section.
Proof of Theorem 1.1. Since the projection of the Fustenberg self-joining
of a system to a factor equals to the Furstenberg-Ryzhikov self-joining of
the factor system, by Theorem 3.5, we may assume that X is Z∗-sated.
Let f1, . . . , fd be measurable bounded functions on X and φi : X → X̂i be
the measure theoretical isomorphism given by Theorem 5.5, where µ̂i is the
measure on X̂i. Fix ǫ > 0. We can find a continuous function f̂i on X̂i such
that ‖ f̂i − fi ◦ φ−1i ‖L1(̂µi) ≤ ǫ. By Corollary 5.7, ~φ(x, . . . , x) ∈ Nd for µ-a.e
x ∈ X. Thus for µ-a.e x ∈ X, the average S N( f̂1, . . . , f̂d, x) defined as
1
Nd+1
∑
0≤n1,...,nd≤N−1
∑
0≤n≤N−1
f̂1(T n1
d∏
j=1
T n jj φ1x) f̂2(T n2
d∏
j=1
T n jj φ2x) · · · f̂d(T nd
d∏
j=1
T n jj φd x)
converges to
∫
f̂1 ⊗ f̂2 · · · ⊗ f̂dd(~φ∗µF) as N → ∞.
This follows from the fact that any weak limit of
1
Nd+1
∑
0≤n1 ,...,nd≤N−1
∑
0≤n≤N−1
(T n1
d∏
j=1
T n jj , T
n
2
d∏
j=1
T n jj , · · · , T
n
d
d∏
j=1
T n jj )δ(φ1x,...,φdx)
is Hd invariant and thus equal to ~φ∗µF .
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Let S n( f1, . . . , fd, x) denote the average
1
Nd+1
∑
0≤n1 ,...,nd≤N−1
∑
0≤n≤N−1
f1(T n1
d∏
j=1
T n jj x) f2(T n2
d∏
j=1
T n jj x) · · · fd(T nd
d∏
j=1
T n jj x)
Using the telescoping inequality, we have that for µ-a.e. x ∈ X,
lim sup
N→∞
∣∣∣∣S N( f1, . . . , fd, x) − Ŝ N( f̂1, . . . , f̂d, x)∣∣∣∣ ≤ d∑
i=1
‖ fi ◦ φ−1i − f̂1‖L1(̂µi).
(5.1)
Thus,
∣∣∣∣∣S N( f1, . . . , fd, x) −
∫
f1 ⊗ · · · ⊗ fddµF
∣∣∣∣∣
≤
∣∣∣∣S N( f1, . . . , fd, x) − Ŝ N( f̂1, . . . , f̂d, x)∣∣∣∣
+
∣∣∣∣∣Ŝ N( f̂1, . . . , f̂d, x) −
∫
f̂1 ⊗ f̂2 · · · ⊗ f̂dd(~φ∗µF)
∣∣∣∣∣
+
∣∣∣∣∣
∫
( f1 ◦ φ−11 ⊗ f1 ◦ φ−12 · · · ⊗ fd ◦ φ−1d − f̂1 ⊗ f̂2 · · · ⊗ f̂d)d(~φ∗µF)
∣∣∣∣∣ .
Using again the telescoping inequality, we get that
lim sup
N→∞
∣∣∣∣∣S N( f1, . . . , fd, x) −
∫
f1 ⊗ · · · ⊗ fddµF
∣∣∣∣∣
is bounded by
2
d∑
i=1
‖ fi ◦ φ−1i − f̂i‖L1 (̂µi) ≤ 2dǫ.
Since ǫ is arbitrary, we get the result. 
6. An expression for the L2-limit of multiple ergodic averages and
pointwise convergence for distal systems
In this section, we prove Theorem 1.2 and Theorem 1.3. Our results rely
on the study of the Furstenberg-Ryzhikov self-joining of a suitable exten-
sion system, and the study of invariant σ-algebras on it.
In this section, for convenience we use the letters S 1, . . . , S d to name the
transformations of a space (X,X, µ). The letter T will be used to denote
T1 = S 1 and Ti = S −11 S i for i ≥ 2.
Let (X, µ, S 1, . . . , S d) be a system with commuting transformations. To
settle notation, in all what follows, µF is the Furstenberg joining of (S 1, . . . , S d),
p : Xd → Xd−1 is the projection onto the last d − 1 coordinates, and denote
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νF = p∗(µF). Recall from Remark 5.1 that νF is the Furstenberg-Ryzhikov
self-joining associated to (T2, . . . , Td).
In all what follows, we assume that (X, µ, S 1, . . . , S d) is Z∗-sated (see
Definition 5.2). As in the previous section, this condition give us a good
picture of the Furstenberg-Ryzhikov self-joining but also implies have the
magic conditions that relate the Host’s seminorms with invariantσ-algebras.
To be more specific, by Lemma 3.9 the condition of being sated with respect
to the idempotent class ∨
i∈ǫ
Z{1,i}φ
(this condition which is included in being Z∗-sated) implies that
E
(
f |
∨
i∈ǫ
Φ{1,i}
)
= E
(
f |
∨
i∈ǫ
ITi
)
= 0 if and only if ||| f |||µ,B = 0,
where B = {Ti : i ∈ ǫ} (recall thatΦI(X), I ⊆ [d] is the factor of X associated
to the σ-algebra invariant under all the transformations S −1i S j, for i, j ∈ I,
i , j).
6.1. Description of the σ-algebra of (T2× . . .×Td)-invariant sets. Theo-
rem 1.2 follows from the study of the σ-algebra of (T2 × . . .× Td)-invariant
sets of the projections of µF onto the last d − 1 coordinates.
Theorem 6.1. Let d ≥ 3 and (X, µ, S 1, . . . , S d) be a Z∗-sated system with
commuting transformations. Then the spaces
(X2 ∨ · · · ∨ Xd,I(T2×···×Td), νF)
and
(
∨
i∈{2,...,d}
Φ{1,i}, ν
F).
are isomorphic (as factors of (Xd, µF)).
Remark 6.2. X2, . . . , Xd are the d−1 last coordinates in (Xd, µF) and we think
of everything as a sub σ-algebra of (Xd, µF). For convenience of notation
(for what follows) we use the notation X2 ∨ · · ·∨Xd instead of X2× · · · ×Xd.
We start with some lemmas. To avoid confusion with the transformations
S 1, . . . , S d and T2, . . . , Td, we use the notations R1, . . . ,Rd in the lemmas:
Lemma 6.3. Let (X, µ,R1, . . . ,Rd) be a measure preserving system with
commuting transformations. For every f1, . . . , fd ∈ L∞(µ), we have∥∥∥∥E( d⊗
i=1
fi|I(R1×···×Rd)
)∥∥∥∥
L2(ν)
≤ C min
1≤i≤d
||| fi|||µ,Ii
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for some universal constant C depending only on d, where ν is any d-fold
self-joining of (X, µ,R1, . . . ,Rd) and Ii = {Ri,RiR−1j : j , i} for 1 ≤ i ≤ d.
As a consequence, for any factors Yi, 1 ≤ i ≤ d of X, the space
(Y1 ∨ · · · ∨ Yd,I(R1×···×Rd), ν)
is isomorphic to
(ZI1(Y1) ∨ · · · ∨ ZId (Yd),I(R1×···×Rd), ν).
Proof. The proof is done by induction on d and is similar to Theorem 12.1
in [15]. We assume the result is true for all (d − 1)-fold self-joining of X.
Let f1, . . . , fd be bounded functions. We may assume that they are bounded
by 1 in L∞(µ)-norm. By the Ergodic Theorem, we have that
∥∥∥∥E( d⊗
i=1
fi|I(R1×···×Rd)
)∥∥∥∥
L2(ν)
=
∥∥∥∥ lim
N→∞
1
N
N−1∑
n=0
d⊗
i=1
fi ◦ Rni
∥∥∥∥
L2(ν)
Applying van der Corput and Cauchy-Schwartz inequalities, we have that
the right hand side is bounded by
lim sup
H→∞
1
H
H−1∑
h=0
lim sup
N→∞
∣∣∣∣ 1N
N−1∑
n=0
∫ d⊗
i=1
fi ◦ Rni ·
d⊗
i=1
fi ◦ Rh+ni dν
∣∣∣∣
= lim sup
H→∞
1
H
H−1∑
h=0
lim sup
N→∞
∣∣∣∣ 1N
N−1∑
n=0
∫
f1 · f1Rh1 ⊗
d⊗
i=2
( fi ◦ Rhi · fi) ◦ (R−11 Ri)ndν
∣∣∣∣
≤ lim sup
H→∞
1
H
H−1∑
h=0
‖ f1 · f1Rh1‖L2(µ) lim sup
N→∞
∥∥∥∥ 1N
N−1∑
n=0
d⊗
i=2
( fi ◦ Rhi · fi) ◦ (R−11 Ri)n
∥∥∥∥
L2(ν′)
,
where ν′ is the projection of ν onto the last d − 1 coordinates. By the induc-
tion hypothesis, the last lim sup is bounded by
min
2≤i≤d
∣∣∣∣∣∣∣∣∣ fi ◦ Rhi · fi∣∣∣∣∣∣∣∣∣µ,I′i ,
where I′i = {R−11 Ri, (R−11 Ri)−1R−11 R j : 2 ≤ j ≤ d, j , i} = {R−11 Ri,R−1i R j : 2 ≤
j ≤ d} = {R−1i R j : j , i} (here we use the Theorem 2.5 (2)).
We get the bound
min
2≤i≤d
lim sup
H→∞
1
H
H−1∑
h=0
∣∣∣∣∣∣∣∣∣ fi ◦ Rhi · fi∣∣∣∣∣∣∣∣∣µ,I′i ,
which by Theorem 2.5 equals to min2≤i≤d ||| fi|||µ,Ii, where Ii = {Ri,R−1i R j :j , i}. Changing the role of the functions we get the bound min1≤i≤d ||| fi|||µ,Ii
and we are done. 
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For any I ⊆ [d], the transformations S −11 S i, i ∈ I act in the same way in
ΦI (because S −11 S i(S −11 S j)−1 = S iS −1j which acts trivially in ΦI). We use T ∗
to denote any expression of this transformation. Note that T ∗ acts trivially
on ΦI if 1 ∈ I. For convenience, for |I| = 1, I = {i}, we denote ΦI = Xi. We
have
Lemma 6.4. Let (X, µ, S 1, . . . , S d) be a Z∗-sated measure preserving sys-
tem with commuting transformations and 1 ≤ k ≤ d − 1. Then the space
(
∨
I⊆{2,...,d},|I|=k
ΦI,IT ∗ , ν
F)
is isomorphic to( ∨
I⊆{2,...,d},|I|=k
Φ{1}∪I, ν
F
)
∨
( ∨
I⊆{2,...,d},|I|=k+1
ΦI,IT ∗ , ν
F
)
.
Remark 6.5. In this lemma, we use νF to also denote its projections onto the
correspondent coordinates.
Proof. Denote Ak = {I ⊆ {2, . . . , d} : |I| = k} and Ak+1 = {I ⊆ {1, . . . , d} : |I| =
k + 1}. Fix any J ∈ Ak. Pick T J = S −11 S j for an arbitrary j ∈ J. For all
J′ ∈ Ak, J′ , J, pick T J
′
= S −11 S j′ for an arbitrary j′ ∈ J′\J. Since |J′| = |J|,
such j′ always exists. Moreover, for all i ∈ {2, . . . , d}\, i , j, there exists
J′ ∈ Ak such that j′ = i (take for example J′ = {i} ∪ J\{ j}).
Recall that ΦI is the factor of X corresponding to the sub-σ-algebra of
Ti = S −11 S i invariant sets for all i ∈ I. By Lemma 6.3,
(ΦAk ,IT ∗ , νF) := (
∨
I∈Ak
ΦI,I(∏I∈Ak T I), νF)
is isomorphic to
(
∨
I∈Ak
ZBI (ΦI),I(∏I∈Ak T I ), νF),
where BI = {T I, (T I)−1T I′ , I′ ∈ Ak, I′ , I}. Particularly, (ΦAk ,I(T ∗), νF) is
isomorphic to
(ZAJ (ΦJ)
∨
J′∈Ak,J′,J
ΦJ′ ,I(T J×∏J′∈Ak ,J′,J T J′ ), νF).
Note that
ZBJ (ΦJ) = ZT J (ΦJ)
∨
J′,J
ZT J
′ (ΦJ)
= ZS
−1
1 S j(ΦJ)
∨
J′,J
ZS
−1
j S j′ (ΦJ) = Φ{1}∪J
∨
J′,J
Φ{ j′}∪J .
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Since X is Z∗-sated, we have that
(∨
I∈Ak ΦI ,IT ∗, ν
F
)
is isomorphic to(
(
∨
I∈Ak+1,J⊆I
ΦI) ∨ (
∨
I∈Ak,I,J
ΦI),IT ∗ , νF
)
.
To justify this, it suffices to show that E
(⊗
I∈Ak fI |IT ∗
)
is measurable with
respect to (∨I∈Ak+1 ΦI, νF) whenever fI is measurable with respect to ΦI.
Choose some I0 ∈ Ak and let BI0 = {T I0 , (T I0)−1T I , I ∈ Ak, I , I0}. By the
Ergodic Theorem and Lemma 6.3, we have that∥∥∥∥E( fI0 − E( fI0 | ∨
I′∈AK+1
I0⊆I′
ΦI′)
⊗
I∈Ak,I,I0
fI
∣∣∣∣IT ∗)∥∥∥∥
L2(νF)
≤
∣∣∣∣∣∣∣∣∣∣∣∣ fI0 − E( fI0 | ∨
I′∈AK+1
I0⊆I′
ΦI′
)∣∣∣∣∣∣∣∣∣∣∣∣
BI0
= 0.
So in E
(⊗
I∈Ak fI |IT ∗
)
we may replace each function fI by its respective
conditional expectation with respect to∨ I′∈AK+1
I⊆I′
ΦI′ . We get that (∨I∈Ak XI,IT ∗ , νF)
is in fact measurable with respect to
(
∨
I∈Ak
∨
I′∈Ak+1
I⊆I′
ΦI′ ,IT ∗ , ν
F) = (
∨
I∈Ak+1
ΦI,IT ∗ , ν
F).
Note that T ∗ acts trivially on ΦI for all I ∈ Ak+1, 1 ∈ I. This finishes the
proof. 
Proof of Theorem 6.1. By Lemma 6.4,
(X2 ∨ · · · ∨ Xd,I(S −11 S 2×···×S −11 S d), ν
F)
is isomorphic to
(
∨
I⊂{2,...,d}
Φ{1}∪I, ν
F).
SinceΦ{1}∪I is a factor ofΦ{1,i} for any i ∈ I, we conclude that ( ∨
I⊂{2,...,d}
Φ{1}∪I, ν
F)
is isomorphic to ( ∨
i∈{2,...,d}
Φ{1,i}, ν
F), which finishes the proof. 
6.2. Description of the measure µF . Let µF be the Furstenberg-Ryzhikov
self-joining associated to (S 1, . . . , S d) in Xd. Recall that the projection onto
the last d−1 coordinates is the Furstenberg-Ryzhikov self-joining associated
to (S −1S 2, . . . , S −1S d) = (T2, . . . , Td) is denoted by νF .
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We may decompose µF with respect to νF
µF =
∫
X2×···×Xd
λ~x × δ~xdνF(~x).
By the invariance of µF under id × T2 · · · × Td, we get that λT2···×Td~x = λ~x.
Hence the map ~x 7→ λ~x, X2×· · ·×Xd → M(X) is I(T2×· · ·×Td)-measurable.
By Theorem 6.1, this σ-algebra is isomorphic to the∨ j≥2 X{1, j} factor of the
first copy of X in µF . To ease notation we write Y1 =
∨
j≥2 X{1, j} and let
π1 : X → Y1 denote the corresponding factor map. We use the variable s
to denote points in Y1 to avoid confusion. We can write λ~x = λs under the
isomorphism given by Lemma 6.4. In particular, λs(π−11 s) = 1.
Let
νF =
∫
Y1
νFs dµ1(s)
be the disintegration of νF over its (T2 × · · · × Td)-invariant σ-algebra (here
we identity this factor with Y1). Since it is the disintegration over the invari-
ants, we get that for µ1-a.e. s ∈ Y1, the measure νFs is (T2×· · ·×Td)-ergodic.
Then
µF =
∫
λ~x × δ~xdνF(~x) =
∫ ∫
Y1
λs × δ~xdνFs (~x)dµ1(s) =
∫
Y1
λs × ν
F
s dµ1(s).
On the other hand, projecting µF onto the first coordinate, we have p1µF =
µ and then µ =
∫
Y1
λsdµ1(s). Since λs(π−11 (s)) = 1, we have that µ =∫
Y1
λsdµ1(s) is in fact the disintegration of µ over µ1.
We are now ready to proof Theorem 1.2.
Proof of Theorem 1.2. Let (Y, T2, . . . , Td) be a system of d − 1 commuting
transformations. Here for convenience of notation we start with the index
2. We set T1 = id and regard it (Y, T1, T2, . . . , Td) as a Zd measure pre-
serving system. We may change coordinates in Zd and regard the system
(Y, µ, S 1, S 2, . . . , S d), where S 1 = T1 and S i = T1Ti, i ≥ 2. By Theorem 3.5,
we may find an Z∗-extension of this system (X, µ, S 1, . . . , S d) and we work
on this extension from now on. It is important to stress that we consider
the action on the new system of coordinates (different system of coordi-
nates lead to different extensions). We remark that (X, µ, S −11 S 2, . . . , S −11 S d)
is also an extension of (Y, µ, T2, . . . , Td) and thus it suffices to prove this
theorem for X.
We claim that µFx = νFπ1(x), x ∈ X satisfy the requirements in the statement.
Recall that
µF =
∫
λ~x × δ~xdνF(~x) =
∫ ∫
λs × δ~xdνFs (~x)dµ1(x) =
∫
λs × ν
F
s dµ1(s),
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where µ =
∫
Y1
λsdµ1(s) and νFs is (T2 × · · · × Td)-ergodic. Disintegrating
µ with respect to µ1 and using Fubini’s Theorem, we have the following
expression
∫
X
δx × ν
F
π1(x)dµ(x) =
∫
Y1
∫
X
δx × ν
F
π1(x)dλs(x)dµ1(s) =
∫
Y1
∫
X
δx × ν
F
s dλs(x)dµ1(s)
=
∫
Y1
(
∫
X
δxdλs(x)) × νFs dµ1(s) =
∫
Y1
λs × ν
F
s dµ1(s) = µF .
(6.1)
Let f2, . . . , fd ∈ L∞(µ) and let F be the L2-limit of lim
N→∞
1
N
∑N−1
n=0 f2(T n2 x) · · · fd(T nd x).
Then
∫
X
f1(x)F(x)dµ(x) = lim
N→∞
1
N
N−1∑
n=0
∫
f1(x) f2(T n2 x) · · · fd(T nd x)dµ(x)
= lim
N→∞
∫
1
N
N−1∑
n=0
f1(T n1 x) f2((T1T2)nx) · · · fd((T1Td)nx)dµ(x)
= lim
N→∞
∫
1
N
N−1∑
n=0
f1(S n1x) f2(S n2x) · · · fd(S nd x)dµ(x)
= µF( f1 ⊗ f2 · · · ⊗ fd) =
∫
X
f1(x)(
∫
f2 ⊗ · · · ⊗ fddνFπ1(x))dµ(x),
where the last equality follows from the expression (6.1). We conclude
that F(x) =
∫ f2 ⊗ · · · ⊗ fddνFx where we slightly abuse notation and write
µFx = ν
F
π1(x). 
6.3. Multiple averages in distal systems. We start with the basic defini-
tions of distal systems and refer to [13] Chapter 10 for further details. We
use many concepts and facts used in [17] and [12].
Definition 6.6. Let π : (X,X, µ,G) → (Y,Y, ν,G) be a factor map between
two ergodic systems. We say π is an isometric extension if there exist a
compact group H, a closed subgroup Γ of H, and a cocycle ρ : G × Y → H
such that (X,X, µ,G)  (Y × H/Γ,Y × H , ν × m,G), where m is the Haar
measure on H/Γ, H is the Borel σ-algebra on H/Γ, and that for all g ∈ G,
we have
g(y, aΓ) = (gy, ρ(g, y)aΓ).
We say that π : (X,X, µ,G) → (Y,Y, ν,G) is an isometric extension with
fiber H/Γ and cocycle ρ and denote it by Y ×ρ H/Γ.
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Remark 6.7. The group Aut(X, µ) of measurable transformations of X which
preserve the measure µ is a Polish group endowed it with the weak topology
of convergence in measure (see [5], Chapter 1). Under this topology, the
convergence is characterized as follows:
hn → h ∈ Aut(X, µ) if and only if ‖ f ◦ h− f ◦ hn‖L2(µ) → 0 for all f ∈ L2(µ).
The inclusion of the compact group H in Aut(X, µ) is continuous since
measurable morphisms between Polish groups are automatically continu-
ous (see [5], Chapter 1, Theorem 1.2.6). This fact does not depend on the
topological model chosen for X.
Remark 6.8. For every isometric extension π : X → Y with fiber H/Γ and
measurable function f on (X, µ), the conditional expectation of f (as a func-
tion on (X, µ)) with respect to Y is
E( f |Y)(x) =
∫
H
f (hx)dm(h).
Equivalently (as a function on (Y,Y, ν)),
E( f |Y)(y) =
∫
H
f (hx)dm(h) for all π(x) = y.
Definition 6.9. Let π : (X,X, µ,G) → (Y,Y, ν,G) be a factor map between
two ergodic systems. We say π is a distal extension if there exist a countable
ordinal η and a directed family of factors (Xθ, µθ,G), θ ≤ η such that
(1) X0 = Y , Xη = X;
(2) For θ < η, the extension πθ : Xθ+1 → Xθ is isometric and is not an
isomorphism;
(3) For a limit ordinal λ ≤ η, Xλ = lim
←θ<λ
Xθ.
We say X is a distal system if X is a distal extension of the trivial system.
We adopt here the same definition when G is not ergodic. In all the cases
we consider, the group G is a subgroup of an ergodic action, so we will not
take other approaches to non-ergodic distal systems such as in [4].
An equivalent definition of an ergodic measurable distal system can be
given using separating sieves:
Definition 6.10. Let π : (X,X, µ,G) → (Y,Y, ν,G) be a factor map between
two ergodic systems. A separating sieve for X over Y is a sequence of
measurable subset {Ai}i∈N with Ai+1 ⊆ Ai, µ(Ai) > 0 and µ(Ai) → 0 such
that there exists a measurable subset X′ ⊆ X, µ(X′) = 1 with the following
property: for x, x′ ∈ X′, if π(x) = π(x′) and for every i ∈ N there exists
g ∈ G such that gx, gx′ ∈ Ai, then x = x′.
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Proposition 6.11. ([13], Chapter 10) Let (X,X, µ,G) be an extension of
(Y,Y, ν,G). Then X is a distal extension of Y if and only if there exists a
separating sieve for X over Y.
Definition 6.12. Let (X, µ, S 1, . . . , S d) be a system with commuting trans-
formations and let pi : (X, µ, S 1, . . . , S d) → (Yi, µ, S 1, . . . , S d), i = 2, . . . , d
be d-factor maps. We say that (p1, . . . , pd) is a good tuple for the pointwise
convergence of multiple averages for (S 1, . . . , S d) if
1
N
N−1∑
n=0
f1(S n1x) · · · fd(S nd x)
converges µ-a.e. x ∈ X whenever fi is measurable with respect to Yi.
This is equivalent to say that
1
N
N−1∑
n=0
E( f1|Y1)(S n1 p1x) · · ·E( fd|Yd)(S nd pd x)
converges µ-a.e. x ∈ X for all measurable functions f1, . . . , fd.
The proof of the following proposition is similar to the one in Proposition
4.16 in [12].
Proposition 6.13. Let (X, µ, S 1, . . . , S d) be magic for (T1, . . . , Td). Let φ′ : X →
Y and φ : X → Z be two factor maps such that Y is an isometric extension
of Z with a fiber H/Γ, and Z is an extension of ∨di=1 ITi = IS 1 ∨ j,1 IS −11 S j .
If (φ, id, . . . , id) is good, then so is (φ′, id, . . . , id).
Remark 6.14. We put the condition of being magic to have a good charac-
terization of factor
∨d
j=1 IT j in terms of the seminorm |||·|||µ,T1,...,Td .
We need some definition for the proof.
Definition 6.15. Let π : X → Y be an isometric extension with fiber H/Γ
and let ϕ : H → R+ be a continuous function. We say that ϕ is a weight if∫
H ϕ(h)dm(h) = 1 and ϕ(h−1gh) = ϕ(g) for all g, h ∈ H.
Let f ∈ L∞(µ). The conditional expectation of f with weight ϕ over Y is
defined to be
Eϕ( f |Y)(x) =
∫
G
f (hx)φ(h)dm(h).
Remark 6.16. We use the cursive symbol Y to stress that this function may
not be constant on the fibers of π (thus is not a function on Y). Remark also
that if ϕ = 1, Eϕ( f |Y)(x) = E( f |Y)(x) = E( f |Y)(π(x)).
These weighted conditional expectations were considered in Proposition
6.3 in [17] and in [12]. They are helpful when lifting the property of point-
wise convergence.
44 SEBASTI ´AN DONOSO AND WENBO SUN
The following lemma is identical to Lemma 4.15 in [12] and so we omit
the proof.
Lemma 6.17. Let π : X → Y be an isometric extension with fiber H/Γ. Let
ϕ : H → R+ be a weight and f ∈ L∞(µ). Then for R ∈ 〈S 1, . . . , S d〉 we have
Eϕ( f ◦ R|Y)(x) =
∫
H
f ◦ h ◦ R(x)ϕ(h)dm(h).
Proof of Proposition 6.13. By Theorem 2.2, we may assume that all the
spaces and factor maps are topological, i.e. the spaces are compact met-
ric and the transformations are continuous. Let λ be any weak limit of the
sequence
λN =
1
N
N−1∑
n=0
(S n1 × · · · × S nd)δ(φ′x,x...,x)
in M(Y × X × · · · × X).
We prove that λ = (φ′ × id × · · · × id)∗νFx , the measure given by the L2-
convergence in Theorem 1.2. Note that λ is (S 1 × · · · × S d)-invariant since
the transformations are continuous. By hypothesis, since (φ, id, . . . , id) is
good for the pointwise convergence, its projection
(φY,Z × id · · · × id)∗λN = 1N
N−1∑
n=0
(S n1 × · · · × S nd)δ(φx,x,...,x) ∈ M(Z × X × · · · × X)
(φY,Z is the factor map from Y to Z) converges to a measure which has to
be (φ × id · · · × id)∗µFx by Theorem 1.2.
Let ϕ : H → R+ be a weight and let µFϕ denote the measure in Y×X×· · ·×X
defined by ∫
f1 ⊗ · · · ⊗ fdµFϕ :=
∫
Eϕ( f1|Z) ⊗ f2 · · · ⊗ fddλ.
where f1 is measurable with respect to Y and f2, . . . , fd are measurable.
We have that∣∣∣∣∣
∫
f1 ⊗ · · · ⊗ fdµFϕ
∣∣∣∣∣ ≤ ‖ϕ‖∞
∫ (∫
| f1(hx1)|dm(h)
)
| f2(x2) · · · fd(xd)|dλ(x1, . . . , xd)
= ‖ϕ‖∞
∫
E(| f1| |Z)(x1)| f2(x2) · · · fd(xd)|dλ(x1, . . . , xd)
= ‖ϕ‖∞
∫
E(| f1| |Z) ⊗ · · · ⊗ | fd|dµF,φx
= ‖ϕ‖∞
∫
| f1| ◦ φ′ ⊗ · · · ⊗ | fd|dµFx ,
where µF,φx := (φ × id · · · × id)∗µFx and the last equalities come from the fact
that the L2-limit of multiple averages remains unchanged if we replace f1
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by E( f1|Z) (this factor is above the factor ∨di=1 ITi). So µFϕ ≪ µFx . On the
other hand, by Fubini’s Theorem, the invariance of λ under S 1 × · · · × S d
and Lemma 6.17, we have
∫
f1 ◦ S 1 ⊗ · · · ⊗ fd ◦ S ddµFϕ =
∫
Eϕ( f1 ◦ S 1|Z) ⊗ f2 ◦ S 2 ⊗ · · · ⊗ fd ◦ S ddλ
=
∫ ∫ (
f1 ◦ h ◦ S 1 ⊗ f2 ◦ S 2 ⊗ · · · ⊗ fd ◦ S ddλ
)
ϕ(h)dm(h)
=
∫ ∫
f1 ◦ hϕ(h) ⊗ f2 ⊗ · · · ⊗ fddm(h)dλ
=
∫
Eϕ( f1|Z) ⊗ f2 ⊗ · · · ⊗ fddλ =
∫
f1 ⊗ f2 ⊗ · · · ⊗ fddµFϕ .
So µFϕ is invariant under S 1 × · · · × S d and we conclude that µFϕ coincides
with µFx because of ergodicity of the later guaranteed by Theorem 1.2.
We can then take a sequence of ϕn whose support go to identity to recover
the measure λ in the limit, as is done in [12]. Let {gk : k ∈ N} be a countable
set of continuous functions included and dense in the unit ball of C(Y). For
k ∈ N, let Bk,n ⊆ H be a ball centered at the origin such that h ∈ Bk,n implies
that ‖gk ◦ φ′ − gk ◦ φ′ ◦ h‖L1(µ) ≤ 2−n.
Let {ϕk,n}n∈N be a sequence of weighted functions such that the support of
ϕk,n is included in Bk,n (the condition on the support can always be satisfied,
we refer to Proposition 6.3 in [17]). Define the function
Fk,n(x) = E
((∫
H
|gk ◦ φ′ − gk ◦ φ′ ◦ h|ϕk,n(h)dm(h)
)∣∣∣IS 1)(x).
and by the Markov inequality, the set En,k,i of points where Fk,n > 1i has a
measure smaller than
i
∫
X
Fk,ndµ = i
∫
X
∫
H
|gk ◦ φ′ − gk ◦ φ′ ◦ h|ϕk,n(h)dm(h)
By Fubini and the definition of ϕk,n this term is bounded by i2−n.
The Borel-Cantelli Lemma ensures that
µ(lim sup
n
En,k,i) = 0.
So if X′′ = X′
⋂
k,i∈N(lim supn En,k,i)c, then µ(X′′) = 1.
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By the Von Neumann Theorem in a subset X′′′ ⊂ X′′ of full measure we
have the bound∣∣∣∣
∫
gk ⊗ f2 ⊗ · · · ⊗ fddλ −
∫
gk ⊗ f2 ⊗ · · · ⊗ fddµFϕk,n
∣∣∣∣
=
∣∣∣∣
∫ (∫
H
(
gk ⊗ f2 ⊗ · · · ⊗ fd − gk ◦ h ⊗ f2 ⊗ · · · ⊗ fd)ϕk,n(h)dm(h))dλ∣∣∣∣
≤E
((∫
H
|gk ◦ φ′ − gk ◦ φ′ ◦ h|ϕk,n(h)dm(h)
)∣∣∣IS 1)(x) = Fk,n(x)
for all x ∈ X′′′ and k, n ∈ N.
We get that for x ∈ X′′′ and k ∈ N, for every i ∈ N there exists big enough
n such that Fk,n ≤ 1i . It follows then that for x ∈ X
′′′
∫
gk⊗ f2⊗· · ·⊗ fddλ = lim
n→∞
∫
gk⊗ f2⊗· · ·⊗ fddµFϕn,k =
∫
gk◦φ′⊗ f2⊗· · ·⊗ fddµFx .
for all k ∈ N. A density argument allows to deduce λ = (φ′×id×· · ·×id)∗µFx .
Now fix f2, . . . , fd ∈ L∞(µ), ǫ > 0, and let f1 be measurable with respect
to Y with ‖ f1‖∞ ≤ 1. By Birkhoff Theorem and telescoping, for any con-
tinuous function in a dense countable family (for example for the family
{gk}k∈N), we have the bound
lim sup
N→∞
∣∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(φ′(S n1 x)) f2(S n2 x) · · · fd(S nd x) − gk(φ′(S n1x)) f2(S n2x) · · · fd(S nd x)
∣∣∣∣∣∣∣
≤ E(| f1 ◦ φ′ − gk ◦ φ′| | IS 1)(x)
(6.2)
for µ-a.e. x ∈ X.
So
lim sup
N→∞
∣∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(φ′(S n1 x)) f2(S n2 x) · · · fd(S nd x) −
∫
f1 ◦ φ′ ⊗ f2 ⊗ · · · ⊗ fddµFx
∣∣∣∣∣∣∣
≤ lim sup
N→∞
∣∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(φ′(S n1x)) f2(S n2x) · · · fd(S nd x) − gk(φ′(S n1x)) f2(S n2x) · · · fd(S nd x)
∣∣∣∣∣∣∣
+
∣∣∣∣∣
∫
( f1 ◦ φ′ ⊗ f2 ⊗ · · · ⊗ fd − gk ◦ φ′ ⊗ f2 ⊗ · · · ⊗ fd)dµFx
∣∣∣∣∣
≤ 2(E(| f1 ◦ φ′ − gk ◦ φ′| | IS 1)(x)
(6.3)
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Let
Eǫ =
x ∈ X : lim supN→∞
∣∣∣∣∣∣∣ 1N
N−1∑
n=0
f1(φ′S n1x) f2(S n2(x)) · · · fd(S nd x) −
∫
f1 ◦ φ′ ⊗ f2 ⊗ · · · ⊗ fddµFx
∣∣∣∣∣∣∣ > 2ǫ
 .
Then
µ(Eǫ) ≤ µ({x : E(| f1 ◦ φ′ − gk ◦ φ′| | IS 1)(x) ≥ ǫ}).
Let 0 < δ < ǫ and let k ∈ N with ‖ f1 − gk‖1 ≤ δ2. The Markov inequality
implies that
µ(Eǫ) ≤ ‖ f1 ◦ φ
′ − gk ◦ φ′‖1
ǫ
≤ δ.
Since δ is arbitrary we have that µ(Eǫ) = 0. Hence ⋃n∈N E1/n is a set of 0
measure, which means that
1
N
N−1∑
n=0
f1(φ′S n1x) f2(S n2(x)) · · · fd(S nd x)
converges µ-a.e. x ∈ X to
∫ f1 ◦ φ′ ⊗ · · · fddµFx as N →∞. 
The following proposition follows from a standard limit argument:
Proposition 6.18. Let (X, µ, S 1, . . . , S d) be a system. Let φ be a factor map
of X which is the inverse limit of a sequence of factor maps {φn}n∈N. If
(φn, id, . . . , id) is good for all n ∈ N, then so is (φ, id, . . . , id).
The next lemma is standard
Lemma 6.19. If Theorem 1.3 holds for d−1, then any tuple ~φ = (φ1, . . . , φd)
is good if φi is a factor of IS i
∨
j,i IS −1i S j for some i = 1, . . . , d
Proof. By a density argument, it suffices to show the statement when fi is
the product of g j,i, j = 1, . . . , d, where gi,i is IS i measurable and g j,i, j , i is
IS −1i S j
measurable. In this case,
1
N
N−1∑
n=0
f1(S n1x) · · · fd(S nd x) = gi,i(x)
1
N
N−1∑
n=0
∏
j,i
gi, j(S nj x)
and the result follows by assumption. 
The following lemma is a direct generalization of Lemmas 3.14 and 3.15
in [8]. We omit the proof.
Lemma 6.20. Let (X, µ, S 1, . . . , S d) be a measure preserving system and
µ =
∫
µxdµ(x) be the ergodic decomposition of µ. For a bounded function
f on X, let f˜ be a version of E( f | ∨ITi). Then for µ-a.e. x ∈ X, we have
Eµx( f | ITi) = f˜ µx − a.e.
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(Here Eµx( f | ITi) is the conditional expectation of f with respect to the
measure µx).
We need the following proposition, which is similar to Proposition 4.8 in
[12].
Proposition 6.21. Let (Y, ν, S 1, . . . , S d) be an ergodic distal system with
commuting transformations. Then there exists an ergodic distal extension
(Y, µ, S 1 , . . . , S d) which is magic for T1, . . . , Td.
Proof. We first consider the cubic extension π : (Y [d], νT1,...,Td ,F 11 , . . . ,F 1d ) →
(Y, ν, T1, . . . , Td, where the factor map π projects Y [d] onto the last coordi-
nate. In (Y [d], µT1,...,Td) we consider the action of the group GT1,...,Td that we
recall is the group generated by both upper and lower face transformations
F 01 , . . . ,F
0
d , F
1
1 , . . . ,F
1
d (see Section 2.4). We claim that (Y [d], νT1,...,Td ,GT1....,Td)
is ergodic and distal. The ergodicity follows directly from page 12 in [14]
or can be derived as a consequence of Theorem 4.9. To show distality,
we consider (Ai)i∈N a separating sieve for (Y, ν, T1, . . . , Td) and prove that
A2di = (Ai × · · · × Ai)i∈N is a separating sieve for (Y [d], νT1,...,Td ,GS 1,...,S d).
The Jensen inequality implies that
νT1(Ai × Ai)1/2 =
(∫
X
|E(1Ai |IT1)|2dν
)1/2
≥
∫
X
E(1Ai |IT1)dν = ν(Ai) > 0.
Similarly
νT1,T2(Ai × Ai × Ai × Ai)1/4 ≥ νT1(Ai × Ai)1/2 ≥ ν(Ai) > 0.
Thus
0 < ν(Ai)2d ≤ νT1,...,Td(Ai × · · · × Ai) ≤ νT1,...,Td(Ai × X × · · · × X) = ν(Ai) → 0.
On the other hand, if two points ~x and ~y in Y [d] are such that for all i ∈ N,
there exists ~g ∈ GT1,...,Td with ~g~x, ~g~y ∈ Ai × · · · × Ai, then by the distality on
each coordinate (and that {Ai}i∈N is a separating sieve), we have that ~x = ~y.
This finishes the claim.
Let νT1,...,Td =
∫
ν~x dνT1,...,Td(~x) be the ergodic decomposition of νT1,...,Td
under the face transformations F 11 , . . . ,F 1d . The map π (the projection onto
the last coordinate of Y [d]) maps νT1,...,Td onto ν and also maps ν~x to ν for
νT1,...,Td-a.e. ~x ∈ Y [d] by ergodicity.
We consider a countable family { fk : k ∈ N} on Y [d] which is dense in
Lp(ν) for any p ∈ [0,+∞) and everyGT1,...,Td-invariant measure. By a density
argument, to show that νT1,...,Td-a.e x ∈ X the system (Y [d], ν~x,F 11 , . . . ,F 1d ) is
magic, it suffices to show that
∣∣∣∣∣∣∣∣∣∣∣∣ fk − Eν~x( fk | ∨di=1 IF 1i )
∣∣∣∣∣∣∣∣∣∣∣∣
ν~x,F
1
1 ,...,F
1
d
= 0 for all
k ∈ N.
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By Lemma 6.20, if f˜k is a measurable representative of E( fk | ∨di=1 ITi),
then Eν~x( fk |
∨d
i=1 IF 1i
) = f˜k µ~x-a.e. for νT1,...,Td-a.e. ~x ∈ Y [d] for all k ∈ N.
Since (Y [d], νT1,...,Td ,F 11 , . . . ,F 1d ) is magic (Theorem 3.7), by Theorem 2.5,
we have that
0 =
∣∣∣∣∣∣∣∣∣∣∣∣ fk − f˜k∣∣∣∣∣∣∣∣∣∣∣∣2d
νT1,...,Td ,F
1
1 ,...,F
1
d
=
∫ ∣∣∣∣∣∣∣∣∣∣∣∣ fk − Eνx( fk |
d∨
i=1
IF 1i
)
∣∣∣∣∣∣∣∣∣∣∣∣2d
ν~x,F
1
1 ,...,F
1
d
dνT1,...,Td(~x)
for every k ∈ N. Hence
∣∣∣∣∣∣∣∣∣∣∣∣ fk−Eνx( fk | ∨di=1 IF 1i )
∣∣∣∣∣∣∣∣∣∣∣∣2d
ν~x,F
1
1 ,...,F
1
d
= 0 for νT1,...,Td-a.e.
~x ∈ Y [d] for all k. This finishes the proof. 
Proof of Theorem 1.3. Let (X, µ, S 1, . . . , S d) be an ergodic distal system with
commuting transformations. We prove the pointwise convergence of mul-
tiple averages inductively for the number of transformations S i considered.
The case d = 1 is just the Birkhoff Theorem. We now assume the con-
clusion hold for i − 1 and prove it for i ≤ d, i.e. we consider the system
(X, µ, S 1, . . . , S i). We may decompose µ as µ =
∫
µxdµ(x) into 〈S 1, . . . , S i〉
ergodic components. For µ-a.e x ∈ X, the measure µx is ergodic and distal
for S 1, . . . , S i (for the distality property see for instance [12] Prop 4.9 for a
proof of this fact).
It suffices to prove that Theorem 1.3 holds for µx for µ-a.e x ∈ X. Fix
x ∈ X. We can apply Proposition 6.21 to find an extension of µx which is
ergodic, distal and magic for T1, . . . , Ti. By Proposition 6.13 and 6.18, it
suffices to show that (φ, id, . . . , id) is good for φ : X → IS 1
∨i
j=2 IS −11 S j . By
induction hypothesis and Lemma 6.19, we are done. 
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