This thesis aims at developing methods to make digital devices more automatic and intuitive while focusing on imagerelated applications. We learn associations between image characteristics and keywords with a statistical framework based on large databases of annotated images. Such associations are widely exploitable and we demonstrate two main applications: semantic image enhancement and automatic color naming. Both applications show convincing results and suggest that the framework can be extended to other areas.
INTRODUCTION
The digitization of our every day life causes a paramount demand for automatic and intuitive devices that do not require technical expertise or training of the end user. The major roadblock towards intuitive devices is the semantic gap, which describes the fact that humans and computers use different representations of information (semantic vs. numeric). An example are settings dialogs for technical parameters that are not understandable for the majority of the population.
It is thus desirable to develop methods that enable a user to interact with a device on the same semantic level as when two persons interact with each other. The input to the device can have different forms such as written text (Google Search), spoken word (Apple's Siri), gestures and body motion (Windows Kinect, Leap Motion) or even thoughts and brain activity (Emotiv's EEG headset).
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Within this broad context, this thesis focuses on images. The goal is to relate image characteristics (numeric) with keywords (semantic) on a large scale and exploit it for different applications. The applications are well known topics in the multimedia and image community, but the semantic awareness enables automatic and more intuitive workflows.
The training of associations between the semantic and numeric representations is based on large databases acquired online for free. Two sources have been particularly useful: Flickr, e.g. MIRFlickr [7] , or Google Image Search 1 . The datasets are in the order of millions of images and thousands of different keywords.
Our first application is semantic image enhancement (Sec. 4.1) [11] . There are two main advantages due to the added semantic component. First, the user can actively control the image workflow with commands given in natural language instead of complicated technical parameters. Second, image workflows can be automized by exploiting annotated keywords from the image file header or using surrounding text in a composed document. Figure 1 illustrates three examples of semantic image enhancement that the current implementation of the framework (Sec. 4.1) handles. Figure 1(a) shows the adaptation of an image to the semantic concepts dark and sand, respectively. Figure 1(b) shows how an image's colors can be re-rendered in order to emphasize its semantics -strawberry. Finally, Figure 1 (c) demonstrates a defocus magnification to account for the semantic concept macro.
The second application is color naming, where the task is to find the color values that are related to a color name and vice versa (Sec. 4.2) [10, 9] . The fully automatic framework allows to estimate color values for a large number of color names in different languages. An overview is reproduced in Figure 5 .
The main contributions of this research to the multimedia community so far are:
• Demonstration of a light-weight easily-scalable statistical framework that relates image characteristics with semantic concepts.
• Application in automatic image enhancement that adapts to arbitrary semantic concepts.
• Application in automatic multi-lingual color naming. 
RELATED WORK
This PhD thesis covers so far the areas of data mining, image enhancement and color naming.
Data mining provides techniques to extract implicit and previously unknown information from raw data [21] . This technique became practical for images with the advent of online image sharing communities such as Flickr or Google Image Search, which are used in this work.
Image enhancement is a widely explored field. A simple approach is to rely on a set of rules that a good image should satisfy (defined by a human expert) and process an input image according to these rules. Examples are histogram equalization [8] or more recent and sophisticated methods to adjust color harmony [3, 17] . Example-based approaches for image enhancement aim at transferring image characteristics from a set of example images to a new input image [16] . Another approach is to classify an image (or regions of it) into a fixed set of image categories before applying a classdependent image enhancement [13, 4] . They use common but limited semantic classes, such as "sky", "skin", or "vegetation", whereas this thesis aims at handling an arbitrary number of semantic keywords.
Color naming is the task to relate color names with color values. This is of importance ever since people communicated colors [5] . Color naming usually is done with a psychophysical experiment where observers have to successively name uniform color patches. The answers over many patches and users are then averaged to estimate a color name's location in color space [12, 14] . Automatic approaches have been proposed, but only realized for a small number of color names [19, 18] . As our method easily scales, we are able to compute a large scale color thesaurus for many languages.
DATA MINING FOR IMAGE INTERPRE-TATION
Relating a semantic expression to a numeric image characteristic can be done with data on a large database of annotated images [7] .
Given a database of image and annotation pairs I db = {Ii, Ai}, we can compute characteristics C j i for all images
∈ Ai} be the set of all characteristics that stem from images annotated with keyword w and all remaining characteristics, respectively.
If the characteristic j is related to keyword w, the sets C j w and C j w are significantly different. There are many statistical test to assess whether the values in two sets differ or not [20, 6, 15] . The simplest test is the Mann-WhitneyWilcoxon test [20] , which is sensitive to the difference of medians of both sets.
Independent of the applied test, the output value can be normalized to a standard significance score z = (T −μT ) /σT , where T is the test statistic andμT ,σ Let us exemplarily use as characteristic the percentage of pixels that fall into a specific bin of a color histogram. Figure  2 shows the z value distribution for the keyword ferrari and a color histogram in CIELAB color space. It is visible that the color bins in the reddish region have the highest significance values as expected for ferrari.
Note that the color bins are an illustrative example, but the framework can handle any characteristic including spatial frequency distributions, outputs of specific filters (e.g. Gabor), structural descriptors or spatial layout descriptors [2] . For a specific application the relevant characteristics have to be chosen appropriately. For example, for semantic image enhancement (Sec. 4.1) we choose characteristics related to image re-rendering, such as color histograms for tone reproduction and spatial frequency domain histograms for detail reproduction.
APPLICATIONS
The significance values are of general purpose and provide information about keywords and image characteristics independent of the application. In this thesis, we focus on two main applications so far, which are semantic image enhancement and color naming. 
Semantic Image Processing
The goal in semantic image enhancement is to adapt an image to its semantic context [11] . Therefore the framework uses information from two sources, the image content (numeric) and the associated keyword (semantic), and combines them in a processing workflow. The adaption to the semantics is realized with the significance values, which indicate the characteristics that are relevant for the present semantic context.
Example cases of the implemented framework are shown in Figure 1 . Note two important properties of the proposed semantic enhancement. First, the keywords are arbitrary semantic expressions and not restricted to a limited vocabulary. Second, the different output images in Figure 1 (a) are solely due to the associated semantic concept, as the input image is the same for both workflows. Conventional algorithms that only take the pixel values into account can not achieve this.
The performance of the algorithm has been verified with an online psychophysical experiment. We took 29 image/ keyword examples as the one in Figure 1 (a) and invited 40 human observers. Four versions of each image have been shown at a time: the original image and outputs from Photoshop's auto contrast, Matlab's histogram equalization and our semantic enhancement, respectively. The observers were asked to select the image that best matches the associated keyword. The semantic enhancement outperformed the other versions by a factor of more than 2.5 (see Figure 3 ).
Color Naming
Color naming can be easily solved with the significance values as shown in Figure 2 . The color values associated to a color name (i.e. semantic expression) is the maximum of the z distribution in color space [10, 9] .
We used a list of 950 English color names derived during the XKCD survey, an online color naming experiment [1] . We had them translated to 6 languages (French, German, Italian, Portuguese, Chinese, Korean) by native speak- ers with a good command of English. We downloaded 100 images from Google Image Search using the color name as a search query for each color name in each language. The statistical test then gives for each color name a corresponding color value. Figure 5 shows an overview of 50 estimated colors in all languages.
We illustrate the quality of the estimation at the example of the color maroon that we looked up in several databases. The ΔE distances between the XKCD value and the other databases are shown in Figure 4 (a). The distances of our estimations in different languages and the XKCD estimation is plotted in Figure 4 (b). It is visible that the precision of the estimations is in the same order as between different official databases. 
CONCLUSIONS & FUTURE RESEARCH
This thesis demonstrates the usage of statistical tests in order to relate image characteristics to semantic concepts. The significance values have a practical meaning and carry information independent of the application scenario.
So far two applications have been implemented. First, semantic image enhancement in order to adapt image processing not only to the input image, but also to its associated semantic concept as shown in Figure 1 . This has been evaluated with psychophysical tests as shown in Figure 3 . Second, automatic multi-lingual color naming, where a color name has to be associated with its color values. Figure 5 reproduces 50 sample patches for 8 languages. The precisions between our estimations and the XKCD values are in the same range as between different databases (Fig. 4) . During the remaining time of my thesis I want to refine and extend the current research.
For the semantic image enhancement the psychophysic validation of the semantic image enhancement has to be put on more solid ground. I want to look into the limitations and validity of online experiments such as on Amazon Mechanical Turk. Further, it is desirable to implement other characteristics than gray-levels, colors, and defocus.
The color naming application so far only uses the value of maximum significance. However, the distribution as a whole also carries information such as how well defined a color is (confined vs. wide-spread peak around the maximum) or whether color deviations are more acceptable in a predominant direction.
For the statistical framework, a more thorough analysis of different statistical tests has to be done. Preliminary trials showed no significant effect of choosing a different test than the one from Mann-Whitney-Wilcoxon, but it has to be validated with appropriate experiments.
Future research also has to exploit the fact that the space of visual characteristics is large. So far, manually designed characteristics have proven to work well for the presented applications. However, an automatic approach to create and assess characteristics can be another leap forward, because it is possible that well performing characteristics are found, which are not intuitive enough to be manually conceived. This can then lead to more applications in other fields such as image retrieval, image labeling or text analysis.
