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Abstract—This paper compares the performance of hand-
geometry recognition based on high-level features and on
low-level features. The difference between high- and low-
level features is that the former are based on interpreting the
biometric data, e.g. by locating a finger and measuring its di-
mensions, whereas the latter are not. The low-level features
used here are landmarks on the contour of the hand. The
high-level features are a standard set of geometrical features
such as widths and lengths of fingers and angles, measured
at preselected locations.
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I. INTRODUCTION
Reported systems for hand-geometry recognition, e.g.
[1], [2], [3], and [4] for an overview, use high-level geo-
metrical features as inputs. Examples of such features
are the widths and the lengths of fingers and of parts of
the palm, and the angles between line segments connect-
ing certain points. These features are measured from a
black-and-white or gray-level image of the hand. The im-
age processing needed to obtain these features is simple.
For instance, the widths of the hand and the fingers, are
measured on fixed line segments. Other features may re-
quire some simple type of processing, such as determining
the fingertips and the interfinger points. Registration can
be omitted, because the position of the hand is fixated by
means of alignment pegs. A black-and-white image of the
hand, including a side view, is shown in Figure 1. The
lengths of the line segments and the angles are the fea-
tures. The alignment pegs appear as black disks. The three
larger black disks are for calibration.
The performance of hand-geometry recognition is, in
spite of its simplicity, quite acceptable. Equal-error rates
of about 0.5% have been reported1, which is almost as
1In [1] an equal-error rate of 0.12% is claimed, but it is said that ‘at
the cross-over point we observed 1 FR and 118 FA’. In [1] the number
of tests was 800 for the false-reject rate and 9900 for the false-accept
rate. Therefore, the equal-error rate may be anywhere between 0.12%
and 1.2%.
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Fig. 1. Binary image of the hand and geometrical features. The
lengths of the line segments and the angles in the image are used
as features.
good as the equal-error rate that is obtained by state-of-
the art, but much more advanced, fingerprint recognition.
This paper demonstrates the feasibility of a method of
contour-based hand-geometry recognition. The contour is
completely determined by the black-and-white image of
the hand and can be derived from it by means of simple
image-processing techniques. It can be modelled by para-
meters, or features, that capture more details of the shape
of the hand than the standard geometrical features do. An
example of such a set of parameters are Fourier descriptors
[5]. The features considered in this paper are the spatial
coordinates of certain landmarks on the contour, similar
to the landmarks used in the statistical shape model of the
hand in [6]. These features are low-level, because they are
not based on an interpretation of the data. Section II dis-
cusses the features and the recognition method.
Another contour-based method of hand-geometry
recognition was published in [7]. This method does not
use landmarks, but the fingers are extracted from the con-
tour and aligned pairwise. The mean alignment error is
used to compare contours. An equal-error rate of about
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2.5% was reported.
The usefulness of the new method has been evaluated
experimentally in a verification context. The verifica-
tion performance obtained with contour-based features has
been compared with the verification performance obtained
with standard high-level features. The experiment and the
results are presented in Section III.
II. CONTOUR-BASED RECOGNITION
Images of the right hand are used for recognition. The
part of the contour that is used runs counterclockwise from
a point at a fixed distance below the basis of the little fin-
ger to a point at a fixed distance below the basis of the
thumb. The parts of the contour below those points are not
used, because they are unreliable due to sleeves or cuffs
that may appear in the image. The alignment pegs are re-
moved from the extracted contour. Possible dents at their
locations are smoothed by linear interpolation. The num-
ber of landmarks on a contour can be chosen freely, but the
minimum set consists of 11 reference landmarks. These
are: the start and end point of the contour, the fingertips
and the interfinger points. A number of nl ≥ 0 additional
landmarks can be placed on the contour at equidistant po-
sitions between adjacent reference landmarks. This means
that there are l = 10nl + 11 landmarks in total. Their spa-
tial coordinates (x, y) constitute the feature vector. The
dimensionality m of the feature vector is, therefore, twice
the number of landmarks. The landmarks can be aligned
to a reference set by means of a rotation and a translation,
but this hardly improves the recognition performance.
The verification is based on a log-likelihood-ratio clas-
sifier. It is assumed that the feature vectors have multi-
variate Gaussian probability densities. The total probabil-
ity density, i.e. the probability density of a feature vector
x without prior knowledge of the specific class of x, is
p(x) =
1
(2pi)
m
2 |ΣT| 12
e−
(x−µT)TΣ−1T (x−µT)
2 , (1)
withm the dimensionality of the feature space, µT the total
mean and ΣT the total covariance matrix. The superscript
T denotes vector or matrix transposition. It is assumed that
a class c is characterized by its class mean µc and that all
classes have the same within-class covariance matrix ΣW.
The within-class probability density, i.e. the probability
density of a feature vector x ∈ c, is
p(x|c) = 1
(2pi)
m
2 |ΣW| 12
e−
(x−µc)TΣ−1W (x−µc)
2 . (2)
Prior to classification the feature vector is mapped onto
a lower-dimensional subspace by means of a linear trans-
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Fig. 2. Original contour (thin) and final contour (thick) with 51
landmarks nl = 4.
form. The d ×m transform matrix M simultaneously di-
agonalizes the within-class and the total covariance ma-
trix, such that the latter is an identity matrix. This results
in a log-likelihood-ratio classifier that has a computational
complexity that is linear, rather than quadratic, with the di-
mensionality d. The log-likelihood-ratio is then given by
l(y) = (3)
−1
2
(y − νc)TΛ−1(y − νc) + 12(y − νT)
T(y − νT)
−1
2
log(|Λ|),
with y = Mx, νc = Mµc, νT = MµT, and Λ =
MTΣWM a diagonal matrix. If l(y) is above a threshold
T , the user is accepted, otherwise he is rejected.
The coefficients of the transformation matrix M and the
parameters (νc, νT,Λ) of the classifier must be estimated
from training data consisting of the landmarks of a number
of s subjects. This training procedure is as follows. The
columns of the m× nex matrix X contain the feature vec-
tors of the s subjects (=classes). I.e. X = (X1 . . . Xs),
with Xc the matrix containing the training data from sub-
ject c. Let (1 . . . 1) denote a row vector with all elements
equal to 1. As a first step, an estimate
µˆT =
1
nex
X (1 . . . 1)T (4)
of the total mean µT is computed and subtracted from the
vectors in the training set. The resulting data matrix is
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denoted as X0 = (X01 . . . X0s ). The dimensionality of
the feature space is reduced by projecting the zero-mean
training set onto its p most significant principal compo-
nents, thus retaining only the strongest modes of varia-
tion. The principal components are computed by means
of a singular-value decomposition. I.e.
X0 = UXSXV TX , (5)
with UX an m×nex orthonormal matrix spanning the col-
umn space of X0, SX an nex × nex diagonal matrix of
which the diagonal elements are the singular values of X0
in descending order, and VX an nex × nex orthonormal
matrix spanning the row space of X0. The dimensionality
reduction and the whitening are achieved as follows. Let
the nex × p matrix UPCA be the submatrix of UX consist-
ing of the first p < nex columns. Furthermore, let the p×p
matrix SPCA be the first principal p× p submatrix of SX .
Finally, let the nex × p matrix VPCA be the submatrix of
VX consisting of the first p columns. The whitened data
matrix with reduced dimensionality is denoted as
Y =
√
nex − 1V TPCA. (6)
The columns are p-dimensional feature vectors with zero
mean and independent, identically distributed (i.i.d.) ele-
ments. The next step is a linear-discriminant analysis on
this set. Note that Y = (Y1 . . . Ys), with Yc the matrix
containing the transformed training data from subject c.
Let nex,c denote the number of columns of Yc. Estimates
µˆc =
1
nex,c
Yc (1 . . . 1)
T , c = 1, . . . , s, (7)
of the within-class variations of each user are computed
and subtracted from the corresponding Yc. This results in
a matrix Y 0 of within-class variations. The principal com-
ponents of the within-class variations are also computed
by means of a singular-value decomposition. I.e.
Y 0 = UY SY V TY , (8)
with UY an p×p orthonormal matrix spanning the column
space of Y 0, SY an p× p diagonal matrix of which the di-
agonal elements are the singular values of Y 0 in descend-
ing order, and VY an nex× p orthonormal matrix spanning
the row space of Y 0.
A projection onto the d least significant principal com-
ponents of the within-class variations is the last factor of
the transform. The resulting dimensionality d of the fea-
ture vector satisfies d ≤ min(p, s − 1). It is shown in the
appendix that a higher dimensionality does not contribute
to the likelihood ratio. Therefore, letULDA denote the sub-
matrix of UY consisting of the last d columns and let the
d×dmatrix SLDA denote the last principal d×d submatrix
of SY . The sequence of transformations described above
can be replaced by one multiplication by the d×m matrix
M =
√
nex − 1UTLDAS−1PCAUTPCA. (9)
The parameters (νc, νT,Λ) of the log-likelihood ratio (3)
are given by
νc = UTLDAµˆc + νT, c ∈ {1, . . . , s}, (10)
with µˆc defined in (7),
νT =MµˆT, (11)
µˆT defined in (4), and
Λ =
1
nex − 1 S
2
LDA. (12)
The effect of the total transform is that the observation
space is i.i.d. and that the within-class variations are uncor-
related. The transformed total mean and the class means
serve as templates in the verification process.
Instead of the class-independent reduction of dimen-
sionality described above, a class-dependent dimensional-
ity reduction is possible. In [8] a method is described that
consists of two steps. First, by means of the above proce-
dure, the dimensionality is reduced to s− 1. Then a class-
dependent transform is applied, which further reduces di-
mensionality under the constraint that the discrimination
between p(y|c) and p(y) is maximum.
III. EXPERIMENTAL EVALUATION AND RESULTS
A lab system, similar to the one described in [3], has
been realized. A standard web cam captures a color im-
age of the hand, which is converted to a black-and-white
image. The position of the hand is fixated by means of
6 reference pins. A side view of the hand at the thumb-
side is captured via a mirror that is positioned under 45
degrees. The side view was only used for measuring the
heights of the hand at a few positions, which belong to
the set of standard high-level features. A black-and-white
image with the references pins is shown in Figure 1. The
geometrical features are indicated in this figure.
The lab system was used for an experimental compar-
ison of two methods: a standard method based on 30
high-level features, similar to those described in [3], and
the contour-based method described above. The standard
method also uses a log-likelihood-ratio classifier based on
Gaussian probability densities and the dimensionality is
reduced by the same procedure as is used for the contour
parameters. A database containing 10 to 20 black-and-
white images of the right hand of each of 51 subjects was
collected. It contains a total of about 850 images.
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Fig. 3. Equal-error rates as functions of the final dimensionality
d, obtained the standard method with 30 high-level features (+),
and with the new method with 51 (◦), 91 (∗), 211 (5) and 311
(4) landmarks.
The equal-error rate was taken as the measure of perfor-
mance. It was estimated as the average outcome of 20 ex-
perimental trials. In each trial the feature vectors of each
subject were randomly divided into 2 groups: a fraction
of 75% was added to a training set; the remaining 25%
were added to a test set. The transform coefficients and
the classifier parameters were estimated from the training
set. The class means served as templates in the verifica-
tion process. Therefore, the enrollment was part of the
training. The equal-error rates were estimated from the
test set. Log-likelihood ratios were computed for each fea-
ture vector in the test set. This means that there were about
213 (25% of 850) genuine attempts and 10650 imposter at-
tempts (50×213) in each trial. With 20 trials this amounts
to a total of 4260 genuine and 213000 imposter attempts.
These attempts are not statistically independent.
The parameters of the trails were the number of most
significant principal components p, the final dimensional-
ity d of the feature vector, and the number of landmarks
l = 10nl + 11. Figure 3 presents the equal-error rates
as functions of the final dimensionality d, obtained with
the standard method with 30 high-level features (+), and
with the new method with 51 (◦), 91 (∗), 211 (5) and 311
(4) landmarks. The number of most significant principal
components p, was 26 for the standard and 65 for the new
method. The precise value of p is not critical in the new
method. Similar results are obtained with any choice of p
between 55 and 170.
The best results obtained with the standard method were
an equal-error rate of 0.27% (p = 26, d = 15). This is
close to the equal-error rates reported for other standard
systems, such the equal-error rate of 0.5% in [3]. All tested
versions of the new method achieve an equal-error rate of
0% for some range of d. The range of d for which an
equal-error rate of 0% is achieved seems to increase with
the number of landmarks. For the version with 51 land-
marks, this range is smallest d = 20, 21. For the version
with 311 landmarks, it is largest 15 ≤ d ≤ 50. Note that an
equal-error rate of zero does not mean that the new method
is errorless. Because of the limited size of the data set and
the type of experiment, error-rates below about 10−4 can-
not be measured. Besides, there is also some (unknown)
variance on the measured errors. However, it can safely be
concluded that the new method yields much better verifi-
cation results that the standard method for hand-geometry
verification. It is also better than the contour-based method
in [7], which had an equal-error rate of about 2.5%2
IV. CONCLUSION
A new method for hand-geometry verification, based on
a model of the contour of the hand, has been presented.
The feature vectors consist of the spatial coordinates of
landmarks placed on the contour. The verification is based
on a log-likelihood-ratio classifier. Prior to classification,
the dimensionality of the feature vector is reduced by a
combination of principal component and linear discrimi-
nant analysis. In an evaluation experiment based on a data
set containing a total of 850 hand contours of 51 subjects,
an equal-error rate of 0% was measured. This is substan-
tially better the equal-error rate of the standard method for
hand-geometry verification, measured on the same data.
APPENDIX
Define
r = min(s− 1, p). (13)
In order to simplify the derivation we redefine the p× nex
matrix Y in (6) as
Y = V TPCA. (14)
Without the second dimensionality reduction from p to d,
the diagonal matrix Λ in the log-likelihood ratio (3) would
be given by
Λ = S2Y (15)
instead of (12). The factor 1nex−1 in (12) has disappeared
because of the redefinition (14). The local means would be
given by
νc = UTY µˆc + νT, c ∈ {1, . . . , s}, (16)
2The equal-error rates in [7] and [2] were computed from 1-to-1 com-
parisons, whereas the equal-error rates reported in this paper were com-
puted from 1-to-template comparisons. The latter method produces
somewhat lower equal-error rates on the same data. The differences
are not large enough to affect the conclusions on the performance.
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with µˆc defined in (7). We will prove that
Λii = 1, i = r + 1, . . . , p, (17)
and that
(νc)i = (νT)i, c = 1, . . . , s, i = r + 1, . . . , p. (18)
This means that the last p− r dimensions of y do not con-
tribute to l(y).
The matrix Y has the property that Y Y T = I . We as-
sume that it has full column rank, i.e. p ≤ nex. Recall
that Y = (Y1 . . . Ys) and that nex,c denotes the number of
columns of Yc. Of course
Y Y T =
s∑
c=1
YcY
T
c . (19)
The matrix Y 0 of within-class variation can be written as
Y 0 = (Y1 − µˆ1(1 . . . 1) . . . Ys − µˆs(1 . . . 1)), (20)
with µˆc defined in (7). We now have that
Y 0(Y 0)T =
s∑
c=1
(Yc − µˆc(1 . . . 1))(Yc − µˆc(1 . . . 1))T
=
s∑
c=1
YcY
T
c −
µˆc(1 . . . 1)Y Tc − Yc(1 . . . 1)TµˆTc +
µˆc(1 . . . 1)(1 . . . 1)TµˆTc
=
s∑
c=1
YcY
T
c − nex,cµˆcµˆTc
= Y Y T −W
 nex,1 . . .
nex,s
WT
= I −W
 nex,1 . . .
nex,s
WT, (21)
with W = (µˆ1 . . . µˆs). Because Y has zero column mean,
we have that W (nex,1 . . . nex,s)T = 0. Therefore, the
columns of W are linearly dependent and the maximum
rank of W is min(s − 1, p) = r. Consider the singular-
value decomposition
W
 nex,1 . . .
nex,s

1
2
= UWSWV TW , (22)
with UW an nex × nex orthonormal matrix of which the
first r columns span the column space of W , SW an nex×
nex diagonal matrix of which at most the first r diagonal
elements are non-negative and all the others are zeros, and
VW an s×nex orthonormal matrix spanning the row space
of W . Pre- and post-multiplying (21) with UTW and UW ,
respectively, and using (22) yields
UTWY
0(Y 0)TUW = I − S2W . (23)
Since all matrices on the right-hand side of (23) are diago-
nal, UW must diagonalize Y 0(Y 0)T, such that
UY = UW (24)
and
S2Y = I − S2W , (25)
with UY and SY defined in (8). The result (17) follows
from (15) and (25) and because the last p− r diagonal ele-
ments of S2W are zero. The result (18) follows because the
last p− r columns of UW , and thus of UY , are orthogonal
to the column space of W = (µˆ1 . . . µˆs), which means that
the last p− r elements of UTY µˆc are zero.
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