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Abstract
Climate models are software tools that simulate the climate system
and require evaluation to assess their skill, guide their development,
and assist in selecting model simulations from among the many dif-
ferent ones available. There are a variety of methods and approaches
that can be used to evaluate models. But there is no one best method
and many possible and valid approaches exist.
Models contain inherent uncertainties which complicate their eval-
uation, and include limitations in the knowledge of climate process
dynamics and structural errors in constructing the models. Similar to
the multiplicity of methods for the evaluation of model simulations,
there also exist many possible approaches to addressing these sources
of uncertainty. The challenge with uncertainty, is the difficulty in
disaggregating it from the underlying element of legitimate chaotic
behaviour in complex systems.
In response, this dissertation is primarily one of methodological de-
velopment to contribute to new ways of addressing the model eval-
uation challenge. The work defines and demonstrates a new evalu-
ation method which complements the existing toolset. Specifically,
the method defines a model performance metric that focuses on the
extent to which a model is able to simulate global modes of climate
variability (modes, e.g.: ENSO) evident in the observed climate data.
Modes are one aspect of the climate that can be evaluated and are
fundamental to model skill. Therefore their credible simulation is a
necessary (but not sufficient) condition to ensuring that models are
producing the right result (appropriate variability on the range of
spatial and temporal scales) for the right reason. By ranking models
by this metric of their skill in capturing fundamental global modes,
poorly performing model simulations can be identified for potential
exclusion (discounted). This metric therefore serves as a potential
method to assist in the management of uncertainty when assessing
multi-model data.
The method develops a novel application of Independent Component
Analysis (ICA). ICA is used to find representations of modes in a
record of the present day climate (represented by reanalysis data),
and then their degree of manifestation in global models is assessed.
Recognising the large volume of model data (highly autocorrelated
in space and time) the technique includes a data reduction technique
to facilitate the evaluation of multiple model simulations. The tech-
nique also includes a novel measure of variance to differentiate it from
a similar technique (Principal Component Analysis), and offers an ap-
proach to improve the consistency of results (signals) when using an
unmixing matrix initialized with random values.
As reanalysis data is itself a model product (constrained by observa-
tions), the performance metric is tested for its strength in discrimi-
nating modes by using two different reanalysis datasets and a dataset
containing only Gaussian noise. The metric is found to perform pre-
dictably, and clearly demonstrates the ability to discriminate signal
from noise when using geopotential height (GHT, 700mb and 500mb)
and near surface air temperature data (TAS). The dependency of
model performance on the variable measured by any metric can be
a problem for model evaluation, as it introduces the choice of which
variable should be measured to assess model performance. The ICA-
based metric is found to be slightly less sensitive to a change in model
rank between GHT (700mb) and TAS, compared to a similar novel
variance metric (Fourier Distance) and a mean climate metric (bias).
The ICA application is also found to produce plausible representations
of modes (static maps), while a direct association to known modes is
left for future work due to inherit complexities.
The plausibility, consistency, and rank sensitivity of the novel ap-
plication of ICA, suggests it has value in assisting the evaluation of
multi-model datasets and the ensemble members for any one model.
Glossary
AOGCM: coupled-Atmospheric Ocean Global Climate Model(s). A global
model which strives to comprehensively capture processes, such as physical,
chemical and biological processes. For more information see chapter 1.
Bias: The degree to which a result from a model disagrees with observa-
tional records is known as the model bias. A small bias is preferred (section
6.7.2.2).
Climate Index: Is a time series that can be derived from observation data
and represents the behaviour of a mode. An example is the Nin˜o 3.4 index
(Trenberth and Stepaniak, 2001).
Component: Refers to either a part of a model with which simulates one
part of the climate system (see section 1.1), or to the product of some
methods for identifying modes (e.g.: Projection Pursuit, section 3.7.1).
Ensemble Member (member): A collection of a number of simulations
are known as an ensemble, while a single result from the ensemble is known
as an ensemble member. The two types of ensemble members, initial and
perturbed, are discussed in section 2.3.
ESM: Earth System Model (abbreviated to model).
FD: Fourier Distance. An alternative metric to PCAP and ICAP that
measures how closely the variance of the frequencies from a dataset match
those of the reference dataset (section 6.7.2.1.
GHT: Geopotential Height (section 5.2).
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ICA: Independent Component Analysis (chapter 4).
ICAP: Independent Component Analysis Performance metric (section 5.6.5).
Mode of Climate Variability (mode): This is an underlying space-time
structure in climate data with preferred spatial patterns and temporal vari-
ations that help account for gross features in variance and in teleconnections
(IPCC-2013a: Annex III: Glossary, Flato et al., 2013a).
Model: See ESM.
Pattern A pattern refers to any data structure that may be representative
of the behaviour of the climate. Examples include signals, principal vectors,
time series and spatial manifestations.
PC: Principal Component(s), a product of Principal Component Analysis.
If principal components (P ) are found by SVD then: PM×k = XM×nVn×k
PCA: Principal Component Analysis (section 3.4).
PCAP: Principal Component Analysis Performance metric (section 5.6.5).
PV: Principal Vector(s) (see section 4.2)
Rank Sensitivity: A simple measure of how many times datasets retained
the same rank for a given metric when changing the variable used (section
6.7.2.1).
Reanalysis: Reanalysis are estimates of historical atmospheric tempera-
ture and wind or oceanographic temperature and current, and other quanti-
ties, created by processing past meteorological or oceanographic data using
fixed state-of-the-art weather forecasting or ocean circulation models with
data assimilation techniques. Using fixed data assimilation avoids effects
from the changing analysis system that occur in operational analyses. Al-
though continuity is improved, global reanalysis still suffer from changing
coverage and biases in the observing systems (Flato et al., 2013a).
Reference Dataset: The dataset to which other datasets are compared
to determine their ICAP and PCAP.
vii
Signal: A product of Independent Component Analysis (section 3.7.2).
SST: Sea Surface Temperature (section 5.2).
SVD: Singular Value Decomposition (section 4.2).
TAS: Near Surface Air Temperature (section 5.2).
Teleconnection: A statistical association between climate variables at
widely separated, geographically-fixed spatial locations. Teleconnections
are caused by large spatial structures such as basin-wide coupled modes
of ocean-atmosphere variability, Rossby wave-trains, mid-latitude jets and
storm tracks, etc (IPCC-2013a: Annex III: Glossary, Flato et al., 2013a).
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Chapter 1
Introduction
Global climate models are software tools that are used to simulate the climate.
They are useful for providing information on the behaviour of the climate that
theory alone cannot provide. A diverse range of climate models exist to simulate
the climate, from energy balance models which describe the energy stored in the
atmosphere as a function of incoming solar radiation and outgoing terrestrial radi-
ation, to Earth System Models (models) which strive to comprehensively simulate
the climate. This is achieved, for example, by modelling the interactions between
the land, atmosphere and oceans, and by including the effects of the physical,
chemical, and biological environments (IPCC-2013b, Flato et al., 2013b).
Model simulations (simulations) are evaluated to determine how good models are
at simulating the climate. Evaluation is crucial for highlighting the shortcomings
of models which can then be used to make corrections to them. This can be used
to both improve the models and test current knowledge about the climate against
model simulations, to see where models or theory needs improvement compared
to a reference dataset. Similarly, users of simulations are dependent upon them
meeting requirements before they can adopt them into their own applications.
Evaluating model simulations can therefore serve as a means of ensuring that they
meet the requirements of users. This interaction between models, the methods
that are used to evaluate them, a reference dataset, and users of simulations can
be seen in figure 1.1.
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Figure 1.1: The model evaluation framework. The framework consists of the
interaction between models that produce results, the evaluation methods that
assess the models by comparing their results to reference data, and the users of
the model results. Solid arrows show the flow of results from models to users, and
the comparison of results to reference data. Dashed arrows indicate the influence
of users on evaluation methods and evaluation methods on models.
1.1 Model Evaluation Framework
The evaluation of models is typically done by an evaluation method, which com-
pares model results to reference data. The reference data serves as a standard
or benchmark that the model result should ideally recreate. The better a model
result compares to the reference data, the better the model that produced the
result is deemed to have performed. Therefore the framework for evaluating a
model consists of the model, model results, reference, evaluation methods, and
users (figure 1.1). Changing any part of the framework can therefore change the
measured performance of a model.
Various types of models exist, with each type designed to simulate the climate
in a different manner. Generally, models offer a compromise between improved
performance and an increase in computational demands. Perhaps one of the
most well known model types, is the Coupled Atmospheric-Ocean Global Cli-
mate model (AOGCM ). According to Edwards (2011) an AOGCM extends the
global climate model (GCM ), which has a “... dynamical core, which simulates
large-scale fluid motion using the primitive equations, and model physics, which
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simulates other climatologically significant physical processes such as radiative
transfer, cloud formation, and convection”.
An AOGCM extends a GCM by coupling it to an ocean model component, which
allows interactions to take place between the atmosphere and ocean. Coupling
additional components to GCM (and AOGCM) creates a model type termed
the Earth Systems Model (ESM ). The ESM allows for a more comprehensive
simulation of the climate but requires more computational resources. As the
availability of computational resources have increased over time, additional model
components have been included in models. This can be seen in figure 1.2 from
Washington et al. (2009, figure 3).
Fundamentally, models only simulate the behaviour of the climate and therefore
their results can never be perfect in representing a reference. One reason for this
can be seen in the inherent chaotic nature the climate (e.g.: Slingo and Palmer
(2011)). Similarly, Knutti (2010) state that improving computational resources
alone will be insufficient to fully address the limitations with models. Limitations
with models are further discussed in chapter 2.
With respect to model simulations, the time period that it has been performed
over has implications for both the assumptions that can be drawn from it and
the corresponding references that can be used to evaluate them. Model simula-
tions generally fall into two categories: simulations of the past climate for which
there are records of the climate, and the future climate for which there are no
records.
For the period of the past climate, there is the hindcast model result type. The
IPCC Fifth Assessment Annex (IPCC-2013a: Annex III: Glossary, Flato et al.,
2013a) defines a hindcast as “A forecast made for a period in the past using
only information available before the beginning of the forecast. A sequence of
hindcasts can be used to calibrate the forecast system [e.g.: model] and/or provide
a measure of the average skill that the forecast system has exhibited in the past
as a guide to the skill that might be expected in the future.” For the hindcast
model result, a palaeoclimatological record (e.g. Masson-Delmotte et al. (2013)),
or observational record (e.g.: Trenberth (2008)) may be appropriate depending
3
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Figure 1.2: The model components in use at different times, from Washington
et al. (2009, figure 3). Each colour tracks a specific component through time.
on the time period simulated. Reanalysis data may also be used as a reference,
as it represents a combination of model and observations for a given time period
(Overpeck et al., 2011). One benefit to using reanalysis data is given by Kalnay
et al. (1996), where reanalysis data can be useful for creating a consistent dataset
over the same period when observational assimilation methods changed. However,
Langland et al. (2008) show that there are also limitations in reanalysis data.
These include variations in the quality in satellite observations, limitations in the
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methods used to assimilate data, and a sparse observations in some geographical
regions which can lead to a reduction in the reliability of the reanalysis data in
the corresponding regions.
For the future climate there are the climate prediction and climate projection
model result types. IPCC-2013a provides the definition of a climate prediction
as “... the result of an attempt to produce (starting from a particular state of
the climate system) an estimate of the actual evolution of the climate in the fu-
ture, for example, at seasonal, inter-annual or decadal time scale...”. A climate
projection is similar to climate prediction but uses an emission scenario to guide
the simulation. According to IPCC-2013a, an emission scenario is a “A plausible
representation of the future development of emissions of substances that are poten-
tially radiatively active (e.g., greenhouse gases, aerosols) based on a coherent and
internally consistent set of assumptions about driving forces (such as demographic
and socioeconomic development, technological change) and their key relationships.
Concentration scenarios, derived from emission scenarios, are used as input to
a climate model to compute climate projections...”. They also define a climate
projection as “... the simulated response of the climate system to a scenario of
future emission or concentration of greenhouse gases and aerosols, generally de-
rived using climate models. Climate projections are distinguished from climate
predictions by their dependence on the emission/concentration/radiative forcing
scenario used, which is in turn based on assumptions concerning, for example,
future socio-economic and technological developments that may or may not be re-
alized.” As no records exist for the future climate, the results produced from
other models can be used as the reference. Using another model as a reference is
further discussed within chapter 2.
When evaluating a model, there are many different approaches that are available:
For example, the examination of an single component (e.g.: ocean component in
Gent et al. (1998)), the overall performance of a model (e.g.: mean climate in Jury
et al. (2015)), or by evaluating results from multiple models in order to overcome
the limitations within each individual model (see chapter 2). For details on the
available evaluation methods, the reader is referred to the IPCC Fifth Assessment
Report chapter on model evaluation (IPCC-2013b, Flato et al., 2013b).
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1.2 User Requirements of Model Results
In addition to assisting with improving model performance, evaluation methods
can also be used to assist users in determining if they should utilize a particular
model result. The work of Leary et al. (2009) highlights the need to first interpret
model results into user relevant information by adopting a participatory approach
that involves both the producers and the users of model results. Before the
information can be used, they state that it needs to be credible (the outcome
portrays a realistic climate), defensible (“in that there is a clear process-based
understanding of the response of the physical and social systems to climate and
other pressures”), and actionable (the information is user relevant, robust, and
is understood by the users).
Evaluation methods may therefore be used and developed to assist with answer-
ing whether model results are defensible and credible. The needs of users may
then also help drive the development of evaluation methods that can better an-
swer these two questions. Evaluation methods are less directly applicable when
answering the question of whether climate information is actionable. Cash et al.
(2003) further adds to the three requirements of climate information by suggest-
ing that the institution or group responsible for creating the information also
needs legitimacy. In their work, a legitimate institution is one which produces
climate information in an unbiased manner and appropriately handles differences
in shareholder values.
While the assessment of models cannot directly inform users on action what ac-
tion is appropriate, designing an assessment with user requirement in mind, may
increase its utility and ultimately its uptake by the broader community. Defi-
ciency in any of these areas: defensible, credible, actionable information, or in
the legitimacy of an institution, may ultimately hinder the uptake of climate in-
formation by users. An example of this can be seen in the work of Tang and
Dessai (2012), who show some of the challenges when attempting to meet these
requirements. For instance, a wide range of users may make it difficult to gen-
eralize information to a large number of users with differing needs. Customizing
the information to subsets of users may be one solution, but maintaining general
6
consistency of action between sub-groups may then create a new challenge.
1.3 Complications with Meeting
User Requirements
However, meeting the information requirements of users poses a challenge due to
limitations associated with models. These limitations are known as uncertainties,
and range from compromises made between model complexity and computational
demands, such as cloud parametrisations, to uncertainties regarding the design of
the models such as deciding which components of the climate are to be simulated
by a model. Rather than creating a clearly identifiable feature in the data, the
way in which uncertainties manifest in model data can be difficult to quantify. For
instance, when there are multiple different but valid approaches to parametrizing
clouds. Selecting one method in preference of another may change the final
result, but the extent of the change in parametrization may not be known prior
to running a model with the parametrization. This complicates the interpretation
of data, which may in turn hamper users who utilise the interpreted climate data
as part of their decision making process.
Utilising improved computational capacity has allowed for the reduction of some
uncertainties in models, such as clouds which can be explicitly simulated rather
than approximated (e.g.: Tomita et al. (2005)). While this does provide a way
forward in reducing uncertainty, other types of more fundamental uncertainties
which are linked to model design, may not easily be addressed in this manner.
Working in conjunction with improving models to reduce uncertainties, are ap-
proaches that utilise data from multiple models. This is perhaps best seen in
the multi-model mean of climate data, which has been shown to be able to out
perform the individual datasets that contribute to it with respect to records of
the observed climate (Randall et al., 2007).
Motivation for superior performance of the multi-model mean, is attributed to
the cancellation of random errors present in models using the mean of the results.
The multi-model mean is not the final answer to reducing uncertainties though,
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as there are still concerns with regards to combining models. The combined result
may not be representative of the climate, as it may contain model results that
agree on the region that undergoes change, but not on the sign of that change
(Knutti et al., 2010). Therefore the combined result may not represent the area of
change correctly. There is no definite clear way to proceed with reducing all the
uncertainties in models, and this concern is compounded when considering the
future climate, where there is no climate records with which to compare model
results against. Current approaches to address the uncertainties have taken an
exploratory nature.
One of the recent approaches to assist in quantify the affects of model uncer-
tainties is to combine model results according to the extent of performance that
individual models exhibit. The aim of these approaches is to make the best use of
models which perform well, and lessen the effects of poorly performing models on
the combined result. This is in contrast to giving each model the same contribu-
tion to the combined result, as in the case of the multi-model mean. However, the
difficulty with these approaches is deciding how to measure model performance,
as there is no one best method for evaluating models (Gleckler et al., 2008).
A variant of this type of approach may be to use an evaluation method that
assists in the interpretation of data for users. For example, Leary et al. (2009)
suggest that before data can be considered as information for users, it should
be credible (section 1.2). This would include knowing that the modes of climate
variability (e.g.: El Nin˜o Southern Oscillation, ENSO) are related to the present
day climate. The assumption with this approach, is that models which do not
simulate the present day climate correctly are also less likely to simulate the
future change in climate correctly. Evaluating models in terms of their modes
has also been suggested to ensure that models are simulating the correct climate
for the correct reason (Tebaldi and Knutti, 2007).
The correct simulation of modes is also important to ensure that other aspects of
the climate are also captured correctly by models, such as rainfall patterns. An
example of this can be seen in Hart et al. (2013) who show that the Madden-Julian
Oscillation can affect South African rainfall by modulating tropical temperate
troughs. Another example is provided by Smith and Chandler (2010). As part
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of their assessment of global models to capture Australian rainfall patterns, they
evaluate how well the models capture ENSO.
Methodologies used to find representations of modes in data generally operate
by using a technique, like a cluster analysis method to find patterns in data.
The patterns are then associated to known modes using expert analysis. Suc-
cessful association requires that a pattern (e.g.: geographic manifestation) has
some property (e.g.: geographical region) in common with a more abstract un-
derstanding of a mode that is described in the literature and often supported by
a corresponding data product (e.g.: Nin˜o 3.4 index (Trenberth and Stepaniak,
2001)1). Upon the successful association of patterns to modes, the patterns can
then be said to be representations of modes. An extension to these methodologies
to multiple model datasets could serve as a means of evaluating models according
to how well they have simulated modes.
This dissertation defines and demonstrates an original performance metric which
aims to help create credible information for users by evaluating multiple model re-
sults according to how well they have simulated modes of climate variability.
1.4 Thesis Aims and Objectives
The aim of this dissertation is:
To design and demonstrate a methodology which finds representations
of modes in a reanalysis dataset, and then uses a model performance
metric to measure the extent to which model results contain those
representations.
The aim is to be realised by developing a model performance metric which:
1. Ranks models according to how each model result contains the representa-
tions of modes that are found in reanalysis data.
2. Is applicable to multiple datasets, a task which is currently not feasible
1Nin˜o 3.4 Index: http:/www.cgd.ucar.edu/cas/catalog/climind/TNI N34/index.html#Sec5
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using current approaches that evaluate results according to modes of climate
variability.
3. Ranks artificial datasets appropriately: noise should be ranked poorly, while
an alternate reanalysis dataset should be ranked highly.
Chapter 2 discusses the uncertainties associated with models which helps drive
the need to have different ways of evaluating models. To potentially address
some of the uncertainties, different clustering techniques are presented in chapter
3. In chapter 4, the details of one such clustering technique, Independent Com-
ponent Analysis (ICA) are examined. Chapter 5 outlines the methodology for
finding representations of modes using ICA and presents the performance metric.
The performance metric is applied to various types of global data and the results
compared to those from similar metrics to determine how the performance metric
behaves relative to expectations in Chapter 6. The focus of this chapter and the
dissertation as a whole, is on global climate model data as further regional appli-
cation is complex. Chapter 7 concludes the work and contains recommendations
for further research.
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Chapter 2
Addressing Model Uncertainty
2.1 Introduction
While an improved understanding of the climate system and an increase in com-
putational capacity has enabled more comprehensive climate models to be run
(Edwards, 2011), limitations still exist with models and their usage. These lim-
itations are broadly known as uncertainties, and can complicate the analysis of
model results. This has consequences for assessing model performance and for
translating model results into information with users.
The topic of uncertainty is broad and it has many varieties. Enserink et al. (2013)
provide an in-depth view on the topic and how different users perceive it. As this
dissertation is concerned with demonstrating a new model performance metric,
only the uncertainties associated with models are discussed.
The types of uncertainties associated with models are discussed within section 2.2.
Following which, section 2.3 reviews pioneering methods for addressing some of
the uncertainties. Lastly, section 2.4 discusses some of the remaining limitations
and challenges associated with evaluating models in light of the uncertainties
present in them.
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2.2 Types of Model Uncertainty
The types of uncertainties associated with models are as follows:
• Initial Condition Uncertainty is the range of possible initial conditions
that are valid for use in a model prior to simulating the climate. Although
different values may result in a different climates, this effect is seen to be
less important for longer time scales compared to other types of uncertainty
(Tebaldi and Knutti, 2007).
• Boundary Condition Uncertainty “... is introduced if datasets are used
to replace what in reality is an interactive part of the system, e.g. if sea
surface temperature and sea ice cover are prescribed in an atmosphere-only
model, or if radiative forcing (e.g. changes in solar insolation, changes in
atmospheric concentrations of greenhouse gases) is prescribed over time.”
Tebaldi and Knutti (2007)
• Parameter Uncertainty is introduced during the development of a model.
During this phase there are a number of compromises that have to be made
with regards to the degree to which a model will be able to fully simulate
the climate. These compromises are largely dependent upon computational
limits. To work around these, local spatial scale processes are approximated
at a larger global scale using parameters. An example of this is discussed
in Randall et al. (2003), where the effect of small cloud related processes
are represented at a more global scale using parameterizations.
• Structural Uncertainty represents the choices that are made with re-
gards to the overall design of a model (Tebaldi and Knutti, 2007). This
includes which components and grid resolutions will be used by a model.
Importantly, Tebaldi and Knutti (2007) state that this type of uncertainty
is unlikely to be overcome by perturbing model parameters. Stocker et al.
(2010) add that processes that are not fully understood also contribute to
this uncertainty.
Interestingly, the term uncertainty can also be used to describe the distribution
of multiple model results. When the term is used to describe the distribution of
12
multiple model results, the term distribution can also be substituted with range
or spread. According to Stocker et al. (2001), the distribution of model results is
not a direct measure of one or more types of model uncertainty, but can rather
be used to better classify model uncertainties. The analysis of multiple model
results is further discussed in section 2.3.
2.3 Combining Multiple Results
Due to the uncertainties associated with the results taken from a single model,
various approaches have been developed to address them. These approaches aim
to explore and quantify some types of uncertainties by combining multiple results
from either one model or multiple models.
In order to measure the magnitude of the effect that the uncertainties can have
on the results, models can be run while changing parameters. A collection of a
number of runs are known as an ensemble, while a single result from the ensem-
ble is known as a member. While the term member is adopted from statistics,
it does not necessarily adhere to the same sampling assumptions. Ensembles
generally fall into two groups, perturbed physics ensembles and multi-model en-
sembles.
Perturbed physics ensembles can be used to sample parameter uncertainty. This
is where a parameter is changed (perturbed) in a single model to better explore
the set of possible results (Stocker et al., 2010). An example of this can be seen
in Murphy et al. (2007). Multi-model ensembles can be used to sample initial
condition uncertainty. According to Stocker et al. (2010), this is where multiple
models are run with many different but valid initial conditions, as only initial
condition uncertainty can be captured from one model. While a multi-model
ensemble may capture the effects of using some different parameters, they argue
that it does not systematically sample parameter uncertainty.
Structural and boundary uncertainties can also be sampled to some degree using
the multi-model ensemble approach. An example can be seen in the set of inter-
model comparison projects, like CMIP5 (Taylor et al., 2012). The degree of the
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sampling will ultimately depend on the models, observational datasets, and com-
ponents that are incorporated within the project. A more detailed discussion on
the interpretation of an ensemble distribution is presented in section 2.4.2.
Perhaps the best known method of combining the results from multiple models
is the multi-model mean. The multi-model mean is the mean result taken from
an ensemble, and the ensemble includes different models using different initial
conditions. The value of using the multi-model mean, is that it has been found to
sometimes outperform individual members when it comes to its agreement with
the observed climate due to the cancellation of random model biases (Randall
et al., 2007). Knutti et al. (2010) discuss two challenges with regards to using the
multi-model mean. The first is that the averaged result may not be physically
valid, as the complex relationships between different variables may be lost by
averaging their results. Secondly, they discuss the instance where model results
could differ in sign for a particular region. In the case of precipitation, the average
of the results from models with the same region of change, but different sign, could
result in the area of change in the multi-model mean being under represented.
Despite these challenges, the improved performance of the multi-model mean has
spurred the creation of alternative weighting methods. These methods no longer
assign an equal weighting to each model, rather they determine the weighting of
a model based on a measure of its performance in an attempt to improve upon
the multi-model mean. Generally, there are three schools of pioneering thought
exploring the weighting of models and the combination of their results.
2.3.1 Weight by Performance and Convergence
The first school of thought proposes that models can be weighted according to
their agreement with both the observational record (model performance), and the
degree to which their change (future less present climate) differs from the group
tendency of change (model convergence). This approach is formalized by Giorgi
and Mearns (2002) and is known as the Reliability Ensemble Averaging method
(REA). The rational for the performance aspect of the weighting, is that models
that simulate the present day climate better than other models (small biases),
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should also have more reliable future climates, and therefore should be more
favourably weighted. The convergence aspect of the weighting seeks to compare
model results to the behaviour of the group in the future as defined by an iterative
solution. Each model result is then weighted according to its performance and
convergence value.
The REA method was shown to be able to reduce the spread in the future climate
over many of the investigated regions. The reason for the increase in spread
in some regions is generally attributed to the models having poor performance
(large biases) in those regions. Interestingly, they find that the present day biases
are much greater than the spread in the simulated future climate change. This
is interesting as the models are stated by them to potentially be tuned for the
present day climate, and so in theory they should be less reliable when simulating
the future climate. As the overall reliability of the models depends partially on
the biases of the models, they recommend further research into improving the
simulation of present day regional climates.
Bayesian Networks provide another method for combining the output from mul-
tiple models. A Bayesian network captures the relationships between variables
(not fixed to be temperature, precipitation, etc.), and uses their initial (prior)
distributions and inter-relationships to predict their future (posterior) distribu-
tions. The process of prediction is referred to as inference, and it is conducted
according to Bayes’ theorem. For more detail on Bayesian Networks see Korb
and Nicholson (2004). Tebaldi et al. (2005) employ Bayesian Networks to quan-
tify the uncertainty in the present and future climate. Their approach adopts
the same bias and convergence criteria as the REA approach but it also allows
for the construction of a distribution around the uncertainty in the change in
temperature. They state that a benefit of their approach is that it may reveal
multi-modal characteristics and tails in the probability distribution of the future
climate. Their approach could then offer additional insights into the agreement
amongst models.
Giorgi and Coppola (2010) assesses the validity of the dependency assumption
between the bias and convergence criteria made in the REA method. The im-
portance of this work lies in the results. For temperature data, they find that
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the behaviour of future climate change is not dependent upon present day model
biases. They propose that this may limit the application of the REA method and
its Bayesian variant, which assume that there is relationship between the present
and future climate. For precipitation they find that only around thirty percent of
their regional simulated future climate results are dependent upon their regional
biases. The implication for their work is that at the regional scale, improving the
mean simulation of the present day climate appears to be of little use to predict
the future climate. They suggest further investigation into understanding the
behaviour of processes that can give rise to potentially similar biases while still
producing different future climates.
The process of weighting models by observational datasets may be complicated
by substantial differences that can exist between them. For example Sylla et al.
(2012). These differences would require additional research to fully understand
their impact on model weightings, and how to choose between the datasets despite
their differences.
2.3.2 Weight Models by Inter-model Similarities
Ra¨isa¨nen (2007) outlines a potential concern with the REA method. As the
future climate may fall outside the range of model projections, down-weighting an
outlier model may not be justifiable. Rather an alternative exploratory approach
is proposed by Ra¨isa¨nen et al. (2010). This school of thought proposes that
models can be weighted based on inter-model similarity in both the observed
climate and future climate periods.
The inter-model similarity method is based on finding a relationship between
models simulations of the present and future climate. The weighting is based on
the strength of the relationship found, and the stronger it is, the greater the dif-
ference in weights between the better and worse performing models. Specifically,
the weighting is established by using linear regression. For example, the relation-
ships in present climate between models and observations, and the inter-model
differences in future and present day climate.
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To test their weighting method, a procedure of model cross-validation was used.
The cross-validation functions by removing a model from the set, and determin-
ing how well the results from the remainder of the models compare to those
of the removed model. This procedure was repeated for all the models using
weighted and unweighed results. Generally however, only a small decrease was
seen in cross-validation error between the weighted and unweighed results, and
the establishment of any inter-model relationship depends on a justifiably large
correlation between the predictor and predictand of the linear regression.
Ra¨isa¨nen and Ylha¨isi (2011) apply this method in a probabilistic context in or-
der to improve on the deterministic weighting method. Distributions were con-
structed from the weighted and unweighted projections, and were compared using
cross-validation. The results though, show little improvement over the original
deterministic approach.
2.3.3 Discounting Model Results
Instead of using non-uniform weights to combine model results, the uncertainty
(e.g.: spread) in the future climate may be reduced using a method known as
model discounting. This method is analogous to the weighting methods, except
that the goal is to determine the worst performing models using the weights.
The worst performing models can then be removed from further use, and any
reduction in spread can therefore be attributed to the removal of a poorly per-
forming model. This process of removing poorly performing models is known as
discounting models.
In the case of Kirono and Kent (2011), they discount models based on their
simulation of present day regional drought intensity using rainfall and poten-
tial evapotranspiration. They calculate the mean climatology (spatial patterns,
model bias), inter-annual variability, and long-term trends of the models and
compare them to observations. They find that by discounting the poorly per-
forming models, more substantial changes in the mean area affected within some
of their regions can be seen. They also show that in some regions, the spread can
be reduced when only using the top few ranked models.
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Similarly, Smith and Chandler (2010) discount models according to their inability
to capture both rainfall patterns and the El Nin˜o Southern Oscillation in the
Murray Darling Basin within south east Australia. The retained model results
are not combined in this work, but the mean and standard deviations of them are
compared to those from the original set of models. They show that by only using
the first few models they can reduce the amount of spread in their results. They
only use present day climate to discount models, because if poorly performing
models end up performing well in simulating the future climate, then it would
imply that there is a hidden measure of model performance. They argue that the
consequence of this is that in theory a model functioning as a random number
generator could not have its results discounted despite its poor performance with
the present day climate.
The examples presented here do not focus on recombining the subset of retained
model results, rather they focus on finding and providing a subset of retained
models for further use by users. Also, the reductions in spread are tested and
found not to be due to the smaller number of models used.
Knutti (2010) state that discounting models may be one of the lesser disputable
ways of reducing the spread of model results when compared to seeking agreement
amongst models. They state that agreement amongst models should be viewed
with caution, as there is potential for agreement due to tuning (section 2.4.2) or
peer pressure rather than on a greater understanding of the climate system.
2.4 Limitations and Challenges
General limitations to weighting methods are discussed along with the properties
of multi-model datasets upon which they are dependent.
2.4.1 Weighting Methods
One of the first decisions that has to be made before models can be weighted, is to
determine which weighting method should be used. This is a difficult question, as
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there is no one method which is able to comprehensibly evaluate the performance
of models (Gleckler et al., 2008).
The weighted results may also be sensitive to the selected weighting method and
variable (Chandler and Bates, 2011). So just by changing the weighting method
or variable, the combined set of results may change as well. The consequence
of this is that there has to be strong justification for any method and variable
chosen, which may be difficult to do as there is no one comprehensive method to
evaluate models yet.
Even if a method of weighting is chosen and a combined set of results obtained,
there is no guarantee that the set of better performing model results will nec-
essarily outperform a randomly selected set of results. This is shown by Pierce
et al. (2009), who find no large differences in their study when selecting skilful
models, and when selecting models at random. Similarly, Weigel et al. (2010) rea-
son that any measure of model performance should further be accompanied by an
understanding of model error and noise. Without taking these into account, the
weighted result may end up having less skill than the unweighted result.
2.4.2 Multiple Model Results
There are a number of limitations involved in the construction and interpretation
of a multi-model ensemble. These are best captured by the phrase “Ensem-
ble of Opportunity” by Tebaldi and Knutti (2007). They stress that ensembles
are generally only contributed to by interested modelling communities which are
themselves limited by available funding and computational resources. This re-
sults in an ensemble which is limited in which models it contains, and therefore
what uncertainties the ensemble is able to adequately sample.
Tuning of Models
Model tuning is one such example of a limitation in model construction. When
models have been constructed, the parameters of the models can be modified in
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such a way as to improve the performance of the model with respect to the ob-
served climate. The improvement in performance itself is not the problem, rather
as Tebaldi and Knutti (2007) discuss, it is the reasoning behind the improved
performance that may be of concern.
An observational dataset is normally used as the reference or goal to which the
performance of a model is tuned towards. However if that same dataset is also
used to later validate the model, then the resulting performance of the model
may be artificially good.
A consequence of this is that the adjusted parameters may not be strongly re-
lated to the underlying problem causing the poor performance of a model. To
elaborate on this, Tebaldi and Knutti (2007) pose a hypothetical example where
a model which is poorly simulating the temperature of a region can be improved
by modifying the albedo of the dominant vegetation type in the region. Even
so, the actual underlying cause of the poor performance of the model may not
be in the albedo, but rather in circulation patterns. The tuning of the albedo
parameter therefore improves the performance of the model but for the wrong
reason.
Common Structural Error and Ensemble Distribution Interpretations
Knutti (2008) define structural error as the existence of an irreducible difference
between a model simulation and the observational climate, and state that it
cannot be reduced by changing the values of parameters in parametrizations or
by tuning a model. Structural uncertainty may also be a source of model error,
as the exclusion of a processes from a model may result in it obtaining a poor fit
with observations (section 2.2). A consequence of structural error, is that models
in an ensemble may have common errors which may result in common biases
Knutti et al. (2010).
Common biases can arise in models which share code, as they are likely to pro-
duce more similar results than had they not shared the code. Cases of shared
code include those models which are newer versions of older models, and models
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which share components (Knutti et al., 2010). Yussouf et al. (2004) demonstrate
structural error when they show that ensemble members can have a bias towards
the models which were used to create them rather than being equally likely. Fig-
ure 2.1 also shows how the development of models can include other models,
where Edwards (2011) state that most modelling groups have begun their models
based on a previous model from a different modelling group. The challenge with
common structural error though, is to determine the magnitude of the bias and
how to take it into account when combining model results and interpreting their
distributions.
The combination of model results in the context of common structural error has
definite implications for the first two schools of weighting methods reviewed in
section 2.3. Structural error could potentially cause the multi-model mean in
the REA method to be closer to those models which share components, making
those models appear to be performing better but for the wrong reason. Likewise
in the case of cross-validation during the inter-model similarity approach, those
models with similar structural error could potentially predict each other better
than models without the shared components. This again could cause the results
of the cross-validation to favour those models with common structural error. It is
unclear how directly structural error could effect the model discounting approach,
though it may play a more implicit role in determining which models are retained
and which ones are rejected.
The challenge of how to account for structural error manifests itself in the inter-
pretation of an ensemble distribution. The distribution can no longer be seen as
being produced by independent models and also has to account for various un-
certainties (section 2.2). This therefore requires a detailed understanding of an
ensemble to ensure that any interpretations that are draw from its distribution,
reflect the structural errors and uncertainties associated with it.
Taking up this challenge is Annan and Hargreaves (2010), who discuss two differ-
ent views on the interpretation of members. They use the term truth to refer to
results from an ideal and perfect simulation of the climate. In their first view, the
2Image also online: http://pne.people.si.umich.edu/vastmachine/agcm.html
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Figure 2.1: Shows the relationships between some models, which may lead to
structural errors. Original figure from Edwards (2010)2.
members are seen as being able to simulate the climate, but with some (random
and structural) error. So the ensemble distribution is centred around the truth,
and members that contain more error are situated further from the truth.
In their second view, the members are seen as being indistinguishable from the
truth. Each member represents an equally likely simulation of the climate, but
with a different sampling of an initial condition or parametrisation. Therefore if
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a result was randomly taken from this distribution, it would be equivalent to the
truth, or in other words, indistinguishable from it.
Sanderson and Knutti (2012) expand on the discussion by examining when each
interpretation could be applicable. In the case of the first view of members
centered around truth with some error, additional members should reduce the
uncertainty in a consensus of results (e.g.: multi-model mean) through the can-
cellation of random model errors. Therefore the first view may be applicable for
simulations of the present day climate, where members can be combined into a
multi-model mean which better agrees with observations the more members are
included. However, they also state that common structural error will prevent
perfect precision from occurring with respect to observations.
Both views could also be relevant for the future climate. This fundamentally
depends on whether there is a relationship between present day simulations of
the climate and the future climate. A non-negligible relationship between them
would indicate that models could still be constrained by the present day climate
to some degree, and so the truth and error interpretation could be a valid choice.
If the relationship is not strong, then the indistinguishable interpretation may be
more valid. They see the latter view as more plausible, as the current lack of
ability to further reduce model uncertainty for future climate using observations
suggests that the models should currently be viewed as indistinguishable from
each other for the future climate.
2.5 Summary
Limitations exist with models that can complicate the analysis of their results,
which can also affect how the performance of models is determined. Different
combinations of results from individual and multiple models have been explored
in an attempt to better categorize some of the types of model uncertainties. The
multi-model mean is one approach which has shown to be highly successful in
reducing some of the types of model uncertainties. However, alternative weighting
methods have been proposed to improve on it and explore other model and inter-
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model relationships.
A concern seen from the application of some of these approaches, is that model
biases do not strongly relate to the ability of a model to simulate the future
climate change. So as Knutti et al. (2010) state, it is not known how much the
models need to improve at simulating the present day climate in order to ensure
that they will also better simulate the future climate change change. The field of
combining model results is also complicated by the presence of common structural
error, which limits the interpretations that can be drawn from an ensemble of
models.
The next chapter looks at how modes of variability (e.g.: ENSO) can be used to
assess model performance, which can be used to discount models which perform
poorly. This could ultimately be used to help reduce model uncertainties in future
work.
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Chapter 3
Methods for Identifying Modes
3.1 Introduction
In the previous chapter, methods for addressing global model uncertainties were
discussed. One of the approaches for reducing the effect of model uncertainties on
the spread of results was by discounting models which performed poorly (section
2.3.3). This chapter looks at how modes of climate variability (e.g.: ENSO)
can be identified in model results. The degree to which modes of variability are
manifested in model results can then be used as a measure of model performance,
and ultimately as a means of discounting models.
Specifically, a mode of climate variability (mode) is an underlying space-time
structure in data with preferred spatial patterns and temporal variations that
help account for gross features in variance and in associations between climate
variables in widely separated but geographically-fixed spatial locations (IPCC-
2013b: Annex III: Glossary, Flato et al., 2013a). An example of a mode is the El
Nin˜o Southern Oscillation (ENSO), the details of which can be seen in Burroughs
(2003, p141-158).
This dissertation creates a measure of model performance according to how well
models have simulated modes. The correct simulation of modes is important in
two areas:.
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1. One of the requirements that users have of model results, is that the results
are credible: the results portrays a realistic climate (section 1.2). A per-
formance metric which defines how well models have simulated modes may
assist users in deciding whether model results are credible or not.
2. Modes can be responsible for generating regional biases (Giorgi and Cop-
pola, 2010) along with structural error. So ensuring that models are sim-
ulating modes correctly may help in reducing model bias. This is similar
to the work by Tebaldi and Knutti (2007) who state that models may be
getting the correct result (e.g.: mean climate) due to the wrong reason (e.g.:
tuning, section 2.4.2) rather than by correctly simulating the climate (e.g.:
modes).
The task of identifying modes in climate data involves using a method to find
patterns of potential modes in data and then successfully associating the patterns
to known modes. Patterns are defined in this dissertation to be any structure
within data, with often spatial or temporal aspects to them that may or may
not be a mode. There are numerous methods for uncovering different patterns in
data, the details of which can be found in Xu and Ii (2008). As this dissertation
is concerned with patterns which may potentially represent modes, methods with
prior application to climate data are reviewed in this chapter. The potential for
one pattern to be associated to multiple modes (i.e.: represent a mode inter-
relationship) is discussed in section 3.7.2 but falls outside the scope of this work.
The complexities of associating patterns to modes in general is discussed later
in section 4.4, and so this dissertation adopts an alternative approach which is
presented in chapter 5.
3.2 Correlation Maps
Wallace and Gutzler (1981) provide a pioneering approach using to explore poten-
tial relationship between geographically separate locations. These relationships
are found using correlations maps and if successful, they are known as telecon-
nections. The maps are constructed by taking each grid point of the data, termed
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the basis point, and correlating it with all the remaining grid points. This creates
a series of correlation maps, one for each basis point of the data. To find the most
representative patterns, the grid points with the highest negative correlation in a
correlation map are viewed as the most distinct and therefore the most likely to
represent modes. Figure 3.1 shows the strongest negative correlation for each cor-
relation map plotted as a single image. Teleconnections describe the geographical
distribution of spatial patterns found within gridded data.
Figure 3.1: The strongest negative correlations from each of the correlation maps
for the 500mb data, indicating teleconnectivity. The values are unsigned and
multiplied by 100. Regions where the correlation coefficient (ρi) is less than 60
are unshaded, where 60 ≤ ρi ≤ 75 are shaded lightly, and 75 ≤ ρi are shaded
heavily. Arrows link the center of a region of negative correlation, with the grid
point that is most uncorrelated to it in its corresponding correlation map. Figure
and caption recreated from Wallace and Gutzler (1981, figure 7b)
They find that the teleconnection patterns from 500mb geopotential height data
are also present as some spatial distributions in both the North Atlantic Oscil-
lation and the Pacific-North American Pattern. In doing so they identify these
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modes within the same spatial region and time period as their data.
3.3 Cluster Analysis
A clustering technique groups data with complex interrelationships into a few
simpler parts, which are known as clusters. Clusters can represent the data as
a whole and can make it easier to interpret the data by uncovering previously
unknown relationships within it (Xu and Ii, 2008). As clusters can represent
relationships over time or geographical locations, they may be useful patterns for
identifying modes in data.
Steinbach et al. (2003) are interested in using cluster analysis to find the time
series of known climate indices, such as Nin˜o 3.4. They wish to use the methodol-
ogy they establish to find new climate indices. They employ the Shared Nearest
Neighbor clustering (SNN) algorithm to cluster grid points from data (e.g.: SST).
The SNN first calculates the similarity between a pair of grid points using a metric
(e.g.: Euclidean distance (Erto¨z et al., 2003)). If the pair are found to be similar,
and share grid points that are also similar, then the pair are placed in the same
cluster (Jarvis and Patrick, 1973). Within each cluster a representative time se-
ries, the centroid, is constructed using the mean of the grid points within the
cluster. The centroids of the clusters represent possible climate indices. Existing
climate indices are used to construct a threshold of minimum similarity.
They applied the algorithm primarily to SST data. After eliminating clusters
that fell below the threshold, they found that the remaining centroids of the
clusters were correlated with the known climate indices. When comparing one
of the centroids with El Nin˜o indices in terms of their correlation to land based
vegetation growth, they found that the centroid highlighted different geographical
regions that were related to the index. Their approach may therefore provide
additional information on the spatial extent of phenomena such as vegetation
growth.
Viewing similarity in terms of the absolute correlations with multiple variables,
are Steinhaeuser et al. (2009) who implement the WalkTrap clustering algorithm.
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Multidimensional nodes have time series from each of the variables associated with
them. Following which, the distances between the nodes are adjusted according
to the magnitude of the absolute correlation between their different time series.
To reduce the total number of nodes, only the top few nodes with the greatest
similarities are kept. The results produced show four globally distributed pat-
terns, indicating processes generally related to Monsoons and Tropical Wet-Dry
climate zones (figure 3.2). While the clusters are not explicitly linked to modes
in their work, the communities may be seen as indicative of the behaviour of
modes.
 
 
Figure 3.2: Select years from the four globally distributed communities of clus-
ters, images and caption adapted from Steinhaeuser et al. (2009, figure 7). (a)
Indicative of Tropical Wet-Dry (South America) and South East Asia Monsoon
climate zones (1963). (b) Tropical Wet-Dry and Monsoon regions, especially
in Northern India (1948). (c) Continental Sub-Arctic climate zone (1983). (d)
Suggested to be relationships between precipitation and temperature which are
effected by relief and deserts represented in some of the individual clusters (1963).
Christiansen (2007) highlights some problems seen with clustering algorithms in
general. As the resulting clusters are dependent upon the number of clusters seen
to exist within the data, deciding on the correct number is necessary to ensure
that the clusters found are valid. The number however may be sensitive to the
period of the data or threshold used. They also caution the use of clustering
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algorithms which have poorly defined statistical properties as these methods may
incorrectly determine the number of clusters present in the data.
3.4 Principal Component Analysis
Jolliffe (1986, p1) describes Principal Component Analysis (PCA) as a method
which decorrelates a number of inter-related variables. This leads to a new set
of uncorrelated and orthogonal variables. The new variables are constructed in
such a manner as to maximize the amount of variance they represent, with each
subsequent variable representing less of the total variance.
Compagnucci and Richman (2008) evaluate different applications of PCA to de-
termine how well the results represent a set of artificial modes. Amongst other
aspects, they examine S- and T- mode PCA. S-mode PCA groups spatial points
(e.g.: grid cells) which have similar variability over time, while T-mode PCA
groups the spacial elements at each point in time. They find that T-mode is best
for discovering spatial clusters or teleconnections, which could be indicative of
modes.
Richman (1986) opt to rotate the results produced from PCA to better capture
individual modes. Compared to PCA, RPCA strives to associate a single rotated
principal component to a subset of the input variables. In doing so relations may
be found which may be more representative of individual modes. In addition to
potential theoretical differences, they also discuss the limits of unrotated results
to consistently identify the same modes when changing the size of the domain,
and sampling errors that may be mitigated with RPCA when the components
are similar and therefore difficult to computationally differentiate between.
Barnston and Livezey (1987) state that one of the practical advantages of using
RPCA (and PCA) is that it creates a measure of importance for each of the
representations of modes. With teleconnections this is much more difficult to
do, as they have to be ordered more subjectively by the strength of the negative
correlations associated with the basis points.
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3.5 Self Organizing Maps
A Self Organizing Map (SOM) is a method of organizing a dataset into categories
based upon a predefined number of categories. One way that SOM have been used
is to find synoptic scale processes. An example of this can be seen in Hewitson
and Crane (2002), where they categorize circulation patterns of sea level pressure
reanalysis data.
More formally, they state that a SOM provides an unsupervised method for find-
ing archetypal points that depict the multi-dimensional distribution function of
the input data. To construct a SOM, nodes are placed randomly within the in-
put data space. The distance between an individual input data element and the
nodes is calculated, and the closest node is adjusted to decrease its distance to
the element. This is repeated for all elements. Nodes surrounding the closest
node also have their weightings modified. After a series of large modifications
are made to the node weightings, a set of smaller weighting modifications are
made to refine them. The refinement is conducted until no further changes to the
node locations can be made. Following which, the frequency and variance of the
identified categories can be calculated.
Having constructed the SOM, it can be viewed as a two dimensional map to show
the spatially different categories (or patterns) over the region of interest. These
patterns can then be associated to physical circulation patterns using an expert
knowledge of the regional climate. Over Pennsylvania Hewitson and Crane (2002)
find representations of strong central high pressure systems and transitional syn-
optic states.
Liu et al. (2006) contrast SOM patterns with PCA patterns using an artificial
dataset that includes noise. Noise in data can complicate the process of finding
patterns. By including noise in the artificial data, the performance results of the
two methods may be useful for predicting their performance when actual data
which may contain noise is used. They find that both methods produced similar
results despite the addition of noise to the input data. However, their results
differed when the input data contained asymmetrical components, as the SOM
method was able to find them while PCA was unsuccessful.
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Reusch et al. (2007) evaluate the differences between SOM patterns and PCs
using reanalysis mean sea level pressure data over the North Atlantic. When
they compare the results of PCA and SOM to the original data, they find that
the techniques do uncover different spatial patterns, with the RMSE of the SOM
patterns being generally lower than that of the PC.
3.6 Denoising Signal Separation
Denoising Signal Separation (DSS) (Sa¨rela¨ and Valpola, 2005) is a framework for
uncovering components (e.g., time series) from data containing Gaussian noise.
This is achieved through the use of a specified filter (linear or non-linear) which
removes noise from the data. Prior knowledge about the components can also be
incorporated into the filter to facilitate the extraction of the components.
The details of the linear DSS procedure are described in Ilin et al. (2006) using
surface temperature, sea level pressure, and precipitation and are as follows:
1. The multivariate data is whitened: mean removed and the result decorre-
lated (e.g.: through time). This creates a set of noisy sources which are
uncorrelated and have unit variance.
2. The Denoising / Filtering step: A linear filter is applied to the noisy com-
ponents, changing their unit variances according to the prior knowledge.
The variances of the components no longer serve to represent their vari-
ances, but are rather modified by the filter to represent the prior knowledge
about the components. For example, as Ilin et al. (2005) want to capture
inter-annual variability, they apply a filter which reduces the variance of
components with frequencies of less than 12 months. This filter assumes
that the remaining components will therefore have inter-annual variability.
3. New components are then found in directions within the filtered data which
maximise the prior knowledge.
In the case of Ilin et al. (2005), they use a linear DSS procedure which identifies
components with inter-annual variability. Using the filtered components from re-
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analysis surface temperature, sea level pressure, precipitation, and a combination
of them, they find representations of the El Nin˜o Southern Oscillation.
Precipit.
Sea level
pressure
Surface
temp.
10,000
10,000
10,000
PCA
PCA
PCA
100
100
100
SFA
16
FBS
6
5
FBS
SFA
5
6
5
Annual
oscillations
Interannual
oscillations
Trends
 

Figure 3.3: The methodology for finding the components using the denoising
procedure, figure and caption adapted from Ilin et al. (2006, figure 7). The
numbers above the arrows indicate the spatial dimensionality of the data (number
of components). SFA is slow feature analysis and FBS corresponds to frequency-
based separation.
Extending the procedure to a non-linear DSS approach are Ilin et al. (2006). The
non-linear procedure performs the same first step of the linear procedure, but
repeats (iterates) the last two steps until the separated components no longer
change (figure 3.3). They first perform a linear DSS procedure on a combina-
tion of reanalysis surface temperature, sea level temperature, and precipitation
datasets. Following which they then apply the non-linear approach to the results
from the linear procedure. The filter they use is also based on the frequency of
the components, but instead of assuming a fixed frequency, they rather use an
adaptive one for finding components with variable frequencies.
In their results ENSO is represented by several components, which each differ in
their spatial and frequency manifestations. One component is found to represent
patterns of precipitation over the Chaco plain located in South America and the
Sahel in Africa, the spatial manifestations of which can be seen in figure 3.4.
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Figure 3.4: The spatial patterns of component 9 from Ilin et al. (2006, figure 10)
for (left) Surface Temperature (◦C), (middle) Sea Level Pressure (Pa), (right)
Precipitation (kg/m2).
3.7 Blind Source Separation
Cardoso (1998) states that Blind Source Separation techniques (BSS) uncover
patterns from mixtures of them using a predefined model. The use of a predefined
model enables the methods to directly incorporate assumptions about the data
and patterns when no prior additional information (e.g.: frequencies) is available
on the mixtures.
There are a variety of techniques available, and the interested reader is referred to
Pedersen et al. (2007). This dissertation focuses on two such methods that have
techniques that have been applied to the area of climatology, namely Projection
Pursuit and Independent Component Analysis.
3.7.1 Projection Pursuit
Projection Pursuit (PP) seeks to reduce the dimensions of the data by maximizing
a defined measure of usefulness (Friedman and Tukey, 1974). Xu and Ii (2008)
state that the measure can be varied, and can be equivalent to other methods
under certain conditions. For example, PP can be equivalent to PCA when the
measure maximized is variance.
Christiansen (2009) explores the use of linear PP with different non-Gaussian
measures, and apply them to stratospheric and tropospheric (20mb & 500mb)
reanalysis geopotential height datasets. They explore using non-Gaussian mea-
sures as they argue that the results from some clustering algorithms (e.g.: k-means
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clustering) may be due to skewness of data rather than being indicative of mode
behaviour. In the troposphere using Kurtosis as a measure of non-Gaussianity,
the projection is shown to represent a combination of patterns over Europe and
the Pacific-North American pattern. When neg-Entropy (Hyva¨rinen, 1999a) is
used as the measure of non-Gaussianity, the projection is seen to represent the
Arctic Oscillation. When increasing the number of inputs for PP, the projec-
tion using Kurtosis only represents patterns over Europe. The projection using
neg-Entropy is “identical” to the Pacific-North American pattern.
PP is generally found to be sensitive to the number of dimensions that are used in
the input dataset, and the non-Gaussian measures that are used. They therefore
recommend and apply a Monte Carlo statistical significance test to their projec-
tions to ensure their robustness. As for an overall best non-Gaussian measure,
they rather discuss the results from the different measures, time periods, and
geopotential heights.
3.7.2 Independent Component Analysis
Independent Component Analysis (ICA) is a method for identifying independent
and non-Gaussian signals (e.g: time series) that are distinct from Gaussian mix-
tures of them. The problem that ICA aims to solve, is analogous to the “Cocktail
Party Problem” given by Cherry (1953), where at a cocktail party, guests talk-
ing to each other are interested in hearing what each other have to say despite
background noise, such as a piano playing.
A key motivation for applying ICA, is to provide a means of solving the mixing
problem that can be seen with PCA. Aires et al. (2002) describe the problem where
a single mode is represented by multiple principal components and propose ICA
as a potential solution. The mixing problem therefore complicates the association
of results to modes. They demonstrate that ICA can separate artificial signals
that include noise, when PCA is unable to fully separate them.
The adopted approaches for finding signals are generally exploratory though,
with works applying different ICA methodologies or using different data. For
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example, different variables (surface temperature (Fodor and Kamath, 2003) and
sea surface temperature (Westra et al., 2010)), data duration (10 years (Basak
et al., 2004), 59 years (Hannachi et al., 2009)), and different ways of handling noise
(noise free (Aires et al., 2000) and noise inclusive (Mori et al., 2006)). Therefore
it may be difficult to compare the results when the application of ICA and data
differ on more than one aspect.
One commonality that does exist between some of the works is both the geograph-
ical area of interest and the comparison of results from ICA and PCA. Using the
same area allows for the different approaches to explore how ICA can be used to
describe the modes of the region. As PCA is an already established technique
in data analysis (section 3.4) it can often serve as a benchmark to compare the
results of ICA against. The ICA applications according to geographical region
are as follows:
Northern Hemisphere
The variability of the Northern Hemisphere climate is one such common region.
The focus on this region is due to the interest in determining the true modes from
the apparent ones. ICA is primarily introduced in the methods as an alternative
to existing ones (such as PCA), where the aim is to differentiate between the real
and apparent modes using the independence criteria of ICA. The complexities
of associating signals to modes of climate variability are discussed in section
4.4.
Basak et al. (2004) use ICA to examine the variability of the region, with a fo-
cus on understanding the North Atlantic Oscillation in terms of spatio-temporal
independent signals. They implement this approach by using ICA to separate
temporally independent signals, where each mixture consists of a random spa-
tial sampling of the input data at each time step. However it is not clear how
the combination of temporal ICA and spatial sampling ensures both spatial and
temporal independence between the signals. When using PCA to reduce the di-
mensions of the data, they find that the first signal matches one NAO dipole,
while the second represents an average of the two dipoles. However, when they
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used the original dataset without the PCA reduction step, they find that each of
the two signals represents a different dipole related to NAO.
Mori et al. (2006) also examine the variability of the region, but look more to
demonstrate ICA as a solution to the mixing problem using mainly reanalysis
data. They find that the first PC best represents the Arctic Oscillation, while
the first and second signal further divides the oscillation into representations of
the Aleutian and Icelandic lows. So rather than finding one signal to represent
one mode, their results show that one mode has been split into multiple represen-
tations in the signals. This is the opposite to the mixing problem, with multiple
signals representing one mode.
Extending the analysis to uncover the relationships between additional modes are
Itoh et al. (2007). They promote the use of data with long time periods in order
to ensure the statistical significance of the results. To this end, they compare
two 53 year reanalysis datasets of sea level pressure and geopotential height data
(500mb), to the same variables from a set of longer climate model runs of 350
years. From both variables in the reanalysis dataset they conclude that the Arctic
Oscillation is an apparent mode compared to the North Atlantic Oscillation and
Pacific-North American Pattern. The mode is apparent because it is viewed as
product of linear combinations of independent components, and therefore it does
not represent an existing mode. Using the longer model data they are also able to
show that the Arctic Oscillation is not an independent mode. As for the negative
correlation mode between the Atlantic and Pacific, statistical significance could
only be obtained using the model data. The results indicate that it too, is not
independent of the other modes.
Hannachi et al. (2009) investigate the variability over the region using a novel ICA
algorithm. The results from the application of the algorithm to reanalysis sea level
pressure data indicate that the North Atlantic Oscillation, Arctic Oscillation, and
a Scandinavian Pattern are independent of each other. The independence of the
Arctic Oscillation is in direct contrast with the findings of Itoh et al. (2007), and
further research would have to be conducted to determine if this only a product of
the algorithm, or another aspect of their methodology (e.g.: preprocessing).
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The Northern Hemisphere has been studied using several different ICA approaches
which do not always agree on the independence of the identified modes.
Other areas of geographic application
Only a few other areas have been studied using ICA. Focusing on the tropics are
Aires et al. (2000). Using their results they are able to interpret more signals
as representing modes than they are able to with principal components, indicat-
ing the potential value of ICA in this area. Multiple signals are also shown to
represent the El Nin˜o Southern Oscillation, indicating the case were a mode is
represented by multiple signals (see also Mori et al. (2006)).
Applying ICA on a global scale are Fodor and Kamath (2003). The basis of their
research is to uncover signals which represent an the effect of either a volcano or
the El Nin˜o Southern Oscillation. As the signals are independent of each other,
the effect could be removed without causing any additional changes in the rest of
the data. They apply ICA to zonally averaged temperature data, and successfully
associate one signal to the El Nin˜o Southern Oscillation. They do not find any
evidence of volcanic activity within their climate data.
Continuing with the application of ICA on a global scale are Westra et al. (2010),
who apply it to observational sea surface temperature data. They find that the
representation of the El Nin˜o Southern Oscillation is split over several signals.
As for the North Atlantic Oscillation, they do not find any signals which strongly
represent it. Comparing the results of ICA to PCA and Varimax rotations, they
conclude that ICA results are generally less easily associated to modes and may
not add any new interpretations to them.
ICA Summary
The application of ICA to climate data has been focused on exploring the lim-
itations and interpretations that can be drawn using different approaches. An
interesting aspect of the research is, that on one hand ICA can provide a solu-
tion to the mixing problem, while on the other hand it can also create a reverse
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scenario with one mode represented by multiple signals. This posses a challenge
when trying to associate signals to modes. This challenge is further discussed in
section 4.4.
3.8 Summary
There are a variety of methods with potential for revealing modes of climate
variability (modes) within data. This dissertation has focused on some of the
methods that already have applications in the field of climatology.
Selecting a method for identifying representations of modes in data is complex.
Firstly, each method differs in its definition of a pattern and it is not always
clear if a change in definition will result in a better representation of a mode.
Secondly, all the methods discussed require some degree of expert knowledge to
determined if a pattern does indeed represent a known mode. Concerns regarding
reliance on expert analysis are further discussed in section 4.4. The result of these
complexities is that the selection of method is ultimately subjective and will differ
on the context of application.
Independent Component Analysis (ICA) is selected in this dissertation due to
its enforcement of independence between the signals. Although strictly speaking,
modes are not independent of each other in the truest sense, it may be assumed
that they are independent in an attempt to find their unique behaviour. It is
this property of ICA that may make it more able to avoid capturing mixtures of
modes in a single pattern. However the solution is not straight forward, as ICA
can split the representation of a modes over multiple signals. Therefore although
the mixing problem may be avoided using ICA, the problem of finding individual
modes using ICA is still complex.
Chapter 4 examines ICA, including the theory and details specific to its appli-
cation. Subsequently, in chapter 5, a novel performance metric is defined which
uses ICA but implements an alternative to the reliance on expert assessment.
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Chapter 4
Independent Component
Analysis and its Application
4.1 Introduction
In order to evaluate models according to how well they have represented modes
of variability, modes have to be found within the data. The process of finding
modes is a two part process. First patterns in the data have to be found using
a technique, such as one of the techniques discussed in chapter 3. In the case of
this work, Independent Component Analysis (ICA) is selected as it is maximises
independence between the patterns that it finds (section 3.7.2). This property is
believed to be useful in the second part of finding modes in data.
The second part of the process is associating the patterns found by a technique
to known modes, and is performed using expert analysis. As ICA maximises
independence between the patterns it finds, the patterns are less likely to represent
multiple modes, which can complicate the association of patterns to modes.
This chapter outlines the background theory of ICA (section 4.2), how to de-
termine the number of patterns within the data (section 4.3), and explores the
challenges of manually associating patterns to modes (section 4.4). The tech-
nique is then grafted into the performance metric within chapter 5, to enable the
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evaluation of models according to how well they have simulated modes.
4.2 Linear Noise-Free ICA Model
Hyva¨rinen and Oja (2000) describe ICA as a method for separating non-Gaussian
signals from Gaussian mixtures of signals, where the signals are constructed to be
independent of each other by maximising a non-Gaussian measure. The mixtures
are assumed to obey the Central Limit Theorem, which states that the sum of
non-Gaussian signals tends towards a Gaussian distribution. So the mixtures
are assumed to be Gaussian distributions of independent signals which can be
unmixed using a non-Gaussianity measure. The linear noise-free ICA model is
selected due to its frequent use in the literature (section 5.4.1):
Xm×n = Am×mSm×n (4.1)
In the model, X is the input data matrix which contains the mixtures of the
signals in its rows. It has m mixtures, and it is assumed that each mixture is
observed over n time intervals. The rows of S are the original signals that were
mixed within X, but can be recovered from it. The columns of A provide us with
the degree to which the source signals were mixed within X, and therefore A is
known as the mixing matrix. Unlike the recovered signals, the columns of A are
not mutually independent of each other.
A closer look the at the ICA model shows us that it performs its separation from
the signal mixtures in X. So the number of recovered signals (m) is equal to the
number of rows in X. Due to ICA estimating both the A and S matrices, there are
also a total of three ambiguities associated with the ICA model that Hyva¨rinen
and Oja (2000) outline:
1. Signs of S are unknown
A sign change in a signal has the equivalent effect of a sign change in the
corresponding column of A. (A(−S) ≡ (−A)S). This can be remedied by
manually setting their signs.
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2. Variances of S are unknown
A signal multiplied by a constant, has the equivalent effect if the corre-
sponding column of A was divided by the constant. (A(kS) ≡ (A/k)S)
3. Order of S are unknown
The results can appear in an arbitrary permutation, and therefore a custom
ordering method can be imposed.
Hyva¨rinen and Oja (2000) also advise that preprocessing steps be conducted.
They state that the mixtures should first be centred by having their means re-
moved, and secondly the mixtures should be whitened. The whitening of the
mixtures reduces the number of parameters to estimate in the ICA model, by
decorrelating the mixtures and scaling them to have unit variances. One way
that whitening can be achieved is through the use of Singular Value Decomposi-
tion (SVD). The SVD of X can be seen in equation 4.2
Xm×n = Um×nDn×nV
T
n×n (4.2)
The columns of the U and V matrices are both orthogonal (uncorrelated) and
have unit length. These columns are known as the left and right singular vectors
of their respective matrices. The D matrix contains the singular values of the
decomposition within its diagonal, with each singular value corresponding to
a common singular vector in both of its neighbouring matrices. The singular
values are the square root of the eigenvalues from the covariance matrix of X,
and represent the standard deviation of the singular vectors. In addition to this,
they are arranged in decreasing order of variance for convenience, along with
their corresponding singular vectors. The remainder of the D matrix however,
contains only zeros. The result is a decomposition of uncorrelated vectors, which
are arranged in decreasing order of the variance they explain.
For performing ICA, the right singular vectors (rows of V T ) can be used as the
whitened mixtures (Stone, 2004, p179-181). These are also known as the Principal
Vectors (PV ). The underlying assumption when using the PV as mixtures, is
that the mixed signals are independent through time (as opposed to space). A
42
benefit of using SVD to whiten the mixtures, is that it can be used to reduce
the number of dimensions of the data as well. Fodor and Kamath (2003) show
that it is unlikely that every grid cell within the gridded data will represent a
unique signal. To solve this problem, they recommend using PCA to reduce the
dimensions of the data prior to using ICA.
SVD can be used to implement PCA (section 3.4), reducing the dimensions of the
data for ICA by only retaining k PV. k is much smaller than min(m,n) but at
least two, as this is the minimum number of mixtures that are needed for the ICA
model. To apply this SVD approach to three dimensional data, the latitude and
longitude spatial dimensions are reshaped into one large spatial dimension (M),
with the time dimension forming the second dimension. The input data is now
space× time (M × n) which be seen in equation 4.3. By retaining only the first
k PV associated with a large variance, small variance noise may be eliminated
from the data.
XM×n = UM×kDk×kV
T
k×n (4.3)
Equation 4.4 shows the combination of applying PCA via SVD followed by ICA
from equations 4.3 and 4.1 respectively. Note that the row means of the matrix
(Jk×n) that were removed during the centring preprocessing step, are added back
to balance the equation. The utility of retaining variance, is further discussed
within section 5.6.3.
V Tk×n = (Ak×kSk×n) + Jk×n (4.4)
The ICA model (equation 4.1) assumes that there is no noise within the mix-
tures. So without removing low variance noise prior to performing ICA, highly
non-Gaussian signals may be recovered, when they are actually low variance
noise. SVD may be used to solve this problem by removing potentially noisy
components. Due to the arbitrary ordering of the signals, the PV and Signals
are ordered from least like noise to most like noise using their absolute Kurtosis.
The appropriate modifications of the remaining matrices in equations 4.3 and
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4.4 are performed to ensure that only the order of the results change (see section
5.4.2). Other possible orderings are by uncertainty (Westad and Kermit, 2003) or
by a non-Gaussian measure (Hyva¨rinen, 1999b). Determining how many compo-
nents to retain is a context specific question, that is discussed further in section
4.3.
4.3 Number of Signals to Retain
In the area of climatology there are many different ways of determining the num-
ber of signals to retain from the data (denoted by k in e.g.: equation 4.3). A
common method, is to separate the same number of independent components as
principal vectors. One method for determining the number of PV to retain for
ICA is based on the proportion of variance that the PC explained of the data
(Fodor and Kamath (2003), Lotsch et al. (2003)), while another was to chose the
number based on computational performance (Basak et al. (2004)). Aires et al.
(2000) choose to adopt the methodology offered by Nadal et al. (2000)), which
suggested retaining only a few strong PC which would allow an adequate number
of signals to be separated.
In Scholz et al. (2004), they were interested in extracting leptokurtic signals for
use in metabolic fingerprinting. Their work considered selecting the best number
of signals to use, by calculating the kurtosis of the signals per each set of PC. They
then plotted the number of signals with leptokurtosis against the current number
of PC being used. Each time they extracted the same number of independent
components as they had PC.
When viewing the plot, the number of leptokurtic signals was seen to be at
a maximum when 6 PC were used, while after 8 PC the minimum number of
leptokurtic signals was seen to persist. Therefore by calculating the kurtosis for
each signal per set of PC, they were able to decide on the best number of PC and
subsequently, the best number of signals to extract from their data.
Koch and Naito (2007) propose a combined method grafting PCA and ICA to-
gether. The method offers a trade off between lower dimensional data and the
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information that it contains. They propose the use of a non-parametric method
which uses kurtosis and skewness to determine the number of signals to retain.
The advantage of their method is that it requires no prior information on the
data to determine the number of components to retain.
The Rule-N method by Overland and Preisendorfer (1982), ensures that the re-
tained PV, and therefore signals, are above the level of noise. This is carried
out by performing the same decomposition analysis on a dataset containing only
Gaussian noise. Only PV that have the same or more variance than their equiva-
lently ranked components from the noise dataset are retained for further analysis.
This method provides an objective approach to determining the number of compo-
nents to retain and so it is chosen as the method to use in this dissertation.
4.4 Associating Signals to Modes
To show that data contains representations of modes, potential representations
are found in the data and associated to modes. With ICA, the signals become
the potential representations of modes which have to be associated to modes. If
the signals are successfully associated to modes, then the data can be said to
contain representations of the modes. A signal refers to a time series that has
been found using ICA. Signals are separated from data as a set, and the statistical
independence between the signals is maximised during their separation from the
data. To assist in the association of a signal to a mode, a climate index or index is
often used. A climate index is a time series that can be derived from observation
data and represents the behaviour of a mode. It is useful in associating signals
to modes as it often used as the definition for the temporal behaviour of a mode.
An example is the Nin˜o 3.4 index (Trenberth and Stepaniak, 2001), which is used
to describe some of the behaviour of the El Nin˜o Southern Oscillation.
The identification of representations of modes in data requires both the separation
of signals and the association of the signals to modes. While the former may
be more mathematically defined, the latter often takes on a more subjective
approach. In fact, the success of a pattern recognition technique lies in the
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ability of the researcher to associate the signals to modes or other meaningful
instances (e.g.: trends, inhomogeneities, etc.). While there are many methods
for assisting the researcher in the this context (e.g: spectral analysis, spatial
distributions), there is still no one equivalent method for associating the signals
to modes. Westra et al. (2010) echo this difficulty with associating signals to
modes.
Westra et al. (2010) further discuss another association problem, namely the dif-
ficulty of associating non-Gaussian signals to modes, when the modes are them-
selves defined by other pattern recognition techniques. They depict the case
where a signal (as a time series) is associated to the Pacific Decadal Oscillation
(PDO) by correlating the signal to the PDO Index. However, the PDO Index
is defined as the leading principal component. As the signal and index are de-
rived using two different methods (ICA and PCA respectively), they may have
different distributions which may make it difficult to associate the signal with
the PDO. Similar cases involving indices generated from other techniques can be
seen in (Jones et al., 2007, p.287), where the Northern Annular Mode Index is
derived using PCA and the Southern Oscillation Index is created using station
differences.
Additionally, there exists the potential for the illusion of non-Gaussian modes to
occur if the data is not sampled correctly, which is discussed by Itoh et al. (2007).
They state that an ICA mixture which contains samples (e.g.: months) that have
Gaussian distributions, but differ in mean and variance, may create the illusion
of a non-Gaussian mode being present in the mixture.
Contrary to the interpretation of non-Gaussian signals as modes, is the work by
Sura et al. (2005), who suggest that non-Gaussian distributions could be caused
by multiplicative noise. They show that some linear systems, when combined
with multiplicative noise, can produce non-Gaussian distributions. This type of
analysis highlights a difficulty in correctly associating the signals with modes or
other instances.
Identifying modes using non-Gaussian signals is a complex task, given the above
mentioned limitations. The task at hand is to therefore use the available methods
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and to also validate the results as far as possible. However it remains a subjective
approach, and so its success ultimately depends upon the skill of the researcher
to validate any associations between signals and modes.
Due to the challenges of the association procedure, this dissertation rather de-
velops an alternative approach that allows the association procedure to be side
stepped. This approach is described in chapter 5.
4.5 Assumptions and Limitations of ICA
There are a number of assumptions and limitations with the application of ICA
that may be present depending on the data and method of performing ICA. The
assumptions and limitations are that are relevant to this dissertation are outlined
in this section:
• Determining the number of signals present that may be present in the data
has to be known prior to their separation from data. Examples of methods
for determining the number signals can be seen in section 4.3.
• The presence of noise in data can complicate the separation of signals. This
may effect what approach is taken to handle noise, such as removing noise
using PCA as preprocessing step or having an ICA algorithm isolate the
Gaussian noise. Handling noise is further discussed in section 4.4. This
work assumes that any noise present in the data is noise with low variance
that is removed during the preprocessing of the data (see section 5.3).
• Itoh et al. (2007) discuss an artificial case where one signal is incorrectly
found to be more independent of the data than another signal. In the
case of the first signal, it is really the sum of two Gaussian distributions
with different means and variances which when combined give the false
impression of a signal. To address this they recommend caution in selecting
the data period to which ICA is applied to ensure that the variance between
samples does not differ greatly.
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• Due to current applications of ICA generally being of space by time (e.g.:
Westra et al. (2010)), the spatial manifestation of a signal is implicitly as-
sumed to be constant over the period of study. While this may not be an
issue when examining standing modes like the North Atlantic Oscillation
that generally remain spatially static in their manifestation, another mode
such as the Madden-Julian oscillation (MJO) (Madden and Julian, 1971)
may be more difficult to classify when examining their spatial patterns be-
cause it does not remain spatially static. The consequence of not remaining
static over a period, is that while a signal may be associated to the mode,
its corresponding spatial pattern may show the mode spread out over the
region where the mode has started and ended its movement.
• Hyva¨rinen et al. (1999) point out a potential problem that may occur when
the period of data used is too short. In this case ICA produces signals
which are almost entirely zero except for a single large spike. This problem
is known as overfitting of the data. They recommend using PCA to remove
noise or increase the time duration of the data used. Using PCA is shown
by Fodor and Kamath (2003) to successfully solve the overfitting problem
in their work. Increasing the duration of the data used is shown by Itoh
et al. (2007) to assist with obtaining statistically significant correlations of
the signals with climate indices, thereby providing an additional benefit to
solving the overfitting problem. Nevertheless, using a longer period of data
may not be a panacea. Hannachi et al. (2009) state that for longer periods
of time there is potential for non-Gaussian behaviour that exists on short
time scales which may be reduced if the data is averaged over time. This
may make it more difficult to find non-Gaussian signals in the data.
• Richman (1986) discuss the dependency of the results from PCA to the
region over which it was applied, namely that if the region changes slightly
then the identified modes can also change. This is not ideal, as the identified
components should remain the same over similar region. The degree of this
effect in ICA has not explored yet, but if PCA is used as a preprocessing
step, then it follows that the application of ICA would also inherit this
sensitivity to the geographical region.
48
Chapter 5
Performance Metric Design
5.1 Introduction
This chapter presents the design of the performance metric. Specifically, the per-
formance metric uses Independent Component Analysis (ICA, chapter 4) to find
representations of modes of variability (modes, chapter 3) from within reanalysis
data. Here the reanalysis dataset serves as the reference or standard to com-
pare model results against (section 1.1). The degree to which initial condition
ensemble members (members, section 2.3) contain the representations is used as
the measure of how well the models have simulated the modes found in reanaly-
sis data. The design also presents a solution to the association problem seen in
section 4.4.
The datasets (section 5.2) preprocessing steps (section 5.3) are presented in this
chapter. The method for finding the PV and signals in reanalysis data is shown
in section 5.4, while the method for finding the reanalysis PV and signals in
other datasets is shown in section 5.5. The measure of reanalysis PV and signals
in non-reference datasets is presented in section 5.6 along with the ICA based
performance metric in section 5.6.5. Lastly, the limitations of the performance
metrics and data are reviewed in section 5.8
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5.2 Datasets
Ten datasets are used: one reference (reanalysis), one alternative reanalysis, six
climate model ensemble members (members), one Gaussian dataset to represent
noise, and one multi-model mean dataset constructed from the ensemble mem-
bers. For each dataset, global gridded monthly geopotential height data at 700
hPa is used as it is assumed to contain mixtures of modes.
Using geopotential height data has proven useful for finding modes in similar
works (e.g.: Wallace and Gutzler (1981); Itoh et al. (2007)). This may be because
it can be used to measure weather systems in the lower troposphere within the
extratropics, but to a lesser degree the weather systems in the tropics where
the geostrophic approximation does not hold. The period of January 1961 to
December 1990 (30 years, 360 months) was selected due to data availability.
NCEP reanalysis data (Kalnay et al., 1996)1 is used as the reference dataset, as
it is a data product that similar works have used (e.g: Basak et al. (2004); Mori
et al. (2006))(see also section 1.1). ERA-40 reanalysis (Uppala et al., 2005) is
used as the alternative reanalysis dataset due to data availability. Initial condition
ensemble members are taken from the hindcast simulations of the core CMIP5
near-term experiment number 3.2 (Taylor et al., 2012). Due to data availability,
members from models BCC-CSM1.1 (Xiaoge et al., 2012), CNRM-CM5 (Voldoire
et al., 2013)2, and MPI-ESM-LR (Giorgetta et al., 2012) are used. Each model
contributes two different realisations: r1i1p1 and r2i1p1 which are initialised at
the end of 1959 or during 1960.
As the spatial resolution of the reference and ERA-40 datasets are 2.5 degrees
(144 longitude and 73 latitude), the ensemble members are bilinearly interpolated
from 1.4 degrees (256 longitudes and 128 latitudes) to the spatial resolution of
the reference dataset. A dataset containing only noise is also constructed from a
Gaussian distribution with the same variance and mean as the reference dataset.
This is to ensure that the only difference between it and the reference dataset is
that it contains noise. This will ensure that the mean and variance of the Gaussian
1The data include a shift to using full satellite data in 1979.
2See also: http://www.cnrm.meteo.fr/cmip5/
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dataset is not the cause behind the performance of the Gaussian dataset. The
multi-model mean is constructed from the mean of all the members.
Table 5.1 shows the shortened nomenclature for the datasets used in this work.
Simplified Name Full Dataset Name
R Reference (NCEP)
E4 ERA-40
B1 BCC-CSM1.1 r1i1p1
B2 BCC-CSM1.1 r2i1p1
C1 CNRM-CM5 r1i1p1
C2 CNRM-CM5 r2i1p1
M1 MPI-ESM-LR r1i1p1
M2 MPI-ESM-LR r2i1p1
MM Multi-model Mean
G Gaussian Noise
Table 5.1: The nomenclature for all the datasets.
5.3 Preprocessing Steps
The performance metric design requires that the datasets be preprocessed before
ICA can be applied to it. The steps are as follows, with a summary presented in
section 5.7
1. Bilinear Interpolation
Bilinearly interpolate each member to the same spatial resolution as the
reference dataset. This method was selected as it did not introduce artefacts
into the data.
2. Subset the Data Temporally
The data from 1961 to 1990 is retained due to the availability of the ensem-
ble member data (section 5.2).
3. Remove Linear Trend
The linear trend is removed to prevent its detection by ICA. It also removes
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the mean for the data over the period. Trend removal is not a requirement
of ICA, but is rather done to better enable the detection of signals that are
not dominated by a trend. This ensures that the PV and signals are more
likely to represent modes rather than a trend, the complexities of which are
discussed in section 4.4.
4. Remove Seasonal Cycle
This is also not a requirement of ICA, as can be seen in the work of Kent
(2011) where the seasonal cycle was not removed and was still detected
in the signals. Its removal however, does not hinder the detection of non-
obvious representations, as subsequent PV are no longer constrained to
be orthogonal to the seasonal cycle. To remove the seasonal cycle, the
seasonal mean is removed from the time series of each grid cell. The seasonal
mean is constructed from only the corresponding months in the period. For
example, the mean for March is calculated based on the mean of all the
month of March over the period. The time series are then normalised over
the corresponding months to prevent high latitude regions, which have large
variability, from dominating the variability of the data. This method is
known as the Monthly Z score method (Tan et al., 2001). Tan et al. (2001)
also present some alternative methods for determining the magnitude of the
seasonal cycle. In their work the Discrete Fourier Transform shows similar
results to the Monthly Z score method and to a lesser extent also compares
to the Singular Value Decomposition method. They also found that the
number of singular vectors to retain has to be subjectively determined.
5. Weight Cells By Latitude
Adjust the values of cells with relatively small latitudes (Baldwin et al.,
2009). Failure to account for this problem will result in geographical regions
at higher latitudes dominating the variance of the results due to the spatial
size of the grid cells. This may hinder patterns from being properly detected
in lower latitude regions.
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5.4 Finding PV and Signals in Reanalysis Data
In section 4.4, the complexities of associating signals to modes of climate variabil-
ity using expert analysis are discussed. The challenges makes it difficult to apply
ICA to multiple datasets as a performance metric, and so this section outlines a
solution to the problem. To address the problem, the PV and signals are found
in reanalysis data. The degree to which they are found in other datasets is then
used to assess the performance of the datasets. By taking the PV and signals
from reanalysis data, they are automatically deemed to represent modes (see fig-
ure 5.1). This is based on the presumption that the reanalysis data represents
the climate and therefore any patterns from it will also represent valid modes.
The removal of the expert assessment from the application of ICA to data, has
the benefit of making its application to multiple datasets more computationally
feasible.
Figure 5.1: Representations of modes are found when patterns are successfully
associated with modes of climate variability. In this dissertation, the PV and
signals are the patterns which are found within reanalysis data, and therefore
they are automatically presumed to be representations of modes.
Following the preprocessing of the datasets (section 5.3), the PV and signals are
found in the reference dataset using equations 4.3 and 4.4. The algorithm used to
separate the signals from the reanalysis data is presented in section 5.4.1 while a
method to ensure that the results are consistent, is outlined in section 5.4.2.
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5.4.1 FastICA Algorithm
In this work, signals are separated from the data using the FastICA algorithm by
Hyva¨rinen (1999a). This algorithm was selected due to its common use which will
allow comparisons to similar works (e.g.: Basak et al. (2004); Mori et al. (2006);
Fodor and Kamath (2003); Westra et al. (2010)). The algorithm has an algorithm
type parameter that dictates how it functions, with two possible arguments. The
first argument is deflation, and instructs the algorithm to sequentially separate
signals. The second argument is parallel. This argument causes the algorithm to
separate signals in groups. The latter argument is preferred in this work, as it
may avoid the accumulation of errors that can occur when the deflation argument
is used (Ollila, 2010).
To implement the algorithm, the R programming language is used (Team, 2015)
along with version 1.1-11 of the FastICA algorithm developed by J. Marchini and
C. Heaton. Table 5.2 indicates the FastICA parameters and the corresponding
arguments used in this work.
Description Parameter (Variable) Argument (Value)
Signal Mixture X Vn×k
Number of signals to separate n.comp k
Algorithm type alg.type parallel
Contrast function fun logcosh
Method method C
Level of output information verbose True
Distribution Type alpha 1*
Normalise the rows row.norm False
Number of iterations maxit 200*
Convergence threshold tol 1e−4*
Initialise unmixing matrix w.init null*
Table 5.2: The parameters of the FastICA algorithm with their corresponding
arguments. Default values are indicated by an asterisk (*).
Although the FastICA has its own function to perform dimension reduction, its
construction of the covariance matrix with dimensions of M ×M , was found to
be too memory intensive for this work. The alternative SVD implementation
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(section 4.2) is rather adopted for the requirements of this work. As the same
number of signals as mixtures is always used in this work, no additional dimension
reduction is performed by the FastICA algorithm. Also, any rotation of the data
is linear and therefore would create an equivalent set of mixtures.
To standardise the results an additional custom wrapper function is used prior
to and after the FastICA algorithm. The wrapper function ensures that the
row-means (Jk×n) of the input matrix are saved, as they are not saved in the
original FastICA implementation. The row-means are important to save as they
are required in further calculations (see equation 5.6). The wrapper function
also transposes the input matrix, and subsequent output matrices as the FastICA
algorithm uses column-wise variables, while this work assumes row-wise variables.
Lastly, the wrapper function scales the signals to have unit variance, and also
scales the mixing matrix accordingly to preserve the total variance, which would
otherwise be lost.
Although no noise is explicitly handled by the noise-free linear ICA model (sec-
tion 4.1), the FastICA algorithm allows at most one signal to have a Gaussian
distribution. Moreover, no noise is assumed to be present in the data as only the
PV that are above the level of noise are retained for further analysis.
5.4.2 Ensuring Stability of FastICA Results
The FastICA algorithm (section 5.4.1) separates signals from data by iterating
until a threshold of independence is reached. In the beginning the unmixing
matrix (A−1) is populated with random values. The use of random values as an
initial estimate of the matrix can effect the final set of signals (e.g.: Kent (2011)).
The outcome of this is that the signals may differ between identical runs of the
FastICA algorithm when all other aspects are constant. Consequently, a solution
is introduced to minimise this effect on the signals.
Once the number of signals to separate from the data has been determined (Rule-
N method, section 4.3), an averaging method is employed to address dependency
of the matrix on the initial values. The FastICA algorithm separates out signals
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according to equation 4.4, while allowing only the initial estimate of the unmixing
matrix to differ. After each run the unmixing matrix is retained along with the
threshold value obtained for that run. The unmixing matrix is then averaged over
a number of runs, but only using those matrices that converged. This is repeated
for 10, 100, and 500 runs of the algorithm, and each set of runs is conducted 5
times. This enables the standard deviation of each set of runs at a given size
to be determined. The averaged unmixing matrix corresponding to the set with
the lowest standard deviation is used to separate the signals from the reference
dataset.
As averaging the unmixing matrices may result in a loss of variance, the final
matrix is scaled to the equal the total input variance and thereby preserve the
total variance as shown in the ICA model (equation 4.1). The columns of the
unmixing matrix are ordered by the absolute kurtosis of the signals to overcome
the ordering ambiguity in the ICA model.
5.5 Finding Reanalysis PV and Signals in
non-Reference Datasets
To find the reanalysis PV and signals in other datasets, two filters are created:
one for finding the PV and another for finding the signals. The filtered results
may be similar to those from the reference dataset (section 5.4) in sample number
and period, but may differ in properties such as their distributions. For simplicity,
the filtered results will still be referred to as PV and signals.
The PV filter is as follows:
D−1k×kU
+
k×MXM×n = V
T
k×n
(5.1)
Emboldened matrices are from non-reference datasets (e.g.: V T ). X is a pre-
processed non-reference dataset, while the unemboldened D and U matrices are
taken from the decomposition of the reference dataset (section 4.3). As U is a non-
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square matrix, its inverse is approximated using its pseudo-inverse (U+).
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To find the signals, the PV filter (equation 5.1) is extended to include the mix-
ing matrix A and row mean matrix J taken from the reference dataset signal
separation step in equation 4.4. The application of the signal filter is shown in
equation 5.2 below. No reordering of the signals is required as the mixing matrix
has already been ordered (section 5.4.2).
The signal filter is as follows:
A−1k×k(V
T
k×n
− Jk×n) = Sk×n (5.2)
5.6 Measure of Pattern Strength using
Relative Variance
Section 5.5 discusses how the PV and signals are found in the non-reference
datasets. This section examines how the degree to which the reanalysis PV and
signals are manifested in the other datasets, can be measured. In this work,
relative variance is selected to compare the filtered PV and signals from the
non-reference datasets to the PV and signals from the reanalysis dataset. Mea-
suring variance is seen to be important to ensure that datasets capture the correct
strength of the modes. Section 5.6.1 demonstrates the use of variance and rela-
tive variance as possible measures using an artificial example, while the specific
calculations are discussed in subsequent sections.
5.6.1 Demonstration Using Artificial Example
In this section, an artificial example demonstrates how the presence of reanalysis
PV and signals can be measured in non-reference datasets: first using variance
then using relative variance. For simplicity, it is assumed that the variance of
signals can be calculated despite the ambiguity of the ICA model (section 4.2).
The example is presented in figures 5.2 and 5.3. In figure 5.2, the reference dataset
is presented with the variance and the percentage of variance explained (PVE ) of
its individual components compared to the total variance. It has a total variance
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of 10 distributed between its two PV as 8 and 2, and between its signals as 4 and
6. The PVE of the PV are 80% (8/10) and 20% (2/10), and for the signals they
are 40% (4/10) and 60% (6/10).
Reference: PCA
PV
PV
E
1 2
0
20
40
60
80
100
PVE: 80%
PVE: 20%
Var: 8 Var: 2
Reference: ICA
Signal
PV
E
1 2
0
20
40
60
80
100
PVE: 40%
PVE: 60%
Var: 4 Var: 6
Figure 5.2: The reference dataset with the PVE of PV (left) and signals (right).
Figure 5.3 shows a dataset which has been filtered by the reference dataset. In
the ideal scenario, the dataset would perfectly represent the reference dataset.
So in calculating the PVE of component from a dataset, the total variance from
the reference dataset (10) and not the individual dataset under consideration is
used.
X: PCA
PV
PV
E
1 2
0
20
40
60
80
100
PVE: 70%
PVE: 10%
Var: 7 Var: 1
X: ICA
Signal
PV
E
1 2
0
20
40
60
80
100
PVE: 30%
PVE: 50%
Var: 3 Var: 5
Figure 5.3: Filtered dataset X, with the PVE of PV (left) and signals (right).
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In this example, the dataset is chosen to have a total variance of 8, and so only
captures 80% (8/10) of the total variance of the reference dataset. The PVE of
the PV are 70% (7/10) and 10% (1/10). The signals have PVE of 30% (3/10)
and 50% (5/10). If total PVE were to be used as the overall measure of dataset
performance, both the results from PCA and ICA would be identical, both with a
total PVE of 8. They are equal in total PVE because the V T from the SVD of the
data in equation 4.3 is also used as the mixtures for ICA in equation 4.4.
The relative PVE (RPVE ) of the PV and signals is considered as an alternative
to using the PVE. The RPVE of a component is the ratio of variance between
that component and its equally ranked component from the reference dataset. An
artificial example of this is presented in figure 5.4. It has the same distribution
of variance as the previous example in figure 5.3, but shows the RPVE of the PV
and signals. For the PV, the RPVE are 88% (7/8) and 50% (1/2). The RPVE
for the signals is 75% (3/4) and 83% (5/6).
X: PCA
PV
R
PV
E
1 2
0
20
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60
80
100 RPVE: 88%
RPVE: 50%
Var: 7 Var: 1
X: ICA
Signal
R
PV
E
1 2
0
20
40
60
80
100
RPVE: 75%
RPVE: 83%
Var: 3 Var: 5
Figure 5.4: Filtered dataset X, with the RPVE of the PV (left) and signals
(right).
Most importantly, the sum of the RPVE for the PV (138%) is not the same as
for the signals (158%). This means that for total dataset performance, the total
RPVE can differentiate between PCA and ICA results when the total PVE is
unable to make the same distinction.
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5.6.2 Limitations Using Relative Variance
A limitation with using the relative variance measures (RPVE ), is that a small
change in the distribution of variance amongst components may result in a marked
change in the RPVE for other components. An artificial example of this can be
seen in figure 5.5. This is the same dataset as the original (figure 5.3) with a
total PVE of 80%. To demonstrate the effect of a change in RPVE, the variance
of the PV in this example are changed to 6 and 2, producing RPVE of 75% and
100% respectively. The total RPVE is now 175%, which is an increase of 37%
compared to the total RPVE of the PV in the previous example at 138%. So
with just a small change in variance amongst components (PV or signals), the
RPVE may differ markedly. In this work, datasets are assumed to be reasonably
close to the reference dataset and are therefore unlikely to incorrectly simulate
the strength of reference dataset variance to a large degree.
X: PCA
PV
R
PV
E
1 2
0
20
40
60
80
100
RPVE:  75%
RPVE: 100%
Var: 6 Var: 2
Figure 5.5: Filtered dataset X, with the same total variance as the PV in figure
5.3. The second PV now has now double the variance and RPVE, demonstrating
the potential sensitivity of the RPVE calculation to the distribution of variance.
A second limitation is that the RPVE assumes that the components have the same
order. If they are not ordered, potentially different patterns will be compared in
terms of their variance and the wrong RPVE will be calculated for them. In the
case of this work, an ordering method is imposed for the PV and signals which
overcomes this problem (see section 5.4.2).
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5.6.3 Percentage of Variance Calculations
While the concept of percentage of variance explained (PVE ) was first discussed
within the artificial example (section 5.6.1), this section shows how it is calcu-
lated. Note that the PVE is the variance of an individual PV or signal represented
as a percentage of the total variance of all PV or signals and the PVE calcula-
tions are also only calculated for the PV and signals from the reference dataset.
For the other datasets, relative variance (RPVE ) is used (section 5.6.4). The
variance of signals cannot be calculated directly due to the ambiguity in variance
of the signals in the ICA model (section 4.2). So a proxy for them is created as
PVE.
PVE is generally an approximate measure of the variance for a PV or a signal.
For the PV from the reference dataset, it is an exact measure, and is given in
equation 5.3. The variance of the qth PV can be calculated using the square of the
qth non-zero singular value, divided by the sum of the square of all the non-zero
singular values. The PVE is then the variance of each individual PV represented
as a percentage of the total variance.
PVE of qth PV =
(Dq)2
n
ΣD2
∗ 100 : (q ∈ k) (5.3)
Although signals from the reference dataset are constrained to have unit variance
by design (section 4.2), their contribution in variance to the total variance can
be approximated. The approximation is based on the assumption that equation
5.3 for finding the PVE for the qth PV may also be expressed by both equations
5.4 and 5.5.
UM×kDk×1V
qT
1×n = Y
q
(M×n)×1 (5.4)
variance(Y q)
variance(X(M×n)×1)
∗ 100 ≈
(Dq)2
n
ΣD2
∗ 100 (5.5)
In equation 5.4, the matrices produced from the SVD of XM×n (equation 4.3)
62
are recombined for the qth row of V T and the qth column of D into a single
vector containing M × n elements denoted as Y q. The PVE of this matrix is
then defined as its variance relative to the total variance of the reference dataset
(X) in equation 5.5. This new ratio is found to be very similar to equation 5.3,
though there is no formal proof of this relationship.
The new ratio allows for the substitution of the of PV (V T ) with the mixing
matrix (A) and row means (J) to determine the PVE of the signals from the
reference dataset in equation 5.6. In the equation the qth row of S and the qth
column of A are used. The division of the row-means matrix by the number of
signals retained is to ensure that the matrix is added a total of once to the PV
for all the signals. The PVE of the signals can therefore be calculated as shown
in equation 5.7.
UM×kDk×k((A
q
k×1S
q
1×n) + Jk×nk
−1) = Zq(M×n)×1 (5.6)
PVE of Signal q =
variance(Zq)
variance(X(M×n)×1)
∗ 100 (5.7)
5.6.4 Relative Percentage of Variance Calculations
The artificial example (section 5.6.1) demonstrated the problem with using the
total variance as the measure of overall performance for a dataset. Formally,
due to equation 4.4, the total PVE of the PV is equal to the total PVE of the
signals, so total PVE cannot differentiate between PCA and ICA results. To
work around this problem, the relative percentage of variance explained (RPVE )
is introduced and as it not constrained in the same way as PVE. The RPVE is
the ratio between the variance of a filtered PV or signal and the variance of its
equally ranked counterpart from the reference dataset.
The ratio presented in equation 5.8 extends equation 5.3 to handle PV from a
non-reference dataset (emboldened) and for the PV from the referenced dataset.
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This equation can be simplified to equation 5.9.
RPVE of qth PV =
variance(UM×kDk×1V
qT
1×n)n
variance(UM×kDk×1V
qT
1×n)
∗ 100 (5.8)
RPVE of qth PV =
variance(V qT
1×n)
variance(V qT1×n)
∗ 100 (5.9)
Similarly for the signals, equation 5.7 can be extended to handle the signals
from a non-reference dataset and the signals from the reference dataset. This is
presented in equation 5.10 and can be simplified to equation 5.11.
RPVE of qth Signal =
variance(UM×kDk×k((A
q
k×1S
q
1×n) + Jk×nk
−1))
variance(UM×kDk×k((A
q
k×1S
q
1×n) + Jk×nk
−1))
∗ 100
(5.10)
RPVE of qth Signal =
variance(Sq1×n)
variance(Sq1×n)
∗ 100 (5.11)
Equation 5.11 can be further simplified, as the variance of the reference dataset
signals are scaled to have unit variance (section 5.4.1). From equation 5.12, the
variance of the filtered signals can now be used as their RPVE. This still produces
the same RPVE as equations 5.10 and 5.11 but simplifies the calculation.
RPVE of qth Signal = variance(Sq) ∗ 100 (5.12)
5.6.5 PCA and ICA Performance Metrics
The difference between the total RPVE possible and the total RPVE of a dataset
is used as the measure of overall performance metric for a dataset. It is presented
in equation 5.13 for the PV and equation 5.14 for the signals. For example if 6
PV were separated, then the total RPVE possible would be 600%. If a dataset
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captured a total RPVE of 550%, then the difference would be 50%. A small
difference therefore indicates that a dataset has performed well. If the dataset
were to be replaced with the reference dataset, then the difference would be
zero. Note that neither metric has any weightings base on the PVE of the PV
(or signals), each PV (or signal) is treated equally. To demonstrate potential
differences when using PCA and ICA, both a PCA based and an ICA based
performance metric are presented.
PCA Performance (PCAP) = (k ∗ 100)−
k
Σ
q=1
variance(V qT
1×n)
variance(V qT1×n)
∗ 100 (5.13)
ICA Performance (ICAP) = (k ∗ 100)−
k
Σ
q=1
variance(Sq1×n) ∗ 100 (5.14)
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5.7 Summary of Design Steps
The preparation of data, separation of signals, and how the performance metrics
are applied to the data is summarised in tables 5.3 and 5.4. A flow diagram
indicates how the outputs are linked together, from dimension reduction to the
separation of signals in figure 5.6.
Step 1: Preprocess Data
Step Datasets Details
1.1 M Bilinear Interpolation
1.2 REM Subset the Data Temporally
1.3 REM Remove Linear Trend
1.4 REM Remove Seasonal Cycle
1.5 REM Weight Cells By Latitude
Step 2: Determine Number of PV
Step Datasets Details
2 R Determine number of PV (k) by Rule-N method
Step 3: Find Principal Vectors
Step Datasets Details Eqn.
3.1 R XM×n = UM×kDk×kV
T
k×n 4.3
3.2 EMG D−1k×kU
+
k×MXM×n = V
T
k×n
5.1
Step 4: Stability of Results
Step Datasets Details
4 R Minimise stochastic effect by averaging mixing matrix (A)
Step 5: Separate Signals
Step Datasets Details Eqn.
5.1 R V Tk×n = (Ak×kSk×n) + Jk×n 4.4
5.2 EMG A−1k×k(V
T
k×n
− Jk×n) = Sk×n 5.2
Table 5.3: A summary of the first 5 of 8 steps of the preparation of the datasets for
use in the performance metrics. Each step is performed with respect to datasets:
R (reference), E (ERA-40), M (member), G (Gaussian noise). Emboldened ma-
trices are a product of a non-reference dataset.
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Step 6: PVE of Reference Dataset PV and Signals
Step Datasets Details Eqn.
6.1 R qth PV PVE = (D
q)2
n
ΣD2
∗ 100 5.3
6.2 R UM×kDk×k((A
q
k×1S
q
1×n) + Jk×nk
−1) = Zq(M×n)×1 5.6
qth Signal PVE = variance(Z
q)
variance(X
(M×n)×1
)
∗ 100 5.7
Step 7: RPVE of Other Datasets PV and Signals
Step Datasets Details Eqn.
7.1 EMG qth PV RPVE =
variance(V qT
1×n
)
variance(V qT1×n)
∗ 100 5.9
7.2 EMG qth Signal RPVE = variance(Sq) ∗ 100 5.12
Step 8: Performance Metric Calculations
Step Datasets Details Eqn.
8.a EMG PCAP = (k ∗ 100)−
k
Σ
q=1
qth PV RPVE 5.13
8.b EMG ICAP = (k ∗ 100)−
k
Σ
q=1
qth Signal RPVE 5.14
Table 5.4: As table 5.3, but for steps 6 to 8. Step 8.b is not dependent upon the
completion of step 8.a.
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Figure 5.6: Flow diagram showing how the datasets are prepared for use by the
performance metrics. This entails applying the results from the reference dataset
to another dataset to find the PV and signals. The emboldened arrows indicate
the results and process used for finding the PV and signals from a non-reference
dataset.
5.8 Performance Metric and Data Limitations
Section 2.4 covers the limitations to model weighting methods, while section
4.5 discusses limitations to the general application of ICA and the data used in
conjunction with it. This section covers the limitations specific to the performance
metrics and data that are used in this work.
The performance metrics only use a single variable, geopotential height. The
consequence of this selection, is that the performance results may change if a
different variable is used. The same is true also if another reanalysis dataset were
to be used. This makes the performance metrics sensitive to the variable and
reference dataset used, as is discussed in section 2.4.1.
In addition to this sensitivity, only six climate model ensemble members are used.
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A member which performs poorly, may appear as if it is an isolated case where
in fact if more members were to be used then the member may not be such an
isolated case as was originally thought. Therefore although the performance of
a member is calculated with respect to a reference dataset, the rank (i.e.: 1st,
2nd, 3rd, ...) of the member depends on the performance of the other members
relative to it.
Due to the design of the performance metrics, the same spatial patterns that
are found within the reference datasets are also used to find the PV and signals
in the remaining datasets. The limitation with this approach is that it assumes
that the identical spatial patterns found in the reference dataset are also found
in the members, and that they are found in the exact same location. This may
penalise members which simulate a mode correctly, but have a slightly different
spatial location for a mode. How should a geographical shift in the mode effect
the performance of a member is not discussed in this dissertation.
The preprocessing of the data (see section 5.3), may also affect the results. The
extent to which this may occur is not known, but it is possible. For instance in
Gleckler et al. (2008) they sometimes saw a non-negligible change in the ranking of
their models when they changed the spatial grid resolution used. The linear trend
and seasonal cycle were not removed from the Gaussian dataset, however these
two steps would have altered its covariance structure and so could potentially
impacted its performance as well. Dimension reduction could also favour models
which simulated a mode incorrectly, but as the mode was not captured by the
first few reanalysis PV, it would go unmeasured by the metrics.
Discounting a model result because the model performed poorly may be justifi-
able, but how poor is poor enough? If it is only a practical question of reducing
the number of models to use, then the definition of poor is assessed in practical
terms: Remove all the worst performing models until you are left with the desired
amount. But it is unlikely that a model will fail to completely simulate a process
if it is at least capable of simulating it. Therefore there may be a somewhat arbi-
trary threshold to decide if a model is indeed performing poor enough to warrant
its exclusion. Determining the threshold may not be straight forward. Therefore,
a limitation of the ICAP and PCAP metrics is that they do not provide infor-
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mation on whether a member result performs poorly enough to warrant it being
discarded.
5.9 Summary
The design of the performance metric is presented in this chapter. Measuring
the degree to which signals in the reference dataset are found in model ensemble
members provides a measure of performance for the members. Signals are found
using an existing clustering technique, Independent Component Analysis (ICA,
chapter 4). By finding the signals from reanalysis data they can automatically
be assumed to represent modes, and therefore the performance metric does not
require the more time consuming expert association of signals to known modes
(section 5.4).
Two challenges in creating the performance metrics are discussed and addressed.
The first, is that the algorithm used to perform ICA is partly stochastic. The
consequence of this is that the algorithm can produce a different set of patterns
when otherwise identical runs of the algorithm are used. In response to this, a
method of averaging the results to minimize this concern is presented (section
5.4.2).
The second, is that Principal Component Analysis is used to reduce the dimen-
sions of the data in preparation for its use with ICA. As the total Percentage of
Variance Explained (PVE ) of the principal vectors is equal to the total PVE of
the signals separated from them, total PVE cannot differentiate between results
produced from PCA and ICA. Therefore total PVE is an inadequate measure
of performance. To solve this, the relative measure of variance formula is intro-
duced.
The formula compares the variance of a pattern to the variance of the correspond-
ing reference dataset pattern. It is designed to not be constrained in the same
manner as the total variance measure. The PCA performance metric uses the
total Relative Percentage of Variance Explained (RPVE ) between reanalysis and
dataset principal vectors. Similarly, the ICA performance metric compares the
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RPVE between signals of the reference with the other datasets.
Overall performance for a model is not determined explicitly, but is rather esti-
mated for the available simulations of the model. The total RPVE for each PV
(or signal) from a dataset is used as the PCA (or ICA) performance metric. The
interpretation of the performance metrics is that a smaller difference in RPVE
implies that the dataset contains patterns of similar strength to those from the
reference dataset. As the metrics are used for weighting datasets, they suffer from
the same limitations as discussed in section 2.4.1.
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Chapter 6
Dataset Performance Results
6.1 Introduction
The results of the performance metrics (chapter 5) are presented in this chap-
ter. First, the choice on the number of signals and the robustness of them are
presented in sections 6.2 and 6.3. This is followed by an investigation into how
plausible the assumption is that signals and their spatial manifestations auto-
matically represent modes (section 6.4). Section 6.5 discusses the performance of
the datasets when using PCAP and ICAP for geopotential height data. Section
6.6 investigates the extent to which the performance of the alternate reanalysis
dataset is sensitive to a change in geopotential height level and the number of
signals separated from the data. Section 6.7 looks at performance sensitivity to
a change in variable (near surface air temperature), and compares the results to
a variance based metric (Fourier Distance) and a mean based metric (bias). A
discussion of the results follows in section 6.8.
6.2 Number of PV and Signals
The Rule-N method (section 4.3) was applied to all the PV from the reference
dataset in equation 4.3 to determine the number of PV (k) to retain for further
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analysis. While the minimum number of mixtures supported by the ICA model
is two (section 4.2), the potential number of PV were from 3 to 360 (n). Three
was used as the minimum set size as it was deemed to be the first non-trivial set
size. The Rule-N method found the first 3 to 51 PV to be above the level of noise.
By design, the same number of signals would also be separated from the data.
Although this work is not concerned with the association of signals to modes,
the number of signals to be extracted will not be the maximum number possible.
This is done in order to better facilitate comparisons to similar works. Similar
works range in the number of signals separated from data, from 120 separated
by Basak et al. (2004), to the more expert intensive and smaller sizes such as 10
by Aires et al. (2000) and 4 by Westra et al. (2010). The range in the number of
signals separated from data appears to be due to the exploratory nature of the
research in general, where even within ICA there are a number of different ways
of determining the number of signals to separate (see section 4.3).
To further reduce the number of PV, an additional step was introduced which
measures the degree to which the signals are independent of each other. The
convergence of the signals to wards independence is measured using the neg-
entropy threshold of the FastICA algorithm. Set sizes with good convergence
(low thresholds) are desirable in this work as they are more independent of each
other. For each set size (3 to 51), the threshold for each of the sets of signal was
recorded. Each set size used 1000 runs of the FastICA algorithm.
In figure 6.1, the median thresholds for the different sizes are shown. The median
thresholds generally indicate good convergence (low thresholds) from sizes 3 to
6. However, for the set sizes in the 7-40 range the sets often do not converge,
which may be a result of overestimating the number of source signals in the data.
Interestingly, from around a set size of 41 onwards, the median thresholds are
once again close to zero. Rather than being representative of convergence, this
may be an artefact of the algorithm caused by the overestimation of the number
of signals in the data.
The set size corresponding to the lowest median threshold with no outliers is the
set of 4. This number is similar to Kent (2011), which found a set size of 6 when
using monthly mean surface temperature data over a different period. The data in
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Figure 6.1: The median thresholds for the 3 to 51 PV determined by the Rule-
N method. The limits of the box and whisker plots extend to include outliers,
while the boxes encompass the 25th and 75th percentiles. A low threshold value
indicates near independence between a set of signals.
Kent (2011) included the seasonal cycle which was represented by 2 signals. This
suggests that had they removed the seasonal cycle then they would have arrived
at the same number, thereby adding supporting evidence for the validity of the
number found in this dissertation. Results from applying the mapping stability
algorithm by Kent (2011), also support this result as the set size of 4 was found
to be the most stable (not shown), while larger set sizes always produced less
stable results.
6.3 A Robust Set of Signals
Having determined the number of signals to separate from the data, any effect
that different initial stochastic estimates may have on the signals should be min-
imised as discussed in section 5.4.2. This is achieved by averaging the unmixing
matrix over a number of different runs of the FastICA algorithm when only a
change in the initial stochastic estimate is allowed.
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The standard deviation of the 5 averaged mixing matrices for the different number
of runs is shown in figure 6.2. The figure shows that with an increase in the
number of runs, the standard deviation between the averaged unmixing matrices
of a set decreases. This is to be expected as by averaging over more runs would
better cancel out any differences in the initial stochastic estimates.
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Figure 6.2: The standard deviation amongst the 5 mixing matrices that were
each created by averaging the matrices over a number of runs.
For almost all runs and sets the signals converged. This may be because the
threshold was shown to be reached in all runs in figure 6.1, when the number
of signals was determined (section 6.2). The only exceptions to this were from
the size of 500 runs, where 2 runs from one set of 500 did not converge, and
for another set 3 runs did not converge. These runs were eliminated from the
final averaging. As the set of averaged unmixing matrices from using 500 runs
was found to have the least RMSE, one of the averaged matrices was selected to
then find the signals in the reference dataset (step 4 table 5.3). As all 5 of the
averaged matrices for the run are equivalent, any one from the set could have
been selected.
Figure 6.3 shows the degree to which using the averaged unmixing matrix im-
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Figure 6.3: (left) absolute kurtosis, and (right) PVE of the signals for batch
1 with 500 runs. The whisker plots indicates the variability of the values over
500 runs without applying the average matrix, and their range extends to include
outliers. The diamonds (red) indicate the values for the signals from the reference
dataset using the average matrix. All signals are ordered by decreasing absolute
kurtosis.
pacted the absolute kurtosis and PVE of the signals. The results of the averaged
unmixing matrix are contrasted with the variability taken from batch 1 over 500
runs. In the figure, the absolute kurtosis for the first two signals from the ref-
erence dataset fall well below the variability of all the signals produced without
the averaging process. However, the second two signals fall within the absolute
kurtosis range of the signals produced without the averaging process. This shows
that there can be a trade off between the absolute kurtosis of signals and their
stability. Namely, a more stable set of signals can be produced but at the cost of
some them being more Gaussian.
In contrast, the PVE of the signals using the averaging process from the reference
dataset fall mainly within the variability of the signals produced without the
averaging process. Signal 2 from the reference dataset falls just below the range
of the non-averaged signals, which may be a product of having too few runs to
with which to construct the PVE variability of the signals. As total PVE for the
set of signals is constrained by design (section 5.4.2), it is not surprising that the
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PVE of the signals produced using the averaged unmixing matrix, falls within
the range of the runs.
6.4 Plausibility of Patterns
In this dissertation, the results (patterns) from applying PCA and ICA to reanal-
ysis data are automatically assumed to be representations of modes of climate
variability (section 5.4). The motivation for this assumption, is that associating
patterns to modes of climate variability is a complex and subjective task (see
section 4.4).
While this assumption is not proved in this dissertation, this section provides
evidence for its plausibility. As the focus of this work is on developing an ICA-
based performance metric (section 5), only the ICA related patterns are discussed.
PCA related patterns are left for future work.
The signals and their corresponding spatial manifestations are the ICA related
patterns. The signals are maximised to be non-Gaussian by design, and therefore
they are plausible in the sense that they are constructed to be unlike Gaussian
noise. The absolute kurtosis of the signals separated from the reanalysis dataset,
show in figure 6.3 that they are to some extent unlike Gaussian noise and are
therefore at least plausible.
The spatial manifestation that accompanies a signal is termed a static map in
this work. Each static map is calculated as follows:
LqM×1 = UM×kDk×kA
q
k×1 (6.1)
In equation 6.1, the qth static map (Lq) is calculated using the U and D matrices
(equation 4.3) and the qth column of the averaged unmixing matrix (A, section
5.4.2). The resulting LqM×1 matrix is then transformed into a 2D matrix (144×73,
see section 5.2). The latitude weighting from step 4 of the preprocessing steps
(section 5.3) is then reversed, and the resulting matrix is plotted as an image.
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The static maps for signals 1 and 2 can be seen in figure 6.4, while the static
maps for signals 3 and 4 can be seen in figure 6.5.
78
Figure 6.4: The static maps corresponding to signals 1 (top) and 2 (bottom) from
the reference dataset for 700 hPa geopotential height. Images are scaled to have
a range of between -1 and 1 due to sign and variance ambiguity (section 4.2).
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Figure 6.5: As figure 6.4 but for the static maps of signals 3 (top) and 4 (bottom).
In terms of the plausibility of the static maps (figures 6.4 and 6.5), the maps show
geographical groupings of points with some hemispherical symmetry. These sug-
gest that the images are not representative of Gaussian noise, which would show
images with uniform distributions of points. Additionally, Fodor and Kamath
(2003) show in their figure 7 (reproduced in figure 6.6), the result of static map
equivalent images with artefacts due to overlearning. As the static maps in this
work do not exhibit the same artefacts, and are not visually similar to Gaussian
noise, they are at least plausible representations of modes.
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Figure 6.6: The six independent component basis (static map equivalents) ob-
tained from the full-dimensional anomaly data. Caption and image from figure 7
of Fodor and Kamath (2003).
6.5 PCA and ICA Performance Metric Results
A plot depicting the performances of the datasets is shown in figure 6.7 and
the corresponding values are in table 6.1.E4 and G obtained the best and worst
performance respectively by PCAP and by ICAP. This was to be expected based
on the assumptions that E4 should closely reflect the real climate and G contained
only noise. The multi-model mean performed poorly in ICAP and PCAP as it
does not capture variance by design, and so it is not shown in the figure.
PCAP and ICAP rank the members very similarly except for M1 and M2. The
reason for the difference of the two members is unknown. M1 and M2 have the
highest total PVE out of the members which may allow them to capture the sig-
nals better than the other members. However, total PVE alone does not account
for E4 having less total PVE than M1 and M2 while still out performing them.
What this does show is that despite variance being preserved (section 5.6) PCAP
and ICAP may not only differ in theory but can also differ in practice.
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Figure 6.7: PCAP (diamonds) and ICAP (squares) results. The PVE are in-
dicated by the solid points. Dataset order is arbitrary and the Noise and MM
datasets are not shown due to their poor performance. “R” Indicates the total
PVE of the reference dataset (37%).
Dataset Total PVE (%) ICAP (%) PCAP (%)
R 36.83 - -
E4 34.72 24.88 24.98
B1 32.19 66.95 67.57
B2 32.08 69.08 69.62
C1 31.21 60.68 60.99
C2 32.20 49.41 49.66
M1 36.44 43.48 63.25
M2 36.51 46.89 67.94
MM 7.59 331.47 331.56
G 0.04 399.28 399.28
Table 6.1: The total PVE, ICAP, and PCAP results. M1 and M2 (emboldened)
differ the most when changing between ICAP and PCAP. The G and MM datasets
results are included. Order of results is the same as in figure 6.7.
82
C1 and C2 have the greatest performance difference between members from the
same model. To investigate this further, the Fourier decomposition of their spa-
tially averaged time series (30 years, n=360 months) using preprocessed data, is
shown in figure 6.8. While figure 6.8 shows that C1 and C2 have the highest
variance occurring at the same frequency (1), they do have difference frequencies
for the second highest variance (13 and 9 respectively).
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Figure 6.8: The Fourier decompositions of the spatially averaged time series for
C1 (top) and C2 (bottom) over the 30 year period (360 months). The first 20 fre-
quencies (0-19) and corresponding variances are shown, the remaining frequencies
have negligible variance.
The variance for each grid point is used to plot geographical distributions of the
variance at the different frequencies in figure 6.9 to highlight potential spatial
differences. From the figure, the variance from C1 is primarily focused around
the equator while C2 has a greater geographical representation of variance. This
difference in geographical representation may be a factor behind the difference in
their performance.
83
Figure 6.9: The geographical distributions of the variance at frequency 13 from C1
(top), and for frequency 9 from C2 (bottom). Images are scaled to unit variance.
6.6 Reproducibility of Reanalysis Performance
A consequence of the design of the PCAP and ICAP metrics (section 5), is that an
alternative reanalysis dataset should generally perform better than other model
datasets, as reanalysis data is generally more constrained by observations than
model simulations. Evidence for this performance difference can be seen in ta-
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ble 6.1, where the alternative reanalysis dataset (E4) performed better than the
model simulations for both PCAP and ICAP.
However, to ensure that this better performance is not an isolated case, this
section investigates the degree to which PCAP and ICAP results are sensitive
to changes. Specifically, a change in the geopotential height level used, and the
number of PV and signals that are separated from the data. Demonstrating that
the metrics have a low sensitivity to these changes will help show that they are
consistent and therefore potentially useful as model performance metrics beyond
this work.
For the data, the reference and alternative reanalysis dataset are the same as
those in section 5.2. However, the period under investigation is reduced by a year
due to data availability. The available period is from Jan 1961 to Dec 1989 (29
years, 348 months). 20 additional initial condition ensemble members are used
(HadCM3 from CMIP5, Met Office Hadley Centre (2017)) in combination with
the existing datasets discussed in section 5.2. The additional members consist
of two sets of ten initializations. Each set uses a different initialization, either
number 2 or 3 (e.g: r1i2p1 or r1i3p1). All datasets are preprocessed as in section
5.3, but are done using the shorter time period. The Gaussian noise and multi-
model mean datasets are also recalculated. Shortened dataset nomenclature is
also used for the additional datasets, for example with H6:3 referring to r6i3p1
and H9:2 referring to r9i2p1.
500 hPa and 700 hPa are used for the two different geopotential height levels. 700
hPa is used to facilitate any comparisons to the previous section (section 6.5),
while 500 hPa is used due to its availability and its adoption in other works such
as Wallace and Gutzler (1981) and Christiansen (2009). Set sizes of 4 and 6 are
extracted from both the 500 hPa and 700 hPa levels. The set sizes are determined
using the same approach as described in section 6.2, with the resulting median
thresholds presented in figure 6.10.
Figure 6.10 shows that for 700 hPa the largest set size with the lowest median
value was 5. However, to facilitate comparisons to the original reference dataset
at 700 hPa, a set size of 4 was also chosen for use in this section. The mapping
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stability from Kent (2011) (not shown) also showed that the most stable set
occurred at a size of 4. For 500 hPa, the largest set size with the lowest median
threshold was 6 and this set size was also confirmed by the mapping stability
calculation (not shown).
PCAP and ICAP were calculated for each dataset, using the set sizes of 4 and 6
and the geopotential height levels of 700 hPa and 500 hPa. In figures 6.11 and
6.12 the PCAP and ICAP of the datasets are indeed shown to be sensitive to
changes in the set size and level used. This is supported by the general clustering
of the datasets by set size and some changing of performance for a dataset between
levels. For example, H7:3 differs between 700 hPa and 500 hPa when using a set
size of 6.
In terms of the performance of the alternate reanalysis dataset (E4), it generally
performed better than other member datasets. The exception to this can be seen
in the 500 hPa plot (figure 6.12), with a set size of 4. For example, member M1
performed better by ICAP than E4. This may be because the set size of 4 is not
the most stable for the 500 hPa level. This suggests that PCAP and ICAP can
generally differentiate between reanalysis data and member datasets.
Visual clustering of the members shows that they strongly clustered by set size,
with no overlap between members of the two different set sizes. For 700 hPa and
a set size of 4, the members generally perform slightly better in PCAP than in
ICAP, while for a set size of 6 they perform notably better in PCAP than ICAP.
This difference between PCAP and ICAP is also present for the 500 hPa level
using a set size of 4. However, this time the members generally perform better in
ICAP than PCAP. For a set size of 6, the members are clustered approximately
equally between the two metrics. This suggests that while the member datasets
are impacted by changes in the set size and level used, PCAP and ICAP can be
used to differentiate between member datasets less well when stable set sizes are
used.
The visual clustering of members by their constituent models also shows that
they are sensitive to set size and level changes. For example, cluster C for 700
hPa contains members C1 and C2 and out performs cluster B in terms of PCAP
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with a set size of 6. This same performance difference cannot be seen for the 500
hPa level.
Although not explicitly investigated, ICAP was also found to be sensitive to a
change in the period used. For the time period of 30 years (360 months) M1 has
an ICAP of approximately 43% (table 6.1) making it the best performing member.
However, for the reduced period of 29 years (348 months), the member performs
worse with approximately 60%, changing its rank from first to 4th behind C2,
M1, and C1.
The performance of the datasets in this section are shown to be sensitive to
changes in the set size and geopotential height level used. This is consistent with
other research (section 2.4.1), which states that performance can be strongly tied
to the variable used in the analysis. Additionally, the ranking of member datasets
by ICAP was shown to be sensitive to a change in the data period used. Despite
these sensitivities, the alternate reanalysis dataset consistently performed better
than the majority of members for both set sizes and levels.
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Figure 6.10: Thresholds for the different geopotential height levels, 700 hPa (top),
and 500 hPa (bottom). The datasets have a maximum set size of 50 and 49
respectively. The limits of the box and whisker plots extend to include outliers,
while the boxes encompass the 25th and 75th percentiles. A low threshold value
indicates near independence between a set of signals.
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Figure 6.11: The PCAP and ICAP of each dataset for 700 hPa geopotential
height. Dashed diagonal line indicates where PCAP equals ICAP. Dataset colour
refers to PV and signals which use set a size of 4 (blue) and 6 (red). Clusters
are visual groupings of members from the same model. For example, B refers to
a cluster of B1 and B2 but may contain other datasets. MM and G performed
poorly and are therefore not shown.
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Figure 6.12: As figure 6.11 but for 500 hPa geopotential height.
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6.7 Metric Sensitivity
As the performance of datasets may be dependent on the variable used (section
2.4), this section examines how sensitive the performance of datasets are when
using PCAP and ICAP and compares them to the performance sensitivities of
two other metrics. Specifically, sensitivity will be examined primarily in terms
of dataset rank, and to a lesser extent their relative performance. Using two
additional metrics will help determine how much more or less robust PCAP and
ICAP are compared to the other metrics. Ideally, developing more robust metrics
would help by removing the choice around which variable should be used to assess
dataset performance.
The alternate variable and the application of PCAP and ICAP to it, are discussed
in section 6.7.1. Sections 6.7.2.1 and 6.7.2.2 discuss the two other metrics and
their comparison to PCAP and ICAP.
6.7.1 PCAP and ICAP with
Near Surface Air temperature Data
For the alternative variable, near surface air temperature data (TAS) is used.
All the datasets are the taken from the same sources as in section 5.2 and are
preprocessed in the same manner as the GHT variable (700mb, section 5.3). As
the performance of the noise and multi-model mean have already been examined
(section 6.5), they are excluded from further analysis.
The number of PV above the level of noise was determined to be 68, and the set
size with the lowest convergence threshold was 3 (not shown).The PV and signals
were separated from the data using an averaged unmixing matrix (batch 1 with
a run size of 10), and PCAP and ICAP were calculated. The performance of the
datasets can be seen in figure 6.13.
Figure 6.13 shows that the performance of the datasets are generally the same
for both PCAP and ICAP, with only M1 and M2 being different. Compared to
the GHT performances (section 6.7), there are a few differences. The first is that
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Figure 6.13: PCAP (diamonds) and ICAP (squares) results for TAS data. The
PVE are indicated by the solid points. Dataset order is arbitrary and “R” Indi-
cates the total PVE of the reference dataset (18.5%).
less variance (PVE) was captured by the PV of TAS than those of GHT (18.5%
vs 37%). This is to be expected as there were less PV found to be stable for
TAS than for GHT. The second, is that the datasets all performed worse (higher
PCAP and ICAP values) compared to GHT performance.
Figure 6.14 shows PCAP and ICAP values for both GHT and TAS. E4 consis-
tently performs better than the other datasets for both metrics and variables.
This is to be expected, as by design it is more constrained by observations than
the member datasets. With the exception of M1 and M2, all the remaining
datasets remain in the same order for both metrics and variables. The differences
between M1 and M2 are investigated further in section 6.7.2.1.
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Figure 6.14: PCAP and ICAP for both GHT and TAS data. Note that the GHT
uses left the y-axis, while TAS uses the right y-axis.
6.7.2 Alternative Metrics
The decision of which metrics should be used to compare against PCAP and
ICAP is not clear. While some of the potential existing metrics are discussed in
section 2.3, in order to attribute any performance differences to only be a product
of the metric used, the same preprocessed data should also be used by the two
other metrics. Further complicating this issue, is that the metrics may measure
fundamentally different aspects of the climate. For example PCAP and ICAP
focus on variance, while the REA method (section 2.3.1) focuses on the mean
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state of the climate.
Due to these complexities, the first alternate metric is a novel measure designed
to assess dataset performance using variance like PCAP and ICAP. It provides
a potential solution to the above mentioned problems as it also uses the same
preprocessed data and uses variance as part of the assessment process as well.
However, as it is a novel measure and therefore not in the existing literature,
a second metric is also used. While the second metric uses the mean state of
the climate and not variance, it is well documented in the existing literature.
Therefore, it will serve as more recognised metric to contrast PCAP and ICAP
sensitivity results against.
6.7.2.1 Fourier Distance
The first metric is termed the Fourier Distance (FD). To determine the FD of a
dataset, a timeseries of length n is made by taking the spatial average of the pre-
processed data for each point in time. The Fourier decomposition is then created
from the timeseries. The covariance of the dataset with timeseries of the reference
dataset is calculated. Lastly, the covariance of the Fourier decomposition of the
reference dataset with itself, is then subtracted from that of the dataset. The
result is a measure of how closely the variance of the frequencies from the dataset
match those of the reference dataset. The less the FD of a dataset, the more
closely it resembles the reference dataset.
Fourier decomposition is used, as Taylor et al. (2012) state that model data
cannot be expected to match the timing of events in reanalysis data. This is
because climate model simulations are typically influenced by both boundary
conditions (e.g.: solar forcing) and a prior determined state that is taken as the
model has been run to reach equilibrium. The influence of the prior state on a
model, makes it unlikely for its events to occur at the same time as those in the
reference dataset (e.g.: ENSO events). The consequence of this is that while a
timeseries from dataset may have a similar standard deviation when compared
to the reference dataset, its correlation with respect to it may be low due to the
non-synchronous timing of events. The Fourier decomposition of the timeseries,
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therefore allows for the frequency of events to be compared with out worrying
about potential phase (timing) differences.
The absolute FD is used as it functions in a similar manner to PCAP and ICAP,
giving better performing datasets a lower score. The main data differences with
FD compared to PCAP and ICAP, is that it uses globally averaged data while
PCAP and ICAP do not. FD also uses the preprocessed data (steps 1 to 5)
while PCAP and ICAP use the preprocessed data with dimension reduction.
It is similar to PCAP and ICAP, in that it examines variance compared to the
reference dataset. The FD for both the GHT and TAS data is presented in figures
6.15 and 6.17.
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Figure 6.15: The Fourier Distance, PCAP, and ICAP results using GHT data.
FD uses the left y-axis, while PCAP and ICAP use the right y-axis.
In figure 6.15, M1 is shown to out perform E4 in terms of FD. The reason for this
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can be seen in figure 6.16, where M1 has a much greater variance at frequency 2
than both E4 and R. This overestimation in variance results in its improved FD
performance over E4. If just the datasets from models are examined, the order
by FD and ICAP are very similar. The only exception to this is C1, which has
a lower rank by FD compared to PCAP and ICAP. The comparison between C1
and C2 in section 6.5 indicates that the difference in their ICAP performance
may be due to differences in their spatial representations of variance. As the FD
metric uses a timeseries which is constructed using a spatial average, this spatial
difference may be lost in FD as opposed to PCAP and ICAP. M2 has a similarly
large variance for frequency 2, but does not capture the remaining frequencies at
the same variances as M1. This difference may account for it performing worse
than M1.
Fourier Decompositions: R, E4 and M1
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Figure 6.16: The Fourier decomposition of the GHT timeseries from R (black), E4
(dashed blue) and M1 (dashed red) datasets. Only the first 61 (0-60) frequencies
are shown as the remaining frequencies have negligible variance.
In figure 6.17, E4 out performs most of the other datasets using TAS data. The
exception to this is M1, which like the FD performance using GHT data, is due to
the overestimation of some frequencies by M1 (not shown). In terms of variable
sensitivity for FD, some the datasets change their rank. For example, C1 has a
better rank using TAS than GHT, while B1 has a worse rank. M1 and M2 remain
the same.
To easily compare the rank differences between the metrics and variables, table
6.2 combines the ranks from FD, PCAP, and ICAP when using both variables.
This table provides a simple method for assessing the sensitivity of the metrics to
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Figure 6.17: As figure 6.15 but for TAS.
a change in the variable used. This is accomplished by counting how many times
the same dataset is found at the same rank for both variables and is termed:
rank sensitivity. For example with FD, B2 is at rank 6 for both variables, while
at rank 7 there are different datasets for the variables (C1 for GHT and B1 for
TAS). In total, the rank sensitivities are: 4 for FD, 3 for PCAP, and 5 for ICAP.
Therefore in terms of maintaining the same order of the datasets between GHT
and TAS, ICAP is the least sensitive.
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GHT TAS GHT TAS GHT TAS
Rank FD FD PCAP PCAP ICAP ICAP
7 C1 B1 B2 B2 B2 B2
6 B2 B2 M2 B1 B1 B1
5 B1 C2 B1 C1 C1 C1
4 C2 C1 M1 M2 C2 M1
3 M2 M2 C1 M1 M2 M2
2 E4 E4 C2 C2 M1 C2
1 M1 M1 E4 E4 E4 E4
Table 6.2: The ranks of the datasets for FD, PCAP and ICAP when measuring
performance using GHT and TAS.
6.7.2.2 Bias
The second metric to rank datasets is known as (bias) and it measures the mean
state of the climate as opposed to variance. It is not a novel metric, and has
been used in other works such as Suppiah et al. (2007) and in those discussed
in section 2.3. The bias of a gridded dataset is calculated by finding the average
for each grid cell over the period. Following which, the total absolute difference
between the mean of the dataset and the mean of the reference dataset serves as
the measure of performance.
The bias metric differs to FD (section 6.7.2.1), PCAP and ICAP in that the
data used cannot be preprocessed in the same manner as those in section 5.3
which removes the mean in step 3 (as part of trend removal). Rather, only the
subset data from step 1 is used. While bias uses different data and measures a
different aspect of the climate, it is much more common than FD, PCAP and
ICAP. Therefore, it serves as as more recognisable metric to compare against the
rankings of FD, PCAP, and ICAP.
The bias for each dataset is calculated for the GHT (section 5.2) and TAS (section
6.7.1) data. G and MM datasets are not used in this section, though MM would
likely perform very well (Randall et al., 2007). The biases for GHT and TAS are
shown in figure 6.18.
In figure 6.18, E4 performs the best for both datasets as it is constrained by
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Figure 6.18: The biases for the datasets, GHT with y-axis (left) and TAS with
y-axis (right). The GHT bias range is much greater than that of TAS.
observations. In terms of member performance, each member visually clusters
closer to members from the same model, than to members from other models.
The main difference between GHT and TAS for bias, is that members C1 and C2
have a better rank (lower) for GHT than for TAS. Figure 6.19 indicates the geo-
graphical differences in mean for GHT and TAS. For example, C1 underestimates
the mean over the Antarctic region for GHT while generally overestimating it in
TAS. As C2 has a similar bias to C1, it is not investigated.
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Figure 6.19: The biases for C1 with respect to the reference datasets for GHT
(top) and TAS (bottom). The plots have different ranges to better highlight
regional differences.
The same approach to measuring the sensitivity of datasets to a change in variable
used for FD, PCAP, and ICAP (section 6.7.2.1) is also used for bias. The rank
sensitivity of bias is therefore 3, which is mainly due to the change in performance
for C1 and C2 between variables. This makes the bias metric as sensitive to a
change in rank as PCAP, and more sensitive than ICAP with 5.
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6.8 Discussion
ICA was used to construct a novel performance metric (ICAP). Signals are sep-
arated from reanalysis data and the degree to which member datasets manifest
the same signals is used as the metric. The signals are automatically assumed to
represent variations in the atmosphere which are related to modes of variability.
The specific limitations to ICA are discussed in section 4.5, general limitations
to performance metrics in section 2.4.1, while specific limitations with regards to
this work are discussed in section 5.8.
As ICAP is dependent upon the results from PCA (section 5.6), a performance
metric was constructed using PCA as well (PCAP). From the artificial example in
section 5.6.1. it was known that the two metrics could potentially have different
relative variances (RPVE ) which could result in different rankings depending on
whether PCAP or ICAP is used. However the fact that the two orderings do
differ, shows that ranking the members by RPVE can produce different rankings
despite the total variance between the two methods being preserved.
Sections 6.3 and 6.4 showed that the signals and their corresponding spatial maps
from the reference dataset were unlike noise and artefacts. This is important, as
it adds supporting evidence for the assumption in section 5.4 which stated that
signals and static maps are automatically assumed to represent modes in this
work. While the signals and their spatial maps were not associated to modes
due to the complexities of the association process (section 4.4), their plausibility
suggests that the automatic association to modes is at least to some extent valid.
Further research will be needed to determine the full validity of this assumption,
and whether it holds for PCAP as well.
Section 6.6 examined the sensitivity of PCAP and ICAP when the set size and
geopotential height level were changed. Additional ensemble members were also
used to ensure that the performance rankings were less dependent upon the num-
ber of datasets used. The performance of the datasets showed that PCAP and
ICAP could generally identify the alternative reanalysis dataset (E4) from the
other members, as well as showing the noise dataset performed poorly. As E4
and the noise dataset consistently had good and bad performances respectively,
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this shows that PCAP and ICAP are to some degree consistent in their rankings
of datasets. This does not however make these metrics completely insensitive to
changes in set sizes and levels, as the performance of some datasets were shown
to be impacted by the changes.
To gauge the extent to which dataset performance is impacted by a change in the
variable measured, an additional experiment was conducted. In this experiment,
PV and signals were separated from near-surface temperature data (section 6.7)
and compared to the geopotential height results (section 6.5). The sensitivity
to the change was measured by counting how many times each dataset kept its
rank between different variables for a given metric. This was to provide a simple
measure of sensitivity, and it was termed: rank sensitivity.
However, determining the rank sensitivity of PCAP and ICAP in isolation does
not provide information about how much better or worse their rank sensitivity
is, compared to other metrics. To address this concern, two other metrics were
introduced. The Fourier Distance (FD) measures variance like PCAP and ICAP,
while bias uses the mean state of the climate. Both these metrics rank models
with respect to the reference dataset. In ranking models relative to a reference
dataset, they are similar to PCAP and ICAP. FD is a novel metric used solely
in this work. It uses similar data to PCAP and ICAP but it is globally averaged
and is not dimensionally reduced. FD also ranks data using the variance of the
datasets like PCAP and ICAP. Bias on the other hand is a common metric in the
existing literature and it serves as a benchmark of rank sensitivity in this work.
The results from sections 6.7.2.1 and 6.7.2.2 show that PCAP and ICAP are at
worst as sensitive as FD and bias, with ICAP being slightly less rank sensitive
than PCAP. However different variables or datasets may result in different rank
sensitivities.
The limitations and complexities with PCAP and ICAP have been discussed
in section 4.5 and 5.8. Of particular note, is that like other metrics, the two
metrics in this work are still sensitive to changes, such as changes in the variable,
geopotential height level, time period, and the number of PV and signals used.
What the results from this chapter do indicate, is potential. ICAP produced
plausible static maps and both metrics were generally consistent in their ranking
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of datasets. Their ranking of datasets was also only as sensitive as an existing
metric (bias).
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Chapter 7
Conclusions
7.1 Overview
This dissertation is concerned with the design and demonstration of a novel metric
for evaluating climate models, and the primary contribution is a methodology
which develops an ICA model performance metric (ICAP). The metric is used to
determine the performance of model results by determining how well models have
simulated global patterns found in present day climate data (reanalysis data). As
assessing model performance necessitates the consideration of multiple aspects of
model performance, the metric is designed to be used in conjunction with other
evaluation methods.
As the metric targets the fundamental modes of the climate system, in multi-
model contexts it provides a basis for choosing to remove or weight models that
poorly simulate the present day climate. The rational is that models which poorly
simulate the present day are considered less likely to simulate the future climate
well and should therefore be discounted in further analysis.
Patterns that may represent modes of climate variability (modes) are found in
reanalysis data using a novel application of Independent Component Analysis
(ICA). The specific patterns found using ICA (signals) are identified from re-
analysis data and therefore represent the observationally constrained fundamen-
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tal modes. These modes are then assessed in the model data to inform on the
evaluation of whether the model results contain credible information, and for de-
termining if the models are justifiably producing correct results for the correct
reason. ICA is selected as a new technique to find representations of modes in
data, as it presents potential advantages in identifying the modes and associ-
ated patterns in noisy data. The importance of understanding modes and the
complexities in associating patterns to modes, are further discussed in section
7.2.
Part of the performance metric application employs preprocessing of data using
Principal Component Analysis (PCA). This inclusion of PCA creates a constraint
that makes the raw results from PCA and ICA appear identical in terms of their
total variance. However the total variance is not indicative of the signals, and
so to differentiate between the results from the two methods, a novel measure
is developed, termed the relative percentage of variance explained (RPVE ). The
performance metric calculates the total RPVE of the reanalysis signals found in
a model result. Due to the dependence of ICA on PCA in this work, a similar
performance metric based on PCA results is also developed (PCAP) to investigate
the dependency.
There are many limitations with PCAP and ICAP (sections 2.4.1, 4.5, and 5.8).
These include the potential sensitivity of performance to the variable used, the
limited number of datasets generally used in this work, and how to determine the
number of PV to extract from the data. To assist in determining how many PV
should be extracted, the rule N method was applied to determine which ones were
above the level of noise (section 4.3). To help ensure that the signals separated
were consistent, an average of the unmixing matrix was demonstrated in section
5.4.2.
As model performance been shown to be dependent on the variable used (section
2.4.1), PCAP and ICAP were also assessed when first using different geopotential
height levels (700mb and 500mb), additional members and two different set sizes
(section 6.6). Both metrics were able to consistently identify the alternative
reanalysis dataset from almost all the remaining members at both levels and when
using both set sizes. Secondly, the metrics were investigated when changing the
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variable used (geopotential height data at 700mb and near surface temperature
data). Potential changes in the order (ranking) of the datasets was measured to
determine the sensitivity of dataset performances to a change in the variable used.
Compared to the rank sensitivities of two other metrics (Fourier Distance and
bias), PCAP and ICAP has similar sensitivities. ICAP was found to be the least
sensitive of the three metrics, but only by a small amount (section 6.7.2). The
patterns found using the ICA-based approach were also shown to be plausible
representations of the modes, with a full discussion of pattern association in
section 7.2.
The ICAP metric addresses the following:
1. Model Performance Metric
The ICA based model performance metric is developed to rank multi-model
ensemble members according to how well they capture the representations
of global modes found in reanalysis data. Figure 6.7 is represented below
in figure 7.1, and it demonstrates how the metric was able to rank the
members used in this work.
Of particular importance is that the ordering of the members differs de-
pending on which metric is used. For example, member M1 performed best
by ICAP (lowest value) while member C2 performed best by PCAP. This
shows that despite the dependency of the ICA approach on using PCA for
preprocessing, the ranking of the members using ICAP compared to when
using PCAP brings additional power to discriminate between signals in the
simulations. This may be due to different ways the techniques function,
maximising variance (PCA) and maximising independence (ICA).
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Figure 7.1: PCAP (diamonds) and ICAP (squares) results. The PVE are in-
dicated by the solid points. Dataset order is arbitrary and the Noise and MM
datasets are not shown due to their poor performance. “R” Indicates the total
PVE of the reference dataset (37%), while the list of the full dataset names can
be found in table 5.1 (See section 6.5 for more details).
2. ICA Application Extended to Multiple Datasets
The ICA performance metric presented in this work removed the need to
subjectively associate signals to modes. The consequence of this is that the
methodology is applicable to multiple datasets without having the overhead
of associating patterns to modes.
To demonstrate the application of the performance metric, a total of ten
datasets were used in section 5.2, and more than 20 in section 6.6. Therefore
the performance metric allows for the novel extension of ICA to multiple
datasets.
3. Differentiate Between Noise and Climate
To show that the model performance metric can differentiate between re-
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sults from the true climate and those from noise, two test datasets were
used: an alternative reanalysis which should perform well, and a dataset
containing only noise which should perform poorly. The results were as
expected, with the alternative reanalysis dataset performing well, and the
dataset containing only noise performing poorly (see table 6.2). There-
fore the contribution of this dissertation is a metric which can differentiate
between noise and signals within simulations of the climate.
7.2 Case for Understanding Modes
of Climate Variability
Understanding the behaviour of global modes is a necessary part of understand-
ing the overall climate, as they describe the temporal and spatial distribution
of variables, such a temperature and rainfall. As modes can be global in their
spatial influence, they can also be responsible for affecting regional climates. An
example of this is presented by Hart et al. (2013) who show that the Madden-
Julian Oscillation (a mode) has a weak but significant affect on South African
rainfall through its modulation of tropical temperate troughs. Smith and Chan-
dler (2010) also demonstrate the influence of a global mode on a regional climate
when they account for the El Nin˜o Southern Oscillation amongst other factors in
their assessment of global models to capture Australian rainfall.
The importance of understanding modes is also shown by Leary et al. (2009), who
are interested in deriving relevant information for users from climate data. They
state that before the data can be interpreted as information it should portray a
realistic climate and there should be a “clear process-based understanding of the
response of the physical and social systems to climate and other pressures“ (see
section 1.2). In terms of modelling importance, Tebaldi and Knutti (2007) state
that models should obtain the right result (appropriate variability on the range
of spatial and temporal scales) for the right reason, such as through the proper
simulation of modes rather than by factors such as tuning (section 2.4.2).
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To understand the behaviour of modes within model simulations, potential repre-
sentations of modes have to be found in the data and then successfully associated
to modes. There are a number of different approaches to accomplish this task
which are reviewed in chapter 3. However, the association process contains many
complexities (section 4.4). For example, one pattern could represent multiple
modes or how to associate patterns found using one technique to a climate index
(indicative of a mode) which is produced using another technique that makes
fundamentally different assumptions about the data.
This dissertation assumes that representations found within reanalysis data au-
tomatically represent valid modes (section 5.5). This assumption removes the
task of associating potential representations to modes, which is currently per-
formed manually by experts. Expert association may be timely and subjective
and therefore increasingly infeasible for application to many datasets. This work
finds that the representations from the reanalysis dataset are plausible, as their
spatial manifestations may represent modes and they did not represent artefacts
or noise (section 6.4). Additional work would be needed to determine the full
validity of this assumption.
The contribution of this dissertation to the existing approaches is the ability of
the ICA based metric to differentiate between patterns inherent in records of the
climate (reanalysis data) from those seen in noise (Gaussian). This can be seen
in table 7.1 (table 6.1 represented), where the alternative reanalysis dataset (E4)
performed better (smaller value) than the noise dataset (G) when using ICAP
to rank the datasets with respect to another reanalysis dataset (R). The table
also shows the difference between the ICA and PCA based metrics, namely that
ordering of members can change. For example, M1 and M2 change their values
the most between ICAP and PCAP compared to the other datasets used in this
work.
The plausibility, consistency, and sensitivity of ICAP demonstrates that it can
offer a novel contribution to the existing tools available for understanding the
behaviour of modes, and how they are represented by models.
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Dataset Total PVE (%) ICAP (%) PCAP (%)
R 36.83 - -
E4 34.72 24.88 24.98
B1 32.19 66.95 67.57
B2 32.08 69.08 69.62
C1 31.21 60.68 60.99
C2 32.20 49.41 49.66
M1 36.44 43.48 63.25
M2 36.51 46.89 67.94
MM 7.59 331.47 331.56
G 0.04 399.28 399.28
Table 7.1: The total PVE, ICAP, and PCAP results. M1 and M2 (emboldened)
differ the most when changing between ICAP and PCAP. The G and MM datasets
results are included. Order of results is the same as in figure 6.7 (see section 6.5
for more details)
7.3 Developing a Context for Application
7.3.1 Meta-Metric
This dissertation demonstrates a novel performance metric for evaluating climate
models according to how well they have simulated representations of modes of
climate variability found within reanalysis data using Independent Component
Analysis. However, the current applications of similar techniques to climate data
involves expert interpretation to determine if the patterns found by the techniques
are indeed representative of modes (section 4.4). The subsequent success of the
application and the value of the technique is therefore dependant upon the quality
of the association.
There are two problems in particular that require further investigation for this
method of discounting models. Firstly, by removing the need for expert assess-
ment, the traditional means for justifying the selection of the technique is also
removed. This makes all techniques valid to some degree for finding representa-
tions in reanalysis data. So multiple techniques will be required to provided a
more justifiable set of model result rankings rather than using a single one.
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Secondly, the volume of data from climate models to analyse is set to grow in the
future (Overpeck et al., 2011) and could be further increased if aspects such as
sub-regions are also considered for analysis. Applying a variety of techniques to
large volumes of data will further compound the situation by potentially creating
a large growth in the amount of metric results to interpret.
One solution to these problems may be to create a meta-metric, a metric which
summarises the overall performance of multiple model results by multiple tech-
niques. This would extend the concept by Gleckler et al. (2008) who created the
Model Climate Performance Index. The metric is the average root mean square
error over a number of variables (fields) and spatial domains. It allows for the
overall assessment of multiple model results, offering the trade of added simplic-
ity for a loss in error information (e.g.: errors over different spatial domain are
averaged).
The meta-metric would address part of the wider set of recommendations by
Knutti (2010) by functioning as a broad brush metric which could be used to
identify poorly performing model results. The poorly performing results could
then be analysed further using other evaluation methods to determine if they
should be discounted or retained. By focusing only on poorly performing model
results, the addition analysis would be isolated to only those model results. This
would reduce the total amount of analysis required. How poor is poor enough
to discard a result remains an open question, and the meta-metric would require
the creation of additional performance metrics.
Given the foreseen growth in the volume of climate data, a meta-metric followed
by a more detailed evaluation of poor performing results, may be one of the ways
to help determine if climate data can serve as credible information for users.
7.3.2 Model Discounting Framework
Discounting model results is one of the methods reviewed for having potential to
reduce the spread in model results (see section 2.3.3). As there is no one best
method or set of methods for evaluating models, selecting a method is ultimately
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subjective. This section introduces a new approach to assist experts in the task
of discounting model results.
The approach is based the concept of an issue tree which is taken from the field
of management consultancy (e.g.: Cheng (2012)). The issue tree is a tool used by
consultants to solve a specific problem. To solve the problem, a consultant creates
a hypothesis and seeks to validate it against the available data. Extending this
approach to discounting model results, the expert would decide if a result should
be discounted based on the condition the model result has failed. An example of
an issue tree is presented in figure 7.2.
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Figure 7.2: An example of an issue tree for discounting a model result. Conditions
1 and 2 are the Model Discounting Framework, while condition 3 customises the
framework to become an issue tree for a specific case. Numbers indicate the order
in which the conditions should be used to evaluate a model result.
In the figure, the first condition to pass could be determining if the model result
had correctly simulated the air surface temperature trend compared to observa-
tional data. If the model result passed this condition then the next condition
could be determining if the model had correctly simulated modes of climate vari-
ability. If a result fails a condition, then it is discounted and no further conditions
112
are required to be checked. The advantage of this framework is that it doesn’t
have to comprehensively include every evaluation method as a condition: Merely
failing one condition in the issue tree is sufficient to discount a model result.
The tree is constructed to have two axes: computational demand and spatial /
temporal scale. This design enables an efficient fail-fast approach to discounting a
model result. Firstly, conditions such as testing the sign of the temperature trend
are relatively computationally inexpensive, and therefore a model result should
be tested against this type of condition first. More computationally demanding
conditions (such as ICAP) should only be used to test a model result if less
computationally demanding conditions did not discount the result.
Secondly, if a model result fails to capture the modes of climate variability on a
global scale, then it is unlikely that any skill in simulating more regional patterns
such as rainfall, can be justified. This may be the case in regional models which
are forced by global models. Therefore conditions which test global scale over
long periods of time should be applied to data first before finer scale conditions
are applied to the result. The issue tree is therefore designed to optimise the use
of existing methods for discounting model results.
The recommendation is to take the concept of the issue tree presented in this
work and create a more general model discounting framework (MDF). This would
provide a standard set of conditions for evaluating a model result against. In doing
so, it would ensure a minimum level of performance for each model result that is
not discounted. At the same time, the framework could be taken by individual
experts and extended to meet the discounting needs of their specific work. For
example by further testing a result against drought frequency.
The concept presented in this section is a very general example of what the frame-
work may be able to offer experts. Adapting the framework for global or regional
model results would be needed, as well as quantifying what is poor performance.
The construction of the framework will also have practical constraints such how
a model result is preprocessed. For example, if the trend is not removed from the
model result between testing the first two conditions in figure 7.2, then the con-
dition for testing the modes of climate variability may also be partly affected by
113
trends. Therefore ensuring that the right conditions (e.g.: 1 and 2) are mutually
independent of each other will also be needed.
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