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RESUMEN
La incidencia y prevalencia de dos enfermedades no transmisibles las cuales son diabetes mel-
litus y caries denta, esta´ en aumento, motivo principal por el que en los u´ltimos an˜os el estudio
de la relacio´n que hay entre estos dos padecimientos ha incrementado. Tanto la caries como
la diabetes, son enfermedades multifactoriales, que tienen diversos factores de riesgo que con-
tribuyen su inicio y progresio´n. Los factores de riesgo pueden clasificarse en biolo´gicos, am-
bientales o socioconductuales, por mencionar algunos. La caries es problema de salud pu´blica
a nivel mundial y es conocida como la enfermedad no transmisible ma´s extendida. La dia-
betes actualmente esta´ afectando a la poblacio´n mexicana en niveles preocupantes, ocupando
el primer lugar en prevalencia de este padecimiento.
Debido a que ambas enfermedades son prevenibles, en este trabajo se propone ell uso de
una Red Nuronal Artificial que sea capaz de clasificar a los sujetos con presencia o ausencia de
estas afecciones, utilizando 31 caracterı´sticas que describen el estado del paciente. El modelo
es evaluado mediante ana´lisis estadı´stico tomando en cuenta la precisio´n, funcio´n de pe´rdida, el
a´rea bajo la curva (AUC por sus siglas en ingle´s) y la curva de caracterı´sticas operativas recep-
toras (ROC por sus siglas en ingle´s). Se obtuvieron resultados estadı´sticamente significativos
tieniendo una precisio´n de 0.99, AUC de 0.99 para las curvas ROC.
Palabras clave: Diabetes mellitus, NHANES 2013-2014, Redes neuronales artificiales,
Diagno´stico asistido por computadora, Caries.
BIOMARKERS DEVELOPMET BASED ON SOCIOECONOMIC AND
DEMOGRAPHIC DETERMINANTS FOR THE DIAGNOSTIC OF
MULTIFACTORIAL NON-TRANSMISSIBLE DISEASES THROUGH DEEP
NEURONAL NETWORKS.
Vanessa del Rosario Alcala´ Ramı´rez
Thesis supervisors: Dr. Carlos Eric Galva´n Tejada. y Dra. Nubia M. Cha´vez Lamas
ABSTRACT
The incidence and prevalence of two non-transmissible diseases, there are diabetes melli-
tus and dental caries, is increasing, for this reason, in the recent years the relationship between
dental caries and diabetes mellitus studies are rising. Dental caries and diabetes are multifac-
torial diseases, they have many risks factors that contribute to the onset and progression. Risk
factors can be classified as biological, environmental or socio-behavioral. Caries is a public
health problem worldwide and is known as the most widespread noncommunicable disease.
Diabetes is currently affecting the Mexican population at worrying levels, occupying the first
place in prevalence of this condition.
Due to both diseases are preventable, this work proposes the use of an Artificial Neural
Network that is able to classifying subjects with the presence or absence of caries and diabetes,
using 31 characteristics that describe the patient’s condition.
The model is evaluated by statistical analysis taking into account the accuracy, loss func-
tion, the area under the curve (AUC) and the receiver operating characteristics curve (ROC).
Statistically significant results were obtained with an accuracy of 0.99, AUC of 0.99 for ROC
curves.
Keywords: Diabetes mellitus, NHANES 2013-2014, Artificial Neural Network, Computer-
aided diagnosis, Caries.
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Capı´tulo 1
Introduccio´n
En este capı´tulo se explica el concepto general referente a las enfermedades no transmis-
ibles, principalmente diabetes y caries. Dado el alto nu´mero de incidencias de ambas enfer-
medades, es importante encontrar la o las relaciones presentes entre caries y diabetes, para que
una vez identificadas sea posible el desarrollo de biomarcadores basados en determinantes so-
cioecono´micos y demogra´ficos que ayuden a la deteccio´n temprana de dichos padecimientos,
debido a esto, se plantean un conjunto de hipo´tesis, las cuales se analizan bajo el desarrollo del
objetivo general y de los objetivos especı´ficos correspondientes a esta investigacio´n.
Las Enfermedades No Transmisibles (ENT), tambie´n conocidas como Enfermedades Cro´nicas
No Transmisibles (ECNT), tienden a ser de larga duracio´n y solo se controlan, son la principal
causa de muerte y discapacidad en el mundo, segu´n la Organizacio´n Paname´ricana de la Salud
(OPS) el te´rmino ENT hace referencia a un grupo de enfermedades que no son causadas prin-
cipalmente por una infeccio´n aguda, adema´s tienen consecuencias para la salud a largo plazo
y con frecuencia crean necesidad de tratamientos y cuidados de por vida [1]. Las ENT son el
resultado de la combinacio´n de factores gene´ticos, fisiolo´gicos, ambientales y conductuales, y
afectan a todos los grupos de edad, a todas las regiones y paı´ses, centrandose en los paı´ses de
ingresos bajos y medios, ası´ como en personas de edad avanzada [2].
Segu´n la Direccio´n Nacional de Promocio´n de la Salud y Control de Enfermedades No
Transmisibles, entre las ENT ma´s comunes se encuentran las enfermedades cardiovasculares,
2como pueden ser infartos de miocardio o accidentes cerebrovasculares; el ca´ncer; las enfer-
medades respiratorias cro´nicas tales como neumopatı´a obstructiva cro´nica o asma; la enfer-
medad renal; la diabetes y algunas enfermedades bucodentales [3]. Estas enfermedades rep-
resentan un 63% de muertes que se producen a nivel mundial, aproximadamente el 80% se
encuentran en los paı´ses de bajos y medios ingresos afectando por igual a hombres y mujeres
[4].
La Organizacio´n Mundial de la Salud (OMS) define diabetes como una enfermedad cro´nica,
incurable, dina´mica, de agravamiento progresivo y de larga duracio´n, la cual se presenta cuando
el pa´ncreas no produce suficiente insulina o cuando el cuerpo no puede usar eficientemente la
insulina producida, debido a esto, los niveles de glucosa en la sangre incrementan por lo que
el cuerpo libera ma´s cantidad de insulina teniendo como consecuencia que la produccio´n de
insulina disminuya constantemente, provocando altos niveles de azu´car en la sangre, lo cual se
conoce como hiperglucemia [5, 6].
La diabetes puede clasificarse dentro de las siguientes categorias:
• Diabetes tipo 1: Consiste en la destruccio´n autoinmune de las ce´lulas β, lo que gen-
eralmente conduce a una deficiencia absoluta de insulina.
• Diabetes tipo 2: Ocurre debido a la pe´rdida progresiva de la secrecio´n de insulina de
ce´lulas β con frecuencia provocando resistencia a la insulina.
• Diabetes Gestacional: Este tipo de diabetes se genera a partir de la gestacio´n, siendo
diagnosticada en el segundo o tercer trimestre del embarazo.
• Tipos de diabetes especı´ficos debidos a otras causas: Dentro de estos tipos de diabetes
se encuentra la diabetes neonatal, o la diabetes que se presenta al inicio de la madurez
en jo´venes, otras causas son fibrosis quı´stica y la pancreatitis, adema´s de la diabetes
inducida por drogas o productos quı´micos, como puede ser el uso de glucocorticoides en
el tratamiento del VIH/SIDA o despue´s de un transplante de o´rganos [7].
.
3Dentro de la clasificacio´n de los tipos de diabetes mellitus resaltan dos, las cuales son
aquellas que se presentan en la poblacio´n con mayor frecuencia, estas son la diabetes mellitus
tipo 1 y tipo 2, esta u´ltima se caracteriza por hiperglucemia con grados variables de resistencia
insulı´nica, disminucio´n de la secrecio´n de insulina e incremento en la produccio´n de glucosa
hepa´tica [8, 9].
La diabetes en etapas tempranas no suele producir sı´ntomas, cuando se detecta tardı´amente
y no se trata adecuadamente ocasiona complicaciones de salud, como pueden ser infartos del
corazo´n; ceguera; falla renal; amputacio´n de extremidades inferiores y muerte prematura [10],
lo cual lleva a estimadar que la esperanza de vida de individuos con diabetes se reduce entre 5
y 10 an˜os [11].
Por otro lado, dentro de las enfermedades no transmisibles y especifı´camente tratandose
de salud oral o enfermedades bucodentales, destaca la caries, se define como un padecimiento
de origen multifactorial, con diferentes riegos que contribuyen a su aparicio´n y su progreso,
estos factores de riesgo se pueden categorizar en biolo´gicos, ambientales o socio-culturales.
Es importante mencionar que la caries es considerada como una enfermedad prevenible no
transmisible que se presenta en la mayorı´a de la poblacio´n a lo largo de su vida, con una
prevalencia que ronda entre el 60 y 90% mundialmente, afectando los tejidos duros de los
dientes, la caries comparte una serie de factores conductuales, socioecono´micos y de estilo de
vida con otras enfermedades no transmisibles como son la diabetes y el sobrepeso, por lo que
de igual manera deberı´a estar sujeto a un modelo similiar de control como las enfermedades
cro´nicas [12, 13, 14].
De acuerdo con la OPS el desarrollo de caries con frecuencia esta´ relacionada con el con-
sumo de carbohidratos, placa carioge´nica, saliva, caracterı´sticas de la comida, tiempo de ex-
posicio´n, la eliminacio´n de la placa y la susceptibilidad del paciente, ası´ como, las pocas me-
didas preventivas en la salud oral y el acceso limitado a los servicios dentales especializados
[15].
41.1 Planteamiento del problema.
Existen grupos de personas de todas las edades, regiones y paı´ses que son afectados por
enfermedades no transmisibles ya que son altamente vulnerabes a los factores de riesgo que
provocan la aparicio´n de estas enfermedades tales como son las dietas no saludables, falta de
actividad fı´sica, exposicio´n al tabaco y el uso constante del alcohol, segu´n algunos estudios,
hay 15 millones de muertes causadas por estas enfermedades en el grupo de edad que abarca
desde los 30 an˜os hasta los 69 an˜os [16]. Un factor relevante para que incremente el riesgo
de desarrollar ENT son las afecciones orales, las cuales son parte de las enfermedades que
afectan la calidad de vida de las personas, segu´n el Global Burden of Disease Study realizado
en 2016, se estimo´ que las enfermedades orales afectan al menos a 3.58 billones de personas
en el mundo, siendo la caries,a cual se define como una padecimiento de origen multifactorial,
el padecimiento con mayor prevalencia de la cual se estima que a nivel global 2.4 billones de
personas sufren de caries en los dientes permanentes[17, 18]. El desarrollo de esta enfermedad
se concentra principalmente en poblaciones socialmente marginadas, representa un problema
debido a que los tratamientos para esta condicio´n son altamente costosos, adema´s, de acuerdo
con la OMS, los padecimientos orales ocupan el cuarto lugar dentro de las causas ma´s costosas
por tratar [19]. Una vez que se tiene un padecimiento oral, incrementa el riesgo de desarrollar
otras ENT tales como problemas cardiovasculares, cerebrovasculares y diabetes mellitus.
La diabetes mellitus tambie´n es una ENT y segu´n los datos de la OMS y de la Federacio´n
Internacional de Diabetes (FID), el nu´mero de personas con este padecimiento esta´ incremen-
tando de manera exponencial en el mundo, siendo hoy en dı´a una de las principales causas de
muerte y dicapacidad en el mundo, presentando uno de los ma´s grandes retos del siglo XXI
para la salud [19, 20]. La Colaboracio´n de Factor de Riesgo de las ENT estima que el nu´mero
de personas con diabetes se ha cuadriplicado entre 1980 y 2014, la prevalencia estandarizada
por edad entre hombres adultos se duplico durante este tiempo y la prevalencia estandarizada
por edad entre mujeres adultas incremento´ en un 60% [20]. Adema´s, la diabetes tiene una
connotacio´n importante debido a que en el 2017 aproximadamente 451 millones de personas
con edades entre los 18 y 99 an˜os padecı´an diabetes, se predice que esta cifra incremente hasta
5los 693 millones de personas para el 2045 [21]. Es importante mencionar que Me´xico ocupa el
sexto lugar con mayor cantidad de diabe´ticos, lo que corresponde a 6.4 millones de personas
en nuestro paı´s [22].
El problema se centra en que debido a que la caries y la diabetes son ENT multifactoriales,
se dificulta el control de incidencia y prevalencia, adema´s de que los diagno´sticos no se sue-
len obtener en etapas tempranas, lo que provoca el desarrollo de otros problemas en el cuerpo
humano, en el caso de la caries, una atencio´n tardı´a puede tener una realcio´n con la presencia
de diabetes mellitus, adema´s de que dificulta el diagno´stico y tratamiento de dichos padec-
imientos, por su lado, la diabetes mellitus tiene consecuencias que van desde ceguera hasta
muerte prematura. En ambas afecciones, se requiere de tratamientos continu´os administrados
tanto por profesionales de la salud como por el mismo paciente o familiares, teniendo como
consecuencia la generacio´n de gastos extraordinarios [23].
1.2 Justificacio´n.
El control de las enfermedades no transmisibles es actualmente una de las prioridades
en la Salud Pu´blica dada la evolucio´n ascendente de la mortalidad que producen y el costo
econo´mico, sanitario y social que provoca. Tanto la diabetes como la caries, tienen un origen
multifactorial, por lo cual es difı´cil decir las causas precisas que provocan este padecimento,
sin embargo, la implementacio´n de algoritmos y diferentes ana´lisis a trave´s del diagno´stico
asistido por computadora (CADx, por sus siglas en ingle´s) se proponen para dar un soporte
al diagno´stico preventivo y la reduccio´n de los altos ı´ndices de prevalencia, buscando el de-
sarrollo de modelos de clasificacio´n y prediccio´n que contengan los principales factores que
potencializan el desarrollo de estos padecimientos e identificar a la poblacio´n que se encuentra
con mayor riesgo [24, 25].
Por otro lado, segu´n algunos estudios, estos padecimientos suelen presentarse con mayor
recurrencia en a´reas rurales, por lo que por medio de la generacio´n de modelos que puedan
proporcionar informacio´n acerca un dia´gnostico en etapas tempranas de ambas enfemedades
se puede generar una herramienta basada en CADx de bajo costo que ayude al sector salud a
6proporcionar informacio´n relevante del paciente con la finalidad de que se tenga la atencio´n
adecuada para el control de incidencias y prevalencias de estas afecciones.
Por medio de algunas te´cnicas de Inteligencia Artificial (IA), en la presente investigacio´n
se propone el a´nalisis de factores demogra´ficos y socioecono´micos, con lo cual se pretende en-
contrar los determinates que proporcionen informacio´n relevante sobre ambos padecimientos,
y ası´ permita clasificar cuando un paciente padece ambas afecciones o en si en caso contrario,
no ha desarrollado ni caries ni diabetes.
1.3 Objetivo General
Desarrollar biomarcadores basados en determinantes socioecono´micos, diete´ticos y de-
mogra´ficos, obtenidos de las bases de datos de NHANES 2013-2014 que ayuden a la deteccio´n
oportuna de enfermedades multifactoriales no transmisibles, con el fin de clasificar sujetos
presencia de caries y diabetes.
1.4 Objetivos Especı´ficos
• Identificar las caracterı´sticas que provocan el desarrollo de enfermedades no transmisi-
bles como son caries y diabetes mellitus en el paciente con base en la informacio´n de las
bases de datos NHANES 2013-2014.
• Desarrollar Redes Neuronales Artificiales Profundas (RNA) de diferentes arquitecturas
para la comparacio´n de la precisio´n en la clasificiacio´n de pacientes con enfermedades
no transmisibles.
• Evaluar los modelos, obtenidos de las diferentes arquitecturas de las redes neuronales
implementadas, a trave´s de diferentes me´tricas.
• Analizar y evaluar el modelo con mejor desempen˜o , buscanado obtener un porcentaje
mayor al 95% de precisio´n en la clasificacio´n de pacientes con enfermedades no tran-
simisibles correspondientes a caries y diabetes mellitus.
71.5 Hipo´tesis
Es posible clasificar con una precisio´n mayor al 95% aquellos pacientes con enfermedades
no transmisibles, tal como son caries y diabetes mellitus, a trave´s de la implementacio´n de
Redes Neuronales Artificiales Profundas entrenadas con descriptores demogra´ficos, diete´ticos
y socioecono´micos, obtenidos de las bases de datos de NHANES 2013-2014.
1.6 Estado del Arte
De acuerdo con la literatura, se han realizado diferentes implementaciones tanto para el
estudio de caries y diabetes de manera individual como para el estudio de ambas enfermedades
simulta´neamente por medio de sistemas CADx.
Para el caso especı´fico de diabetes, Carnimeo et al. [26] propone la deteccio´n automa´tica
de sı´ntomas de diabetes en imagenes de retina haciendo uso de una red neuronal con perceptron
multicapa. Este trabajo consiste en entrenar la red neuronal utilizando algoritmos para eval-
uar el umbral global o´ptimo que pueda minimizar los errores de clasificacio´n de pixeles. El
rendimiento del sistema es evaluado por un ı´ndice adecuado para proporcionar una medida por-
centual en la deteccio´n de regiones sospechosas del ojo basado en el subsistema neuro-difuso.
Adema´s, Chen et al. [27] propone un sistema 5G-Smart Diabetes basado en CADx, en el cual
se utilian diferentes te´cnicas de aprendizaje automa´tico y big data para realizar un ana´lisis de
pacientes que sufren diabetes. Por otro lado, Cappon et al. [28] desarrolla una herramienta
basada en RNA, optimizando y personalizando el ca´lculo del bolus a trave´s del monitoreo de
los niveles de glucosa, obteniendo informacio´n u´tili y accesible sobre los pacientes, y esto
permite saber si un paciente desarrollo´ diabtes.
Dentro de los estudios enfocados a caries, Ghazal et al. [29] se realiza un ana´lisis en un
modelado de riesgos multivariado y bivariado para buscar la relacio´n entre las covariables de-
pendientes y no dependientes del tiempo en ralacio´n con la caries de los diantes permanentes
entre nin˜os afroamericanos con un estao socio-econo´mico bajo. Lee et al. [30] proponen
la deteccio´n y diagno´stico de caries haciendo uso del aprendizaje profundo, implementando
RNA convolucionales, donde se evaluo´ la eficiencia de la RNA convolucional en la deteccio´n
8y digno´stico de caries en radiografı´as periapicales, se utilizaron 3000 imagenes de las cuales
el 80% fueron para entrenar y validar la red neuronal y el 20% para realizar pruebas, de igual
manera, se implemento´ la red pre-entrenada GoogleNet Inception v2. Por otro lado, en la in-
vestigacio´n de Brito et al. [31] se propone un estudio que tiene la finalidad de determinar la
prevalencia de caries y los factores asociados a nin˜os en Brasil. En dicho estudio se analizaron
variables socio-demogra´ficas y de comportamiento por medio de un a´rbol de decisio´n induc-
tivo.
Finalmente, hay algunos estudios que involucran el ana´lisis de ambas enfermedades, tal
como la investigacio´n de Lai et al. [32] donde se desarrolla una evaluacio´n de la diferencia
en la experiencia de caries en nin˜os diabe´ticos y no diabe´ticos, obteniendo que se encontro´
un mayor nu´mero de sujetos sin caries en sujetos diabe´ticos con buen control metabo´lico (p
<0.1 ), lo cual indica que los nin˜os diabe´ticos con un mal metabolismo tienen riesgo alto
de padecer caries. Existe otro estudio presentado en el trabajo de Barylo et al. [33] que se
enfoca en los efectos que tiene la diabetes mellitus en pacientes con salud oral a trave´s de
un ana´lisis estadı´stico utilizando pruebas de estudiantes, segu´n los resultados obtenidos, se
concluye que la diabetes tiene un efecto directo en la salud oral, mostrando que el nivel de
atencio´n dental me´dica y preventiva debe aumentarse para pacientes con diabetes. Por otro
lado en el trabajo presentado por Latti et al. [34] se presenta una evaluacio´n de los efectos de
la diabetes mellitus sobre los microorganismos de la caries dental responsables de la caries, a
trave´s de una te´cnica de ı´ndice de bu´squeda en profundidad (DFS, por sus siglas en ingle´s).
Los resultados mostraron que la caries dental, entre otros factores, aumenta en los diabe´ticos a
comparacio´n de los sujetos control, existiendo una relacio´n entre diabetes mellitus, microbiota
oral y caries. En el caso de Ferizi et al. [35] se propone un trabajo basado en CADx, en el cual
se busca la influencia de Diabetes Mellitus Tipo 1 (DMT1) sobre la caries. Por medio de una
comparacio´n estadı´stica, los datos recopilados de un conjunto de controles y casos (presencia
de DMT1 y caries) se analizaron mediante la prueba de chi-squared test y la prueba Mann-
Whitney U-test, obteniendo una relacio´n significativa entre los sujetos con DMT1 y la presencia
de caries (p <0.001), siendo posible concluir que la DMT1 tiene una parte importante en la
salud oral, ya que parece que las personas con DMT1 presentan un mayor riesgo de caries.
9Pinho et al.[36] proponen la evaluacio´n del impacto de problemas orales dependiendo de la
calidad de vida de pacientes que presentan DMT2 por medio del ana´lisis de datos basados en
estadı´stica descriptica, ana´lisis bivariante y regresio´n logistica. Los resultados exponen que la
prevalencia del impacto en la calidad de vida relacionada con la salud bucal fue del 47%. En
el ana´lisis multivariado, las variables que permanecieron significativamente asociadas con un
impacto negativo en la calidad de vida fueron la xerostomı´a, necesidad de dentadura postiza y
periodontitis. Por u´ltimo la investigacio´n de Song et al. [37] explica la asociacio´n entre DMT2
y la caries no tratada, con la finalidad de identificar la diabetes como un factor de riesgo de
la caries, los resultados muestran que la prevalencia de caries y diabetes no controlada fue un
26% ma´s alta a comparacio´n de aquellos que tienen una tolerancia normal a la glucosa.
1.7 Estructura de la tesis.
El presente trabajo de investigacio´n, esta´ compuesto por 5 capı´tulos distribuidos como a
continuacio´n de explica.
• El capı´tulo 1 contiene una introduccio´n al trabajo desarrollado, incluyendo la prob-
lema´tica, justificacio´n, hipo´tesis, objetivos, etc.
• El capı´tulo 2 contiene un panorama general sobre las enfermedades no transmisibles,
a su vez se explican las herramientas y conceptos utilizados para el desarrollo de esta
investigacio´n.
• En el capı´tulo 3 se explica la metodologı´a y experimentacio´n que se llevo a cabo a lo
largo del desarrollo del presente trabajo.
• En el capı´tulo 4 se abarcan los resultados obtenidos y un apartado de discusio´n sobre los
resultados generales del trabjo.
• Finalmente, en el capı´tulo 6 se encuentran las conclusiones y el trabajo futuro propuesto.
Capı´tulo 2
Redes Neuronales Artificiales enfocadas a
enfermedades no transmisibles.
En este capı´tulo se describira´n las circunstancias por las cuales se desarrollan las enfer-
medades no transmisibles, de esta manera se proporciona un panorama sobre el enfoque en el
que se esta´ desarrollando la presente investigacio´n, dando a conocer los datos, herramientas y
algoritmos con los cuales fue posible la extraccio´n y el ana´lisis de la informacio´n. Con base
en los datos experimentales y realizando un ana´lisis de correlacio´n se lograr primeramente de-
tectar las caracteristicas y la relacio´n entre ellas que provoca la aparicio´n de enfermedades no
transmisibles, una vez identificadas se muestra el desarrollo de los biomarcadores pertinentes
para la deteccio´n de diabetes a trave´s de RNA profundas describiendo la arquitectura que logro´
el mayor porcentaje de precisio´n en la clasificacio´n de pacientes con y sin las enfermedades no
transmisibles.
2.1 Enfermedades no transmisbles.
Existen cuatro enfermedades no transmisibles principales las cuales son: enfermedades
cardiovasculares, ca´ncer, diabetes y enfermedades respiratorias cro´nicas. Aproximadamente
40 millones de personas mueren al an˜o. Incluyendo 15 millones de personas que murieron en
un rango de edad que va de los 30 a los 69 an˜os. Arriba del 80% de las estas muertes prematuras
se centran en paı´ses con ingresos medios o bajos.[38] Las factores de riesgo ma´s comunes que
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provocan el desarrollo de enfermedades no transmisibles se encuentran englobados en cuatro
comportamientos particulares los cuales son:
• Uso del tabaco.
• Falta de actividad fı´sica.
• Alimentacio´n no adecuada.
• Uso perjudicial del alcohol.
Los comportamientos anteriores son la llave de los cambios psicolo´gicos y metabo´licos, tales
son: incremento de la presio´n arterial, sobrepeso/ obesidad, incremento de glucosa en la sangre
y el incremento del colesterol [4].
En este estudio se realiza un enfoque a la investigacio´n de dos enfermedades multifactoriales
no transmisibles, las cuales son diabetes y caries. La diabetes tipo 2 es un desorden metabo´lico
multifactorial y polige´nico, esta patogenesia esta´ influenciada por diversos factores de riesgo
ambientales y gene´ticos[39]. La diabetes tipo 2 esta´ caracterizada por hiperglucemia, con
variaciones en los grados de insulina, con un dan˜o con respecto a la secrecio´n de insulina y un
incremento en la produccio´n de la glucosa hepa´tica[40].
La prevalencia en el mundo de diabetes tipo dos esta´ incrementando de manera ra´pida y se
predice que incremente a 225 millones para el final de la decada y 300 millones para el an˜o
2025 [41]. En Me´xico, la prevalencia de diabetes ha incrementado drama´ticamente, y se ha
estimado que el 10% de los adultos tienen este padecimiento, adema´s de que la diabetes y sus
complicaciones son la primer causa de muertes en mujeres mexicanas y la segunda causa en
hombres [42].
La caries es una condicio´n frecuente en salud oral, la cual esta´ definida como una enfermedad
multifactorial y es considerada el principal problema de salud pu´blica del mundo, siendo la
enfermedad no transmisible ma´s comu´n.
De acuerdo con la Organizacio´n Mundial de la Salud, la caries afecta entre un 60% y un 90%
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de la poblacio´n. La mayor desventaja de este padecimiento es la marginacio´n social, lo cual
representa un problema tomando en cuenta que los tratamientos para esta condicio´n pueden
ser muy costosos econo´micamente, las enfermedades bucales ocupan el cuarto lugar de los
padecimientos ma´s caros de tratar de acuerdo con la Organizacio´n Mundial de la Salud, lo
cual limita el acceso a esta atencio´n en algunos paises. Esta condicio´n puede provocar dolor e
infecciones en una regio´n especifica que va progresando a trave´s de la pulpa dental, donde si
no se realiza un tratamiento oportuno, puede provocar absesos dentales [43]. Esto representa
muchos factores de riesgo que contribuyen al progreso de la condicio´n [44]. De acuerdo con
la OPS, el desarrollo de caries depende de la frecuencia del consumo de carbohidratos, placas
cario´genicas, saliva, las caracteristicas de la comida, el tiempo de exposicio´n, eliminacio´n de
placas y susceptibilidad del paciente, ası´ como las escasas medidas de prevencio´n correspon-
dientes a salud oral y el acceso limitado a los servicios dentales especializados.
2.2 Diabetes Mellitus.
La Diabetes Mellitus (DM) se define como una enfermedad siste´mica, cro´nicodegenerativa,
de cara´cter heteroge´neo, con grados de predisposicio´n hereitaria y con participacio´n de diversos
factores ambientales [45]. Perner Serena afirma que la DMT2 no se distribuye igual en los
diferentes grupos de la sociedad, esto debido a que se presenta mayor incidencia en las personas
con un nivel socioecono´mico bajo, a su vez, tienen mayor nu´mero de complicaciones y una
tasa ma´s alta de mortalidad, en este estudio, se le atribuyen las consecuencias mencionadas a
la diferencia que existe para el acceso de alimentos, la disponibilidad de los mismos, la falta
de espacios para realizar actividad fı´sica. [46].
La DM pertenece un grupo de enfermedades metabo´licas y es consecuencia de la deficien-
cia en el efecto de la insulina causada por una alteracio´n en la funcio´n endocrina del pa´ncreas
o por la alteracio´n de los tejidos efectores, que pierden su sensibilidad a la insulina. [47].
En la figura 2.1 se muestra la fisiopatologı´a celular correspondiente a la diabetes, en la
primer fila, se presenta el proceso que se lleva a cabo cuando el sujeto no presenta ningu´n tipo
de diabetes, en la segunda columna se observa la manera en que funciona el pa´ncreas si el sujeto
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presenta diabetes tipo 1, la cual ocurre cuando existe una falla en la produccio´n pancrea´tica de
insulina, y finalmente en la tercer columna se muestran la actividad ce´lular cuando el sujeto
tiene diabetes tipo 2, la cual se presenta cuano las ce´lulas no responden apropiadamente a
la insulina. La DMT2 se asocia con la falta de adaptacio´n al incremento en la demanda de
insulina, adema´s de pe´rdida de la masa celular por la glucotoxicidad. En este tipo de diabetes,
el receptor de la insulina presenta alteraciones en su funcio´n.
Figura 2.1 Fisiopatologı´a celular de la diabetes tipo 1 y 2.
2.2.1 Factores de Riesgo de la Diabetes.
De acuerdo con la Norma Oficial Mexicana 015 (NOM-015) y la OMS, los factores de
riesgo para la DM, son aquellos que incrementan la posibilidad para e desarrollo del padec-
imiento, principalmente [45]:
• Antecedentes hereitarios.
• Edad mayor a 45 an˜os.
• Falta de actividad fı´sica (caminar menos de media hora todos los dı´as).
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• Sobrepeso y obesidad, definidos como un I´ndice de Masa Corporal (IMC) mayor a 25 y
30 respectivamente y una circunferencia de cintura mayor de 80 cm para las mujeres y
90 cm en los hombres.
• Estre´s prolongado, dado el vı´nculo que tienen ciertas sustancias o mole´culas elementales
para el metabolismo de la glucosa.
• Consumo de alcohol, ma´s de dos copas al dı´a en hombres y ma´s de una en mujeres.
• Consumo de tabaco.
• Consumo de medicamentos como las tiazidas, glucocorticoides, difenilhidantoina y blo-
queadores beta-adrene´rgico .
Es de suma importancia hacer un cambio en los ha´bitos diarios de los sujetos con diabetes, ya
que de no existir alguna modificacio´n se puede desarrollar complicaciones tales como com-
plicaciones en la piel, complicaciones en los ojos, neuropatı´a, complicaciones en los pies,
cetoacidosis, enfermedad renal, derrame cerebral, sı´ndrome hipergluce´mico hiperosmolar no
cto´sico, gastroparesia, enfermedades del corazo´n, salud mental, problemas en el embarazo, en-
tre otras, todas estas complicaciones disminuyen la esperanza de vida del sujeto adema´s de que
incrementa los gastos me´dicos, por lo que se la situacio´n del sujeto se vuelve au´n ma´s delicada.
2.3 Caries Dental.
Se considera caries dental como un proceso patolo´gico complejo que afecta a las estructuras
dentarias y se caracteriza por un desequilibrio bioquı´mico; de no ser revertido a favor de los
factores de resistencia, conduce a cavitacio´n y alteraciones del complejo dentino-pulpar[48].
Adema´s, la caries es un proceso complejo multifactorial que afecta a los tejidos dentales. Este
padecimiento causa la destruccio´n del estmalte dental cuando el proceso dina´mico de desmin-
eralizacio´n y remineralizacio´n constante se altera por el exceso de produccio´n de los a´cidos.
La caries se puede observar en primer instancia como una opacidad o decoloracio´n del esmalte
dental que, si no recibe las medidas de control, avanza hasta llegar a generar cavidades y efec-
tos en otros tejidos dentales. Cuando la caries no es tratada adecuadamente, puede producir
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problemas al comer y/o dormir, a su vez, la caries es la causa principal de ausentismo escolar
y laboral [49].
En la figura 2.2 se muestra la composicio´n dental, la cual se divide en tres partes principales:
• Corona, la cual se compone del esmalte y la dentina.
• Encı´a, incluye la gengiva y la cavidad pulpar.
• Raı´z, involucra el conducto, cemento, periodonto, hueso maxilar, los nervios y vasos
sanguı´neos.
Figura 2.2 Composicio´n dental.
En la figura 2.3 se muestra con mayor detalle la manera en que afecta al diente la caries
no tratada adecuadamente, en primer lugar se encuentra la caries superficial, la cual aparece
en el esmalte del diente, de ahı´ pasa a la caries avanzada, ocurre cuando la caries profundiza
hasta llegar a la dentina, posteriormente pasa a ser pulpitis, locual significa que la caries avanzo´
hasta llegar a la pulpa dental y finalmente es posible desarrollar periodontitis, la cual es una
infeccio´n grave de las encı´as que dan˜a el tejido blando y destruye el hueso que sostiene los
dientes, las consecuencias pueden llegar a tener pe´dida del diente afectado.
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Figura 2.3 Caries dental y caries dental avanzada.
2.3.1 Factores de Riesgo de la Caries.
Existen diferentes factores que se ven involucrados en el desarrollo de caries. Segu´n New-
brun estos se pueden clasificar en cuatro conjuntos principales, los cuales son el factor hue´sped,
bacterias, tiempo y sustrato.
Figura 2.4 Factores de riesgo involucrados en el desarrollo de caries.
2.3.2 Hue´sped.
El factor hue´sped se contiene a dos grupos principales, los cuales son dientes y saliva.
17
El diente tiene a´reas que son susceptibles al desarrollo de caries como las fosas y fisuras,
a su vez, la posicio´n de los dientes tiene relaico´n directa con el acu´mulo de placa, una vez
que se presenta este padecimeinto, comienza a existir dolor en la zona calcificada, esto se
debe a que el esmalte se vuelve fa´cil de destruir. A pesar de que la saliva suele ser un factor
protector, tambie´n es un factor de riesgo, debido a que la presencia de carbohidratos retenidos y
microorganismos bucales se encuentran en medios constantes y expuestos, como lo es la saliva.
2.3.3 Bacterias.
Este factor se presenta debido a que la cavidad bucal contiene placa bacteriana, Streptococ-
cus mutans y Lactobacillus spp.
La placa bacteriana hace referencia a un ecosistema micribiano compuesto de diferentes
estructuras microbianas que suelen agruparse sobre la superficie de la estructura dentaria. De-
bido a que las bacterias requieren del hue´sped para su sobrevivencia, se considera parasitaria.
Para el caso de Streptococcus mutans, se habla de una bacteria Gram positiva, la cual tiene la
capacidad de adherirse a la superficie del diente. Cabe destacar que entre esta bacteria y la
caries no existe una relacio´n absoluta, ya que pueden existir grandes cantidaes de esta bacte-
ria y aun ası´ no tener un progreso de caries. Los Lactobacillus spp, son recurrentes debido
a la ingesta frecuente de carbohidratos, una vez que se presentan estas bacterias se acelera el
progreso de caries en el sujeto.
2.3.4 Tiempo.
Newbrun agrega el factor tiempo con la finalidad de hacer ma´s precisos los modelos que le
anteceden, una vez que se an˜ade este nuevo factor, se determina que existen los llamados fac-
tores etiolo´gicos moduladores que al igual que los factores etio´ligicos primarios son causantes
de caries; entre ellos se encuentra el tiempo, la edad, salud general, flu´or, nivel de instruccio´n,
nivel socio-econo´mico, experiencias anteriores de caries, grupo epidemiolo´gico al igual que
variables de comportamiento.
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2.3.5 Sustrato.
Con el factor sustrato, se hace referencia principalmente a los factores de dieta tomando en
cuenta el tipo y proporcio´n del alimento que el sujeto consume diariamente. Por ejemplo, en el
estudio de Bart et al. se encontro´ que existe una relacio´n intima entre la caries y el consumo de
azu´cares, aunque tambie´n concluyen que es importante realizar ma´s estudios con la intencio´n
de determinar los factores que aporten informacio´n sobre porque no todas las personas con un
consumo elevando de azu´car desarrollan caries.
2.4 Aprendizaje automa´tico.
El aprendizaje automa´tico, tambie´n conocido como machine learning, es una disciplina en
ciencias de la computacio´n, donde las computadoras son programadas para aprender patrones
en conjuntos de datos. El objetivo principal de esta disciplina es obtener un modelo predic-
tivo basado en reglas matema´ticas y estadı´sticas tomando en cuenta las caracterı´sticas que se
encuentan en una base de datos.
En la Figura 2.5 se muestra el proceso que se sigue al implementar el aprendizaje au-
toma´tico. Como entrada a los algoritmos de machine learnig, se tienen caracterı´sticas y etique-
tas sobre un conjunto de muestras. Las caracterı´sticas son todas aquellas medidas o datos que
se encuentran en todas las muestras, estas se pueden encontrar en crudo o con alguna transfor-
macio´n matema´tica, por otro lado, las etiquetas hacen referencia a lo que el modelo pretende
predecir (la salida del modelo). El siguiente paso es hacer que el modelo aprenda ya sea a
trave´s del aprendizaje no supervisado o aprendizaje superisado, dependiendo del problema que
se presente, una vez entrenado el algoritmo se hacen predicciones y validaciones con datos
nuevos.
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Figura 2.5 Proceso del aprendizaje automa´tico.
Aprendizaje no supervisado: Existen ocasiones en las se desconocen las llamadas eti-
quetas para los datos de entrada o en algunos casos las etiquetas son erro´neas, para este tipo
de problemas se hace uso de te´cnicas de aprendizaje no supervisado. Estos me´todos agrupan
subconjuntos de las muestras, las cuales tienen caracterı´ticas similares, una vez que se tiene un
nuevo dato a clasificar, se tienen dos opciones, la primera consiste en asignar el dato nuevo a
un cluster existente, la segunda opcio´n es ejecutar nuevamente el agrupamiento incluyendo el
o los datos nuevos. Tambie´n tienen la ventaja de que permiten visualizar dimensiones grandes
de entrada de datos.
Aprendizaje supervisado: Para poder hacer uso de me´todos supervisados, es fundamental
contar con las etiquetas correspondientes a los datos de entrada, debido a que dichas etiquetas
se utilizan para entrenar el modelo y ası´ reconocer patrones predictivos y lograr clasificar datos
nuevos.
2.5 Redes Neuronales Artificiales Profundas.
Desde hace algunos an˜os, muchos procesos computacionales han sido investigados en con-
junto con las nuevas te´cnicas de inteligencia artificial, minerı´a de datos y el uso de diferentes
algoritmos, dentro de este conjunto de herramientas se encuentran las redes neuronales arti-
ficiales. Una red neuronal es un sistema adaptativo que puede cambiar los para´metros de su
estructura para clasificar un problema basado en la informacio´n interna o externa que fluye a
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trave´s de la red. Una red neuronal tambie´n puede clasificarse como un instrumento de mod-
elacio´n no lineal y puede usarse para modelar sistemas con entradas y salidas complejas, por
lo que existen numerosas conexiones entre los nodos de los datos[50, 51].
Las RNAs tienen su base en las Redes Neuronales Biolo´gicas (RNB), en la figura 2.6 [52] se
muestran los componentes de las neuronas. Se puede considerar una neurona como una unidad
estructural y funcional del tejido nervioso, su principal objetivo es desarrollar operaciones de
sı´ntesis y procesamiento de informacio´n. Se estima que el cerebro humano cuenta con ma´s
de cien millones de neuronas y sinapsis (conexiones entre neuronas) en el sistema nervioso, lo
que hace posible el procesamiento de informacio´n. Las dendritas reciben sen˜ales de entrada
procedentes de otras neuronas por medio de las sinapsis. La neurona se compone de tres
partes principales, comenzando por el cuerpo de la neurona; despue´s las dentrinas, que reciben
las entradas; finalmente el axo´n, que es el encargado de llevar la salida de la neurona a las
dentrinas de otras neuronas por medio de diferencias de potencial ele´ctrico [52, 53].
Figura 2.6 Componentes principales de la neurona.
En la figura 2.7 [52] se muestra el modelo matema´tico de una neurona con sus elementos
principales, los cuales son un conjunto de sinapsis o conexiones caracterizadas por su peso; un
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sumador Σ, el cual produce la suma ponderada de las entradas segu´n los pesos de las conex-
iones; y finalmente una funcio´n de activacio´n, tambien conocida como funcio´n de transferen-
cia, la cual tiene como objetivo limitar la amplitud de la salida generada por la neurona. En
algunas ocasiones se incluye el llamado umbral, cuya tarea es controlar el nivel a partir del cual
la neurona produce su salida [52].
Figura 2.7 Modelo matema´tico de una neurona.
Las RNA pueden implementarse dentro del llamado aprendizaje profundo, tambie´n cono-
cido como deep learning, el cual es un subconjunto de aprendizaje automa´tico. Se habla de
aprendizaje profundo cuando existen modelos contruidos por mu´ltiples capas de procesamiento
que permiten el aprendizaje de representaciones jerarquicas de diferentes niveles de abtraccio´n
[54]. En el aprendizaje profundo se hace principalmente uuso del aprendizaje supervisado, ya
que ası´ es posible medir el error o la distancia entre las puntuaciones de salida y los patrones
deseados de dichas puntuaciones, una vez con este ca´lculo, se modifican los pesos para hacer
que el error se reduzca. Estos pesos se pueden ajustar de manera adecuada calculando un vector
de gradiente, el cual, por cada peso incrementara´ o en su defecto reducira´ el error.
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En te´rminos generales, una RNA profunda intenta modelar la relacio´n entre las entidades
de entrada y la caracterı´stica de salida, tomando en cuenta tres elementos principales:
• Pesos, se refiere a un conjunto de conexiones que son los elementos que conectan la
sen˜al de entrada con una neurona a trave´s del ca´lculo de su producto,
• Funcio´n de activacio´n, que afecta a las neuronas que limitan la amplitud de la salida
con un valor finito,
• Un elemento que resume las contribuciones de una sen˜al ponderada.
Adema´s las RNAs profundas acumulan sus conocimientos detectando los patrones y las
relaciones en los datos y aprenden a trave´s de la experiencia, no de la programacio´n. Una RNA
profunda se forma a partir de cientos de unidades individuales, llamadas neuronas, conectadas
con coeficientes, llamadas ponderaciones, que constituyen la estructura neuronal y esta´n orga-
nizadas en capas. El nu´mero de capas es modificable como el nu´mero de neuronas en cada
capa. El poder de los ca´lculos neuronales proviene de la conexio´n de las neuronas en una red.
Cada elemento de procesamiento tiene entradas ponderadas, una funcio´n de transferencia y
una salida. El comportamiento de una RNA profunda esta´ determinado por las funciones de
transferencia de sus neuronas, la regla de aprendizaje y la arquitectura en sı´. Los pesos son los
para´metros ajustables y, en ese sentido, una RNA profunda es un sistema parametrizado [55].
2.5.1 Perceptron multicapa.
El perceptro´n multicapa se muestra en la figura 2.8, consiste en una RNA profunda formada
por mu´ltiples capas, esto le permite resolver problemas que no son linealmente separables, lo
cual es la principal limitacio´n del perceptro´n. El perceptro´n multicapa puede ser totalmente o
localmente conectado. En el primer caso cada salida de una neurona de la capa “i” es entrada
de todas las neuronas de la capa “i+1”, mientras que en el segundo cada neurona de la capa “i”
es entrada de una serie de neuronas (regio´n) de la capa “i+1”.
Las capas pueden clasificarse en tres tipos:
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• Capa de entrada: Se constituye por aquellas neuronas que introducen los patrones de
entrada en la red. En estas neuronas no se produce procesamiento.
• Capas ocultas: Formada por aquellas neuronas cuyas entradas provienen de capas ante-
riores y cuyas salidas pasan a neuronas de coapas posteriores.
• Capa de salida: Neuronas cuyos valores de salida se corresponden con las salidas de
toda la Red Neuronal Artificial.
Figura 2.8 Ejemplo de perceptron multicapa.
2.5.1.1 Propagacio´n hacı´a atra´s.
En una red de propagacio´n hacı´a atra´s existe una capa de entrada con n neuronas y una
capa de salida con m neuronas y al menos una capa oculta de neuronas internas. Cada neurona
de una capa (excepto las de entrada) recibe entradas de todas las neuronas de la capa anterior
y envı´a su salida a todas las neuronas de la capa posterior (excepto las de salida). No hay
conexiones hacia atra´s feedback ni laterales entre las neuronas de la misma capa.
La aplicacio´n del algoritmo tiene dos fases, una hacia adelante y otra hacia atra´s. Durante
la primera fase el patro´n de entrada es presentado a la red y propagado a trave´s de las capas
hasta llegar a la capa de salida. Obtenidos los valores de salida de la red, se inicia la segunda
fase, compara´ndose e´stos valores con la salida esperada para ası´ obtener el error. Se ajustan
los pesos de la u´ltima capa proporcionalmente al error. Se pasa a la capa anterior con una
24
retropopagacio´n del error, ajustando los pesos y continuando con este proceso hasta llegar a
la primera capa. De esta manera se han modificado los pesos de las conexiones de la red para
cada patro´n de aprendizaje del problema, del que conocı´amos su valor de entrada y la salida
deseada que deberı´a generar la red ante dicho patro´n.
La te´cnica de propagacio´n hacı´a atra´s requiere el uso de neuronas cuya funcio´n de acti-
vacio´n sea continua, y por lo tanto, diferenciable. Generalmente, la funcio´n utilizada sera´ del
tipo sigmoidal.
Algoritmo de entrenamiento.
• Paso 1. Inicializar los pesos de la red con valores pequen˜os aleatorios.
• Paso 2. Presentar un patro´n de entrada y especificar la salida deseada que debe generar
la red.
• Paso 3. Calcular la salida actual de la red. Para ello se presentan las entradas a la red y
se calcula la salida de cada capa hasta llegar a la capa de salida, e´sta sera´ la salida de la
red.
Los pasos son los siguientes:
1. Se calculan las entradas netas para las neuronas ocultas procedentes de las neuronas
de entrada.
– Para una neurona j oculta:
nethpj =
N∑
i=1
whjixpi + θ
h
j (2.1)
en donde el ı´ndice h se refiere a magnitudes de la capa oculta; el subı´ndice p,
al pe´simo vector de entrenamiento, y j a la je´sima neurona oculta. El te´rmino
Θ puede ser opcional, pues actu´a como una entrada ma´s.
2. Se calculan las salidas de las neuronas ocultas:
ypj = f
h
j (net
h
pj). (2.2)
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3. Se realizan los mismos ca´lculos para ibtener las salidas de las neuronas de salida:
netopk =
L∑
j=1
wokjypj + θ
o
k (2.3)
ypk = f
o
k (net
o
pk). (2.4)
• Paso 4. Calcular los te´rminos de error para todas las neuronas.
Si la neurona k es una neurona de la capa de salida, el valor de delta es:
δ0pk = (dpk − ypkf ok (netopk)) (2.5)
La funcio´n f debe de ser derivable. En general se dispone de dos formas de funcio´n
de salida:
– La funcio´n lineal:
fk(netjk) = netjk (2.6)
– La funcio´n sigmoidal:
fk(netjk) =
1
1 + e−netjk
(2.7)
• Paso 5. Actualizacio´n de los pesos:
Se hace uso de un algoritmo recursivo, comenzando por las neuronas de salida y traba-
jando hacı´a atra´s hasta llegar a la capa de entrada, ajustando los pesos de la siguiente
forma:
– Para los pesos de las neuronas de la capa de salida:
w0kj(t+ 1) = w
o
kj(t) + ∆w
o
kj(t+ 1) (2.8)
∆wokj(t+ 1) = αδ
o
pjypj (2.9)
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– Para los pesos de las neuronas de la capa oculta:
whji(t+ 1) = w
h
ji(t) + ∆w
h
ji(t+ 1) (2.10)
∆whji(t+ 1) = αδ
h
pjypjxpi (2.11)
• Paso 6. El proceso se repite hasta que el te´rmino de error de la ecuacio´n 2.12 resulta
aceptablemente pequen˜o para cada uno de los patrones aprendidos.[56][57]
Ep =
1
2
M∑
k=1
δ2pk (2.12)
Las aplicaciones del perceptron multicapa son variadas, frecuentemente se utilizan para
prono´sticos y en su mayorı´a para la clasificacio´n de diferentes eventos. En este proyecto se
hizo uso del perceptron multicapa con un entrenamiendo basado en la propagacio´n hacia atra´s
para la clasificacio´n de pacientes con y sin ENT como diabetes y caries.
2.5.2 Funciones de activacio´n.
La funcio´n de activacio´n es requerida para que una vez que la entrada neta ha sido calculada,
se transforme en el valor de activacio´n, o activacio´n simplemente y una vez hecho esto se puede
aplicar una funcio´n de salida que es la encargada de transformar el valor de la entrada neta en el
valor de salida del nodo [58]. De manera simple podemos decir que las funciones de activacio´n
son una funcio´n que limitan la salida de la sen˜al a un valor finito.
Las funciones de activacio´n comumente deben de ser no lineales, a continuacio´n se describe
la funcio´n de activacio´n ReLu y Softmax, las cuales fueron implementadas en la presente
investigacio´n.
2.5.2.1 Unidad Lineal Rectificada (ReLu).
Actualmente es comu´n aplicar la funcio´n de activacio´n ReLu en la implementacio´n de Re-
des Neuronales Artificiales de aprendizaje profundo, especificamente para las capas ocutas.
Como se muestra en la ecuacio´n 2.13 la funcio´n ReLu indica que la entrada va a ser igual a la
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misma entrada si dicha entrada es mayor o igual que 0, en caso contrario, la salida correspon-
dera´ a 0. La funcio´n ReLu es una funcio´n de activacio´n no diferenciable en z=0.
ReLu(z) =
 si z < 0 0si z ≥ 0 z (2.13)
Las funciones de activacio´n ReLu son las funciones de activacio´n ma´s simples, adema´s
esta funcio´n es ma´s ra´pida al entrenar una RNA de gran taman˜o. Por otro lado, tiene menos
problema con el desvanecimiento del gradientes en modelos profundos, pero una desventaja
que conlleva es que la RNA puede detener el proceso que este´ realizando si es que se hace uno
de una tasa de aprendizaje muy alta.
En la figura 2.9 se muestra la gra´fica relacionada con el comportamiento de la funcio´n de acti-
vacio´n ReLu, la cual indica que todos aquellos elementos positivos se mantienen sin cambios,
mientras que por otro lado los valores correspondientes a nu´meros negativos se convierten en
ceros.
Figura 2.9 Gra´fica de la funcio´n de activacio´n ReLu.
2.5.2.2 Softmax.
La funcio´n Softmax es utilizada para forzar la salida de tal modo que la suma total de los
valores sea igual a uno. Esto se refiere a que la salida de la funcio´n softmax es equivalente a una
distribucio´n probabilistica categorica, la cual indica la probabilidad de que alguna de las clases
que se tengan sea verdadera. La principal ventaja de usar softmax es el rango de la probabilidad
de la salida. El rango se encontrara´ entre 0 y 1, y la suma de todas las probabilidades sera´ igual
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a uno. Si la funcio´n softmax es utilizada para un modelo de multiclasificacio´n, esta regresara´
la probabilidad de que la salida corresponda a cada una de las clases y la clase ideal tendra´ la
probabilidad ma´s alta.
Matema´ticamente la funcio´n softmax se muestra en la ecuacio´n 2.14, donde z es un vector
que contiene las entradas que corresponden a la capa de salida, j se encarga de indexar las
unidades de salida por lo que j=1,2, . . . , K. Esta ecuacio´n, calcula la exponencial de los valores
de entrada proporcionados y la suma del exponencial de todos los valores correspondientes al
vector de entrada. Entonces la proporcio´n del exponencial de los valores de entrada y la suma
exponencial de los valores da como resultado la salida de la funcio´n softmax.
σ(z)j =
ezj∑K
K=1 e
zk
(2.14)
En la figura 2.10 se muestra la gra´fica relacionada con el comportamiento de la funcio´n
de activacio´n Softmax, la cual se puede visualizar con valores del 0-9, por lo que tenemos 10
clases y se muestra la probabilidad de que un dı´gito pre-establecido corresponda a una de las
clases especificadas.
Figura 2.10 Implemantacio´n de la funcio´n Softmax.
29
2.5.3 Tipos de capas.
Para el disen˜o de la arquitectura de una RNA, es importante conocer los tipos de capas con
las que se puede trabajar, las cuales tienen objetivos especı´ficos por cumplir. A continuacio´n
se describen de manera breve algunas de ellas.
2.5.3.1 Densa.
La capa densa consiste en una matriz de pesos creada por la capa, a su vez esta´ compuesta
por un vector creado por la misma capa llamado bias. Para poder implementar este tipo de
capa, es importante indicar las unidades o neuronas con las que se pretende trabajar y del
mismo modo se tiene que indicar la funcio´n de activacio´n con la que se va a estar trabajando
en los ca´lculos correspondientes a dicha capa.
Existen difententes argumentos que pueden incluirse en esta capa, pero los anteriormente men-
cionados son aquellos indispensables para un correcto funcionamiento.
2.5.3.2 Dropout.
Esta capa consiste en establecer de manera aleatoria una tasa fraccionaria de unidades de
entrada a 0 para cada actualizacio´n durante el tiempo de entrenamiento, este tipo de capa ayuda
principalmente a evitar un sobreajuste. Aquellas unidades que se mantienen son escaladas
segu´n la operacio´n 2.15, donde rate se refiere a una tasa establecia entre 0 y 1. Haciendo uso
de esta ecuacio´n, aseguramos que la suma no cambie en tiempo de entrenamiento ni en tiempo
de inferencia. Adema´s de indicar la tasa, cabe resaltar que existen diferentes argumentos que
pueden incluirse en este tipo de capa, aunque para el presente trabajo solo se indico´ la tasa, el
cual es el argumento base para el correcto funcionamiento de la RNA.
1
1− rate (2.15)
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2.5.4 Para´metros para la validacio´n de la Red Neuronal Artificial.
Los para´metros que se utilizan para la validacio´n de la red neuronal artificial es la funcio´n
de pe´rdida, la precisio´n y la curva ROC (acro´nimo de Receiver Operating Characteristic), la
cual se basa en el promedio general de la Red Neuronal Artificial Profunda.
Es posible determinar cuando el modelo se ajusta mejor a los datos porque el valor de la
funcio´n de pe´rdida baja debido a que se esta´ acercando al mı´nimo global, lo cual representa el
error mı´nimo. A su vez, la funcio´n de pe´rdida es capaz de optimizar la retroalimentacio´n hacı´a
atra´s de la red con informacio´n de la capacidad del sistema[59].
El para´metro correspondiente a la Entropı´a Binaria Cruzada fue elegido como un me´todo
para calcular la funcio´n de pe´rdida, la cual esta´ incluı´da en el paquete de Keras. Este me´todo
hace uso del principio de la distancia Kullback-Leiber, la cual es calculada con la ecuacio´n
2.16 y consiste en la medida entre dos funciones de densidad g and h. La entropı´a cruzada es
un me´todo iterativo que genera un conjunto de valores aleatorios que son actualizados con el
objetivo de generar valores aproximados [60].
D(g, h) =
∫
g(x)ln
g(x)
h(x)
µ(dx) =
∫
g(x)lng(x)µ(dx)−
∫
g(x)lnh(x)µ(dx) (2.16)
Por otro lado, la funcio´n de precisio´n seleccionada obtiene el promedio de la precisio´n basada
en el total de predicciones, esto es utilizado para problemas de clasificacio´n, esta funcio´n es
llamada precisio´n-binaria, la cual esta´ dentro del paquete Keras. La precisio´n es calculada con
la ecuacio´n 2.17, la cual se basa en la diferencia entre la clasificacio´n calculada y la clasifi-
cacio´n real y es representada como 1 - error, V pred es el valor calculado de la clasificacio´n
y V true es el valor real calculado. Este valor es obtenido para cada modelo, dando la opcio´n
para seleccionar el modelo que presenta un mejor rendimiento [61].
error = Vpred − Vtrue (2.17)
31
Tambie´n se obtuvo la curva ROC, la cual es utilizada para medir la precisio´n del modelo
clasificatorio y se basa en la especificidad y sensitividad. La especificidad representa el nu´mero
de sujetos correspondientes a los controles que fueron correctamente clasificados y es calculado
como en la ecuacio´n 2.18 donde NPV representa el valor negativo predicho, TN representa
los verdaderos negativos y FN los falsos negativos [62].
NPV =
TN
TN + FN
(2.18)
La sensitividad representa el nu´mero de sujetos que corresponden a casos y que fueron cor-
rectamente clasificados, esto se obtiene con la ecuacio´n 2.19 donde PPV representa los valores
positivos predichos, TP los verdaderos positivos y FP representa los falsos positivos[62].
PPV =
TP
TP + FP
(2.19)
Para cada clase se calcula a curva ROC, ası´ como el macro-promedio y micro-promedio.
El macro-promedio es la precisio´n promedio en diferentes conjuntos arbitarios, y es calcu-
lado con la ecuacio´n 2.20 donde A1 representa el promedio del conjunto 1 y A2 representa el
promedio del conjunto 2.
Macro− promedio = A1 + A2
2
(2.20)
El micro-promedio es la suma total de los verdaderos positivos y los falsos negativos para
diferentes conjuntos aleatorios y se calcula con la ecuacio´n 2.21, donde TP1 representa los
verdaderos positivos del conjunto 1, TP2 representa los verdaderos positivos del conjunto dos,
FP1 representa los falsos positivos del conjunto y y FP2 representa los falsos positivos del
conjunto dos [63].
Micro− promedio = TP1 + TP2
TP1 + TP2 + FP1 + FP2
(2.21)
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2.6 Herramientas de implementacio´n para la Red Neuronal Arti-
ficial.
Para la implementacio´n de las Redes neuronales artificiales se hizo uso de las siguientes
herramientas:
• Python es un lenguaje de programacio´n interpretado, orientado a objetos y de alto nivel
con sema´ntica dina´mica. Sus estructuras de datos integradas de alto nivel, combinadas
con la tipificacio´n dina´mica y el enlace dina´mico, lo hacen muy atractivo para el ra´pido
desarrollo de aplicaciones, ası´ como para un lenguaje de scripting o pegamento para
conectar componentes existentes entre sı´. Python es una herramienta simple y fa´cil de
aprender donde la sintaxis enfatiza la legibilidad, reduciendo el costo del mantenimiento
del programa. Python admite mo´dulos y paquetes, lo que fomenta la modularidad del
programa y la reutilizacio´n del co´digo. El inte´rprete de Python y la extensa biblioteca
esta´ndar esta´n disponibles en formato fuente o binario sin cargo para todas las platafor-
mas principales, y se pueden distribuir libremente[64]
• Keras es una API de Redes Neuronales Artificiales profundas de alto nivel, disen˜ada
para realizar una experimentacio´n ra´pida usando RNA profunda , enfocada en ser fa´cil
de usar, modular y extensible. Fue desarrollado como parte del esfuerzo de investi-
gacio´n del proyecto ONEIROS (Sistema operativo de robot inteligente neuroelectro´nico
de composicio´n abierta) [65].
• Tensorflow es una biblioteca de software de co´digo abierto para la programacio´n del
flujo de datos en una variedad de tareas. Es una biblioteca de matema´ticas simbo´licas,
utilizada para aplicaciones de aprendizaje automa´tico como Redes Neuronales Artifi-
ciales Profundas [66].
Capı´tulo 3
Implementacio´n de las Redes Neuronales
Profundas para la identificacio´n de biomar-
cadores en enfermedades no transmisibles.
Este capı´tulo contiene informacio´n correspondiente a los pasos que se siguieron para re-
alizar la experimentacio´n, asi como la interpretacio´n de los resultados obtenidos.
Los pasos seguidos para llevar a cabo este trabajo se muestran en la figura 3.1. Donde
A) corresponde a la adquisicio´n de la base de datos NHANES 2013-2014, B) se enfoca en el
pre-procesamiento de los datos necesario para posteriormente pasar a C) donde se realiza la
implementacio´n de la RNA, ası´ como la validacio´n y obtencio´n de resultados de la misma.
Figura 3.1 Metodologı´a de trabajo del proyecto.
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3.1 Base de Datos NHANES 2013-2014.
National Health and Nutrition Examination Survey (NHANES) es un programa que disen˜a
una serie de estudios para llevar a cabo una entrevista con la intencio´n de medir el estatus
nutricional y de salud en adultos y nin˜os en los Estados Unidos, la cual fue fundada por el
Centro Nacional de Estadisticas de Salud(NCHS por sus siglas en ingle´s).
En el an˜o 1956, la Ley Nacional de Encuestas de Salud, otorgo´ autorizacio´n legistaltiva
para que po medio d euna encuesta se proporcionara informacio´n estadı´stica sobre la cantidad,
distribucio´n, efectos de enfermedades y discapacidad en los Estados Unidos. La informacio´n
es obtenida de tres fuentes principales
1. Datos de gente recolectados por entrevistas directas.
2. Pruebas clı´nicas, medidas, y examinaciones fı´sicas de personas seleccionadas para la
muestra.
3. Lugares donde las personas reciben atencion me´dica, ya sean hospitales, clı´nicas y/o
oficinas de doctores.
Las primeras tres encuestas fueron realizadas en los an˜os 60, y consistian en algunas en-
fermedades cro´nicas que se presentaban en adultos desde lo 18 hasta los 79 an˜os de edad, en
la siguente encuesta se incluyeron a nin˜os de 6 a 11 an˜os de edad, la tercer encuesta se enfoco´
u´nicamente en jo´venes de 12 a 17 an˜os de edad. El conjunto de las 3 encuestas tenı´an un
taman˜o de muestra aproximado de 7,500 individuos.
La coleccio´n de datos que se realiza actualmente, comenzo´ a principios del an˜o 1999, y
anualmente se realiza un examen al sujeto. Todos los datos recolectados son u´tiles para de-
terminar la prevalencia de algunas enfermedades, ası´ como sus factores de riesgo y lograr
la prevencio´n de ellas. Toda la informacio´n es utilizada para la realizacio´n de estudios epi-
demiolo´gicos y diferentes investigaciones en el a´rea de ciencias de la salud.
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Seleccio´n de los participantes.
El proceso de seleccio´n de los participantes para las encuestas NHANES consiste en cinco
pasos:
1. Todos los condados de Estados Unidos se divide en 15 grupos dependiendo de las carac-
terı´sticas, posteriormente se selecciona un condado de cada grupo y de ahı´ se obtienen
los 15 condados en donde se realizara´n las encuestas de cada an˜o.
2. Una vez seleccionados los condados, estos se dividen en grupos ma´s pequen˜os, de los
cuales se seleccionan entre 20 y 24 de los nuevos grupos generados.
3. Posteriormente se identifican todas las casas que se encuentran dentro de los grupos
seleccionados y se elige una muestra de aproximadamente 30 viviendas por cada grupo.
4. Los entrevistadores de NHANES van a cada una de las viviendas que fueron selec-
cionadas en el paso anterior, y piden informacio´n correspondiente a edad, raza y sexo
de todas las personas que residen en dichas viviendas.
5. Finalmente, se hace uso de un algoritmo que aleatoriamente selecciona a algunos, a todos
o a ninguno de los miembros del hogar.
La encuesta combina exa´menes fı´sicos y entrevistas, lo que permite desarrollar estudios a
trave´s de diferentes caracterı´sticas de los individuos.
La estructura general de la encuesta de NHANES incluye varios tipos de entrevistas, inclu-
idas preguntas demogra´ficas, diete´ticas y relacionadas con la salud. En la tabla 3.1 se presentan
las descripciones de los conjuntos de datos utilizados en este trabajo.
En la encuesta participaron un total de 27,631 sujetos. Los sujetos que participaron en las
entrevistas se seleccionaron al azar a trave´s de un algoritmo que consiste en un disen˜o complejo
de mu´ltiples etapas con una serie de etapas y los sujetos.
La muestra de personas incluidas en el conjunto de datos de NHANES tiene como prin-
cipal poblacio´n objetivo a la poblacio´n residente no nacionalizada de los EE. UU., Incluidas
las personas hispanas, negras no hispanas, asia´ticas no hispanas, blancas no hispanas y otras
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Tabla 3.1 Descripcio´n de los tipos de cuestionarios realizados para generar el dataset.
Tipo de Cuestionario Descripcio´n
Demogra´fico
El archivo demogra´fico proporciona
informacio´n individual, familiar y nivel de hogar.
Evaluacio´n
Importancia para la salud pu´blica en a´rea de vigilancia, prevencio´n,
tratamiento, cuidado dental, polı´ticas de salud,
evaluacio´n de programas de salud federales, entre otros.
Cuestionario
Informacio´n sobre: aculturacio´n, consumo de alcohol,
estatus de diabetes, seguro de salud, entre otras
personas con 130% del nivel de pobreza, adema´s de las personas blancas no hispanas y otras
personas de 80 an˜os o ma´s.
El conjunto de datos demogra´ficos contiene 9,801 sujetos de los cuales 4,826 son hombres
y 4,975 son mujeres, ambos pertenecen a un rango de edad que va desde 0 hasta 80 an˜os,
conteniendo un total de 39 caracterı´sticas.
3.2 Preprocesamiento de los datos.
El primer paso para el preprocesamiento de los datos consiste en mantener solo a aquellos
sujetos que presentaron informacio´n correspondiente a caries y diabetes, una vez filtrados estos
datos, se mezclaron para crear solo un conjuntos de datos. Como segundo paso, se detectaron
aquellos sujetos que presentaban informacio´n incompleta, o que no presentaban un estado pos-
itivo o negativo para ambas enfermedades (caries y diabetes), dichos sujetos fueron eliminados
del conjunto de datos.
En el tercer paso se eliminaron las caracterı´sticas que presentaban≥ 70 % de datos faltantes
o valores singulares. La caracterı´stica utilizada como resultado presento´ dos estados: presencia
de caries y diabetes, etiquetada como ” 1” , y la ausencia de caries y diabetes, etiquetada como
”0”.
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Posteriormente, el me´todo Z-score se uso´ para normalizar las 31 caracterı´sticas, en el con-
junto de datos, este me´todo se selecciono´ porque transforma los datos en una distribucio´n con
media 0 y desviacio´n esta´ndar 1 y debido a que generalmente los datos no esta´n definidos en
la misma escala nume´rica. Una vez aplicado el me´todo Z-score, los datos son adecuados para
la clasificacio´n.
Finalmente, tomando en cuenta la validacio´n de los resultados a obtener, se dividio´ el con-
junto de datos en dos sub conjuntos, uno correspondiente a entrenamiento, el cual contiene el
70% de los datos, y el 30% restante se utiliza para realizar las pruebas de validacio´n.
3.3 Implementacio´n de una RNA profunda para la clasificacio´n
de los datos.
Con base en la estructura de la base de datos propuesta, se propuso la implementacio´n de
perceptron multicapa con el algoritmo de propagacio´n hacı´a atra´s (backpropagation), los cuales
se describen a continuacio´n.
Es importante saber que las RNA artificiales profundas se caracterizan principalmente por [67]:
• Tener una inclinacio´n natural a adquirir el conocimiento a trave´s de la experiencia, el
cual es almacenado, al igual que en el cerebro, en el peso relativo de las conexiones
interneuronales.
• Tienen alta plasticidad y gran adaptabilidad, son capaces de cambiar dina´micante junto
con el medio.
• Poseen un alto nivel de tolerancia a fallas, es decir, pueden sufrir un dan˜o considerable
y continuar teniendo un buen comportamiento, al igual como ocurre en los sistemas
biolo´gicos.
• Tener un comportamiento altamente no-lineal, lo que les permite procesar informacio´n
procedente de otros feno´menos no-lineales.
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La implementacio´n de la RNA profunda especı´ficamente disen˜ada para este conjunto de
datos se llevo´ a cabo utilizando la paqueterı´a ”Keras” y ”Tensorflow” en Python. La clasifi-
cacio´n de los sujetos puede ser; paciente de control, lo que significa que no padece ni caries ni
diabetes y se encuentra etiquetado como ”0”; o en caso contrario esta´n los pacientes que tienen
presencia de ambas afecciones, los cuales se etiquetan como ”1”.
Una vez identificadas las variables y las muestras a analizar con sus respectivas etiquetas, se
procedio´ a disen˜ar la RNA profunda, la cual se muestra en la figura 3.2, el objetivo de esta RNA
profunda es clasificar como ”0” la ausencia de caries y diabetes, y como ”1” la presencia de
ambas ENT. La estructura propuesta de la RNA profunda se compone de la siguiente manera:
• A la capa de entrada se le asignaron 31 neuronas que representan las 31 caracterı´sticas
en el conjunto de datos.
• La primera capa oculta dropout tiene un porcentaje de pe´rdida del 25%.
• La primera capa oculta densa fue compuesta por 100 neuronas.
• La segunda capa oculta dropout tiene un un porcentaje de pe´rdida del 50%.
• La segunda capa oculta densa fue asignada con 500 neuronas.
• La tercera capa oculta dropout tiene un una pe´rdida de 25%
• La tercera capa oculta densa estaba compuesta por 100 neuronas.
• La cuarta capa oculta dropout tiene un una pe´rdida del 50%.
• Finalmente, la cuarta capa oculta densa corresponde a la capa de salida y se encuentra
caracterizada por dos neuronas que se refieren a las dos posibles clasificaciones.
El algoritmo de optimizacio´n implementado fue ”Adam”, el cual calcula la media mo´vil
exponencial del gradiente y el gradiente cuadrado. Este proceso se basa en el algoritmo de
descenso del gradiente estoca´stico, utilizando el promedio del primer y segundo momento de
los gradientes, con el propo´sito de controlar el deterioro de esa media mo´vil [68].
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Se hizo uso de dos funciones de activacio´n, la primera conocida como ReLu, la cual se
utilizo´ en las capas densas, excepto en la capa de salida, para esta u´ltima se hizo uso de la
funcio´n softmax.
Figura 3.2 Red Neuronal Profunda utilizada como clasificador de enfermedades no transmisibles.
Por otro lado, existe un para´metro llamado e´pocas, el cual es un para´metro de la RNA con-
figurable, la e´pocas hacen referencia al nu´mero de iteraciones que ejecutara´ la RNA. Antes de
realizar la clasificacio´n de los sujetos, se realizo´ una prueba donde el objetivo es determinar el
nu´mero de e´pocas o´ptimo para la RNA, para ello se hizo una variacio´n en dicho nu´mero, en
la tabla 3.2 se muestran los resultados de la prueba realizada. Una vez vistos los resultados
correspondientes a la precisio´n, funcio´n de pe´rdida y tiempo de procesamiento en segundos,
variando las e´pocas de la siguiente manera: 10, 50, 100, 150, 200 y 300, se determino´ que las
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e´pocas o´ptimas para este trabajo son 100.
Tabla 3.2 Resultado de los valores de precisio´n y funcio´n de pe´rdida utilizando diferente nu´mero de
e´pocas.
E´pocas Precisio´n Funcio´n de pe´rdida
Tiempo de Procesamiento
(segundos)
10 0.9759 0.0824 3.6252
50 0.9916 0.0216 15.4416
100 0.9988 0.0048 29.2827
150 0.9992 0.0088 45.2142
200 0.9984 0.0047 58.9482
300 0.9980 0.0160 89.2401
Despue´s de determinar el nu´mero de e´pocas, se hicieron pruebas con diferentes arquitec-
turas propuestas, como se observa en la tabla 3.3, en las cuales se hicieron variaciones en el
nu´mero y tipo de capas, cantidad de neuronas por capas, se verifico´ la precisio´n, funcio´n de
pe´rdida y tiempo de procesamiento en segundos. Con base en los resultados obtenidos del
procesamiento, se determino´ hacer uso de la arquitectura que consta de cinco capas densas y
cuatro de tipo dropout, dichas capas se componen de la siguiente manera:
• La capa de entrada consta de 31 neuronas correspondientes a las caracterı´sticas utilizadas
para el ana´lisis.
• La primer capa oculta de tipo dropout tiene un porcentaje de pe´rdida del 25%.
• La primer capa tipo densa se compone de 100 neuronas.
• La segunda capa tipo dropout corresponde a un porcentaje de pe´rdida del 50%
• La segunda capa oculta de tipo densa con 500 neuronas.
• La tercer capa oculta de tipo dropout tiene una pe´rdida del 25 %.
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• La tercer capa de tipo densa se compone de 100 neuronas.
• La cuarta capa de tipo dropout tiene una pe´rdida del 50%.
• Finalmente, la cuarta capa de tipo densa corresponde a la capa de salida, contien dos
neuronas, las cuales hacen referencia a las dos posibles clasificaciones.
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Tabla 3.3 Valores de precisio´n, funcio´n de pe´rdida y tiempo de procesamiento con diferentes nu´meros
de capas y neuronas.
C
ap
as
D
en
sa
s/
D
ro
po
ut
N
eu
ro
na
s
Pr
ec
is
io´
n
Fu
nc
io´
n
de
pe´
rd
id
a
Ti
em
po
de
pr
oc
es
am
ie
nt
o
(s
eg
un
do
s)
2/
0
31
>
2
1
0.
00
03
12
.4
59
9
3/
1
31
>
10
0
>
0.
5
>
2
1
0.
00
02
15
.0
06
0
3/
2
31
>
0.
25
>
10
0
>
0.
5
>
2
0.
99
84
0.
00
48
15
.9
13
1
4/
1
31
>
10
0
>
0.
5
>
50
0
>
2
0.
99
88
0.
00
28
20
.7
66
6
4/
2
31
>
0.
25
>
10
0
>
0.
5
>
50
0
>
2
0.
99
88
0.
00
52
21
.7
12
4
4/
3
31
>
0.
25
>
10
0
>
0.
5
>
50
0
>
0.
25
>
2
0.
99
88
0.
00
44
24
.0
03
5
5/
1
31
>
10
0
>
0.
5
>
50
0
>
10
0
>
2
0.
99
92
0.
00
48
25
.5
58
3
5/
2
31
>
0.
25
>
10
0
>
0.
5
>
50
0
>
10
0
>
2
0.
99
92
0.
00
28
26
.7
24
1
5/
3
31
>
0.
25
>
10
0
>
0.
5
>
50
0
>
0.
25
>
10
0
>
2
0.
99
96
0.
00
18
28
.8
96
0
5/
4
31
>
0.
25
>
10
0
>
0.
5
>
50
0
>
0.
25
>
10
0
>
0.
5
>
2
0.
99
64
0.
00
99
29
.8
43
1
Capı´tulo 4
Resultados y Discusio´n
En el paso del preprocesamiento correspondiente al capı´tulo 3, una vez realizados los filtros
descritos, los 9,801 sujetos se redujeron a 3,552 de los cuales 1,812 son de ge´nero masculino y
1,740 de ge´nero femenino. En la Figura 4.1 se muestra el nu´mero de sujetos correspondientes
a controles y casos. Adema´s las 39 caracterı´sticas fueron reducidas a 31 ma´s la caracterı´stica
que proporciona informacio´n sobre el diagno´stico.
Figura 4.1 Gra´fico que indica el nu´mero de casos y controles que se encuentran en la base de datos.
Despue´s de la reduccio´n en el nu´mero de sujetos, el conjunto de datos quedo´ dividido con
2,125 controles y 361 casos para el entrenamiento de la RNA, y 916 controles y 150 casos para
realizar las pruebas a la RNA entrenada.
Una vez que se tienen todos para´metros a utilizar, se procede a ejecutar la RNA, obteniendo
los resultados que a continuacio´n se presentan.
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En la figura 4.2 se muestra el comportamiento de la precisio´n, donde la lı´nea azul se refiere
a los datos de entrenamiento, alcanzando un valor de 0.9964, la lı´nea naranja corresponde a los
datos de prueba, alcanzando un valor de 0.9906.
Figura 4.2 Gra´fico de el comportamiento de la precisio´n
La figura 4.3 muestra el comportamiento de la funcio´n de pe´rdida, donde la lı´nea azul hace
referencia a los datos de entrenamiento, alcanzando un valor de 0.0099 y la lı´nea naranja hace
referencia a los datos de prueba, alcanzando un valor de 0.0945.
Figura 4.3 Gra´fico del comportamiento de la funcio´n de pe´rdida.
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Finalmente, en la Figura 4.4 se muestran las curvas ROC que representan el rendimiento
de la red neuronal. La lı´nea rosa corresponde a la curva ROc de la clase ”0” o de los sujetos de
control, la cual obtuvo un AUC = 0.99. La lı´nea color azul claro correspoende a la curva ROC
de la clase ”1” o los sujetos caso, donde se obtuvo un AUC = 0.99. La lı´nea que se observa con
puntos color naranja corresponde a la curva ROC del micro-promedio obteniendo un AUC = 1
y por u´ltimo, la lı´nea de puntos color azul oscuro corresponde al macro-promedio, en donde se
obtuvo un AUC= 0.99.
Figura 4.4 Curvas ROC obtenidas con el promedio del rendimiento de la RNA.
Los datos utilizados para el desarrollo de este trabajo, se dividieron en dos conjuntos, de
los cuales uno corresponde al 70% de los datos, los cuales se emplearon para el entrenamiento
de la RNA, el segundo conjunto contiene el 30% del resto de los datos, los cuales se realizo´
la prueba de la RNA. El entrenamiento de la RNA corrsponde en un total de 100 e´pocas o
iteraciones, las cuales fueron seleccionadas a partir de una comparacio´n de difentes valores
como se muestra en la tabla 3.2. La RNA implementada hace uso del algoritmo Adam, con
la finalidad de mejorar el comportamiento RNA con cada retroalimentacio´n. La cantidad de
casos y controles aparentemente no se encuentra equilibrada, pero fue suficiente para obtener
una ejecucio´n significativa con respecto a la clasificacio´n de los sujetos. Con los datos cor-
respondientes a las pruebas, se hizo la validacio´n de los resultados obtenidos en la etapa de
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entrenamiento, tomando en cuenta las me´tricas de precisio´n y funcio´n de pe´rdida. En la figura
4.2 y 4.3 es posible observar que el comportamiento del entrenamiento y de las pruebas siguen
un patron, lo cual indica que se logro´ una generalizacio´n en el proceso de aprendizaje. La
figura 4.2 indica que el 99% de los sujetos se lograron clasificar correctamente entre casos y
controles. Por otro lado la figura 4.3 indica que tanto para el conjunto de entrenamiento como
para el de pruebas, la funcio´n de pe´rdida decrese, lo cual indica que la RNA se acerca a un
mı´nimo global. Con los resultados obtenidos en la figura 4.4, se observa que en todas las cur-
vas ROC el valor correspondiente al AUC es estadı´sticamente significativo ≥ 0.99, este dato
indica que la RNA es capaz de clasificar el 99% de los sujetos de manera correcta.
Capı´tulo 5
Conclusiones y trabajo futuro.
De acuerdo con los resultados obtenidos, es posible concluir que la base de datos es ade-
cuada para este trabajo, demostrando que es posible clasificar sujetos que tienen presencia de
caries y diabetes y a su vez pacientes con ausencia de ambas enfermedades, haciendo uso de
las 31 caracterı´sticas demogra´ficas.
Las curvas ROC obtenidas muestran un comportamiento similar, lo cual indica que la gen-
eralizacio´n del modelo permite clasificar sujetos tanto con presencia de ambas ENT como con
ausencia de ambas.
Adema´s con el presente trabajo se demuestra que la situacio´n demogra´fica y socio-econo´mica
es un factor importante para el desarrollo de caries y diabetes.
Con las caracterı´sticas seleccionadas para el desarrollo de esta investigacio´n, fue posible la
creacio´n de un modelo que logra clasificar si un paciente padece caries y diabetes o en caso
contrario, la ausencia de las mismas, con una precisio´n estadı´sticamente significativa.
Estos resultados basados en descriptores demogra´ficos muestran la relacio´n que existe con
respecto a caracterı´sticas correspondientes al nivel socio-econo´mico, como son la cantidad de
personas que viven en el mismo hogar; estado civil; origen e´tinico; edad; nivel acade´mico
e ingreso econo´mico. Dicha relacio´n permite diferenciar a sujetos que padecen las ENT de
pacientes que no tienen ningu´n padecimiento de este tipo.
Es importante recalcar que este trabajo proporciona un conocimiento preliminar de las ven-
tajas que tiene el hacer uso de este tipo de herramientas en el a´rea de la salud, este modelo,
puede ser utilizado como una herramienta de bajo costo y que de´ soporte a los especialistas de
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la salud con el objetivo de proporcionar diagno´sticos preventivos de padecer diabetes y caries,
buscando ası´ disminuir la incidencia tan alta existente para estas dos enfermedades, principal-
mente en regiones rurales o con menor desarrollo econo´mico, donde se complica el acceso
a los diferentes servicios de salud necesarios para diagno´sticar por los me´todos tradicionales
estas ENT.
Trabajo Futuro.
Como trabajo futuro se propone en primer lugar la reduccio´n de caracterı´sticas por medio
de algoritmos gene´ticos para ver si es posible mantener un porcentaje de clasificacio´n es-
tadı´ticamente significativo pero con una cantidad menor de caracterı´ticas analizadas.
Adema´s, se puede hacer uso de la misma base de datos pero con otras te´cnicas de apren-
dizaje automa´tico y realizar una comparativa de los resultados obtenidos.
Tambie´n se propone realizar el presente trabajo pero aplicado a una base de datos que
contenga datos especı´ficamente de la poblacio´n mexicana, esto con el objetivo de prevenir o en
su caso diagno´sticar en etapas tempranas la caries y diabetes.
Finalmente, se puede hacer uso del modelo presentado en esta investigacio´n para crear
una herramienta de bajo costo que sirva de auxiliar a los me´dicos para la deteccio´n de estas
enfermedades no transmisibles.
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Ape´ndice A: Descripcio´n de descriptores de-
mogra´ficos.
Figura A.1 Descripcio´n de las caracteristicas correspondientes al dataset utilizado.
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Ape´ndice B: Contribuciones.
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
Referencias
[1] OPS, “Enfermedades no transmisibles.” Avaiable online: https://www.paho.org. accessed
on: April 21, 2019.
[2] WHO, “Noncommunicable diseases.” Avaiable online: http://www.who.int/news-
room/fact-sheets/detail/noncommunicable-diseases. accessed on: September 20, 2018.
[3] direccio´n nacional de promocio´n de la salud y control de enfermedades no
transmisibles, “¿que´ son las enfermedades no transmisibles?.” Avaiable online:
http://www.msal.gob.ar/ent/index.php/informacion-para-ciudadanos/ique-son-icuales-
son. accessed on: April 16, 2019.
[4] WHO, “Datos y cifras de enfermedades no transmisibles.” Avaiable online:
https://www.who.int/features/factfiles/noncommunicable diseases/facts/es/index9.html.
accessed on: April 21, 2019.
[5] WHO, “Oral health,” accessed on May 9, 2019.
[6] IDF, “Type 2 diabetes.” Avaiable online: https://idf.org/52-about-diabetes.html. accessed
on: May 6, 2019.
[7] A. D. Association et al., “2. classification and diagnosis of diabetes: standards of medical
care in diabetes—2018,” Diabetes care, vol. 41, no. Supplement 1, pp. S13–S27, 2018.
[8] T. L and M. P. S., “Diagno´stico clı´nico y tratamiento,” p. 324, 2000.
[9] R. Caldero´n, “Observaciones sobre diabetes mellitus al final del milenio.,” pp. 6–9, 2000.
[10] R. DeFronzo, “Pathogenesis of type 2 diabetes mellitus,” pp. 787–835, 2004.
[11] E. DonnellyR, A. Garder, and I. Morris A., “Abc of vascular disease: Vascular complica-
tions of diabetes,” pp. 1062–1066, 2000.
[12] S. Twetman, “Prevention of dental caries as a non-communicable disease,” European
journal of oral sciences, vol. 126, pp. 19–25, 2018.
73
[13] L. A. Zanella-Calzada, C. E. Galva´n-Tejada, N. M. Cha´vez-Lamas, J. I. Galva´n-Tejada,
and J. M. Celaya-Padilla, “Multivariate features selection from demographic and dietary
descrptors as caries risk determinants in oral health diagnosis: Data from nhanes 2013-
2014.,” Electronics, Communications and Computers (CONIELECOMP), pp. 217–222,
2018.
[14] J. Ramı´rez Mendoza, M. A. Rueda Ventura, M. H. Morales Garcı´a, and A. Galle-
gos Ramı´rez, “Prevalencia de caries dental y maloclusiones en escolares de tabasco,
me´xico,” vol. 11, no. 1, pp. 13–23, 2012.
[15] WHO, “Sugars and dental caries,” 2017.
[16] WHO, “Noncommunicable diseases.” Avaiable online: http://www.who.int/news-
room/fact-sheets/detail/noncommunicable-diseases. accessed on: November 15, 2018.
[17] G. B. D. disease, injury incidence, and prevalence collaborators, “Global, regional, and
national incidence, prevalence, and years lived with disability for 328 diseases and in-
juries for 195 countries, 1990-2016: a systematic analysis for the global burden of disease
study 2016,” Lancet, vol. 390, pp. 1211–1259, 2017.
[18] N. Kassebaum, E. Bernabe´, M. Dahiya, B. Bhandari, C. Murray, and W. Marcenes,
“Global burden of untreated caries: a systematic review and metaregression,” Journal
of dental research, vol. 94, no. 5, pp. 650–658, 2015.
[19] WHO, “Global status report on noncommunicable diseases 2010,” Geneva, 2010.
[20] G. Etienne, “Trends in diabetes: sounding the alarm.,” vol. 387, pp. 1485–1486, 2016.
[21] N. Cho, J. Shaw, S. Karuranga, Y. Huang, J. da Rocha Fernandes, A. Ohlrogge, and
B. Malanda, “Idf diabetes atlas: global estimates of diabetes prevalence for 2017 and
projections for 2045,” Diabetes research and clinical practice, vol. 138, pp. 271–281,
2018.
[22] M. Cruz, A. Valladares-Salgado, J. Garcia-Mena, K. Ross, M. Edwards, J. Angeles-
Martinez, C. Ortega-Camarillo, J. Escobedo de la Pen˜a, A. I. Burguete-Garcia,
N. Wacher-Rodarte, R. Ambriz, R. Rivera, A. L. D’artote, J. Peralta, E. J. Parra, and J. Ku-
mate, “Candidate gene association study conditioning on individual ancestry in patients
with type 2 diabetes and metabolic syndrome from mexico city,” vol. 26, pp. 261–270,
2010.
[23] C. Grosso, “Sı´ndrome metabo´lico y riesgo vascular,” 2013.
[24] E. Gispert Abreu, P. Castell-Florit Serrate, and M. Herrera Nordet, “Salud bucal pobla-
cional y su produccio´n intersectorial.,” Revista Cubana de Estomatologı´a, vol. 52, pp. 62–
67, 2015.
74
[25] P. Singh, A. Pal, M. Anburajan, and J. Kumar, “Computer-aided diagnosis of diabetes
mellitus using thermogram of open mouth,” Computing and Intelligent Engineering,
vol. 52, pp. 62–67, 2018.
[26] L. Carnimeo and A. Giaquinto, “An intelligent system for improving detection of diabetic
symptoms in retinal images.,” IEEE International Conference on Information Technology
in Biomedicine., 2006.
[27] M. Chen, J. Yang, J. Zhou, Y. Hao, J. Zhang, and C. H. Youn, “5g-smart diabetes: Toward
personalized diabetes diagnosis with healthcare big data clouds.,” IEEE Communications
Magazine, vol. 56, pp. 16–23, 2018.
[28] G. Cappon, M. Vettoretti, F. Marturano, A. Facchinetti, and G. Sparacino, “A neural-
network-based approach to personalize insuline bolus calculating using continuous glu-
cose monitoring.,” SAGE journals, vol. 12, pp. 265–272, 2018.
[29] T. S. Ghazal, S. M. Levy, N. K. Childrens, K. D. Carter, J. J. W. Caplan, and J. L. Kilker,
“Survival analysis of caries incidence in africanamerican school-aged children.,” Journal
of public health dentistry, 2018.
[30] J.-H. Lee, D.-H. Kim, S.-N. Jeong, and S.-H. Choi, “Detection and diagnosis of dental
caries using a deep learning-based convolutional neural network algorithm,” Journal of
dentistry, vol. 77, pp. 106–111, 2018.
[31] A´. S. Brito, M. A. Clementino, M. C. Gomes, E´. T. B. Neves, A. de Sousa Barbosa,
C. A. de Medeiros, M. M. de Aquino, A. F. Granville-Garcia, V. A. de Menezes, et al.,
“Sociodemographic and behavioral factors associated with dental caries in preschool chil-
dren: Analysis using a decision tree,” Journal of Indian Society of Pedodontics and Pre-
ventive Dentistry, vol. 36, no. 3, p. 244, 2018.
[32] S. Lai, M. G. Cagetti, F. Cocco, D. Cossellu, G. Meloni, G. Campus, and P. Lingstro¨m,
“Evaluation of the difference in caries experience in diabetic and non-diabetic children—a
case control study,” PloS one, vol. 12, no. 11, p. e0188451, 2017.
[33] Barylo, Kanishyna, and L. Shkilniak, “The effects of diabetes mellitus on patients’ oral
health.,” Wiadomosci lekarskie (Warsaw, Poland: 1960), vol. 71, no. 5, pp. 1026–1031,
2018.
[34] B. R. Latti, J. V. Kalburge, S. B. Birajdar, and R. G. Latti, “Evaluation of relationship
between dental caries, diabetes mellitus and oral microbiota in diabetics,” Journal of oral
and maxillofacial pathology: JOMFP, vol. 22, no. 2, p. 282, 2018.
[35] L. Ferizi, F. Dragidella, L. Spahiu, A. Begzati, and V. Kotori, “The influence of type
1 diabetes mellitus on dental caries and salivary composition,” International Journal of
Dentistry, vol. 2018, 2018.
75
[36] R. C. M. Pinho, R. V. de Sousa, B. d. C. F. Vajgel, S. M. Paiva, and R. Cimo˜es, “Evaluation
of oral health-related quality of life in individuals with type 2 diabetes mellitus,” Brazilian
Journal of Oral Sciences, vol. 18, 2019.
[37] W. Fu, C. Lv, L. Zou, F. Song, X. Zeng, C. Wang, S. Yan, Y. Gan, F. Chen, Z. Lu, et al.,
“Meta-analysis on the association between the frequency of tooth brushing and diabetes
mellitus risk,” Diabetes/metabolism research and reviews, p. e3141, 2019.
[38] world health organization and united nations development Programme., “Noncommuni-
cable diseases: what ministries of agriculture need to know.,” 2018. Accessed: Mayo,
2019.
[39] expert commitee on the diagnosis and classification of diabetes mellitus., “Report of the
expert commitee on the diagnosis and classification of diabetes mellitus.,” 2003.
[40] L. K. Billings and J. C. Florez, “The genetics of type 2 diabetes: what have we learned
from gwas?,” Annals of the New York Academy of Sciences, vol. 1212, no. 1, pp. 59–77,
2010.
[41] P. Zimmet, “The burden of type 2 diabetes: are we doing enough?,” Diabetes and
Metabolism, vol. 29, no. 4, Part 2, pp. 6S9 – 6S18, 2003. Cardiovascular benefits of
metformin.
[42] J. A. Rull, C. A. Aguilar-Salinas, R. Rojas, J. M. Rios-Torres, F. J. Go´mez-Pe´rez, and
G. Olaiz, “Epidemiology of type 2 diabetes in mexico,” Archives of Medical Research,
vol. 36, no. 3, pp. 188–196, 2005.
[43] K. J. Chen, S. S. Gao, D. Duangthip, S. K. Y. Li, E. C. M. Lo, and C. H. Chu, “Dental
caries status and its associated factors among 5-year-old hong kong children: a cross-
sectional study,” BMC oral health, vol. 17, no. 1, p. 121, 2017.
[44] R. H. Selwitz, A. I. Ismail, and N. B. Pitts, “Dental caries,” The Lancet, vol. 369, no. 9555,
pp. 51–59, 2007.
[45] S. de salud, “Norma oficial mexicana nom-015-ssa2-2010, para la pre-
vencio´n, tratamiento y control de la diabetes mellitus.” Avaiable online:
http://www.salud.gob.mx/unidades/cdi/nom/m015ssa24.html. accessed on: April
21, 2019.
[46] S. M. Perner, “Respuesta a la carta ”la evidencia publicada y las
transformaciones en el abordaje de la diabetes”..” Avaiable online:
http://www.scielo.org.ar/scielo.php?script=sci arttextpid=S1851-82652014000200012.
accessed on: February 9, 2019.
[47] K. Plonosky, “The past 200 years in diabetes.,” N Engl J Med, vol. 367, pp. 1332–1340,
2012.
76
[48] J. D. de Estrada Rivero´n, J. A. P. Quin˜onez, and I. H.-G. Fuentes, “Caries dental y
ecologı´a bucal, aspectos importantes a considerar,” Rev Cubana Estomatol, vol. 43, no. 1,
pp. 47–55, 2019.
[49] H. Heymann, J. Swift, and A. Ritter, “. sturdevanant’s art and science of operative den-
tistry.,” Mosby ELsevier, 2006.
[50] M. Najib, N. M. Ali, M. M. Arip, M. A. Jalil, and M. Taib, “Classification of agarwood
using ann,” International Journal of Electrical and Electronic Systems Research, vol. 5,
pp. 20–34, 2012.
[51] M. R. Kumar, B. Sethi, and S. Bhutia, “Review on classification of digital images using
artificial neural network,” International Journal of Engineering Science Invention, 2017.
[52] F. Farfa´n, Control Cerebral de Interfases: Ana´lisis Exploratorio de Te´cnicas
Parame´tricas Digitales para la Deteccio´n y Cuantificacio´n de Estados Mentales. PhD
thesis, 01 2005.
[53] M. Quin˜ones, L. Feller, C. Tarazona, and G. Teodosio, “Aplicacio´n de redes neuronales
artificiales sobre la violencia de la mujer por su pareja segu´n la encuesta demogra´fica y
de salud familiar, endes 2016,” 2018.
[54] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521, no. 7553, p. 436,
2015.
[55] S. Agatonovic-Kustrin and R. Beresford, “Basic concepts of artificial neural network
(ann) modeling and its application in pharmaceutical research,” Journal of Pharmaceuti-
cal and Biomedical Analysis, vol. 22, pp. 717–727, 2000.
[56] J. F. y D.M. Skapura, “Redes neuronales: Algoritmos, aplicaciones y te´cnicas de progra-
macio´n.,” 1993.
[57] B. M. y Alfredo Sanz, “Redes neuronales y sistemas difusos,” 2002.
[58] F. A. y Skapura M., “Neural networks: Algorithms, applications, and programming tech-
niques.,” 1991.
[59] C. Antona Corte´s, “Herramientas modernas en redes neuronales: la librerı´a keras.,” 2017.
[60] S. Kullback and R. Leibler, “On information and sufficiency, anals of mathematical statis-
tics,” pp. 76–86, 1951.
[61] M. Nye and A. Saxe, “Are efficient deep representations learnable?,” pp. 1–4, 2017.
[62] J. A. Hanley and B. J. McNeil, “The meaning and use of the area under a receiver operat-
ing characteristic (roc) curve,” Radiology, 1982.
77
[63] F. Chollet, “Keras: Deep learning libary for theano and tensofrflow. avaiable on:
https://keras. io/k.,” 2011.
[64] P. Community, “What is python?. available on: https://www.python.org/doc/essays/blurb/
(accessed on september 2018),”
[65] F. Chollet, “Keras: Deep learning library for theano and tensorflow. available on:
https://keras. io/k (accessed on june 2018),” (accessed on September 2018).
[66] Google, “Tensorflow. available on: https://www.tensorflow.org/ (accessed on september
2018),”
[67] S. C. Izaurieta Fernando, “Redes neuronales artificiales,”
[68] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” 2014.
