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A REFINED COMBINATION THEOREM FOR HIERARCHICALLY HYPERBOLIC
GROUPS
FEDERICO BERLAI AND BRUNO ROBBIO
Abstract. In this work, we are concerned with hierarchically hyperbolic spaces and hierarchically hyperbolic
groups. Our main result is a wide generalization of a combination theorem of Behrstock, Hagen, and Sisto.
In particular, as a consequence, we show that any finite graph product of hierarchically hyperbolic groups is
again a hierarchically hyperbolic group, thereby answering [6, Question D] posed by Behrstock, Hagen, and
Sisto. In order to operate in such a general setting, we establish a number of structural results for hierarchically
hyperbolic spaces and hieromorphisms (that is, morphisms between such spaces), and we introduce two new
notions for hierarchical hyperbolicity, that is concreteness and the intersection property, proving that they are
satisfied in all known examples.
1. Introduction
Many seemingly different classes of groups, including hyperbolic 3-manifold groups, surface groups, small
cancellation groups, share some common behavior and properties that were identified by Gromov (and others)
and synthesized into the class of hyperbolic groups [16]. Gromov’s breakthrough consisted in considering groups
purely as geometric objects, abstracting the properties shared by the above-mentioned classes. This geometric
approach implies strong algebraic, asymptotic, and growth properties: hyperbolic groups are finitely presented,
they have exponential growth (except the virtually cyclic ones), they satisfy a strong form of Tits’ alternative
and a linear isoperimetric inequality. As already stressed by Gromov, some natural groups of geometric origin
do not fit into this picture: fundamental groups of 3-manifolds with cusps and mapping class groups are in
general not hyperbolic. What is more, the class of hyperbolic groups is closed under taking free products,
but not direct products. Therefore, as proved by Meier [25], a graph product of hyperbolic groups is again a
hyperbolic group (if and) only if some strong conditions are met.
To overcome these limitations, several generalizations of hyperbolic groups have been introduced over the
years. The notion of relative hyperbolicity [11, 28] recovers fundamental groups of 3-manifolds with cusps,
whereas mapping class groups are examples of acylindrically hyperbolic groups [29], and raags (that is right-
angled Artin groups) are among the groups acting properly and cocompactly on CAT(0) cube complexes, that is
cubulable groups [30, 34]. On the one hand, mapping class groups are not relatively hyperbolic (unless they are
already hyperbolic [4, Theorem 1.2]). On the other one, the class of acylindrically hyperbolic groups is extensive,
and acylindrical hyperbolicity does not imply finite presentability, or any kind of bound on the isoperimetric
inequality. Therefore, one is brought to find a set of properties that would generalize hyperbolicity, include
mapping class groups, be preserved by direct products, and still have strong algebraic consequences for groups
satisfying them.
These conditions have been identified by Behrstock, Hagen, and Sisto, who isolated the notions of hierar-
chically hyperbolic spaces and of hierarchically hyperbolic groups [5, 6]. Again, the geometric approach that is
undertaken reflects into strong algebraic and asymptotic properties: hierarchically hyperbolic groups are finitely
presented [6, Corollary 7.5], they satisfy a quadratic isoperimetric inequality [6, Corollary 7.5], they are coarse
median [6, Theorem 7.3], and they have finite asymptotic dimension [7].
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The key insight was to axiomatize the Masur-Minsky machinery for mapping class groups, to be able to apply
it to its full extent. Although not being in general hyperbolic, a mapping class group MCGpSq (of a surface S of
finite complexity) can be studied, using the tools developed by Masur and Minsky [23, 24], through a family of
hyperbolic spaces, the curve complexes CV associated to subsurfaces V Ď S. In a similar manner, hierarchically
hyperbolic spaces and groups are the ones for which an analogous approach can be undertaken.
Hierarchically hyperbolic groups provide a common framework to work with hyperbolic groups, mapping
class groups, and raags. Other examples comprise all known cubulable groups [19], toral relatively hyperbolic
groups [6, Theorem 9.1], fundamental groups of many 3-manifolds [6, Theorem 10.1], free and direct products [6]
of these. Hierarchically hyperbolic spaces include all hierarchically hyperbolic groups, the Teichmu¨ller space
with either the Thurston or the Weil-Petersson metric, almost all separating curve graphs (and other graphs of
multicurves) of surfaces [33], universal covers of compact special cube complexes, and any space quasi-isometric
to a hierarchically hyperbolic space.
Hierarchical hyperbolicity has been used to prove several new results, and to uniformize results previously
known only for certain subclasses of hierarchically hyperbolic spaces. In [8], Behrstock, Hagen and Sisto show
that, in a hierarchically hyperbolic space, any top-dimensional quasiflat is uniformly close to a union of standard
orthants. This strengthened the known results [10, 21] in the cubulable setting, and resolved conjectures of Farb
for mapping class groups and Brock for Teichmu¨ller spaces. In [7], as already mentioned, the same authors
show that every hierarchically hyperbolic space has finite asymptotic dimension, and obtain the sharpest known
bound on the asymptotic dimension of mapping class groups.
The definition of hierarchical hyperbolicity is rather technical and we postpone it until Section 2.1. For the
time being, it is enough to know that a hierarchically hyperbolic space pX ,Sq is a metric space pX , dX q equipped
with a collection of δ-hyperbolic spaces tCV | V P Su, and projections πV from X onto the various hyperbolic
spaces CV , for all V P S. This index set S is equipped with a partial order called nesting, a symmetric
and anti-reflexive relation called orthogonality, and if V, U P S are neither nested nor orthogonal, then they
are transverse. These relations are mutually exclusive, and in the mapping class group scenario their role is
respectively taken by nesting, disjointness and overlapping of subsurfaces. The projections onto hyperbolic
spaces and the nesting, orthogonality and transversality satisfy, in addition, several axioms (see Definition 2.3),
which again are evocative of mapping class groups, and assure that the coarse geometry of the space X can be
reconstructed from the hierarchically hyperbolic structure.
This leads to one of the most salient features of hierarchical hyperbolicity: a distance formula that generalizes
the celebrated distance formula for mapping class groups of Masur and Minsky [24]. In other words, distances
in a hierarchically hyperbolic space pX ,Sq can be (uniformly) coarsely computed by projecting onto the various
hyperbolic spaces associated to S, determining distances there, and then sum. This is made precise by the
following theorem:
Distance Formula for hierarchically hyperbolic spaces ([6, Theorem 4.5]). Let pX ,Sq be a hierarchically
hyperbolic space. There exists s0 such that for all s ě s0 there exist constants k, c ą 0 such that
dX px, yq —pk,cq
ÿ
V PS
tdV pπV pxq, πV pyqqus, @x, y P X ,
where the symbol taus means that a is added to the sum only if a ě s, and a —pk,cq b stands for
b
k
´c ď a ď kb`c.
For what concerns hierarchically hyperbolic groups, at this time let us just mention that there exist groups
that are hierarchically hyperbolic spaces, but fail to be hierarchically hyperbolic groups, and therefore being
a hierarchically hyperbolic group is a stronger condition than having a Cayley graph which is a hierarchically
hyperbolic space (see Definition 2.12).
Given a class of groups C, it is natural to investigate under which group constructions the class is preserved.
On the one hand, the fact that C is closed under certain operations gives information on the nature of the class,
and, on the other, it provides methods to construct new groups in
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A construction that generalizes free products (with amalgamation, and HNN extensions) is the fundamental
group of a graph of groups, and results in this direction are usually referred to as combination theorems. The
Bestvina-Feighn combination theorem [9] for hyperbolic groups is such an example: given a finite graph G of
hyperbolic groups satisfying certain conditions, the resulting fundamental group is again hyperbolic. Their
strategy of proof was to consider a metric space (more precisely, a tree of metric spaces obtained from the Bass-
Serre tree of the graph and the vertex/edge groups of G) and study the action of the fundamental group on such
space. This approach turned out to be very successful, and was later applied in several other related contexts.
This is the case for the combination theorem of [27] in the class of strongly relatively hyperbolic groups, or
for the Hsu-Wise combination theorem in the context of groups acting on cube complexes [20], or Alibegovic´’s
combination theorem for relatively hyperbolic groups [2]. On the other hand, a more dynamical approach is
undertaken by Dahmani [12] to obtain another combination theorem for relatively hyperbolic groups.
Also in the context of hierarchically hyperbolic groups and spaces, there have been efforts in establishing
such combination theorems. In [6, Section 8], Behrstock, Hagen and Sisto impose strict conditions on a tree of
hierarchically hyperbolic spaces (something completely analogous to the trees of hyperbolic groups considered
by Bestvina and Feighn, and mentioned previously - see Definition 2.14) that ensure that the resulting space
is again hierarchically hyperbolic. From this, they deduce [6, Corollary 8.24] the hierarchical hyperbolicity of
fundamental groups of finite graph of groups satisfying related strict conditions. In [32, Theorem 4.17], Spriano
shows that certain amalgamated products of hierarchically hyperbolic groups are hierarchically hyperbolic,
building on results from his previous work [31].
In this work we provide a new combination theorem for hierarchically hyperbolic spaces (see Theorem A) and
groups (see Corollary B). To do so, we introduce several new tools for the study of hierarchical hyperbolicity,
which are of independent interest. The first one is the intersection property (see Definition 3.1, and the discussion
after the statement of Theorem C), which in turn leads to the notion of concreteness. We introduce the latter
notion to exclude artificial examples of hierarchically hyperbolic spaces that carry some undesirable features. As
we will see in this Introduction, the intersection property has a very natural definition, and we conjecture that all
hyperbolic spaces admit a hierarchically hyperbolic structure with the intersection property (see Question D).
On the other hand, concreteness is more technical, but nevertheless we prove in Proposition 3.12 that any
hierarchically hyperbolic space with the intersection property can be supposed to be concrete.
These properties are of independent interest, and we expect them to be of further use. They allow us to
assume much weaker hypotheses for our combination theorem than the ones used by Behrstock, Hagen, and
Sisto [6, Theorem 8.6].
The first result of this paper is the following combination theorem. After having stated it, we will briefly
comment on terminology and some concepts related to hierarchical hyperbolicity, relegating their full and precise
introduction to Section 2.
Theorem A. Let T be a tree of hierarchically hyperbolic spaces. Suppose that:
(1) each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;
(2) comparison maps are uniform quasi isometries;
(3) the hierarchically hyperbolic spaces of T have the intersection property and clean containers.
Then the metric space X pT q associated to T is a hierarchically hyperbolic space with clean containers and the
intersection property.
As already mentioned, X pT q is a metric space associated to T , and it is built from a tree, replacing ver-
tices and edges with hierarchically hyperbolic spaces, with embeddings of edge spaces into vertex spaces (see
Definition 2.14). These embeddings are given by hieromorphisms, which are morphisms between hierarchically
hyperbolic spaces that agree with the hierarchical structure (see Definition 2.10, and Definition 2.11 for the
notion of full hieromorphism). Theorem A then has three hypotheses: the first two are metric conditions, one
of them imposing constraints on how the edge groups in T are embedded into vertex groups, and the other
one requiring certain natural maps (compare Definition 2.16) at the level of the hyperbolic spaces CV to be
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isometries. These are the two fundamental hypotheses of the theorem, and, as we will see, neither of the two
can be dropped or relaxed.
The third hypothesis invokes two conditions that, in view of the motivating examples, are very natural.
These two properties are known to persist under all known operations that preserve the classes of hierarchically
hyperbolic spaces and groups, and currently they are satisfied in all examples of hierarchically hyperbolic spaces.
As a consequence of Theorem A, we obtain a combination theorem for hierarchically hyperbolic groups:
Corollary B. Let G be a finite graph of hierarchically hyperbolic groups. Suppose that:
(1) each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;
(2) comparison maps are isometries;
(3) the hierarchically hyperbolic spaces of G have the intersection property and clean containers.
Then the group associated to G is itself a hierarchically hyperbolic group.
Notice that, in contrast with Theorem A, in Corollary B comparison maps are required to be isometries,
and not just uniform quasi isometries. This is needed in the proof that the hierarchical structure given to the
fundamental group of G provided by Theorem A is a hierarchically hyperbolic group structure, and not just a
hierarchically hyperbolic space structure. We direct the interested reader to Remark 6.2 and Corollary 6.3 for
more regarding this.
A more involved application of Theorem A and Corollary B is the following Theorem C, which is concerned
with persistence of hierarchical hyperbolicity under taking graph products. Theorem C answers in the positive
a question posed by Behrstock, Hagen, and Sisto [6, Question D]. As a byproduct of Theorem C, we extend the
results of [1] to show that clean containers are not only preserved by taking free and direct products, but also
by graph products.
Theorem C. Let Γ be a finite simplicial graph, G “ tGvuvPV be a family of hierarchically hyperbolic groups
with the intersection property and clean containers. Then the graph product ΓG is a hierarchically hyperbolic
group with the intersection property and clean containers.
Clean containers (see Remark 2.4), a notion introduced originally by Abbott, Behrstock, and Durham [1],
is a technical condition that in the mapping class group setting translates into the following: if V Ď S is a
subsurface of the surface S, then V and SzV are disjoint, and any subsurface disjoint from V is contained
into SzV . On the other hand, the intersection property is a condition that we introduce, and in the mapping
class group setting means that, given two subsurfaces V, U Ď S, the subsurface V XU is the biggest subsurface
of S that is contained in both V and U . The intersection property gives to the index set S the structure of a
lattice. At this point, it is instructive to notice that both V X U and SzV could be non-connected subsurfaces
of S, and indeed the hierarchically hyperbolic structure with clean containers and the intersection property of
a mapping class group MCGpSq is obtained considering all, possibly non-connected, subsurfaces of S.
Both properties are satisfied in all known examples of hierarchically hyperbolic spaces, in the sense that given
a hierarchically hyperbolic space X (respectively: hierarchically hyperbolic group G), there exists a hierarchi-
cal structure S such that pX ,Sq is a hierarchically hyperbolic space (respectively: pG,Sq is a hierarchically
hyperbolic group) with the intersection property and clean containers.
We are inclined to believe that any hierarchically hyperbolic space admits a hierarchically hyperbolic structure
with the intersection property and clean containers:
Question D. Let pX , dX q be a hierarchically hyperbolic space. Does there exist a hierarchically hyperbolic struc-
ture S such that pX ,Sq is a hierarchically hyperbolic space with the intersection property and clean containers?
All the stated theorems rely on the following fundamental result, Theorem E, which is of independent
interest. It provides equivalent conditions for a (full) hieromorphism φ : pX ,Sq Ñ pX 1,S1q with hierarchically
quasiconvex image, to be a coarsely lipschitz map.
An interesting feature of Theorem E is the following. On the one hand, its first two conditions are purely
metric conditions on the hieromorphism, whereas the third is a metric condition on certain natural maps (that
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is gate maps, see Remark 2.8) between hierarchically quasiconvex subspaces of the hierarchically hyperbolic
structure of pX 1,S1q. On the other hand, after the image of the hieromorphism φ is understood, the fourth and
the fifth conditions can be detected in pX 1,S1q.
Therefore, Theorem E reveals that a seemingly mild condition on φ (being coarsely lipschitz) already guar-
antees that the hieromorphism is a quasi-isometric embedding, and has implications on the hierarchically hy-
perbolic structure of pX 1,S1q.
Theorem E. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism with hierarchically quasiconvex image, and let
S be the Ď-maximal element of S. The following are equivalent:
(1) φ is coarsely lipschitz;
(2) φ is a quasi-isometric embedding;
(3) the maps gφpX q : FφpSq Ñ φpX q and gFφpSq : φpX q Ñ FφpSq are quasi-inverses of each other, and in
particular quasi isometries;
(4) the subspace φpX q Ď X 1, endowed with the subspace metric, admits a hierarchically hyperbolic structure
obtained from the one of X by composition with the map φ (and its induced maps at the level of hyperbolic
spaces);
(5) πW pφpX qq is uniformly bounded for every W P S
1zφpSq.
Organisation of the paper. The paper is organized as follows. In Section 2 we fix the notation, and recall
all the necessary definitions and facts concerning hierarchically hyperbolic spaces and groups. In Section 3 we
introduce the notions of intersection property, of ε-support, and of concreteness of a hierarchically hyperbolic
space (see Definition 3.1, Definition 3.6, and Definition 3.10). As already mentioned, we conjecture that all
hierarchically hyperbolic spaces satisfy the intersection property. On the other hand, concreteness is a technical
condition that will play a pivotal role in the proofs of Theorem 4.9 and of Theorem A. In Proposition 3.12 we
prove that, without loss of generality, any hierarchically hyperbolic space with the intersection property can be
assumed to be concrete (and this is why concreteness does not appear as an hypothesis in Theorem A).
In Section 4 we prove Theorem E of the Introduction, which is then used in the proofs of Theorem 4.9 and
Lemma 4.10. These results will be applied repeatedly in Section 5, which is devoted to the proof of Theorem A.
In Subsection 5.1 we introduce a trick, which we call the decoration of a tree of hierarchically hyperbolic
spaces T , which is fundamental for our approach to prove Theorem A.
In Subsection 5.2, Subsection 5.3, and Subsection 5.4 we built the index set needed for Theorem A, and
describe projections onto the hyperbolic spaces associated to this index set. Finally, in Subsection 5.5 we prove
Theorem A. We conclude with Section 6, where we discuss the connections of our result to the combination
theorem of Bestvina and Feighn (see Subsection 6.2), and where the applications of Theorem A can be found,
that is, where we prove Corollary B and Theorem C.
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2. Preliminaries
In this section, after setting the notation, we will recall the notions of hierarchically hyperbolic spaces and
groups, and of morphisms - that is hieromorphisms - between these spaces, following [6].
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Notation. For real-valued functions A and B, we write A —pK,Cq B if there exist constants C and K such that
K´1Bpxq ´ C ď Apxq ď KBpxq ` C
for all x in the domain of the functions. With A — B we intend that there exist real numbers C and K such
that A —pK,Cq B.
Moreover, for real numbers a, b we define
tau b :“
#
a, if a ě b;
0, if a ă b.
Definition 2.1. Amap φ : pX , dX q Ñ pY, dYq between metric spaces is coarsely lipschitz if there exists constants
K ě 1 and C ě 0 such that
dY
`
fpxq, fpyq
˘
ď KdX px, yq ` C, @x, y P X .
In this case we call φ a pK,Cq-coarsely lipschitz map.
The map φ is a quasi-isometric embedding if there exist constants K ě 1 and C ě 0 so that
K´1dX px, yq ´ C ď dYpφpxq, φpyqq ď KdX px, yq ` C, @x, y P X .
In this case we call φ a pK,Cq-quasi-isometric embedding. If, in addition, there exists a constant M such that
Y “ NM pφpX qq then φ is a quasi-isometry. If X is a connected subset of R then we call φ a pK,Cq-quasigeodesic.
Definition 2.2 (Quasigeodesic metric space). A metric space pX , dX q is pK,Cq-quasigeodesic if for every
x, y P X there exist a pK,Cq-quasigeodesic γ : r0, 1s Ñ X such that γp0q “ x and γp1q “ y. We call the
metric space K-quasigeodesic if it is pK,Kq-quasigeodesic, and we call the metric space quasigeodesic if it is
pK,Cq-quasigeodesic for some K ě 1 and C ě 0.
Any geodesic metric space is a pK,Cq-quasigeodesic metric space.
2.1. Hierarchically hyperbolic spaces and groups. We start this subsection with the definition of hierar-
chically hyperbolic spaces.
Definition 2.3 (Hierarchically hyperbolic space). A q-quasigeodesic metric space pX , dX q is hierarchically
hyperbolic if there exist δ ě 0, an index set S, and a set tCW | W P Su of δ-hyperbolic spaces pCU, dU q, such
that the following conditions are satisfied:
(1) (Projections) There is a set tπW : X Ñ 2CW | W P Su of projections that send points in X to sets of
diameter bounded by some ξ ě 0 in the hyperbolic spaces CW P S. Moreover, there exists K so that
all W P S, the coarse map πW is pK,Kq-coarsely lipschitz and πW pX q
1 is K-quasiconvex in CW .
(2) (Nesting) The index set S is equipped with a partial order Ď called nesting, and either S is empty or
it contains a unique Ď-maximal element. When V ĎW , V is nested into W . For eachW P S, W ĎW ,
and with SW we denote the set of all V P S that are nested in W . For all V,W P S such that V ĹW
there is a subset ρVW Ď CW with diameter at most ξ, and a map ρ
W
V : CW Ñ 2
CV .
(3) (Orthogonality) The set S has a symmetric and antireflexive relation K called orthogonality. When-
ever V Ď W and W K U , then V K U as well. For each Z P S and each U P SZ for which
tV P SZ | V K Uu ‰ H, there exists cont
Z
KU P SZztZu such that whenever V K U and V Ď Z, then
V Ď contZKU .
(4) (Transversality and Consistency) If V,W P S are not orthogonal and neither is nested into the
other, then they are transverse: V&W . There exists κ0 ě 0 such that if V&W , then there are sets
ρVW Ď CW and ρ
W
V Ď CV , each of diameter at most ξ, satisfying
min
 
dW pπW pxq, ρ
V
W q, dV pπV pxq, ρ
W
V q
(
ď κ0, @ x P X .
1If A Ď X , by πU pAq we mean
Ť
aPA
πU paq.
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Moreover, for V ĎW and for all x P X we have that
min
 
dW pπW pxq, ρ
V
W q, diamCV pπV pxq Y ρ
W
V pπW pxqqq
(
ď κ0.
In the case of V Ď W , we have that dU pρ
V
U , ρ
W
U q ď κ0 whenever U P S is such that either W Ĺ U , or
W&U and U M V .
(5) (Finite complexity) There is a natural number n ě 0, the complexity of X with respect to S, such
that any set of pairwise Ď-comparable elements of S has cardinality at most n.
(6) (Large links) There exist λ ě 1 and E ě maxtξ, κ0u such that, given any W P S and x, x
1 P X ,
there exists tTiui“1,...,tNu Ă SW ztW u such that for all T P SW ztW u either T P STi for some i, or
dT pπT pxq, πT px
1qq ă E, where N “ λdW pπW pxq, πW px
1qq ` λ. Moreover, dW pπW pxq, ρ
Ti
W q ď N for all i.
(7) (Bounded geodesic image) For all W P S, all V P SW ztW u and all geodesics γ of CW , either
diamCV pρ
W
V pγqq ď E or γ XNEpρ
V
W q ‰ H.
(8) (Partial realization) There is a constant α satisfying: let tVju be a family of pairwise orthogonal
elements of S, ad let pj P πVj pX q Ď CVj . Then there exists x P X such that
‚ dVj
`
πVj pxq, pj
˘
ď α for all j;
‚ for each j and each V P S with Vj Ď V , we have dV
`
πV pxq, ρ
Vj
V
˘
ď α;
‚ if W&Vj for some j, then dW
`
πW pxq, ρ
Vj
W
˘
ď α.
(9) (Uniqueness) For each κ ě 0 there exists θu “ θupκq such that if x, y P X and dpx, yq ě θu, then there
exists V P S such that dV px, yq ě κ.
The inequalities of the fourth axiom are called consistency inequalities.
Although most of the natural examples of hierarchically hyperbolic spaces are geodesic metric spaces, it is
benefitial to work in the more general context of quasigeodesic metric spaces. This is because a quasiconvex
subspace of a geodesic metric space might fail to be geodesic, but (hierarchically) quasiconvex subspaces of
hierarchically hyperbolic spaces inherit naturally a hierarchically hyperbolic structure (compare Definition 2.6
and [6, Proposition 5.6]).
Remark 2.4. The element contZKU appearing in Axiom (3) of Definition 2.3 is called the orthogonal container
(or the container of the orthogonal complement) of U in Z. If Z is the Ď-maximal element of S, then we might
suppress it from the notation, write contKU and call it higher container. If Z is not the Ď-maximal, then we
will talk about lower containers.
A hierarchically hyperbolic space has clean containers if U K contZKU for all U,Z P S, as originally defined
in [1, Definition 3.4].
For a hierarchically hyperbolic space pX ,Sq and a subset U Ď S, we define
(1) UK :“ tV P S | V K U for every U P Uu.
Remark 2.5. By [6, Remark 1.3], the projections πU of a hierarchically hyperbolic space pX ,Sq can always
be assumed to be uniformly coarsely surjective. Without loss of generality, we will always assume this.
Definition 2.6 (Hierarchical quasiconvexity). Let pX ,Sq be a hierarchically hyperbolic space. A subspace
Y Ď X is k-hierarchically quasiconvex, for some function k : r0,`8q Ñ r0,`8q, if:
(1) for all U P S the image πU pYq is a kp0q-quasiconvex subspace of the hyperbolic space CU ;
(2) for all κ ě 0, if x P X is such that dU pπU pxq, πU pYqq ď κ for all U P S, then dX px,Yq ď kpκq.
We now fix a notation for hyperbolic spaces. If X is a hyperbolic space and Y Ď X a quasiconvex subspace,
then we denote the closest-point projection by pY : X Ñ Y. Whenever it is clear from the context to which
quasiconvex subspace we are projecting, we might suppress it from the notation, and denote the closest-point
projection by p : X Ñ Y.
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Remark 2.7. It is extremely important to stress that, in [6], a hieromorphism φ : pX ,Sq Ñ pX 1,S1q is called
k-hierarchically quasiconvex if φpX q is a k-hierarchically quasiconvex subspace of X 1 - in the sense of Defini-
tion 2.6 - and φ is already a quasi-isometric embedding (compare [6, Definition 8.1]).
In this work, by k-hierarchically quasiconvex hieromorphism we just mean a hieromorphism whose image is
a k-hierarchically quasiconvex subspace.
In practice, this will not produce diverging notions of hierarchical quasiconvexity: in this paper, whenever
we consider a hierarchically quasiconvex hieromorphism φ, this map φ is always also assumed to be coarsely
lipschitz, and full. By what we will prove in Theorem E, these hypotheses imply that φ is a quasi-isometric
embedding. Therefore, a k-hierarchically quasiconvex hieromorphism in the sense of [6] is equivalent to a
k-hierarchically quasiconvex full, coarsely lipschitz hieromorphism in the sense of this paper.
We elected to do this because, in previous ArXiv-versions of [6], the assumption for φ to be a quasi-isometric
embedding was not included in the notion of hierarchically quasiconvex hieromorphism, and because, doing so,
we remember the reader that the hieromorphisms we consider are always assumed to be coarsely lipschitz (and
equivalently quasi-isometric embeddings), something which is now hidden in [6].
Remark 2.8. As for quasiconvexity in the hyperbolic setting, there exist coarse projections onto hierarchically
quasiconvex subspaces. If Y Ď X is a hierarchically quasiconvex subspace, then there exists a coarsely lipschitz
map gY : X Ñ Y, called gate map [6, Section 5], with the following property: gYpxq P Y is such that for all V P S
the set πV
`
gYpxq
˘
coarsely coincides (with uniform constants) with the projection of the element πV pxq P CV
to the quasiconvex subspace πV pYq of the hyperbolic space CV .
Important examples of hierarchically quasiconvex subspaces are standard product regions [6, Section 5]. To
define them, we need the notion of consistent tuple [6, Definition 1.16].
Definition 2.9 (κ-consistent tuple). Fix κ ě 0, and consider a tuple ~b “ pbU qUPS P
ś
UPS 2
CU such that
for each coordinate U P S the coordinate bU is a subset of CU with diameter bounded by κ. The tuple ~b is
κ-consistent if whenever V&W
min
 
dW pbW , ρ
V
W q, dV pbV , ρ
W
V q
(
ď κ,
and whenever V ĎW
min
 
dW pbW , ρ
V
W q, diamCW pbV Y ρ
W
V pbW qq
(
ď κ.
These inequalities generalize the consistency inequalities of the definition of hierarchically hyperbolic space.
Let pX ,Sq be a hierarchically hyperbolic space. For a given U P S, let
SU :“ tV P S | V Ď Uu.
Given κ ě κ0, define FU to be the set of κ-consistent tuples in
ś
V PSU
2CV , and EU to be the set of κ-consistent
tuples in
ś
V PSK
U
ztAu 2
CU , where
SKU “ tV P S | V Ď Uu Y tAu
and A is a Ď-minimal element such that V Ď A for all V K A.
These sets FU and EU can be canonically identified as subspaces of X . Indeed, by [6, Construction 5.10]
there are coarsely well-defined maps φĎ : FU Ñ X and φK : EÑ X with hierarchically quasiconvex image, and
by an abuse of notation we set that FU “ imφ
Ď and EU “ imφ
K.
Then, if FU and EU are endowed with the subspace metric, the spaces pFU ,SU q and pEU ,S
K
U q are hierar-
chically hyperbolic. The maps φĎ and φK extend to φU : FU ˆEU Ñ X . Call PU “ imφU the standard product
region in X associated to U (compare [6, Definition 5.14]). This space is coarsely equal to FU ˆEU . We direct
the interested reader to [6, Section 5] for more information on this.
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2.2. Morphisms between hierarchically hyperbolic spaces, and groups. A hieromorphism is a mor-
phism between hierarchically hyperbolic spaces that preserves the underlying structure. This statement is made
precise by the following definition.
Definition 2.10 (Hieromorphism). Let pX ,Sq and pX 1,S1q be hierarchically hyperbolic spaces. A hiero-
morphism is a triple φ “
`
φ, φ♦, tφ˚UuUPS
˘
, where φ : X Ñ X 1 is a map, φ♦ : S Ñ S1 is an injective map that
preserves nesting, transversality and orthogonality, and, for every U P S, the maps φ˚U : CU Ñ Cφ
♦pUq are
quasi-isometric embeddings with uniform constants.
Moreover, the following two diagrams coarsely commute (again with uniform constants), for all non-orthogonal
U, V P S:
(2) X
φ
//
piU

X 1
pi
φ♦pUq

CU
φ˚
U
// Cφ♦pUq
CU
φ˚
U
//
ρUV

Cφ♦pUq
ρ
φ♦pUq
φ♦pV q

CV
φ˚
V
// Cφ♦pV q
As hieromorphisms φ : pX ,Sq Ñ pX 1,S1q between hierarchically hyperbolic spaces induce injective maps
φ♦ : SÑ S1 at the level of indexing sets, with a slight abuse of notation one can think of S as a subset of S1.
We will need the following strengthening of the notion of hieromorphism.
Definition 2.11. A hieromorphism φ : pX ,Sq Ñ pX 1,S1q is full if:
(1) there exists ξ such that the maps φ˚U : CU Ñ Cφ
♦pUq are pξ, ξq-quasi-isometries, for all U P S;
(2) if S denotes the Ď-maximal element of S, then for all U 1 P S1 nested into φ♦pSq there exists U P S
such that U 1 “ φ♦pUq.
Such hieromorphism is called full because its image coincides with (and it is not only contained in) the
sublattice of S1 consisting of all U 1 nested into φ♦pSq.
Finally, we say that a hieromorphism φ : pX ,Sq Ñ pX 1,S1q is k-hierarchically quasiconvex if φpX q is a
k-hierarchically quasiconvex subspace of X 1, for some function k : r0,`8q Ñ r0,`8q.
An automorphism of a hierarchically hyperbolic space pX ,Sq is a hieromorphism φ : pX ,Sq Ñ pX ,Sq such
that φ♦ is bijective and each φ˚U is an isometry. The group of automorphisms of pX ,Sq is denoted by AutpSq.
Definition 2.12 (Hierarchically hyperbolic group). A finitely generated group G is hierarchically hyper-
bolic group if there exists an action G Ñ AutpSq on a hierarchically hyperbolic space pX ,Sq such that the
action of G on X is metrically proper, cobounded, and such that the induced action on S is cofinite. This, in
particular, means that the metric space pG, dq, where d is the word metric associated to any finite generating
set of G, is hierarchically hyperbolic with respect to S.
For each g P G, we denote its image in AutpSq by
`
fg, f
♦
g , tf
˚
g,UuUPS
˘
.
Let pG,Sq and pG1,S1q be hierarchically hyperbolic groups. A hieromorphism φ : pG,Sq Ñ pG1,S1q is
a homomorphism of hierarchically hyperbolic groups if it is also a group-homomorphism φ : G Ñ G1 that is
φ-equivariant, that is, for all g P G and U P S we have that
φ♦
`
f♦g pUq
˘
“ f♦
φpgqpφ
♦pUqq
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and the following diagram uniformly coarsely commutes:
CU
φ˚
U
//
f˚
g,U

Cφ♦pUq
f˚
φpgq,φ♦pUq

Cf♦g pUq
φ˚
f
♦
g pUq
))❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
Cf♦
φpgq
`
φ♦pUq
˘
“
Cφ♦
`
f♦g pUq
˘
As a particular example, we now describe the hierarchically hyperbolic structure of a direct product of two
hierarchically hyperbolic groups. The hierarchical structure of the product of two hierarchically hyperbolic
spaces would be completely similar.
Example 2.13 (Direct product of hierarchically hyperbolic groups). Let pGu,Suq and pGw ,Swq be
hierarchically hyperbolic groups. The direct product G “ Gu ˆ Gw is a hierarchically hyperbolic group [6,
Proposition 8.25], and its hierarchical structure is described as follows.
The index set S for G is defined to be the disjoint union of Su with Sw, inheriting the associated hyperbolic
spaces, along with the following elements whose associated hyperbolic spaces are defined to be points. For each
U P Su add an element VU , into which every element of Su orthogonal to U , and every element of Sw, is
nested. Analogously, for every W P Sw include an element VW into which every element of Sw orthogonal to
W , and every element of Su, is nested. Finally, include a Ď-maximal element S into which each of the previous
elements is nested.
Nesting, orthogonality, and transversality agree with the ones of pGu,Suq and pGw,Swq on the subsets Su
and Sw of S, and any element of Su is orthogonal to any element of Sw. For any A,B P Su \Sw we impose
that $’&’%
A Ĺ VB , whenever A K B;
A K VB, whenever A Ď B;
A & VB , otherwise;
#
VB Ĺ VA, whenever A Ĺ B;
VA & VB, otherwise.
In particular, A K VA for any element A P Su \Sw.
Projections to the hyperbolic spaces are either defined to be trivial, for elements with trivial hyperbolic space,
or defined as the compositions πU ˝pu (respectively πW ˝pw) for every U P Su (respectively for everyW P Sw),
where pu : G Ñ Gu is the canonical projection on the first direct factor, and πU : Gu Ñ 2
CU is the projection
given in pGu,Suq.
It follows that for every U P Su the set πU pGwq is uniformly bounded, and analogously for every W P Sw
the set πW pGuq is uniformly bounded. Moreover, the inclusions of the subgroups Gu and Gw into G are full,
hierarchically quasiconvex hieromorphisms that induce isometries at the level of hyperbolic spaces.
2.3. Trees of hierarchically hyperbolic spaces.
Definition 2.14. Let T “ pV,Eq be a tree. A tree of hierarchically hyperbolic spaces is a quadruple T “`
T, tXvuvPV , tXeuePE , tφe˘ : Xe Ñ Xe˘uePE
˘
such that
(1) tXvu and tXeu are families of uniformly hierarchically hyperbolic spaces with index sets tSvu and tSeu
respectively;
(2) all φe` : pXe,Seq Ñ pXe` ,Se`q and φe´ : pXe,Seq Ñ pXe´ ,Se´q are hieromorphisms with all constants
bounded uniformly by some ξ ě 0.
To a tree of hierarchically hyperbolic spaces T we can associate the metric space X pT q :“
Ů
vPV pXv, dq in
the following way. If x P Xe, then add an edge between φe´pxq and φe`pxq. Given x, x
1 P X in the same vertex
space Xv, then define d1px, x1q to be dXvpx, x
1q. Given x, x1 P X joined by an edge, define d1px, x1q “ 1. If
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x0, x1, . . . , xm P X is a sequence with consecutive points either joined by an edge or in a common vertex space,
then define
d1px0, xmq “
mÿ
i“1
d1pxi´1, xiq.
Finally, given x, x1 P X , define
dpx, x1q “ inftd1px, x1q | x “ x0, . . . , xm “ x
1 a sequenceu.
Following [6, Section 8], for each edge e and each We´ P Se´ and We` P Se` , we write We´ „d We` if there
exists We P Se such that φ
♦
e´
pWeq “ We´ and φ
♦
e`
pWeq “ We` . Then, the transitive closure of „d defines a
equivalence relation in
Ů
vSv, denoted by „.
The support of an „-equivalence class rV s is
TrV s :“
 
v P T | there exists Vv P Sv such that rV s “ rVvs
(
.
By definition of the equivalence „, supports are trees.
Definition 2.15 (Gate maps in trees of hierarchically hyperbolic spaces). Let T be a tree of hier-
archically hyperbolic spaces and assume that the image of the hieromorphism φv : pXe,Seq Ñ pXv,Svq is
hierarchically quasiconvex (recall Definition 2.6) for every e P E and v P V connected to e. The gate maps
gv : X Ñ Xv is defined as follows. Let x P X be an arbitrary element. If x P Xv, then define gvpxq :“ x. If
x R Xv, then we define gvpxq inductively. Let w be the vertex such that x P Xw, suppose that dT pv, wq “ n ě 1,
and that gvp´q is defined on all vertex spaces that are at distance strictly less than n from v. Let γ be the
geodesic in T connecting w to v, let e be its first edge, with e´ “ v. It follows that dT pe
`, vq “ n´ 1. Then
gvpxq :“ gv
´
φe` ˝ φ¯e´
`
gφ
e´ pXeq
pxq
˘¯
,
where φ¯e´ : Xe´ Ñ Xe is a quasi-inverse of φe´ : Xe Ñ Xe´ .
Definition 2.16 (Comparison maps). Let T be a tree of hierarchically hyperbolic groups, rV s be an equiv-
alence class, and let u ‰ v be two vertices in the support of rV s. The comparison map c : CVu Ñ CVv between
the hyperbolic spaces associated to the representatives Vu and Vv of the class rV s is defined as follows.
Assume first that u and v are vertices connected by a single edge e such that u “ e´ and v “ e`. Then, the
comparison map is defined as
c :“ φ˚e` ˝ φ
˚
e´
: CVu Ñ CVv.
Where the maps φ˚
e`
: CVe Ñ CVe` and φ
˚
e´
: CVe Ñ CVe´ are the quasi-isometries induced by the hieromor-
phisms φe` : Xe Ñ Xe` and φe´ : Xe Ñ Xe´ respectively and φ
˚
e´
denotes a quasi inverse of φ˚
e´
.
For the general case, let γ be the geodesic in T connecting u to v, let ui be the i-th vertex of this geodesic
(so that u “ u0 and v “ un for some natural number n ą 0), and let e
i be the edge connecting ui´1 to ui. For
all i “ 1, . . . , n consider the hieromorphisms φe´
i
: Xei Ñ Xui´1 and φe`
i
: Xei Ñ Xui , and the induced quasi-
isometries φ˚
e
´
i
: CVei Ñ CVui´1 and φ
˚
e
`
i
: CVei Ñ CVui from the hyperbolic space associated to the representative
of rV s in Sei to the hyperbolic spaces associated to Vui´1 and Vui respectively. Finally, let φ
˚
e
´
i
: CVui´1 Ñ CVei
be a quasi-inverse of the map φ˚
e
´
i
, for all i.
Then, the comparison map c is defined to be the composition of the previous quasi isometries:
(3) c :“ φ˚
e
´
n
˝ φ˚
e
´
n
¨ ¨ ¨ ˝ φ˚
e
´
1
˝ φ˚
e
´
1
: CVu0 Ñ CVun .
Remark 2.17. It is a fact [6, Lemma 8.18] that if the cardinality of supports is uniformly bounded, then
comparison maps are pξ, ξq-quasi-isometries, for some uniform (not depending on the two vertices u and v)
constant ξ ě 1.
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Remark 2.18. If the edge hieromorphisms tφe˘uePE of the tree of hierarchically hyperbolic spaces T induce
isometries at the level of hyperbolic spaces, then we can choose inverse isometries for the maps φ˚
e˘
. Therefore,
from Equation (3) it follows that comparison maps in this particular case are isometries.
We record now the following lemma, which is implicitly used in [6]. Its proof follows by applying repeatedly
the (coarsely commutative) second diagram of Equation (2).
Lemma 2.19. Let T be a tree of hierarchically hyperbolic spaces, and let rU s, rV s be two equivalence classes
such that either rU s&rV s or rU s Ď rV s. If comparison maps are uniform quasi isometries, then for all vertices
u, v P TrUs X TrV s the set cpρ
Uu
Vu
q is coarsely equal to ρUvVv , where c : CVu Ñ CVv is the comparison map.
Definition 2.20 (Graph of hierarchically hyperbolic groups). Let Γ “ pV,Eq be a finite simplicial
graph. A graph of hierarchically hyperbolic groups is given by the quadruple
`
Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ
Ge˘uePE
˘
, where vertex and edge groups are hierarchically hyperbolic groups, and the φe˘ are homomorphisms
of hierarchically hyperbolic groups.
Let FE be the free group freely generated by the set E. The group G associated to the graph of hierarchically
hyperbolic groups is the quotient of p˚vPVGvq ˚ FE obtained by adding the relations
‚ e “G 1, if e P E belongs to a fixed spanning tree of Γ;
‚ φe`pgq “ eφe´pgqe
´1, for all e P E and g P Ge.
As described in [6, Section 8.2], a graph of hierarchically hyperbolic groups acts on a tree of hierarchically
hyperbolic spaces whose associated tree is the Bass-Serre tree Γ˜ of the graph Γ.
3. Intersection property and concrete hierarchically hyperbolic spaces
We now introduce a notion that will play a pivotal role in the proof of Theorem A.
Definition 3.1 (Intersection property). A hierarchically hyperbolic space pX ,Sq has the intersection prop-
erty if the index set admits an operation ^ : pS Y tHuq ˆ pS Y tHuq Ñ S Y tHu satisfying the following
properties for all U, V,W P S:
p^1q V ^H “ H^ V “ H;
p^2q U ^ V “ V ^ U ;
p^3q pU ^ V q ^W “ U ^ pV ^W q;
p^4q U ^ V Ď U and U ^ V Ď V whenever U ^ V P S;
p^5q if W Ď U and W Ď V , then W Ď U ^ V .
We call U ^ V the wedge between U and V . Notice that U ^ V P SU X SV as soon as U ^ V ‰ H, by
property p^4q. Therefore, whenever U K V it follows that U ^ V “ H, as the intersection SU XSV is empty.
Moreover, it follows that U ^ V “ V if and only if V Ď U , and that for all U, V P S the set SU XSV either is
empty or has a unique maximal element U ^ V .
Hyperbolic groups satisfy the intersection property, since the index set consists of one element. Mapping
class groups, raags, and the cubulable groups known to be hierarchically hyperbolic also satisfy the intersection
property. In these cases, the operation ^ corresponds respectively to considering (the curve complex associated
to) the intersection of two subsurfaces, the intersection of two parabolic subgroups, and the coarse projection
(using gate maps [19]) of one hyperplane onto another.
Let pX ,Sq be a hierarchically hyperbolic space with the intersection property, let U, V P S, and define
(4) U _ V :“
ľ 
W P S | U ĎW, V ĎW
(
.
We call U _ V the join between U and V . The operations ^ and _ give to the set S a lattice structure.
Notice that the setW “ tW P S | U ĎW, V ĎW u appearing in Equation (4) is never empty, because at least
the Ď-maximal element ofS belongs to it. Even ifW is infinite, finite complexity of the hierarchically hyperbolic
space implies that there exists a natural number n, not greater than the complexity of the hierarchically
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hyperbolic space, such that U _ V “W1 ^ ¨ ¨ ¨ ^Wn, where Wi PW for all i. Indeed, if this were not the case,
one could find elements Wi P W for i “ 1, . . . , r, where r is strictly bigger than the finite-complexity constant,
such that
W1 ĄW1 ^W2 Ą ¨ ¨ ¨ ĄW1 ^ ¨ ¨ ¨ ^Wr ‰ H,
contradicting the fifth axiom of the definition of hierarchically hyperbolic space. By definition, U _ V is the
Ď-minimal element of S in which both U and V are nested.
In raags, the join of two parabolic subgroups is the subgroup they generate, and in mapping class groups the
join of two subsurfaces is their union (which might be disconnected).
In the following lemma we prove that direct product of hierarchically hyperbolic spaces/groups with the
intersection property continues to satisfy the intersection property. As a consequence of Theorem C, the
intersection property is preserved also by graph products, and in particular by free products, when in presence
of clean containers.
The intersection property for free products of hierarchically hyperbolic groups is preserved also without
assuming clean containers, by deducing it from [6, Theorem 8.6], but we elected not to write down the details,
as clean containers is such a natural hypothesis to make.
Lemma 3.2. The intersection property is preserved by direct products. If a group is hyperbolic relative to a
finite collection of hierarchically hyperbolic spaces (respectively: groups) with the intersection property, then it
is a hierarchically hyperbolic space (respectively: group) with the intersection property.
Proof. Given two hierarchically hyperbolic spaces pX1,S1q and pX2,S2q with the intersection property, we
endow the space X1 ˆX2 with the hierarchically hyperbolic structure S described in Example 2.13 (for hierar-
chically hyperbolic groups).
Let ^1 and ^2 be the wedge maps on pX1,S1q and pX2,S2q, respectively, and let us define ^ : pSY tHuq ˆ
pS Y tHuq Ñ S Y tHu. If U P S1,W P S2 then U K W and therefore U ^W “ H. On the other hand,
^ coincides with ^1 or ^2 if both arguments belong to S1 or S2 respectively. If W P S1 Y S2 and VU , for
U P S1 Y S2, is an element with trivial associated hyperbolic space, as described in Example 2.13, then we
have the following exhaustive disjoint cases: either W K U , or W and U are Ď-related, or W&U . In the first
case W Ď VU , and therefore W ^ VU “ W . In the other two cases, it must be that U and W belong to the
same index factor, say S1. Therefore, W ^ VU “ W ^1 contKU , where contKU is the orthogonal container of
U in S1. Finally, if S is the Ď-maximal element then S ^ U “ U for every U P S1 YS2.
To conclude, we now prove the statement for groups hyperbolic relative to hierarchically hyperbolic groups.
The same argument works if the parabolic subgroups tH1, . . . , Hnu are assumed to be hierarchically hyperbolic
spaces, with the difference that the resulting group would be a hierarchically hyperbolic space.
Let G be a group hyperbolic relative to a finite collection of subgroups tH1, . . . , Hnu that are hierarchically
hyperbolic groups with the intersection property. Let SHi be the hierarchically hyperbolic structure on Hi, and
let ^Hi be the wedge operation of SHi . Any coset gHi admits a hierarchically hyperbolic structure SgHi with
wedge operation ^gHi (compare [6, Theorem 9.1]).
By [6, Theorem 9.1] the groupG is a hierarchically hyperbolic group with index setS “ t pGuYŮgHiPGHi SgHi ,
where pG is obtained from G by coning off all left cosets of all the subgroups Hi. By [6, Theorem 9.1] the elementpG is the Ď-maximal element, for all U P SgHi and V P Sg1Hj with gHi ‰ g1Hj we have that U&V , and finally
if U, V P SgHi Ď S then the elements U and V are transversal (respectively orthogonal, Ď-related) if and only
if they are transversal (respectively orthogonal, Ď-related) in SgHi .
If U, V P SgHi Ď S, then define U ^ V to be U ^gHi V . If U, V belong to different cosets and in particular
they are orthogonal, define U ^ V “ H. Finally, for every U P S define U ^ pG “ U .
Thus, G admits a hierarchically hyperbolic group structure with the intersection property.

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Lemma 3.3. Let φ :
`
X ,S
˘
Ñ
`
X 1,S1
˘
be a full hieromorphism between hierarchically hyperbolic spaces with
the intersection property, and let U, V P S. Then
φ♦
`
U ^ V
˘
“ φ♦pUq ^ φ♦pV q, φ♦
`
U _ V
˘
“ φ♦pUq _ φ♦pV q.
Proof. We prove the lemma for the wedge U^V . The proof for U_V follows the same strategy. Let U^V “ A,
and φ♦pAq “ A1 P S1. We need to show that φ♦pUq ^ φ♦pV q “ A1. As φ♦ preserves nesting, we have that
A1 Ď φ♦pUq ^φ♦pV q. As φ is full and φ♦pUq^φ♦pV q is nested into both φ♦pUq and φ♦pUq, there exists B P S
such that φ♦pBq “ φ♦pUq ^ φ♦pV q and B is nested into both U and V .
By maximality of U ^ V , we conclude that B “ U ^ V , and it follows that
φ♦
`
U ^ V
˘
“ φ♦pBq “ φ♦pUq ^ φ♦pV q.

The next lemma is an example of why clean containers is a very natural property, and should be assumed
without any hesitation. In the mapping class group setting the lemma just proves that if two subsurfaces U
and V are disjoint from W , then W is also disjoint from the subsurface U Y V .
Lemma 3.4. Let
`
X ,S
˘
be a hierarchically hyperbolic space with the intersection property and clean containers.
If U KW and V KW , then pU _ V q KW .
Proof. Both the elements U and V are nested into the orthogonal container contKW , and by definition of join,
it follows that U _ V Ď contKW as well. By clean containers we have that W K contKW , and therefore
pU _ V q KW .
Notice that we need the clean containers hypothesis for the case U _ V “ contKW . 
Lemma 3.5. Let pX ,Sq be a hierarchically hyperbolic space with the intersection property and clean containers.
For all U, V P S we have that contUKV “ U ^ contKV .
Proof. If contKV “ H, then also cont
U
KV is empty, and the equality is trivially satisfied.
If contKV is not empty, but cont
U
KV “ H, then there does not exist an element nested into both U and into
contKV . Indeed, assume that there esists W P S such that W Ď U and W Ď contKV . Then, W Ď cont
U
KV by
definition of orthogonal containers, contradicting the assumption that contUKV is empty. Therefore, also in this
case the equality is trivially satisfied.
Suppose now that both contKV and cont
U
KV are non-empty. By definition, we have that cont
U
KV Ď U . By
clean containers V K contUKV , and thus cont
U
KV Ď contKV . Therefore, cont
U
KV Ď U ^ contKV . On the other
hand, as V K contKV and U ^ contKV Ď U , we conclude that U ^ contKV Ď cont
U
KV .

Definition 3.6 (ε-support). For A Ď X and a constant ε ą 0, define the ε-support to be
suppεpAq :“
 
W P S | diamCW pπW pAqq ą ε
(
.
Notice that if suppεpAq “ H, then A Ď X has uniformly bounded diameter: indeed, by the Uniqueness Axiom
of Definition 2.3 it follows that diamX pAq ď θupεq.
In the following lemma, we make use of a relevant feature of a given standard product region PU associated
to a given U P S as defined in Definition 2.9. For each e P EU we denote FU ˆ teu a parallel copy of FU in X .
By construction of PU there exists a constant α which depends only on X and S, such that for every x P PU we
have that dV pπV pxq, ρ
U
V q ď α for all U P S satisfying either U&V or U Ď V . Moreover, we can choose α so that,
if V K U , then diamCV pπV pFU ˆ teuqq ď α (see [7, Definition 1.15] and [6, Section 5] for more information).
We recall that ξ is the constant that uniformly bounds the sets ρUV for U, V P S such that U&V or U Ď V .
Lemma 3.7. Let ε ą 3maxtξ, αu. If W P suppεpFU ˆteuq then W Ď U , and therefore suppεpFU ˆteuq Ď SU .
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Proof. If U is either transverse to V P S or properly nested into V , then dV pπV pxq, ρ
U
V q ď α for every x P
FU ˆ teu. As the diameter of the set ρ
U
V is at most ξ, we obtain that
dV pπV pxq, πV pyqq ďdV pπV pxq, ppπV pxqqq ` dV pppπV pxqq, ppπV pyqqq`
` dV pppπV pyqq, πV pyqq ď 2α` ξ ă ε,
for every x, y P FU ˆ teu, where p : CV Ñ ρUV denotes the closest point projection. Therefore, we conclude that
V R suppεpFU ˆ teuq. On the other hand, whenever U K V we have that πV pFU ˆ teuq is a set of diameter
bounded by α, and again V R suppεpFU ˆ teuq.
Therefore, by the choice of ε, we have that suppεpFU ˆ teuq Ď SU . 
Convention. From now on, even if not explicitly stated, we assume that ε ą 3maxtξ, αu.
Remark 3.8. For an element U P S, the set suppεpFU ˆ teuq defined in Definition 3.6 is independent of the
parallel copy of FU ˆ teu that we consider, that is
suppεpFU ˆ teuq “ suppεpFU ˆ te
1uq
for any two elements e, e1 P EU . Indeed, πW
`
FU ˆ teu
˘
uniformly coarsely coincides with ρUW when either
W Ě U or W&U , or its diameter is bounded by α if W K U . Therefore, for ε ą 3maxtξ, αu, it follows that
W P suppεpFU ˆ teuq if and only if W P suppεpFU ˆ te
1uq.
Notation. For every ε ą 3maxtξ, αu we denote by suppεpFU q the set suppεpFU ˆ teuq for any e P EU .
Lemma 3.9. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism and let ε ą 0. There exists ε0 ą 0 such that
for every ε1 ě ε0
φ♦
`
suppε1pX q
˘
Ď suppε
`
φpX q
˘
.
Proof. The hieromorphism φ is full, and the maps φ˚U ˝ πU uniformly coarsely coincides with πU 1 ˝ φ for all
U P S (here U 1 denotes φ♦pUq). Therefore, there exists K ą 0 such that for all x, y P X , for all U P S
(5) K´1dU pπU pxq, πU pyqq ´K ď dU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
.
Let ε0 :“ Kε ` K
2. For ε1 ě ε0, consider W P suppε1pX q: we prove that φ
♦pW q P suppε
`
φpX q
˘
. Indeed, let
x, y P X be such that dW
`
πW pxq, πW pyq
˘
ą ε1. By Equation (5) and the definition of ε0 we have that
dW 1
`
πW 1pφpxqq, πW 1 pφpyqq
˘
ą ε,
that is W 1 “ φ♦pW q P suppε
`
φpX q
˘
. 
Definition 3.10 (Concreteness). Let pX ,Sq be a hierarchically hyperbolic space with the intersection prop-
erty. We say that the hierarchically hyperbolic structure is ε-concrete if either the space X is bounded, or the
Ď-maximal element S of S is equal to ł
tV P S | V P suppεpX qu.
We say that the hierarchically hyperbolic space is concrete if it is ε-concrete for some ε ą 3maxtξ, αu.
Remark 3.11. Given a hierarchically hyperbolic group pX ,Sq with Ď-maximal element S, we have that
suppεpFSq Ď suppεpX q, because FS Ď X .
Notice that the other inclusion is not guaranteed, in general. Nevertheless, if the hierarchical structure on X
is normalized [13, Definition 1.15], that is if the projections πU are uniformly coarsely surjective for all U P S,
then it follows that FS “ X , and in particular that suppεpFSq “ suppεpX q. As specified in Remark 2.5, we are
assuming this.
By [13, Proposition 1.16], any hierarchically hyperbolic space pX ,Sq admits a normalized hierarchically
hyperbolic structure pX ,S1q and a hieromorphism φ : pX ,Sq Ñ pX ,S1q where φ : X Ñ X is the identity
and φ♦ : S Ñ S1 is a bijection. Therefore, up to considering normalized hierarchically hyperbolic spaces,
an unbounded hierarchically hyperbolic space pX ,Sq is ε-concrete and its Ď-maximal element S is equal toŽ
tV P S | V P suppεpFSqu.
16 FEDERICO BERLAI AND BRUNO ROBBIO
In Definition 3.10 we are not asking that the maximal element S already belongs to suppεpX q: for instance,
this is not the case for direct products of hierarchically hyperbolic spaces and groups, where the hyperbolic
space associated to this Ď-maximal element is bounded.
We are interested in concrete hierarchically hyperbolic spaces for the following proposition:
Proposition 3.12. Let pX ,Sq be an unbounded hierarchically hyperbolic space with the intersection property
and let ε ą 3maxtξ, αu. There exists Sε Ď S such that pX ,Sεq is an unbounded, ε-concrete hierarchically
hyperbolic space with the intersection property.
Proof. Let S be the Ď-maximal element of S. If
(6) S “
ł
tV P S | V P suppεpX qu,
then Sε “ S and there is nothing to prove.
If the equality of Equation (6) is not satisfied, then
Ž
tV P S | V P suppεpX qu is properly nested into the
Ď-maximal element S. Let Sε :“
Ž
tV P S | V P suppεpX qu and Sε :“ SSε .
We now claim that there exists C “ Cpεq such that X “ NCpFSεq. Let x P X and consider the tuple ~c
defined as follows:
cV “
$’&’%
πV pxq, @ V P SSε ;
πV peq, @ V P S
K
Sε
;
ρSεV @ V&Sε or V Ě Sε;
where e P ESε is a fixed, arbitrarily chosen element.
The tuple ~c is a κ-consistent tuple, where κ depends only on ε and the constants of the hierarchically
hyperbolic space pX ,Sq. By [6, Theorem 3.1], there exists z P X such that πU pzq — πU p~c q for every U P S,
and by Definition 2.9 the element z belongs to FSε ˆ teu. Let s0 be the constant associated to the Distance
Formula Theorem for the space pX ,Sq, and consider s ą maxtε, s0u. There exist K,C ą 0 such that
(7)
dpx, zq ď K
ÿ
UPS
tdU pπU pxq, πU pzqqus ` C
“ K
¨˝ ÿ
UPSSε
tdU pπU pxq, πU pzqqus `
ÿ
UPSzSSε
tdU pπU pxq, πU pzqqus‚˛` C
“ K
ÿ
UPSzSSε
tdU pπU pxq, πU pzqqus ` C.
Note that dU pπU pxq, πU pzqq ď ε for every U P SzSε. Since s ą ε, from Equation (7) we conclude that
dpx, zq ď C.
To complete the proof, notice that FSε ˆ teu can be endowed with the hierarchical hyperbolic structure
SSε . Since X “ NCpFSε ˆ teuq, the space pX ,SSεq is hierarchically hyperbolic, being quasi isometric to`
FSε ˆ teu,Sε
˘
, and it is concrete by construction.
The intersection property in pX ,SSεq follows from the intersection property in pX ,Sq. 
Concreteness will play an important role in Lemma 4.8 and Theorem 4.9, after the proof of Theorem E.
4. General structure theorems for hierarchically hyperbolic spaces and groups
In this section we prove some general results for hierarchically hyperbolic spaces and for hieromorphisms,
in particular we prove Theorem E. All this machinery will be used in Section 4 to prove Theorem A and its
corollaries.
The following lemma spells out a fact implicitly used in the proof of [6, Theorem 8.6].
Lemma 4.1. Let T be a tree of hierarchically hyperbolic spaces with full edge hieromorphisms. If rU s Ď rV s
then TrV s Ď TrUs.
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Proof. As rU s Ď rV s, there exist a vertex u P T and representatives Uu, Vu P Su of rU s and rV s respectively
such that Uu Ď Vu. Let v P TrV s: we will prove that v P TrUs.
Let σ be the geodesic connecting u to v in the tree T , with consecutive edges e1, . . . , ek, so that e
´
1
“ u and
e`k “ v. Since u, v P TrV s and supports are connected, we conclude that e
˘
i P TrV s for all i “ 1, . . . , k. Therefore,
there exist representatives Ve´
i
and Ve`
i
“ Ve´
i`1
of rV s in each index set Se˘
i
, and there exist representatives
Vei P Sei in each edge space on σ such that φ
♦
e
˘
i
pVei q “ Ve˘
i
.
Since Uu Ď Vu “ Ve´
1
“ φ♦
e
´
1
pVe1 q, by fullness of φe´
1
(compare Definition 2.11) we know that there exists
some Ue1 P Se1 such that φ
♦
e
´
1
pUe1q “ Uu and Ue1 Ď Ve1 . Thus there exists a representative Ue`
1
“ φ♦
e
`
1
pUe1q of
rU s in S
e
`
1
.
As hieromorphisms respect nesting, we know that U
e
`
1
Ď V
e
`
1
. Applying the same argument to the other
edges ei of σ, we conclude that there exists a representative Uv of rU s in Sv such that Uv Ď Vv.
Therefore TrV s Ď TrUs. 
In general, the converse implication of Lemma 4.1 fails to be true. Nevertheless, in Subsection 5.1 we
show that the tree T of hierarchically hyperbolic spaces can always be enlarged in a way so that the converse
implication holds in the bigger tree rT .
We now state a lemma that will be useful later.
Lemma 4.2. Given a full hieromorphism φ : pX ,Sq Ñ pX 1,S1q, there exist constants K,C ě 0 and s, s1 ą 0
such that ÿ
UPS
tdU pπU pxq, πU pyqqus ď K
ÿ
U 1Pφ♦pSq
tdU 1pπU 1 pφpxq, πU 1 pφpyqqqus1 ` C @x, y P X .
Proof. For U P S, we denote φ♦pUq by U 1. As the hieromorphism is full, there exists a uniform constant ξ such
that
(8) dU
`
πU pxq, πU pyq
˘
ď ξdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
` ξ, @ U P S, @x, y P X .
Choose s and s1 such that
s1 :“
s´ ξ
ξ
ą 1.
Suppose that s ď dU
`
πU pxq, πU pyq
˘
for a given U P S. Then, using Equation (8), we obtain that
(9) 1 ă s1 ď dU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
“ tdU 1
`
πU 1 pφpxqq, πU 1 pφpyqq
˘
us1 .
As s ď dU
`
πU pxq, πU pyq
˘
we have that tdU
`
πU pxq, πU pyq
˘
us “ dU
`
πU pxq, πU pyq
˘
. It then follows that
tdU
`
πU pxq, πU pyq
˘
us “ dU
`
πU pxq, πU pyq
˘
ď ξdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
` ξ
ď ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 ` ξ.
(10)
Therefore, using Equation (9) and Equation (10), we obtain
tdU
`
πU pxq, πU pyq
˘
us ď ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 ` ξ
ď ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 ` ξtdU 1
`
πU 1 pφpxqq, πU 1 pφpyqq
˘
us1
“ 2ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 .
(11)
On the other hand, if s ą dU
`
πU pxq, πU pyq
˘
then
(12) tdU
`
πU pxq, πU pyq
˘
us “ 0 ď 2ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 ,
so the inequality of Equation (11) is satisfied also in this case.
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Concluding, we use Equation (11) and Equation (12) to obtain thatÿ
UPS
tdU pπU pxq, πU pyqqus ď
ÿ
UPS
2ξtdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1
“ 2ξ
ÿ
UPS
tdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1
“ 2ξ
ÿ
U 1Pφ♦pSq
tdU 1
`
πU 1pφpxqq, πU 1 pφpyqq
˘
us1 ,
and therefore the lemma is satisfied with K “ 2ξ and C “ 0. 
Remark 4.3. The argument of Lemma 4.2 can be used to show that there exist constants K¯, C¯ ě 0 and
s¯, s¯1 ą 0 such thatÿ
U 1Pφ♦pSq
tdU 1
`
πU 1 pφpxqq, πU 1 pφpyqq
˘
u s¯ ď K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 ` C¯ @ x, y P X .
Lemma 4.4. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism and S be the Ď-maximal element in S. If
S1 “ φ♦pSq and FS1 ˆ teu is a parallel copy of FS1 , then πV 1pFS1 ˆ teuq is coarsely equal to πV 1pφpX qq for all
V 1 P S1S1 .
Proof. Let z P FS1 and consider the tuple ~b “
`
πV 1pzq
˘
V 1PS1
S1
. As z P FS1 , the tuple ~b is κ-consistent. The
hieromorphism φ is full, therefore S1S1 “ φ
♦pSq and`
πV 1pzq
˘
V 1PS1
S1
“
`
πV 1pzq
˘
V 1Pφ♦pSq
.
As the full hieromorphism φ induces uniform quasi isometries φ¯˚V : CV
1 Ñ CV at the level of hyperbolic spaces,
we obtain a tuple ~a “ paV qV PS, where aV :“ φ¯
˚
V
`
πV 1pzq
˘
Ď CV .
The tuple ~a is κ1-consistent, and therefore there exists x P X that realizes it, by [6, Theorem 3.1]. Exploiting
the fact that the maps φ˚V ˝ πV uniformly coarsely coincide with the πV 1 ˝ φ (compare Definition 2.10 and in
particular Equation (2)), we conclude that the element φpxq realizes the tuple ~b:
(13)
`
πV 1pzq
˘
V 1Pφ♦pSq
—
`
πV 1pφpxqq
˘
V 1Pφ♦pSq
.
That is, there exists a constant T1 depending only on the realization Theorem [6, Theorem 3.1] and the hiero-
morphism φ such that dV 1pπV 1pzq, πV 1pφpxqqq ď T1 for every V
1 P S1S1 .
Conversely, let φpxq P φpX q and consider the tuple ~c:
cV 1 “
$’&’%
πV 1pφpxqq, @ V
1 P S1S1 ;
πV 1peq, @ V
1 P S1KS1 ;
ρS
1
V 1 @ V
1&S1 or V 1 Ě S1.
Since ~c is a κ-consistent tuple, there exists z P X such that πV pzq — πV p~c q, and z belongs to FS1 ˆ teu by
Definition 2.9. Therefore there exists T2 such that dV 1pπV 1pzq, πV 1pφpxqqq ď T2 for every V
1 P S1S1 . 
Proposition 4.5. If φ : pX ,Sq Ñ pX 1,S1q is a full hieromorphism between hierarchically hyperbolic spaces,
then the spaces X and FS1 are quasi isometric, where S1 is the image in S1 of the Ď-maximal element of S.
Proof. We define a map ψ : FS1 Ñ X and we prove that it is a quasi isometry. Let z P FS1 , and consider
the tuple ~b “
`
πV 1pzq
˘
V 1PS1
S1
. As z P FS1 , the tuple ~b is κ–consistent. The hieromorphism φ is full, so that
S1S1 “ φ
♦pSq and `
πV 1pzq
˘
V 1PS1
S1
“
`
πV 1pzq
˘
V 1Pφ♦pSq
.
As the full hieromorphism φ induces uniform quasi isometries φ¯˚V : CV
1 Ñ CV at the level of hyperbolic spaces,
we obtain a tuple ~a “ paV qV PS, where aV :“ φ¯
˚
V
`
πV 1pzq
˘
Ď CV .
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The tuple ~a is κ1-consistent, and therefore there exists x P X that realizes it by [6, Theorem 3.1]. Exploiting
the fact that the maps φ˚V uniformly coarsely commute with the projections πV (compare Definition 2.10 and
in particular Equation (2)), we conclude that the element φpxq realizes the tuple ~b:
(14)
`
πV 1pzq
˘
V 1Pφ♦pSq
—
`
πV 1pφpxqq
˘
V 1Pφ♦pSq
.
Define ψpzq :“ x. The element x is not uniquely determined by the tuple ~b, but it is up to uniformly bounded
error.
Let us prove that ψ is a quasi isometry. Indeed, let z1, z2 P FS1 . Using, in this order, the Distance Formula
in X 1, Remark 4.3, and the fact that φ is a full hieromorphism combined with the Distance Formula in FS1 , we
have that
(15)
dX pψpz1q, ψpz2qq ď K
ÿ
UPS
tdU pπU pψpz1qq, πU pψpz2qqqus ` C
ď K
´
K1
ÿ
U 1Pφ♦pSq
tdU 1pπU 1 pz1q, πU 1pz2qqu s¯ ` C1
¯
` C
ď K
`
K1pK2dX 1pz1, z2q ` C2q ` C1
˘
` C.
On the other hand, we have that
(16)
dX 1pz1, z2q ď K3
ÿ
U 1Pφ♦pSq
tdU 1
`
πU 1pz1q, πU 1pz2q
˘
us1 ` C3
ď K3
´
K4
ÿ
UPS
tdU
`
πU pψpz1qq, πU pψpz2qq
˘
u s¯1
¯
` C3
ď K3
`
K4pK5dX pψpz1q, ψpz2qq ` C5q ` C4
˘
` C3.
Equation (15) and Equation (16) prove that ψ is a quasi-isometric embedding.
Moreover, the map ψ is coarsely surjective. Indeed, given an element x P X , the tuple pπV 1pφpxqqV 1Pφ♦pSq is
consistent, and therefore there exists a point z P FS1 coarsely realizing it, that is uniformly close to x.

Example 4.6 (Hagen). It very well may happen that a full hieromorphism between hierarchically hyperbolic
spaces fails to be coarsely lipschitz.
We describe such a hieromorphism φ :
`
R, tRu
˘
Ñ
`
X,S
˘
here, where X is the Cayley graph of the free
group F2 “ F pa, bq with respect to the free generating set ta, bu. The structure S on X is given by the family
S of all axes of conjugates of a and of b, and a Ď-maximal element M :
S :“
 ď
gPF2
Axispagq
(
Y
 ď
gPF2
Axispbgq
(
Y tMu,
where the axis Axispxq of an element x is defined to be the set of vertices of X with minimal displacement with
respect to x, that is Axispxq :“ ty P F2 | dXpy, xyq is minimalu.
In S any two different axes are transverse, and everything is nested intoM . The hyperbolic spaces associated
to the axes are their corresponding lines in X , and CM is obtained from X by coning off all these axes.
The projections πAxispxgq : F2 Ñ 2
Axispxgq are given by closest-point projections, for all x “ a, b and g P F2, as
well as the ρ maps between two axes. The sets ρ
Axispxgq
M are the inclusion of the axis into the coned-off Cayley
graph.
The map φ is defined as follows. At the level of metric spaces, φ maps R homeomorphically into X in the
following way. For n P Z, the segment rn, n ` 1s Ď R is mapped to the geodesic path that connects anbn to
an`1bn`1 in X . For this reason the map φ is not coarsely lipschitz, because the segment rn, n` 1s Ď R, which
has length one, is mapped to a geodesic path of length 2n` 2 in X .
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The map φ♦ : tRu Ñ S is defined as φ♦pRq “ Axispaq, whilst the map φ˚
R
: RÑ Axispaq is the isometry such
that φ˚
R
p0q “ e and φ˚
R
p1q “ a.
It can be checked that φ is a hieromorphism, and that it is full. Moreover, φpRq is hierarchically quasiconvex
inside
`
X,S
˘
.
We now prove Theorem E from the Introduction.
Theorem E. Let φ : pX ,Sq Ñ pX 1,S1q be a full hieromorphism with hierarchically quasiconvex image, and let
S be the Ď-maximal element of S. The following are equivalent:
(1) φ is coarsely lipschitz;
(2) φ is a quasi-isometric embedding;
(3) the maps gφpX q : Fφ♦pSq Ñ φpX q and gFφ♦pSq : φpX q Ñ Fφ♦pSq are quasi-inverses of each other, and in
particular quasi isometries;
(4) the subspace φpX q Ď X 1, endowed with the subspace metric, admits a hierarchically hyperbolic structure
obtained by from one of X by composition with the map φ (and its induced maps at the level of hyperbolic
spaces);
(5) πW pφpX qq is uniformly bounded for every W P S1zφ♦pSq.
Proof. The implications 3ô 5ñ 1ô 2ñ 4ñ 1 and 2ñ 3 are enough to prove the theorem.
5ñ 1 By the Distance Formula applied in pX 1,S1q, there exists s0 such that for every s ą s0 there exists
K 1, C 1 ě 0 for which
(17) dX 1pφpxq, φpyqq ď K
1
ÿ
V PS1
tdV pπV pφpxqq, πV pφpyqqqus ` C
1 @x, y P X .
Also, the Distance Formula applied in pX ,Sq implies that there exists s1 such that for every s ą s1 there exist
K,C ě 0 for which
(18) dX px, yq ě K
´1
ÿ
UPS
tdU pπU pxq, πU pyqqus ´ C @x, y P X .
Now let x, y P X . By hypothesis πW pφpX qq is uniformly bounded for every W P S1zφ♦pSq. Let M be this
uniform bound, and choose s such that s ą maxtM, s0u. Thereforeÿ
V PS1
tdV pπV pφpxqq, πV pφpyqqqus “
ÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqus
and Equation (17) implies that
dX 1pφpxq, φpyqq ď K
1
ÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqus ` C
1.
Using Remark 4.3, we can choose s¯, s¯1 ą s1 and K¯, C¯ ě 0 for whichÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqu s¯ ď K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 ` C¯.
By taking s˜ “ maxts0, s¯u we getÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqu s˜ ď
ÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqu s¯
ď K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 ` C¯.
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As s¯1 ą s1, by the Distance Formula, Equation (17) and Equation (18) we obtain
dX 1pφpxq, φpyqq ď K
1
ÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqu s˜ ` C
1
ď K 1K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 `K
1C¯ ` C 1
ď K 1K¯ pKdX px, yq `KCq `K
1C¯ ` C 1 “ RdX px, yq `R
1
for appropriate constants R and R1. Therefore, φ is a coarsely lipschitz map.
1ô 2 If φ is a quasi-isometric embedding, then it is a coarsely lipschitz map.
Suppose now that φ is a coarsely lipschitz map. To conclude that it is a quasi-isometric embedding, we need
to prove that there exist constants K,C ě 0 such that dX px, yq ď KdX 1pφpxq, φpyqq ` C for every x, y P X .
By the Distance Formula applied in pX ,Sq, there exists s0 so that for every s ě s0 there exist K1, C1 ě 0 so
that
dX px, yq ď K1
ÿ
UPS
tdU pπU pxq, πU pyqqus ` C1, @x, y P X .
Also by the Distance Formula applied to pX 1,S1q, there exists s1 so that for every s ě s1 there exist K2, C2 ě 0
so that
dX 1pφpxq, φpyqq ě K
´1
2
ÿ
WPS1
tdW pπW pφpxqq, πW pφpyqqqus ´ C2, @x, y P X .
By Lemma 4.2, we can choose s¯, s¯1 ą s1 and K¯, C¯ ě 0 such thatÿ
UPS
tdU pπU pxq, πU pyqqu s¯ ď K¯
ÿ
U 1Pφ♦pSq
tdU 1pπU 1 pφpxqq, πU 1 pφpyqqqu s¯1 ` C¯
ď K¯
ÿ
WPS1
tdW pπW pφpxqq, πW pφpyqqqu s¯1 ` C¯, @x, y P X .
Let s “ maxts0, s¯u. Since s ě s0 and s ě s¯, for any x, y P X we obtain that
dX px, yq ď K1
ÿ
UPS
tdU pπU pxq, πU pyqqus ` C1 ď K1
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯ ` C1
ď K1
˜
K¯
ÿ
WPS1
tdW pπW pφpxqq, πW pφpyqqqu s¯1 ` C¯
¸
` C1
ď K1K¯
`
K2dX 1pφpxq, φpyqq ` K¯C2
˘
`K1C¯ ` C1
“ SdX 1pφpxq, φpyqq ` S
1
for appropriate constants S and S1. Therefore, φ is a quasi-isometric embedding.
2ñ 4 If the map φ is a quasi-isometric embedding then p4q is automatically satisfied, because hierarchical
hyperbolicity is preserved under quasi isometries (compare with the remark before [5, Theorem G]).
4ñ 1 As the hieromorphism is full, every induced map φ˚U : CU Ñ Cpφ
♦pUqq is a pξ, ξq-quasi isometry, where
ξ is independent of U P S, that is
ξ´1dU pπU pxq, πU pyqq ´ ξ ď dφ♦pUqpφ
˚
U pπU pxqq, φ
˚
U pπU pyqqq ď ξdU pπU pxq, πU pyqq ` ξ
for all U P S and for all x, y P X .
By the Distance Formula applied in pX ,Sq, there exists s0 such that for every s ě s0 there exist K1, C1 ě 0
satisfying
(19) dX px, yq ě K
´1
1
ÿ
UPS
tdU pπU pxq, πU pyqqus ´ C1, @x, y P X .
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We apply now the Distance Formula to the hierarchically hyperbolic space pφpX q, φ♦pSqq. Therefore, there
exists s1 such that for every s ě s1 there exist K2, C2 ě 0 satisfying
(20) dX 1pφpxq, φpyqq ď K2
ÿ
U 1Pφ♦pSq
tdU 1pπU 1pφpxqq, πU 1 pφpyqqqus ` C2, @x, y P X .
By Remark 4.3, we can choose s¯, s¯1 ą s0 and K¯, C¯ ě 0 for which
(21)
ÿ
U 1Pφ♦pSq
tdU 1 pπU 1pφpxqq, πU 1 pφpyqqqu s¯ ď K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 ` C¯, @x, y P X .
For s “ maxts1, s¯u, combining Equation (19), Equation (20), and Equation (21), we obtain that
dX 1pφpxq, φpyqq ď K2
ÿ
U 1Pφ♦pSq
tdU 1pπU 1pφpxqq, πU 1 pφpyqqqus ` C2
ď K2
˜
K¯
ÿ
UPS
tdU pπU pxq, πU pyqqu s¯1 ` C¯
¸
` C2
ď K2K¯ pK1dX px, yq `K1C1q `K2C¯ ` C2 “ TdX px, yq ` T
1
for appropriate constants T and T 1. Therefore, φ is a coarsely lipschitz map.
3ñ 5 By hypothesis, gFS1 : φpX q Ñ FS1 and gφpX q : FS1 Ñ φpX q are quasi inverses of each other, and by
construction of gate maps they are also coarsely lipschitz. Therefore FS1 and φpX q are quasi-isometric, where
the quasi-isometry is given by gFS1 , and in particular there exists C ą 0 such that
φpX q Ď NCpgφpX qpFS1qq.
Let W P S1zφ♦pSq. By the previous inclusion, there exists C 1 ą 0, depending on C and on πW , such that
(22) πW pφpX qq Ď NC1
`
πW pgφpX qpFS1qq
˘
.
Since the hieromorphism φ is full, φ♦pSq “ S1S1 . Moreover, by construction of gate maps, the set πW pgφpX qpFS1qq
is uniformly coarsely equal to ppiW pφpX qqpπW pFS1qq, where ppiW pφpX qq is the closest-point projection in CW to
the quasiconvex subspace πW pφpX qq. Since W P S1zS1S1 , we have that diampπW pFS1qq ď α by [6, Construction
5.10] and, as a consequence, that there exists α1 such that diampπW pgφpX qpFS1qqq ď α
1. The first condition of
the theorem follows from this, and Equation (22).
5ñ 3 We claim that there exists M ą 0 such that
dX 1pgFS1 ˝ gφpX qpzq, zq ďM, dX 1pgφpX q ˝ gFS1 pyq, yq ďM, @z P FS1 , @y P φpX q.
By applying the Distance Formula to the space pX 1,S1q, there exists s0 such that for every s ě s0 there exist
K1, C1 ą 0 such that
dX 1pgFS1 ˝ gφpX qpzq, zq ď K1
ÿ
U 1PS1
tdU 1pπU 1pgFS1 ˝ gφpX qpzqq, πU 1pzqqus ` C1, @z P FS1 .
By Lemma 3.7, diampπW pFS1qq ď ε for every W P S
1zS1S1 for an appropriate ε ą 0. For s ě maxts0, εu and
the previous equation, it follows that
(23) dX 1pgFS1 ˝ gφpX qpzq, zq ď K1
ÿ
U 1PS1
S1
tdU 1 pπU 1pgFS1 ˝ gφpX qpzqq, πU 1 pzqqus ` C1, @z P FS1 .
For z P FS1 , using the fact that gFS1 pzq “ z, we obtain
(24)
dU 1
`
πU 1pgFS1 ˝ gφpX qpzqq, πU 1pzq
˘
“ dU 1pπU 1pgFS1 ˝ gφpX qpzqq, πU 1pgFS1 pzqqq ď
ď dU 1pppπU 1 ˝ gφpX qpzqq, ppπU 1 pzqqq ` 2k
ď k1dU 1pπU 1pgφpX qpzq, πU 1pzqq ` c
1 ` 2k,
A REFINED COMBINATION THEOREM FOR HIERARCHICALLY HYPERBOLIC GROUPS 23
where p : CU 1 Ñ πU 1pFS1q is the closest-point projection to the quasiconvex subspace πU 1pFS1q Ď CU 1, and k1, c1
denote the multiplicative and additive constants associated to the coarsely lipschitz map p, and k denotes the
Hausdorff distance between the (uniformly) coarsely equal sets πW pgFS1 pxqq and ppπW pxqq, for every x P X
1.
By Lemma 4.4 there exists a constant T ą 0 such that for every z P FS1 there exists φpxq P φpX q for which
dU 1pπU 1 pφpxqq, πU 1 pzqq ď T for every U
1 P S1S1 . Since πU 1pgφpX qpzqq coarsely equals ppiU 1pφpX qqpπU 1pzqq, we obtain
that
dU 1pπU 1pgφpX qpzqq, πU 1pzqq ď T
1 @ U 1 P S1S1 .
By choosing an adequate s in Equation (23), we conclude that
dX 1pgFS1 ˝ gφpX qpzq, zq ď C1.
In order to show that dX 1pgφpX q ˝ gFS1 pyq, yq is uniformly bounded for every y P φpX q let µ ą 0 denote the
constant such that diampπW pφpX qqq ă µ for every W P S1zφ♦pSq “ S1zS
1
S1 . By the Distance Formula there
exists s0 ą 0 such that for all s ě s0 there exists K2, C2 such that
(25) dX 1pgφpX q ˝ gFS1 pyq, yq ď K2
ÿ
U 1PS1
tdU 1 pπU 1pgφpX q ˝ gFS1 pyqq, πU 1 pyqqus ` C2, @ y P φpX q.
Since πU 1 ˝ gφpX q — ppiU 1pφpX qq ˝ πU 1 , it follows that πU 1pgφpX q ˝ gFS1 q — ppiU 1pφpX qqpπU 1 ˝ gFS1 q. Moreover, if
U 1 Ď S1, it follows that πU 1 ˝gFS1 — πU 1 , because πU 1pFS1q — πU 1pX
1q for every U 1 Ď S1. Therefore, we conclude
that πU 1pgφpX q ˝ gFS1 q — ppiU 1 pφpX qq ˝ πU 1 . For any y P φpX q we have that ppiU 1pφpX qq ˝ πU 1pyq “ πU 1pyq and,
therefore, πU 1pgφpX q ˝ gFS1 pyqq — πU 1pyq for every U
1 P S1S1 , that is for all U
1 P S1 and for all y P φpX q, we have
that dU 1pπU 1 pgφpX q ˝ gFS1 pyqq, πU 1 pyqq ď µ¯ for some constant µ¯.
For s ě maxts0, µ, µ¯u, Equation (25) yields that dpgφpX q ˝ gFS1 pyq, yq ď C2, that is the distance is uniformly
bounded.
2ñ 3 We claim that pφpX q,S1S1q is a hierarchically hyperbolic space. Since pX ,Sq is a hierarchically hyper-
bolic space and φpX q is quasi isometric to X , we can endow φpX q with the hierarchically hyperbolic structure
given by the index set S. For V P S, the projections πV : φpX q Ñ CV in this latter hierarchically hyperbolic
space are defined to be πV ˝φ
´1, where φ´1 is a fixed quasi inverse of φ : X Ñ φpX q, and πV are the projections
in the space pX ,Sq.
Moreover, we can define the hierarchically hyperbolic space pφpX q, φ♦pSqq. For V 1 P φ♦pSq, that is for
V 1 “ φ♦pV q with V P S, the projections πV 1 : φpX q Ñ CV 1 are defined to be φ
˚
V ˝ πV ˝ φ
´1, where φ´1 and πV
are as before, and φ˚V : CV Ñ CV
1 are the (uniform) quasi isometries provided by the hierarchically hyperbolic
space pX ,Sq.
By Definition 2.10 we have that φ˚V ˝πV — πV 1 ˝φ, where πV 1 is the projection in the space pX
1,S1q. Therefore
πV 1 — πV 1 ˝φ ˝ φ
´1, which uniformly coarsely coincides with πV 1 , being φ and φ
´1 quasi inverses of each other.
Thus pφpX q, φ♦pSqq is a hierarchically hyperbolic space, where we can take the projections to be πV 1 for all
V 1 P φ♦pSq, instead of πV 1 .
From this point, the argument to prove that there exists M ą 0 such that
dX 1pgFS1 ˝ gφpX qpzq, zq ďM, dX 1pgφpX q ˝ gFS1 pyq, yq ďM @ z P FS1 , y P φpX q
is exactly the same as the one used in the previous implication 5ñ 3, and it is omitted. 
Theorem E has several consequences. We start with the following, in the form of a remark:
Remark 4.7. The combination theorem of Behrstock, Hagen, and Sisto [6, Theorem 8.6] holds without the
first part of their fourth hypothesis, that is
if e is an edge of T and Se is the Ď-maximal element of Se, then for all V P Se˘ , the elements
V and φ♦
e˘
pSeq are not orthogonal in Se˘ .
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Indeed, this hypothesis is used (compare [6, Definition 8.23]) to define the uniformly bounded sets ρ
rW s
rV s when
rW s and rV s are transverse equivalence classes whose supports do not intersect. By Theorem E, instead of
defining
ρ
rW s
rV s “ cV ˝ ρ
φ♦
e`
pSq
Vv
as done in [6, Definition 8.23], we can impose that
ρ
rW s
rV s “ cV
`
πV
e`
pφe` pXeqq
˘
,
where e is the last edge in the geodesic connecting TrW s to TrV s, with e
` P TrV s, and cV is the comparison map
from CVe` to the favorite representative of rV s. We will exploit this fact in the proof of Theorem A (compare
Subsection 5.4 and Equation (42)). The proof of [6, Theorem 8.6], after this modification, is not altered.
Lemma 4.8. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromorphism between hierarchically hyper-
bolic spaces such that φpX q is hierarchically quasiconvex in X 1, and let S be the Ď-maximal element of S.
There exist ε and ε0 such that for all ε
1 ě ε0, if pX ,Sq is ε1-concrete, with the intersection property and
clean containers, then for any element W P S1 we have that W K suppε
`
φpX q
˘
if and only if W K φ♦pSq.
Proof. Let ε ą maxt3α, 3ξ, µu, where µ is the uniform bound given by Theorem E on the diameters of πU
`
φpX q
˘
for all U P S1zφ♦pSq, and ε0 and ε
1 be as in Lemma 3.9. Suppose that W K φ♦pSq, so that W K S1
φ♦pSq.
By the choice of ε and by Theorem E, we have that suppεpφpX qq Ď S
1
φ♦pSq, because the hieromorphism if full,
coarsely lipschitz, and with hierarchically quasiconvex image. Thus W K suppε
`
φpX q
˘
.
Assume now that W K suppε
`
φpX q
˘
. As the hierarchically hyperbolic space pX ,Sq is ε1-concrete, we have
that S “
Ž
suppε1pX q, and therefore
(26) φ♦pSq “ φ♦
´ł
suppε1pX q
¯
.
The hieromorphism φ is full and
`
X ,S
˘
satisfies the intersection property, therefore by Lemma 3.3 and Equa-
tion (26) we obtain that
(27) φ♦pSq “
ł
φ♦
`
suppε1pX q
˘
,
and by Lemma 3.9 we have that
(28) φ♦psuppε1pX qq Ď suppεpφpX qq.
Combining Equation (27) and Equation (28), we conclude that φ♦pSq Ď
Ž
suppεpφpX qq. AsW K suppε1pφpX qq,
by clean containers and Lemma 3.4 it follows that W K
Ž
suppεpφpX qq. Therefore W K φ
♦pSq. 
Theorem 4.9. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromorphism with hierarchically quasi-
convex image, and assume that X is unbounded and concrete. There exists a constant η ě 0, depending only on
the hierarchical structures and the hieromorphism φ, such that dX 1pFS1 , φpX qq ď η, where S1 “ φ♦pSq and S is
the Ď-maximal element of S.
Proof. Let κ0 and E be the constants coming from the hierarchically hyperbolic space X 1, and let µ be the
uniform constant on the diameters of the sets πW pφpX qq, for all W P S1zφ♦pSq, provided by Theorem E.
Let V 1 P supppφpX qq, take κ such that
κ ą maxt2κ0, 2E,E ` µu
and consider x, y P X for which
(29) dV 1pπV 1pφpxqq, πV 1pφpyqqq ą 2κ.
Let W P S1zφ♦pSq be such that either V 1&W or V 1 ĎW . We claim that either
(30) dW
´
πW pφpxqq, ρ
V 1
W
¯
ď 2κ or dW
´
πW pφpyqq, ρ
V 1
W
¯
ď 2κ.
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Indeed, assume that Equation (30) is not satisfied and that W&V 1. By consistency, as 2κ ą κ0, we have that
dV 1
`
πV 1pφpxqq, ρ
W
V 1
˘
ď κ0 and dV 1
`
πV 1pφpyqq, ρ
W
V 1
˘
ď κ0.
This leads to a contradiction with Equation (29).
Assume now that V 1 ĎW . Again by consistency, we have that
diamCV 1
`
πV 1pφpxqq Y ρ
W
V 1pπW pφpxqqq
˘
ď κ0 and diamCV 1
`
πV 1pφpyqq Y ρ
W
V 1pπW pφpyqqq
˘
ď κ0.
Let σ be the geodesic in CW with endpoints πW pφpxqq and πW pφpyqq. By the Bounded Geodesic Axiom there
are two possibilities:
(1) diamCV 1
`
ρWV 1pσq
˘
ď E, or
(2) σ XNEpρV
1
W q ‰ H.
In the first case, applying the triangle inequality we conclude that
dV 1pπV 1pφpxqq, πV 1pφpyqq ď κ0 ` E ` κ0 “ 2κ0 ` E ď 2κ,
which contradicts Equation (29).
For the second case, sinceW P S1zφ♦pSq we know that πW pφpX qq is bounded by the uniform constant µ. This
means that dW
`
πW pφpxqq, πW pφpyqq
˘
ď µ. Furthermore, since there exists z P σ such that dW
´
z, ρV
1
W
¯
ď E,
using the triangle inequality we have that
dW
´
πW pφpxqq, ρ
V 1
W
¯
ď E ` µ and dW
´
πW pφpyqq, ρ
V 1
W
¯
ď E ` µ.
Using the triangle inequality we obtain that
dW
`
πW pφpxqq, πW pφpyqq
˘
ď dW
´
πW pφpxqq, ρ
V 1
W
¯
` dW
´
πW pφpyqq, ρ
V 1
W
¯
ď 2pE ` µq ă 2κ,
contradicting the assumption that the conditions in Equation (30) are not satisfied. Therefore, Equation (30)
follows.
We have shown that for every V 1 P supp2κpφpX qq and every W P S
1zφ♦pSq such that W Ě V 1 or W&V 1 we
have that dW pπW pφpX q, ρV
1
W q ď 2κ. For S
1 “ φ♦pSq, let U P S1 be such that U Ě S1 or U&S1 (in particular,
U P S1zφ♦pSqq. By Lemma 4.8, there exists V 1 P supp2κpφpX qq for which U M V
1. Since U Ę S1 and V 1 Ď S1, it
follows that U Ę V 1. Therefore, either U Ě V 1 or U&V 1, and by the above argument dU pπU pφpX qq, ρV
1
U q ď 2κ.
Since dU pρ
S1
U , ρ
V 1
U q ď κ0, it follows that dU pρ
S1
U , πU pφpX qqq ď 3κ.
We now claim that there exists some constant ν1 such that dX 1 pFS1 , φpX qq ď ν1. Fix x0 P X , and let z P FS1
be the realization point of the consistent tuple$’&’%
πU pφpx0qq, @ U P SS1 ;
πU pφpx0qq, @ U P S
K
S1 ;
ρS
1
U @ U&S
1 or U Ě S1.
By the above argument and the choice of the realization point z, if follows that the distance dU pπU pzq, πU pφpX qq
is uniformly bounded, for all U P S1. Since φpX q is a hierarchical quasiconvex subspace of X 1, there exists a
constant η depending only on the hierarchically hyperbolic structure of pX 1,S1q for which dX 1pz, φpX qq ď η.
Therefore dX 1pFS1 , φpX qq ď η and the proof is complete.

From the previous theorem, we obtain the following lemmas:
Lemma 4.10. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromoprhism, assume that X is unbounded
and concrete, and let S1 “ φ♦pSq, where S P S is the Ď-maximal element. For all U P S1 such that either
S1 Ĺ U or S1&U , the sets ρS
1
U and πU pφpX qq coarsely coincide.
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Proof. For any U P S1 such that either S1 Ĺ U or S1&U , we have that πU pFS1q “ ρ
S1
U by [6, Construction 5.10].
Moreover, the distance dU pπU pFS1q, πU pφpX qqq is at most Kη `K by Theorem 4.9.
Since diamCU pπU pφpX qqq ď µ and diamCU pρS
1
U q ď ξ, any pair of elements in the sets ρ
S1
U “ πU pφpX qq and
πU pFS1q is at uniform bounded distance from each other.

Lemma 4.11. Let φ : pX ,Sq Ñ pX 1,S1q be a full, coarsely lipschitz hieromoprhism, assume that X is unbounded
and concrete, and let S P S be the Ď-maximal element. There exists a constant J , depending only on the
hierarchically hyperbolic structure pX 1,S1q and hieromorphism constants, such that dHauspφpX q,Fφ♦pSqq ď J .
Proof. By the third hypothesis of Theorem E, there exist ν, ν1, depending only on the hierarchically hyperbolic
structures, such that dX 1
`
φpxq, gφpX q˝gFφ♦pSqpφpxqq
˘
ď ν and dX 1
`
z, gF
φ♦pSq
˝gφpX qpzq
˘
ď ν1, for all φpxq P φpX q
and for all z P Fφ♦pSq.
By [8, Lemma 1.26], there exists a constant J¯ , depending on the hierarchically hyperbolic structure, such
that
dX 1pφpX q,Fφ♦pSqq —pJ¯,J¯q dX 1
`
gF
φ♦pSq
pφpxqq, gφpX q ˝ gFφ♦pSqpφpxqq
˘
for all φpxq P φpX q. Furthermore, if η denotes the bound of Theorem 4.9, using the previous equation we obtain
that
dX 1
`
φpxq, gF
φ♦pSq
pφpxqq
˘
ď dX 1
`
φpxq, gφpX q ˝ gFφ♦pSqpφpxqq
˘
` dX 1
`
gφpX q ˝ gFφ♦pSqpφpxqq, gFφ♦pSqpφpxqq
˘
ď ν ` J¯dX 1pφpX q,Fφ♦pSqq ` J¯ ď ν ` J¯η ` J¯ “: J
for all φpxq P φpX q.
In an analogous manner, we obtain that dX 1pz, gφpX qpzqq ď J for all z P Fφ♦pSq. Thus, the bound on the
Hausdorff distance is proved. 
5. Combination Theorem
In this section we prove Theorem A of the Introduction:
Theorem A. Let T be a tree of hierarchically hyperbolic spaces. Suppose that:
(1) each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;
(2) comparison maps are uniform quasi isometries;
(3) the hierarchically hyperbolic spaces of T have the intersection property and clean containers.
Then the metric space X pT q associated to T is a hierarchically hyperbolic space with clean containers and the
intersection property.
We recall that X pT q denotes the metric space defined in Definition 2.14.
Remark 5.1. Comparison maps being uniform quasi isometries is, in particular, a consequence of uniformly
bounded supports (see [6, Lemma 8.20]), which is a hypothesis in the original Combination Theorem of Behr-
stock, Hagen, and Sisto [6, Theorem 8.6].
The second part of the fourth hypothesis of [6, Theorem 8.6]
there exists K ě 0 such that for all vertices v of T and edges e incident to v, we have
dHauspφvpXeq,Fφ♦v pSeqˆt‹uq ď K, where Se P Se is the unique maximal element and ‹ P Eφ♦v pSeq
is a consequence of Theorem 4.9 through Lemma 4.11, and therefore is automatically satisfied in our setting.
Hypothesis 2 of Theorem A cannot be further relaxed, or dropped. A counterexample of Theorem A without
the second hypothesis is given by Bass-Serre trees of Baumslag-Solitar groups. Indeed, non-abelian Baumslag-
Solitar groups are HNN extensions Z˚Z, that is graph of groups of hierarchically hyperbolic groups, and their
Dehn function is not quadratic [14, Theorem B]. Therefore, they are not hierarchically hyperbolic, because
hierarchically hyperbolic groups have quadratic Dehn function [6, Corollary 7.5].
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Example 5.2 (Baumslag-Solitar groups). Let us consider more in detail non-amenable Baumslag-Solitar groups
BSp1, kq “ xa, t | tat´1 “ aky, where k ‰ ˘1. Let T “ pV,Eq be the Bass-Serre tree associated to the HNN
extension BSp1, kq, so that V “ tgxay | g P BSp1, kqu. Two distinct vertices gxay and hxay are joined by an
edge e P E if and only if there exists b P xay such that either hxay “ gbt˘1xay, or hxay “ gbt´1xay. For a vertex
gxay “ v P V let
`
Xv,Sv
˘
:“
`
gxay, txayu
˘
be the hierarchically hyperbolic space associated to the vertex,
and for any edge e P E let
`
Xe,Se
˘
:“
`
xay, txayu
˘
be the hierarchically hyperbolic space associated to the
edge. Given tgxay, hxayu “ e P E, consider the hieromorphisms φe` :
`
xay, txayu
˘
Ñ
`
gxay, txayu
˘
be defined as
φe`paq “ ga, and φe´ :
`
xay, txayu
˘
Ñ
`
hxay, txayu
˘
be defined as φe´paq “ ha
k.
We have that
T “
´
T,
 ``
Xgxay,Sgxay
˘˘(
gPG
,
 `
Xe,Se
˘
u
˘(
ePE
,
 
φe˘
(
ePE
¯
is a tree of hierarchically hyperbolic spaces. The vertex-spaces and edge-spaces all have the intersection property
and clean containers, because their index set consists of only one element. Moreover, hieromorphisms are
hierarchically quasiconvex, uniformly coarsely lipschitz, and full.
Let us prove that comparison maps are not uniform quasi isometries. First notice that, as each hierarchically
hyperbolic space has an index set of cardinality one, there is only equivalence class that spans the whole tree T .
Let v and u be two vertices in T , at distance d. Then, the comparison map cvÑu : xay Ñ xay is a p|k|d, 0q-lipschitz
map. Therefore, as |k| ą 1 and we cannot bound the distance d between two vertices in the unbounded tree T ,
comparison maps cannot be uniform quasi isometries, as claimed.
Remark 5.3 (Comparison between index sets). Before proving Theorem A (and therefore before describing
the index set S for the tree of hierarchically hyperbolic spaces T , compare Section 5.2), we wish to compare
the index set that we are using with the index set of [6], for the familiar readers.
Although our approach might appear more complicated than the one of Berhstock, Hagen, and Sisto [6], we
want to emphasize that the index set we consider and use is more natural than (and a generalization of) the one
constructed in [6]. Indeed, in [6, Definition 8.11], the index set of Behrstock, Hagen, and Sisto is defined as the
inductive closure of the set S0 “ tT u Y
`Ů
vPV Sv
˘
{ „, with respect of adding orthogonal containers (compare
the sets Kη in that definition).
On the other hand, our index set is defined (compare Equation (32)) as
tT u Y
´`ğ
vPV
Sv
˘
{ „
¯
Y
!
TrV s | rV s P
`ğ
vPV
Sv
˘
{ „
)
,
because, allowing infinitely-supported equivalence classes, we are forced to add their supports to our index set.
This turns out to be a very reasonable addition because, among other things, it “fixes” orthogonal containers,
which no longer need to be added manually.
Conversely, if the support trees were uniformly bounded (as assumed in [6]), then the support trees we are
considering would correspond to the artificial containers defined in [6, Definition 8.11] (the ones with uniformly
bounded attached hyperbolic spaces, and the others with trivial hyperbolic spaces), and therefore the two
constructions would coincide.
Before going into the proof of Theorem A, we state an immediate consequence of it:
Corollary 5.4. Let M be a closed 3-manifold that does not have a Sol or Nil component in its prime decom-
position. Then π1pMq is a hierarchically hyperbolic space with the intersection property and clean containers.
Proof. The fact that π1pMq is a hierarchically hyperbolic space is proved in [6, Theorem 10.1], and it has clean
containers by [1, Proposition 3.5]. Hierarchical hyperbolicity is proved, for closed non-geometric irreducible
3-manifolds, by constructing a tree of hierarchically hyperbolic spaces where supports are uniformly bounded
(therefore, by [6, Lemma 8.20], comparison maps are uniform quasi isometries), and where vertex spaces are
direct products Rv ˆ Σv. Here, Rv is a copy of the real line, and Σv is the universal cover of a hyperbolic
surface with totally geodesic boundary, whose hierarchically hyperbolic structure originates from the fact that
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Σv is hyperbolic relative to its boundary components. Edge spaces are Rv ˆ B0Σv, where B0Σv is a particular
boundary component of Σv.
By Lemma 3.2, the spaces Σv, Rv ˆ B0Σv and Rv ˆ Σv are hierarchically hyperbolic spaces with the inter-
section property, and they all have clean containers by [1, Section 3]. Moreover, as seen in [6, Theorem 10.1],
the hieromorphisms are coarsely lipschitz, full, and with hierarchically quasiconvex images. Therefore all the
hypotheses of Theorem A are satisfied, thus proving that π1pMq is a hierarchically hyperbolic space with the
intersection property and clean containers.
Geometric irreducible 3-manifolds have fundamental groups that are quasi isometric to direct products of
hyperbolic groups, and therefore they have the intersection property by Lemma 3.2. Finally, the fundamental
group of any reducible 3-manifold is the free product of the fundamental groups of irreducible 3-manifolds, and
therefore it has the intersection property by what just proved, and Lemma 3.2. 
5.1. Trees with decorations. Recall that a tree of hierarchically hyperbolic spaces (as defined in Defini-
tion 2.14) is a tuple
(31) T “
´
T, tpXv,SvquvPV , tpXe,SequePE
˘
, tφe˘ : pXe,Seq Ñ pXe˘ ,Se˘qu
¯
,
where T “ pV,Eq is a tree, tpXv,SvquvPV u and tpXe,SequePEu are families of uniformly hierarchically hyperbolic
spaces, and φe` : pXe,Seq Ñ pXe` ,Se`q and φe´ : pXe,Seq Ñ pXe´ ,Se´q are hieromorphisms with constants
all bounded uniformly.
On
Ů
vPV Sv one defines the following equivalence class: given an edge e “ tv, wu P E and U P Se, impose
φ♦v pUq to be equivalent to φ
♦
wpUq, and take the transitive closure of this to obtain the desired equivalence
relation. Given U P
Ů
vPV Sv, its equivalence class is denoted by rU s.
In general, in a tree of hierarchically hyperbolic spaces T it might happen that two distinct equivalence
classes rU s ‰ rV s are supported on exactly the same vertices of the tree T , that is TrUs “ TrV s. This is not
desirable, and in this subsection we describe a slight modification of the tree T (and therefore of the metric
space X pT q associated to it) that ensures that rU s “ rV s if and only if TrUs “ TrV s. We achieve this by attaching
to each vertex v of T a tree of uniformly bounded diameter, and refer to these attached trees as decorations.
We denote the tree that is obtained with this process by rT . As a consequence, the new support trees rTrUs will
become larger than the original ones (i.e. TrUs Ď rTrUs for each equivalence class rU s).
All the hypotheses of Theorem A are preserved by adding these decorated trees (furthermore, the metric
spaces associated to the two trees of hierarchically hyperbolic spaces are quasi-isometric), and therefore for the
proof of the theorem we will assume without loss of generality that equivalence classes are discriminated by
their supports.
We now describe how to decorate the tree T of hierarchically hyperbolic spaces of Equation (31), to ensure
that rU s “ rV s if and only if TrUs “ TrV s.
For any vertex v P T , let Sv be the Ď-maximal element in Sv, let U be any Ď-maximal element of SvztSvu
and let FU ˆ tfu be a parallel copy of the FU inside of Xv. For any such choice, we add a new vertex v˜ and
a new edge e˜ connecting v and v˜. The metric spaces Xv˜ and Xe˜ are defined to be FU ˆ tfu, with the induced
metric.
It follows from [6, Proposition 5.11] that
`
Xrv,SU˘ and `Xre,SU˘ are hierarchically hyperbolic spaces, of
complexity strictly lower than
`
Xv,Sv
˘
. We refer to these index sets as SU,frv and SU,fre respectively, where the
exponent is added to keep track of the choices of the Ď-maximal element U P SvztSvu, and of the parallel copy
FU ˆ tfu.
The hieromorphisms φre` and φre´ are defined as follows. At the level of metric spaces, φre` : Xre Ñ Xrv is the
identity map and φre´ : Xre Ñ Xv is the subspace inclusion. The map φ♦re` : SU,fre Ñ SU,frv is the identity of the set
SU , and φ
♦re´ : SU,fre Ñ Sv is the inclusion. At the level of hyperbolic spaces, the maps φ˚re´,W , φ˚re`,W : CW Ñ
CW are the identity for each W P SU,fre . It is straightforward to check that the commutative diagrams of
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Definition 2.10 are satisfied. Furthermore, since φ♦re` , φ♦re´ and φ˚re`,W , φ˚re´,W are identity maps or inclusions, it
follows that φre` and φre´ are full hieromorphism. Moreover, they are quasiconvex.
We repeat this process for any newly produced vertex, until the complexity of the resulting hierarchically
hyperbolic spaces is one. In particular, given a new vertex rv with associated hierarchically hyperbolic space`
FU ˆ tfu,SU
˘
not of complexity one, consider a Ď-maximal element V P SUztUu. Consider moreover a
parallel copy FV ˆ tf
1u of FV in FU ˆ tfu, and repeat the process to construct a new vertex with associated
hierarchically hyperbolic space
`
FV ˆ tf
1u,SV
˘
. We stress that FV is defined in the hierarchically hyperbolic
space
`
FU ˆ tfu,SU
˘
, and not in the space
`
Xv,Sv
˘
for which U P Sv.
We denote by rT the tree of hierarchically hyperbolic spaces obtained from T following this process. Notice
that X pT q can be naturally seen as a subspace of X prT q, that is X pT q Ď X prT q. Moreover, as the complexity of
the hierarchically hyperbolic spaces of T is uniformly bounded and each step of the described process reduces
the complexity by one, there exists a uniform constant C such that NC
`
X pT q
˘
“ X prT q. In particular, the
inclusion map ι : X pT q ãÑ X prT q is a quasi isometry, and therefore the two spaces X pT q and X prT q are quasi
isometric.
In X prT q, we denote by „‹ the equivalence relation described in Subsection 2.3, by rU s‹ the equivalence class
of U P
ŮrvP rV Srv with respect to „‹, and by rTrUs‹ the support of rU s‹. Notice that rTrUs‹ X T “ TrUs for all
U P
Ů
vPV Sv, and that for all
rV P ŮrvP rV zV Srv there exists V P ŮvPV Sv such that rV „‹ V .
Remark 5.5. In the context of hierarchically hyperbolic groups, decorating a tree T amounts to the following.
Let v be a vertex in T with associated group G, and consider the Bass-Serre tree of G ˚H H , where H is a
hierarchically quasiconvex subgroup of G of maximal, strictly smaller complexity, and the two edge-embeddings
are given by the identity map idH : H Ñ H and by the inclusion ι : H Ñ G. This Bass-Serre tree has one vertex
v0 with associated group G, and rG : Hs vertices vi whose associated groups are the G-cosets of the subgroup
H , and edges ei connecting v0 to vi.
In the tree T , we replace the vertex v by v0, and we add new vertices vi and edges ei connecting v0 to vi.
To these new vertices v0 and vi, we associate the groups given by the Bass-Serre tree of the splitting G ˚H H .
For any new vertex vi added in such way, we repeat the process unless the vertex groupH has complexity one.
Lemma 5.6. In the tree of hierarchically hyperbolic spaces rT we have that rU s‹ “ rV s‹ if and only if rTrUs‹ “rTrV s‹ .
Proof. One implication is trivial. Assume now that rTrV s‹ “ rTrW s‹ . If the complexity of the two equivalence
classes rV s‹ and rU s‹ is different, then the decorations added to the tree T are trees of different diameter, and
therefore we cannot have that rTrV s‹ “ rTrW s‹ . Thus, the equivalence classes have the same complexity, so neither
cannot be properly nested into the other.
By construction, in the tree rT there are vertices ru and rv such that U and V are Ď-maximal elements of Sru
and Srv, respectively. As rTrUs‹ “ rTrV s‹ , the equivalence class rU s‹ must have a representative in Srv, and rV s‹
must have a representative in Sru. As neither equivalence class can be properly nested into the other, it must
then be that rU s‹ “ rV s‹. 
If the tree T satisfies the hypotheses of Theorem A, then also rT does. We prove this in the following lemmas.
Lemma 5.7. In the tree of hierarchically hyperbolic spaces rT the edge hieromorphisms are full, coarsely lipschitz,
and hierarchically quasiconvex.
Proof. Let e be an edge in rT . Two cases can occur: either e is an edge already in the tree T , or it was added
with the decoration of T .
If e was already an edge in T , then the edge hieromorphisms are full, coarsely lipschitz, and hierarchically
quasiconvex by the hypotheses of Theorem A. On the other hand, if e is a new edge then the two maps φe´ and
φe` are full, hierarchically quasiconvex isometric embeddings (one is actually an isometry), by construction.

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Lemma 5.8. The hierarchically hyperbolic spaces of rT have the intersection property and clean containers.
Proof. Let rv be a vertex of rT . If rv P T then Srv has the intersection property and clean containers, by the
hypotheses of Theorem A. If rv P rT zT , then Srv “ SU,frv coincides with SU , for some U P ŮvPV Sv. Therefore,
Srv has in intersection property. Let v P T be the vertex such that U P Sv.
Suppose that Srv “ SU,frv “ SU does not have clean containers. Therefore, there exists W P SUztUu
such that the set tZ P SU | Z K W u is not empty, and W M cont
U
KW . By Lemma 3.5 we know that
contUKW “ U ^ contKW , where contKW is the orthogonal container of W in Sv. Moreover W K contKW by
clean containers in Sv, and therefore we reach a contradiction, as cont
U
KW Ď contKU . Thus, S
U,frv has clean
containers.
The argument for edge spaces is similar. 
Lemma 5.9. Comparison maps in rT are uniformly quasi-isometries.
Proof. Let v, w be two vertices in rT and let rV s‹ be an equivalence class supported on both vertices, with
representatives Vv and Vw respectively. Consider the comparison map c : CVv Ñ CVw, as defined in Equation
(3). If both vertices already belong to T Ď rT , then the map c is a uniform quasi-isometry by the hypotheses of
Theorem A.
If one vertex, say w, belongs in rT zT , and v P T , consider the geodesic σ in rT connecting v to w. Let
v “ v0, . . . vn “ w be the vertices of σ, such that vi is joined by an edge to vi`i for all i “ 0, . . . , n´ 1. Then,
there exists a maximal index i‹ such that vi‹ P T and vi‹`1 P rT zT ; let V‹ be the representative of rV s in Svi‹ .
From Equation (3) we see that c is the composition of c1 : CVv Ñ CVvi‹ with c2 : CVvi‹ Ñ CVw. As noticed in the
previous case, the map c1 is a uniform quasi-isometry. Moreover, by construction, the map c2 is an isometry,
and therefore c is a uniform quasi-isometry, being the composition of these two maps.
The last case to consider is when both vertices belong to rT zT . Depending on whether the geodesic σ does
not intersect T , or does intersect it, the map c will be an isometry, or a composition of three maps, two of which
isometies and the remaining a uniform quasi isometry.
Therefore, all comparison maps are uniform quasi isometries. 
In view of this, for the whole proof of Theorem A we assume without loss of generality that equivalence classes
are differentiated by their supports already in the tree of hierarchically hyperbolic space T , that is rU s “ rV s
if and only if TrUs “ TrV s.
On the other hand, for the proof of Corollary B, that is the application of Theorem A to hierarchically
hyperbolic groups, we will not decorate the tree T . This is because, even if a hierarchically hyperbolic group`
G,S
˘
acts on the index set S, the set of product regions
 
FUˆtfu | U P S, f P EU
(
might not be G-invariant.
Therefore, it might happen that the hierarchically hyperbolic space pX prT q, rSq, where rS denotes the index set
associated to the decorated tree rT , does not admit a non-trivial action of G onto rS. We refer to Section 6.1 for
the complete treatment of this delicate point.
We now define the hierarchically hyperbolic structure on this tree of hierarchically hyperbolic spaces.
5.2. Index set, nesting, orthogonality, and transversality.
Remark 5.10 (Concreteness of the edge spaces). In the proof of Theorem A we will need to exploit
concreteness of the edge spaces, which is not an hypothesis of the theorem. We now explain why we can
suppose, without loss of generality, that all the hierarchically hyperbolic edge-spaces of T are ε-concrete.
Let ε ě 3maxtα, ξu as in Lemma 3.7. If the edge spaces are not all ε-concrete, then we apply Proposition
3.12 to each edge space Se of T to obtain a sub-index set Se,ε Ď Se such that pXe,Se,εq is ε-concrete. Notice
that if Se is already ε-concrete, then Se,ε “ Se.
Similarly to what defined in Subsection 2.3, define „ε to be the transitive closure of „d,ε: for any edge e and
any U P Se,ε, we have that φe`pUq „d,ε φe´pUq.
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Doing so (and not defining equivalence classes with respect to the equivalence class „ of Subsection 2.3)
will be crucial to be able to apply Lemma 4.10 during the proof of Theorem A. Moreover, this does not
affect the hypotheses of the theorem, that continue to be satisfied. Indeed, edge spaces continue to be uniformly
hierarchically quasiconvex in vertex spaces, with edge hieromorphisms being full and uniformly coarsely lipschitz.
Comparison maps are not affected by this change (but there might be fewer of them, as we are considering
possibly smaller edge-space index sets). Finally, the intersection property is preserved by Proposition 3.12, and
clean containers are preserved by Lemma 3.5.
In view of Remark 5.10, from now on we assume without loss of generality that all edge spaces are ε-concrete
for some appropriate ε, that is that the equivalence relations „ε and „ are the same.
Let pT be the result of coning off the underlying tree associated to the tree of spaces T with respect to every
support tree TrV s. We define the index set S associated to the tree of hierarchically hyperbolic spaces T as
(32) S “ S1 \S2 \ t pT u.
The set S1 is
(33) S1 :“
´ğ
vPV
Sv
¯
{ „,
as defined in Subsection 2.3.
Elements of S2 correspond to supports of elements in S1:
(34) S2 :“ tTrV s | rV s P S1u.
We stress that all these elements are subtrees of the tree T , the tree attached to the tree of hierarchically
hyperbolic spaces T . By the following lemma, the set S2 is closed under intersections.
Lemma 5.11. Suppose that TrUs X TrV s is not empty. Then there exists rAs P S1 for which TrAs “ TrUs X TrV s
and rU s, rV s Ď rAs.
Proof. Let Vv and Uv be the representatives of rV s and rU s in the index set Sv, for all v P TrUs X TrV s.
For all v P TrUs X TrV s, consider the set
Λv “ tW P Sv | Vv, Uv ĎW u,
which is non-empty since it contains the maximal element of Sv.
Since Vv _Wv is, by definition, the Ď-minimal element of Sv containing both Vv and Wv, it is the unique
Ď-minimal element of Λv, which we denote also by Av. If TrUs X TrV s consists of just one vertex v, then rAs “
rVv_Uvs is the desired equivalence class: as rVvs and rUvs are nested into rAs, it follows that TrAs Ď TrV sXTrUs.
Therefore TrAs “ TrV s X TrUs.
If TrV s X TrUs has more than one vertex, analogously to what constructed in the index sets of the vertices,
there is a unique Ď-minimal element in the edge-index set Se that we denote by Ae, where e is any edge that
contains representatives of both rU s and rV s.
Assume now that v, w P TrUs X TrV s and that there is an edge e that connects these two vertices. Then
φ♦v pAeq “ Av and φ
♦
wpAeq “ Aw. Therefore
φ♦v pAeq “ φ
♦
v pVe _ Ueq “ φ
♦
v pVeq _ φ
♦
v pUeq “ Vv _ Uv “ Av
by Lemma 3.3.
Thus Av „ Aw for all v, w P TrUsXTrV s, and we denote by rAs the equivalence class of (any of the) rAvs. By
construction, rAs has a representative where both rV s and rU s have, and hence TrUs X TrV s Ď TrAs.
On the other hand we have that rV s and rU s are nested in rUv _ Vvs “ rAs, and therefore TrAs Ď TrUsX TrV s
by Lemma 4.1. Thus, the lemma is proved. 
Corollary 5.12. Let rV s, rW s be equivalence classes. Then, rV s Ď rW s if and only if TrW s Ď TrV s.
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Proof. If rV s Ď rW s then TrW s Ď TrV s, by Lemma 4.1. On the other hand, if TrW s Ď TrV s we can see that
TrW s “ TrW sX TrV s. By Lemma 5.11 there exists rAs P S1 for which TrAs “ TrW sXTrV s and rV s, rW s Ď rAs. It
follows that TrW s “ TrAs, and therefore that rW s “ rAs, because we are assuming that the tree T is decorated
(compare Lemma 5.6). Thus rV s Ď rW s. 
To define nesting, orthogonality, and transversality, we proceed as follow. The element pT is the Ď-maximal
element.
Relations in S1 are as in [6]: two „-equivalence classes rV s and rW s are nested (respectively orthogonal),
rV s Ď rW s (respectively rV s K rW s), if there exist a vertex v P T and representatives Vv,Wv P Sv such that
rV s “ rVvs, rW s “ rWvs and Vv Ď Wv (respectively Vv K Wv) in Sv. If rV s and rW s are not orthogonal and
neither is nested into the other, then they are transverse: rV s&rW s.
Relations in S2 are as follows. For two elements TrV s, TrUs P S2, if TrV s is contained as a set in TrUs then
TrV s Ď TrUs, and vice versa. Otherwise they are transverse, TrV s&TrUs.
Relations between an equivalence class rW s and an element TrV s P S2 are as follows:
pc1q if rW s Ď rV s we declare rW s K TrV s;
pc2q if rW s K rV s we declare rW s Ď TrV s;
pc3q otherwise, we declare rW s&TrV s;
Notice that rW s K TrV s if and only if TrV s Ď TrW s, by Corollary 5.12.
5.3. Hyperbolic spaces associated to elements of the index set, and projections onto them. Let
CTˆ “ Tˆ , which is produced from the tree T by coning-off each subtree TrW s P S2.
Remark 5.13. As soon as there exists a vertex space pXv,Svq and two orthogonal elements U K V in Sv,
then the decoration trick of Section 5.1 implies that all supports trees TrW s P S2 are properly contained into
the tree T . Indeed, if TrW s “ T for some equivalence class, it must then be that TrUs and TrV s are properly
nested into TrW s, and thus rW s Ď rU s and rW s Ď rV s by Lemma 5.6. This contradicts the fact that rU s K rV s,
and in particular that there is no equivalence class nested into both.
To each equivalence class rV s we associate a favorite vertex v P TrV s and the favorite representative Vv P Sv,
so that rV s “ rVvs. Then, define CrV s to be CVv. By assumption, there exists a uniform constant ξ ě 1 such
that for all vertices w such that there exists W P Sw with W „ Vv, the comparison map c : Vv Ñ W is a
pξ, ξq-quasi-isometry.
For TrW s P S2, let CTrW s :“ pTrW s be the hyperbolic space obtained from the tree TrW s by coning-off each
subtree TrV s P S2 properly contained in TrW s, that is TrV s Ĺ TrW s.
Define π pT : X pT q Ñ pT as follows: for x P Xv, define π pT pxq “ v. Notice that π pT is the composition of the
projection X Ñ T of X on its Bass-Serre tree with the inclusion of the tree T into pT . For all TrW s P S2 the
projection πTrW s is defined analogously: for x P Xv, consider the closest-point projection of the vertex v onto the
subtree TrW s in the tree T . The image of this point under the inclusion map T ãÑ pT is πTrW spxq P CTrW s “ pTrW s.
These projection maps πTrW s and the projection map π pT are uniformly coarsely surjective, being surjective on
the set of non-cone points.
Given rV s P S with favorite representative Vv˜ P Sv˜, we define πrV s : X Ñ CrV s as follows. If π pT pxq “ v is a
vertex in the support of rV s, then there exists a representative Vv P Sv of the class rV s, and πrV spxq is defined
to be
(35) πrV spxq :“ c ˝ πVv pxq Ď CVv˜ “ CrV s,
where c : CVv Ñ CVv˜ is the comparison map.
If π pT pxq “ v is not in the support of rV s, let e be the last edge in the geodesic connecting v to TrV s, so that
e` P TrV s. Define
(36) πrV spxq :“ c ˝ πVe`
`
φe`pXeq
˘
Ď CVv˜ “ CrV s,
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where c : CVe` Ñ CVv˜ is the comparison map.
Lemma 5.14. The projections defined in Equation (35) and Equation (36) are uniform coarsely lipschitz maps.
Moreover, they are uniformly coarsely surjective.
Proof. In Equation (35) the projections are defined as a composition of a uniform quasi isometry with a uniform
coarsely lipschitz map. Therefore, it suffices to show that the projections in Equation (36) are uniformly coarsely
lipschitz too.
To prove so, notice that the edge e connects the vertex e´, which lies outside of TrV s, with the vertex
e` P TrV s, and notice that there exists a representative Ve` P Se` of rV s. This means that Ve`  U for any
U P Se´ , that is Ve` P Se`zφ
♦
e`
pXeq.
As all hieromorphisms are full and coarsely lipschitz, invoking Theorem E we know that the set πV
e`
pφe`pXeqq
are uniformly bounded. Therefore the projections as defined in Equation (36) are uniformly coarsely lipschitz,
because the comparison maps c are uniform quasi-isometries and the sets on which they are applied to are
uniformly bounded.
These projections are uniformly coarsely surjective, because the projections of the vertex spaces are, following
the assumption of Remark 2.5. 
5.4. Projections between hyperbolic spaces. Given an equivalence class rV s, define ρ
rV spT to be the support
TrV s of the equivalence class rV s, which is uniformly bounded in pT because it is coned-off. Define ρ pTrV s : pT Ñ CrV s
as follows. For w P T zTrV s, consider the geodesic connecting w to TrV s, and let e be its last edge, so that
e` P TrV s. Define
(37) ρ
pT
rV spwq :“ c ˝ πVe`
`
φe`pXeq
˘
Ď CVv˜ “ CrV s,
where c : CVe` Ñ CVv˜ is the comparison map. If w P TrV s, then ρ
pT
rV spwq can be chosen arbitrarily. On the other
hand, if w P pT zT , that is w is a cone point, then define ρ pTTrV spwq “ ρ pTTrV spw1q, where w1 is an arbitrarily chosen
vertex in the support tree associated to the cone-point w.
For an element TrW s P S2, define ρ
TrW spT to be TrW s, and ρ pTTrW s : pT Ñ pTrW s as follows. For v P T , let ρ pTTrW spvq
be the closest-point projection (in the tree T ) of v onto TrW s. On the other hand, if v P pT zT , that is v is a
cone point, then define ρ
pT
TrW s
pvq “ ρ
pT
TrW s
pv1q, where v1 is any of the points in the support tree associated to the
cone-point v.
To define the projections ρ
rV s
rW s between („-classes of) hyperbolic spaces, we proceed as follows. If rV s Ď rW s
or rV s&rW s, then we define the projections as in [6, Theorem 8.6]. In particular, if rV s Ď rW s there exist
vertices v, w, v1 such that Vv,Ww are the favorite representatives of rV s and rW s respectively, Vv1 and Wv1
are representatives of rV s and rW s (possibly different from the favorite ones), and Vv1 Ď Wv1 . Moreover, let
cV : CVv1 Ñ CVv and cW : CWv1 Ñ CWw be comparison maps. Define
(38) ρ
rV s
rW s “ cW
´
ρ
Vv1
Wv1
¯
Ď CWw “ CrW s,
which is a uniformly bounded set in CrW s, and define ρ
rW s
rV s : CrW s Ñ CrV s as
(39) ρ
rW s
rV s “ cV ˝ ρ
Wv1
Vv1
˝ c¯W ,
where c¯W is a quasi inverse of cW and ρ
Wv1
Vv1
: CWv1 Ñ CVv1 is the projection provided by the hierarchical
hyperbolicity of the vertex space pXv1 ,Sv1q.
Analogously, if rV s&rW s and there exists a vertex w1 P T such that Sw1 contains representatives Vw1&Ww1
of rV s and rW s, then define
(40) ρ
rV s
rW s “ cW
´
ρ
Vw1
Ww1
¯
Ď CWw “ CrW s
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and
(41) ρ
rW s
rV s “ cV
´
ρ
Ww1
Vw1
¯
.
If there is no common vertex for the supports of rV s and rW s, let v, w be the closest pair of vertices such that
Sv,Sw contain representatives Vv of rV s and Ww of rW s respectively, and let e be the last edge of the geodesic
starting at w and ending at v “ e`. Define
(42) ρ
rW s
rV s “ c ˝ πVe` pφe`pXeqq,
where c : CVv Ñ CVv˜ is the comparison map to the favorite representative. In a completely symmetrical way we
also define ρ
rV s
rW s.
For two elements TrV s and TrV 1s of S2, if TrV s Ĺ TrV 1s then define ρ
TrV s
TrV 1s
to be pTrV s, which is uniformly
bounded in pTrV 1s since it is coned-off. Define ρTrV 1sTrV s : pTrV 1s Ñ pTrV s as the closest-point projection.
If TrV s&TrV 1s, then ρ
TrV 1s
TrV s
and ρ
TrV s
TrV 1s
are either the closest-point projections (if TrV s and TrV 1s do not intersect),
or are defined to be pTrV sX pTrV 1s, which by (the proof of) Lemma 5.11 is equal to pTrVv_V 1vs, where Vv and V 1v are
representatives of rV s and rV 1s in a vertex v P TrV s X TrV 1s. Notice that if TrV s X TrV 1s is not empty, then it is
properly contained in both TrV s and TrV 1s, and therefore will be coned-off in both pTrV s and pTrV 1s.
Finally, we define projections between an equivalence class rW s and an element TrV s P S2 as follows. The
relations between rW s and TrV s were described at the end of Subsection 5.2, as follows:
pc1q if rW s Ď rV s then rW s K TrV s;
pc2q if rW s K rV s then rW s Ď TrV s;
pc3q in any other case, rW s&TrV s.
The projections are defined according to each case:
pc1q in this case rW s and TrV s are orthogonal, and no projection needs to be defined;
pc2q define the set ρ
rW s
TrV s
to be TrV s X TrW s, which is uniformly bounded in pTrV s because it is coned off,
being properly contained in TrV s. Define the map ρ
TrV s
rW s :
pTrV s Ñ 2CrW s as follows. For x P pTrV sz pTrW s,
define ρ
TrV s
rW s pxq “ c ˝ πWe`
`
φe`pXeq
˘
, where the edge e is the last edge on the geodesic connecting x to
the support TrW s, the vertex e
` is in TrW s, the element We` P Se` is the representative of rW s, and
c : CWe` Ñ CWv is the comparison map to the favorite representative of rW s. For x P pTrW s, define
ρ
TrV s
rW s pxq arbitrarily;
pc3q assume first that TrV s X TrW s ‰ H. Define ρ
rW s
TrV s
to be pTrV s X pTrW s (the intersection TrV s X TrW s must
be properly contained in TrV s, if not we would fall in case pc1q), and define ρ
TrV s
rW s “ ρ
rV_W s
rW s .
On the other hand, suppose TrV sX TrW s “ H. Define the set ρ
rW s
TrV s
to be the closest-point projection
from TrW s to TrV s, and the set ρ
TrV s
rW s Ď CrW s as follows: let e be the last edge on the geodesic (in the
tree T ) connecting TrV s to TrW s, and define ρ
TrV s
rW s “ c ˝ πWe`
`
φe`pXeq
˘
, where c : CWe` Ñ CWv is the
comparison map to the favorite representative of rW s.
Lemma 5.15. All the maps and sets ρ‹‚ between hyperbolic spaces defined in this subsection are uniformly
bounded sets and well-defined maps, for all ‚, ‹ P S.
Proof. The case when TrV s Ĺ TrW s is immediate.
For any equivalence class rW s, the set ρ
rW spT “ TrW s is uniformly bounded because it is coned off in pT , and
the map ρ
pT
rW s is well defined: if w P T zTrW s, then ρ
pT
rW spwq is defined in terms of the closest-point projection in
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the tree T of w onto TrW s. Suppose now that w is a cone point of a support which is not TrW s, nor contained
in TrW s. By definition ρ
pT
rW spwq “ ρ
pT
rW spw
1q, where w1 is a chosen vertex in the support whose cone point is w.
If w is a vertex in TrW s, or a cone point of a support contained in TrW s, then ρ
pT
rW spwq is defined arbitrarily.
Analogously, for a support TrV s, the set ρ
TrV spT is uniformly bounded and the map ρ pTTrV s is well defined.
The sets and maps ρ
rW s
rV s between two equivalence classes are uniformly bounded sets and well-defined maps
because comparison maps are quasi isometries, and by Theorem E (compare also Remark 4.7). For instance,
the set ρ
rW s
rV s of Equation (42) is uniformly bounded, because comparison maps are uniform quasi isometries by
hypotheses, and because the set πV
e`
`
φe`pXeq
˘
happearing in the equation is uniformly bounded by Theorem E.
The set ρ
rV s
TrW s
“ TrV s X TrW s defined in item pc2q is uniformly bounded, because TrV s X TrW s is properly
contained in TrW s, and therefore it is coned off, and an analogous argument proves that the sets defined in item
pc3q are uniformly bounded. The map ρ
TrW s
rV s of item pc2q is also well defined because T is a tree, and therefore
for x P pTrV sz pTrW s the image ρTrW srV s pxq is well-defined.

We are now ready to prove Theorem A:
5.5. Proof of Theorem A. We verify that the axioms for hierarchically hyperbolic spaces hold for
`
X ,S
˘
.
The set of uniform hyperbolic spaces is described in Subsection 5.3, along with the projections from X onto
these hyperbolic spaces. These are uniformly coarsely lipschitz maps, as proved in Lemma 5.14. The projections
ρ‹‚ between hyperbolic spaces are uniformly bounded sets, and well defined maps, by Lemma 5.15.
Nesting, orthogonality, and transversality are defined in Subsection 5.2.
(Nesting) The only non-immediate condition to check is the transitivity of the nesting we defined, and
in particular that if rU s Ď rV s and rV s Ď TrW s, then rU s Ď TrW s. If rV s Ď TrW s, by definition rV s K rW s.
Furthermore, since rU s Ď rV s then rW s K rU s, which implies that rU s Ď TrW s.
Assume now that rU s Ď TrV s and TrV s Ď TrW s. By Corollary 5.12 it follows that rW s Ď rV s. By definition
we get rU s K rV s. Therefore rW s K rU s, which implies that rU s Ď TrW s.
(Intersection property) We construct the wedges between elements of S, for all possible cases.
rV s ^ rW s Let rV s and rW s be two equivalence classes. If TrV sXTrW s is non-empty, then there exists a vertex
v and representatives Vv and Wv of the two classes in Sv. We have that
rV s ^ rW s “ rVv ^Wvs,
where we define rVv ^Wvs “ H if Vv ^Wv “ H.
If the supports TrV s and TrW s do not intersect, then rV s and rW s are transverse. If SrV s XSrW s “ H then
we define rV s ^ rW s “ H. On the other hand, suppose that SrV sXSrW s is non-empty, and suppose that it has
more than one Ď-maximal. Call these maximals rUis, for i P I. As rUis Ď rV s and rUis Ď rW s, the supports TrV s
and TrW s are both contained into TrUis, for all i. As supports are connected, each TrUis contains the geodesic σ
that connects TrV s to TrW s. Therefore, each rUis has representatives in all edge-spaces in the geodesic σ, which
by abuse of notation we also denote by Ui.
Let U_ :“
Ž
iPI Ui. Notice that U_ is nested into eachĎ-maximal element of each edge-space on σ. Moreover,
rUis Ď rU_s for all i P I, which leads to a contradiction if |I| ą 1. Therefore, there is only one Ď-maximal
element rU1s in SrV s XSrUs, and rV s ^ rW s “ rU1s.
rV s ^ TrW s Let rV s be an equivalence class and TrW s be a support. We have that
(43)
rV s ^ TrW s “
ł 
rU s | rU s Ď rV s and rU s Ď TrW s
(
“ rV s ^ rcontKWvs,
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where v P TrW s is the favorite vertex of rW s.
The only non-immediate point of Equation (43) is to check that if two equivalence classes rU s and rU 1s are
nested into TrW s, then so is their join rU s _ rU
1s. This is indeed the case, by clean containers, as proved in
Lemma 3.4.
Therefore, rV s ^ TrW s is nested into both rV s and TrW s, and by construction is the Ď-maximal of such
elements.
TrV s ^ TrW s Let TrV s and TrW s be two distinct supports. If TrV s X TrW s ‰ H, then the support TrV s X TrW s is
nested in both TrV s and TrW s. We prove that
(44) TrV s ^ TrW s “ TrV s X TrW s.
To prove that Equation (44) defines the wedge between TrV s and TrW s, it needs to be shown that if rU s is nested
into both TrV s and TrW s, then it is also nested into TrV s X TrW s.
By definition of nesting, we have that rU s K rV s and rU s K rW s, and therefore, by Lemma 3.4, we have that
rU s K
`
rV s _ rW s
˘
“ rV _W s, that is rU s Ď TrV_W s “ TrV s X TrW s.
If TrV s X TrW s “ H, then there is no element S P S2 (compare Equation (34)) that is nested in both TrV s
and TrW s. The wedge between these two elements of the index set is
(45)
TrV s ^ TrW s “
ł 
rU s | rU s Ď TrV s and rU s Ď TrW s
(
“ rcontKVvs ^ rcontKWws
Notice that any rU s as in Equation (45) will be supported on the geodesic σ connecting TrV s to TrW s.
(Orthogonality) We first prove that if TrV s Ď TrW s and TrW s K rU s, then TrV s K rU s. As rU s K TrW s, we have
that TrW s Ď TrUs. Therefore TrV s Ď TrUs, that is rU s K TrV s. The analogous case of three equivalence classes
satisfying the relations rV s Ď rW s and rW s K rU s is proved in [6, Lemma 8.9].
We now construct the (upper) orthogonal containers for elements of S. Consider TrV s P S2. By definition,
there is no orthogonality between elements of S2. We have that contKTrV s “ rV s. This follows from the
definition of orthogonality between equivalence classes and supports.
We claim that contKrV s “ TrV s. To prove this claim, first notice that a support TrW s is orthogonal to rV s if
and only if TrW s Ď TrV s. Consider now an equivalence class rW s orthogonal to rV s. By definition, rW s Ď TrV s,
thus all elements orthogonal to rV s are nested into TrV s, proving the claim contKrV s “ TrV s.
To conclude, exploiting the fact that S has a wedge operation and just constructed upper orthogonal con-
tainers, we notice that the argument of Lemma 3.5 proves that the lower orthogonal containers are contUKV “
U ^ contKV , for all U, V P S.
(Consistency) We verify the various cases for this Axiom.
rW s Ď Tˆ Choose a vertex z R TrW s and let x P Xz. Let e be the last edge in the geodesic connecting the
vertex z to TrW s, so that e
` “ w P TrW s.
As πT pxq “ z, we have that ρ
pT
rW spπT pxqq “ cW ˝ πWw pφwpXeqq, where cW is the comparison map from CWw
to the favorite representative of rW s. On the other hand, πrW spxq “ cW ˝ πWw pφwpXeqq. This means that
ρ
pT
rW spπT pxqq “ πrW spxq “ cW ˝ πWw pφwpXeqq
is a uniformly bounded set by Theorem E, and therefore
diamCrW s
´
πrW spxq Y ρ
Tˆ
rW spπT pxqq
¯
“ diam
`
cW ˝ πWw pφwpXeqq
˘
is uniformly bounded.
If z P TrW s, then
d
Tˆ
pπ pT pxq, ρrW spT q “ d pT pz, TrW sq “ 0.
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Therefore, there exists a uniform bound N such that
min
!
d pT `π pT pxq, ρrW spT ˘, diamCrW s`πrW spxq Y ρ pTrW spπ pT pxqq˘) ď N
for all x P X and for all rW s P S.
TrW s Ď Tˆ Let TrW s P S2 and x P X . If x P Xz for some z P TrW s, then πTˆ pxq P ρ
TrW s
Tˆ
, and therefore
d
Tˆ
pπ
Tˆ
pxq, ρ
TrW s
Tˆ
q “ 0. On the other hand, if d
Tˆ
pπ
Tˆ
pxq, ρ
TrW s
Tˆ
q ą 1, and in particular x P Xv, where v R TrW s,
then πTrW spxq “ ρ
Tˆ
TrW s
`
π
Tˆ
pxq
˘
, and therefore
diamTrW s
`
πTrW spxq Y ρ
Tˆ
TrW s
`
π
Tˆ
pxq
˘˘
“ diamTrW s
`
πTrW spxq
˘
“ 0.
This concludes consistency for this case.
rU s&rV s Let rU s, rV s P S and assume that rU s&rV s. We need to prove that there exists some uniform
constant κ such that either
(46) drUs
`
πrUspxq, ρ
rV s
rUs
˘
ď κ or drV s
`
πrV spxq, ρ
rUs
rV s
˘
ď κ
for each x P X . We proceed by induction on dT pTrUs, TrV sq.
If dT pTrUs, TrV sq “ 0, then these two finite sets intersect. Therefore, there exists a vertex w such that Sw
contains representatives Uw&Vw of rU s and rV s respectively. Since consistency holds in each hierarchically
hyperbolic vertex space, it follows that there exists κ0 that satisfies Equation (46).
Suppose now that dT pTrUs, TrV sq ą 0, and consider the geodesic γ in T connecting TrUs to TrV s, with initial
vertex u and final vertex v, so that u P TrUs and v P TrV s. Let x P X be so that x P Xz for some vertex z P T .
There are three possible configurations: either dT pu, zq ă dT pv, zq, or dT pu, zq ą dT pv, zq, or dT pu, zq “ dT pv, zq.
If one of the geodesics in T connecting z either to TrUs or to TrV s has a vertex that lies in TrV s or TrUs, then
Equation (46) is trivially satisfied. Indeed, suppose that the geodesic connecting the vertex z to TrUs passes
through TrV s. In this case, it follows from the definitions that πrV spxq P ρ
rUs
rV s, and thus drV spπrV spxq, ρ
rUs
rV sq “ 0.
Therefore, it remains to check the case in which the geodesics σ and σ1 connecting z to TrUs and to TrV s
respectively have that γ X σ ‰ H and γ X σ1 ‰ H, but γ Ę σ and γ Ę σ1. Let e and e˜ be the first and the last
edges (possibly equal) of γ, so that e´ “ u P TrUs and e˜
` “ v P TrV s.
The first two cases are symmetric, so suppose that dT pu, zq ă dT pv, zq. In particular, z R TrV s, for otherwise
we would have dT pu, zq ě dT pv, zq. Let w P TrV s be the favorite vertex of the class rV s, and Vw P Sw be its the
favorite representative. By definition
πrV spxq “ cV ˝ πVv
`
φvpXe˜q
˘
,
where cV : CVv Ñ CVw is the comparison map. We obtain that
drV s
`
πrV spxq, ρ
rUs
rV s
˘
“ dVw
`
cV ˝ πVv pφvpXe˜qq, cV ˝ πVv pφvpXe˜qq
˘
“ 0.
If dT pu, zq ą dT pv, zq, the same argument shows that
drUspπrUspxq, ρ
rV s
rUsq “ 0.
We consider now the case dT pu, zq “ dT pv, zq. As z R TrUs Y TrV s, we have that
πrV spxq “ cV ˝ πVv pφvpXe˜qq and πrUspxq “ cU ˝ πUupφupXeqq.
It follows that
drV s
`
ρ
rUs
rV s, πrV spxq
˘
“ 0 and drUs
`
ρ
rV s
rUs , πrUspxq
˘
“ 0.
Therefore, consistency holds for every rU s&rV s P S.
rU s Ď rV s Consistency for the pair rU s Ď rV s is immediate: by definition there exist a vertex v and
representatives Uv Ď Vv of rU s and rV s respectively. As Consistency holds in all vertex spaces, the statement
follows.
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Suppose now that rW s is such that either
(1) rV s Ĺ rW s, or
(2) rV s&rW s and rU s M rW s.
We claim that drW spρ
rV s
rW s, ρ
rUs
rW sq is uniformly bounded.
As rU s Ď rV s, let Uu, Vu P Su be representatives of rU s and rV s such that Uu Ď Vu. We now check all the
possible cases.
Suppose that TrUs X TrW s ‰ H and TrV s X TrW s ‰ H: this can happen either if rU s Ď rW s or if rU s&rW s
and there exist transverse representatives of rU s and rV s. Let v, w P T be such that there exist representatives
Vw ,Ww P Sw satisfying Vw ĎWw (respectively Vw&Ww), and representatives Uv,Wv P Sv such that Uv ĎWv
(respectively Uv&Wv).
Let m P T be the median of u, v, w. As u,w belong to the support of rU s and rW s, then so does m, since
supports are connected trees. Likewise, m lies in the support of rV s. Let Um, Vm and Wm be representatives
of rU s, rV s and rW s in Sm. Since edge-hieromorphisms are full, we have that Um Ď Vm, and Um M Wm,
and Vm Ď Wm (respectively Vm&Wm). Because consistency holds in each vertex space, and in particular in
pXm,Smq, we conclude that dWmpρ
Um
Wm
, ρVmWmq is uniformly bounded. Applying the appropriate comparison maps
(that are uniform quasi isometries), it follows that drW spρ
rUs
rW s, ρ
rV s
rW sq is uniformly bounded.
If TrUs X TrW s ‰ H and TrV s X TrW s “ H, let w be a vertex such that there are transverse representatives
Uw&Ww of rU s and rW s. Moreover, let e be the edge separating TrV s from TrW s, so that e
` P TrW s. We have
that ρ
rV s
rW s “ cW ˝ πWe` pφe` pXeqq and ρ
rUs
rW s “ cW
´
ρUwWw
¯
, where cW : CWw Ñ CrW s and cW : CWe` Ñ CrW s are
the comparison maps to the favorite representative of the equivalence class rW s.
Let Se denote the Ď-maximal element of the index set Se and S
1
e “ φ
♦
e`
pSeq. Recall that the constant κ0
denotes the constant coming from the consistency axiom of Definition 2.3 and ξ denotes the constant which
uniformly bounds the multiplicative and additive constant of comparison maps (see Definition 2.16 and the
second hypothesis of Theorem A). Therefore
(47)
drW s
´
ρ
rV s
rW s, ρ
rUs
rW s
¯
“ drW s
´
cW pπW
e`
pφe`pXeqqq, cW
´
ρUwWw
¯¯
ď drW s
´
cW pπW
e`
pφe`pXeqqq, cW
´
ρ
S1e
W
e`
¯¯
` drW s
´
cW
´
ρ
S1e
W
e`
¯
, cW
´
ρUwWw
¯¯
ď drW s
´
cW pπW
e`
pφe`pXeqqq, cW
´
ρ
S1e
W
e`
¯¯
`
` drW s
´
cW
´
ρ
S1e
W
e`
¯
, cW
´
ρ
U
e`
W
e`
¯¯
` drW s
´
cW
´
ρ
U
e`
W
e`
¯
, cW
´
ρUwWw
¯¯
.
By hypothesis rU s Ď rV s, so TrV s Ď TrUs. Moreover, since TrW sXTrUs ‰ H, TrW sXTrV s “ H and e is the last in
the geodesic connecting TrV s to TrW s, we have that e
` P TrUs X TrW s. Therefore, by Lemma 2.19 we have that
cW pρ
U
e`
W
e`
q — cW pρ
Uw
Ww
q, and so the last term drW spcW pρ
U
e`
W
e`
q, cW pρ
Uw
Ww
qq of Equation (47) is uniformly bounded
by some J . Therefore
(48)
drW s
´
ρ
rV s
rW s, ρ
rUs
rW s
¯
ď ξdW
e`
´
πW
e`
pφe`pXeqq, ρ
S1e
W
e`
¯
` ξ ` ξdW
e`
´
ρ
S1e
W
e`
, ρ
U
e`
W
e`
¯
` ξ ` J
ď ξdW
e`
´
πW
e`
pφe`pXeqq, ρ
S1e
W
e`
¯
` ξ ` ξκ0 ` ξ ` J.
Notice that
dW
e`
´
πW
e`
pφe` pXeqq, ρ
S1e
W
e`
¯
— dW
e`
`
πW
e`
pφe`pXeqq, πWe` pFS1eq
˘
ď Kdpφe`pXeq,FS1eq `K,
and so, by Theorem 4.9, we have that
(49) dW
e`
´
πW
e`
pφe`pXeqq, ρ
S1e
W
e`
¯
ď Kη `K.
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Combining Equation (48) and Equation (49) we obtain that drW s
`
ρ
rV s
rW s, ρ
rUs
rW s
˘
is uniformly bounded.
Assume now that TrUs X TrW s “ H: in particular rU s&rW s. By Lemma 4.1 we know that TrV s Ď TrUs.
Therefore, there exists an edge e separating TrV s (and TrUs) from TrW s, so that e
` P TrW s.
As defined in Equation (42), we have that
ρ
rV s
rW s “ cW ˝ πWe` pφe` pXeqq “ ρ
rUs
rW s.
Therefore ρ
rV s
rW s “ ρ
rUs
rW s, and drW spρ
rUs
rW s, ρ
rV s
rW sq “ 0 is uniformly bounded.
TrW1s&TrW2s Let TrW1s, TrW2s P S2 satisfying TrW1s&TrW2s, and let x P X . In this case, we always have that
min
 
dTrW1spπTrW1spxq, ρ
TrW2s
TrW1s
q, dTrW2spπTrW2spxq, ρ
TrW1s
TrW2s
q
(
“ 0,
because ρ
TrW1s
TrW2s
and ρ
TrW2s
TrW1s
are defined as closest-point projections if TrW1s X TrW2s “ H, or as the (coned-off)
intersection, if it is non-empty.
TrW1s Ď TrW2s Let TrW1s, TrW2s P S2 satisfying TrW1s Ď TrW2s. Consistency follows, because for all x P X we
have that
πTrW1spxq “ ρ
TrW2s
TrW1s
`
πTrW2spxq
˘
.
Therefore diamCTrW1s
`
πTrW1spxq Y ρ
TrW2s
TrW1s
pπTrW1spxqq
˘
“ 0, where CTrV s “ pTrV s, and the consistency inequality is
satisfied.
Let TrW3s P S2 be such that either
(1) TrW1s Ď TrW2s Ĺ TrW3s, or
(2) TrW2s&TrW3s.
In either case we have that ρ
TrW1s
TrW3s
Ď ρ
TrW2s
TrW3s
, and therefore dTrW3s
`
ρ
TrW1s
TrW3s
, ρ
TrW2s
TrW1s
˘
“ 0.
Let now rV s P S1 be such that rV s&TrW2s and rV s M TrW1s. We want to prove that drV spρ
TrW1s
rV s , ρ
TrW2s
rV s q is
uniformly bounded. We now check every possible case. If the support of rV s does not intersect TrW2s (and
therefore, does not intersect TrW1s Ď TrW2s), then ρ
TrW1s
rV s “ ρ
TrW2s
rV s and the claim is satisfied. If the support TrV s
intersects both TrW1s and TrW2s, then also in this case we have that ρ
TrW1s
rV s “ ρ
TrW2s
rV s . Finally, if TrV s intersects
TrW2s but not TrW1s, then ρ
TrW1s
rV s “ c˝πVe`
`
φe`pXeq
˘
, where e is the last edge in the geodesic connecting TrW1s to
TrV s, the vertex e
` lies in TrV s, and Ve` is the representative of rV s in Se` . On the other hand, ρ
TrW2s
rV s “ ρ
rW2s
rV s ,
and rW2s&rV s. As both classes rV s and rW2s are supported on the vertex e
`, we have that ρ
rW2s
rV s “ c ˝ ρ
W2e`
V
e`
,
where W2e` is the representative of rW2s in that vertex.
By Lemma 4.10 we have that πV
e`
`
φe`pXeq
˘
is coarsely equal to ρ
rS
e`
V
e`
, where rSe` “ φ♦e`pSeq and Se is the
Ď-maximal element of Se. Therefore drV spρ
TrW1s
rV s , ρ
TrW2s
rV s q is uniformly bounded.
rV s&TrW s Let TrW s P S2. If TrV s X TrW s “ H, then
min
 
drV spπrV spxq, ρ
TrW s
rV s q, dTrW spπTrW spxq, ρ
rV s
TrW s
q
(
“ 0, @ x P X .
Thus, suppose that the intersection is non-empty. Since rV s&TrW s it follows that rV s&rW s. Suppose that
dTrW s
`
πTrW spxq, ρ
rV s
TrW s
˘
is big, so that in particular x R TrV s X TrW s “ ρ
rV s
TrW s
and the geodesic connecting x to
TrV s passes through the set TrW s.
By definition, πrV spxq “ c ˝ πVe`
`
φe`pXeq
˘
, and ρ
TrW s
rV s “ ρ
rW s
rV s “ cpρ
W
e`
V
e`
q, where e` is the vertex of the edge
e that belongs to TrV s X TrW s, while e
´ P TrW szTrV s, and Ve` and We` are the representatives of rV s and rW s
respectively at the vertex e`.
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Let Se be the Ď-maximal element of Se. As the equivalence class rV s is not supported in the vertex e
´, it
follows that Ve` is not nested into φ
♦
e`
pSeq “ rSe. On the other hand We` Ď rSe. Therefore, ρWe`V
e`
and ρ
rSe
V
e`
coarsely coincide by Definition 2.3(4), and by Lemma 4.10 we obtain that
πV
e`
`
φe`pXeq
˘
— ρS˜eV
e`
— ρ
W
e`
V
e`
,
that is, πrV spxq and ρ
TrW s
rV s coarsely coincide. Thus, drV s
`
πrV spxq, ρ
TrW s
rV s
˘
is uniformly bounded.
rV s Ď TrW s If the distance dTrW spπTrW spxq, ρ
rV s
TrW s
q ą κ0, it follows in particular that πT pxq R ρ
rV s
TrW s
“
TrV sXTrW s, and that the geodesic in pT connecting x to ρrV sTrW s passes through the set TrW szTrV s. In this case, we
have that πrV spxq “ πrV s
`
πTrW spxq
˘
is equal to ρ
TrW s
rV s
`
πTrW spxq
˘
. Therefore the consistency inequality is satisfied
also in this case.
(Finite complexity) It is enough to show finite complexity in S1 and S2 independently.
Finite complexity in S1 follows from [6, Lemma 8.11]. For S2, notice that any chain of proper nestings
TrU1s Ľ TrU2s Ľ ¨ ¨ ¨ Ľ TrUns
induces the corresponding chain of proper nestings rU1s Ĺ rU2s Ĺ . . . Ĺ rUns in S1, by Corollary 5.12.
As only equivalence classes are allowed to be nested into an intersection of supports, and not vice versa, finite
complexity is proved.
In particular, it follows that the complexity of
`
X pT q,S
˘
is twice the complexity of S1 plus one, and the
complexity of S1 is maxv χv ` 1, where χv is the complexity of the vertex space pXv,Svq.
(Large links) Let rW s P S1 and x, x
1 P X . Suppose that x P Xv and x1 P Xv1 for some v, v1 P T , and let w be
the favorite vertex for rW s. Let E denote the maximal of the constants Ev of the Bounded Geodesic Axiom of
the hierarchically hyperbolic space pXv,Svq.
Suppose that, for some rV s Ď rW s, we have drV spπrV spxq, πrV spx
1qq ě E1, where E1 depends on E and on the
quasi-isometry constants of the edge hieromorphisms. Then dVwpc˝πVv pxq, c˝πVv1 px
1qq ě E, for a representative
Vw P Sw of rV s. As the large links axiom holds in Sw, we have that Vw Ď Ti, where tTi P Swu
N
i“1 is a set of
N elements in Sw, where N “ tdrW spπrW spxq, πrW spx
1qqu and each Ti satisfies Ti Ĺ Ww. Moreover, the Large
Links Axiom in Sw implies that drW spπrW spxq, ρ
rTis
rW sq “ dWw pcW ˝πWv pxqq, ρ
Ti
Ww
q ď N for all i “ 1, . . . , N . Thus
the large links axiom for elements rV s P S1 and rU s P SrV s follows.
We now consider the case of TrW s P S2, and X P STrW s . This can happen both when X is an equivalence
class, or when X P S2. We deal with the case X P S2 in the following lemma, whilst the case X “ rV s P S1 is
considered after the lemma.
Lemma 5.16. Let x, x1 P X and S P S2 Y tpT u. The set
Y “ tX P S2 | X Ĺ S, dXpπXpxq, πX px
1qq ą 4u
is finite. Moreover, the set of Ď-maximal elements in Y has cardinality bounded linearly in terms of the distance
dS
`
πSpxq, πSpx
1q
˘
.
Proof. Let σ be the geodesic in T connecting v “ πT pxq to v
1 “ πT px
1q. We begin by noticing that, if XXσ “ H,
then dXpπXpxq, πXpx
1qq “ 0 because these two sets coincide, and therefore X R Y . In particular, as nesting
between elements of t pT u YS2 is inclusion, if σ does not intersect S then Y will be empty, and the lemma is
trivially satisfied.
Suppose now that σ intersects S, and consider the map ϕ : Y Ñ Ppσq defined as ϕpXq “ X X σ, where
Ppσq is the set of subpaths of σ. We first prove that ϕ is an injective map. Let X,X 1 P Y be such that
X ‰ X 1 and, looking for a contradiction, suppose that ϕpXq “ ϕpX 1q, so that X X σ “ X 1 X σ and therefore
X X σ “ X XX 1 X σ.
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Since X intersects σ, we have that πXpxq and πXpx
1q are vertices of σ. Therefore πXpxq and πXpx
1q lie in
XXσ Ă XXX 1. Since XXX 1 is properly contained in both X and X 1, it will be coned-off in both CX and CX 1
by construction. Therefore dXpπXpxq, πX px
1qq ď 2, which contradicts the definition of the set Y . Therefore the
map ϕ is injective, and the set Y is finite.
We now claim that, for elements X,X 1 P Y , we have that ϕpXq Ĺ ϕpX 1q if and only if X Ĺ X 1. Indeed,
if X Ĺ X 1, that is X Ĺ X 1, then ϕpXq Ĺ ϕpX 1q. On the other hand, suppose that ϕpXq Ĺ ϕpX 1q, and let
X “ TrV s and X
1 “ TrV 1s, for some equivalence classes rV s and rV
1s. Since ϕpXq “ X X σ Ĺ ϕpX 1q “ X 1 X σ,
we have that
(50) X X σ “ X XX 1 X σ.
Moreover, as X XX 1 “ TrV s X TrV 1s “ TrV_V 1s, from Equation (50) we obtain that
(51) TrV s X σ “ TrV_V 1s X σ.
As rV s Ď rV _V 1s, Lemma 4.1 implies that TrV_V 1s Ď TrV s. If TrV_V 1s is properly nested into TrV s, then TrV_V 1s
is coned off in CTrV s “ pTrV s. Equation (51) implies that dTrV spπTrV spxq, πTrV spyqq “ 2, which is a contradiction
since TrV s P Y by hypothesis. Therefore, TrV_V 1s “ TrV s, which implies that TrV s Ď TrV 1s, as desired.
We now show that Ymax “ tX1, . . . , Xnu Ď Y , the set of Ď-maximal elements in Y , has cardinality at most
dSpπSpxq, πSpx
1qq. Since every element of Ymax is properly nested into S, it follows that its support is coned off
in CS “ pS. We now prove that XjXσ Ę pXk1Y¨ ¨ ¨YXkr qXσ for any pairwise distinct elements Xj, Xk1 , . . . , Xkr
all belonging to Ymax.
The claim was just proved for r “ 1. Indeed, if Xj X σ Ď Xk1 X σ then Xj Ď Xk1 , and this contradicts the
fact that Xj and Xk1 are distinct Ď-maximal elements of Y . Suppose that Xj X σ Ď pXk1 Y Xk2q X σ, and
let TrUjs, TrUk1 s and TrUk2 s denote Xj, Xk1 and Xk2 respectively. In this case, there exists a path in CXj from
πXj pxq to πXj px
1q that passes through the cone points of TrUj_Uk1 s and TrUj_Uk2 s, which are properly nested
into Xj . Then, dXj pπXj pxq, πXj px
1qq ď 4, contradicting the assumption that Xj P Ymax.
On the other hand, assume that Xj X σ Ď pXk1 YXk2 Y . . .YXkrq X σ where r ą 2, ki ‰ j for all i, ka ‰ kb
for all a ‰ b, and there does not exist ki ‰ kj such that Xj X σ Ď pXki YXkj q X σ. We claim that there exists
s such that Xks X σ Ď Xj X σ.
Indeed, assume without loss of generality that the endpoints of Xj Xσ are contained in Xk1 Xσ and Xkr Xσ
respectively. By hypothesis, Xj X σ cannot be entirely contained in pXk1 YXkrq X σ. Therefore, there exists
v P Xj X σzpXk1 YXkr q X σ, that is v P Xks X σ for 1 ă s ă r. Note that Xks X σ cannot contain either of the
endpoints of XjXσ, since that would imply that XjXσ is contained in either pXk1YXksqXσ or pXkrYXksqXσ.
As a consequence we obtain that Xks Xσ Ď Xj Xσ, which is a contradiction, since Xks is maximal with respect
to nesting.
From here we can conclude that |Ymax| ď dSpπSpxq, πSpx1qq. Indeed, given anyĎ-maximal elementXi P Ymax
and its cone point vi, the following dichotomy holds: either vi is a vertex in the geodesic path pσ, or not, wherepσ is a geodesic path in CS connecting πSpxq to πSpx1q. In the latter case, it must be that pσ contains either one
or two edges of the support Xi. Therefore, the bound is proved. 
Therefore, if dTrUspπTrUspxq, πTrUs px
1qq ą 4 for some TrUs P SSztSu, that is TrUs P Y , then TrUs Ď X for some
Ď-maximal element X of the set Y .
We now address the case when X is an equivalence classes X “ rV s P STrW s . By definition, rV s Ď TrW s if
and only if rV s is orthogonal to rW s. In particular, it follows that TrV s X TrW s ‰ H.
If TrV s does not intersect the geodesic σ then the distance drV s
`
πrV spxq, πrV spx
1q
˘
is equal to zero by Equa-
tion (36), because the edge e appearing in the cited equation will be the same for both x and x1.
Now assume that TrV s X σ ‰ H. As a fist sub-case, suppose that σ X TrW s is empty, let
(52) I :“
 
rV s Ď TrW s | TrV s X σ ‰ H
(
,
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and notice that I could be infinite. Consider the geodesic α connecting TrW s to σ in the tree T , and notice that
α has at least one edge, being TrW s and σ disjoint. For rV s P I, we have that TrV s intersects both TrW s and σ,
and therefore α is contained in TrV s, being T is a tree. Thus the set TrW s X
Ş
rV sPI TrV s is not empty, because
(at least) the initial vertex on the geodesic α belongs to this intersection.
Let the set I index I, that is I “ trVisuiPI . Without loss of generality, we can suppose that each Vi is the
representative of rVis in the vertex space pXv,Svq. Let Sv P Sv be the Ď-maximal element, and notice that
rVis Ď rSvs for all i P I. Furthermore, note that rV s Ď r
Ž
iPI Vis for all rV s P I and let rV_s denote r
Ž
iPI Vis.
Therefore, in this first sub-case, Large Links is satisfied by the family Y Y trV_su for the elements TrW s P S
and x, x1 P X .
For the second sub-case, suppose that σXTrW s is not empty, and let tv1, . . . , vnu be the finitely many vertices
of σXTrW s (there can be only finitely many such vertices because σ is a geodesic). Analogously to Equation (52),
for all vi P σ X TrW s define
Ivi “
 
rV s Ď TrW s | vi P TrV s X σ
(
,
and notice that I “
Ť
Ivi . As in the previous case, for each Ivi consider rSvis, and notice that rV s Ď rSvis for
all rV s P Ivi , for all i “ 1, . . . , n. Therefore, Large Links for an element TrW s P S2 is satisfied considering the
set Y Y trV v1_ s, . . . , rV
vn
_ su.
Notice that, in both sub-cases, we bounded the cardinality of the sets Y YtrV_su and Y YtrV
v1
_ s, . . . , rV
vn
_ su
in terms of σ, that is in terms of dT px, x
1q. As dTrW spπTrW spxq, πTrW spx
1qq is bounded from above by dT px, x
1q,
we obtained the desired bound on the cardinality of these sets.
Combining these bounds with Lemma 5.16, we conclude the proof of Large Links for the case X Ĺ TrW s.
Finally, we prove Large Links for the Ď-maximal element pT . From Lemma 5.16 applied with S “ pT ,
there are only finitely many (and the number depends only on the distance in pT from x to x1) elements
X P S2 such that dXpπXpxq, πXpx
1qq is big. On the other hand, for an equivalence class rV s Ď pT , the distance
drV spπrV spxq, πrV spx
1qq can be big only if the support TrV s intersects the geodesic σ connecting v to v
1 (otherwise,
it would be zero). Let S1, . . . , Sn be the Ď-maximal elements of all the finitely many edges in σ X TrV s. We
have that rV s Ď rSis for all i “ 1, . . . , n. Therefore, the set Y Y tS1, . . . , Snu is the set of significant elements
for the Axiom.
Let E1 be the constant that satisfies the Large Links Axiom of the (uniformly) hierarchically hyperbolic
vertex spaces (see Definition 2.3), and let E ą maxt2, E1u. Then Large Links is satisfied with this constant E.
(Bounded geodesic image) Consider rW s Ĺ pT , and let γ be a geodesic in Tˆ . If γ X TrV s “ H, let e be the
last edge in the geodesic connecting γ to TrV s, and suppose e
` P TrV s. Then ρ
Tˆ
rV spγq “ cW ˝ πVe` pφe` pXeqq is
a uniformly bounded set. If not, then γ intersects ρ
rV spT . The cases rV s Ď TrW1s, TrW1s Ď TrW2s, and TrW1s Ď Tˆ ,
where TrW1s, TrW2s P S2, are analogous.
Let rW s P S, let rV s Ď rW s, and let γ be a geodesic in CrW s “ CWw (where w is the favorite vertex of rW s
and Ww P Sw is the favorite representative). Let Vw be the representative of rV s supported in the vertex w,
so that ρ
rV s
rW s “ ρ
Vw
Ww
. The Bounded Geodesic Image Axiom in this case follows because it holds in the vertex
space pXw,Swq (notice that the constant E changes according to the quasi-isometry constant of the comparison
maps).
(Partial realization) Notice that two elements TrW1s and TrW2s of S2 are never orthogonal. Consider k ` 1
pairwise orthogonal elements rV1s, . . . , rVks, TrW s P S, and let pi P πrVispX q Ď CrVis, for i “ 1, . . . , k, and
vS P pTrW s.
By definition of orthogonality, TrVis X TrVjs ‰ H for all i ‰ j, TrW s Ď TrVis for all i “ 1, . . . , n, and in
particular TrW s Ď
Şk
i“1 TrVis. Consider a vertex v P TrW s that is not a cone point and has distance at most one
from vS , that is v P T X TrW s and dTrW spv, vSq ď 1. As v P TrVis for all i “ 1, . . . , k, without loss of generality
we can suppose that Vi is an element of Sv, by choosing representatives. We have that Vi K Vj for all i ‰ j.
Comparison maps are uniform quasi-isometries, and pi P πrVispX q, therefore the element cippiq is uniformly
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close to the set πVipX q for all i “ 1, . . . , k, where ci : CrVis Ñ CVi is the comparison map. For i “ 1, . . . , k, let
pvi P πVipX q be a point such that dVi
`
pvi , cippiq
˘
is uniformly bounded.
By Partial realization in the vertex space pXv,Svq, there exists x P Xv such that dVipπVipxq, p
v
i q is uni-
formly bounded for all i. As comparison maps are uniform quasi-isometries, we obtain that drVispπrVispxq, piq is
uniformly bounded for all i. Moreover, dTrW spπTrW spxq, vSq “ dTrW spv, vSq ď 1.
If rVis Ď rU s, then rU s has a representative Uv P Sv such that Vi Ď Uv. Therefore drUspπrUspxq, ρ
rVis
rUs q
is uniformly bounded, because x is a realization point for tViu
k
i“1, and comparison maps are uniform quasi
isometries.
If rVis Ď TrUs, then ρ
rVis
TrUs
“ TrVis X TrUs and πTrUspxq P ρ
rVis
TrUs
. Therefore, dTrUs
`
πTrUspxq, ρ
rVis
TrUs
˘
“ 0. Analo-
gously, for TrW s Ď TrUs we have that dTrUs
`
πTrUspxq, ρ
TrW s
TrUs
˘
“ 0. This argument also applies when considering
the Ď-maximal element, therefore proving that d pT `π pT pxq, ρTrW spT ˘ “ 0 and d pT `π pT pxq, ρrVispT ˘ “ 0.
Let now rVis&rU s. Either TrUs X TrVis “ H, in which case the distance drUspπrUspxq, ρ
rVis
rUs q is uniformly
bounded, or TrUs X TrVis ‰ H, in which case rU s has a representative Uv P Sv that is transverse to Vi.
Therefore, in the latter case the distance drUspπrUspxq, ρ
rVis
rUs q is again uniformly bounded, because it is in the
vertex space Xv, and comparison maps are uniform quasi-isometries.
If rVis&TrUs then πTrUspxq P ρ
rVis
TrUs
, and therefore dTrUs
`
πTrUspxq, ρ
rVis
TrUs
˘
“ 0. For the last case, suppose that
TrW s&rU s for some rU s P S1. If the support of rU s does not intersect TrW s, then πrUspxq P ρ
TrW s
rUs . So, suppose
that TrW s intersects TrUs. Again using Lemma 4.10, we can conclude.
If TrW s&TrUs and TrW s X TrUs ‰ H, then the subtree TrW s X TrUs “ TrW_Us is strictly contained in
TrUs. Therefore, TrW s X TrUs is coned-off in CTrUs “ pTrUs. Since πTrUspxq P TrW s X TrUs, we obtain that
dTrUspπTrUspxq, ρ
TrW s
TrUs
q ď 2. On the other hand, if TrW sXTrUs “ H then πTrUspxq “ ρ
TrW s
TrUs
“ e` P TrUs, where e is
the last edge in the geodesic separating TrW s from TrUs, and therefore dTrUspπTrUspxq, ρ
TrW s
TrUs
q “ 0. By definition,
no element of S1 can be nested into an element of S2. Therefore, all the relevant cases have been considered.
(Uniqueness) Suppose x, y P X are such that dRpπRpxq, πRpyqq ď K, for all R P S. In particular, we have
that d pT `π pT pxq, π pT pyq˘ ď K, that dS`πSpxq, πSpyq˘ ď K for all S P S2, and that drV s`πrV spxq, πrV spyq˘ ď K for
all rV s P S1.
Suppose that the distance in pT from π pT pxq to π pT pyq is realized by a path only consisting of vertices of T Ď pT ,
and let
v0 “ πT pxq, v1, . . . , vk´1, πT pyq “ vk,
be these vertices, where k ď K. In particular, no four consecutive vertices can belong to the same support tree,
because this would produced a shorter path in pT joining x to y.
We have that dX px, yq ď
řk
i“0 dXvi
`
gvipxq, gvipyq
˘
`k. Moreover, for all i “ 0, . . . , k we have that the distance
dXvi
`
gvipxq, gvi pyq
˘
is uniformly bounded. Indeed, if this is not the case, by Uniqueness in the hierarchically
hyperbolic space pXvi ,Sviq, there exists V P Svi such that dV
`
πV pgvipxqq, πV pgvipyqq
˘
is not bounded. By
[6, Lemma 8.18] and Theorem E, we have that dV
`
πV pgvipxqq, πV pgvipyqq
˘
and drV s
`
πrV spxq, πrV spyq
˘
coarsely
coincide, and therefore the latter is not bounded. This contradicts the fact that drV s
`
πrV spxq, πrV spyq
˘
ď K,
and thus dXvi
`
gvipxq, gvipyq
˘
ď ζ “ ζpKq is uniformly bounded, as claimed. Therefore, dX px, yq ď ζ
1pKq, for
some uniform bound ζ 1pKq.
Suppose now that in the geodesic σ in Tˆ connecting π
Tˆ
pxq to π
Tˆ
pyq there is a cone point. Therefore,
there exists an element TrW1s P S2 containing two points x1 and y1 in this geodesic (that, therefore, have
distance two in Tˆ since TrW s is coned-off in pT ). As TrW1s P S2, we have that dTrW1s`πTrW1spx1q, πTrW1spy1q˘ “
dTrW1spx1, y1q ď K. Either the geodesic σ1 in CTrW1s “
pTrW1s connecting these two points only consists of
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vertices of T , or there are cone points, and therefore an element TrW2s P S2 containing two elements x2, y2 of
the geodesic σ1.
As complexity in S2 is finite and nesting coincides with inclusion, this process must end after a finite number
of steps (that depends only on K). Therefore, there exists a geodesic in T connecting π
Tˆ
pxq to π
Tˆ
pyq, whose
length is bounded from above by a function in K. Repeating the argument given before, we conclude that
dX px, yq is uniformly bounded.
This concludes the proof of hierarchical hyperbolicity of the space
`
X pT q,S
˘
.
6. Applications of Theorem A
In this concluding section, we collect two applications of Theorem A, that is Corollary B, and Theorem C.
6.1. Finite graphs of hierarchically hyperbolic groups. In this subsection we apply Theorem A to prove
Corollary B:
Corollary B. Let G “
`
Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ Ge˘uePE
˘
be a finite graph of hierarchically hyperbolic
groups. Suppose that:
(1) each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;
(2) comparison maps are isometries;
(3) the hierarchically hyperbolic spaces of G have the intersection property and clean containers.
Then the group associated to G is itself a hierarchically hyperbolic group.
We begin with the following lemma, in which we use the notation of Section 5.1.
Lemma 6.1. Let T be a tree of hierarchically hyperbolic spaces and rT be the corresponding decorated tree. Then
(1) π rTrV s‹ pX pT qq is isometric to CTrV s, and quasi-isometric to C rTrV s‹ , for all support trees TrV s P S2;
(2) πrV s‹pX pT qq is isometric to πrV spX pT qq, and quasi-isometric to πrV s‹pX p
rT qq, for all equivalence classes
rV s P S1;
(3) X pT q is hierarchically quasiconvex in X prT q.
Proof. (1) The first assertion of this item follows from the fact that the projections to hyperbolic spaces
for elements in X pT q are not modified by decorating the tree T . Furthermore, by the construction
of Section 5.1, there exists a constant C ą 0 such that C rTrV s‹ “ NC`π rTrV s‹ pX pT qq˘, and therefore
π rTrV s‹ pX pT qq is quasi-isometric to C rTrV s‹ .
(2) As the favorite representative of the equivalence class rV s‹ is the same as of the class rV s, it follows that
πrV s‹pX pT qq is isometric to πrV spX pT qq. The second assertion of this item follows from the equality
X prT q “ NC`X pT q˘.
(3) By what was just proved in the previous points, πU pX pT qq is kp0q-quasiconvex in πU pX prT qq, for all
U P S, for some fixed number kp0q.
Moreover, let ~b be a κ-consistent tuple such that bX P πXpX pT qq for every X P S and let x P X prT q
be a realization point of ~b. Since X prT q “ NCpX pT qq there exists x1 P X pT q such that dX p rT qpx, x1q ď C,
and therefore the proof is complete.

As already mentioned in Section 5.1, to construct the hierarchically hyperbolic structure of the graph of
hierarchically hyperbolic groups G of Corollary B, we do not consider directly a decorated tree, because there
might not be a non-trivial action of the fundamental group of G on that hierarchically hyperbolic space. Instead,
we proceed as follows. Let
(53) T “
´
T, tHwuwPV , tHfufPE , tφf˘u
¯
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be the tree of hierarchically hyperbolic groups associated to G, as described in [6, Section 8.2]. In particular,
T “ pV,Eq is the Bass-Serre tree associated to the finite graph Γ, each Hw is conjugated in the total group G
to Gv, where w maps to v via the quotient map T Ñ Γ, analogously Hf is conjugated to Ge, and the edge maps
φf˘ agree with these conjugations of edge and vertex groups to give the embeddings in the tree of hierarchically
hyperbolic groups. Let X pT q be the associated metric space, and let S denote the index set associated to X pT q,
as described in Section 4.
Associated to this, we consider the decorated tree rT of hierarchically hyperbolic groups, as described in
Section 5.1. By Theorem A, the metric space X prT q admits a hierarchically hyperbolic space structure, that
we denote by rS. By Lemma 4.4, the metric space X pT q is hierarchically quasiconvex in X prT q, and therefore`
X pT q, rS˘ is a hierarchically hyperbolic space by [6, Proposition 5.5], where the hyperbolic spaces associated
to an element U P rS is defined as πU`X pT q˘ Ď CU . From Remark 2.5, we are assuming that every πU is
uniformly coarsely surjective, so in fact there is no harm in considering CU instead of πU
`
X pT q
˘
. As rS and
S coincide as sets of indices (what changes are the hyperbolic spaces associated to each index, as detailed in
Section 5.1), the above substitution is equivalent to equipping the metric space X pT q with the hierarchically
hyperbolic structure given by S. That is to say,
`
X pT q,S
˘
is a hierarchically hyperbolic space.
As shown in [6, Section 8.1], the hierarchically hyperbolic structure associated to S can be made equivariant,
if the starting hierarchically hyperbolic spaces are hierarchically hyperbolic groups. We rewiev the construction
here, extend it to cover the bigger index set we are using, and use it to prove Corollary B.
We recall here the notion of T -coherent bijections, where T is the tree of hierarchically hyperbolic spaces. A
bijection of the index set S given in Equation (32) is said to be T -coherent if:
‚ it induces bijections on the sets S1 and S2;
‚ it preserves the relation „ on S1;
‚ it induces a bijection b of the underlying tree T that commutes with f :
Ů
vPV Sv Ñ T , where f sends
each V P Sv to the vertex v. That is, fb “ bf .
Notice that the composition of T -coherent bijections is T -coherent. Therefore, let PT ď AutpSq be the group
of T -coherent bijections.
To produce the index set S in a PT -equivariant manner, we proceed as follows. Notice that G acts onŮ
vPV Sv, so that for any Vv P Sv we have that g.Vv P Sg.v. This extends to an action of S1 defining
g.rV s “ rg.V s For any rW s P S1, choose a left transversal SrW s of the subgroup
StabGprW sq “
 
g P G | grW s “ rW s
(
,
and impose that eG P SrW s. For each PT -orbit in S1 choose a representative rV s of the orbit, a favorite vertex
v for rV s, and a favorite representative Vv P Sv for rV s. For any element g P G, there is a unique element
l P SrV s such that g P l ¨ StabGprV sq. We declare lv to be the favorite vertex of grV s, and gVv P Sl.v to be the
favorite representative of the equivalence class g.rV s.
This definition is consistent, that is that if g, g˜ P G, then the favorite vertex of pgg˜q.rV s coincides with
the favorite vertex of g.
`
g˜.rV s
˘
. Indeed, suppose that g˜ P l˜ ¨ StabGprV sq, that gg˜ P p ¨ StabGprV sq, and that
g P l‹ ¨ StabGpg˜rV sq, for unique elements l˜, p P SrV s and l‹ P Sg˜rV s. Thus, the favorite vertex of gg˜rV s is
p.v, and its representative is Vp.v P Sp.v. On the other hand, the favorite vertex of g˜rV s is l˜.v, with favorite
representative l˜rV s, and consequently the favorite vertex of g
`
g˜rV s
˘
is pl‹ l˜q.v, with favorite representative
Vpl‹ l˜q.v. It remains to be shown that p.v “ pl‹ l˜q.v, that is that p
´1l‹ l˜ P StabGpvq. As g P l‹ ¨ StabGpg˜rV sq
and StabGpg˜rV sq “ g˜StabGprV sqg˜
´1, we have that gg˜ P pl‹g˜q ¨ StabGprV sq “ pl‹ l˜q ¨ StabGprV sq. Therefore,
as gg˜ belongs to a unique coset of StabGprV sq, we have that p ¨ StabGprV sq “ pl‹ l˜q ¨ StabGprV sq, that is
p´1l‹ l˜ P StabGpvq.
For any vertex v P T and any Vv P Sv, an element g P G induces an isometry gVv : CVv Ñ CgVv. We use
these maps to produce isometries grV s : CrV s Ñ CgrV s in the following way. Denote rU s :“ grV s and let v be
the favorite vertex of the equivalence class rV s, so that CrV s “ CVv. Let Ug.v :“ gVv P Sg.v. Moreover, by
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how we defined the favorite representative for rU s, we have that CrU s “ CUl.v, where g P l ¨ StabGprV sq for a
unique l P SrV s. We define grV s :“ c ˝ gVv , where c : CUg.v Ñ CUl.v is the comparison map between the two
representatives Ug.v P Sg.v and Ul.v P Sl.v. By hypotheses of Corollary B the comparison map c is an isometry.
Therefore grV s is an isometry, and the diagrams of Equation (2) uniformly coarsely commute.
From the definition of the action of PT on S2, it follows that Cg.TrUs “ CTg.rUs. We are now ready to prove
Corollary B.
Proof of Corollary B. Let T be the tree of hierarchically hyperbolic spaces constructed from the finite graph
of hierarchically hyperbolic groups, as done in Equation (53). By Theorem A, the metric space X pT q associated
to T admits a hierarchical hyperbolic structure S. We choose S following the constraints of Subsection 6.1.
The group G acts on X pT q in the following way. At the level of the metric space g.x “ gx P X pT q for
all x P X pT q. The action at the level of the index set S is defined by g.rV s “ rgV s P S1 for all rV s P S1,
and g.TrV s “ Tg.rV s P S2 for all TrV s P S2. At the level of hyperbolic spaces, the action of G is completely
determined by the actions of the hierarchically hyperbolic groups Gv on the hyperbolic spaces associated to
elements of S1, and by the action of G on the Bass-Serre tree for hyperbolic spaces associated to elements
of S2.
Therefore pG,Sq is a hierarchically hyperbolic space. Moreover, G ď PG , because the action is given by
T -coherent automorphisms. As in [6, Corollary 8.22], this action is cocompact and proper. The action of G on
G is cofinite if and only if the induced actions on S1 and S2 are cofinite, and this is indeed the case. The action
on S1 coincides with the action considered in [6, Corollary 8.22] and therefore is cofinite, and the action on
S2 “ tTrV s | rV s P S1u
is cofinite because the action on S1 is.
This proves that G is a hierarchically hyperbolic group. It has the intersection property and clean containers
because
`
X pT q,S
˘
has these properties.

Remark 6.2. If supports of equivalence classes are bounded (as for instance in the setting of [6]) then for any
equivalence class rV s there will exist a vertex v P TrV s that is fixed by the subgroup StabGprV sq. In this case, the
vertex v can be chosen to be the favorite vertex of the equivalence class rV s. This choice is consistent with the
action of the group G: if v is the vertex fixed by all elements of StabGprV sq, then g.v P Tg.rV s will be the vertex
fixed by all elements of StabGpg.rV sq “ gStabGprV sqg
´1. Therefore, for each equivalence class rV s the favorite
vertex can be chosen so that it is fixed by StabGprV sq. With this choices, the vertices g.v and l.v involved in the
definition of the isometries grV s : CrV s Ñ CgrV s, where g P l ¨ StabGprV sq, will coincide. In this case, therefore,
there is no need to require comparison maps to be isometries and, to be able to apply Theorem A, one just
needs comparison maps to be uniformly quasi isometries.
On the other hand, if supports of equivalence classes are unbounded, then there might exists elements
g P StabGprV sq that do not fix any vertex in TrV s. This happens whenever g acts as a translation on the tree
TrV s, globally (but not point-wise) fixing it.
Therefore, we obtain
Corollary 6.3. Let G “
`
Γ, tGvuvPV , tGeuePE , tφe˘ : Ge Ñ Ge˘uePE
˘
be a finite graph of hierarchically hyper-
bolic groups. Suppose that:
(1) each edge-hieromorphism is hierarchically quasiconvex, uniformly coarsely lipschitz and full;
(2) comparison maps are uniform quasi-isometries;
(3) the hierarchically hyperbolic spaces of G have the intersection property and clean containers;
(4) for all rV s P S1 there exists v P TrV s such that g.v “ v for all elements g P StabGprV sq.
Then the group associated to G is itself a hierarchically hyperbolic group.
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6.2. Finite graph of hyperbolic groups. Let us briefly comment on some Bestvina-Feighn flavored applica-
tions of Corollary B concerning graphs of hyperbolic groups.
First, let us stress that with Corollary B we cannot hope to recover the full combination theorem of Bestvina-
Feighn. Indeed, consider the graph of groups associated to the HNN extension where vertex and edge groups are
the same free group F , one embedding is the identity map idF , and the other is a hyperbolic automorphism φ
F˚φ “ xF, t | tft
´1 “ φpfq @f P F y.
This group is hyperbolic, by means of [9].
As the vertex and the edge groups are hyperbolic, they admit the hierarchically hyperbolic structure pF, tF uq
with intersection property and clean containers, and the embeddings idF and φ extend to full, hierarchically
quasiconves coarsely lipschitz hieromorphisms. The only equivalence class in the index set is rF s, and its support
tree TrF s is equal to the whole Bass-Serre tree associated to the HNN extension.
It can be seen that the comparison maps c : CFv Ñ CFu are not uniform quasi isometries, where v, u are
vertices in the support TrF s and Fv, Fu are representatives of rF s, because the automorphism φ is hyperbolic.
Therefore, the hypotheses of Corollary B are not met, and in particular the projection πrV s (as defined in Equa-
tion (35)) would not be a pK,Kq-coarsely lipschitz map for any K, as required in the definition of hierarchically
hyperbolic space.
On the other hand, if also the automorphism φ is the identity of F , that is the HNN extension is the direct
product F ˆ Z, then all the hypotheses of Corollary B are met, and the index set produced for the group by
Corollary B is trF s, TrF s, pT u, where pT is the Ď-maximal element and has a bounded associated hyperbolic space,
rF s K TrF s, CrF s is the free group F , and CTrF s “ pTrF s is the Bass-Serre tree of the HNN extension, which
is isometric to a line. That is, in this case we recover the usual index set for the direct product of the two
hyperbolic groups F and Z.
Let us now suppose that the groups appearing in Corollary B are hyperbolic, and that edge groups are
(hierarchically) quasiconvex in vertex groups. For the sake of simplicity, let us also suppose that the finite
graph of hyperbolic groups G has two vertices and an edge, that is, we are considering an amalgamated free
product. To construct the hierarchically hyperbolic structures for the vertex groups Gv and Gw, we proceed
as follows. Let Ge be the edge group, and let φvpGeq and φwpGeq be its (hierarchically quasiconvex) images
into the vertex groups. By [31, Theorem 1], the subgroup φvpGeq induces a hierarchically hyperbolic structure
S0 on Gv, given by cosets of certain quasiconvex subgroups (up to finite Hausdorff distance). To obtain a full
hieromorphisms φv, we are forced to induce on the edge group Ge the hierarchical structure S
0
φvpGeq
. On the
other hand, S0
φvpGeq
induces on the other vertex group Gw a new hierarchical structure S
1, and to make the
hieromorphism φw full, we need to enrich the structure of the edge group Ge with all the (possibly new) cosets
that appear in S1
φwpGeq
, and so on.
If this process stabilizes after a finite number of times, then the groups can be given hierarchically hyperbolic
structures that induce a full, coarsely lipschitz hieromorphism with hierarchically quasiconvex images. This
construction always produces structures with the intersection property and clean containers, but it is unclear
whether there is a simpler way to articulate the necessary hypothesis in this case, than just requiring the
comparison maps to be uniformly quasi isometries.
6.3. Graph products of hierarchically hyperbolic groups. In this subsection, we prove Theorem C of the
Introduction:
Theorem C. Let Γ be a finite simplicial graph, G “ tGvuvPV be a family of hierarchically hyperbolic groups with
the intersection property and clean containers. Then the graph product G “ ΓG is a hierarchically hyperbolic
group with the intersection property and clean containers.
Proof. Throughout the proof, if G denotes the graph product ΓG and ∆ is a subgraph of Γ, we denote with G∆
the subgroup of G generated by the family of subgroups tGv | v P ∆u. This is canonically isomorphic to the
graph product ∆G∆, where G∆ is the subfamily of G indexed by elements in ∆. Given vertex groups tGvuvPV ,
48 FEDERICO BERLAI AND BRUNO ROBBIO
we fix once and for all word metrics on them, and we always consider the graph product metric on ΓG, so that
the (infinite) generating set of the graph product ΓG consists of all vertex-groups elements. In particular, for a
full subgroup H of the graph product G, that is a subgroup conjugated to a G∆ as above, the inclusion map
H Ñ G is an isometric embedding.
We show by induction on the number of vertices that every graph product G of hierarchically hyperbolic
groups with the intersection property and clean containers is again a hierarchically hyperbolic group with the
intersection property and clean containers, and that for any full subgroup H of G, hierarchically hyperbolic
group structures (with intersection property and clean containers) can be given to H and G so that the canon-
ical inclusion H ãÑ G is a full, hierarchically quasiconvex hieromorphism, inducing isometries at the level of
hyperbolic spaces.
The case n “ 1 is trivial, so let us suppose that V “ tv, wu. If the vertices are connected by an edge, then the
graph product is the direct product of the two vertex groups, its hierarchically hyperbolic structure is described
in Example 2.13, and it satisfies the inductive statement we want to prove.
On the other hand, if the two vertices are not connected by an edge, then the graph product is the free
product of the two vertex groups, and also in this case the inductive statement is satisfied.
Let us suppose that the graph Γ has n vertices, that is |V | “ n, and that the lemma is satisfied by graph
products on at most n ´ 1 vertices. If the graph product splits non-trivially as a direct or free product, then
either G “ G∆ˆGΘ or G “ G∆ ˚GΘ, where ∆ and Θ are proper non-trivial subgraphs of Γ. In both cases the
inductive statement is satisfied, by induction and by either invoking Example 2.13 or the free product case (as
done for graph products on two vertices). Therefore, suppose that G does not split non-trivially as a direct nor
as a free product. Consider any (non-central and non-isolated) vertex v P V and the splitting
(54) G – GΓztvu ˚Glinkpvq pGlinkpvq ˆGvq.
We now check that all the hypotheses of Corollary B are satisfied.
By the inductive hypotheses the groups GΓztvu and Glinkpvq admit a hierarchically hyperbolic group structures
with the intersection property and clean containers, and we callSΓztvu and Slinkpvq their index sets, respectively.
By Lemma 3.2 the direct product GlinkpvqˆGv is a hierarchically hyperbolic group with the intersection property,
and it also satisfies clean containers by [1, Lemma 3.6]. Moreover, also by inductive hypotheses, the inclusions
ι1 : Glinkpvq ãÑ GΓztvu and ι2 : Glinkpvq ãÑ Glinkpvqˆ Gv are full, hierarchically quasiconvex hieromorphisms, and
ι˚i,U are isometries for i “ 1, 2 and for all U P Slinkpvq.
Moreover, ι1 and ι2 are isometric embeddings. By choosing inverse isometries for the maps ι
˚
i,U for i “ 1, 2
and all U P Slinkpvq, we conclude that the comparison maps, as defined in Definition 2.16, are again isometries.
Therefore, all of the hypotheses of Corollary B are satisfied, and we apply it to the graph of groups appearing
in Equation (54). Thus, the group G admits a hierarchically hyperbolic group structure with the intersection
property and clean containers. To conclude the proof, it is enough to prove that the embedding G∆ ãÑ G is
a full, hierarchically quasiconvex hieromorphism, and that induces isometries at the level of hyperbolic spaces,
where ∆ is any proper subgraph of Γ.
Let us first consider the case ∆ “ Γztvu, and let us show that GΓztvu is hierarchically quasiconvex in G. Recall
that the index set S constructed in Corollary B for GΓ is S1 YS2 Y t pT u, as fully described in Equation (33)
and Equation (34).
Any element of S1 is an equivalence class rV s, equipped with a favourite representative Vw in the Bass-Serre
tree T for which CrV s “ CVw. On the other, any element of S2 is a support tree TrV s, and the metric space
CTrV s is the tree TrV s in which all properly contained support trees TrW s are coned-off.
For each rV s P S1, the projection πrV s, as defined in Equation (35) and Equation (36), is
πrV spxq “
#
cw ˝ πVw pxq, @x P Xv, v P TrV s;
ce` ˝ πVe` pφe` pXeqq, @x P Xv, v R TrV s,
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where e “ epvq is the last edge in the geodesic connecting v to TrV s such that e
` P TrV s, and the maps cw and
ce` denote the appropriate comparison maps to the favorite representative of rV s.
Let x P Xv Ď X and let TrV s P S2. Then, πTrV spxq is defined as the composition of the closest point projection
of v to TrV s in the Bass-Serre tree T , with the inclusion of TrV s into the coned-off CTrV s “ pTrV s.
To prove that GΓztvu is hierarchically quasiconvex in GΓ, we need to check the two conditions of Definition 2.6.
For each element TrV s P S2 we have that πTrV spGΓztvuq is a point in CTrV s “
pTrV s and, therefore, it is quasiconvex
in CTrV s.
Suppose that rV s P S1, and assume that rV s has a representative in g.Sv, whereSv is the index set associated
to the vertex group Gv. In particular rV s “ tV u, and πrV spGΓztvuq Ď πV pg.Glinkpvqq. Since V R g.Slinkpvq, the
set πV pg.Glinkpvqq is uniformly bounded, and therefore πrV spGΓztvuq is quasiconvex in CrV s.
On the other hand, assume that the group orbit G.rV s intersects SΓztvu. Without loss of generality, as the
group acts isometrically on the hyperbolic spaces, we can assume that rV s has a representative V˜ P SΓztvu. By
definition πrV spGΓztvuq “ c ˝ πV˜ pGΓztvuq, where c is the comparison map from V˜ to the favourite representative
of rV s. By Axiom (1) of Definition 2.3, the set πV˜ pGΓztvuq is quasiconvex in CV˜ , and therefore πrV spGΓztvuq is
quasiconvex in CrV s, being c an isometry. It follows that for every element rV s P S1, the set πrV spGΓztvuq is
quasiconvex in CrV s.
To conclude the proof of hierarchical quasiconvexity, consider a consistent tuple ~b in pG,Sq such that brV s P
πrV spGΓztvuq and bTrV s P πTrV spGΓztvuq for every rV s P S1. The sets πTrV spGΓztvuq are uniformly bounded, being
points, for all TrV s P S2. Moreover, πrV spGΓztvuq are uniformly bounded for every equivalence class rV s P S1
which has a representative in g.Sv.
Let α denote the vertex of the Bass-Serre tree in which the subgroup GΓztvu is supported. Let i : GΓztvu Ñ GΓ
be the hieromorphism defined as follows. At the metric-space level define it to be the natural inclusion. At the
level of index sets i♦pUq “ rU s and, at the level of hyperbolic spaces, i˚U : CU Ñ CrU s is the comparison map
c : CUα Ñ CrU s, which is an isometry.
For each rV s P S1, we have that
πrV spGΓztvuq “
#
cα ˝ πVαpGΓztvuq, if α P TrV s;
ce` ˝ πVe` pφe`pXeqq, if α R TrV s.
By Theorem E the set πV
e`
pφe`pXeqq is uniformly bounded, and thus ce` ˝πVe` pφe`pXeqq is uniformly bounded.
For each rV s P S1 such that α P TrV s, let crV s denote cpbrV sq, where the maps c denote the comparison maps
(which are isometries) from the favourite representative of rV s to the representative Vα (therefore, the maps c
change with respect to different equivalence classes). Consider the consistent tuple
~c “
ź
rV sPS1,
αPTrV s
crV s
By induction hypothesis, GΓztvu is a hierarchically hyperbolic group. Therefore, the consistent tuple ~c admits
a realization point z P GΓztvu, and thus we obtain that πrV spzq — brV s for every rV s P S1. Furthermore, since
πTrV spGΓztvuq is a point, we also have that πTrV spzq “ bTrV s “ πTrV spGΓztvuq for every TrV s P S2. That is, the
second condition of hierarchical quasiconvexity is proved, and the inclusion GΓztvu ãÑ GΓ is a hierarchically
quasiconvex hieromorphism.
Moreover, for each V P SΓztvu the map CV Ñ CrV s is an isometry. Note that, if an element rV s Ď i
♦pUq “
rU s, where U P SΓztvu, then TrUs Ď TrV s. By assumption α P TrUs, and therefore α P TrV s and there exists
V P SΓztvu such that i
♦pV q “ rV s.
Thus, we proved that all induction hypotheses are satisfied by the inclusion GΓztvu ãÑ G, that is that the
embedding is a full, hierarchically quasiconvex hieromorphism, which induces isometries at the level of hyperbolic
spaces.
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To deduce the same for an arbitrary G∆, we proceed as follows. If ∆ “ Γztuu for some (other) vertex u P V ,
then the above argument, where in Equation (54) we consider the splitting over the subgroup Glinkpuq, proves
that the inclusion G∆ ãÑ G satisfies the desired properties. If not, then ∆ is a proper subgraph of Γztuu, for
some u P V . Induction proves that the embedding G∆ ãÑ GΓztuu satisfies said properties, and again the above
argument proves the claim for the inclusion GΓztuu ãÑ G. As fullness, hierarchical quasiconvexity, and inducing
isometries at the level of hyperbolic spaces, are all properties preserved by composition of hieromorphisms, we
conclude that the inclusion G∆ ãÑ G satisfies the inductive statement, and the proof is thus complete. 
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