Introduction
[2] Carbon monoxide (CO) is an important component of the atmospheric chemical system and has both natural and anthropogenic sources [Logan et al., 1981] . Three-dimensional atmospheric chemical model (CTM) simulations using inventory-based bottom-up estimates of CO sources have shown that human activities contribute substantially to CO concentrations on regional and global scales [e.g., Kanakidou and Crutzen, 1999; Granier et al., 1999; Holloway et al., 2000; Bey et al., 2001] . However, significant uncertainties persist in regional estimates of anthropogenic CO sources derived using bottom-up approaches, leading to corresponding uncertainties in the predicted human impacts on the atmospheric CO distribution. In a different approach, Bergamaschi et al. [2000] used an atmospheric CTM and surface measurements of atmospheric CO in an inverse modeling framework to derive estimates of CO emissions for various source categories. Here, we build on this inverse modeling approach by deriving geographically disaggregated estimates of anthropogenic CO sources.
[3] Our analysis consists of quantifying the CO sources from 11 source categories disaggregated by geographical region and source type. The 11 categories consist of 4 geographical categories used to represent fossil-fuel andbiofuel combustion sources in North America, Europe, Asia (including Indonesia and the Middle East), and Rest of the World (FF/BF-NA, FF/BF-EU, FF/BF-AS, and FF/BF-RW, respectively), 5 geographical categories used to represent biomass-burning sources in North America/Europe, Asia, Africa, Latin America, and Oceania (BB-NA/EU, BB-AS, BB-AF, BB-LA, and BB-OC, respectively), and 2 categories used to represent global CO chemical production from isoprene and monoterpenes (ISOP and TERP, respectively) . In addition, we estimate the CO yield from methane (CH 4 ) oxidation (METH) as part of the inverse analysis.
Methods

Inversion Methodology
[4] The inversion methodology consists of calculating a posteriori source estimates and uncertainties according using the equations [Rodgers, 2000] 
and
where, y is the measurement vector containing observed monthly-mean CO mixing ratios from all sites, x a and x 0 are the state vectors containing a priori and a posteriori estimates of individual sources, S a and S 0 are the a priori and a posteriori error covariance matrices, S e is the observation error covariance matrix, and K is the Jacobian matrix which describes the sensitivity of the measurement vector to finite changes in the state vector. The gain matrix G is given by
[5] Elements of y and S e are derived from a site-by-site analysis of ground-based atmospheric CO measurements from the NOAA/CMDL Cooperative Air Sampling Network [Novelli et al., 1998 ]. At each site, monthly-mean concentrations for 1994 are derived from multi-year CO measurements using the smoothing procedure described by Novelli et al. [1998] . At most sites, the measurement records used in this study start between 1989 and 1992. At 6 sites, the records start in 1993/1994. All time series used here extend GEOPHYSICAL RESEARCH LETTERS, VOL. 29, NO. 19, 1900 , doi:10.1029 /2002GL015581, 2002 Copyright 2002 by the American Geophysical Union. 0094-8276/02/2002GL015581$05.00 through 1996. S e is assumed to be a diagonal matrix, with the individual diagonal elements representing the combined data uncertainty due to measurement as well as model errors. These elements are specified based on an analysis of the r.m.s. deviations of individual measurements from a specific month around the monthly-mean derived from the fitted curve. In order to minimize biases due to sparse measurements, individual measurements from 1993 -95 are considered in calculating the r.m.s. statistics. Only months for which there are more than 3 individual measurements available for calculating the r.m.s. statistics are included in the analysis, and sites with less than 7 months of statistics are discarded to minimize biases due to incomplete data. In addition, we estimate that model biases are likely to be large at 3 sites (Baltic Sea; Cape Meares, Oregon; Key Biscayne, Florida) since these sites are in regions with large sources in the model, while the observational strategy employed was designed to measure the relatively clean background. Measurements from these sites are therefore not used in the analysis. The final data set consists of 419 monthly-means from 38 sites. For background sites as a whole, the 25th and 75th percentiles of the calculated r.m.s. deviations (expressed as a fraction of the corresponding monthly-mean) are 0.1 and 0.2, respectively. The corresponding 25th and 75th percentiles for sites in source regions are 0.15 and 0.3, respectively. Based on this analysis, minimum r.m.s. thresholds of 20% (for background sites) and 30% (for sites in source regions) of the corresponding monthly-means are used in specifying the diagonal elements of S e .
[6] The yield of CO from CH 4 oxidation is solved in the inverse analysis. The a priori value of this parameter is set at 0.85 moles of CO produced per mole of CH 4 oxidized, with a 1-sigma uncertainty of ±0.05. For all other source categories, the a priori 1-sigma uncertainties are set at ±50% of the corresponding bottom-up source estimate, thereby weakly constraining the inverse solution with the a priori source estimates.
The Forward Model
[7] The Jacobian matrix K is specified using results from forward model calculations performed with the GEOS-CHEM global chemical transport model at a 4°Â 5°r esolution driven by assimilated meteorological fields for 1994 [Bey et al., 2001b] . Prescribed monthly-mean OH fields derived from a comprehensive tropospheric chemical simulation for 1994 [Bey et al., 2001b] are used to calculate the chemical loss of CO in the forward model.
[8] Spatial and temporal patterns of emissions are prescribed in the forward model, representing direct emissions of CO and approximating the atmospheric chemical production of CO from short-lived natural and anthropogenic nonmethane hydrocarbons (NMHC). Emissions of CO from fuel-use and tropical biomass-burning are based on the EDGAR/GEIA inventory [Olivier et al., 1996] . In specifying the biomass-burning source, the magnitude of emissions from agricultural waste burning is set at 25% [Andreae, 1991] of the EDGAR/GEIA inventory value to correct for the mistaken assumption made in the inventory that all agricultural residues are burnt. CO emissions from forest fires in the high northern latitudes and from biomass-burning in Australia, which are not included in the EDGAR/GEIA inventory, are specified based on burnt area statistics for these regions reported elsewhere [Cooke and Wilson, 1996] . The seasonality of tropical biomass-burning emissions is prescribed based on a published analysis of the geographical variation in fire season [Galanter et al., 2000] , while seasonality of emissions from forest fires in the high northern latitudes is based on compiled fire climatology statistics for Canada [Harrington, 1982] .
[9] Chemical production of CO from short-lived NMHC is included in the model as equivalent emissions of CO from the appropriate source category, based on anthropogenic [Olivier et al., 1996] and natural NMHC emission inventories [Guenther et al., 1995] and values of CO chemical yields from the oxidation of these compounds [Altshuler, 1991; Hatakeyama et al., 1991; Miyoshi et al., 1994] . CO chemical production from CH 4 oxidation is calculated in the model using the prescribed OH fields and prescribed CH 4 fields (90S-30S: 1672 ppbv; 30S-EQ: 1681 ppbv; EQ-30N: 1737 ppbv; 30N-90N: 1794 ppbv).
Results
[10] Figure 1 shows the a priori (i.e., bottom-up) and a posteriori (i.e., top-down) estimates of CO source strengths and uncertainties for each of the source categories considered. The top-down and bottom-up estimates differ by 110-140 Tg CO yr À1 for the FF/BF-AS and FF/BF-RW source categories, and by 60-80 Tg CO yr À1 for the BB-AS, BB-LA, and ISOP source categories. The mean a posteriori estimate of the CO yield from CH 4 oxidation (METH source category) is unity. It is worth noting here that the a priori FF/BF source estimates shown in Figure 1 are derived from the EDGAR/GEIA inventories that are representative of the early 1990s, while the a posteriori estimates are derived using atmospheric measurements for 1994. The extent to which growth in fossil-fuel and biofuel use between 1990 and 1994 accounts for the differences shown in Figure 1 is examined later in the text.
[11] Characterizing the sensitivity of the a posteriori source estimates to the unknown true magnitudes of the individual sources is an important component of inverse analysis. This is accomplished by considering the model resolution matrix A = GK (analogous to the averaging kernel matrix in remote sounding applications), element A ij of which provides information on the sensitivity of the estimated magnitude of source category 'i' to the unknown true magnitude of source category 'j' [Rodgers, 2000] . In the ideal case, A would be an identity matrix. Figure 2 shows the calculated elements of A, with individual lines corresponding to the individual rows of A. It is apparent from Figure 2 that the FF/BF-NA and FF/BF-EU source categories are well constrained by the measurements. The same is true for the FF/BF-AS source category, with the caveat that the measurements do not uniquely differentiate between this category and the BB-AS category. As a result, the calculated a posteriori uncertainty for the FF/BF-AS source category (±36 Tg CO yr À1 ) is larger than the uncertainties for the FF/BF-NA and FF/BF-EU categories (±12 -15 Tg CO yr
À1
). Figure 2 also shows that the other source categories for which relatively large differences are seen between the a priori and a posteriori source estimates (FF/BF-RW, BB-AS, BB-LA, ISOP, and METH) are not uniquely constrained by the measurements. We also find that the collocation of the FF and BF CO sources in Asia does not permit us to differentiate between these sources.
[12] The improvement in model performance when a posteriori sources are used is evident in Figure 3 , which shows comparisons between observed and modeled monthly-mean CO for selected sites. Two additional aspects of this figure are noteworthy. First, even at sites downwind of Asia (SCSN15, MID, KUM), sources other than the FF/ BF-AS source are important, leading to a disproportionately small (but nevertheless significant) impact of the large change in this source category. Second, the model significantly underestimates CO mixing ratios in the remote Pacific in winter and spring even with the higher a posteriori source estimates, indicating that important inconsistencies remain in our understanding of the factors that shape the tropospheric CO distribution in this region.
[13] The prescribed OH concentration fields can be scaled downward by 10-20% and remain consistent with the estimated lifetime of methylchloroform against the tropospheric OH sink [Spivakovsky et al., 2000; Bey et al., 2001b] . To test the effect of a change of this magnitude, a forward model simulation was performed with OH concentrations uniformly reduced by 20% and the results from this simulation were used in the inversion analysis. The computed source estimates for this scenario are also shown in Figure 1 . It is evident that the a posteriori estimate for the FF/BF-AS category changes only modestly in response to the change in the prescribed OH fields.
[14] On a global basis, the a priori source estimates (including the source from CH 4 oxidation) total 2261 and Novelli et al. [1998] . The latitude-longitude location of the site is also identified. 2100 Tg CO yr À1 for the standard and reduced OH scenarios, respectively. The corresponding global burdens with the a priori sources are 320 and 368 Tg CO, respectively. The global a posteriori source estimates total 2846 and 2306 Tg CO yr À1 for the standard and reduced OH scenarios, respectively. The corresponding global burdens with the a posteriori sources are 397 and 399 Tg CO, respectively. On an annual and global basis, the total CO source is balanced by the OH oxidation sink. The globaland annual-average CO lifetimes are 1.7 and 2.1 months for the standard and reduced OH scenarios respectfully.
Discussion and Conclusions
[15] Our best estimate of the CO source associated with the FF/BF-AS category is 350 -380 Tg yr À1 (with a 1-sigma uncertainty of ±35 Tg yr À1 ) out of a global source of 780-860 Tg yr À1 from fossil-fuel and biofuel combustion. There is thus a discrepancy of 110-140 Tg yr À1 between top-down and bottom-up estimates of the CO source associated with fuel-use in Asia. It is worth noting that the a priori estimate of the total direct emissions of CO from fossil-fuel and biofuel combustion in Asia used here is similar to an independent bottom-up source estimate for Asia [Streets and Waldhoff, 1999] , despite differences in the breakdown within individual sectors in the source category. Emissions of CO from fuel-use in China, a country which accounts for a significant fraction of total Asian emissions [Streets and Waldhoff, 1999] and where there has been a rapid growth in the industrial and transportation sectors [Streets and Waldhoff, 2000] , are estimated to have increased by only 16 Tg yr À1 between 1990 and 1995 due to almost no change in the relatively large biofuel combustion source [Streets and Waldhoff, 2000] . Thus it is also unlikely that a significant portion of the discrepancy between the top-down and bottom-up estimates in Asia can be explained by growth in Asian CO emissions from 1990 (the reference year for the bottom-up estimate) to 1994 (the reference year for the topdown estimate). Our results are also consistent with the modeling study of Bergamaschi et al. [2000a] that suggested that the global CO source from fuel-use is higher than present inventory estimates, assuming similar distribution of natural sources to that considered here.
[16] The discrepancy between the top-down and bottomup source estimates for the FF/BF-AS category points to an important gap in our understanding of the global atmospheric CO budget. Our analysis implies that the quantity of fuel consumed in Asia and/or the associated CO emission factors are systematically underestimated in current inventories. To the extent that fuel use in Asia is underestimated in current inventories, our study has broader implications for global atmospheric chemical budgets since anthropogenic CO emissions are often closely coupled to emissions of other radiatively and chemically important trace gases and aerosols. In addition to the global budget perspective, there is a policy-relevant need for resolving regional emission budgets of CO as an important first step towards characterizing the potentially significant impact of individual source regions on air quality in downwind regions. There is thus a need for fully reconciling the differences between the top-down and bottom-up estimates of CO emissions from fuel combustion in Asia, developing robust estimates of CO emissions from other source categories, and resolving remaining inconsistencies between source estimates and measured atmospheric concentrations of CO.
