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Abstract
Human social interaction heavily depends on understanding faces, as they
carry information about age, gender and emotions. Our perception of faces
improves as we grow. Extensive research has been performed to understand
face processing in adults and in children using functional magnetic resonance
imaging (fMRI) and electroencephalography (EEG). However, there are far
fewer studies using magnetoencephalography (MEG) and only a small hand-
ful that study children. The data from this study was one of the first that
aimed to find the neurological pathways of face processing of children in the
MEG space and additionally aimed to examine the differences in emotional
facial presentations. The thesis used MEG datasets from 10 healthy children
in the age range of 9 to 16 years old collected during the presentation of
static faces with different expressions (neutral, anger and fear) and objects
(butterfly, fish and guitar) as control states. The datasets contained 50 trials
per stimuli. The data was preprocessed and an event-related beamformer
was utilized to localize the millisecond timescale of activity of the brain pro-
cesses during the face stimuli and during the object stimuli. We observed
activity consistent with the face sensitive M170 event-related field compo-
nent with a group average amplitude of 10nA peak and 171 ms post stimulus
and found this component localized to the occipital-temporal-parietal region
in the right hemisphere consistent with either the fusiform face area (FFA)
or the posterior superior temporal sulcus (pSTS). We further verified using a
paired t-test the location was sensitive to face recognition. The group anal-
ysis showed a significant effect of the face stimuli (p-value = 4.44e-4 <0.05)
on eliciting a response consistent with a component of the event related field
(ERF) called the M170. As well we observed a possible maturation trend in
the location of the M170. The M170 localized to the pSTS in 8/10 children
(ages 9-15 years) while the M170 localized to the FFA in 2/10 children (ages
15 and 16 years).To explore differences in emotional faces, both amplitude
iii
and latency differences between the emotional face conditions were studied.
We found no statistical differences in either amplitude or latency between
the emotional conditions compared to the neutral face condition. To see if
we could observe differences at an individual level, the statistical analysis
was repeated for each participant by using the trials as input for the paired
t-tests. One participant showed significant (p <0.05) difference in amplitude
and none of the participants showed significant difference in latency for angry
vs neutral, while two participants had a significant difference in amplitude
and one participant in latency for fearful vs neutral. To our knowledge, this
may be one of the few studies that demonstrate localization of face sensi-
tive areas in children using an event-related beamformer approach for MEG.
The lack of statistical significance in the emotional condition may provide
evidence that the FFA and pSTS are not involved in emotional face process-
ing. However, the small sample size may be under-powered to identify small
effects and further study is needed.
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Social interaction among humans heavily depends on face perception. Faces
provide us information about age, gender and emotions. When interacting
with another person, humans mostly focus on the face rather than other
objects surrounding us. This face selectivity is observed right from birth.
Researchers tracked the eye movements of newborns while moving a picture
of a face and an object in front of them. Newborns were found to follow the
face images more than object images (Johnson et al., 1991). An fMRI study
showed that the brain is more face selective during adulthood. Studies
suggest that young children were less responsive when differentiating faces
and objects than older children and adults (Kadosh and Johnson, 2007).
Such conclusions give reasons to believe that we are biologically
predisposed to perceive faces and we get better at it as we mature and with
experience. Thus, understanding how brains process faces is important, as
it might help improve lives of people with face processing disorders, such as
autistic spectrum disorder and prosopagnosia (face-blindness). After many
years of studying the brain, a number of papers have incorporated EEG or
fMRI to investigate face processing, our understanding of face processing
have not been completely explained in adults and even less in children.
This thesis will incorporate MEG in studying the neurological pathway of
face processing in children with the aid of an event-related beamformer
(ERB). Beamforming is a sophisticated method to do source reconstruction.
It utilizes the high temporal characteristic of MEG, thus the brain activity
can be localized spatially with millisecond timescale precision. To our
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knowledge, no other research have used event-related beamforming to
identify the source of face perception within the brain in children. The data
analysis in the current study was based on event-related magnetic fields
(ERF), which are brain responses evoked by a stimulus repeated over time.
The presumption is that the same stimuli generate the same time-locked
responses (Campbell, 2005). Therefore, ERFs were used to average the
same brain responses across trials to increase the signal-to-noise ratio.
1.2 Face Processing in the Brain
A lot of electroencephalographic (EEG) studies recording brain electrical
activity have described the time course of the neural pathway of face
processing. They have described a negative polarity component, called
N170, which is generated by processing faces (Bentin et al., 1996). In
adults it was shown that the N170 face effect is larger in the right than the
left hemisphere and is usually larger for faces than for objects and larger for
emotional faces than for neutral faces (Bauer et al., 2020). Unfortunately,
currently there is no agreement about the exact location of its source. Some
authors claim that the N170 wave is generated in the fusiform gyrus or the
”fusiform face area”, FFA (Kanwisher, et al., 1997), others say it is
generated in the posterior part of the superior temporal sulcus, pSTS (Puce
et al., 1995), and some say that the activation to faces is seen in the inferior
occipital gyrus, “occipital face area,” OFA, (Pitcher et al., 2011). A paper
in 2016 gives a possible explanation to why there is no consistent opinion
about this: it is because the N170 wave is actually not homogeneous but is
a summation of potentials generated in occipital–temporal–parietal cortical
regions (Kropotov, 2016). In addition, some have concluded that none of
these face-related regions are activated in the children (Scherf, et al., 2007).
It is still unclear whether the N170 component in children is specific to
faces. Studies that have included non-social stimuli suggest that the N170
component is also face-specific in childhood (Taylor, et al., 2001). To add
to this uncertainty, there are reports based on EEG that believe that N170
changes with age (Taylor et al., 2004). With respect to emotional
expression in faces, the sensitivity of N170 to emotions appears to develop
late, at the age of 14 to 15 years old (Batty et al., 2006). Thus, this study
2
will explore if the FFA, OFA and STS, shown in Figure 1.2.1, are involved
in face processing in children using MEG.
The main focus of this thesis will lie on looking for the brain’s magnetic
activity related to face perception, also called the M170. It is worth noting,
that there is no agreement on whether the M170 is the magnetic equivalent
of the N170, as the magnetic potentials do not always show up at the same
time as the N170 and do not always generate the same topography (Itier et
al., 2006). Only a couple of face processing MEG studies were found. One
of them showed that, similarly to adults, the M170 response in children is
primarily generated in the FFA and has less activity in OFA and pSTS (He,
et al., 2015). The study identified the location of the source activity using
dipole source localization. This method of localizing the source differs from
the one used in this thesis which uses ERB. ERB is a data driven approach.
It is a spatial filter that uses spatial and temporal correlations to select for
the source activity defined by the model of neuronal sources at any location
in the brain. Activity at a time point and location that is large represents
locations of apreciable brain activity. Localization is therefore based on the
peak activity of the individual. In contrast, dipole source localization
generates the most likely current model that would fit the MEG data. The
limitations of this method is that it highly depends on the initial estimate
of the number of dipoles and their a priori location. The method is ideally
suited for large sensory responses and may not be the best technique when
examining how many of the face network locations (FFA, OFA, STS) are
involved in the processing of faces in children.
Figure 1.2.1: Brain regions. FFA: fusiform face area, OFA: occipital face
area, pSTS: posterior superior temporal sulcus. Note: adapted from Harris
et al., 2014
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1.3 Emotion Processing in the Brain
People’s facial expressions give us important information regarding how
they are feeling and reacting to surrounding events. EEG studies examining
brain processes of emotional face detection have concluded that in adults,
the emotional facial expressions trigger an increased event-related potential
positivity when compared with the neutral faces (Eimer et al., 2002). It
was also reported that positive emotions generate the N170 earlier than
negative emotions (Batty and Taylor, 2003) and that the posterior
temporo-occipital regions are sensitive to face stimuli (Meaux, et al., 2014).
In contrast, another study claims that the face-specific N170 is not affected
by facial expression (Eimer et al., 2007). Their result showed that fearful
faces trigger a frontocentral positivity within 120 ms post-stimulus, which is
sustained beyond 250 ms post-stimulus, hence they concluded that the
emotion analysis and the structural encoding of faces are two parallel
processes. As stated before, there is almost no research done on emotion
face processing in the MEG space. Only one study concluded that M170
was observed in the right temporal region when processing face emotions,
and the second conclusion was made about the peak amplitude. It is said
that M170 is greater for happy emotions compared with sad emotions (Xu,
et al., 2018). Another study reported that in children the alpha frequency
band experiences increased phase synchronization in 0 to 400 ms post
stimulus during the processing of faces with happy and angry expressions.
Such visual stimuli initialised interregional activation in seven brain areas:
left and right insulae, left anterior cingulate cortex, left and right
amygdalae and left and right fusiform gyrus (Safar, et al., 2018). This
particular study used automated anatomical labeling (AAL) atlas method
to pre-identify the regions of interest that were known to be involved in face
processing. Those regions are based on anatomical landmarks of an average
brain. A linearly constrained minimum variance beamformer (LCMV) was
then used to reconstruct the source images at the pre-selected regions. In
the atlas approach, the anatomical landmarks from an average are used to
determine the general coordinates that will be studied. This approach,
while valid and can be used in conjunction with a beamformer, does not
optimally identify the best locations based on individual differences and
activity at atlas locations may be less optimized or elicit a weaker response
than the peak activity we used with our ERB localization approach. The
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atlas is often derived from an adult brain rather than built from age
matched child brains which may introduce additional uncertainties.
1.4 Research Goal
The aim of this thesis is to use MEG to analyse face processing in
typically-developing children and to further determine the neural responses
to facial emotions of anger, fear, and neutrality. As stated previously, it is
important for communication to distinguish different expressions, because
they are linked to information about specific emotions. This topic has been
well studied in adults both with EEG and MEG, but not in children, and
the studies which were conducted mainly used EEG only. This thesis is one
of the few papers that looks at children’s face processing in the MEG space.
It is important to note that MEG has a much higher temporal and spatial
resolution than EEG. Magnetic fields are less distorted than electric
potentials due to skull and other brain tissue conductivity (Singh et al.,
2014). These MEG characteristics are useful because face-specific brain
responses can be isolated from other brain responses, which are not related
to face processing, such as concurrent sensory and motor responses. The
outline of this MEG data analysis procedure can be further used as a
template when investigating the brain responses of children with autism to
face and facial emotions. In addition, future studies can use the results of
this thesis and apply them to their control group. The understanding of
how a brain of a minor processes facial emotions can help to develop
treatments and therapies for early stages of autism to decrease the inability
of perceiving faces.
1.5 MEG Background
Magnetoencephalography (MEG) is a modality which measures brain
activity by picking up the magnetic field produced by the neurons. Those
neurons generate currents that produce magnetic fields which are captured
at the surface of the head by magnetometers or gradiometers. The
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magnetic fields are of femto-Tesla scale. Most of the commercial MEG
machines have superconducting quantum interference devices (SQUIDs)
coupled to flux transformers, which are cooled in liquid helium. These
systems depend on quantum mechanical effects that occur in SQUIDs at
low temperatures and can detect magnetic fields a few centimetres away
from source. This makes MEG a non-invasive method of looking at the
brain and it causes no other harm to the patient, as radiology does. The
other advantage of using MEG in brain research is its temporal resolution,
which is in the order of milliseconds (Woods et al., 2018).
MEG alone is not enough to estimate the location of brain activity, for the
reason that it only generates a map of magnetic fields collected across the
brain and does not describe the anatomy of the brain space. Therefore, a
magnetic resonance image (MRI) of the patient or an average is used to
register MEG signals with the specific locations on the brain. Usually,
small magnetic coils (nasion, left/right ear coils) are placed on the patient
and the signal coming from the coils is recorded and is co-registered to
MRI. This way the MRI has the same coordinate system as the MEG to
describe the location of the sources found. The greatest difficulty in MEG
is to find the location and the strength of the magnetic source. This
problem is called the inverse problem. It is mathematically challenging,
considering there are infinite combinations of sources in the brain that give
the same magnetic measurements. There are many approaches to solve the
inverse problem, but the most common are: dipole fitting, distributed
source imaging and spatial filtering - also known as beamformers.
1.6 Beamformer
Various source-localization methods are available to reconstruct the
location and the time-course content of the magnetic sources in the brain
generated by the stimuli. Beamforming is a spatial filter and was recently
introduced to MEG and so far, is one of the most sophisticated methods to
do source reconstruction. Beamformer tries to reconstruct the contribution
of a single brain position to the entire magnetic field measurement. This is
done by weighted filters which suppress the noise coming from the
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neighbouring sources and pass the signal coming from our point of interest.
The behaviour of the source at that point is described by the virtual sensor,
the weighted sum of all MEG channels. Calculating the beamformer output
for a 3D grid of head positions leads to a 3D map of brain activity.
Figure 1.6.1: Visualization of beamforming concept. Note: Adapted from
Dr. D. Cheyne, University of Toronto.
Like all MEG inverse problems, the beamformer requires a forward model,
which is an MEG signal, determined by the sensor location geometry,
source model (the equivalent current dipole), and a volume conductor
model (Sarvas, 1987). This allows the calculation of the distribution of the
magnetic field on the MEG sensors given a hypothetical current
distribution. A common conductor model is to use the best fit sphere of the
patient’s head for the forward model. Furthermore, to achieve the best
visualization of the source estimate, an overlay onto the structural MRI can
be done.
Our particular study exploits event-related beamforming provided by
BrainWave, which is a MATLAB toolbox (Jobst et al., 2018). This method
models the images of the instantaneous source power averaged over trials as
a volume (Cheyne, et al., 2007). ERB tracks the brain activity over time,
which makes it a great tool to localize time locked brain activity. Other
beamformers are static and require a predefined time window to compute
the image of the source.
7
Methods
2.1 Dataset and Experiment
The MEG datasets were originally collected by Mario Liotti in 2006-2008
(Barrie, 2007). They were collected at the Down Syndrome Research
Foundation in Burnaby, British Columbia from 17 healthy children with
normal vision and no history of neurological or psychiatric disorders. Only
10 out of 17 datasets were selected for analysis, because of missing data
files which were necessary for the processing. The age range of the selected
participants was 9 - 16 years old, see Table A.1 in Appendix A for more
details about the cohort. The stimuli comprised of grey images of objects:
guitar, fish, butterfly, and human faces with 3 different emotions: angry,
fearful, and neutral, where all images were shown with equal probability.
The stimulus images can be found in Figure A.6 in Appendix A. A random
image was displayed for 500 ms and then followed by a jittered grey image
with a cross in the middle for approximately 2 s. The experiment was
divided into three 5 min blocks with 45-60 s breaks in between. The
overview of the emotional faces experiment is shown in Figure 2.1.1.
Figure 2.1.1: Experiment Overview
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2.2 Data Recording
Magnetoencephalography data were acquired by an OMEGA 151-channel
MEG system (VSM MedTech Inc., CTF Systems Inc, Coquitlam, B.C).
The MEG unit was placed in a 2-layer mu-metal magnetically shielded
room (Vacuum Schmeltz, Hanau, Germany). The position of each MEG
sensor with the subject’s head shape was recorded by three magnetic
head-position coils. The coils were placed at the location of three fiducial
points: the nasion, and left/right ear. The 3-D locations of the fiducial
points and an average of 500 points on the head surface, were recorded for
each participant at the end of the session using a 3-D digitizer (Polhemus
Inc., Vermont, USA). No electro-oculogram and cardiogram were used to
measure the eye activity and the heartbeat. In addition, no individual
participant structural MRI was collected.
2.3 Data Pre-processing
Since the aim of this study is to analyse the brain responses that were
evoked by a stimulus, the continuous data were divided into trials. The sets
were epoched (-200 to + 1000 ms) relative to the presented stimulus, which
were: all face pictures, all object pictures, only angry faces, only fearful and
only neutral pictures of faces. From each original dataset 5 epoched sets
were created. When analysing the MEG data it is important to pre-process
it, due to noise contamination and artefact presence. A low pass filter with
a cutoff frequency of 40 Hz was applied to remove high-frequency
oscillations and muscle artefacts caused by contractions or micro-saccades.
These components are in the gamma range (> 40 Hz). A high pass filter
was applied to get rid of the slow drifts in the signal. In addition, notch
filters were used, because often MEG is exposed to strong power line
interference at 60 Hz and its harmonics. The next step was baseline
correction, Figure 2.3.1, which removes large offsets by subtracting the
average value of the data across specific time intervals from the signal of
each sensor. The chosen baseline was from -200 ms to 0 ms. It was long
enough for an accurate estimate of the DC offset at each sensor. It did not
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contain event-related fields, and wasn’t too close to the activation of the
stimulus. Almost in all cases we see MEG signals contaminated with
components unrelated to brain activity. One of those components are
hardware artefacts such as SQUID jumps, noisy sensors, and physiological
artefacts, caused by eye blinks, heartbeats and muscular activity. Those are
important to remove as they can give false results in further source
analysis. The trials were visually inspected and the ones that were
contaminated with artefacts were removed from the set (on average 5-8
trials), Figure 2.3.2 gives examples of bad trials. The remaining trials were
then averaged for each condition and participant to visually verify the
usability of the data set for the purposes of this study.
Figure 2.3.1: Baseline correction with baseline -200 to 1000 ms, a)before
correction b) after correction
Figure 2.3.2: Trials with various artefacts: a)SQUID jump, b) eye blink, c)
heartbeats
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2.4 Source Space Analysis
Event-Related Beamformer analysis was done on the preprocessed data to
localize where in the brain the processing of faces and objects happens.
The first step was to generate a single sphere fitted to the scalp surface
which was then used as a volume conductor model for the beamformer
analysis. With the help of the MRIViewer (CTF MEG Software tool) the
fiducial points were marked to co-register a representative brain structural
MRI with the head positions, taken from the polhemus file, see Figure A.8
in Appendix A. Before using the polhemus files they were checked for
outliers and cleaned. For outliers, Figure A.7 in Appendix A shows a case
of head points before and after cleaning. An example of a computed best fit
sphere is shown in Figure 2.4.1.
The ERB analysis was performed with BrainWave. To get a less biased
comparison of source amplitude changes of different conditions, the dataset
containing all conditions for covariance computation was used and by doing
so the differences between conditions that might be biased by differences in
the computed beamformer weights was avoided. After setting the
covariance matrix and the head model, the beamformer was run. The peak
source was found by looking through time at the generated volume of
source images. A peak was considered to be M170 if it was in a time
interval between 120 and 200 ms at the left or right occipitotemporal
region, Figure 2.4.2. A threshold was applied to control the number of
displayed peaks. This helped to separate the main peak from the other
neighbouring peaks. The x, y, z CTF coordinates of the peak were recorded
and used to extract the time plot of the object and angry, fearful, neutral
conditions for further statistical analysis, see Figure 2.4.3. The time plot at
the point is generated by the neuronal currents’ behaviour, and that point
is called a virtual sensor.
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Figure 2.4.1: Best Fit Sphere with an origin at (1.15, 0.49, 5.13) cm in MEG
coordinates
Figure 2.4.2: Peak source at (-2, -2.6, 7.2) cm with orientation (0.602, -0.766.
-0.226)
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Figure 2.4.3: Virtual sensor at (-2, -2.6, 7.2) cm with orientation (0.602, -
0.766. -0.226)
MRIViewer tool from BrainWave was used to generate better
representations of the identified peak locations. Each participant’s MEG
dataset was co-registered to an average child MRI by setting the fiducial
points. The area of face processing was identified by locating the recorded
coordinates of each peak on the new co-registered coordinate system.
Figure 2.4.4 shows the pipeline for source space analysis.
Figure 2.4.4: Diagram of the pipeline for source space analysis
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2.5 Single Subject Analysis in Sensor Space
After obtaining results from group analysis, it was decided to perform a
single subject analysis for face emotions but this time in sensor space. The
decision to move from source space to sensor analysis was because
hypothesis test did not show significant results of the virtual sensor data. A
grand average (average of all channels) was done across each condition and
used for statistical analysis. The pipeline for source space analysis is shown
in Figure 2.4.5.
Figure 2.5.1: Diagram of the pipeline for sensor space analysis
2.6 Statistical Analysis
A group statistical analysis was conducted using a one-tailed paired t-test
to reveal statistically significant differences between two conditions among
the subjects. The t-test determines whether there is statistical evidence
that the mean difference between paired observations is different from zero
(no difference). Because the data for each condition is not a single point,
but a function of time, multiple t-tests would be performed if examining
the whole time course. With each test, the power of the test is diluted.
This is known as the multiple comparison problem. This is not desired as it
increases the probability of getting a significant result simply due to
chance. One way to avoid the multiple comparison test problem is to be
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selective with the number of tests performed. In this study, a test at a
single time point is selected such as the average or peak value.
The general map of statistical analysis is displayed in Figure 2.5.1. Firstly,
the right hemispheric dominance of face detection and identification over
object detection was established. According to previous research done, the
amplitude of the face effect is larger than for objects, thus, it was chosen to
take the peak value at the coordinate of the right-occipital-parietal virtual
sensor between 100 and 250ms as the measurement used for hypothesis
testing. The first stage hypothesis test is as follows:
H0 : µface − µobj = 0 and H1 : µface > µobj
The alpha level was set to α = 0.05 and degrees of freedom set to degrees of
freedon (dof) = n - 1, where n is the number of subjects.
Once the significance of a face processing in the right hemisphere was
confirmed, a statistical analysis to compute the amplitude and latency
significance was done. In this case, the angry to neutral and fearful to
neural expressions were compared. Previous studies showed that M170 is
larger for emotional faces than for neutral faces, thus the first set of
hypothesis was a one-tailed test:
Test 1: H0 : µangryamp − µneutralamp = 0 , H1 : µangryamp > µneutralamp
Test 2: H0 : µfearfulamp − µneutralamp = 0 and H1 : µfearfulamp > µneutralamp.
The alpha level was set to α = 0.05 and degrees of freedom set to dof=n - 1.
In addition, the latency of M170 for angry, fearful and neutral conditions
were compared. The aim was to discover if there was any significant
difference when the peaks occur in either direction. Therefore a set of 2
two-tailed hypothesis tests was constructed:
Test 1: H0 : µangrytime − µneutraltime = 0 , H1 : µangrytime 6= µneutraltime
Test 2: H0 : µfearfultime − µneutraltime = 0 and H1 : µfearfultime 6= µneutraltime
The alpha level was set to α = 0.05 and degrees of freedom set to dof=n - 1.
The signal-to-noise ratio (SNR) of the average time plots for angry, fearful,
neutral conditions is lower than for face/object condition, because fewer
trials were used for averaging. Therefore, before selecting the peak as a
measurement value used in t-test, it was important to verify that the
average plots of three conditions for every subject were not noisy, otherwise
a very high noise spike could have been selected as an MEG peak point. All
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time plots were smooth with no big noise peaks, refer to Figure A.3 in
Appendix A.
Since the group hypothesis tests did not show significance in facial emotion
processing, an additional single subject analysis was done to investigate
whether this significance can be seen on an individual level. Single subject
analysis involves using single trial data (rather than the average), which
means a lower SNR, thus it was important to select a narrower bandwidth
from 0.5 to 30 Hz. This allowed us to suppress some of the existing noise.
The dataset was finalised by checking for M170 presence in all single trials.
A total of four paired t-tests, with n = 50 and α = 0.05, were computed to
determine if there were any significant differences in peak and latency of
M170.
2.7 Engineering Design
The Engineering Design component of the thesis demonstrated by the
original code written to perform the statistical analysis. The statistical
analysis was automated and designed to compute several hypothesis tests
for a big number of participants. Two MATLAB scripts were written to do
statistical analysis, one for group analysis and the other for single subject
analysis. The statistics were based on paired t-test and used to find the
significance of face stimulus in M170 generation and significant differences
(amplitude and latency) of face emotion processing. The scripts are
included in Appendix B.
Group analysis computes hypotheses using the data of the virtual sensor
time plots, which are stored as .mat files. Single subject analysis computes
hypotheses using separate trials, which are stored as .ds files, thus
FieldTrip, a MATLAB toolbox (Donders Institute for Brain, Cognition and
Behaviour in Nijmegen, the Netherlands) was utilised to convert .ds files to
.mat files.
Figure 2.5.1 gives the high-level design of the code.The peaks of averaged
trials were found between 100 and 250 ms and used for computing
hypothesis tests. The code compared the t-statistic to the critical value of
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t, which was found from the cumulative distribution function of the
Student’s t distribution with n-1 degrees of freedom and 0.05 level of
significance. Thus if the absolute value of the calculated t-statistic was
larger than the critical value of t, the null hypothesis was rejected.
The scripts required the user to input the dataset file names and
significance level (alpha). After running, the scripts output a test decision
for the null hypothesis, 1 if the test rejects the null hypothesis at the
significance level alpha, and 0 otherwise. The script also returned the
p-value for all hypothesis tests.
Figure 2.7.1: Statistical Analysis Steps
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Results
Source images of each subject for both face and object conditions obtained
from beamforming were visually inspected to detect a peak particularly in
the FFA, OFA and pSTS. A peak was successfully found in all cases, the
complete results can be found in Figure A.1 in Appendix A. The
beamformer results were considered as good models to be used for further
statistical analyses. Source models fit well and had a mean location of the
peak calculated at (-3.42, -2.6, 7.92) cm, standard deviation of (1.15, 0.47,
1.26) cm in CTF coordinate system and no outliers, Figure 3.0.1. The
peaks were located on a representative child’s MRI, Figure A.5 in Appendix
A shows peaks on this MRI for each participant. All of the peaks were
located in the occipital-temporal-parietal region of the right hemisphere,
specifically 8 (9 - 15 y.o.) in the pSTS region, and 2 (15 and 16 y.o.) in the
FFA region. Figure 3.0.2 includes two examples of identified peaks in the
pSTS and FFA regions.
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Figure 3.0.1: Location of the M170 for each participant in CTF coordinate
system
Figure 3.0.2: Example of location of the M170 source, a) in pSTS region, b)
in FFA region
Source waveforms were extracted and used to determine whether face
processing was dominant to objects at those locations. Using the peak
M170 response in the 100 to 250 ms post-stimulus interval as a
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measurement, the paired t-test results revealed a main effect of stimulus
type, with faces eliciting a greater neuromagnetic response than objects
(p-value = 4.44e-4). This means, that indeed, in children the M170 is
caused by face perception. Figure 3.0.3 compares the grand average plots of
face and object conditions, where the average value of the peak
corresponding to face processing is around 10 nA and is twice as big as the
average peak corresponding to the object.
Figure 3.0.3: Grand average and spread for face and object conditions, where
** is defined as the time point with p-value <0.05
Average plots of angry, fearful and neutral conditions have shown no
notable noise present, thus the peak value was chosen as the measurement
to test the hypothesis. The paired t-test revealed no differences in
amplitudes between emotional and neutral face conditions, meaning there
were no main effect of stimulus type, because the M170 did not peak at
significantly different amplitudes (p-value for angry = 0.65 and p-value for
fearful = 0.12). Subsequently, the latency was analysed. Figure 3.0.4
compares the M170 latencies, where the time behaviour of all conditions are
very similar. The second set of paired t-tests stated that the M170 peak
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latency across all three conditions did not peak at significantly different
latencies (p-value for angry = 0.42 and p-value for fearful = 0.25). Figure
3.0.5 illustrates grand-average M170 waveforms elicited by angry and
fearful conditions, as well as neutral conditions. All three waveforms
demonstrate the same behaviour, a peak amplitude of approximately 10 nA
at around 170 ms.
Figure 3.0.4: Latency of M170 for face, angry, fearful and neutral conditions
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Figure 3.0.5: Grand average and spread for angry, fearful and neutral condi-
tions
Table 3.1: P-values for computed paired t-tests of Group Analysis
The results of the single subject analysis are shown in Table 3.2 and they
agree with the group analysis results, since a very small number of tests
showed significance. When comparing the peak values, only one participant
showed a significant difference for angry vs. neutral and none for fearful vs
neutral. Two participants had a significant difference in angry vs neutral
latency and one for fearful vs neutral.
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Table 3.2: P-values for computed paired t-tests of Single Subject Analysis
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Discussion
The current study has presented a couple of main points. ERB has
identified a source of M170 in the occipital-temporal-parietal region in the
right hemisphere. Using the peak M170 response in the 100 to 250 ms
post-stimulus interval as a measurement, the paired t-test results revealed a
main effect of stimulus type, with faces eliciting a greater neuromagnetic
response than objects (p-value = 4.44e-4). This means, that indeed, in
children the M170 is caused by face perception. On average M170 peaked
at 171 ms, which agrees with previous findings in adults, but M170 in
children and adults are not exactly the same. A paper which is currently in
review (Kozhemiako, et al., 2021) using dynamic faces instead of static
faces, showed that children and adults have more or less the same
activation pattern and at around 50-120 ms post stimuli, but the later
activities are different, mainly at the later stages. Those activation in
adults are stronger compared to children and involve core face processing
regions as well as more regions involved in the face-processing network. In
addition, the statistical analysis of this thesis has confirmed the significance
of face processing as the source for the M170 signal. This result agrees with
existing literature on the N170 component (Taylor et al., 2001). Source
localisation showed that children in the age range of 9 to 15 years showed a
peak location in the pSTS region, and older children showed a peak in FFA.
A number of EEG studies claim that in children N170 comes with a lot of
developmental changes: the latency decreases and the amplitude becomes
more negative with age (Batty & Taylor, 2006). Our results suggest there
may be a change in peak location from pSTS in younger participants to
FFA in older (similar to adult findings). This trend should be confirmed by
collecting data from a larger number of participants would be required to
determine if the source location of M170 changes with age.
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Further statistical analysis has concluded that there was no effect of the face
emotion on the generation of M170. The statistical results from this study
failed to support previous suggestions that emotional facial expressions
trigger an increased ERP when compared with the neutral faces (Eimer et
al., 2007) and might suggest that in children M170 is not affected by facial
expression (Eimer et al., 2002). These findings however is not consistent
with other literature. According to a paper, which investigated functional
connectivity of multiple brain regions in typically developing children,
during the presentation of happy faces alpha-band phase synchronization
was increased in the first 400 ms of face processing. This in turn, involved
the activation of left fusiform left and right insulae, left ACC, left and right
amygdalae and left and right fusiform gyrus (Safar, et al., 2018).
The contradiction results of this thesis might have been caused by late
development of the responsiveness of M170 to emotions, which may occur
at the age of 14 to 15 years old (Batty et al., 2006) compared to our 9-17
cohort. Our results are consistent with Kozhemiako et al. They
investigated how different face processing is between children and adults
during a dynamic context of movie watching. Their findings support the
idea of face-selective networks maturing over age, as well as the maturation
of higher order cortical areas engaged in face processing (Kozhemiako, et
al., 2021).
Another possible explanation of why the expected results failed to find
emotional difference may be because of the mislocalization of the M170
peak. However since the face selectivity of the locations identified were
significant suggests that the locations are probably correct. In addition, the
absence of individual structural MRIs when creating a head model might
have affected the localization of the M170 source. There is also evidence
that the FFA in the left hemisphere gets activated by the contextual
information surrounding face stimuli (Meng et al., 2012). On the other
hand, other researchers suggest that face processing is distributed across
both hemispheres (Haxby and Gobbini, 2011). Left hemisphere activity was
not explained in this thesis.
Low statistical power could be the other season why significant differences
of face emotion processing were not seen. In general, a low number of
participants reduce the chance of detecting small differences between two
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conditions. Having 10 participants was enough to show the face significance
in generating M170, as there was a large difference between the brain
responses to face and object. However, because the differences between face
emotions could be smaller, there may not have been enough statistical
power to observe a difference.
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Conclusion and Future Work
Overall, the current study suggests that M170 plays a vital role in children’s
face processing. We found that the M170 peak latencies were elicited by
face processing at around 170 ms and has an average amplitude of 10 nA.
The face significance was found to have a very low p-value = 4.44e-4.
Nonetheless, the M170 localised to pSTS or FFA. We observed a possible
maturation trend from pSTS to FFA. Statistical analyses of peak latency
and amplitude for the right M170 source waveforms failed to identify
significant differences of emotional processing in healthy children. These
results underline the importance of exploring this problem more and trying
different analytical methods to identify the source of facial emotion
processing in children. A larger number of subjects would result in a study
with a better statistical power, thus a higher chance of finding significant
results for face emotion processing.
When performing further research, it is key to understand that analysis of
emotional facial expression in children is based on an undeveloped and
complex neural network which causes changes in the distribution and
localization of ERP response over time. This may be why current findings
did not agree with the results drawn from adult facial emotion processing.
An understanding of how face processing develops across childhood will
provide crucial implications for atypical development. One way to conduct
this study is to search for M170 in some other locations, such as the left
hemisphere or even amygdala. It is also possible that M170 is not the only
face related ERP, Hileman suggests that P1 (positivity at 100 ms) is
another face related perception signal (Hileman et al., 2011). Thus, it
would be interesting to investigate the relationships between M100 and
27
M170 during face processing.
There is still a lot of work that has to be done in order to fully understand
the mechanism of face and face emotions processing both in adults and
children. However once it is understood, there will be a huge potential to
solve issues related to face perception.
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T., . . . Curio, G. (2015). The 170ms response to faces as measured by
MEG (M170) is consistently altered in congenital prosopagnosia. PloS One,
10(9), e0137624.
Meaux, E., Roux, S., & Batty, M. (2014). Early visual ERPs are influenced
by individual emotional skills. Social Cognitive and Affective Neuroscience,
9(8), 1089–1098.
Meng, M., Cherian, T., Singal, G., & Sinha, P. (2012). Lateralization of
face processing in the human brain. Proceedings. Biological Sciences,
279(1735), 2052–2061.
Pitcher, D., Walsh, V., and Duchaine, B. (2011). The role of the occipital
face area in the cortical face perception network. Experimental Brain
Research, 209(4), 481–493.
Puce, A., Allison, T., Gore, J. C., and McCarthy, G. (1995). Face-sensitive
regions in human extrastriate cortex studied by functional MRI. Journal of
Neurophysiology, 74(3), 1192–1199.
R3
Safar, K., Wong, S. M., Leung, R. C., Dunkley, B. T., & Taylor, M. J.
(2018). Increased functional connectivity during emotional face processing
in children with autism spectrum disorder. Frontiers in Human
Neuroscience, 12, 408.
Sarvas, J. (1987). Basic mathematical and electromagnetic concepts of the
biomagnetic inverse problem. Physics in Medicine and Biology, 32(1),
11–22.
Scherf, K. S., Behrmann, M., Humphreys, K., and Luna, B. (2007). Visual
category-selectivity for faces, places and objects emerges along different
developmental trajectories. Developmental Science, 10(4), F15-30.
Singh, S. P. (2014). Magnetoencephalography: Basic principles. Annals of
Indian Academy of Neurology, 17(Suppl 1), S107-12.
Taylor, M. J., Batty, M., and Itier, R. J. (2004). The faces of development:
a review of early face processing over childhood. Journal of Cognitive
Neuroscience, 16(8), 1426–1442.
Taylor, M. J., Edmonds, G. E., McCarthy, G., and Allison, T. (2001). Eyes
first! Eye processing develops before face processing in children.
Neuroreport, 12(8), 1671–1676.
Xu, Q., Ruohonen, E. M., Ye, C., Li, X., Kreegipuu, K., Stefanics, G., . . .
Astikainen, P. (2018). Automatic processing of changes in facial emotions












   













































01 01 01 
02 02 02 
03 03 03 
04 04 04 





Figure A.4: Virtual sensor plots of identified peak locations of angry (left column), fearful (middle column) and neutral (left 
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Figure A.7: Head points stored in polhemus file a) before and b) after cleaning the. The removed outliers are circled in a) 
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Figure A.8: Located fiducial points on a dummy structural MRI, a) left ear, b) right ear, c) nasial. Note: the MRIs had to get 



















Variables Entire cohort Cohort used for data 
processing 
Number of participants 17 10 
Age range [y.o.] 9 - 17 9 - 16 
Mean age [y.o.] 12.65 13 
SD age [y.o.] 2.5 2.4 
Females/Males 10/7 5/5 
Handedness (right/left) 16/1 10/0 
Table A.1: The participants characteristics 
 
 
Table A.2: Coordinates of peak locations for each subject in CTF coordinate system 
 
 
Table A.3: Time points of peaks for each subject 
Appendix B
This appendix contains the bash scripts and MATLAB code which were






To preprocess the data a Linux based virtual machine with CTF MEG Software tool installed is 
needed. 
 








./addMarker -n vef1 -C "0x00040000" $file 
./addMarker -n vef2 -C "0x00080000" $file 
./addMarker -n vef3 -C "0x00100000" $file 
./addMarker -n vef4 -C "0x00200000" $file 
./addMarker -n vef5 -C "0x00400000" $file 
./addMarker -n vef6 -C "0x00800000" $file 
 
./newDs -marker vef1 -time -0.2 1.0 -overlap 0.1 $file "${file2}_neutral.ds" 
./newDs -marker vef2 -time -0.2 1.0 -overlap 0.1 $file "${file2}_angry.ds" 
./newDs -marker vef3 -time -0.2 1.0 -overlap 0.1 $file "${file2}_fearful.ds" 
./newDs -marker vef4 -time -0.2 1.0 -overlap 0.1 $file "${file2}_butterfly.ds" 
./newDs -marker vef5 -time -0.2 1.0 -overlap 0.1 $file "${file2}_fish.ds" 
./newDs -marker vef6 -time -0.2 1.0 -overlap 0.1 $file "${file2}_guitar.ds" 
 








./filterDs -d $file -o "${file2}_neutral.ds" -f 0.5 40 -gradient 3 
 













ds2=" /filePath/fileName_obj-f.ds "  
ds="/ filePath/fileName_all.ds"  
./grandDs $ds1 $ds2 $dsS 
 
Clean Polhemus Files: 














subj = {'01', '02', '03', '04', '05', '06', '07', '08', 
'09', '10'}; 
alpha = 0.05; 
 
[hGroup, pGroup] = groupStatisticalAnalysis(subj, alpha); 
[hSingle, pSingle] = singleSubjectStatisticalAnalysis(subj, 
alpha); 
 
Statistics for Group Analysis: 
function [h, p] = groupStatisticalAnalysis(subj, alpha) 
% Purpose 
% Performs statistical analysis to find the significance of 
the emotion 





% Inputs (required) 
% subj - cell of strings with subject ID 
% alpha - significance level 
% 
% Output 
% h - test decision for all null hypothesis 
% The result h is 1 if the test rejects the null 
hypothesis, 0 otherwise. 
% p – p-values for all hypothesis tests 
% 
% Displays and saves the grand averages of 
face/obj/angry/fearful/neutral 
% conditions 




% Rob Campbell (2021). raacampbell/shadedErrorBar 
% (https://github.com/raacampbell/shadedErrorBar), GitHub. 
% Retrieved August 14, 2021. 
% 
% 







n = size(subj, 2); 
 
facePeak = zeros(10, 1); 
objPeak = zeros(10, 1); 
peakTime = zeros(10, 1); 
  
faceAll = zeros(10, 721); 
objAll = zeros(10, 721); 
  
%get time vector 
time = load(['\directory']); 
time = time.timeVec; 
  
%% find the peak values 




     
    %load VS data 
    face = load(['… \.mat files\', subj{i}, 
'_VS_face.mat']); 
    obj = load(['…\.mat files\', subj{i}, '_VS_obj-
2.mat']); 
     
    faceAll(i,:) = face.data'; 
    objAll(i,:) = obj.data'; 
     
    [facePeak(i), peakTime(i)] = 
max(abs(face.data(181:275)));    %take the peak of the face 
    objPeak(i) = abs(obj.data(peakTime(i) + 180)); %take 
the value of the obj at the face's peak time point 
     
    clear face obj 
end 
  
%% plot grand average 
figure(1) 
subplot(3, 1, 1) 
shadedErrorBar(time', faceAll, {@mean, @std}, 'lineprops', 
'-r') 
title('Grand Average of Face'); 
ylabel('Moment [nA]'); 
legend('Mean', 'location', 'northwest'); 
yticks([-20 -10 0 10 20 30]); 
  
subplot(3, 1, 2) 
shadedErrorBar(time', objAll, {@mean, @std}, 'lineprops', 
'-b') 
title('Grand Average of Object'); 
ylabel('Moment [nA]'); 
legend(['Mean'], 'location', 'northwest'); 
yticks([-20 -10 0 10 20 30]); 
  
subplot(3, 1, 3) 
shadedErrorBar(time', faceAll, {@mean, @std}, 'lineprops', 
'-r') 
shadedErrorBar(time', objAll, {@mean, @std}, 'lineprops', 
'-b') 
title('Overlay of Means'); 




legend('Face Mean', 'Object Mean', 'location', 
'northwest'); 
yticks([-20 -10 0 10 20 30]); 
  
print(gcf,'-dpng','Grand Avg Plots of face and obj');  
%save the figure 
  
%% perform paired t-test, one tailed 
tStatFaceObj = squeeze(mean(facePeak - 
objPeak)./(std(facePeak - objPeak)/sqrt(n))); 
tCritFaceObj = abs(tinv(alpha,(n - 1))); 
h1 = tStatFaceObj > tCritFaceObj; 
p1 = 1 - tcdf(tStatFaceObj, n-1); 
  
if (h1 == 1) 
    disp('The null hypothesis: "data in face and obj 
conditions has equal means" was REJECTED') 
else 
    disp('The null hypothesis: "data in face and obj 
conditions has equal means" was FAILED TO REJECT') 
end 
  
%% test hypothesis among faces 
angryPeak = zeros(10, 1); 
fearfulPeak = zeros(10, 1); 
neutralPeak = zeros(10, 1); 
  
angryAll = zeros(10, 721); 
fearfulAll = zeros(10, 721); 
neutralAll = zeros(10, 721); 
  
%plot the average to check for noise 
for i = 1:n 
     
    %load VS data 
    angry = load([‘…\.mat files\', subj{i}, '_angry.mat']); 
    fearful = load(['…\.mat files\', subj{i}, 
'_fearful.mat']); 
    neutral = load(['…\.mat files\', subj{i}, 
'_neutral.mat']); 
     
    angryAll(i,:) = angry.data'; 
    fearfulAll(i,:) = fearful.data'; 




     
        figure(i+1); 
        subplot(3, 1, 1); 
        plot(angry.timeVec, angry.data); title([subj{i}, ' 
Angry']); 
        subplot(3, 1, 2); 
        plot(fearful.timeVec, fearful.data); 
title([subj{i}, ' Fearful']); 
        subplot(3, 1, 3); 
        plot(neutral.timeVec, neutral.data); 
title([subj{i}, ' Neutral']); 
        print(gcf,'-dpng',['Avg Plots for', subj{i}]);  
%save the figure 
     




    choice = menu('What measurment will you use for t-
test?','Average','Peak'); 
    if choice == 1 
        for i = 1:n 
            angryPeak(i) = mean(abs(angryAll(i, 
peakTime(i)+180 - 5: peakTime(i)+180 + 5))); 
            fearfulPeak(i) = mean(abs(fearfulAll(i, 
peakTime(i)+180 - 5: peakTime(i)+180 + 5))); 
            neutralPeak(i) = mean(abs(neutralAll(i, 
peakTime(i)+180 - 5: peakTime(i)+180 + 5))); 
        end 
        break 
    else 
        for i = 1:n 
            [angryPeak(i), peakTime1(i)] = 
max(abs(angryAll(i, 181:275))); %take the value of the 
angry at the face's peak time point 
            [fearfulPeak(i), peakTime2(i)] = 
max(abs(fearfulAll(i, 181:275))); %take the value of the 
angry at the face's peak time point 
            [neutralPeak(i), peakTime3(i)] = 
max(abs(neutralAll(i, 181:275))); %take the value of the 
angry at the face's peak time point 
        end 
        break 







%% plot grand average 
figure(12) 
subplot(3, 1, 1) 
shadedErrorBar(time', angryAll, {@mean, @std}, 'lineprops', 
'-r') 
title('Grand Average of Angry'); 
ylabel('Moment [nA]'); 
legend(['Mean'], 'location', 'northwest'); 
yticks([-20 -10 0 10 20]); 
  
subplot(3, 1, 2) 
shadedErrorBar(time', fearfulAll, {@mean, @std}, 
'lineprops', '-b') 
title('Grand Average of Fearful'); 
ylabel('Moment [nA]'); 
legend(['Mean'], 'location', 'northwest') 
yticks([-20 -10 0 10 20]); 
  
subplot(3, 1, 3) 
shadedErrorBar(time', neutralAll, {@mean, @std}, 
'lineprops', '-g') 
title('Grand Average of Neutral'); 
xlabel('time [ms]'); ylabel('Moment [nA]'); 
legend(['Mean'], 'location', 'northwest'); 
yticks([-20 -10 0 10 20]); 
  
print(gcf,'-dpng','Grand Avg Plots of angry fearful 
neutral');  %save the figure 
  
%% perform paired t-test, one tailed 
tStatAngryNeutral = squeeze(mean(angryPeak - 
neutralPeak)./(std(angryPeak - neutralPeak)/sqrt(n))); 
tCritAngryNeutral = abs(tinv(alpha, n-1)); 
h2 = tStatAngryNeutral > tCritAngryNeutral; 
p2 = 1 - tcdf(tStatAngryNeutral, n-1); 
  
if (h2 == 1) 
    disp('The null hypothesis: "data in angry and neutral 





    disp('The null hypothesis: "data in angry and neutral 
conditions has equal means" FAILED TO REJECT') 
end 
  
%% perform paired t-test, one tailed 
tStatFearfulNeutral = squeeze(mean(fearfulPeak - 
neutralPeak)./(std(fearfulPeak - neutralPeak)/sqrt(n))); 
tCritFearfulNeutral = abs(tinv(alpha, n-1)); 
h3 = tStatFearfulNeutral > tCritFearfulNeutral; 
p3 = 1 - tcdf(tStatFearfulNeutral, n-1); 
  
if (h3 == 1) 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal means" was REJECTED') 
else 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal means" FAILED TO REJECT') 
end 
  
%% perform paired t-test, two tailed 
tStatAngryNeutral2 = squeeze(mean(time(peakTime1+180) - 
time(peakTime3+180))./(std(time(peakTime1+180) - 
time(peakTime3+180))/sqrt(n))); 
tCritAngryNeutral2 = abs(tinv(alpha, n-1)); 
h4 = tStatAngryNeutral2 > tCritAngryNeutral2; 
if (tStatAngryNeutral2 > 0) 
    p4 = 2*(1-tcdf(abs(tStatAngryNeutral2), n-1)); 
else 
    p4 = 2*(tcdf(abs(tStatAngryNeutral2), n-1)); 
end 
  
if (h4 == 1) 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal latency" was REJECTED') 
else 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal latency" FAILED TO REJECT') 
end 
  
tStatFearfulNeutral2 = squeeze(mean(time(peakTime2+180) - 
time(peakTime3+180))./(std(time(peakTime2+180) - 
time(peakTime3+180))/sqrt(n))); 
tCritFearfulNeutral2 = abs(tinv(alpha, n-1)); 




if (tStatFearfulNeutral2 > 0) 
    p5 = 2*(1 - tcdf(abs(tStatFearfulNeutral2), n-1)); 
else 
    p5 = 2*(tcdf(abs(tStatFearfulNeutral2), n-1)); 
end 
  
if (h5 == 1) 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal latency" was REJECTED') 
else 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal latency" FAILED TO REJECT') 
end 
  
tStatAngryFearful2 = squeeze(mean(time(peakTime1+180) - 
time(peakTime2+180))./(std(time(peakTime1+180) - 
time(peakTime2+180))/sqrt(n))); 
tCritAngryFearful2 = abs(tinv(alpha, n-1)); 
h6 = tStatAngryFearful2 > tCritAngryFearful2; 
if (tStatAngryFearful2 > 0) 
    p6 = 2*(1 - tcdf(abs(tStatAngryFearful2), n-1)); 
else 
    p6 = 2*(tcdf(abs(tStatAngryFearful2), n-1)); 
end 
  
if (h6 == 1) 
    disp('The null hypothesis: "data in angry and fearful 
conditions has equal latency" was REJECTED') 
else 
    disp('The null hypothesis: "data in angry and fearful 
conditions has equal latency" FAILED TO REJECT') 
end 
  
h = [h1 h2 h3 h4 h5 h6]; 














Statistics for Single Subject Analysis: 
function [h, p] = single 
singleSubjectStatisticalAnalysis(subj, alpha) 
% Purpose 
% Performs single subject statistical analysis  
% 
% Inputs (required) 
% subj - cell of strings with subject ID 
% alpha - significance level 
% 
% Output 
% h - test decision for all null hypothesis 
% The result h is 1 if the test rejects the null 
hypothesis, 0 otherwise. 
% p – p-values for all hypothesis tests 
% 
% Reference 
% Rob Campbell (2021). raacampbell/shadedErrorBar 
% (https://github.com/raacampbell/shadedErrorBar), GitHub. 
% Retrieved August 14, 2021. 
% 
% 







%% Run this to load fieldtrip 
addpath  …\fieldtrip-20210629 
ft_defaults 
  
%% Load data 
subjN = size(subj); 
 
for j = 1:subjN  
directory = ['subject directory’]; 
cd(directory) 
  
%% Load Neutral 




cfg.dataset                 = subj{j}; 
cfg.trialfun                = 'ft_trialfun_general'; % this 
is the default 
cfg.trialdef.eventtype      = 'backpanel trigger'; 
cfg.trialdef.eventvalue     = 4; 
cfg.trialdef.prestim        = 0.2; % in seconds 
cfg.trialdef.poststim       = 1; % in seconds 
  
cfg = ft_definetrial(cfg); 
  
% read the continuous data 
fs = 512; 
cfg.continuous = 'yes'; 
cfg.channel    = {'MEG'}; 
  
data = ft_preprocessing(cfg); 
  
% low-pass fitler to prepare for down-sampling 
cfg =[]; 
cfg.lpfilter = 'yes'; 
cfg.lpfreq = 30; 
data = ft_preprocessing(cfg, data); 
  
% resample 
cfg = []; 
cfg.detrend    = 'no'; 
cfg.resamplefs = fs; 
data = ft_resampledata(cfg, data); 
  
% baseline correction 
cfg = []; 
cfg.demean          = 'yes'; 
cfg.baselinewindow  = [-200 0]; 
data = ft_preprocessing(cfg, data); 
  
% high pass 
cfg =[]; 
cfg.hpfilter = 'yes'; 
cfg.hpfreq = 0.5; 
data = ft_preprocessing(cfg, data); 
  
% notch 





cfg.dftfreq = [60 120 180]; 
data = ft_preprocessing(cfg, data); 
  
trlNum1 = size(data.trial,  2); %number of trials in 
neutral cond 
  
for i = 1:trlNum1 
    trial(:,:,i) = data.trial{i}; 
end 
  
for i = 32:71 
    trialN(i-31,:,:) = trial(i, :, :); 
end 
  
for i = 103:142 
    trialN(i-63,:,:) = trial(i, :, :); 
end 
  
for i = 1:trlNum1 
    trialAvgN(i, :) = mean(trialN(:,:,i),1); 
end 
  
clear trial cfg 
  
%% Load Angry 
cfg                         = []; 
cfg.dataset                 = subj{j}; 
cfg.trialfun                = 'ft_trialfun_general'; % this 
is the default 
cfg.trialdef.eventtype      = 'backpanel trigger'; 
cfg.trialdef.eventvalue     = 8; 
cfg.trialdef.prestim        = 0.2; % in seconds 
cfg.trialdef.poststim       = 1; % in seconds 
  
cfg = ft_definetrial(cfg); 
  
% read the continuous data 
fs = 512; 
cfg.continuous = 'yes'; 
cfg.channel    = {'MEG'}; 
  
data = ft_preprocessing(cfg); 
  





cfg.lpfilter = 'yes'; 
cfg.lpfreq = 30; 
data = ft_preprocessing(cfg, data); 
  
% resample 
cfg = []; 
cfg.detrend    = 'no'; 
cfg.resamplefs = fs; 
data = ft_resampledata(cfg, data); 
  
% baseline correction 
cfg = []; 
cfg.demean          = 'yes'; 
cfg.baselinewindow  = [-200 0]; 
data = ft_preprocessing(cfg, data); 
  
% high pass 
cfg =[]; 
cfg.hpfilter = 'yes'; 
cfg.hpfreq = 0.5; 
data = ft_preprocessing(cfg, data); 
  
% notch 
cfg = []; 
cfg.dftfilter='yes'; 
cfg.dftfreq = [60 120 180]; 
data = ft_preprocessing(cfg, data); 
  
trlNum2 = size(data.trial,  2); %number of trials in angry 
cond 
  
for i = 1:trlNum2 
    trial(:,:,i) = data.trial{i}; 
end 
  
for i = 32:71 
    trialA(i-31,:,:) = trial(i, :, :); 
end 
  
for i = 103:142 






for i = 1:trlNum2 
    trialAvgA(i, :) = mean(trialA(:,:,i),1); 
end 
  
clear trial cfg 
  
  
%% Load Fearful 
cfg                         = []; 
cfg.dataset                 = subj{j}; 
cfg.trialfun                = 'ft_trialfun_general'; % this 
is the default 
cfg.trialdef.eventtype      = 'backpanel trigger'; 
cfg.trialdef.eventvalue     = 16; 
cfg.trialdef.prestim        = 0.2; % in seconds 
cfg.trialdef.poststim       = 1; % in seconds 
  
cfg = ft_definetrial(cfg); 
  
% read the continuous data 
fs = 512; 
cfg.continuous = 'yes'; 
cfg.channel    = {'MEG'}; 
  
data = ft_preprocessing(cfg); 
  
% low-pass fitler to prepare for down-sampling 
cfg =[]; 
cfg.lpfilter = 'yes'; 
cfg.lpfreq = 30; 
data = ft_preprocessing(cfg, data); 
  
% resample 
cfg = []; 
cfg.detrend    = 'no'; 
cfg.resamplefs = fs; 
data = ft_resampledata(cfg, data); 
  
% baseline correction 
cfg = []; 
cfg.demean          = 'yes'; 
cfg.baselinewindow  = [-200 0]; 





% high pass 
cfg =[]; 
cfg.hpfilter = 'yes'; 
cfg.hpfreq = 0.5; 
data = ft_preprocessing(cfg, data); 
  
% notch 
cfg = []; 
cfg.dftfilter='yes'; 
cfg.dftfreq = [60 120 180]; 
data = ft_preprocessing(cfg, data); 
  
trlNum3 = size(data.trial,  2); %number of trials in 
fearfull cond 
  
for i = 1:trlNum3 
    trial(:,:,i) = data.trial{i}; 
end 
  
for i = 32:71 
    trialFr(i-31,:,:) = trial(i, :, :); 
end 
  
for i = 103:142 
    trialFr(i-63,:,:) = trial(i, :, :); 
end 
  
for i = 1:trlNum3 
    trialAvgFr(i, :) = mean(trialFr(:,:,i),1); 
end 
  
clear trial cfg 
  
%% Hypothesis Test for facial emotions 
  
n = min([trlNum1, trlNum2, trlNum3]); 
  
for i = 1:n 
    [angryPeak(i), peakTime1(i)] =  max(abs(trialAvgA(i, 
155:229))); %take the max value of angry 
    [fearfulPeak(i), peakTime2(i)] =  max(abs(trialAvgFr(i, 
155:229))); %take the max value of furaful 
    [neutralPeak(i), peakTime3(i)] =  max(abs(trialAvgN(i, 






% test peak 
tStatAngryNeutral = squeeze(mean(angryPeak - 
neutralPeak)./(std(angryPeak - neutralPeak)/sqrt(n))); 
tCritAngryNeutral = abs(tinv(alpha, n-1)); 
h1 = tStatAngryNeutral > tCritAngryNeutral; 
p1 = 1 - tcdf(tStatAngryNeutral, n-1); 
  
disp(['SUBJ ' num2str(j)]) 
  
if (h1 == 1) 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal means" was REJECTED') 
else 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal means" FAILED TO REJECT') 
end 
disp(['p-value =  ' num2str(p2)]) 
  
tStatFearfulNeutral = squeeze(mean(fearfulPeak - 
neutralPeak)./(std(fearfulPeak - neutralPeak)/sqrt(n))); 
tCritFearfulNeutral = abs(tinv(alpha, n-1)); 
h2 = tStatFearfulNeutral > tCritFearfulNeutral; 
p2 = 1 - tcdf(tStatFearfulNeutral, n-1); 
  
if (h2 == 1) 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal means" was REJECTED') 
else 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal means" FAILED TO REJECT') 
end 
disp(['p-value =  ' num2str(p3)]) 
  
%test latency 
time = data.time{1}; 
  
tStatAngryNeutral2 = squeeze(mean(time(peakTime1+180) - 
time(peakTime3+180))./(std(time(peakTime1+180) - 
time(peakTime3+180))/sqrt(n))); 
tCritAngryNeutral2 = abs(tinv(alpha, n-1)); 
h3 = tStatAngryNeutral2 > tCritAngryNeutral2; 




    p3 = 2*(1-tcdf(abs(tStatAngryNeutral2), n-1)); 
else 
    p3 = 2*(tcdf(abs(tStatAngryNeutral2), n-1)); 
end 
  
if (h3 == 1) 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal latency" was REJECTED') 
else 
    disp('The null hypothesis: "data in angry and neutral 
conditions has equal latency" FAILED TO REJECT') 
end 
disp(['p-value =  ' num2str(p4)]) 
  
tStatFearfulNeutral2 = squeeze(mean(time(peakTime2+180) - 
time(peakTime3+180))./(std(time(peakTime2+180) - 
time(peakTime3+180))/sqrt(n))); 
tCritFearfulNeutral2 = abs(tinv(alpha, n-1)); 
h4 = tStatFearfulNeutral2 > tCritFearfulNeutral2; 
if (tStatFearfulNeutral2 > 0) 
    p4 = 2*(1 - tcdf(abs(tStatFearfulNeutral2), n-1)); 
else 
    p4 = 2*(tcdf(abs(tStatFearfulNeutral2), n-1)); 
end 
  
if (h4 == 1) 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal latency" was REJECTED') 
else 
    disp('The null hypothesis: "data in fearful and neutral 
conditions has equal latency" FAILED TO REJECT') 
end 
disp(['p-value =  ' num2str(p5)]) 
 
h = [h1 h2 h3 h4]; 
p = [p1 p2 p3 p4]; 
end 
 
 
