We consider the interchange process (IP) on the d-dimensional, discrete hypercube of sidelength n. Specifically, we compare the spectral gap of the IP to the spectral gap of the random walk (RW) on the same graph. We prove that the two spectral gaps are asymptotically equivalent, in the limit n → ∞. This result gives further supporting evidence for a conjecture of Aldous, that the spectral gap of the IP equals the spectral gap of the RW on all finite graphs. Our proof is based on an argument invented by Handjani and Jungreis, who proved Aldous's conjecture for all trees.
Introduction
This paper is concerned with a certain conjecture of Aldous regarding the interchange process (IP) and the random walk (RW) on finite graphs. The IP is related to the RW, and can be thought of as a graphical representation for the RW. It is the process that Liggett calls the "stirring process" in Section VIII.4 of his monograph, [6] . The difference between the IP and the RW is this: while for the RW you have one particle moving about the vertices of the graph, in the IP there are many more particles. Specifically, there is one particle at each vertex; all particles are distinguishable; and at random times particles at two endpoints of an edge interchange their positions. So the IP is really a random walk on permutations. The stirring process also gives a graphical representation for the symmetric exclusion process (SEP).
For a fixed graph, G, let us refer to the Markov generator of the IP and RW by the symbols Ω IP (G) and Ω RW (G), respectively. The IP is a richer stochastic process than the RW, which is reflected in the eigenvalues: spec(Ω RW (G)) ⊆ spec(Ω IP (G)). One important quantity derived from the eigenvalues is the spectral gap, which is the distance between the two largest eigenvalues of the Markov generator. The spectral gap equals the reciprocal of the "relaxation time", and it is related to the mixing time. See, for example, Chapter 8 of Aldous and Fill's book [1] or Section 7.2 of Peres's notes [8] , or Diaconis's review article about the cut-off phenomenon [2] .
Let us refer to γ IP (G) and γ RW (G) as the spectral gap for the IP and RW, respectively. Since Ω IP (G) has more eigenvalues than Ω RW (G), and since the top eigenvalues of both are the same (they equal 0 since we consider the continuous-time versions of the models) we know that γ IP (G) ≤ γ RW (G). Naively, we would expect that there is strict inequality. But Aldous conjectured that Let us say that G is an "Aldous graph" if the condition γ IP (G) = γ RW (G) is verified. Many special families of graphs have been proved to be Aldous graphs, of which the most general family is trees. Specifically, Handjani and Jungreis proved that all trees are Aldous graphs in [4] . For us, this is a key result in the literature. We will use their arguments in a fundamental way.
We are interested in discrete hypercubes
Our result for these graphs will be something weaker than Aldous's conjecture, but related to it. Let us start by recalling an important result which pre-dates Aldous's conjecture. This is Lu and Yau's bound for the spectral gap of the SEP, which we will denote γ SEP (R d n ) [7] . Using a general method, which is now known as "Yau's martingale method", they proved that γ SEP (R d n ) = O(n −2 ). This is also the known decay rate of γ RW (R d n ). Yau's martingale method is very important, and much more general than this one example suggests. It applies to many models other than the SEP. In particular it does not require any symmetry to apply, although the SEP and IP have a lot of symmetries, themselves. It also gives bounds on the Logarithmic-Sobolev-Inequality-constant, which is usually harder to bound than the spectral gap. The Logarithmic-Sobolev-Inequality-constant is important in mathematical physics and probability, and is closely related to the mixing time. (See Chapter 8 of [1] .) Presumably Yau's martingale method also applies to the IP to prove that
Aldous's conjecture would imply that γ IP (R d n )/γ RW (R d n ) = 1 for all n. Therefore, while Lu and Yau's result is not as strong as Aldous's conjecture, it is related.
Our main result is the following:
This is somewhat akin to proving Aldous's conjecture asymptotically, in the limit of large hypercubes. We view this as additional evidence in favor of Aldous's conjecture.
Outline for proof

The HJKN method
We can state the following ideas of the proof. Our result mainly relies on a theorem of Handjani and Jungreis, from [4] . They invented an argument to show that an increasing sequence G 2 , G 3 , . . . are all Aldous graphs, if one can show that the spectral gaps of the random walks are non-increasing:
Here we suppose that the number of vertices in G n is n, and we exclude the single-vertex graph because the spectral gaps do not exist. This induction argument was also independently re-discovered by Koma and Nachtergaele in a different context [5] . Therefore, we refer to the argument as the HJKN method, to acknowledge all four researchers. This method is quite useful. As Handjani and Jungreis say, "Usually, the gap for the random walk process is much easier to compute or bound than that for the interchange process." In fact Ω RW (G) is one version of the discrete Laplacian for the graph G. It is the one most closely related to the Neumann Laplacian.
A problem arises if, for a sequence of graphs, it is not the case that γ RW (G N ) is non-increasing with N . For example, for some families of graphs, it may happen that γ RW (G N ) decreases on average, but may have some steps where it increases. Let us call G N a "local minimum" if
Then our main contribution to the HJKN method is to show that it implies that each local minimum is an Aldous graph. Also, as is intuitively clear,
Let us assume that γ RW (G N ) → 0 as N → ∞. Then we can enumerate the local minima as
If we know that γ RW (G N ) ∼ CN −p , as N → ∞, for some p > 0, and C < ∞, then it is easy to conclude that N (k) ∼ k, as k → ∞. Then the upper and lower bounds imply that γ IP (G N ) ∼ CN −p , as well. This allows us to conclude that
This is what we want to prove for hypercubes of side-length n, in the limit n → ∞.
Asymptotics of the random walk spectral gap on "approximate" hypercubes
Fix the dimension, d ∈ {1, 2, . . . }. Using the HJKN method, the proof of our main result boils down to constructing a sequence of graphs G 2 , G 3 , . . . , such that
n for each integer n ≥ 2, and
It is easy to see that γ RW (R d n ) ∼ π 2 n −2 , because one can completely diagonalize Ω RW (R d n ), using the Fourier series and the "method of images". Therefore, obtaining such a sequence is certainly feasible, with C = π 2 and p = 2/d.
For the actual proof, there is a technical problem that needs to be solved: controlling the gap for the random walk on graphs G N for N between hypercubes, i.e., n d < N < (n+1) d . Since such graphs have "extra vertices" one cannot diagonalize them exactly. It is still easy to produce variational upper bounds, using the variational principle, to prove that lim sup
as is usually the case, obtaining lower bounds on the spectral gaps requires more work. Some conditions are required for the graphs. For example, at the very least such graphs must be assumed to be connected, otherwise the gap equals 0.
The key technical lemma for this part of the proof comes from a discrete version of the Trace theorem. Recall that the Trace theorem applies to an open domain U ⊂⊂ R d , such that U is compact, and such that ∂U := U \ U is piecewise C 1 . The theorem states that there is a bounded
, which is just the restriction map in the case of functions in C 2 (U ). (See Theorem 1 in Section 5.5 of Evans's textbook on PDE's, [3] .) It is easiest to understand this theorem when d = 1, and considering a function u :
, and a similar argument works to bound u(0). Thus the restriction map is bounded.
, the discrete Laplacian is, to leading order, equal to
The discrete version of the Trace theorem should imply that, for an appropriate notion of ∂G N , it is the case that
where a d and b d are finite constants (depending on d but not on n). Then one can effectively "prune" the extra vertices to reduce the graph back to R d n . The notion of ∂G N we use is G N \ R d n . In one dimension, the discrete Trace theorem is proved just as for the usual Trace theorem, except using the finite difference operator in place of the derivative. This gives the constants a 1 = b 1 = 2. When d is greater than 1, we can reduce back to the 1-dimensional case by making conditions on the graph. We partition
Then we can use the 1-dimensional discrete Trace theorem on the subgraph K d n,k (x). This results in the inequality above with a d = 2d and b d = 2. As the reader can easily check, the condition we require does imply that G N is connected, so that γ RW (G N ) > 0, at least.
Finally, we want to point-out that in this part of the proof we are guided by an important paper of Ramirez, Rider and Virag on random matrix theory [9] . Among various important contributions of that paper, they showed how to use Sobolev inequalities to prove strong types of convergence of finite-difference type operators to differential operators. In their case, they proved a compactness result similar to the Rellich-Kondrachov theorem. In our case, we needed a discrete Trace theorem.
Set-up
To begin with, we consider a slightly more general setting than the one described in the introduction. This generality will be useful later, in the proofs.
For each N ≥ 1, define X N to be the set {1, 2, . . . , N }. Let S N be the set of permutations of N , which we denote as π = (π 1 , . . . , π N ), where {π 1 , . . . , π N } = X N .
Let ℓ 2 (X N ) and ℓ 2 (S N ) be real, finite-dimensional Hilbert spaces, defined as follows. As vector spaces, let ℓ 2 (X N ) be the set of all functions f : X N → C and let ℓ 2 (S N ) be the set of all functions f : S N → C. Also, take the standard ℓ 2 inner-products:
Let U(X N ) and U(S N ) refer to the groups of all unitary operators on ℓ 2 (X N ) and ℓ 2 (S N ), respectively. There are unitary group representations
In general, let us write 1 E for the indicator function of E. Also, let us write 1 for the constant function.
. In other words, T N,i intertwines the two representations of S N .
Also note that
.
From this it is easy to see that (T N,i ) * T N,i = (N − 1)!I X N , where I X N denotes the identity operator on ℓ 2 (X N ). Among other things, this implies that T N,i is injective.
Given any π ∈ S N , let us define ∆ N,π :
where I X N and I S N represent the identity operators on ℓ 2 (X N ) and ℓ 2 (S N ), respectively. These operators can be written as
Therefore, they are both negative semi-definite operators. I.e., f,
Recall that, given a finite state space X, a Markov generator for a continuous-time Markov process on X is an operator, Ω : ℓ 2 (X) → ℓ 2 (X), satisfying the following two conditions:
• Ω1 = 0; and 
Since T N,i 1 = 1 for all i ∈ X N , the fact that spec(∆ N (r)) ⊆ spec( ∆ N (r)) immediately implies that We define γ RW N (q) and γ IP N (q) to be γ(Ω RW N (q)) and γ(Ω IP N (q)), respectively. Of course, γ IP N (q) ≤ γ RW N (q) because Ω RW N (q) and Ω IP N (q) are special cases of the ∆ N (r) and ∆ N (r), considered before. In this context, Aldous's conjecture is the following.
Conjecture 2.2 (Aldous's conjecture for the IP) For every N ≥ 2 and every
q : X N,2 → [0, ∞), γ IP N (q) = γ RW N (q) .
Remark 2.3 If N = 1 then there is only one eigenvalue of both the RW and IP, counting multiplicity. So there is no spectral gap in that case. For this reason, we never consider the case
when N = 2, both operators are 2 × 2 matrices, which coincide. So γ IP 2 (q) = γ RW 2 (q) = 2q({1, 2}).
Consider a finite graph G = (V, E), where V is the vertex set and E is the edge set. We let N = |V |. We consider edges to be unordered pairs {x, y}, and we do not allow "loops". So E can be any subset of {{x, y} : x, y ∈ V , x = y}. Consider any enumeration of the vertices:
We define Ω RW (G) and Ω IP (G) to be Ω RW N (q) and Ω IP N (q) for this q. We also define γ RW (G) and γ RW (G) to be γ(Ω RW (G)) and γ(Ω IP (G)), respectively.
Definition 2.5 We say that G is an "Aldous graph" if q G satisfies Aldous's condition.
Let d ∈ {1, 2, 3, . . . } be chosen as the dimension. Consider Z d to be the infinite graph with vertex set Z d = {(x 1 , . . . , x d ) : x 1 , . . . , x d ∈ Z}, such that {x, y} is an edge if and only if x−y 1 = 1, where
This is the usual graph structure on Z d making it the simple (hyper)cubic lattice. Considering Z d as the vertex set, given any finite subset V ⊂ Z d , let us consider G to be the induced subgraph. So E = {{x, y} : x, y ∈ V , x − y 1 = 1}. We will then simply write V , rather than (V, E). So we refer to γ RW (V ) and γ IP (V ) instead of γ RW (G) and γ IP (G). In particular, we consider the discrete, d-dimensional hypercube of side-length n:
With these preliminaries completed, we have all the necessary definitions to understand our main result:
As we mentioned in the introduction, this is somewhat similar to proving that for hypercubes, Aldous's conjecture holds 'asymptotically' in the limit that the side-length, n, approaches ∞.
The HJKN Method
In this section we will review Handjani and Jungreis's key theorem from their paper [4] , and we will state a simple corollary of their methodology. We call this the HJKN method.
Definition 3.1 Suppose that for each k = 2, . . . , N , we have a rate function, 
then q 2 , . . . , q N all satisfy the Aldous condition.
Remark 3.3 Handjani and Jungreis did not state their theorem this way: they stated something slightly less general. They restricted attention to the case
q k+1 ({i, j}) = q k ({i, j}) for every 1 ≤ i < j ≤ k < N .
But their proof works in this more general setting with no changes.
We will not prove Handjani and Jungreis's theorem, here, since it can be found in [4] . It is their main result: Theorem 1. The reader is urged to consult their paper, which we find to be highly readable, and which contains other interesting results, as well.
As we mentioned in the introduction, essentially the same argument was re-discovered, although in the context of quantum spin systems, by Koma and Nachtergaele in [5] . It is for this reason that we call the method the HJKN method, for Handjani, Jungreis, Koma and Nachtergaele.
The main goal for the rest of this section will be to prove the following simple corollary of
Handjani and Jungreis's theorem. 
The key to proving the corollary will be to find rate functionsq k : , j}) , for all 1 ≤ i < j ≤ k < N ; and, finally,q N ({i, j}) = q N ({i, j}), for all 1 ≤ i < j ≤ N . We will need the following elementary lemma.
Lemma 3.5 For any k ≥ 2, suppose that q andq are rate functions from
Proof of Lemma 3.5: Since q({i, j}) ≥q({i, j}) for all 1 ≤ i < j ≤ k, and since each ∆ k,(i,j) and ∆ k,(i,j) are negative semi-definite, we see that
and
are both negative semi-definite. In particular, this means that
for all f ∈ ℓ 2 (S k ). Combined with the gap definitions in (1) and (2), this proves the lemma.
Proof of Corollary 3.4: For each k = 2, . . . , N − 1, and all t ∈ [0, 1], letq k,t be the rate function on X k,2 such thatq
otherwise.
Since eigenvalues of matrices are continuous functions of the matrix entries, we see that γ RW k (q k,t ) is a continuous function of t. Also, by Lemma 3.5, we see that γ RW k (q k,t ) is non-decreasing in t.
Note that γ RW k (q k,0 ) = 0 because we can find an eigenvector with 0-eigenvalue by taking
Referring to the gap definition of (1), it is trivial to check that f, 1 ℓ 2 (X k ) = 0. But also, for t = 0, we see thatq k,t ({i, k}) = 0 for all 1 ≤ i ≤ k − 1. So this function really does have eigenvalue equal to zero. In other words, since the vertex k is disconnected from {1, . . . , k − 1}, there are two stationary measures: the uniform measure on {1, . . . , k − 1} and the point-mass on k.
On the other hand, we know that, for t = 1, we obtain γ RW
) is continuous and non-decreasing with t, there is at least one t k such that 0 ≤ t k ≤ 1 and
we haveq k ({i, j}) ≤ q k ({i, j}). Transferring this property to k + 1, assuming 2 ≤ k ≤ N − 1, we see that, for 1 ≤ i < j ≤ k, we havẽ
because we assumed q 2 , . . . , q N was an increasing sequence. Therefore, we conclude thatq 2 , . . . ,q N is also an increasing sequence. But γ RW 2 (q 2 ) = · · · = γ RW N (q N ). So, by Theorem 3.2, this implies thatq k satisfies Aldous's condition for each k = 2, . . . , N . In particular, q N =q N satisfies Aldous's condition.
Also note that, by Lemma 3.5, we have
The following elementary fact is a corollary of the corollary. 
Proof: Choose ǫ ∈ (0, 1). Then there is some
to 0, we can also find another N 1 , such that N 1 ≥ N 0 and such that γ RW
Note that, since γ RW
Also, for each N ≥ N 1 , let us define
But also, K(N ) ≥ N 0 because we restricted the minimum to k ∈ {N 0 , . . . , N }. Therefore,
Then we see that, by Corollary 3.4, q K(N (k)) satisfies Aldous's condition, and
. Therefore, we see that
This shows that lim inf
But ǫ ∈ (0, 1) was arbitrary. Taking ǫ → 0 + , this shows that
A Discrete Trace Theorem
We begin with an elementary lemma.
Lemma 4.1 For any n ≥ 1, and for any f ∈ ℓ 2 ({1, . . . , n}),
Proof: By a telescoping sum, it is easy to see that
Therefore,
Applying the Cauchy-Schwarz inequality followed by Cauchy's inequality, this gives the result.
The discrete Trace theorem is just a generalization of this basic inequality to higher dimensions, and more general graphs. Suppose that the dimension, d ∈ 1, 2, . . . , has been chosen and fixed.
Note that, given a finite subset V ⊂ Z d n , we have
For each n ≥ 1, define a "simplicial decomposition" of R d n+1 , as follows. For k ∈ {1, . . . , d}, define
In Figure 1 , this is shown for two hypercubes: the d = 2 hypercube, or square; and the d = 3 hypercube, or cube. Then R d n+1 can be written as a disjoint union
Given k ∈ {1, . . . , d} and x ∈ S d n,k , define
We make the following definition. Proof: By Lemma 4.1, we know
Definition 4.2 We say that
It is easy to see that every y ∈ R d n+1 is in at most d subsets K d n,k (x), as k varies over {1, . . . , d} and x varies over S d n,k . Similarly, it is easy to see that every {y, z} with y − z 1 = 1 is a subset of at most one K d n,k (x). Therefore, summing over all k ∈ {1, . . . , d}, and all x ∈ V ∩ S d n,k , we obtain the result.
Completion of the Proof of the Main Theorem
Proof: The spectral gap is defined as in (1), which we rewrite as
But, actually, the minimum is attained at an eigenvector f such that −Ω RW (V ′ )f = γ RW (V ′ )f .
Letting f be this vector, we have
Since f is an eigenfunction and −Ω RW (V ′ )f = γ RW (V ′ )f , this gives
Putting this together with the last inequality for γ RW (V ′ ), we obtain
Solving this inequality for γ RW (V ′ ) gives the desired result.
We can now prove the main theorem The eigenvalue is
, where λ (1) (k i ) = −4 sin 2 πk i 2n .
