We use classical and quantum mechanical methods to calculate the site-to-site hopping rate of hydrogen impurities in crystalline silicon over a wide range of temperatures. The calculations employ a parameterized version of a potential surface calculated via density functional methods, expanded through quadratic terms about a Cartesian reaction path with a flexible reference. The hopping rate is obtained from the time integral of a flux correlation function which is evaluated using classical molecular dynamics and real-time path integral techniques. The latter are based on the quasiadiabatic propagator discretization and utilize a combination of discrete variable representations and Monte Carlo sampling for the evaluation of the resulting multidimensional integrals. Our results indicate that quantum mechanical tunneling plays a significant role in the diffusion process even above room temperature. In addition, the calculated diffusion rate exhibits a reverse isotope effect in the domain between activated and tunneling dynamics which arises from the zero point energy of the hydrogen atom in the direction perpendicular to the line connecting two stable minima.
I. INTRODUCTION
Understanding the behavior of semiconductor materials and the influence of environmental disturbances on their properties is essential for advances in present-day technology and also for the design of molecular-level devices. One such perturbation is the lattice impurity. In particular, whether in the construction or modification of semiconductors hydrogen is often, welcome or not, a visitor to the lattice. The mobility and amphoteric nature of hydrogen and its isotopes make it reactive with donors or acceptors, changing the electrical and optical properties of the semiconductor.
This article focuses on the dynamical aspects of hydrogen impurities in crystalline silicon. Despite its apparent simplicity, hydrogen has been difficult to observe as an isolated impurity in this material. In particular, experimental measurements of its diffusivity show a sizable spread. At high temperatures, experimental data by Van Wieringen and Warmoltz 1 indicated an Arrhenius dependence of the diffusion coefficient corresponding to an apparent activation energy of 0.48 eV, while at lower temperatures deviations from this Arrhenius curve corresponding to rates that are smaller by several orders of magnitude have been observed. [2] [3] [4] [5] [6] [7] [8] [9] [10] This unusual behavior has been attributed to the switching of the diffusion mechanism to non-nearest-neighbor hops above a characteristic temperature. 9 A number of electronic structure calculations 11, 12 predict the bond-center ͑B͒ site ͑the midpoint of a stretched Si-Si bond͒ as the minimum energy position for a hydrogen impurity. This assignment is in harmony with experimental electron paramagnetic resonance ͑EPR͒ data. 13 Insertion of a hydrogen impurity in a silicon bond is accompanied by significant lattice relaxation, where neighboring silicon atoms exhibit displacements of 0.4 Å while nearest neighbors relax by 0.07 Å. 12 The dynamical nature of hydrogen has proven more elusive, and several different pathways have been suggested. 8, 9, 14, 15 The calculations of Van de Walle, 12 based on density functional theory, suggest the saddle point lies near the C site ͑see Fig. 1͒ . Calculated values of the activation barrier vary from 0.17 eV to 0.84 eV. 11, 14 Given such discrepancies it is not surprising little agreement exists regarding the behavior of the diffusivity, especially at lower temperatures. 9 Most theoretical studies of the hydrogen dynamics have been based on classical trajectory simulations 8, 9, 16 and are therefore restricted to high temperatures. Quantum mechanical treatments employing equilibrium path integral calculations of thermodynamic averages and distribution functions [17] [18] [19] have concluded that nonclassical effects can be significant at low temperatures. And most recently centroid path integral calculations showed significant thermally assisted tunneling effects below 100 K. 20 However, no dynamical calculations of the contribution of quantum mechanical tunneling to the diffusion process of hydrogen have been reported.
In the following we apply Feynman's path integral formalism to the dynamics of hydrogen impurities in crystalline silicon. For this purpose we employ a Cartesian reaction path decomposition of a parameterized potential energy surface 17 about a flexible lattice geometry 21 to construct a system-bath Hamiltonian, whose dynamics is treated via numerically exact path integral methods. In particular, we utilize the quasiadiabatic propagator path integral scheme developed earlier in our group [22] [23] [24] to calculate rate constants for hydrogen motion between adjacent stable sites. The results of the calculations are compared to those predicted via classical rate theories and discussed in connection with experiments and simulations performed on related systems. Our analysis implies significant tunneling contributions for both hydrogen and deuterium in crystalline silinon, as well as a weak inverse isotope effect originating from the zero point energy in the direction orthogonal to the line connecting two stable sites of the parameterized potential.
Section II describes the potential energy surface that we use and the system-bath decomposition. The path integral methodology is reviewed in Sec. III. Section IV presents the classical and quantum mechanical simulation results for the diffusion rates of hydrogen and deuterium in silicon and discusses the unusual isotope effect that we observe. Some concluding remarks are given in Sec. V.
II. POTENTIAL ENERGY SURFACE AND SYSTEM-BATH DECOMPOSITION
Our calculations employ a single impurity atom embedded within a 64-atom silicon lattice with periodic boundary conditions. This configuration of crystalline silicon has adequately reproduced the experimental phonon spectrum. We adopt a Cartesian coordinate system where the x direction is defined by the line connecting two silicon atoms in the ͑110͒ direction and the z coordinate corresponds to the ͑001͒ direction.
Herrero and Ramirez have proposed 17 a convenient parameterization of the potential energy surface obtained by Van de Walle using density functional theory. 12 Figure 2͑a͒ shows the parameterized potential energy surface as a function of the x and z coordinates of the hydrogen atom with the lattice atoms relaxed to their equilibrium position at each fixed location of the hydrogen atom. Conjugate gradient minimization was used to generate these surfaces. 25 One observes a potential valley that connects the two stable B sites. The midpoint along this valley is a shallow minimum and two saddle points located on either side of this minimum can be identified. We refer to the former midpoint in the metastable region of the potential as the P site. For comparison, the potential surface calculated by Van de Walle has a single saddle point halfway between the two stable sites and somewhat closer to the T site. Contour plots of the parameterized potential surface are also shown in Figs. 2͑b͒ and 2͑c͒ as functions of the x and z coordinates of hydrogen with the lattice atoms fixed at their equilibrium position corresponding to the hydrogen occupying a stable B site and the P site, respectively. Note that the unrelaxed B site is not a potential minimum. Indeed, lattice relaxation is quite significant, amounting to a 0.3 Å displacement of the silicon atoms adjacent to hydrogen as the latter is inserted in a B site.
To arrive at a Hamiltonian convenient for calculating diffusion rates we employ a Cartesian reaction path decomposition in which the coordinates of the silicon atoms along with the y coordinate of the hydrogen atom are treated as harmonic degrees of freedom and denoted collectively by R. The hydrogen-silicon potential is expanded through second order in these coordinates. Due to the sizable relaxation of the silicon lattice, a quadratic expansion about a single equilibrium geometry does not offer an adequate description of the process. Instead, we employ the flexible bath reference developed by Ruf and Miller 21 where the potential expansion is about a reference configuration R 0 (r) that depends parametrically on the remaining coordinates rϵ(x H ,z H ͒ of the hydrogen atom:
Silicon lattice atoms surrounding a hydrogen impurity at a stable ͑B͒ site. The C and P sites are also shown, along with a sketch of the reaction path.
FIG. 2.
The parameterized potential surface in the ͑001͒ and ͑110͒ directions; the unit is angstroms. ͑a͒ Silicon lattice atoms relaxed at each position of the hydrogen atom. ͑b͒ Lattice relaxed with respect to the hydrogen fixed at a B site. ͑c͒ Lattice relaxed with respect to the hydrogen fixed at a P site.
͑2.1͒
In the spirit of the quasiadiabatic propagator reviewed in the next section, our reference configuration R 0 (r) is chosen to minimize the overall potential energy at each value of the x and z coordinates of hydrogen. The first derivative terms in the above equation vanish. The parameterized potential with all bath degrees of freedom relaxed with respect to each location of the hydrogen atom is shown in Fig. 2͑a͒ . This potential is further simplified via a quadratic expansion in the z coordinate along the one-dimensional path z H ϭg(x H )/m H Ќ 2 which minimizes the energy for a fixed value of x H . With this expansion, the potential of the reference configuration takes the form
is the ͑variable͒ force constant of the hydrogen atom in the direction perpendicular to the line connecting two stable minima. For a given value of the system coordinate we calculate the one-dimensional potential V 0 using a ninth order polynomial interpolation, allowing 56 silicon atoms as well as the y and z coordinates of hydrogen to relax. The potential V 0 along the one-dimensional path z H ϭg(x H )/m H Ќ 2 is illustrated in Fig. 3͑a͒ . Herrero and Ramirez attribute the kinks to the inadequacy of the parameterized potential energy in the multidimensional region connecting the two minima. Such limitations are more pronounced in empirical potentials for solids with considerable lattice relaxation accompanying impurity motion. With the above approximation the latticeindependent term of the potential becomes a function of only the x of the hydrogen coordinate, which we designate as the system coordinate s. For simplicity the z coordinate of hydrogen is denoted as q.
The frequency Ќ associated with the z coordinate of the hydrogen atom varies by as much as a factor of four along the minimum energy valley qϭg(s)/m H Ќ 2 , while most of the remaining modes change by less than 10% from the B site to the saddle point region, the highest deviation arising from the mode associated with the y coordinate of hydrogen which undergoes a 20% variation. To simplify the calculation we assume the modes and the corresponding force constants of the oscillators associated with the motion of the silicon lattice and the y coordinate of the hydrogen atom are throughout the dynamical process the same as those of the P site which corresponds to the system coordinate s ϭs P . Evaluating the reference configuration through lowest order in the deviation from the one-dimensional minimum energy path qϭg(s) makes R 0 a function of the system coordinate alone. With these assumptions the potential describing the bath degrees of freedom takes the form
where K is the force constant matrix at the P site,
͑2.3b͒
The required second derivatives are calculated by finite difference. We note the above treatment neglects direct coupling between the z coordinate of hydrogen and the lattice displacements. Such coupling is deemed sufficiently weak. It is useful to convert to the independent mode representation of Eq. ͑2.3a͒. For this purpose we define the transformation matrix U and the normal mode coordinate vector Q such that
and FIG. 3. ͑a͒ Potential energy surface along the minimum energy path ͑the first term in Eq. ͑2.2͒͒ as a function of the x coordinate of the hydrogen atom. The P site corresponds to x H ϭ0. ͑b͒ Potential renormalized by the addition of the impurity's zero point energy along the z direction ͑see Eq. ͑2.2͒͒ as a function of the x coordinate of hydrogen.
where Kϭm
is the force constant matrix in mass-weighted coordinates, ⌳ is the diagonal matrix of eigenvalues i 2 and m is a diagonal matrix that contains the atomic masses. Writing
leads to the following lattice normal mode representation of the hydrogen-silicon potential:
where the reaction surface potential is given by the expression
and
is the coupling ͑force͒ vector. The forces f i (s) are a measure of the interaction between lattice and system ͑i.e., displacements in the lattice as the impurity moves͒ and the source of dissipation which leads to rate dynamics. Due to its sizable variation along the reaction path, the frequency of the hydrogen impurity in the z direction cannot be treated as constant. By virtue of the quadratic expansion of the potential characterizing the reference configuration, Eq. ͑2.2͒, the z coordinate of the hydrogen atom acts as an additional bath oscillator whose frequency varies along the system coordinate. As a result, the potential of Eq. ͑2.8͒ takes the form
͑2.10͒
where the one-dimensional effective potential is
͑2.11͒
Because the z H degree of freedom couples only to the system coordinate s its effect on the dynamics can be captured via an appropriate influence functional which is obtainable in closed form. The latter is given explicitly in the Appendix. We note that the quadratic expansion of Eq. ͑2.2͒ is not essential to the methodology described in Sec. III, as the influence functional from a single anharmonic degree of freedom can still be calculated numerically. 26 It is interesting that a simplified one-dimensional treatment of the reaction surface can capture the main qualitative aspects of the diffusion process as well as providing insight into the unusual isotope effect that we observe. Taking advantage of the considerable mismatch between the local frequencies of the hydrogen atom in the x and z directions one can consider replacing the quadratically expanded reaction surface by the potential V 0 (s) along the minimum energy path plus the adiabatic zero point energy in the z direction ͑see, for example, Refs. 27-29͒:
Indeed, zero point vibration determines the effective barrier the hydrogen atom experiences, such that Eq. ͑2.12͒ gives the relevant potential to the extent that the motion is confined to a narrow valley surrounding the minimum energy path. Deviations from this picture, known as ''corner cutting,'' are responsible for quantitative differences in the results of this simplified treatment from those based on the full twodimensional reaction surface. The vibrationally adiabatic system potential energy, V ad , is shown as a function of hydrogen's x coordinate in Fig.  3͑b͒ . The apparent inversion of the potential energy in the metastable region is due to the added zero point energy of the hydrogen atom along the z direction. In the potential parameterization by Herrero and Ramirez, the frequency of the motion associated with the z coordinate initially lowers as the hydrogen moves away from the B site but rises as the metastable region is approached, leading to an increase of the barrier height in Fig. 3͑b͒ . This feature deviates from the results of Van de Walle et al. 12 in which the distance between the impurity and vertex silicon atom increases as the impurity moves from the B site to the region between the C and T sites. The resultant energy barrier we calculate is 0.34 eV for the zeroth order system Hamiltonian. It is important to remember, due to the adiabatic treatment, the barrier for deuterium is ϳ0.03 eV lower than the barrier for hydrogen diffusion. The value for the activation barrier is above the density functional theory value of 0.2 eV obtained by Van de Walle 12 and below that inferred from the high temperature experiments of Van Wieringen and Warmoltz. 1 Given the wide variance between experiment and theory regarding barriers we consider this value acceptable, in particular since the overall qualitative aspects of the hydrogen/deuterium dynamics process are of the utmost concern. The parameterized potential of Herrero and Ramirez captures the relevant potential features adequately.
III. RATE METHODOLOGY
With the exception of very low temperatures, impurity diffusion in solids is an incoherent process involving jumps between stable sites. In this regime the diffusion process is described by a rate equation. Below we focus at intermediate temperatures dominated by incoherent hops to neighboring potential minima. Effects of multiple hops become significant at high temperatures and have been the subject of other studies. 9 The calculated rate constant corresponds to onedimensional motion. To convert to diffusivity D, the rate constant k is multiplied by areal dimension A, in this case length of path squared, a symmetry factor w due to six equivalent B sites to which hydrogen can travel, and divided by twice the dimensionality dϭ3 of the problem, 30 Dϭk wA 2d .
͑3.1͒
It is useful to reference the rate with respect to classical transition state theory 31 ͑TST͒, which involves the ratio of the partition function for the stable modes at the barrier top to that of the reactant configuration. With the twodimensional treatment of the reaction surface the TST expression takes the form
where Z is the classical partition function of the reactant well. Using the harmonic approximation to the reactant partition function, Eq. ͑3.2a͒ becomes
͑3.2b͒
In the above equations ␤ϭ1/k B T is the inverse temperature in units of the Boltzmann constant, 0 is the frequency of the system potential at the stable point, Ќ 0 and Ќ ϩ are the frequencies at the reactant minimum and ͑inverted͒ barrier top, respectively, and E b is the barrier height of the twodimensional potential defined in Eq. ͑2.2͒, which is the same as the barrier height of V 0 . Here the effects of variable frequency in the z coordinate enter through the ratio of frequencies at the two sites. In the results presented in the next section the reaction rate is referenced with respect to the more accurate TST expression, Eq. ͑3.2a͒, which is evaluated numerically. In the context of the simplified onedimensional approximation to the z coordinate of hydrogen the TST expression reads
͑3.2c͒
In that case all effects due to the varying frequency of hydrogen enter through the modified energy barrier E b ad of the potential given by Eq. ͑2.12͒. The contribution of dynamical and/or quantum mechanical effects is conveyed through the transmission coefficient which is defined as the ratio of the reaction rate divided by its appropriate classical TST value.
Rigorous calculations of the rate constant require following the dynamics by classical or quantum mechanical methods. This task is most efficiently accomplished by evaluating the reactive flux that crosses a fictitious dividing surface separating reactants from products. The main advantage of the reactive flux formalism is that one need not follow the reaction from start to finish but only for a representative ''plateau'' time t p . The system is placed at or near the saddle point of the potential surface with initial conditions selected from a statistical distribution and the ensuing dynamics followed for the time t p chosen long compared to the molecular time scales of the systems but generally much shorter than the time required for transformation to products. The use of an equilibrium correlation function to infer the reaction rate rests on Onsager's ''regression hypothesis. '' 32 In the present case, where the potential surfaces exhibit a shallow minimum rather than a true saddle point at the midpoint between stable minima, placing the dividing surface at that point decreases the efficiency of the classical calculation as trajectories can be trapped there for considerable time lengths. For this reason it is best to place the dividing surface at a saddle point in the classical calculation of the rate. If the dynamics is treated quantum mechanically, zero point energy effects prevent such trapping, while faster convergence of the path integral is observed when the dividing surface is placed at the P site.
A. Classical rate calculation
The transition state approximation ignores the possibility for recrossings of the dividing surface and therefore can only overestimate the rate within the framework of classical mechanics. Classical dynamical effects are captured in the reactive flux expression for the classical rate k cl , which gives the transmission factor in the form
Here is the conventional step function. In the above expression the transmission factor is obtained as the difference between the fraction of initially reactive and non-reactive trajectories which end in the product region at time t.
We have calculated the classical transmission coefficient using Monte Carlo molecular dynamics; in particular, we followed a scheme developed by Zhang et al. 34 utilizing the Boltzmann operator of the system-bath Hamiltonian at the dividing surface as the sampling function.
We note that at the highest temperatures considered, where the rate is high, the classical correlation function exhibits early exponential decay rather than a well-defined plateau. In these cases we include a small correction factor to the rate given by the reactive flux formalism via the modification
͑3.4͒
B. Path integral methodology
Yamamoto, 35 as well as Miller and coworkers, 36, 37 have presented fully quantum mechanical expressions for determining reaction rates by calculating flux correlation functions. Here we adopt the formalism of Miller, Schwartz and Tromp, 36, 37 which expresses the rate constant in terms of the time integral of a flux correlation function,
where the correlation function is defined as
In the last equation H is the Hamiltonian that characterizes the reaction and F is the symmetrized flux operator,
͑3.7͒
which measures the quantum mechanical reactive flux through a dividing surface that intersects the reaction coor-dinate s at a point s 0 and which separates reactants from products. Finally, t c ϭtϪiប␤/2 is a complex time that arises from combining the time evolution operator with the Boltzmann operator. Eq. ͑3.5͒ is the starting point for numerous rigorous or approximate calculations of quantum mechanical rate constants.
Using the system-bath Hamiltonian developed in the last section, the starting point for our calculation of the quantum mechanical flux correlation function is Feynman's path integral formulation of quantum mechanics. 38, 39 Approximating the derivatives in Eq. ͑3.7͒ using finite difference the expression for the flux correlation function is brought into the form 23 C f ͑ t ͒ϭ ប 
͑3.9͒
Until recently, evaluation of path integral expressions involving real time propagators was generally unstable due to phase cancellation. 40 We have been able to obtain converged results using the quasiadiabatic propagator path integral ͑QUAPI͒ methodology for rate constants developed recently in our group. 22, 23 This employs a one-dimensional adiabatic reference to partition the time evolution operator. The reference Hamiltonian H 0 is constructed from the Cartesian kinetic energy of the system plus the potential along the one-dimensional adiabatic path which minimizes the total potential energy at fixed values of the system coordinate. 22 This path is specified by the relations
͑3.10͒
The resulting reference Hamiltonian takes the form
Notice that by virtue of Eqs. ͑2.4͒ and ͑2.9͒ we have
and thus the last term in Eq. ͑3.11a͒ cancels the terms added to Eq. ͑2.8͒ via the system-bath decomposition. As a result, the reference Hamiltonian is simply
Similar relations hold for the simplified one-dimensional treatment but the potential of Eq. ͑3.12͒ is modified in that case to include the adiabatic zero point energy. Next, the time evolution operator for a complex time increment ⌬t c is split symmetrically as the product
which can be evaluated in the coordinate representation to give the quasi-adiabatic approximation to the short time propagator. Use of the latter to evaluate the complex time evolution operators in Eq. ͑3.9͒ leads to the following QUAPI representation of the terms entering the expression for the flux correlation function, Eq. ͑3.8͒: Here ⌬t c ϵt c /N is a complex time step and F is an influence functional that arises from integrating out the bath. As mentioned in Sec. II, a modified influence functional is required to include the effects of the time dependent oscillator arising from the variable frequency treatment of the reaction surface:
͑3.14͒
The first component of this expression, the harmonic influence functional, was given explicitly in Ref. 23 . The second factor is given in the Appendix. The propagators involving the one-dimensional adiabatic reference H 0 are evaluated exactly using basis set methods, such that the only approximation entering Eq. ͑3.13͒ is due to the factorization of the propagator into parts involving non-commuting operators. This factorization becomes exact in the limit of a high-frequency bath. For finite frequency bath degrees of freedom the error introduced is proportional to the nonadiabaticity of the Hamiltonian and the quasiadiabatic propagator becomes exact only in the limit of vanishing time step. Thus, the role of the influence functional in the quasi-adiabatic propagator path integral, Eq. ͑3.13͒, is to include multidimensional nonadiabatic corrections to the exact dynamics along the adiabatic path; these corrections become more accurate as the time slicing of the path integral becomes finer. Compared to conventional schemes for splitting the time-evolution operator which employ the bare kinetic energy as the reference, the QUAPI offers the advantage of convergence with much larger time steps.
The (2NϪ2)-dimensional integral in the QUAPI representation of the flux correlation function are evaluated via a combination of quadrature and Monte Carlo techniques. At higher temperatures the oscillatory character of the integrand necessitates the use of quadrature methods. Multidimensional integration is made feasible via the use of systemspecific discrete variable representations 41 ͑DVR͒ of the influence functional. 24 For this purpose the system coordinate operator s is diagonalized in the basis of eigenstates of the reference Hamiltonian H 0 , generating quasi-discrete position states with eigenvalues that form the DVR grid. As the temperature is lowered, more time slices are necessary for accurate discretization of the path integral, rendering multidimensional quadrature methods impractical. Fortunately, the stronger damping associated with lower temperature leads to smoother behavior of the integrand, making Monte Carlo schemes applicable. 23 At temperatures above 400 K the calculations presented in the next section converged with Nϭ3 or 4 and employed multidimensional quadrature with 16 and 32 DVR points per integral dimension for H and D respectively. In this temperature range most quantum paths contributing to the flux correlation function are confined in the vicinity of the dividing surface. For this reason several points near the edges of the DVR grid can be neglected without significantly degrading the accuracy of the results. For hydrogen, with the present parameters we were able to reach convergence by treating explicitly a subset of only four DVR points closest to the dividing surface, leading to significant acceleration of the path integral calculations.
At or below room temperature a finer discretization of the time contour was necessary, with Nр14 . The resulting integrals were evaluated via a variant of the Monte Carlo methodology developed by Topaler and Makri. 23 Enhanced efficiency was achieved by performing the Monte Carlo random walk on a multidimensional DVR grid of at most 64 points per dimension. Typically, the results shown in the next section were obtained with 10 5 Ϫ10 6 Monte Carlo points per integration variable.
Finally, the reactant partition function Z is calculated using the above methods except the time contour is solely imaginary.
IV. RESULTS
In this section we present our path integral results for the diffusion rate constant of hydrogen impurities in crystalline silicon. In order to deduce the role of quantum mechanical tunneling to the kinetics of hydrogen diffusion we compare the path integral results with those given by classical rate theory. We emphasize that the validity of our conclusions is intimately connected to the accuracy of the potential surface employed in the calculations, and the behaviors emerging from our work are to be understood primarily as qualitative trends. Figure 4 shows the quantum mechanical reactive flux as a function of time at the temperatures Tϭ850 , 298 and 200 K as obtained via the procedure described in Secs. II and III employing explicit treatment of the hydrogen z coordinate dynamics. Significant recurrences are observed at the higher temperatures, which occur as the quantum reactive flux recrosses the dividing surface. These recrossings persist even at the lowest temperatures considered, although their magnitude decreases with decreasing temperature.
The classical and quantum mechanical diffusion rates for hydrogen are shown in Fig. 5 and compared to the classical TST estimate. These results are also given in Table I in terms of classical and quantum transmission coefficients expressed with respect to the appropriate two-dimensional or simplified adiabatic TST rate, Eq. ͑3.2b͒ or ͑3.2c͒, respectively. The rate is seen to vary by nearly ten orders of magnitude over the temperature range considered. The classical transmission factor is considerably smaller than unity. By rescaling the system-bath coupling coefficients we have verified that the process corresponds to the spatial diffusion ͑overdamped͒ Kramers regime. 42 Quantum tunneling effects are quite significant in this system, leading to a quantum transmission coefficient that exceeds significantly the classical one below room temperature. Even at 298 K, tunneling effects are responsible for a threefold increase of the diffusion rate. However, no noticeable flattening of the diffusion rate curve is found in the temperature range considered. We conclude hydrogen diffusion in this regime is an activated process with significant tunneling corrections and the expected crossover to the tunneling regime takes place at a temperature below 150 K.
We have also calculated the diffusion rate of deuterium in the same host. The results of these calculations are shown and compared to those obtained in the case of hydrogen in Fig. 6 and in Table II . The most striking feature of these data are the increase of the quantum mechanical diffusion rate of deuterium relative to hydrogen at intermediate temperatures.
In order to gain insight into the origin of this unusual effect, we present in Tables I and II results obtained via the simplified one-dimensional treatment of the impurity in which the dynamics along the z coordinate is included through its zero point energy which is added adiabatically to the system potential. The reverse isotope effect we observe is due to a decrease of the effective barrier height in the case of deuterium caused by the zero point energy of the impurity's z coordinate when the latter is included adiabatically along the reaction path. In the parameterized potential of Herrero and Ramirez the metastable state lies 1.28 Å above the vertex silicon compared to 1.47 Å for a hydrogen at a B site, resulting in a higher transverse frequency in the barrier region compared to that near a potential minimum, which increases the barrier height ͑cf. Eq. ͑2.2͒͒. The larger mass of deuterium leads to a smaller increase of the potential in the barrier region and thus in a lower activation energy. This decrease of barrier height counteracts the conventional mass effect on tunneling, resulting in a small inverse isotope effect. The results of the one-dimensional approach are in qualitative agreement with those employing the two-dimensional reaction surface, although the simplified one-dimensional treatment appears to exaggerate the reverse isotope effect by ignoring dynamical effects, namely departures from the vibrationally adiabatic path, which oppose zero point energy conservation in the z direction, diminishing the difference of effective barriers. Finally, the classical calculations on the two-dimensional reaction surface ignore zero point effects and therefore exhibit the conventional isotope effect. A similar inverse isotope effect has been observed by Rick et al. 43 for the diffusion of hydrogen/deuterium on a palladium surface. If the variable frequency z mode of hydrogen/ deuterium is neglected completely the calculated diffusivities revert to the conventional isotope effect. Although we are not aware of any experimental data for the diffusion rate of deuterium in crystalline silicon, a similar isotope effect has been observed by Stavola and Chang 44, 45 in the reorientation rate of hydrogen and deuterium in boron complexes embedded in silicon lattices. We note, however, that the inverse isotope effect borne by our calculations originates from delicate potential features and may be an artifact of parameterization of the hydrogen-silicon potential surface, in particular in the metastable region.
V. CONCLUDING REMARKS
We have calculated the diffusion rate of hydrogen and deuterium impurities in crystalline silicon using classical and quantum mechanical methods. The present study has been limited to single uncorrelated jumps which are dominant in the temperature range considered.
The motion of hydrogen impurities in crystalline silicon is strongly coupled to lattice vibrations. The strong frictional effects originating from these couplings lead to overdamped dynamics and cause a substantial decrease of the classical diffusion rate compared to the estimate of transition state theory.
The calculations presented in this paper reveal significant contributions of quantum mechanical phenomena to the site-to-site hopping rate of hydrogen in crystalline silicon. These phenomena manifest themselves primarily as tunneling corrections to the classical rate which persist even above room temperature. The crossover to tunneling dynamics occurs at a temperature below 150 K. In addition, zero point energy effects result in modification of the effective barrier height, leading to a weak reverse isotope effect. While the slope of the rate in the Arrhenius plot is smaller for deuterium in the activated regime, we expect the crossover to tunneling-dominated dynamics to occur at a lower temperature compared to that for hydrogen, below which the ordinary isotope effect should be observed. However, it remains to be verified that the potential features giving rise to these effects are not artifacts of the electronic structure calculation and/or the parameterization.
Contrary to our results, Herrero 20 does not observe a reverse isotope effect. However, the method employed in that work is approximate and hence may not capture the feature we observe due to the dynamics of the z coordinate relative to the x coordinate.
A reverse isotope effect has also been observed in experiments by Stavola et al. 44 These authors attribute this effect to larger zero-point motions of hydrogen resulting in greater lattice relaxations which in turn affect the rate. Doll and co-workers have also reported a reverse isotope effect for hydrogen motion on the Pd͑111͒ surface, in particular surface to subsurface transitions. 43 In that case, this effect is a consequence of the constricted quantum motions of coordinates orthogonal to the reaction coordinate leading to a higher free energy at the transition state relative to the reactant site for quantum motions which favors deuterium.
Recent experimental and theoretical studies have reported significant increase of silicon integrated circuit lifetimes due to decreased desorption rates when the silicon surface is passivated by deuterium rather than hydrogen. 46 While the hydrogen desorption process appears to proceed primarily via an excited electronic state, coupling to phonons and the quantum mechanical aspects of the process are likely to play a key role. Investigation of these effects via path integral methods will be a subject of future work.
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APPENDIX
Below we derive an expression for the influence functional arising from the variable frequency q oscillator ͑the z coordinate of the hydrogen atom͒ in the reactive flux correlation function. 
