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초록 
Low-density parity-check codes are known to show 
higher error correcting performance than conventional 
algebraic codes.  However, the VLSI implementation 
of the codes has been considered very difficult 
especially when the row or column weight of them is 
high.  In this paper, a projective-geometry (PG) 
LDPC code is implemented in VLSI employing the 
proposed soft bit flipping (SBF) algorithm.  In addition 
to the processing unit sharing, the pipelining technique 
is employed to increase the decoding throughput. With 
the (1057, 813) PG-LDPC code, the implemented 4-
bit SBF decoder consumes only a small area of 2.5mm2, 
while providing the throughput of 6.5Gbps and good 
error performance close to the floating-point sum-
product algorithm (SPA) by 0.6dB at the frame error 
rate (FER) of 10-4. 
 
1. 서론 
Low-density parity-check (LDPC) 부호는 신뢰도 확
산(belief-propagation) 기반의 반복 복호(iterative 
decoding) 알고리즘을 사용하며,  섀논의 한계(Shannon-
limit)에 가까운 성능을 보이는 것으로 알려져 있다[1-2]. 
가장 대표적인 알고리즘으로는 연판정(soft-decision) 기
반의 가장 좋은 오류성능을 보이는 SPA[3]와 경판정
(hard-decision)기반의 구현이 용이한 bit-flipping 
(BF)[1]알고리즘이 있다. 본 제안되는 SBF 알고리즘[4]
은 기존의 SPA 와 BF 알고리즘의 장점을 취하여 고안된 
알고리즘으로 내부 연결선의 복잡도와 계산 량을 줄이기 
위해 BF 알고리즘의 기본 구조를 따르며, 에러 성능을 개
선하기 위해 SPA 에서와 같이 신뢰도(reliability)를 이용
한다. BF 와 같이 각 노드의 메시지는 단 하나의 값이기 
때문에, 행과 열의 가중치(row/column weight)가 증가하
여도 SBF 알고리즘의 연산 복잡도는 SPA 에서 보다 매우 
천천히 증가한다. 따라서 좋은 에러 성능을 보이지만 가중
치(weight)가 높은 PG-LDPC 부호[5]와 같은 것이 SBF 
알고리즘을 사용하여 효율적으로 구현될 수 있다. 
본 논문에서는 순환 PG-LDPC 부호를 이용하여 설계된 
SBF 복호기를 설명한다. 하드웨어 면적을 줄이고자 두 노
드 연산 유닛의 공통된 하드웨어 유닛을 공유하여, 하나의 
노드 연산 유닛(shared node processing unit, SNPU)으
로 대체하는 방법을 사용하였다. 처리량(throughput)을 높
이고자 병렬화 된 복호기를 설계하였으며, 파이프라인 기
법을 사용하였다. (1057,813) PG-LDPC 부호가 구현에 
이용 되었다. 
 
2. Soft bit-flipping 알고리즘 
 패리티 검사행렬(parity-check matrix) 
H , 으로 정의된 정규(regular) (N,K) LDPC 부호를 
이용하자. | , 1 를 m 번째 체크(check)노드
와 연결된 변수(variable)노드의 집합으로, A
| , 1  를 n 번째 변수노드와 연결된 체크노드의 집
합으로 정의한다. 부호어(codeward)는 BPSK 변조되어 
AWGN 채널을 거쳐 전송된다. 경판정 벡터와 양자화된 변
수노드를 각각 z , z , , zN , y , y , , yN 으로 정
의한다. 이때 m 번째 체크노드의 가중치는 아래와 같이 계
산된다. 
        ∑ | | ,          1,         (식 3.1) 
만일 각 노드가 q 비트로 양자화 된다면 변수노드와 체
크노드에 대해 각각 과 
의 문턱 값(thresholds)이 존재하며, 양자화된 각 노
드는 0을 제외한 2 ~ 1 과 1~2  의 값을 가진
다. 반전강도(flipping strength)는 세 개의 반전 문턱 값
에 의해 2~ 1 의 값의 범위로 결정된다. 
SBF 알고리즘의 순서는 아래와 같다. 
1) 초기화: 반복 수 k 를 0 으로 초기화 하고, 수신된 메
시지를 양자화 레벨(quantization level)   
1, 2 1 에 따라 q 비트로 양자화 하여 변수노드 
 1, 에 저장한다. 
2) 단계 1: m 번째 체크노드의 가중치  1, 를 
계산하고,   1, 2 1 를 이용하여 양자화 한다. 
또한 syndrome vector T 를 계산하여 만일 
이 영 벡터라면 를 복호된 부호어 출력하고 복호
를 종료한다. 
3) 단계 2: 모든 변수노드에 대해 반전함수(flipping 
function)를 계산한다.  
2 1  
4) 단계 3: 각 변수노드를 아래와 같이 갱신한다.  
①. 강 반전 , ∞ : 
   sgn 2.5 · max 1, 2 , 
②. 약 반전 , : 
   sgn 1.5 · max 1, 1 , 
③. 유지 , : sgn · , 
④. 강화  ∞, : sgn · min 2 ,
1 . 
만일 어떠한 변수노드에서도 비트 반전이 발생하지 않았
다면 max , 로 갱신한다.  
5) 단계 4: 반복 수 k 를 1 증가 시킨다. 만일 이 값이 사
전에 정의된 반복 수 Kmax 보다 크면 복호를 종료(복
호 실패) 하고, 그렇지 않다면 단계 1 로 이동한다. 
SBF 기반의 복호는 심벌의 경판정 비트와 패리티검사를 
사용할 뿐만 아니라 적은 비트의 정밀도를 신뢰도로 이용
한다. 
 
그림 1. (1057,813) PG-LDPC 부호에 대한 에러 성능 
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그림 1 은 (1057,813) PG-LDPC 부호에 대한 여러 알고
리즘의 성능을 나타낸다. 그림에서 SBF 알고리즘의 성능
은 고정소수점 연산의 결과이며, 나머지는 부동 소수점 연
산의 결과이다. SPA 에 비해 적은 연산량을 가진 SBF 알
고리즘이 이상적인 SPA 에 가까운 성능을 보인다. 
 
3. Soft bit-flipping 복호기의 구조 
a) 직렬구조(Serial Architecture) 
그림 2 는 전체적인 복호기 구조를 나타낸 것으로, 크게 
변수노드와 체크노드의 값을 저장하는데 쓰이는 N 개의 
4-bit 쉬프트 레지스터 두 쌍과 하나의 변수노드 연산 유
닛(variable node processing unit, VPU), 하나의 체크노
드 연산 유닛(check node processing unit, CPU)으로 이
루어져 있으며, 오버플로를 방지하기 위해 포화기
(saturator)가 있다. 
 
그림 2. 복호기 전체의 구조 
 
VPU 와 CPU 가 각각 그림 3, 4 에 나타나 있다. 각 노드
는 : 로 나타낸다. VPU 의 패리티 출력은 모듈로-2 
합의 결과이며, 이는 체크노드의 부호로도 쓰인다. 각 노드 
값의 범위는 알고리즘에서는 0 을 제외한 [-8.-1]과 
[1,8]이지만, 4 비트로 구현할 경우 [-8,-1]과 [0,7]으로, 
양수의 경우 1 이 적은데 이를 보상하기 위해 CPU 에 1 비
트입력 덧셈기가 추가하여 양의 입력의 개수를 세도록 하
였다. VPU 에서 변수노드의 절대값-신뢰도-의 합 연산이 
이뤄지며, 체크노드에서 signed summation 이 이뤄지기 
때문에 변수노드와 체크노드에 저장되는 메시지의 형태는 
각각 부호-크기체계(sign-magnitude)와 2 의 보수이다. 
CPU 의 하단부는 문턱 값을 갱신하는데 쓰이는 모듈이다.  
 
그림 3. Variable node processing unit 
b) 병렬구조 (Parallel Architecture) 
P 를 병렬도(parallel factor)라 할 때, 병렬 복호기는 p
개의 VPU 와 CPU 를 사용한다. 이 때 CPU 에서 쓰이는 
문턱값은 p 개의 CPU 에서 공통으로 사용되기 때문에 각
각의 CPU 는 임계치 적응(threshold adaptation) 모듈을 
따로 따로 필요로 하지 않는다.    
하드웨어 면적을 줄이기 위해 CPU 와 VPU 를 SNPU 로 
대체하는 방법이 고안되었다. VPU 의 XOR 게이트의 출력
은 CPU 의 1 비트 입력 덧셈기의 LSB(Least Significant 
Bit)로 대체 할 수 있으며, VPU 와 CPU 의 Wallace tree
는 서로 공유 된다. SNPU 를 사용한 면적감소는 병렬도가 











그림 4. Check node processing unit 
 
클럭 주파수의 증가를 위해 SNPU 에 파이프라인 기법이 
적용되었다. 파이프라인 단수는 2 로서, 파이프라인 레지스
터는 임계경로(critical path)의 중간 지점인 Wallace tree
와 올림수 예측 가산기(carry look-ahead adder) 사이에 
위치한다.  
표 1. SBF 복호기의 구현 결과 
 
4. 실험 결과 
SBF 복호기의 구현결과가 표 1 에 나타나있다. SNPU 를 
사용하여, 병렬도 64 에서 약 9%의 면적 감소 효과를 얻
었으며, 파이프라인 기법을 적용한 결과, conventional 
serial architecture 와 비교하였을 때 5 배의 면적 증가로 
87 배의 처리량이 증가 하였다.  
 
5. 결론 
본 논문에서는 (1057,813) PG-LDPC 부호에 대한 
SBF 복호기를 구현하였다. 파이프라인 기법을 적용한 제
안된 SNPU 구조의 복호기는 2.5mm2 의 적은 면적을 차
지하며 최대 6.5Gbps 의 처리량을 보였으며, 이것은 높은 
가중치의 PG-LDPC 부호의 세계 최초의 구현 결과이다. 
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