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Abstract—This paper outlines an optimization framework
for choosing fast and reliable control actions in a transmission
grid emergency situation. We consider contractual load shedding
and generation re-dispatch as exemplary emergency actions.
To achieve computational efficiency and scalability, this novel
formulation of the robust corrective action optimization is stated
in terms of voltages and currents, as opposed to standard
formulation in terms of power flows and voltages. The current-
voltage formulation is natural for expressing voltage and thermal
transmission line constraints, and its major advantage is in
the linearity of the power flow equations. The complexity of
the current-voltage formulation, which is mainly related to the
transformation of voltages and currents into active and reactive
power injections, can be largely avoided by stating the cost
function directly in terms of currents and using linearized
or robust estimates for load and generation constraints. The
paper considers five different optimization problem formulations,
including the full current-voltage formulation, as well as two
convex and two linear approximation to the problem. In a case
study on an illustrative case study for the IEEE RTS96 system,
we demonstrate pros and cons of the different formulations based
on simulations for both normal and contingency operation.
Keywords—Emergency control, current-voltage formulation
I. INTRODUCTION
In many parts of the world, increasing loads and fluctua-
tions from renewable energy, public resistance to transmission
expansion, and higher focus on economic efficiency is forcing
system operators to operate their systems closer to the limits.
As a result, many system operators enforce a less strict version
of the N-1 criterion, where intermediate post-contingency over-
loads are tolerated for a short period of time until corrective
actions can help the operator to bring the system back to a
normal operating state [1]. While this type of corrective N-
1 security allows for less costly system operation [2], [3],
it also increases the possible risk of an emergency situation.
The planned corrective controls might fail to react properly
[4], or might be insufficient if the system is deviating from
the planned operating point (due to, e.g., variability in the
renewable generation). Furthermore, the system may experi-
ence emergency situations that are more severe than the N-1
contingencies considered in the operational planning, leading
to dangerous system operation. In such a situation, where
one or more system components are overloaded, the system
operator is forced to take quick emergency action. The main
goal of those actions is to restore normal operation, remove the
immediate danger of component damage and prevent cascading
events from further deteriorating the system state. The control
actions must be determined in a fast and reliable way, while
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ensuring that the modification to the current operating point is
as small as possible to avoid unnecessarily high cost and long
restoration times.
We are looking for an optimization framework for emer-
gency control which is both (a) sufficiently accurate, in terms
of representing reality, and (c) sufficiently efficient, in terms
of computational scalability over realistic (thousands node
large) systems, to produce reliable results fast in an emergency
situation. In this first formulation, we consider changes in
the generation dispatch and contractual load shedding as the
possible emergency actions.
The scalability, robustness and efficiency of our newly
proposed solution is to be achieved through a number of
technical tricks. Most importantly, we will utilize the current-
voltage, thus called IV, representation of the Power Flow (PF)
equations (see [5] and references therein). This representation
is advantageous in that it allows us to easily state both voltage
constraints and thermal transmission limits, which are typically
given as limits on the current flow. Perhaps more importantly,
the IV formulation provides us with a linear representation
of the network wide PF constraints, allowing us to remove
the impediment of the nonlinearity of the PF equations. This
advantage of the linear IV approach is important for scalability
when the computations are performed over large grids/systems
where many degrees of freedom (thousands or even tens of
thousands) need to be accounted for. These considerations
of the computational scalability has lead researchers recently,
notably in [6], [7], to restate the basic PF formulation in the
IV terms.
When applied to a typical optimal power flow problem
as in [6], one significant complication of the IV formulation
is the (non-convex) transformation of the bus currents into
active and reactive power injections. This transformation is
necessary to accurately determine the cost of generation,
which is minimized as part of the objective function, and
to accurately represent generation constraints and the load
consumption, which are typically given in active and reactive
power. In our formulation of the emergency control problem,
we will use two tricks to circumvent these issues. First, since
economic considerations are less important in the emergency
situation, we state the objective function directly in terms
of currents and voltages and choose penalty functions that,
e.g., approximate the cost of generation or limits the number
of involved generators. Second, generation constraints and
loads are represented using convex approximations in the
current-voltage domain. In particular, we consider two convex
approximations, (i) a conservative, robust inner approximation
of the IV feasible domain based on the pre-control system state
and (ii) an approximation based on a linear Taylor expansion
around the pre-control operating point. We further show how
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these convex representations can be efficiently linearized to
enable computational scalability.
The rest of the paper is organized as follows. In Section II
we introduce the emergency control problem and provide a
current-voltage formulation of the same. In Section III and
Section IV we develop convex and linear formulations of the
emergency control problem in Section II. Section VI provides
a comparison of the methods introduce in this paper via
numerical computations. We conclude the paper in Section VII
and discuss directions for future research.
II. CURRENT-VOLTAGE FORMULATION OF THE OPTIMAL
POWER FLOW PROBLEM
We first introduce some notation that we use throughout the
paper. We denote by B the set of buses, E the set of transmis-
sion lines of a power transmission network. Let G and L denote
the set of generators and loads. We assume that there is exactly
one generator and one load per bus. Presence of multiple
generators/loads can be handled by aggregation. We denote
by v = (vi)i∈B as the vector of complex voltage phasors, and
iB = (i
j
B)j∈B as the vector of bus current injections, where by
convention an injection of current is represented by a positive
value. The current flow on the branches are given by (ilF )l∈L.
The generator and load currents are denoted by (ijG)j∈G and
(ijL)j∈L respectively. By convention, the generator current iG
enters the bus from the generator, and the load current iL leaves
the bus towards the load.
The problem we would like to solve, stated in terms
of voltages and currents (based on rectangular coordinates
vre, vim, iB,re, iB,im, iF,re, iF,im), active and reactive
power is given by:
miniB ,v,iF ,p,q
∑
i∈G,L
cp,ipi + cq,iqi (1a)
s.t. iB = iG − iL, (1b)
iB = YBv, (1c)
iF = YF v, (1d)√
i2F,re + i
2
F,im ≤ |iF |max, (1e)
|v|min ≤
√
v2re + v
2
im ≤ |v|max, (1f)
p+ jq = vi∗B , (1g)
pmin ≤ p ≤ pmax, (1h)
qmin ≤ q ≤ qmax, (1i)
θ = 0 (1j)
The linear cost function in the objective (1a) represents
the cost of emergency control, where the considered control
actions are currently limited to generation redispatch, demand
response and forced load shedding. The parameters cp, cq
represents the cost coefficients of the respective control actions,
i.e., the cost of adjusting generation or demand as well as the
cost of load shedding. Note that we expect much higher cost
for forced load shedding than for adjustments of the generation
or demand, and that the cost of active power adjustments are
higher than the cost of reactive power adjustments cp >> cq .
Eq. (1b) denotes the aggregation of generator and load currents
at a bus. The nodal power balance is given by (1c), where
YB represents the complex bus admittance matrix. Eq. (1d)
represents the branch currents iF from the voltages, with
YF representing the branch admittance matrix. The current
and voltage magnitudes are constrained by (1e) and (1f),
respectively. The conversion from nodal active and reactive
power consumption to nodal voltage and currents are given by
(1g). Constraints on active and reactive power generation and
consumption is given by (1h), (1i). Note that both loads and
generation is assumed to be controllable, since the emergency
situation mandates the use of load shedding. Eq. (1j) sets the
reference angle at the slack bus to zero.
The IV formulation has significant advantages because of
the linearity of power flow equations (1c), (1d). Instead, the
non-convexity of the AC power flow is concentrated in the
conversion from (i, v) to (p, q) in (1g), and in the voltage
magnitude constraints (1f). In this paper, we argue that in the
special circumstances related to emergency control, finding fast
control actions to restore system stability is a higher priority
than a exact representation of system cost. This enables us
to avoid the explicit, non-convex transformation from (i, v)
to (p, q), and devise liner or convex programs that can very
efficiently solve the emergency control problem in real time.
While the solution might not be optimal in the sense that
it might require more generation redispatch or higher load
shed than necessary, it is guarantees system feasibility and
has reliable and fast solve times.
In the following sections, we derive four different ap-
proximate formulations. These formulations differ in the way
they employ simplifications, and approximations, and can be
broadly categorized into Convex and Linear approximations.
Later in Section VI we compare the strengths and weaknesses
of each of these formulations by numerical computations on
the IEEE RTS96 test case.
III. CONVEX APPROXIMATIONS OF THE IV
FORMULATION
As described above, the main non-convexity of the problem
is related to the conversion from the (i, v) to the (p, q) domain
at the nodes. In this section, we describe two different approx-
imations of this conversion that result in convex programs: (i)
an approximation based on Taylor expansion and (ii) a robust
inner approximation.
Since both formulations share the approximation of the cost
function (1a) and voltage constraints (1f), we first described
these constraints. We then describe the handling of the con-
version from (p, q) to (i, v) and of the constraints on active
and reactive power (1g) - (1i).
1) Cost Function: The cost function represents the cost (or
impact) of the emergency control actions, such as the amount
of load shed or the cost of generation redispatch. However,
while it is important to express a preference to reduce the load
shedding to a minimum and limiting the generation redispatch,
our main goal is the fast determination of the least impact
emergency action rather than an accurate representation of the
actual cost. Therefore, we approximate both the load shed and
the generation redispatch using a first order Taylor expansion
around a reference point (v0, i0) of the active and reactive
power,
p = vreiG,re + vimiG,im
≈ v0reiG,re + vrei0G,re − v0rei0G,re
+ v0imiG,im + vimi
0
G,im − v0imi0G,im, (2)
q = vimiG,re − vreiG,im
≈ v0imiG,re + vimi0G,re − v0imi0G,re
− v0reiG,im − vrei0G,im + v0rei0G,im. (3)
The reference point can be chosen arbitrarily, but can for
example be chosen similar to the current, post-contingency
emergency situation or the last recorded system state before
the contingency took place. The details of choosing the initial
reference point is described in Section V. Given these expres-
sions, we approximate the cost of emergency control (1a) as
clin =
∑
i∈G,L
cipp
i + ciqq
i
≈cip(v0reiG,re + vrei0G,re − v0rei0G,re
+ v0imiG,im + vimi
0
G,im − v0imi0G,im)
+ciq(v
0
imiG,re + vimi
0
G,re − v0imi0G,re
− v0reiG,im − vrei0Gim + v0rei0G,im). (4)
2) Convex Approximation of Voltage Magnitude Con-
straints: While the constraint on the current magnitude (1e)
is convex (i.e., it forms a circle in the convex plane),√
i2F,re + i
2
F,im ≤ |iF |max (5)
the voltage magnitude constraint (1f) is non-convex due to the
existence of a lower bound |v|min,
|v|min ≤
√
v2re + v
2
im ≤ |v|max. (6)
The non-convex feasible domain for the voltage constraint
is illustrated in blue in Fig. 1. We obtain a convex inner
approximation of this non-convex domain by constructing a
convex feasibility domain (marked in grey in Fig. 1, based on
the reference voltage solution v0 (as an example, we show the
emergency voltage v0 outside of the feasible region).
The upper bound on voltage magnitude Eq. (1f) is a convex
quadratic constraint and is kept unaltered. The lower bound is
now replaced by a linear constraint as depicted in Figure 1. To
derive the lower bound, observe that the point A in Figure 1
is given by B : v
0
|v0| |v|min. The region above the line BAC
can then be described using standard tools from coordinate
geometry as 〈
(vre, vim)− v
0
|v0| |v|
min, v0
〉
≥ 0, (7)
where 〈x, y〉 denotes the inner (dot) product between two
vectors x and y. Reformulating (7) and combining with the
convex upper bound in (6), the inequalities representing the
feasible region SV for the voltage in Figure 1 are given by√
v2re + v
2
im ≤ |v|max, (8a)
vrev0,re + vimv0,im ≥ |v|min|v0|. (8b)
The constraints (8a), (8b) are used in all subsequent formula-
tions.
Fig. 1. Convex voltage feasibility domain: The voltage domain is obtained by
limiting the feasible region to be the largest convex set around the projection
of the initial voltage solution v0. The line BC denotes the constraint (8b).
We now describe the two convex formulations of the
emergency control computation problem. While both convex
formulations use the objective approximation (4), they differ
in the representation of the load and generation constraints
(1h), (1i). Our goal is to represent these constraints on active
and reactive power directly in the (i, v) domain to avoid the
non-convex conversion to the (p, q) domain. Note that in our
formulation, both generator and loads are controllable (i.e.,
we allow for load shedding where the loads can be reduced
compared to their initial consumption).
Without loss of generality we present here the approxi-
mation to the generator real and reactive power constraints.
An identical expression is applicable for the load active and
reactive power, so for the following discussions, we omit
mentioning the load constraints for brevity.
A. Convex Formulation using Taylor Expansion for the Power
Constraints
In this formulation, we represent the generation and load
constraints (1h), (1i) using first order Taylor expansion (3)
around the reference point (v0, i0G). With this approximation,
the rectangular bounds on active and reactive power generation
and consumption in Eqs. (1h),(1i) become linear:
pmin ≤ v0reiG,re + vrei0G,re − v0rei0G,re
+ v0imiG,im + vimi
0
G,im − v0imi0G,im ≤ pmax, (9)
qmin ≤ v0imiG,re + vimi0G,re − v0imi0G,re
− v0reiG,im − vrei0G,im + v0rei0G,im ≤ qmax (10)
The resulting formulation is given below:
min cost (4) (11a)
s.t. network flow equations (1b), (1c), (1d) (11b)
branch current bound (1e) (11c)
voltage magnitude bounds (8) (11d)
load/generation power bounds (9), (10). (11e)
B. Convex Robust Formulation using Inner Approximation for
the Power Constraints
In this formulation, we obtain convex inner approxima-
tions to (1h), (1i). This formulation benefits from feasibility
guarantees - a feasible solution to the formulation guarantees
a feasible solution to the original non-convex problem in
(1). However, the robust guarantees requires a certain degree
of conservativeness, leading to larger amounts of generation
dispatch and possible load shed than is strictly necessary.
To describe the inner approximation to the active power
constraint, we first introduce some notation. Let θ ,
arctan
(
v0im
v0re
)
denote the vector of phase angles of the initial
voltage phasor. Let φ = arccos
(
|v|min
|v|max
)
denote the collection
of angles corresponding to ∠AOC in Figure 1.
Consider the upper bound on the active power given by
vreiG,re + vimiG,im ≤ pmax. (12)
The expression for active power can be thought of as an inner
product between the vectors vvec = (vre, vim) and ivec =
(ire, iim). Using this view, we can re-write the generator active
power constraint as
〈vvec, ivec〉 ≤ pmax. (13)
Our strategy is to find constraints on the current iG such that
the constraint (13) is robustly feasible for all values of voltage
in the voltage feasibility domain SV . From the inner product
interpretation, we can identify the worst case v for a given iG.
There are three main cases:
• ∠iG ∈ [θ−φ, θ+φ]: In this case, it is easy to see that
the worst-case voltage for constraint (13) is given by
v = |v|maxej∠iG .
• ∠iG ∈ (θ − pi, θ − φ]: The worst case voltage is v =
|v|maxej(θ−φ).
• ∠iG ∈ (θ + φ, θ + pi]: The worst case voltage is v =
|v|maxej(θ+φ).
The above cases leads to the following convex region for the
current iG described by the following set of constraints, see
Figure 2 for a pictorial representation.
i2G,re + i
2
G,im ≤
(
pmax
|v|max
)2
, ∠iG ∈ [θ − φ, θ + φ], (14a)
iG,recos(θ − φ) + iG,imsin(θ − φ) ≤ p
max
|v|max , (14b)
iG,recos(θ + φ) + iG,imsin(θ + φ) ≤ p
max
|v|max . (14c)
The above feasible region, although simple and convex is
difficult to represent directly for passing onto a convex solver
primarily due to the conditional constraint (14a). Instead it is
possible to simply use the unconditional constraint
i2G,re + i
2
G,im ≤
(
pmax
|v|max
)2
, (15)
since it dominates the other two constraints, see Figure 2.
Fig. 2. Robust upper current bound: The picture shows the upper robust
feasible region given by the constraints (14). The two straight lines represent
the constraints (14b) and (14c). Although the region defined is convex, it is
difficult to directly represent it in the form of intersection of finitely many
convex constraints.
We proceed similarly to obtain robust current feasibility
domain corresponding to the lower bound on the active power.
This can be written as
〈vvec, ivec〉 ≥ pmin. (16)
To identify the worst case voltage, we again consider the
following cases:
• ∠iG ∈ [θ − pi, θ]: The worst case voltage is v =
|v|maxej(θ+φ).
• ∠iG ∈ [θ, θ + pi]: The worst case voltage is v =
|v|maxej(θ−φ).
Using the above, we get the following robust feasibly con-
straints for iG:
iG,recos(θ − φ) + iG,imsin(θ − φ) ≥ p
min
|v|max (17a)
iG,recos(θ + φ) + iG,imsin(θ + φ) ≥ p
min
|v|max . (17b)
The resulting robust feasible region for the current is depicted
in Figure 3
Fig. 3. Robust current feasible domain: The figure shows the final current fea-
sible domain obtained by combining the constraints (14) with the constraints
(17).
We can follow an identical procedure to obtain the robust
current feasible domains for the upper and lower bound on the
reactive power. Instead of having to repeat the above calcula-
tions for the reactive power, we observe that the corresponding
constraints can be written in an identical inner product form
qmin ≤ 〈vvec, ivec〉 ≤ qmax, (18)
where the vector ivec is now modified to read ivec =
(−iG,im, iG,re). The robust feasible constraints for the reactive
power limits can now be written by analogy given by
i2G,im + i
2
G,re ≤
(
qmax
|v|max
)2
, (19a)
iG,resin(θ − φ)− iG,imcos(θ − φ) ≥ qmin/|v|max (19b)
iG,resin(θ + φ)− iG,imcos(θ + φ) ≥ qmin/|v|max. (19c)
The resulting formulation is given below:
min cost (4) (20a)
s.t. network flow equations (1b), (1c), (1d) (20b)
branch current bound (1e) (20c)
voltage magnitude bounds (8) (20d)
load/generation power bounds (14), (19). (20e)
IV. LINEAR APPROXIMATIONS OF THE IV FORMULATION
In this section, we derive two fully linear formulations of
the emergency control computation problem. Similar to Sec-
tion III, these can be classified into: (i) linear approximation
using first order Taylor expansion and (ii) linear robust inner
approximation. The goal is to obtain linear programs that trade-
off accuracy for fast and reliable solutions using modern linear
solvers.
To obtain the linear formulations, we need to find linear
approximations to the cost (1a), and the non-linear constraints
(1e), (1f), (1h) and (1i). Both formulations presented here use
the linear approximation to the cost function in (4), as well as
the linear approximation to the voltage magnitude constraint
(1f) and the branch current magnitude constraint (1e), which
are described in the following sections.
1) Linear Approximation of Branch Current Magnitude
Constraints: We derive polyhedral inner approximations to
the branch current magnitude constraint (1e) using inscribed
regular polygons. The approximation is based on mi linear
inequalities. For j = 1, 2, . . . ,mi, let aj = (j − 1)pi/mi and
bj = jpi/mi. Then the jth linear inequality is given by
iF,recos(aj + bj) + iF,imsin(aj + bj) ≤ imaxcos(aj − bj).
(21)
The above constraints are shown in Figure 4.
2) Linear Approximation of Voltage Magnitude Con-
straints: For the voltage magnitude constraints (1f), we con-
struct a polyhedral inner approximation to the convex region
derived in Section III-2. We observe that we only need to
replace the region between ∠v ∈ [θ−φ, θ+φ] by a polyhedral
inner approximation since the rest of the phase angles are
Fig. 4. A constraint constituting the linear inner approximation of current
magnitude constraint obtained by polyhedral inner approximation to (1e). The
quantities aj and bj denote the phase angle of two successive points in the
mi points based uniform discretization of the circle. The inequality in (21) is
denoted by the line AB.
eliminated by the lower bound in (8b). For j = 1, 2, . . . ,mv ,
let
a1,j = 0.5(θ + (j − 1)φ/mv),
b1,j = 0.5(θ + jφ/mv),
a2,j = 0.5(θ − (j − 1)φ/mv),
b2,j = 0.5(θ − jφ/mv).
Then the jth pair of constraints is given by
vrecos(a1,j + b1,j) + vimsin(a1,j + b1,j) (22a)
≤ |v|maxcos(a1,j − b1,j), (22b)
vrecos(a2,j + b2,j) + vimsin(a2,j + b2,j) (22c)
≤ |v|maxcos(a2,j − b2,j). (22d)
The resuting voltage feasibility domain is given in Figure 5.
Fig. 5. Linear voltage feasibility domain: The linear voltage feasibility
domain above is obtained by using a polyhedral approximation to the convex
voltage feasibility domain in Figure 1 using the constraint in (22).
A. Linear Formulation using First-Order Taylor Expansion
The linear formulation in this section is obtained by com-
bining the linear approximations to power using first order
Taylor’s expansion as described in Section III-A with the
voltage and current magnitude approximations described in
(21) and (22). We present the full formulation below:
min cost (4) (23a)
s.t. network flow equations (1b), (1c), (1d) (23b)
branch current bounds (21) (23c)
voltage magnitude bounds (22), (8b) (23d)
load/generation power bounds (9), (10). (23e)
B. Linear Robust Formulation using Inner Approximation
The linear robust inner approximation uses the same linear
inner approximations to the current and voltage magnitude
bounds in (21) and (22) respectively. In addition, we also
need to find linear inner approximations to (14a) or (15).
The linear version no longer suffers from the problem of
representing the conditional constraints in (14a). As before,
using ni linear pieces, and defining for j = 1, 2, , . . . , ni, and
aj = (j−1)pi/ni and bj = jpi/ni, we can write the jth linear
inequality replacing the conditional constraints in (14a) as
iG,recos(aj + bj) + iG,imsin(aj + bj) ≤ p
max
|v|max cos(aj − bj).
(24)
Similarly for the robust constraint for the reactive power bound
in (19a), we have the jth inner approximating linear inequality
given by
−iG,imcos(aj + bj) + iG,resin(aj + bj) ≤ q
max
|v|max cos(aj − bj).
(25)
Another, perhaps more insightful way of obtaining a
slightly different form of the robust current constraints (24),
(25) is by observing that the original constraint (12) is linear
in v for a given iG. Since in the formulation in this section, the
voltage constraints are linear, the values of v that extremize
the expression in are the corners of the polytope in Figure 5.
With the quantities aj , bj described above, the jth corner of
the voltage polytope is given by |v|maxejaj . We can now write
the jth pair of robust current constraint as
|v|maxcos(aj)iG,re + |v|maxsin(aj)iG,im ≤ pmax, (26)
−|v|maxcos(aj)iG,im + |v|maxsin(aj)iG,re ≤ qmax. (27)
Unsurprisingly, the expression in the above constraints are very
similar to those in (24), (25).
We present the full formulation below:
min cost (4) (28a)
s.t. network flow equations (1b), (1c), (1d) (28b)
branch current bounds (21) (28c)
voltage magnitude bounds (22), (8b) (28d)
load/gen power upper bounds (24), (25) (28e)
load/gen power lower bounds (17), (19b)(19c). (28f)
V. CHOOSING THE REFERENCE POINT
The choice of the reference point plays a central role in
all four formulations presented in this paper. We propose two
different ways of choosing the reference point.
• Pre-contingency system state: The pre-contingency
reference point refers to the state of the system before
the contingency that creates an emergency situation
has occurred. The solution can be easily accessed from
the pre-contingency state estimation.
• Post-contingency system state: The post-contingency
reference point refers to the state of the system after
the contingency and prior to deployment of any emer-
gency control actions. The generators and loads that
are still online remain at their original value. Since the
system is in an emergency state, the post-contingency
power flow solution violates one or more line flow
and/or bus voltage magnitude constraints.
VI. CASE STUDY
Fig. 6. Total load real power shed for each of the four formulations described
in this paper as a percentage of the total real power demand.
Fig. 7. Total load reactive power shed for each of the four formulations
described in this paper as a percentage of the total reactive power demand.
In this section, we perform numerical experiments to assess
the strengths and weaknesses of each of the formulations
described in Section III and Section IV. The computations
are performed on the IEEE RTS96 test system [8]. We stress
the system by increasing the loads by 15%. We then create
Fig. 8. Total active power generation re-dispatch as a percentage of the total
active power generation capacity in the system.
Fig. 9. Total reactive power generation re-dispatch as a percentage of the
total reactive power generation capacity in the system.
an emergency state by introducing a bus contingency at bus
number 24, where all the adjacent transmission lines are
removed. The data structures from the RTS96 data file are
obtained using PowerModels [9] in Julia, and the AC-OPF
is solved using the default PowerModels AC-OPF solver in
polar coordinates. Note that the standard AC OPF based on
polar coordinates does converges to a point of local infeasi-
bility for the post-contingency case (after outage of bus 24),
demonstrating the need for more implementations with more
reliable convergence. The formulations described in Section III
and Section IV are implemented using JuMP [10].
We compare the formulations using two metrics: (i) the
amount of load shed, and (ii) the amount of generation re-
dispatch required to restore feasibility and relieve the emer-
gency state. We also investigate the effect of the choice of
the reference point among the options described in Section V.
Figures 6 and 7 shows the total load real and reactive power
shed in the system for each of the four formulations, when the
reference point is chosen to be the post-contingency power
flow solution. Figures 8 and 9 shows the same for the total
required real and reactive generation power redispatch.
Both robust formulations require significantly higher load
shed and generation re-dispatch compared to the formulations
using first-order Taylor expansion. However unlike the latter
which can suffer from approximation error, the robust formu-
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Fig. 10. Load real power shed for each bus in the system as a percentage
of the real power demand at that bus.
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Fig. 11. Load reactive power shed for each bus in the system as a percentage
of the reactive power demand at that bus.
lations are guaranteed to produce feasible solutions. Although
the control actions computed from the robust formulations are
expensive, the robust formulation can be applied in extreme
cases where stabilization and partial rescue of the system is
the highest priority. In such scenarios, the robust solution can
be employed to quickly restore the system after the partial
load shed. Furthermore, the robust formulation can be used as
a quick pre-processing step to obtain an initial feasible point
for a subsequent optimization step.
To inspect the solutions in more detail, we plot the real
and reactive load shed for each bus as a percentage of the
original pre-contingency value. These are shown in Figures 10
and 11. We observe that the corresponding convex and linear
approximations produce almost identical solutions, implying
can be made accurate enough to not introduce substantial
error. The stability and computational speed of modern linear
programming solvers hence make the linear formulations the
appropriate choice for computation of fast emergency control
actions. The linear models are also expected to scale extremely
well to large realistic transmission system models. In this
context, although the IV non-convex formulation outperforms
the others in terms of the amount of load shed, the non-
convexity of the problem can be expected to lead to poorer
scalability as well as lower reliability in providing a solution,
since the solvers might either fail to converge or converge to
a point of local infeasibility. Thus, comparing the four convex
Fig. 12. Real power generation for each generator in the system obtained
from the linear formulation using Taylor expansion as a percentage of the
real power generation limit of that generator. The two cases correspond to
reference point being chosen as the pre-contingency and post-contingency
solution respectively. The plot has been deliberately magnified to emphasize
the generator active power active upper bound violations.
formulations with respect to the metrics mentioned above,
and from a computational stand point, the linear formulation
using Taylor expansion described in (23) outperforms the other
formulations.
The reference point plays a crucial role in the derivation
of all formulations, and for the best performance, we would
like to have a reference point which is close to the final
solution. We compare the solutions obtained from the linear
formulation using first order Taylor expansion, when the ref-
erence point is chosen to be the pre-contingency and the post-
contingency system state. To illustrate the difference, we plot
the active power generation per bus after the emergency control
is computed as shown in Figure 12. As can be seen from
the figure, several of the normalized active power generation
values obtained from choosing pre-contingency solution as the
reference are above 100% and thus violate the active power
upper limit. On the other hand, no such violation is observed
for the generation obtained from choosing post-contingency
solution as the reference, making it a better choice.
VII. CONCLUSION
We considered the problem of computing fast and reliable
control actions in power transmission systems in order to
relieve the state of emergency caused by contingencies. We
propose utilizing the current-voltage formulation where the
power flow physics are inherently linear, thus trading off cost
for accurate representation of the network flow equations. We
formulate four convex/linear approximations to the emergency
control computation problem that can be scaled to large
systems, and can compute control actions in a fast and reliable
manner using modern optimization solvers.
In future work, we plan to implement and test our formu-
lations on large transmission system models where the number
of buses are of the order of a few thousands. Another direction
consists in reducing the level of conservativeness of the robust
formulations presented in this paper. It might also be useful to
explore if algorithms based on hybrid formulations or iterative
applications of the formulations in this paper can combine the
advantages of the robust (guaranteed feasibility) and Taylor
expansion based (lesser load shed and generation re-dispatch)
formulations. Furthermore, we would like to investigate con-
straints that allow for more realistic models of load shed (e.g.,
methods that preserve the pre-control power factor of the load).
ACKNOWLEDGMENT
The work was supported by funding from the U.S. Depart-
ment of Energys Office of Electricity as part of the DOE Grid
Modernization Initiative.
REFERENCES
[1] P. Panciatici, M. C. Campi, S. Garatti, S. H. Low, D. K. Molzahn,
A. X. Sun, and L. Wehenkel, “Advanced optimization methods for
power systems,” in Power Systems Computation Conference (PSCC),
Wroclaw, Poland, Aug. 2014.
[2] S. Chatzivasileiadis, T. Krause, and G. Andersson, “Flexible AC Trans-
mission Systems (FACTS) and Power System Security - A Valuation
Framework,” in IEEE PES General Meeting, Detroit, Michigan, 2011.
[3] L. Roald, S. Misra, T. Krause, and G. Andersson, “Corrective Control
to Handle Forecast Uncertainty: A Chance Constrained Optimal Power
Flow,” IEEE Transactions on Power Systems (in press).
[4] E. Karangelos, P. Panciatici, and L. Wehenkel, “Whither probabilistic
security management for real-time operation of power systems?” in
2013 IREP Symposium on Bulk Power System Dynamics and Control,
Aug 2013, pp. 1–17.
[5] M. B. Cain, R. P. ONeill, and A. Castillo, “His-
tory of optimal power flow and formulations,” 2012.
[Online]. Available: https://www.ferc.gov/industries/electric/indus-act/
market-planning/opf-papers/acopf-1-history-formulation-testing.pdf
[6] R. P. ONeill, A. Castillo, and M. B. Cain, “The IV formulation and
linear approximations of the ac optimal power flow problem,” 2012.
[Online]. Available: https://www.ferc.gov/industries/electric/indus-act/
market-planning/opf-papers/acopf-2-iv-linearization.pdf
[7] A. Castillo, P. Lipka, J. P. Watson, S. S. Oren, and R. P. ONeill, “A
successive linear programming approach to solving the iv-acopf,” IEEE
Transactions on Power Systems, vol. 31, no. 4, pp. 2752–2763, July
2016.
[8] R. T. Force, “The ieee reliability test system-1996,” IEEE Trans. Power
Syst, vol. 14, no. 3, pp. 1010–1020, 1999.
[9] [Online]. Available: https://github.com/lanl-ansi/PowerModels.jl
[10] M. Lubin and I. Dunning, “Computing in operations research using
julia,” INFORMS Journal on Computing, vol. 27, no. 2, pp. 238–248,
2015.
