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Transition state theory (TST) is generalized for the nonequilibrium system with 
power-law distributions. The stochastic dynamics that gives rise to the power-law 
distributions for the reaction coordinate and momentum is modeled by the Langevin 
equations and corresponding Fokker-Planck equations. It is assumed that the system 
far away from equilibrium has not to relax to a thermal equilibrium state with 
Boltzmann-Gibbs distribution, but asymptotically approaches to a nonequilibrium 
stationary-state with power-law distributions. Thus, we obtain a generalization of TST 
rates to nonequilibrium systems with power-law distributions. Furthermore, we derive 
the generalized TST rate constants for one-dimension and n-dimension Hamiltonian 
systems away from equilibrium, and receive a generalized Arrhenius rate for the 
system with power-law distributions. 
PACS number(s): 82.20.Db; 05.20.-y; 82.20.Uv; 05.40.-a  
  
I. INTRODUCTION 
Transition state theory (TST) made it possible to obtain quick estimates for 
reaction rates of a broad variety of processes in physics, chemistry, biology, and 
engineering. It has been a cornerstone or a core of reaction rate theory and profoundly 
influenced the development of theory of chemical dynamics. However, one key 
assumption to TST is that thermodynamic equilibrium must prevail throughout the 
entire system studied for all degrees of freedom; all effects that result from a deviation 
from thermal equilibrium distribution, such as Boltzmann-Gibbs (B-G) distribution 
with the exponential law, are neglected [1]. In the reaction rate theory, we are 
interested in the processes of evolution from one metastable state to another 
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neighboring state of metastable equilibrium; the assumption thus would be quite 
farfetched. An open problem, which is being investigated intensively, is reaction rate 
theory away from equilibrium. TST is no longer valid and cannot even serve as a 
conceptual guide for understanding the critical factors that determine rates away from 
equilibrium [2]. Thereby TST must be generalized if it is employed to describe rates 
of reactions in the nonequilibrium systems with non-exponential or power-law 
distributions. 
Theoretically, if one supposes to generalize TST in calculating the rates of 
reactions in complex systems far away from thermal equilibrium, an approach may be 
to find stationary nonequilibrium distribution. But, because in most systems away 
from equilibrium the asymptotic probability distribution is not known due to the lack 
of detailed balance symmetry, it seems to be a quite formidable task to determine the 
probability density of multidimensional stationary nonequilibrium systems [2]. Often, 
numerical simulations [3] of the stochastic dynamics are the only possible approach. 
It is worth to notice that all the attempts so far ended up in having a form with the 
exponential law in B-G distribution. The need of generalizing TST rates in such a way 
as to have a non-exponential or power-law expression is due to the condition away 
from equilibrium since this condition creates genuine power-law distributions that 
have been noted prevalently, for example, in glasses [4,5], disordered media [6-8], 
folding of proteins [9], single-molecule conformational dynamics [10,11], trapped ion 
reactions [12], chemical kinetics, and biological and ecological population dynamics 
[13,14], reaction-diffusion processes [15], chemical reactions [16], combustion 
processes [17], gene expressions [18], cell reproductions [19], complex cellular 
networks [20], and small organic molecules [21] etc. In these situations, TST is 
invalid and the reaction rate equations have not existed yet. 
On the other hand, a type of statistical mechanical theory of power-law 
distributions has been constructed via generalizing Gibbsian theory for systems away 
from thermal equilibrium [22]. Especially worth to mention that in recent years, 
nonextensive statistical mechanics based on the q-entropy proposed by Tsallis has 
received great attention and it has made very wide applications for a variety of 
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interesting problems on those systems with power law distributions [23]. It is studied 
as a reasonable generalization of B-G statistical mechanics able to perform statistical 
description of a nonequilibrium stationary-state in the interacting systems [24-26], so 
becoming a very useful tool to approach complex systems whose properties go 
beyond the realm governed by B-G statistical mechanics. These developments now 
naturally give rise to a possibility for us to generalize TST to the nonequilibrium 
systems with power-law distributions, which is just our purpose in this work.  
The paper is organized as follows. In section II, we deal with a type of Langevin 
equations for the reaction coordinate and momentum and the corresponding 
Fokker-Planck equations, and we study the conditions under which those equations 
will give rise to the power-law distributions. In section III, we study the TST for the 
nonequilibrium Hamiltonian systems with power-law distributions, including a 
generalization of TST rate constants to a one-dimension nonequilibrium system, to an 
n-dimension nonequilibrium system, and finally we derive the generalized Arrhenius 
rate for the power-law distributions. In section IV, we give the conclusion. 
 
II. STOCHASTIC DYNAMICS UNDERLYING POWER-LAW DISTRIBUTIONS 
 
    Let us consider the following reaction processes in an open system far away 
from equilibrium, 
BAB ABBA kk ⎯→⎯⎯→⎯ ,                                  (1) 
where kBA is a rate constant of the reaction process changing the reactant B into the 
product A, and kAB is that of the inverse reaction. If NA (t) and NB (t) denote the 
concentration of A and B at time t, respectively, the dynamical rate equation 
governing evolution of the instantaneous concentration is written as   
B
)()()( tNktNk
dt
tdN
AABBBA
A −= ,                              (2) 
)()()( tNktNk
dt
tdN
BBAAAB
B −= .                              (3) 
These reaction processes with their interactions with the environment constitute a 
nonequilibrium dynamical reaction system. As we know that the stochastic motion of 
the reaction coordinate x(t) is a combined effect induced by coupling among a 
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multitude of environmental degrees of freedom. Conventionally in reaction rate theory, 
one assumes the reaction coordinate to describe dynamics of the escape process or the 
transition state, and its equation of motion to be modeled by the Langevin equation, 
where the system studied is regarded as ergodic [27] and the stationary macroscopic 
dynamics must have recourse to B-G statistical distribution [1]. However, for a 
complex system far away from equilibrium, the dynamics is not ergodic in general, 
and the stationary probability has not to be B-G distribution, but in many situations 
shows power-law distributions.  
To investigate the stochastic dynamics underlying the power-law distributions in 
a system away from equilibrium, we start with the following Langevin equation for 
the dynamics of stochastic variables x, 
)()( txK
dt
dx
xη+= ,                                             (4) 
with 
0)( =txη , )'()(2)'()( ttxDtt xx −= δηη ,                          (5) 
where K(x) is a given function of the coordinate x, It is required that the noise ηx(t) is 
Gaussian distribution, with zero mean and the delta-correlated. The quantities D(x) in 
general can be a function of x. Eq.(4) is quite a general Langevin equation with 
arbitrary function K(x), very similar to a strong friction or an overdamped motion of 
interacting particles if K(x) is associated with a potential V(x) by K(x)= −dV(x)/dx [1].  
Corresponding to the dynamics governed by above Langevin equation (4), the 
Fokker-Planck (F-P) equation for the noise-averaged probability distribution function 
),( txρ [28] can be written by 
   [ ]),()(),( txxK
xt
tx ρρ ∂
∂−=∂
∂
⎥⎦
⎤⎢⎣
⎡
∂
∂
∂
∂+ ),,()( tpx
x
xD
x
ρ .                  (8) 
In this sense, K(x) is usually the drift term and D(x) the diffusion coefficient. It is easy 
to find that there exists a general stationary-state solution for the F-P equation (8), 
which can be expressed in an exponential form,  
    ( )∫ )](/)([exp~)( xDxKdxxsρ ,                                 (9) 
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and 0)( →xsρ  when ±∞→x . Usually, in the simplest case, if we take D(x) as a 
constant, e.g. D= β/1 , and K(x) as K(x)= dxxdV /)(−  in terms of an potential 
function V(x), the stationary solution is Boltzmann-Gibbs distribution, 
[ )(exp~)( xVxs ]βρ − , where β = 1/kT. However, for a given potential function V(x), 
it is readily found that if the following condition is satisfied for the two any functions 
K(x) and D(x), and a given parameter 0≠κ ,  
)( 1
]/)([
)(
)(
xV
dxxdV
xD
xK
βκ
β
−−= ,                                   (10) 
the stationary-state solution of F-P equation (8) can be written in the form of 
power-law distribution by 
[ κ
κ
κ βκρ /1)( 11)( +
−
−= xV
Z
x
x
]
]
,                               (11) 
where [y]+=y for y>0, and zero otherwise; is a normalization constant that is  
determined by 
xZ −κ
xZ −κ = [ κβκ /1)( 1 +−∫ xVdx .                                  (12) 
As 0→κ , all above recover to the forms with B-G distributions. Actually, it is clear 
that there is a set of stochastic dynamics in the Langevin equation with a whole set of 
K(x) and D(x) that give rise to the power-law distributions as the nonequilibrium 
stationary-state solutions of the corresponding F-P equation (8). As a specific example, 
if let ρν(x) denote the stationary-state solution of F-P equation (8), and take 
K(x)=  and D(x)= with a parameter νdxxdV /)(− 1)]([ −ννρν xDx ≠ 1, we have 
0)]([)()( 2
2
=+⎥⎦
⎤⎢⎣
⎡ ν
νν ρρ xdx
dDx
dx
xdV
dx
d
x .                      (13) 
If the above K(x) and D(x) are substituted into E.(10), and the parameter κ is replaced 
by (ν−1), then the solution of the F-P equations (13) is directly written as  
        [ )1/(1)()1(11)( −+
−
−−= ν
ν
ν βν xVZxR x ] ,                         (14) 
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where the normalization constant is gained by . As νβνν xx DZ =−−1 1→ν , all above 
recover to the standard forms in conventional theory. It is novel to notice that this type 
of macroscopic state-dependent noise for 1≠ν  represents a kind of statistical 
feedback in the system away from equilibrium, and in this case an anomalous 
diffusion takes place, likely originating from the influence of environment on the 
microscopic dynamical processes.   
The other type microscopic dynamics governed by the Langevin equation ably 
giving rise to macroscopic power-law distributions is for the momentum p, as a 
stochastic variable, 
)( tp
dt
dp
pηγ +−= ,                                             (15) 
with 
0)( =tpη , )'()(2)'()( ttpDtt pp −= δηη ,                         (16) 
where γ is a friction coefficient, and the noise ηx(t) is Gaussian distribution, with zero 
mean and the delta-correlated. D(p) can be a function of p in general. Eq.(15) is a 
linear Langevin equation whose Gaussian stationary solution is shown to be changed 
by the multiplicative noise constituted due to the fluctuation in the friction coefficient 
γ , leading to the power-law form of Tsallis q-distribution [29]. But here we are to 
touch upon the other cases.  
The F-P equation corresponding to the above Langevin equation (15) can be 
written for the noise-averaged probability distribution ),( tpρ as 
   )],( [),( tpp
p
tp
t
ργρ ∂
∂=∂
∂ ⎥⎦
⎤⎢⎣
⎡
∂
∂
∂
∂+ ),()( tp
p
pD
p
ρ .                (17) 
In the same way, similar to the condition (10), it is ready to find that if the following 
condition is satisfied for the function D(p) and a given parameter 0≠κ , 
       ]2/ 1[)( 2 mpmpD βκβ
γ −= ,                                  (18)        
the stationary-state solution of F-P equation (17) is found to be the following 
power-law form:  
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[ κ
κ
κ βκρ
/1
2 2/ 11)( +
−
−= mp
Z
p
p
]
]
,                              (19) 
where the normalization constant reads pZ −κ
pZ −κ = [ κβκ /12 2/ 1 +−∫ mpdp .                                (20) 
There is also a novel example that if let ρν(p) be the stationary-state solution of F-P 
equation (17), and take D(p)= with a parameter ν1)]([ −ννρν pDp ≠ 1, we get 
)]( [ pp
dp
d
νργ [ ] 0)(2
2
=+ ννρ pdp
dDp .                        (21) 
After the above D(p) is substituted into E.(18), and the parameter κ is replaced by 
(ν−1), the solution of F-P equation (21) is written directly with the power-law form,  
[ )1/(12 2/)1(11)( −+
−
−−= ν
ν
ν βνρ mpZp p ] ,                        (22) 
where the normalization constant is gained by  ./1 γνβνν mDZ pp =−−
There are a lot of power-law behaviors that have been observed and studied in 
various fields of science and technology, in which more complicated stochastic 
dynamical origins still need to be explored. In our situations where the equation of 
motion for the coordinate is modeled by the Langevin equation (4) and (5), and for the 
momentum by the Langevin equation (15) and (16), the complicated or anomalous 
diffusions in coordinate and momentum space, respectively, may play important roles 
to give rise to the power-law distributions. We mention that the F-P equations (13) and 
(21) have been the object of diverse recent and previous studies [30-33] and works 
elsewhere. If the parameter κ in the expressions (11) and (19) is replaced by (1−q), 
and also the parameter ν in the expressions (14) and (22) by (2−q), it is picked up that 
these power-law distributions exactly become Tsallis q-distributions [23]. 
 
III. THE TST RATES FOR THE SYSTEMS WITH POWER-LAW DISTRIBUTIONS 
    We take the reaction processes (1) as a general example of the model to 
investigate the TST rate for power-law distributions. The rate equations, Eq.(2) and 
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Eq.(3), for the reaction processes are taken into account. Let us follow the standard 
line [28] to generalize TST to the nonequilibrium system with the power-law 
stationary distributions. We consider a system with n degrees of freedom i = 1, 2, … , 
n, with coordinates {xi} and momenta {pi}. The volume element of phase space is 
denoted by = dxndΩ 1dx2…dxn dp1dp2…dpn . An n-dimensional reaction system may 
be divided into one “reaction coordinate” and n−1 non-reactive coordinates. The 
reaction coordinate is denoted by x. Let us take a dividing surface to separate phase 
space into two regions B and A, conventionally referred to as the reactant and product 
states. At the dividing surface, we take the reaction coordinate x=0, and x >0 if  
and x <0 if . Thus the indicator function of A can be expressed as the step 
function 
Ax ∈
Bx ∈
)(xθ , defined by 
⎩⎨
⎧ >=
otherwise   ,0
0 if       ,1
)(
x
xθ                                                (23)             
Similarly, the indicator function of B is )( x−θ . If the phase space distribution 
function at time t is )},{},({ tpx iiρ , the instantaneous concentration of A, NA(t), can 
be defined as the ensemble average of )(xθ , namely, 
NA(t)= ,                         (24) )},{},({)(1
1
tpxxddxdp iin
n
ρθ−Ω Ω∫∫∫ −
and NB(t) of B as the ensemble average of B )( x−θ . And it is determined that 
=
dt
tdN A )( )},{},({)](ˆ[1
1
tpxxLddxdp iin
n
ρθ−Ω Ω∫∫∫ −  
        = )},{},({)(1
1
tpxx
m
pddxdp iin
n
ρδ−Ω Ω∫∫∫ − ,                      (25) 
where  is the Liouville operator, andLˆ )(xδ  is a delta function. Then, the 
instantaneous rate of NA(t) by transitions from A to B is expressed, by inserting the 
indicator function )( p−θ in Eq.(25), as 
=⎟⎠
⎞⎜⎝
⎛
→BA
A
dt
tdN )( )},{},({)()(1
1
tpxpx
m
pddxdp iin
n
ρθδ −Ω −Ω∫∫∫ − .          (26) 
Correspondingly, the rate from B to A is 
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=⎟⎠
⎞⎜⎝
⎛
→AB
A
dt
tdN )( )},{},({)()(1
1
tpxpx
m
pddxdp iin
n
ρθδ−Ω Ω∫∫∫ − .           (27) 
It is frequently observed that the relaxation dynamics of nonequilibrium systems 
has not to be governed always by an exponential law, but in many situations it is by 
the non-exponential law or the power-law [4-21]. Thermal equilibrium is of eminent 
importance for the understanding of many processes in physics and chemistry, but in 
many other cases of complex systems far away from equilibrium, such as for example 
in living matter, fluxes of energy, matter and information prevent a system from 
approaching a thermal equilibrium state. Consequently, temperature is no longer 
uniform but may be with a distribution. Time and space dependent structure may then 
persist in the asymptotic long-time behavior of such a nonequilibrium system. 
Power-law distributions become a type of metastable states when the system reaches 
at an asymptotically stationary nonequilibrium. Due to the persistent exchanges of 
energy, matter and information between the system and its environment, as well as 
transformation among these physical quantities by chemical reactions taking place in 
the system, each particle is not free and it is always “feeling” the influences from the 
interactions with other particles in the system and the environment. Hence both 
entropy and energy in the processes are nonextensive or pseudoadditive. If the 
interactions might be modeled by a potential, e.g. )(xϕ , the nonextensivity would be 
characterized in terms of a given parameter different from unity, e.g. ν , referred to as 
measuring the degree of nonextensivity, by the relation [24-26]:   
           
dx
xd
dx
dT )(~1 ϕν −− ,                                 (28) 
where T is temperature. It is clear that the parameter ν  is different from unity if and 
only if the temperature gradient is not equal to zero; hence it represents a 
nonequilibrium stationary-state of the system away from thermal equilibrium. 
Now we return to our discussions of the rate theory. For an autonomous 
nonequilibrium system, a stationary probability distribution will be approached 
asymptotically at long times. To investigate the transition rates between the regions A 
and B of the system under the condition away from thermal equilibrium, we assume 
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that the system asymptotically reaches in the metastable states with stationary 
power-law distributions, and the power-law distributions can be expressed in the 
homologous forms to Eq.(14) and Eq.(22), which have been investigated in the 
generalized statistical mechanics [22, 23]. 
Let us consider a general many-body system with the Hamiltonian, 
),...,,(
2 211
2
n
n
i
i
i xxxV
m
pH += ∑ = ,                               (29) 
where the potential function is expressed as two-point interactions, 
),...,,( 21 nxxxV =∑
<
−
n
ji
ji xxu )( .                               (30) 
Then the full asymptotic stationary-state distribution of the nonequilibrium system is 
defined by the power-law ν-distribution as 
  [ )1/(1)1(11}){},({ −+−−= νν
ν
ν βνρ HZpx ii ] ,                         (31) 
where 1−ν  can be interchanged by κ  and 1−q,  thus is consistency with the 
formularies in previous section and some generalized statistical mechanics. The 
Hamiltonian quantity  is ν-pseudoadditive. The normalization constant in (31) is 
determined by 
νH
[ ] BAn ZZHdZ
n
νν
ν
νν βν +=−−Ω= −+Ω∫ )1/(1)1(1 ,                       (32) 
with the contributions from the individual regions A and B, respectively, 
  ,                           (33) =AZν [ )1/(1)1(1)( −+Ω −−Ω∫ ννβνθ Hxdn n ]
and 
=BZν [ ] )1/(1)1(1)( −+Ω −−−Ω∫ ννβνθ Hxdn n .                          (34) 
In a living matter and a chemical reaction system far away from equilibrium, 
both entropy and energy are nonextensive or pseudoadditive due to the presence of 
persistent exchanges of energy, matter and information between the nonequilibrium 
system and its environments as well as by the interactions among particles inside the 
system. This kind of pseudoadditive characteristics has been studied in some 
generalized statistics made for power-law distributions, e.g. in nonextensive statistical 
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mechanics [23, 34]. The relation between H and Hν  [35, 36] is expressed as 
∏∏
<
+
+=
−−−⋅⎥⎦
⎤⎢⎣
⎡ −−=−−
n
ji
ji
n
i i
i xxu
m
pH )]()1(1[
2
)1(1)1(1
1
2
βνβνβν ν ,      (35) 
so that the distribution function (31) can be written as 
=}){},({ ii pxνρ
νZ
1 ∏
=
−
+
⋅⎥⎦
⎤⎢⎣
⎡ −−
n
i
i
m
p
1
)1/(1
2
2
)1(1
ν
βν [ ]∏
<
−−−−
n
ji
ji xxu
)1/(1 
)()1(1
νβν . (36) 
The stationary-state concentration in region A is , and in region B, 
. The local nonequilibrium distribution can be considered as the full 
stationary-state distribution weighted on either side by the actual amount of A and B 
that are present at time t. So the local nonequilibrium distribution in region A is 
written as  
νν ZZN
A
A /=
νν ZZN
B
B /=
    )},{},({ tpx iiνρ =
A
A
N
tN )( }){},({ ii pxνρ .                           (37) 
Accordingly, by substituting Eq.(37) into Eq.(26), we obtain 
=⎟⎠
⎞⎜⎝
⎛
→BA
A
dt
tdN )(
A
A
iin N
tNpxpx
m
pddxdp
n
)(}){},({)()(1
1
νρθδ −Ω −Ω∫∫∫ − ,      (38) 
which can be rewritten as the rate equation such as in Eq.(2), namely 
=⎟⎠
⎞⎜⎝
⎛
→BA
A
dt
tdN )( )(tNk AAB− .                                    (39) 
Thereupon we find the reaction rate constant, given by 
ABk = }){},({)()(
1
1
1
iin
A
pxpx
m
pddxdp
N n ν
ρθδ −Ω− −Ω∫∫∫ −  
   = [ )1/(11 )1(1)()(1
1
−
+Ω − −−Ω∫∫∫ − ννν βνθδ Hpxm
pdxdpd
Z n nA
] .           (40) 
Or, equivalently, it can be written as  
[ ]
[ ]∫
∫
Ω
−
+
Ω
−
+
−−Ω
−−Ω
=
n
n
Hxd
Hxd
k
n
n
AB )1/(1
)1/(1
)1(1)(
)1(1)()(
ν
ν
ν
ν
βνθ
βνυυθδ
,                      (41) 
where υ is the velocity. In the same way, one has the rate equation from B to A, 
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=⎟⎠
⎞⎜⎝
⎛
→AB
A
dt
tdN )( )(tNk BBA ,                                  (42) 
and then we find the rate constant, 
BAk
[ ]
[ ]∫
∫
Ω
−
+
Ω
−
+
−−−Ω
−−Ω
=
n
n
Hxd
Hxd
n
n
)1/(1
)1/(1
)1(1)(
)1(1)()(
ν
ν
ν
ν
βνθ
βνυυθδ
.                       (43) 
As expected, the TST rate constants for the thermal equilibrium assumption with B-G 
distribution are recovered in the limit 1→ν  in Eqs.(41) and (43). Thus we obtain a 
generalization of the TST rate constants to a nonequilibrium Hamiltonian system with 
the power-law distribution. In order to derive more specific expressions of the rate 
constants for the power-law distribution, we here present the following three cases for 
further discussions. 
A. The rate constants for a one-dimension Hamiltonian system 
For one dimension system n =1, the Hamiltonian reads , then 
from E.(35) and Eq.(36) one has the relation, 
)(2/2 xVmpH +=
        
m
pxVxV
m
pH
2
)()1()(
2
22
βνν −++= ,                            (44) 
and the stationary-state distribution function, 
       [ ] [ )1/(1)1/(12 )()1(12/)1(11),( −+−+ −−−−= νν
ν
ν βνβνρ xVmpZpx ] .        (45) 
So the rate constant (41) becomes 
),,()()(1 pxp
m
pxdxdp
Z
k AAB ν
ν
ρθδ∫∫=  
= [ ] [ ] )1/(12
0
)1/(1
2/)1(1)0()1(11
−
+
∞−
+
−−
−−−− ∫ νν
νν
βνβν mp
m
pdpV
ZZ A p
A
x
,    (46) 
where the normalization constants have to be calculated in the two cases as follows, 
namely 0 < ν < 1 and ν > 1, respectively. Particularly, for ν > 1, the cutoff conditions 
must be taken into account.  
   For 0 <ν <1, we have 
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  ,                              (47) [∫∞ −+− −−= 0 )1/(1)()1(1 νν βν xVdxZ A x ]
]
and 
       .                           (48) [∫∞∞− −+− −−= )1/(12 2/)1(1 νν βν mpdpZ A p
And for ν >1, due to the cutoff condition βν )1/(1)( −≤xV , there is a value, x= xa, 
that should be determined by V(xa) = max V(x) βν )1/(1 −≤ , and also there is a 
maximum of p, pmax, that is )1(/2max −=≤ νβmpp , so that 
[∫ −+− −−= axA x xVdxZ 0 )1/(1)()1(1 νν βν ]
]
,                             (49) 
and     
[∫− −+− −−= maxmax )1/(12 2/)1(1ppA p mpdpZ νν βν .                           (50) 
After completing the integrals of Eqs. (48) and (50), we obtain 
( )
( )⎩⎨
⎧
<<−−
>+−⋅=
−
−
−
−
− 1,0  ,,)1(
,1      ,1,)1(2
2
1
1
1
2
12/1
1
1
2
12/1
νν
νν
β ν
ν
ν B
BmZ A p                      (51) 
where B(a, b) is the beta function. The average velocity in Eq.(46) also needs to be 
calculated in the two cases, but the results in the both cases are the same: <p/m>= 
1/βν.  Substituting the above results into Eq.(46), we find the rate constants 
[ ]
[ ]∫∞ −+
−
+
− −−
−−⋅−
−=
0
)1/(1
)1/(1
2
1
1
1
2
1 )()1(1
)0()1(1
),(
2/)1(
ν
ν
ν βν
βν
ν
βν
xVdx
V
B
m
kAB , for 0<ν <1,          (52) 
and  
[ ]
[ ]∫ −+
−
+
− −−
−−⋅+
−=
axAB xVdx
V
B
m
k
0
)1/(1
)1/(1
1
1
2
1 )()1(1
)0()1(1
)1,(
2/)1(
ν
ν
ν βν
βν
ν
βν
, for ν >1.            (53) 
It is clear that the TST rate expression with B-G distributions is recovered by the limit 
1→ν  in above Eqs.(52) and (53), where the calculation in the limit 1→ν  for the 
beta function is performed by transforming it into gamma  functions and then using 
the asymptotic formula for gamma functions [37]: 1)](/)([  lim =Γ+Γ−∞→ zzzz αα  (the 
calculations hereinafter for the beta and gamma functions are made in the same way). 
Thus, we receive a generalization of the TST rate constant to a one-dimension 
nonequilibrium system with the power-law distributions.  
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B. The rate constants for an n-dimension Hamiltonian system 
When we calculate the TST rate constants for an n-dimension system, we 
mention again that an n-dimensional reaction system has one “reaction coordinate” 
and (n−1) non-reactive coordinates. Hereby, the numerator of Eq.(41) for the rate 
constant kAB is calculated by 
[ ] [ ] ⎪⎭⎪⎬
⎫
⎪⎩
⎪⎨
⎧ −−−⋅−−Ω
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< +
−
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ji
ji
n
i
iin xxumpxd
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= [ ] ∏∫∫
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n
i i
i
i m
pdpmp
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2
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2
0 2
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ν
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2
)()1(1
−
= +
∏ −−⋅ νβνn
j
jxu  [ ] )1/(1
1
)()1(1
−
+
≠<
∞
∞− −−−⋅∏∫ νβν ji
n
i
ji
i xxudx .       (54) 
Correspondingly, the denominator of Eq.(41) for kAB is 
  [ ] [ ] ⎪⎭⎪⎬
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i
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i
n
i
iii xxudxmpdp .   (55) 
So the rate constant kAB , Eq.(41), reads 
kAB =
[ ]
[ ] )1/(12
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xxudx
xu
. (56) 
The calculations of the prefactors in Eq.(56) also have to be performed in the two 
cases, namely 0 < ν < 1 and ν >1, respectively. And, for ν >1, the cutoff conditions 
should be taken into account. Finally, we derive the TST rate constants expressed with 
the power-law forms: 
⋅−
−=
− ),(
2/)1(
2
1
1
1
2
1 νν
βν
B
m
kAB
[ ]
[ ] )1/(1
2
0
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∏
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j
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xxudx
xu
, for 0<ν <1,     (57) 
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and  
⋅+
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− )1,(
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1 νν
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2
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)1/(1
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j
x
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j
j
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xu
a
, for ν >1,       (58) 
where due to the cutoff conditions, there is a value, x= , that should be determined 
by
ax
( ) βν )1/(1max)( −≤−=− jja xxuxxu , and at the same time )( jxu  also should 
be cut by the constraint βν )1/(1)( −≤jxu . It is also clear that the TST rate constant 
for a n-dimension system with the B-G distribution is recovered by taking the limit 
1→ν  in Eqs.(57) and (58). Thus, we obtain a generalization of the TST rate 
constants to the n-dimension nonequilibrium system with the power-law distributions. 
C. An generalized Arrhenius rate for power-law distributions 
We take a typical application as an example to derive a generalized Arrhenius 
rate. In the chemical reaction system under consideration, the two regions A and B are 
associated with minima of the potential energy and are divided by a high barrier 
where the potential energy has a saddle point. Assume that in the neighborhood of the 
bottom of region A, located at {xia}, the potential energy is diagonal and expanded as 
a harmonic function, 
V({xi})= Va + 22 )(2
1
axxm −ω + ⋅⋅⋅+−∑ = 22 2 )(21 iaini ii xxm ω         (59) 
where at the bottom, the potential has a minimum Va . In the neighborhood of the 
saddle point, located at {xi=0}, the potential energy is expanded as  
         V({xi})= Vs − 222
1 xmω + ⋅⋅⋅+∑ = 22 221 ini ii xm ω                     (60) 
where the potential energy has a maximum Vs . Substitute Eq.(59) and Eq.(60) into the 
expression of kAB, Eq.(41), then we find that the numerator of Eq.(41) is 
    [ ] [ ] )1/(12221)1/(1 )1(1)()1(1 −+∞∞−−+ −−⋅−− ∫ νν ωβνδβν xmxdxVs  
[ ] )1/(12
0
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∞ −−⋅ ∫ νβν mpmpdp ∏∫=
∞
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−
+
⎥⎦
⎤⎢⎣
⎡ −−⋅
n
i i
i
i m
pdp
2
)1/(1
2
2
)1(1
ν
βν  
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[ )1/(122
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i xmdx ] ,                              (61) 
and correspondingly, the denominator of Eq.(41) is  
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So the generalized TST rate constant, Eq.(41), becomes 
  kAB = 
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where the integral 
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The probability distribution function in the integral must be zero at ±∞→y . In the 
case of lower temperature,  β  is sufficiently large so that the lower limit of the 
integral, 2/2ωβmxa− , may be regarded as infinite in this integral. Consequently, it 
is found that the generalized TST rat constants are  
=ABk ( )( ) ⋅⎥⎦
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and  
=ABk ( )( ) ⋅⎥⎦
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, for ν >1.           (66) 
As expected, when taking the limit 1→ν , they recover the TST rate in the familiar 
form with B-G exponential law, 
 )](exp[
2 asAB
VVk −−⋅= βπ
ω ,                                   (67) 
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which contains the familiar Arrhenius activation energy )( as VV − and the frequency 
factor ω/2π. Thus we  have received a generalized Arrhenius rate for a nonequilibrium 
system with the power-law distribution. 
IV. CONCLUSIONS 
    In conclusion, we investigate the transition state theory for a system away from 
thermal equilibrium when the system asymptotically reaches in a nonequilibrium 
stationary-state with the power-law distributions.  
We firstly deal with the stochastic dynamics for the reaction coordinate and 
momentum, which is modeled by the Langevin equations and the corresponding 
Fokker-Planck equations, and then we study under what conditions the stochastic 
dynamics will give rise to the stationary power-law distributions. It is derived that if 
the condition Eq.(10) for the two functions K(x) and D(x) is satisfied for a given 
potential V(x) and an any parameter ≠κ 0, the Langevin equation (4) for the 
coordinate x(t) gives rise to the power-law distributions with the form such as Eq.(11). 
Eq.(4) is quite a general Langevin equation with arbitrary function K(x), very similar 
to a strong friction or an overdamped motion of interacting particles in a potential V(x) 
if K(x) is associated with the potential by K(x)= −dV(x)/dx. As a specific case, it is 
shown that an anomalous diffusion, i.e. D(x)=  with an any given 
parameter 
1)]([ −ννρν xDx
≠ν 1, in the stochastic dynamics plays an important role to give rise to the 
stationary power-law distribution. In the homologous way, it is obtained that if the 
condition Eq.(18) for the function D(p) is satisfied for an any given parameter ≠κ 0, 
the Langevin equation (15) for the momentum p(t) gives rise to the power-law 
distributions with the form such as Eq.(19). It is also shown that as a specific case of 
the condition (18), an anomalous diffusion in the momentum space, i.e. 
D(p)=  with a given index ν1)]([ −ννρν pDp ≠ 1, in the stochastic dynamics plays an 
important role to give rise to the stationary power-law distribution. 
     In the investigation of the generalized TST for a nonequilibrium system with the 
power-law distributions, we consider a general many-body Hamiltonian system. It is 
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assumed that the system far away from equilibrium has not to relax to a thermal 
equilibrium state with the B-G distribution, but asymptotically approaches to a 
nonequilibrium stationary-state with the power-law distributions. Thus, following the 
standard line of TST we obtain a generalization of TST rates made suitable for a 
nonequilibrium system with the power-law distribution, given by Eq.(41) and Eq.(43) 
for positive and reverse reaction processes. Furthermore, we derive more specific 
expressions of the generalized TST rate constants for a one-dimension and an 
n-dimension cases for a nonequilibrium Hamiltonian system, given by Eqs.(52)-(53) 
and Eqs.(57)-(58), respectively. Finally, we consider the potential function as a 
harmonic approximation at the saddle point of the high barrier and the minimum of 
the potential bottom, respectively, thus we receive a generalized Arrhenius rate, given 
by Eqs.(65)-(66), for the nonequilibrium system with the power-law distribution.   
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