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ABSTRACT OF THE DISSERTATION 
A QUANTITATIVE APPROACH TO THE ORGANIZATIONAL DESIGN PROBLEM 
by 
Jesús A. Mena  
Florida International University, 2011 
Miami, Florida 
Professor Chin-Sheng Chen, Major Professor 
The span of control is the most discussed single concept in classical and modern 
management theory. In specifying conditions for organizational effectiveness, the span of 
control has generally been regarded as a critical factor. Existing research work has 
focused mainly on qualitative methods to analyze this concept, for example heuristic 
rules based on experiences and/or intuition.  
This research takes a quantitative approach to this problem and formulates it as a binary 
integer model, which is used as a tool to study the organizational design issue. This 
model considers a range of requirements affecting management and supervision of a 
given set of jobs in a company. These decision variables include allocation of jobs to 
workers, considering complexity and compatibility of each job with respect to workers, 
and the requirement of management for planning, execution, training, and control 
activities in a hierarchical organization. The objective of the model is minimal operations 
cost, which is the sum of supervision costs at each level of the hierarchy, and the costs of 
workers assigned to jobs.   
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The model is intended for application in the make-to-order industries as a design tool. It 
could also be applied to make-to-stock companies as an evaluation tool, to assess the 
optimality of their current organizational structure.  
Extensive experiments were conducted to validate the model, to study its behavior, and to 
evaluate the impact of changing parameters with practical problems. This research 
proposes a meta-heuristic approach to solving large-size problems, based on the concept 
of greedy algorithms and the Meta-RaPS algorithm.  The proposed heuristic was 
evaluated with two measures of performance: solution quality and computational speed. 
The quality is assessed by comparing the obtained objective function value to the one 
achieved by the optimal solution.  The computational efficiency is assessed by comparing 
the computer time used by the proposed heuristic to the time taken by a commercial 
software system. Test results show the proposed heuristic procedure generates good 
solutions in a time-efficient manner.   
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1. INTRODUCTION 
1.1 Background and motivation 
The span of management is the most discussed single concept in classical and modern 
management theory. Throughout the evolution of this concept, it has been referred to by 
various alternative terms, such as span of control, span of supervision, and span of 
authority [1]. Existing research work has focused mainly on qualitative methods to 
analyze this concept, for example heuristic rules based on experiences and/or intuition. 
Currently there are only a few reports that focus on a quantitative approach to an 
organizational structure design problem.   
The challenge of mass customization (e.g., building cars to customer order), brings great 
value to both the customer and the company. For example, building cars to customer 
order eliminates the need for companies to hold billions of dollars worth of finished 
stock. Any company able to free this capital would improve their competitive position, 
and be able to reinvest in future product development. The question for many company 
executives is how efficient the organizational structure could be. The need for frequent 
adjustment to an organizational structure can be found in this type of make-to-order or 
project-based companies, where work contents and its organizational structure could vary 
dramatically over a short period of time. For companies that are going through their 
transitional stages (e.g., development and growth), an optimal design tool can help 
evaluate, justify, and optimize their organizational structure from time to time. 
Meier and Bohte [2] have recently reinvigorated the debate on span of control and the 
optimal manager-subordinate relationship. They offer a theory concerning the impact and 
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determining factors of span of control, and they test it using data from educational 
organizations. Theobald et al. [3] suggest that manager-subordinate ratios, along with 
other structural influences on production, deserve considerably more attention than they 
have received in modern administration research. 
According to Van Fleet [1], the specific number of subordinates supervised by any given 
superior is not crucial in and of itself but rather functions as an intermediate variable 
between factors, such as “routine work”, “trained subordinates”, “personal assistant 
used”, “stable operations”, “supervision shared”, and “need for control”, among others. 
Because of these factors, the number of span of control is only an intermediate variable 
between the factors and the effectiveness of supervision.  
Figure 1.1 represents a typical problem of allocation of work given a Work Breakdown 
Structure (WBS) and its corresponding Organization Breakdown Structure (OBS). Each 
job is assigned to a resource (worker and/or workstation), which in turn is integrated into 
layers of hierarchical managerial units of the company. 
 
1Figure 1-1 Mapping Work Breakdown Structure to Organizational Structure 
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In specifying conditions for organizational effectiveness, the span of control has 
generally been regarded as a critical factor. It is apparent that certain variables affect the 
span of control and hence organizational effectiveness, but a clear expression of the 
concept has been slow to emerge. 
The span of control is an old problem which has generated a lot of qualitative approaches, 
but there are only a few reports on quantitative treatments of this problem. It is 
imperative to work with this problem by identifying, not only the factors that may affect 
the span of control, but also the criteria upon which any value judgment is to be based. 
1.2 Problem description 
Formally, the problem can be described as follows: a set of jobs (J) and a set of different 
processing workstations (G) are given. Each job in (J) is described by its processing time 
for the jobs to be completed, the skills needed for the job, the level of each skill 
(complexity factor), and compatibility according to the information given to the 
workstations. The objective is to find a set of workstations (G) to schedule the jobs (J) in 
such a way that the utilization of each workstation could be maximized, and to find the 
span of control needed for this Work Breakdown Structure (WBS). All of the above 
while maintaining the minimum cost of supervision. The number of “span of control” to 
be formed depends upon the number of workstations (G) considered in an instance, and 
also depends on the factors identified for supervision: planning, control, execution, and 
training.  The following figure summarizes the description of the problem, where a group 
of jobs must be assigned to a group of available resources. 
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2Figure 1-2 Assigning jobs to resources 
Once the Work Breakdown Structure (WBS) has been established, it must be related to 
the Organization Breakdown Structure (OBS), as in Figure 1-1. In this process, the main 
assumptions made are: (1) job processing times and capacity of the workstations are 
deterministic and known in advance, (2) information about skills and skill level of each 
workstation and each job is available, (3) job splitting is not acceptable, (4) workstation is 
available according to the remaining capacity for the jobs, (5) it is feasible to eliminate or 
to add any workstations or supervisors as needed. 
To exemplify and validate this description, Information Systems (IS) companies were 
contacted. The client determined the requirements for software development, which in 
turn established the WBS and indicated the tangible or intangible object produced as a 
result of the project (deliverables) that was assigned to accomplish this project. Inside the 
company, a set of programmers had to accomplish these deliverables. To assign the job 
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(or number of jobs) for every programming station, the standard time that every job 
needed and the capacity of every station had to be established first, in such a way that the 
sum of jobs assigned to every station did not exceed the capacity of every workstation.  
The skills of every workstation can change depending on the level of certification that 
exists in each one. For such an effect, it is necessary to correlate, across the parameter 
"complexity", the type of specialty that the job needs to be completed. What causes the 
"complexity" factor, depending on the level of specialty that exists at a station, is that the 
standard time stays constant, or that it increases or diminishes according to the skill vs the 
level of workmanship needed for every operation. The job is generally described in terms 
of the tasks to be completed, the skills needed for the task, and the level of each skill. 
Skills are different from one another, but not necessarily unique to their tasks, therefore 
the same skill could be required, whether at the same level or at a different level, for 
more than one task. Each job is assigned to exactly one worker (or station), while 
workers may be assigned multiple jobs provided the worker’s capacity is not exceeded. 
The same information is used to define the possible incompatibility of jobs in regards to 
the workers. 
Table 1-1 presents the data of a six-job problem instance, and figure 1-3 presents a 
graphic representation of the problem. Each rectangle represents a job and each circle 
represents a workstation; β represents the standard time of each job and r represents the 
capacity of each workstation. 
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1Table 1-1 Data for six job and four station problem 
J 1 2 3 4 5 6 G 1 2 3 4 
β (hrs) 1 0.5 0.5 1 1.5 1 r (hrs) 2 2 2 1 
 
 
3Figure 1-3 Graphic representation of the problem 
1.3 Research objectives  
The objectives of this research are to determine the feasibility of designing (or re-
organizing) the organizational structure based on a quantitative model, and to determine 
the possible impact on organizational costs. From these objectives, one of the goals is to 
determine how flat an organizational structure should be. Another goal is to develop a 
method for the customization of the quantitative model proposed for some particular 
types of industries, and to develop instruments in order to measure up the parameters that 
affect the managerial role within the organizational structure. In order to accomplish 
these research objectives, the analytical modeling is a critical tool for the methodology 
that mathematically formulates the problem under study, and that leads to the 
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development of practical solution approaches to effectively solve large-size problem 
instances.  
Quantitative models for combinatorial problems have been demonstrated to be NP-hard 
class, in such a way that, to solve this type of problems, the run-time of an exact 
algorithm increases exponentially with the instance size, implying that usually, only 
small instances can be solved in practice. Therefore, in order to solve real (large) 
problems, a heuristic and meta-heuristic approach are proposed in this research. The 
performance of the approach is measured by the computational cost and the solution 
quality. 
To accomplish these objectives, the deliverables of this research include: (1) the 
development of a quantitative model for optimal organizational structure design, (2) an 
evaluation of the parameters used in the model for an industry application, and (3) the 
development of a practical solution approach to the analytical model. 
1.4 Contribution and significance 
The principal contribution of this research is the development of a quantitative tool for 
study of the organizational design problem. This research makes a contribution to the 
analytical linkage between work contents and resource requirements, quantifying 
managerial task requirements, and relating management requirements quantitatively to 
the organizational hierarchy design. This quantitative model enables the user to 
analytically study the organization design problem, and prescribe an optimal design for 
real-life industrial applications.  
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This study leads to a new (i.e. analytical) research approach to the organizational design 
problem, and lays a solid foundation for further academic research. This model and its 
solution approach will help companies to evaluate or optimally design their 
organizational structure. The proposed research takes an innovative approach to this 
organizational design problem, which hopefully can lay the basis for quantitative research 
approaches. 
1.5 Assumptions    
For the problem under consideration, assumptions were made that the job processing 
times and the capacity of the workstations are deterministic and known in advance. 
Another assumption for the model proposed is that in any new type of industry, the 
method for job and worker allocations must be customized, which could involve the 
development of additional models according to the type of business. Once the Work 
Breakdown Structure (WBS) has been established, job splitting is not acceptable. For 
constructing a solution, the model starts with an existing set of workers, supervisors, and 
managers. In order to run the model, it is feasible to eliminate or to add any workstation 
or supervisor as needed. The minimum overhead as the target function was set, and 
assuming that material and other costs are not affected by the change of number of 
managerial layers, these were not considered. The model in this research is intended for 
applications as a design tool in the make-to-order industries and can also be applied to 
make-to-stock companies as an evaluation tool.  
1.6 Dissertation organization 
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Chapter 1 outlines the motivation behind this study, the objective, the scope, and a 
summary of the contents. Chapter 2 presents a review of the academic literature that 
addresses the organizational design problem, as well as the empirical and quantitative 
methods used to solve it. Also an extensive review of the academic literature regarding 
related research problems was conducted. Chapter 3 discusses the research plan that 
includes the problem definition and modeling, the plan for the valuation of the factors 
that affect the job allocation and supervision effort, and the proposed solution approach. 
Chapter 4 introduces the problem description, formulation, and computational 
experiments, clearly specifying the problem object of this research, the mathematical 
formulation for the problem under study, and also the preliminary results using 
computational experiments. Chapter 5 develops the valuation of the factors affecting job 
allocation and supervision efforts. In order to validate the model, data was collected 
within the context of Information Systems (IS) companies based in the city of Chihuahua, 
Mexico. The objective was to construct an instrument for providing a measure of IS 
organizational factors (planning, execution, training, and control).  
In Chapter 6, the heuristic approach was developed to solve the mathematical model, and 
includes the analysis of the computational experiments conducted. The proposed solution 
approach was based on the concept of greedy algorithms and the Meta-RaPS algorithm. It 
includes the computational experimentation results and experiments using a heuristic, and 
improving it with a meta-heuristic. Then the solution quality of the meta-heuristic 
algorithm was compared with the results obtained using commercial software, and 
10 
 
finally, the response time for those bigger problems that cannot be solved by the 
commercial software was analyzed. Conclusions and future work are drawn in Chapter 7.
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2. LITERATURE REVIEW 
There exists a large body of literature in the area of organizational design. This review 
focuses on the study of span of control and other aspects relevant to quantitative 
modeling and solution approaches. Section 2.1 is an overview of organizational structure 
design; section 2.2 is a review of empirical models of span of control; section 2.3 reviews 
mathematical models of span of control; and section 2.4 reviews heuristic solution 
approaches to solving large-size problems. 
2.1 Organizations: structure and design 
Organization Theory (OT) has embraced multiple perspectives because it draws 
inspiration from a wide variety of other fields of study, and because organizations are too 
complex and malleable to ever be summed up by any single theory, design or structure. 
In this review, the objective is to analyze those aspects of OT that are directly related to 
the organizational structure design and consequently to the span of control. 
In order to design hierarchical organizations, Smith [4] believed in the practice of work 
decomposition, and proposed the concept of “division of labor”, determining that division 
of labor represents a qualitative increase in productivity. Taylor [5] proposed the theory 
of “the scientific management”, whose principal objectives were the development of 
science for each element of a man’s work, the scientific selection, training and 
development of workers, and the division of work between workers and management in 
almost equal share. Based on the above, workers are to be supervised by a specialist 
foreman. Taylor [5] expected that the expertise of managerial workers could be 
maximized like the ones of specialists. However, vertical division of labor is conflicting 
 12 
 
with one design principle of management theory: unity of command. This principle 
requires that each worker be directed by one and only one supervisor. The scalar 
principle is introduced so that the managerial roles are organized as a pyramid hierarchy 
of authority. 
Fayol [6] developed a general theory of management to add a managerial perspective to 
the problem of organizational governance. According to Scientific Management Theory, 
he laid down the following “principles of management”: specialization, which is to 
encourage continuous improvement in skills and the development of improvements in 
methods; unity of command, where each employee has one and only one supervisor; line 
of authority, which implies formal chain of command running from top to bottom of the 
organization; and coordination by managers, including authority and unity of direction. In 
order to put this system to work, Taylor’s functional foremanship has to be abandoned, 
and unity of command needs to be established. 
Blau and Scott [7] argue that it is impossible to find the best way to structure the 
organization. They point out that the size of the organization, the technology level, and 
the environment all have strong impacts on the organizational structure. The number of 
layers, the number of departments, and the number of job titles of an organization 
increase with size, but the rate decreases as the size increases. In similar terms, Kulik et 
al. [8] suggested there isn’t a single model for organizational structure design, and any 
proposed model should be based on the characteristics of the type of organization for 
which development is being done, taking into account the possible influences of the 
environment. Woodward [9] suggested that the organizational structure strongly depends 
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on the work structure, which in turn is decided by the organization’s primary system of 
production. He classified organizations into three different categories according to their 
primary production system: (1) project/order based company with unit production/small 
batch, (2) mass production/large batch, and (3) continuous production. Make-to-order 
companies, which produce one-of-a-kind customized or small volume products, may not 
need as many levels of hierarchy since the production line system is not stable. In this 
type of companies, human workers frequently have to change the processes in order to 
meet requirements for different projects or orders. Therefore, more coordination efforts 
are needed to handle the exceptions. Companies that produce large volumes of identical 
products, referred to as “mass production”, are typically highly automatic, and machines 
dominate instead of people. They may have more layers of structure and at the bottom 
level, the number of workers is very large. The companies that belong to the continuous 
production category are using machines to do all the work, and there isn’t much 
coordination and control work involved. These organizations have the highest 
hierarchical structure. 
Choo [10], among others, outlined distinct forms of organizational structures: functional, 
divisional, and matrix structure. Functional structure applies when the organization is 
small, geographically centralized, and provides few goods and services. A divisional 
structure applies when the organization is large, geographically disperse and when it 
produces a wide range of goods. Matrix structure applies when the organization needs 
constant coordination of its functional activities, and the organization could modify many 
traditional management practices. In general, the same organizational structure has been 
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proposed by different authors such as Price [11], who also included one variant of the 
divisional structure, and Armandi [57]. Burton [12] proposed practically the same 
classification as follows: functional, decentralized, and mixed functional. He included in 
the classification the environmental complexity (simple for functional and complex for 
the others), the environmental change (dynamic for functional and static for the others), 
and the environmental segmentation (present in decentralized and absent in the others). 
Lim et al. [13] used the same structure classification for their study on “Organizational 
Structure for the Twenty-first Century”. They also proposed that the development of the 
organizational structure is dependent on the expression of the strategies and behavior of 
the management and the workers as limited by the distribution of power between them, 
and influenced by their environment. The main contribution of the authors is the 
identification of the characteristics of the organizations in order to establish the variables 
and their impact in organizational design. 
2.1.1 Managerial roles 
Fayol [6] described a manager as a person who plans, organizes, commands, coordinates, 
and controls. Mintzberg [14] suggested that managerial roles are classified into three 
broad categories: interpersonal roles (figurehead), informational roles (monitor, 
disseminator, and spokesman), and decisional roles (entrepreneur, disturbance handler, 
resource allocator, and negotiator). Pavett and Lau [15] pointed out the most important 
roles for managers are that of leader, resource allocator and disseminator. Davis [16] 
categorized the managerial work into physical work and mental work. Physical work 
includes coordinating, guiding, and discussing. Mental work includes scheduling, 
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controlling, and planning. Katz [17] identified that administrators use three skills, in 
executing their work: technical, human, and conceptual. 
Based on this literature review, managerial tasks are classified into four types: planning 
(such as initiation, preparation, resource allocation, and scheduling), control (such as 
monitoring, coordinating, decision making, dissemination, dispatching, and performance 
evaluation), training (such as lecturing, coaching, guiding and discussing), and execution 
(such as problem solving and implementation).  
These definitions give a very clear context to define the organizational structure proposed 
through a mathematical model, and most of all, generates a context of the difficulties that 
can occur when wanting to model this type of organizational design. 
2.2 Empirical studies of span of control 
The span of control is defined, according to Van Fleet et al. [1], as “the number of 
subordinates who can be successfully directed by a superior”. The authors consider the 
terms of “span of management”, “span of control”, “span of supervision”, and “span of 
authority” as synonymous.   
Empirical studies report that the ideal span of control is around five, but there are not 
conclusive tests that say this would be universally true. Entwisle and Walton [18] 
collected information on the importance of span of control and showed an average of five 
to seven in schools, and four to seven in small companies. In a study examining the span 
of control for manufacturing companies Udell [19], based on 67 personal interviews, 
reported spans of up to 30. Udell found that formal job descriptions did not add to span of 
control, that non-supervisory roles such as planning, budgeting, or meeting with 
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customers did not reduce span of control.  Bell [20], based on a study of 33 departments 
in a community hospital, found correlations between the complexity of tasks realized by 
subordinates, and a limited span of control. His data indicated that the fewer the 
subordinates they regulate, the closer the supervision, and the more complex the 
supervisor’s task. Blau [7] reported on a study of 250 government agencies confirming 
that organizations requiring higher qualifications of their personnel are more 
decentralized, exhibit narrow spans of control, and have large number of managerial 
levels in their hierarchy. Ouchi et al. [21] surveyed 78 department stores and reported that 
the typical supervisor handled 8.7 subordinates on average, and used about 50% of their 
time on supervision. 
Woodward [9] conducted a study of over 200 British industrial firms and found that 
variations in spans of control were present across the different types of firms. He 
classified the investigated firms into three types: unit production firms (e.g., 
shipbuilding), mass production firms (e.g., food or mined minerals), and continuous 
production firms (e.g., chemical). Within each category, successful firms used similar 
spans.  Meier and Bohte [2, 22] collected data on 678 Texas school districts and found 
that the optimal span of control is dependent upon three factors: diversity of functions 
performed by subordinates, tenure of subordinates, and the size of the organization. The 
more diverse group a supervisor oversees, the smaller the span of control. The more time 
subordinates have been doing the same job, the less supervision they require, and 
consequently, a large span of control is possible. Finally, the larger organizations tend to 
use specialists instead of generalists, which allows for wider spans. One conclusion that 
 17 
 
can be reached from this review is that in modern administration research, the manager-
subordinate ratios, along with other structural influences on production (as suggested by 
Theobald et al. [3]) deserve considerably more attention than they have received. 
2Table 2-1 Summary of empirical studies of span of control 
 
2.3 Mathematical approaches of span of control 
Graicunas [23] was among the first to propose a mathematical approach to the span of 
control. He defined three types of interactions, namely, single relationships, cross-
relationships, and direct group relationships.  Denote ݊∗ as the number of subordinates 
and ݐ∗ as the unit of time a manager needs to spend for the interaction, and then the total 
managerial work (measured as time), ݓ∗ for a supervisor is estimated as w∗ ൌ
n∗ሺn∗ െ 1ሻ ൅ n∗ሺଶ౤
∗
ଶ െ 1ሻሿ ∗ t∗. 
Graicunas’ [23] formula shows that as each additional subordinate increases, the 
managerial work increases significantly. Thus, he established that a supervisor, who 
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handles interactions with groups of subordinates in addition to direct interactions, leads to 
the exponential increase of the number of relationships and interactions that a supervisor 
must handle after a certain number of subordinates. His conclusions were that a number 
around four subordinates was right to avoid the exponential growth of relationships and 
interactions. With regards to this research, it is valid to conclude that the explanation of a 
span of control is far more complex for a precise specification using only one 
mathematical formula without valid constraints.  
Urwick [24] imposed (in Graicunas’ formula) a strict limit to the number of employees 
that an executive should have. Urwick’s main contribution was to propose ten principles 
of management to avoid increasing the administrative or supervisory overhead cost. 
Urwick’s principles are:  objective (the overall purpose), specialization (one group, one 
function), coordination and definitions (jobs with duties and relationships), among others. 
Urwick [24] and Graicunas [23], rather than proposing a mathematical model that would 
identify an optimal number of span of control, sought to determine, through a 
mathematical formula, the effect of increasing the number of employees by direct and 
indirect relationships that are built with subordinates. This model serves as a reference of 
the first attempt to quantify the relationship between the number of subordinates and the 
supervisory work. However, this approach is only based on a formula that does not have 
a goal of optimizing, and neither places constraints on the formulation, assuming as input 
a number of existing subordinates, and the time required for interfacing with them, while 
the output is only the time required by the manager.  
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Mackenzie [25] focused on the determinants of, and the calculation for the maximum 
span of control. In Mackenzie’s model, G0 represents the person from which he is 
analyzing the maximum span of control. G0 has n subordinates and m colleagues or 
superiors. The main assumptions in the model are: (1) Person G0 must spend time 
because interactions and solving problems between interactions; (2) others interact with 
person G0 in order to satisfy their own needs; and (3) there is an upper bond for how 
much the group will allow person G0 to complete their activities. Then, the span of 
control is the available time divided by the communication time for each subject. 
Mackenzie based his model on interaction between supervisors and subordinates, 
assuming that the communication time could be specific to each contact and jobs. The 
model uses as constraint the time of coordination between superiors and subordinates, 
slack time, and internal calculation time. Thus, the principal difference from our model is 
that Mackenzie’s model is leaving aside issues identified in the work of supervision, such 
as control and training. 
Keren and Levhari [26] use an “internal computation time”, which is proportional to the 
size and complexity of the task, in order to compute the span of control. They compute 
the span of control for each level in the hierarchy using the speed of completion, and the 
amount of the resources employed by a planning job as a decision variable. In this case, 
the “optimum span of control” is an increasing function of wages and fixed time costs, 
and the increment of the span of control from one level to the next is an increasing 
function of wage costs. In their model, the objective function has two elements: the direct 
cost of the members employed (C) in the hierarchy and the cost of profits (w) lost 
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through slow planning (min [C(ݕ௥ሻ + w∑ ݔ௧௧்ୀଵ ሿሻ. The constraints basically take into 
account the time of planning through the hierarchy without considering the factors of 
control, execution, and training as part of the model proposed in our research. 
Nasrallah and Levitt [27] suggest that organizations of different sizes could have similar 
optimal structures, as long as they have similar normalized levels or interdependence 
between interactions. Their model establishes that the organization is at its most effective 
when it maximizes the interaction value (interaction that person i initiates with person j, 
hij), proportion of interaction time per person (pij), and the success probability (the 
probability that an attempt by i to interact with j will succeed); with a restriction 
assuming that pij must be equal to one. Although the above mentioned research is not 
oriented to span of control, the authors pursue a pragmatic "organizational design" 
paradigm, which is useful to analyze and compare the proposed organizational design in 
this research.  
Yassine et al. [28] developed an analytical model for describing hierarchical 
organizations, through the creation and use of models of organizational interaction to 
balance the communication time within and between organizational hierarchies. Their 
research concludes by proposing a hypothetical managerial framework for characterizing 
different types of organizations, but they only base their model on the communication-
time ratio (between and within hierarchies). The model of Yassine et al. [28] with the 
“size of the organization” (m) as objective, shows how it is affected by the span of 
control and the communication between different levels in the hierarchy (where m = 
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expሾk	In	kሻଶሿ౐భ౐మሻ. The model does not allow making an estimate of the optimal span of 
control that the organization must have.  
DePuy et al. [29] proposed a mathematical model to match employees to tasks based on 
the logistics skills of the employee and the skills necessary for the task. They presented a 
mathematical model which assigns tasks to workers, in such a way that the total training 
costs are minimized. The objective function is based on minimizing the training required 
by an operator at the first level of the organization (min ∑∑∑ܩ௜௝௞ଵ).  This model is used 
as a reference in order to assign jobs to workers at level 0, but the DePuy model does not 
address the problem of span of control within the hierarchy of the organization.  
LeBlanc et al. [30] developed and implemented an optimization model to minimize the 
total cost of the assignments, while maintaining a balanced workload for different 
managers assigned to construction projects (min  ∑∑ܥ௜௝ ௜ܺ௝, where C is the intensity of 
assigning manager i to project j and X the decision variable). Their research focused only 
on one type of industry and for balancing the workload at supervision levels.  
Awad et al. [31] developed a computer-based system to replace an existing manual 
method for assigning proctors (Carleton University in Canada, needs proctors during 
examination sessions to oversee the students as they write their final examinations), and 
as a result, freeing up valuable staff time in the overloaded scheduling office. They used 
“A Basic Genetic Algorithm for the Initial Assignment of Proctors” where the number of 
possible proctor assignments is extremely large. In a worst case scenario, there are p 
proctors, t examination time slots, and a possible assignment in every time slot. This 
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situation is similar to the assignment problem in our research al level 0. The authors 
combined some problem-specific heuristics and genetic-algorithm framework. This 
research is relevant in order to evaluate their heuristics and genetic-algorithm for their 
assignment problem, but the application is too specific in order to use it for a more 
general organizational design. Below is a summary of the literature on empirical studies 
and mathematical models of span of control. 
3Table 2-2 Mathematical approaches of span of control 
 
2.4 Heuristic and meta-heuristics methods 
Feasible solutions of mathematical models of this organizational design problem could 
not be found in a reasonable amount of time for large-size problems, therefore a heuristic 
solution methodology is developed. The solution quality of the heuristic is compared to 
optimal for small problems using commercial software.  
Foulds [32] defined the term heuristic as a “method which, on the basis of experience or 
judgment, seems likely to yield a reasonable solution to a problem, but which cannot be 
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guaranteed to produce the mathematically optimal solution”. Greedy algorithms have 
been reported to give a good quality solution for combinatorial problems, as in the 
research of Il'ev et al. [33]. He used this solution approach for a maximization problem as 
an objective function, and a performance guarantee of the greedy algorithm is proven in 
terms of the parameters of a feasible set of problems.  Mcgovern et al. [34] used a greedy 
algorithm for a combinatorial optimization analysis of the unary NP-complete 
disassembly line balancing problem. Other analysis on similar problems with greedy 
algorithms can be found in the research work of Agnihotri [35], Angelopoulos [36], 
among others [37, 38]. 
The term meta-heuristic refers to a master strategy that guides and modifies other 
heuristics to produce solutions beyond those that are normally generated in a quest for a 
local optimality [40]. Candidate solution methods for a problem of this type include 
Specific Heuristic Rules (SHR), Simulated Annealing (SA), Tabu Search (TS), Genetic 
Algorithms (GA), and Meta-heuristic for Randomized Priority Search (Meta-RaPS). The 
Meta-RaPS framework was chosen using results from recent research [44-49] that reports 
the following: 
1. This method performs better than other meta-heuristics in problems such as the 
“Resource Allocation Problem (RAP)”, “Traveling Salesman Problem (TSP)”, 
and “Vehicle Routing Problem (VRP)” that have similar characteristics to the 
problem in this research. 
2. The computation times are better than other meta-heuristics that have similar or 
the same quality solution. 
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3. Run times are not dramatically affected by the size of the problem and generate 
feasible solution at each iteration. 
4. The method is relatively easy to implement 
The extensive work of the authors has been analyzed to propose a revision of this meta-
heuristic that allows to obtain a good solution in a reasonable computation time. Genetic 
Algorithms (GA), Tabu Search (TS), Simulated Annealing (SA) and Meta-RaPS are 
modern heuristics that succeed in leaving the local optimum by temporarily accepting 
moves that cause a worse value for the objecting function. As shown in Table 2-3, these 
meta-heuristics are the most common proposed in combinatorial problems. 
Genetic Algorithms imitate some of the natural processes of evolution and selection. 
According to the literature on GA, this algorithm consists of the following components: 
Chromosomal Representation (each chromosome represents a legal solution to the 
problem, and is composed of a string of genes), Initial Population (serves as the starting 
point for the GA), Fitness Evaluation (defining an objective of fitness function), Selection 
(the selection procedure picks out two parent chromosomes), Crossover (cross over the 
parents to form a new offspring) and Mutation (mutate new offspring at each locus). 
Simulated Annealing (SA) simulates the change in energy of the system when subjected 
to a cooling process, until it converges to a steady “frozen” state; in Tabu Search (TS) the 
idea is to derive and exploit a collection of principles of intelligent problem solving. This 
has adaptive memory using neighborhood search, and it moves from one current solution 
to the next after every iteration.  
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As reported by DePuy [41], Meta-RaPS is the result of research on the application of a 
modified COMSOAL approach to solve several types of combinatorial problems. 
COMSOAL is a computer heuristic originally reported by Arcus [42] as a solution 
approach to the assembly line balancing problem. The philosophy behind Meta-RaPS 
consists of three basic ideas: (1) the incorporation of randomness in a particular heuristic 
may dramatically improve the solution quality, (2) random combinations of heuristics 
may lead to better results than each heuristic individually, (3) the recent and ongoing 
increase in computer speed and capacity encourages the use of practical although 
computer-intensive methods for solving combinatorial problems. 
Meta-RaPS constructs feasible solutions through the utilization of a greedy algorithm in a 
randomized fashion. A greedy algorithm often constructs a solution by iteratively adding 
elements or activities to the solution based the activity’s priority value. Meta-RaPS 
modifies the way a greedy construction heuristic chooses the next activity to add to the 
solution by occasionally choosing an activity that does not have the best priority value.  
DePuy al. [41] reported that, for this category of problems, it is possible to find a good 
type of heuristics based on the concept of greedy algorithm that produces good solutions, 
such as the one proposed by Lagoudakis (2001) and Eilon et al. (1971).  
Table 2-3 presented below analyzes different meta-heuristics for solving combinatorial 
problems. Applications discussed include well known problems in the industrial 
engineering field such as: Traveling Salesman Problem (TSP), Resource Constrained 
Project Scheduling Problem (RCPSP), Multidimensional Knapsack Problem (MKP), 
Quadratic Assignment Problem (QAP), Early/Tardy Single Machine Scheduling (E/T 
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SMS), and Vehicle Routing Problem (VRP). These problems have a similar construction 
in objective function and constraints as the one proposed in this research. 
DePuy et al. [43] developed and applied Meta-RaPS to solve three typical combinatorial 
problems: TSP, RCPSP, and MKP. The solution approach (Meta-RaPS) is applied to 
several heuristic algorithms showing that the solution quality significantly improved. 
They compared their method against other meta-heuristics (GA, SA, TS) also getting a 
better quality of solution when comparing the percentage of deviation from optimal and 
run times. Results indicate the Meta-RaPS heuristic performed as well or better than 
other, more complicated heuristics.  
Hepdogan et al. [44] for the E/T SMS problem used an heuristic and an improvement 
with Meta-RaPS, then he compares the results vs the SA approach. Their results report 
that Meta-RaPS obtains a better quality solution and shorter run times. Mora et al. [45] 
develops a Meta-RaPS for the QAP.  He uses a five-rule construction heuristics, and then 
combines the greedy heuristics in Meta-RaPS. His results show that the use of Meta-
RaPS significantly improves the solution quality of each of the five greedy algorithms. 
Hepdogan et al. [46] studied Meta-RaPS for 0-1 MKP. In their application, the priority 
rule selected uses the normalization of weights and then improvement with Meta-RaPS 
and GA, the latter having the best solution performance (0.53% deviation of GA vs 
0.73% of Meta-RaPS). However, the computation time for the GA ranges between six to 
65 minutes comparing to Meta-RaPS with seven to 35 minutes per problem.  
Keith et al. [47] studied Meta-RaPS for the TSP. Two fairly simple priority rules were 
tested by these authors, the nearest neighbor and cheapest insertion rules, and then 
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improvement with Meta-RaPS showing that this method outperforms the priority rules 
with respect to percent difference from optimality. Song et al. [48] reports in the meta-
heuristics for the VRP good results in a reasonable amount of time using Meta-RaPS, 
when compared to optimal solutions of other heuristics like the GA and the TS.  
4Table 2-3 Meta-heuristics for solving combinatorial problems 
 
Author 
 
Problem 
METHOD 
GrH GA SA TS MR 
Mora et al. [45] QAP ●    ◙ 
Hepdogan et al. [44] E/T MSP ●  ●  ◙ 
DePuy et al. [29] TSP 
RCPSP 
MKP 
● 
● 
● 
● 
● 
● 
● 
● 
● 
● 
● 
● 
◙ 
◙ 
◙ 
Hepdogan et al. [46] MKP ● ◙   ● 
Keith et al. [47] TSP ●    ◙ 
Song et al. [48] VRP ● ●  ● ◙ 
Moraga et al. [49] MKP ● ◙ ● ● ◙ 
Problem: 
QAP: Quadratic Assignment Problem 
E/T SMS: Early/Tardy Single Machine 
…………..….Scheduling 
TSP: Traveling Salesman Problem 
RCPSP: Resource Constrained Project 
………..Scheduling Problem                             
MKP: Multidimensional Knapsack 
………Problem 
VRP: Vehicle Routing problem 
Method: 
GrH: Greedy Heuristic 
GA: Genetic Algorithm 
SA: Simulated Annealing 
TS: Tabu Search 
MR: Meta-RaPS 
●: Heuristics methods 
used by the author 
◙: Best solution found 
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According to the authors, one of the improvements of Meta-RaPS is that the run times are 
not dramatically affected by the size of the problem, and generate feasible solution at 
each iteration. Moraga et al. [49] for the MKP report the same solution quality between 
Meta-RaPS and the GA. Although Meta-RaPS has practically the same average deviation 
from optimal than the GA, its performance is with a very short run time. The results 
shown here lead to the conclusion that this meta-heuristic is the best for the problem 
proposed in this research. 
2.5 Summary 
According to definitions and empirical studies of span of control discussed in the 
literature review, the following conclusions can be drawn: there isn´t a generally 
applicable optimum span of control, the size of span of control is higher in the lower 
level, but smaller in the higher level, and the more complex the subordinates’ tasks, the 
smaller the supervisor’s span of control, and the more complex the supervisor’s tasks, the 
narrower the span of control. 
Regarding the mathematical models found in the literature review, conclusions lead to the 
fact that those models take into account a series of assumptions that are complex to use 
for a practical analysis. These models focus on a particular aspect of the work of a 
supervisor, and do not take into account the different parameters that affect this type of 
work.  
The constraints of the models found in the literature focus only on one type of work 
performed by the supervisor (training or coordination). Therefore one of the main 
differences with the model presented in this research is that the constraints take into 
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account the complexity (and compatibility) of the jobs in the first level, and the activities 
that involve the supervision work needed at the following levels of the organization 
(classified as planning, control, training, and execution time).  
The first constraint (assigning jobs to groups) is virtually ignored by the models related 
with the span of control (they take into account a group of permanent workers at the first 
level), and those models that focus on the task allocation problem ignored the required 
span of control needed for these working groups.  
The model presented in this research extends the works discussed in the literature review 
(mathematical models), particularly the one of DePuy et al. [29], extending their original 
formulation and exploring a broad range of decision-making organizational structures 
that take into account factors in deciding the minimum cost of supervision. These factors 
include planning, training, execution, and control at higher levels, while taking into 
account the skills of workers for specific jobs in the lower level. DePuy et al. [29] model 
used five constraints to determine training needs, ensuring that all jobs are assigned, and 
maintain the capacity of workstations. The latter two being similar constraints in our 
model at the first level (n=0). However the quoted model does not consider other relevant 
factors in the allocation of jobs to workers, such as the compatibility of each job with 
respect to each of the workers involved. 
The model proposed in this research includes six constraints to ensure that all jobs are 
assigned (similar to that proposed by DePuy et al. [29]), to maintain the capacity of the 
workstation, including the factors of complexity and compatibility to ensure the correct 
 30 
 
allocation of jobs. In the following levels, the constraints seek to maintain the capacity of 
the supervisor including four relevant factors: planning, control, execution, and training.  
The main difference from this research in regard to other models in the literature, takes 
into account only one of the factors, such as planning time [19], coordination and slack 
time [25] or training requirements [29]. The following restrictions on the model proposed 
in this research ensure that all working groups are assigned to a supervisor, and they in 
turn, are assigned to a manager whose capacity is affected also by the time spent on 
planning, control, execution, and training. The following table is a summary of the 
characteristics reported in models that analyze a similar problem to that outlined in this 
research. 
5Table 2-4 Summary of similar models 
Research  Level 0* Level  
1 to n* 
Planning 
** 
Training
**  
Control 
** 
Execution 
**  
Keren and 
Levari 
NO YES YES NO NO NO 
Mackenzie NO YES NO NO YES NO 
DePuy et al YES NO NO YES NO NO 
Proposed 
research 
YES YES YES YES YES YES 
* The research includes assignment of jobs to workers (level 0) and/or assignment of 
workers to supervisors (level 1 to n) 
** The research includes in the mathematical model a planning, training, control or 
execution factor. 
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3. RESEARCH PLAN 
The main questions that concern this research are to determine, based on analysis of 
several cases, the feasibility of designing (or re-organizing) the organizational structure 
from a quantitative model, and to determine the possible impact in organization costs. 
Taking into account the above statement, one question arises: if an organizational 
structure is suggested to be flat, ¿how optimal should it be? The general solution 
approach to design or re-organize the organizational structure is through a quantitative 
modeling as integer-programming consisting of different levels of decision systems. 
Authors from the existing Organization Theory establish a list of parameters and 
variables that affect the managerial role within the organizational structure. This research 
questions the possibility of developing instruments in order to measure up those variables 
in a quantitative method, and the customization of the model for some particular types of 
industries. 
Quantitative models for combinatorial problems (TSP, MKP, VRP) have been 
demonstrated to be NP-hard class, in such a way that, in order to solve real (large) 
problems, it would require a heuristic solution approach. Therefore this research analyzes 
heuristic methods, and questions whether there is a particular one to obtain a good quality 
solution for the model proposed in a reasonable computation time. In order to answer 
these questions, the proposed research plan consists of: (1) problem definition and 
modeling, (2) valuation of the coefficients affecting modeling factors, and (3) proposed 
solution approach. 
The following figure draws a map for the general research plan: 
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4Figure 3-1 Research plan 
3.1 Problem definition and modeling 
In order to answer the first question regarding the feasibility of designing (or re-
organizing) the organizational structure, it is necessary first to optimize the number of 
subordinates that report to each manager. The objective is to answer the question through 
a quantitative model design. 
There are two main objectives for this modeling development: to provide an assignment 
of jobs to workers taking into account the skills of the workers in regards to the 
complexity and compatibility of the job, and to develop a more extensive model that 
assigns workers to supervisors and managers. The total cost required to achieve all the 
jobs and to assign all the workers has to be minimized. In this model, the minimum 
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overhead is set as the objective function, mapping the work structure to the organizational 
structure through the relationship between the number of jobs and the number of workers 
for each job.  
The literature review allows the identification of limitations found in current 
mathematically and organizational structure design models. The results of the reviews 
help in the creation of a detailed set of equations that describe in reasonable detail how 
Organization Theory (OT)-based quantitative analysis might be constructed. There are 
two goals that companies would like to reach when they are working on organizational 
structure redesigning: one is to keep the cost untouched, but improve the organization 
performance, for example the productivity and quality level of products is kept the same 
or higher.  The other one is to maintain the performance level and to reduce the overhead.  
A typical organizational structure consists of a set of workstations that process a variety 
of jobs and relate to different levels of supervision. The assignment of jobs is dependent 
upon the complexity and compatibility of the jobs to be done. The allocation of jobs in 
different workstations must maximize the utilization of installed capacity, while 
minimizing the number of workstations required. Jobs that are successfully processed are 
assigned only to one workstation and workstations are assigned, in turn, to only one 
supervisor. These characteristics of organizational structure make them suitable for 
modeling as integer-programming consisting of different levels of decision systems. 
DePuy et al. [29] proposed an integer model for the problem under study, but only for the 
first level (0). The proposed model in this research is compared with the DePuy model 
with respect to the number of decision variables and linear constraints, and with the ones 
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proposed by Keren and Levhari [26] and Yassine et al. [28], who also establish an 
objective function and constraints. 
In this research a binary-integer programming model was first formulated and solved 
using a commercial solver (LINGO) to obtain an optimal solution. The proposed model 
intends to optimize the entire organizational structure by eliminating unnecessary work 
units, instead of optimizing local spans of control to improve the organizational structure. 
Because the model is NP–hard, an optimal solution can be obtained in reasonable time 
for only small problem instances. 
The following figure establishes the design of this part of the research plan: 
 
5Figure 3-2 Research plan “A0 PROBLEM” 
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3.2 Valuation of coefficients affecting modeling factors 
In order to develop and customize efficient problem instances for an industrial 
application, the valuation of the factors affecting job allocation and supervision effort 
(complexity, compatibility, planning, execution, training, and control) into the 
mathematical model were analyzed. Within the model, factors are set at the first level of 
decision (0) and for the following levels (1 to n). To quantify these factors, an instrument 
was developed, which gives us tools to determine the quantification of the factors in the 
model for decision making. On the first level (0), information of a job consists of the 
tasks (to be completed), the skills (needed for the task), and the level (required to 
complete each task). The objectives in estimating parameters at this level are: (1) 
determining their existing workers’ skills and their levels, and (2) assigning the workers 
to their complexity and compatibility factors at an appropriate level regarding the jobs. 
For the following levels (1 to n) regarding supervision effort, an initial set of criteria for 
assessing organizational factors were formulated. These factors take into account the 
concept of managerial work [6], its different categories [14], their classification (physical 
and mental work) [16], the skills needed for administrators [17], the roles of managers 
[15], and the classification of the types of managerial tasks [6, 16]. In order to be able to 
quantify and test the dimensions of supervision effort, data were collected on four 
Information System (IS) companies in the city of Chihuahua, México, with 30 
supervisors and managers. 
The following figures establish the design of this part of the research plan: 
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6Figure 3-3 Research plan “A1 VALUATION (Level 0)” 
 
7Figure 3-4 Research plan “A1 VALUATION (Levels 1 to n)” 
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3.3 Proposed solution approach 
The proposed formulation inherits properties which help to decompose the problem under 
study into smaller sub-problems. For the problem (NP–hard class), there isn’t an exact 
algorithm that terminates within polynomial-bounded computational time (for large-size 
problems). In order to solve such problems, heuristic algorithms have to be used to find a 
good solution at a reasonable computational time.  
The literature reviewed on heuristic approaches (Table 2-3) justifies the utilization of 
Meta-RaPS framework for the type of model proposed in this research. In order to 
develop this solution approach, the philosophy behind Meta-RaPS was used consisting of 
three basic ideas: (1) the incorporation of randomness in a particular heuristic may 
dramatically improve the solution quality, (2) random combinations of heuristics may 
lead to better results than each heuristic individually, and (3) the recent increase in 
computer speed and capacity encourages the use of practical computer-intensive methods 
for solving combinatorial problems.  
The general framework for constructing the solution approach development in this 
research follows the following criteria: (1) the structure of the problem consists of m 
constraints that will bound the construction of any feasible solution, when a job is chosen 
to be in the feasible solution, the addition of the new job cannot exceed the capacity 
constraints, (2) the framework begins with a simple rule called “greedy algorithm” 
proposed by Lagoudakis [41] in order to select the best job candidate with the best 
suitable worker at level 0, and the best suitable supervisor at the following levels, (3) the 
greedy algorithm is modified by altering the composition of the “next available activity”, 
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adding randomness to the selection of jobs to workers, these to supervisors, and so on, (4) 
construct feasible solutions using priority rule and randomness, (5) pick the best answer 
for a number of iterations, and (6) evaluate the solution quality compared to optimal and 
computational requirements. 
The following figure draws the design of the proposed solution approach: 
 
8Figure 3-5 Research plan “A2 PROPOSED SOLUTION APPROACH” 
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4. PROBLEM DEFINITION AND MODELING 
4.1 Problem characterization 
The design process begins with decomposition of each work into elemental work units 
(called OP), and assigning each OP to direct resources (machine and worker required), in 
relevance to work complexity, resource competency (skill and proficiency), and their 
compatibility.  It then moves to organizing the required resources into groups, sections, 
and departments, forming a hierarchical management structure. It assumes work can be 
decomposed into a hierarchy of standard OPs, of which specifications, requirements and 
methods have been formalized for each OP type. It further assumes management effort 
for each managerial activity is measurable and is unique for each company, depending on 
the experience and expertise it has, and tools and techniques it uses to run the operation. 
Work in this study is originated as customer orders, work orders, contracts, projects, 
and/or forecasts. Work content is applied as either an order-specific process plan, or a 
standardized process plan, defined through the use of the Group Technology (GT) 
concept. The modeling effort begins with the first level (0) problem, where there is a 
given set of structured tasks to be processed by workers at workstations (G). Each task is 
defined with an OP type and a proficiency level. Each worker (or workstation) possesses 
different skills. Complexity and compatibility are two factors used at this decision level 
(0), to ensure that each job is assigned to a proper workstation. Once all direct jobs are 
assigned and the requirement for each station is established at level 0, the decision effort 
moves to managerial requirements at higher levels of the organizational hierarchy, (i.e. 
levels 1 to n).  This prescriptive model seeks an optimal organizational structure, i.e. span 
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of control and management layers, that minimizes the overall operation costs.  Along 
with the modeling, an initial set of factors was identified and used in the constraints to 
assess organizational parameters pertaining to the nature of managerial effort, work type, 
and required skills.   
4.2 Mixed-Integer formulation 
The following notations were used to model the problem. The unit of time is the hour. 
0 is the bottom level; n is the top level, n ∈ N 
Parameters: 
• wnj: the unit cost coefficient for section j at level n 
•   βi: the processing time for job i, i ߳ I 
•  roj: the capacity of the working group j, j ߳	ܬ  
• αij: the complexity factor when job i is assigned to group  j 
• pnj: the planning factor for section j at level n 
• cnj: the control factor for section j at level n 
• tnj: the training factor for section j  at level n 
• enj: the execution factor for section j at level n 
•  fnj: the capacity of section j at level n 
• nij: the compatibility factor when job i is assigned to group  j 
Decision variables: 
• ݖ࢏࢐ ൌ ቄ1	݂݅	݆݋ܾ	݅ݏ	ܽݏݏ݅݃݊݁݀	ݐ݋	݃ݎ݋ݑ݌	݆		0	݋ݐ݄݁ݎݓ݅ݏ݁																																						 ቅ 
 41 
 
• ݕ଴௝௣బ ൌ ቄ1	݂݅	݃ݎ݋ݑ݌	݆	ݓ݅ݐ݄		ݏ݁ܿݐ݅݋݊	݌଴	ܽݐ	ܾ݋ݐݐ݋݉	݈݁ݒ݈݁	݅ݏ	݋ܿܿݑ݌݅݁݀0	݋ݐ݄݁ݎݓ݅ݏ݁																																																																																								ቅ 
• ݕ௡௝௣೙ ൌ ቄ1	݂݅	ݏ݁ܿݐ݅݋݊	݆	ݓ݅ݐ݄	ݏ݁ܿݐ݅݋݊	݌௡	ܽݐ	݈݁ݒ݈݁	݊	݅ݏ	݋ܿܿݑ݌݅݁݀0	݋ݐ݄݁ݎݓ݅ݏ݁																																																																													ቅ 
The mixed-integer formulation developed is as follows: 
 
Min ∑ ∑ ݓ௡௝௃௝ୀଵே௡ୀଵ ௡݂௝ݕ௡௝௣೙  + ∑ ݕ௢௝௣బே௝ୀଵ   (∀j ∈ J), (∀n ∈ N)  (3.2.1) 
Subject to:  
∑ ݖ௜௝ ൌ 1௝                                                              (∀i=1…m) (3.2.2)    
∑ ߚ௜ߙ௜௝ݖ௜௝/݊௜௝ ൑ ݎ଴௝ݕ௢௝௣బ௜                     (∀j=1…n) (3.2.3) 
∑ ݎ௢௝ݕ଴௝௣బ൫ߩ௜௝ ൅ ܿ௜௝ ൅ ݐ௜௝ ൅ ݁௜௝൯ ൑ ∑ ௜݂௝௝ ݕ௜௝௣భ௝       (∀i=1…m) (3.2.4) 
ݕ௢௝௣బ ൑ ∑ ݕଵ೛బ೛భ௣ଵ                                                         	    (3.2.5) 
∑ ௡݂ିଵ,௝ݕ௡ିଵ,௝௣೙షభሺߩ௜௝ ൅ ܿ௜௝ ൅ ݐ௜௝ ൅ ݁௜௝ሻ ൑ ∑ ௡݂௝௝ ݕ௡௝௣೙௝      (∀i=1…m) (3.2.6) 
ݕ௡ିଵ,௝௣೙షభ ൑ ∑ ݕ௡௣೙షభ௣೙௣௡                                                   (3.2.7) 
(ݖ௜௝, ݕ଴௝௣బ, ݕ௡௝௣೙   binary,  (∀j ∈ J), (∀i ∈ I) ). 
In this formulation, the objective function (3.2.1) is to minimize the supervision cost. 
Constraint one (3.2.2) ensures each job (operation type) is assigned to only one direct 
labor group. Constraint two (3.2.3) ensures each direct labor group has a finite capacity, 
and all job assignments are limited by this capacity. The following two constraints (3.2.4 
and 3.2.6) ensure that the total managerial work requirement of its child units cannot 
exceed the finite capacity imposed on the parent unit. Finally, the last two constraints 
(3.2.5 and 3.2.7) ensure that each child unit must have a parent unit.  
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4.3 Computational experiments 
LINGO, a commercial software system, is used to help validate the proposed 0-1 integer 
program, study its behavior, and explore its limits. A preliminary computational 
experiment was conducted that validates the model with practical problems, and 
evaluates the impact of changing the complexity and compatibility parameters at level 0. 
It also evaluates the impact in managerial-related parameters for planning, training, 
execution, and control at the higher levels. The proposed model was implemented on 
LINGO and run on a workstation computer (DELL PRECISION | M4400) equipped with 
processor Intel Core 2 Duo T9400 2.53 GHz. This experimentation demonstrates the use 
of the proposed model, and reveals that the software system is limited to solving small 
size problems. It cannot produce an optimal solution for large-size problems in a feasible 
computer (run) time.   
 
9Figure 4-1 Computational experiments 
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Figure 4-1 shows the design structure of cases performed for this study. The objective of 
the first case is to determine the impact on the variation of all the factors involved in the 
model at all levels (0 to n). The aim of the second case is to investigate the size of 
problems that can be solved using LINGO. 
4.3.1 Eight-job problem and four stations (Case one, Section one) 
The following figure shows how the first case proposed was divided.  
 
10Figure 4-2 Sub-sections for analysis at level 0 
It consists of two sections: the first one for allocation of jobs to workers (level 0), and 
section two for assignment of workers to supervisors (level 1 to n). In order to verify the 
allocation of jobs (from WBS) at level zero, section one was divided into three Sub-
sections: (1) sub-section one where complexity and compatibility factors of jobs 
regarding the workers are irrelevant, (2) Sub-section two in order to explore the impact 
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on the solution when complexity is relevant, and (3) Sub-section three in order to explore 
the impact of both factors in the solution. 
The following figure shows, graphically, the structure of the first section of the case 
where there are eight jobs to be processed in four working groups. 
 
11Figure 4-3 Graphical representation of Section one 
The data for section one of this case consist of the capacity of each working group and 
the time required to accomplish each job (Table 4-1). In order to solve the model, data for 
level 1 and 2 need to be fed into the model (these tables are in Appendix A). All 
equations to run this case in LINGO are shown in Appendix A. 
6Table 4-1 Problem data of eight jobs and four stations 
GROUPS G1 G2 G3 G4 
CAPACITY (HRS) 1 2 1 1 
JOBS (i) J1 J2 J3 J4 J5 J6 J7 J8 
TIME * 0.2 0.3 0.5 1 0.8 0.75 0.1 0.15 
* Time required to accomplish the job (β in hours) 
4.3.1.1 Sub-section one 
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Assuming the complexity and compatibility factors of the jobs are irrelevant to the 
groups, the value of the complexity and compatibility factors is equal to one, as reported 
in Table 4-2. 
7Table 4-2 Complexity (α) and compatibility (η) data for case one 
    α =  η  J1 J2 J3 J4 J5 J6 J7 J8 
G1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
G2 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
G3 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
G4 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
 
Once the model was run, the optimal solution found by the solver includes the allocation 
of the following jobs in working groups as shown in the table below:  
8Table 4-3 Job allocations (Sub-section one) 
GROUPS 
(WORKERS) 
JOB ALLOCATIONS 
Alloc #1 Alloc #2 Alloc #3 
G1 ------- -------- ------- 
G2 J1 J4 J5 
G3 J6 J8  
G4 J2 J3 J7 
 
The next figure identifies the use (in time) of each of the groups or workstations. The 
graph has identified the maximum capacity of each group (e.g., capacity of group 1 is less 
than or equal to 1, G1 ≤ 1). Group 2 has three job assignments with a total time of two 
hours, and the allocation for groups 3 and 4 has been identified in the same way. Group 1 
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was not assigned, and therefore, this station can be eliminated from the design of the 
organizational structure. 
 
12Figure 4-4 Graphical representation of results in Sub-section one 
4.3.1.2 Sub-section two 
This sub-section discusses the solution when the factor of complexity between jobs and 
workers was incorporated. To validate the model, the data for the factor shown on Table 
4-4 were randomly assigned between jobs and groups. If the complexity of the jobs with 
regards to the groups was not irrelevant, then the problem changes according to the 
following data (the remaining data stay the same):  
9Table 4-4 Complexity (α) of jobs (J) in relation to workers (G) 
GROUPS 
(workers)  
JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
G1 0.60 1.20 0.80 1.30 0.60 1.10 1.30 1.50 
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G2 0.70 1.30 0.90 1.20 0.70 1.40 1.50 1.60 
G3 0.80 1.50 1.00 1.40 0.80 1.60 1.40 1.10 
G4 1.00 1.70 1.50 1.00 1.00 1.70 1.30 1.00 
 
The previous table causes a change in the processing time required for each job with 
respect to each worker, updating the values according to the table below using the 
formula aij = βi * αij / ηij. 
10Table 4-5 Processing time after complexity data 
 
GROUPS 
JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
G1 0.12 0.36 0.4 1.3 0.48 0.825 0.13 0.225 
G2 0.14 0.39 0.45 1.2 0.56 1.05 0.15 0.24 
G3 0.16 0.45 0.5 1.4 0.64 1.2 0.14 0.165 
G4 0.2 0.51 0.75 1 0.8 1.275 0.13 0.15 
 
The optimal solution obtained by the solver gave as a result the allocation of jobs to 
workers according to the next table.11 
Table 4-6 Job allocations (Sub-section two) 
GROUPS 
(WORKERS) 
JOB ALLOCATIONS 
Alloc #1 Alloc #2 Alloc #3 Alloc #4 
G1 J1 J3 J5  
G2 J2 J6 J7 J8 
G3 -------- -------- -------- --------- 
G4 J1    
The chart below shows how the allocation of jobs at the workstations changed according 
to the complexity data. In this solution, group 1 has the assignment of three jobs, while 
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all assignments of group 3 were eliminated. As the data are analyzed, job one (J1), which 
was assigned in the previous results to group 2, has now changed its allocation to group 
1. In the complexity table, job one has the lowest value with respect to that group. 
 
13Figure 4-5 Graphical representation of results in Sub-section two 
4.3.1.3 Sub-section three 
This sub-section discusses the solution when the complexity and compatibility factors 
between jobs and workers were incorporated. To validate the model, the data for the 
compatibility factor were randomly assigned between jobs and groups (while complexity 
factor remains constant). If the complexity and the compatibility of the jobs with regards 
to the groups are not irrelevant, then the problem changes according to the following 
table (the remaining data stay the same): 
12Table 4-7 Compatibility (η) for workers (G) and jobs (J) 
GROUPS JOBS 
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(workers) J1 J2 J3 J4 J5 J6 J7 J8 
G1 0.01 1.00 1.00 1.00 1.00 1.00 0.01 1.00 
G2 1.00 0.01 1.00 1.00 1.00 0.01 1.00 0.01 
G3 1.00 1.00 0.01 1.00 0.01 1.00 1.00 1.00 
G4 1.00 1.00 1.00 0.01 1.00 1.00 1.00 1.00 
 
The previous table causes a change in the processing time required for each job with 
respect to each worker, updating the values according to the table below using the 
formula aij = βi * αij / ηij. 
13Table 4-8 Processing time after compatibility data 
GROUPS 
JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
G1 
12 0.36 0.4 1.3 0.48 0.825 13 0.225
G2 
0.14 39 0.45 1.2 0.56 105 0.15 24
G3 
0.16 0.45 50 1.4 64 1.2 0.14 0.165
G4 
0.2 0.51 0.75 100 0.8 1.275 0.13 0.15
 
The optimal solution obtained by the solver gave as a result the allocation of jobs to 
workers according to the following table: 
14Table 4-9 Job Allocations (Sub-section three) 
GROUPS 
(WORKERS) 
JOB ALLOCATIONS 
Alloc #1 Alloc #2 Alloc #3 Alloc #4 
G1 J6    
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G2 J3 J4   
G3 J1 J2 J7 J8 
G4 J5    
 
The figure below shows how the allocation of jobs at the workstations changed according 
to the complexity and the compatibility data.  In this case, the model does not make any 
allocation of those jobs that don’t have compatibility with the groups. For example, group 
1 doesn’t have jobs 1 and 7 assigned; group 2 doesn’t have jobs 2, 6 and 8 assigned; 
group 3 doesn’t have jobs 3 and 5 assigned; and group 4 doesn’t have job 4 assigned due 
to the fact that they are not compatible. These constraints force the model to consider a 
longer processing time of jobs, and therefore, the solution to this problem involves 4 
groups instead of 3. 
 
14Figure 4-6 Graphical representation of results in Sub-section three 
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The conclusion in this section one shows that the model minimizes the number of 
workstations looking for jobs that have the best processing time, avoiding the selection of 
jobs without compatibility to the assigned station. The following table shows how the job 
allocations were being re-organized in the different groups according to the complexity 
and compatibility factors within the model. Also, the chart below shows how the 
utilization (processing time) of each of group is changing according to the conditions of 
each Sub-section. Capacity constraint of each group was maintained in all Sub-sections. 
15Table 4-10 Job Allocations (Sub-sections one, two and three) 
 
Sub-
sections 
GROUPS (WORKERS) 
G1 G2 G3 G4 
1  J1-J4-J5 J6-J8 J2-J3-J7 
2 J1-J3-J5 J2-J6-J7-J8  J1 
3 J1-J7 J2-J6-J8 J3-J5 J4 
 
15Figure 4-7 Utilization of each group en each Sub-section 
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4.3.2 Case one: Section two (Level 1 to n) 
Once the validation of the model for level 0 (job allocations) was implemented, section 
two analyzes the impact of the factors involved in the supervision effort. This section 
analyzes the effect of changing the values of the different parameters for supervising. 
Taking the data and results of Sub-section two (from Section one), the results of level 0 
were used to analyze the variation in the following levels of decision. 
4.3.2.1 Sub-section one 
The following table shows the capacity and cost of supervisors (level 1). This sub-section 
has been assigned a minimum value to the factors of supervision (close to zero). 
16Table 4-11 Data for Sub-section two (levels 0  1) 
DATA OF SUPERVISORS 
 LEVEL 0 1 
SUPERVISORS 
S1 S2 S3 
CAPACITY (Hrs) 3 2 1 
COST (w) $200 $150 $100 
FACTORS OF  
SUPERVISOR EFFORT 
WORKERS (GROUPS) 
G1 G2 G3 G4 
PLANNING (ρ) 
0.01 0.05 0.1 0.2 
CONTROL (c) 
0.01 0.05 0.1 0.2 
TRAINING (t) 
0.01 0.05 0.1 0.2 
EXECUTION (e) 0.01 0.05 0.1 0.2 
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The following table shows the capacity and cost of managers (level 2). This Sub-section 
has been assigned a minimum value to the manager factors (close to zero). 
17Table 4-12 Data for Sub-section two (levels 1  2) 
DATA OF MANAGERS 
 LEVEL 1 2 
MANAGERS 
M1 M2 
CAPACITY (Hrs) 3 3 
COST (w) $450 $500 
FACTORS OF 
MANAGER EFFORT 
SUPERVISORS 
S1 S2 S3 
PLANNING (ρ) 
0.01 0.05 0.1 
CONTROL (c) 
0.01 0.05 0.1 
TRAINING (t) 
0.01 0.05 0.1 
EXECUTION (e) 
0.01 0.05 0.1 
 
Once the allocation of jobs to working groups has been done (from Sub-section two of 
Section 1), supervisors and managers are selected taking into account the cost and 
capacity, as well as the planning, control, training, and execution factors of each. 
Results of this Sub-section show that the values given for the supervisor factors, only 
requires the supervisor 3 with a minimum cost of $100; for level 2 the solution requires 
only the manager 2 with a minimum cost of $1350, giving a total minimum cost of 
$1453. 
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18Table 4-13 Supervisor allocations (Sub-section one) 
SUPERVISORS 
(LEVEL 1) 
GROUPS COST MANAGERS 
(LEVEL 2) 
SUPERVISORS COST 
S1 ------- ------ M1 S3 $1350 
S2 ------- ------ M2 ------  
S3 G1-G2-G4 $100 TOTAL COSTS $1453 
 
4.3.2.2 Sub-section two 
This Sub-section analyzes the behavior of the results of the model increasing (randomly) 
the requirements for each of the factors involved, as shown in the following table: 
19Table 4-14 Supervisor factors (levels 01) 
 GROUPS 
(workers) 
SUPERVISOR FACTORS 
PLANNING (ρ) CONTROL (c) TRAINING (t) EXECUTION(e) 
G1 0.1 0.1 0.1 0.1 
G2 0.12 0.12 0.12 0.12 
G3 0.15 0.15 0.15 0.15 
G4 0.2 0.2 0.2 0.2 
 
For the following level two, the values of the factors are also increased according to the 
table below: 
20Table 4-15 Manager factors (levels 1  2) 
SUPER-
VISORS  
MANAGER FACTORS 
PLANNING (ρ) CONTROL (c) TRAINING (t) EXECUTION (e) 
S1 0.1 0.1 0.1 0.1 
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S2 0.12 0.12 0.12 0.12 
S3 0.15 0.15 0.15 0.15 
 
Results of this Sub-section show that increasing the values of supervisor factors also 
increases the requirements of supervision hours. Therefore the decision changes to 
supervisor 2, who has a higher capacity, while also increasing the cost of this level (1). 
The result for level two remains the same and the total cost increases, as shown in the 
following table: 
21Table 4-16 Supervisor allocations (Sub-section two) 
SUPERVISORS 
(LEVEL 1) 
GROUPS COST MANAGERS 
(LEVEL 2) 
SUPERVISORS COST 
S1 ------- ------ M1 S3 $1350 
S2 G1-G2-G4 $300 M2 ------  
S3 ------- ------ TOTAL COSTS $1653 
 
4.3.2.3 Sub-section three 
Sub-section three explores the impact of assigning the maximum value of the supervisor 
factors. The maximum value assigned to each of the factors is 0.25, which implies that 
the sum of the factors is equal to one, and therefore, one hour of supervision is required 
for each hour assigned to the worker. The values of the factors for this sub-section appear 
in the following tables: 
22Table 4-17 Supervisor factors (levels 01) 
 GROUPS 
(workers) 
SUPERVISOR FACTORS 
PLANNING (ρ) CONTROL (c) TRAINING (t) EXECUTION(e) 
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G1 0.25 0.25 0.25 0.25 
G2 0.25 0.25 0.25 0.25 
G3 0.25 0.25 0.25 0.25 
G4 0.25 0.25 0.25 0.25 
 
For the following level two, the value or factors was also assigned in such a way that one 
hour of supervision requires one hour from the manager at the next hierarchical level, as 
shown in the table below: 
23Table 4-18 Manager factors (levels 1  2) 
SUPER-
VISORS  
MANAGERS FACTORS 
PLANNING (ρ) CONTROL (c) TRAINING (t) EXECUTION (e) 
S1 0.25 0.25 0.25 0.25 
S2 0.25 0.25 0.25 0.25 
S3 0.25 0.25 0.25 0.25 
Results of this Sub-section show that increasing the values of supervisor factors (sum 
equals to one), also increases the requirements of supervision hours. Therefore the 
decision changes to supervisor 2 and 3 increasing the cost of this level (1). The result for 
level two includes both managers and the total cost increases, as shown in the following 
table: 
24Table 4-19 Supervisor allocations (Sub-section three) 
SUPERVISORS 
(LEVEL 1) 
GROUPS COST MANAGERS 
(LEVEL 2) 
SUPERVISORS COST 
S1 ------- ------ M1 S2 $1350 
S2 G2-G4 $300 M2 S3 $550 
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S3 G1 $100 TOTAL COST $2303 
 
In this Section two, increasing the planning, execution, control, or training requirements, 
also increases the time required for each supervisor, increasing as a result, the total cost.  
The data of cost (w) and capacities (f) of supervisors and managers have remained 
constant in order to know how they influence the values of the factors mentioned before. 
4.3.3 Limit size problem for a commercial solver (Case two) 
For this research, it is important to know the size of the problem that the commercial 
solver could handle, in order to know what size of problems is feasible to get an optimal 
solution. For bigger problems, a heuristic method that is able to get a good quality 
solution is required. Therefore, the main objective in this Case two is to determine the 
number of constraints and variables that the commercial solver can handle.  After several 
experiments with LINGO, it is concluded that the software can handle problems with up 
to 30 jobs and 10 groups. In this case, supervising parameters were selected close to zero 
and then close to one to review how the allocation of supervisory requirements was 
affected.  Data of capacity, time, complexity, and compatibility factors for a problem 
instance of 30 jobs and 10 groups at level 0 is found in Appendix A (this data is the same 
for both Sections). 
4.3.3.1 Case two, Section one 
The following table shows the capacity and cost of supervisors (level 1): 
25Table 4-20 Capacity (α) and cost (α) data for levels 0  1 
DATA OF SUPERVISORS SUPERVISORS 
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LEVEL 0 1 S1 S2 S3 S4 S5 
CAPACITY (f) (Hrs) 4 4 4 8 8 
COST (w) $50 $100 $150 $200 $250 
 
This sub-section has been assigned a minimum value to the factors of supervision (close 
to zero) as in the following table: 
26 
Table 4-21 Supervisor factors (Case two) 
 GROUPS 
SUPERVISOR FACTORS 
PLANNING  
(ρ) 
CONTROL 
(c) 
TRAINING  
(t) 
EXECUTION 
(e) 
G1 0.01 0.01 0.02 0.03 
G2 0.001 0.004 0.003 0.02 
G3 0.01 0.01 0.02 0.03 
G4 0.005 0.06 0.02 0.01 
G5 0.01 0.01 0.02 0.03 
G6 0.001 0.004 0.003 0.02 
G7 0.01 0.01 0.02 0.03 
G8 0.001 0.004 0.003 0.02 
G9 0.01 0.01 0.02 0.03 
G10 0.001 0.004 0.003 0.02 
The following table shows the capacity and cost of managers (level 2):  
27Table 4-22 Capacity (α) and cost (α) data for levels 1  2 
DATA OF MANAGERS 
LEVEL 1 2 
MANAGERS 
M1 M2 M3 
CAPACITY (f) (Hrs) 4 8 8 
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COST (w) $100 $200 $30 
For the following level two, the values of the factors are according to the table below: 
28Table 4-23 Manager factors (Case two) 
 SUPE- 
VISORS 
MANAGER FACTORS 
PLANNING  
(ρ) 
CONTROL  
(c) 
TRAINING  
(t) 
EXECUTION  
(e) 
S1 0.002 0.003 0.01 0.02 
S2 0.002 0.003 0.01 0.02 
S3 0.002 0.003 0.01 0.02 
S4 0.002 0.003 0.01 0.02 
S5 0.002 0.003 0.01 0.02 
Results for job allocations for this case are shown in table below: 
29Table 4-24 Job allocations (Case two) 
GROUPS G1 G3 G4 
JOBS J3-J4-J5-J6-J8-J10-J13-
J16-J18-J24-J25-J28 
J1-J2-J9-J12-J20-
J22-J27-J17 
J7-J11-J14-J15-J19-
J21-J23-J26-J29-J30 
Results for level 1 and 2, regarding the assignment of groups to supervisors and 
supervisors to managers are in the following table. This sub-section only requires one 
supervisor (S1) and one manager (M1) with a total cost of $603. 
30Table 4-25 Supervisor and manager allocations (Section one) 
SUPERVISORS 
(LEVEL 1) 
GROUPS COST MANAGERS 
(LEVEL 2) 
SUPERVISORS COST 
S1 G1-G2-G3 $200 M1 S1 $400 
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S2 ------- ----- M2 ---- --------- 
S3 ------- ------ M3 ---- -------- 
S4 -------- ------- TOTAL COST $603 
S5 --------- ------- 
4.3.3.2 Case two, Section two 
This section two explores the impact of assigning the maximum value of the supervisor 
factors. The maximum value assigned to each of the factors is 0.25, which implies that 
the sum of the factors is equal to one, and therefore, one hour of supervision is required 
for each hour assigned to the worker. The values of the supervisor factors for this Section 
appear in the following table: 
31Table 4-26 Supervisor factors (Section two) 
 GROUPS 
SUPERVISOR FACTORS 
PLANNING  
(ρ) 
CONTROL 
(c) 
TRAINING  
(t) 
EXECUTION 
(e) 
G1 0.1 0.2 0.2 0.1 
G2 0.2 0.2 0.3 0.1 
G3 0.1 0.2 0.2 0.1 
G4 0.2 0.2 0.3 0.1 
G5 0.1 0.2 0.2 0.1 
G6 0.2 0.2 0.3 0.1 
G7 0.1 0.2 0.2 0.1 
G8 0.2 0.2 0.3 0.1 
G9 0.1 0.2 0.2 0.1 
G10 0.2 0.2 0.3 0.1 
The values of the manager factors for this Section appear in the following table: 
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32Table 4-27 Manager factors (Section two) 
 SUPER- 
VISORS 
MANAGER FACTORS 
PLANNING  
(ρ) 
CONTROL  
(c) 
TRAINING  
(t) 
EXECUTION  
(e) 
S1 0.1 0.2 0.2 0.1 
S2 0.2 0.2 0.3 0.1 
S3 0.1 0.2 0.2 0.1 
S4 0.2 0.2 0.3 0.1 
S5 0.2 0.2 0.3 0.1 
The number of groups remains constant since there were no changes in the complexity 
and compatibility of jobs with respect to workers (groups). Increases in the requirements 
of planning, control, execution, and training resulted in an increase in the number of 
supervisors (1 to 2) and for the next level in the selection of a manager with higher 
capacity. Results for level 1 and 2, regarding the assignment of workers to supervisors 
and supervisors to managers are in the following table. This Section requires two 
supervisors (S1 and S2) and one manager (M2) with a total cost of $2203, increasing the 
total cost by 230%. 
33Table 4-28 Supervisor and manager allocations (Section two) 
SUPERVISORS 
(LEVEL 1) 
GROUPS COST MANAGERS 
(LEVEL 2) 
SUPERVISORS COST 
S1 G1 $200 M1 -----  
S2 G2-G3 $400 M2 S1,S2 $1600 
S3 ------- ------ M3 ----  
S4 -------- ------- TOTAL COST $2203 
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S5 --------- ------- 
4.4 Conclusions 
Analysis has been carried out at least in 40 separate cases in order to ensure that 
allocations occur in a logical way as the data were fed into the system. The number of 
jobs, groups, supervisors, and managers had a significant impact on the computational 
cost because the number of variables had an exponential growth. In this case, the 
combination of jobs with groups had the highest impact. Increasing the number of jobs 
and groups after 30 jobs and 10 groups dramatically increases computational 
requirements. 
The allocations made by the model with LINGO indicate that it works by making the 
correct allocation of activities taking into account the complexity and compatibility of the 
jobs with respect to each group for level 0. For levels 1 and 2, supervisors and managers 
were selected in order to have the capacity to monitor and manage all the working 
groups, and it is also optimal for carrying out such activities considering factors of 
planning, control, training, and execution. In these cases, the model makes the 
assignment based on capacity and cost of supervision and management.   
Conclusions regarding the cases report that the size of span is greater in the lower level, 
but smaller in the higher level. The more complex the subordinates’ tasks (associated 
with complexity factors), the smaller the supervisor’s span of control.  The more complex 
the supervisor’s tasks (associated with supervisor factors), the narrower the span of 
control.  Solving these cases concludes that the model is functional and takes into account 
all the constraints that were designed for the model.  
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5. VALUATION OF COEFFICIENTS AFFECTING MODELING FACTORS 
The objective of this chapter is to determine a method to quantify the factors that 
determine the allocation of jobs to workers (level 0), and those related with supervising 
time, divided into the following factors: planning, control, execution, and training. In 
order to do this, the level of importance between the factors has to be determined, and a 
quantitative range has to be identified with which it is possible to make an objective 
measurement that can be incorporated in solving the mathematical model proposed. This 
part of the research is conducted through the study of the activities of people who have 
supervisory duties. For this purpose, data were collected from four different Information 
System (IS) companies in the city of Chihuahua, Mexico. 
5.1 Complexity and compatibility factors (level 0) 
The objectives pursued with the following method are based in two points: (1) 
determining their existing workers’ OP-types and skill levels, and (2) assigning the 
workers to their complexity and compatibility factors at an appropriate level regarding 
the jobs. The method for assessment of the complexity and compatibility factors at level 
zero is based on the information of a job proposed to the company which consists of the 
jobs to be completed, the OP-Type, and the level of skill (required to complete each job). 
The theoretical foundation for this method is based on the analysis of workers’ skills, and 
makes a comparison with respect to the skills required for a particular job. The following 
figures show the steps needed for this process. The proposed model is partially built on 
the one developed by Depuy et al. [29]. 
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16Figure 5-1 Method for complexity factor 
On the left side (worker), the first step is to identify the skills (OP-Types) of the worker. 
Once the different skills of each worker have been established, the next step is to 
determine, based on technical tests, the level of each skill. On the right side (job), the OP-
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Type and required skills of each job are defined. Next step is to determine the required 
skill level of each job. In order to assign a skill relationship between jobs and workers, it 
is necessary to design a skill relationship table. For this table, the first step is to determine 
how many levels are required (e.g., novice, intermediate, expert), and the numerical 
relationship between the different combinations (e.g., novice-novice, novice-
intermediate, novice-expert).  
As an example, consider a project with a total number of three jobs with three required 
skills identified, and each skill is further defined by a skill level ranging from 1- novice, 
2- intermediate, and 3- expert. Some jobs can require the same skill, but at different 
levels. Multiple jobs can be assigned to the same employee, subject to a capacity 
constraint. The figure below shows the following situation: worker 1 (group G1) has the 
skills 1 and 3, with skill levels of 1 and 2, such that, if assigned to job 1, there would be 
the same skills relationship, and therefore, the complexity factor would be 1. If however, 
that same employee were assigned to job 2, there would be a skills relationship of 
“intermediate-expert”, and therefore, according to Table 4-1, the complexity factor would 
be 1.5. If worker 1 were assigned to job 3, there would not be a skills relationship, and 
therefore, the compatibility factor would be close to zero. 
Once the relationship between workers and jobs has been established, the complexity 
factor is determined based on Table 5-1. 
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17Figure 5-2 Example of skills and skill levels between workers and jobs 
34Table 5-1 Complexity factors 
 
The previous table is based on the relationship found by analyzing 20 individual events in 
the companies selected for this study. This general format can be applied to any industry, 
as long as the values assigned to each of the relationships (e.g., novice-intermediate 
equals 1.5) are reviewed. It is clear that the weights that are equal to one are the same for 
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any situation, where the same worker skill level against the same job skill level required 
is compared. For the rest of the relationships, there must be an adjustment made 
depending on the situations in which this format will be used. Therefore, a relationship of 
a worker skill level "expert" for a job skill level requirement of "novice" is set for the 
worker to require only a 60% of standard time to do such work. In a different situation, 
this percentage may be lower (30-50%) or higher (70-90%).  
The compatibility factor, as shown in the following figure, verifies the compatibility and 
then assigns a value to this factor updating the relationship between a job and a worker. 
 
18Figure 5-3 Method for compatibility factor 
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In the table below are some questions that must be made regarding the compatibility 
factor between worker and job assignments. 
35Table 5-2 Compatibility questions 
Compatibility  Questions Worker/Job 
Experience Are there any issues regarding the experience of the 
worker related with a particular job? 
Is there any requirement in relation to the experience that 
the worker must have to perform a particular job? 
YES/NO 
Certification Is there any certification process that the worker must 
meet in order to be able to execute any particular job? 
Is there any academic degree that the worker must meet 
in order to execute any particular job? 
Is there a specific license (e.g., from government) in 
order to execute a particular job? 
YES/NO 
Conflicts Are there any conflicts that the worker has with the 
company/supervisor in order to assign jobs? 
Does the worker have any kind of conflict in order to 
execute a particular job? 
YES/NO 
 
Compatibility values, in this case, consider only close to 0 and 1, in such a way that the 
model assigns jobs to workers only when compatibility is equal to one. When 
compatibility is close to zero, the model assigns a very large number for the processing 
time of that activity and does not assign that activity to that individual worker. 
The no-compatibility factor is used when a worker does not have the appropriate level to 
perform a job. For example, assume that it is not appropriate to assign a worker with a 
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skill level "novice", who requires double time for a job with an expert level requirement 
(200% according to Table 4-1), to that job. This “novice-expert” relationship could be 
eliminated through the compatibility factor. In some scenarios it may also be forbidden to 
assign jobs that require minimum skill level to expert workers; in such case the use of 
compatibility factor ensures the type of assignment needed for the job. At other times, 
even when an operator can perform the required work changing their standard time, they 
may not have a proper certification to do the job or they may not have the necessary tools 
at their workplace. Therefore a value of non-compliance with respect to that job must be 
assigned. If the solution of the model, with the compatibility values that were assigned, is 
not feasible, then it is possible to analyze the causes of worker compatibility in order to 
have higher flexibility in finding a workable solution. The result of this method is the 
development of a model that provides an assignment of workers to jobs, such that the 
total skills gap is minimized. The complexity and compatibility factors between the three 
groups and jobs (of Figure 4-1) are found in table below: 
36Table 5-3 Complexity and compatibility factors 
Complexity Compatibility 
α J1 J2 J3 η J1 J2 J3 
G1 1 1.5 X G1 1 1 0.01 
G2 0.6 1.5 1.5 G2 1 1 1 
G3 0.8 X 1 G3 1 0.01 1 
 
5.2 Primary dimensions of supervision work (level 1 to n) 
In this section, the objective is to construct an instrument for providing a measure of 
organizational factors (planning, execution, training, and control). This develops a more 
extensive model that assigns workers to supervisors, in such a way that the total cost 
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required achieving all the jobs is minimized. From examination of the literature on 
Organization Theory, four primary dimensions of supervision work were defined: (1) 
planning, which is concerned with process, product standardization in the organization, 
initiation, preparation, resource allocation, and scheduling; (2) control, which is 
concerned with the extent to which good project management control is employed, such 
as monitoring, coordinating, decision making, dissemination, dispatching, and 
performance evaluation; (3) training, which is concerned with effective training tools 
such as lecturing, coaching, guiding, and discussing in the organization; and (4) 
execution, which is concerned mainly with the alignment of organization objectives, 
problem solving and implementation. These definitions are going to be translated into 
operational definitions, and developing the methods and results of scaling the supervisor 
work variables. 
The theoretical foundation for this method is based on the analysis of the relevant 
activities related to each factor, and the identification of instruments for measure. This 
method is partially based on the work of Khaled et al. [58] for measuring organizational 
maturity.  The following figure shows the general steps: 
 
19Figure 5-4 Method for supervisor factors 
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5.2.1 Setting limits for the factors 
In the model, if the sum of the factors (constraints 3.2.4, 3.2.6) is equal to one, then that 
implies that supervision at level 1 requires the same quantity of time than the worker at 
level 0. On the other hand, if the sum is less than one, this implies that the supervision 
time required is less than the operating time of the group; therefore, a supervisor can have 
more than one subordinate as shown in the following figure. 
 
20Figure 5-5 Impact of sum of factors in span of control 
As shown in Figure 5-6, a method was developed to identify the boundary of each of the 
factors within the constraints indicated.  
 
21Figure 5-6 Factors between level 0  1 
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The first step in the previous model includes the analysis of each factor according to the 
type of industry. Planning, control, execution, and training could have different meaning 
in different types of industries. In order to know the importance level of each factor 
within the company, a survey with different questions regarding each factor was 
designed. The survey was applied to all supervisors and managers in the company and the 
results were analyzed using statistical software (in order to obtain mean, standard 
deviation, and relevant parameters). If for a particular type of business, the importance of 
each factor was the same, then the limit would be 0.25 for each (in such a way that the 
sum of the four factors equals one: 0.25 + 0.25 + 0.25 + 0.25). Otherwise, applying 
linearity to the results, a factor limit is obtained. Once the factor limit is known, a 
measure rule could be designed adjusting the minimum and maximum number of 
subordinates, in such a way that the rule is according to the span of control for each 
particular industry. In order to show how this process works, data were collected in four 
IS companies and 30 supervisors (within these companies) in the city of Chihuahua, 
Mexico. The results are discussed in section 5.2.4. 
The next figure shows how to design a measure rule: once the survey that establishes the 
level of importance of each of the supervisor factors has been designed and applied, the 
next step is to get the mean (a1, a2, a3, a4) and standard deviation of each factor. The 
next step is to get the sum of the means values (at), and assuming that the sum of the 
coefficients must be less or equals to one, applying linearity the coefficients limits could 
be obtained (equals a*/at). Each of the instruments, in order to valuate supervision effort, 
used in this process, has an evaluation from one (expert), two (intermediate), and three 
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(novice). The coefficient limit at level three (novice) will be the mean value of each 
factor. In order to get the measure rule, the number of steps must be established and from 
there the measure rule could be designed dividing the coefficient limit by the number of 
steps with regular increments (as shown in figure). 
Factor Mean 
(Ӯ)
Coefficient
limit
Planning a1 =(1)*a1/at
Execution a2 =(1)*a2/at
Control a3 =(1)*a3/at
Training a4 =(1)*a4/at
SUM at ≤1
Step Coefficient Evaluation
1 a4/9 1 (Expert)
2 a4/9*2 …
3 a4/9*3 1.5
4 a4/9*4 …
5 … 2 (Intermediate)
6 … …
7 … 2.5
8 … …
9 a4/9*9=a4 3 (Novice)
 
22Figure 5-7 Design of measure rule 
5.2.2 Identification of relevant activities 
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Once the coefficients limits of each factor have been identified, it is necessary to 
establish the relevant activities for each factor in order to identify possible instruments to 
measure the required time of supervision effort. From definitions found on the work of 
Iyigün [50], Raishi [51], Annand et al. [52], and Hales [55] the principal activities for the 
planning, control, training, and execution factors were defined. The following table 
shows these activities: 
37Tabla 5-4 Relevant activities in supervisor factors 
Planning 1. Plan development: where the processes to implement, monitor 
and supervise are defined, prepared, coordinated, and integrated. 
2. Scope planning: defines the project based on who will be 
responsible for carrying out the duties. 
3. Scope definition and activities: develops a detailed statement of 
the scope of the project as a basis for future decision making, 
and the process to identify the activities to be done to develop 
the deliverables. 
4. Development of schedules: establishes the sequence of activities, 
their duration, the responsible personnel, requirements, 
resources, and constraints of the project. 
5. Estimated cost of the resources required for each activity. 
6. Quality planning: identifies the quality standards that are 
appropriate and relevant. 
7. Human resource planning: identifies the roles, responsibilities, 
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and reporting relationships based on the information obtained. 
Control 1. Perform activities to meet project objectives. 
2. Make efforts and invest funds to meet project objectives. 
3. Obtain, manage, and use resources including materials, tools, 
equipment, and facilities. 
4. Implement the planned methods and standards. 
5. Create, monitor, verify, and validate project deliverables. 
6. Define the risks and implement risk response activities. 
7. Adapt approved changes to the scope, plans, and project 
environment. 
8. Establish project communication channels, both external and 
internal to the team. 
9. Collect data and report on project cost, schedule, quality, and 
technical progress and status information to facilitate 
projections.  
Training 1. To improve the performance of a job using new technologies, 
policies or procedures carried out in the organization. 
2. To facilitate (or teach) courses, workshops, conferences or any 
activities that facilitate new knowledge, techniques or 
procedures. 
3. To identify skills of workers related to the skills needed in the 
company. 
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Execution 
 
1. Effective communication:  related to the exchange of 
information among members of the organization. 
2. Influence within the organization: refers to the ability to "get 
things done". 
3. Leadership:  to develop a vision and strategy, and motivating 
people to achieve that vision and strategy in its own right. 
4. Encourage people to achieve high levels of performance and 
overcome obstacles in changing the organizational environment. 
5. Negotiation and conflict management: to consult with others to 
agree or reach agreement with each team member or department. 
6. Problem solving: identification and analysis of alternatives and 
decision making. 
 The next steps in this process, after the activities were identified for each factor, are 
focused on the following processes: 
 
23Figure 5-8 Activity implementation process 
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5.2.3 Identification of instruments of measure 
This section provides the procedure of the field test used, and a brief description of how 
variables were measured, the data analysis procedures, and discussion of the results of the 
study. The applications were validated with data collected within the context of four 
different Information Systems (IS) companies based in the city of Chihuahua, México. 
Supervisors, who might be a work manager, an area superintendent, or some other 
administrator, were first contacted by a letter addressed to the general manager of each IS 
company. Field work began with interviewing them at length, and interviews were 
conducted with standard schedules listing the data desired. This instrument is used as part 
of the software process diagnosis and improvement services that the IS companies 
provided. 
The study was specifically conducted to confirm the patterns found in the literature with 
the organizational practice and to collect data that are useful for measuring the factors of 
planning, control, training, and execution. The thirty people (from four IS companies) 
who participated in this first process were selected based on the functions they perform in 
the workplace in supervising activities. The following table summarizes the instruments 
for measure in each of the factors: 
38Table 5-5 Instruments for measure of each factor 
Factor Instruments  
Planning SWOT Matrix (Strengths, Weaknesses, Opportunities, 
Threats) (see Appendix B) 
Standardization  
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Project action plan (see Appendix B) 
Description or job profile (see Appendix B) 
Control Meeting report 
Support tools: 
1. Charts 
2. Schedules 
3. Time Reports 
4. Efficiency Reports 
Execution Performance (see Appendix B) 
Interviews and tests 
MBO (Analysis of job performance) (see Appendix B) 
Checklist 
Performance in relation to work (see Appendix B) 
Checklist 
Training Evaluation center 
Practice tests 
 
The formats specified are a compilation of the tools most commonly used in IS 
companies. The hypothesis at this point assumes that a supervisor properly using the tools 
necessary for the activities identified in each factor, requires less time to monitor these 
activities. The basic idea is to identify the tools that a supervisor knows and uses to carry 
out their work more efficiently. To the extent that a supervisor knows and uses the tools, 
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the time required for each one of the activities identified in supervising factors will be 
lower. The following instruments were identified to evaluate the planning factor: 
39Table 5-6 Instruments used for the planning factor 
Instrument #1:  SWOT Matrix 
Objective Analyze the situation where the enterprise is found, stay on top of 
events, and anticipate situations in order to reduce threats and seize 
opportunities 
Instructions 1. Make a list of external opportunities 
2. List the external threats 
3. List the internal strengths 
4. Make a list of internal weaknesses 
5. Compare the strengths with the opportunities and plan strategies 
6. Compare the weaknesses with the opportunities and plan strategies
7. Compare the strengths of threats and propose strategies 
8. Compare the weaknesses with threats and propose strategies 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Instrument #2  Standardization 
Objective Establish criteria and rules based on business requirements to 
determine if there is progress or setbacks in the organization 
Instructions 1. Check if there is a ISO format applicable to the company 
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processes 
2. Study and analyze the format (i.e. ISO 9000) 
3. Implement formats 
4. Audit process 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Instrument #3 Description of job profile 
Objective Integrating the elements necessary to know the true and proven 
ability of an employee to carry out an activity or task correctly 
Instructions 1. Build a list indicating where the actions will be performed with by 
persons assigned to the post 
2. Establish requirements that employees must follow 
3. Conduct a competency analysis 
4. Specify performance criteria 
Measure 1. Use all instruments to measure the experience 
2. Use only one instrument 
3. There are no instruments to measure the experience 
Format See Appendix B 
 
The following instruments were identified to evaluate the execution factor: 
40 
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Table 5-7 Instruments used for the execution factor 
Instrument #1   Interviews and tests 
Objective Measure the profile of leadership, abilities and skills of employees 
regarding work performance in relation to the work required 
Instructions 1. Depth interviews are carried out by the head of the area. 
2. Diagnosis of personal skills 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Instrument #2 Performance 
Objective Evaluate and compare the performance of each employee 
Instructions 1. Comparative method 
It consists of making a list of personnel to evaluate and compare 
each employee with each member of the group and determine 
who has better performance 
2. Scales method 
The worker is assessed on a scale that is determined in advance 
to evaluate each factor based on maximum and minimum levels 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
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Format See Appendix B 
Instrument #3  MBO (Management by Objectives) 
Objective: Analysis of job performance 
Instructions 1. Set the job's responsibilities, project or assignment 
2. Set a time period to implement the actions set 
3. Conduct the assessment 
4. Establish new goals 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Format See Appendix B 
Instrument #4   Checklist 
Objective Measure performance in relation to work performed 
Instructions Assign a range between  25 to 100 with a different value, then the 
points are added, scored, and compared with other employees to 
determine the effectiveness of each 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
 
The following instruments were identified to evaluate the training factor: 
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41Table 5-8 Instruments used for the training factor 
Instrument #1  Ability 
Objective Measure abilities and skills of employees regarding work 
performance in relation to the work required 
Instructions 1. Evaluation center 
This tool shows the behavior of candidates in various 
exercises designed for a particular purpose 
2. Practice tests 
They are used for technical or specialized positions in 
which they perform a specific task sample as close to 
the reality to be resolved 
Measure 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
 
The following instruments were identified to evaluate the control factor: 
42Table 5-9 Instruments used for the control factor 
Instrument #1   Meeting report 
Objective Document the information of department meetings 
Instructions 1. Must contain the date of meeting 
2. The topic 
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3. It should include people who attended the meeting 
4. Highlight the agreements or points that remained outstanding 
Measure: 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Instrument #2   Support tools 
Objective Assess performance in relation to work performed and exercise 
corrective action 
Instructions Support tools: 
1. Charts 
2. Schedules 
3. Time Reports 
4. Efficiency Reports 
Measure: 1. Tool is known and used  
2. Tool is known but not used 
3. Tool is not used or known 
Format*: See Appendix B 
 
*Formats used for the evaluation of these instruments are shown in Appendix B. 
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5.2.4 Application and validation 
In order to apply and validate this method, a sample of 30 supervisors and managers of 
the Information Systems (IS) companies were given a survey to determine the importance 
assigned to each of the factors within that particular organization type. The use of a 
semantic differential scale [53] for all the items in the survey was proposed.  
The first part of the validation consists in setting the limit for the factors involved, and an 
analysis of the survey instrument employed was made using the statistical software SPSS 
version 17 for Windows Vista. The interview consisted of twenty questions (see 
Appendix B), five of them related to each factor in random order and on a scale of 1 to 5 
(1. Strongly disagree, 2. Disagree, 3. Neither agree nor disagree, 4. Agree, 5. Strongly 
agree) that the supervisor has with respect to each question. The survey gave the 
following results: 
43Table 5-10 Level of importance of primary dimensions of supervision work 
Factor Mean Std 
Dev 
Var 
Planning 
     Question 1 
     Question 5 
     Question 12 
     Question 13 
     Question 18 
3.7 
4.33
3.8
3.9
3.2
3.26
1.2 
1.093
0.961
1.213
1.183
1.41
1.26 
1.195 
0.929 
1.472 
1.407 
1.306 
Control 
     Question 2 
     Question 3 
     Question 6 
     Question 10 
     Question 14 
3.54 
3.4
4.06
3.06
3.53
3.63
1.22 
1.27
1.015
1.311
1.332
1.159
1.5 
1.628 
1.030 
1.72 
1.775 
1.344 
Execution 
     Question 4 
3.62 
4.066
1.17 
1.172
1.40 
1.375 
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     Question 8 
     Question 9 
     Question 16 
     Question 20 
3.3
3.1
3.66
3.96
1.512
1.062
0.994
1.098
2.286 
1.128 
0.989 
1.206 
Training 
     Question 7 
     Question 11 
     Question 15 
     Question 17 
     Question 19 
3.24 
3.93
3.66
3.86
1.9
2.83
1.17 
1.093
0.961
1.213
1.183
1.41
1.37 
1.195 
0.929 
1.472 
1.407 
1.306 
Scale 1-5 (1.Strongly disagree, 2. Disagree, 3. 
Neither agree nor disagree, 4. Agree, 5. Strongly 
agree) 
Question’s 1-20: see Appendix B 
 
Applying linearity to the value found for average for each of the factors and assuming 
that the sum of the limits must be less than or equal to 1, the limit for each of the factors 
identified were obtained. The previous quantification shows that the factors have 
different hierarchy between each of them, where the planning and execution were of 
significant importance of 0.26, the control factor limit was 0.25 and a training factor of 
0.23. The following table shows the values obtained for each factor: 
44Table 5-11 Quantitative limit of each factor 
Factor mean % limit 
Planning 3.7 26.24 0.26 
Control 3.54 25.11 0.25 
Training 3.24 22.98 0.23 
Execution 3.62 25.67 0.26 
Sum 14.10 100 1 
 
 87 
 
The next step for validation purposes was to measure the utilization of each of the 
instuments identified in Table 5-4. To validate this information, a study with 20 randomly 
selected supervisors was conducted. The analysis was carried out to identify how 
activities are performed for each factor using the formats identified for the same (tables 
5-5, 5-6, 5-7, 5-8). A standard measurement of 1 to 3 for all the instruments was used, 
where 1 is the full utilization of the instrument, and 3 when the instrument is not known. 
As noted in the factors for the level 0, the analysis of the supervisor factors must be made 
by the next person higher in command to avoid, at least to the level n-1, a self-assessment 
process. 
The objective is to assess the number of subordinates that should be expected (on 
average). The study consisted of an interview with each supervisor where the evaluator 
collected data regarding the use and knowledge that each supervisor has in each of the 
formats identified before. Scales were constructed to define the variables operationally. 
These measured the degree of a particular factor present by linking together a number of 
items that could be used to measure that factor. The results obtained in these 20 
evaluations are shown in the following table: 
45Table 5-12 Evaluation of primary dimensions of supervision work 
Factor Mean Std Dev Var 
Planning 
     SWOT Matrix 
     Project letter 
     Action plan 
     Job description 
1.2 
1.47
1.13
1.07
1.13
 
0.640
0.352
0.258
0.352
 
.410 
.124 
.067 
.124 
Control 
     Meeting report 
     Scale method 
     Execution analysis 
1.36 
1.27
1.00
1.00
 
.704
0
0
 
.495 
0 
0 
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     Performance 
     Support tools 
1.27
2.27
.458
.884
.210 
.781 
Execution 
     Interview 
     Tech int 
     Eval center 
     Pract test 
     Scale method 
     Work exec 
     Perform analysis 
1.28 
1.53
1.40
1.00
1.00
1.00
1.33
1.67
 
0.834
0.737
0
0
0
.617
.816
 
.695 
.543 
0 
0 
0 
.381 
.667 
Training 
     Interview 
     Tec Int 
     Eval center 
     Prac test 
1.40 
1.53
1.40
1
2.07
 
.834
.737
0
.704
 
.695 
.543 
0 
.495 
Scale 1-3 (1. Tool is known but not used, 2. Tool is 
known and used, 3. Tool is not used or known)  
Once the limit of the factors and the evaluation of each supervisor have been established, 
the next step was to determine the value of each factor that can be assigned to the 
supervisor. Applying linearity and using the following rule the value of the coefficient for 
each factor was calculated. 
 
24Figure 5-9 Evaluation of planning and training factor 
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25Figure 5-10 Evaluation of training and control factor. 
With the data found on figures 4-3 and 4-4, and replaced in the following constraint:  
෍ݎ௢௝ݕ଴௝௣బ൫ߩ௜௝ ൅ ܿ௜௝ ൅ ݐ௜௝ ൅ ݁௜௝൯ ൑ ෍ ௜݂௝
௝
ݕ௜௝௣భ
௝
 
for an 8-hour workday, the constraint results in the following equation: 
8 hrs * (.037+.059+.054+.049) = 8 hrs * (0.199) = 1.592 hrs. 
This relationship indicates that the working group only requires 1.59 hours of 
supervision. Supervisor factors that affect each level must be calculated for each working 
group independently. If the working groups were homogeneous (same factor value for 
each group), then in the previous constraint the number of groups directed by each 
supervisor can be calculated with the following equation: 
ngroups (8) (0.199) ≤ 8(1)supervisor 
ngroups ≤ ଼ሺଵሻୱ୳୮ୣ୰୴୧ୱ୭୰	ሺ଼ሻ	ሺ଴.ଵଽଽሻ  ~ 5 groups 
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Under these conditions, one supervisor could manage up to five working groups 
(workers).  In the extreme case, where a supervisor obtains an assessment of one (perfect 
score) in all measuring instruments, it involves the following equation: 
ngroups (8) (.045) ≤ 8(1)supervisor 
ngroups ≤ ଼ሺଵሻୱ୳୮ୣ୰୴୧ୱ୭୰	ሺ଼ሻ	ሺ଴.଴ସହሻ  ~ 20 groups 
It is important to note that these results and tables of weights are relative to a particular 
type of organization and cannot be taken as the basis for any company. In any new 
design, the method must begin with the evaluation of the limit that the factors could take 
in order of the relevance of each factor related to the company and also the assessment 
made in measuring instruments. 
The following figure shows the effect of the evaluation of the supervisor factors 
(planning, training, execution, and control) with respect to the number of subordinates 
who could be under each supervisor. The following figure shows that the minimum 
number of subordinates would be 1 and maximum 21: 
 
26Figure 5-11 Relationship between groups and supervisor factors 
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5.3 Conclusions 
From an examination of the literature of Organization Theory, four primary dimensions 
of supervision work were defined: planning, control, execution, and training. These 
concepts were then operated by generating 14 instruments measuring various aspects of 
the primary dimensions. 
The results found in this chapter, regarding the span of control within the Information 
Systems (IS) companies, were consistent with the practice that those companies currently 
have between four and eight operators in charge for each supervisor and also the span of 
control found in the literature review. This method can give some guidelines to determine 
how a supervisor may be responsible for more working groups.  The evaluation of each 
factor must be analyzed, and from this assessment, it must be determined how it can 
improve the performance for each factor involved. The span of control can also identify 
managers who need further training by measuring their performance. One of the main 
contributions of this quantification of factors was to determine an appropriate method to 
increase the number of subordinates (and minimize the span of control) considering the 
analysis and study of the factors involved. 
Regarding the results about of the span of control in the literature review, they are 
consistent with the number of subordinates founded in the work of Van Fleet et al. [1] 
with an average SOC of five and also Entwisle and Walton [18] (average between 5 and 
7). The only author that mentions a maximum SOC is Udell [19] with 30 subordinates. 
For this particular application case, the SOC suggested is (around) five with a maximum 
SOC of 21. 
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6. PROPOSED HEURISTIC APPROACH 
The model under study is NP-hard, which means that the computational effort required to 
solve this problem increases exponentially with the problem size. When a commercial 
solver (such as LINGO) was used to solve the mathematical formulations presented in 
Chapter 4-1, it requires prohibitively a long run (or CPU) time. Consequently, a heuristic 
approach is presented in this chapter. Although this approach does not guarantee an 
optimal solution, it may require lesser computational time to find good solutions. In order 
to construct a feasible solution for the problem under study, two interdependent decisions 
must be made: (1) assign jobs to workers (level 0), and (2) assign the span of control for 
levels 1 to n. For each of the decisions, a two phase approach is proposed, one that first 
assigns jobs to workers (and workers to supervisors and so on) with a heuristic, and then 
optimizes the results with a meta-heuristic.  
6.1 Introduction of the proposed heuristic approach 
Basically the characteristics that the model has in order to consider for constructing the 
heuristic are: (1) the ability to divide the model into two sub-problems, (2) the 
formulation is a combinatorial integer programming (binary) model in which an optimal 
solution is sought over a discrete search-space, and (3) the possibility of constructing a 
"greedy algorithm" based on previous algorithms that have been successfully tested.  
6.2 Problem decomposition and design framework 
Once the actual problem is identified (see Chapter 4 for problem description), the next 
step was to decompose the problem into smaller distinct elements. The intent is to gain 
additional insights into the problem, and subsequently, a better understanding of the 
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solution approach. The proposed approach decomposes the binary integer model into two 
sub-problems: one assigns jobs to working groups, while the other focuses on the higher 
levels of managerial hierarchy. Using a hierarchical decomposition approach, the goal 
here is to divide the problem into independent smaller sub-problems: sub-problem one 
assigning jobs to workers at level 0, and sub-problem two assigning workers to 
supervisors at the next level (1 to n). Even though sub-problem two needs a feasible 
solution from sub-problem one, from this feasible solution at level 0, sub-problem two 
becomes independent in order to find a feasible solution for the whole problem. 
Decomposition consists of groups of data: input and output. For level 0, input data 
required by the model consist of processing times according to complexity and 
compatibility data of jobs with workers, and capacity of workers. Output data for this 
problem consist of the assignment of jobs to workers. For the next level (1 to n) input 
data required by the model consist of number of workers selected in level 0, capacity, and 
the cost of supervisors. 
Decomposition for this problem is described in following figure:  
 
27Figure 6-1 Problem decomposition 
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In this decomposition process, sub-problem 1 requires input 1 and 2, and sub-problem 2 
requires output 1 (as input 3) as in the following figure: 
 
28Figure 6-2 Input/output for sub-problems 
Inputs and outputs required and obtained in this decomposition process are described as 
follows: 
Sub-problem 1): a set of jobs (J) (input 1) and a set of different processing workstations 
(G) (input 2) are given. Each job (J) is described by its processing time for the jobs to be 
completed, the skills needed for the job, and the level of each skill (factor complexity) 
and compatibility according to the information given to the workstations. The objective is 
to find a set of workstations (G) to schedule the jobs (J) in such a way that the number of 
workstations can be minimized (output 1/input 3). 
Sub-problem 2:  Find the span of control needed for the Work Breakdown Structure 
(WBS), while maintaining the minimum cost of supervision. The number of span of 
control formed depends upon the number of workstations (G) considered in an instance, 
and also depends on the factors identified for supervision effort: planning, control, 
execution, and training (output). 
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The design framework for the proposed solution approach can be described in the 
following figure: 
 
29Figure 6-3 Meta-heuristic framework 
 
The design framework is described below: 
Step 1: Select initial set of parameters (%ret, %pry, itee, itei) 
Step 2:  Select random number R (1≤R≤100) 
Step 3: If R ≤ %pry, select job/worker with minimum processing time 
Step 4: Assign jobs to workers 
Step 5:  Assign workers to supervisors 
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Step 6: Save solution in memory 
Step 7: Repeat the process  
Step 8: Randomly select jobs/workers 
Step 9:  If selection is between %ret, assign jobs and workers 
Step 10: If selection is out of %ret, repeat the process until itei reaches n value 
Step 11: Save solution in memory  
Step 12: Select best solution found 
6.3 Proposed heuristic approach  
The structure of the problem consists of m constraints that will bound the construction of 
any feasible solution. When a job is chosen to be in the feasible solution, the addition of 
the new job cannot exceed the capacity constraints, e.g., for the first sub-problem:  
Min ∑ ଴ܻ௝ே௝ୀଵ   (∀j ∈ J) 
Subject to: 
 ∑ ܼ௜௝ ൌ 1௝   (∀i=1…m) 
and 
 ∑ ߚ௜ߙ௜௝ݖ௜௝/݊௜௝ ൑ ݎ଴௝ݕ௢௝௣బ௜   (∀j=1…n) 
The theme of greedy algorithm is to make the choices in sequence, such that each 
individual choice is the best according to some short-term or local criterion. Any choice 
can be made that seems best at the moment and then solve the sub-problems that arise 
later. The choice made by a greedy algorithm may depend on choices made so far, but not 
on future choices or all the solutions to the sub-problem. It iteratively makes one greedy 
choice after another, reducing each given problem into a smaller one.  
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 Lagoudakis (L) (2001) [41] proposed, for a problem: 
 Min ∑ ܿ௜ݔ௜ே௝ୀଵ  (∀j ∈ J),  
Subject to: 
 ∑ ܽ௜௝ݔ௜ ൑ ௝ܾ௜ୀଵ  (∀j=1…m) 
and x binary  
The following algorithm:  
1) Order the items so that 
C୧/a୧ ≥ c୧ାଵ/a୧ାଵ for i = a….n-1 
2) CW = 0 
3) If CW + a୧	≤	b୨, j = 1 
Then CW = CW + a୧;  x୧ = 1 
Else x୧ = 0 
The modified version of the Lagoudakis (ML) algorithm [41] that is proposed for the sub-
problem one encompasses the following steps at level 0: 
5.3.1 Sub-problem 1: Level 0 
Min 
 ∑ ଴ܻ௝ே௝ୀଵ      
Subject to:  
∑ ܼ௜௝ ൌ 1௝                                                                
∑ β୧α୧୨z୧୨/n୧୨ ൑ r଴୨y୭୨୮బ୧                                      
• Step 1) Initialization 
௝ܾ = ݎ݋௝ and ܻ݋௝ = decision variable 
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• Step 2) Order the workers (workstations) in descending according to the capacity 
of each station 
• Step 3) Compute for all processing time ܽ௜௝  the ratio ܽ௜௝ = ߚ௜ߙ௜௝ݖ௜௝/݊௜௝   
• Step 4) Find minimum	ܽ௜௝ (j = n); If the task does not exceeds the capacity of ௝ܾ, 
select the task for the workstation ௝ܾ then assign to ܽ௜௝ a maximum value (> any 
ܽ௜௝) for all j. If the next (minimum) ܽ௜௝	(j = n) exceeds the capacity of  ௝ܾ, move to 
j = n+1. 
• Step 5) Repeat step 3 until all the tasks have been assigned to a workstation 
The procedure of the greedy algorithm at level 0 is shown in the following figure: 
 
30Figure 6-4 Procedure of the proposed solution approach (level 0) 
The pseudo code for the modified Lagoudakis heuristic [41], at level 0, is illustrated in 
figure below. 
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31Figure 6-5 Procedure for the proposed heuristic approach 
6.3.2 Sub-problem 2: Level 1 to n 
Min ∑ே௡ୀଵ ∑ ݓ௡௝௃௝ୀଵ ௡݂௝ݕ௡௝௣೙      
Subject to:  
∑ ݎ௢௝ݕ଴௝௣బ൫ߩ௜௝ ൅ ܿ௜௝ ൅ ݐ௜௝ ൅ ݁௜௝൯ ൑ ∑ ௜݂௝௝ ݕ௜௝௣భ௝              
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ݕ௢௝௣బ ൑ ∑ ݕଵ೛బ೛భ௣ଵ                                                          
∑ ௡݂ିଵ,௝ݕ௡ିଵ,௝௣೙షభሺߩ௜௝ ൅ ܿ௜௝ ൅ ݐ௜௝ ൅ ݁௜௝ሻ ൑ ∑ ௡݂௝௝ ݕ௡௝௣೙௝          
ݕ௡ିଵ,௝௣೙షభ ൑ ∑ ݕ௡௣೙షభ௣೙௣௡                   
The procedure of the greedy algorithm at level 1 to n is shown in Figure 6-6 
 
32Figure 6-6 Procedure of the heuristic approach (level 1 to n) 
The modified version of the Lagoudakis (ML) [41] algorithm that is proposed for the sub-
problem two encompasses the following steps at level 1 to n: 
• Step 1) Initialization 
Ynj= decision variable 
• Step 2) Compute for all workers ݐ݂ܽܿ௝ = ݌௜௢௝ ൅ ݐ௢௝ ൅ ݁௢௝ ൅	ܿ௢௝     
• Step 3) Compute value rg(j) = b(j) * tfac(j) for all workers assigned at level 0. 
• Step 4) Find supervisor with minimum cost 
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• Step 5) Find worker with minimum processing time	ݎ݃௝ ; if the worker does not 
exceed the capacity of supervisor j, select the worker for the supervisor, then 
assign to worker a constant value (2000). If the next (minimum) processing time 
exceeds the capacity of supervisor, move to j = n+1. 
• Step 6) Repeat step 3 until all the tasks has been assigned to a workstation.  
The pseudo code for the modified Lagoudakis [41] heuristic is illustrated in Figure 6-7 
 
33Figure 6-7 Procedure for the modified Lagoudakis greedy algorithm 
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6.4 A numerical example 
The modified Lagoudakis heuristic [41] is illustrated through the following problem 
instance that includes four workstations, eight jobs, three supervisors, and two managers.  
6.4.1 Sub-problem 1: Level 0 
46Table 6-1 Data of the numerical example 
 GROUPS (WORKERS) 
G1 G2 G3 G4 
CAPACITY 2 1 1 1 
 
 
TIME 
JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
0.2 0.3 0.5 1 0.8 0.75 0.1 0.15 
GROUPS COMPLEXITY FACTOR (JOBS) 
G1 0.6 0.6 0.6 1.00 1.00 1.20 1.20 1.20 
G2 0.6 0.7 0.8 0.90 1.00 1.10 1.20 1.30 
G3 1.5 2.00 1.5 1.00 1.00 0.60 0.70 0.60 
G4 1 0.6 0.7 0.60 0.70 0.80 1.00 1.00 
GROUPS COMPATIBILITY FACTOR (JOBS) 
G1 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.01 
G2 1.00 1.00 1.00 1.00 1.00 0.01 1.00 1.00 
G3 0.01 1.00 1.00 1.00 1.00 1.00 0.01 0.01 
G4 0.01 0.01 1.00 1.00 1.00 1.00 1.00 0.01 
 
• Step 1) Enter the capacity available in hours for the workstations, the time 
required to accomplish each job, and the complexity and compatibility factors for 
each job with respect to each workstation, according to previous table 
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• Step 2) Sort the capacity of the workstations in descending order [b(j) = 2,1,1,1] 
• Step 3) Compute for all jobs the ratio aij = βi * αij / ηij 
47Table 6-2 Processing time with complexity and compatibility factors 
GROUPS JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
G1 0.12 0.18 0.3 1 0.8 0.9 0.12 18 
G2 0.12 0.21 0.4 0.9 0.8 82.5 0.12 0.195 
G3 30 0.6 0.75 1 0.8 0.45 7 0.9 
G4 20 18 0.35 0.6 0.56 0.6 0.1 15 
 
 
• Step 4) Find minimum aij  (j = n); if the job does not exceed the capacity of bj, 
select the job for the workstation bj, then assign to aij a maximum value (> any aij ) 
for all j. If the next (minimum) aij (j=n) exceeds the capacity of bj, move to j = 
n+1.  
48Table 6-3 Procedure for Step 4 
Sp Wk J1 J2 J3 J4 J5 J6 J7 J8 aij CWi  bj 
1 G1 .12 .18 .3 1 .8 .9 .12 18 (1,1) CW1=0.12 b1 = 2 
2 G1 M .18 .3 1 .8 .9 .12 18 (1,7) 0.24 b1 = 2 
3 G1 M .18 .3 1 .8 .9 M 18 (1,2) 0.32 b1 = 2 
4 G1 M M .3 1 .8 .9 M 18 (1,3) 0.62 b1 = 2 
5 G1 M M M 1 .8 .9 M 18 (1,5) 1.42 b1 = 2 
6 G1 M M M 1 M .9 M 18 (1,6) 2.32>2 b1 = 2 
7 G2 M M M 0.9 M 82.5 M .195 (2,8) CW2=0.195 b2 = 1 
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8 G2 M M M 0.9 M 82.5 M M (2,4) 1.195>1 b2 = 1 
9 G3 M M M 1 M .45 M M (3,6) CW3=0.45 b3 = 1 
10 G3 M M M 1 M M M M (3,4) 1.45>1 b3 = 1 
11 G4 M M M 0.6 M M M M (4,4) CW4=0.6 b4 = 1 
12 G4 M M M M M M M M  STOP  
 
The following table shows the results of the assigning problem at level 0 
49Table 6-4 Job allocations at level 0 
GROUPS 
(workers) 
G1 G2 G3 G4 
Capacity (bj) 2 1 1 2 
Jobs  J1-J2-J3-J5-J7 J8 J6 J4 
 
6.4.2 Sub-problem 2: Level 1 to n 
50Table 6-5 Data of the numerical example (level 1) 
DATA OF SUPERVISORS 
 LEVEL 0 1 
SUPERVISORS 
S1 S2 S3 
CAPACITY (Hrs) 3 2 1 
COST (w) $200 $150 $100 
FACTORS OF  
SUPERVISION EFFORT 
WORKERS (GROUPS) 
G1 G2 G3 G4 
PLANNING (ρ) 
0.02 0.015 0.01 0.02 
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CONTROL (c) 
0.03 0.1 0.14 0.11 
TRAINING (t) 
0.1 0.2 0.01 0.02 
EXECUTION (e) 0.11 0.12 0.01 0.05 
 
• Step 1) Initialization 
Y0j = decision variable 
• Step 2) Compute for all groupj the ratio roj = p0j + c0j + t0j + e0j   
51Table 6-6 Supervision factors 
 G1 G2 G3 G4 
roj= poj + coj + toj + eoj 0.13 0.38 0.33 0.29 
• Step 3) Find supervisor with minimum cost sj		(j = n);  
52Table 6-7 Data of capacity and cost (level 1) 
Supervisor Capacity (hrs) Cost 
S1 3 200 
S2 2 150 
S3 1 100 
• Step 4) Find group with minimum time; if the group does not exceed the capacity 
of supervisor fj, select the group for the supervisor bj  then assign to aij a 
maximum value (> any aij) for all j. If the next (minimum) aij (j=n) exceeds the 
capacity of bj, move to j = n+1. If group j was not selected in level 0, assign a 
value of 2000. 
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53Table 6-8 Procedure for level 1 
Sp Supj rojG1 rojG2 rojG3 rojG4 Select CWsup Capsj Costj 
1 S3 .13 .38 .33 .29 (3,1) 0.13 1 100 
2 S3 M .38 .33 .29 (3,4) 0.42 1 100 
3 S3 M .38 .33 M (3,3) 0.77 1 100 
4 S3 M .38 M M (3,2) 1.15>1 1 M 
5 S2 M .38 M M (2,2) .38 2 150 
6 S2 M M M M ------  STOP  
 
• Step 5) If group exceeds the capacity of supervisor j, assign a value of M to the 
supervisor cost j. 
• Step 6) Repeat all steps for level 2 to n (until all the supervisors have been 
assigned to a manager).  
6.5 Solution improvement by a meta-heuristic (Meta-RaPS) 
A natural extension to the constructive heuristic presented in Chapter 6.1 is to develop an 
improve heuristic that can draw better results for the solutions found. A meta-heuristic for 
the Organizational Design Problem is presented in this chapter to solve the problem 
under study.  
6.5.1 Introduction to Meta-RaPS 
The application of Meta-RaPS to any combinatorial problem, according to Moraga et al. 
[41], as a general methodology considers the following steps: 
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1. Study the structure of the problem to be solved 
2. Find good priority rules that construct feasible solutions 
3. Modify priority rules using randomness 
4. Construct feasible solutions using priority rule and randomness 
5. Pick the best answer for a number of iterations 
6. Improve solutions 
According to DePuy [29] and Moraga et al. [54] Meta-RaPS modifies the way a greedy 
construction heuristic chooses the next activity to add to the solution, by occasionally 
choosing an activity that does not have the best priority value. Sometimes the next 
activity is chosen randomly from those feasible activities with good, but not the best, 
priority values. The heuristic approach begins with a well-defined mathematical 
representation of a problem. There is an objective or evaluation function that provides the 
value of any specific solution (values of the set of decision variables), and there are 
specified constraints that define the region of feasible solutions. Ideally, one would like 
to select the so-called optimal solution that achieves the minimum (in this case) value. 
6.5.2. Modify priority rules using randomness 
Once there is a priority rule that constructs feasible solutions (6.1 proposed solution 
approach), the next step is to use the framework of Meta-RaPS for improving the 
heuristic method. The greedy algorithm can be randomized altering the composition of 
the “next available activity” using a restriction range (r) so R= ܿ௜ ܽ௜௝ൗ  [(1 –r/100), 1].  The 
next variable will be picked randomly from the list of items. 
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Instead of selecting at each iteration the smallest ܽ௜௝ , a wider list is chosen that contains 
more than one item available as the next item added to the solution. If the restriction 
percentage (%r) is 35%, that means the “next available activity” list is comprised of those 
not chosen variables whose ratios are within a distance R= ܿ௜ ܽ௜௝ൗ  [0.65, 1]. Using the 
same data as the previous problem, the processing time is changed according to  ܽ௜௝ = 
ߚ௜ߙ௜௝ݖ௜௝/݊௜௝ as shown in table below. 
54Table 6-9 Processing time 
GROUPS JOBS 
J1 J2 J3 J4 J5 J6 J7 J8 
G1 0.12 0.18 0.3 1 0.8 0.9 0.12 18 
G2 0.12 0.21 0.4 0.9 0.8 82.5 0.12 0.195 
G3 30 0.6 0.75 1 0.8 0.45 7 0.9 
G4 20 18 0.35 0.6 0.56 0.6 0.1 15 
 
Table below shows an example of the use of the percentage restriction (%r): 
55Table 6-10 Candidates for “next available activity” 
For j =  R= ܿ௜ ܽ௜௝ൗ  [(1 –r/100), 1] 
%ret = 35% 
The available list contains  
values [x,y] to choose randomly 
1 R´ = ܽ௜௝[0.12, 0.15] [0.12, 0.12] 
2 R’ = ܽ௜௝[0.12, 0.15] [0.12, 0.12] 
3 R’ = ܽ௜௝[0.45, 0.6] [0.45, 0.6] 
4 R’ = ܽ௜௝[.1, 0.13] [0.1] 
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The modified version of the algorithm (with a percentage restriction %ret) encompasses 
the following steps at level 0. 
• Step 1) Initialization  
Set b୨ = ro୨ and Yo୨ = decision variable 
• Step 2) Compute for all a୧୨  the ratio a୧୨ = β୧α୧୨z୧୨/n୧୨   
• Step 3) Use a percentage restriction (%ret) in order to find the list of “next 
available supervisor” with the minimum cost: 
o Find minimum a୧୨   
o Pick randomly a୧୨  for j = n; if the task a୧୨ ≤ minimum a୧୨ * (1 + %r) and 
does not exceed the capacity of b୨, select the task for the workstation b୨, 
assign to a୧୨ a maximum value (> any a୧୨) for all j. If the next task a୧୨ ≤ 
minimum a୧୨ * (1 + %r)	exceeds the capacity of b୨, move to j = n+1.If task 
a୧୨ ≥ minimum a୧୨ * (1 + %ret), choose another a୧୨ until task a୧୨ ≤ 
minimum a୧୨ * (1 + %ret) or stop at n iterations according to variable 
“itei”  
• Step 4) Repeat Step 3 until the entire tasks has been assigned to a workstation or 
the algorithm determines that the problem is unfeasible after n iterations 
according to variable “itee”. 
The modified version of the algorithm (with a percentage restriction %ret) encompasses 
the following steps at level 1 to n. 
• Step 1) Initialization: Level 1 to n 
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• Set b୨ = ro୨ and Yo୨ = decision variable 
• Step 2) Compute for all workers ݐ݂ܽ ௝ܿ  = ݌௢௝൅	ݐ௢௝ ൅	݁௢௝ ൅ ܿ௢௝   
• Step 3) Use a percentage restriction (%ret1) in order to find the list of “next 
available supervisor” with the minimum cost (cts). 
o Find supervisor with minimum cost (cts) 
o Pick randomly any supervisor  for j = n; if the supervisor cost cts  ≤ 
minimum cts * (1 + %ret1) and does not exceeds the capacity of cpsj, 
select worker with minimum processing time, assign worker to supervisor 
j. Assign to rgtj a maximum value for all j. If the next supervisor cost cts ≤ 
minimum ctsj * (1 + %ret1)	exceeds the capacity of cps୨, move to j = n+1. 
o If cost cts୨ ≥ minimum cts୨ * (1 + %ret1), choose another supervisor until 
cost ܿݐݏ୨ ≤ minimum cts୨ * (1 + %ret1) or stop at n iterations according to 
variable “itei”  
• Step 4) Repeat Step 3 until all the workers have been assigned to a supervisor or 
the algorithm determines that the problem is unfeasible, after n iterations 
according to variable “itee”. 
• Step 5) Repeat Steps 1 to 4 until the entire span of control has been assigned. 
6.5.2 Composition of the “next available task” 
 
The greedy algorithm is modified by altering the composition of the “next available 
task”. In this step, a priority percentage (%p) is used (as suggested by Moraga et al. [41]) 
in order to set a percentage of the time the greedy algorithm, and the percentage of time 
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the modified algorithm will be used to select the next task. If the %p = 20, that means 
20% of the time the greedy algorithm will be used, and 80% of the time the modified 
algorithm will be used to select the next task. 
This procedure is run for a user-defined number of replications and iterations in the meta-
heuristic, and the overall best solution in each replication can be reported which, can also 
be used to testify the robustness of the heuristic.  
The procedure of meta-heuristic at level 0 is shown in the following figure: 
 
34Figure 6-8 Procedure of the meta-heuristic proposed at level 0 
The pseudo code for the meta-heuristic for level 0 can be illustrated in figure below: 
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35Figure 6-9 Meta-RaPS procedure for the solution approach 
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The procedure of meta-heuristic at level 1 to n is shown in the figure below: 
 
36Figure 6-10 Procedure of the meta-heuristic proposed at level 1 
The pseudo code for the meta-heuristic for level 1 to n can be illustrated as in figure 6-11: 
 
37Figure 6-11 Meta-RaPS procedure for the solution approach (level 1) 
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All procedures programmed in Matlab are shown in Appendix C. 
6.6.3 Setting parameters 
Almost all known meta-heuristic available have a number of parameters that need to be 
set. Combine the settings obtained in the “modify priority rules” in order to run the entire 
collection of restriction range. In order to construct a feasible solution, the following 
parameters: %ret (restriction percentage), %p (priority percentage), and the number of 
iterations need to be set. In order to set these parameters, this model uses some ideas 
reported by DePuy et al. [41] which consists in the following steps: 1) select a 
representative subset of problems to analyze, 2) select the appropriate parameter domain, 
3) select good parameter settings for each problem, and 4) run the entire subset of 
problems.  
The methodology to evaluate the heuristic design consists of comparing results obtained 
by the algorithm on test problems already solved with LINGO (with optimal values). This 
heuristic design is a refinement of the Meta-RaPS. The customization of the meta-
heuristic is in the construction of the greedy algorithm for this particular application and 
adjustments made to find the optimal values of mentioned parameters. The following 
table shows the size of problems used to evaluate the meta-heuristic. 
56Table 6-11 Size of problems used to evaluate the meta-heuristic 
Case 
(size) 
m  
(jobs) 
n 
(groups) 
ns 
(sup) 
nm 
(man) Constraints Variables 
A 8 4 3 2 41 22 
B 30 10 5 3 58 318 
C 40 10 5 3 68 418 
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D 60 20 5 3 108 1228 
E 100 40 5 3 188 4048 
F 200 40 10 5 293 8055 
G 300 40 10 5 393 12055 
The following figure shows the number of variables and constraints for each problem 
size: 
 
38Figure 6-12 Number of variables and constraints 
In order to implement the meta-heuristic, six representative problems in terms of the 
number of variables and constraints were selected. Table 6-12 shows the subset of 
problems chosen: 
57Table 6-12 Subset of problems selected for setting parameters 
          Optimal 
Problem 
(B) 
m 
(jobs)
n 
(groups)
ns 
(sup)
nm 
(man) value 
CAS#1 30 10 5 3 4205 
0
2000
4000
6000
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10000
12000
14000
A B C D E F G
Constrains
Variables
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CAS#2 30 10 5 3 9524 
CAS#3 30 10 5 3 1103 
CAS#4 30 10 5 3 2103 
CAS#5 30 10 5 3 1003 
CAS#6 30 10 5 3 456 
 
Using parameters of 200 iterations (itee), 20 iterations (itei) and range values of (0.1, 4), 
and (10, 60) arbitrarily chosen for %r and %p respectively, the subset is solved by meta-
heuristic and the best combination of parameters is selected. The criterion used for level 0 
is to select a good combination of pairs (%ret, %p) that produces the less deviation from 
optimal values. Table 6-13 shows the deviation (%) of the average six problems, i.e. with 
%ret= 0.1 and %p = 20, the value of 116 means that the average of the deviation from 
optimal value of the six problems were 116%. It is observed that the minimum deviation 
is with %ret = 4 and %p = 50. 
58Table 6-13 Deviation (%) from the optimal solution at level 0 
  %p=10 20 30 40 50 60 
%ret = 
0.1 
No 
Feasible 116 108 64 54 54 
0.3 116 92 76 54 40 35 
0.5 93 82 66 42 49 35 
1 60 56 42 42 25 29 
1.5 49 54 35 37 35 25 
2 67 51 42 35 35 29 
2.5 54 42 35 39 25 29 
3 42 42 35 42 29 31 
3.5 58 33 42 29 29 29 
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4 35 31 25 31 21 25 
5 42 35 29 35 29 25 
 
Using the above results (%ret = 4, %p = 50) for level 0, Table 6-14 shows pairs (%ret1, 
%p1) that got highest frequencies out of six problems for a deviation less or equal than 
5% throughout the subset (level 2). With values of %ret1 = 1.5 or above the frequencies 
are 6, therefore the combination of parameters selected are %ret0 = 4, %ret1 = 1.5 and 
%p0 = %p1 = 50 (In level 1 and 2, the %p is irrelevant between values 10-60). Table 6-
15 shows that with the parameters selected the (average) deviation from optimal values is 
1.04%. 
59Table 6-14 Frequencies out of six problems getting a deviation of 5% or less  
Level 1 to n 
  %p1=10 20 30 40 50 60 
%r1 = 0.1 3 3 3 3 3 3 
0.3 3 3 3 3 3 3 
0.5 4 4 4 4 4 4 
1 4 4 4 4 4 4 
1.5 6 6 6 6 6 6 
2 6 6 6 6 6 6 
2.5 6 6 6 6 6 6 
3 6 6 6 6 6 6 
3.5 6 6 6 6 6 6 
4 6 6 6 6 6 6 
5 6 6 6 6 6 6 
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60Table 6-15 Deviation (%) from the optimal solution and the meta-heuristic 
Level 1 to n 
  %p=10 20 30 40 50 60 
r = 0.1 23 23 23 23 23 23 
0.3 23 23 23 23 23 23 
0.5 4.29 4.29 4.29 4.29 4.29 4.29 
1 2.7 2.7 2.7 2.7 2.7 2.7 
1.5 1.04 1.04 1.04 1.04 1.04 1.04 
2 1.04 1.04 1.04 1.04 1.04 1.04 
2.5 1.04 1.04 1.04 1.04 1.04 1.04 
3 1.04 1.04 1.04 1.04 1.04 1.04 
3.5 1.04 1.04 1.04 1.04 1.04 1.04 
4 1.04 1.04 1.04 1.04 1.04 1.04 
5 1.04 1.04 1.04 1.04 1.04 1.04 
6.3 Evaluation of solution quality 
In table 6-17, preliminary results are shown of the meta-heuristic solving 30 cases of size 
A and B (commercial solver LINGO could not solve problems of size equal or larger than 
C). 
61Table 6-16 Preliminary Meta-Heuristic Results (Case A and B) 
 Case  Name itee itei %p %ret0 %ret1 value 
%dev 
From optimal 
1 CAS1-A 200 40 50 4 1.5 2553 0 
2 CAS2-A 200 40 50 4 1.5 4603 0 
3 CAS3-A 200 40 50 4 1.5 2404 0 
4 CAS4-A 200 40 50 4 1.5 1603 10.39 
5 CAS5-A 200 40 50 4 1.5 1453 0 
6 CAS6-A 200 40 50 4 1.5 2704 0 
7 CAS7-A 200 40 50 4 1.5 2364 6.77 
8 CAS8-A 200 40 50 4 1.5 354 0.28 
9 CAS9-A 200 40 50 4 1.5 5603 0 
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10 CAS10-A 200 40 50 4 1.5 603 0 
11 CAS11-A 200 40 50 4 1.5 2603 0 
12 CAS12-A 200 40 50 4 1.5 402 0 
13 CAS13-A 200 40 50 4 1.5 503 0.19 
14 CAS14-A 200 40 50 4 1.5 2652 1.92 
15 CAS15-A 200 40 50 4 1.5 1704 0.05 
16 CAS16-A 200 40 50 4 1.5 2003 0 
17 CAS17-A 200 40 50 4 1.5 2753 0 
18 CAS18-A 200 40 50 4 1.5 6402 0 
19 CAS19-A 200 40 50 4 1.5 823 0 
20 CAS20-A 200 40 50 4 1.5 2303 0 
21 CAS1-B 200 40 50 4 1.5 4206 0.02 
22 CAS2-B 200 40 50 4 1.5 9605 0.85 
23 CAS3-B 200 40 50 4 1.5 1104 0.09 
24 CAS4-B 200 40 50 4 1.5 2204 4.8 
25 CAS5-B 200 40 50 4 1.5 605 0.33 
26 CAS6-B 200 40 50 4 1.5 704 0.1422 
27 CAS7-B 200 40 50 4 1.5 1004 0.09 
28 CAS8-B 200 40 50 4 1.5 3404 0.029 
29 CAS9-B 200 40 50 4 1.5 458 0.43 
30 CAS10-B 200 40 50 4 1.5 504 0.19 
62Table 6-17 Average, std dev and maximum % difference from optimal 
Method Average 
% Difference from 
optimal 
Std Dev 
% Difference from 
optimal 
Maximum  
% Difference 
from optimal 
Meta-heuristic 0.8809667 2.3372189 10.39 
The method used to evaluate the meta-heuristic consists of comparing results obtained by 
the meta-heuristic on test problems with their optimal values; also the meta-heuristic was 
compared to the pure greedy algorithm results. Table 6-18 shows results of applying the 
meta-heuristic and the modified greedy approach (originally suggested by Lagoudakis 
[41]). 
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63Table 6-18 Comparison of the meta-heuristic versus greedy algorithm 
 Case  Name m n ns nm 
Opt 
Value 
LINGO 
Greedy 
algorithm 
Meta-
heuristic 
%d1 
(ga) 
from 
optimal 
%d2 
(mh) 
from 
optimal 
1 
CAS1-
TA 8 4 3 2 2553 2653 2553 3.91696 0
2 
CAS2-
TA 8 4 3 2 4603 9404 4603 104.302 0
5 
CAS5-
TA 8 4 3 2 1453 1604 1453 10.3923 0
10 
CAS10-
TA 8 4 3 2 603 754 603 25.0415 0
11 
CAS11-
TA 8 4 3 2 2603 5804 2603 122.973 0
14 
CAS19-
TA 8 4 3 2 823 824 823 0.12151 0
21 
CAS1-
TB 30 10 5 3 4205 4206 4206 0.02378 0.02378
24 
CAS4-
TB 30 10 5 3 2103 2404 2204 14.3129 4.80266
27 
CAS7-
TB 30 10 5 3 1003 1104 1004 10.0698 0.0997
29 
CAS9-
TB 30 10 5 3 456 958 458 110.088 0.4386
 
Another useful evaluation of the performance of the meta-heuristic is the time of 
response. Even though a commercial solver (LINGO) outperforms the meta-heuristic in 
the speed of the process, this solver can only handle problems of size (jobs x groups) 
until 30 jobs and 10 groups, while the meta-heuristic could solve bigger problems in a 
reasonable amount of time. Table 6-19 and Figure 6-11 show the performance of the 
meta-heuristic in each of the problems used for this evaluation. 
64Table 6-19 Time of response. 
Case size  
(jobs x groups) 
LINGO  
(seconds average) 
META-HEURISTIC  
(seconds average) 
8 x 4 00 0.46 
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16 x 6 01 5.56 
30 x 10 01 7.76 
40 x 10 ** 8.97 
60 x 20 ** 25.33 
100 x 40 ** 71.33 
200 x 40 ** 125.4 
300 x 40 ** 406 
 
Note: ** means that LINGO cannot solve problems of this size 
 
 
 
 
39Figure 6-13 Time of response 
Using these data, the computation time required by the algorithm for larger problems can 
be approximated. Using the number of variables (of the seven cases) a polynomial 
equation of degree 3 with a correlation of 0.9993 was obtained, as shown in the following 
figure: 
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40Figure 6-14 Interpolation of the number of variables 
 
The number of variables used for each problem can be obtained with the formula: 
Vars = (g*j) + g + s + m 
Where: 
• Vars = Number of variables 
• g = number of workers (groups) 
• j = number of jobs (activities) 
• s = number or supervisors 
• m = number of managers 
65Table 6-20 Approximate running time for bigger problems 
Case 
(size) 
jobs 
(j) 
workers 
(g) 
sup 
(s) 
man 
(m) 
# of 
vars 
Aprox 
time in 
seconds 
Aprox 
time in 
min 
Aprox 
time in 
hrs 
y = 6E-10x3 - 7E-06x2 + 0.0378x - 4.3189
R² = 0.9993
-50
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H 500 40 10 5 20055 2778.048 46.3008 0.77168
I 600 40 10 5 24055 5206.014 86.7669 1.446115
J 700 40 20 5 28065 8806.17 146.7695 2.446158
K 1000 50 20 5 50075 59673.98 994.5664 16.57611
 
6.4 Results and discussion 
The topic of Chapter 6 was to apply a simple and effective meta-heuristic into the 
Organizational Design problem. In this research, an effective heuristic to solve the set of 
covering problems was designed based on the meta-heuristic called Meta-RaPS, and 
extensive experiments were conducted. The following conclusions can be drawn: all of 
the results in the meta-heuristic were obtained for each test problems using parameter 
values of %p=50, %ret=4, %ret1 = 1.5, itee = 200, itei = 20. The construction heuristic is 
efficient and solves problems with 343 constraints and 12055 variables in 406 seconds on 
a Dell M4400 workstation computer by using MatLab R2009b. Table 6-17 compares the 
average, standard deviation and maximum deviation from optimal value. These results 
are consistent with those reported by Song et al. [48] in the “Meta-Heuristic for the 
vehicle problem” based, also, on the Meta-RaPS procedure. Flexible and reconfigurable 
software has been implemented for this heuristic. Users can change the default values for 
some parameters such as %priority, %restriction (level 0 and 1 to n) and also the number 
of iterations (itee and itei). Users can either speed up the execution of the program for an 
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estimated solution, or slow down to obtain a good result, whereas the number of 
iterations can affect the quality of the solution obtained in this subset of problems. 
In order to test the effectiveness of the meta-heuristic, 30 problems of different sizes (A 
and B) were solved. One of the main advantages of this meta-heuristics (as reported by 
Moraga et al. [41]) is the limited number of parameters compared with others, in this case 
five parameters (%ret, % ret1, %p, itee and itei) were used. 
Table 6-21 compares the average and standard deviation from optimal values between the 
greedy algorithm and the meta-heuristic (based on results of 10 problems of Table 6-18). 
Introducing randomness into the construction heuristic greatly improves the solution 
quality; instead of choosing the best element as in the greedy heuristic, meta-heuristic 
selects the best element only during certain percentage of time, while in the remaining 
time, it chooses a good element from a list of candidates. For this problem, the 
improvement of solution quality via the randomized construction heuristic is around 80-
90%. 
66Table 6-21 Average, STD dev and max dev. (%) between greedy and meta-heuristic 
Method Average 
% Difference from 
optimal 
Standard Dev. 
% Difference from 
optimal 
Maximum 
% Difference from 
optimal 
Greedy heuristic 40.1241 50.638 122.973 
Meta-heuristic 0.536 1.505 4.80266 
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Table 6-20 shows an approximation in the computation time required for problems with a 
thousand operations, fifty workers, twenty supervisors and five managers in 
approximately 16 hours, however the meta-heuristic can be stopped before this time and 
also get a feasible solution. With the number of variables generated by the model, the 
average run times for the meta-heuristic can be estimated. As shown in the following 
figure, when the problem size reaches 1000 jobs with 50 groups, the computational time 
required  increases dramatically.  
 
41Figure 6-15 Average run times for meta-heuristic 
For problems instances of size one (PS1), the meta-heuristic practically produces the 
same result as LINGO solver and for problem instances of size two (PS2), the percentage 
of deviation from optimal value is less than 5% in all cases. 
Figure 6-16 shows a comparison of the percentage of deviation from optimal value with 
average, standard deviation and maximum value of the solution quality of the two 
heuristic approaches after solving 30 cases. 
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42Figure 6-16 Average, std dev and max percentage of solution 
As shown in previous results, the proposed meta-heuristic algorithm (based on Meta-
RaPS) effectively improves the solution quality of the problem under study. The meta-
heuristic also has the following advantages: 
1. The results from this experimentation (Table 6-21) conclude that the meta-
heuristic is able to introduce randomness and enhance the solution quality of 
the greedy algorithm. 
2. The meta-heuristic generates a feasible route at every iteration; the algorithm 
can be stopped at any time and a feasible solution is available. 
3. The average percentage difference from optimal is consistent with other 
values found in the literature for meta-heuristic approaches. Therefore, this 
meta-heuristic is a good method for this combinatorial problem. 
4. The proposed solution approach gives a reasonable (good) run time for 
problems involving up to 700 jobs and 40 groups. 
Average Std dev Max
Greedy heuristic 40.12 50.6 123
Meta-heuristic 0.536 1.51 4.8
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7. CONCLUSIONS AND FUTURE WORK 
 
This chapter discusses the results of this research according to the original questions 
proposed in the Research Plan (Chapter 3), presents the conclusions, and finally proposes 
possible future directions for the research. 
7.1 Summary 
There exist abundant reports in literature on the subject of organization theories, 
organizational structure design, and the span of control problem. This latter alone has 
attracted voluminous reports in the literature. Most of these efforts are empirical in nature 
and are all qualitative. Few mathematical models were found in the literature and they 
were developed taking into account specific parameters for certain types of organizations, 
such as: relative wage rates between supervisors and subordinates, wage scales and 
communication time ratios (between and within hierarchies).  These studies did not allow 
their use for general design of an organizational structure. This dissertation aims to study 
the following issues, and to reduce the research gap in this field: 
1. The feasibility of optimal design (or re-design) of the organizational structure 
based on a quantitative model 
2. The impact of organizational decisions on operation costs 
3. The customization of the proposed model for different industrial domains of 
application, with the instruments developed for measuring the parameters in the 
proposed quantitative model 
4. The development of a practical solution approach for large-size industrial 
problems 
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To address these issues, a novel mathematical formulation was developed to model the 
problem of interest. This model consists of constraints that govern the decision process 
and allows optimizing the span of control decision, from the allocation of jobs to workers 
to the management layers of the corporate structure. The proposed model optimizes the 
entire organizational hierarchy by eliminating unnecessary organizational units, instead 
of optimizing local spans of control.  
The model aims at minimizing the cost of work and supervision by eliminating layers and 
units of the organization that are not needed based on the allocation of jobs to worker 
groups and the span of control needed for management. This model assigns jobs to 
workers, such that the total span of control costs is minimized, helping the decision 
maker to determine the possible impact on organization costs. 
Customization of the organizational structure design model has been made through the 
analysis of the factors of supervision effort in the context of Information System (IS) 
companies. Therefore, an implementation of this model was made with a particular group 
of companies resulting in the selection of a feasible span of control for this type of 
organizations. 
A commercial software system, LINGO, was used to help validate the proposed binary 
integer model, study its behavior, and explore its computational limits. Extensive 
experiments were conducted to validate the model with practical problems and evaluate 
the impact of changing the complexity and compatibility parameters at level 0 and 
managerial-related parameters for planning, training, execution, and control at the higher 
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levels. This experimentation showed the commercial tool (LINGO) was limited to 
solving small-size problems. The system parameters, including the number of jobs, 
worker groups, supervisors and managers, all have significant impact on the 
computational efficiency and the computational time grows exponentially with the 
number of variables in the system. That is, increasing the number of jobs and groups 
dramatically increases computational requirements. 
A heuristic and meta-heuristic were proposed for solving large-size integer programming 
problems in a practical computational time. The binary integer model was decomposed 
into two sub-problems. One assigns jobs to working groups, while the other focuses on 
the higher levels of managerial hierarchy.  The proposed solution approach was based on 
the concept of greedy algorithms and the Meta-RaPS algorithm.  In this research, for each 
of the decisions, a two phase approach was proposed that first assigns jobs to workers 
with a heuristic, and then optimizes the results with a meta-heuristic.  
For evaluation purposes, two-size problems were tested: problem size one (PS1) with 8 
jobs, 4 groups, 3 supervisors and 2 managers, and problem size two (PS2) with 30 jobs, 
10 groups, 5 supervisors and 3 managers. An optimal value was required to serve as the 
benchmark for the heuristic performance evaluation. The solution of the meta-heuristic 
was compared with the optimal solution solved by LINGO. The measurement was the 
percentage of deviation from the optimal value found on the solver. The results show that 
the quality of the solution found using this meta-heuristic was a good choice for this type 
of problem, and the computational time required was not excessively high when the size 
of the problem was not more than 300 activities with 40 working groups. Computational 
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time for problems with more variables begins to increase dramatically. Test of the 
heuristic showed that it generates good solutions in an efficient manner for applications 
of large-size. 
7.2 Future work 
A roadmap for future research is outlined in Figure 7.1.  This research could be extended 
by improving the decision model of its decision factors, job allocations, and supervisory 
efforts. Coefficient evaluation is needed for application to other industries, such as 
construction, manufacturing, education, and so on. The proposed solution approach could 
also be enhanced by improving the meta-heuristic framework.  
 
43Figure 7-1 Future work 
More specifically, this research could be extended to the following three major areas:  
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• Exploring additional factors regarding job allocations and supervisory efforts 
• Developing evaluation methods to assess supervisor efforts for various industries 
• Further improving performance of the proposed solution approach 
In the first area, the following questions are relevant: besides complexity and 
compatibility, are there any other factors regarding the feasibility of job allocations? Are 
there other factors affecting supervision efforts besides the activities related with 
planning, control, execution, and training? 
In the second area, future research could focus on developing an evaluation method, 
based on the one proposed in this research, of the factors found for the supervision 
efforts, to determine their coefficient values in other type of industries, such as 
manufacturing, construction, education systems or general services. These new 
developments will allow continuing the customization of the general organizational 
structure design model proposed in this research.  
For the third area, the reason for selecting the method Meta-RaPS above other meta-
heuristics was due to the results reported in recent research on the solution quality and the 
ease of implementation for this type of problem. It could be fruitful to continue exploring 
the structure of the meta-heuristic in order to improve its performance. Relevant 
questions regarding the meta-heuristic are: is there other stopping rule in order to 
improve run time? Are there others parameters besides %ret and %pry in order to 
improve the performance of the heuristic? Also it is worth examining other meta-
heuristics to review the possibility of improving the computation time without affecting 
the quality of the solution found.   
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APPENDICES 
 
APPENDIX A: Parameters (data), formulations in LINGO, and results of computational 
experiments of Chapter 4. 
APPENDIX B: Formats used in the application and validations process of the valuation 
of factors of Chapter 5. 
APPENDIX C: Complete algorithm scripts in MatLab for the meta-heuristic and heuristic 
of the proposed solution approach developed for Chapter 6.  
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APPENDIX A 
Table A.1 Parameters for data for supervisors (levels 0  1) of case one 
 
DATA OF SUPERVISORS 
 LEVEL 0 1 
SUPERVISORS 
S1 S2 S3 
CAPACITY (Hrs) 3 2 1 
COST (w) $200 $150 $100 
FACTORS OF  
SUPERVISION EFFORT 
WORKERS (GROUPS) 
G1 G2 G3 G4 
PLANNING (ρ) 0.02 0.03 0.1 0.11 
CONTROL (c) 0.015 0.1 0.2 0.12 
TRAINING (t) 0.01 0.14 0.01 0.01 
EXECUTION (e) 0.02 0.11 0.02 0.05 
 
Table A.2 Parameters for data for levels 1  2 of case one 
DATA OF MANAGERS 
 LEVEL 1 2 
MANAGERS 
M1 M2 
CAPACITY (Hrs) 5 1 
COST (w) $450 $500 
FACTORS OF  
MANAGERS EFFORT 
SUPERVISORS 
S1 S2 S3 
PLANNING (ρ) 0.25 0.16 0.24 
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CONTROL (c) 0.2 0.17 0.25 
TRAINING (t) 0.15 0.15 0.2 
EXECUTION (e) 0.25 0.25 0.2 
 
 
Example of formulation in LINGO Software (Case 1) 
Min : 
1 1
n
N J
nj nj njp
n j
w f y
= =
  
MIN 2200 Y11 + 1704 Y12 + 3000 Y13 + 2504 Y14 + 3750 Y15 + 2250 Y16 + 5400 
Y17 + 11500 Y21 + 12000 Y22 + 16000 Y23 + Y01 + Y02 + Y03 + Y04 
Constraints 
SUBJECT TO 
1) Each job (operation type) is assigned to only one direct labor group 
1ij
j
z =  
Z11 + Z12 + Z13 + Z14 = 1 
Z21 + Z22 + Z23 + Z24 = 1 
Z31 + Z32 + Z33 + Z34 = 1 
Z41 + Z42 + Z43 + Z44 = 1 
 
2) Each direct labor group has a finite capacity, all job assignments are limited by 
the capacity of each labor group.  
 142 
 
00 0i ij ij ij j jp
i
z r yβ α η ≤  
0.4 Z11 + 1.28 Z21 + 1.6 Z31 + 1.6 Z41 - 1.3 Y01 <= 0 
0.5 Z12 + 0.4 Z22 + Z32 + Z42 - 4.8 Y02 <= 0 
0.7 Z13 + 1.12 Z23 + 0.7 Z33 + 1.4 Z43 - 4.3 Y03 <= 0 
0.7 Z14 + 1.12 Z24 + 1.4 Z34 + 0.7 Z44 - 3.8 Y04 <= 0 
3 and 4) The total managerial work requirement of its child units cannot exceed 
the finite capacity imposed on the parent unit.  
 
0 10 0 0 1 1 1 1 0 1 1
( ) /j jp j j j j j j j jp
j j
r y c t e f yα ρ ω+ + + ≤   
1.04 Y01 + 1.5 Y02 + 1.505 Y03 + 1.995 Y04 - 11 Y11 - 8 Y12 - 12 Y13 - 8 Y14 - 10 
Y15 - 6 Y16 - 12 Y17 <= 0 
 
11 1, ,
( ) /
n nn j n jp nj nj nj nj nj nj njp
j j
f y c t e f yρ ω
−
− −
+ + + ≤ 
 
11 Y11 + 8 Y12 + 12 Y13 + 8 Y14 + 10 Y15 + 6 Y16 + 12 Y17 - 20 Y21 - 20 Y22 - 25 
Y23 <= 0 
 5 and 6) Each child unit must have a parent unit. 
0 0 1
1
0 1jp p p
p
y y≤  
Y01 - Y11 - Y12 - Y13 - Y14 - Y15 - Y16 - Y17 <=0 
Y02 - Y11 - Y12 - Y13 - Y14 - Y15 - Y16 - Y17 <=0 
Y03 - Y11 - Y12 - Y13 - Y14 - Y15 - Y16 - Y17 <=0 
Y04 - Y11 - Y12 - Y13 - Y14 - Y15 - Y16 - Y17 <=0 
 
1 11, n n n
n
n jp np p
p
y y
− −
−
≤  
Y11 - Y21 - Y22 - Y23 <= 0 
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1 1
n
N J
nj nj njp
n j
w f y
= =

Y12 - Y21 - Y22 - Y23 <= 0 
Y13 - Y21 - Y22 - Y23 <= 0 
Y14 - Y21 - Y22 - Y23 <= 0 
Y15 - Y21 - Y22 - Y23 <= 0 
Y16 - Y21 - Y22 - Y23 <= 0 
Y17 - Y21 - Y22 - Y23 <= 0 
 
Results from LINGO Software. 
 
 
 
 
Example of formulation in LINGO Software (Case 2) 
Objective function  
 
Min                                              
 
Min  
72000 Y11 + 67200 Y12 + 72000 Y13 + 172800 Y21 + 156000 Y22 + 216000 Y23 + 
Y01 + Y02 + Y03 + Y04 
Results 
INT Z11 INT Z32 INT Y13 
INT Z12 INT Z33 INT Y14 
INT Z13 INT Z34 INT Y21 
INT Z14 INT Z41 INT Y22 
INT Z21 INT Z42 INT Y23 
INT Z22 INT Z43 INT Y01 
INT Z23 INT Z44 INT Y02 
INT Z24 INT Y11 INT Y03 
INT Z31 INT Y12 INT Y04 
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1ij
j
z =
00 0
/i ij ij ij j jp
i
z r yβ α η ≤
0 10 1 1 1 1 0 0 1 1
( ) /j ij j j j j jp j j jp
j j
r c t e y f yα ρ ω+ + + ≤ 
 
Constraints 
 
1.                           i∈ I 
 
Z11 + Z12 + Z13 + Z14 = 1 
Z21 + Z22 + Z23 + Z24 = 1 
Z31 + Z32 + Z33 + Z34 = 1 
Z41 + Z42 + Z43 + Z44 = 1 
Z51 + Z52 + Z53 + Z54 = 1 
Z61 + Z62 + Z63 + Z64 = 1 
Z71 + Z72 + Z73 + Z74 = 1 
Z81 + Z82 + Z83 + Z84 = 1 
 
 
2.                                                   j ∈ J   
 
ߚଵߙଵଵ
ߟଵଵݖଵଵ ൅
ߚଶߙଶଵ
ߟଶଵݖଶଵ ൅
ߚଷߙଷଵ
ߟଷଵݖଷଵ ൅
ߚସߙସଵ
ߟସଵܼସଵ ൑ ݎ଴ଵݕ଴ଵ 
ߚଵߙଵଶ
ߟଵଶݖଵଶ ൅
ߚଶߙଶଶ
ߟଶଶݖଶଶ ൅
ߚଷߙଷଶ
ߟଷଶݖଷଶ ൅
ߚସߙସଶ
ߟସଶܼସଶ ൑ ݎ଴ଶݕ଴ଶ 
ߚଵߙଵଷ
ߟଵଷݖଵଷ ൅
ߚଶߙଶଷ
ߟଶଷݖଶଷ ൅
ߚଷߙଷଷ
ߟଷଷݖଷଷ ൅
ߚସߙସଷ
ߟସଷܼସଷ ൑ ݎ଴ଷݕ଴ଷ 
ߚଵߙଵସ
ߟଵସݖଵସ ൅
ߚଶߙଶସ
ߟଶସݖଶସ ൅
ߚଷߙଷସ
ߟଷସݖଷସ ൅
ߚସߙସସ
ߟସସܼସସ ൑ ݎ଴ସݕ଴ସ 
 
0.2 Z11 + 0.3 Z21 + 0.5 Z31 + 0.2 Z41 + 0.8 Z51 + 0.75 Z61 + 0.1 Z71 + 0.15 Z81 - 1 
Y01 <= 0 
0.16 Z12 + 0.24 Z22 + 40 Z32 + 0.8 Z42 + 0.64 Z52 + 60 Z62 + 0.8 Z72 + 0.12 Z82 - 1 
Y02 <= 0 
18 Z13 + 0.27 Z23 + 45 Z33 + 0.9 Z43 + 0.72 Z53 + 0.68 Z63 + 9 Z73 + 0.14 Z83 - 1 
Y03 <= 0 
0.2 Z14 + 30 Z24 + 0.5 Z34 + 1 Z44 + 0.8 Z54 + 0.75 Z64 + 0.1 Z74 + 0.1 Z84 - 1 Y04 
<= 0 
 
3.                                                                                                                           
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0 0 10 1jp p p
y y≤
11 1, ,
( ) /
n nn j nj nj nj nj n jp ij nj njp
j j
f c t e y f yρ ω
−
− −
+ + + ≤ 
1 11, n n n
n
n jp np p
p
y y
− −
−
≤
ݎ଴ଵݕ଴ଵߙ଴ଵሺߩଵଵ ൅ ܿଵଵ ൅ ݐଵଵ ൅ ݁ଵଵሻ
߱଴ଵ ൅
ݎ଴ଶݕ଴ଶߙ଴ଶሺߩଵଶ ൅ ܿଵଶ ൅ ݐଵଶ ൅ ݁ଵଶሻ
߱଴ଶ
൅	ݎ଴ଷݕ଴ଷߙ଴ଷሺߩଵଷ ൅ ܿଵଷ ൅ ݐଵଷ ൅ ݁ଵଷሻ߱଴ଷ
൅ ݎ଴ସݕ଴ସߙ଴ସሺߩଵସ ൅ ܿଵସ ൅ ݐଵସ ൅ ݁ଵସሻ߱଴ସ ൑ 	 ଵ݂ଵݕଵଵ ൅ ଵ݂ଶݕଵଶ ൅ ଵ݂ଷݕଵଷ 
 
 
0.55 Y01 + 8 Y02 + 27 Y03 + 26 Y04 - 360 Y11 - 240 Y12 - 240 Y13 <= 0 
 
4.                                                    
 
Y01 - Y11 - Y12 - Y13 <= 0 
Y02 - Y11 - Y12 - Y13 <= 0 
Y03 - Y11 - Y12 - Y13 <= 0 
Y04 - Y11 - Y12 - Y13 <= 0 
 
 
 
5.                                                                                                                           
 
ଵ݂ଵݕଵଵሺߩଶଵ ൅ ܿଶଵ ൅ ݐଶଵ ൅ ݁ଶଵሻ
߱ଶଵ ൅
ଵ݂ଶݕଵଶሺߩଶଶ ൅ ܿଶଶ ൅ ݐଶଶ ൅ ݁ଶଶሻ
߱ଶଶ
൅ ଵ݂ଷݕଵଷሺߩଶଷ ൅ ܿଶଷ ൅ ݐଶଷ ൅ ݁ଶଷሻ߱ଶଷ ൅
ଵ݂ସݕଵସሺߩଶସ ൅ ܿଶସ ൅ ݐଶସ ൅ ݁ଶସሻ
߱ଶସ
൑ 	 ଶ݂ଵݕଶଵ ൅ ଶ݂ଶݕଶଶ ൅ ଶ݂ଷݕଶଷ 
 
 
18 Y11 + 240 Y12 + 540 Y13 - 360 Y21 - 240 Y22 - 240 Y23 <= 0 
 
6.                                                  
 
Y11 - Y21 - Y22 - Y23 <= 0 
Y12 - Y21 - Y22 - Y23 <= 0 
Y13 - Y21 - Y22 - Y23 <= 0 
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Data and solution formulated in LINGO for Case two 
Table A.3 Capacity of groups, processing time of jobs, complexity and compability data 
 
 
Table A.4 Level 1 (DATA) 
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Table A.5 Level 2 (DATA) 
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Table A.6 Results from LINGO 
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APPENDIX B 
Table B.1 SWOT Matrix format 
 Strengths (S) 
1. 
2. 
3. 
Weaknesses (W) 
1. 
2. 
3. 
Opportunities (O) 
1. 
2. 
3. 
Strategies(SO) 
1. 
2. 
3 
Strategies(SO) 
1. 
2. 
3. 
Threats 
1. 
2. 
3. 
Strategies(ST) 
1. 
2. 
3. 
Strategies(ST) 
1. 
2. 
3. 
 
Table B.2 Project Action Plan format 
  Project  Action Plan   
Area No Activities Responsible Date  Comments
    Start End  
       
       
       
       
    Developed   
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by 
       
    Supervisor   
 
Table B.3 Description of job profile format 
Job  
Area  
General Description  
  
Specific Description  
  
  
1) Daily activities  
  
2) Periodic activities  
  
Responsibilities 
 
 
  
 
Table B.4 Performance format 
Worker’s 
name 
 
  Job: 
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Evaluator’s 
name 
   Date:  
 Excelent Very Good Good Regular Bad 
Knowledge 
of the job 
 
     
Quality of 
work 
     
Quantity of 
work 
     
Working 
speed 
     
Commitment 
to work 
 
     
      
Comments      
 
 
     
 
Table B.5 Analysis of the performance of work format 
Worker’s name 
 
 
Evaluator’s 
name 
 
Job:  
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Date:  
Instructions: 
Check with YES/NO statements.  
 
 
1. Has the ability to respond to an emergency situation 
2. Usually offers  new ideas 
3. Usually proposes and achieves goals 
4. Stays calm in difficult situations 
 
 
Comments: 
 
 
 
 
Table B.6 Performance in relation to work performed  format 
Worker’s name:  
 
 
Evaluator’s name:  
Job:  
Date:  
Instructions:  
Below is a list of statements about job performance.  
Please check with an X all that applies. 
 
1. Efficient use of working area 
2. Is very careful about cleaning the equipment 
3. Their work is specifically good 
4. Working below standards 
5. Changes to other activities quickly 
 
Comments:  
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Table B.7 Questions for supervisor’s survey 
Question 
Type 
 
 
Question 
1 2 3 4 5 
p I need to have my work goals and objectives defined in 
advance 
     
c It is important to keep all the rules laid down in the 
organization 
     
c In my work I need to take care of the details of each 
activity  
     
e I need to be part of a team  in order to do my work      
p I need to analyze different alternatives for the same 
scenario  
     
c It is very important to continuously check the 
appropriate course of activities 
     
t It is important to know what other skills the  people 
have 
     
e In order to do my job, I need to follow specific 
instructions 
     
e It is important to have experience in order to perform 
this job properly 
     
c I need to make judgments on the activities of the 
company  
     
t It is important to increase the learning capacity of 
people  
     
p It is important to have flexibly with the working group       
p In order to do my work it is necessary to update the 
programs continuously  
     
c I need to evaluate the performance of people who are      
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under my charge  
t It is important for the company to have training       
e It is important to know the job formats established by 
the company  
     
t It is important to learn new ways to perform an activity      
p I need to manage the resources of my office       
p It is necessary to strengthen the activities of employees       
e I need to put into practice new ideas when I do my work       
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APPENDIX C 
C.1 Meta-Heuristic Procedure 
 
 The meta-heuristic proposed is summarized as follows: 
 
1. Run script MET (MET contains the parameters of the Meta-Heuristic 
algorithm) (see files in CD attach). 
Table C.1 Scrip for MET (parameters) 
 
Parameters:  Description 
Itee Number of iterations (repeats the modified and original 
greedy algorithm for a user-defined number of iterations). 
 
Itei Number of iterations (internal) (select an activity in order to 
find the activity that has a minimum value within restriction 
ret and retl1). 
 
pry Priority percentage (if p= 10%, it means that 10% of the 
time the greedy algorithm will be used and 90% of the time 
the modified algorithm will be used to select the next item) 
 
ret Restriction percentage to reduce the magnitude of the 
maximum rate in order to choose the next available 
activities (the variable will be picked randomly) at level 0 
 
retl1 Restriction percentage to reduce the magnitude of the 
maximum rate in order to choose the next available 
activities (the variable will be picked randomly) at level 1 to 
n 
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Example: 
 
 
 
2. Run Script CAS#  (CAS# contains the data for cas # n) 
Table C.2 Scrip for CAS (data) 
Data Description 
aor Table of time of each activity with complexity and compatibility factors  
aor[i,j]  i= activity, j= group 
b Capacity of worker j 
n Number of groups 
m Number of activities 
ns Number of supervisors 
nm Number of managers 
ctsor Cost of supervisor [1 … ns] 
cpsor Capacity of supervisor [1…ns] 
 
tfac Value of factors (planning, execution, training, control) of supervisors for 
each worker [1 … n] 
ctmor Cost of manager [1 … nm] 
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cpmor Capacity of manager [1  … nm] 
tfacm Value of factors (planning, execution, training, control) of managers for 
each supervisor [1 … ns] 
Example: 
 
 
3. Run script L0 (level 0) 
Table C.3 Scrip for L0 (level 0) 
Step: Script: 
Reset variables 
yopt(i,j) = Assign activities (i) to groups 
(j) 
cw = assign time to each group 
(y2, u, gopt) : auxiliary variables for the 
meta-heuristic 
 
for j=1:m 
    for i=1:n 
        yopt(i,j)=0; 
    end 
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end 
 
Set iteration k 
Itee = number of iterations 
 
for k=1:itee 
[…] 
end 
Find activity with minimum procesing 
time 
for i= 1:n 
    if a(z,j)>a(i,j) 
        z = i; 
    else 
    end 
end 
men = a(z,j); 
 
Generate a random number between 1-100 PR = randi(100) 
 
If PR <= pry, the solution approach  will 
choose the greedy algorithm from the 
available list of activities (this list contains 
all activities that can be scheduled for any 
group j) 
if PR<=pry 
        % heuristic solution 
        cw = cw + a(z,j); 
           if cw <= b(j) 
            y2(z,j) = 1; 
                for x=1:m 
                a(z,x)=tot; 
                end 
           else 
           end 
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Otherwise the solution aproach will 
determine the next activity to be scheduled 
by selecting an activity at random from the 
available list and comparing it to the 
minimum value modified by %r. If the 
time  is according to this rule, assign the 
activities to the group, then assign to the 
activities a value = tot (maximum time). 
Variable “cw” reduces the number of units 
of resource available for group resource j. 
This part of the algorithm uses an iteration 
“itei” in order to find an activity whose 
value is within the minimum value and the 
%rest. 
for f=1:itei 
    c=randi(n); 
       if a(c,j)<=a(z,j)*(1+ret) 
          cw=cw+a(c,j); 
            if cw<=b(j) 
              y2(c,j)=1; 
% assigned value tot if the activity is 
selected 
        for x=1:m 
           a(c,x)=tot; 
        end 
      else 
     end 
   else 
  end 
end 
 
Check if the solution is feasible with 
variable “fac”. 
 
 
 
 
Number of activities assigned to each 
group (variable “ti”) 
 
 
 
 
Verify if the group has been assigned to 
the solution with variable “ta” 
% look if the solution is factible with 
variable fac 
 for j= 1:m 
     for i= 1:n 
     fac(k) = fac(k) + y2(i,j); 
     end 
    end 
% look if the group has one or more 
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activities assigned 
  for j=1:m 
        ti=0; 
            for i=1:n 
            ti=ti+y2(i,j); 
            end 
 %if the group has one or more activities 
assigned the  
%value ta is equal to 1 
       if ti>0 
       ta(j)=1; 
       else 
     end 
   end 
 
Compute how many groups were assigned 
with variable “opt” 
for j=1:m 
        opt(k) = opt(k)+ta(j); 
    end 
 
If the solution is feasible, variable “yopt” 
will have the assigned activities with their 
group. 
 
Asign the number of groups selected (if 
the solution is feasible) to variable “gopt”. 
 
These processes will choose the minimum 
groups assigned in order to minimize the 
objective function. 
%is solution is feasible, then assign yopt, 
gopt in mem =k 
if fac(k)==n 
    u=u+1; 
    if u==1 
        yopt=y2; 
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        gopt=opt(k); 
        mem=k; 
    else 
% choose iteration with minimum opt 
    if opt(k)<=opt(mem) 
        yopt=y2; 
        gopt=opt(k); 
        mem=k; 
        else 
        end 
    end 
else 
end 
 
Variable “tb” has the “best solution” 
within the iterations k  
% look for the best solution within the 
iterations 
      for j=1:m 
        tb(j)=0; 
      end 
      for j=1:m 
        ti2=0; 
            for i=1:n 
            ti2=ti2+yopt(i,j); 
            end 
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        if ti2>0 
        tb(j)=1; 
        end 
       end 
     
 
Example: 
(after running scrip MET and CAS1) 
 
gopt = number of groups selected in the 
problem (3) 
 
yopt = activities assigned to groups 
a(1,1) = 1 (activity 1 assigned to group 1) 
a(2,1) = 1 (activity 2 assigned to group 1) 
a(3,1) = 1 (activity 3 assigned to group 1) 
a(4,1) = 0 
… 
A(8,2) = 1(activity 8 assigned to group 2) 
… 
 
 
 
 
tb = (group 1 assigned, group 2 assigned, 
group 3 assigned and group 4 unassigned). 
  
  
 
 
4. Run Script  L1 & L2 
Table C.4 Scrip for L1 to Ln (level 1 to n) 
 
Step: Script: 
Reset variables  
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yopcts(j) = time assigned to each 
supervisor 
cws = assign time to each supervisor 
ysptot(I,j) = assigned groups to 
supervisors 
for j0=1:ns 
    yopcts(j0)=0 
    for i0=1:m 
         
        ysptot(i0,j0)=0 
    end 
end 
 
Set iteration kt 
Itee = number of iterations 
 
for kt=1:itee/2 
[…] 
end 
% yspt = assigning supervisors to 
groups 
% calculate rgt and rg2t 
% if group is not assigned, then rgt 
goes to 2000 
% assign to each yspt the same value 
 
for j2=1:m 
    if tb(j2)==1 
        rgt(j2)=b(j2)*tfac(j2) 
        rg2t(j2)=b(j2)*tfac(j2) 
    else 
        rgt(j2)=2000 
        for k2=1:ns 
            yspt(j2,k2)=2000 
        end 
    end 
end 
 
Find supervisor with minimum cost % the algorithm is going to choose between the 
assign of 
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% groups based on minimum cost or values 
between factor ret 
for d=1:ns 
    wt=0 
    cwst=0 
        gs=1 
        for j3=1:ns 
            if cts(gs)>cts(j3) 
                gs=j3 
            end 
        end 
        mencts = cts(gs) 
 
Generate a random number between 
1-100 
PRT = randi(100) 
 
If PR <= pry, the solution approach 
will choose the greedy algorithm from 
the available list of supervisors. 
In order to assign groups to 
supervisors the greedy algorithm will 
look for the minimum processing 
time. 
if PRT<=pry 
% look for min group time 
   for hx= 1:m 
       gr=1 
        for j4=1:m 
          if rgt(gr)>rgt(j4) 
            gr=j4 
          end 
        end 
  menrg=rgt(gr) 
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% assign group ony if their value is minus than 
2000 
% groups with value of 2000 are alreday 
assigned 
 cwst = cwst + rgt(gr) 
    if cwst <= cps(gs) 
       yspt(gr,gs)=1 
       rgt(gr)=2000 
       else 
       cts(gs)=100000 
       end 
     end 
[…] 
Otherwise the solution approach will 
determine the next supervisor to be 
scheduled by selecting a supervisor at 
random from the available list and 
compare with the minimum value 
modified by %r1.  If the cost is 
according to this rule assign the group 
to supervisor, then assign to the group 
a value = 2000 (maximum time). 
Variable “cw” reduces the number of 
units of resource available for group 
resource j. 
This part of the algorithm uses an 
iteration “itei” in order to find a 
supervisor whose value is within the 
minimum value and the %rest1 
Else 
     cf = gs 
     for kc=1:itei/2 
         ct=randi(ns) 
         if cts(ct)<=cts(gs)*(1+retl1) 
             cf=ct 
         end 
     end 
     for hx= 1:m 
            gr=1 
            for j5=1:m 
                if rgt(gr)>rgt(j5) 
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                gr=j5 
                end 
            end 
 menrg=rgt(gr) 
% assign group only if their value is < 2000 
% groups with value of 2000 are alreday 
assigned 
   cwst = cwst + rgt(gr) 
        if cwst <= cps(cf) 
           yspt(gr,cf)=1 
           rgt(gr)=2000 
        else 
           cts(cf)=100000 
        end 
    end 
  end 
[…] 
Compute the time needed of 
supervision for each group (variable 
“yhrt”) 
 
 
 
 
 
Compute the cost related to the 
supervisors assigned (variable 
“costt”) 
% calculate the time needed of supervision 
   for j11=1:ns 
      for j21=1:m 
          if yspt(j21,j11)==1        
yhrt(j11)=yhrt(j11)+rg2t(j21); 
          end 
        end 
   end 
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% calculate the cost related to the supervisors 
assigned    
   costt=0; 
   for jhr=1:ns 
          if yhrt(jhr)>0 
   costt=costt+(cpsor(jhr)*ctsor(jhr)); 
          end 
   end 
 
Verify feasibility of the solution at 
this level (variable “rgtot”) 
% if the solution is not feasible assigned a high 
cost 
    rgtot=0 
     for j6=1:m 
         rgtot= rgtot + rgt(j6) 
     end 
        if rgtot == 2000*m 
            solf = 'FACTIBLE LEVEL' 
            wt=0 
        else 
            solf = 'NO FACTIBLE LEVEL1' 
            wt=1 
            costt=100000 
        end  
     
 
 168 
 
Look for the “best solution” within 
the iterations kt 
ut = ut +1 
 if ut == 1 
     yopcts = yhrt 
     costot = cosot (kt) 
     ysptot = yspt 
     memt = kt 
 else 
     if cosot(kt) < cosot(memt) 
     yopcts = yhrt 
     costot = cosot (kt) 
     ysptot = yspt 
     memt = kt 
     end 
 end 
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Example L1: 
(after running scrip MET and CAS1 
and L0) 
 
costot = minimum cost after kt 
iterations for this level 
 
yopcts = number of hours assigned to 
the supervisor 
 
numst = number of groups (workers) 
assigned to each supervisor 
 
ysptot = assigned groups to 
supervisors 
 
y(1,1) = 0 
… 
y(1,2) = 1 (group 1 assigned to 
supervisor 2) 
y(4,2) = 2000 (group 4 was not 
selected at level 0) 
… 
y(1,3) =0 
… 
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Example L2: 
(after running scrip MET, CAS1, L0 y 
L1) 
 
yopcts2 = number of hours assigned 
to the manager 
 
numst = number of supervisors 
assigned to each manager 
 
ysptot = assigned supervisors to 
managers 
 
y(1,1) = 2000 (supervisor 1 was not 
selected at level 1 
 
… 
y(2,2) = 1 (supervisor 2 assigned to 
manager 2) 
… 
 
supst2 = number of managers 
required at level 2 
 
costot2 = minimum cost after kt 
iterations for this level (2) 
 
costcas = minimum cost of the entire 
problem (level 0 to n) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Ltime = seconds required to run the 
problem 
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C.2 Script (matlab) for heuristic (greedy algorithm) at level 0 
Let J be the set of workstations, and let ܽ௜௝ be the modified procesing time of task i with 
respect to workstation j (including complexity and compatibility factors). 
Let n, m be the number of tasks and the number of workstations. 
Let tot be the maximum processing time for ܽ௜௝ once the task is assigned to a 
workstation. 
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C.3 Script (matlab) for heuristic (greedy algorithm) at level 1 to n 
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