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THE POSITIVE MASS THEOREM AND PENROSE INEQUALITY
FOR GRAPHICAL MANIFOLDS
H. MIRANDOLA AND F. VITO´RIO
Abstract. We give, via elementary methods, explicit formulas for the ADM
mass which allow us to conclude the positive mass theorem and Penrose in-
equality for a class of graphical manifolds which includes, for instance, that
ones with flat normal bundle.
1. Introduction
A smooth connected n-dimensional Riemannian manifold (Mn, g) is said to be
asymptotically flat if there exists a compact subset K of M and a diffeomorphism
Φ : M \K → Rn \ {|x| ≤ 1} such that in this coordinate chart the metric g(x) =
gij(x)dxi ⊗ dxj , with x = (x1, . . . , xn) ∈ Rn \ {|x| ≤ 1}, satisfies
gij − δij = O(|x|−p) , gijk = O(|x|−p−1)
gijkl = O(|x|−p−2) , S = O(|x|−q),
at infinity, where |x| =
√
x21 + . . .+ x
2
n and gijk, gijkl denote the partial derivatives
of gij ,
(1) gijk =
∂gij
∂xk
and gijkl =
∂2gij
∂xk∂xl
,
for all 1 ≤ i, j, k ≤ n. Here S is the scalar curvature, δij is the Kronecker delta,
and p > n−2
2
and q > n are constants.
Definition 1.1. The ADM mass of a manifold (M, g) is the limit
(2) mADM = lim
r→∞
1
2(n− 1)ωn−1
∫
Sr
(giji − giij)νjdµ,
where Sr = {x ∈ Rn | |x| = r} is the coordinate sphere of radius r, dµ is the area
element of Sr in the coordinate chart, ωn−1 is the volume of the unit sphere S1
and ν = (ν1, . . . , νn) = r
−1x is the outward unit normal to Sr. Henceforth, all the
repeated indices are being summed as usual.
It is worthwhile reminder that definition 1.1 was given [1] by the physics Arnowitt,
Deser and Misner, for the tridimensional case, and Bartnik [2] proved that for an
asymptotically flat manifold the limit (2) exists and the definition of the ADM mass
of g is independent of the choice an asymptotically flat chart Φ, hence the ADM
mass is an geometric invariant of (M, g). The positivity of the ADM mass in all
dimensions is a long-standing question and a pillar of the mathematical relativity.
In a seminal work, Schoen and Yau [16] gave an affirmative answer for the tridi-
mensional case. In a follow-up paper, they also proved for dimensions 3 ≤ n ≤ 7
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(see [17]). For manifolds that are conformally flat or spin affirmative answers are
given by Schoen-Yau [18] and Witten [21], respectively. The Riemannian positive
mass theorem can be stated as
Theorem A ([16, 17, 18, 21]). Let Mn be an asymptotically flat manifold with
nonnegative scalar curvature. Assume that M is spin, or 3 ≤ n ≤ 7, or M is
conformally flat. Then the ADM mass is positive unless M is isometric to Rn.
The Riemannian Penrose conjecture asserts that any asymptotically flat manifold
M with nonnegative scalar curvature containing an outermost minimal hypersurface
(possibly disconnected) of area A has ADM mass satisfying
(3) mADM ≥ 1
2
(
A
ωn−1
)n−2
n−1
.
Furthermore, the equality in (3) implies that M is isometric to the Riemannian
Schwarzschild manifold. We want to point out that this inequality was first proved
in the three-dimensional case by Huisken and Ilmanen [11] under the additional
hypothesis that Σ is connected. Bray [3] proved this conjecture, still in dimension
three, without connectedness assumption on Σ. For 3 ≤ n ≤ 7, this conjecture was
proved by Bray and Lee [4], with the extra requirement that M be spin for the
rigidity statement. The Riemannian Penrose inequality can be stated as
Theorem B ([11, 3, 4]). Let Mn be an asymptotically flat manifold with non-
negative scalar curvature. Assume that 3 ≤ n ≤ 7 and there exists an outermost
minimal hypersurface Σ ⊂M with area A. Then
mADM ≥ 1
2
(
A
ωn−1
)n−2
n−1
.
Moreover, under the hypothesis that M is spin then the equality occurs if and only
if M is the Riemannian Schwarzschild manifold.
Recently, Lam [13] obtained an elementary and straightforward proof of the
positive mass theorem and the Penrose inequality for codimension one graphical
manifolds, which was extended in some sense to hypersurfaces by Huang and Wu
in [8, 9, 10] and, for more general codimension one graphs, by de Lima and Gira˜o in
[5, 6]. This paper deals with graphical manifolds with arbitrary codimensions. We
give here, via elementary methods, an explicit formula for the ADM mass which
allow us to conclude the positive mass theorem and Penrose inequality for a class of
graphical manifolds which includes, for instance, that ones with flat normal bundle.
We bring to the fore that graphical manifolds with flat normal bundle are subject of
study in several recent works, see for example [12], [20], [19] and references therein.
To enunciate our theorems we will start with some notations and definitions.
Definition 1.2. A C2 map f : Rn \ Ω → Rm, where Ω ⊂ Rn is a subset, is
said to be asymptotically flat if the scalar curvature S of the graph of f endowed
with the natural metric is an integrable function over Rn and moreover the partial
derivatives fαi =
∂fα
∂xi
and fαij =
∂2fα
∂xi∂xj
satisfy
|fαi (x)| = O(|x|−
p
2 ); |fαij(x)| = O(|x|−
p
2
−1);
at infinity, for all α = 1, . . . ,m and i, j, k = 1, . . . , n, where p > (n− 2)/2.
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Let M = {(x, f(x)) | x ∈ Rn} be the graph of an asymptotically flat map
f : Rn → Rm endowed with the natural metric. The vectors ∂i = (ei, fαi eα) form
the coordinate vector fields and the vectors ηα = (−Dfα, eα), where Dfα denotes
the gradient vector field of fα, form a basis of the normal bundle ofM . Here ei and
eα denotes the canonical vectors of R
n and Rm, respectively. The natural metric
g = gijdx
i ⊗ dxj of M is given by
(4) gij = δij + f
α
i f
α
j ,
hence gij = O(|x|−p) and gijk = O(|x|−p−1).
By abuse of notation, let us consider that the functions fα are also defined
on M by identifying fα = fα ◦ π, where π : M → Rn is the natural projection
π(x, f(x)) = x, for all x ∈ Rn. The gradient vector field of fα : M → R satisfies
(5) ∇fα = gjkfαk ∂j ,
where the matrix (gij) denotes the inverse matrix (gij)
−1.
Let S : Rn → R be the scalar curvature of M and S⊥ : Rn → R the function
given by
(6) S⊥ = 〈R⊥(∇fα,∇fβ)ηβ , ηα〉,
where R⊥ denotes the normal curvature tensor of the submanifold M ⊂ Rn+m.
In the three theorems below, we will state explicit formulas for the ADM mass.
As consequence, we will derive the Riemannian positive mass and Penrose inequal-
ities for graphical manifolds with flat normal bundle.
Theorem 1.1. Let Mn be a graph of an asymptotically flat map f : Rn → Rm
endowed with its natural metric g = gijdx
i⊗dxj. Then the ADM mass of M satisfy
mADM =
1
2(n− 1)ωn−1
∫
M
(S + S⊥)
1√
G
dM,
where G is the determinant of the metric coefficient matrix (gij).
Theorem 1.2. Let Ω ⊂ Rn be a bounded open subset with Lipschitz boundary ∂Ω.
Let f : Rn \ Ω → Rm be an asymptotically flat map. Assume that f is constant
along each connected component of Σ = ∂Ω. Let M be the graph of f with its
natural metric. Then,
mADM =
1
2(n− 1)ωn−1
(∫
M
(S + S⊥)
1√
G
dM +
∫
Σ
|Df |2
1 + |Df |2H
ΣdΣ
)
,
where |Df |2 = |Df1|2 + . . . + |Dfm|2 and HΣ is the mean curvature of the hy-
persurface Σ in the Euclidean space Rn in the direction to the unit vector field ν
pointing outward to Ω.
Theorem 1.3. Let Ω ⊂ Rn be an open subset. Let f : Rn\Ω→ Rm be a continuous
map that is constant along each connected component of the boundary Σ = ∂Ω and
asymptotically flat in Rn \ Ω¯. Assume that the graph M of f extends C2 up to
its boundary ∂M . Assume further that limx→∂Ω S⊥ = 0 and, along each connected
component Σi of ∂M , the manifold M¯ is tangent to the cylinder Σ× ℓi, where ℓi is
a straight line of Rm. Then,
mADM =
1
2(n− 1)ωn−1
(∫
M
(S + S⊥)
1√
G
dM +
∫
Σ
HΣ dΣ
)
,
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where HΣ is the mean curvature of the hypersurface Σ ⊂ Rn in the direction of the
unit vector field ν pointing outward to Ω.
As a consequence of Theorem 1.1 it follows the Riemannian positive mass in-
equality for graphs whose normal fiber bundle is flat. More specifically,
Corollary 1.4. Let Mn ⊂ Rn+m be the graph of an asymptotically flat map f :
R
n → Rm endowed with the natural metric. Assume that M has nonnegative scalar
curvature and flat normal fiber bundle. Then the ADM mass of M is nonnegative.
Now we will state a Penrose-type inequality for graphs manifolds with arbitrary
codimension. Following [10] closely, we can use the following Alexandrov-Fenchel
inequality due to Guan and Li [7] and an elementary lemma.
Proposition 1.5 ([7]). Let Ω ⊂ Rn be a star-shaped domain with boundary ∂Ω = Σ.
Then,
(7)
1
2(n− 1)ωn−1
∫
Σ
HΣ dΣ ≥ 1
2
( |Σ|
ωn−1
)n−2
n−1
,
where HΣ is the mean curvature of the hypersurface Σ ⊂ Rn in the direction of the
unit vector field ν pointing inward to Ω. Furthermore, the equality in (7) occurs if
and only if Σ is a sphere.
Lemma 1.6 ([10]). Let a1, · · · , ak be nonnegative real numbers and 0 ≤ β ≤ 1.
Then,
k∑
i=1
aβi ≥
(
k∑
i=1
ai
)β
.
If 0 ≤ β < 1, the equality holds if and only if at most one of ai is non-zero.
The theorem 1.3, the proposition 1.5 and the lemma 1.6 allow us to conclude
our main result
Theorem 1.7. Under hypothesis of Theorem 1.3, we assume that M has non-
negative scalar curvature and flat normal fiber bundle. Assume further that each
connected component of Ω is star-shaped. Then,
(8) mADM ≥ 1
2
( |Σ|
ωn−1
)n−2
n−1
,
where |Σ| denotes the total volume of Σ. Furthermore, the equality in (8) implies
that the scalar curvature S is identically zero and Σ is a sphere.
Some questions arise in this paper:
a) Can we obtain an isometric immersion theorem, in the sense of the Nash
theorem, so that an asymptotically flat manifold is a graph in arbitrary
codimension? If yes, is it possible in such way that the normal fiber bundle
is flat?
b) Can we obtain the rigidity in the theorem 1.7? We believe that extensions
of the works of Schoen [15] and Hounie-Leite [14] to submanifolds can bring
an answer to this question.
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2. Preliminaries
We assume the notations in the previous section. Let U = (Uαβ) be the non-
singular matrix given by
Uαβ = 〈ηα, ηβ〉 = δαβ + 〈Dfα, Dfβ〉
and (Uαβ) = U−1 its inverse matrix. Using that ∇¯∂iηα = ηαi = (−Dfαi , 0), we
obtain that 〈∇¯∂iηα, ∂j〉 = −fαij and 〈∇¯∂iηα, ηβ〉 = 〈Dfαi , Dfβ〉. Thus the shape
operator Aα with respect to the normal vector ηα and the second fundamental form
B satisfy
Aα∂i = −(∇¯∂iηα)T = fαikgkj∂j ;(9)
B(∂i, ∂j) = f
α
ijU
αβηβ .
By Gauss Equation, the curvature tensor R of M satisfies
Rilkj = 〈R(∂i, ∂l)∂k, ∂j〉 = 〈B(∂i, ∂j), B(∂l, ∂k)〉 − 〈B(∂i, ∂k), B(∂l, ∂j)〉
= fγijU
γαfµklU
µβUαβ − fγikUγαfµjlUµβUαβ = (fγijfαkl − fγikfαjl)Uγα
Thus the scalar curvature S : Rn → R of M satisfies
(10) S = gijgklRilkj = g
ijgklUαβ(fβijf
α
kl − fβikfαjl).
We will prove the following
Proposition 2.1. The scalar curvature S : Rn → R of the graph M and the
function S⊥ = 〈R⊥(∇fα,∇fβ)ηβ , ηα〉 as given in (6) satisfy
S + S⊥ = ∇ ·X,
where X : Rn → Rn is the vector field given by
(11) X = (Uαβ(fβi f
α
kk − fβk fαik) + UαγUβµ〈Dfγ , Dfµk 〉(fαi fβk − fαk fβi )) ei.
Before we prove Proposition 2.1 we will need some preliminaries. For our pur-
poses it is convenient to write Mij = δij − gij . It is simple see that
Lemma 2.2. Under the notations above, the following items hold:
(I) fαi U
αβ = fβj g
ji;
(II) Mij = f
α
i f
α
k g
kj = fαi f
β
j U
αβ;
(III) g(∇fα,∇fβ) = δαβ − Uαβ.
Proof. By (4) we have that
fβj gij = f
β
j (δij + f
α
i f
α
j ) = f
β
i + f
α
i 〈Dfβ, Dfα〉 = fβi + fαi (Uαβ − δαβ) = fαi Uαβ .
Thus, Item(I) follows by multiplying both sides by gikUβµ. Again using (4) we have
that δij = gikg
kj = (δik + f
α
i f
α
j )g
kj = gij + fαi f
α
j g
kj . This together Item (I) imply
that gij = δij − fαi fαk gkj = δij − fαi fβj Uβα, hence Mij = fαi fαk gkj = fαi fβj Uβα,
hence Item (II) holds. Now, by (5), we obtain
g(∇fα,∇fβ) = gijfαi fβj = (δij − Uγµfγi fµj )fαi fβj
= 〈Dfα, Dfβ〉 − Uγµ〈Dfγ , Dfα〉〈Dfµ, Dfβ〉
= 〈Dfα, Dfγ〉(δγβ − Uγµ(Uµβ − δµβ)) = 〈Dfα, Dfγ〉Uγβ
= (Uαγ − δαγ)Uγβ = δαβ − Uαβ ,
We obtain Item (III). Lemma 2.2 is proved. 
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The following result is useful to prove Proposition 2.1.
Lemma 2.3. The following items are true:
(i) δijδklU
αβ(fβijf
α
kl − fβikfαjl) = Uαβ(fβi fαkk − fβk fαik)i;
(ii) δijMklU
αβ(fβijf
α
kl − fβikfαjl) = δklMijUαβ(fβijfαkl − fβikfαjl);
(iii) 2δijMklU
αβ(fβijf
α
kl−fβikfαjl) = −Uαβi (fβi fαkk−fβk fαik)−UαγUβµ〈Dfγ , Dfµi 〉F βαik,k ;
(iv) MjiMklU
αβ(fβijf
α
kl − fβikfαlj) = UανUβµUθγ〈Dfµ, Dfγi 〉〈Dfν , Dfθk 〉F βαik ;
where F βαik = f
β
i f
α
k − fβk fαi and F βαik,l = ∂∂xlF
βα
ik .
Proof. Item (i) follows from the fact that fβiif
α
kk − fβikfαik = (fβi fαkk − fβk fαik)i.
Since Uαβ = Uβα we have that
δklMijU
αβ(fβijf
α
kl − fβikfαjl) = δijMklUαβ(fβklfαij − fβkifαlj)
= δijMkl(U
βαfαklf
β
ij − Uαβfαjlfβik)
= δijMklU
αβ(fβijf
α
kl − fβikfαjl),
which proves Item (ii).
By using Item (II) of Lemma 2.2 we obtain
δijMklU
αβ(fβijf
α
kl − fβikfαjl) = fγk fµl UγµUαβ(fβiifαkl − fβikfαil )
= UαβUγµ(fβiif
γ
k f
α
klf
µ
l − fβkifγi fαklfµl )
= UγβUαµfγklf
µ
l (f
β
iif
α
k − fβikfαi )
= UβγUαµfγijf
µ
j (f
β
kkf
α
i − fβkifαk )
= UαγUβµ〈Dfγi , Dfµ〉(fβi fαkk − fβk fαik).(12)
Since UαγUγµ = δαµ it follows that U
αγ
i = −UαγUβµUγµ,i, hence
(13) UαγUβµ〈Dfγ , Dfµi 〉 = −Uαβi − UαγUβµ〈Dfγi , Dfµ〉.
It is easy to see that F βαik,k = (f
β
i f
α
k − fβk fαi )k = (fβi fαkk− fβk fαik)− (fαi fβkk − fαk fβik).
Thus we obtain
UαγUβµ〈Dfγ , Dfµi 〉(fβi fαkk − fβk fαik) = UαγUβµ〈Dfγ , Dfµi 〉F βαik,k
+UαγUβµ〈Dfγ , Dfµi 〉(fαi fβkk − fαk fβik)
= UαγUβµ〈Dfγ , Dfµi 〉F βαik,k(14)
+UβµUαγ〈Dfµ, Dfγi 〉(fβi fαkk − fβk fαik).
By using (13) and (14) we obtain
UαγUβµ〈Dfγi , Dfµ〉(fβi fαkk − fβk fαik) = −Uαβi (fβi fαkk − fβk fαik)
−UαγUβµ〈Dfγ , Dfµi 〉(fβi fαkk − fβk fαik)
= −Uαβi (fβi fαkk − fβk fαik)(15)
−UαγUβµ〈Dfγ , Dfµi 〉F βαik,k
−UβµUαγ〈Dfµ, Dfγi 〉(fβi fαkk − fβk fαik).
Using (12) and (15) we obtain
2δijMklU
αβ(fβijf
α
kl − fβikfαjl) = −Uαβi (fβi fαkk − fβk fαik)− UαγUβµ〈Dfγ , Dfµi 〉F βαik,k,
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which proves Item (iii).
Finally, again using Item (II) of Lemma 2.2, we have
MijMklU
αβ(fβijf
α
kl − fβikfαlj) = fγi fµj Uγµfθkfνl UθνUαβ(fβijfαkl − fβikfαlj)
= UγµUθνUαβ〈Dfµ, Dfβi 〉〈Dfν , Dfαk 〉fγi fθk
−UγµUθνUαβ〈Dfµ, Dfαl 〉〈Dfθ, Dfβi 〉fγi fνl
= UγµUθνUαβ〈Dfµ, Dfβi 〉〈Dfν , Dfαk 〉fγi fθk
−UγµUνθUβα〈Dfµ, Dfβk 〉〈Dfν , Dfαi 〉fγi fθk
= UγµUθνUαβ〈Dfµ, Dfβi 〉〈Dfν , Dfαk 〉F γθik
= UβµUανUθγ〈Dfµ, Dfγi 〉〈Dfν , Dfθk 〉F βαik .
We conclude Item (iv). Lemma 2.3 is proved. 
Now we will prove Proposition 2.1. By using (10), we have that S = (δij −
Mij)(δkl −Mkl)Uαβ(fβijfαkl − fβikfαjl). Thus, by Lemma 2.3, we obtain
S = Uαβ(fβi f
α
kk − fβk fαik)i
+Uαβi (f
β
i f
α
kk − fβk fαik) + UαγUβµ〈Dfγ , Dfµi 〉F βαik,k
+UανUβµUθγ〈Dfµ, Dfγi 〉〈Dfν , Dfθk 〉F βαik
= (Uαβ(fβi f
α
kk − fβk fαik) + UαγUβµ〈Dfγ , Dfµk 〉F βαki )i + V αβik F βαik ,(16)
where V αβik is given by
(17) V αβik = U
ανUβµUθγ〈Dfµ, Dfγi 〉〈Dfν , Dfθk 〉 − (UαγUβµ〈Dfγ , Dfµi 〉)k.
It holds that
Lemma 2.4. V αβik F
βα
ik = 〈R⊥(∇fγ ,∇fµ)ηµ, ηγ〉.
In fact, by using (9) it follows that
g(Aµ∂i, A
γ∂k) = f
µ
ilg
lrfγkr = f
µ
ilf
γ
kr(δlr − Uθνfνl fθr )
= 〈Dfµi , Dfγk 〉 − Uθν〈Dfµi , Dfν〉〈Dfγk , Dfθ〉.(18)
Now, by (17) and using that Uαβr = −UαγUβµUγµ,r, we obtain
V αβik = U
ανUβµUθγ(Uµγ,i − 〈Dfµi , Dfγ〉)〈Dfν , Dfθk 〉 − Uαγk Uβµ〈Dfγ , Dfµi 〉
−UαγUβµk 〈Dfγ , Dfµi 〉 − UαγUβµ〈Dfγk , Dfµi 〉 − UαγUβµ〈Dfγ , Dfµik〉
= −UανUβθi 〈Dfν , Dfθk 〉 − UανUβµUθγ〈Dfµi , Dfγ〉(Uνθ,k − 〈Dfνk , Dfθ〉)
−Uαγk Uβµ〈Dfγ , Dfµi 〉 − UαγUβµk 〈Dfγ , Dfµi 〉
−UαγUβµ〈Dfγk , Dfµi 〉 − UαγUβµ〈Dfγ , Dfµik〉
= −Cαβik + Uαγk Uβµ〈Dfµi , Dfγ〉+ UανUβµUθγ〈Dfµi , Dfγ〉〈Dfνk , Dfθ〉
−Uαγk Uβµ〈Dfγ , Dfµi 〉 − UαγUβµ〈Dfγk , Dfµi 〉
= −Cαβik + UανUβµUθγ〈Dfµi , Dfγ〉〈Dfνk , Dfθ〉 − UαγUβµ〈Dfγk , Dfµi 〉,
where Cαβik is given by
Cαβik = U
ανUβθi 〈Dfν , Dfθk 〉+ UαγUβµk 〈Dfγ , Dfµi 〉+ UαγUβµ〈Dfγ , Dfµik〉.
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Note that Cαβik = C
αβ
ki . Since F
βα
ik = −F βαki we obtain that Cαβik F βαik = 0. Thus, by
using that ∇fα = Uαγfγi ∂i, it follows from (18) and Ricci’s equation that
V αβik F
βα
ik = −(fβi fαk − fβk fαi )UαγUβµg(Aµ∂i, Aγ∂k)(19)
= −(g(Aµ(∇fµ), Aγ(∇fγ))− g(Aµ(∇fγ), Aγ(∇fµ)))
= −〈R⊥(∇fγ ,∇fµ)ηµ, ηγ〉,
which together with (16) concludes the proof of Proposition 2.1.
3. Proof of Theorem 1.1.
Since f = (f1, . . . , fm) : Rn → Rm is an asymptotically flat map it holds that
fαi = O(|x|−p/2) and fαik = O(|x|−p/2−1), for all i, k = 1, . . . , n and α = 1, . . . ,m. In
particular, Uαγ tends to δαγ when |x| → ∞. Furthermore, using (II) and (III), we
have that Uαβ − δαβ = −g(∇fα, fβ) = Uαγ〈Dfγ , Dfβ〉 = O(|x|−p). This implies
(Uαβ − δαβ)(fβi fαkk − fβk fαik) = O(|x|−2p−1)
and
UαγUβµ〈Dfγ , Dfµk 〉fαi fβk = O(|x|−2p−1).
Since p > (n− 2)/2 we have that 2p+ 1 > n− 1 = dimSr. Thus we obtain
(20) lim
r→∞
∫
Sr
Uαβ(fβi f
α
kk − fβk fαik)
xi
|x| = limr→∞
∫
Sr
(fαi f
α
kk − fαk fαik)
xi
|x|
and
(21) lim
r→∞
∫
Sr
UαγUβµ〈Dfγ , Dfµk 〉(fαi fβk − fαk fβi ) = 0.
Furthermore the function S⊥ = 〈R⊥(∇fα,∇fβ)ηβ , ηα〉 ∈ O(|x|−2p−2) since, by
(19) and (18), it is expressed by
(22) S⊥ = UαγUβµ(〈Dfγk , Dfµi 〉+ Uθν〈Dfµi , Dfν〉〈Dfγk , Dfθ〉)(fαi fβk − fβi fαk ).
Since 2p+ 2 > n it follows that S⊥ : Rn → R is integrable. We recall also that, by
hypothesis, the scalar curvature function S : Rn → R is integrable.
Since gkik − gkki = fαi fαkk − fαk fαik, it follows from Proposition 2.1 together with
(20), (21) and the divergence theorem, that∫
Rn
S + S⊥ = lim
r→∞
∫
Sr
〈X, x|x| 〉 = limr→∞
∫
Sr
(fαi f
α
kk − fαk fαik)
xi
|x|
= 2(n− 1)ωn−1mADM .
Theorem 1.1 follows from the fact that
∫
Rn
S + S⊥ =
∫
M
(S + S⊥) 1√
G
dM .
4. proof of Theorem 1.2
Let ν : ∂Ω→ Rn be the unit vector field orthogonal to ∂Ω pointing outward to
Ω. Let HΣ = −divRnν be the mean curvature of Σ = ∂Ω seen as a hypersurface of
the Euclidean space Rn.
Since each connected component of Σ is a level set of fα, for all α, it follows
that the gradient vector field Dfα is normal to Σ, hence
(23) Dfα = 〈Dfα, ν〉 ν in Σ.
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In particular, Dfα and Dfβ are linearly dependent which implies that
fαi f
β
k − fαk fβi = 〈(Dfβ ∧Dfα)ei, ek〉 = 0 in Σ,(24)
for all α, β = 1, . . . , n. Here, ”∧ ” : Rn×Rn → (Rn)∗ is the skew-symmetric tensor
given by (u ∧ v)w = 〈v, w〉u − 〈u,w〉v, for all u, v, w ∈ Rn.
Using (11), (23) and (24) we obtain
〈X, ν〉 = Uαβ(fβi fαkk − fβk fαik)νi(25)
= Uαβ(∆fα〈Dfβ, ν〉 −Hessfα(Dfβ , ν))
By a simple computation we have that
∆fα = ∆Σf
α +Hessfα(ν, ν)−HΣ〈ν,Dfα〉(26)
Using that fα is constant along Σ it follows that ∆Σf
α ≡ 0 and Dfβ = 〈Dfβ , ν〉ν
in Σ. Thus, by (25) and (26), we obtain
〈X, ν〉 = Uαβ(Hessfα(ν, ν)〈Dfβ , ν〉 −Hessfα(Dfβ , ν)−HΣ〈ν,Dfα〉〈Dfβ , ν〉)
= −UαβHΣ〈ν,Dfα〉〈Dfβ , ν〉 = −UαβHΣ〈Dfα, Dfβ〉(27)
Again using (23), we write Dfα = λαν, in Σ, where λα = 〈Dfα, ν〉. In particular,
Uαβ = δαβ+λ
αλβ , in Σ, for all α, β. This implies that Uαβ = δαβ−λαλβ/(1+ |λ2|),
in Σ, where |λ|2 = |Df |2 = (λ1)2 + . . .+ (λm)2. Thus, in Σ, it holds
Uαγ〈Dfγ , Dfα〉 = Uαγλαλγ = (δαβ − λ
αλβ
1 + |λ|2 )λ
αλβ =
|Df |2
1 + |Df |2 .(28)
As in the proof of Theorem 1.1, using that f is an asymptotically flat map we
have that limr→∞
∫
Sr
〈X, x|x|〉 = 2(n − 1)ωn−1mADM . By Proposition 2.1 and the
divergence theorem, we obtain from (27) and (28) that∫
Rn−Ω
S + S⊥ = lim
r→∞
∫
Sr
〈X, x|x| 〉+
∫
Σ
〈X, ν〉(29)
= 2(n− 1)ωn−1mADM −
∫
Σ
|Df |2
1 + |Df |2H
Σ.
Theorem 1.2 is proved.
5. proof of Theorem 1.3
Let A : Rm → Rm be an isometry that transforms the straight line ℓ into
the vertical line A(ℓ) = {(t, 0, . . . , 0) ∈ Rm ∣∣ t ∈ R}. Consider the map f¯ =
A ◦ f : Rn \ Ω → Rm and let MA be the graph of f¯ with its natural metric. Since
ϕ¯(x) = (x, f¯ (x)) = (x, fα(x)e¯α), where e¯α = Aeα, we obtain that MA is isometric
to M . This implies that the ADM mass and scalar curvature of MA coincides with
mADM and S, respectively. Furthermore, by (22), we also obtain that the normal
function S⊥A (as defined in (6)) coincides with S
⊥. Thus, without loss of generality,
we can assume that the straight line ℓ = R× {0} ⊂ Rm.
First we claim the following
Claim 5.1. For all γ ∈ {1, . . . ,m} and x0 ∈ Σ it holds that limx→x0 ∇fγ(x) =
±(0, δ1γe1). In particular, limx→Σ Uαβ = δαβ − δ1αδ1β, for all α, β.
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In fact, we fix x0 ∈ Σ. First we assume, by contradiction, that limx→x0 ∇fα = 0,
for all α. By Item (III) of Lemma 2.2 we have that Uαβ = δαβ − g(∇fα,∇fβ).
Thus we obtain
(30) lim
x→x0
Uαβ = δαβ ,
for all α, β. Using that ∂i = (ei, f
β
i eβ), ∇fγ = Uγαfαi ∂i and g(∇fγ ,∇fβ) =
Uγα〈Dfα, Dfβ〉 we have
∇fγ = Uγαfαi ∂i = Uγα(Dfα, 〈Dfα, Dfβ〉eβ)
= (UγαDfα, g(∇fγ ,∇fβ)eβ).(31)
Consider π1, π2 : Rn × Rm → Rn the orthogonal projections π1(x, y) = x and
π2(x, y) = y. By (30) and (31) we have
0 = lim
x→x0
π1∗(∇fα) = limx→x0 U
αβDfβ = lim
x→x0
Dfα,
for all α. Thus the graph of M is tangent to the plane Rn × {0}, along ∂M . This
is a contradiction. Thus, we can set 1 ≤ γ ≤ m so that lim supx→x0 |∇fγ | > 0.
Using that M is tangent to the cylinder Σ× (R×{0}) along Σ = ∂M we obtain
that the vector η = (0, e1) is tangent toM and normal to ∂M , hence it is a conormal
vector field along ∂M . Since each connected component of Σ is a level set of fα,
for all α, and M extends C2 up its boundary, it is easy to see that, for all α, either
limx→x0 |∇fα| = 0 or limx→x0 ∇fα/|∇fα| = ±η. By using (31), that η = (0, e1)
and that limx→x0 ∇fγ/|∇fγ | = ±η we obtain
(32) ± e1 = lim
x→x0
π2∗(∇fγ/|∇fγ |) = limx→x0 g(∇f
γ/|∇fγ |,∇fβ)eβ .
This implies that
(33)
limx→x0 g(∇fγ/|∇fγ |,∇fβ) = 0, for all β 6= 1;
limx→x0 g(∇fγ/|∇fγ |,∇f1) = ±1.
If we assume that lim supx→x0 |∇fβ| > 0, for some β 6= 1 then, by (33), we obtain
0 = lim
x→x0
g(∇fγ/|∇fγ |,∇fβ) = lim sup
x→x0
g
(∇fγ/|∇fγ |,∇fβ/|∇fβ|)|∇fβ|
= ±g(η, η) lim sup
x→x0
|∇fβ| = ± lim sup
x→x0
|∇fβ |,
which is a contradiction. Thus, it holds that
(34) lim
x→Σ
∇fβ = 0, for all β 6= 1,
We conclude that γ = 1, which implies that ±η = limx→x0 ∇f1/|∇f1|. Moreover,
again using (33), we obtain that limx→Σ |∇f1| = limx→Σ g(∇f1/|∇f1|,∇f1) = 1.
This implies that limx→x0 ∇f1 = ±(0, e1). Claim 5.1 is proved.
The following claim follows as a consequence of Claim 5.1.
Claim 5.2. limx→ΣDfα = 0, for all α 6= 1, and limx→Σ |Df1| = +∞.
In fact, it follows from (31) together with Claim 5.1 that limx→Σ UγαDfα = 0,
for all γ. Thus, since 1 = limx→Σ g(∇f1,∇f1) = limx→Σ U1α〈Dfα, Df1〉 we have
that limx→Σ |Df1| = +∞. Claim 5.2 is proved.
Let F k = (f1;k, f2;k, . . . , fm;k) : Rn \ Ω → Rm, with k = 1, 2, . . ., be a sequence
of smooth maps satisfying:
(i) F k coincides with f outside a compact subset containing Σ;
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(ii) F k = 0 everywhere in Σ and moreover the map (f2;k, . . . , fm;k) vanishes in
a neighborhood Uk ⊂ Rn\Ω of the boundary ∂Ω with Ln-measure |Uk| → 0,
when k →∞;
(iii) if Mk is the graph of fk with its natural metric then the closure M¯k con-
verges to M¯ with respect to the C2-topology.
Note that Theorem 1.2 applies for F k : Rn \ Ω → Rm. By using (i), the ADM-
mass of Mk coincides with the ADM-mass of M . By using (iii) and (10), for all
x ∈ Rn \ Ω, the scalar curvature Sk : Rn \ Ω → R of the graph M¯k satisfies
limk→∞ Sk(x) = S(x). By using (22), we have that S⊥k converges to S
⊥ in Rn \ Ω¯.
By using (ii), the function S⊥k vanishes in a neighborhood of Σ = ∂Ω, hence S
⊥
k also
converge to S⊥ in the points of Σ. We obtain that Sk + S⊥k converges uniformly to
S + S⊥ in Rn \ Ω. Thus, by Theorem 1.2, we have
mADM =
1
2(n− 1)ωn−1 limk→∞
(∫
Rn\Ω
(Sk + S
⊥
k ) +
∫
Σ
|DF k|2
1 + |DF k|2H
Σ
)
=
1
2(n− 1)ωn−1
(∫
Rn\Ω
(S + S⊥) +
∫
Σ
HΣ
)
Theorem 1.3 is proved.
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