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Abstract
This thesis presents a study of condensed matter systems at di↵erent length scales.
The first part presents a study of elastic instabilities in biological systems ranging from
the cerebral cortex in the brain to the lining of the intestines. Such instabilities lead
to a zoo of morphologies ranging from primary folds to villi and crypts to secondary
folds and are brought about by growth, mechanical stresses, or a combination of the
two. We propose a novel model for the description of primary folds in the cerebral
cortex. Motivated by the spatial structure of the cortex, we model its elasticity as a
smectic liquid crystal. With this novel description we show that vertical pulling forces
via axonal tension from the brain underlying white matter can lead to buckling, which
initiates the primary folds. Moreover, we are able to obtain a reasonable estimate
of the critical wavelength and strain for buckling. We also model the formation of
secondary folds in the cortex to obtain a more comprehensive theory. We continue this
study of elastic instabilities due to growth by studying a more general system comprised
of two coupled elastic membranes, one of which undergoes growth and one that does
not. We employ an active formulation of growth and compare it to the one due to
Rodriguez [1]. We show that di↵erent morphologies corresponding to di↵erent systems,
such as the cerebral cortex and the lining of the intestines, can be obtained from our
model by choosing di↵erent active stress functional forms to begin to classify the zoo
of morphologies observed in seemingly di↵erent biological systems. In the second part
of this thesis, to work towards a more microscopic view of biological tissues such as the
brain tissue, which is composed of neurons, glial cells, and progenitor cells, we model an
experiment [2] studying the dynamic interaction between neural crest cells and placodal
cells in which the placodal cells run away from the neural crest cells following contact
between the two. Our modeling contributes towards generalizing the rules governing the
interplay between di↵erent cell types, particularly during collective cell migration. In the
final part of this thesis, we move to an even smaller length scale. Our main motivations
come from a series of experiments on the localization of light and the application of
tight-binding models to the electronic transport properties of DNA sequences. To this
end, we study the statistical properties of the conductance distribution and Lyapunov
exponents in the Anderson tight-binding model with Levy-type disorder.
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Chapter 1
Introduction
The term condensed matter physics was coined by Philip Anderson around 1967. Before
that, it was more broadly known as “solid state theory.” Since then the field has evolved
greatly and many sub-fields have emerged. The two most prominent divisions correspond
to hard and soft condensed matter. Those interested in the former will generally be
interested in how quantum mechanical properties of small constituents can a↵ect the
large scale properties of the whole system, i.e. a theory of electronic transport through
conductors. On the other hand, soft condensed matter theorists are usually interested in
systems that can be deformed through thermal fluctuations or internal (external) stress
such a growth. In these scenarios, quantum mechanical e↵ects can be safely ignored.
Some interesting examples include the development of a model to describe how the brain
develops its distinctive folds, or a model explaining why the cereal you eat in the morning
seems to clump together when wet, aka, “cheerios e↵ect”.
(a) Cheerios e↵ect (b) Model of human brain
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In this thesis, I will discuss some interesting problems from both ends of the condensed
matter spectrum. In order to maintain a topical path in mind, I provide a list of
questions below that have motivated the studies presented hereafter. Furthermore, I
provide a roadmap for the topics presented. As for the questions:
• How does the brain develop its distinctive folds? What are the primary ingredients
for developing a quantitative model consistent with experimental measurements of
the brain? Do brain structure, internal/external stresses play as important roles
in brain development? Though the brain is arguably the most studied organ, there
is no consensus as to what dictates the development of such peculiar morphology.
Answering this question is interesting not only from a theoretical standpoint, but
could also have ramifications in medicine. In fact, many neurodegenerative diseases
a↵ect the way the brain develops its folds such as lissencephaly, the absence of folds,
and microgyria, the presence of abnormally small folds.
• How does growth play a role in the development of biological tissues? All biological
systems owe their shape to growth; nevertheless, to this day there is no fundamen-
tal thermodynamic description of growth. A quick google search reveals that most
studies employ the “Rodriguez’s formulation” of growth, which is very popular in
the engineering community, whereas in the physics community there have been
various formulations that have been employed. In chapter 3, after reviewing the
Rodriguez’s formulation I present an alternative description of growth and provide
a connection to the Rodriguez’s growth hoping to bridge the gap between di↵erent
schools of thought.
• How does a cell move along the extra-cellular matrix? And what are the mech-
anistic rules of interactions between two such cells? Motivated by a series of
experiments performed at University College London [2], I describe a microscopic
model of cell-cell interaction. The ultimate goal of this model is to be able to
quantify cancer cell migration/invasion as well as cell sorting.
• How do standard results from Anderson localization in one-dimension change
when one employs random on-site energies with infinite first and/or second mo-
ments? Is the distribution of conductance fully described by one parameter (Single-
Parameter-Scaling)?
2
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Figure 1.2: Topical roadmap for the thesis
From the above questions and roadmap, the underlying theme of this thesis becomes
more apparent. First, I ask how the small scale constituents (neurons, glial cells, cell
proliferation) a↵ect the large scale (morphology) of a given system (brain and biological
tissues). I then move to the cell length-scale, where the dynamics are a↵ected both by
the large scale extra-cellular matrix, as well as microscopic interactions with other cells.
Finally, in the case of electrons moving through disordered conductors, it is the large
scale (statistics of disorder) that a↵ect the dynamics of the electron wave-functions.
1.1 The brain as an elastic material
The cerebral cortex, or grey matter, is the outermost layer of nerve tissue covering the
cerebrum and plays a key role in high-level cognitive functions, such as decision-making.
The nerve cells in the cerebral cortex contain nonmyelinated axons, and the cortex is
distinguished from the underlying nerve tissue consisting of nerve cells with myelinated
axons, otherwise known as white matter. The geometry of the cortex varies across
mammals [8]. See Fig. 1.3. In mice, the cortex is smooth, while in larger mammals,
3
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the cortex develops folds. These folds allow for greater surface area of the cortex so
that more neurons can participate in, and, therefore, presumably enhance higher-level
cognitive functions. To date, there are two competing mechanisms proposed to drive
Figure 1.3: Drawing of a human brain from an article by Sanger Brown M.D. in
Polular Science Monthly 46, 155 (1894).
cortex folding. The first proposal claims that the folds are driven by axonal tension
from the underlying white matter, drawing the sides of gyri (outward folds) together [9]
see Fig. 1.4a. This mechanism is appealing because it can be related to the e cient
wiring of neurons via the minimization of distances. Moreover, this model does not
invoke any elastic instabilities, i.e. buckling. The second competing proposal suggests
that the folds are driven by buckling [10]. See Fig. 1.4b. More specifically, fast growth
of the outermost layer of the cortex produces compressive stress that leads to buckling
of this layer as modulated by the sti↵ness of the underlying foundation (comprised
of the remaining layers of the cortex and the white matter). Interestingly, this type of
buckling model can also be invoked to study many shape changes in nature ranging from
plant growth to geological folds [11]. Indirect evidence for each mechanism exists. For
Figure 1.4: Schematic of (a) the axonal tension model, which distinguishes between
the cortex (denoted by the dark gray shading) and the underlying white matter, (b)
the di↵erential growth model, which distinguishes between the top layer of the cortex
and the rest of the brain matter, (c) the model we propose to investigate. The red lines
denote axons, the black arrows denote the direction of the force. Only three layers of
the cortex are drawn for simplicity.
instance, in fetal brains, if most of the tissue below the cortex is surgically ablated prior
4
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to folds developing, folds eventually do develop [12]. This observation suggests that the
intracortical buckling drives folding, and not axonal tension from the underlying white
matter. In addition, a quantitative model of buckling of an elastic plate (the top layer
of the cortex) supported by an elastic foundation (the white matter) yields a critical
wavelength for buckling that agrees with the typical distance between folds, provided
the Young’s modulus of the white matter is 10 times less than the grey matter [10]. For
the axonal tension model, as originally formulated, neuronal pathways connecting gyri
should be denser than those connecting sulci (inward folds). Some data supports this
notion, though the results may be a matter of defining which surrounding regions belong
to gyri and which belong to sulci [13]. Moreover, cortical folds generated by linking
di↵erent areas of the brain via axonal tension means that denser neuronal pathways
should exhibit straighter white-matter trajectories. There exists data to support this
notion [14]. On the other hand, cuts in ferret brain tissue indicate that the tension does
not run between gyri, but radially outward [15], see figure below.
Figure 1.5: (1) Radial cuts through the gyri do not open, indicating lack of tension
between the walls. (2) Radial cuts through the base do open, which indicates cir-
cumferential tension. (3) Circumferential cuts through the gyri open, indicating radial
tension.
Quantitative data for the axonal tension model at the same level of the buckling mech-
anism is currently lacking.
Indeed, it could very well be that both mechanisms are at play in the folding of the
cortex. If so, can we distinguish between the two? To begin to do so, we develop a
5
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new model of the elasticity of the cortex that takes into account (1) the elongated, or
rod-like, structure of nerve cells sitting in a “background” of softer, glial and progenitor
cells, (2) the layered structure of the cortex [16], and (3) that brain tissue (the cortex
included) is a viscoelastic material with both a non-zero storage modulus and non-zero
loss modulus [17]. The combination of these three ingredients may make it reasonable,
at some time scale, to model the cortex as a layered liquid crystal with the neurons
representing the liquid crystal molecules.
With this “cortex as a liquid crystal structure” in what will turn out to be the smectic
phase, we can revisit the axonal tension model and investigate the e↵ect of pulling forces
on the cortex. We will do this in both a planar geometry and a polar geometry and
demonstrate that “vertical pulling” of the axons in the underlying white matter can
lead to buckling in a layered structure. Our analysis allows for an updated version
of the axonal tension hypothesis that is more consistent with the data. Prior to this
work, all buckling models for cortex folding are based on “horizontal compression’.’
Chapter 2 of this thesis details the “cortex” as a smectic approach in a planar and
polar geometry to estimate the critical force needed to generate cortical folds with some
critical wavelength. In the next section, I present a short introduction to liquid crystals
for readers not familiar with the underlying theory.
1.1.1 Liquid crystals
Before delving into the properties of smectic liquid crystals, we should recall the main
di↵erence between liquids and crystals. From Soft Matter 101, one learns that a crystal
has a high degree of order: its various constituents are arranged in a periodic three-
dimensional lattice. On the other hand, in a liquid the molecular constituents are not
ordered in such a fashion. Perhaps the most striking di↵erence is represented by the
fact that liquids flow. Simply put, a liquid crystal is a phase of matter with properties
in between those of solids and liquids. In fact, a liquid crystal may flow like liquids and
also possess some degree of orientational order like in solids. Therefore, the mechanics of
liquid crystals is akin to that of fluid mechanics and the theory of elasticity. Depending
on this degree of order, one may distinguish various phases of liquid crystals. The first
example one usually encounters in the study of liquid crystals is the nematic phase.
Although the molecular components of nematics do not display long-range order, the
molecules tend to align to a common vector, n, called the director. The energy of such
systems are invariant under the transformation n!  n.
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Figure 1.6: Schematic representation of nematic liquid crystals.
In general, the free energy for nematics is expressed in terms of the director as
F =
K1
2
(r · n)2 + K2
2
(n ·r⇥ n)2 + K3
2
(n⇥r⇥ n)2 , (1.1)
where the coe cients K1,K2,K3 are called the elastic moduli. The three terms in
the elastic free energy correspond to splays, twists, and bends respectively [18]. The
main characteristic feature that distinguishes smectics from nematics is their well-defined
layered structure. However, within each layer the components show no long-range order
and act as a liquid.
Figure 1.7: Schematic representation of smectic liquid crystals.
Due to the microscopic homogeneity in the x  y plane, the fundamental hydrodynamic
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variable is chosen to be the z-component of the displacement field uz ⌘ u. The defor-
mation free energy is then
F =
B
2

@zu  1
2
(@xu)
2   (@yu)2
 2
+
K
2
(4?u)2 . (1.2)
The first term in the square bracket corresponds to the energy cost due to a compression
(expansion) of the layers, and the last two terms inside the square brackets take into
account the rotation of the layers. Another way to describe this rotation term is by
viewing it as the non-linear terms of the strain tensor uij . Finally, the last term is the
energy cost due to the bending of the layers [18].
1.2 Tissue morphogenesis
The most obvious distinction between living and non-living organisms is the presence
of cell division in the former. Despite this obvious di↵erence, cell division (and cell
death) remarkably a↵ects living tissues mechanical responses in a non-trivial way. In
most living tissues, cell division often takes place in confined environments. Even in
non-confined environments, the cells might proliferate in localized regions of the tissue.
In either case, cell division gives rise to internal stresses that a↵ect the shape of the
tissue. Many biological tissues, such as the brain as discussed above, or the intestine
display folded structures with characteristic length scales [19]. Oftentimes, these folded
patterns are reminiscent of buckling profiles of elastic materials under stresses. For this
reason, most quantitative descriptions of biological tissues have employed a continuum
formulation of elasticity theory. Although this might seem as crude approximation as it
ignores the vast heterogeneities present in living tissues, it turns out that at small strains
tissues can behave nearly elastically. For this reason, in Chapter 3 I will assume that
such materials can be e↵ectively described by the linear elastic energy density. With
this in mind, the main goal of Chapter 3 is to provide a di↵erent framework to describe
growth in biological systems. The most widely used description of growth to this day,
is known as Rodriguez’s growth. This formulation assumes that the total deformation
tensor, F, is decomposed into two components: elastic deformation and growth. More
details shall be provided in Chapter 3. On the other hand, our formulation of growth
di↵ers in such a way that we focus on the generation of internal stresses due to the cell
proliferation as mentioned above. Thus, instead of assuming a growth deformation, one
assumes a stress tensor component due to the active proliferation. Finally, I shall show
that in the case of incompressible materials and uniform growth the two formulations
are equivalent.
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1.2.1 A primer on the theory of elasticity
The deformation gradient is defined as the derivative of the position vector x in the
deformed configuration with respect to X, the reference vector
Fij =
@xi
@Xj
=
 
@x1
@X1
@x1
@X2
@x2
@X1
@x2
@X2
!
(1.3)
Furthermore, the deformation tensor can be rewritten in terms of the displacement
vector u ⌘ x X
F =
@
@X
(X+ u)
Fij = @iuj +  ij , (1.4)
where we switched to tensor notation in the last step [20]. A pictorial representation of
the mapping between reference and deformed configuration is shown in Fig. 3.4.
Figure 1.8: Deformation of body from reference configuration.
As a simple example, we can consider a counter-clockwise body rotation about the z-axis
x = X cos ✓   Y sin ✓
y = X sin ✓ + Y sin ✓.
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Figure 1.9: Rigid body counter-clockwise rotation about the z-axis.
The deformation gradient is then
F =
 
cos ✓   sin ✓
sin ✓ cos ✓
!
(1.5)
In general the description of body under deformation begins with the introduction of
an elastic energy density by arguing that the preferred infinitesimal separation of points
is the distance dX = (dX·dX)1/2 in the undeformed state. A di↵erence in dX from
the corresponding distance in the deformed configuration dx = (dx·dx)1/2, where dx =
x (X+ dX) x(X) gives rise to an increase in the elastic energy. This is akin to Hooke’s
law where stretching or compressing a spring leads to an increase in the stored energy
in the spring [21]. Hence, it is reasonable to assume that the energy density of the
body under deformation depends on the coe cients of (dx)2   (dX)2. The deformed
coordinates can then be expressed as
dxi = dXj +
@ui
@Xj
dXj (dx)
2   (dX)2 = 2EijdXidXj (1.6)
where
Eij =
1
2
✓
@ui
@Xj
+
@uj
@Xi
+
@uk
@Xi
@uk
@Xj
◆
(1.7)
is the Lagrangian strain tensor. The strain tensor can also be expressed in terms of the
deformation tensor as [18]E = 12
 
FTF  I . The thermodynamically conjugate field to
the displacement field u is a force. Thus, in order to describe how such a force a↵ects the
energy of the body, we need a way to describe internal forces of the body. We can start
10
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with the premise that any force F¯ (the bar is used to distinguish from the deformation
tensor) can be expressed as a volume integral of a force density
F¯ =
Z
⌦
d3Xf . (1.8)
From vector analysis, we know that the integral of a scalar can be transformed into an
integral over the surface, provided the scalar is the divergence of of vector. In eq. 1.8,
we have the volume integral of a vector, not a scalar. Therefore, the force vector F¯ must
be the divergence of a second-rank tensor
fi = @j ij , (1.9)
with @i = @/@Xi. The force within any volume can be written as
F¯i
Z
⌦
fid
3X =
Z
@j ijd
3X =
Z
@⌦
 ijdSj . (1.10)
The tensor  ij is called the stress tensor. From eq. 3.57 it follows that  ijdSj is the i-th
component of the force acting on the surface element dS. For instance,  yy denotes the
force on unit area perpendicular to the y-axis, whereas  xy denotes the tangential force
(along the x-axis). We can now begin to understand how a non-zero displacement u
a↵ects the energy of the system. We can calculate the work done by the internal forces
by multiplying the force F¯i by the the displacement  ui and integrating over the volumeZ
 Wd3X =
Z
fi uid
3X =
Z
@j ij uid
3X. (1.11)
Integrating by parts, we obtainZ
 Wd3X =
I
 ij uidSj  
Z
 ij@j uid
3X. (1.12)
The first integral vanishes by choosing the outer surface to be outside of the system.
The second integral can be evaluated by exploiting the symmetry of the stress tensorZ
 Wd3X =  1
2
Z
 ij (@j ui + @i uj) d
3X
=  1
2
Z
 ij  (@jui + @iuj) d
3X
=  
Z
 ij Eijd
3X. (1.13)
Therefore, we find the work  W in terms of the strain tensor as  W =   ij Eij . From
statistical mechanics 101, we recall that an infinitesimal energy change in the internal
energy of a system is given by the heat acquired and the work done by the internal
11
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forces:
dE = TdS +  ijdEij . (1.14)
Eq. 1.14 represents the fundamental equation connecting thermodynamics to the theory
of elasticity. Furthermore, recalling that the free energy is given by F = E  TS, we can
express the infinitesimal change in free energy in terms of the stress tensor as
dF =  SdT +  ijdEij . (1.15)
Hence, one can obtain the stress tensor from the free energy density by di↵erentiating
with respect to the strain tensor at constant temperature.
 ij =
✓
@F
@Eij
◆
T
. (1.16)
In order to apply the theory of elasticity to biological tissues, one generally assumes that
the body is hyper-elastic, which means that the stress-strain relationship can be derived
from a given elastic energy function as given above. For the remainder of this thesis, I
shall assume the strains are su ciently small and linear elasticity can be safely applied.
The free energy density of linear elasticity is given by
F =  E2ii + 2µE2ij . (1.17)
[18]
1.3 Cell motility and cell-cell interaction
1.3.1 Single cell migration
Chapter 4 of this thesis tackles the seemingly simple problem of two interacting cells
moving in one-dimension. To date, most of the quantitative understanding of cell motion
comes from in-vitro experiments where synthetic surfaces are coated with extracellular
matrix (ECM) proteins. While considerable success has been achieved in predicting cell
velocity and shapes; it naturally prompts the question to wonder whether the crawling
environment of a cell is indeed smooth. Generally, this is not the case. In fact, the ECM
is made up of fibrous collagen having a large size-variety of pores that can be as large as
the cell size (tens of micrometers). Numerous experimental findings have shown that cell
crawling on two-dimensional surfaces is markedly di↵erent from cell crawling along the
ECM. The former is characterized by the cell assuming fan-like shapes, whereas in the
latter, the cell assumes elongated shapes traversing along the ECM fibers. Cell motion
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in two-dimensions begins with a cell extending its leading edge through actin filament
polymerization and nucleation. Actin filaments are polar homopolymer filaments that
are among three constituents of a cell’s cytoskeleton. Actin filaments have two di↵erent
sides, a plus end (barbed) and a minus end (pointed), Fig. 1.10.
Figure 1.10: Structure of an actin filament showing the barbed (or plus) and pointed
(or minus) ends [3].
The former corresponds to the location where actin monomers are added, whereas the
latter is where depolymerization occurs. A net center of mass displacement occurs when
the on/o↵ rates between the two ends di↵er. While the cell is extending towards the
leading edge, it also begins to create new focal adhesions. Focal adhesions are responsible
for the attachment of the cell to the substrate and are mainly comprised to proteins called
integrins. As the cell reaches its maximum extension, focal adhesions in the rear are
disassembled and the cell retracts to catch up with the front. Thus, focal adhesions are
the mediators of interaction between the cell and the extra-cellular matrix.
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Figure 1.11: Schematic of cell crawling by extension of the lamellipodium via actin
polymerization. [4]
1.3.2 Cadherin mediated interactions
Now that we have developed an understanding of how cells migrate along ECM fibers, we
turn to the case of coordinated migration of cells moving along the ECM. Cancer metas-
tasis is one example where such dynamics plays a fundamental role and although many
experimental studies and quantitative models have tried to address this phenomenon,
the mechanics of interactions remain to this day elusive. The theoretical framework I
will describe in Chapter 4 is motivated by a series of experiments performed by Theve-
neau et. al [2] using two di↵erent cell types: Neural crest cells, and placodes. Neural
crest cells (NC) are a very mobile cell population and have been compared to cancer
cells. Placodes (PL) are found in epithelial tissues and generally make up sensory or-
gans. In this series of experiments, they found that NC cells chase the PL cells through
chemotaxis and PL cells run away when contacted by NC cell via contact inhibition of
locomotion. This interplay was studied by culturing NC and PL cells next to each other.
Interestingly, when the two cell types are cultured individually, the PL cells are fairly
localized, whereas NC are much more mobile and seem to be moving more randomly. To
test whether chemotaxis was solely responsible for chase-and-run, the protein Cxcr4MO
was introduced and it led to transient contacts between the two cell types, but it was
insu cient to generate directed migration of PL cells. Hence, it is clear that chemotaxis
is an important aspect for this type of behavior. It turns out that both NC and PL
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cells express N-cadherin; however, the presence of E-cadherin is found only in PL cells.
The in vitro experiments showed that NC cells make repeated contacts with PL cells,
where N-cadherin accumulate at the NC-PL junction. Furthermore, using traction-force
microscopy measurements, it was found that these NC-PL junctions were able to trans-
mit force and produced a tension of about 12nN±2.25 between the two cell types. This
important fact will be used in Chapter 4 as the foundation of the theoretical model.
Figure 1.12: Neural Crest and Placode cells cultured apart. Top panel shows NC
cells chasing PL cells, which in turn run away. Image from Ref. [2].
Figure 1.13: Neural Crest and Placode cells cultured together. Top panel shows
NC cells chasing PL cells, which in turn run away. The bottom panel depicts the
same situation with the addition to Cxcr4MO which inhibits chemotaxis. This leads
to transient contact between the two cell types, but they are insu cient to generate
directed migration of PL cells. Image from Ref. [2].
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1.4 Anderson localization
The canonical example of Anderson localization starts with the non-relativistic Schrodinger
equation
i~@t (z, t) = H (z, t), (1.18)
where H is the single particle Hamiltonian defined as H =  ~22m @
2
z + V (z). Without loss
of generality, one can assume that the particle is initially a Gaussian-wave packet. When
there is no external potential, the packet will continue moving ballistically. On the other
hand, when a potential is turned on the precise shape of  (z) will in general depend on
the type of potential. Nevertheless,  will not be the quantity of interest, rather it will
be | (z)|2 and its fluctuations. From a classical standpoint, it is clear that if a particle
has kinetic energy larger than the disorder potential V , it will be able to go over the
potential landscape. The world of quantum mechanics is however more intricate. In
fact, no matter how large or small the initial kinetic energy, the particle wave function
can tunnel through the potential. Consequently, upon interacting with a given potential
landscape, the wave function will be split into transmitted and reflected parts. Thus, it
should be reasonable to think that after many scattering events the transmission of the
wave-packet should halt. This fact has been shown experimentally and the wave-packet
assumes the following exponential form
| (z)|2 ⇠ exp
✓
  |z|
⇠0
◆
, (1.19)
where ⇠0 is the localization length. This exponentially decaying wave function is the
essence of Anderson localization: the absence of di↵usion through disordered media. At
this point, one might naturally find a discrepancy with standard solid state theory, where
one learns that the wave function of electrons moving through a crystal are represented
by Bloch waves:  (z) = eikzu(z), where u(z) is a periodic function of z. However,
Bloch’s theory assumes that the conducting medium is a perfect crystal. In reality, this
is seldom the case as any material, no matter how uniform, will present heterogeneities.
Anderson’s insightful idea was to describe these impurities by the potentials with random
strengths. Thus, it is this random component that gives rise to space localized wave
functions.
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Figure 1.14: Experimental realization of Anderson localized waves. The initial wave
packet is observed to evolve into exponentially decay form. The disorder potential is
depicted in blue. Image from Ref. [5].
Furthermore, if one picks a di↵erent but statistically equivalent realization of disorder
potential, the wave function will still have the expression shown in 1.19. It turns out
that the phenomenon of localization is even more general. In fact, the conductance
of a given system, which is related to the transmission coe cient turns out to be a
random quantity. But, this random quantity has been shown to always have a log-normal
distribution (i.e. the logarithm of conductance has a normal distribution) regardless of
disorder configuration. To the best of our knowledge, this concept of universality has
been tested only for disorder distributions with finite first two moments. In Chapter
5, we will show numerical evidence showing this universality extends even to disorder
distributions having infinite mean and/or variance. Furthermore, it turns out that in
the case of gaussian or uniform disorder distribution, the distribution of conductance is
entirely parameterized by one parameter: the average logarithm of conductance. This
fact, known as single parameter scaling, is generally expressed as
var(ln g) = 2hln gi, (1.20)
where g is the conductance. Although the concept of Anderson localization was first
theorized in the context of the wave function of electrons in disordered conductors,
it turns out to be ubiquitous not only to quantum mechanical systems. In fact, any
wave phenomenon transmitting through a medium that presents disorder will in e↵ect
show space localized waves. This has been demonstrated with light as well as sound
waves. Interestingly enough, the theory of electronic transport through disordered one-
dimensional conductors has recently been applied to study the transmission properties
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of DNA . The successful application of this theory could potentially lead to a better
understanding of the transmission of DNA mutations and the functions of specific DNA
sequences [22].
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Elastic instabilities in the
cerebral cortex
2.1 Motivation
2.2 Model and methods
The cortex consists of neurons, glial cells, and progenitor cells. The glial cells provide
nutrients for the nerve cells they surround. Progenitor cells eventually become nerve
cells (nerve cells do not divide). The shape of each nerve cell is rod-like with a cross-
sectional diameter of order a micron and a length ranging from several hundreds of
microns to approximately a millimeter. The mechanical rigidity along the axon of the
nerve cell is provided by microtubules. Microtubules are semiflexible polymers with
a persistence length of approximately 1 mm [23]. Therefore, the nerve cells are rather
rigid “molecules.” The surrounding glial cells are softer [24]. Moreover, they presumably
provide for most of the viscosity observed in indentation experiments [24]. Since the glial
cells are softer, we will assume that the elasticity of the cortex is dominated by the rigid,
rod-like nerve cells.
2.2.1 Planar geometry
How are these rigid, rod-like nerve cells arranged in the cortex? As indicated in Fig.
2.1, they are predominantly oriented perpendicular to the outer surface of the cortex [8].
Moreover, the nerve cells in the cortex arrange themselves into six layers with the mor-
phology di↵ering slightly between layers. For simplicity, we assume that all the layers
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Figure 2.1: (a) A drawing of a Nissl-stained visual cortex of a human adult by Santiago
Ramon y Cajal, showing a vertical cross-section, with the surface of the cortex at the
top. Only the cell bodies (and not the elongated axons) are shown. (b) Schematic of
the planar model presented in Section 2 with notations used.
are equivalent in thickness and in elastic properties. Given this extra spatial structure,
we model the elasticity of the cortex as a smectic liquid crystal and then ask the fol-
lowing: What are the consequences of axons from the underlying white matter pulling
vertically on the cortex in this planar geometry? The pulling of axons (nerve cells) has
been well-established [25] and given the orientation of axon highways in the underlying
white matter [26], vertical pulling is in keeping with observations. So, as with the orig-
inal version of the axonal tension model, here, the white matter enters the model solely
via an applied strain and via boundary conditions. We will also include the e↵ect of
uniform cortical growth, as opposed to di↵erential cortical growth, to begin to look for
potential interplay between axonal pulling and growth driving cortex folding.
To quantify the e↵ect of the applied vertical strain on the cortex, we consider the set of
smectic surfaces !(x, k) ⌘ x ·n kl = 0 or equivalently the peaks of density modulation
 ⇢ / cos(2⇡!(x, k)/l). Here x denotes the position in Cartesian coordinates (x, y, z),
n is the unit normal to the layer, k 2 Z, and l is the interlayer spacing [27]. We
will assume translational invariance in the y-coordinate such that the model is two-
dimensional with the layers described by curves. The deformation of layers (curves),
from the initial configuration described by x0 = xex + zez with layer normal n0 = ez
along z-axis, to the current configuration, x, is characterised by the deformation gradient
F = @x/@x0. In this planar geometry, we assume the following mapping x 7! (1 + ↵)x
and z 7! z+U(x, z), where ↵ characterizes the lateral growth of the cortex and U(x, z) is
a displacement field due to vertical pulling of the axons. Then, the deformation gradient
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matrix and its inverse transposed in {ex, ez} basis are
F =
 
1 + ↵ 0
@xU 1 + @zU
!
, F T =
1
(1 + ↵)(1 + @zU)
 
1 + @zU  @xU
0 1 + ↵
!
. (2.1)
Thus, the spatial gradient of isosurfaces in the current configuration can be computed
as [27] r! = F Tn0, yielding
r! =   @xU
(1 + ↵)(1 + @zU)
ex +
1
(1 + @zU)
ez. (2.2)
The thickness of the deformed layers corresponds to l0/|r!|, where l0 is the thickness of
undeformed layers. The elastic free energy density, accounting for the finite deformation
such as compression and bending of layers, consists of two terms, respectively
f =
B
2
(|r!| 1   1)2 + K
2
(r · n)2, (2.3)
where B is compression modulus and K is the bending rigidity. The ratio
p
K/B
defines the characteristic length scale of the order of the layer thickness ' 1 mm. The
displacement field, U(x, z), can be further decomposed into a uniform dilation of layers
along z-direction and an inhomogeneous displacement, u(x, z), so that U(x, z) =  z +
u(x, z), where   is the vertical strain due to axons. Assuming u⌧ 1 and expanding the
layer dilation and the unit normal we find
1
|r!|   1 '   + @zu 
1 +  
2
(@xu)2
(1 + ↵)2
, (2.4)
n =
r!
|r!| '  
@xu
(1 + ↵)
ex + ez. (2.5)
The regularity of the wavelength of brain folds allows us to assume the selection of
the certain wavelength and thus look for the periodic solution, u(x, z) =  (z) cos(qx).
Replacing this ansatz into eq. 2.3 and integrating over the period 2⇡/q we arrive at the
free energy,
F = hB
4
Z 1
0
dz˜

2 2 + (@z˜ ˜)
2 +  ˜2q˜2 [2q˜2    (1 +  )]| {z }
?
+
3(1 +  )2q˜4
16
 ˜4
 
, (2.6)
where we introduced the dimensionless variables
2 =
K(1 + ↵)2
Bh2
, z˜ =
z
h
, q˜ =
qh
1 + ↵
,  ˜ =
 
h
. (2.7)
This free energy has not previously been studied beyond the harmonic limit [27].
As for parameters, the thickness of the cortex does not vary much among the mammals,
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namely h ' 2 5 mm [16]; the elastic modulus varies in the range B ' 0.1 2 kPa [28, 29],
while we are not aware of any measurement of the bending rigidity K. Note that the
uniform growth factor ↵ is absorbed in the coe cients  and dimensionless wavenumber
q˜.
In equilibrium, we require the vanishing of the first variation of the free energy Equa-
tion 2.6  F = 0, yielding the Euler–Lagrange equation and the boundary conditions.
The upper interface with surrounding fluid (z˜ = 1) is free, thus @z˜ ˜|z˜=1 = 0. The
boundary condition at the lower gray–white matter interface (z˜ = 0) depend mainly
on the di↵erence of mechanical properties between white and gray matter. If the white
matter is softer, then the interface (z˜ = 0) is free or if (@z˜ ˜)2 ⌧  ˜2q˜2, we may ignore
the variation of the displacement field along the thickness of the cortex h. Then, any in-
finitessimal strain   leads to an instability of flat layers towards periodically modulated
state ( ˜ 6= 0) with the wavenumber q˜ .p (1 +  )/, which follows from eq. 2.6. This
picture is rather na¨ıve, and contradicts recent experimental measurements, where white
matter was found to be significantly sti↵er than the gray matter[29, 30]. In the following
we assume that the grey–white matter interface (z˜ = 0) remains flat  ˜|z˜=0 = 0, though
we do not know the correct physiological boundary conditions.
Similar to the Helfrich–Hurault instability in nonliving smectic liquid crystals [27, 31–33]
we expect that above some critical threshold  cr, undulations of layers are energetically
favoured to minimize the compression energy in expense of the bending. By bending
locally with a slope @xu ⇠  q 6= 0 the layers tend to recover equilibrium spacing and
decrease the strain   2.4. More precisely it follows from eq. 2.6 that if  (1 +  ) > 2q˜2
there exists a non-trivial solution ( ˜ 6= 0 and q˜ 6= 0) extremizing the free energy [31].
This is a necessary but a not su cient condition for the buckling profile to be favored.
Below we derive the stability criterion, which relates the control parameter   and the
wavelength Lx = 2⇡/q with thickness h and elastic moduli
p
K/B, which are intrinsic
parameters of the system.
The first integral of the Euler–Lagrange equation associated with eq. 2.6 is
(@z˜ ˜)
2 = V( ˜), V( ˜) ⌘ 3
16
(1 +  )2q˜4 ˜4 +  ˜2
⇥   (1 +  )q˜2 + 2q˜4⇤+ C. (2.8)
The integration constant C can be related to the active stresses exerted by axons  axon
assuming continuity of normal stress at the white–gray matter interface (z˜ = 0). The
latter can be found from the free energy variation of 2.3  f /   ij@jui, yielding  axon =
 zz / B
p
 2 + C/2. Also we may think of C as an amplitude of perturbation of  ˜,
since in 2.8 we have  ˜|z˜=0 = 0. For C ! 0 we are at the instability threshold, while
above the threshold the amplitude
pC is finite but small because of the truncated series
expansion of the free energy 2.6. Rewriting the potential on the RHS of eq. 2.8 as
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V( ˜) = 316(1 +  )2q˜4( ˜2    1)( ˜2    2) and intergrating, we find the general solution in
terms of the Jacobi elliptic function, or
 ˜(z˜) =
p
 1 sn
✓
⌫ z˜,
 1
 2
◆
, ⌫ =
p
3
4
(1 +  )q˜2
p
 2, (2.9)
which satisfies the boundary condition  ˜|z˜=0 = 0. The period of eq. 2.9 is 4K( 1/ 2)/⌫,
where K is the complete elliptic integral of the first kind. The condition at the up-
per interface, corresponding to the maximum of the displacement field, determines the
threshold criterion which is
⌫ = K
✓
 1
 2
◆
,  1,2 =
8
3
µ⌥pµ2   3C(1 +  )2q˜4/4
(1 +  )2q˜4
, (2.10)
with µ = q˜2(  +  2   2q˜2). In the limiting case C ! 0, shown in Fig. 2.2a, the above
condition falls into
p
µ = ⇡/2 with the threshold being written explicitly as
 0c =
1
2
   1 +p1 + 4⇡ , q˜0c =r⇡2
r
1

. (2.11)
This result coincides with the harmonic case studied in [27], modulo a factor of two in
 0c . Note that in this case, the wavelength of the instability, L
0
x = 2⇡/qc = 2
p
2⇡K/B
(eq. 2.7), is given by the ratio of elastic constants and neither depends on the thickness
h nor on the growth rate ↵. On the contrary, the threshold  0c (eq. 2.11), the minimum
of the curve in Fig. 2.2a and Fig. 2.2c for C = 0, is lower in presence of the growth ↵ 6= 0
and for higher thickness h of the cortex (small ). This means that for thicker cortices
the instability is more likely to happen, assuming the same elastic constants K/B and
growth rate ↵.
Now that we know  0c , is this a physiologically accessible value? To answer this question,
we can estimate the vertical stress exerted by axons at the white–gray matter interface,
z˜ = 0, required for the instability to happen since  axon ' B 0c . The typical value of
elastic modulus of cortical neurons is approximately 200 Pa [28], which is related to
B. The value of bending rigidity K is not available in the literature, however, based
on the analogy with smectic liquid crystals we assume
p
K/B ⇠ 0.1   1 mm is of the
order of the layer thickness. Thus, for a human brain with h ' 4 mm we can estimate
 ⇠ 0.025   0.25 (assuming no growth), yielding the threshold  0c ' 0.07   0.5 with
necessary stress  axon ⇠ 10   100 Pa, or the force of 10   100 pN per the unit area of
1 µm2. This prediction is consistent with tension measurements of neurons [25].
In general case, with (@z˜ ˜)2|z˜=0 = C 6= 0, we are above the threshold in eq. 2.11, and
the axons exert higher stresses than  axon & B 0c . In Fig. 2.2b, we plot threshold curves
(eq. 2.10) in the  –q˜ plane for  = 0.1 and di↵erent values of integration constant C.
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Figure 2.2: (a) The condition
p
µ = ⇡/2 (C = 0) for di↵erent values of  plotted in
 –q˜ plane with the minimum of the curves corresponding to the threshold, eq. 2.11;
(b) The condition eq. 2.10 for di↵erent values of C and  = 0.1; (c) Plot of the critical
points { c, q˜c} as a function of  for di↵erent values of C. The profiles presented at the
critical points are for  = 0.2, C = 0.1, ↵ = 0 and  = 0.1, C = 0.1, ↵ = 1.
We identify the threshold (the minimum) numerically and show the values { c, q˜c} in
fig. 2.2c as function of the dimensionless variable, . As expected,  c >  0c , and the
wavelength Lx ⇠ 1/q˜c increases above the threshold. Note that Ref. [31] obtains the
opposite trend. This di↵erence is due to the additional (1+ ) factors in our free energy,
where we have not assumed that   is small.
Before concluding this section, let us address this instability for di↵erent mammalian
species. Assuming that elastic constants are of the same order for di↵erent species [34],
we expect that for smaller h,  increases, thus, the threshold,  c, also increases (see
Fig. 2.2c). Plausibly, in small species (small h) not enough force is generated by axons
to overcome the threshold such that no folds emerge. On the other hand, the cortex
thickness scales logarithmically with brain size [35] so that we should analyse the role of
geometry and confinement on the instability threshold for layer buckling before drawing
conclusions across species.
2.3 Cortex as a smectic liquid crystal: Polar geometry
Now, we model the cortex as a 2D set of curves in polar coordinates (', r), confined
between two radii r 2 [R0;R0 + h] and ' 2 [0; 2⇡]. Here, R0 is the lateral size of an
idealised circular brain, which varies among mammalian species from 5 mm to 20 cm [35].
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The layers in the ground state are concentric circles radial with the position x0 = rer,
and the normal to the layers n = er. Neglecting the e↵ect of growth in this section,
we consider a deformation map ' 7! ' and r 7! r + v(r,') with the corresponding
deformation gradient
F =
 
1 0
@'v/r 1 + @rv
!
, F T =
1
(1 + @rv)
 
1 + @rv  @'v/r
0 1 + ↵
!
. (2.12)
Note that we do not incorporate growth here since it does not drive the instability found
in the previous section. Then, the spatial gradient of isosurfaces in the current/target
configuration can be computed as r! = F Ter, or
r! =   @'v
r(1 + @rv)
e' +
1
(1 + @rv)
er. (2.13)
The thickness of the deformed layers corresponds to l0/|r!|, where l0 is the thickness
of undeformed layers. The normal to the layers and its divergence, i.e. curvature, are
given by
n =
r!
|r!| , r · n =
@r(rnr)
r
+
@'n'
r
' 1
r
  @''v
r2
, (2.14)
where we have linearized nr ' 1 and n' '  @'v/r for small deformations v ⌧ 1. The
free energy density in polar coordinates can now be obtained by inserting the above
expressions into Eq. (2.3)
Fpol = 12
Z 2⇡
0
d'
Z R0+h
R0
dr rB
✓
@rv   1 + @rv
2
(@'v)2
r2
◆2
+K
✓
1
r
  @''v
r2
◆2
. (2.15)
Similar to the previous section, we are looking for solutions in the form v(r,') =  r +
 (r) cos(q''). First we consider free interfaces and assume no radial dependence of the
perturbation ( (r) = const). After integration we find the following condition for the
wavenumber q2' .  (1 +  ) log(1 + ⌘)(1 + ⌘)2/(⇠2⌘(2 + ⌘)), which depends on both the
elastic constants ⇠2 = K/(BR20), and dimensionless thickness ⌘ = h/R0.
Accounting for the di↵erence in boundary conditions (the inner interface r = R0 is
clamped, while the outer interface r = R0 + h is free) so that @r 6= 0, and integrating
out the '-dependence in eq. 2.15 we get
Fpol[ ˜] /
Z log(1+⌘)
0
dy
n
(@y ˜)
2 +  ˜2
⇥
⇠2q4'e
 2y    (1 +  )q2'
⇤o
+O( ˜4), (2.16)
where y = log(r/R0), and  ˜ =  /R0. The equilibrium equation for  ˜ is a Schro¨dinger-
type equation, describing a particle with energy E in the potential well V (y) (see
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Fig. 2.3a), written as
 ˜00 = (V (y)  E) ˜, V (y) = ⇠2q4'e 2y, E =  (1 +  )q2'. (2.17)
Assuming the WKB approximation for the classical region E > V (y) [36], we obtain
 ˜WKB(y) = C±(E   V (y)) 1/4 exp
n
± i
Z
y
dt
p
E   V (t)
o
. (2.18)
Satisfying the boundary conditions  ˜WKB|y=0 = 0 and @y ˜WKB|y=log(1+⌘) = 0, we find
a relationship similar to eq. 2.10, which reads asZ log (1+⌘)
0
dy
p
E   V (y) + arctan
✓
q'⇠2(1 + ⌘)
2[ (1 +  )(1 + ⌘)2   q2'⇠2]3/2
◆
=
⇡
2
. (2.19)
In fact, the first term can be integrated and cast in the closed form usingZ p
E   V (y) = q'
p
 (1 +  )
⇥
log
 
  +  2 +
q
 (1 +  )(  +  2   q2'⇠2)
 
 
q
1  q2'⇠2/(  +  2)
⇤
. (2.20)
More importantly, the curves defined by eq. 2.19 have minima in the  –q' plane. These
minima determine the threshold  c.
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Figure 2.3: (a) E   V (y) as function of the wavenumber q' for di↵erent distances
y with ⇠ = 0.1 and   = 0.3. (b) The critical parameters associated with eq. 2.19
as a function of the brain size R0, assuming the thickness h of the cortex depends
logarithmically on R0. For the human brain, R0 ' 10 cm and h ' 4 mm. The dotted
line denotes the critical strain (or force) exceeding reported values of axonal tension
such that the initiaton of folds due to axonal tension would not be observed.
For the following analysis, we assume a logarithmic dependence of h 2 [0.5 : 5] mm on
the size of the brain R0 2 [0.5 : 25] cm [35]. We observe that  c decreases with the
increasing system size R0, while the number of undulations q'c increases as shown in
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Fig. 2.3b. In other words, the smaller the brain, the less likely it is for cortex folds to
develop given the increased threshold. Moreover, even if the threshold were met, the
distance between folds would be larger such that there would be fewer folds. Our results
may explain why mice brains do not exhibit folds, while human brains do. To be more
precise, for a typical human brain with R0 ⇠ 10 cm, we obtain the typical dimensionful
wavelength Lx = 2⇡R0/q'c of the order of 1 cm for
p
K/B ' 1 mm (⇠ = 0.01) and
4 mm for
p
K/B = 0.2 mm (⇠ = 0.002, or 25 times smaller K) as shown in Fig. 2.3b
with the colored sidebar. For a typical mouse brain, R0 ⇠ 1 cm such that the typical
wavelength is about 6 mm (for ⇠ = 0.1). However, the critical strain required to initiate
the instability exceeds unity such that the instability would not be accessible. We should
also note that the value of  c related to the stress exerted by the axons,  rr ⇠ B c, and
depends strongly on the thickness h of the cortex.
2.4 Discussion and conclusion
Given the two pre-existing mechanisms of cortical folding (axonal tension and buckling),
our cortex-as-a-smectic approach represents a novel way to think about the elasticity
of the cortex. For the first time, we demonstrate that vertical pulling forces via axonal
tension can lead to buckling. All prior buckling models of the initiation of cortex folding
are a consequence of horizontal compression due to growth of the outermost layer of
cortex. Our revised version of the axonal tension idea is in keeping with the observation
that neurons in the white matter just beneath the cortex are oriented perpendicularly
to the cortex [26]. While some doubt has been cast on the original version of the axonal
tension model since circumferential tension along the axes of gyri (from one side of the
“hill” to other side) is not observed, but radial tension is [15]. Our model does not
conflict with this observation. The observation of circumferential tension near the bases
of sulci (the valleys) presumably sets in at a later stage in the folding process [15]. Here,
we have focused on the intiation of the folding process.
Moreover, with our simple model, we obtain reasonable estimates of the critical wave-
length and strain, in contrast to prior buckling estimates, where a large mismatch in
the elastic moduli must be assumed to obtain agreement with observations [10]. The
large mismatch (of order ten) does not agree with experiments [28]. A more recent buck-
ling model with stress-dependent growth addresses this mismatch [37]. Since the white
matter is modelled only as producing strain on the cortex via the underlying axons and
boundary conditions, our result does not conflict with observations. On the other hand,
our model does suggest the urgency for direct measurements of the bending rigidity of
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the cortex since our results suggest that
p
K/B ⇠ 1 mm. In Fig. 2.4 the critical wave-
length is plotted as a function of cortex thickness for two di↵erent values of
p
K/B for
the planar and polar geometries presented here. Knowing the geometry of the human
brain, Fig. 2.4a is more in keeping with observations than Fig. 2.4b.
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Figure 2.4: (a) Plot of the critical wavelength Lx as a function of thickness h for
the planar geometry with C = 0, the planar geometry with C > 0, and the polar
geometry for comparison. Here,
p
K/B = 1 mm. (b) Same as in (a) except withp
K/B = 0.5 mm.
By investigating the polar geometry, we address cortex folding across mammals. We
find that smaller brains require a larger stress to initiate buckling/folding and that the
critical wavelength increases with size. While we did not investigate the e↵ect of growth
in this geometry since the instability presented here is not driven by growth, it would
be interesting to extend this case to include growth, particularly, di↵erential growth, or
stress-dependent growth [37].
Most of the cortical folds are simple folds—a simple “indentation”, if you will, though
some folds exhibit more structure. For instance, there exist secondary folds deeper inside
the brain. We will call these more complicated structures, T-folds. And while such
folds are more rare, a complete theory of cortex folding should be able to explain such
emergent structures. To obtain these structures, growth, more details of the underlying
white matter, and possibly constraints [38] will have to be incorporated into the model.
Finally, we have focused on the material properties of the cerebral cortex to better un-
derstand its shape. However, how does such properties a↵ect its function? In developing
a more accurate theory of the “brain as a material,” can we better understand its func-
tion? For example, it would be interesting to couple viscoelasticity with connectivity
models of the cortex [39] to determine more precisely the interplay between structure
and function in the brain.
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Active elastic bilayers
3.1 Introduction to growth
3.2 Motivation
Many biological systems exhibit elastic instabilities ranging from buckling to folding to
wrinkling. Such instabilities are typically driven by growth of the system, which on a
smaller scale is due to cell proliferation. To this day, the most commonly used formu-
lation of growth, is that due to Rodriguez et. al. In their description, they assume the
total deformation gradient to be decomposed multiplicatively into an elastic deformation
and a plastic deformation (growth tensor). After making reasonable assumptions and
choices for the growth tensor and a constitutive law for the material growth, one is able
to determine the final state of the material. However, given the number of free parame-
ters, as well as the analytical intractability, it is tempting to seek an alternate description
of biological growth. In the first section of this chapter, we will review the Rodriguez
formulation and understand how to apply to simple geometries. We will then seek an
alternative formulation of growth, partly motivated by the need/want of having a more
analytically tractable formulation. We shall investigate how the two formulations relate
to one another. We will study how the generation of active stresses, which are in general
due to cell proliferation, can be used as a new formulation of tissue morphogenesis.
3.3 Introduction to Rodriguez’s formulation of growth
There have been several attempts at formulating a mathematical description of growth
in biological systems. Nevertheless, to date we still lack a complete thermodynamic
29
Chapter 3. Active elastic bilayers
description of it. Arguably the most successful description is that due to Rodriguez
et. al [1]. He had the insightful idea of decomposing the total deformations an elastic
body undergoes in changes of mass and elastic deformations. The key insight was to
decompose the deformation gradient into a product of a growth tensor, which describes
the local addition of mass in the body and, an elastic deformation, which ensures all
parts of the body remain compatible, i.e. there are no cavities. As it is generally done
in the literature, it is perhaps best to visualize the process of growth as a multi-step
process. In the beginning, we have a body B0 in a stress-free configuration whose position
vectors are denoted by X. Then, infinitesimal components of B0 are envisioned to grow
(constant or di↵erential), this mapping from the initial configuration is performed by
the deformation gradient G. Finally, the grown elements need to be assembled back
together resulting in a final configuration. An important aspect to note is the final
configuration may not be stress-free, and may in fact have residual stress. This mapping
is defined by
F = Fel·G (3.1)
where
F =
@x(X)
@X
. (3.2)
Note that x(X) denotes the mapping of position vectors in the initial reference configura-
tion X to position vectors in the final grown state x [40, 41]. In general, the components
of G will have to be determined from experimental findings or reasonable assumptions.
Additional constraints correspond to incompressibility which forces det(Fel) = 1 and
addition of mass det(G) > 1 or subtraction det(G) < 1. In general, it is assumed the
the time-scale of growth is much larger than the time-scale of elastic deformations. One
can then neglect inertial e↵ects and consider growth as a quasi-static process. The final
configuration after growth is simply obtained by imposing mechanical equilibrium using
the stress tensor
@j ij = 0. (3.3)
In general, it is assumed that the material is hyperelastic, which indicates that there is
a strain-energy W (Eel) function from which one can derive the elastic stresses,
  = Fel · @W (Eel)@Eel · F
T
el , (3.4)
where Eel is the Lagrangian strain tensor defined by Eel =
1
2(F
T
elFel   I). Most studies
in the literature have employed a neo-Hookean form for W (Eel) such that
W = ↵(I1   3), (3.5)
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where I1 is the trace of the right Cauchy-Green deformation
I1 = trC C = F
T
el · Fel. (3.6)
For the remaining of this chapter, we shall assume the systems analyzed are well-
described by the linear elastic energy density. The generalization to the non-linear
regime would correspond to the St. Venant-Kircho↵ model
W =
 
2
(trC)2 + µtrC2. (3.7)
3.4 Activity as a model for growth
We envision our model quantifying the elastic deformations of various biological systems
ranging from the folds in the cerebral cortex to patterns of fingerprints to the villi and
crypts in the intestines to the ridges in brain corral. Each of these biological systems
exhibits deformations of a slightly di↵erent nature. For instance, in the cerebral cortex,
the valleys of the sulci are much more compact than the hills of the gyri. As for villi and
crypts in the small intestine, they are seemingly more symmetric. We will demonstrate
that our model is general enough that it can account for the wide array of shapes of elastic
deformations observed in these seemingly di↵erent biological systems. We posit that the
wide array of shapes can be accounted for by variations in the activity, described by a
stress, which is caused by the proliferation of cells. The system analyzed corresponds to
the following set up:
Figure 3.1: Schematic representation of system analyzed. The thickness of the active
gel and passive medium is H   h and h respectively.
The active gel is described by the stress tensor  cij = µ
cucij +  
cuckk ij + ⇣ µ(z) ij . The
activity is encoded in the  µ(z) term. Its dependence on z could describe a layered
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system, such as the cerebral cortex. Stresses in the underlying passive substrate are
described by  Mij = µ
MuMij +  
MuMkk ij . One can obtain the elasticity equations by
taking the divergence of the stress:
@j 
c
ij = 0 (3.8)
@j 
M
ij = 0. (3.9)
The surfaces of the active and passive media are denoted respectively by  H(x) and
 h(x). At the top surface, (z = H), shear stress vanishes and normal stress is balanced
by the surface energy. To linear order in  H, we have
 czz(x, z = H) =  c@
2
x H (3.10)
 cxz(x, z = H) = 0. (3.11)
At z = h, shear stress is continuous and equals the restoring elastic force of adhesion
acting tangentially at the interface. Di↵erence in normal stresses across the interface is
balanced by interfacial surface energy. To linear order in  h we have,
 czz(x, z = h) =  
M
zz (x, z = h)   I@2x h (3.12)
 cxz(x, z = h) =  
M
xz(x, z = h) = E(u
c
x   uMx ). (3.13)
At z = 0 the medium is in contact with a rigid wall and the boundary conditions are
uMx (z = 0) = u
M
z (z = 0) = 0. (3.14)
At the surface boundaries, we also enforce ucz(z = H) =  H and u
M
z (z = h) = u
c
z(z =
h) =  h.
3.4.1 Thin film approximation
For simplicity, let us consider long scale distortions in both layers with (H   h)/L =
d/L = ✏ << 1, where L is the length of the system. In other words, we scale z by d
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and x by L or equivalently d/✏. The dimensionless coordinates are then X = ✏x/d and
Z = z/d. Introducing a deformation scale u0 ⇠ O(1) [42], the following scaling will be
used
Ux = u
c
x/u0, Uz = u
c
z/u0,   =  
c/µc ⇠ O(1). (3.15)
The equations of elasticity become
✏2(2 +  )@2XU
c
x + ( + 1)✏@X@ZU
c
x + @
2
ZU
c
x = 0 (3.16)
(2 +  )@2ZU
c
z + ( + 1)✏@X@ZU
c
x + ✏
2@2XU
c
z +
⇣d
µcu0
@Z µ(z) = 0 (3.17)
✏2(2 +  )@2XU
M
x + ( + 1)✏@X@ZU
M
x + @
2
ZU
M
x = 0 (3.18)
(2 +  )@2ZU
M
z + ( + 1)✏@X@ZU
M
x + ✏
2@2XU
M
z = 0, (3.19)
where eqs. 3.16 and 3.17 correspond to the top layer, whereas 3.18 and 3.19 to the
substrate. Boundary conditions at z = H read
✏@XUz + @ZUx = 0 (3.20)
(2 +  )@ZUz +  ✏@XUx +
d⇣ µ(H)
µcu0
=
h c
µcu0
@2X H. (3.21)
Similarly, boundary conditions at z = h read:
(2 +  )@ZU
c
z +  ✏@XU
c
x +
d⇣ µ(H)
µcu0
= ( ¯M + 2)@zU
M
z +  ¯
M ✏@xU
M
x  
 I✏2
dµM
@2xU
M
z
µc (✏@xU
c
z + @zU
c
x) = µ
M
 
✏@xU
M
z + @zU
M
x
 
(3.22)
Furthermore, we assume there is no external stress applied to the boundaries of the
system, i.e.
 xx(0, z) =  xx(L, z) = 0. (3.23)
We take the limit ✏ ! 0 and seek solutions of 3.16 and 3.17 as a perturbation series in
✏:
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Ux = U
0
x + U
1
x✏+O(✏2) (3.24)
Uz = U
0
z + U
1
z ✏+O(✏2). (3.25)
To leading order in ✏, the elasticity equations and boundary conditions become
@2zu
c
x = 0 (3.26)
@2zu
c
z =  
⇣
µc(2 +  )
@z µ(z) (3.27)
@2zu
M
z = 0 (3.28)
@2zu
M
x = 0. (3.29)
The boundary conditions at z = H read
Bc@zu
c
z(x,H) + ⇣ µ(H) =  c@
2
x H (3.30)
@zu
c
x(x,H) = 0, (3.31)
where, Bc,M =  c,M + 2µc,M . The boundary conditions at z = h are
Bc@zu
c
z(x, h) + ⇣ µ(h) = B
M@zu
M
z (x, h)   I@2x h (3.32)
µc@zu
c
x(x, h) = µ
M@zu
M
x (x, h) = E(u
c
x   uMx ). (3.33)
3.5 Solutions to elasticity equations
The following solutions are to zeroth order in ✏. Moreover, for simplicity we chose the
activity term to have a linear dependence on z such that  µ(z) =  µ z hH h .
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3.5.1 Inhomogeneous surface/interface undulations
ucx = 0 (3.34)
ucz =  h+
z   h
Bc
 c@
2
x h 
(z   h)2
2(H   h)
⇣ µ
Bc
(3.35)
uMx = 0 (3.36)
uMz =
z
BM
 
 c@
2
x H +  I@
2
x h
 
. (3.37)
3.5.2 Membrane and interface elasticity
Since ucz(z = H) =  H(x) and u
M
z (z = h) =  h(x), we have the following equations
governing membrane distortions:
 H =  h+
H   h
Bc
 c@
2
x h 
(H   h)
2
⇣ µ
Bc
(3.38)
 h =
h
BM
 
 c@
2
x H +  I@
2
x h
 
. (3.39)
Introducing the following dimensionless variables,  ¯h =  h/h, ¯ H =  H/H, ⇠ = H/h,
  =  I/ c, ↵ = ⇣/Bc,   =
p
 ch/BM , the equations reduce to
⇠ ¯ H =  ¯h+  2B@2x ¯ H⇠(⇠   1) 
(⇠   1)
2
↵ (3.40)
 ¯h =  2(⇠@2x ¯ H +  @
2
x ¯h). (3.41)
We solve the above equations subject to the boundary conditions that compressive lateral
stress  cxx vanish at the edges x = 0 and x = L, or
 cxx(0,  H) =  
c
xx(L,  H) = 0 (3.42)
 Mxx(0,  h) =  
M
xx(L,  h) = 0 (3.43)
 Mxx(x,  h) '  M@zuz =
 M
BM
 
 c@
2
x H +  I@x h
 
(3.44)
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 cxx(x,  H) '  c@zuz + ⇣ µ(H) =  c
✓
 H    h
H   h  
⇣ µ
2Bc
◆
+ ⇣ µ. (3.45)
The boundary conditions then become  ¯h(x = 0) =  ¯h(x = L) = 0 and ¯ H(x = 0) =
¯ H(x = L) = ( ↵  + ↵2 )(1   1/⇠)↵, where we used   ⌘ B
c
 c . Below, we show solutions
to these equations for several parameter values. In the plots below, we show results for
both contractile (↵ < 0) and extensile ((↵ > 0) activities.
(a)
(b) (c)
Figure 3.2: (A) Schematic representation of contractile deformation of the system.
(B)  H/H vs x/L for B = 0.5 (blue), B = 1.0 (orange), B = 5.0 (green). (C)  h/h vs
x/L for B = 0.5 (blue), B = 1.0 (orange), B = 5.0 (green). Other parameter values
are:   = 2,   = 1,   = 1, ⇠ = 2 and ↵ = 1. (C)  h/h vs x/L for same values as in (B),
where B is a dimensionless Bulk modulus.
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(a)
(b) (c)
Figure 3.3: (A) Schematic representation of extensile deformation of the system. (B)
 H/H vs x/L for B = 0.5 (blue), B = 1.0 (orange), B = 5.0 (green). (C)  h/h vs x/L
for B = 0.5 (blue), B = 1.0 (orange), B = 5.0 (green). Other parameter values are:
  = 2,   = 1,   = 1, ⇠ = 2 and ↵ = 1. (C)  h/h vs x/L for same values as in (B).
3.5.3 Branching morphogenesis
In this section, we show results for the cases of activity having a non-trivial spatial
dependence. Due to the added complexity, the systems of equations can only be solved
numerically. The type of non-linear activity we analyzed is the following
 µ(x) = exp (x a)
2/ 2 . (3.46)
this activity profile would correspond to a localized cell proliferation [6].
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Figure 3.4: Branching via di↵erential cell proliferation. Spatially dependent rates
of cell proliferation have been hypothesized as being responsible for the generation of
branching in various developing organs. (A) Generation of branching in mouse lung. It
is thought that the expression of growth factor (blue) induces localized growth (green).
(B) This pattern formation has also been shown to occur in-vitro. Image from Ref. [6].
(a) (b)
Figure 3.5: (A) Deformation profile at Z = 1. (B) Total deformation of the system
for contractile activity
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(a) (b)
Figure 3.6: (A) Deformation profile at Z = 1. (B) Total deformation of the system
for extensile activity
3.6 Mapping to Rodriguez’s growth
In the previous sections we presented two alternative descriptions of growth: the first
one due to Rodriguez, which was based on the assumption that the deformation gradi-
ent can be multiplicatively decomposed into a growth and an elastic part. The second
formulation assumed that the steady state configuration of a system after growth can
be obtained by adding an “active” stress to the elastic stress tensor. In this section, we
aim to find a connection between the two formalisms in the limit of an incompressible
material, i.e. det(F) = 1 and r · u = 0. Furthermore, in this section we shall describe
Rodriguez’s description in tensor notation for ease of comparison. Recall that the de-
formation tensor Fij = @xi/@Xj is decomposed into an elastic deformation Aik and a
growth deformation Gkj
Fij = AikGkj , (3.47)
Once again, the system is assumed to be hyperelastic, so that we can find a strain-
energy function, W , that depends on the elastic deformation tensor A. Assuming linear
elasticity, the strain tensor in terms of the elastic deformation tensor is
uij =
1
2
(Aij +Aji)   ij . (3.48)
The elastic energy for a compressible gel is given by
Fel =
Z
feld
2X, fel =
1
2
(⌫u2ij +  u
2
ii) (3.49)
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In order simplify calculations, it’s best to use the 1st Piola-Kirchho↵ stress given by the
transpose of the nominal stress tensor S, which is given by
S = J
@W (A)
@F
= JG 1
@W (A)
@A
, (3.50)
where J = det(F ). The Piola-Kirchho↵ stress tensor is given by
P = det(G)(
@W (A)
@A
)TG T (3.51)
or equivalently
 elij = det(G) 
(A)
ki (G
 1)jk  elij =
@Fel
@uij
= ⌫uij +  ukk ij . (3.52)
Given the above formalism, the forces driving mechanical deformations are given by  elij .
Hence, equlibrium state after growth will be given by
@j 
el
ij = 0. (3.53)
After reviewing the formalism of elastic growth in the previous section, we study the
case of an elastic membrane undergoing constant growth in the x and z directions. In
this case the growth tensor is given by Gij = g ij . Using Fik = @kui +  ik, the elastic
deformation tensor is Aij =
1
g (@jui +  ij). For the growth tensor, we assume isotropic
growth such that Gkj = g kj . Hence, the strain tensor for a gel undergoing isotropic
growth is given by
uij =
1
2g
(@iuj + @jui) +  ij
✓
1
g
  1
◆
. (3.54)
Note that in the case of no growth (g = 1), the strain tensor reduces to the standard
form of linear elasticity. The free energy of an elastic membrane is given by
F =
1
2
Z  
µu2ij +  u
2
kk
 
d2x. (3.55)
Di↵erentiating the free energy density with respect to the strain tensor, we obtain
 (A)ij = µ
1
g
(@iuj + @jui) +  
1
g
r · u ij +  ij
✓
1
g
  1
◆
( + µ) (3.56)
which leads to
 elij = µ (@iuj + @jui) +  r · u ij +  ij (1  g) ( + µ). (3.57)
If we rename the last term according to (  + µ)(1   g) ⌘ ⇣ µ, we recover the stress
tensor introduced in the active formulation in section I, thus showing the equivalence of
40
Chapter 3. Active elastic bilayers
the two formalisms.
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Active elastic dimers on rigid
tracks
4.1 Introduction
We now move from the millimeter scale to the micron scale to consider dynamical inter-
actions between motile and non-motile cells. During embryonic development as well as
in cancer metastasis, cells often undergo migration in groups. Such groups are typically
composed of cells of di↵erent types interacting with each other to give rise to nontrivial
migration modes. For instance, when neural crest (NC) cells and placodal (PL) cells
are cultured next to each other, the NC cells start chasing the PL cells via chemotaxis,
while the PL cells run away from the NC cells when contacted by them [2]. NC cells
are highly multipotent cells that migrate extensively during embryogenesis, and even-
tually di↵erentiate to give rise to multiple cell types including some nerves and brain
cells, fibroblasts, and smooth muscle cells. Placodal cells (PL), on the other hand, are
embryonic cells that are much much less motile and generally remain more localized.
They play a critical role in development of the cranial sensory system in vertebrates.
As for another example, cancer cells recruit healthy cells and use them to travel long
distances [2].
While there have been numerous models of single cell migration and of collective cell
migration of the same cell type [56], the rules governing the interplay between these
di↵erent cell types from a cell migration point of view remain largely unknown. Inspired
by the NC/PL experiment, we start with one cell crawling along a rigid, one-dimensional
track as an active elastic dimer with focal adhesions acting as catch bonds at the leading
edge of the cell and slip bonds at its rear. The activity combined with the catch/slip
bond asymmetry generates motion even in the absence of broad lamellipodia, typically
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observed in cells crawling along two-dimensional surfaces, due to geometric constraints.
The simplicity of this single cell crawling model then easily allows us to consider now
two interacting cells moving on a rigid track. By invoking a minimal set of assumptions
for the interaction between the two cells in our one-dimensional model, we can predict,
in principle, all possible migration outcomes and, therefore, begin to classify the rules
of interplay between two motile cells. See Fig. 4.2. More specifically, we can observe
nontrivial migration modes such as the chase and run phenomenon and ultimately dis-
tinguish between various mechanisms for contact-inhibition-locomotion (CIL)—motion
in which two cells move towards each other, collide, and then move away from each other.
Both behaviors are fundamentally one-dimensional and can therefore be captured with
a simpler one-dimensional model.
kf#
kc#
Figure 4.1: Schematic of the model shows a side-view representation of the two cells,
with the cadherin-dependent interaction represented by the red spring.
4.2 One-moving cell
Before we can address two interacting cells, we must first be able to quantify single cell
motility. Most of the widely accepted cell motility models describe cell motion on smooth
surfaces. However, the in vivo environments cells crawl in, such as the extracellular
matrix (ECM), are not as smooth as one would hope. In fact, it is made-up of pores
whose size can be as large as the cells themselves. It becomes natural to think that such
an environment would a↵ect the motility of cells. In what follows, we shall described
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the single cell model as developed in Ref. [57] as the underlying foundation of our two-
interacting-cell model. The cell is envisioned to crawl along very taut ECM fibers such
that they can be considered as featureless rigid tracks. The cell itself is modeled as an
active-spring bead model, with the figure from the introduction rendering a schematic
representation of the cell. For convenience, one can also look at the two-cell schematic
below.
Figure 4.2: Schematic representation of two cells on an ECM fiber.
The active spring models the prominent stress fibers along the length of the cell—stress
fibers comprised of actin, myosin, and cross-linker complexes, such as alpha-actinin and
zxyin. The stress fibers in cells crawling along extra-cellular matrix (ECM) fibers are
typically more ordered than cells crawling on surfaces, so let us consider the stress fiber
as made up of parallel arrangements of actomyosin units in series. Each actomyosin
unit is described as two actin filament rods connected by a myosin minifilament and
alpha-actinin/zxyin at each end, i.e. each unit is a muscle-like element [58].
Since myosin exhibit catch bond behaviour with an optimum load force of about 6 pN
per motor, the myosin may not always be under su cient load (or too much load)
to walk e ciently along the actin filaments [59]. More specifically, when focal adhe-
sions are just beginning to form at the front of the cell, myosin are not pulling due to
the small applied load. And when myosin are not pulling, the plus end of actin fila-
ments separate/extend. We argue that the plus ends extend to relieve the strain in the
alpha-actinin such that it approaches its equilibrium configuration. In this alpha-actinin
44
Chapter 4. Active elastic dimers on rigid tracks
extension mode, the mechanical sti↵ness of the active spring, k, is primarily due to the
sti↵ness of the alpha-actinin. As the focal adhesions at the front of the cell mature over
a time scale of seconds [60], the myosin come under load again such that they “catch”
and exert contractile forces on each pair of actin filaments to induce a contracted mode
causing the alpha-actinin to stretch and rotate in the opposite direction. In this mode,
myosin provide the mechanical sti↵ness of the spring and there is a second equilibrium
spring length as indicated by the isolated stress fiber experiments [61]. As the myosin
contract, strain builds in the alpha-actinin such that the myosin no longer “catch” and
a transition is then made to the extending mode.
Given these two modes of the stress fiber, passive extension and active (motor) contrac-
tion we model the elasticity of the stress fiber as a spring with two di↵erent equilibrium
spring lengths. The transition between the two modes of the active spring is determined
by the extension of the spring. The larger the extension of the spring, the more tensile
load on the myosin so as to induce contractility of the myosin. Moreover, to account for
potential conformational changes in the alpha-actinin, additional alpha-actinin binding
during the contraction phase, additional alpha-actinin binding in the contracted state,
and even internal frictional losses, the equilibrium spring length takes on two di↵erent
values depending on the history, i.e. l", as the active spring extends and l# as the active
spring compresses with l" > l#. In sum, the equilibrium active spring length takes on
the form,
xeq = xeq1   xeq2⇥(x1   x2   l"), (4.1)
when the active spring is extending and
xeq = xeq1   xeq2⇥(x1   x2   l#), (4.2)
when the active spring is contracting. This means that the description for xeq contains
hysteresis. See Fig. 4.3.
So the spring denotes the stress fibers, and the beads denote the location of focal adhe-
sions, which enable the stress fibers connect to the ECM. Integrins are one of the main
proteins comprising focal adhesions [62]. As far as the type of molecular bonding, it
has been shown that integrins can act as catch bonds under repeated loading [63]. We,
therefore, conjecture that in the front of the cell, integrins are more likely to act as catch
bonds due to the more dynamic environment of the maturation of focal adhesions. In
the back of the cell, however, integrin act as typical slip bonds, where focal adhesions
are merely being disassembled. Therefore, in the front of the cell, the initiation of focal
adhesions call for a “small” friction coe cient, but once the focal adhesion forms and
develops, it has a large friction coe cient when compared to an integrin slip bond. This
“catching” mechanism of cell-track adhesion allows the cell’s front to expand and explore
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new territory and after having done that, then allows for the cell’s rear to retract with
the cell front not losing grip on the new territory it just explored due to the catch bond
mechanism.
Since the stress fibers and the focal adhesions are connected (the stress fibers end at
focal adhesions), we define
 1 =  11 +  12⇥(x1   x2   l"(#)) (4.3)
with  11,  12 > 0 and  11 <  12. For small extensions of the cell, the friction at the lead-
ing bead is smaller than for large extensions. Larger friction implies a larger unbinding
rate for integrins and, therefore, the integrins can more e↵ectively grip the track. In
addition, because the integrins track the myosin activity, the hysteresis exhibited by the
myosin is also exhibited in the friction. See Fig. 4.3. Finally,  2, the friction coe cient
for the now “rear” bead, is assumed to be constant with the integrins acting as ordinary
slip bonds. Also note that the symmetry-breaking in the friction is “by hand” here since
it is presumably due, in part, to biochemical signals that are not yet incorporated in
our model. We will address a potential physical mechanism for altering the asymmetry
(repolarization) towards the end of the article.
Figure 4.3: Plot of xeq vs. x1   x2 and  1 vs. x1   x2.
The combination of activity and asymmetry drives the motion of the active elastic dimer.
4.3 Two interacting cells: Model
To address how the interactions di↵er between two similar motile cells and even two
dissimilar motile cells in one-dimension, each cell, again, is described by two beads
connected by an active spring. The active springs model the prominent stress fibers along
the length of the cell with spring constants ki and a changing equilibrium spring length
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to account for the myosin contractile power stroke and the alpha-actinin extendibility.
As before, the two beads denote the two ends of the cell that attach to the surface
via focal adhesions. Although focal adhesions occur throughout the cell, traction force
microscopy indicates that the focal adhesions exert the largest stresses at the leading
edge of a crawling cell.
The beads are described by their positions xi(t), with i 2 [1, 4], where i = 1 denotes
the rightmost bead and i = 4 the leftmost. The focal adhesions associated with the
ith bead are denoted by  i. For the cell on the right,  1 =  2 = constant. Given
this choice of  1 and  2, this cell is stationary (PL), provided no outside forces act
on it. This is our model placed cell. On the other hand, for the cell on the left we
have  3 =  33 +  34⇥(x3   x4   l"(#)) and  4 = constant. The action of chemotaxis
is implicitly described by the breaking of the symmetry between the rear and front
bead focal adhesion of the left cell, which generates directed motion. This is our model
NC cell. Furthermore, the two cells have changing equilibrium spring lengths denoted
by xeq = xeq1   xeq2⇥(x1   x2   l"(#)) to incorporate myosin driven contractility and
↵ actinin driven extensibility as described in [57].
The cell-cell interactions are mediated by cadherin molecules. These molecules localize at
the ends of filopodia (small actin-bundle-based protrusions), for example, demonstrating
that they also interact with the actin cytoskeleton. There can be a range in the number
of cadherin molecules at the tips of filopodia and other actin-based protrusions from
hundreds to thousands. We assume that cadherin molecules, each modeled as a linear
spring with spring constant kc, bind in parallel and are then bound to a filopod also
modeled as another linear spring with spring constant kf . Using the simplest approach,
we argue when the two cells come in close enough proximity, the interaction spring
emerges between them. This proximity is denoted by la. Because the two cells have their
own inherent dynamics, they can in principle pull on the cadherin bonds and rupture
them. For simplicity, we assume the interaction spring can rupture when kf (x2   x3  
leq) > N0fc, where fc is the critical force threshold that will rupture an individual
cadherin bound for kf ⇡ kc with kf = k for notational ease. The rupture can only occur
when the two beads at either end of the interaction spring are moving away from each
other.
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Putting together the di↵erent components of the model, the four coupled equations of
motion of the beads are as follows:
 1(x1, x2, l
", l#)x˙1(t) =  k1
⇥
x1   x2   xeq(x1, x2, l", l#)
⇤
+
p
A1⇣1(t)
 2(x1, x2, l
", l#)x˙2(t) = k1
⇥
x1   x2   xeq(x1, x2, l", l#)
⇤
  kc[x2   x3   leq] +
p
A2⇣2(t)
 3(x3, x4, l
", l#)x˙3(t) =  k2
⇥
x3   x4   xeq(x3, x4, l", l#)
⇤
+ kc[x2   x3   leq] +
p
A3⇣3(t)
 4(x3, x4, l
", l#)x˙4(t) = k2
⇥
x3   x4   xeq(x3, x4, l", l#)
⇤
+
p
A4⇣4(t).
For completeness, we have included active fluctuations due to motor proteins, denoted
by
p
Ai⇣i(t) and will study the limit A1 = A2 = A3 = A4 = A. We have independent
estimates for all but two parameters based either on experiments or prior modeling as
addressed in Ref. [57]. Therefore, k1 = k2 = 1nN/µm, xeq1 = 50µm, xeq2 = 5µm,
l" = 48.5µm, l# = 46.5µm,  11 = 40nNs/µm,  12 = 0nNs/µm,  33 = 10nNs/µm,
 34 = 20nNs/µm,  2 = 40nNs/µm,  4 = 20nNs/µm. For the interaction parameters,
fc = 40 pN for N-cadherin and fc = 70 pN for E-cadherin, N = 100, k = kf = kc ⇡
1nN/µm. The only parameters we do not have independent estimates for are leq and A.
4.4 Two interacting cells: Results
To classify the types of interactions between the two di↵erent cells, we study the cell
dynamics as a function of the junction spring sti↵ness, k, and the rupture force between
cadherin molecules. We focus on xrel = x2(t)   x3(t), xcm,pl(t) = 12(x1(t) + x2(t)), and
xcm,nc(t) =
1
2(x3(t) + x4(t)). We initialize the neural crest cell some distance away from
the placode cell and iterate until they interact. Given the asymmetry in the neural crest
cell, it will migrate towards the placode cell. In the neural crest-placode cell experiments
discussed in Chapter 1, the neural crest moves toward the placode cell due to chemotaxis,
or a chemical gradient. We incorporate this chemotaxis with the asymmetry in the
friction coe cients such that the NC cell moves toward the PL cell. The PL cell, on
the other hand, does not move (on its own) since there is no asymmetry in its friction
coe cients. Fig. 4.4 plots these quantities for fr = 0.01nN and k = 5nN/µm as they
interact. For these particular values, the cell springs are able to rupture the interaction
springs, i.e. separate. As the NC cell, again, moves toward the PL cell, the two cells
interact again and the process repeats ad infinitum. We classify this dynamic behavior as
chase-and-run behavior since the interaction spring is ruptured with the PL cell pulling
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or running away from the NC cell. Note that the position center of mass of the PL cell
only changes when in contact with the NC cell.
Figure 4.4: The relative distance between the two cells, the center of mass position
of the neural crest, and the center of mass position of the placode cell, all as a function
of time. Here, fr = 0.01nN and k = 5nN/µm. The grey region in the top figure
indicates when the interaction is tuned on.
Now, we increase the rupture force to fr to 0.03nN , see Fig. 4.5. At this increased
rupture force for the cadherin molecules, the interaction spring always remains on, i.e.
the two cells never separate once they interact. We name this dynamic behavior as
clumping. In the presence of the chemotaxis, chase-and-run and clumping are the two
behaviors one can observe in terms of how the cells come into contact.
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Figure 4.5: The relative distance between the two cells, the center of mass position
of the neural crest, and the center of mass position of the placode cell, all as a function
of time. Here, fr = 0.03nN and k = 5nN/µm. The grey region in the top figure
indicates when the interaction is tuned on.
If we increase the two friction coe cients of the PL cell such that the time scales are
di↵erent for each cell, for fr = 0.01nN and k = 5nN/µm we observe quasi-periodic
behavior in the relative distance between the cells. Such behavior is not unexpected
given the nonlinearity of the active springs in terms of the equilibrium spring length, see
Fig. 4.6. If k is decreased to the cell spring sti↵ness k1, then we also observed beating
behavior as expected. The activity is an internal driving that then drives the interaction
spring, so one would expect such phenomenon as well, see Fig. 4.7.
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Figure 4.6: The relative distance between the two cells, the center of mass position
of the neural crest, and the center of mass position of the placode cell, all as a function
of time. Here, fr = 0.01nN and k = 5nN/µm but with larger friction coe cients for
the PL cell. The grey region in the top figure indicates when the interaction is tuned
on.
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Figure 4.7: The relative distance between the two cells, the center of mass position
of the neural crest, and the center of mass position of the placode cell, all as a function
of time. Here, fr = 0.01nN and k = 1nN/µm. The grey region in the top figure
indicates when the interaction is tuned on.
To summarize our findings in terms of searching for chase-and-run and clumping dy-
namics as a function of the interaction spring sti↵ness and the rupture force, we present
a phase diagram for the parameters used in the previous section. The system transitions
from chase-and-run at smaller rupture force to clumping at larger rupture forces. As the
interaction spring sti↵ness increases far beyond the cell spring sti↵ness, the energetics
is dominated by the interaction spring and the dependence on the rupture force on the
transition is much less. We can estimate the transition line by looking at the case where
each cell spring is in its contracting phase (smaller equilibrium spring length) so that
each cell spring pulls on the interaction spring to potentially rupture it. This is the case
where rupture is most likely.
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Figure 4.8: Phase diagram for the two-cell model for parameter values in table. The
estimate for the transition (maroon squares) is also plotted.
In the plots below, we show phase diagrams for two di↵erent parameter changes: the
change in friction coe cient of the PL cell and a change in leq. The phase diagram
is robust to these parameter changes since the former change represents a change in
time scale and the latter that it is only the extension beyond the equilibrium interaction
spring length that matters.
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Figure 4.9: Phase diagram for the two-cell model for parameter values in table, except
with  1 =  2 = 40 nNs/µm. The estimate for the transition (maroon squares) is also
plotted.
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Figure 4.10: Phase diagram for the two-cell model for parameter values in table,
except with leq = 5µm. The estimate for the transition (maroon squares) is also
plotted.
It was conjectured by the experimentalists that the switching of N - to E-cadherin bind-
ing drove the system from chase-and-run to clumping dynamics [2]. We observed this
here as well within the appropriate force scale. As mentioned earlier, the rupture force
for N-cadherin is approximately 40 pN , while for E-cadherin, it is approximately 70 pN .
We observe, for example for k = 2, the doubling of rupture from 10 pN to 20 pN drives
the system from chase-and-run to clumping. The experimentalists also conjecture that
feedback between the cadherin and integrin is also important for the chase-and-run
dynamics [2]. The conjectured feedback is that the more cadherin (cell-cell) binding,
the less substrate (friction) binding. We do not observe this to be the case; in fact,
even without feedback between the two types of molecules, we observe chase-and-run.
However, we can incorporate this feedback into our model with the following: If the
interaction spring is on, the friction coe cients on both sides of the spring is decreased
by half (in both states for the NC cell). With this feedback, we observe that the chase-
and-run behavior can be enhanced. For instance, with no feedback, the transition for
k = 5nM/µm occurs at fr = 0.021nN but with the feedback, the transition occurs at
fr = 0.023nN . Alternatively, a clumped system with no feedback can be driven to the
chase-and-run with feedback, see Fig. 4.11.
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Figure 4.11: The relative distance between the two cells with and without feedback.
The brown shading represents the presence of the interaction spring in the chase-and-
run case, the gray, the clumping case.
We also investigate the system in the presence of active noise (as opposed to thermal
noise). This active noise is due to the presence of fluctuations in the myosin motors, for
example, see Fig. 4.12. We find that for a system undergoing chase-and-run dynamics in
the absence of noise can be driven to clumping in the presence of noise. Should noise be
an important contribution, we conjecture that it may be correlated if one is to observe
the robustness of chase-and-run dynamics. For now, we have assumed uncorrelated, or
Gaussian noise, for simplicity.
Finally, we address the issue of polarity (choosing the asymmetry in the friction). We
have done this by hand, as reflected in the experiments. If the cells could change polarity,
we could potentially observe the relative distance between the cells decreasing (as they
meet) and then increasing as they interact and reverse direction. This behavior is
known as contact-inhibition-locomotion (CIL). We conjecture that the feedback between
the cadherin and the substrate binding could drive the cell to change its polarity and,
therefore, potentially reverse direction. If the substrate binding becomes weaker and
weaker on one side of the cell, then its substrate binding on the other side of the cell
increases to compensate. This increase in substrate friction on the other side of the
cell may be enough to begin to generate motion away from the “other” cell. If the two
cells rupture the interaction spring between them, the two cells continue their original
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direction of motion. This conjecture posits a mechanism for CIL. It turns out that
cells cannot always rupture the interaction spring between them, even if both cells are
moving away from each other, see Fig. 4.13. Although counterintuitive at first, this
phenomenon is caused by the interaction spring not allowing the cell springs to transition
easily between the two contracting and extending states so that each cell cannot escape
each other.
Figure 4.12: The relative distance between the cells with and without noise with
variance A on each of the four beads.
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Figure 4.13: Two cells moving apart from each other are not always able to rupture
the interaction spring, i.e. escape. It depends on the rupture force.
4.5 Discussion
We have developed a one-dimensional mescoscopic model to describe the interaction
between two cells mediated by N(E)-cadherin. In this model, we have assumed that
the leftmost cell (neural crest for chase-and-run phase), extends the leading edge (front
bead) develops strong focal adhesions and in turn retracts the cell rear. In essence,
we have assumed a mesenchymal cell migration motility mode. However, experimental
evidence suggests NC cells undergo an epithelial-to-mesenchymal transition (EMT).
Furthermore, the initiation of cancer metastasis, which requires invasion, is also enabled
by EMT. Since both NC and PL cells have N-cadherin, whereas only the latter express
E-cadherin, one might ask why the spring sti↵ness, describing the cadherin induced
interaction, should be lower when E-cadherin is expressed. We propose the following
mechanism: N-cadherins between an NC and a PL cell will connect in series. However,
the E-cadherin will be described by a spring connecting in parallel to the other spring
connection thus, reducing the e↵ective spring sti↵ness of the system. When two PL cells
come into contact, their two N-cadherins will connect in series, but now we will have
two E-cadherins, which connect in parallel. This decreases the e↵ective k even further,
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which corresponds to the clumping phase. We believe this model to be general enough
to be applicable to other cell sorting mechanisms.
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One-dimensional Anderson Model
5.1 Introduction to the tight-binding model
In this model, we ignore electron-electron interactions and we assume spin to be inessen-
tial. The tight-binding model is then defined by the discretized Schrodinger’s equation
i~@tcn = "ncn + Vncn+1 + V ⇤n cn 1. (5.1)
It turns out that eq. 5.1 is a very good model for the transport of electrons in a one-
dimensional crystal. The tight-binding model is obtained from eq. 5.1 by assuming that
the electron wave-functions are tightly localized around the ions. The wave function can
be expanded in a linear combination of eigenfunctions of n atoms, with cn being the
probability amplitude,
 (x) =
X
n
cn n(x). (5.2)
The Schrodinger’s equation of the solid now reads:
H (x) = i~@t (x) (5.3)
where H is the Hamiltonian of a given electron. The on-site energies can be obtain by
the overlap integral defined as
"n = h n|H| ni =
Z
dx ⇤n(x)H n(x). (5.4)
Similarly, the transition matrix elements V are given by the overlap h n|H| mi. Recall-
ing the original assumption that the electron wave functions are tightly localized around
the ions, we can consider only transition elements to nearest neighbors and neglect all
others, i.e. ignore contributions for m > n + 1. Thus, we arrive at the tight-binding
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introduced in eq. 5.1. It should be noted that the tight-binding model is not limited to
electronic transport in a crystal, in fact, it can be easily show that a system of coupled
springs is also described by a tight-binding model [64]. For the remaining of this chap-
ter, we shall be interested in stationary solutions to the Schrodinger’s equation. Hence,
we will further assume that
cn(t) = cne
iEt, (5.5)
which gives the stationary tight-binding model as
Ecn = "ncn + V cn+1 + V cn 1. (5.6)
5.2 Transfer matrix method
In this section we will describe the method most commonly used for numerical analysis of
the Anderson model as described by [64]. Since we are interested in transport properties
through conductors that have disorder (obstacles), our main goal is to have an operator
M, which allows us to map wave function amplitudes from the left of a given obstacle
to its immediate right:
Figure 5.1: Schematic representation of wave function amplitudes to the left and right
of obstacle related to each other by the operator M.
The tight-binding model equation of 5.6 can be recast into matrix form as 
cn+1
cn
!
=
 
(E   "n)/V  1
1 0
! 
cn
cn 1
!
(5.7)
In order to have a relationship between left and right moving wave functions, we can
expand the vectors in 5.7 as a linear combination of waves as cn = Aeinka + Be inka.
Consequently, the left-hand side of 5.7 can be rewritten as 
cn
cn 1
!
= Q
 
Aeinka
Be inka
!
(5.8)
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cn+1
cn
!
= Q
 
Aei(n+1)ka
Be i(n+1)ka
!
Q =
 
1 1
e ika eika
!
(5.9)
. Substituting eqs. 5.8 and 5.9 into 5.7, we can obtain the relationship between left and
right-moving waves as 
Aei(n+1)ka
Be i(n+1)ka
!
= Q 1MnQ
 
Aeinka
Be inka
!
=Mn
 
Aeinka
Be inka
!
. (5.10)
Notice that we have defined the transfer matrix Mn as
Mn = Q
 1MnQ = Q 1
 
(E   "n)/V  1
1 0
!
Q. (5.11)
Transmission through N sites can be calculated by multiplying N transfer matrices.
Furthermore, this can be used to calculate the transmission coe cient through N such
sites as T = | 1
MN22
|2. A closed form expression for the transmission coe cient can be
obtained by assuming c0 = 1 and c 1 = eika, which corresponds to a plane wave moving
to right and encountering the first obstacle at n = 1. Through some algebra, one can
obtain
T =
4 sin2(ka)
|e ikacN   cN 1|2
. (5.12)
The conductance of the system is related to the transmission coe cient according to the
following formula
G =
e2
⇡~T, (5.13)
where e is the charge of the electron and ~ is Planck’s reduced constant. For the
remaining of this chapter, we will work in units of conductance setting e
2
⇡~ = 1. Hence,
T and G will be used interchangeably.
5.3 Disordered tight-binding models
In this section, we consider the model introduced in Anderson’s seminal 1958 paper. As
described in the introduction, naively one would expect that the more impurities are
introduced in the system, the less chance the electron will have to propagate through
the system. It turns out this naive expectation to be true. In fact, in one-dimension the
presence of any uncorrelated disorder causes all electronic wave functions to be localized,
i.e. they decay exponentially with system size. The localization length is usually defined
as
⇠ 10 = limN!1
1
2N
ln(c2N + c
2
N 1). (5.14)
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In this study, we will mainly be interested in studying the statistics of conductance and
inverse localization length, also known as Lyapunov exponent. Various methods have
been developed to this end ranging from field theoretic methods employing non-linear
sigma models to product of random matrices. The latter is the one that we will focus
on and shall be described in the next section. Most of the works in the literature have
studied disordered models in which p("n) was either a rectangular or gaussian, or Cauchy
distributions. Each of these distributions can be employed to carry out analytical cal-
culations. One of the most important results of the Anderson model is the so-called
single-parameter-scaling (SPS) [65], according to which the entire distribution of con-
ductance is described by only one parameter: hlnT i. The distribution of conductance
has been extensively analyzed numerically and analytically for disorder distributions
with finite moments and it has been shown to have a log-normal distribution [66].
A consequence of exponential localization is that the transmission coe cient has been
shown to decrease with increasing system size for a random wire. Consequently, the
average value of the logarithm of the transmission coe cient decreases linearly with
increasing system size and it is related to the localization length defined in 5.14 by
hlnT i =  2L
⇠0
. (5.15)
Figure 5.2: Average logarithm of the transmission as a function of system size for
uniform distribution where W corresponds to the width of the distribution. The en-
ergy of the electron is " = 0.5 and each value of transmission was averaged over 105
realizations. A linear fit allows one to obtain the localization using the relation 5.14.
The values obtained are: ⇠ ⇡ 40, 23, 15, 10.
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The figure above shows several plots of mean transmission coe cient for varying values
of disorder strength. In order to describe the scaling properties of conductance of a
hypercube, Anderson et.al. introduced a scaling theory of localization [65]. In their
work, they assumed the logarithmic derivative of conductance to depend only on the
conductance itself
 (g) =
d ln g
d lnL
. (5.16)
The behavior of g in di↵erent dimensions was then extrapolated assuming g to be a con-
tinuous monotonically increasing function. When  (g) > 0, the conductance increases
with increasing system size, which corresponds to the metallic regime. In this case, one
would expect Ohm’s law to hold, thus g(L) ⇠ Ld 2. On the other hand, for the case of
an insulator, one would expect g to decrease exponentially with system size. Hence we
have
 (g) ⌘ d ln g
d lnL
=
8<:d  2 if g   1,ln g if g ⌧ 1. (5.17)
The statistical properties of the conductance were debated for some time, until it be-
came clear the theory of localization must take into account the full distribution of
conductance.
Figure 5.3: Probability density function of lnT for the di↵erent distribution widths
shown in the picture above. Despite having used di↵erent distribution widths, the
probability distributions are the same. This is a manifestation of universality in the
Anderson model.
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5.3.1 Alpha-stable distributions
The term alpha-stable or Levy alpha-stable distribution indicates a family of proba-
bility distributions that satisfy the following property: Given two independent ran-
dom variables x and y drawn from the same distribution P , P is said to be stable if
z1 = a1x+b1y and z2 = a2x+b2y have the same distribution for some non-negative con-
stants a1, b1, a2, b2. The most common example of a stable distribution is the Gaussian
distribution. In general, the probability density function cannot be expressed analyti-
cally except for special cases; however, the characteristic function can be. The charac-
teristic function is defined as the Fourier transform of the probability density function
1
2⇡
Z
 (t)e ixtdt. (5.18)
The characteristic function for an alpha-stable distribution can be parameterized as [67]
 (t;↵, , c, µ) = exp [itµ  |ct|↵(1   sgn(t) )]   = tan
⇣⇡↵
2
⌘
. (5.19)
The parameter µ is a shift and can take any real number,   2 [ 1, 1] is called the
skewness and measures the asymmetry of the distribution. The parameter c is a scale
which measures the spread of the distribution, akin to the variance, though the variance
may be infinite. Finally, ↵ 2 (0, 2] defines the type of distribution. Some cases that
admit closed form expressions for the probability density function are:
P (t; 2, 0, , µ) =
1p
2⇡ 2
e 
(t µ)2
2 2 Gaussian (5.20)
P (t; 1, 0, , µ) =
1
⇡ 

 2
(t  µ)2 +  2
 
Cauchy (5.21)
P
✓
t;
1
2
, 0, , µ
◆
=
r
 
2⇡
e
   2(t µ)
(t  µ) 32
Levy. (5.22)
Stable distributions are also important for the generalized central limit theorem. The
standard central limit theorem states that the distribution of the sum of identically dis-
tributed independent random variables tends to a Gaussian distributions as the number
of summed variable grows. Gnedenko and Kolmogorov provided a generalization to the
central limit theorem. They proved that the sum of random variables having symmet-
ric distributions with power-law tails, which decrease as x ↵ 2 will tend to a stable
distribution  (t;↵, , c, µ) as the number of variables grows.
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5.4 Levy-type Anderson model
5.4.1 Cumulants and universality
From an experimental point of view, many realistic realizations of P ("n) have power-
law tail distributions whose first or second moments can be infinite. A clear example
corresponds to the kicked rotator, which displays Anderson localized wave-functions in
momentum space. Furthermore, this problem has been mapped to the Anderson model
where P ("n) is the Cauchy distribution. The experimental motivation for the study
presented in this chapter stems partly from a series of experimental realizations of the
so-called “Levy waveguides” as well as “Levy glasses” [68, 69]. On the other hand, from
a theoretical standpoint this study was partly motivated by the analysis conducted by
Gopar et al. [7]. In their paper, the system analyzed consisted of a series of scatterers
spaced according to a Levy-type distribution. They studied the statistics of conductance
and the validity of SPS under these conditions. In their analysis, they found that the
average logarithm of conductance to scale anomalously with system size: h  ln gi ⇠ L 12 .
Figure 5.4: Plot of hln gi vs. L shows anomalous scaling of the logarithm of conduc-
tance. Image from [7].
In another theoretical study [70], it was postulated that for Cauchy distributed on-site
potentials all the cumulants of the conductance and Lyapunov exponents scale linearly
with system size as
lim
N!1
hh(  lnT )kii = 2k k (5.23)
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where hh(·)kii indicates the k-th cumulant. Given this potential discrepancy, we studied
the tight-binding model whose site energies are distributed according to eqs. 5.18 and
5.19. The quantities of interest are the first three cumulants of T and its full distribution.
Due to the non-analycity of the characteristic function 5.19, only the ↵ = 2 and ↵ = 1
admit close form solutions for some of the cumulants of interest. Therefore, we resorted
to a numerical analysis of the quantities studied. In order to generate Levy-distributed
random numbers, we used the GSL random number generator. We found that for Levy-
distributed on-site random energies the average logarithm of conductance scales linearly
with system size. In the plot below, we show this behavior for various Levy indices.
Figure 5.5: Average logarithm of the transmission as a function of system size for
uniform distribution where ↵ corresponds to the Levy-index characterizing the distribu-
tion. The energy of the electron is " = 0.5 and each value of transmission was averaged
over 105 realizations. As before, we can extrapolate the localization length using a
linear fit. The values obtained are: ⇠ ⇡ 0.45, 0.84, 2.02, 3.35.
This result shows that the conductance does not scale anomalously with system size.
Given that the model of randomly spaced barriers, also known as random Kronig-Penny
model, maps to the original tight-binding model we studied, one might wonder why the
two seemingly equivalent models give rise to strikingly di↵erent physics. The results
known from the random Kronig-Penney model hinge on the validity of the random
phase approximation: the scatterers are placed within a distance ka   2⇡ (where a is
the lattice spacing) of each other, then the phase of the wave-function will be uniformly
distributed within [0, 2⇡]. It is reasonable to think that the RPA approximation breaks
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down in the presence of distributions with fat-tails where rare events become more
prominent than in the gaussian distribution. In the plots below, we show that the
second and third cumulants of the conductance also scale linearly with system size.
Figure 5.6: Log-log plot of second cumulant of T as function of system length. The
energy used was E = 1.4, each plot was averaged over 3 · 106 disorder realizations.
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Figure 5.7: Log-log plot of third cumulant of T as function of system length. The
energy used was E = 1.4, each plot was averaged over 3 · 106 disorder realizations.
We are aware of a recent paper by Gopar et. al. [71] in which they show similar results
for the second cumulant of T as a function of L on a log-log plot. From their plots they
seem to conclude that the cumulants scale linearly with system size. It should be noted,
however, that on a log-log scale, any power-law will look like a straight line. One should
really perform a linear fit and conclude that the slope of the linear fit is close to one.
We did a linear fit of all 8 lines shown above and in all cases we obtain slopes close to
1, indicating that the cumulants do indeed scale linearly.
After analyzing the cumulants of the distribution of T , we studied the whole distribution
and asked whether the same type of universality that was observed for the standard
Anderson model also holds for the Levy-type AM. The plot below shows the probability
distribution for ↵ = 0.3 showing the same universality as was shown in the gaussian
distribution case.
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Figure 5.8: Probability distribution of logarithm of the transmission coe encient,
↵ = 0.3, ↵ = 1.3 and the uniform case. The energy of the electron is " = 0.5.
From the plot above, it is clear that the probability distribution does not display the same
universality as it was shown for the uniform disorder case. Furthermore, the distribution
appears to have broad tails as can be observed by the nearly-linear behavior at the tails
of the distributions. On the other hand, the uniform disorder case appears as an inverted
parabola in a semi-log plot, as we would expect for a log-normal distribution.
5.5 Single parameter scaling revisited
In this section, we aim to address the question of whether single parameter scaling holds
in the more general Levy-type AM. As it was described in the previous section, the
essence of SPS is the fact that the conductance distribution is fully described by one
single parameter: hlnT i. This description, however, does not take into account the
fluctuations of the wave-function. In [65], this issue was addressed and SPS was put on
stronger footing. They found that the variance of the Lyapunov exponent scales as the
inverse of the system size. More explicitly, the Lyapunov exponent defined as
 ˜ =
1
2L
ln
✓
1 +
1
g
◆
(5.24)
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has a disorder average that converges to the inverse localization length
h ˜(L)i =   ⌘ ⇠ 1. (5.25)
Furthermore, its variance is related in a universal way to the Lyapunov exponent
 2 ⌘ h ˜(L)2i   h ˜(L)i2 =  
L
. (5.26)
This expression is the heart of single parameter scaling as it indicates that the distribu-
tion of the Lyapunov exponent is completely described by a single parameter   in the
limit of strong localization, i.e. L   ⇠0. In [72], Altschuler et. al derived an analytic
expression for the variance of the Lyapunov exponent for the Lloyd model (↵ = 1). In
their results, they found two expressions for  2. The first one corresponds to
 2 ' 2 
L
, (5.27)
which di↵ers from the standard SPS only by a factor of 2 and indicates the validity of
SPS even in the Lloyd model. The second regime they found corresponds to
 2 =
1
lsL
✓
⇡   2⇠0
ls
◆
, (5.28)
where ls is a length scale related to the disorder distribution width and energy scale,
and ⇠0 is again the localization length. Hence, this expression indicates the violation
of single-parameter scaling. It is evident that there is no consensus as to whether SPS
should hold for the Levy-type AM. In what follows we show plots of the ratio of  2/  as
a function of system size. In the standard SPS, one would expect this ratio to converge
to 1.
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Figure 5.9: Ratio of the variance of the Lyapunov exponent and the mean Lyapunov
exponent as a function of system size. Deviation from 1 indicate violation of single-
parameter-scaling.
From these plots, it is clear that  2/  does not seem to approach 1. Rather, each value
of Levy-index converges to a di↵erent ratio. Hence, this seems to suggest a correction
to SPS as follows
 2 = f(↵, E)  
L
(5.29)
where f(↵, E) is an unknown parameter which will depend on the energy as well as the
Levy-index. The likely explanation for this result lies again with the main assumption
that Anderson et. al used in the derivation of SPS: the random phase approximation.
It is clear that due to the non-vanishing probability of rare events, the phase of the wave
function cannot be assumed to be uniformly distributed. In conclusion, we have studied
the Anderson model with Levy-type on-site disorder potential. We have found that
for arbitrary energy and levy-index SPS is always violated. This is important as many
applications of tight-binding models often rely on the assumption of gaussian distributed
disorder. Similarly, we have found that the first three cumulants of conductance scale
linearly with system size, which indicate the absence of super(sub)localization as one
might expect with the presence of fat-tailed distribution.
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Smectic free energy density
This appendix shows a simple derivation of the smectic free energy as presented in eq.
1.2. We follow the exposition found in [18]
As mentioned in the introduction, the main hydrodynamic variable for constructing
the smectic free energy is the z-component of the displacement field. Furthermore, it
should be reasonable to think that the energy should change when the density of the
material changes from a reference state ⇢0. As it is standard in a Landau construction,
the free energy will depend on second order derivatives of the displacement field. First
order derivatives are not allowed as they are not rotationally invariant. The smectic free
energy is at first
F = 1
2
A (⇢  ⇢0)2 + (⇢  ⇢0) @zu+ 1
2
B⇢0 (@zu)
2 +
1
2
K (4?)2
4? = @2x + @2y (A.1)
The conditions for mechanical equilibrium are found by minimizing the free energy with
respect to the two fields with the added constraint that the total mass not change.
Minimizing first with respect to ⇢, we find
 
Z
FdV    
Z
 ⇢dV = 0
A
⇢  ⇢0
⇢0
+ C@zu =  , (A.2)
  is a Lagrange multiplier used to enforce constant mass. Since ⇢0 is the density of
the reference state with no deformation, @zu must be zero in this reference state, this
observation leads to   = 0 and
⇢  ⇢0 =  ⇢
2
0C
A
@zu. (A.3)
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The net change in density is related to the net volume change, which in turn can be
found as the trace of the strain tensor:
(⇢  ⇢0)
⇢0
=  (V   V0)
V0
=   (Exx + Eyy + Ezz) Ezz = @zu (A.4)
Because of x   y symmetry we have Exx = Eyy and Exx =  12 (1 m)Ezz, where
m = C⇢0A. The term ⇢  ⇢0 can now be eliminated from eq. A.1 as follows
1
2
A
⇢0
(⇢  ⇢0)2 =  1
2
(Exx + Eyy + Ezz)
=  A
2
[(1 m)uz + uz]
=  1
2
C⇢0. (A.5)
Similar algebra follows for the second ⇢  ⇢0 term. The free energy then becomes
F = 1
2
⇢0D (@zu)
2 +
1
2
(4?)2 D = B   C
2
A
. (A.6)
Notice that eq. A.6 di↵ers from eq. 1.2 by a non-linear factor. As mentioned in the
introduction, the additional term corresponds to non-linear e↵ects due to the rotation
of the layers.
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Lyapunov exponent derivation
This appendix introduces an analytical calculation for the first Lyapunov exponent in
the case of weak disorder. This exposition follows the derivation shown in [64]. In
addition to eq. 5.24, the Lyapunov exponent can also be defined as
 (E) = lim
N!1
1
2N
ln
 
c2N + c
2
N+1
 
(B.1)
This expression can be rewritten using the following relation
c2N+1 + c
2
N =
c2N+1 + c
2
N
c2N
c2N
c2N 1
· · · c
2
1
c20
c0. (B.2)
Using this expression into B.1, we obtain
lim
N!1
1
2N
ln
 
c2N + c
2
N+1
 
= lim
N!1
1
2N
ln
c2N+1 + c
2
N
c2N
c2N
c2N 1
· · · c
2
1
c20
c0
= lim
N!1
1
2N
NX
n=1
ln
c2n
c2n 1
+
1
2N
ln
c2N+1 + c
2
N
c2N
1
2N
ln c20
= lim
N!1
1
N
NX
n=1
ln zn, zn ⌘ cn+1
cn
, (B.3)
where the last two terms outside of the summation where dropped out as they will go
to zero in the infinite system size. We can now return to eq. 5.5 and divide both sides
by cn obtaining
E = "n + cn+1
cn
+
cn 1
cn
zn+1 = E   "n   z 1n . (B.4)
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For a perfect crystal, i.e. no disorder, we return to oscillatory solutions zn+1 = zn = eika.
Thus, it should be reasonable to be able to perturb the homogeneous case solution for
the case of weak disorder. Hence, the perturbed solution will be expressed as zn =
eika+un. Since we only considered spatially uncorrelated distributions for the disorder,
the moments of un will not depend on n. Furthermore, for the a weak disorder expansion,
we only need look at the first two moments. For ease of notation, we will use x1 = huni
and x2 = hu2ni. We can now insert the perturbed solution into B.4 obtaining
eika + un+1 = E   "n  
⇣
eika + un
⌘ 1
un+1 =
e ikaun   "un   eika"n
eika + un
, (B.5)
where we used the homogeneous case energy E = 2 cos(ka). Now, one simply needs to
expand the denominator in B.5 in a taylor series and perform disorder averages. The
first two moments then are given by
hui =  hu
2ie i2ka
2i sin(ka)
(B.6)
hu2i = h"
2ie2ika
2i sin(2ka)
. (B.7)
The weak disorder expansion of  (E) can be now be calculated by taking the logarithm
of B.4, performing a taylor expansion and averaging over the disorder we obtain
 (E) = ika+ h"
2i
24(4  "2) . (B.8)
As a check for the validity of this relation, from the Lyapunov exponent we can calculate
the localization length for a given disorder width W = 2.5. The localization length is
given by the inverse of the real part of Lyapunov exponent
⇠(E) = 1
Re (E) =
24(4  E)
W 2
. (B.9)
Using E = 0.5 and W = 1.5, we obtain ⇠ = 40, which is consistent with the numerically
obtained value. It should be noted that this disorder expansion relies on the fact that
the disorder be weak as measured by the width of the distribution. Hence, this method
would not work for Levy-type potentials as the second moment is infinite and the concept
of weak disorder is not defined.
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