The mixture of Type-I and Type-II censoring schemes, called the hybrid censoring scheme is quite common in life-testing or reliability experiments. Recently Type-II progressive censoring scheme becomes quite popular for analyzing highly reliable data. One drawback of the Type-II progressive censoring scheme is that the length of the experiment can be quite large. In this paper we introduce a Type-II progressively hybrid censoring scheme, where the experiment terminates at a pre-specified time. For this censoring scheme, we analyze the data under the assumptions that the lifetimes of the different items are independent and exponentially distributed random variables with parameter λ. We obtain the maximum likelihood estimator of the unknown parameter in an exact form. Asymptotic confidence intervals based onλ, lnλ, confidence interval based on likelihood ratio test and two bootstrap confidence intervals are also proposed. Bayes estimate and credible interval of the unknown parameter are obtained under the assumption of gamma prior of the unknown parameter. Different methods have been compared using Monte Carlo simulations. One real data set has been analyzed for illustrative purposes.
Introduction
The two most common censoring schemes are termed as Type-I and Type-II censoring schemes. Briefly, they can be described as follows. Consider n items under observations in a particular experiment. In the conventional Type-I censoring scheme, the experiment continues up to a pre-specified time T . On the other hand, the conventional Type-II censoring scheme requires the experiment to continue until a pre-specified number of failures m ≤ n occur. The mixture of Type-I and Type-II censoring schemes is known as the hybrid censoring scheme. The hybrid censoring scheme was first introduced by Epstein One of the drawbacks of the conventional Type-I, Type-II or hybrid censoring schemes is that they do not allow for removal of units at points other than the terminal point of the experiment. One censoring scheme known as Type-II progressive censoring scheme, which has this advantage, becomes very popular for the last few years. It can be described as follows: Consider n units in a study and suppose m < n is fixed before the experiment.
Moreover, m other integers, R 1 , . . . , R m are also fixed before so that R 1 + . . . + R m + m = n.
At the time of the first failure, say X 1:m:n , R 1 of the remaining units are randomly removed.
Similarly, at the time of the second failure, say X 2:m:n , R 2 of the remaining units are randomly removed and so on. Finally, at the time of the m − th failure, say X m:m:n , the rest of the R m units are removed. For further details on Type-II progressive censoring and for its different advantages, the readers may refer to the recent excellent monograph of Balakrishnan and Aggarwala [1] .
In this paper, we introduce a Type-II progressively hybrid censoring scheme. As the name suggests, it is a mixture of Type-II progressive and hybrid censoring schemes. The detail description and its advantages will be described in the next section. In this new censoring scheme, we analyze the data under the assumptions that the lifetimes of the different items are independent identically distributed (i.i.d.) exponential random variables.
It is observed that the maximum likelihood estimator (MLE) always exists and we obtain the explicit form of the MLE of the unknown parameter. We also obtain an estimate of the asymptotic confidence interval and propose two bootstrap confidence intervals. Bayes estimate and credible interval are also obtained under the assumption of the gamma prior on the unknown parameter. Different methods are compared using Monte Carlo simulations
and for illustrative purposes we analyze one real data set.
The rest of the paper is organized as follows. We formulate the problem in Section 2 and provide the MLE of the unknown parameter. Different confidence intervals are presented in Section 3. Bayesian analysis is provided in Section 4. Numerical results are presented in Section 5. One real data set has been analyzed in Section 6 and finally we conclude the paper in Section 7.
2 Model Description, Notations and MLE
Model Description and Notations
Suppose n identical items are put on a test and the lifetime distributions of the n items are denoted by X 1 , . . . , X n . The integer m < n is fixed at the beginning of the experiment, and 
Case II: {X 1:m:n , . . . , X J:m:n }; if X J:m:n < T < X J+1:m:n .
Note that for Case II, X J:m:n < T < X J+1:m:n < . . . < X m:m:n and X J+1:m:n , . . . , X m:m:n are not observed.
The conventional Type-I progressive censoring scheme needs the pre-specification of are not trivial. For the conventional Type-II progressive censoring scheme the experimental time is unbounded. In our proposed censoring scheme, the choice of T depends how much maximum experimental time the experimenter can afford to continue. Moreover, the experimental time is bounded.
Before progressing further, we introduce/ review the following notations;
lifetime of the i − th item; i = 1, . . . , n. Now we provide the MLE of λ under the assumption that the lifetime distributions of
Maximum Likelihood Estimator
Based on the observations (1) or (2), the log-likelihood function (without the constant term)
can be written as;
Case I:
Case II:
Note that (3) and (4) can be combined as follows;
It is not possible to obtain the exact distribution ofλ because of the complicated nature of the conditional distributions of X 1:m:n , . . . , X m:m:n given X m:m:n < T . Interestingly, the distribution ofλ is a mixture of discrete and continuous distributions. It has a positive mass at the point 0 and it has the bounded support. Since, the exact distribution ofλ is not known, the exact confidence interval also can not be obtained.
Confidence Intervals
In this section, we propose different confidence intervals of the unknown parameter of λ for D > 0. It is very difficult to obtain the confidence interval of λ for D = 0 and it is not pursued here.
Asymptotic Confidence Interval
First let us obtain the Fisher information I(λ), i.e.,
From (5) it follows that
Observe that
For proof of (9) see in the appendix. It is not easy to compute P (X i:m:n < T ) for general i, because X i:m:n is a sum of i independent but not identically distributed exponential random variables. Therefore, for D > 0, we propose the following approximate 100(1-α)% confidence interval for λ,λ
Meeker and Escobar [17] reported that the confidence interval based on the asymptotic theory of ln(λ) is superior to one ofλ. For D > 0, the approximate 100(1-α)% confidence interval for ln(λ) is
Therefore, for D > 0, approximate 100(1-α)% confidence interval for λ becomes,
Confidence Interval Based on Likelihood Ratio Test
It is observed (see Meeker and Escober [17] ) that the confidence interval based on the likelihood ratio test is often superior than the confidence interval based on the asymptotic distribution of the MLE. In this subsection we propose the confidence interval based on the likelihood ratio test, which was originally proposed by Lawless [16] for constructing confidence interval for the gamma parameters. First consider the following testing of hypothesis problem:
Test:
The likelihood ratio (LR) statistic is:
where L(.) is same as defined in (5). For large sample sizes, it is possible to approximate the distribution Λ under H 0 as χ 2 with one degree of freedom. Since λ is the scale parameter, the exact distribution of the Λ is independent of λ 0 . Therefore, 100(1-α)% confidence interval, S(λ), of λ can be constructed as;
where χ 
Bootstrap Confidence Intervals
In this subsection we propose two confidence intervals based on bootstrapping. The two bootstrap methods that are widely used in practice are;
(1) The percentile bootstrap (Boot-p) proposed by Efron [8], and (2) The bootstrap-t method (Boot-t) proposed by Hall [13] .
It is observed that in this type of situations (Kundu, Kannan and Balakrishnan, [15] ), the non-parametric bootstrap method does not work well. We propose the following two parametric bootstrap confidence intervals for λ.
Boot-p Method:
[1] Estimate λ, sayλ, from the sample using (6).
[2] Generate a bootstrap sample {X * 1:m:n , . . . , X * D * :m:n }, usingλ, R 1 , . . . , R m and T . Obtain the bootstrap estimate of λ, sayλ * using the bootstrap sample.
[3] Repeat
Step [2] NBOOT times.
[4] Let CDF (x) = P (λ * ≤ x), be the cumulative distribution function ofλ * . Definê
The approximate 100(1-α)% confidence interval for λ is given by
Boot-t Method:
[1] Estimate λ, sayλ, from the sample using (6) as before.
[2] Generate a bootstrap sample {X * 1:m:n , . . . , X * D * :m:n }, usingλ, R 1 , . . . , R m , T and obtain
[3] Determine the T * statistic
[4] Repeat
Step [2] -[3] NBOOT times.
[5] Let CDF (x) = P (T * ≤ x), be the cumulative distribution function of T * . For a given
Bayesian Analysis
In this section we approach the problem from the Bayesian point of view. In the context of exponential lifetimes λ may be reasonably modeled by the gamma priors. We assume that λ is distributed as gamma(a, b), where the gamma parameters a and b are assumed to be positive. When a = b = 0, it is the non-informative prior of λ. The posterior density of λ given the data can be written as
From (16) it is clear that the posterior distribution of λ is also gamma(D + a, W + b).
Therefore, the Bayes estimate of λ under squared error loss function iŝ
Interestingly, when a = b = 0, the Bayes estimator coincides with the MLE.
The credible interval of λ can be obtained using the posterior distribution of λ. Note that a posteriori
follows χ 2 distribution with 2(D + a) degrees of freedom provided 2(D + a) is a positive integer. Therefore, 100(1-α)% credible interval for λ can be obtained as
where χ 2 2(D+a), and using the random number generation algorithm RAN2 of Press et al. [18] . All the programs are written in FORTRAN and they can be obtained from the authors on request.
Before progressing further, first we describe how we generate Type-II progressively hybrid censored data for a given set n, m, R 1 , . . . , R m and T . We use the following transformation suggested in Balakrishnan and Aggarwala [1] .
. . .
It is known that if X i 's are i.i.d exp(λ), then the spacings Z i 's are also i.i.d exp(λ) random variables. From (19) it follows that
Using (20), Type-II progressively hybrid censored data can be easily generated as follows.
For a given n, m, R 1 , . . . , R m , we generate X 1:m:n , . . . , X m:m:n using (20). If X m:m:n < T , then we have Case I and the corresponding sample is {(X 1:m:n , R 1 ), . . . , (X m:m:n , R m )}. If X m:m:n > T , then we have Case II and we find J, such that X J:m:n < T < X J+1:m:n . The corresponding Type-II hybrid censored sample is {(X 1:m:n , R 1 ), . . . , (X J:m:n , R J )} and R * J , where R * J is same as defined before.
We consider different n, m and T . We have used three different sampling schemes, namely: Scheme 1: R 1 = . . . = R m−1 = 0 and R m = n − m. Scheme 2: R 1 = n − m and R 2 = . . . = R m = 0. Scheme 3: R 1 = . . . = R m−1 = 1 and R m = n − 2m + 1.
Without loss of generality we take λ = 1 in each case. We compute the MLE and the 95% confidence intervals using (I) asymptotic distribution ofλ, (II) Boot-p method, (III) Boot-t method, (IV) asymptotic distribution of lnλ, (V) likelihood ratio method, when D > 0.
For comparison purposes we also compute the 95% Bayes credible intervals using the noninformative priors, namely a 1 = a 2 = b 1 = b 2 = 0. We replicate the process 1000 times in each case and report the average biases, mean squared errors (MSEs) and the coverage probabilities. In any replication if D = 0, we have not considered that sample. The average biases of the MLEs and the corresponding MSEs are reported in Table 1 . The average confidence/ credible lengths and the corresponding coverage percentages are reported in the Tables 2-7. From Table 1 , the following observations are made. For fixed n as m increases the biases and the MSEs decrease for all cases as expected. For fixed m as n increases although MSEs decrease but the biases increase. The later phenomenon is quite counter intuitive. It is also observed that the MLEs for schemes 1 and 3 behave quite similarly in terms of biases and MSEs unless both n and m are small or T is small. The MLEs for scheme 2 have smaller biases than the corresponding MLEs for the other two schemes unless T is very small, although the MSEs are always larger. Now we compare different confidence/ credible intervals in terms of their average lengths and coverage probabilities. In general it is observed that most of the methods work well unless T is very small or n and m are very small. For most of the methods it is observed that the average confidence/ credible lengths decrease as n increases for fixed m or the other way. For most of the methods, scheme 1 and scheme 3 behave very similarly although the confidence intervals for scheme 1 are usually slightly shorter than scheme 3. The confidence intervals for scheme 2 are usually larger than the other two.
It is observed that the confidence intervals based on MLEs work quite well unless T , m and n are very small. In that case it can not maintain the nominal level at least for schemes 1 and 3. Interestingly, even when m, n and T are small it works quite well for scheme 2 in terms of the coverage probability although the confidence lengths are significantly larger.
In general Boot-p confidence intervals do not work that well. It can not maintain the nominal level even when T is large. In fact, the average confidence length are usually larger than the asymptotic confidence lengths unless n and m are very small. Boot-t confidence intervals work definitely better than the Boot-p confidence intervals both in terms of coverage percentages and confidence lengths except scheme 2. The average confidence lengths for Boot-t confidence intervals are slightly smaller than the asymptotic confidence intervals at least for small sample sizes, but the coverage probabilities are also slightly lower than the nominal level in general. The confidence intervals based on the asymptotic distribution of lnλ also work quite well for all sample sizes and for all the schemes. In most of the cases the coverage probabilities are quite close to the nominal level, although the average confidence lengths are significantly larger than the asymptotic confidence intervals based on MLEs or Boot-t confidence intervals. The confidence intervals based on the likelihood ratio works very well even for small n, m and T and also for all the schemes. It can maintain the coverage percentages to the nominal level in most of the cases. The average confidence lengths are larger than the asymptotic confidence intervals based on MLEs or Boot-t confidence intervals but smaller than the confidence intervals based on the asymptotic distribution of lnλ. The Bayes credible intervals with respect to the non-informative priors works also work very well. It can maintain the coverage probabilities in most of the cases considered. The average credible lengths are also slightly smaller than the likelihood ratio based confidence intervals.
Comparing all the methods, we suggest that likelihood ratio based confidence intervals or Bayes credible intervals can be used for practical purposes.
We compare different sampling schemes with respect to their information measures.
Other than sampling schemes 1, 2 and 3 we also consider the following schemes:
Scheme 4: R 1 = . . . = R m−1 = 2 and R m = n − 3m + 2.
Scheme 5: R 1 = . . . = R m−1 = 3 and R m = n − 4m + 3. We already observed that the Fisher Information of λ in (8) where E(D) can be calculated using (9). Since it is not very easy to compute (9), we use Monte Carlo simulation techniques to compute the value of E(D) for different sampling schemes and for different T values. We have generated X i:m:n using the transformation (20) and compute the P (X i:m:n < T ) based on 1000 replications. The results are reported in the Table 8 . Interestingly it is observed that scheme 1 has uniformly maximum information of λ and scheme 2 has the lowest one. The other sampling schemes have the information in between these two. Moreover, from Table   8 , we also obtain the average duration of the experiments and the probability of termination due to case 1. It is observed, although not very surprising, that the average duration of the experiment is smallest for scheme 1 and highest for scheme 2 and the probability of termination due to case 1 is highest for scheme 1 and lowest for scheme 2. Other schemes all lie between these two extreme schemes. Therefore, for an experimenter, it might be necessary to choose a balance between the expected number of failures (E(D)) and the expected duration of the experiment and appropriately choose the scheme. For example, let c 1 be the cost incurred due to a failed unit and c 2 be the cost incurred due to unit time of the
where N denotes the expected number of failures and S denotes the expected duration of the experiment for that particular scheme. The experimenter might be interested in choosing that particular scheme which minimizes the expected cost c 1 N + c 2 S. For that purpose, the Table 8 will be useful. Note that although we have reported the result for λ = 1, but since it is the scale parameter, it can be used for other λ's also, with the appropriate changes in T .
Data Analysis
In this section we consider one real-life data analysis from Lawless [16] . It consists of failure or censoring times for 36 appliances subjected to an automatic life test. The data are given below, consisting of only the failure times. From the given data we created two different artificial Type II progressively hybrid censored data. 
Conclusions
In this paper we discuss a new censoring scheme namely the Type II progressively hybrid censoring scheme. Assuming that the lifetime distributions are exponentially distributed we obtain the maximum likelihood estimators of the unknown parameter and propose different confidence intervals using asymptotic distributions as well as using bootstrap methods.
Bayesian estimate of the unknown parameter is also proposed and it is observed that the Bayes estimate with respect to non-informative prior works quite well in this case. Although we have assumed that the lifetime distributions are exponential but most of the methods can be extended for other distributions also, like Weibull distribution or gamma distribution.
The work is in progress and it will be reported elsewhere.
Therefore,
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