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Abstract
Aqueous chemistry is strongly influenced by water's ability to form an extended network
of hydrogen bonds. It is the fluctuations and rearrangements of this network that stabilize
reaction products and drive the transport of excess protons through solution.
Experimental observations of the dynamics of the hydrogen bonded network are difficult
because (1) the timescales are exceedingly fast with relevant fluctuations occurring on a
tens of femtosecond period and (2) the experimental probe must be sensitive to the local
hydrogen bonded structure. In this thesis I address these experimental challenges through
the development of ultrafast nonlinear infrared spectroscopy of the OH stretch of HOD in
D20. The frequency of the OH stretch, OH, is sensitive to the configuration of the
hydrogen bonded pair. Therefore, time-dependent changes in OoH can be correlated with
changes in the hydrogen bonded geometry.
I describe how broadband homodyne echo and polarization-dependent pump-
probe experiments can be utilized to separate the contributions of spectral diffusion,
vibrational relaxation and molecular reorientation. These experiments observe the
underdamped motion of the hydrogen bonded pair and the librational motion of the OH
dipole on the 180 and 50 fs timescales, respectively. These dynamics occur on a
relatively local (i.e. molecular) length scale. At times greater than ~300 fs the
experiments observe signatures of a kinetic regime. No longer can the spectral relaxation
be ascribed to a clear molecular motion. Instead, the decay originates from the collective
reorganization of many molecules.
Two dimensional infrared spectroscopy (2D IR) is applied to further investigate
the mechanism of hydrogen bond rearrangement. 2D IR is an optical analogue of
multidimensional NMR. As a correlation spectroscopy, time dependent changes in 2D IR
line shapes track how vibrational oscillators relax from one frequency to another. I
describe two methods of acquiring high fidelity 2D line shapes at wavelengths of 3 gtm.
Both methods utilize a HeNe laser as a frequency standard and balanced detection of the
signal field. Spectral diffusion is found to dominate the evolution of the 2D line shapes of
the OH stretch up to the vibrational lifetime of 700 fs. At times beyond this point the line
shapes change substantially, indicating population relaxation out of the v= 1 state and the
formation of a spectroscopically distinct vibrationally excited ground state. Frequency
dependent relaxation of the 2D IR line shapes reveals that molecules in hydrogen bonded
and non-bonded configurations experience qualitatively different fluctuations. Non-
bonded configurations are found to return to band center on -100 fs timescale indicating
that these configurations are inherently unstable. Hydrogen bonded oscillators undergo
underdamped oscillations at the hydrogen bond stretching frequency before subsequent
barrier crossing.
Hydrogen bonding not only affects COOH. The transition dipole, gi, is modulated by
the hydrogen bonding interaction, resulting in higher oscillator strength for strong
hydrogen bonds. I describe how modeling the temperature dependent behavior of IR and
Raman line shapes in combination with nonlinear IR spectroscopies can extract the
frequency dependent magnitude of gi. The variation in the transition dipole with
frequency is found to be roughly linear on resonance but is found to be strongly nonlinear
for weak hydrogen bonds on the high frequency side of the OH line shape.
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Chapter 1
Introduction
1.1 Why water?
Water is truly everywhere. Maybe the only thing more ubiquitous than water is the
number of research articles on water that begin with this observation. For it is most
certainly true that the phrase "water is ubiquitous" is in fact ubiquitous. Water's
abundance, in its own right, does not make it particularly exciting. There are plenty of
things that surround us that are pretty boring. Could you imagine staying in a cramped
and steamy dorm room for a week to attend a Gordon Research Conference on Gaseous
Nitrogen or Soil: More than just decaying vegetable matter?
Water's peculiarities are what make it so intriguing. Compared to its peers (i.e.
other low molecular weight liquids) water has a high melting and boiling point, expands
upon freezing and has a high viscosity that decreases upon an increase in pressure. 1' 2
Distinct from these "thermodynamic" anomalies, water has surprising aqueous reactivity.
Water is able to quickly solvate nascent charge, which is critical for stabilizing charge
transfer reactions, and is able to shuttle excess protons well beyond the diffusion limit for
similarly sized ions. Because of our familiarity with water (it is ubiquitous after all) we
take many of these anomalous properties for granted. From a young age we know that ice
floats on water and so many of us never pause to think how abnormal it is for the solid
phase to be less dense than the liquid. As countless authors have tirelessly pointed out,
"as the lubricant of life"3 water's relatively odd properties have implications from
"astronomy to zoology" 4. Life would be profoundly different if water were more
mundane.
Water's structure and properties are due to the weak, non-covalent interaction
known as the hydrogen bond. The structure of most other liquids is determined almost
entirely by the repulsive forces that originate from molecules getting too close to one
another. From a classical perspective, water's structure is a result of the balance of these
repulsive forces with the attractive electrostatic interaction between the partially negative
charge of the oxygen of one water molecule with the partially positive charge of the
hydrogen on a neighboring water molecule. This attractive force is known as the
hydrogen bond and is approximately 10 times stronger than most other non-covalent
interactions, such as dispersion forces, but is roughly 10 to 100 times weaker than a
covalent bond. Each water molecule is able to form four hydrogen bonds, by donating
two and accepting two, resulting in a locally tetrahedral arrangement. It is rather easy to
see why water behaves differently than other liquids incapable of forming hydrogen
bonds. The attractive interaction between water molecules makes it harder to pull them
apart, resulting in higher melting and boiling points and viscosity. 1,2 Increasing pressure
reduces the hydrogen bonding interaction between water molecules. This decrease more
than compensates for the reduction in volume between water molecules, reducing the
viscosity. The highly directional nature of hydrogen bonds in water results in a hexagonal
lattice of water molecules upon freezing that has a larger spacing between molecules
compared to the liquid and is therefore less dense.
1.2 Models of water's structure
So what happens to ice's structure upon melting? It seems like a fairly
straightforward question but after years of research it still raises rancor. Clearly the
increase in density implies that the average distance between molecules must decrease,
accompanying the increase in disorder of the liquid state. X-ray and neutron scattering
experiments are able to provide a time-averaged glimpse of water's structure through
radial distribution functions.5 These measurements, along with MD simulations suggest
that water maintains its largely tetrahedral structure but that at any given instant ten
percent of the hydrogen bonds appear to be "broken".6 This leads to another important
question of what it really means to be hydrogen-bonded in the first place. Unfortunately,
this question is also widely debated. Traditionally, people have defined that two
molecules are in a hydrogen bond if they fulfill certain pairwise geometric or energetic
criteria. Figure 1.1 illustrates the common geometric definition.
Figure 1.1. (Color) Geometric definition of a hydrogen bond.
This definition is not as arbitrary as it may at first appear. The oxygen - oxygen distance
of 3.5 A corresponds to the first minimum of the corresponding radial distribution
function while the angle of 300 is the critical angle determined from the maximum
amplitude of librational motions.7
Structural models 2 of water can often be broken into two limiting cases: mixture
and continuum models. Mixture models presume that water is composed of a number of
stable and distinct hydrogen bonding environments that interconvert.8s- ' The green free
energy surface in Figure 1.2 depicts this scenario for two stable species, the hydrogen
bonded pair (HB) and a broken or non-hydrogen bonded pair (NHB), which occupies a
local minimum on the free energy surface. Continuum models assume that the liquid
largely maintains the tetrahedral structure of ice with fluctuations about this average
structure. 11-13 In this picture the NHB state occupies a maximum on the free energy
landscape and would appear transiently as hydrogen bonded molecules switch partners or
as large distortions about the HB state. This scenario is represented in the blue free
energy surface in Figure 1.2.
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Figure 1.2. (Color) Two limiting free energy scenarios depicting hydrogen bond switching in
liquid water. The scenarios differ in the stability of the NHB state. The NHB state occupies a
local minimum (top) or transition state (bottom).
Mixture and continuum models can be misleading in that they are often discussed
in very static terms. Molecules in liquids are constantly moving. This is especially true
for water where relevant molecular fluctuations occur on a tens of femtoseconds (1 fs =
10-15 seconds) timescale. 14-19 It has been established that hindered rotations or librations,
which occur on a -50 fs timescale (i.e. 400-1000 cm'-), play an important role in the
initial solvation of charged products. 14 Likewise, hydrogen bond stretching on a 180 fs
timescale, 0..0..0 bending motions on a 550 fs timescale, and the collective
reorganization of water molecules (1.4 ps) contribute to the distortion and rearrangements
of the hydrogen bonding network. 15
A thorough understanding of water's structure requires the ability to distinguish
distortions from stable structures. Ultimately a stable chemical species must occupy a
minimum on the free energy surface and therefore persist in time longer than the
timescale of the fastest intermolecular fluctuations. Therefore, stable species are
separated on the free energy landscape by barriers greater than kT (-200 cm-').
Instantaneous snapshots of atomic positions can be misleading because the configuration
may represent molecules at their average (and therefore stable) positions or might
indicate large but transient distortions about a point of stability. Eisenberg and
Kauzmann, in their classic text The Structure and Properties of Water, astutely noted this
when they suggested three different ways of describing structure in the liquid state.2 The
first, "I" (instantaneous) structure refers to atomic positions obtained by methods that
have time resolution faster than the timescale of intermolecular vibrations. Measurements
that probe the dephasing of electrons, such as x-ray absorption spectroscopy observe the
"I" structure of the liquid. "V" (vibrational) structure is averaged over the timescale of
intermolecular fluctuations and best represents the stable geometry of the liquid. "D"
(diffusional) structure represents averaging the liquid structure over a timescale
comparable to the timescale of diffusion.
Understanding how the "I" and "V" structural pictures of the liquid are related is
the most useful for discerning between mixture and continuum models and are the most
relevant for understanding how fluctuations mediate aqueous chemistry. It is these
dynamics of the hydrogen bonding network that influence aqueous reactivity.
1.3 Infrared spectroscopy as a probe of liquid structure
Observing liquid structure on the timescale of molecular motions is an
experimentally daunting task. In general, those techniques with the atomistic structural
resolution necessary, such as NMR, lack the time resolution required to probe nature's
fastest liquid, water. On the other hand, many of the standard ultrafast spectroscopies,
such as time domain Raman methods or electronic echo experiments, lack the structural
resolution necessary to resolve different hydrogen bonding environments. Ultrafast
infrared spectroscopy serves as the perfect solution to these problems; the OH stretching
frequency, OOH, is related to the local hydrogen bonding environment while the
generation of ultrashort mid-IR pulses allows for time resolution on the timescale of
water's intermolecular fluctuations.
Hydride stretching vibrations are particularly sensitive to the hydrogen bonding
environment because the formation of a hydrogen bond weakens the OH force constant,
red-shifting the stretching frequency (i.e. shifts to lower frequency). The shift in
frequency is related to the strength of the hydrogen bond, with OOH being shifted by over
a thousand wavenumbers from the gas phase frequency for extremely strong hydrogen
bonds. With a shift of -300 cm ~' from the gas phase value water's hydrogen bond is only
of moderate strength.
The connection between OOH and hydrogen bonding environment is most clear in
isotopic mixtures of water, such as HOD in D20, where the OH stretch is vibrationally
isolated from other OH oscillators. The situation is more confusing in pure water where
near degeneracies between neighboring OH oscillators result in the formation of
excitonic states that are difficult to assign.20 The past few years have seen a large
theoretical effort to make the relationship between the OH stretching frequency of HOD
in D20 and the hydrogen bonding environment more quantitative.17,21-23 While the details
of the theoretical approaches have differed, there are number of qualitatively similar
conclusions. First, the spectroscopy of the OH stretch of HOD in D20 is really the
spectroscopy of the hydrogen bonded pair with OOH determined almost entirely by the
configuration of the hydrogen bond acceptor. As shown in Fig. 1.3, there is a relatively
strong correlation between the hydrogen bond length, quantified here as R,,oo, the distance
between the neighboring oxygens, and COH. Increasing the hydrogen bond length blue-
shifts COOH, consistent with a decrease in hydrogen bond strength. While not as strong a
correlation, when the angle between donor and acceptor becomes strained, denoted here
as ca, Oo0H also blue shifts due to hydrogen bond weakening. Second, the electric field
projected onto the OH bond vector is the structural variable that is perfectly correlated
with OOH. This field arises from all the surrounding D20 molecules, yet, due to geometric
arguments, is determined largely (-90%) by the hydrogen bond acceptor.
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Figure 1.3. (Color) Joint probability distribution for intermolecular hydrogen bonding variables
Roo and cos(a) with aon calculated within an MD simulation. 24
1.4 Thesis outline
If OOH is related to the hydrogen bonding environment, then changes in frequency
must reflect the structural dynamics of the hydrogen bonding network of water.
Experiments that observe the time-dependent change in COOH are capable of resolving
hydrogen bond dynamics. There is a long history of using ultrafast IR spectroscopy to
accomplish this aim. The initial IR hole burning experiments were conducted by Graener,
Seifert and Laubereau in 1991.25 Subsequent studies have provided important
characterizations of vibrational relaxation, spectral diffusion and molecular reorientation
but have lacked the time resolution to access the dynamical regime (sub 100 fs) of the
hydrogen bond network.26-30 The goal of this thesis is to probe these structural
fluctuations using ultrafast IR spectroscopy with the specific aim of understanding how
they lead to rearrangements of the hydrogen bonding network of water. Emphasis is
_ __
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placed on using two-dimensional IR spectroscopy (2D IR) as a means of achieving these
goals. 2D IR line shapes are optical analogues of their NMR counterparts. As a
correlation spectroscopy, 2D IR allows one to observe the time dependent evolution of
COOH on the timescale of vibrational dephasing.
Chapter 2 provides a practical introduction of the nonlinear spectroscopy
techniques used in this thesis. Many excellent references provide a formal theoretical
treatment of nonlinear spectroscopy. 31,32 The purpose of this chapter is to provide a
physically minded description of the spectroscopy without all the details.
Chapter 3 describes the experimental methods used and developed in this thesis
with a particular emphasis on the acquisition of 2D IR line shapes. I detail the generation
of sub 50 fs mid-IR pulses in our home-built optical parametric amplifier (OPA), and the
subsequent control of the timing and polarizations of these IR pulses in the
interferometer. Short mid-IR pulse durations are necessary to probe the fast dynamics of
water. High fidelity acquisition of 2D IR line shapes requires interferometric control of
excitation pulse time delays and high signal to noise. I present two methods, one a mixed
time/frequency approach and the other a direct time/time collection scheme, based on
using a HeNe tracer as frequency standard and balanced interferometry.
An ensemble characterization of hydrogen bond fluctuations is provided in
Chapter 4. Using broadband vibrational echo peak shift and polarization-selective pump-
probe measurements of the OH stretch of HOD in D20, I describe how these experiments
are able to observe the underdamped motion of the hydrogen bond which occurs on a 180
fs timescale and the librational or hindered rotational motion of OH dipoles on a 50 fs
period. Up to -300 fs the experiments observe the local molecular dynamics of the
hydrogen bonding pair. Subsequent to this, the experiments probe hydrogen bond
kinetics. In this regime, one cannot assign a well defined molecular motion to the
measured spectral relaxation. Instead the experiments probe the collective reorganization
of many molecules that accompany hydrogen bond switching. I conclude with a
comparison to molecular dynamics (MD) simulations of water. These simulations have
long predicted the underdamped motion of the hydrogen bond and librations but neither
had been previously observed experimentally in the IR spectroscopy of water.
While providing an important point of comparison to MD simulations, Chapter 4
provides an average description of water's dynamics integrated over all hydrogen
bonding environments under the OH line shape. Chapters 5 and 6 describe the 2D IR
spectroscopy of the OH stretch of HOD in D20. As a correlation spectroscopy 2D IR is
able to follow the spectral relaxation of different hydrogen bonded environments and
watch them exchange. Chapter 5 details how spectral diffusion and vibrational relaxation
appear in 2D IR line shapes. Chapter 6 describes how the asymmetries in the 2D IR line
shapes reflect the mechanism of hydrogen bond switching.
Chapters 4-6 exploit the correlation between COOH and the hydrogen bonding
environment to observe the structural rearrangements of the hydrogen bonding network.
Chapter 7 asks how hydrogen bonding affects the transition dipole of the OH stretch.
Increasing hydrogen bond strength results in higher OH oscillator strength. I describe
how temperature dependent FTIR and homodyne echo measurements can be modeled to
extract the frequency dependence of the OH transition dipole.
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Chapter 2
A practical introduction to nonlinear vibrational
spectroscopy
2.1 Introduction
The pinnacle of condensed phase reaction dynamics is to observe how molecular
dynamics affects reactivity. Understanding how molecules interact with their surrounding
solvent, fluctuate in position and how excess energy is dissipated, are all necessary to put
together a comprehensive picture of chemistry on the molecular level. As imaging at the
sub-Angstrom level with time resolution on the timescale of nuclear motion (i.e.
femtoseconds) is currently impossible, chemists have long used spectroscopy to gain
information about these dynamics. Vibrational spectroscopy, which is the focus of this
thesis, is particularly powerful because the frequencies of molecular vibrations are highly
dependent on their local environment.
One can begin to understand how spectroscopic lineshapes are sensitive to
molecular dynamics by considering a classical analogy. Envision a collection of
anharmonic springs with each spring meant to represent a relatively local molecular
vibration. Isolated from each other, each spring has an identical force constant and
therefore an identical natural frequency. Interactions with neighboring springs are
capable of altering the force constant, such couplings lead to shifts in the frequencies of
the springs. Now imagine that we are able to coherently drive all the springs
instantaneously. This coherent, macroscopic vibration of the ensemble of springs will
rapidly dephase due to a number of processes and is known as a free induction decay. An
inhomogeneous distribution of spring frequencies (caused by a distribution of coupling
strengths to other springs) will cause the coherent oscillation to decay away at a rate that
is related to the breadth of the inhomogeneous distribution of frequencies. Figure 2.1
shows this example. Dephasing of the coherent oscillation also results from pure
dephasing, the introduction of random phase shifts in the oscillations of individual
springs and spectral diffusion which is the changing of the oscillator's frequency due to
time dependent changes in coupling to other springs. Spectral diffusion can be quantified
though a frequency autocorrelation function:
C(t) = (sW(O)sm(t))
where do(t) = w(t) - (w).
Linear spectroscopy, such as an absorption measurement that one might conduct
with an FTIR spectrometer, is very similar to the above example. In this case, infrared
radiation acts as a molecular hammer that coherently excites molecular vibrations. These
tiny springs are actually tiny dipoles that radiate at the frequency of vibration. Fourier
transformation of the resulting free induction decay yields the one dimensional spectral
line shape. The one dimensional line shape is incapable of distinguishing what processes
lead to the free induction decay. Nonlinear spectroscopy is capable of revealing the
mechanism.'
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Figure 2.1. Free induction decay for an inhomogeneous distribution of oscillators. The left panel
shows the distribution of spring frequencies. The right panel shows the dephasing that results
from the coherent excitation of the springs.
2.2 Formalism of nonlinear spectroscopy
So what makes a spectroscopy nonlinear? 2 Quite simply, a spectroscopy is
nonlinear if the signal field does not depend linearly on the excitation field. Linear
spectroscopies refer to such processes as absorption and reflectance and generally involve
weak excitation fields. Nonlinear spectroscopies involve multiple interactions between
the excitation fields and the sample. One useful consequence of this is that nonlinear
techniques are capable of producing new optical frequencies different from the ones that
impinge on the sample, as occurs in harmonic generation.
Our focus will be on third order spectroscopies, also known as four wave mixing
experiments. In these experiments three input fields generate a fourth field, the signal
field. Given that photons have momentum, the nonlinear signal that is emitted by the
sample is in the phased matched directions of +ka ± kb ± k, where k, is the wave vector
of pulse i. This polarization corresponds to an ensemble of vibrational oscillators that
have been coherently driven through the field-matter interactions. The third order
polarization, P(3)(t), can be expressed:
000 0 0
where R(t3 , t2, t) is the response function of the system, E refers to the electric field of
the incident pulses and tl, t2, and t3 refer to the timings of the field-matter interactions. R
describes the interaction between the electric fields and the transition dipole of the
molecular vibration, pt. Figure 2.2 illustrates the timings for different types of third order
experiments. Referring to Figure 2.2a, the time delays between the first and second and
between the second and third pulses are known as the evolution (Tl) and waiting (T2)
periods, respectively. The time delay between the third pulse and the detection of the
signal field is known as the detection (13) time period. The broad bandwidth of the
excitation pulses in conjunction with the fact that there are three pulses results in the
probing of the v=O, 1, and 2 levels of the vibrational oscillator. Feynman diagrams are
pictorial representations used to keep track of the different states that can be prepared by
the excitation pulses and that can contribute to the response function. Figure 2.3 depicts
the Feynman diagrams for the three level vibrational system assuming collection of the
signal in the phase matching direction of ksig = -ka + kb + kc.
(a) Definition of time delays for 3rd order spectroscopy
Ea Eb Ec
evolution : waiting : detection
ti t2  a t3  '
(b) Echo peak shift: primarily sensitive to spectral diffusion
Ea Eb Ec Oka Okb
:a+kb+kc
time
(c) Pump-probe: primarily sensitive to population relaxation
C)(-
me
uMnp+kprobe
time
(d) 2D IR: primarily sensitive to couplings & spectral diffusion
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time
Figure 2.2. Pulse orderings and phase matching geometry for common third order nonlinear
spectroscopies. Phase matching expressions indicate the signal collection direction. (a) Definition
of time delays in third order spectroscopy. (b) Pulse ordering for an echo peak shift measurement,
tl is scanned for a fixed value of 2. (c) Pulse ordering for a pump-probe experiment. Only t 2
needs to be scanned. (d) Pulse ordering for the 2D IR experiment. Time delays lI and '3 are
scanned for a fixed value of T2.
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Figure 2.3. Feynman and ladder diagrams for a three level system. S', Su", and S"' refer to the
subset of diagrams and correspond to rephasing, nonrephasing and two-quantum diagrams,
respectively.3
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Examination of the Feynman diagrams shows that classes of diagrams differ in
their interaction ordering. Therefore controlling the timings between the excitation pulses
results in the selection of a subset of diagrams. There are three classes of diagrams that
need to be considered: rephasing (S'), nonrephasing (S"), and the two-quantum (S"')
diagrams.4 The two quantum diagrams only result when all three excitation pulses
overlap in time. The response function is a sum over the different Feynman diagrams.
Sung and Silbey derived analytical expressions for the response functions of each
Feynman path.5 Using the cumulant approximation which assumes that the frequency
fluctuations are Gaussian, these are expressed in terms of two point frequency correlation
functions, C(t).
The rephasing diagrams can be understood qualitatively by considering the
famous classical analogy of runners on a track.6 From this perspective, individual
vibrational oscillators are runners with the first excitation pulse corresponding to the
starting gun. The runners run with a distribution of velocities, equivalent to an
inhomogeneous distribution of vibrational frequencies. With the second gun (excitation
pulse) the runners stop and stand in place and wait. During the waiting time the runners
are capable of forgetting how fast they were running. At the firing of the third gun, they
turn around and run back towards the starting line. If all the runners maintain their initial
velocities they will rephase perfectly back at the starting line and therefore removing the
normal dephasing resulting from inhomogeneity. If, however, the runners change their
velocities during the course of their running they will not all arrive back at the starting
line at the same time. For vibrational oscillators, a change in the runner's velocity
corresponds to a change in frequency (i.e. spectral diffusion). From a quantum
mechanical perspective (see Figure 2.4), the first excitation creates a coherent
superposition state that evolves at the frequency of the energy gap between the ground
and excited vibrational levels. The second pulse creates a stationary population state
while the third pulse creates an additional coherent state 1800 out of phase from the initial
state. The echo signal is related to the frequency memory and oscillates at e'i'le -' ' 3 .
Spectral diffusion results in a decrease in the inhomogeneity and the intensity of the echo
signal.
Nonrephasing
t (fs)
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Figure 2.4. (Color) Time dependent evolution of the nonrephasing and rephasing signals,
assuming perfect frequency memory. Different colors refer to different frequencies of oscillators
taken from the static distribution. The difference in the sign of the phase accumulated in t 3 results
in qualitatively different rephasing and nonrephasing signals. These differences disappear with
the loss of frequency correlation.
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In the nonrephasing process (see Figure 2.4), the two coherent states in the first
and third time periods are of the same phase, e- i 'l e- 't t. Classically this corresponds to
the runners always running the same direction around the track. Therefore the
nonrephasing signal resembles a free induction decay with increasing inhomogeneity
resulting in a faster decay of the nonrephasing signal.
2.3 Vibrational echo peak shift spectroscopy
Echo techniques are the most sensitive to the loss of frequency memory.
Vibrational echo peak shift (PS) measurements provide the most direct way quantify
frequency fluctuations and have been used to probe both electronic and vibrational
systems.1,7,8 In PS experiment three excitation beams generate the signal field which is
emitted in the background free direction of kig =-ka +k b +kc. The signal field is
integrated over the T3 time period and is therefore only measured as a function of zT and
T2:
,echo(I 2) = dr3  pl p _2 ,3 )2
0
Given this phase matching geometry, rephasing and nonrephasing responses are collected
with different excitation pulse orderings. Rephasing signals are generated at positive Ti
values while the nonrephasing signal generation is only possible at negative rl times.
As noted earlier, it is the rephasing diagrams that are highly dependent on the
frequency memory. The runners on a track analogy shows that the peak of the rephasing
signal or echo should occur when rl is equal to T3. The top panel of Figure 2.5 shows a
nonlinear response function calculation of the rephasing signal along the 13 axis for
different values of I1. As anticipated, the echo signal peaks at the r3 value corresponding
to the value of •1 . The overall signal level eventually starts to decrease with increasing tl
due to spectral diffusion that can occur during -i and T3 . The bottom panel shows the
observable of the PS measurement, which is collected by scanning tl for a fixed value of
T2 . Integrating over t 3 results in the peak of the echo signal occurring at positive t1 times.
The shift in the echo maximum is known as the echo peak shift. It decays with increasing
T2 as frequency memory is lost due to spectral diffusion.
In practice the echo PS measurement is often conducted in a triangle phase
matched geometry and two signals k, and k_ are collected separately. This experimental
geometry is shown in Figure 2.6. The two signals are equivalent under exchange of the a
and b indices and thus are symmetric about 1l= 0 axis. The peak shift is equal to half the
separation between the maxima of the two signals. This eliminates any problems caused
by errors in setting the rl= 0 timing. Such errors could otherwise lead to misleading
results such as long-lived inhomogeneity.
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Figure 2.5. (Color) A nonlinear response calculation of the vibrational echo signal using the
parameters of the OH stretch of HOD in D20 (see Chapter 4 for details) as inputs and with t 2 = 0
fs. The top panel shows echo slices for a fixed value of Tz. The bottom panel shows the echo
signal as it is measured in the experiment. The colored dots correspond to the slices shown in the
top panel. The echo maximum is shifted off of r = 0 fs indicating frequency memory.
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Figure 2.6. (Color) Experimental acquisition of vibrational echo peak shifts where the subscripts
a, b and c refer to the excitation pulse's wave vector. The top panels show vibrational echoes of
the OH stretch of HOD in D20 as a function of T2 and illustrate the symmetry of the k+ and k.
signals about r, = 0.9
2.4 Pump-probe spectroscopy
Pump-probe spectroscopy is a third order experiment involving only two
excitation beams. The decay of the pump-probe signal is primarily sensitive to vibrational
population dynamics. In the limit of delta function pulses, two field-matter interactions
come from the pump beam that act to instantaneously create a population state (i.e. 'r=0)
while the third interaction from the probe beam acts to interrogate this population with
>+ kc
,+ kc
T3=0. The signal field is emitted along the direction of the probe beam. This interference
between the signal and probe beams is known as heterodyne detection. It provides both
amplitude and phase information of the signal that allows one to distinguish the positive
going signal due to the transient bleach( v=041) and stimulated emission ( v=l--10)
from the negative going transient absorption at the frequency of v=l1-2. Population
relaxation out of the v=l excited state and subsequent refilling of the ground state hole
results in the simultaneous decrease of both the transient bleach and absorption as one
scans the T2 time delay between the pump and probe pulses. Disappearance of the
transient absorption along with the persistence of the bleach indicates that the ground
state hole is not being repopulated and that the intermediate state is spectroscopically
distinct from the original ground state. While pump probe measurements are most
sensitive to population relaxation, finite pulse durations result in coherent contributions
because the system is allowed to evolve in 'rl on the order of the pulse length.'0
One is capable of probing molecular reorientation using polarization-selective
pump probe measurements. The population created by the pump beam is an anisotropic
cos2 distribution resulting from the lab to molecular frame projections of the two field-
matter interactions. By varying the polarization of the probe, one is able to watch the
randomization of this oriented ensemble of dipoles, while separating the contribution
from population relaxation. The anisotropy calculated from the ratio of signal intensities
given parallel, S1 (r2) , and perpendicular, S1 (r2), probe polarizations:
S, (r2 ) + 2S (z2)
quantifies molecular reorientation." Chapter 4 presents polarization-selective pump
probe measurements of the OH stretch of HOD in D20.
2.5 2D IR spectroscopy
Multidimensional or two-dimensional infrared (2D IR) spectroscopy is an optical
analog of multidimensional NMR methods. 2D IR goes a step beyond homodyne echo
experiments by measuring the amplitude and phase of the signal field directly. As in the
pump-probe experiment this is accomplished through heterodyne detection. Here the
signal is interfered with a known reference field, called the local oscillator. A 2D time
domain surface is constructed by collecting a grid of T1 vs. T3 points for a fixed value of
T2. Double Fourier transformation of the r11 and T3 axes yields the 2D frequency domain
spectrum with axes wo and 03-
Double Fourier cosine transformation of the rephasing and nonrephasing spectra
yields phase twisted line shapes that result from the mixing of real and imaginary parts
(see Figure 2.7). This is a well-known effect in multidimensional NMR.12 The difference
in the sign of the phase between r1 and 1;3 causes the rephasing and nonrephasing line
shapes to be tilted in different directions. Rephasing spectra oscillate at(Tco,,±C03) while
nonrephasing spectra are at (0, ±c03) in the Fourier plane. Mirror reflection of the
rephasing spectrum and subsequent summation of the rephasing and nonrephasing spectra
cancels the dispersive tails of the individual line shapes resulting in the purely absorptive
correlation spectrum (see Figure 2.7).13,14
The 2D IR correlation spectrum can be understood in terms of a double resonance
(hole-burning) experiment. In a double resonance experiment, one bums spectrally
narrow holes into the absorption line shape with the pump pulse. After waiting a time, T2,
this distribution is interrogated with a broadband probe pulse. In a 2D correlation
spectrum one creates a coherent superposition of oscillators in TiC. This ensemble is
allowed to evolve in T2 and is then probed in C3. In this way, one correlates the frequency
of oscillation in i withC 3. The frequency axes of the 2D IR spectrum o,
and (03 correspond to the (Opump and )probe axes of the double resonance experiment. The
important difference between the 2D IR experiment and the double resonance experiment
is that in the latter the experimentalist chooses the frequency and time resolution of the
pump pulse while in the 2D IR experiment the time resolution is set by the dephasing of
the molecule. In this way, the 2D IR experiment automatically obtains the maximum time
resolution physically possible.
Correlation
Rephasing Nonrephasing Spectrum
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Figure 2.7. (Color) Plot of the real part of the rephasing and nonrephasing Fourier transform for a
two-level system. The addition of the rephasing and nonrephasing spectra results in the
correlation spectrum, which is purely absorptive.
Molecular vibrations are inherently multilevel systems. Perusing the Feynman
diagrams in Figure 2.3 shows that for some diagrams the system is oscillating between
v=l and 2 in the detection period. Thus two peaks are present in the 2D IR spectrum
corresponding to the v=0- 1 transition and the anharmonically shifted v=1 -12 transition.
The waiting time dependence of the correlation spectra reveals spectral diffusion
of vibrational oscillators. In the inhomogeneous limit 2D IR line shapes are diagonally
elongated, indicating that oscillators are at the same frequencies in the lC and t3 time
periods. At the other extreme, in the homogeneous limit, oscillators sample the breadth of
the frequency distribution during the waiting time. This results in a 2D line shape that is
more symmetric. Figure 2.8 illustrates these two limits. Chapter 5 details the waiting time
dependence of 2D line shapes and how this evolution is related to the intensity weighting
of rephasing and nonrephasing spectra.
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Figure 2.8. (Color) FTIR absorption and 2D IR spectra for a three level vibrational system in the
inhomogeneous (left panel) and homogeneous (right panel) limits. Note that the FTIR spectra are
identical in both cases but that the 2D line shape is able to distinguish the line broadening
mechanism.
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Chapter 3
Acquisition of high fidelity 2D IR line shapes
3.1 Introduction
Chemistry in the condensed phase is determined by the forces between reacting
molecules and their interactions with the surrounding solvent. The experimental
observation of reaction dynamics in liquids is difficult due to the fast molecular
timescales (fs to ps) of most chemical reactions and the need to have a structurally
sensitive probe. Multidimensional infrared spectroscopy is becoming a popular
technique because of its ability to address these experimental issues. Molecular vibrations
are particularly sensitive to their surrounding environment while improvements in
ultrafast laser technology allows for routine generation of -100 fs mid-IR pulses.
Vibrational frequencies are determined by intramolecular couplings between vibrations
within the same molecule and intermolecular couplings between the vibration of interest
and the surrounding solvent or another solute molecule associated with it. Time-
dependent changes in frequency are then due to changes in coupling.
As a correlation spectroscopy, two dimensional infrared (2D IR) spectroscopy
provides an intuitive way to extract these couplings. Like other vibrational echo
spectroscopies, 2D IR probes the third order material response function. Three excitation
beams impinge upon the sample, generate a signal field that is overlapped with a fourth
local oscillator (LO) field in order to obtain amplitude and phase information. Three time
intervals result from the delays between the four pulses as shown in Figure 3.1. These
delays are known as the evolution (Ti), waiting (T2) and detection ('3) periods.
Conceptually, the 2D IR spectrum can be understood as a correlation map relating the
frequency labeled in ci with the frequency measured in T3 after waiting a time t2.
Couplings between vibrations are revealed as cross peaks while spectral diffusion
resulting from fluctuations of the solvent appear as z2 dependent changes in the 2D IR
line shapes.
El E2 E3 ELO
Stime
'evolution, waiting , detection,
Figure 3.1. Pulse sequence for 2D IR spectroscopy.
Acquisition of high fidelity 2D line shapes is essential in order to obtain useful
information from 2D IR experiments. This is especially critical for water where non-
Gaussian frequency fluctuations are revealed as asymmetries in the 2D line shape that
evolve with the waiting time.1,'2 Accurate extraction of the real part of the material
response is essential for quantitatively analyzing these subtle effects. Likewise, for many
relevant vibrational systems, the coupling between vibrations is on the order of a few
wavenumbers and thus the accurate extraction of frequencies and the frequency splittings
between peaks is crucial. Models of vibrational coupling, such as transition dipole
coupling, can then be applied to extract information on molecular structure from the
experimental 2D spectrum. This procedure has been recently applied to proteins and
DNA.3,4
Up to this point, 2D IR spectra have been obtained using three different
experimental collection schemes. One can scan both the l, and '3 time variables, here
after referred to as time/time scanning. In this approach, the LO acts to gate the signal
field. Double Fourier transformation of the Ti and T3 axes yields the 2D frequency
domain spectrum. In another approach, the Fourier transform of the r3 axis can be
obtained optically in a monochromator by dispersing the signal/LO beam to measure 03
directly (time/frequency scanning) and thus eliminating the need to scan the r3 delay.
Here one obtains phase information of the signal field through spectral interferometry
with the LO.5,6 Additionally, others have utilized a dual frequency/frequency approach in
which co is set by a narrow pump beam whose frequency is then tuned while 03 is
measured with a broadband probe that is subsequently dispersed in a monochromator.7 In
this approach the signal is emitted in the same direction as the probe beam and is
therefore self-heterodyned. A recent paper by Hamm and coworkers discusses the many
similarities between the frequency/frequency approach and the broadband echo methods.8
While quite powerful, the frequency/frequency approach will not be discussed here
because of two limitations compared to its broadband counterparts: (1) the
experimentalist must set the frequency resolution (and therefore the time resolution) of
the narrowband pump pulse and (2) one can only acquire the real part of the 2D
spectrum. In the broadband time/time and time/frequency approaches the frequency
resolution is set by the dephasing of the vibration. The time and frequency resolution is
limited only by the molecular system, resulting in the highest time resolution possible.
Broadband echo spectra are able to view the real and imaginary parts of the rephasing
and nonrephasing spectra because time ordering of the excitation pulses allows for the
separate collection of different Liouville pathways. As explored in Chapters 5 and 6
frequency memory is quantified in the ratios of these different pathways.
Accurate extraction of the spectral phase from Fourier transform spectroscopy
requires phase stability between the pulses used in the experiment and sub-wavelength
(i.e. better than X/10) control over their time delays. A linear drift in the phase across the
2D surface during data collection results in a frequency shift proportional to the rate at
which the phase is changing. This frequency shift appears in the slow scanning
dimension. For example, if one were collecting a time/time surface by scanning the T3
axis and then stepping Tl, the frequency shift would appear in oi dimension. Figure 3.2
displays nonlinear response function calculations of 2D IR spectra of the OH stretching
transition of HOD in D20 for T2=0 fs. We use our measured frequency correlation
function described in Chapter 4, as an input. The top panel of Figure 3.2 depicts the ideal
2D IR spectrum unadulterated by experimental complications. Two peaks are visible, one
positive going due to the transient bleach of the 04 1 transition and one negative peak
due to the transient absorption of the anharmonically shifted 1- 2 transition. The
diagonal elongation of the line shape is consistent with frequency memory. The middle
panel of Figure 3.2 depicts a 2D surface in which a linear phase shift has been applied
along the 1I dimension. The phase was applied by modulating the ti time axis,
Z = z- + Az , where zr is the measured time axis, z-, is the actual time axis, and Az-, is
the error. A linear phase drift is equivalent to a regular error in the r1 step size. We set
A z- = 0.05 fs for a 2 fs step, corresponding to 2.5% error over the length of a 3 gLm fringe.
This results in the 2D line shape being shifted by 85 cm -' in the o01 dimension.
Distortions to the line shape arise from nonlinear changes in the phase as a
function of time delay. Such changes in the phase can result from systematic changes in
the excitation beam pointing or most commonly due to inaccuracy in the time delays
between pulses. Even a small but periodic change in the phase can lead to major
distortions in the 2D line shape. The bottom panel of Figure 3.2 displays a 2D surface
with a periodic error in the time axis with a magnitude of +/- 10% of the carrier
periodicity. Clear ghost peaks are observed that are shifted in frequency from the carrier
by the periodicity of the error.
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Figure 3.2. (Color) Calculations of 2D IR spectra of the OH stretch of HOD in D20 with varying
phase distortions. The rightmost panels depict the phase applied to the time domain 2D spectra
along the r1 axis prior to Fourier transformation.
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The three excitation beams and the local oscillator field are all derived from the
same IR pulse so that they have a well defined phase relationship. Traditionally this has
been accomplished in interferometers that rely upon beam splitters to separate the initial
IR beam into four replicas. Retroreflecting mirrors mounted on mechanical translation
stages are used to control the path lengths each beam travels allowing the user to control
the time delays between pulses while compensation plates insure that each beam travels
through the same amount of material. A lack of common path between the beams through
the interferometer coupled with mechanical vibrations or changes in temperature
introduces phase noise into the measurement. Errors in the encoder accuracy of the
mechanical translation stages can lead to errors in the time axes. Periodic errors
commonly occur with translation stages controlled by rotary encoders. These errors are
reproducible because they are dependent on where the encoder is in its rotation. Linear
encoders act as a ruler in which the stage reads its position. Errors can arise from the
interpolation the stage must do when it is in between marks on the encoder.
It has been observed previously that periodic errors in the step size of motorized
translation stages result in ghost peaks or distortions of the 2D line shapes upon Fourier
transformation. While most problematic in the visible, this effect has been documented in
the mid-IR as well. Recent reports have tackled this problem in a variety of ways. During
acquisition of a 2D surface, the groups of Jonas9 and Tokmakoff" o collected spectral
interferograms between the first two excitation pulses in order to correct the rI axis. The
groups of Miller and Fleming have developed diffractive-optic-based strategies
employing rotating windows or movable glass wedges to control the time delays.
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Such dispersion based approaches are able to provide extremely high accuracy in the time
delay (i.e. a few attoseconds) as the wedge (or window) acts to downshift the mechanical
stage. Depending on the pulse bandwidth, however, these approaches can add an
unacceptable amount of chirp to the excitation pulse and can be limited in the maximum
delay that one can generate. This is potentially problematic for narrow resonances whose
signal persists for a long time. The groups of Hamm' 3 and Cundiffl 4 have recently
reported an actively stabilized HeNe based interferometer, similar to approaches used in
earlier experiments, 15,16 to insure interferometric phase stability.
Proper acquisition of the real part of the absorptive spectrum requires not only
knowledge of the relative delays between time steps of the excitation pulses but also their
absolute zero timing. Errors in the zero timing result in the mixing of the real and
imaginary components of the spectra. To properly obtain the absorptive spectrum, the
dispersive parts of the real rephasing and nonrephasing spectra must cancel upon
summation. Thus the correlation spectrum is highly sensitive to any errors in the zero
timing. An error in the t timing results in a line shape that appears too inhomogeneous
or homogeneous depending on whether the error is positive or negative. One can
understand this by considering how the measured echo peak shift changes with an error in
setting the 2r=0 timing. The echo peak shift is the rl value relative to tz=0 that
corresponds to the maximum of the echo signal projected onto the lI axis. It is a sensitive
measure of frequency memory 17" 8 and changes in l1 timing correspond to artificial
changes in frequency correlation. This effect becomes more significant for systems with
relatively small peak shifts such as those with fast dephasing and broad line shapes.
Figure 3.3 illustrates how -l=0 timing errors show up in 2D spectra. The left topmost
panel depicts the frequency domain, T2=0 spectrum with no timing error, A1=o~=0. The
panel on the right shows the echo peak shift has a value of -25 fs. The middle panels
show the effect of a timing error of one fringe that increases the peak shift by 10 fs. The
2D line shape is narrower in the antidiagonal direction and the tilt between the 041 and
1-2 transition has increased. A T, timing error of one fringe in the opposite direction,
which acts to decrease the peak shift to 15 fs, has the opposite effect, the line shape is
broader and the tilt of the node is less.
The following sections describe two methods that we have successfully applied
to measure high fidelity 2D IR line shapes of the OH stretch of HOD in D20. Compared
to other methods, the present techniques provide superior signal to noise and data
acquisition times. Although this description focuses on applying these methods to
probing the OH stretching vibration of HOD in D20, the techniques described herein are
general and relevant to all phase sensitive infrared experiments.
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Figure 3.3. (Color) Calculations of 2D IR spectra with c2=0 demonstrating the effects of errors in
setting the rt=0 timing. The rightmost panels depict the vibrational echo peak shift while the line
shows where the wl=0 point was taken.
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3.2 Experimental overview
Figure 3.4 provides an overview of the equipment necessary to collection a 2D IR
spectrum. The generation of ultrashort mid-IR pulses is based on Ti:sapphire laser
technology. A relatively weak, 5 nJ per pulse, 800 nm pulse train with a repetition rate of
76 MHz, and -10 fs duration is generated by a Femtolasers Femtosource Scientific Pro
Ti:sapphire oscillator pumped by a Nd:YVO4 Spectra Physics Millennia Vs. The top
panel of Figure 3.5 shows the typical oscillator spectrum, which is -90 nm broad
FWHM. However, this spectrum is sensitive to alignment. Before amplification in a
Ti:sapphire Femtolasers CompactPro multipass amplifier, the oscillator output is
stretched in time to a safe value for amplification by passing through a piece of glass and
precompensated for third order dispersion by multiple bounces off of chirped mirrors.
Four passes through the amplifier, pumped by a Spectra Physics Evolution X, increases
the maximum intensity by a factor 80,000. Further amplification is achieved after pulse
picking using a Pockels cell. This reduces the repetition rate to 1 kHz and results in a
pulse contrast of >10,000:1. Five additional passes increases the pulse energy to - 1 mJ.
Gain narrowing in the amplification process reduces the bandwidth of the amplified pulse
to roughly -35 nm, as shown in Figure 3.5. Prior to compression, we spatially filter the
beam by focusing into a 50 gpm stainless steel wire dye. The spatial filter is placed at the
focus of a telescope which increases the beam size to 9 mm and collimates it. The pulse is
then compressed by passing through a prism-based compressor. Second harmonic FROG
of the output pulse is shown in the middle panel of Figure 3.5. The extracted field and
phase is shown in the bottom panel of Figure 3.5 and indicates that the output is
approximately 30 fs in duration. A X/2 waveplate prior to the compressor is used to set
the output power by controlling the reflectance loss off of the prisms.
- - -
C
zj
C
BBO/KNbO3
Optical Parametric Amplifier
(Home Built)
3 gm, 1 kHz,4 pJ,-45 fs
Signal Detection
Five Beam
Interferometer
Figure 3.4. (Color) Schematic of the 2D IR experiment. A multipass Ti:sapphire amplifier is used
to pump a home-built optical parametric amplifier which generates 45 fs pulses at 3 p~m. These IR
pulses are then split up into five replicas in the interferometer which allows for the control of
their relative time delays and polarizations. These coherent mid-IR pulses are then used to
generate and detect a third order signal field emitted from the sample.
2D IR spectroscopy of the OH stretch of HOD in D20 requires near-transform-
limited sub-50 fs pulses to insure enough coherent bandwidth to span the broad OH line
shape (-260 cm -' FWHM) and the anharmonically shifted v=1--+2 transition. These
ultrafast IR pulses were generated as described previously with a few modifications
detailed here. 19 In brief, 540 mW of the Ti:sapphire multipass amplifier was used to
pump a home built, two-stage n-Barium Borate/Potassium Niobate (BBO/KNbO 3) optical
parametric amplifier. Approximately 1% of the 800 nm pump light is focused into a
[0001]-cut sapphire plate that generates a white light continuum. The near-IR (i.e. 1.1
gtm) from this process is aligned collinearly with -35% of the 800 nm pump light to
generate the first stage of amplification in BBO. BBO was selected due to its high
Femtolaser Compact Pro
Nd:YVO4  Ti:sapphire osc. -Femtolasers Stretcher
532 nm, CW,5W 800 nm,76 MHz,5 nJ, 12 fs
Multipass Ti:sapphire Amplifier
Prism- based Compressor (800 nm, 30 fs, 1 kHz,~ 1 mJ)
damage threshold and its ease of use. A custom beam splitter designed to transmit 800
nm and reflect the 1.1 tim was used to seed the second pass in KNbO 3. The flat tuning
curve of KNbO 3 near 3 gm results in the large acceptance bandwidth necessary to support
short IR pulse durations. However, the relatively large dispersion of KNbO 3 limits the
crystal length to -Imm. This dispersion coupled with the flat tuning curve results in a
unique property of KNbO 3, control of the center wavelength is highly sensitive to the
timing between the 800 nm pump beam and the 1.1 pm seed.20
The IR beam is collimated at a diameter of 9 mm, which allows for propagation of
several meters without significant divergence. A 2 mm thick Ge Brewster plate served to
overlap the mid-IR with a mode-matched HeNe alignment beam. It also acts to compress
the pulse duration by adding positive second order dispersion that is balanced with the
negative dispersion from the remaining optics in the interferometer.21 Figure 3.6 shows
the characterization of the mid-IR light. Second harmonic FROG and autocorrelation
measurements indicated that the pulses are -45 fs in duration, supporting -400 cm -1 of
bandwidth (FWHM), and have little higher-order spectral phase. Typical pulse energies
are approximately 5 pJ.
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Figure 3.5. (Color) Characterization of the 800 nm excitation. The top panel shows the
Ti:sapphire oscillator (blue) and amplifier (green) spectra. The middle panel depicts an SHG-
FROG spectrum of the amplified pulse. The bottom panel depicts the extracted amplitude (blue)
and phase (green) of the electric field emitted from the amplifier.
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Figure 3.6. Characterization of the mid-IR excitation. The left panel shoes a spectrum of the mid-
IR radiation with -450 cm' FWHM. The right panel shows a typical second harmonic
autocorrelation, corresponding to -45 fs duration.
3.3 Mach-Zender interferometer
A modified Mach-Zender interferometer with custom 3 plm 50/50 CaF2
beamsplitters (Thin Film Laboratory), shown in Figure 3.7, served to divide the output of
the OPA into three excitation beams, a local oscillator (LO) for heterodyne detection, and
a signal tracer beam (T) used for alignment purposes. Each arm contained the appropriate
number of CaF2 compensation plates to balance the material traversed by each beam from
the first to final beamsplitter. MgF2 X/2 waveplates (Alphalas) and CaF2 wire grid
polarizers (Molectron) were used to set the polarization of each beam. Gold
retroreflecting mirrors mounted on motorized translation stages (Aerotech ANT-25L)
controlled the relative pulse delays. Using a 900 bare gold parabolic mirror of 10 cm
effective focal length, the three excitation beams were focused in the boxcar geometry to
a spot size (2w) of 100 prm in the sample, resulting in a signal emitted in the direction of
the missing corner of the box (ksig = -ka + kb + kc). Zero timing of the three excitation
beams was set by iterative, pairwise, background-free second harmonic autocorrelations,
allowing for rl=0 and T2=0 to be set within -5 fs. The entire experiment was enclosed
and purged with dry air to remove atmospheric water absorption.
Figure 3.7. (Color) Layout of the five beam interferometer showing the three excitation pulses (a,
b, and c), the tracer T and the local oscillator field LO; BS, 50-50, 3-mm thick CaF 2 thick beam
splitter; C, 3-mm thick CaF2 compensation plate; WP, X/2 tunable wave plate; P, wire grid CaF2
polarizer; S, a 50 gtm jet of HOD in D20; mono, monochromator. The timing of beams a, b, and
LO are controlled by calibrated Aerotech translation stages.
Rephasing (kR = -kl + k2 + k3) and nonrephasing (kNR= k - k2 + k3) signals were
collected separately by controlling the relative pulse time ordering along the ka and kb
wavevectors. Discrete Fourier transformation (Matlab) of the individually measured 2D
spectra yielded the complex rephasing and nonrephasing spectra (SR and SNR). Subsequent
summation gave the complex correlation spectrum (S c = Sc + iSc ). Amplitude and phase
representations of the 2D IR spectra, defined as SA =IScl and SP = arctan(Sc/S'), were
also examined.
The sample of HOD in D20 was flowed as a 50 gim free-standing jet. The peak
optical density of the OH transition was -0.2, corresponding to roughly a 1% solution of
HOD in D20. A jet was used instead of a sample cell to avoid the overwhelming
nonresonant response from sample cell windows when all three excitation beams are near
time coincident. Previous pump-probe measurements of HOD in D20 measured in a CaF2
sample cell are not equal to the signal measured in the jet until a waiting time of 250 fs,
an interval equal to five times the pulse duration.22 A 50 ýpm pathlength CaF2 cell was
used for measurements with t2 > 2 ps.
To correct for ±10 fs zero timing uncertainty and the mixing of real and imaginary
components this causes, the spectral phase was adjusted to give a purely absorptive line
shape. Before their addition, rephasing and nonrephasing spectra were multiplied by
separate phase factors, 0, to account for errors in defining lr=0 and T3=0:
OR = exp(iArIR + i° 3AvZ3 )
ONR = exp(icoqArvNR + icm3Ar3).
Here Ar is the time-zero positioning error. It has been shown previously that the
projection slice theorem equates the projection of the real part of the absorptive 2D IR
spectrum onto the co = 0 axis with the dispersed pump-probe for the same ' 2 value. 9' 23
Dispersed pump-probe spectra were collected for each value of T2 using the b and c
beams of the interferometer. The above phasing parameters were adjusted to minimize
the difference between the projection of the 2D surface and the dispersed pump-probe.
3.4 Collection schemes for 2D IR spectra
3.4.1 Time/Frequency scanning for the acquisition of 2D IR spectra
Previous multidimensional spectroscopy studies have demonstrated the utility of
spectrally dispersing the (3 axis and detecting all wavelengths at the same time using an
array detector. Collecting the whole 03 axis at the same time eliminates the possibility of
any phase shift occurring in this dimension. While t3 no longer needs to be scanned in
this collection scheme, one still needs to scan ri and so accurate control of time delays
are necessary in order to obtain high quality Fourier transforms. The translation stages
used in this study employ linear encoders which are specified to have an accuracy of at
least ±150 nm with a reproducibility of 50 nm. While accurate compared to other
mechanical stages, the specified accuracy error of -/10 at 3 gpm can result in distortions
of the 2D IR line shape on the -10% level. To obtain high quality transforms, we
exploited the high reproducibility of these stages to correct for systematic error in their
linear encoders. Interferograms between alignment HeNe beams (X = 632.8 nm) were
collected across the entire travel of each translation stage. Fourier transformation of the
HeNe interferogram, as shown in Figure 3.8, resulted in significant ghost peaks as the
encoder error is -X/3 at 632 nm. A Fourier transform procedure was used to extract the
temporal phase. The procedure is shown pictorially in Figure 3.9. The Fourier transform
of the time domain HeNe interferogram was high pass filtered to remove the contribution
of components below zero frequency. Filtering makes the frequency domain spectrum
asymmetric about the zero frequency point so that inverse Fourier transformation of the
filtered HeNe spectrum yields a complex time domain interferogram,
SHeNe (t) = SHeNe + iSHeNe'. Taking the arctangent of the ratio of imaginary to real parts of
this quantity yields the time domain phase, b = arctan(Se•.e / SH,,e) . If the stage motion
were perfect, one would anticipate that the slope of the phase would increase linearly at a
rate equal to the HeNe frequency multiplied by the change in the stage's relative position,
= cO•HA r. The residual of a linear fit to the extracted phase is the position-dependent
encoder error go = - cHOeNeAr and was used to construct a look-up table. A plot of the
residual is shown in the inset to Figure 3.8, indicating that the encoder error is very
periodic on a 30 jim length of travel (i.e. 200 fs in time delay) and approximately 2 rad
(i.e. 0.66 fs) in magnitude. The error table is constructed relative to the absolute encoder
position and was used to correct the stage motion at each step of the travel by modifying
the step size sent to the translation stage by the error. For example, if the desired step size
is 2 fs and the encoder table indicated that 60 = 0.1 fs at this absolute encoder position
than the stage was instructed to move 1.9 fs. The resulting transform of a HeNe
interferogram with the corrected motion is nearly a single point with no periodic error
(see bottom panel of Figure 3.8). The compact design of the interferometer and high
stability of the jet provided less than a 7t phase drift between signal and LO over a two
hour period. Our approach demonstrates that one can passively achieve the
interferometric accuracy and stability necessary to measure high quality 2D line shapes in
the mid-IR without introducing feedback loops or additional material dispersion onto the
excitation beams.
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Figure 3.8. Use of HeNe interferometry to characterize translation stage motion before (top) and
after (bottom) calibration. The main panels depict the Fourier transform of the HeNe interference
while the inset shows the encoder error.
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Figure 3.9. Procedure for extracting translation stage error from HeNe interferometry.
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Amplitude and phase information of the signal field was determined through
spectral interferometry between the emitted signal and LO fields. The approach is a dual
channel differential detection method between two phase shifted signals. 24,25 The two
fields were combined on a 50/50 beam splitter, giving two matched beams of the
combined signal and LO. The beams were aligned parallel but vertically displaced and
were focused onto the entrance slit of a 0.19 m Jobin Yvon spectrometer with a 75
groove/mm grating. The two frequency dispersed beams were imaged onto the two
stripes of a 64x2 element liquid-nitrogen-cooled MCT (HgCdTe) array detector with high
speed signal acquistion (IR Systems Development) that sampled the array at the 1 kHz
pulse repetition rate. Each pixel measures 1 mm tall by 0.1 mm wide with a 50 gtm gap
between pixels and a frequency resolution of -5 cm -1 per pixel. The two stripes are
vertically displaced by 5 mm. The phase shift upon reflection off of the beam splitter
ensures that the two signal-LO interferograms are nt phase shifted, as shown in Figure
3.10. Improper alignment into the spectrometer, however, can reduce this phase shift. To
insure that the frequency dispersion onto the two detection channels was in registry, a
-600 fs delay between signal and LO was introduced and the beam alignments were
adjusted so that the two signals were nt phase shifted. Subtracting the two channels
removes any homodyne signals and reduces intensity fluctuations of the LO. A
mechanical chopper modulated the c excitation beam at 500 Hz allowing for differential
detection of the signal-LO interferogram. Variations of the signal level between the
stripes at a given frequency were corrected in software by normalizing to the signal level
of the LO beam. Such balanced detection resulted in roughly a factor of four
improvement in signal-to-noise compared to single stripe detection, and allowed for the
collection of a 2D spectrum spanning 200 xl points and 300 cm -' of bandwidth in 20
minutes.
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Figure 3.10. Demonstration of balanced spectral detection of the signal/local oscillator signals.
Solid and dashed lines are used to distinguish the two interferograms imaged on the two stripe
MCT array detector and demonstrate the nt phase shift between the two signals.
Two-dimensional data were collected by measuring the interference between
signal and LO as a function of 03 and Tl for a set value of t2. The leftmost panel in Figure
3.11 displays the data as it is collected. The detection frequency, 03, was calibrated by
interferometry between the LO beam and a third-order nonresonant signal from a CaF2
window at the sample position. Interferograms collected by the array as a function of -r
were Fourier transformed to determine the frequency at each pixel.
In order to measure the full absorptive line shape of the combined fundamental
and overtone transitions, the grating of the spectrometer was stepped and data was
acquired for two overlapping detection frequency ranges. Rephasing and nonrephasing
spectra were collected separately and scanned for 200 fs in the ti dimension in steps of 2
fs. Prior to Fourier transform each spectrum was zero padded to 2048 fs. The raw data
was then transformed, phased separately and subsequently averaged together in the
overlapping region, which was -20 cm -1. In most cases the phasing parameters were
found to be nearly identical with slight timing differences of -1 fs. To remove the
contribution of the finite bandwidth of the excitation pulse from 03, the data was
normalized to the pulse spectrum in the detection dimension. A 15 cm -1 FWHM Gaussian
smoothing filter was applied to the transformed and phased data in the 03 dimension to
reduce pixel noise from the multichannel infrared array detector. The rightmost panel in
Figure 3.11 displays the real part of the correlation spectrum for the T2=0, OH stretch of
HOD in D20 subsequent to patching.
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Figure 3.11. (Color) Experimental spectra measured in the mixed time/frequency collection
scheme. The leftmost panel shows rephasing data collected on the array detector when the grating
of the monochromator was centered on the 0-)1 transition (-3650 to 3300 cm') of the OH stretch
of HOD in D20 and scanned from 'r=0 to 200 fs. The line of null intensity is due to a
nonfunctioning pixel. The rightmost panel shows the real part of the correlation spectra (2--0)
after Fourier transformation of the time/frequency data and subsequent patching of the
fundamental and 1-2 parts of the spectrum
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3.4.2 Fast time/time scanning for the acquisition of 2D IR spectra
Collecting data by scanning the ti and T3 time delays is potentially faster than
time/frequency collection when the line shapes are broad in frequency and therefore the
signal decays rapidly in the time domain. Here we demonstrate rapid scanning of the T3
delay by collecting data as the mechanical translation stage moves at constant velocity. A
HeNe tracer is used to track the stage position that is directly related to the t 3 time axis.
This approach is analogous to the operation of most commercial FT-IR instruments but
here is applied to the collection of a 2D IR spectrum.
The experimental setup is shown in Figure 3.7. The interferometer and the
generation of the signal field is identical to what was described earlier. The signal
detection involves two major differences: (1) instead of frequency dispersing the
signal/LO, the balanced signals are integrated on two separate single element InSb
detectors and (2) we have added a HeNe interferometer to measure the r3 timing. A
50/50 beam splitter is used to attenuate the LO and to pick off part of the beam for HeNe
interferometry with beam c. We circularly polarize the HeNe tracer overlapped with the
picked off LO using a X/4 wave-plate. The HeNe beams following beam c and the LO are
overlapped on a 50/50 beam splitter while a subsequent polarizing beam cube is used to
separate the perpendicular polarization components. The x and y components of the
electric field are each detected on separate single element silicon detectors (Thorlabs,
det210). Circularly polarizing the LO beam results in a 90 degree phase shift between the
x and y components of the electric field, resulting in the two measured signals to be in
quadrature (see Figure 3.12). A X/2 wave-plate in the beam c arm was used to
compensate for any polarization dependent reflectivity of the beam splitter allowing for
the balancing of the two signal intensities.
A major advantage of quadrature detection is that the accumulated phase is
measured directly:
#(Vacq) = arctan ,O I
S2 (Zacq
where 0 is the phase and S, and S2 refer to two detected HeNe signals and are measured
as a function of racq, the triggered data acquisition time. The middle panel of Figure 3.12
shows the unwrapped phase when the mechanical stage was commanded to move 1 ps at
a constant velocity of 0.058 mm/sec. The accumulated phase is directly related to the
relative change in the translation stage's position:
Ax= x - xo = * HNe
Where x, is the initial stage position and the HeNe wavelength, AneNe, is 632.8 nm.
Position can then be readily converted to the stage timing: At = '. The derivative of
2c
the unwrapped phase is the velocity of the translation stage, v(rcq) - , shown in the
bottom panel of Figure 3.12. One is clearly able to resolve the acceleration and
deceleration of the translation stage as it begins moving and slows down as it nears its
end position. Excluding the regions of acceleration and deceleration, the stage velocity is
not constant. The velocity has a clear periodicity on a similar length scale to the position
error measured in the previous section. Both arise from encoder error.
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Figure 3.12. (Color) Velocity and position tracking of a translation stage moving at constant
velocity using HeNe interferometry. The top panel depicts S, and S2, the in quadrature HeNe
interferogram signals. The middle panel shows the extracted phase while the inset reveals that the
stage slightly overshoots its position before backtracking and stopping. The bottom panel depicts
the stage velocity as a function of the data acquisition time.
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Figure 3.13. (Color) Time/time surface for OH stretch of HOD in D20 with T2=0 fs (top panel).
Solid lines indicate where the 'r and C3 slices, shown in the second and third panels, were taken.
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In order to collect a 2D spectrum both the zi and T3 axes need to be collected. For
a given 'r, we rapidly scan the T3 axis and then step ri on the order of -X/5 (i.e. 2 fs at
jIm). The balanced IR signals and the HeNe signals can be measured simultaneously
using a low end, 250 kilo-samples per second DAQ card (National Instruments).
Acquisition is triggered off the kHz repetition rate of our Ti:sapphire amplifier. The
scanning velocity of the T3 axis is limited by our need to sufficiently sample the HeNe
fringe (i.e. -6 samples per fringe) and the laser repetition rate. At 1 kHz this corresponds
to a velocity of v(rq) = 0.35fs/msec, resulting in -30 samples of the IR fringe at a
wavelength of 3 microns. We find that the stage motion and data acquisition is highly
reproducible. Therefore we can forgo correcting the T3 axis in real time and instead apply
an averaged T3 time axis to every ri time point. Collection of a 2D spectrum took roughly
6 minutes, a factor 5 faster than if the spectrum were collected by stepping both the ti
and T3 dimensions. This significant improvement in speed results from eliminating the
acceleration, deceleration and equilibration time of the translation stage associated with
each time step.
The measured 2D surface in the T3 dimension is interpolated and binned to 10
evenly spaced points per fringe (i.e. 1 fs intervals at 3 microns). Figure 3.13 displays a
time/time 2D surface of the OH stretch of HOD in D20. Slices through the tC and U3
dimensions, shown in the second and third panels of Figure 3.13 show the high signal to
noise possible using this method. The balanced detection, accomplished by taking the
difference of the 180 degree phase shifted signals on the single shot level, resulted in -10
fold increase in the signal to noise compared to single channel detection.
It is often desirable to average 2D surfaces together to increase the signal to noise.
Increasing the data acquisition time of a single 2D surface is not desirable as it is more
likely to result in phase instabilities during data collection. Direct averaging of time
domain surfaces is also not particularly viable, as any phase shifts in the data will result
in the averaging out of the signal field. To circumvent these problems, we average the
time domain envelopes of the collected surfaces before reapplying the carrier and
subsequently processing the data in a similar fashion as the time/frequency data.26
Rephasing and nonrephasing spectra were transformed separately. Prior to Fourier
transformation both time axes were zero padded to 2048 fs and the T3 axis was wrapped
around the T3=0 point. The envelope extraction procedure is depicted in Figure 3.14.
First, the collected time domain surface is half-wave rectified and Fourier transformed.
This results in the aliasing of the envelope to zero frequency. The spectral data is low
pass filtered to isolate the zero frequency component and inverse transformed back to the
time domain. The extracted envelopes of multiple surfaces can be averaged together.
Carrier oscillations can be reapplied in each dimension at the mean frequency of
oscillation, which is determined through Fourier transformation of the raw data. The real
part of the Fourier transform of an averaged time domain envelope is shown in Figure
3.15.
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Figure 3.14. Envelope extraction procedure for the averaging of time domain surfaces acquired
through fast scanning.
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Figure 3.15. Real part of the ' 2 = 200 fs correlation spectrum collected using the fast scanning
time/time collection scheme.
3.5 Conclusions
We have demonstrated two methods to acquire high fidelity 2D IR line shapes. In
the first, we presented a mixed time/frequency collection scheme with calibrated
translation stage motion and balanced spectral interferometry using a 2 by 64 channel
MCT array detector. In the second approach, the rl by T3 time domain surface is
measured by rapidly scanning the T3 delay while collecting the integrated signal on two
single channel detectors. Both approaches rely on a HeNe reference to accurately control
time delays between the excitation pulses, resulting in accurate frequencies upon Fourier
transformation. In the time/frequency approach this is accomplished passively, in that the
translation stages only have to be calibrated once while in the time/time scheme the
velocity of the stage motion has to be measured for each surface collected.
Mixed time/frequency approaches are the most powerful when used with array
detection as done in this current work. However, IR arrays are significantly behind their
silicon counterparts. Typical linear IR arrays that can acquire at the required 1 kHz
repetition rates cost on the order of $50,000 with the 2x64 model used here costing
$80,000. The second stripe is important because it allows for balanced spectral
interferometry, which greatly enhances the signal to noise for weakly absorbing species
like the OH dipoles studied here. Comparatively, balanced detection in the time/time
collection scheme requires only two single channel detectors, greatly reducing the cost
compared to array detection. Recently, techniques have been developed to eliminate the
need for IR arrays by upconverting the IR signal in a nonlinear crystal and then using
established silicon array technology.27 This greatly increases the pixel density and
reduces the cost, yet it is still more expensive than two single channel IR detectors.
The greatest argument for the time/frequency approach is the multiplexing
advantage that comes with collecting the (03 axis in a single shot. This advantage is
emphasized for narrow spectral features that would require further scanning of the z3
time delay in the time/time collection scheme. For broad line shapes, like those
investigated here, acquisition rates for time/time scanning are faster than the
time/frequency approach. Integrating the signal on a single detector element greatly
improves the signal to noise as the light detected by a single pixel in the array detection is
greatly reduced due to the breadth of the OH line shape. Increasing the laser repetition
rate, which allows for even faster scanning in the time/time approach, will make this
collection scheme desirable for even molecular systems with narrower lines, such as
those found in proteins and peptides.
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Chapter 4
Reorientational and configurational fluctuations
in water
4.1 Introduction
The unique physical and chemical properties of water originate from the hydrogen
bond rearrangements that make transient intermolecular geometries appear, fluctuate, and
disappear. Since the early 1970's, researchers have used molecular dynamics (MD)
simulations to explore the connection between hydrogen bonding interactions and the
bulk and transport properties of water. The pioneering work of Rahman and Stillinger
explained much of the available experimental data for liquid water with classical
mechanics on simple empirical potentials.' Inspired by the success of these models,
researchers have applied them to elucidate the microscopic mechanisms of hydrogen
bond breaking and forming. These studies have found that intermolecular dynamics span
time scales from roughly 50 femtoseconds for motions on molecular length scales, to
picoseconds for cooperative molecular reorganization of the liquid. It is only recently,
with the ability to generate optical and infrared pulses that are faster than the
intermolecular motions of water, that femtosecond spectroscopies have been able to
experimentally probe the dynamics of water molecules and hydrogen bonds. Here, we
present a unified analysis of infrared vibrational echo and polarization-selective pump-
probe experiments that reveal the short time molecular reorientation and hydrogen bond
dynamics in water prior to collective reorganization. This provides new experimental data
for comparison to predictions from molecular dynamics simulation based on empirical
classical potentials.
Infrared spectroscopy is an ideal technique to study hydrogen bonding liquids
because the frequency of the OH stretch is sensitive to the hydrogen bonded environment.
Spectroscopists have commonly used an isotopically dilute sample of HOD in D20 as a
model system because the OH vibration is a localized probe, free of vibrational coupling
between neighboring OH oscillators that complicates the spectroscopy of pure water.
Recent molecular dynamics studies have shown that there is a fairly strong correlation
between the OH frequency of HOD in D20 and the O-H...O hydrogen bond length.2-4
However, the angular variation of hydrogen bonds in the liquid reduces this correlation.
More generally, we have shown that the molecular electric field at the proton in the
direction of the OH bond vector determines the frequency Co. 4 The configuration of the
hydrogen bond acceptor molecule with respect to the OH bond determines the majority of
the field strength. Structural evolution of the hydrogen bonding network changes the
electric field felt by the OH oscillator and results in time-dependent shifts in the OH
stretching frequency &~o(t). Transient infrared spectroscopy is capable of measuring these
OH frequency shifts, or spectral diffusion. The characteristic timescales and amplitudes
of spectral diffusion can then be related to hydrogen bond configurational changes and
reorganization of the hydrogen bonding network.
In most studies to date, spectrally narrow pulses have excited a part of the OH
absorption line shape of HOD in D20 and the relaxation of this sub-ensemble was probed
as it re-equilibrated. 7  These transient hole burning (THB) experiments have
characterized sub-picosecond time scales, but the narrow spectral bandwidth required in
these measurements has limited the time resolution to roughly 150 fs. This prevented
them from observing water's fastest intermolecular motions. Vibrational echo
experiments have accessed the sub-100 fs time scales of spectral diffusion in water,
although with varying results.4 8-120ur vibrational echo peak shift (PS) measurement with
50 fs pulses, shown in Figure 4.1a, has a rapid 60 fs decay and a weak beat peaking at
160 fs, before dropping into a 1.2 ps decay.4 Here we report a series of polarization-
dependent pump-probe (PP) experiments with even shorter pulses, which show new
signatures of librational motions predicted by MD simulations and further support the
observation of underdamped hydrogen bond motion. A self-consistent modeling of the PP
and the PS data yields three dynamical quantities that provide a quantitative description
of spectral diffusion, vibrational population relaxation, and molecular reorientation: C(r),
T1, and p2(r). The OH frequency autocorrelation function is C(r)= (&(r)co(0o)), I/T,
is the rate for relaxation of the OH vibration, and p2 (r) = P2 ((r) - (0)) is the second
Legendre polynomial of the reorientational correlation function for the unit vector of the
OH transition dipole. Because the short temporal duration of the excitation pulse
provided enough frequency bandwidth to span the fundamental and most of the
anharmonically shifted overtone of the OH stretch of HOD/D20, these pulses averaged
over all molecular environments. The measurements allow for direct comparison of the
IR spectroscopy of HOD/ D20 to models and simulations of vibrational dephasing,
lifetime and reorientation based on correlation functions.
4.2 Acquisition of polarization-selective pump-probes
Experiments used 45 fs pulses generated with a dual stage BBO/KNbO3 optical
parametric amplifier pumped by a 30 fs Ti:sapphire amplifier. The pulses typically had a
spectral bandwidth of 400 cm-' with flat spectral phase (<0.2 rad variation) when
characterized by SHG-FROG. The center frequency was set to 3300 cm-' to span the
entire fundamental absorption lineshape and much of the anharmonically shifted v = 1--+2
transition. The sample was an HOD in D20 water jet formed by a 50 gm sapphire nozzle
with a total peak optical density of -0.4. We have found that experiments taken in
sample cells show a strong nonresonant response from the cell window that masks the
short time dynamics observed in the jet. The polarization of the beams was controlled
with wire-grid polarizers. Data was acquired by measuring the pump-induced
transmission change on the probe pulse, normalized to the transmission of a third
reference pulse. To reduce v = 2 induced absorption signals in PP experiments, the
transmitted probe beam passed through a 50 cm'- bandpass filter centered at line center
(3400 cm') before detection.
4.3 Results and discussion
Polarization-selective pump-probe measurements can be used to separate the
dynamics of reorientation from dephasing and lifetime relaxation. When combined with
PS experiments, polarization-dependent PP experiments can isolate each contribution.
Figure 4.1b shows PP measurements for parallel SI, perpendicular S1 , and magic angle
S, polarization geometries. The polarization measurements differ in both the profile of
the sub-500 fs transients and the time scales of their long time decays. S, is free of
reorientational effects and shows an asymptotic single exponential decay due to the OH
lifetime with T1 = 700 fs. This value can be compared with values of 6506, 74013, and
1000 fs7 from THB. On time-scales long compared to TI, PP measurements reveal a 3%
percent offset (inset Figure 4.1b). This offset is similar to long time signals observed in
IR THB and narrow-band PS experiments, which are ascribed to vibrational-relaxation-
induced changes in the excitation of intermolecular motions leading to a "hot-ground
state" differential absorption signal.9' 13 This offset remains constant for more than 50 ps,
which is consistent with heating and re-equilibration of the sample via thermal diffusion.
The reorientational correlation function of the OH dipole p2(T) is obtained from
the parallel and perpendicular pump-probe measurements though the anisotropy
r(r)= (SI, - S)/(SI, + 2S±), shown in Figure 4.1c. The anisotropy has an initial value of
0.38, and decays biexponentially with 50 fs and 3 ps components. The 50 fs component
has not been observed previously in IR measurements, but follows the time scale
associated with molecular libration. The long time component is similar to experimental
time scales observed by IR hole-burning and NMR.
14- 16
The influence of vibrational dephasing on the PP transient is apparent by
subtracting the effects of reorientation and population relaxation, as shown in the inset to
Figure 4.1d. This short time transient should follow the correlation function for the
system1 7 , and shows a rapid decay followed by a weak recurrence at -180 fs. This
transient is similar to the short time behavior of the PS measurement, and provides
further evidence for underdamped modulation of the OH frequency during dephasing.
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Figure 4.1. Data is represented as points while fits from a unified analysis of the data are solid
lines. (a) The vibrational echo peak shift. (b) Polarization-selective pump-probe. SII, S. and S1
are shown from top to bottom. Inset shows the offset present in the long time tail of the pump-
probe signal. (c) Anisotropy r(r) determined from SI and S1 . (d) SI with exponential fit to the
long time tail. The inset shows the residual when the exponential fit is subtracted from the data.
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The PP and PS data can be described self-consistently with a third-order
nonlinear response function R•3 that is expressed in terms of frequency correlation
functions for the splitting between vibrational levels, the vibrational lifetime for v = 1,
and orientational correlation functions for the OH vector. The formalism is similar to
methods we have described previously'1 8, and draws on the multilevel nonlinear response
function described by Sung and Silbey. 19 We account for vibrational relaxation
phenomenologically by adding vibrational lifetimes for the different levels, while
reorientation is expressed in terms ofpl(r) and p2( ). Correlation functions for the energy
gaps, the transition moments, and the vibrational lifetime involving the v = 2 state are
related to expressions involving v = 1 through harmonic scaling relationships to reduce
the number of free parameters. For the orientational correlation function we assume that
the OH transition moments for l0io are parallel to p21, and use the scaling factor for
diffusive orientation pl(r)=p2(r/3). In order to account for the observed offset in the
experimental data at times longer than the vibrational lifetime, we use a response function
that accounts for spectroscopic changes on relaxing to a hot ground state. This approach
is similar to schemes used to model previous experiments.9,13 Good fits to both the long
time PS and the offset observed in the PP required a 12 cm - ' relaxation-induced blue shift
in the fundamental transition energy and a 5% decrease in the transition moment. This is
consistent with the spectral changes observed in FTIR spectra of HOD in D20 when the
temperature increases. The experiments are simulated by convoluting R3) with the
electric field of the pulses, taking into account all possible time-ordered signal
contributions into the wavevector matched direction. The solid lines plotted along with
the data in Figure 4.1 are the best fits obtained with this formalism. The fit reproduces the
short, intermediate and long time features of the PS and PP data.
The underlying dynamics of vibrational dephasing, lifetime, and reorientation,
expressed as C(r), TI, and p2(r) are shown in Figure 4.2a. From these quantities one can
construct a picture of the underlying dynamics of water's hydrogen bonding network.
The correlation time for frequency fluctuations of Vc = 340 fs, calculated by integrating
C(r) and dividing by C(O), serves as a convenient way to divide the dynamics. Times
shorter than rc reflect the dynamics of structural fluctuations within relatively fixed
intermolecular configurations, whereas longer time scales characterize the kinetics of
collective configurational changes in the hydrogen bond network.
At short times the dynamics are dominated by two fast time scales: the 50 fs
decay component of the reorientational correlation function and the underdamped
oscillation with the 180 fs time period in the frequency correlation function. Both
timescales are due to fast intermolecular motions that occur over molecular length scales.
These reflect hindered rotations and translations, intermolecular fluctuations that,
according to MD simulations, lead to hydrogen bond breaking.20 The oscillatory behavior
in C(r) largely reflects the intermolecular motion between the HOD and the hydrogen
bonding partner for the proton. While the OH frequency shift reflects the electric field of
all D20 molecules acting on the OH coordinate, the displacement and angular changes
between the two molecules results in the dominant fluctuations of the molecular electric
field projected onto the OH coordinate.4 The oscillation shows that the hydrogen bond is
not overdamped as previous IR THB studies had concluded. 5'6 The fast decay in p2(r) is
consistent with the librational motion of water. Unlike Raman measurements that probe
the many-body polarizability, the infrared measurement presented here is an observation
of the hindered rotational motion of individual OH dipoles. The cosine transform of the
frequency correlation function (not shown) has a very small contribution at 400 cm -1
suggesting that librations do not contribute significantly to the rapid decay of the C(r).
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Figure 4.2. (a) Plots of the normalized C(r) (dashed), p2(0) (solid), and OH vibrational lifetime
decay (exp(-r/T,); dotted). The zero-time amplitude of the correlation function was found to be
C(r) = 5.7 x 10-4 fs2 . (b) C(r) and p2(r) derived from MD simulation of HOD in D20 using the
SPC/E model for water.4 The long time decays of C(r) and p2(r) are 0.6 ps and 2.6 ps
respectively.
At times longer than zc, the frequency correlation function and the anisotropy
decay on 1.4 and 3 ps time scales respectively. As shown previously by simulations, a
variety of relaxation mechanisms occur on the picosecond time scale including the
collective rearrangement of the hydrogen bonding network, as well as density and
polarization fluctuations on length scales greater than a molecular diameter. Contrary to
the dynamics at early times that are well described by the OH oscillator and its hydrogen
bonding partner, these processes involve the motions of many molecules and are
therefore inherently collective. Molecular reorientation is also collective, occurring with
the structural reorganization of the hydrogen bonding network as a molecule must break
multiple hydrogen bonds to rotate. On a similar timescale of 700 fs, the combination of
these intermolecular forces act on the OH coordinate leading to fast vibrational
relaxation.
The frequency and reorientational correlation functions presented here
demonstrate remarkable agreement with over thirty years of MD simulations. In C(r) we
observe an oscillation corresponding to the intermolecular vibration in the oxygen
velocity autocorrelation function for water2'21 , first calculated by Rahman and Stillinger.
Likewise, Stillinger's calculation of p2(r) showed biexponential relaxation with
comparable time scales to those measured by our experiment.' Only recently have MD
simulations attempted to calculate the frequency correlation function for the OH stretch.2-
4 Figure 2b shows simulation results for C(r) and p2(T) of HOD in D2 0 derived from the
SPC/E model for water. Calculations like these by Lawrence and Skinner give similar
results regarding the fast and slow time scales.3 The qualitative agreement between
simulation and experiment indicates that relatively simple fixed point charge water
potentials capture the essential reorientational and dephasing dynamics measured in the
present experiments. The fact that the experimental timescales are consistently longer
than that obtained from this model argue that more sophisticated models for the
intermolecular interactions in water could lead to better quantitative agreement. For
instance, including polarizable effects, where molecular charges respond dynamically to
the environment, show slower reorientational diffusion and hydrogen bond breaking
times. 22,23
The vibrational and orientational motions reported here represent an average over
all possible initial intermolecular configurations, each of which may in fact experience
different dynamical environments on subtly different time scales. While there is
evidence that sub-ensemble dynamics are spectrally heterogeneous 11,24, we have made
approximations in our analysis that do not describe a heterogeneous system. Specifically,
our model assumes the fluctuations are Gaussian, and does not properly treat systems
where molecules prepared on the red or blue side of the OH lineshape relax differently.
Nonetheless, our observation of a fast correlation time rc and simple exponential
relaxation on longer time scales suggest a small degree of heterogeneity in reorientation
and lifetime on picosecond time scales. This is consistent with the finding of two-
dimensional infrared spectroscopy described in Chapter 6. Our analysis provides an
averaged description of hydrogen bonding dynamics within the traditional pictures of
spectroscopy, and gives a self-consistent description of the many time-dependent
relaxation phenomena of HOD in D20.
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Chapter 5
Multidimensional infrared spectroscopy of water.
Vibrational dynamics in 2D IR line shapes
5.1 Introduction
The ability to form hydrogen bonds profoundly impacts water's physical properties. The
hydrogen bonding interaction, in conjugation with water's small molecular size and
weight, leads to an extended network of interconnected molecules. Many of water's
unique properties can be explained by static or average quantities that describe the
structure or energetics of this network. Aqueous reactivity, however, is largely
determined by hydrogen bond dynamics, the fluctuations and rearrangements of
hydrogen bonds, which lead to the ultrafast stabilization of nascent charge' and the rapid
shuttling of protons through solution.2 Viewed from the perspective of motion on a
corrugated free energy landscape, 3' 4 hydrogen bond dynamics include distortions about
stable structures, defined by minima on the free energy landscape, and the thermally
activated switching between these states. Unlike time-averaged or instantaneous
structural variables, it remains difficult to obtain definitive experimental evidence for the
mechanism of dynamic processes, such as the switching of hydrogen bonding partners.
In this and the following chapter, I describe the use of two-dimensional infrared
(2D IR) spectroscopy to study the fluctuations, structural reorganization kinetics, and the
reaction dynamics of hydrogen bond switching. Ultrafast infrared spectroscopy is a
powerful tool to investigate the rearrangements of water's hydrogen bonding network
because the OH stretching frequency, (o0H, is sensitive to the local hydrogen bonding
environment. Commonly studied in a dilute solution of HOD in D20 to avoid the
intermolecular energy transfer that accompanies near-degenerate oscillators in the neat
liquid, QoOH is sensitive to hydrogen bonding interactions and dielectric fluctuations felt
by the proton.5-7 Generally speaking, stronger hydrogen bonding interactions act to red
shift (or lower) (0 0H. From the gas to liquid, o0 H red shifts 300 cm-1 and the line shape
broadens significantly (-260 cm -1 FWHM). Recent studies have established that moOH is
correlated with the total electric field projected onto the proton along the OH bond
vector.7 - 1 The nearest neighbor to the proton of HOD is the largest contributor to the
total electric field felt by the proton, explaining the dependence of oOH on the hydrogen
bonding distance, Roo,12 and the weak correlation with hydrogen bonding angle, a.5,6
If correlations between OH frequency and hydrogen bonding structure are
established, then time-resolved studies of oOH can be used to report on hydrogen bonding
dynamics and kinetics. Such observations motivated IR transient holeburning and mixed
IR/Raman measurements which have provided important insight into the timescales of
vibrational relaxation and reorientation of the OH stretch of HOD in D20 and suggested
frequency dependent spectral relaxation dynamics.13-18 However, the required trade off
between frequency and time resolution (>150 fs) in these experiments has left open
questions, since they are unable to resolve the fastest timescales of water's hydrogen
bonding network. Recent broadband echo experiments have allowed for greater time
resolution resulting in the observation of both a fast (-100 fs) and a slow (-1 ps)
timescale to spectral diffusion. 19-22 Analysis of broadband vibrational echo measurements
to extract dynamical information using a nonlinear response function typically relies on a
Gaussian approximation for the statistics of the time-dependent fluctuations of the
vibrational energy gap o(r) = (r)-(a) .23-25 Then, the spectral evolution within the
experiments can be uniquely described through a two-point frequency correlation
function
C(r) = (5o(r)6o(0)) . (1)
Using 50 fs pulses, we previously observed the intermolecular dynamics of hydrogen
bond stretching on a period of 180 fs in the C(r) extracted from vibrational echo peak
shift measurements. 7' 26 The drawback in analyzing the data in terms of two-point
correlation functions is that one cannot distinguish spectrally varying dynamics
underneath the broad OH line shape.
As a full characterization of the third-order material polarization, 2D IR
spectroscopy provides the frequency resolution missing in broadband echo experiments
while avoiding the trade-off between time and frequency resolution inherent in transient
hole burning techniques. An absorptive 2D IR spectrum is in essence a correlation map
between the vibrational frequency of oscillators resonantly excited at an initial frequency
(ol) and the distribution of final frequencies detected (03) after a waiting time t2. The
frequency, intensity, and time dependence of the 2D IR line shape in the co, and 03
dimensions serve as spectral observables that shed light on how different hydrogen
bonded configurations evolve and interchange.22,27-29 Changes in the 2D IR line shape as
a function of T2 result from the spectral diffusion of OH oscillators. As a Fourier
transform technique and given that the excitation pulse is broader than the vibrational
transition of interest, the experimental timescale is not set by the pulse duration. Instead,
it is dictated by the molecular response of the system and is approximately equal to the
dephasing induced decay of the signal field.
In this pair of chapters, I present an analysis of the waiting time dependence of 2D
IR line shapes of the OH stretch of HOD in D20. Here I concentrate on the frequency-
averaged characterization of the signal arising from these dynamics and kinetics,
quantified through C(r). I show how changes in the 2D IR line shape and intensity as a
function of waiting time result from a number of molecular relaxation processes
including spectral diffusion, molecular reorientation, vibrational relaxation and the
subsequent thermalization of this excess energy by the bath. From a previous analysis of
broadband vibrational echo and pump-probe experiments, we have concluded that a
separation of time scales exists between femtosecond configurational fluctuations of
hydrogen bonded molecules and picosecond kinetics of collective hydrogen bonding
reorganization.7,2 1' 26 Prior to a waiting time of -1 ps, changes in the 2D IR line shape
predominately reflect spectral diffusion. Similar to homodyne echo experiments, the
spectral evolution of O00H is encoded in Fourier transform 2D IR experiments as the
relative amplitudes of the rephasing and non-rephasing components of the 2D spectrum. I
discuss the analysis of several metrics of these amplitudes and relate them to C(r). 2D
spectra at long waiting times (T2 2 2 ps) are dominated by the effects of vibrational
relaxation and the subsequent thermalization of vibrational energy. These processes are
adequately described by a single phenomenological vibrational relaxation time constant
and a spectroscopically distinct hot ground state absorption.
Modeling based on C(r) is able to predict the gross changes observed in the
experiment but fails to describe the asymmetry of the experimental line shapes. In the
following chapter I analyze the frequency-dependent spectral relaxation present in the 2D
IR line shapes. The spectral relaxation of specific hydrogen bonded configurations,
particularly those excited near the hydrogen bond switching transition state, provide a
way of testing long standing questions about the free energy landscape of water.
5.2 2D IR results for HOD in D20
A waiting time series of experimentally measured 2D IR spectra of HOD in D20
is shown in Figure 5.1. Two representations of the data are plotted, the real part of the
correlation spectrum, S' and the phase spectrum S,. Correlation spectra are the sums of
their respective complex rephasing (SR) and nonrephasing (SNR) spectra, with S' or Sc
measuring changes in absorption or refractive index in o3 induced by excitation at Co,
respectively. The various representations of the complex 2D IR data for t2 = 100 fs is
presented in Figure 5.2.
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Figure 5.1. (Color) Measured 2D IR absorptive (S'c) and phase (S,) spectra for the OH stretch of
HOD in D20 for waiting times up to the vibrational lifetime. Absorptive spectra were plotted with
fifteen evenly spaced contours while contours for the phase span from -nt to 0 degrees in 12
evenly spaced increments. Positive amplitudes in the absorptive spectra (red) reflect bleaches of
the fundamental transition (-AOD) whereas negative peaks (blue) reflect v = 1-+2 induced
absorption.
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The absorptive spectrum Sc shows two peaks, a positive peak due to a transient
bleach of the v = 0 - 1 (fundamental) transition and an anharmonically shifted, negative
peak due to the v = 1 - 2 induced absorption. The Sc line shapes undergo changes in
both their relative tilt and width as a function of T2. The 2D IR spectra at early waiting
times are diagonally elongated indicating that memory of the excitation frequency exists
during the waiting time. With increasing waiting time this elongation disappears and the
slope of the node separating the fundamental and overtone transitions rotates, becoming
nearly parallel with the o) axis by 12 = 700 fs. The broadening along the antidiagonal axis
of the 2D line shapes is a result of spectral relaxation during the waiting time, indicating
fluctuations about hydrogen bonded structures and the exchange of hydrogen bonding
environments.
Being dependent on the ratio of Sc to Sc, lines of constant phase in S, reflect
how relative amplitudes vary in the correlation spectrum and therefore reveal the overall
shape of the spectra. The node in Sc corresponds to the 9p(01,c03) = -t/2 constant phase
line, and the nodes in Sc correspond to 9p = 0 and -t. Phase spectra reveal a -n phase
shift across the 2D line shapes. Although qualitatively different in appearance than S', S,
exhibits similar behavior as a function of T2. Lines of constant phase are initially
elongated along the diagonal and rotate down with waiting time.
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Figure 5.2. (Color) A comparison of real/imaginary and phase/amplitude representations of 2D
IR spectra for a waiting time of 100 fs. To illustrate how the intensities between the rephasing and
nonrephasing spectra vary, all real, imaginary and absolute value spectra are plotted relative to
the maximum intensity of the absolute value correlation spectrum.
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For waiting times longer than 700 fs, the thermalization of excess energy
deposited through vibrational relaxation becomes the dominant source of observed
spectral changes. We have investigated this process with dispersed pump-probe (DPP)
(Figure 5.3) and 2D IR experiments (Figure 5.4). Signatures of population relaxation and
reorientation are most clearly observed in the DPP spectrum as a function of T2 (see
Figure 5.3a). The DPP contains two main spectral features: a positive going transient
bleach centered initially at 3415 cm -' due to the 0-1 transition and a negative going
transient absorption at 3150 cm -1 due to the 1-2 transition. For times up to -1.3 ps the
relative scaling between fundamental and overtone intensity remains equal with the
amplitude of both transitions decaying with t2 at a rate given by 660 fs due to vibrational
relaxation and molecular reorientation. As this scaling changes with time delay, the
maximum of the fundamental transition begins to shift to lower frequency. A plot of the
frequency of the signal maximum as a function of T2 is shown in Figure 5.3b. The dotted
line is the decay of the excited state population and indicates that the DPP spectral
relaxation dynamics are roughly a factor of two slower than the vibrational lifetime. By
-3 ps the overtone transition has disappeared but a positive going signal due to the
ground state hole remains (see Figure 5.3a). This signal, the offset observed in earlier
pump-probe measurements, is centered at -3360 cm
-
'. 21,26,30,31
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Figure 5.3. (Color) Dispersed pump-probe spectra for HOD in D20. Unfilled circles represent the
measured data while the solid line shows the result predicted from nonlinear response function
calculations. (a) The measured dispersed pump-probe spectra of HOD in D20 as a function of
time delay between the pump and the probe beams. (b) The shift in colO as a function of the pump-
probe delay time. The shift in the maximum of fundamental occurs on a longer timescale than the
vibrational lifetime (-700 fs, dashed line). (c) Calculated dispersed pump-probe signal from the
nonlinear response function calculation. (d) Slices through the dispersed pump-probe spectrum
for waiting times of 100 fs and 7.5 ps.
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2D IR spectra for T2 = 2.0 and 7.5 ps are shown in Figure 5.4. At 2 ps, the
overtone remains, although the intensity has decreased by over a factor of 2 relative to the
fundamental intensity. The node between fundamental and overtone is flat indicating a
lack of frequency correlation. 2D IR spectra at these long waiting times most clearly
resemble the homogeneous limit in which oscillators have had the opportunity to sample
the breadth of the frequency distribution before they are detected in T3. By 7.5 ps the 2D
IR spectrum appears qualitatively different. The overtone has disappeared due to
population relaxation out of the excited state and the absorptive spectrum is a single
positive going peak centered at roughly 3400 cm -1 in ob and -3360 cm -' in o)3.
106
r, = 2000 fs r, = 7500 fs
Experiment
3600
3400
3200
I I1
I I
....................... r. .- - :-
FTIR Product
- 3600 .
0 3400C.
I I
t,, QUU-
Calculated
3600 1 r
3400 o I I )) ~
ThC1 Li~.1 2L~
3200 3400 3600 3200 3400 3600
wl2rc (cm-1)
Figure 5.4. (Color) 2D IR spectra for waiting times beyond the vibrational lifetime. The top
panels depict the experimentally measured 2D IR spectra of HOD in D20 for waiting times of 2.0
and 7.5 ps. The middle panels show the two-dimensional product spectra constructed from the
FTIR OH line shape of HOD. The bottom panels show the calculated 2D IR spectra from the
nonlinear response function formalism using the parameters described in the text.
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5.3 Discussion
5.3.1 Interpretation of 2D IR line shapes
Information on changing hydrogen bonding configurations is encoded in 2D IR
spectroscopy in terms of time-dependent changes to the OH vibrational frequency. As a
starting point to understanding the waiting evolution of 2D IR line shapes, Figure 5.2
compares various representations of the complex 2D IR correlation spectrum for HOD in
D20 taken at T2 = 100 fs. 32 Rephasing and nonrephasing spectra are elongated along the
diagonal (1=0)3) and anti-diagonal (ol+±( 3=constant) axes, respectively. The spectral
phase representation shows that this is due to the difference in the sign of the phase
accumulated between T, and T3 . In the rephasing processes, coherences oscillate in
conjugate frequencies during tl and T3, leading to an echo signal at li = T3 when
frequency memory persists through the waiting time. Conversely, nonrephasing pathways
oscillate in phase during the two periods and closely resemble a free induction decay in
both dimensions. It is this difference in phase that results in the canceling of the
dispersive wings of SNR and SR in Sc. As evident in Figure 5.2, the intensities of the SR
outweigh SNR because C(r) has not decayed fully by 100 fs. Thus S' is preferentially
elongated along the diagonal, with a tilt of the nodal line. While the absolute value
correlation spectrum SA remains largely structureless, the slope of the lines of constant
spectral phase in S, capture the diagonal elongation of the real and imaginary correlation
spectra. 28 Assuming sufficient spectral bandwidth, the Kramers-Kronig relationship
relates the real and imaginary parts of the 2D spectrum, allowing one to construct the
phase and absolute value parts of the 2D spectrum from the real part.
33
,
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Formally, the 2D IR spectrum is directly related to a three-time correlation
function for the OH dipole operator.35 Taking only dephasing into account, the response
functions for rephasing (-) and nonrephasing (+) processes can be written as24,35
R,(±lz,2r23)= , (exp[+iIdt' ab(t + dtcd(t)] (3)
a,b,c,d
Here oab = (Ea -Eb)/h, and a, b, c, and d are summed over the 0, 1, and 2 vibrational
levels of the OH stretch, leading to terms that differ by the interaction-sequence of the
three level system with the pulses. These expressions characterize the frequency memory
of a time-varying trajectory between ti and T3, and differ only in the phase relationship
between the time intervals.
Examining limiting expressions for these response functions gives an indication
of the changes one can expect to see in the 2D line shape with waiting time. In the
inhomogeneous limit, in which the frequencies are constant during lC and t3, the response
functions are Rinho,, = C (exp [i±Cabr -i OcdT3 ]) and the Fourier transformed 2D spectrum
is a joint probability distribution
Sitnhom (Ol , ) 3  (( 1 Olab (3 cd(2 ))) (4)
a,b,c,d
where the detection frequency depends on any change during T2. In the limit T2 = 0, there
has been no change in frequency during the waiting period, and ensemble averaging will
lead to a line shape elongated along the diagonal axis. The other important limit, the
homogeneous limit, is the case when vibrational dephasing is rapid compared to z2, here
the frequencies in Ic and t3 are uncorrelated and the response function is expressed as the
product of free induction decays in Tl and r3:
109
limoR = (exp[i±i 'dt'coab(t')])exp[ifdt'cd(t). (5)T2 +00 ab,c,d 
In this limit, the 2D IR spectrum simplifies to a product of one dimensional line shapes in
the ~l and 03 dimensions. This line shape is symmetric with respect to the diagonal and
antidiagonal axes, indicating that the initial excitation at ol is detected at 03 with a
probability given by the equilibrium probability distribution. On the basis of these limits,
we expect that as the waiting time is increased, the 2D IR line shape will evolve from a
diagonally elongated form to a symmetric form in a manner dictated by the frequency
fluctuations and spectral diffusion of the system.
The transformation of the absorptive correlation spectrum from the
inhomogeneous to homogeneous limits is determined by the balance of intensities
between the rephasing and nonrephasing spectra. Examples for a fluctuating two-level
system are pictured in Figure 5.5. For waiting times shorter than the frequency
correlation time (Z2 << c), frequency memory is largely preserved and the rephasing
signal is emitted as an echo peaked at T3 equal to ri, as evident in the 2D time domain
surface shown in Fig. 5.5a. The nonrephasing signal, plotted for negative rl, delays, is
symmetric in r· and T3. Before the correlation function has decayed significantly, the
amplitude of the rephasing signal outweighs the nonrephasing contribution. This
imbalance of intensity occurs because inhomogeneity acts to damp the signal field during
T 3 in the nonrephasing response, while its presence is necessary for the rephasing process.
Double Fourier transformation of this time domain surface leads to a diagonally
elongated absorptive line shape, indicating that the spectral holes burned during tl are
largely unchanged when they are probed in T3. For T2 »>> c, frequency memory is
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destroyed, the signal maximum occurs near T3=0 regardless of the value of 1l, and the
amplitude and shape of the rephasing and nonrephasing signals are nearly equal (see
Figure 5.5b). In the frequency domain the 2D line shape is no longer elongated. Instead
its symmetric shape indicates that the spectral holes burned in tl have had enough time to
sample the whole frequency distribution.
Homodyne echo experiments have commonly exploited the imbalance between
rephasing and non-rephasing signals as a means to quantify spectral diffusion. This
principle serves as the basis for the echo peak shift (PS) measurement.7'19' 36-39 In Figure
5.5, we also show the projection of the time-domain signal field onto the l, axis, the
integrated echo signal. The change in ratio between rephasing and non-rephasing signals
is characterized by the shift of the echo peak maximum from positive values of T1 to Ti =
0 as T 2 is increased beyond 1t. Under certain approximations the PS is directly
proportional to C(r).24 ,25
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Figure 5.5. (Color) (a) Time domain representation of the 2D surface for a waiting time well
before the correlation time. The projection onto the r, axis, shown above the time domain surface,
shows the non-zero peak shift. The diagonal elongation of the frequency domain line shape is a
consequence of the diagonal elongation of the echo signal in the time domain. (e) Time domain
2D surface for a waiting time well after the correlation time. The rephasing and nonrephasing
signals are equivalent resulting in a zero peak shift. The symmetric frequency domain 2D line
shape shows that there is no frequency correlation between the evolution and detection time
periods, instead the frequency distribution of oscillators is given by the equilibrium frequency
distribution.
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One can quantify the loss of frequency correlation as a function of waiting time
through the 2D spectrum by choosing any number of measures related to the imbalance
between the rephasing and nonrephasing intensities. In Figure 5.6, we specifically
examine four examples of 12-dependent signals that are also proportional to C(r) under
approximations similar to those used for the analysis of PS measurements, and are not
influenced by population relaxation. We have justified the choice of these quantities as
selective measures of frequency fluctuations and spectral diffusion in a separate paper.40
One measure that is not influenced by population relaxation is the inhomogeneity
index
I = (AR - ANR)/(AR + ANR) (6)
where AR and ANR refer to the integrated signal amplitude under the absolute value
rephasing and nonrephasing 2D spectra at a particular T2. For a massively inhomogeneous
line shape, I approaches one, but as frequency correlation is lost at long waiting times this
ratio asymptomatically approaches zero. Figure 5.6 shows I( 2) , where the volume was
integrated between 3350 and 3450 cm-', the center of the fundamental transition, in both
the ol and (3 dimensions.
A consequence of the equalizing of the rephasing and non-rephasing spectra is the
broadening of the 2D line shape along the anti-diagonal axis. At r2 = 0, the width of an
antidiagonal slice through the center of the fundamental 2D line shape is twice as narrow
as a slice along the diagonal axis. This ellipticity is characteristic of inhomogeneous line
shapes. Recently Pschenichnikov has proposed defining the ellipiticity of the line shape
as
41
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E=(a2 - b2)(a 2 +b2)
where a and b are the characteristic diagonal and antidiagonal full widths at half the
maximum intensity of the line shape, respectively. The decrease in this asymmetry with
T2 can be formally related to C(r).40 We also plot E(r2) in Figure 5.6.
With waiting time, one also observes the slope of the node between 0--+1 and
1-+2 transitions in Sc gradually aligns with the oD axis.3 4,42,43 For a massively
inhomogeneous system one would expect a diagonal node with a maximum angle of 450
with respect to the oi axis. At T2 = 0, the slope has already rotated to 260 indicating that
frequencies already evolve significantly during r1 and z3 and the line shape is
intermediate to the homogeneous and inhomogeneous limits. This "rotation" of the node,
the qp = -n/2 line of constant phase, with increasing t2 is directly related to the imbalance
of rephasing and nonrephasing amplitudes, and therefore contains equivalent information
content to I(r2) and E(r2). This can be seen by expressing the lines of constant spectral
phase in S, (Figure 5.2) in terms of a linear combination of diagonal phase lines in
rephasing spectra and anti-diagonal phase lines in nonrephasing spectra. To quantify the
slope of phase lines as a function of waiting time, slices through Sq,(r2) for c03 = 3350 to
3450 cm -1 were fit to a line over the range of co = 3350 to 3450 cm -1. The decay of the
slope of the phase lines,
n) = Op(2)(2 (8)
wih isal aO =in= 0
with Z2 is also related to C(-), and is pictured in Fig. 5.6.4°
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Finally, one can also calculate the peak shift from the heterodyned measurement
by taking the absolute value squared of the 2D IR surface projected onto the tl axis. To
facilitate finding the peak signal delay T*(T2), we filter the carrier oscillations out of the
measured time domain response and fit a Gaussian to the resulting time domain envelope.
Figure 5.6 contains a plot of the peak shift extracted from our measured 2D IR surfaces.
The four measures described above: I, E, 13, and r* all show similar behavior as a
function of the waiting time and are closely related to one another. Each measure exhibits
a fast decay, has an apparent oscillation around -130 fs and a slower decay component.
Qualitatively, the observed dynamics are similar to what we have observed previously in
vibrational echo peak shift and pump-probe measurements. 2 1 As in the homodyne peak
shift, however, the spectral observables reported here do not equal C(t) on the timescale
less than the correlation time (-340 fs for this system).
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Figure 5.6. Quantifying the loss of frequency correlation in 2D IR spectra through a series of
experimental metrics that measure the imbalance in intensity between rephasing and
nonrephasing spectra.
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5.3.1 Comparison to calculations with Gaussian fluctuations
Calculations with nonlinear response functions provide a direct comparison
between the various spectroscopic observables measured here and C(-). 35'44 2D IR
observables can be directly calculated from two-point frequency correlation functions,
providing one makes two crucial assumptions: (1) The frequency fluctuations of the
system are well-represented by Gaussian statistics (second order cumulant
approximation), and (2) the transition dipole moment is a constant (Condon
approximation). The primary objective of Chapters 6 and 7 is to quantify frequency-
dependent vibrational dynamics to test these assumptions. In this chapter we build upon
the formalism described in Ref. 21 that uses these assumptions to calculate nonlinear
spectroscopic signals for the OH stretch of HOD in D20.
For the purpose of comparison, we calculate 2D spectra based on the C(r)
extracted from a unified analysis of vibrational echo peak shift measurements and
polarization pump-probe experiments incorporating spectral diffusion, reorientation and
vibrational relaxation as an input.21 C(r) was characterized by a 50 fs decay, a 180 fs beat
associated with underdamped hydrogen bond vibrations and an exponential decay of 1.4
ps. Contributions from the v=l-- 2 transition are modeled using an anharmonicity of 250
cm-1 extracted from dispersed pump-probe measurements and harmonic scaling of the
frequency correlation functions. Vibrational relaxation is included by a single exponential
lifetime of 700 fs, a value that many studies have reported for experiments conducted at
room temperature.13,26,45,46 Guided by changes in the FTIR spectrum of HOD upon
heating, we account for thermalization effects by including a hot ground state absorption,
which is blue-shifted relative to the v=0- transition by Aco = 12 cm -1 and whose
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transition dipole is lowered by Ag = 0.05.21 Reorientation of the OH dipole is described
by a biexponential P2<9(t)9(0)> with both a fast 50 fs component arising from the
librations of individual OH dipoles and a much slower 3 ps diffusive component.26
Calculation of the experimental observables includes a four-fold convolution of the
response function over finite duration input and local oscillator pulses. The electric fields
used in the calculation were transform-limited with a duration of 45 fs and centered at
3400 cm-1 . The resulting 2D time domain surface is finally Fourier transformed and
processed like the experimental data.
Calculated 2D IR spectra up to 700 fs can be found in Figure 5.7. Similarities
between the measured data and the calculated spectra are evident. The calculated 2D line
shapes have a similar waiting time behavior; surfaces at early times are diagonally
elongated with the node rotating down towards the co, axis with waiting time. We have
analyzed the calculated 2D with the same metrics used for the experimental 2D data. The
solid black lines in Figure 5.6 show the results from these calculations. Such agreement
gives further evidence that C(r) provides an average description of the spectral diffusion
of the OH stretch of HOD that arises due to the structural fluctuations of the hydrogen
bonding network.
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Figure 5.7 (Color) Absorptive (S'c) and phase (S.) spectra for the OH stretch of HOD in D20
calculated from the nonlinear response function formalism described in the text.
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In conjunction with MD studies, the amplitudes and timescales of the decay of
C(r) can be related to fluctuations in the hydrogen bonding network that lead to spectral
diffusion. At short times the dynamics of the hydrogen bonded network are dominated by
fluctuations that occur on molecular length scales. The rapid dephasing observed in C(r)
arises from hindered translations and rotations of the hydrogen bond while the oscillation
occurring at 180 fs illustrates that the hydrogen bond is underdamped. MD simulations
confer that Roo, the distance between neighboring oxygen atoms participating in a
hydrogen bond, is modulated on this timescale. 4' 5' 7' 47' 48 On time scales longer than the
correlation time of -340 fs, the motions of the hydrogen bonded network begin to involve
the many-body reorganization of the liquid. These are large scale motions that involve the
switching of hydrogen bonded partners and diffusion. One cannot assign a well defined
relaxation process to this timescale, instead MD simulations show that a number of
structural order parameters, including the loss of tetrahedrality, hydrogen bond
coordination, Roo and the total electric field projected onto the OH bond vector decay on a
-1 ps timescale.7
Numerous studies have provided a characterization of the OH frequency
fluctuations for HOD in D20. While there is not quantitative agreement between these
studies, certain qualitative trends have been reproduced. In general, echo experiments
have noted a time scale separation for C(r) with -100 fs and -1 ps components. 7' 19'20 The
data presented here supports the three characteristic features of our previously extracted
C(r), a fast 60 fs decay, a damped oscillation with a 180 fs period and a long time
monotonic decay of 1.4 ps. In Ref. 21, we have reviewed how our C(r) compares to those
120
obtained by others. Recent 2D IR experiments on the OD stretch of HOD in H20 by
Fayer and coworkers have extracted a C(r) with decay components of 48 fs, 400 fs and a
1.4 fs. 49 While the weightings of decay components differ between the two studies the
qualitative shape of 2D IR line shapes and the time scales seem to be in reasonable
agreement. The comparable spectral diffusion dynamics of the HOD in D20 and H20
systems shows that the hydrogen bond dynamics of D20 and H20 are very similar. This
has been commonly assumed given the near identical thermodynamic properties of the
two liquids.
A comparison of the experimental 2D line shapes and those calculated in the
cumulant limit shows certain differences. Deviations from Gaussian fluctuations are
clearly observed as frequency-dependent broadening of the line shape as a function of
waiting time. The blue (high frequency) side of the experimental line shape is broader
than the red (low frequency) side. These deviations are not entirely surprising given the
inability of C(r) to predict the asymmetric 1D line shape. By the nature of the cumulant
approximation, both the calculated 1D and 2D line shapes are Gaussian and therefore
miss the asymmetry present in the experimental spectra. All three experimental metrics
differ by a nearly constant offset from the nonlinear response function calculation. Both
the experimental I(r2) and the slope of the node are highly sensitive to the area of
integration and range in which the phase line is fit, respectively. Heterogeneous
relaxation effects make these experimental observables frequency dependent. Such
deviations from the Gaussian limit detail how the spectral relaxation of different
hydrogen bonded configurations vary. We explore how these effects are manifestations of
water's free energy landscape in Chapter 6.
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5.3.2 Vibrational relaxation and thermalization
While the spectra displayed in Figure 5.1 are each normalized, the total signal
intensity decays with the vibrational lifetime and as the OH dipole rotates away from the
parallel polarization used in the experiments. This decay in total intensity is captured in
the sum of the integrated amplitude of the absolute value rephasing and nonrephasing
spectra as a function of T2,
A(r2) = AR(T2) +ANR(r2). (9)
This amplitude, depicted in Figure 5.8, decays with a single time constant of 660 fs,
tracking the loss of population as OH oscillators relax. A(r 2) relaxes faster than the 700 fs
vibrational lifetime of the OH stretch due to molecular reorientation which contributes to
the relaxation in the all parallel beam geometry used in this study. Integrating over the
line shape greatly suppresses the coherent signal in A(r 2), as compared to narrowband
pump-probe experiments, allowing for easier extraction of the population relaxation.
For large waiting times, the 2D line shape is well represented by the product of
the linear absorption spectrum in the oi and 03 dimensions spectrally filtered by the
finite bandwidth of the excitation pulses. Figure 5.4 displays a 2D spectrum constructed
from the FTIR absorption spectrum of the OH stretch of HOD in D20. The v=1-2
spectrum has been approximated by assuming its line shape is equal to the fundamental
spectrum, although shifted in frequency by the anharmonicity. Drawing on eq. 5, we have
calculated the 2D line shape by incorporating the v=l -12 spectrum with negative sign
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and adjusting the anharmonicity and the transition intensity of the v=041 line shape so
that the projection onto the col=0 axis matches the dispersed pump-probe spectrum.
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Figure 5.8 Plot of A(r 2) tracking the decrease in the intensity of 2D IR spectra as a function of
waiting time. Data is represented with open circles while the prediction from a nonlinear response
function calculation is the solid line.
By 7.5 ps the 2D IR spectrum appears qualitatively different to spectra measured
at earlier waiting times. Previous studies have shown that population relaxation does not
refill the ground state hole, instead a spectroscopically distinct "hot ground state" (HGS)
absorption is observed. The signals arising from the v=-- 1 transitions of the equilibrium
and hot ground state are out of phase so that the HGS absorption probed during the
detection period is closely related to a temperature difference spectra. A spectrum
constructed from the product of the absorption spectrum at 250C in the oi dimension
with a temperature difference spectrum between absorption spectra at 250 C and 270 C in
the (03 dimension is shown in Figure 5.4. The qualitative agreement between the 7.5 ps
spectrum and the product spectrum show that 2D spectra at these waiting times are most
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sensitive to spectral changes resulting from the relaxation of excess energy into the
surrounding medium.
Calculations of dispersed pump-probe spectra and 2D IR spectra at 2.0 and 7.5 ps
drawing on our prior studies of spectral and vibrational relaxation in this system can be
found in Figs. 5.3 and 5.4.2 1,26 The five level system response function formalism
captures the major features present in the two measurements at long waiting times: the
disappearance of the v= 1-2 transition, the lack of frequency correlation in 2D IR spectra
and the subsequent appearance of the HGS absorption. The calculation is also able to
capture more subtle features as well. A comparison of measured and calculated dispersed
pump-probe spectra for waiting times of 100 fs and 7 ps can be found in Figure 5.3d. The
agreement is quite good with the calculation capturing the shape and amplitude of both
spectra. The solid line through Figure 5.3b shows that the calculation largely captures the
shift in the maximum of the dispersed pump-probe as a function of delay time.
Calculated 2D spectra are nearly identical with the product spectra in Figure 5.4 but are
not in perfect agreement with the experimental surfaces. However, these differences are
largely on the single contour level. Given the low amount of signal at these waiting times,
differences on the -10% should not be over interpreted.
Vibrational relaxation of HOD in D20 is particularly well studied yet many points
of contention remain. Reports of the vibrational lifetime have varied from a single time
constant with values from 700 fs 13,26,46 to _ 1 ps 50,51 to frequency dependent lifetimes
that vary fairly dramatically across the band.'8 A frequency dependent lifetime should be
observable in 2D IR measurements where one can distinguish between changes in
frequency (spectral diffusion) as a function of waiting time and changes in intensity due
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to vibrational relaxation and reorientation. Although we cannot completely rule out a
frequency dependent lifetime, our data shows that the effect would have to be weak. The
rapid spectral diffusion measured in the 2D IR line shapes show that frequencies are
scrambled within hundreds of femtoseconds, a timescale faster than the lifetime. At times
greater than 2 ps, the observed signals are dominated by the response of the HGS. Failure
to properly account for this response could lead to frequency dependent effects as the
HGS signal varies with frequency.
Previous time-resolved studies have indicated that vibrational relaxation leads to
changes in the optical properties of OH or OD transitions resulting from the heating of
surrounding molecules. 19' 2 1',26,30,31,46,52,53 Bakker and coworkers proposed that the
dynamics observed in their pump-probe experiments on water could be understood in
terms of a five level kinetic model in which relaxation of the excited vibrational state
leads to a hot ground state that is spectroscopically distinct from the equilibrium ground
state.3o Subsequent PS experiments by Stenger et al. found a large reoccurrence in the PS
at 2 ps when the excitation pulses were tuned to the red edge of the OH line shape
relative to the blue. 19 These results could be modeled by extending the standard three-
level response function formalism to the proposed five level system. We have adopted a
similar approach for the modeling of our experiments with a slight extension to include
for the decrease of the transition dipole of a0 OH that occurs upon heating.
Given its simplicity, our model does an excellent job of reproducing a large
collection of experiments including homodyne PS, integrated PP21 and the DPP and 2D
IR measurements presented here. It should be noted that although our model captures the
majority of the relevant physics it is undoubtedly too simplistic. Firstly, it only accounts
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for the spectral response of the HOD chromophore. Recent work by Pshenichnikov and
coworkers has emphasized the nonresonant contribution from the D20 bath molecules for
timescales much greater than the vibrational lifetime.54 These effects contribute most
significantly to homodyne measurements, such as the PS, but should be present even in
the absorptive signals measured here if the D20 response is not nt phase shifted from the
on resonance HOD signal. In addition, our model assumes that relaxation from the OH
stretch directly heats the solvent bath. Many studies have suggested that the relaxation
pathway passes through at least one intermediate intramolecular state, commonly
believed to be the HOD bend, before the initial excitation energy is dumped to the
surrounding solvent."1 ' We have tried adding such a state to our model but the results
are inconclusive, and we are unable to suggest an effective rate constant for this process.
Comparing to studies on the OD stretch of HOD in H20 is instructive to
understanding the pathway of energy relaxation. The timescales of vibration relaxation
out of the OH stretch is a factor of 2 faster than OD stretch relaxation. Given that the
solvent induced forces captured by C(r) are nearly identical, the origin of this difference
must be the energy splittings between the intramolecular modes of HOD. After relaxation
out of the OD stretch (1.4 ps), Steinel et al. observed an 800 fs delay in the transfer of this
energy to the low frequency modes of H20. 31 Likewise, we observe a -800 fs lag, as
compared to the timescale of vibrational relaxation of the OH stretch, in the shift of the
maximum of the fundamental transition in DPP measurements. This similarity in
timescales suggests that the final transfer of energy from HOD to the surrounding solvent
is largely insensitive to the isotopic mixture. Finally, it is important to note that vibration
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relaxation in pure H20 is much faster than what is observed in the isotopic mixtures due
to rapid energy hopping between near degenerate OH oscillators.56
-58
5.4 Summary and conclusions
We have presented a comprehensive set of 2D IR spectra of the OH stretch of
HOD in D20 for a series of waiting times spanning the timescales of spectral diffusion
and vibrational relaxation. Prior to -1 ps the overall relaxation of the 2D IR spectra as a
function of waiting time is a manifestation of the loss of frequency correlation. This
global loss of frequency memory for the ensemble was analyzed with four metrics that
quantify the imbalance in intensity between the rephasing and nonrephasing pathways.
The inhomogeneity index, ellipticity of 2D line shapes, slope of spectral phase lines and
PS were found to decay on similar timescales. Calculations of 2D IR spectra using finite
duration pulses and our previously measured C(r) were shown to evolve in the same
manner as the experimental 2D surfaces with waiting time. As a measure of the
timescales and amplitudes of frequency fluctuations, C(r) can be related to the dynamics
of the hydrogen bonded network. On a few hundred fs timescale, the OH oscillator
experiences rapid frequency fluctuations due to hindered translations and rotations about
a hydrogen bonded structure. On roughly the 1 ps timescale the hydrogen bond network
rearranges through an activated barrier crossing resulting in the switching of neighboring
molecules. The former process reflects the dynamics of fluctuations within a free energy
minimum for a hydrogen bonded pair, whereas the latter represents the kinetics of
hydrogen bonding rearrangements.
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For time scales longer than the vibrational lifetime, changes in DPP and 2D IR
spectra reflect the kinetics of vibrational relaxation and the subsequent thermalization of
this energy by the local solvent environment. In agreement with previous measurements
we found that the 1 2 transition disappeared on a -700 fs timescale yet a positive signal
shifted to lower frequency remained.21 The lack of frequency correlation in 2D IR spectra
at waiting times of 2 ps and greater indicate that this vibrational hot ground state
absorption provides no insight into the equilibrium hydrogen bond dynamics of water.
This is contrary to previous studies which have suggested long-lived frequency
correlation in water. 19 59 Instead, the absorptive changes measured in the real part of the
2D IR spectrum and dispersed pump-probe spectra are well modeled by a simple
extension to the nonlinear response function formalism to account for the shifted
absorption of the HGS.
While vibrational relaxation seems to be well described by a single frequency
independent lifetime, spectral diffusion is more complex. Analyzed merely in terms of a
two-point frequency correlation function, the 2D IR surfaces provide roughly the same
information compared to more easily implemented nonlinear experiments such as the
homodyne PS. Although such integrated measurements contain contributions from both
the fundamental and overtone transitions, the relative good agreement between the
observables extracted from the experimental 2D IR surfaces presented here and the
calculated results show that harmonic scaling is a reasonable approximation of the
frequency fluctuations of the v=1-2 transition. In many ways this is not surprising as
third order experiments should not be particularly sensitive to the frequency fluctuations
of the overtone transition because a coherence can only evolve in this state during the
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detection period. The 2D IR spectra shown here also show clear signatures of frequency-
dependent spectral diffusion that cannot be observed with simpler experiments and is not
explained by Gaussian dynamics. 2 9' 60 I quantify these effects as a function of waiting time
in Chapter 6 and interpret them in terms of the dynamics of different hydrogen bonded
environments.61
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Chapter 6
Multidimensional infrared spectroscopy of water.
Hydrogen bond switching dynamics
6.1 Introduction
In ice the positions of each water molecule are well defined by the hexagonal crystalline
unit cell and the local tetrahedral symmetry of oxygens that results from the formation of
hydrogen bonds. In the liquid, the first solvent shell to any molecule remains tetrahedral
on average but lacks -10% of the hydrogen bonds formed in the crystal.' -3 The liquid's
fluid properties are governed by intermolecular fluctuations on femtosecond (fs) time
scales and hydrogen bonding rearrangements on a roughly 1 picosecond time scale.4 -9
The dynamics of water's hydrogen bonding network complicate the ability to
experimentally reveal information on water's structure, the nature of broken hydrogen
bonds, and the mechanism by which molecules switch hydrogen bonding partners. As of
yet no experimental technique is able to provide a statistical description of water's time-
evolving hydrogen bonding structure with atomistic detail.
Conceptual views of water's structure, drawn from decades of experiments and
computer simulations, have often been broken into two classes, mixture and continuum
models.1•' 1 Mixture models conceive of liquid water as composed of two or more stable
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species that differ in their hydrogen bonding configurations.11 1 3 Continuum models do
not identify different species, but conceive of the structure as a continuous distribution of
geometries or large distortions about an average structure.3"14-16 While these models have
existed for a century or more, debate regarding their validity still persists. Interpretations
based on mixture models are omnipresent in spectroscopic studies of water. It is assumed
when fitting components to spectra (each of which is a stable component with a minimum
lifetime given by the inverse of the linewidth), 17 -28 when interpreting isosbestic points in
the temperature dependent spectroscopy of water,12'26'2 8and in the perspective that liquid
water can be conceived as isomers of water clusters29. Recently, debate over the analysis
of x-ray absorption experiments is a poignant example of the arguments presented for and
against these two different perspectives.' 0' 25,30
Analysis of molecular dynamics (MD) simulations has been used to argue various
perspectives. Hydrogen bond kinetics are often analyzed in terms of a two state
description in which the presence or absence of a hydrogen bond is defined through
geometrical or energetic criteria.31-34 The instantaneous snapshots of water's evolving
structure in MD characterize the distribution of hydrogen bonding configurations, 23' 35 but
interpretations vary about the chemical relevance of different instantaneous structures.
MD has also emphasized that hydrogen bonding and inherent structures must be
understood collectively.6,36,37
Explicitly or implicitly, the conceptual pictures of water structure and hydrogen
bond rearrangements differ in the assignment of intermolecular configurations to stable
states: those defined by minima on a free energy surface and separated from each other
by a barrier >kT. For this reason, the discussion of hydrogen-bond dynamics is crucial to
135
the interpretation of water structure. Hydrogen bonded water molecules experience fs
translational and orientational fluctuations that lead to significant but short-lived
distortions of local structure. The finite lifetime of these strained configurations means
that instantaneous observations of intermolecular structure cannot be used to interpret
their stability. On the other hand dynamical measures that characterize the persistence
time of configurations relative to the intermolecular fluctuations of the liquid provide a
measure of stability useful in characterizing the presence of barriers and describing
water's fluctuating structure.1,38'39
As an example of how dynamics and stability are critical to understand water's
hydrogen bond network, consider the mechanism by which a water molecule breaks a
hydrogen bond with one molecule and forms a new bond with a neighboring molecule.
To illustrate, consider two limiting perspectives which differ by their interpretation of
non-hydrogen bonded configurations (NHB), the strained intermolecular configurations
whose geometry would not conventionally be termed a hydrogen bond. In one limit, the
NHB represents a metastable configuration. A thermal fluctuation ruptures a hydrogen
bond, but the disorder of the liquid means a new hydrogen bond acceptor is not readily
available. This NHB is entropically stabilized and referred to as a dangling hydrogen
bond. As an alternative picture, the NHB state appears (and subsequently disappears) due
to fluctuations about a hydrogen bond or in a concerted switching of hydrogen bonded
partners. These two pictures do not differ in terms of instantaneous structures, but rather
by whether the NHB persist longer or shorter than the time scale for intermolecular
fluctuations.
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Infrared spectroscopy of the OH stretching vibration of HOD in D20 provides an
avenue to distinguish these scenarios. As a sensitive probe of its local environment, the
intramolecular OH stretching frequency, COOH, depends on the hydrogen bond
coordination of the proton. OH oscillators in solvents incapable of forming hydrogen
bonds possess a free OH resonance similar in width and frequency to the gas phase value
while hydrogen bonding leads to a weakening of the OH force constant and a significant
red shift and broadening of the absorption spectrum. 40 4 2 As shown in Figure 6.1a,
configurations from MD simulations confirm that the 10% of molecules that lie outside
of geometrical hydrogen bonding criteria absorb preferentially on the high frequency
(blue) side of the spectrum, while the low-frequency (red) side arises from the molecules
in strong, linear hydrogen bonds with its neighboring acceptor molecule (HB).3 9,43
In principle, femtosecond IR spectroscopies that probe the time evolution of wOH
should be able to follow the exchange between HB and NHB environments and shed light
on the mechanism of hydrogen bond switching and the stability of NHB species. Figures
6.lb and 6.1c show two free energy surfaces that describe the changes in OOH during the
exchange of hydrogen bonding partners for the two models described above. These
pictures can be classified as the step-wise and concerted mechanisms for hydrogen
bonding rearrangements, and are closely related to mixture or continuum descriptions of
water. In Figure 6.1b, NHB configurations represent a metastable state that exchanges
with the HB state at a rate given by the free energy barrier. HB and NHB would be
distinguished by a separation of timescales for fast fluctuations within wells and the
crossing of the barrier between them. On the other hand if the NHBs are intrinsically
unstable as in Figure 6.1c, they will return to a hydrogen bonded configuration on the
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timescale of intermolecular motions. Therefore, the persistence time of NHB species
relative to the fastest fluctuations of the system serves as an experimental measure of
their stability.
The persistence time of NHBs can be characterized with two dimensional infrared
spectroscopy (2D IR). 2D IR is able to follow the frequency evolution of OH oscillators
as they convert between HB and NHB with a time resolution set by the fastest motions of
the liquid. A 2D IR correlation spectrum, displayed as a function of two frequency axes
(ol and 0 3), is closely related to the joint probability that a molecule has an initial
excitation frequency, coI, and arrives at a target frequency, 03, after a waiting time, X2. 2D
IR spectra as a function of T2 probe the stability of hydrogen bonded species by
measuring the spectral relaxation of OH oscillators initially located at different parts of
the line shape.
Utilizing the 2D line shapes presented in the preceeding chapter, I examine the
molecular origins of the frequency dependent spectral evolution of the OH line shape of
HOD, and use it to resolve the distinct relaxation of HB and NHB species. In conjugation
with molecular dynamics (MD) simulations, the experimental 2D IR surfaces and their
waiting time dependence are interpreted in terms of the interconversion of HB and NHB
environments. I find that 2D IR line shapes that are preferentially broader on the blue
(high frequency) side are a clear indication of barrierless relaxation from NHB
configurations back to the HB state. These results argue for the perspective portrayed in
Figure 6.1c, and have clear implications for water structure, the mechanism of hydrogen
bond rearrangements in water, and working definitions for what determines a hydrogen
bond.
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Figure 6.1. (Color) (a) OH stretching frequency distribution calculated from MD simulations.
Geometric criteria ( R,,oo < 3.5 A and 0 < 300) are used to distinguish instantaneous HB and NHB
configurations. Free energy landscapes describing hydrogen bond switching where the NHB
state occupies a local minimum (b) or is a transition state (c). Free energy surfaces were
constructed so that the projection onto the (DOH axis is equal to the free energy of the OH
frequency distribution.
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6.2 Methods
A full description of the experimental acquisition of absorptive 2D IR spectra is
detailed in Chapter 3.
To help interpret the microscopic origin of the experimentally characterized
vibrational dynamics, molecular dynamics (MD) simulations employing the conventional
SPC/E water potential were carried out. The strategies employed during these
simulations have been described previously 43,44, however the salient details are briefly
recounted here. 1.5 ns long trajectories of a single HOD molecule surrounded by 107
D20 molecules were computed using the Velocity-Verlet algorithm45, periodic boundary
conditions, and a 3 fs time step. Periodic rescaling of the velocities was performed to
ensure that the temperature did not significantly deviate from 298K. The MD trajectories
were used to calculate 2D IR spectra using an atomistic model that has recently been
described. 39 The model employs a Hamiltonian, H = Hs + Hsa + HB, which describes the
interaction of a single quantum mechanical degree of freedom, the OH vibration (Hs),
with the classical translational and rotational degrees of freedom of the simulation (H8 ).
Hs is taken from the gas phase potential of Reimers and Watts.4 6 Since the bath
coordinates are much slower motions than the vibration of the OH bond, we make an
adiabatic separation between the system and bath coordinates. For any given
configuration of the bath molecules the coupling between the system and the bath, HsB, is
only a function of the system coordinate. We can then calculate HsB, which gives the
time-dependent OH frequency shifts from the gas phase value, by using second order
perturbation theory.
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With an OH frequency trajectory it is then possible to calculate 2D IR spectra and
other nonlinear spectroscopic signals based on four-point correlation functions of the
dipole operator. Within the Condon approximation, where the magnitude of each of the
transitions dipoles is assumed to be constant, the rephasing and nonrephasing response
functions for a single anharmonic system vibration can be written as4 7,4 8:
[ I " r+r' +r3
0 +rR, (r',,r'2,' 3 )=2]u 1 lO4 expr±Jdtco, (t)+ dt'0h0(t')j1+ (1)
- o 12 l U21 2 exp [+ dtco 0(t)+ dt'co1 (t')
r l +r2
where the "+" sign refers to nonrephasing and the "-" sign to rephasing response
functions. Here cOm = (E,(t)-Em(t))/ h. For the purposes of this paper, response
functions were obtained from ten separate 1.5 ns MD trajectories and averaged together.
Two dimensional Fourier transformation of the averaged time domain signal with respect
to rI and C3 gives the complex 2D spectrum.
Frequency trajectories were also used to calculate the joint probability of being at
a particular initial frequency (o and reaching a target frequency 03 after a time '2
P ( ) ( ( 10( 2 )- 3 ) ( 1(0) - )). (2)
As discussed in Chapter 5 this is equivalent to the 2D line shape in the limit that there is
no change of frequency during rt and t3.4 9
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6.3 Results and analysis
6.3.1 Frequency-dependent spectral relaxation
Figure 6.2 shows OH stretching absorptive correlation spectra for waiting times
between 0 and 700 fs. The spectra show two features, a positive going peak due to the
transient bleach of the 0-1 transition and an anharmonically shifted negative going
induced absorption due to the 1-2 transition. The 2D IR spectra show signs of
frequency-dependent line broadening, indicating a deviation from Gaussian OH
frequency fluctuations. This can be seen by comparing to the line shapes predicted on the
basis of Gaussian statistics in Figure 5.8. Inspection of the t2=0 2D IR surface indicates
that in addition to the diagonal elongation characteristic of an inhomogeneous system, the
oscillators prepared on the red and blue sides of the line shape undergo qualitatively
different frequency relaxation. For an inhomogeneous 2D line shape, the diagonal
(01=03) and anti-diagonal (001+03=2M) widths are related to the inhomogeneous
frequency distribution and homogeneous linewidth, respectively. 50 For a heterogeneous
system, one in which the microscopic dephasing varies with environment and resonance
frequency, one expects that the antidiagonal linewidth will also vary across the line
shape.5' Anti-diagonal slices taken on the red (2red =3290 cm -1) and blue ( 2 blue =3520
cm -1') sides of the line shape through the T2=0 surface are shown in Figure 6.3. Slices
from the diagonal outward are shown to avoid interference from the negative 1-2
transition. Half widths of the antidiagonal slices are broader for the blue side than the red
indicating that the dynamics on the blue side are faster. These frequency dependent
linewidths are not observed in models with Gaussian statistics (see Figure 5.8).
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Figure 6.2 (Color) Experimental (top) and simulated (bottom) absorptive 2D IR correlation
spectra, Sc, for the listed waiting times.
The antidiagonal slices for the T2=0 surface also quantify the intrinsic
measurement timescale of the experiment. Even with infinitely fast pulses, the spectral
relaxation is averaged over an experimental timescale set by the underlying dynamics and
the persistence times of hydrogen bonding configurations. This is approximately equal to
the sum of T2 and the time for the signal to decay in ri1 and r3. The projection slice
theorem of 2D spectroscopy 52 indicates that the decay of the time-domain signal, longest
along the echo ridge 'T1=- 3, is inversely related to the linewidth of the 2D spectrum
projected onto the antidiagonal frequency axis. Thus, in a heterogeneous system,
antidiagonal slices at a given frequency fl can be related to the minimum average time
scale for which oscillators persist at that frequency. In the present case, the antidiagonal
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linewidth of the projected t2=0 spectrum is 45 cm -' (HWHM) indicating a time resolution
of 185 fs. Asymmetry in the T2=0 2D line shape indicates that this time scale varies from
275 fs at fred = 3290 cm' to 150 fs at Qblue = 3520 cm -'.
(a) Experiment
Co
Zj
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(b) Simulation
80 100
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Figure 6.3. (Color) Anti-diagonal slices taken through the (a) experimental and (b) simulated T2 =
0 2D IR surface. Half widths are plotted from the diagonal outwards to avoid the interference
from the v = 14-2 transition. The frequencies in which the slices were taken were chosen so that
they would correspond to roughly equal intensity level on the red and blue sides of the line shape.
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When the waiting time is nonzero, the intrinsic timescale of the 2D IR experiment
increases as the system is allowed to evolve during T2 and molecules exchange
environments. The frequency dependent broadening of the 2D IR line shape with waiting
time provides the most intuitive measure of the exchange of molecules between different
hydrogen bonding environments. Slices through the absorptive 2D spectrum for i1 =
R, shown in Figure 6.4, can be roughly interpreted as the OH frequency distribution
observed after excitation at n and waiting a time T2. One dimensional slices for o0 =
3530 cm -1 through the 2D spectra as a function of T2 show the fast spectral diffusion of
oscillators on the blue side of the line shape. Prior to r2 = 100 fs, the blue side of the 2D
line shape undergoes significant change while the red side remains largely the same (see
Figure 6.4). As already noted, at T2=0 the 2D line shape is elongated along the diagonal,
thus the slice is centered at roughly 3530 cm -'. By a waiting time of 40 fs this distribution
has rapidly broadened and shifted toward band center. The evolution of the blue side of
the line shape is largely complete by a waiting time of 80 fs as the distribution of
oscillators originally at 3530 cm -' has nearly returned to band center (-3400 cm-'). Slices
taken at longer waiting times remain largely unchanged. Qualitatively different behavior
is observed for slices taken through the red side of the 2D line shape at oI = 3250 cm - .
These slices show little evolution from r2=0 to 80 fs. By 12 = 300 fs the slice has moved
back toward band center with only small changes observed afterward.
The waiting time dependence of these slices can be quantified by calculating the
first moment of the positive signal distribution, which is shown in Figure 6.5. The first
moment for slices taken from the blue side of the 2D IR line shape decays monotonically
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with an approximate time constant of 60 fs, reaching its asymptotic value by [2=100 fs.
The first moment for slices from the red side is much different, exhibiting a large
oscillation observed at -130 fs and a slower return to the band center. These observations
indicate that molecules prepared at high frequencies in strained or non-hydrogen-bonding
configurations relax rapidly toward the equilibrium hydrogen bonded distribution. The
molecules excited on the red (hydrogen bonding) side, show underdamped oscillations of
the hydrogen bond prior to a longer decay. The marked differences in spectral relaxation
behavior can be compared to the predictions based on the model with Gaussian
fluctuations (Figure 5.8), which show the same relaxation on either side of line center for
T2 > 30 fs.
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Figure 6.4. Slices through the experimental 2D IR correlation spectrum for cO = 2 on the red and
blue edges of the line shape and the specified values of T2. Slices were normalized to the positive
area under each from the zero crossing outward.
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Figure 6.5. (Color) First moment for col slices as a function of T2 . Circles depict the data points,
the solid lines are guides for the eye while the dashed lines are the anticipated result from
nonlinear response function calculations described in Chapter 5.
In Chapter 5 we showed how the equalizing of rephasing and nonrephasing
intensities as a function of T2, accompanied the loss of frequency memory.49' 53 To
quantify heterogeneity in these spectral dynamics, we can extend these metrics to look at
their frequency dependence. Figure 6.6 displays a contour plot of the inhomogeneity
index across the 2D IR spectrum for T2=0. This plot illustrates the fairly significant
change in I across the 2D line shape as anticipated from the asymmetric line shape
described above. Averaging a small area about the red and blue edges of the 2D line
shape along the diagonal axis yields I(Q, r2) :
I(,2)= AR ()I ' 2 ' 03)- ANR (, '2 ,3) (3)
A (AR,,r2, co3)+ ANR (C1,9, 3) C)
where A is the rephasing or nonrephasing absolute value spectrum and 1Drefers to the
frequency range in o, and w3 over which I is averaged. On the blue side of the line shape,
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I(lue, r2) is near 0 for all values of T2, indicating that there is little to no frequency
correlation between the evolution and detection periods. This is characteristic of
homogeneous line broadening. In contrast, on the red side the initial value of I(,ed, 2) =
-0.35 indicates a modest frequency memory between ri and 'r3 that is intermediate to the
homogeneous (I = 0) and inhomogeneous (I = 1) limits. This measure decays away with
T2, decaying to 0.05 by '2 = 400 fs.
I(01, t-= 0, ()3)
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Figure 6.6. (Color) A 2D surface (top) depicting I(wo, X2 = 0, o03). Black boxes indict areas of
integration used to determine I(2, r2)plotted below. Integration on the red side of the line was
from 3285-3335 cm-1 in both the co and 03 dimensions while the blue side was integrated from
3485-3515 cm-'. The bottom panel depicts the r2 dependence of these integrated areas. The solid
lines are to guide the eye.
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Similarly, we can probe relaxation heterogeneity by evaluating the slope of phase
lines f = 8q/aao, at 0)=(03=lred and O=0l3=K3blue as a function of t2. The top panel of
Figure 6.7 shows the phase spectrum for T2 = 0. The lines on this contour plot indicate
constant values of spectral phase while the curvature of these lines, with higher slopes on
the red than the blue, is another indicator of increasingly fast spectral relaxation as the
initial OH frequency is increased. The dashed lines depict where slices where taken
through the phase spectrum. Similar to I, the relaxation of f with t2, shown in the bottom
panel of Figure 6.7, is essentially complete from the earliest moments on the blue side,
but relaxes monotonically over the course of a few hundred femtoseconds on the red side.
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Figure 6.7. (Color) The top panel depicts the phase representation of the r2 = 0 fs spectrum.49
Dashed lines represent the direction in which slices were taken while the black boxes depict the
frequency range (Qrd = 3285-3335 cm !' and nfblue = 3485-3515 cm-'). The average slope of these
phase lines is plotted in the bottom panel as a function of t 2. The solid lines are to guide the eye.
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6.3.2 Origins of spectral relaxation
To better understand the differences observed on the red and blue side of the line
shape in terms of the underlying hydrogen bond rearrangements, one needs to first
examine the origin of the HB and NHB frequency distribution plotted in Figure 6.la. A
number of recent theoretical studies drawing on MD simulations have concluded that (oOH
is determined by the total electric field that surrounding molecules project onto the OH
bond vector.8,43,54-56 Of all molecules, the hydrogen bond accepting oxygen is the
prominent contributer to the total electric field, allowing the OH frequency imposed by
the hydrogen bond acceptor configuration to be approximated in terms of the position of
the hydrogen bonding distance Roo and angle a.43 Because 0 0H is determined by cos a,
angular fluctuations lead to only small changes in frequency. Through reorientation, a
NHB cannot change frequency more than -2% without assuming an HB configuration.
Therefore the significant shift of frequency observed from the blue side of the line toward
band center must involve motion into a hydrogen-bonded configuration. The formation of
a hydrogen bond orients the partial negative charge of the acceptor oxygen towards the
proton and narrows the range of hydrogen bonding angles. Here, hydrogen bond
stretching strongly influences (OOH; a change of Roo by 0.3A can result in an 8% (-250
cm-1) change in 0OH. Thus molecules that are prepared and persist in strongly-hydrogen
bonded configurations are expected to show an OH frequency modulated by hydrogen
bond vibrations, as seen in our data.
If one neglects the underlying differences in dynamics, the observation that the
blue side of the 2D line shape is broader than the red is a counterintuitive result.
Experimental studies over several decades have revealed a correlated red shift of COH and
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broadening of the FWHM of the linewidth, FFWHM, for a variety of species as hydrogen
bond strength to the solvent increases. 40'4 1 We confirm this explicitly for the OH
stretching vibration of HOD in Figure 6.8. The OH absorption spectrum was measured
for a dilute solution of HOD in D2 0 added to solvents with varying hydrogen bond
interaction strengths. As the interaction strength between solvent and HOD decreases, the
OH frequency and linewidth approaches the limiting gas phase value. This is observable
in Figure 6.8a where the absorption spectra of HOD in D20, tetrahydrofuran and
chloroform-d are plotted.
The quadratic relationship between OOH and FFWHM observed in Figure 6.8b can
be understood simply when the frequency shifts originate in the electric field. In this case
the mean absorption frequency (COOH) is linearly proportional to the electric field acting
on the coordinate, as is the anharmonicity A = 010-021.57 Examining FFWHM within a
Gaussian-stochastic model with a correlation time Tc, FFWHM is proportional either to
(600oH 2),c in the homogeneous limit, or just (0o0H 2 ) in the inhomogeneous limit. The
mean square value of fluctuations is directly proportional to (E2 ). This leads to a
quadratic dependence of FFWHM on frequency, which may be somewhat moderated by
changes in the individual liquid's dynamics.
These observations allow us to predict the 2D IR spectrum for a hydrogen
bonding system with a continuous distribution of stable environments that differ in the
strength of hydrogen bonding interaction. This model would apply to the case where
strong hydrogen bonding environments interchange with weaker or broken hydrogen
bonding environments through activated processes on time scales longer that the
intermolecular motions or frequency correlation time. This is an extension of the
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trajectory pictured in Figure 6.1b to the case with multiple wells with barrier heights
greater than kT. In this limit, the IR line shape and T2 = 0 2D IR line shapes can be
expressed in terms of a sum over independent contributions from each microstate
weighted by their probability density: S(o) = 1i Pi Si(o). Such models are widely used to
express the broadened OH stretching line shape in terms of constituent species.
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The relationship between OOH and FFWHM for each state is plotted in Figure 6.8b. The
Gaussian distribution of states is chosen so that the resulting sum over states
approximately reproduces the absorption maximum and linewidth of the FTIR line shape
(see top panel of Figure 6.8c). A calculation of the 2D IR spectrum proceeds similarly,
but accounting for the fourth order scaling of the amplitude in the dipole moment and
including a linear dependence of anharmonicity on frequency and harmonic scaling of the
v=--.2 amplitudes. The resulting line shape is pictured in Figure 6.8c. The continuous
distribution of stable species with varying hydrogen bond strength leads to a 2D line
shape that is preferentially broadened on the red side relative to the blue. This is in
contrast to the experimental 2D line shape which observes the opposite trend.
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Figure 6.8. (Color) FTIR spectra of the OH stretch region of HOD in various solvents. Spectra
were collected by mixing a 5% HOD in D20 stock solution with the listed solvents to make a 2%
HOD/D 20 in solvent solution. The solvents used in order of increasing Av: parahydrogen
matrix59, chloroform-d, acetonitrile, diethyl ether, tetrahydrofuran, dimethyl-sulfoxide, and D20.
Spectra were collected in a 100 pm pathlength CaF2 sample cell. (a) Three representative spectra
depicting the OOH region of HOD in CDC13 (solid line), THF (dashed line) and D20 (dotted line).
(b) A plot of the FFWHM of the OH line shape as a function of the shift of the mean frequency from
the gas phase value of 3710 cm 1', Av = 3710-()OH) . The FWHM was determined by fitting a
half Gaussian through the high frequency half of the experimental line shape. This was done to
minimize the effects of the low frequency wing resulting from the small population of HOD/D20
dimers. The solid line is the quadratic fit: FWHMM[Cm-']= 0.002Av 2 +1. (c) Given these
empirical observations, we can calculate a 2D line shape assuming a distribution of stable
hydrogen bonding environments of varying strengths. The 14- 2 anharmonicity is determined
assuming A varies linearly with Av. Given the gas46 and liquid49 phase anharmonicity of HOD we
set A[cm-']= 0.3Av+ 157.
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The analysis of spectral relaxation indicates that molecules prepared on the blue
side of the OH absorption line relax rapidly toward line center within 100 fs, whereas
molecules prepared on the red equilibrate more slowly and show evidence of hydrogen
bond oscillations. Since the red side of the line shape is associated with HOD molecules
in which the proton is in a hydrogen bonded configuration (HB) while the blue side arises
from protons that are in non-bonded or strained configurations (NHB), this observation is
consistent with the description of hydrogen bond switching in water pictured in Figure
6.1c. Molecules exist only stably in a HB, although with large configurational
fluctuations, whereas the NHB species are intrinsically unstable and return to the HB
state within the time scale of water's fastest intermolecular motions.
6.3.3 Molecular dynamics simulation of 2D IR spectra
Multidimensional spectra calculated from simulated frequency trajectories are
compared with the measured experimental data in Figure 6.2. Although they somewhat
overestimate the inhomogeneity of the T2=0 line shape, the computed 2D IR spectra
capture the asymmetry of the experimental line shapes that indicates frequency dependent
relaxation dynamics (see Figure 6.3b). Previously we showed how the slope of the node
as a function of waiting time tracks the loss of frequency memory and follows the general
behavior of the experiment.39 As a measure of C(r), the slope of the node extracted from
MD simulations differs in the weighting of the beat and the slow decay component.
Recent studies have highlighted the quantitative failings between MD simulations and
ultrafast infrared experiments, and have attributed these failings to the form of the
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intermolecular water potential used.60,6 1 However, the qualitative agreement between the
experimental and theoretical 2D line shapes allows one to turn to the MD simulations to
further explore the molecular origin of the observed spectral features.
Molecular dynamics simulations provide a direct route for interpreting 2D IR
experiments in terms of microscopic dynamics of the hydrogen bonding network because
OOH is simply a function of instantaneous atomic positions. To address the importance of
hydrogen-bond dynamics and frequency evolution in the cl and T3 time periods, we
compare two-dimensional joint probability distributions P(o 3,T21o1) with the calculated
2D IR line shape S'(o1,T2,o3) in Figure 6.9. For comparison, the 2D IR line shape in this
case are presented without contributions from the v=l--12 transitions. The joint
probability P describes how molecules initiating from an environment with instantaneous
frequency col evolve to 03 after waiting T2. In the limit that there is no frequency
evolution during ri and T3, P and S' should be equal. Casual examination of Figure 6.9,
shows that the two are clearly different and highlight the importance of the inherent
dynamical evolution present in the spectroscopy.
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Figure 6.9. (Color) Joint probability frequency distributions, P(co3,r 2101) (left) for the listed
waiting times from the MD simulation. Absorptive 2D IR spectra, S c ,(right column) calculated
for the same values of T2 without the v = 1-42 contribution.
156
a
-1200
"7E
I132nn I _~ .
For T2=0, the joint probability is naturally a diagonal line, reflecting the
inhomogeneity of a system in which no frequency evolution has occurred. With increased
waiting time, P broadens away from the diagonal, although with a frequency distribution
that appears narrower on the blue side than the red. This is very different from the line
shape S' and closely parallels the model calculation in Figure 6.8c. When characterized
by the antidiagonal width, the distribution on the red side spreads out across the majority
of the frequency distribution by T2 = 60 fs but then narrows again by T2 = 120 fs, the
timescale of hydrogen bond stretching within the MD simulation. On the blue side of the
distribution, the ensemble relaxes monotonically back to band center. The slower
evolution of the blue side in P leads to a much higher amplitude than in S' and even an
apparent separation of the distribution into two peaks at 1 2 = 60 fs. For waiting times
beyond the intermolecular timescale (r 2 > 120 fs) the agreement between P and S'
improves. Clearly, an interpretation of the spectroscopy of HOD in D20 cannot be
described purely within the language of joint probabilities. Instead, the 2D line shape
characterizes an averaged frequency trajectory over the timescale of the fastest
intermolecular motions plus the waiting time. Such averaging acts to narrow the redside
of the line shape due to underdamped motion of the hydrogen bond, while the blue side is
broader due to its monotonic relaxation toward band center.
Further verification of the proposed free energy surface in Figure 6.1c comes
from analyzing the evolution of COOH during switching events. Trajectories were analyzed
to identify when the HOD proton switched from hydrogen bonding with an initial
acceptor oxygen to a new acceptor. As a working definition for the switching point,
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Tswitch, we chose the bifurcated geometry in which the hydrogen of HOD was equidistant
from two acceptor oxygen atoms, r(H'".Oi)-r(H'".Of) = 0. From this definition, we
observed HB switching at a rate of 2700/ns. This was used to calculate the average
evolution of the OH frequency from the switching point (OOH(T-'tswitch)). Figure 6.10a
compares the frequency distribution molecules at the switching point with the total
frequency distribution of molecules classified as NHB from the pair-wise geometric
definition. The two distributions are indistinguishable, indicating that the instantaneous
value of O)OH is unable to differentiate between large fluctuations about HBs and
molecules switching partners. We find that 35% of molecules that evolve into a NHB go
on to switch hydrogen bonding partners. As can be seen from Figure 6. 10b, (ooH) begins
at -3590 cm -1 and rapidly relaxes to the equilibrium distribution in an 80 fs and 500 fs
bimodal form: time constants associated with twice the librational period and the global
structural rearrangement of the liquid. No 120 fs beat is observed since hydrogen bond
vibration does not project favorably onto the switching coordinate. These observations
further highlight the transient nature of molecules that visit the blue side of the line shape.
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Figure 6.10. (Color) Frequency dynamics of the OH stretch during hydrogen bond switching. (a)
Time dependence of (moH) around the switching transition state. The switching point was
defined by the bifurcated geometry (ri=rf) and trajectories were averaged about that point in time.
(b) Comparison of the total instantaneous frequency distribution, NHB distribution and those at
the switching configuration.
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6.4 Discussion
6.4.1 Comparison to related studies
The HOD:D 20 system has been widely studied in an effort to describe local
hydrogen bonding fluctuations and rearrangements in water. Advances in ultrafast laser
technology have allowed for increasingly detailed studies of the fastest events, with a
variety of experimental methods. In general these experiments can be broken into two
classes: IR transient hole burning (THB) with IR or Raman probing and broadband IR
echo or 2D IR techniques. THB has the advantage of spectrally resolved excitation and
detection, although at the expense of time-resolution. Echo experiments have the best
time resolution, but integrate over spectral components. 2D IR experiments provide the
best available combination of time and spectral resolution, in which the time-resolution
for the evolution of different spectral components is set by the vibrational dephasing of
the system.
While some of the differences in the results between these classes of experiments
are a result of varying experimental parameters, both THB and echo experiments are in
general agreement on a -1 ps long timescale for spectral relaxation. 18' 22' 62,63 The shorter
pulse durations used in echo experiments have also observed an additional fast -100 fs
component8,64-67, which in some manner is accounted for by analyzing THB spectra by
convolution with a homogeneous linewidth. However, other difficulties arise in
comparing THB and echo experiments due to differences in how dynamical quantities are
extracted from the spectroscopic observables. Echo experiments have traditionally relied
on the second cumulant approximation to interpret experiments in terms of a two-point
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frequency correlation function. The frequency dependent results presented here, however,
show that a two-point C(r) is incapable of fully capturing the dynamics. The presence of
heterogeneous dynamics does not mean that C(r) is an inappropriate characterization of
the system, but rather that it should be interpreted as a population weighted average of
HB and NHB fluctuations and relaxation. As such, the weighting of various timescales of
the extracted C(r) will depend sensitively on the pulse bandwidth and center frequency of
the excitation pulses.
THB experiments are closely related to the 2D IR spectra presented here in that
they are capable of resolving frequency dependent dynamics. THB spectra acquired at a
pump wavelength of col and pump-probe time delay T2 are analogous to slices through the
2D correlation spectrum at co for a waiting time T2, given that the chosen value of t2
accounts for the THB pulse duration rpulse, ( T2 T + Tpulse). This difference emphasizes
the importance of Fourier transform 2D IR methods in the present system, since the
important dynamical heterogeneities are most clearly observed on time scales less that
THB pulse lengths. Similarly, in the THB experiment one would need to select the
correct pump frequency resolution a priori, a next to impossible feat given that the
broadening of the 2D line shape varies with frequency.
Conclusions drawn from similar THB experiments have argued for various
descriptions of the hydrogen bonding dynamics. The groups of Bakker and Gale have
emphasized a continuous distribution of structures that spectrally relax through
overdamped motion of the hydrogen bond.62,63 Supporting a mixture picture, results from
the groups of Laubereau and Dlott have interpreted their data in terms of distinct
subbands underneath the broad OH line shape that interconvert on the picosecond
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timescale.'8 22,68 Laubereau and Dlott both suggest the presence of two prominent
subbands corresponding to strongly hydrogen bonded species and weak or strained
hydrogen bonds (i.e. HB and NHB). Our data supports the notion that HB and NHB are
spectroscopically distinguishable (although not clearly), but observe the return of NHB to
HB by a waiting time of 100 fs. Slices through the 2D surfaces presented here for waiting
times of 300 fs (see Figure 6.4), however, are qualitatively similar to THB spectra in
Figure 1 of Ref 68. Instead of providing evidence for long-lived NHBs that persist on the
order of a picosecond or longer our results argue that the hetereogeneous distribution of
local NHB environments rapidly disappears. For longer waiting times the distribution
evolves as an ensemble of hydrogen bonded oscillators, although or, slices through the
2D surface still appear qualitatively different due to the initial heterogeneous distribution.
Such an interpretation might explain the negligible frequency dependent spectral
relaxation observed by Bakker and Gale who have fit THB transients assuming a single
correlation time.62'63
Recent 2D correlation spectra of the OD stretch of HOD in H20 by Fayer and
coworkers are qualitatively similar to our previously presented results and those shown
here.20 For the T2=100 surface, Steinel et al. observed a dynamic linewidth (03 slice) that
broadened with increasing 03.21 This frequency dependence was found to have
disappeared by a waiting time of 400 fs. The authors interpreted the frequency
dependence in terms of faster fluctuations about a less constrained, weakly hydrogen
bonded structure that vanishes by 400 fs because of an exchange of local environments.
The physical picture implied by this statement is that various stable environments exist in
water, which differ in the strength of hydrogen-bonding interactions and their
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fluctuations. (Here the term "fluctuation" refers to dynamical evolution within a local
free energy minimum). While the t 2=0 surface does reveal that HB and NHB
environments experience qualitatively different dynamics, this interpretation does not
account for the expected scaling of OH frequency and linewidth discussed above.
Fluctuations about the NHB state are particularly fast, but these angular fluctuations lead
to a narrower frequency distribution than for the HB state because COOH is sensitive to the
projection of the electric field onto the OH bond vector. The observed broad distribution
on the blue side of the 2D line shape for T2 = 100 fs results from the rapid reformation of
hydrogen bonds and reflects the instability of the NHB state.
Another spectrally varying effect expected to influence the spectroscopy of HOD
in D20 is the non-Condon effect, which predicts that the OH transition dipole moment
should increase with increased hydrogen bonding strength. Recent simulations by
Skinner and coworkers have concluded that quantitative differences between homodyne
and heterodyne echo experiments can also arise due to failings of the Condon
approximation, which takes the transition dipole moment to be constant.69 Our analysis
and model calculations here make use of the Condon approximation. I present our
experimental studies to quantify this effect in Chapter 7. However, the agreement
between 2D IR surfaces from MD simulations calculated within the Condon
approximation and our experimental data suggest that these effects will not qualitatively
change our interpretation.
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6.4.2 Conceptual pictures of hydrogen bonding in water
Analysis of 2D IR experiments shows that the vibrational dynamics of the OH
stretching vibration of HOD in D20 is consistent with the free energy surface proposed in
Figure 6.1c. Our observations indicate that molecules prepared in HB or NHB
configurations exhibit qualitatively different spectral relaxation processes. Those HB
molecules excited on the red side of the line shape experience fluctuations in hydrogen
bonding distances and angles, sampling the HB free-energy well, before participating in
the activated kinetics of hydrogen bond switching observed on a picosecond time scale.
Molecules excited on the blue are preferentially NHB species, which relax rapidly back
to HB, either as a result of transient fluctuation into a strained geometry or because the
molecule was excited at the transition state for hydrogen bond switching.
More than just a novel spectroscopic observation, the rapid return of NHB to HB
has important implications for common structural pictures of liquid water. Couched in the
language of reaction dynamics the exchange of hydrogen bonding partners is a concerted
process where the NHB state exists either as a large fluctuation about a HB structure or as
a fleeting state that appears during hydrogen bond switching. This study provides the
most direct experimental verification of Stillinger's hypothesis that the rearrangement of
liquid water involves a rapid switching of allegiances between hydrogen bonding
partners. 3
Our experimental results are not consistent with mixture-like pictures of water
that propose two or more distinct hydrogen-bonding states separated by a barrier. These
include any literal interpretation of HB and NHB configurations as stable states, or
models that propose a distribution of stable hydrogen bonding configurations between
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two molecules. In such views the distinct hydrogen bonded species interconvert "slowly"
as an activated process on the -1 ps or longer timescale, which is inconsistent with the
short NHB persistence time observed experimentally. Our observations also indicate that
"dangling" hydrogen bonds, NHBs that are frustrated but entropically stabilized by the
disorder of the liquid, are not significant species in the liquid. Dangling hydrogen bonds
are the intermediate state in the step-wise view to hydrogen bond switching pictured in
Figure 6.lb. In addition, these observations suggest that kinetic models for the ultrafast
exchange of different hydrogen bonding configurations in the spectroscopy of HOD in
D20 57 should be applied carefully. Kinetic models inherently assume an equilibrium
between chemically distinct minima on a free energy surface, so that ultrafast exchange
between species with no barrier separating them may provide a misleading molecular
picture of the underlying dynamics.
A working definition of the hydrogen bond should serve as a good order
parameter for hydrogen bond switching. Traditional definitions of the hydrogen bond
involve an instantaneous evaluation of energetic or geometric criteria between two water
molecules. Such criteria, along with the OH frequency, are unable to predict the fate of
OH oscillators, a fact made clear by our previous quenching studies and Figure 6.10b.39
Although taken for granted when one considers a covalent bond, the persistence of a state
beyond the timescale of the fastest fluctuations is important when one considers the
stability of hydrogen bonded configurations.
Such an observation led Eisenberg and Kauzmann to propose three different
views of water's structure: instantaneous or I structure, V structure which averaged over
fast intermolecular vibrations, and D structure which included net reorientation and
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diffusion as well.' Hirata and Rossky compared the I and V structures of water using
computer simulations and found a sharpening of both the intermolecular bond length
(0---O distance) and the angular distribution (O-H...O angle) when averaged over 200 fs
as compared to the instantaneous distribution of hydrogen bonded configurations.38 This
resulted in a significant enhancement in the number of hydrogen bonds in the V structure
of water. Instantaneous measures of structure can be misleading because a large but short
lived fluctuation about the HB state is indistinguishable from a persistent broken
hydrogen bond. Echoing the proposal of Eisenberg and Kauzmann, our work shows that a
working definition of a hydrogen bond must consider not only geometric or energetic
criteria but also the persistence of the bond for timescales greater than intermolecular
vibrations. From this perspective our measurements show that the vast majority of non-
hydrogen bonded configurations return to hydrogen bonds on the timescale of water's
fastest intermolecular motions, suggesting that water's structure is more ordered than
instantaneous measures suggest.
The fleeting nature of the NHB state allows us to conclude that the switching of
hydrogen bonded partners is a largely concerted process. It is clear that at the very least
the switching of hydrogen bonded partners must involve three molecules: a hydrogen
bond donor, the initial acceptor, and the subsequent acceptor. Viewed from this local
picture it is easy to imagine that the transition state is a bifurcated hydrogen bond, a
symmetric species in which the donor proton is shared equally between the two acceptor
oxygens. As inferred by the timescale of relaxation for NHB species, it is likely librations
that move the proton along this reaction coordinate. MD simulations have suggested that
angular fluctuations play an important role in hydrogen bond switching.3 4,70 Our results
166
are also consistent with the recent MD simulations by Laage and Hynes that concluded
that molecular reorientation in water is accompanied by large angular jumps and
correlated motion of the initial and final acceptor.7 1
Our conclusion that the hydrogen bond switching event is a concerted process
also suggests a different perspective on defining the hydrogen bonded state from
geometrical criteria in simulation. Since effective measures of hydrogen bonding in water
will need to distinguish different stable species, we propose that the HB state and the
switching event be characterized by an order parameter that characterize hydrogen bond
bifurcation. For instance, an effective continuous variable is the difference in H"'O
distance between the two nearest water molecules to the proton, r(H-".Oi)-r(H---Of).
6.5 Conclusions
We have presented an analysis of the frequency dependent relaxation of the OH
stretching frequency observed in experimental 2D IR surfaces as a function of waiting
time. In conjugation with MD simulations we have interpreted the observed
heterogeneous dynamics in terms of the interconversion of different local hydrogen
bonding environments. HB and NHB configurations experience qualitatively different
spectral relaxation. NHB oscillators originating on the blue side of the OH line shape
return to the HB state within 100 fs. The HB state was found to behave in a qualitatively
different manner. The red side of the OH stretch 2D IR line shape is narrowed due to the
underdamped motion of the hydrogen bond. A relatively slow relaxation, largely
accomplished by a waiting time of 300 fs, accompanied equilibration within the free
167
energy well of the HB state. Subsequent relaxation on the -1 ps timescale was observed
due to the switching of HB partners induced by the collective reorganization of the liquid.
Our observations also suggest that 2D IR spectroscopy can be used as a
condensed phase transition state spectroscopy. 72 Direct experimental measures of
chemical dynamics require the structurally sensitive observation of barrierless relaxation
of an ensemble prepared at a transition state. The presence of barriers >kT in a non-
equilibrium experiment obstruct the coherent evolution of an ensemble, and only provide
kinetic data. Provided that a spectrally distinct signature of the transition state is
available, 2D spectroscopy can be used to follow the relaxation of a system from the
transition state to reactant and product channels. Here NHB configurations are observed
as a fleeting excursion into a strained configuration or during the process of hydrogen
bond switching from one acceptor molecule to another.
The experimental observations detailed here provide insight into the nature of
hydrogen bonding structure and rearrangements in water. The results indicate that
dangling hydrogen bonds or distributions of stabile environments with variable hydrogen-
bonding strength or configuration are not appropriate models for water dynamics. We
find that the transition state for switching will closely resemble the bifurcated hydrogen
bond configuration. Thus hydrogen bonding in water should be effectively characterized
by order parameters that interrogate this geometry, as opposed merely to geometric
criteria that merely sample a pair of molecules. Ultimately hydrogen bonding in water
cannot effectively be described in terms of instantaneous configurations between pairs of
molecules. Such measures do not account for the chemical stability of the species, which
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is appropriately characterized through its persistence time relative to the intermolecular
motions of the liquid.
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Chapter 7
Variation of transition dipole strength across the
OH stretching band of water
7.1 Introduction
Although well studied, water is still able to inspire lively debate. The recent
challenge to the long established view that liquid water is locally tetrahedral is just one
example. 1'2  Water remains controversial because of its complexity. In order to
understand the structural dynamics of water's hydrogen bonding network one needs not
only a structurally sensitive technique, but one that is able to resolve dynamics on the
timescale of water's extremely fast intermolecular motions (i.e. tens of femtoseconds).
Previous chapters have described how ultrafast infrared experiments of the OH stretching
vibration are quite powerful in this regard because the OH stretching frequency, C0OH, is
related to the local hydrogen bonding structure. Therefore, time dependent changes in this
frequency can be related to hydrogen bond dynamics. Chapters 4, 5, and 6 describe
techniques that have been used to quantify vibrational relaxation, molecular reorientation,
spectral diffusion and hydrogen bond rearrangement.
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Ultrafast IR experiments have generally probed isotopic mixtures, such as the OH
stretch of HOD in D20. In this way, one observes a local vibration, as compared to pure
water where a delocalized excitonic state results from the close proximity of near
degenerate oscillators.3 Years of empirical observations have established how the OH
stretching line shape changes with hydrogen bonding. Upon forming a hydrogen bond the
mean frequency red shifts from the gas phase value, the line shape broadens and the
integrated intensity increases. 4-6 In recent years there has been a large theoretical effort
geared towards quantitatively understanding the origins of these effects. 7-9 Studies have
found that oonH is correlated with the electric field projected onto the OH bond vector.'0
While the electric field is the result of all the water molecules in solution, the contribution
of the hydrogen bond acceptor dominates. This means that (OOH is largely determined by
the geometric configuration of the hydrogen bonded pair. From such a perspective, it is
easy to understand how hydrogen bonding affects the OH stretching coordinate. The
electrostatic interaction of the hydrogen bond weakens the OH force constant shifting
OOH to lower frequencies, broadens the distribution of electric field strengths felt by the
proton and increases the magnitude of the transition dipole.
While the change in O)OH with hydrogen bonding is exploited in ultrafast IR
measurements in order to track changes in the hydrogen bonding environment, the
change in transition dipole strength has largely been ignored. Ultrafast IR experiments
are generally interpreted in terms of the traditional response function formalism of
nonlinear spectroscopy which makes the Condon approximation." Within the context of
condensed phase vibrational spectroscopy, the Condon approximation assumes that the
OH transition dipole is independent of the solvent degrees of freedom. Such
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approximations seem to be inappropriate given the increase in the integrated intensity of
OH spectral line shapes as hydrogen bonding strength increases. Recent work by Skinner
and coworkers have explored this non-Condon effect from a theoretical perspective. 12'
13
Using a combined electronic structure/molecular dynamics approach they calculated how
the OH transition dipole varied across the line shape and how it influences the
spectroscopy as compared to the Condon limit. Such a variation in dipole becomes even
more significant for nonlinear measurements where the measured signal is related to
higher powers of the transition dipole. Skinner and coworkers concluded that differences
in homodyne echo peak shift measurements and heterodyne detected 2D IR
measurements for HOD/D 20 and DOH/H20, could be explained by how each experiment
scales with the transition dipole when one allows for the magnitude of the dipole to vary
with hydrogen bonding and hence 00H.13
A quantitative understanding of the OH spectroscopy of water requires knowledge
of how different hydrogen bonded species are weighted in spectral observables. In this
chapter, I experimentally quantify the variation of the transition dipole of the OH stretch
of HOD in D20 as a function of o0H through the examination of IR and Raman line
shapes. IR and Raman line shapes arise from qualitatively different coupling mechanisms
of the electric field to vibrational states, with the Raman polarizability being largely
independent of hydrogen bonding strength. 12 Therefore, a comparison of IR and Raman
spectra provides an intuitive way to quantify the non-Condon effect. 14 Previous studies
have explored changes in the hydride stretching vibration upon altering the hydrogen
bonding strength through changes in the solvent. 15-17 We exploit the shift in the density of
states of the OH stretching vibration toward higher frequencies that occurs upon
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increasing the temperature of HOD in D20. Temperature dependent changes in the
density of states are captured in the Raman spectrum, while the IR spectrum is
additionally weighted by the non-Condon effect. Furthermore, we measure the
temperature dependence of IR homodyne echoes in order to quantify the higher order
dependence of the signal on the transition dipole and to understand how the non-Condon
effect appears in higher order spectroscopies.
To extract the frequency dependent transition dipole from the temperature
dependent data, we construct a spectroscopic model that accounts for the non-Condon
effect. Motivated by our experimental results and the recent theoretical efforts of Skinner
and coworkers, we use three frequency dependent transition dipoles as an input to our
model to compare to the data. Two cases of spectral diffusion are examined, the
inhomogeneous and homogeneous limits, which describe static and instantaneous
relaxation, respectively. The static limit best reproduces trends observed in the
experimental data. From these calculations we are able to draw conclusions on the
variation of the transition dipole across the OH line shape. MD simulations of the OH
spectroscopy are then used to examine the influence of more realistic spectral relaxation.
The chapter is organized as follows: In section 7.2 I detail the experimental
acquisition of temperature dependent FTIR spectra and homodyne echoes of the OH
Stretch of HOD in D20. This section also describes the methodology we employ to
account for the non-Condon effect in our molecular dynamics simulations of the OH
stretch. Section 7.3 presents how linear and nonlinear spectral observables change with
temperature. Section 7.4 describes our modeling of the non-Condon effect to extract the
variation of the transition dipole across the lineshape. MD simulations including non-
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Condon effects are described in 7.5. We conclude in 7.6 by exploring how the variation
of the transition dipole affects the interpretation of nonlinear experiments on water.
7.2 Experiment and methods
FTIR spectra were collected on a Thermo Electron spectrometer at 2 cm -1
resolution with a home-built temperature controlled sample cell. The sample was held
between 1 mm thick CaF2 windows with a 50 jtm teflon spacer. The spectra were
collected sequentially during a temperature ramp every -25.5 s (-0.55 'C) and averaged
over 16 scans (22 s, -0.47 oC). A -2% HOD in D20 sample and D20 background were
measured in separate temperature ramps. The background spectrum was subtracted from
the sample spectrum if the collection temperatures of each were within 0.2 'C. The final
temperatures reported are an average of the sample and background temperatures and are
spaced by -0.5 'C from 20 to 800C. Depolarized Raman spectra of HOD in D20 were
kindly provided by Saykally and coworkers and were originally published in Ref. 20.
Temperature dependent homodyne echoes were also collected. In this experiment
three 45 fs mid-IR pulses impinge on the sample in a boxcar geometry. The phase
matching of the excitation beams results in the third order signal being emitted from the
missing corner of the box. The signal is integrated on a single channel InSb detector (IR
Systems). One of the excitation beams is chopped at 500 Hz to allow for lockin detection
of the detector signal. The echo field was collected as a function of the delay between the
first two pulses, tl, with the delay between the second and third excitation pulses, '2, set
to zero.
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The mid-IR pulses were generated as described previously in Chapter 3. In brief,
the output of a Ti:sapphire multipass amplifier (Femtolasers; 30 fs, 1 kHz, 800 nm) was
used to pump a home built, two-stage BBO/KNbO3 optical parametric amplifier (OPA)
that gave 5 pJ pulse energies in the 3 gim wavelength range. Second harmonic
autocorrelation measurements were used to set the timings between the excitation pulses
and indicated the pulse was -45 fs in duration. Spectra of the excitation pulses showed
that the pulses were centered at -3400 cm-', the maximum of the OH stretching
fundamental, and had -400 cm -' of bandwidth (FWHM).
For the echo measurements, the HOD in D20 sample was flowed as a 50 jim jet
so as to avoid the generation of any nonresonant signal from sample cell windows.
Previous measurements have indicated that the resonant OH signal collected from a
sample cell can be significantly corrupted at early r2 delays by this undesirable window
response. The concentration of the sample was approximately 2% H20 in D20 resulting
in a peak optical density of the OH stretch of -0.4. The OPA and experimental area was
purged with dry air so as to avoid any atmospheric water absorption and to prevent any
further exchange of protons in the jet that would result in a change in OH concentration.
Molecular dynamics (MD) simulations employing the commonly used SPC/E
water potential were carried out as described in detail elsewhere. 18 Each computed
trajectory consisted of a single HOD molecule surrounded by a bath 107 D20 molecules.
Periodic boundary conditions were employed as well as periodic velocity rescaling to
maintain the temperature near 298 K. Although the simulation is completely classical,
we include a single quantum mechanical degree of freedom, the OH stretching frequency,
by making an adiabatic separation between this fast coordinate and the slower
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translations and rotations of the surrounding bath molecules. We describe the OH stretch
by using the gas phase potential of Reimers and Watts.19 At every time step, the bath
molecules are frozen and the potential energy along the OH stretching coordinate is
calculated. The OH frequency is then solved for via second order perturbation theory.
With a frequency trajectory in hand, it becomes possible to calculate any linear or
nonlinear infrared spectroscopic observable. The third order polarization giving arise to
the 2D IR lineshape is described by a convolution of the third order nonlinear response
function and the exciting electric fields:
t rI  r2
PL(t)= dr3 jd2 drR) (l (r, 2 ,),(t-r) 3)t-r 3 -r 2)E(t-r 3 z -r) (1)
0 0 0
In the limit where the exciting fields are delta functions in time, the polarization becomes
equal to the nonlinear response itself. This function consists of a sum of eight terms,
each term corresponding to a signal measured in a different phase matching direction
dictated by the wave vectors of the input pulses. The 2D lineshape is constructed from
the Fourier transform of the sum of the rephasing and nonrephasing signals measured in
the k, = -kl + k2 + k3 and k, = +kl - k2 + k3 phase matching directions respectively.
Within the semiclassical approximation to the response, for a single vibrational resonance
we can write these signals as:
R (t., t2, t3)=2( o (tl +tt2 t 3 10 (t 2 02 ) 1 (ti)l 0 (O) exp [i o (r) dr- i + o ( ') dr
-- 2 )21 Q1 2 + 2, P2 10 + 1)O (0)Aexp i I o0 (r) dr - i1+62++3 0)21 (' ) d-r '
(2)
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Here, Puo (t), p 21 (t), ol (t), and co21 (t) are the time dependent transition dipoles and
frequencies of the 1 <- 0 and 2 <- 1 vibrational transitions.
E
C
O)t-U
3200 3400 3600
()OHI 2 7rC (cm-1)
Figure 7.1. (Color) Temperature dependent IR (top panel) and Raman2 0 (bottom panel) spectra
for the OH stretching region of HOD in D20. The spectra displayed were collected at 20, 40, 60
and 80' C.
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7.3 Temperature dependent IR spectra and homodyne echoes
A comparison of the temperature dependence of IR and Raman spectra of the OH
stretch of HOD in D20 can be found in Figure 7.1. Qualitative differences exist between
the IR and Raman spectra. The IR spectrum is red shifted by -50 cm-1 from the peak of
the Raman line shape and while asymmetric, lacks the prominent shoulder at 3600 cm'- of
the Raman transition. Both, however span a range of frequencies consistent with a large
sampling of hydrogen bonding strengths. The line shapes tail off at high frequencies at
3700 cm-', which is approximately equal to the gas phase frequency of 3707 cm- . On the
red side, the line shapes extend to 3150 cm ` ', which is well beyond the mean frequency of
ice at 3300 cm - .
As is well known, the linear absorbance is proportional to:
A oc P2 N (3)
where /p is the transition dipole and N is the number density of resonant oscillators.
Raising the temperature of water from 200 to 80' C results in -2% change in the density.
We correct for this temperature dependent change in concentration by multiplying the
spectra by a density correction factor. As the temperature is increased, the peaks of both
the IR and Raman line shapes shift to the blue, the line widths increase and the line
shapes become more asymmetric. This asymmetry is especially visible in the Raman line
shape where the shoulder at 3600 cm -' becomes substantially more pronounced. The
integrated area of the IR line shape decreases by -10% over the measured temperature
range while the area of the Raman line shape is largely unchanged within the signal to
noise. Figure 7.2 quantifies the change in the peak intensity (.), frequency of the
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maximum or peak position (o*), and the line width defined as the FWHM ( F ) for the IR
line shape.
1
o 0.9
0.8
3460
3440
3420
3400
3380
300
280
260
240
20 40 60
T (deg. Celsius)
80
Figure 7.2. (Color) Temperature dependence of peak intensity (e), frequency of the maximum or
peak position (co*), and the line width defined as the FWHM ( F ) OH IR line shapes. The solid
lines represent results of calculations of the temperature dependent IR line shape within the static
limit for (blue), psK (red), and pSK2 (green) while the open circles are the experimental IR
values. Open diamonds in the plot of F are the data points of the Raman spectra.
184
Temperature dependent homodyne measurements are sensitive to the eighth
power of the transition dipole:
lecho C /18N21 ump (4)
where 'echo is the intensity of the homodyne echo and Ipu,,mp is the intensity of the
excitation pump beams. Given their higher order dependence on the transition dipole,
homodyne echoes are particularly sensitive to non-Condon effects and therefore best
illustrate how these effects can influence nonlinear spectroscopy. Representative
homodyne echo traces can be found in Figure 7.3. We correct for the effective change in
concentration that occurs upon heating by multiplying by a correction factor that goes as
the concentration squared. I'cho was found to scale as N2 in the concentration range
employed in this study. This scaling breaks down at high concentrations due to the
propagation effects resulting in the reabsorption of the signal. As noted previously the
echoes are non-Gaussian. 18 This asymmetry does not change with temperature and the
peak of the echo maximum remains the same within the signal to noise. Most evident is
the dramatic decrease in intensity with increasing temperature. The integrated area as a
function of temperature can be found in Figure 7.4. This area decreases by -40% over a
temperature range of 20-70 o C.
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Figure 7.3. Homodyne echo traces for temperature values of 20, 40 and 600 C. Increasing
temperature is correlated with a decrease in the maximum intensity.
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Figure 7.4. (Color) Decrease in homodyne echo area as a function of temperature. Solid lines
refer to calculations within the static limit.
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7.4 Modeling of the non-Condon effect
7.4.1 Calculation of linear IR spectra
Modeling of the non-Condon effect in infrared spectra is necessary to quantify the
variation of the OH transition dipole as a function of COOH. The absorption of IR radiation
requires a change in the permanent dipole of the molecule as it moves along the
vibrational coordinate. For the IR line shape it is common to expand the dipole operator
in the OH coordinate around its equilibrium position in the liquid:
S= I(qo) + q• + -2q qQ +... (5)aq q=qo aqaQ q=q,Q=Q(,,
where q is the intramolecular OH coordinate and Q refers to the bath coordinates. The
transition dipole moment is given by p~ = . The term a2 = is the leading term
aq aqaQ
that makes the transition dipole moment dependent on the bath coordinates, and will be
referred to as the non-Condon parameter. For the OH stretch of HOD, Q, it is now well
established that the dominant interaction of the OH coordinate with the intermolecular
degrees of freedom is expressed through the electric field E that the surroundings exert on
q.10,21,22 Therefore, we equate Q-E. Furthermore, calculations have shown that a linear
correlation exists between COH and E, so that a C 10,21,22 For this reason, if
higher order terms are negligible, the transition dipole is expected to vary linearly with
frequency:
(6)
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where cog is the gas phase frequency.
In this study we make use of the difference in transition dipole variation between
the IR and Raman lineshapes. The IR absorption and Raman scattering line shapes are
commonly expressed as the Fourier transform of a correlation function in the dipole
operator I and polarizability operator a respectively. In the limit that population
relaxation and orientational relaxation negligibly influence the line shape, the line shape
is dictated by the correlated fluctuations of the transition moment matrix elements with
the v = 0 - 1 energy gapI":
_00 (7)
CR()= fdte '" a.o(t)a.co(0)e - i d t
--00
These expressions indicate that transition dipole variation will have the most pronounced
effects for inhomogeneous systems, where it is not averaged out by motional narrowing.
For that reason we begin to analyze the non-Condon effect on the vibrational
spectroscopy of water in the static limit, in which these expressions can be written by the
common Golden Rule expression for spectral line shapes.
(W ) = Jd(C ) 
-p(a) I o 1' (50 - Oi)( (8)
aR(o)= fda,p(oi) Ial,(o)i 2 6(0-w)
Here p(o) is the density of states and the dash refers to the inhomogeneous limit.
Experiments and theory suggest that the polarizability is largely independent of
hydrogen bonding. 14 It has been observed that the integrated area of the OH line shape
changes by only a factor of 1.7 going from the gas to the liquid. This is compared to a
factor of -20 for the IR line shape.23 Furthermore, the integrated area of the Raman line
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shape shows little change over the temperature range investigated here. Recent
calculations by Corcelli et al. showed that the polarizability was nearly unchanged for the
electric field strengths generated by configurations of liquid water. 12 As an approximation
we therefore assume that the Raman line shape best reflects the OH density of states.
Other factors could result in the Raman line shape deviating from the density of states
including coupling to lower frequency modes, overlapping overtone bands and spectral
narrowing due to frequency relaxation processes and reorientational dynamics, but we
ignore these effects in the following discussion. These processes will act to reduce the
magnitude of the observed non-Condon effect.
Within these approximations, when the transition dipole is independent of
frequency, the IR and Raman line shapes are directly proportional. Frequency
dependence of u can cause the line shape to deviate significantly from p(co). This is
illustrated in a model calculation in Figure 7.5. The increase in u(co) with hydrogen
bonding results in the red shift of ajR (co) and the suppression of the shoulder on the high
frequency side of the line shape.
The non-Condon effect is the most significant in the inhomogeneous limit.
Allowing the frequencies of OH oscillators to evolve averages the magnitude of
u(co) over the timescale of the free induction decay. The opposite extreme of a static
frequency distribution is the homogeneous limit where it is assumed that spectral
diffusion is instantaneous. In this limit the entire spectrum is proportional to the transition
dipole squared evaluated at the mean frequency of the density of states:
(9)
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Figure 7.5 shows calculated spectra in the homogeneous limit for three different
temperatures. Within these approximations the a", line shape is identical to the Raman
spectrum. The temperature dependent o'R line shapes deviate slightly from the Raman
spectra in their intensity because they are weighted by the average transition dipole.
Given the inability of the homogeneous limit to reproduce the clear differences between
the IR and Raman spectra we will not consider it further.
Inhomogeneous limit
Homogeneous limit
3200 3400 3600
()OHI2nc (cm1)
Figure 7.5. IR line shapes calculated in the inhomogeneous (top) and homogeneous (bottom)
limits.
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7.4.2 Calculation of IR homodyne echoes
We can extend the inhomogeneous model to calculate the homodyne echo signal.
The general expression for the third order polarization is given in equation (1) and
involves a response function convolved with the three excitation fields. The response
function is a summation over the well-known Feynman diagrams of a three level
system. 18,24 These diagrams describe the states that can be prepared given the phase
matching and pulse ordering of the excitation beams. In general, the diagrams can be
divided into two groups: rephasing or echo-like processes and nonrephasing processes,
which resemble a free induction decay. Given the broad bandwidth of the excitation
fields, R(t 3 ,t2,t ) includes contributions from the 0-)1 and 1- 2 transitions. For
simplicity we will assume that the 1 -2 density of states is identical to 0-1 distribution
but shifted by an anharmonicity, A, of 250 cm -' and that the 1-2 transition dipole
strength is scaled harmonically:
Pl2(C) =p(w- A)
A+2 (0)) = p(co - A) (10)
In addition, the contribution from nonrephasing processes will be ignored as the
rephasing signal dominates in the static limit. With only rephasing signals to consider we
can neglect the mixing of diagrams that occurs when the finite excitation pulses overlap
in time. This allows for the application of the convolution theorem to write the frequency
domain expression for the polarization as a product of the excitation beams with the
response function. The excitation beams act to spectrally filter the molecular response.
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Under these assumptions and after integrating over the static distribution of frequencies
we can write the frequency domain expression of the polarization as:
p( 3) (•1 3) = E(•,)2 E( 3) dtoi [2p2(i)4 )i)(aS + O)i )( 3 - o)i
+ p2(o) ) 2 ( )(1 + o,) -(n - o) 2pi,2 (wo)•,2 (w)6(,1 + )( 3 - + A)]
(11)
where 92, and C3 refer to the Fourier transforms of the time variables tj and t3 and E(n)) is
the spectrum of the excitation pulses.25 The homodyne echo measures the intensity of the
polarization:
Iecho = fP(3)dgd3 2 (12)
Application of the equations 10-12 allows for a prediction as to how the integrated area
of the echo signal should change with temperature.
7.5 Temperature dependence of the spectroscopic model
In order to quantify p(co), we compare our experimental temperature dependence
of the OH line shape and echo with calculations using our static spectroscopic model
using three cases of the transition dipole as inputs. The choices of transition dipoles are
motivated by our experiments and recent theoretical work. Each transition dipole is
normalized to its value at the experimental gas phase frequency of 3707 cm-1' and plotted
in Figure 7.6 along with p2 in the bottom panel.
In the first case, we consider the frequency dependent transition dipole
empirically determined from the ratio of the IR and Raman line shapes. The expression
for suggests that one is able to invert the IR and Raman data to obtain u(ao) without
making any approximations in how p varies with frequency:
192
Iemp(W)l oC IUIR) (CO) (13)
Figure 7.7 plots the empirical transition dipole, emp,, for a few representative
temperatures. The extracted frequency dependence of the transition dipole is largely
independent of temperature while the frequency dependence of emp is strongly nonlinear:
the magnitude of the dipole increases by a factor of 2.6 from the gas phase frequency to
3600 cm-l . On resonance at 3400 cm -', emp is linear with a slope of -4.3 x 10-3 /cm - .
The transition dipole changes by a factor of 1.7 over the line shape as defined by the
FWHM of the 20' Raman spectrum (3300 cm -' to 3580 cm-1). On the red edge of the
spectrum (-3200 cm ~') emp turns up again, strongly increasing with decreasing
frequency.
The second transition dipole we consider is one recently calculated by Skinner
and coworkers, uSK .21 They performed DFT electronic structure calculations on randomly
selected water clusters taken from MD simulations with the SPC-FQ potential. From
these calculations they performed a linear fit relating the transition dipole to the electric
field. We subsequently relate electric field to OH frequency using the relationship
determined by Skinner and coworkers. 12 On resonance the slope of lSK is -5.3 x 10-3
/cm'- , which is similar to the slope of IUemp. It is on the wings of the spectrum (i.e. 3300
and 3600 cm'-1) that the two deviate significantly. The resultant uSK varies by a factor of
1.9 across the line shape as defined by the FWHM of the Raman spectrum (see above).
Finally, we consider the transition dipole of Skinner with almost twice the slope, pSK2.
This transition dipole is roughly a linear approximation to between the gas and liquid
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phase frequencies. On resonance the slope of pISK2 is -10 x 10-3 /cm -1, which is
significantly larger than the slope of emp', but this value agrees quite well with /emp on
the wings of the spectrum. /SK2 changes by a factor of 2.3 over the line shape.
xO10
-10
-12
-14
3200 3400 3600
Figure 7.6. Plot of p(co) (top panel) and p2 (bottom). The three transition dipoles correspond to
Pemp (blue), /SK (red), and iSK2 (green). The unfilled circles in the top panel are from Ref 23.
Calculated IR spectra at 200 and 800 C using the three different transition dipoles
as inputs into equation 8 can be found in Figure 7.8. The temperature dependence of the
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oOHI2nc (cm-1)
calculated spectra are quantified in the change of E, o*,and F as shown in Figure 7.2. In
general the calculations follow the trends of the experimental IR spectra: E decreases,
0o* blue shifts and F increases with temperature. As anticipated, the spectra calculated
with emp agree well with the experimental spectra. Changes in the 6 and 0o* are in
almost perfect agreement with the experimental values. Surprisingly, the trend of F with
temperature deviates from the IR spectra, being in closer agreement with the trend of the
Raman spectrum. It is important to note, however, that while the trend is not correct, the
magnitudes of F are still in better agreement with the experiment as compared to the
calculations with the other two transition dipoles. Spectra calculated with /sK are too far
red shifted and too narrow by -20 cm -1 each, while the overall intensity decreases by a
factor of 2 too great at high temperatures. Spectra calculated with IsK2 deviate even more
significantly from the experimental values.
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Figure 7.7. Extracted empirical transition dipole, Lemp, calculated from the ratio of IR and
Raman line shapes. fpemp shows little temperature dependence.
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Figure 7.8. (Color) A comparison of experimental (black lines) and calculated line shapes at 200
(solid lines) and 800 C (dotted lines). Colored lines correspond to (blue), #sK (red), and PSK2
(green).
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Clearly, linear approximations of p with frequency are unable to provide accurate
IR line shapes in the static limit. Previous studies have also suggested a nonlinear
dependence. Electronic structure calculations of Hermansson found a linear relationship
between p 2 and (OOH, implying a square root dependence on p with frequency.26
Experiments have drawn similar conclusions. Studies on the OH stretch of HOD in
various organic solvents by Glew and Rath found that the integrated area, A, of the line
shape varied linearly with (OH ). 16 Huggins and Pimental examined a series of hydrogen
bonding systems and found that A varied linearly with Av, the shift of the mean
frequency from the gas phase value, for modest hydrogen bond strengths. For Av > 200
cm -', the relationship between A and Av became sublinear.' 5 The large slope offPemp at
low frequencies (<3250 cm -') is also inconsistent with these experimental observations.
The low frequency wing of the OH spectrum changes significantly with temperature and
could be complicated by an underlying overtone of the HOD bend, which would make
the accurate extraction of the transition dipole in this region of the spectrum difficult.
The calculated spectra are normalized to their 200 degree value and thus are not
sensitive to the magnitudes of the transition dipole. This is not to say that the magnitudes
are not important. The three cases examined differ significantly in the magnitudes of the
transition dipole as a function of frequency. The experimental data of logansen serves as
a convenient way to estimate this magnitude.23 logansen investigated A vs. (OH for HOD
in D20 across a broad temperature range in the gas, liquid and ice phases. His data are
plotted in Figure 7.6 and it bears striking similarity to . This agreement, however,
may be somewhat fortuitous as the normalization of the transition dipole depends
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sensitively on the magnitude evaluated at the gas phase frequency. It is on the edges of
the spectrum that e,,p has the most noise (see Figure 7.7). Nevertheless, it shows that
pemp, with the proper scaling, can predict the change in spectral intensity over a broad
range of temperature and phases. The magnitude of psK is too low by a factor of 2 while
sK2 is roughly a linear approximation to the logansen data.
The decrease in the calculated echo intensity using equation 12 is similar for all
three transition dipoles examined and agrees well with the experimental data within the
signal to noise (shown in Figure 7.4). The experimental echo signal is best matched
when pem, is used as an input into the static model. The p 8 dependence of the homodyne
echo signal results in the echo signal being particularly sensitive to the red side of the line
shape where the magnitude of p is larger. Calculations of the dispersed echo signal with
the examined transition dipoles, excluding contributions due to the 1"-2 transition,
highlight this and are shown in Figure 7.9. Note that the calculated echo signal is not
only significantly red shifted compared to the Raman spectrum but that it is also much
narrower. This results in the homodyne echo not being particularly sensitive to how the
dipole changes with frequency as the relevant spectral window that contributes to the
echo signal is fairly small when compared to the breadth of the OH frequency
distribution.
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Figure 7.9. (Color) Calculation of the homodyne echo signal. The top panel shows the v=041
contribution to the echo signal. The echo signal is significantly red-shifted from the density of
states due to the P8 scaling of the homodyne echo. The bottom panel plots P8 as a function of
frequency along with the scaling of the density of states that occurs in the homodyne
echo, p 4 ().
7.6 MD simulations of the non-Condon effect
Up to this point the modeling of the temperature dependent spectral observables
has assumed that on the timescales of the experiment that the frequencies of individual
OH oscillators is static. Yet, the spectral relaxation of the OH stretch of HOD in D20 is
best described as somewhere in between the inhomogeneous and homogeneous limits.
Ultrafast echo experiments measure a frequency correlation time of -300 fs so while
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water is inhomogeneous it is only modestly so. Incorporation of a frequency dependent
dipole into our previously developed MD simulations of the vibrational spectroscopy of
the OH stretch of HOD in D20 serves as a relatively easy extension to examine the
influence of spectral relaxation on the Non-Condon effect. Classical MD simulations
have done a surprisingly good job at reproducing IR observables including population
relaxation2 7' 28 , molecular reorientation8, spectral diffusion7'9 and recently 2D IR
spectra2 9'30 . While not providing quantitative agreement, MD simulations have been able
to capture all the qualitative relaxation observed in IR experiments to date. Many recent
papers have compared these IR observables to predications from MD simulations. 9' 2 9' 3 1' 32
Within our MD simulations, we have calculated linear and 2D IR spectra for the
three transition dipoles examined above and in the limit of the Condon approximation.
Calculations of the linear spectra using equation 7 are shown in Figure 7.10. It is
instructive to first compare the OH frequency distribution and the Condon limit line
shape. Spectral relaxation results in significant narrowing on both the red and blue sides
of the IR line shape. The spectra calculated with the three transition dipoles are shifted by
-20 cm-' from the Condon value and the wing on the blue side of the line shape is
slightly suppressed. Inclusion of the non-Condon effect results in better agreement with
the experimentally observed mean frequency but the line width is too narrow. While the
MD calculated spectra show similar trends to what was observed in the static limit, the
differences are greatly minimized. This result shows how fast spectral relaxation strongly
reduces the differences between the three transition dipoles by averaging over the
timescale of intermolecular fluctuations.
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Figure 7.10. (Color) Plot of both experimental and MD calculated one dimensional linear spectra.
Calculated 2D IR spectra using equation 2 for the different cases of the transition
dipole follow a similar trend as the linear spectra. The heterodyne-detected echo scales
with the fourth power of the transition dipole and is shown in Fig. 7.11. In the
homogeneous limit the 2D line shape is equal to the product of the one dimensional line
shape in both frequency dimensions. Compared to the Condon line shapes the non-
Condon effect acts to shift the frequency to the red and suppress the blue side of the
diagonal. This acts to diminish the asymmetry in the line shape.
One should be cautious in over interpreting the results from the MD simulation.
Calculations of the spectroscopy are only in qualitative agreement with the data. Slowing
down of the simulated dynamics so that frequency relaxation is in better agreement with
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experimental results will likely result in more accurate line widths and may better
highlight the differences between the three transition dipoles investigated.
Exp. r, = 0 fs T, = 300 fs
Condon
3600
3400
3200
Vt emp
E
0
CV)
a'Mo')
,LSK
3600-
3400
3200
PSK2
3200 3400 3600 3200 3400 3600
(01/2c (cm- 1)
Figure 7.11. (Color) Experimental and MD calculated 2D IR line shapes in the Condon and non-
Condon limits. Spectra are plotted with 15 evenly spaced contours. 2D spectra for the three
transition dipoles examined are nearly identical.
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7.7 Conclusions
Observations in the linear spectroscopy of hydrogen bonded systems have long
suggested that increases in hydrogen bonding strength strongly modulate the magnitude
of the transition dipole of the hydride stretch. We have measured the transition dipole as a
function of frequency for the OH stretch of HOD in D20 by conducting temperature
dependent linear and nonlinear spectroscopies. These experiments exploit the shift in the
density of states that occurs with a change in temperature to isolate the transition dipole.
Direct inversion of the IR and Raman data yielded ump. Within the static limit
IAmp best reproduces the temperature dependent experimental data presented here,
resulting in an accurate reproduction of the data of Iogensen and the IR line shapes.
Maybe most impressively, calculations within the static limit with mp, as an input are
able to accurately reproduce the decrease in the homodyne echo intensity with
temperature. Calculations of the transition dipole by Skinner and coworkers were also in
reasonable agreement with the data, although predicting too large of a red shift of the IR
band. On resonance the slopes of uemp and uSK with frequency are nearly identical, but
they deviate fairly significantly on the wings of the OH spectrum. The nonlinear
dependence of the transition dipole at low fields strengths, present in ump but not /SK, is
essential to get the line shape correct in the static limit. There is a long history of
empirical observations that have suggested a sublinear relationship between the transition
dipole and the shift of the frequency from the gas phase. Further electronic structure
calculations are necessary to understand the origin of this effect.
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The significant change in the homodyne echo intensity with temperature provides
the first experimental verification of the importance of the frequency dependence of the
transition dipole in nonlinear measurements of water. Echoing the conclusions of Skinner
and coworkers13, modeling within the static limit concludes that the homodyne echo
primarily probes the low frequency side of the line shape. Increasing the temperature
shifts the density of states to higher frequency, resulting in a decrease in intensity. Unlike
the linear spectroscopy, which is highly dependent on which transition dipole was
examined, the decay of the echo signal with temperature is very similar for the cases of
the transition dipoles examined.
MD simulations suggest that the differences between the three transition dipoles
examined are largely washed out when one accounts for the spectral diffusion of OH
oscillators. It is important to note, however, that spectral diffusion is about a factor of 2
faster compared to the experimental measures. Non-Condon effects manifest themselves
in the 2D IR spectrum as suppression of the high frequency side of the line shape.
Calculated 2D line shapes maintain their asymmetry that is observed in the experiment,
although suppressed to a lower contour level.
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