Abstract. We develop the basic properties of w-simple-minded systems in (−w)-Calabi-Yau triangulated categories for w 1. The main result is a reduction technique for negative Calabi-Yau triangulated categories. We show that the theory of simpleminded systems exhibits striking parallels with that of cluster-tilting objects. Our construction provides an inductive technique for constructing simple-minded systems.
Introduction
From a representation-theoretic perspective, two algebras are equivalent when they have the same representation theory, i.e. equivalent module categories. Module categories have two important types of generators: projective modules and simple modules. Morita theory describes equivalences of module categories in terms of images of projective modules. Tilting theory is the generalisation of Morita theory to derived categories, describing equivalences of categories in terms tilting objects. Tilting objects, and more generally silting objects, can be thought of as 'projective-minded' objects; see [9] .
Let d 2. In a d-Calabi-Yau triangulated category the 'projective-minded' objects are the d-cluster-tilting objects. Silting objects and d-cluster-tilting objects admit a mutation procedure [1, 25] enabling the construction of new silting objects or d-cluster-tilting objects from old ones. Such mutation procedures were key in the categorification of Fomin and Zelevinsky's cluster algebras; see [8, 17] . Modelled on the cluster mutation procedure, Iyama and Yoshino defined the notion of a mutation pair in a triangulated category and used this to construct a subfactor triangulated category [25] . This subfactor triangulated category has remarkable properties: it is smaller and simpler than the original category, if the original category was Calabi-Yau so is the new one, and there is a bijection between cluster-tilting objects in the subfactor and cluster tilting objects in the big category containing a given summand. This provides a powerful inductive techniqueknown as Iyama-Yoshino reduction -for constructing cluster-tilting objects and studying mutation. Iyama-Yoshino reduction has produced many generalisations and applications, Theorem C (Theorem 6.7). Let D be a Hom-finite, Krull-Schmidt, k-linear triangulated category and w 1. Suppose S is a w-orthogonal collection whose extension closure S is functorially finite and Z be as above. If D is w-Calabi-Yau then so is Z.
The three theorems above tell us that our version of reduction for Calabi-Yau triangulated categories, which is compatible with simple-minded systems, is a complete analogue of the theory developed for cluster-tilting in [25] . We briefly comment on the differences: our construction is not a subfactor triangulated category. Indeed in Example 7.2 we explain why the subfactor construction does not work in our situation in a simple example. While modelling the reduction construction on the mutation theory is the natural thing to do, the arguments and proofs are very different from those in [25] . One can think of this as manifestation of the differences observed between simple-minded collections and silting objects observed in [28] .
Finally, we comment on the structure of the paper. In Section 1 we set up our notation and recall some key results on approximation theory. Section 2 is a formal treatment of w-simple-minded systems, generalising [13, 16] , providing their basic properties; here one will see already the striking parallel with cluster theory. Section 3 sets up the notion of simple-minded mutation pair which will be used for the reduction. Section 4 shows that the reduced category is pretriangulated, the proof of the Octahedral Axiom is quite involved so is deferred to Section 5. Finally in Section 6 we show that this provides an inductive technique for constructing simple-minded systems. Section 7 illustrates the theory with some simple examples.
Background
Throughout this paper, k denotes an algebraically closed field, and D denotes a Homfinite, k-linear, Krull-Schmidt triangulated category with shift functor Σ : D → D. We shall assume all subcategories are full and strict.
1.1. Pretriangulated versus triangulated categories. Basic properties of triangulated categories can be found in [18, 19, 20, 33] . In this paper we enumerate the axioms of triangulated categories as in [18, Definition I.1.1], i.e. the four axioms will be denoted (TR1), (TR2), (TR3) and (TR4). If (D, Σ) satisfy only axioms (TR1), (TR2) and (TR3) then D is called a pretriangulated category. The axiom (TR4) is often called the Octahedral Axiom, since there are many equivalent formulations of this axiom, see for example [22, 32] , we explicitly state the formulation we shall use in this article below. The subcategory X is said to be extension-closed if X * X = X. We denote by X the extension closure of X, i.e. the smallest subcategory of D which contains X and is extension-closed. We define the right and left perpendicular categories as follows:
where Hom(X, d) = 0 is shorthand for Hom(x, d) = 0 for each object x of X; likewise for Hom(d, X).
Finally, a Serre functor on D is an autoequivalence S : D → D such that there is an isomorphism,
which is natural in x and y, where D denotes the standard vector space duality. If D has a Serre functor it is unique up to isomorphism and D is said to satisfy Serre duality. For details we refer to [35] .
Let w ∈ Z. A triangulated category D satisfying Serre duality is said to be w-CalabiYau (w-CY for short) if there is a natural isomorphism S ≃ Σ w , where S is the Serre functor on D.
1.2. Approximation theory. Let X be a subcategory of D, and d an object in D. A morphism f : x → d, with x ∈ X, is said to be:
(2) right minimal if any g : x → x satisfying f g = f is an automorphism; (3) a minimal right X-approximation of d if it is both a right X-approximation of x and right minimal.
If every object in D admits a right X-approximation, then X is said to be contravariantly finite. There are dual notions of (minimal) left X-approximations and covariantly finite subcategories. The subcategory X of D is called functorially finite if it is both contravariantly finite and covariantly finite. We now collect some basic properties of approximations which will be used throughout the paper. (1) Suppose d admits a right X-approximation. Then d admits a minimal right Xapproximation, which is unique up to isomorphism.
Proof. The first three statements are well-known and straightforward, see for example [6] . The final two are known as the Wakamatsu lemma for triangulated categories; see [25, Section 2] or [26, Lemma 2.1], for example.
Simple-minded systems
Simple-minded systems were introduced in [27] (see also [34] ) and generalised to wsimple-minded systems for w 1 in [13] . We start by reviewing the definitions and basic properties of these concepts.
Given a collection of objects X in D, we denote by X ⊕ the smallest subcategory of D containing X and closed under direct summands. We will also use the following notation: (X) 1 := X and (X) n := (X * (X) n−1 ) ⊕ , for n 2.
Definition 2.1. Let w 1. A collection of objects S in D is w-orthogonal if (1) dim Hom D (x, y) = δ xy , for every x, y ∈ S; (2) If w 2, Hom(Σ k x, y) = 0, for 1 k w − 1 and x, y ∈ S;
A w-orthogonal collection S is a w-simple minded system if additionally,
We recall the following definition from [12] , which was inspired by [36] .
A w-orthogonal collection S is a w-Riedtmann configuration if it is both a left and right w-Riedtmann configuration.
A 1-orthogonal collection of objects will be referred to as simply an orthogonal collection. An orthogonal collection is called a system of orthogonal bricks in [34] , a set of (pairwise) orthogonal bricks in [16] and a semibrick in [4] . We now recall some basic properties of orthogonal collections from [16] . The S-length of x is the minimum natural number n such that x ∈ (S) n . In particular, this means that there is an S-composition series,
. . .
with s i ∈ S and x i ∈ (S) i for i = 2, . . . , n − 1.
We recall the following definition given in [25] .
Definition 2.5. Let w ∈ Z, and assume D has a Serre duality S.
Suppose that S is an orthogonal collection in D such that S is functorially finite. In particular, by [ (2) The map
Proof. [16] is formulated for the case when w = 1, we give a brief sketch of the adaptations. First, applying the functor Hom(S, −) to the decomposition triangle gives the long exact sequence, where (S, f ) = Hom(S, f ),
We know that Hom(S, f ) is surjective because f : 
The final statement is immediate from the second statement.
The following observation will be useful later.
In general the inclusion of Lemma 2.7 is strict.
Proof. By Lemma 2.3, S = n 0 (S) n . Let 0 < i < w. First, we prove, by induction on n,
Since S is a w-orthogonal collection, we have f = 0 or f is an isomorphism.
, and in both cases, we have d ∈ Σ i S * S.
Hence, from the lower horizontal triangle we obtain y ∈ S * Σ i (S) n . Hence, by induction, y ∈ Σ i S * S . Thus, from the right-hand column we have
Lemma 2.8. Let w 1 and S be a w-orthogonal collection. Then S,
This means there is a tower
where i 1 , . . . , i n ∈ {1 − w, . . . , 0}, and s j k ∈ S, with 1 k n. In other words, we have
By Lemma 2.7, we can re-order the i k so that 0 i 1 i 2 · · · i n 1−w, which implies that d ∈ S * Σ −1 S * · · · * Σ 1−w S . The second statement follows immediately by [25, Proposition 2.1] using the fact that S is closed under summands by Lemma 2.3.
Proof. We proceed by induction on k. For k = 0 this is by assumption. Let d ∈ D and fix d 0 = d. Suppose, by induction, for 0 i < k we have constructed triangles
Applying the Octahedral Axiom to the composition h k g k−1 we get the following commu-
Consider the long exact sequence for 0 i k:
When 0 < i k, the first and third terms are zero by induction and w-orthogonality of S. When i = 0, the first term is zero and the morphism Hom(
is an isomorphism by Lemma 2.6(1) applied to the orthogonal collection Σ −k S. This gives the claim and shows that f k :
The following theorem is essentially [16, Theorem 3.3] . For our purposes we require some information that was implicit in the proof in [16] but not its statement. For the convenience of the reader we include a proof to make these details explicit.
Theorem 2.11 ([16, Theorem 3.3]). Suppose S ⊆ T for an orthogonal collection T in D.
Then S is functorially finite in T and for each x ∈ (T) n , with n minimally chosen, there is a right S -approximation triangle
with t x ∈ (T) m ∩ S ⊥ for some m n with equality if and only if t x ≃ x.
Corollary 2.12. If S is a w-orthogonal collection such that S ⊆ T for some w-simpleminded system T, then S is functorially finite in D.
There is a dual of Theorem 2.11 using left S -approximation triangles.
Proof of Theorem 2.11. Let x ∈ (T) n with n chosen minimally. We proceed on induction on n. For n = 1, one of the triangles s x → x → 0 → Σs x or 0 → x → t x → 0 is the required triangle and the statement holds. Suppose the statement is true for objects in (T) n−1 . If x ∈ S ⊥ , then there is nothing to show, so suppose x / ∈ S ⊥ . By Lemma 2.3(2), there exists a triangle s σ −→ x −→ y −→ Σs with s ∈ S, σ = 0, y ∈ (T) n−1 . By induction, there is a right S -approximation triangle for y: s y → y → t y → Σs y with s y ∈ S and t y ∈ (T) m ∩S ⊥ with m n−1 and equality if and only if y ≃ t y . Applying the Octahedral Axiom we get the following commutative diagram.
Clearly, s x ∈ S and t y ∈ (T) m ∩ S ⊥ with m n − 1 < n, giving the desired right approximation triangle.
The next proposition says that a w-simple-minded system is precisely a w-Riedtmann configuration in which S is functorially-finite, generalising [13, Theorem 3.8] . This supports the view advanced in [13] that w-Riedtmann configurations are a negative CY analogue of weakly cluster-tilting subcategories whilst w-simple-minded systems correspond to cluster-tilting subcategories; cf. [21] . Proposition 2.13. Let S be a collection of indecomposable objects in D, and w 1. The following conditions are equivalent:
(1) S is a w-simple-minded system.
(2) S is a right w-Riedtmann configuration and S is covariantly finite. (3) S is a left w-Riedtmann configuration and S is contravariantly finite.
Proof. The implications (1) =⇒ (2) and (1) =⇒ (3) follow from Corollary 2.9 and [13, Lemma 2.1]. For the implication (2) =⇒ (1), let S be a right w-Riedtmann configuration and assume S is covariantly finite. By definition, S is w-orthogonal. Let 0 = d ∈ D. We want to prove that d ∈ S * Σ −1 S * · · · * Σ 1−w S . Since S is a right w-Riedtmann configuration, we can take k maximal with 0 k w−1 such that Hom(Σ k d, s) = 0 for some s ∈ S. Since S is covariantly finite, we can consider the triangle occurring from a minimal left S -approximation of Σ k d:
By w-orthogonality of S and maximality of k, we have Hom(Σ i d k , S) = 0, for k + 2 i w − 1. Finally, we have a short exact sequence:
where g is an isomorphism by the dual of Lemma 2.6(1). Hence, since f is a monomorphism and a zero map, it follows that Hom(
, completing the proof of the implication (2) =⇒ (1). The proof of (3) =⇒ (1) is similar. Indeed, it is enough to prove that d ∈ Σ w−1 S * Σ w−2 S * · · · * S , whose proof is dual to the one above.
Simple-minded mutation pairs
In this section we introduce simple-minded mutation pairs as an analogue of the mutation pairs studied in [25] . The definition of simple-minded mutation goes back to [16] and [28] . In this article we employ the conventions of [16] . To start, S will simply be a collection of objects of D. (1) The right mutation of d, R S (d), with respect to S is obtained from the triangle:
where
, with respect to S is obtained from the triangle:
The following is an analogue of [25, Definition 2.5]. Note that there are subtle differences in the setup, for example, in [25] , the analogue of S is required to sit inside each part of the mutation pair.
The following lemma is contained implicitly in [28, Proposition 7.6], however, a proof is not explicitly given, so we give one for convenience. (1) For x ∈ X consider the right mutation triangle
Proof. We prove statement (1), statement (2) is analogous. We first claim that Σx contains no summands in S. Suppose, for a contradiction, that Σx = x ′ ⊕ s for some s ∈ S, and observe that Hom(Σx, s) = Hom(x ′ ⊕ s, s) = 0 contradicts X ⊆ ⊥ (Σ −1 S). The fact that x ∈ X and Hom(X, S) = 0 immediately gives f is a left S -approximation, we just need to show minimality. Suppose f is not left minimal. Then by Lemma 1.1 (2) we have the following isomorphism of distinguished triangles in D:
Thus, s 2 is a direct summand of Σx. Hence, by above, s 2 = 0 and f is a left minimal S -approximation of Σ −1 R S (x), as claimed.
The following straightforward lemma will be useful in shortening arguments throughout the article. (
Proof. We prove the first statement, the second is analogous. By assumption, we have the following factorisation.
The next lemma will be used to define the shift functor in a pretriangulated category obtained from an S-mutation pair in the next section. Before stating it, we impose the blanket setup that will be used for the remainder of the article. Proof. For the first statement, we have
where α y is a minimal left S -approximation. By Lemma 1.
By applying Hom(−, S) to the triangle defining x in L S (Y), we have the following exact sequence:
By the dual of Lemma 2.6(1), Hom(α y , S) is an isomorphism. Hence Hom(β y , S) = 0. But y ∈ ⊥ S, which implies that Hom(β y , S) is a monomorphism, and so x ∈ ⊥ (Σ −1 S). Now, to show that x ∈ S ⊥ , first observe that Σ −1 y ∈ S ⊥ . If Hom(ΣS, S) = 0 holds, then x ∈ S ⊥ is immediate. If S is an S −1 -subcategory then applying the dual of Lemma 2.6(3) also gives x ∈ S ⊥ . For the reverse inclusion, suppose x ∈ X. Since x ∈ Σ −1 ( S * Y) there is a triangle
with s ∈ S and y ∈ Y. The fact that x ∈ ⊥ S means that f : Σ −1 y → s is a left S -approximation. We claim that it is a minimal approximation. Indeed, if not, Lemma 1.1(2) implies that (1) is isomorphic to
Now we turn to the second statement. We define a functor G : X → Y as follows. For each x ∈ X we fix a triangle
in which α x is a minimal right S -approximation. Note that Gx ∈ Y by part (1) of the lemma.
We now define G on morphisms. Let f : x → x ′ in X. We explain below how to obtain the following commutative diagram from the morphism Σf .
First observe that the dotted arrow σ : s x → s x ′ exists because α x ′ is a right Sapproximation; uniqueness follows by Lemma 3.4(2). The map g : Gx → Gx ′ exists by (TR3); uniqueness of g follows from Lemma 3.4(1). We therefore define Gf = g. The functor H : Y → X is defined dually.
We now show that HG ≃ 1 X . Let x ∈ X. Since α x : s x → Σx is a minimal right Sapproximation, it follows from Lemma 3.3(1) that −Σ −1 γ x : Σ −1 Gx → s x is a minimal left S -approximation. Hence, we have a diagram in which the bottom row is the fixed minimal left S -approximation triangle for Σ −1 Gx used to construct H.
By Lemma 1.1(1), θ x is an isomorphism; it is unique making the central square commute by the dual of Lemma 3.4(2). It then follows that ϕ x exists and is an isomorphism; ϕ x is also unique making the left square commute by the dual of Lemma 3.4 (1) . Hence x ≃ HGx. Now, let f : x → x ′ be a morphism in X. We need to show that HG(f )ϕ x = ϕ x ′ f . The map H(Gf ) is defined by the following diagram:
Pretriangulated categories from simple-minded mutation pairs
Throughout this section D will be a Hom-finite k-linear triangulated category. The aim of this section is to establish the following theorem. Throughout the section we shall assume without further comment that the hypotheses of the theorem hold. Before proving the theorem, we define the functor 1 and the standard triangle x f −→ y −→ z f −→ x 1 . We point out that the definition of 1 is the only place in the proof of Theorem 4.1 that we use the full force of the hypotheses of Setup 3.5.
Definition 4.2 (Shift in Z)
. We define the shift functor 1 := G : Z → Z, where G is defined as in Lemma 3.6. The inverse shift functor −1 = H, as defined in Lemma 3.6.
Before we can define the cones of morphisms in Z, we need the following observation. 
The morphism σ exists since α x is a right S -approximation of Σx; it is unique by the fact that x 1 ∈ Z and (Z, Z) is an S-mutation pair. The existence of h follows from (TR3) in D; it is unique making the squares commute by the same argument as above and Lemma 4.3. The object z f will be called the cone of f in Z. There is a natural dual construction of the cocone of f in Z. −→ x 1 will be called the standard triangles of Z. We define ∆, the set of diagrams of the form x → y → z → x 1 with x, y, z ∈ Z isomorphic to a standard triangle, to be a set of triangles in Z.
Before proving Theorem 4.1 we record an observation that will be useful later. Proof of Theorem 4.1. To show that Z is a pretriangulated category with the given pretriangulated structure we must verify axioms (TR1), (TR2) and (TR3). The verification of (TR1) is immediate. Recall the diagram (2) defining the cone of f in Z and consider the octahedral diagram coming from the composition g = β f g 1 .
We now define the cone of g in Z.
Applying (TR3) in D to the second vertical triangle in diagram (3) and the defining triangle of x 1 , we get the following commutative diagram.
Recall that σ is the unique map such that α x σ = h 1 α f . By the same argument, the map
is the unique completion to a morphism of triangles given by (TR3) in D.
Note that k ′ α g = 0 since Z ⊂ S ⊥ . Therefore, there is a map k : z g → x 1 such that k ′ = kβ g . We claim that the following diagram commutes.
It is clear that the left-hand square commutes. For the central square, we have:
so that (h − ka)β f = 0. Therefore, by Lemma 3.4, h = ka, showing that the central square of diagram (6) commutes. For the right-hand square, we have,
where the middle equality is by the definition of f 1 . Hence, (b + (f 1 )k)β g β = 0. Now two applications of Lemma 3.4 shows that b = −f 1 k, giving the commutativity of the right-hand square of diagram (6) . Finally, if k is an isomorphism, we have the required isomorphism of diagrams. To show this, consider the composition β g β : Σx → z g . Applying the Octahedral Axiom in D to this composition shows that the cone c βgβ ≃ Σs for some s ∈ S , giving rise to the triangle,
We claim thatα : s → Σx is a minimal right S -approximation. Since z g ∈ Z ⊂ S ⊥ , α is clearly a right S -approximation. Suppose thatα is not right minimal. Then s ≃ s x ⊕ s ′ , for some s ′ ∈ S , and z g ≃ x 1 ⊕ Σs ′ . Therefore, Hom D (Σs ′ , z g ) = 0, contradicting the fact that (Z, Z) is an S-mutation pair. Hence, we have a commutative diagram, as follows,
where by the usual argumentk is unique making the middle square commute. Now β x = k ′ β = kβ g β. Hence k =k is an isomorphism, and so y
We now turn to the verification of (TR3) in Z. It is enough to show for two standard triangles, indicated below, in which the left-hand square commutes, then there exists a third arrow c making the whole diagram commute.
We require the following diagrams; the notation is set up as in Definitions 4.2 and 4.4. 
We first show that the central square of diagram (7) commutes. We have, g = β f g 1 and hβ f = β x h 1 from diagram (2), and
For the right-hand square of diagram (7), we have
from which it follows that (h ′ c − a 1 h)β f = 0. Applying Lemma 3.4, we obtain that h ′ c = a 1 h and diagram (7) commutes. We therefore conclude that Z with the pretriangulated structure given by 1 : Z → Z and ∆ is a pretriangulated category, completing the proof of Theorem 4.1.
The Octahedral Axiom
In this section we show that the Octahedral Axiom also holds for the pretriangulated structure defined in Theorem 4.1. 
We first observe that the two rows are standard triangles in Z by construction and the left-hand column is a standard triangle by (TR2) in Z. We break the rest of the proof up into three steps. Firstly, we define the maps r and s occurring in diagram (8) . Secondly, we show that diagram (8) commutes and f 1 q = cs. Finally, in the most involved step, we show that the sequence z f r −→ z af s −→ z a t −→ z f 1 is isomorphic to a standard triangle in Z.
Step 1. The construction of diagram (8) , in particular, the maps r and s. 
Σu c a c a such that (Σf )q 1 = c 1 s 1 . Considering the approximation triangles defining z f , z af and z a , we obtain the following commutative diagram.
Since α af and α a are right S -approximations, the vertical morphisms σ and τ exist making the left-hand squares commute. Moreover, by the dual of Lemma 3.4, they are unique making those squares commute. Therefore, by (TR3) in D, the vertical morphisms r and s exist; applying Lemma 3.4 shows that they are unique making the central squares commute. We have now constructed diagram (8).
Step 2. Diagram (8) commutes and f 1 q = cs.
Clearly, the topmost and leftmost squares of diagram (8) commute. Recall from Definition 4.4 that we have,
It is now clear that the middle square commutes:
= β af r 1 g 1
Similarly, for the bottommost square we have:
Finally, for the rightmost square, we get a similar chain of equalities:
= qβ af r 1 (11) = β u q 1 r 1
= β u h 1
Thus, (qr − h)β f = 0, and the rightmost square commutes by Lemma 3.4. Finally, we have
where the unmarked equality follows by definition of f 1 in Definition 4.2. Therefore (cs − f 1 q)β af = 0, so that by Lemma 3.4 we have cs = f 1 q.
We now show that the sequence z f r −→ z af s −→ z a t −→ z f 1 is isomorphic to a standard triangle. We start by constructing the standard triangle in Z corresponding to the map r : z f → z af . For this we will have to choose a specific triangle occurring in a 3 × 3 diagram.
Step 3. There is a 3 × 3 diagram in which each square is commutative except the bottom right-hand square, which is anticommutative:
Taking the top left-hand square of diagram (10), we can apply [7, Proposition 1.1.11] to obtain the 3 × 3 diagram (12) . Note that in the proof of [7, Proposition 1.1.11], the triangles corresponding to the two top rows and two left-hand columns can be freely chosen. Therefore, given this choice, as noted in Step 1, the uniqueness of r making the top two right-hand squares commute forces the morphim in this position in the 3 × 3 diagram to be r.
We now consider the triangle comprising the third column of diagram (12) and construct the corresponding triangle in Z according to Definition 4.4.
Step 4. There is a morphism ζ : z a → z r such that the following diagram commutes.
Consider the morphism κ : c a → c r occurring in diagram (12) . Since Z ∈ S ⊥ , we have (β r κ)α a = 0. Therefore we have the following factorisation.
We now need to check that ζ makes diagram (14) commute. To see that the central square of (14) commutes, we have the following sequence of equalities, ζsβ af (10) = ζβ a s 1 (15) = β r κs 1
Hence (ζs − β r s ′ )β af = 0, so that ζs = β r s ′ =s by Lemma 3.4.
For the commutativity of the right-hand square of diagram (14), we have,
where the unlabelled equality follows by the definition of g 1 in Definition 4.2. It therefore follows that (tζ − t)β a = 0, so that Lemma 3.4 impliestζ = t. Therefore, diagram (14) commutes.
Step 5. The morphism ζ : z a → z r in diagram (14) is an isomorphism.
In order to show that ζ : z a → z r is an isomorphism we shall need the following lemma, which asserts that the cone of the morphism σ : s f → s af in diagram (12) lies in S . As its proof is quite involved, we defer the proof of the lemma until after we have completed the proof of Theorem 5.1.
Consider the octahedral diagram in D coming from the composition β r κ.
Σs r Σs r
Since, by Lemma 5.2, c σ ∈ S , we have s ∈ S . We now claim that α : s → c a is a minimal right S -approximation of c a . Since z r ∈ Z ⊂ S ⊥ , it is clear that α is a right S -approximation. By Lemma 1.1, s ≃ s a ⊕ s ′ for some s ′ ∈ S , and z r ≃ z a ⊕ Σs ′ . But since Z ⊂ (ΣS) ⊥ it follows that s ′ = 0, i.e. s ≃ s a and α is minimal. Now consider the following diagram.
Step 4, ζβ a = β r κ, so that (TR3) in D asserts the existence of the morphism π : s a → s. Using the fact that α a : s a → c a is a right S -approximation, we obtain the existence of a morphism π ′ : s → s a making the diagram commute. Finally, applying (TR3) again provides the morphism ζ ′ : z r → z a . Now, right minimality of α a implies that π ′ π is an isomorphism, whence it follows that ζ ′ ζ is an isomorphism and therefore ζ is a split monomorphism. Similarly, right minimality of α implies that ππ ′ is an isomorphism and therefore so too is ζζ ′ , in which case ζ is a split epimorphism. Hence ζ : z a → z r is an isomorphism, as claimed. This completes the proof of Theorem 5.1.
Remark 5.3. Note that if we additionally assume Z ⊂ (Σ 2 S) ⊥ one can obtain that ζ : z a → z r is an isomorphism avoiding Lemma 5.2. This assumption is benign when D is (−w)-Calabi-Yau for w 2 and S. However, it is in general false when w = 1.
Proof of Lemma 5.2 . We note that the proof of this lemma also requires the full force of the hypotheses of Setup 3.5. First observe that if s f = 0 then c σ ≃ s af ∈ S , so we may assume that s f = 0. The strategy is to use Lemma 2.3. The argument is rather intricate so we proceed in a sequence of steps.
Step 1. If s f = 0 then σ = 0.
Suppose r 1 α f = 0 and consider the octahedral diagram arising from this composition.
⊥ and c a ∈ (ΣS) ⊥ by Lemma 4.5, which forces Σs f ∈ (ΣS) ⊥ . Hence we obtain s f = 0, a contradiction. Thus α af σ = r 1 α f = 0. In particular σ = 0.
Step 2. If s f = 0 then Hom D ( S , r 1 ) :
By
Step 1 we also know that r 1 = 0. Now let s ∈ S and suppose π : s → c f satisfies r 1 π = 0. We therefore have the following factorisation,
But π ′ = 0 since c a ∈ (ΣS) ⊥ . Thus π = 0 and Hom D ( S , r 1 ) is injective. Note that by Step 1, if s f has S-length one, then c σ ∈ S by Lemma 2.3. Therefore, we now assume that s f has S-length n > 1 for the remainder of the argument. We now fix an S-composition series for s f :
. .
For each 1 p < n we have the following octahedral diagram, where x 1 = s 1 , x n = s f , σ 0 = σ and c 0 = c σ .
Step 3. The map σ p : x n−p → s af is nonzero for each 1 p < n.
By repeated use of the Octahedral Axiom in D, there is a triangle
in which y p ∈ S has S-length p < n. Now consider the following commutative diagram.
f is a minimal right S -approximation it follows that s f is a direct summand of y p by Lemma 1.1. Therefore, by 2.3 (3), s f has S-length at most p < n, contradicting our assumption on the S-length of s f . Hence α f i 1 · · · i p = 0. Now by the injectivity of Hom D ( S , r 1 ) from Step 2, it follows that r 1 α f i 1 · · · i p = 0. Hence α af σ p = 0 so that σ p = 0, as claimed.
Step 4. The map θ 1 : s n → c 1 is nonzero.
We establish the stronger statement that τ 1 σ = 0. If τ 1 σ = 0 then we have the following factorisation:
We claim that α f i 1 : x n−1 → c f is a right S -approximation. From this it follows that s f is a direct summand of x n−1 by Lemma 1.1 so that by [16, Lemma 2.7] , s f has S-length n − 1, contradicting our starting assumption. Hence τ 1 σ = 0. We now establish the claim. Suppose ϕ : x → c f is a morphism with x ∈ S . Then since α f is a right S -approximation there exists ϕ ′ : x → s f such that ϕ = α f ϕ ′ . Now,
We therefore have the following factorisation.
Step 5. The map θ n−1 : s 2 → c n−1 is nonzero.
We again show the stronger statement that τ n−1 σ n−2 = 0. If τ n−1 σ n−2 = 0 then we have the following factorisation.
Now 0 = σ n−1 = σ n−2 i n−1 = σ n−1ĩn−1 i n−1 shows thatĩ n−1 i n−1 = 0 and is thus an isomorphism. This means thatĩ n−1 is a split epimorhism (and i n−1 is a split monomorphism). Hence, we can replace the triangle s 1
−→ Σs 1 occurring in the S-composition series for s f with the triangle
Applying the Octahedral Axiom in D to the composition σ n−2jn−1 we get the following diagram.
By the same argument as Step 3, the mapσ n−1 = 0. But now
= σ n−2jn−1
= σ n−1ĩn−1jn−1 = 0, giving a contradiction. Hence τ n−1 σ n−2 = 0 and θ n−1 = 0 as claimed.
Step 6. For 1 < p < n − 1, the map θ p : s n−p+1 → c p is nonzero. 
By the argument of Step 3, we see again
= θ p j pjp = θ p = 0, so that we have the following factorisation.
Note that ψ = 0 because σ p ψ =σ p = 0. We claim thatj p = i p ψ. We first show that this claim completes the argument before establishing the claim. Sincej p is a right inverse for j p we have 1 s n−p+1 = j pjp = j p i p ψ = 0, where the final equality follows from the composition of two consecutive morphisms in a triangle. This can only occur if s n−p+1 = 0, in which case x n−p+1 ∼ = x n−p has S-length at most n − p. In particular, this means s f has S-length strictly smaller than n, contradicting our starting assumption. Therefore, ifj p = i p ψ then we obtain a contradiction to the assumption that θ p = 0. In order to establish the claim, we will need the following well-known lemma. Observing thatσ p = σ p ψ
, we see that σ p−1 (j p − i p ψ) = 0. Recall that σ p−1 = σi 1 · · · i p−1 and consider the following diagram.
In particular, this means that 
We therefore get the following factorisation.
But since z f ∈ Z, the morphism labelled ∃ must be zero, whence
We now, therefore, have the factorisation below.
Now, if assumption (2) of Setup 3.5 holds, the morphism labelled ∃ in this diagram is also zero, so that i 2 · · · i p−1 (j p − i p ψ) = 0. Otherwise, if assumption (1) holds, then S is an S −1 -subcategory, so that
If s n ≃ s n+p−1 then the morphism labelled ∃ is zero and we conclude that i 2 · · · i p−1 (j p − i p ψ) = 0. If s n ≃ s n−p+1 and the morphism labelled ∃ is nonzero then it is, up to scalar, the universal morphism s n → Ss n . Since −Σ −1 k 1 is not a split monomorphism, for otherwise s f would be a direct summand of x n−1 and by [16, Lemma 2.7] be of S-length strictly smaller than n, we can invoke Lemma 5.4 to conclude that i 2 · · · i p−1 (j p −i p ψ) = 0 also in this case. Repeating this argument a further p−2 times, we obtain thatj p −i p ψ = 0, which is what we claimed, concluding Step 6.
Conclusion. Since σ n−1 = 0, Lemma 2.3 implies that c n−1 ∈ S . Using Lemma 2.3 again and the fact that θ p = 0 for 1 p < n, we obtain that c p−1 ∈ S . In particular c 0 = c σ ∈ S , which is what we aimed to show.
Calabi-Yau reduction
For a collection of objects X of D and w 1, we define the following perpendicular categories: Recall the definition of S w -subcategory from Definition 2.5. In this section, we will consider the following set up.
Setup 6.1. Let w 1. Let S be a w-orthogonal collection and Z be a subcategory of D satisfying the following conditions: (1) S is an S −w -subcategory and S is functorially finite; and, (2) Z = S ⊥w .
The following lemma is a routine check.
Lemma 6.2. Let S and Z be as in Setup 6.1. Then Z = S ⊥w = ⊥w S is also an S −wsubcategory.
We will now check that this set up satisfies the conditions in Setup 3.5 and the hypotheses of Theorems 4.1 and 5.1. Proof. It is clear that Setup 6.1 satisfies (1) and (2) . In order to show (3), let
We need to show that Z = Z 1 . Let z ′ ∈ Z 1 . Then we have a triangle in D of the form Σ −1 s → z ′ → Σ −1 z → s, where s ∈ S and z ∈ Z. By applying Hom(S, −) to this triangle, we get that Hom(Σ i S, z ′ ) = 0, for 0 i w − 2, since z ∈ S ⊥w and S is w-orthogonal. On the other hand, using the fact that S is an S −w -subcategory, we have Hom(Σ w S, z ′ ) ≃ Hom(S −1 S, z ′ ) ≃ D Hom(z ′ , S) = 0, since z ′ ∈ ⊥ S, and Hom(Σ w−1 S, z ′ ) ≃ D Hom(z ′ , Σ −1 S) = 0, as z ′ ∈ ⊥ (Σ −1 S). Therefore, z ′ ∈ S ⊥w = Z. Conversely, let z ∈ Z. Since S is functorially finite, we can consider the triangle
where f is a minimal right S -approximation of Σz. If we show that u ∈ Z, then z ∈ Z 1 . We have u ∈ S ⊥ by Lemma 1.1(4), and u ∈ (Σ i S) ⊥ , for 2 i w, by applying Hom(S, −) to the triangle above and by using the fact that z ∈ Z = S ⊥w and S is w-orthogonal. Finally, u ∈ (ΣS) ⊥ follows from Lemma 2.6(1). Hence, u ∈ S ⊥w = Z, and so Z = Z 1 . The proof that Z = ⊥ S ⊥ ∩ (ΣS) ⊥ ∩ Σ(Z * S ) is similar. This concludes the proof that (Z, Z) is an S-mutation pair.
Finally, we prove (4). Let f : x → y be a map in Z and consider the triangles in D:
We want to show that c f ∈ S * Z. Given the right-hand triangle, it is enough to show that z f ∈ Z. By Lemma 1.1(4), z f ∈ S ⊥ . Applying Hom(S, −) to the triangles above, we get c f ∈ (Σ i S) ⊥ , for 1 i w, which implies that z f ∈ (Σ j S) ⊥ , for 2 j w. Again, by Lemma 2.6(1), Hom(S, α f ) is an isomorphism, implying that z f ∈ (ΣS) ⊥ . Therefore z f ∈ S ⊥w = Z, which finishes the proof of (4). The proof of statement (5) is dual.
In light of Lemma 6.3, Z has the structure of a triangulated category given in Theorems 4.1 and 5.1. Since there are two triangulated structures to consider, that in D and that in Z, it is useful to set up some notation for that in Z to distinguish between them. Notation 6.4. Let X and Y be subcategories of Z. We define X ⋆ Y := {z ∈ Z | there exists a triangle x → z → y → x 1 with x ∈ X and y ∈ Y}.
We denote the extension closure of X with respect to the triangulated structure in Z by {X}. The usual notation X * Y and X keep their usual meanings in D.
Lemma 6.5. Let S be a w-orthogonal collection and Z be the subcategory of D satisfying the hypotheses of Setup 6.1. Suppose S ⊆ T for some w-simple-minded system T in D. Write R = T \ S. Then T ∩ Z = {R}.
