























We show that the sum of the Morse indices of the Willmore spheres realising the width of Willmore
type sweep-outs is bounded by the number of the parameters of the min-max. As an application, we
deduce that among the true Willmore spheres realising the min-max sphere eversion, at most one of
them one has index 1, while the others must be stable.
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1 Introduction
We present in this paper a proof of the lower semi-continuity of the Morse index for min-max Willmore
spheres constructed by the viscosity method of Tristan Rivière (see [27], [28], [18]). Combining this
result with the general Morse index bounds in viscosity methods of [17] and the classification of branched
Willmore spheres ([19], [20]), we obtain the expected Morse index bound for the critical points arising
as solutions of Willmore min-max problems.
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We recall briefly the principal definitions related to the Willmore energy. Let Σ be a closed Riemann





where g = ~Φ∗gRn is the pull-back metric on Σ of the flat metric gRn on Rn, and ~Hg is the mean curvature







Critical points of the Lagrangian in (1.1) are called Willmore surfaces. We will not recall in details the
main developments obtained for minimisers of the Willmore energy (see [14] and [15]). Let us mention
that besides direct estimates given by explicit examples and sphere rigidity for 4π energy Willmore
spheres, nothing in known in codimension at least 2, with the notable exception of RP2 (see [14], [11],
[5]). In this article, we are rather interested in min-max problems, for which one aims at obtaining Morse
index bounds depending on the dimension (defined in some natural way to be described later in explicit
examples) the considered admissible family of min-max.
The admissible min-max families for which the following result applies are any of the families described
in [17] (including classical examples of Lazer and Solimini [13]), excepted for the dual admissible families.
Rather than giving a general definition, we will give examples of k-dimensional admissible families after
the statement of the following main result (see Section 4 for a precise definition).
Theorem 1.1. Let n ≥ 3 and let A be a non-trivial d-dimensional admissible family ofW 3,2 immersions




Then there exists finitely many true branched compact Willmore spheres ~Φ1, · · · , ~Φp : S2 → Rn, and


















IndW (~Ψj) ≤ d.
Furthermore, if n = 3 or n = 4, we have β0 ∈ 4πN.
One of the main motivation for this theorem comes from the following corollary.
Theorem 1.2. Let ι+ : S2 → R3 be the standard embedding of the 2-sphere into the 3-dimensional
Euclidean space, ι− : S2 → R3, and Imm(S2,R3) be the space of smooth immersions from S2 to R3. We




) ∩ {{~Φt}t∈[0,1], ~Φ0 = ι+, ~Φ1 = ι−} .





W (~Φt) ≥ 16π.
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IndW (~Φj) ≤ 1.
More generally, consider the following generalisation of Theorem 1.2 (we restrict the discussion to the
specific case of codimension 1 for simplicity). Let k > 0 and Γ ∈ πk(Imm(S2,R3)) be a non-zero element





W (~Φ(t, ·)) ∈ 4πN∗.








IndW (~Φj) ≤ k.
This furnishes a map
Γ ∈ πk(Imm(S2,R3)) −→ βΓ4π ∈ N
∗. (1.4)
Now, recall from Smale ([30]) that πk(Imm(S2,R3)) = πk(SO(3)) × πk+2(SO(3)), and it would be
interesting to study the map (1.4) giving the Willmore energy of the optimal representative of a non-
zero element of these homotopy groups. Notice in particular, that β0 given by (1.3) in Theorem 1.2
corresponds to βΓ where Γ ∈ π1(Imm(S2,R3)) = Z2 × Z is a generator.
Acknowledgments. I wish to thank my advisor Tristan Rivière for helpful comments and sugges-
tions on this work.
2 Second derivative of the Onofri energy and main estimate
2.1 A brief introduction to weak immersions
A weak immersion from a closed Riemann surface Σ is a map ~Φ ∈W 2,2 ∩W 1,∞(Σ,Rn) such that
inf
p∈Σ
|d~Φ ∧ d~Φ|g0 > 0,
for some smooth metric g0 on Σ. We denote this space E (Σ,Rn) (more generally, branched weak
immersions will be described in Section 3). We refer to [26] and the papers cited within this article for
more informations about this subject.
For all weak immersion ~Φ ∈ E (Σ,Rn), we denote by g~Φ = ~Φ∗gRn the pull-back metric, by Γ(~Φ∗TRn)
the continuous sections of the pull-back bundle ~Φ∗TRn and we define
W 2,2~Φ
∩W 1,∞(Σ, TRn) =W 2,2 ∩W 1,∞(Σ, TRn) ∩
{
~w : ~w(p) ∈ TN~Φ(p)Rn for a.e. p ∈ Σ
}
⊂ Γ(~Φ∗TRn)
the space of weak normal sections from the pull-back bundle ~Φ∗TRn and by
E~Φ(Σ,R
n) =W 2,2~Φ ∩W
1,∞(Σ, TRn) ∩
{




the space of all admissible normal variations, where ∆Ng~Φ is the normal Laplacian, given for an orthonormal











We will see in the next section that the space E~Φ(Σ,R
n) constitutes in a sense the tangent space of weak
immersions at ~Φ (although this is not Finsler manifold), and we endow it with the norm ‖ · ‖E~Φ(Σ) (it is
















~Φ∗gRn is the pull-back metric on the weak bundle ~Φ∗TRn. More precisely, we will show that
a branched Willmore immersion ~Φ, the second derivative D2W (~Φ)(~w, ~w) is well-defined for a variation
~w ∈W 2,2~Φ ∩W
1,∞(Σ, TRn) if and only if ‖~w‖E~Φ(Σ,Rn) <∞.
Notice that by standard elliptic estimate and as Σ is compact ~w ∈ E~Φ(Σ,Rn) implies that for some







However, this estimate is in general false for branched immersions (the left-hand of (2.1) might be
infinite) and we refer to Lemma 3.14 for a similar estimate.
2.2 The Onofri energy
Let Σ be a compact connected Riemann surface, and for all smooth immersion ~Φ : Σ→ Rn, let
g = ~Φ∗gRn ,
where gRn is the Euclidean flat metric on Rn. By the uniformisation theorem, there exists a metric g0
of constant Gauss curvature and unit volume and a smooth function α : Σ2 → R such that
g = e2α g0.
If Σ has genus at least 1, this function α is uniquely well-defined, while for the sphere, α is defined up













where Kg0 is the Gauss curvature of g0. Therefore, if Σ is of genus γ, we have
Kg0 = 4π(1− γ) (2.2)



























































an inequality which will prove to be crucial here as in [27]. For the sake of completeness, let us recall
the definition of an Aubin gauge as given by Tristan Rivière in [27].
Definition 2.1. Let ~Φ : S2 → Rn be a smooth immersion and g = ~Φ∗gRn the induced metric on S2.
We see that a couple (Ψ, α) of a diffeomorphism Ψ : S2 → S2 and of a smooth function α : S2 → R is an
Aubin gauge if there exists a constant Gauss curvature metric g0 of unit volume such that the following
conditions are satisfied








where gS2 is the standard round metric on S2.
Remark 2.2. As will appear clearly in the section dedicated to the study of the Onofri energy for weak
immersions thanks of the measurable Riemann mapping theorem of Ahlfors-Bers, this definition does
not need to assume smoothness of the immersion in consideration.
In the proof of the semi-continuity of the index in the viscosity method for the Willmore energy, we
have compute the second derivative of the Lagrangian
Wσ(~Φ) =W (~Φ) + σ2
∫
Σ
(1 + | ~H |2)2dvolg + 1
log 1σ
O(~Φ),
and to estimate each term to show that the components depending on σ are negligible as σ → 0, while
the second derivative D2W (~Φ) converges in an appropriate sense. Notice also that we will have to check
a key technical condition (defined in [17]) called the Energy bound in order to be able to apply the
general theory of [17].
2.3 Measurable Riemann mapping theorem and an estimate for varying con-
formal parameters
As we want to pass to the limit in the second derivative of the approximationWσ of the Willmore energy
W , certain estimates are pretty straightforward thanks of the ε-regularity. However, there is a non-local
contribution coming from the second derivative of the Onofri energy and as this is not clear how such
a quantity behaves as σ → 0 so we will have to bound them directly by a local quantity which can be
estimated thanks of an a priori inequality.
The forthcoming estimate of Theorem 2.5 is largely based on the regular dependence of the solution
of the Beltrami equation of Ahlfors and Bers ([2]) with respect to the parameters which is recalled below
(see [1] and also [10]). The estimate is only necessary for the sphere, while in higher genus we can obtain
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an essentially sharp inequality by a direct computation. It permits to show that we can differentiate
the conformal parameter of varying metrics of weak immersions as elements of suitable Banach spaces
(to be defined below) and provides an a priori estimate which will is the key point to obtain the lower
semi-continuity of the index.









defined for all function f ∈ Lp(C) for all 1 < p < ∞ is a continuous operator Lp(C) → Lp(C). For all




|z1 − z2|αp + ‖fz‖Lp(B(0,R)) + ‖fz‖Lp(B(0,R)) (2.3)
where αp = 1− 2
p
. We define BR,p as the completion of C1c (B(0, R),C)/C with respect to the BR,p norm.
Theorem 2.3 (Ahlfors-Bers). Let 2 < p < ∞, 0 < k < 1 and assume that k‖S‖Lp(C) < 1, where
‖S‖Lp(C) is the operator norm of the Beurling transform S : Lp(C) → Lp(C). Let I ⊂ R be an open
interval containing 0 ∈ R and µ = {µt}t∈I : I → L∞(C) be a differentiable mapping at 0. For all t ∈ I,
let ft be the unique solution in z +W 1,p(C) of the Beltrami equation
∂zft = µt ∂zft.

















R(f0(ζ), f0(z))f20 (ζ)dζ ∧ dζ
where R(z, ζ) =
1
z − ζ −
ζ




Remark 2.4. The operators ∂z and ∂z are the standard Cauchy-Riemann operators. Their definition
will be recalled in the proof of Lemma 2.6.
Theorem 2.5. Let Σ be a closed Riemann surface and ~Φ ∈ E (Σ,Rn) be a weak immersion of finite
total curvature and ~w ∈ E~Φ(Σ, TRn) be an admissible variation of ~Φ and define for all t ∈ (−ε, ε) (for
some ε > 0 small enough) the weak immersion ~Φt = ~Φ + t ~w. For all t ∈ (−ε, ε), define the metric
gt = ~Φ∗t gRn and let (by the uniformisation theorem) g0,t be a constant Gauss curvature metric of volume
1 and αt : Σ→ R be a measurable function such that
gt = e
2αtg0,t. (2.4)




αt||t=0 ∈ W 1,2(Σ),
where the L2(Σ) and W 1,2(Σ) space are taken with respect to a constant Gauss curvature metric inde-




































Proof. We first consider estimate for metrics of immersions of S2. Fix some conformal chart z = x1+ix2 :
U ⊂ S2 → D2 ⊂ C and for all t ∈ I, let gi,j(t) = 〈∂xi~Φt, ∂xj ~Φt〉 (1 ≤ i, j ≤ 2) be the coefficients of the
metric of the immersion ~Φt : S2 → Rn and λt, µt : Σ→ R be such that
gt = e2λt |dz + µtdz|2, e2λt = 14
(





g1,1(t)− g2,2(t) + 2i g1,2(t)




Furthermore, denote by µt ∈ L∞(C) the extension by 0 of µt : D2 → C. As µ0 = 0, for all 2 < p < ∞,




Therefore, for all 2 < p <∞, there exists δ = δ(p) > 0 such that for all t ∈ (−δ(p), δ(p)) the equation
∂zft = µt∂zft


















for some universal constant C′p. We fix in the rest of the proof some real number 2 < p <∞. As
e2αt
|dft|2
π(1 + |ft|2)2 = e
2αt
|∂zftdz + ∂zftdz|2
π(1 + |ft|2)2 =
e2αt |∂zft|2
π(1 + |ft|2)2
∣∣∣∣dz + ∂zft∂zft dz
∣∣∣∣2 = e2αt |∂zft|2π(1 + |ft|2)2 |dz + µtdz|2,
if αt : D2 → R is defined by
e2λt = e2αt
|∂zft|2










f∗t gS2 and ft is a diffeomorphism, we deduce that g0,t is a volume 1 metric of constant
sectional curvature. By Theorem 2.3, the functions ft and ∂zft are differentiable at 0 and continuous
in Lp(D2) for all 2 < p < ∞, so αt is also differentiable as en element of Lp(D2) and all the following
identities will be valid in the distributional sense.






































(1 + |ft|2) .

















= 2 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
,
where ∂ is the first order linear elliptic operator yielding (p+1, q) section from a (p, q) section and defined
in our local complex coordinate z by
∂ = ∇∂z ( · )⊗ dz,
where ∇ is the pull-back connexion by ~Φ of the flat connexion of Rn (we will adopt consistently the










∥∥∥2g−1 ⊗ (∂~Φ ⊗˙ ∂ ~w)∥∥∥
L∞(D2)
≤ ‖|d~w|g‖L∞(Σ)
By differentiating (2.7), we obtain

































We have immediately ∥∥∥〈d~Φ, d~w〉g∥∥∥
L∞(D2)
≤ 2 ‖|d~w|g‖L∞(D2) <∞
and ∣∣∣∣Re ( z1 + |z|2
)∣∣∣∣ ≤ 12 .
Therefore, by (2.6), we have
‖α′0‖Lp(D2) ≤ ‖f ′0‖Lp(D2) + ‖∂zf ′0‖Lp(D2) + π ‖|d~w|g‖L∞(D2) ≤ C′′p ‖|d~w|g‖L∞(D2)
so there exists in particular a constant C > 0 independent of ~Φ such that
‖α′0‖L2(D2) ≤ C ‖|d~w|g‖L∞(D2) (2.8)
By the Liouville equation, we have
−∆gtαt = Kgt − e−2αtKg0 .























Therefore, we have by [27] or the proof of Theorem 2.8
−∆gα′0 = 2Kg0e−2αα′0 + 〈d〈d~Φ, d~w〉g, dα〉g − ∗gd ∗
((
























α′0 ∗g d ∗
((











Now, by integrating by parts and using the Liouville equation, we obtain∫
Σ
〈d〈d~Φ, d~w〉g, dα〉α′0dvolg = −
∫
Σ
〈d~Φ, d~w〉g〈dα, dα′0〉gdvolg +
∫
Σ

































2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(











2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(










α′0 ∗g d ∗
((







〈d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ, dα⊗ dα′0〉gdvolg.
(2.12)
























2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(
























2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
Now, we estimate directly by Cauchy-Schwarz inequality∣∣∣∣∫
Σ
〈d~Φ, d~w〉g〈dα, dα′0〉gdvolg












〈d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ, dα⊗ dα′0〉dvolg














2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(













Finally, we have ∣∣∣∣Kg0 ∫
Σ
〈d~Φ, d~w〉gα′0dvolg0






































































b = C ‖|d~w|g‖2L∞(S2) .
The inequality (2.13) reads
X2 ≤ aX + b



































































































This concludes the proof of the theorem.
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2.4 Second derivative of the Onofri energy and main estimate
Lemma 2.6. Let Σ be a closed Riemann surface, ~Φ ∈ E (Σ,Rn) be a weak immersion, and ~w ∈ W 2,2~Φ ∩
W 1,∞(Σ, TRn) be an admissible normal variation and ε > 0 be small enough such that for all t ∈ (−ε, ε),




(Kgtdvolgt)|t=0 = d Im
(
2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(





(Kgtdvolgt) = d Im
(








, ∂ ~w〉 − ∂ (|∇N ~w|2g)
− 2〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 8 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
⊗ 〈 ~H, ∂ ~w〉
)
. (2.15)








is the dual space of the Sobolev space W 1,2(Σ) with respect to any fixed
smooth metric on Σ.




Indeed, we have rather the estimate (as the quantity under the exterior is in L2(Σ))
d2
dt2










∆g|∇N ~w|2gdvolg ∈ H−1(Σ),
and as for a general admissible variation ~w, we have the optimal estimate |∇N ~w|2g ∈ L∞(Σ), we can only
define ∆g|∇N ~w|2gdvolg as an element of the space of distributions D ′(Σ).






















(∂x1 − i ∂x2) , ∂z =
1
2
(∂x1 + i ∂x2)
and the ∂ and ∂ operators defined by
∂ = ∂z ( · )⊗ dz, ∂ = ∂z ( · )⊗ dz,
so that
∂x1 = ∂z + ∂z, ∂x2 = −i(∂z − ∂z).
We also introduce the notations
~ez = ∂z~Φ =
1
2
(~e1 − i~e2), ~ez = ∂z~Φ = 12(~e1 + i~e2)
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so that
~e1 = ~ez + ~ez, ~e2 = i (~ez − ~ez) .
Then we have in this conformal chart
~H = 2 e−2λ~I(~ez, ~ez)
~H0 = 2 e−2λ~I(~ez, ~ez)
~h0 = e
2λH0dz
2 = 2 ∂N∂~Φ = 2~I(~ez, ~ez)dz
2.
(2.17)
Therefore, we obtain the identities
~I(~e1, ~e1) =~I(~ez + ~ez, ~ez + ~ez) = 2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez).
~I(~e2, ~e2) = −2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)
~I(~e1, ~e2) = −2 Im ~I(~ez , ~ez)
To simplify notations in the following computation, we will write (abusively) ∂z ~w = ∂ and ∂z ~w = ∂.




(dz + dz) dx2 = − i2(dz − dz),
we obtain the identity(











− 〈2Re ~I(~ez, ~ez) + 2~I(~ez , ~ez), i(∂ − ∂)(dz + dz)〉 − 〈2 Im (~ez, ~ez), (∂ + ∂)(dz + dz)〉
+ 〈−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez), (∂ + ∂)(−i(dz − dz))〉 − 〈−2 Im ~I(~ez, ~ez), i(∂ − ∂)(−i(dz − dz))〉
}
= 〈Re ~I(~ez, ~ez) + ~I(~ez, ~ez),−i(∂ − ∂)(dz + dz)〉+ 〈 Im ~I(~ez, ~ez),−(∂ + ∂)(dz + dz)〉
+ 〈−Re ~I(~ez, ~ez) + ~I(~ez, ~ez),−i(∂ + ∂)(dz − dz))〉+ 〈Im ~I(~ez , ~ez), (∂ − ∂)(dz − dz))〉 (2.18)
We first compute
−i(∂ − ∂)(dz + dz)− i(∂ + ∂)(dz − dz) = −2i(∂dz − ∂dz) = 4 Im (∂dz) = 4 Im (∂ ~w).
Then we have
〈Re ~I(~ez, ~ez),−i(∂ − ∂)(dz + dz)〉+ 〈 Im ~I(~ez, ~ez),−(∂ + ∂)(dz + dz)〉
+ 〈−Re ~I(~ez, ~ez),−i(∂ + ∂)(dz − dz))〉 + 〈Im ~I(~ez, ~ez), (∂ − ∂)(dz − dz))〉
= 〈Re ~I(~ez, ~ez),−2i(∂dz − ∂dz)〉+ 〈Im ~I(~ez, ~ez),−2(∂dz + ∂dz)〉
= 4〈Re ~I(~ez, ~ez), Im (∂z ~w dz)〉 − 4〈Im ~I(~ez, ~ez),Re (∇∂z ~w dz)〉. (2.19)
Now, we observe that for all a, b ∈ Cn, we have
−〈Re (a), Im (b)〉+ 〈Im (a),Re (b)〉 = Im 〈a, b〉,
so that
〈Re ~I(~ez, ~ez),−i(∂ − ∂)(dz + dz)〉+ 〈 Im ~I(~ez, ~ez),−(∂ + ∂)(dz + dz)〉
+ 〈−Re ~I(~ez, ~ez),−i(∂ + ∂)(dz − dz))〉 + 〈Im ~I(~ez, ~ez), (∂ − ∂)(dz − dz))〉
= −4 Im
(
〈~I(~ez, ~ez), ∂z ~w dz〉
)
. (2.20)
Finally, we obtain by (2.16), (2.18), (2.19) and (2.20) that for all t ∈ I,
d
dt











(Kgtdvolgt)|t=0 = d Im
(
2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
. (2.22)
Now, we introduce the second order differential operator ∇2 on the normal bundle (see [7], 5.4.12 for the
standard operator and [16]) defined for all X,Y ∈ TΣ by
∇2X,Y = ∇NX∇NY −∇N(∇XY )⊤ . (2.23)
Notice that this operator is not symmetric in general, as
RN(X,Y ) = ∇2X,Y −∇2Y,X .
In particular, we have
((∇X∇Y −∇(∇XY )⊤) ~w)N = ∇2X,Y ~w + e−2λ 2∑
i=1
〈∇Y ~w,~ek〉~I(X,~ek).












~I(~ei, ~ej) = ∇2~ei,~ej ~w + e−2λ
2∑
k=1
〈∇~ej ~w,~ek〉~I(~ej , ~ek).







= 0 and 〈d~Φ, d~w〉g = −2〈 ~H, ~w〉
d2
dt2




2〈 ~H, ∂ ~w〉 − 2 g−1 ⊗
(






~I(~ez, ~ez),∇N∂z ~w dz〉
+ 4〈~I(~ez, ~ez),∇Nd
dt
∇N∂z ~w dz〉 − 4〈∇Nd
dt






4〈 ~H, ~w〉〈 ~H, ∂ ~w〉 − 4〈 ~H, ~w〉 g−1 ⊗
(






~I(~ez, ~ez),∇N∂z ~w dz〉
+ 4〈~I(~ez, ~ez),∇Nd
dt
∇N∂z ~w dz〉 − 4〈∇Nd
dt







4〈 ~H, ~w〉〈 ~H, ∂ ~w〉 − 4〈 ~H, ~w〉 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
)




















By an immediate formula using the conformity relation and as ~w is a normal variation (we can use this
relation without creating non-integrable terms as the formula we obtained for the first derivative of the
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Gauss curvature is already in divergence form, we refer to [23] for more informations on this point), we
obtain
∇⊤∂z ~w = 2e−2λ〈∇∂z ~w,~ez〉~ez + 2e−2λ〈∇∂z ~w,~ez〉~ez = −2e−2λ〈~w,~I(~ez, ~ez)〉~ez − 2e−2λ〈~w,~I(~ez, ~ez)〉~ez
= −〈~w, ~H〉~ez − 〈~w, ~H0〉~ez
and using (2.25), we have
∇Nd
dt
∇N∂z ~w = 〈~w, ~H〉∇N~ez ~w + 〈~w, ~H0〉∇N~ez ~w (2.26)
By taking the conjugate, we obtain
∇Nd
dt
∇N~ez ~w = 〈~w, ~H0〉∇N~ez ~w + 〈~w, ~H〉∇N~ez ~w. (2.27)
Therefore, we have by (2.25) and (2.27) the identities
(II) = 4 e−2λ〈~I(~ez, ~ez),∇Nd
dt
∇N~ez ~w〉dz = 2〈~w, ~H〉〈 ~H,∇~ez ~w〉dz + 2〈~w, ~H0〉〈 ~H,∇∂z ~w〉dz
= 2〈 ~H, ~w〉〈 ~H, ∂ ~w〉+ 2 g−1 ⊗ 〈~w,~h0〉 ⊗ 〈 ~H, ∂ ~w〉 (2.28)
and
(IV) = −4 e−2λ〈~I(~ez, ~ez),∇Nd
dt
∇N~ez ~w〉dz = −4 e−2λ〈~I(~ez, ~ez),∇N~ez ~w〉〈 ~H0, ~w〉 − 4 e−2λ〈 ~H, ~w〉〈~I(~ez, ~ez),∇~ez ~w〉
= −2 g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
− 2〈 ~H, ~w〉 g−1 ⊗
(




Then, we have using the normality of ~w
4∇Nd
dt
~I(~ez , ~ez) = ∇Nd
dt
(
~I(~e1, ~e1)−~I(~e2, ~e2)− 2i~I(~e1, ~e2)
)
=





〈∇~e1 ~w,~ek〉~I(~e1, ~ek)− 〈∇~e2 ~w,~ek〉~I(~e2, ~ek)− i〈∇~e2 ~w,~ek〉~I(~e1, ~ek)− i〈∇~e1 ~w,~ek〉~I(~e2, ~ek)
)
= 4∇2~ez,~ez ~w + e−2λ
{
− 〈~w,~I(~e1, ~e1)〉~I(~e1, ~e1)− 〈~w,~I(~e1, ~e2)〉~I(~e1, ~e2) + 〈~w,~I(~e1, ~e2)〉~I(~e1, ~e2)
+ 〈~w,~I(~e2, ~e2)〉~I(~e2, ~e2) + i〈~w,~I(~e1, ~e2)〉~I(~e1, ~e1) + i〈~w,~I(~e2, ~e2)〉~I(~e1, ~e2) + i〈~w,~I(~e1, ~e1)〉~I(~e1, ~e2)
+ i〈~w,~I(~e1, ~e2)〉~I(~e2, ~e2)
}
= ∇2~ez ,~ez ~w + e−2λ
{
− 〈~w,~I(~e1, ~e1)〉~I(~e1, ~e1) + 〈~w,~I(~e2, ~e2)〉~I(~e2, ~e2) + i〈~w,~I(~e1, ~e2)〉~I(~e1, ~e1)
+ i〈~w,~I(~e2, ~e2)〉~I(~e1, ~e2) + i〈~w,~I(~e1, ~e1)〉~I(~e1, ~e2) + i〈~w,~I(~e1, ~e2)〉~I(~e2, ~e2)
}
. (2.30)
Using the previous formulas (2.17), we obtain from (2.30)
4∇Nd
dt
~I(~ez, ~ez) = 4∇2~ez,~ez ~w + e−2λ
{
− 〈~w, 2Re ~I(~ez , ~ez) + 2~I(~ez, ~ez)〉
(
2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)
)
+ 〈~w,−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)〉
(
−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)
)
+ i〈~w,−2 Im ~I(~ez, ~ez)〉
(
2Re ~I(~ez, ~ez) + 2~I(~ez , ~ez)
)
+ i〈~w,−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)〉
(
−2 Im ~I(~ez, ~ez)
)
+ i〈~w, 2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)〉
(
−2 Im ~I(~ez , ~ez)
)
+ i〈~w,−2 Im ~I(~ez, ~ez)〉
(
−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)
)}




−Re ~I(~ez , ~ez)−~I(~ez , ~ez)− Re ~I(~ez, ~ez) +~I(~ez, ~ez)− 2i Im ~I(~ez, ~ez)
)
+ 〈~w,Re ~I(~ez, ~ez)〉
(
−Re ~I(~ez, ~ez)−~I(~ez, ~ez) + Re ~I(~ez, ~ez)−~I(~ez, ~ez) + i Im ~I(~ez, ~ez)− iIm ~I(~ez, ~ez)
)
14
+ i〈~w, Im ~I(~ez, ~ez)〉
(
−Re ~I(~ez, ~ez)−~I(~ez, ~ez) + Re ~I(~ez, ~ez)−~I(~ez, ~ez)
)}
= 4∇2~ez,~ez ~w − 8e−2λ〈~w,~I(~ez, ~ez)〉~I(~ez , ~ez)− 8e−2λ〈~w,~I(~ez, ~ez)〉~I(~ez, ~ez)









〈~ez, ~H〉 = 0,
so that














Now, we finally have
∇2~ez ,~ez ~w = ∇N~ez∇N~ez ~w −∇N∇⊤
~ez
~ez
~w = ∇N~ez∇N~ez ~w − e−2λ∂z(e2λ)∇N~ez ~w. (2.32)
This implies that
e−2λ〈∇2~ez ,~ez ~w,∇N~ez ~w〉dz =
{









− ∂z(e−2λ)〈∇N~ezw,∇N~ez ~w〉 − e−2λ〈∇N~ez ~w,∇N~ez∇N~ez ~w〉






− e−2λ〈∇N~ez∇N~ez ~w,∇N~ez ~w〉dz. (2.33)











Furthermore, by the definition of the normal curvature and thanks of the Ricci equation, we have
∇N~ez∇N~ez ~w = ∇N~ez∇N~ez ~w +RN (~ez, ~ez)~w
= ∇N~ez∇N~ez ~w +~I(∇⊤~ez ~w,~ez)−~I(~ez ,∇⊤~ez ~w)
Recalling that
∇⊤~ez ~w = 2e−2λ〈∇~ez ~w,~ez〉~ez + 2e−2λ〈∇~ez ~w,~ez〉~ez = −〈~w, ~H〉~ez − 〈~w, ~H0〉~ez,
we obtain
∇N~ez∇N~ez ~w = ∇N~ez∇N~ez ~w − 〈~w, ~H〉~I(~ez, ~ez)− 〈~w, ~H0〉~I(~ez, ~ez) + 〈~w, ~H〉~I(~ez, ~ez) + 〈~w, ~H0〉~I(~ez, ~ez)
= ∇N~ez∇N~ez ~w −
e2λ
2





4e−2λ∇N~ez∇N~ez ~w = 2e−2λ
(
∇2~ez ,~ez +∇2~ez ,~ez
)
~w + 〈~w, ~H0〉 ~H0 − 〈~w, ~H0〉 ~H0
= ∆Ng ~w + g
−2 ⊗
(




Now, by (2.33) and (2.34), we finally have
4e−2λ〈∇2~ez ,~ez ~w,∇N~ez ~w〉dz = 4 ∂
(|∂N ~w|2g)− 〈∆Ng ~w, ∂ ~w〉+ g−2 ⊗ 〈~h0, ~w〉 ⊗ (~h0 ⊗˙ ∂ ~w)
− g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
= ∂




~I(~ez, ~ez),∇N~ez ~w〉dz = ∂
(|∇N ~w|2g)− 〈∆Ng ~w, ∂ ~w〉+ g−2 ⊗ 〈~h0, ~w〉 ⊗ (~h0 ⊗˙ ∂ ~w)
− g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
− 2 〈~w, ~H〉 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
)




~I(~ez, ~ez),∇N~ez ~w〉dz = −∂
(|∇N ~w|2g)+ 〈∆Ng ~w, ∂ ~w〉 − g−2 ⊗ 〈~h0, ~w〉 ⊗ (~h0 ⊗˙ ∂ ~w)
+ g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
+ 2 〈 ~H, ~w〉 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
)




~I(~ez, ~ez) = ∇Nd
dt
(
~I(~e1, ~e1) +~I(~e2, ~e2)
)
=















= e2λ∆Ng ~w − e−2λ
(




By (2.17), we have
〈~w,~I(~e1, ~e1)〉~I(~e1, ~e1) + 2〈~w,~I(~e1, ~e2)〉~I(~e1, ~e2) + 〈~w,~I(~e2, ~e2)〉~I(~e2, ~e2)
= 〈~w, 2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)〉
(
2Re ~I(~ez, ~ez) + 2~I(~ez , ~ez)
)
+ 2〈~w,−2 Im ~I(~ez, ~ez)〉
(
−2 Im ~I(~ez , ~ez)
)
+ 〈~w,−2Re ~I(~ez, ~ez) + 2~I(~ez, ~ez)〉
(






Re ~I(~ez, ~ez) +~I(~ez, ~ez)− Re ~I(~ez, ~ez) +~I(~ez, ~ez)
)
+ 〈~w,Re ~I(~ez, ~ez)〉
(
Re ~I(~ez, ~ez) +~I(~ez, ~ez) + Re ~I(~ez , ~ez)−~I(~ez , ~ez)
)
+ 2〈~w, Im ~I(~ez, ~ez)〉Im ~I(~ez, ~ez)
}
= 8〈~w,~I(~ez, ~ez)〉~I(~ez, ~ez) + 8〈~w,Re ~I(~ez, ~ez)〉Re ~I(~ez, ~ez) + 8〈~w, Im ~I(~ez, ~ez)〉Im ~I(~ez , ~ez)









where we use in the last line the following identity true for all a, b ∈ Cn
〈 · ,Re (a)〉Re (a) + 〈 · , Im (a)〉Im (a) = 1
4
〈 · , a+ a〉 (a+ a)− 1
4
〈 · , a− a〉 (a− a) = Re (〈 · , a〉a).
By (2.36) and (2.37), we obtain
4∇Nd
dt
~I(~ez , ~ez) = e
2λ
(








~I(~ez , ~ez) = ∆
N
g ~w − 2〈~w, ~H〉 ~H − 2Re
(




(I) = 4 e−2λ〈∇Nd
dt
~I(~ez, ~ez),∇N~ez ~w〉dz = 〈∆Ng ~w, ∂ ~w〉 − 2〈 ~H, ~w〉〈 ~H, ∂ ~w〉 − g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
− g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
. (2.39)
Finally, we obtain by (2.24), (2.28), (2.29), (2.35), (2.39)
d2
dt2
(Kgtdvolgt) = d Im
(




+ 〈∆Ng ~w, ∂ ~w〉 − 2〈 ~H, ~w〉〈 ~H, ∂ ~w〉 − g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
− g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
+ 2〈 ~H, ~w〉〈 ~H, ∂ ~w〉+ 2 g−1 ⊗ 〈~w,~h0〉 ⊗ 〈 ~H, ∂ ~w〉
− ∂ (|∇N ~w|2g)+ 〈∆Ng ~w, ∂ ~w〉 − g−2 ⊗ 〈~h0, ~w〉 ⊗ (~h0 ⊗˙ ∂ ~w)
+ g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
+ 2 〈~w, ~H〉 g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
)
+ 2 g−1 ⊗ 〈~h0, ~w〉 ⊗ 〈 ~H, ∂ ~w〉
− 2 g−2 ⊗ 〈~h0, ~w〉 ⊗
(
~h0 ⊗˙ ∂ ~w
)
− 2〈 ~H, ~w〉 g−1 ⊗
(




2〈∆Ng ~w − 2Re
(
g−2 ⊗ 〈~h0, ~w〉 ⊗ ~h0
)
, ∂ ~w〉 − ∂ (|∇N ~w|2g)
+ 4〈 ~H, ~w〉
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))












, ∂ ~w〉 − ∂ (|∇N ~w|2g)
− 2〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 8 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
⊗ 〈 ~H, ∂ ~w〉
)
(2.40)
by normality of ~w. In particular, observe that in codimension 1 we have ~w = w~n for some function
w : Σ→ R, and
∆Ng ~w = (∆gw) ~n, |∇N ~w|2g = |dw|2g , |~h0|2WP = | ~H|2 −Kg,
and as for a real function f , the following identity holds 2 Im (∂f) = ∗df , we recover (see [16]) for a




















where A is the Simons operator, defined by
A (~w) = e−2λ
2∑
i,j=1
〈~I(~ei, ~ej), ~w〉~I(~ei, ~ej) = 2〈 ~H, ~w〉~w + 2Re
(
g−2 ⊗ 〈~h0, ~w〉~h0
)
.
The last remark is immediate, thanks of the estimates
|d~w|g ∈ L∞(Σ), ∆Ng ~w ∈ L2(Σ, dvolg), ~H, |~h0|WP ∈ L2(Σ, dvolg).
This concludes the proof of the lemma.
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Thanks of this result, we can now compute the second derivative of the Onofri energy and show that
it satisfies the Entropy condition of [17], making it a natural smoother in the viscosity method (see
[28] and [27]).
Theorem 2.8. Let ~Φ : Σ→ Rn be a weak immersion, ε > 0 be a fixed positive real number, I = (−ε, ε)
be a fixed interval, {~Φt}t∈I be a C2 family of weak immersions, {g0,t}t∈I be a family of constant Gauss




t gRn , gt = e









































〈 ~H, ∂ ~w〉 − g−1 ⊗
(

















〈dα⊗ dα, d~w ⊗˙ d~w〉gdvolg −
∫
Σ
































〈 ~H, ∂ ~w〉 − g−1 ⊗
(



















, ∂ ~w〉 − 〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 4 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
























|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
dvolg. (2.43)
Furthermore, DO(~Φ) is a continuous linear map on E~Φ(Σ,R
n) and we have the estimates
‖DO(~Φ)‖E ′
~Φ

























































where CPW = CPW(g0) is the Poincaré-Wirtinger constant for the injection L2(Σ, g0)/R →֒ W˙ 1,2(Σ, g0).
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Proof. Step 1: First derivative of the Onofri energy.


























By the Liouville equation, we have
−∆gtαt = Kgt −Kg0e−2αt (2.45)














































Now, we recall the formulas
d
dt



























































∂xiαt · ∂xjαt dvolgt +
∫
Σ










= (1) + (2) + (3). (2.47)













































































dαt ∧ ωt − 2
∫
Σ


























gi,jt ∂xj ( · ) + ∂xi
(































〈∂xi~Φt,∇∂xj ~w〉+ 〈∂xj ~Φt,∇∂xi ~wt〉
)









〈∂xi~Φt,∇∂xj ~wt〉+ 〈∂xj ~Φt,∇∂xi ~wt〉
)























〈∂xi~Φt,∇∂xj ~wt〉+ 〈∂xj ~Φt,∇∂xi ~wt〉
)
∂xj ( · )
)
. (2.52)
Therefore, we have by (2.52)
d
dt





































































= −2 {(1) + (2)} − 2
∫
Σ
αt〈d~Φt, d~wt〉gt∆gtαt dvolgt (2.53)
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αt〈d~Φt, d~wt〉gt∆gtαt dvolgt = 2
∫
Σ






Therefore, by (2.51), (2.53) and (2.54), we obtain
(II) + (III) = −2 {(1) + (2)} − 2
∫
Σ






















(αt + λ) e−2αtdvolgt =
∫
Σ







































































(1 + 2αt)e−2αt〈d~Φt, d~wt〉dvolgt . (2.56)










+ (3) = −2 {(1) + (2)}+Kg0
∫
Σ
















= −{(1) + (2)}+Kg0
∫
Σ
























dαt ∧ ωt (2.58)































〈 ~H, ∂ ~w〉 − g−1 ⊗
(

















〈 ~H, ∂ ~w〉 − g−1 ⊗
(








































〈 ~H, ∂ ~w〉 − g−1 ⊗
(









Therefore, we obtain the estimate by Cauchy-Schwarz and Minkowski’s inequalities (recall that g0 has

























































































satisfies the Energy bound condition of the main theorem in [17]. Notice that by the refined Onofri




















and an upper-bound on Wσ implies also a uniform bound on DWσ (actually, as we shall see, it also
implies a uniform control on the second derivative D2Wσ).
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Step 2: Computation of the second derivative of Onofri’s energy and energy bound. We





|d~w|2g + 〈d~Φ, d~w〉2g − 16
(





|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
dvolg (2.60)
where | · |WP is the Weil-Petersson product with respect to the metric g. In a complex chart z, we
identify g = e2λ|dz|2 with e2λdz⊗dz and for any quadratic differential ~α = ~F (z)dz2 or symmetric tensor
~β = ~G(z)dz ⊗ dz with values into Rn, we define
|~α|2WP = g−2 ⊗
(
~α ⊗˙ ~α) = e−4λ|~F |2, |~β|2WP = g−2 ⊗ (~β ⊗˙ ~β) = e−4λ|~G|2.
The last formula may not be presented under this form in general, so we will add a derivation of it. By
[16] for example, we have
d2
dt2
(dvolgt)|t=0 = |d~w|2g + 〈d~Φ, d~w〉2g − e−4λ
(
2〈∇~e1 ~w,~e1〉2 + 2〈∇~e2 ~w,~e2〉2 + (〈∇~e1 ~w,~e2〉+ 〈∇~e2 ~w,~e1〉)2
)
.
Now, we have by identifying ∇∂z and ∂ = ∇∂z ( · )⊗ dz the identities
~e1 = ~ez + ~ez = (∂ + ∂)~Φ
~e2 = i(~ez − ~ez) = i(∂ − ∂)~Φ.
Then we find that
e−4λ
{
2〈∇~e1 ~w,~e1〉2 + 2〈∇~e2 ~w,~e2〉2 + (〈∇~e1 ~w,~e2〉+ 〈∇~e2 ~w,~e1〉)2 = 2〈(∂ + ∂)~Φ, (∂ + ∂)~w〉2
+ 2〈(∂ − ∂)~Φ, (∂ − ∂)~w〉2 +
(








∂~Φ ⊗˙ ∂ ~w + ∂~Φ ⊗˙ ∂ ~w
)2
+ 16e−4λ|∂~Φ ⊗˙ ∂ ~w|2




(dvolgt)|t=0 = |d~w|2g + 〈d~Φ, d~w〉2g − 16
(
|Re (∂~Φ ⊗˙ ∂ ~w)|2WP + |∂~Φ ⊗˙ ∂ ~w|2WP
)
The formula given in [24] is
d2
dt2
(dvolgt)|t=0 = |d~w|2g + 〈d~Φ, d~w〉2g −
1
2
|d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ|2g,
where in local coordinates, we have
d~Φ ⊗˙ d~w =
2∑
i,j=1
〈∂xi ~w,∇∂xi ~w〉dxi ⊗ dxj ,
which implies that

















4〈∇~e1 ~w,~e1〉2 + 4〈∇~e2 ~w,~e2〉2 + 2 (〈∇~e1 ~w,~e2〉+ 〈∇~e2 ~w,~e1〉)2
)
which coincides with formula 2.60.























































dαt ∧ dωt (2.61)















− e−4λ〈∇~ei ~w,∇~ej ~w〉+ 2e−4λ〈d~Φ, d~w〉g
(〈∇~ei ~w,~ej〉+ 〈∇~ej ~w,~ei〉)
− δi,je−2λ
(
2〈d~Φ, d~w〉2g − 16|Re (∂~Φ ⊗˙ ∂ ~w)|2WP − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)}
. (2.62)
Therefore, we have (in the following expression, we will not always write explicitly that the expression













































































































































































































































= (I) + (II) + (III) + (IV) + (V) + (VI) + (VII) + (VIII) + (IX). (2.63)
























































〈d~w ⊗˙ d~w, dα⊗ dα〉gdvolg − 4
∫
Σ


































〈d~Φ, d~w〉2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
dvolg
We estimate directly as |〈d~Φ, d~w〉g| ≤
√
2|d~w|g and |∇~Φ| =
√
2eλ
























































(〈∇~ei ~w,~ej〉+ 〈∇~ej ~w,~ei〉)(∂xi ( ddtαt
)










〈d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ, dα⊗ dα′0 + dα′0 ⊗ dα〉gdvolg. (2.66)















































〈d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ, dα⊗ dα〉g〈d~Φ, d~w〉gdvolg. (2.68)




































































































α′0〈d~Φ, d~w〉gdvolg0 . (2.74)










∣∣∣∣ ≤ 2√2|Kg0 | ∫
Σ
|α′0|dvolg0 ‖|d~w|g‖L∞(Σ) (2.75)































∣∣∣∣ ≤ 1√2 ‖|d~w|g‖L∞(Σ) . (2.76)
Furthermore, by Cauchy-Schwarz and Poincaré-Wirtinger inequalities, we have for some universal con-

















where the last inequality follows from the conformal invariance of the Laplacian in dimension 2. There-








∣∣∣∣ dvolg0 + ∣∣∣∣∫
Σ
α′0dvolg0










Finally, by (2.75) and (2.78), we have


























|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
dvolg0 (2.80)
we trivially have as g0 has unit volume
|(VII)| ≤ 2|Kg0 | ‖|d~w|g‖2L∞(Σ) = 8π|χ(Σ)| ‖|d~w|g‖2L∞(Σ) ≤ 8π|χ(Σ)|‖~w‖2E~Φ(Σ,Rn). (2.81)
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〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
. (2.82)
















































, ∂ ~w〉 − ∂ (|∇N ~w|2g)
− 2〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 8 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
⊗ 〈 ~H, ∂ ~w〉
)
. (2.84)




dα ∧ Im (∂|∇N ~w|2g) =
∫
Σ
dα ∧ ∗d|∇N ~w|2g =
∫
Σ
























〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 4 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
⊗ 〈 ~H, ∂ ~w〉
)
(2.85)
Now, by the Liouville equation, we have (recall that g = e2αg0)
−∆gα = Kg −Kg0e−2α,
















| ~H |2dvolg −
∫
Σ





2W (~Φ) + 2π|χ(Σ)| − 2πχ(Σ)
)
‖|d~w|g‖2L∞(Σ) (2.86)








































































Therefore, we finally obtain by (2.86) and (2.87) the bound
|(IX)| ≤
(











































Now, by (2.61), (2.64), (2.66), (2.68), (2.70), (2.72), (2.74), (2.80), (2.82), and (2.85), we obtain
D2O˜(~Φ)(~w, ~w) = 2
∫
Σ
〈d~w ⊗˙ d~w, dα⊗ dα〉gdvolg − 4
∫
Σ









































〈 ~H, ∂ ~w〉 − g−1 ⊗
(















, ∂ ~w〉 − 〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 4 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)









〈dα⊗ dα, d~w ⊗˙ d~w〉gdvolg − 2
∫
Σ




























, ∂ ~w〉 − 〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 4 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)


















〈 ~H, ∂ ~w〉 − g−1 ⊗
(






By gathering the estimates (2.65), (2.67), (2.69), (2.71), (2.73), (2.79), (2.81), (2.83), (2.88), we obtain







































































































































































































|d~w|2g + 〈d~Φ, d~w〉2g − 16|Re(∂~Φ ⊗˙ ∂ ~w)|2WP − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
dvolg.
We estimate this term directly as∣∣∣∣D2(O − 12 O˜
)
(~Φ)(~w, ~w)
∣∣∣∣ ≤ 2|Kg0 | ‖|d~w|g‖2L∞(Σ) = 4π|χ(Σ)| ‖|d~w|g‖2L∞(Σ) ≤ 4π|χ(Σ)|‖~w‖2E~Φ(Σ,Rn).
(2.90)
Finally, by (2.89) and (2.90), we obtain
|D2O(~Φ)(~w, ~w)| ≤
(









































which concludes the proof of the theorem.
Corollary 2.9. Under the hypothesis of Theorem 2.8, suppose if Σ = S2 and that we have fixed an
Aubin gauge. Then D2O(~Φ) is a continuous linear map on E~Φ(Σ,R
n) and we if Σ = S2for have for a











where CPW = CPW(g0) is the Poincaré-Wirtinger constant for the injection L2(Σ, g0)/R →֒ W˙ 1,2(Σ, g0).



































































Combining (2.91) and (2.92), we obtain by Cauchy’s inequality
|D2O(~Φ)(~w, ~w)| ≤
(




































































The estimate for Σ 6= S2 is the exact identical and this concludes the proof of the corollary.
3 The approximate tangent space at branched immersions
In this section, we introduce the different possible definitions for the Morse index of a branched Willmore
immersions. As unbranched Willmore surfaces are real-analytic, there is no difficulty in defining the
Morse index as the dimension of the maximal subspace where the second derivative is negative definite.
However, the space of (branched) weak immersions cannot be endowed with a Banach space structure,
there are a priori three possible definitions for the Morse index depending on the smoothness of the
variations considered.
3.1 Branched weak immersions with finite total curvature
Definition 3.1. Let Σ be a closed Riemann surface and fix a conformal map ~Φ ∈ Cl,α(Σ,Rn) for some
l ≥ 1 and 0 ≤ α ≤ 1. We say that ~Φ has a branch point of order θ0 ≥ 2 at some point p ∈ U if there
exists a neighbourhood U of p such that the restriction ~Φ|U\{p} : U \ {p} → Rn is an immersion and if
there exists a coordinate z : U → D2 ⊂ C such that z(p) = 0 and for some ~A0 ∈ Cn \ {0},





We say that ~Φ is a branched immersion if ~Φ is an immersion outside finitely many points p1, · · · , pm ∈ Σ







4| ~Hg|2 − 2Kg
)
dvolg <∞.
if g = ~Φ∗gRn is the (branched) pull-back metric and ~Ig is the second fundamental form of ~Φ.
Thanks of the Gauss-Bonnet theorem for C1,α (for some 0 < α ≤ 1) branched immersions ~Φ : Σ→ Rn
of finite total curvature (see [11]), we have∫
Σ





which is a finite quantity as there are finitely many branch points. In particular, finite total curvature
and finite Willmore energy are equivalent for C1,α (with 0 < α ≤ 1) branched immersions with finite
total curvature .
The definition of branch point can be actually relaxed to the setting of weak W 2,2-immersions : this
is a classical theorem of Müller and Šverák ([21]), using the previous contribution of Shiohama ([29]).
The version that we will use is given by the following proposition.
Proposition 3.2 (Rivière, [26] ). Let ~Φ ∈W 1,2(D2,Rn)∩W 2,2loc (D2 \{0} ,Rn) be a conformal immersion
of D2\{0} such that ~Φ has finite total curvature and log |∇~Φ| ∈ L∞loc(D2\{0}). Then ~Φ ∈W 1,∞(D2,Rn),
~Φ is conformal on D2, and there exists an integer θ0 ∈ N \ {0} and α > 0 such that
e2λ = 2|∂z~Φ(z)|2 = α|z|2θ0−2 (1 + o(1)) .
This Proposition first allows us to relax the notion of branched immersions. Weak branched immer-
sions are defined as follows
Eb(Σ,Rn) =W 2,2 ∩W 1,∞(Σ,Rn) ∩
{
~Φ : ~Φ has finite total curvature and




|d~Φ ∧ d~Φ|g0 > 0
}
Here D2ε(pj) designs a geodesic disk of radius ε > 0 around pj with respect to any fixed smooth metric.
We now define the order of a point of a weak branched immersion as follows.
Proposition 3.3. Let ~Φ ∈ Eb(Σ,Rn) be a weak immersion of finite total curvature. Then for all p ∈ Σ,
there exists an integer θ0 = θ0(p) ≥ 1 such that for all complex chart z defined on an neighbourhood of
p such that z(p) = 0, there exists α = α(z) > 0 such that
e2λ = 2|∂z~Φ|2 = α|z|2θ0−2 (1 + o(1)) .
We say that p is a branch point of order θ0(p) ≥ 1.
Remark 3.4. This definition of order of branch point does not agree with the classical definition of
branch point of algebraic curves (see [8] for example), as the order of the branch point is defined to
be θ0(p) − 1 > 0 (whenever this strict inequality holds), while for θ0(p) = 1 we see that the curve is
unbranched at p. However, in the general context where we set ourselves logarithmic singularities may
occur for θ0 = 1 (the inversion of the catenoid for example exhibits this singular behaviour), which are
of course excluded for algebraic curves, but need to be taken into account here.
Lemma 3.5. Let ~Φ ∈ Eb(Σ,Rn) be a branched immersion of finite total curvature. Then the following
Gauss-Bonnet formula holds ∫
Σ




In particular, ~Φ has finite total curvature if and only if it has finite Willmore energy.
Proof. Let α : Σ→ R be the measurable function given by the uniformisation theorem such that
g = e2αg0,
where g0 is a metric of constant Gauss curvature Kg0 and unit volume. Thanks of Proposition 3.2, we
obtain by the Liouville equation





where only finitely many terms are non-zero in the sum in (3.1). By integrating this equation with
respect to the natural volume form we obtain the desired formula∫
Σ




and this concludes the proof of the lemma.
Now, we have the following a priori estimate.
Proposition 3.6. Let Σ be a closed Riemann surface 2 < p < ∞ and n ≥ 3 fixed. There exists a
universal constant C1 = C1(n, p,Σ) <∞ such that for all weak immersion ~Φ ∈ E (Σ,Rn)∩W 2,p(Σ,Rn),
we have ∫
Σ
















| ~H |2dvolg − 2πχ(Σ)










such that each open Bj does not intersect more than N(Σ) elements of the collection {B1, · · · , Bm}, and






Now, up to shrinking the Bj , we can assume that each Bj is included in a chart domain, so we assume





In particular, thanks of a theorem of Hélein ([9]), there exists a moving frame (~˜e1, ~˜e2) such that
−∆λ = ∂x1~˜e1 · ∂x2~˜e2 − ∂x2~˜e1 · ∂x1~˜e2











Let ν ∈ W 1,20 (D2) be the solution of the equation
−∆ν = ∂x1~˜e1 · ∂x2~˜e2 − ∂x2~˜e1 · ∂x1~˜e2.
Then by Wente’s inequality, ν ∈W 1,20 (D2) ∩ C0(D2) and
















by (3.2) and (3.3). As the function λ− ν is harmonic, there exists Γ1,Γ2 > 0 such that





Therefore, there exists λ ∈ R and a universal constant C > 0 (depending only on the conformal class of








∆~Φ = 2e2λ ~H.














































Finally, by (3.5), we see that there exists a universal constant C = C(p) such that∫
D2(0,1/4)




Finally, by the Besicovitch covering theorem we obtain the final claim.
Remark 3.8. Now, consider the following relaxation of the area functional










































Notice that we can always construct a sequence critical points satisfying this inequality together with
the expected Morse index bound as long as the right-hand side of (3.6) is replace by a positive function
which does not belong to L1([0, 1]) (see [17]).
















































)W (~Φ) ≤ 1





In particular, we have as A (~w) ≤ 2|d~w|g|~I|g

















and∣∣∣DF (~Φ)(~w)∣∣∣ ≤ 2 ‖|d~w|g‖L∞(Σ) ∫
Σ
(










































































Therefore, Aσ satisfies the Energy condition of [17] (which says that the norm operator of DAσ stays















































Likewise, the second derivative satisfies the same estimate, so we see that the proof of the lower semi-
continuity of the index for minimal surfaces obtained by the viscosity method in [24] could be adapted
to this relaxation of the area, if the hard analysis for σ → 0 could be carried in a similar fashion.
Finally, one should notice that for immersions with valued into a closed manifold the second derivative
of the relaxation term Aσ − A0 would only change by curvature terms which are of 0-th order at the
PDE level, so they would not change the general bounds obtained previously.
3.2 The second derivative of the Willmore energy and viscous approxima-
tions
We first recall that in [27] the following functional is introduced for all σ > 0


































−2〈∇~ei ~w,∇~ej ~w〉+ 4〈d~Φ, d~w〉g
(〈∇~ei ~w,~ej〉+ 〈∇~ej ~w,~ei〉))~I(~ei, ~ej)















= −2~I g (d~w ⊗˙ d~w) + 4〈d~Φ, d~w〉g~I g
(




〈d~Φ, d~w〉2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
~H
− 〈∆g ~w, d~Φ〉 g d~w − 2(∇ d~w)N g
(
d~Φ ⊗˙ d~w + d~w ⊗˙ d~Φ
)
.
where A (~w) is the Simons operator. In particular, we obtain
d
dt
| ~Hgt |2|t=0 = 2〈∇Nd
dt
~H, ~H〉 = 〈∆Ng ~w +A (~w), ~H〉
d2
dt2








































〈∆Ng ~w +A (~w), ~H〉dvolg +
∫
Σ
| ~H |2〈d~Φ, d~w〉gdvolg (3.7)
Furthermore, as A (~w) ≤ 2|d~w|g|~I|g, we have











As ~H ∈ L2(Σ, dvolg), we see that by Cauchy-Schwarz inequality that (3.7) is well-defined. Actually, we
see that (3.7) is well-defined if and only if 〈∆Ng ~w, ~H〉 ∈ L1(Σ, dvolg). Now, we compute



































〈d~Φ, d~w〉2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)
| ~H |2 −
〈











∣∣∆Ng ~w +A (~w)∣∣2 + 2〈∆Ng ~w +A (~w), ~H〉〈d~Φ, d~w〉g + | ~H |2 (|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP)}dvolg. (3.9)








a condition which is not satisfied for all variations ~w ∈W 2,2~Φ ∩W
1,∞(Σ,Rn) if ~Φ is a branched immersion.
Indeed, at a branch point of multiplicity θ0 ≥ 2, the metric admits the a development (in some complex
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chart (z, U) such that z : U → D2 ⊂ C and z(p) = 0 around the branch point) e2λ = γ|z|2θ0−2 (1 +O(|z|))









In particular, if ~w is a smooth variation, then (by the analysis of [3] or [19]) ~w admits the following
expansion for some ~A ∈ Cn






In particular, there are no conditions if the branch point is of multiplicity 1.
Denoting








DF (~Φ)(~w, ~w) = 2
∫
Σ
〈 ~H,∆Ng ~w +A (~w)〉
(






1 + | ~H |2
)2
〈d~Φ, d~w〉gdvolg.
Then, we compute (where the derivatives are meant to be taken at t = 0)







































































〈∆Ng ~w +A (~w), ~H〉2dvolg + 4
∫
Σ
〈d~Φ, d~w〉g〈 ~H,∆Ng ~w +A (~w)〉
(







|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)(




D2Wσ(~Φ)(~w, ~w) = D













































































〈∆Ng ~w +A (~w), ~H〉2dvolg + 4
∫
Σ
〈d~Φ, d~w〉g〈 ~H,∆Ng ~w +A (~w)〉
(







|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)(












〈dα⊗ dα, d~w ⊗˙ d~w〉gdvolg −
∫
Σ
































〈 ~H, ∂ ~w〉 − g−1 ⊗
(



















, ∂ ~w〉 − 〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 4 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)






























The goal of the next sections is to give a reasonable definition of the index though the second derivative,
as this is an index that one can hope to compute explicitly (see [16] for a first result in this direction),
contrary to a C0 index which seems elusive to us.
3.3 On the definition of Morse index of branched Willmore immersions













for some C2 family {~Φt}t∈I ∈ E (Σ,Rn)
for some fixed 0 < α < 1, such that ~Φ0 = ~Φ and t 7→W (~Φt) is Cl
}
.
Notice that imposing {~Φt}t∈I to be C2 could be relaxed to C1 or C0 (respectively for Var0 and Var1),
but as variations may be taken as ~Φt = ~Φ + t ~w for some ~w ∈ W 2,2~Φ ∩W
1,∞(Σ,Rn), the condition is not
restrictive.
To have a differential notion of the index for a functional as the Willmore functions defined on the
space of branch Sobolev immersions, which cannot be equipped with a Banach space structure, we must
restrict to variations {~Φt}t∈I such that the map I → R, t 7→ W (~Φt) is C2. Therefore, we define the
restricted notion of index as follows.
Definition 3.9. Let Σ be a closed Riemann surface and let ~Φ : Σ → Rn be a branched Willmore
immersion. Then the index of ~Φ, denoted by IndW (~Φ) is defined as the dimension of the maximal sub-
vector space V ⊂ Var2(~Φ) on which the second variationD2W (~Φ) is negative definite. Likewise we define
the W index denoted by IndW (~Φ) where W is replaced by W .
Remark 3.10. In general, we could define the index as the dimension of the maximal sub-vector space
V ⊂ Var0(~Φ), such that for all ~w ∈ V , there exists a path {~Φ}t∈I : Σ→ Rn of branched immersions such
that W (~Φt) < W (~Φ) for all t ∈ I \ {0}. However, it seems difficult to estimate this index, and this is
why we need a differential index.
The next lemma shows that that the the weakest possible notion of index preserves the branch points.
Lemma 3.11. Let ~Φ : Σ → Rn be a branched Willmore surface, ε > 0, I = (−ε, ε) and {~Φt}t∈I be
family of branched immersions of finite total curvature such that ~Φ0 = ~Φ, and assume that the map
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I : t 7→W (~Φt) is continuous and
W (~Φt) < W (~Φ) for all t ∈ I \ {0} .
Then for |t| small enough, the map ~Φt : Σ → Rn has branch points located exactly at the branch points














then we have the estimate |d~w|g ∈ L∞(Σ).
Proof. Without loss of generality, we can assume that ~Φ = ~Φ + t ~w for some ~w ∈ W 2,2~Φ ∩W
1,∞(Σ,Rn).
Let p ∈ Σ be a branch point of ~Φ and z a complex chart at p such that z(p) = 0. Thanks of Proposition
3.3, there exists θ0 = θ0(p) ∈ N \ {0}, and ~A0 ∈ Cn \ {0} (normalised such that 2| ~A0|2 = 1) such that
∂z~Φ = ~A0z
θ0−1 +O(|z|θ0)
e2λ = 2|∂z~Φ|2 = |z|2θ0−2 (1 +O(|z|)) , (3.12)
As the normal ~n : Σ → Gn−2(Rn) admits the following Taylor type expansion for all thanks of the
Corollary 4.24 of [19]:
~n = Re




+O(|z|θ0+1 logp0 |z|), (3.13)
where 1 ≤ k+ l ≤ θ0 for all the finitely many (k, l, p) ∈ Z×Z×N such that ~Ak,l,p 6= 0 and 1 ≤ k+ l ≤ θ0
(we take ~Ak,l,p to be 0 outside of this range, and we also know that for all fixed k, l, there exists only
finitely many p ∈ N such that ~Ak,l,p 6= 0). Furthermore, up to shrinking the domain of z, we can find a
local trivialisation ~n1, · · · , ~nn−2 : Σ→ Rn such that |~nj | = 1 for all 1 ≤ j ≤ n and
~n = ~n1 ∧ · · · ∧ ~nn−2.





for some functions wj : W 2,2 ∩W 1,∞(Σ,R). In particular, by standard regularisation, we can assume
that wj ∈ C∞(Σ,R). Therefore, there exists α ∈ N∗ and β ∈ N and a measurable function ~T such that
∂z ~w = ~T (z) + o(|z|α−1 logβ |z|), C−1|z|α−1 logβ |z| ≤ ~T (z)| ≤ C|z|α−1 logβ |z| (3.14)
so we obtain if α > θ0 the estimate ∂z ~w = O(|z|θ0), so
∂z~Φt = ∂z~Φ + t∂z ~w = ~A0zθ0−1 +O(|z|θ0),
so for all t ∈ I, ~Φt : Σ→ Rn has a branch point at p of order θ0. Now, thanks of Proposition 3.3, there
exists m(t) ∈ N and γt > 0 such that (up to the composition of a local conformal diffeomorphism)
e2λt =
√
det(gt) = γt|z|2m(t)−2 (1 + o(1)) , (3.15)
If α ≤ θ0 − 1, we compute
1
4





















〈∂z~Φ, ∂z ~w〉〈∂z ~w, ∂z ~w〉
))
+ t4




γ2t |z|4m(t)−4 (1 + o(1)) . (3.16)
Furthermore, thanks of this expansion (3.16), (3.12) and (3.13) (also recall that ~Φ enjoys the same type
of expansion as ~n in (3.13)), there exists a sequence of C-valued polynomials Pk,l,p(t) of degree at most



















= γ2t |z|4m(t)−4 (1 + o(1)) ,
where k, l ∈ Z and the polynomials Pk,l,p are almost all zero, that is, all but finitely many. In particular,
if |t| is small enough such that |a1t+ a2t2 + a3t3 + a4t4| < 1/2, we must have the inequality m(t) ≤ θ0.
Finally, we deduce that for all t ∈ I \ {0} small enough, ~Φt has a branch point at p of constant order
θ0(p, t) ≤ θ0(p) independent of t. In particular, if ~Φt cannot have branch points at a point p ∈ Σ where
~Φ is unbranched.
Now, assume by contradiction that p ∈ Σ is such that for all |t| sufficiently small, θ0(p, t) < θ0(p).
By the Gauss-Bonnet theorem for branched immersions with finite total curvature (see Lemma 3.5), we
obtain∫
Σ
Kgtdvolgt = 2πχ(Σ) + 2π
m∑
j=1
(θ0(pj , t)− 1) ≤ 2πχ(Σ) + 2π
m∑
j=1





In particular, as t 7→W (~Φt) is continuous, for all 0 < ε < 2π, there exists δ > 0 such that for all |t| < δ∣∣∣∣∫
Σ




∣∣∣∣ < ε (3.18)













Kgdvolg + 2π − ε = W (~Φ) + 2π − ε > W (~Φ),
and in particular, {~Φt}t∈I cannot be a negative variation and we deduce the Lemma from this stronger
observation.
Remark 3.12. This argument would not give any information if we had chosen the W -index, that is





but as we want to define an index conformally invariant we chose the W -index. The conformal invariance
is needed as we can only hope to compute the W -index of Willmore spheres, looking at the explicit
expression in [16].
Lemma 3.13. Let Σ be a closed Riemann surfaces and let ~Φ : Σ → Rn be a smooth immersion. Then
we have for all ~w ∈ Var(~Φ)
∆Ng ~w = (∆g ~w)





















As for all vector ~X ∈ Rn, we have
~X⊤ = −2 g−1 ⊗ 〈 ~X, ∂~Φ〉 ⊗ ∂~Φ− 2 g−1 ⊗ 〈 ~X, ∂~Φ〉 ⊗ ∂~Φ,
we obtain (writing ~ez = ∂z~Φ)
∇N∂z∇N∂z ~w = ∇N∂z
(
∇∂z ~w −∇⊤∂z ~w
)
= ∇N∂z∇∂z ~w +∇N∂z
(
2e−2λ〈∇∂z ~w,~ez〉~ez + 2e−2λ〈∇∂z ~w,~ez〉~ez
)
= ∇N∂z∇∂z ~w + 2e−2λ〈∇∂z ~w,~ez〉∇N∂z~ez + 2e−2λ〈∇∂z ~w,~ez〉∇N∂z~ez
= ∇N∂z∇∂z ~w + 〈∇∂z ~w,~ez〉 ~H0 + 〈∇∂z ~w,~ez〉 ~H, (3.19)
where we used the notations
~H0 = 2 e
−2λ~I(~ez, ~ez) = 2 e
−2λ∇N∂z~ez
~H = 2 e−2λ~I(~ez , ~ez) = 2 e
−2λ∇N∂z~ez.
Likewise, we have
∇N∂z∇N∂z ~w = ∇N∂z∇∂z ~w + 〈∇∂z ~w,~ez〉 ~H + 〈∇∂z ~w,~ez〉 ~H0.
As
∇N∂z∇∂z ~w = ∇∂z∇∂z ~w − (∇∂z∇∂z ~w)⊤ = ∇∂z∇∂z ~w + 2e−2λ〈∇∂z∇∂z ~w,~ez〉~ez + 2e−2λ〈∇∂z∇∂z ~w,~ez〉~ez,
(3.20)
and
∆g ~w = 2e−2λ
(∇∂z∇∂z +∇∂z∇∂z) ~w, (3.21)
we obtain by (3.19), (3.20) and (3.21) the identity
∆Ng ~w = ∆g ~w + 2e
−2λ〈∆g ~w,~ez〉~ez + 2e−2λ〈∆g ~w,~ez〉~ez + 2e−2λ
(
〈∇∂z ~w,~ez〉+ 〈∇∂z ~w,~ez〉~ez
)
~H
+ 2e−2λ〈∇∂z ~w,~ez〉 ~H0 + 2e−2λ〈∇∂z ~w,~ez〉 ~H0
= ∆g ~w + 4 g−1 ⊗ Re
{
(∆g ~w ⊗˙ ∂~Φ)⊗ ∂~Φ+ g−1 ⊗
(





















and this concludes the proof of the lemma.
Lemma 3.14. Let ~Φ ∈ E~Φ(D2,Rn) be a weak branched immersion with finite total curvature assume
that ~Φ has a unique branch point at z = 0 of multiplicity θ0 ≥ 2 and let ~w ∈ E~Φ(Σ,Rn) be an admissible








|∆Ng ~w|2dvolg + C
(
α2






where ∇2 is the normal gradient defined in (2.23).
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Proof. We first compute thanks of the Ricci identity
∇N~ez∇N~ez∇N~ez ~w = ∇N~ez∇N~ez∇N~ez ~w +RN(~ez, ~ez)∇N~ez ~w
= ∇N~ez∇N~ez∇N~ez ~w +~I(∇~ez∇N~ez ~w,~ez)−~I(~ez,∇~ez∇N~ez ~w).
Furthermore, we have directly
∇~ez∇N~ez ~w = 2e−2λ〈∇~ez∇N~ez ~w,~ez〉~ez + 2e−2λ〈∇~ez∇N~ez ~w,~ez〉~ez
= −〈∇N~ez ~w, ~H0〉~ez − 〈∇N~ez ~w, ~H〉~ez
∇N~ez∇N~ez ~w = −〈∇N~ez ~w, ~H〉~ez − 〈∇N~ez ~w, ~H0〉~ez.
Therefore, we finally obtain
∇N~ez∇N~ez∇N~ez ~w = ∇N~ez∇N~ez∇N~ez ~w +
1
2
e−2λ〈∇N~ez ~w, ~H0〉 ~H0 +
1
2
e−2λ〈∇N~ez ~w, ~H〉 ~H −
1
2
〈∇N~ez ~w, ~H〉 ~H −
1
2
〈∇N~ez ~w, ~H0〉 ~H0
= ∇N~ez∇N~ez∇N~ez ~w +
1
2
e−2λ〈∇N~ez ~w, ~H0〉 ~H0 −
1
2







while by Ricci’s identity
∇N~ez∇N~ez ~w = ∇N~ez∇N~ez ~w +RN (~ez, ~ez)~w
= ∇N~ez∇N~ez ~w +~I(∇~ez ~w,~ez)−~I(~ez,∇~ez ~w)
= ∇N~ez∇N~ez ~w + 2e−2λ
(
〈∇~ez ~w,~ez〉~I(~ez, ~ez) + 〈∇~ez ~w,~ez〉~I(~ez, ~ez)− 〈∇~ez ~w,~ez〉~I(~ez, ~ez)− 〈∇~ez ~w,~ez〉~I(~ez, ~ez)
)
= ∇N~ez∇N~ez ~w + 〈∇~ez ~w,~ez〉 ~H0 − 〈∇~ez ~w,~ez〉 ~H0 (3.23)
as by normality
2e−2λ〈∇~ez ~w,~ez〉~I(~ez, ~ez) = −
e2λ
2
〈~w, ~H〉 ~H = 2e−2λ〈∇~ez ~w,~ez〉~I(~ez, ~ez).
Therefore, we obtain from (3.22) and (3.23) the identity
∆N ~w = 4∇N~ez∇N~ez ~w + 2
(
〈∇~ez ~w,~ez〉 ~H0 − 〈∇~ez ~w,~ez〉 ~H0
)





In particular, observe as ∆N ~w is real and 〈∇~ez ~w,~ez〉 ~H0 − 〈∇~ez ~w,~ez〉 ~H0 is imaginary pure∣∣∣∇N~ez∇N~ez ~w∣∣∣2 =





|∆N ~w|2 + 1
2





〈∇~ez ~w,~ez〉2〈 ~H0, ~H0〉
)


















































































e−2λ〈∇N~ez ~w, ~H0〉〈∇N~ez ~w, ~H0〉
ρ2|dz|2
|z|2α .
Thanks of (3.24), we have
〈∇N~ez∇N~ez ~w,∇N~ez∇N~ez ~w〉 = |∇N~ez∇N~ez ~w|2 + 〈∇~ez ~w,~ez〉〈 ~H0,∇N~ez∇N~ez ~w〉 − 〈∇~ez ~w,~ez〉〈 ~H0,∇~ez∇N~ez ~w〉
=
∣∣∣∣14∆N ~w + 12 ((〈∇~ez ~w,~ez〉 ~H0 − 〈∇~ez ~w,~ez〉 ~H0))
∣∣∣∣2 + 〈∇~ez ~w,~ez〉〈 ~H0,(〈∇~ez ~w,~ez〉 ~H0 − 〈∇~ez ~w,~ez〉 ~H0)〉
− 〈∇~ez ~w,~ez〉〈 ~H0,
(






|∆N ~w|2 + 1
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2|dz|2 + (I) + (II) + (III) + (IV) + (V) + (VI). (3.25)









































































































































































Now, as z = 0 is a branched point of order θ0, there exists γ > 0 such that
g = e2λ|dz|2 = γ|z|2θ0−2(1 +O(|z|))|dz|2,
In particular, we have for some constant C0 = C0(~Φ) the estimate
1
C0(~Φ)
|z|2θ0−2 ≤ e2λ ≤ C0(~Φ)|z|2θ0−2 (3.30)


































































































Now, recall the expansion from [19]





where the rest 2(∂zλ) − (θ0 − 1)/z is en element of C0,α for all 0 < α < 1. In particular, there exists
C1 = C1(~Φ) > 0 such that
4|∇λ|2 = 8|∂zλ|2 ≤ C1|z|2
This implies that










Now, recall that by the Ricci equation(
∇2~ez ,~ez −∇2~ez,~ez
)
















|∇2~ei,~ej ~w|2 = |∇2~ez+~ez ,~ez+~ez ~w|2 + |∇2~ez+~ez ,i(~ez−~ez) ~w|




∣∣∣∣2Re (∇2~ez ,~ez ~w) + 12∆N ~w
∣∣∣∣2 + ∣∣∣−2 Im (∇2~ez ,~ez ~w)− i(∇2~ez ,~ez −∇2~ez ,~ez )~w∣∣∣2
+
∣∣∣−2 Im (∇2~ez ,~ez ~w)+ i(∇2~ez ,~ez −∇2~ez ,~ez )~w∣∣∣2 +
∣∣∣∣2Re (∇2~ez ,~ez ~w) + 12∆N ~w
∣∣∣∣2
= 4
∣∣Re (∇2~ez ,~ez ~w)∣∣2 + 4 ∣∣Im (∇2~ez ,~ez )∣∣+ 12 |∆N ~w|2 + 2 ∣∣(∇2~ez ,~ez −∇~ez ,~ez)~w∣∣2
= 4|∇2~ez,~ez ~w|2 +
1
2
|∆N ~w|2 + 2
∣∣∣Im (〈∇~ez ~w,~ez〉 ~H0)∣∣∣2 .
Then by (3.30)
2
∣∣∣Im (〈∇~ez ~w,~ez〉 ~H0)∣∣∣2 ≤ 12e4λ|d~w|2g| ~H0|2 = 12e4λ|d~w|2g |~h0|2WP .
Finally, we have
|∇2 ~w|2 ≤ 8|∇N~ez∇N~ez ~w|2 +
1
2
























































πC0(16(4 + α2) + C1)
(θ0 − 1)− α



















Remark 3.15. One can obtain better estimates in codimension 1, as the four last terms of (3.25) cancel.
Proposition 3.16. Let Σ be a closed Riemann surface and let ~Φ : Σ → Rn be a branched Willmore






∩W 1,∞(Σ,Rn) ∩ {~w : Lg ~w ∈ L2(Σ, dvolg), |d~w|g ∈ L∞(Σ, dvolg0)} , (3.34)
where
Lg ~w = ∆Ng ~w +A (~w).
is the Jacobi operator of ~Φ, and g0 is a conformal metric to ~Φ of constant Gauss curvature, and A (~w)
is the Simons operator.
Remark 3.17. As a branch point of multiplicity θ0 ≥ 1, by parametrising ~Φ locally by the unit disk D2
such that
e2λ = 2|∂z~Φ(z)|2 = |z|2θ0−2 (1 +O(|z|))




2 <∞, and ∇~w|z|θ0−1 ∈ L
∞(D2)
if ∆ is the flat Laplacian. In particular, if θ0 = 1, there is not additional conditions, as expected. This
implies if ~w is smooth or
∆~w
|z|θ0−1 ∈ L
∞(D2) (e.g. by Proposition C.2 of [3]) that for some ~C1 ∈ Cn






thanks of the appendix of [19] (see also the appendix of [3] for a weaker form). This also shows that
there are no conditions for θ0 = 1, as expected.
















∣∣∆Ng ~w +A (~w)∣∣2) dvolg∣∣∣∣ <∞
(3.35)
As away from the branch points the conditions are trivially satisfied (recall that the immersion is real
analytic outside of branch points), it suffices to restrict to the case of immersions ~Φ : D2 → Rn from the
46









for all ε > 0 (see [3] and [19] for more details about this expansion). In particular, up to a suitable
normalisation of ~A0, we obtain
e2λ = |z|2(θ0−1) (1 +O(|z|)) (the ε disappears). (3.36)
Now, let {~Φt}|t|<ε : D2 → Rn a sequence of branched immersions such that ~Φ0 = ~Φ, we must determine
under which minimal conditions the map
t 7→ W (~Φt)
is an element of C2((−ε, ε),R).
Now, let (U, z) a complex chart around a branch point p ∈ Σ of multiplicity θ0 ≥ 2 of ~Φ such that
z(p) = 0, and z : U → D2 ⊂ C and consider the restriction ~Φ : D2 → Rn and let ~n : D2 → Gn−2(Rn) is
the unit normal. Up to shrinking D2 we have locally ~n = ~n1∧· · ·∧~nn−2 for some ~n1, · · · , ~nn−2 : D2 → R





and we can assume that wj ∈ C∞(Σ) by standard regularisation. Furthermore, as ~w is an admissible
variation, we have
|d~w|g = e−λ|∇~w| ∈ L∞(D2),
and there exists γ > 0, and integer α ≤ θ0 − 1 and ~C1 ∈ Cn such that















and as ~Φ for all k ∈ N there exists αk ∈ N such that (see [19])
∇k~Φ = O(|z|θ0−k logαk |z|)
we have






If θ0 = 1, then we easily see that all integrals are finite. Otherwise if θ ≥ 2, then we obtain by (3.37)
and (3.38)
∇2 ~w = O(|z|θ0−2)
In particular, we have






























|z| = 2πC ‖|d~w|g‖L∞(D2) <∞. (3.39)
Furthermore, as |A (~w)| ≤ 2|d~w|g|~I|g, we deduce that∫
Σ












which was the claim to prove.
In the following, we will write Var(~Φ) instead of Var2(~Φ).
We first recall the following proposition from [19] (this is a small improvement from a lemma of [3]).
Proposition 3.18. Let u ∈ C1(D2 \ {0}) be such that
∂z u(z) = µ(z)f(z), z ∈ D2 \ {0}
where f ∈ Lp(D2) for some 2 < p ≤ ∞, and |µ(z)| ≃ |z|a logb |z| at 0 for some a ∈ N, and b ≥ 0. Then
u(z) = P (z) + |µ(z)|T (z)
for some polynomial P of degree less or equal than a, and a function T such that
T (z) = O(|z|1− 2p log 2p′ |z|).
In particular, if f ∈ L∞(D2), we have
u(z) = P (z) +O(|z|a+1 logb+2 |z|).
Corollary 3.19. Let Σ be a closed Riemann surface and let ~Φ : Σ → Rn be a branched Willmore
immersion. Then IndW (~Φ) = IndW (~Φ).
Proof. Now, recall that by Lemma (2.6)
d2
dt2
(Kgtdvolgt)|t=0 = d Im
(








, ∂ ~w〉 − ∂ (|∇N ~w|2g)
− 2〈d~Φ, d~w〉g
(
〈 ~H, ∂ ~w〉 − g−1 ⊗
(
~h0 ⊗˙ ∂ ~w
))
− 8 g−1 ⊗
(
∂~Φ ⊗˙ ∂ ~w
)
⊗ 〈 ~H, ∂ ~w〉
)
= dω(~w)
for a 1-form ω(~w, ~w) bilinear in ~w. From the explicit formula we obtain for some universal constant
|ω(~w) + Im (∂|∇N ~w|2g)| ≤
(
|∆Ng ~w|eλ ‖|d~w|g‖L∞(Σ) + C(| ~H |+ |~h0|WP )eλ ‖|d~w|g‖2L∞(Σ)
)
Let p ∈ Σ a branch point of ~Φ and define for all j ∈ N rj = 2−j, and for all r > 0, let Br(p) denote the
open ball for the geodesic distance with respect to any smooth fixed metric and let ∂Br(p) denotes its
frontier. Thanks of the Courant-Lebesgue lemma, for all j ∈ N, there exists ρj ∈ [rj+1, rj ] such that∫
∂Bρj (p)
(
|∆Ng ~w|+ (| ~H |+ |~h0|WP )
)





















as ∆Ng ~w ∈ L2(Σ, dvolg). Therefore, if Q~Φ is the quadratic form such that











d (ω(~w)) . (3.42)
Now, if ~Φ has branch points p1, · · · , pm, taking any complex chart (Ui, zi) with zi(U) = D2 ⊂ C, and










we obtain by Stokes theorem














)∣∣∣∣∣ −→j→∞ 0. (3.44)
Now, assume that n = 3. Then ~w = w~n for some w : Σ → R and |∇N ~w|2g = |dw|2g , while ∆Ng ~w = ∆gw.
Therefore, by regularisation, we can assume that w is smooth. The condition ∆gw ∈ L2(D2, dvolg) in a
disk around a branch point of multiplicity θ0 ≥ 2 implies that g = e2λ|dz|2 = |z|2θ0−2(1 +O(|z|)) (up to









so by Proposition 3.18, we have for some polynomial P of degree less or equal than θ0− 1 the expansion
∂zw = P (z) +O(|z|θ0 log2 |z|),
which as w is smooth implies in fact




∞(D2), the polynomial P must be for some a ∈ C of the form
P (z) = azθ0−1.





and as g ∈ C2,1(D2) and w is smooth, we obtain
∂
(|dw|2g) = ∂ (|∇N ~w|2g) = O(1),










Therefore, by (3.44) and (3.45) we have D2W (~Φ)[~w, ~w] = D2W (~Φ)[~w, ~w] for all ~w ∈ Var(~Φ) and this
concludes the proof of the corollary for the case n = 3.
We now come back to the general case where n ≥ 3 is arbitrary. As the estimate we need is local,
we assume from now on that ~Φ : D2 → Rn is a branched Willmore disk with a unique branch point at
0 of multiplicity θ0 ≥ 1. Let ~n : Σ → Gn−2(Rn) be the unit normal, then up to shrinking the domain
of ~Φ we can write locally ~n = ~n1 ∧ · · · ∧ ~nn−2 for some ~n1, · · · , ~nn−2 : Σ → R such that |~nj | = 1 for all






In particular, by regularisation, we can assume that wj ∈ C∞(D2). However, notice in general the best
possible estimate for ~n is ∇~n ∈ BMO(D2). However, recall (see [19]) that for some ~A0 ∈ Cn \ {0} we
have the expansions (up to the normalisation 2| ~A0|2 = 1)
∂z~Φ = ~A0zθ0−1 (1 +O(|z|))
e2λ = |z|2θ0−2 (1 +O(|z|))
~H = O(|z|1−θ0)
~h0 = O(|z|θ0−1). (3.46)
The key point (as in the proof of Lemma 3.11) is that the unit normal ~n can be developed to any finite
order by the corollary 4.24 of [19], in the form
~n = Re




+O(|z|θ0+1 logp0 |z|), (3.47)
where 1 ≤ k+ l ≤ θ0 for all the finitely many (k, l, p) ∈ Z×Z×N such that ~Ak,l,p 6= 0 and 1 ≤ k+ l ≤ θ0
(we take ~Ak,l,p to be 0 outside of this range, and we also know that for all fixed k, l, there exists only
finitely many p ∈ N such that ~Ak,l,p 6= 0). In particular, we deduce that there exists two integers α ∈ N
and β ∈ N such that





while 1/z /∈ L2(D2), we deduce that α ≥ θ0 − 1. Also, notice that by Lemma 3.13, (3.24) and (3.46)




= 4∇N∂z∇N∂z ~w +O(|z|θ0−1). (3.49)
Furthermore, we have by (3.46)
∇⊤∂z (∇N∂z ~w) = 2e−2λ〈∇∂z∇N∂z ~w,~ez〉~ez + 2e−2λ〈∇∂z∇N∂z ~w,~ez〉~ez
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= −〈∇N∂z ~w, ~H0〉~ez − 〈∇N∂z ~w, ~H〉~ez
= O(|z|θ0−1|z|1−θ0 · |z|θ0−1) = O(|z|θ0−1). (3.50)
Finally, by (3.48), (3.49) and (3.50), we obtain
∇∂z








By a Proposition 3.18 the estimate (3.51) implies that the exists a Cn-valued polynomial ~P of degree at
most θ0 − 1 such that
∇N∂z ~w = ~P (z) +O(|z|θ0−ε) for all ε > 0.
Furthermore, as ∇~w = O(|z|θ0−1), and by decomposing this estimate into tangent and normal parts, we
deduce that in fact P must be a monomial, so we have
P (z) = ~C1zθ0−1
for some ~C1 ∈ Cn, and
∇N∂z ~w = ~C1zθ0−1 + O(|z|θ0−ε) for all ε > 0. (3.52)
Finally, we obtain by (3.52)
|∇N ~w|2g = 4e−2λ|(∇∂z ~w)N |2 = 4|~C1|2 +O(|z|1−ε)
and we can differentiate this estimate (as the development can be performed to any arbitrary order) to
obtain
∂
(|∇N ~w|2g) = O(|z|−ε) for all ε > 0,
which implies that
∂
(|∇N ~w|2g) ∈ ⋂
p<∞
Lp(D2).
Therefore, the previous argument based on the Courant-Lebesgue lemma can be used to show that we






| ~H |+ |~h0|WP
)






















|∂(|∇N ~w|2g)|2dL 2 −→
j→∞
0.










or equivalently that by (3.42) and (3.43), we have the equality D2W (~Φ)(~w, ~w) = D2W (~Φ)(~w, ~w). QED.
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4 Proof of the main result
4.1 Admissible classes of min-max
Here we recall the subset of the natural classes of min-max presented by Palais in ([22]) for which our
results apply.
In the following, denote by X the complete Hilbert manifold (see [24], [25])
X = I˜mm3,2(Σ,Rn) = Imm3,2(Σ,Rn)/Diff
∗
+(Σ),
where Diff∗+(Σ) is the group of positive W
3,2 diffeomorphisms of Σ, fixing three distinct points if Σ has
genus 0, fixing one point if Σ has genus 1.
Definition 4.1 (Min-max families). (1) Admissible family. We say that A ⊂ P(X) \ {∅} is an
admissible min-max family of dimension d ∈ N with boundary (Bd−1, h) (possibly empty) for X if
(A1) For all A ∈ A , A is compact in X ,
(A2) There exists a d-dimensional compact Lipschitz manifold Md with boundary Bd−1, (possibly
empty) and a continuous map h : B → X such that for all A ∈ A , there exists a continuous
map f :Md → X that A = f(Md), and f = h on B.
(A3) For every homeomorphism ϕ of X isotopic to the identity map such that ϕ|B = Id|h(B), and for
all A ∈ A , we have ϕ(A) ∈ A.
More generally, one can relax the notions of uniqueness of the compact manifold Md as follows. Let





of compact Lipschitz manifold with boundary (Bd−1i , hi). Then
we define
A = P(X) ∩
{




Clearly, these classes is stable under homeomorphisms of X isotopic to the identity preserving the
boundary h(B) (resp. h(Bi) for all i ∈ I).
Finally, we define the following boundary values of an admissible family A by




i )), (where Ci = h(B
d−1
i ) for all i ∈ I).
Definition 4.2. Let A ∗ be a d-dimensional admissible min-max family with boundary {Ci}i∈I of X .
We say that A (resp. A ∗, resp. A˜ ) is non-trivial with respect to a continuous map F : X → R if
β(F,A ) = inf
A∈A
supF (A) > sup supF (hi(B
d−1
i )) = β̂(F,A ). (4.1)
Whenever this does not yield confusion, we shall write more simply β(A ) and β̂(A ).
The second class of mappings are based on (co)-homology type properties.
Definition 4.3. Let R be an arbitrary ring, G be an abelian group, and d ∈ N be a fixed integer.
(2) Homological family. Let α∗ ∈ Hd(X,B,R) \ {0} be a non-trivial d-dimensional relative
(singular) homology class of X with respect to B with R coefficients. We say that A = A (α∗) is a
d-dimensional homological family with respect to α∗ ∈ Hd(X,B,R) and boundary B if
A (α∗) = P(X) ∩
{
A : A compact, B ⊂ A and α ∈ Im(ιA∗ )
}
,
where for all A ⊃ B, the application ιA∗ : Hd(A,B,R) → Hd(X,A,R) is the induced map in homology
from the injection ιA : A→ X .
(3) Cohomological family. Let α∗ ∈ Hd(X,G) \ {0} be a non-trivial d-dimensional (singular)
cohomology class of X with G coefficients. We say that A = A (α∗) is a d-dimensional cohomological
family with respect to α∗ ∈ Hd(X,G) if
A (α∗) = P(X) ∩ {A : A compact and α∗ /∈ Ker(ι∗A)} ,
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where for all A ⊂ X , the application ι∗A : Hd(X,G)→ Hd(A,G) is the induced map in cohomology from
the injection ιA : A→ X . In other word, the non-zero class α∗ is not annihilated by the restriction map
in cohomology ι∗A : H
d(X,G)→ Hd(A,G).
4.2 Statement and proof of the lower semi-continuity of the index
We now state the main theorem for the case of admissible families, although it also holds for homological
and cohomological families as presented in Definition 4.3.
Theorem 4.4. Let A d-dimensional admissible family of W 3,2 immersions that we assume to be non-
trivial (in the sense of Definition 4.2). There exists a sequence {σk}k∈N of positive numbers converging










~Φk) ≤ d, (4.2)
and there exists ~Φ∞ ∈ W 1,∞(S2,Rn) and a sequence of Lipschitz homeomorphisms ψk : S2 → S2 such
that
~Φk ◦ ψk −→
k→∞
~Φ∞ strongly in C0(S2,Rn).
then up to translations, there exists branched Willmore spheres ~ξj : S2 → Rn (j = 1, · · · ,m for some
m ≥ 1) such that for all j = 1, · · · ,m, there exists finitely many points {pj1, · · · , pjmj} ∈ S2 and a
sequence of positive conformal diffeomorphism {f jk}k∈N ⊂ Diff+(S2) such that
~Φk ◦ f jk −→k→∞
~ξj strongly in Clloc(S










IndW (~ξj) ≤ d. (4.4)
Remark 4.5. The proof of the next theorem is long but not difficult. It amounts at checking precisely
how the negative variations can be "pull-backed" to the sequence of critical points of the viscous energies.
Proof. Step 0 : Index bound for σ > 0. This is direct consequence of the main result of [17] that
there exists a sequence {σk}k∈N ⊂ (0,∞) converging to zero and a sequence of critical points ~Φσ of Wσ
such that











) , and IndWσk (~Φk) ≤ d. (4.5)
The hypothesis of the main result of [17] are easily seen to be satisfied. The ellipticity of the operator
induced by the second derivative of Wσ is easy to check as in [24], and it proved that for all critical
point ~Φ of Wσ (which is smooth by [27]), the restriction of D2Wσ(~Φ) on W
3,2
~Φ
(Σ, TRn) is a Fredholm
operator. The Energy bound was already checked in Remark 3.8. Finally, the Palais-Smale condition
is a basic ingredient needed even when we do not prescribe the index of the viscous critical points and
it was proved in [27].




Step 1 : Definitions and properties of the Willmore bubble tree.
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Fix some 0 < δ <
8π
3
. Recall that by the constructions in [4] (see Proposition III.1) and [27], there
exists a1, · · · , an ∈ S2 such that for some sequence of positive diffeomorphisms {ψk}k∈N ⊂ Diff+(S2)
~Φk ◦ ψk −→
k→∞
~Φ∞ strongly in C
l
loc(S
2 \ {a1, · · · , an}) (4.6)
and furthermore, there exists Q1, · · · , Qm ∈ N such for all 1 ≤ i ≤ m and for all 1 ≤ j ≤ Qi, there exists
sequences of points {xi,jk }k∈N ⊂ S2 such that xi,jk −→k→∞ ai and sequences of radii {ρ
i,j
k }k∈N ⊂ (0,∞) such












Furthermore, for all i ∈ {1, · · · ,m} and j ∈ {1, · · · , Qi}, the set of indices
Ii,j =
{









































Notice that by the definition of Ii,j , the right part of (4.7) is not empty if Ii,j 6= ∅ and k is large enough.







From this step one easily infer the quantization of energy. Let




















Now, if ~Ψ : S2 → Rn, we let QΨ the quadratic function in the variation ~w ∈ Var(~Ψ) such that




is well-defined. We remark thanks of the strong convergence (4.6) and thanks of the invariance by















if P (~Φk) is the projection on Var(~Φk).
We write in the following ~wk = P (~Φk)~w for all ~w ∈ Var(~Φ∞).
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2W (~Φ∞)[~w, ~w]. (4.10)










= D2W (~Φ∞)[~w, ~w]. (4.11)
Finally, for all 1 ≤ i ≤ n, for all 1 ≤ j ≤ Qi, there exists zi,jk ∈ B(i, j, α, k), there exists a branched






i ∈ D2C(0, 1), such
that the renormalised immersion
~Φi,jk (α) : A
i,j
C






i (k), α)→ R3








k y + x
i,j
k )− ~Φk(xi,jk )
)
satisfies the following conditions:
(1) For all j′ ∈ Ii,j , limk→∞ aj,j
′












(α)) for all l ∈ N.
Now fix some 0 < α < 1. We obtain thanks of the strong convergence in all Cl that for any variation































= D2W (~Φi,j∞ )[~w, ~w]. (4.12)





Bα(ai), Ωk(α), B(i1, j1, α, k) and B(i2, j2, α, k)
are pair-wise disjoint.
Step 2 : Cut-off function.
Now, we introduce a continuous function f : (0, 1) → (0, 1) such that for all 0 < α < 1, we have






and a cut-off function η : S2 → [0, 1] such that (this is the classical logarithm cut-off trick, see [6] or the
proof of theorem III.3 in [24]) 










defined on Bα(ai) \Bf(α)(ai) by











Step 3 : Passage to the limit in the second derivative of the Willmore energy of the
macroscopic surface.
Now, suppose that the index of ~Φ∞ is equal to d ≥ 1 (if ~Φ∞ is stable, there is nothing to prove).
Then there exists ~w1, · · · , ~wd ∈ Var(~Φ∞) orthogonal in L2 such that for all 1 ≤ l ≤ d, we have for some
0 < δl <∞
D2W (~Φ∞)(~wl, ~wl) < −δl.








for all 1 ≤ l ≤ d.
















































this will imply by (4.14) and (4.15) that for α small enough and k large enough, we have






Therefore, we will have proved as the η ~wlk are linearly independent for 0 < α < 1 small enough that




Now, recall the explicit formula



















































∣∣∆Ng ~w +A (~w)∣∣2 + 2〈∆Ng ~w +A (~w), ~H〉〈d~Φ, d~w〉g + | ~H|2 (|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP)}dvolg.
(4.16)



































J lk(α) = 0, for l = 1, 2, 3. (4.17)
Now, as there is no concentration of energy in Bα(ai)\Bf(α)(ai), we deduce with obvious notations that
J lk(α) −→
k→∞
J l∞(α) for l = 1, 2, 3.
Now write to simplify g = g~Φ∞ and e
2λ the conformal parameter of ~Φ∞. Then if ~Φ∞ does not have a
branch point at ai (or has a branch point of multiplicity 1, though this cannot happen as we would not
have a true Willmore), the estimates are trivial. Otherwise, we have, up to a normalisation constant
which we take equal to 1, the estimate
e2λ = |z|2θ0−2 (1 +O(|z|))
for some integer θ0 ≥ 2. As ~w ∈ Var(~Φ∞), we have∫
S2
|∆Ng ~w|2dvolg + ‖|d~w|g‖2L∞(S2) ≤ C <∞. (4.18)
for some positive constant C <∞. Now, as η is harmonic on Bα(ai) \Bf(α)(ai), we have
∆Ng (η ~w) = η∆
N
g ~w + 2〈dη,∇N ~w〉g.
Using (4.18), we deduce that∫
Bα(ai)\Bf(α)(ai)































|∆Ng (η ~w)|2dvolg ≤ 2
∫
Bα(ai)\Bf(α)(ai)


















for all ε > 0. We also easily have |~h0| = O(|z|θ0−1), so that for some constant C depending only on ~Φ∞∫
Bα\Bf(α)(0)


















θ0 − 1− ν
(
αθ0−1−ν − f(α)θ0−1−ν)
As ν ≤ θ0 − 2, we have θ0 − 1− ν ≥ 1, so we have∫
Bα\Bf(α)(0)















J2∞(α) ≤ 2 ‖|d~w|g‖2L∞(S2)
∫
Bα\Bf(α)(ai)

































Step 4 : Passage to the limit in the viscous energy.
Recall that



































〈∆Ng ~w +A (~w), ~H〉2dvolg + 4
∫
Σ
〈d~Φ, d~w〉g〈 ~H,∆Ng ~w +A (~w)〉
(







|d~w|2g − 16|∂~Φ ⊗˙ ∂ ~w|2WP
)(




Let us write T the quadratic form on ~w such that




First, on S2 \ ∪mi=1Bf(α)(ai), by the strong convergence in all Cl(S2 \ ∪mi=1Bf(α)(ai)) for all l ∈ N, we






















which is a finite quantity as ~Φ∞ is real analytic on S2 \
⋃m
i=1 Bf(α)(a




2F (~Φk)(η ~wlk, η ~w
l






∣∣∣σ2kD2F (~Φk)(η ~wlk, η ~wlk)∣∣∣ = 0
which concludes the proof of this step. By fixing a Aubin gauge (se [27]) for the parameters αk : S2 → R
such that g~Φk = e





|dαk|2gkdvolgk ≤ O(~Φk) (4.23)













1 +W (~Φk) + 6O(~Φk)








1 +W (~Φk) + 6O(~Φk)
)
(4.24)
by hypothesis on ~wl, the second component in the product of the right-hand side of (4.24) is uniformly
bounded independently of k thanks of (4.19). Furthermore, we have the estimate
W (~Φk) ≤Wσk (~Φk) = β(σk) −→
k→∞
β0,
so we have for k large enough∣∣∣D2O(~Φk)(η ~wlk, η ~wlk)∣∣∣ ≤ C (1 + β0 + 6O(~Φk))





























Step 5: Passage to the limit in the Willmore energy of the bubbles.
Recall that for all 1 ≤ i ≤ m, and for all 1 ≤ j ≤ Qi, we have











Now, we remark that for all ~˜wk ∈ Var(~Φk), we have for ~wk(y) = ~˜wk(ρi,jk y + xi,jk ) and




































Now, let ~w1, · · · , ~wdi,j ∈ Var(~Φi,j∞ ) an orthonormal basis in L2(S2, g0) (where g0 is the standard constant
Gauss curvature metric on S2) of negative variations of ~Φi,j∞ , and ~w
l
k = P (~Φ
i,j
k )~w
l for all 1 ≤ l ≤ di,j , we




































2F (~Φk)(η˜ ~˜wk, η˜ ~˜wk) = 0. (4.26)
Now, by convenience of notation, we replace the bubble domain D(i, j,∞, α) by D(i, j,∞, α2) and we
let η : DC(0, α−1) \ ∪j′∈Ii,jDC(aj,j
′
i , α), such that







η(z) = 2 +
log |z|
log(α)
for z ∈ DC(0, α−2) \DC(0, α−1)




for z ∈ DC(aj,j
′
































D2W (~Φi,j∞ )[~w, ~w] < 0. (4.28)
Here we suppose that the bubble is compact, which can always be assumed by taking a suitable inversion.
In particular, if δl > 0 is such that D2W (~Φi,j∞ )[~w, ~w] < −δl, thanks of (4.28) and (4.28), there exists



















Therefore, 0 < α < min
1≤l≤di,j

















Step 6 : Conclusion.
Therefore, there cannot be any linear relations between the negative variations of ~Φ∞, ~Φi,j∞ and ~Φ
i′,j′
∞
for (i, j) 6= (i′, j′) once projected on ~Φk for k large enough and α small enough as they have disjoint










and this concludes the proof of the theorem.
Remark 4.6. We could also obtain the reverse bound by adding the nullity (and taking a co-dual,
homotopic or cohomotopic admissible family [17]). However, due to the conformal group of Rn, the
nullity of branched Willmore surfaces is always at least equal to 3, and as we do not have any upper
bound for the number of surfaces realising the min-max, this would not yield much more informations.
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