In this paper we study the central limit theorem and its weak invariance principle for sums of a stationary sequence of random variables, via a martingale decomposition. Our conditions involve the conditional expectation of sums of random variables with respect to the distant past. For the sake of applications, we also give sufficient conditions involving the conditional expectation of one, or two random variables with respect to the distant past. The results are sharp and contribute to the clarification of the central limit theorem question for stationary sequences.
Introduction
Given a strictly stationary sequence {X k , k ∈ Z} of random variables, the central limit question is to find additional conditions and real numbers a 1 , a 2 , ..., b 1 , b 2 , ... with b n → ∞, such that (1.1)
S n − a n b n D → N ∼ N (0, 1) , as n → ∞, where S n = n i=1 X i . There is a vast literature on this subject. A certain restriction of the dependence structure is needed since a constant sequence obviously does not satisfy (1.1). Moreover also ergodicidy or mixing in the ergodic sense are not sufficient. The classes of stochastic processes widely studied are martingales, uniformly mixing sequences, mixingales, associated sequences and so on. There are several papers that contain important steps towards the elimination of Conditions (1.2) and (1.3). One way of doing that is to obtain CLT under different normalizations such as b E|S n |. This was contained in many papers involving uniform mixing structures starting with a paper of Ibragimov (1975) and follwed by works of Dehling, Denker and Philipp (1986) or Peligrad (1990) , among others. Concerning the normalization:
E|S n |, in two recent papers Merlevède and Peligrad (2000) and Merlevède (2003) studied the invariance principle for strongly mixing sequences under the condition: lim inf n→∞ E(S 2 n )/n > 0. The results in both these papers are extremely sharp. The sufficient conditions based on a combination of mixing rates and the quantile function of a variable in the sequence are minimal for the CLT as shown by very sharp counterexamples in Bradley (1997) .
Our starting point is these new results for strongly mixing sequences but the results presented in this paper aim much further. Our paper joins the line of research that deals with the study of the central limit theorem under martingale like conditions. This line of results goes back to Gordin (1969) and was enriched by numerous authors including McLeish (1975, a-b) , and more recently Dedecker and Rio (2000) , Dedecker and Merlevède (2002) , Maxwell and Woodroofe (2000) and Wu and Woodroofe (2002) , among others. In this paper, we consider conditions involving the conditional expectation of sums of random variables with respect to the distant past. For the sake of applications, sufficient conditions in terms of the conditional expectation of one, or two random variables with respect to the distant past, are given. This type of conditions are verified by martingales and are easily applicable to strongly mixing structures. This generalization is important since it covers a much broader line of examples (see Ango Nzé and Doukhan (2002) for a survey).
The second scope of the paper is to study the general situation when lim inf n→∞ E(S 2 n )/n is not necessarily strictly positive. We obtain sharp sufficient conditions for the invariance principle even for the situation when lim inf n→∞ E(S 2 n )/n = 0. These results are very delicate and new for both mixingales and strong mixing sequences and, as far as we know, this paper is the first attempt to provide sharp sufficient conditions for the invariance principle under a general normalization.
Our paper is organized as follows. Section 2 deals with the results and several applications. In this section, some discussions about the minimality of the conditions imposed are also provided. In Section 3, we prove some auxiliary results. Section 4 is devoted to the proof of the main result stated in Section 2.
Throughout the paper, the notation c n < < d n means that c n = O(d n ), and the notation c n ∼ d n means that there exist two constants k 1 and k 2 such that k 1 d n ≤ c n ≤ k 2 d n .
Results
In order to formulate our results, we need further notations and definitions. Notation 1. Let (Ω, A, P) be a probability space, and T : Ω → Ω be a bijective bimeasurable transformation preserving the probability P. An element A of A is said to be invariant if T (A) = A. We denote by I the σ-algebra of all invariant sets. The probability P is ergodic if each element of I has measure 0 or 1. Let M 0 be a σ-algebra of A satisfying
Definition 1. We define the process {W n (t) : 
For any integrable random variable Y , define the "upper tail" quantile function
In the same spirit as Corollary 1, we give the following application of Theorem 2:
Corollary 2. Let (M i ) i∈Z and (X i ) i∈Z be as in Theorem 1. In addition assume that (2.1) and (2.4) hold. Moreover suppose that for a positive number T (i) P(|X 0 | ≤ T ) = 1 and
(ii) there exist r > 2 and c > 0 such that P(|X 0 | > x) ≤ (c/x) r and
then the conclusion of Theorem 1 holds.
We give now sufficient conditions involving the conditional expectation of two random variables with respect to the distant past for Condition (2.4) to hold. Proposition 1. Let (M i ) i∈Z and (X i ) i∈Z be as in Theorem 1. If there exists an integer m ≥ 0 such that for all 0 ≤ j ≤ m
Proof of Proposition 1. It suffices to notice that
Using Proposition 2.12 in Bradley (2002) combined with stationary, we derive that for all i ≥ 1 and j ≥ 0
It follows that the last term in the right-hand side of Inequality (2.11) is less than
which completes the proof of Proposition 1.
Remark 5. The conditions (2.9) and (2.10) are obviously satisfied under the following unique condition:
On the other hand, under the additional condition:
it is clear that Condition (2.9) holds via the L 1 -ergodic theorem.
A discussion on the sufficient conditions involved in Theorem 1
In order to discuss on the optimality of the sufficient conditions for the CLT involved in the previous section, we first treat the case of strongly mixing sequences.
The case of strongly mixing sequences
Notice first that Condition (2.5) is implied by (2.14) lim
Hence using (2.7) we get that
Now notice that if we define the
This means that G(
, and so the desired result follows. Now if the coefficient of weak dependence α(M 0 , σ(X n )) is strengthened into the following one:
then the following result holds:
Theorem 3. Let (M i ) i∈Z and (X i ) i∈Z be as in Theorem 1. Assume that (2.1) holds. If in addition
then the conclusion of Theorem 1 holds. Proof of Theorem 3. Clearly Condition (2.16) implies (2.14) and then, according to the beginning of this subsection, entails also Condition (2.5) .
On the other hand, notice that requiring that α 2,∞ (n) is asymptotically negligible implies that for any, k in Z, σ(X 0 , X k ) is independent of the σ-algebra I. According to Remark 1, it follows that if α 2,∞ (n) is asymptotically negligible, then the random variable η defined in Theorem 1 is equal to one. Then, according to Proposition 1 and Remark 5, it remains now to prove that Condition (2.16) entails that
From Inequality (2.15) applied with X n X k+n − E(X n X k+n ) instead of X n and the fact that Q |XnX k+n −E(XnX k+n )| (u) ≤ Q |XnX k+n | (u) + |E(X n X k+n )|, and that for every A ∈ (0, 1): (b) The strong mixing coefficients
In addition, the sequence b −1 n S n cannot converge in distribution to a standard Gaussian, regardless of any choice of the normalizing constants, b n .
Proof of Theorem 4. The construction of this example was given in Bradley (1997) (see the proof of his Theorem 2). In his example the following property holds:
Suppose now by contradiction that the example satisfies
Then the sequence {X i , i ∈ Z} from the Bradley's example has to satisfy the condition of our Theorem 3 and it should satisfy then the central limit theorem. This leads to a contradiction, and as a consequence Bradley's example has to satisfy Item (c), even with λ(i) replaced by α i .
We notice that our Theorem 3 gives an additional insight on Bradley's example, and at the same time feels a portion of the small gap between the class of strong mixing sequences known to satisfy the central limit theorem and the conditions which allow the construction of counterexamples.
Notice now that Condition (2.16) implies (2.2), (2.3) and (2.4). In other words if any one of the conditions (2.2), (2.3) or (2.4) fails that will imply that (2.16) is not satisfied and then, Theorem 4 is also providing insight in the minimality of the conditions involved in our Theorems 1 and 2.
Some comments about Condition (2.3).
To comment on the independence on the sufficient conditions involved in our Theorems 1 and 2, let us mention the fact that, in the absence of Condition (2.3), the other conditions of Theorem 1 are not sufficient to assure the conclusion of this theorem (that is a weak invariance principle holds). This fact has a strong link with the existence of sequences • A general class of examples The class of examples can be constructed as in Herrndorf (1983) in the following way. Let us assume that there is a sequence, say (X i ) i∈Z , of centered random variables in L 2 , which satisfies all the conditions of Theorem 1 except for (2.3), and in addition: lim inf
Then, as in Herrndorf, there exists a sequence (X i ) i∈Z of i.i.d. centered random variables in L 2 , independent of X i , and such that max
does not converge to zero in probability. Consequently, since E|S n | ≤ σ n , it also follows that the max
E|S n | does not converge to zero in probability. Then we consider a new sequence of random variables
A careful analysis of the proof of Theorem 1 entails that E|S n | → ∞, then as a consequence:
Using these previous considerations, it is clear that the new sequence {Y i , i ∈ Z} satisfies the conditions (2.1), (2.2) and (2.4) of Theorem 1, with
. However because of the behaviour of the sequence max
cannot satisfy the weak invariance principle at the same time. Indeed, if for instance the sequence (X i ) i∈Z satisfies the weak invariance principle as stated in Theorem 1, then necessarily for every ε ≥ 0, P(max 1≤i≤n |X i | ≥ εE|S n |) → 0, as n → ∞, and consequently lim sup
It is clear from this type of reasoning that a condition involving the tail of the variables is needed to prevent this class of examples. To make the things more clear and to give a complete construction of a process satisfying the conditions of our Theorem 1, except for (2.3) and fails to satisfy the invariance principle, we shall look into linear processes. This class was recently analyze by Wu and Woodroofe (2002) who pointed out a necessary and sufficient condition for (2.2) to hold.
• The special class of linear processes Let (ξ i , i ∈ Z) be a strictly stationary sequence of martingale differences with M −∞ a trivial σ-field, and with finite second moment. In addition, let (a i , i ≥ 0) be a sequence of real numbers such that i≥0 a 2 i < ∞. Then we consider the causal linear process defined by
Letting b n = a 0 + · · · + a n , for this class of processes, the following result holds Proposition 2. Assume (X k ) k∈Z is a linear process defined as above. Assume that
Then the sequence (X k ) k∈Z satisfies the conditions (2.2) and (2.4) of Theorem 1.
Remark 6. Notice that Wu and Woodroofe (2002) pointed out that (2.18) is a necessary and sufficient condition in order for (2.2) to hold for the sequence (X k ) k∈Z .
Proof of Proposition 2
The proof is based on the fact that
and that
where σ 2 = Var ξ. It follows that Condition (2.18) implies (2.2). Now, to verify (2.4), notice that, by using the fact that E(ξ i ξ j |M −n ) = 0 if i = j and if either one of the index i or j is strictly larger than −n, we obtain
Notice first that Condition (2.18) implies that lim
Then, using once again Condition (2.18), we derive that lim
Now, we notice that
By using the reverse martingale convergence Theorem, and the fact that M −∞ is assumed to be a trivial σ-field, we get that
14 Then, starting from Inequality (2.19), and using (2.20) together with Condition (2.18), we derive that lim
By all the previous considerations, we derive that Condition (2.4) is verified as soon as Condition (2.18) holds. Related to Theorems 1 and 2 and to Proposition 2, our aim now is to illustrate that there exist examples of linear processes satisfying all the conditions of Theorem 1, except for Condition (2.3), and which do not satisfy the weak invariance principle. The following example is inspired by the paper of Wu and Woodroofe (2002) . Let us define two sequences {a n , n ≥ 0} and {a n , n ≥ 0} as follows:
and a n = 1 log(n + 1) − 1 log n , for n ≥ 2 and a 0 = 1, a 1 = −1, a 2 = 0 and a n = a n−2 , for n ≥ 3 .
Let now (ξ i , i ∈ Z) be a sequence of independent, identically distributed and symmetric random variables such that
Define now two linear processes
it follows that Condition (2.18) in Proposition 2 is satisfied, and consequently the conditions (2.2) and (2.4) of Theorem 1 are verified for the process {X k , k ∈ Z}. Note also that in this example, Condition (2.1) holds since σ Now observe that
n . On the other hand, by using Theorem 18.6.5 in Ibragimov and Linnik (1971), the
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CLT holds for the sequence {X k , k ∈ Z} with the normalization σ n and, as a consequence, S 2 n σ 2 n is uniformly integrable. Then obviously, it follows that: π/2E|S n | ∼ σ n ∼ √ n log n . Now, according to (2.21), classical computations yield that for every ε > 0,
As a consequence, it follows that the sequences
the weak invariance principle at the same time. Then, for linear processes, the conclusion of Theorem 1 cannot hold without an additional addition to Condition (2.18).
3 Auxiliary results
Statements of the results
In this section, we state and prove a central limit theorem, and its weak invariance principle which will be used for the proof of Theorem 1.
In the spirit of Theorem 18.4.1 in Ibragimov and Linnik (1971), our first result is the following: Proposition 3. Let (M i ) i∈Z and (X i ) i∈Z be as in Theorem 1. Assume that
2 and (h(n), n = 1, 2, 3, . . . ) is a sequence of positive numbers which is slowly varying in the strong sense, (2) there exists a sequence of integers q n which converges to infinity, such that q n = o(n), as n → ∞, and satisfying
where N is a standard Gaussian random variable independent of I and η is the limit in
qn |I). We can also derive the functional version of Proposition 3. With the notation of Proposition 3, the following result holds.
Proposition 4.
Assume that the conditions of Proposition 3 are satisfied and that in addition, for all positive ε,
, where B n := (π/2)E|S n | and W is a standard Brownian motion independent of I.
In order to prove Theorem 1 from Proposition 4, we shall give the following intermediate result:
Corollary 3. Let (M i ) i∈Z and (X i ) i∈Z be as in Theorem 1. Assume that (2.1) holds and that
as n → ∞ . In addition suppose that there exist a sequence of integers q n which converges to infinity satisfying q n = o(n), as n → ∞, and such that Remark 7. From Proposition 3, we can easily derive (by taking the sequence q n very "close" to n) the following result: Assume that σ 2 n = nh(n) where (h(n), n = 1, 2, 3, . . . ) is a sequence of positive numbers which is slowly varying in the strong sense. Suppose in addition that
there exists a nonnegative and I-measurable random variable η such that
n S n converges in distribution to √ η N , where N is a standard gaussian r.v.
independent of I.
If we assume that lim n→∞ α(M 0 , σ(X k , k ≥ n)) = 0, then from a bit of work, we infer that Item (1) entails both Items (2) and (3). Then this result contains the characterization due to Denker (1986) .
On the other hand, Items (2) and (3) can be compared to Conditions S2(b) and S2(c) of Dedecker and Merlevède (2002) . In their conditions, the σ-field M 0 is used instead of M −n . In this sense, the conditions above mentioned are sharper. Now notice that if Item (1) is strengthened into the following condition: 
Proof of Proposition 4
In this section, we prove Proposition 4. Indeed Proposition 4 states the functional version of the result given in Proposition 3. In this sense, it is a more general result. For this reason, the proof of Proposition 3 is left to the reader. Let m be a fixed integer and q n as in Proposition 3. Set p n = m q n . As it is suggested for instance page 243 in Philipp (1986) (and exploited more recently by Shao (1993) or by Merlevède (2003) ), the proof is mainly based on the Bernsteintype blocking arguments, namely the index set {1, 2, 3, · · · , [nt]} is partioned into an alternating sequence of "big" blocks of size p n and "small" blocks of size q n (in fact we will obtain k nt "big" blocks and k nt "small" blocks, where k nt =
[nt] (m + 1)q n ), and on martingale approximations of the "big blocks" and "small blocks" random variables. For the sake of clarity, we have divided the proof in several steps.
Step 1. We divide the variables {X i } in big blocks of size p n = m q n and small blocks of size q n , in the following way: Let us set for all 1 ≤ j ≤ k n ,
Then we have the following decomposition:
where
Step 2. The martingale decomposition. First for all j ≥ 1, set F 
Write now
and set b 2 n,m = k n σ 2 pn . The idea of the proof is to show that: for each m ≥ 1, there exists a nonnegative and I-measurable random variable η such that 
Indeed, according to Theorem 4.2 in Billingsley (1968), (3.8) together with (3.9) and (3.10) will give the desired result.
Step 3. At this step, we show Relation (3.9) by taking into account Decomposition (3.7). First, since for all t ∈ [0, 1], {M n (t)} is a martingale with respect to the filtration {F Z j,n } j≥1 , Markov's inequality combined with Doob's inequality yields for all ε > 0,
According to Item (1) and to the definition of the slowly varying functions, it follows that Then Inequality (3.11) combined with (3.12) yields that, for each positive ε,
Now we show that for each positive ε,
To this aim we first observe that Markov's inequality yields that
Next by stationarity, we derive that
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It follows that
Hence by using (3.12) together with Item (a), we get that
which combined with (3.15) ends the proof of (3.14).
Our task now is to prove that for each positive ε,
Using again Markov's inequality together with stationarity, we derive that
(where S 0 = 0), and since p n = m q n , we write
Using the decomposition (3.20), we derive that
By using (3.12) together with Item (a), it follows that
Starting from Inequality (3.18) and using (3.21), we end the proof of (3.17) . Now we want to show that for each positive ε,
Using stationarity, notice first that, for all ε > 0
To treat the first term in the right-hand side, we use the notation (3.19) and notice that by stationarity
Then starting from (3.23) and using (3.24), we clearly derive that
which entails that (3.22) holds by using (3.12) and provided that Condition (3.2) is satisfied. Finally, starting from Decomposition (3.7) and gathering (3.13), (3.14), (3.17) and (3.22), we infer that (3.9) holds.
Step 4. We turn now to the proof of (3.8). Since {M n (t)} n≥1 is a sequence of martingale with respect to the filtration {F Y k,n }, we have only to apply the classical weak invariance principle for triangular arrays of martingales. To this aim , we shall apply Theorem 18.2 in Billingsley (1999). Then, setting for all j ≥ 1, = t η in probability.
We first prove that (3.25) holds . To this aim notice first that by stationarity,
To treat the first term in the right-hand side, we first notice that
Then using the convexity of the function (|x| − ε)
Starting from this inequality and using Decomposition (3.20) together with stationarity, we infer that
which converges to zero as n → ∞, by using Item (b) combined with (3.12). Hence,
Using again Decomposition (3.20), we clearly get
Now, observe that for all ε > 0,
It follows that for all ε > 0,
Starting from this inequality, we infer that
provided that Items (a) and (b) are satisfied. Next, (3.30) follows by using (3.12) together with (3.31) and (3.32). By combining (3.29) and (3.30) with (3.27), we derive (3.25).
We turn now to the proof of (3.26), and we shall prove that the convergence holds in L 1 . For this task, we first notice that
m qn E (E(S m qn |M −qn )) 2 , using (3.30) and stationarity, we infer that (3.26) will hold in L 1 if we prove that
By using stationarity, we get
Now, from Decomposition (3.20), we get
It follows from this decomposition and Inequality (3.35) , that
To treat the first term in the right-hand side, we notice that η is an I-measurable random variable. Then applying Proposition 2.12 in Bradley (2002) , together with stationarity, we infer that
Using the definition of b 2 n,m together with (3.12) and Item (c), we infer that both of the terms in the right-hand side converge to zero, as n → ∞. Then we have shown that
On the other hand, we have
Next, Cauchy-Schwarz's inequality combined with stationarity yields
Whence by using (3.12), we derive , as n → ∞, that
which converges to zero by (3.32). Then we have shown that
Moreover, we clearly have
Starting from this inequality and using Item (d) together with (3.12), we then derive that
which combined with (3.39) entails that
Inequality (3.37) together with (3.38) and (3.40) prove (3.34).
Step 5. Now we prove (3.10). First we set a n,m = b n,m π 2
and we write for all ε > 0,
Assume that we can prove that for all m ≥ 2,
then, for n large enough,
and using (3.9), it will follow that lim m→∞ lim sup
On the other hand, Doob's inequality yields
Then if (3.42) holds, we will obviously get
Next starting from (3.41) and considering (3.43) and (3.44), (3.10) follows. It remains to show (3.42) . With this aim, we infer that (3.42) will hold if we can prove that
To prove (3.45), we first notice that M n (1) b n,m n≥1 is obviously an uniformly integrable family. This remark combined with the result (3.8) entails that
(see Theorem 5.4 in Billingsley (1968) ). Now (3.46) yields
Now by analyzing the proof of (3.9), we infer that (3.45) will holds if we can prove that
If we denote by n the number of terms in R n (1), by using Item (1), the standard properties of the slowly varying function and the fact that n ≤ (m + 1)q n , we derive that for every positive , σ
which ends the proof of (3.47) and hence of (3.45).
Proof of Theorem 1
This section is devoted to the proof of Theorem 1. For this task, we shall show that under the conditions (2.3) and (2.4) of the theorem, we can select a sequence of integers q n converging to infinity and satisfying all the assumptions of Corollary 3. For the sake of clarity, we have divided the proof in several steps. We first collect some preliminary material in order to make the selection of the sequence q n . We then give explicitly this selection, and we finish the proof by checking that it satisfies the assumptions of Corollary 3.
Preparatory material
The next lemma deals with a moment inequality for the maximum of partial sums of real random variables and is a direct consequence of Theorem 2.5 in Rio (2000) and of a result of Móricz (1976) .
Lemma 1.
Assume that X k , k ∈ Z is a strictly stationary sequence of real zero mean random variables, such that for each k ≥ 1,
In addition, there exists an universal constant C such that
Remark 8. C can be chosen equal to 50.10 3 .
Proof of Lemma 1: By using Theorem 2.5 of Rio (2000) combined with stationarity and the fact that the sequence is bounded, we successively get for all a ≥ 0 and all m ≥ 1
. Observe that for all 1 ≤ m < m + n, we obviously have g(m) + g(n) ≤ g(m + n). Then applying Theorem 1 in Móricz (1976), we get that for all a ≥ 0 and all m ≥ 1
and then the desired result holds.
Lemma 2. Assume that (2.1) and (2.2) hold. Then
Proof of Lemma 2:
Notice now that the stationarity obviously implies that for all 1 ≤ ≤ n,
Using Cauchy-Schwarz's inequality together with (4.2), we get for n 0 ≤ ≤ n,
Starting from (4.3) and using the last inequality, we derive that
Therefore,
which converges to zero by letting first n to tend to infinity and after by letting ε to tend to zero.
4.2
The selection of the sequence q n .
Let us start with some useful remarks : Since σ Indeed, since σ 2 n → ∞, one has that P(|X 0 | > 0) > 0. (Otherwise, one would have X 0 = 0 a.s., and S n = 0 a.s. for all n ≥ 1, contradicting the fact that σ 2 n → ∞). For u 1 = (1/2)P(|X 0 | > 0), one has that u 1 < P(|X 0 | > 0) and hence 0 < Q(u 1 ). Now (4.4) follows from the fact that Q is a nonincreasing function.
On the other hand, for all A ∈ (0, 1),
Then, it follows that
As we have mentioned in the proof of Corollary 3, Condition (2.2) implies that σ 2 n = nh(n) where {h(n), n ≥ 1} is a slowly varying function. This consideration combined with Condition (2.3), Equality (2.7) and Inequality (4.5) yields that (4.6) lim
By combining (4.4) with (4.6), it is clear that (4.8) lim n→∞ T n > 0 (the limit may be ∞).
We are now in the position to give the selection of the sequence of integers q n : let q n be the greatest nonnegative integer such that
Using (4.8) and the fact that σ 2 n = nh(n) where {h(n), n ≥ 1} is a slowly varying function, it is easy to see that q n → ∞, as n → ∞ (and hence q n = 0 for at most finitely many n), and also that q n = o(n). In addition the definition of q n obviously implies (4.10)
> n .
End of the proof of Theorem 1.
Clearly Condition (2.4) implies Condition (3.6). Then, in order to apply Corollary 3, it remains to show that the selection of q n described in the previous section entails also that Conditions (3.4) and (3.5) are satisfied. We first verify Condition (3.4) . With this aim, we use (4.10) and stationarity to write that n q n E|E(S qn |M −qn )| σ qn < < (q n + 1) T qn+1 σ qn+1 σ qn E|E(S qn |M −qn )| . Starting from Inequality (4.11) and using (4.12), we derive that n q n E|E(S qn |M −qn )| σ qn < < q 2 n σ 2 qn E(S qn |M −qn ) 1 q n Q • G E(S qn |M −qn ) 1 q n , which converges to zero according to (2. 3) by using the fact that Q•G(·) is a nonincreasing function. Hence Condition (3.4) holds.
We turn now to verify Condition (3.5) . With this aim, we need to use a truncation argument. We truncate the variables X i in the following way: We first treat the last term of the inequality. Using Proposition 1 in Dedecker and Rio (2000), we get:
Hence by stationarity E E(S |M 0 ) 
The last term of the above inequality has been shown to tend to zero (see (4.18)), whereas to treat the first one, we use Lemma 2 which ensures that under (2.2), it converges to zero. Then we have shown that for all ε > 0, = 0 , which combined with (4.18) and (4.14) entails that (3.5) holds.
Appendix
Lemma 3. Let (Ω, A, P) be a probability space and M be a σ-algebra of A. Let X and Y be two integrable random variables such that |XY | is integrable. The following inequality holds:
Hence if Q X = Q Y = Q,
