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Abstract
We give an exposition of the theory of invariant manifolds around a fixed point, in the case of time-
discrete, analytic dynamical systems over a complete ultrametric field K. Typically, we consider an
analytic manifold M modelled on an ultrametric Banach space over K, an analytic diffeomorphism
f : M → M , and a fixed point p of f . Under suitable assumptions on the tangent map Tp( f ), we
construct a centre–stable manifold, a centre manifold, respectively, an a-stable manifold around p,
for a given real number a ∈ ]0, 1].
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1. Introduction and statement of main results
In this article, we construct various types of invariant manifolds for analytic dynamical
systems over complete ultrametric fields. The invariant manifolds are useful in the theory
of Lie groups over local fields, where they allow results to be extended to ground fields
of positive characteristic, which previously were available only in characteristic 0 (i.e., for
p-adic Lie groups).
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Definitions and main results. As in the real case, hyperbolicity assumptions are essential
for a discussion of invariant manifolds. To explain the appropriate conditions in the
ultrametric case, let E be an ultrametric Banach space over a complete ultrametric field
(K, | · |). Let α: E → E be a continuous K-linear map, and a ∈]0,∞[.
Definition 1.1. We say that α is a-hyperbolic if there exist α-invariant vector subspaces
Ea,s and Ea,u of E such that E = Ea,s ⊕ Ea,u, and an ultrametric norm ∥ · ∥ on E defining
its topology, with properties (a)–(c):
(a) ∥x + y∥ = max{∥x∥, ∥y∥} for all x ∈ Ea,s and y ∈ Ea,u;
(b) α2 := α|Ea,u is invertible;
(c) ∥α1∥ < a and 1∥α−12 ∥ > a holds for the operator norms with respect to ∥ · ∥, where
α1 := α|Ea,s (and 10 := ∞).
Then Ea,s is uniquely determined (see Remark 6.4). If a = 1, we also write Es := E1,s
and Eu := E1,u.
As is to be expected, a-hyperbolicity can be read off from the spectrum of α if E is finite-
dimensional (see [11]). Then α is a-hyperbolic if and only if a ≠ |λ| for each eigenvalue
λ of α⊗K idK in an algebraic closure K of K.
Now consider an analytic manifold M modelled on an ultrametric Banach space E over
K (as in [4]). Let f : M → M be an analytic diffeomorphism, and p ∈ M be a fixed point
of f .
Definition 1.2. Given a ∈]0, 1], we define W sa( f, p) ⊆ M , the a-stable set around p with
respect to f , as the set of all x ∈ M such that
f n(x)→ p as n →∞ and a−n∥κ( f n(x))∥ → 0, (1)
for some (and hence every) chart κ: U → V ⊆ E of M around p such that κ(p) = 0, and
some (and hence every) ultrametric norm ∥ · ∥ on E defining its topology.1
It is clear from the definition that W sa := W sa( f, p) is stable under f , i.e., f (W sa) = W sa .
Now a-hyperbolicity of Tp( f ) ensures that W sa is a manifold, the a-stable manifold around
p with respect to f (see Section 7):
Theorem 1.3 (Ultrametric Stable Manifold Theorem). Let M be an analytic manifold
modelled on an ultrametric Banach space over a complete ultrametric field K. Let
f : M → M be an analytic diffeomorphism and p ∈ M be a fixed point of f . If a ∈]0, 1]
and Tp( f ): Tp(M)→ Tp(M) is a-hyperbolic, then there exists a unique analytic manifold
structure on W sa := W sa( f, p) such that (a)–(c) hold:
(a) W sa is an immersed submanifold of M;
(b) W sa is tangent to the a-stable subspace Tp(M)a,s (with respect to Tp( f )), i.e.,
Tp(W sa) = Tp(M)a,s;
(c) f restricts to an analytic diffeomorphism W sa → W sa .
1 See Remark 6.5 for the independence of the choice of κ and ∥ · ∥.
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Moreover, each neighbourhood of p in W sa contains an open neighbourhood Ω of p
in W sa which is a submanifold of M, is f -invariant (i.e., f (Ω) ⊆ Ω ), and such that
W sa =
∞
n=0 f −n(Ω).
In case of 1-hyperbolicity, one simply speaks of hyperbolicity. Moreover, W s1 is simply
called the stable manifold around p, and denoted W s.
To obtain so-called centre–stable manifolds and centre manifolds around a given fixed
point p, again we need to impose appropriate conditions on Tp( f ). To formulate these, let
E be an ultrametric Banach space over K. Moreover, let α: E → E be a continuous linear
map, and a ∈]0,∞[.
Definition 1.4. An α-invariant vector subspace Ea,cs ⊆ E is called an a-centre–stable
subspace with respect to α if there exists an α-invariant vector subspace Ea,u of E such
that E = Ea,cs ⊕ Ea,u and α2 := α|Ea,u : Ea,u → Ea,u is invertible, and there exists an
ultrametric norm ∥ · ∥ on E defining its topology, with the following properties:
(a) ∥x + y∥ = max{∥x∥, ∥y∥} for all x ∈ Ea,cs, y ∈ Ea,u; and
(b) ∥α1∥ ≤ a and 1∥α−12 ∥ > a holds for the operator norms with respect to ∥ · ∥, where
α1 := α|Ea,cs .
Then Ea,cs is uniquely determined (see Remark 3.3).
Definition 1.5. If α is an automorphism, we say that an α-invariant vector subspace
Ea,c ⊆ E is an a-centre subspace with respect to α if there exist α-invariant vector
subspaces Ea,s and Ea,u of E such that E = Ea,s ⊕ Ea,c ⊕ Ea,u, and an ultrametric
norm ∥ · ∥ on E defining its topology, with the following properties:
(a) ∥x + y + z∥ = max{∥x∥, ∥y∥, ∥z∥} for all x ∈ Ea,s, y ∈ Ea,c and z ∈ Ea,u;
(b) ∥α(x)∥ = a∥x∥ for all x ∈ Ea,c; and
(c) ∥α1∥ < a and 1∥α−13 ∥ > a hold for the operator norms with respect to ∥ · ∥, where
α1 := α|Ea,s and α3 := α|Ea,u .
Then Ea,s, Ea,c and Ea,u are uniquely determined (Remark 4.3); Ea,s and Ea,u are called
the a-stable and a-unstable subspaces of E with respect to α, respectively (and likewise
in Definition 1.1). If a = 1, we simply speak of stable, centre and unstable subspaces, and
write Es, Ec and Eu instead of E1,s, E1,c and E1,u.
If E is finite-dimensional, then an a-centre-stable subspace with respect to a linear map
α: E → E always exists, for any a ∈]0,∞[. An a-centre subspace exists if E is finite-
dimensional and α an automorphism (see [11]).
1.6. Let M be an analytic manifold modelled on an ultrametric Banach space over a
complete ultrametric field K. Let M0 ⊆ M be open, f : M0 → M be an analytic mapping,
p ∈ M0 be a fixed point of f , and a ∈]0, 1].
Definition 1.7. If Tp(M) has an a-centre-stable subspace Tp(M)a,cs with respect to Tp( f ),
we call an immersed submanifold N ⊆ M0 an a-centre–stable manifold around p with
respect to f if (a)–(d) are satisfied:
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(a) p ∈ N ;
(b) N is tangent to Tp(M)a,cs at p, i.e., Tp(N ) = Tp(M)a,cs;
(c) f (N ) ⊆ N ; and
(d) f |N : N → N is analytic.
If a = 1, we simply speak of a centre–stable manifold.
Definition 1.8. If Tp( f ) is an automorphism and Tp(M) has a centre subspace Tp(M)c
with respect to Tp( f ), we say that an immersed submanifold N ⊆ M0 is a centre manifold
around p with respect to f if (a), (c) and (d) from Definition 1.7 hold as well as
(b)′ N is tangent to Tp(M)c at p, i.e., Tp(N ) = Tp(M)c.
Given a manifold M, p ∈ M and immersed submanifolds N1, N2 ⊆ M containing p, let us
write N1 ∼p N2 if there exists an open neighbourhood U of p in N1 which is also an open
neighbourhood of p in N2, and on which N1 and N2 induce the same analytic manifold
structure. The∼p-equivalence class of an immersed submanifold N ⊆ M is called its germ
at p.
The following result is obtained in Section 3:
Theorem 1.9 (Ultrametric Centre–Stable Manifold Theorem). Let a ∈]0, 1] and assume
that Tp(M) admits an a-centre-stable subspace with respect to Tp( f ), in the situation
of 1.6. Then the following holds:
(a) There exists an a-centre-stable manifold N around p with respect to f ;
(b) The germ of N at p is uniquely determined;
(c) Every neighbourhood of p in N contains an open neighbourhood Ω of p in N which
is an a-centre-stable manifold and a submanifold of M.
As concerns centre manifolds, we show (see Section 4):
Theorem 1.10 (Ultrametric Centre Manifold Theorem). In the setting of 1.6, assume that
Tp( f ) is an automorphism and assume that Tp(M) has a centre subspace with respect to
Tp( f ). Then
(a) There exists a centre manifold N around p with respect to f ;
(b) The germ of N at p is uniquely determined;
(c) Each neighbourhood of p in N contains an open neighbourhood Ω of p in N which
is a centre manifold, a submanifold of M, stable under f (i.e., f (Ω) = Ω ), and for
which f |Ω :Ω → Ω is a diffeomorphism.
It is essential for the uniqueness assertions in part (b) of Theorems 1.9 and 1.10 that all
manifolds (and submanifolds) we consider are analytic manifolds.
Local a-unstable manifolds can also be discussed, for a ≥ 1 (see Section 8).
In Section 9, we describe the Lie-theoretic applications which provided the stimulus for
the current investigations.
Methods. Using a local chart around p, the constructions of a-centre-stable manifolds
and (local) a-stable manifolds are easily reduced to the case where M = E is an ultrametric
Banach space and f is an analytic E-valued map on an open ball B Er (0) ⊆ E , such that
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f (0) = 0. Write E = E1 ⊕ E2 and (accordingly) f = ( f1, f2), where E1 is the a-centre
stable (resp., the a-stable) subspace of E and E2 the a-unstable subspace. Now the idea is
to construct an a-centre-stable manifold (resp., a local a-stable manifold) as the graph Γ
of an analytic E2-valued map φ on some ball in E1.
Construction of a-centre–stable manifolds. In this case, the required f -invariance of Γ
necessitates that
f2(x, φ(x)) = φ( f1(x, φ(x))) (2)
for small x ∈ E1. Writing now f1, f2 and φ as convergent series, (2) can be read as an
identity for formal series, which enables us to determine the coefficients of φ recursively
(see Section 3).
Construction of (local) a-stable manifolds. We construct local a-stable manifolds by an
adaptation of a method used by M. C. Irwin in the real case [13]. Instead of constructing the
points z = (x, φ(x)) of the local a-stable manifold directly, the central idea of Irwin was
to construct, instead, their orbits ω(x) := ( f n(z))n∈N0 . These are elements of a suitable
Banach space of sequences, and satisfy a certain identity
G(ω(x)) = (x, 0), (0, 0), . . .,
which can be solved for ω(x) using the inverse function theorem for k times continuously
Fre´chet differentiable functions between Banach spaces.
As an inverse function theorem is also available for analytic maps between ultrametric
Banach spaces, we can adapt Irwin’s method to the ultrametric case (see Section 6 for
the construction, and Section 5 for auxiliary results concerning sequence spaces). Our
discussion also profited from [21].
We mention that fixed (and periodic) points for one-dimensional analytic dynamical
systems over ultrametric fields were already classified into attractive, repelling and
indifferent ones in [14] as well as [15, Chapter 3, Section 1], and Siegel discs studied in
the latter case (which are open invariant sets and hence, in particular, invariant manifolds).
Results concerning attractive and repelling fixed points for multidimensional systems were
obtained in [1]; concrete examples were considered in [2].
2. Preliminaries and notation
In this section, we fix notation and recall some basic (but essential) facts concerning
analytic functions between open subsets of ultrametric Banach spaces. First of all, let us
mention that N := {1, 2, . . .} and N0 := N ∪ {0} in this article. We write Z for the integers
and R for the field of real numbers. If f : M → M and n ∈ N, we write f n := f ◦ · · · ◦ f
for the n-fold composition, and f 0 := idM . If f is invertible, we define f −n := ( f −1)n .
Ultrametric Banach spaces. Recall that an ultrametric field is a fieldK, together with an
absolute value | · |:K→ [0,∞[ which satisfies the ultrametric inequality. We shall always
assume that the metric d:K × K → [0,∞[, d(x, y) := |x − y|, defines a non-discrete
topology on K. If the metric space (K, d) is complete, then the ultrametric field (K, | · |) is
called complete. A totally disconnected, locally compact, non-discrete topological field is
called a local field. Any such admits an ultrametric absolute value making it a complete ul-
trametric field [20]. See, e.g., [17] for background concerning complete ultrametric fields.
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An ultrametric Banach space over an ultrametric field K is a complete normed space
(E, ∥ · ∥) over K whose norm ∥ · ∥: E → [0,∞[ satisfies the ultrametric inequality,
∥x+ y∥ ≤ max{∥x∥, ∥y∥} for all x, y ∈ E . The ultrametric inequality entails the following
domination principle:
∥x + y∥ = ∥x∥ for all x, y ∈ E such that ∥y∥ < ∥x∥. (3)
Given x ∈ E and r ∈]0,∞], we set B Er (x) := {y ∈ E : ∥y − x∥ < r}.
Linear operators. Given an ultrametric Banach space E , we let L(E) be the set of all
continuous linear self-maps of E . Then the operator norm makes L(E) an ultrametric
Banach space, and it is a unital K-algebra under composition. We write
GL(E) := L(E)× := {A ∈ L(E): (∃B ∈ L(E)) AB = B A = idE }
for its unit group.
2.1. The domination principle entails that idE − A is an isometry for each A ∈ L(E) of
operator norm ∥A∥ < 1. Moreover, idE − A is invertible, because it is easy to see that the
Neumann series
∞
k=0 Ak provides an inverse for idE − A. Then also (idE − A)−1 is an
isometry. In particular,
∥(idE − A)−1∥ ≤ 1 for all A ∈ L(E) such that ∥A∥ < 1. (4)
See, e.g., [18] for background concerning ultrametric Banach spaces.
Spaces of homogeneous polynomials. We now discuss continuous homogeneous
polynomials and analytic functions between ultrametric Banach spaces. As we are only
dealing with a special case of the situation in [4] (our main reference), simpler notation
will be sufficient.
Let (E, ∥ · ∥E ) and (F, ∥ · ∥F ) be ultrametric Banach spaces over a complete ultrametric
field K. If k ∈ N0, we let Lk(E, F) be the set of all continuous k-linear mappings
β: Ek → F . Thus L0(E, F) ∼= F , and Lk(E, F) for k ≥ 1 is an ultrametric Banach
space with norm given by
∥β∥ := sup
∥β(x1, . . . , xk)∥F
∥x1∥E · · · ∥xk∥E : x1 . . . , xk ∈ E \ {0}

∈ [0,∞[.
If k ≥ 1, we write ∆k (or ∆Ek ) for the diagonal map E → Ek, x → (x, . . . , x). If k = 0,
define ∆0 := ∆E0 : E → E0 = {0}, x → 0. A map p: E → F is called a continuous
homogeneous polynomial of degree k if there exists β ∈ Lk(E, F) such that p = β ◦∆k .
We let Polk(E, F) be the space of all continuous homogeneous polynomials p: E → F of
degree k. Then
Lk(E, F)→ Polk(E, F), β → β ◦∆k
is a surjective linear map. We equip Polk(E, F) with the quotient norm, which makes it an
ultrametric Banach space. Thus
∥p∥ = inf{∥β∥:β ∈ Lk(E, F) such that p = β ◦∆k}.
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Pullbacks and pushforwards. If E1, E2 and F are ultrametric Banach spaces and A: E1 →
E2 is a continuous linear map, we obtain a linear map
Polk(A, F): Polk(E2, F)→ Polk(E1, F), p → p ◦ A.
Similarly, if E, F1 and F2 are ultrametric Banach spaces and B: F1 → F2 is a continuous
linear map, we obtain a linear map
Polk(E, B): Polk(E, F1)→ Polk(E, F2), p → B ◦ p.
Lemma 2.2. The linear mappings A∗ := Polk(A, F) and B∗ := Polk(E, B) are continu-
ous, of operator norm
∥A∗∥ ≤ ∥A∥k and (5)
∥B∗∥ ≤ ∥B∥. (6)
Proof. Let p ∈ Polk(E2, F). If β ∈ Lk(E2, F) such that p = β ◦ ∆E2k , then A∗(p) =
p ◦ A = β ◦∆E2k ◦ A = γ ◦∆E1k , where γ := β ◦ (A×· · ·× A) and ∥γ ∥ ≤ ∥A∥k∥β∥. Thus
∥A∗(p)∥ ≤ ∥A∥k∥β∥ and hence ∥A∗(p)∥ ≤ ∥A∥k∥p∥ (passing to the infimum), which
entails (5). The proof of (6) is similar. 
Analytic functions. Let E and F be ultrametric Banach spaces over a complete ultrametric
field. Given (pk)k∈N0 ∈

k∈N0 Pol
k(E, F), let ρ be the supremum of the set of all r ≥ 0
such that
lim
k→∞ ∥pk∥r
k = 0.
Then ρ is called the radius of strict convergence of the series

k∈N0 pk , and B
E
ρ (0) its
domain of strict convergence.
A function f : U → F on an open subset U ⊆ E is called (locally) analytic if, for each
x ∈ U , there exist (pk)k∈N0 ∈

k∈N0 Pol
k(E, F) such that the series

k∈N0 pk has a
positive radius ρ of strict convergence and there exists r ∈]0, ρ] such that B Er (x) ⊆ U and
f (x + y) =
∞
k=0
pk(y) for all y ∈ B Er (0).
We recall that if B Eρ (0) is the domain of strict convergence of
∞
k=0 pk with pk ∈
Polk(E, F) (and ρ > 0), then the corresponding function
f : B Eρ (0)→ F, f (z) :=
∞
k=0
pk(z)
is analytic [4, 4.2.4]. It is well-known that compositions of composable analytic functions
are analytic (see [4, 4.2.3 and 3.2.7]). It is important that quantitative information is
available:
Let E, F and H be ultrametric Banach spaces. Assume that the series corresponding
to ( fk)k∈N0 ∈

k∈N0 Pol
k(E, F) has radius of strict convergence ρ1 > 0 and the series
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corresponding to (gk)k∈N0 ∈

k∈N0 Pol
k(F, H) has radius of strict convergence ρ2 > 0.
Let f : B Eρ1(0) → F and g: B Fρ2(0) → H be the corresponding analytic functions. We
assume that f (0) ∈ B Fρ2(0) and choose r ∈]0, ρ1] such that
sup{∥ fk∥rk : k ∈ N} ≤ ρ2.
Then [4, 4.1.5] ensures:
Lemma 2.3. There exists (hk)k∈N0 ∈

k∈N0 Pol
k(E, H) such that
∞
k=0 hk has radius of
strict convergence at least r , and such that
g( f (z)) =
∞
k=0
hk(z) for all z ∈ B Er (0).
Ultrametric inverse function theorem. Let
Lip( f ) := sup
∥ f (y)− f (z)∥F
∥y − z∥E : y ≠ z ∈ U

∈ [0,∞]
if E and F a ultrametric Banach spaces and f : U → F is a function on a subset U ⊆ E .
The function f is called (globally) Lipschitz if Lip( f ) < ∞. If U is open, f is analytic
and x ∈ U , we write f ′(x): E → F for the total differential of f at x . The next fact
combines [9, Theorem 5.8] (or [7, Lemma 6.1]) and [4, 5.7.6].
Theorem 2.4 (Ultrametric Inverse Function Theorem). Let (E, ∥ · ∥) be an ultrametric
Banach space over a complete ultrametric field, x ∈ E, r > 0 and f : B Er (x) → E be an
analytic map. Let A ∈ GL(E) and assume that the function f : B Er (x)→ E determined by
f (y) = f (x)+ A · (y − x)+ f (y) (7)
is Lipschitz, with
Lip(f ) < 1∥A−1∥ . (8)
Then the following holds:
(a) f (B Er (x)) is open, f is injective and f
−1: f (B Er (x))→ E is analytic.
(b) f (B Es (y)) = f (y)+ A.B Es (0), for all y ∈ B Er (x) and s ∈]0, r ]. 
Remark 2.5. Condition (8) is automatically satisfied if we take A := f ′(x) and choose
r > 0 small enough, since the analytic map f is “strictly differentiable” at x and thus
lims→0 Lip(f |B Es (x)) = 0 (see 4.2.3 and 3.2.4 in [4]).
The following observations generalize the 1-dimensional case discussed in [15, Chapter 3,
Section 1], whose Lemma 1.6 (devoted to analytic functions of a single variable) plays a
similar role like our Theorem 2.4.
Remark 2.6. Let f : B Er (0)→ F be analytic, with f (0) = 0.
(a) If ∥ f ′(0)∥ ≤ a, then Remark 2.5, (7) and the ultrametric inequality imply that
f (B Es (0)) ⊆ B Fas(0) for all sufficiently small s > 0.
(b) In particular, f (B Es (0)) ⊆ B Fs (0) for small s > 0 if ∥ f ′(0)∥ ≤ 1.
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(c) If E = F and f ′(0) is a surjective isometry, then f (B Es (0)) = B Es (0) for small s > 0
and f |B Es (0) is an isometry, by (3), Remark 2.5 and Theorem 2.4(b).2
Manifolds. An analytic manifold modelled on an ultrametric Banach space E over a
complete ultrametric field K is defined as usual (as a Hausdorff topological space M ,
together with a (maximal) set A of homeomorphisms (“charts”) φ: Uφ → Vφ from open
subsets of M onto open subsets of E , such that M =φ∈AUφ and the mappings φ ◦ψ−1
are analytic for all φ,ψ ∈ A). Also the tangent space Tp M of M at p ∈ M , analytic maps
f : M → N between analytic manifolds, and the tangent maps Tp f : Tp M → T f (p)N can
be defined as usual (cf. [4]), as well as the tangent bundle T M and T f : T M → T N . If
f : M → E is an analytic map to a Banach space, we write d f for the second component
of T f : T M → T E ∼= E × E . Let M be an analytic manifold modelled on an ultrametric
Banach space E . A subset N ⊆ M is called a submanifold of M if there exists a
complemented vector subspace F of the modelling space of M such that each point p ∈ N
is contained in the domain U of some chart φ: U → V of M such that φ(N ∩U ) = F ∩V .
An analytic manifold N is called an immersed submanifold of M if N ⊆ M as a set and
the inclusion map ι: N → M is an immersion. Subgroups of Lie groups with analogous
properties are called Lie subgroups and immersed Lie subgroups, respectively.
3. Centre–stable manifolds
In this section, we prove the Ultrametric Centre–Stable Manifold Theorem
(Theorem 1.9), and discuss related topics. We first regard the local situation.
Let (E, ∥ · ∥) be an ultrametric Banach space over a complete ultrametric field (K, | · |),
such that E = E1 ⊕ E2 as a topological vector space with closed vector subspaces E1 and
E2, and such that
∥x + y∥ = max{∥x∥, ∥y∥} for all x ∈ E1 and y ∈ E2. (9)
Given r > 0, we have B Er (0) = B E1r (0)×B E2r (0), by (9). Let f = ( f1, f2): B Er (0)→ E =
E1⊕E2 be an analytic map such that f (0) = 0 and f ′(0) leaves E1 and E2 invariant. Thus
f ′(0) = A ⊕ B
with certain continuous linear maps A: E1 → E1 and B: E2 → E2. Let a ∈]0, 1]. We
assume that
∥A∥ ≤ a (10)
and we assume that there exists a right inverse C ∈ L(E2) to B (i.e., B ◦ C = idE2 ) such
that3
1
∥C∥ > a. (11)
2 In fact, this holds for all s ∈]0, r ] such that Lip(f |B Es (0)) < 1.
3 We are only interested in the case where B is invertible, but this hypothesis is not needed for the following
construction.
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Then
f (x, y) = (Ax, By)+ f (x, y)
determines an analytic map f = (f1, f2): B Er (0)→ E such that f (0) = 0 and f ′(0) = 0.
After shrinking r , we may assume that f is Lipschitz with
Lip(f ) < a (12)
(cf. Remark 2.5), and that
f1(x, y) = ∞
k=2
ak(x, y) and f2(x, y) = ∞
k=2
bk(x, y)
for all x ∈ B E1r (0) and y ∈ B E2r (0), for suitable continuous homogeneous polynomials
ak : E → E1 and bk : E → E2 of degree k such that
lim
k→∞ ∥ak∥r
k = 0 and lim
k→∞ ∥bk∥r
k = 0.
After replacing f (x) by λ−1 f (λx) with 0 ≠ λ ∈ K sufficiently small, we can achieve that
∥ak∥, ∥bk∥ < 1 for all k ≥ 2.
After decreasing r , we may assume that
r ≤ 1. (13)
Then the following holds:
Proposition 3.1. There exists an analytic function φ: B E1ar (0) → E2 with the following
properties:
(a) φ(B E1ar (0)) ⊆ B E2ar (0) and the graph of φ is f -invariant, more precisely
f (Γs) ⊆ Γas ⊆ Γs for all s ∈]0, ar ], (14)
where Γs := {(x, φ(x)): x ∈ B E1s (0)} for s ∈ ]0, ar ];
(b) φ(0) = 0 and φ′(0) = 0 (whence T(0,0)(Γar ) = E1); and
(c) There are continuous homogeneous polynomials ck : E1 → E2 of degree k with ∥ck∥
< a1−k and φ(x) =∞k=2 ck(x) for all x ∈ B E1ar (0).
If B is invertible, then φ is uniquely determined.
Proof. For all integers k ≥ 2, we choose αk ∈ Lk(E, E1) and βk ∈ Lk(E, E2) such that
ak = αk ◦∆Ek , bk = βk ◦∆Ek , and ∥αk∥, ∥βk∥ < 1.
If φ is an analytic function of the form described in (c), then
sup{∥ck∥(ar)k : k ≥ 2} ≤ r
(using (13)) and φ(0) = 0. Hence f (x, φ(x)) is defined for all x ∈ B E1ar (0) and given
globally by its Taylor series around 0 (by Lemma 2.3). Now let x ∈ B E1s (0), where
s ∈]0, ar ]. Then
∥φ(x)∥ ≤ ∥x∥,
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since ∥ck(x)∥ ≤ ∥ck∥ · ∥x∥k ≤ a1−k∥x∥k =
 ∥x∥
a
k−1∥x∥ ≤ ∥x∥. Hence φ(B E1ar (0)) ⊆
B E2ar (0). Moreover, ∥ f1(x, φ(x))∥ = ∥Ax + f1(x, φ(x))∥ ≤ a∥x∥ < as ≤ s (using (12)),
and hence
f (x, φ(x)) ∈ Γs ⇔ f (x, φ(x)) =

f1(x, φ(x)), φ( f1(x, φ(x)))

⇔ f2(x, φ(x)) = φ( f1(x, φ(x))). (15)
We mention that also the right hand side of (15) is given on all of B E1ar (0) by its Taylor series
around 0, because the homogeneous polynomials η j of the Taylor series of f1 ◦ (id, φ)
around 0 vanish if j = 0 and have norm ∥η j∥ ≤ a2− j if j ≥ 1 (as will be verified in
(23)), whence ∥η j∥(ar) j ≤ ar and so Lemma 2.3 applies. Hence the validity of (15) for
all x ∈ B E1ar (0) is equivalent to an identity of formal series:
B(c2(x)+ c3(x)+ · · ·)+ b2(x, c2(x)+ · · ·)+ b3(x, c2(x)+ · · ·)+ · · ·
= c2

Ax + a2(x, c2(x)+ c3(x)+ · · ·)+ a3(x, c2(x)+ · · ·)+ · · ·

+ c3

Ax + a2(x, c2(x)+ c3(x)+ · · ·)+ a3(x, c2(x)+ · · ·)+ · · ·
+ · · · (16)
Comparing the lowest order term (of second order) on both sides, we see that
Bc2(x)+ b2(x, 0) = c2(Ax)
is required, which can be rewritten as (B∗ − A∗)(c2) = −b2(•, 0) or
B∗(id− C∗A∗)(c2) = −b2(•, 0), (17)
writing A∗ := Pol2(A, E2), B∗ := Pol2(E1, B) and C∗ := Pol2(E1,C) as in Lemma 2.2.
Since ∥C∗A∗∥ ≤ ∥C∥ · ∥A∥2 ≤ ∥C∥ · ∥A∥ < 1 by Lemma 2.2, using 2.1 it follows that
id− C∗A∗ is invertible and ∥(id− C∗A∗)−1∥ ≤ 1. Thus
c2 := (id− C∗A∗)−1C∗(−b2(•, 0)) ∈ Pol2(E1, E2)
has norm ∥c2∥ ≤ ∥C∗∥ · ∥b2(•, 0)∥ ≤ ∥C∥ < 1a . Moreover, (17) holds for this choice of
c2, and if B is invertible, then c2 is determined by (17).
Let n ≥ 3 now and, by induction, suppose that we have already found ck ∈ Polk(E1, E2)
for k = 2, . . . , n − 1 such that ∥ck∥ < a1−k and (16) holds up to order n − 1 if these
c2, . . . , cn−1 are used (and that these are unique if B is invertible). For k = 2, . . . , n − 1,
let γk ∈ Lk(E1, E2) such that ck = γk ◦ ∆E1k and ∥γk∥ < a1−k . Define γ1(x) := x for
x ∈ E1. Identifying E1 with the vector subspace E1 × {0} of E and E2 with {0} × E2, the
previous maps take x to (0, γk(x)) and (x, 0), respectively.
Define A∗ := Poln(A, E2), B∗ := Poln(E1, B) and C∗ := Poln(E1,C). The n-th order
term of (16) then reads
B∗(cn)+ rn = A∗(cn)+ sn (18)
with
rn =
n
k=2

j1,..., jk∈N
j1+···+ jk=n
βk ◦ (γ j1 , . . . , γ jk ) (19)
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and
sn =
n−1
k=2

j1,..., jk∈N
j1+···+ jk=n
γk ◦ (η j1 , . . . , η jk ), (20)
where η1 := A and
η j =
j
ℓ=2

i1,...,iℓ∈N
i1+···+iℓ= j
αℓ ◦ (γi1 , . . . , γiℓ) (21)
for j = 2, . . . , n − 1. For j1, . . . , jk as in (19), we have
∥βk ◦ (γ j1 × · · · × γ jk )∥ ≤ ∥βk∥ · a1− j1 · · · a1− jk < ak−n ≤ a2−n .
Since βk ◦ (γ j1 , . . . , γ jk ) = βk ◦ (γ j1 × · · · × γ jk ) ◦∆E1n , we conclude that
∥rn∥ < a2−n . (22)
Likewise, the norm of each summand in (21) is < aℓ− j ≤ a2− j , and thus
∥η j∥ < a2− j . (23)
Consequently, the norm of each summand in (20) is at most ∥γk∥ · a2k−n < a1−ka2k−n =
ak−n+1 ≤ a2−n . Therefore,
∥sn∥ < a2−n . (24)
In view of Lemma 2.2, (4), (22) and (24),
cn := (id− C∗A∗)−1C∗(sn − rn) ∈ Poln(E1, E2)
is a solution to
(B∗ − A∗)(cn) = B∗(id− C∗A∗)(cn) = sn − rn
(an hence to (18)), of norm ∥cn∥ ≤ ∥C∥ · a2−n < a1−n . If B is invertible, then B∗ − A∗ =
B∗(id− (B−1)∗A∗) is invertible, entailing that cn is uniquely determined by (18). 
Proof of Theorem 1.9.
3.2. Let E := Tp(M) and κ: P → U ⊆ E be a chart of M0 around p such that
κ(p) = 0 and dκ(0) = idE . Let Q ⊆ P be an open neighbourhood of p such that
f (Q) ⊆ P; after shrinking Q, we may assume that κ(Q) = B Er (0) for some r > 0. Then
g := κ ◦ f |Q ◦ κ−1|B Er (0): B Er (0)→ E expresses f |Q in the local chart κ .
(a) Let E = E1 ⊕ E2, with the norm ∥ · ∥, be the decomposition of E into an a-centre-
stable subspace E1 and an a-unstable subspace E2 with respect to α := Tp( f ) = g′(0) (as
in Definition 1.4). Applying Proposition 3.1 to g (instead of f ), we see that, possibly after
shrinking r , there is an analytic map φ: B E1ar (0) → B E2ar (0) as described there. Then the
graph Γar of φ is a submanifold of B Er (0) tangent to E1 at 0, and hence N := κ−1(Γar ) is a
submanifold of Q (and hence of M0) tangent to Tp(M)a,cs at p. Now g(Γar ) ⊆ Γar , where
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Γar is a submanifold and g is analytic. Hence g restricts to an analytic map Γar → Γar .
Thus f restricts to an analytic map N → N .
(c) Letµ: V → B E1τ (0) be a chart of N around p such thatµ(p) = 0 and dµ(p) = idE1 .
There exists σ ∈]0, τ ] such that h := µ ◦ f ◦ µ−1 is defined on all of B E1σ (0). Since
h′(0) = Tp( f |N ) =: A with ∥A∥ ≤ a, Remark 2.6(a) shows that h(B E1s (0)) ⊆ B E1as (0) ⊆
B E1s (0) for all s ∈]0, σ ], after possibly shrinking σ . Moreover, we may assume that
Ωs := µ−1(B E1s (0)) is a submanifold of M for each s ∈]0, σ ] (after shrinking σ further
if necessary). Then the sets Ωs with s ∈]0, σ ] form a basis of open neighbourhoods of p
in N , and each of them is an a-centre-stable manifold and a submanifold of M .
(b) Let N (and other notation) be as in the proof of (a) and N1 be any a-centre-stable
manifold. Write g = (g1, g2) = g′(0) + g: B Er (0) → E1 ⊕ E2, where Lip(g) < a
and g′(0) = A ⊕ B with ∥A∥ ≤ a and 1∥B−1∥ > a. Then P ∩ N1 is an immersed
submanifold of P tangent to E1 and hence, after replacing N1 by an open subset of N1
(justified by (c)), we may assume that N1 is a submanifold of P . Since κ(N1) is tangent to
E1 at 0 ∈ E , the inverse function theorem implies that κ(N1) is the graph of an analytic
map ψ : W → E2 on some open 0-neighbourhood W ⊆ B E1r (0), with ψ(0) = 0 and
ψ ′(0) = 0 (after shrinking N1 if necessary). By strict differentiability, we may assume that
Lip(ψ) ≤ 1 (cf. Remark 2.5). Then µ := pr1 ◦ κ|N1 is a chart for N1 such that µ(0) = 0
and dµ(p) = idE1 (where pr1: E1 ⊕ E2 → E1). Hence, by the proof of (c), there exists
σ ∈]0, r ] such that B E1σ (0) ⊆ W and
g(Θs) ⊆ Θas for all s ∈]0, σ ],
where Θs := {(x, ψ(x)): x ∈ B E1s (0)} for s ∈]0, σ ]. After shrinking σ and conjugation
with a homothety if necessary, we may assume that ψ is given globally by a power series
and satisfies conditions analogous to (b) and (c) in Proposition 3.1. After replacing r and σ
with min{r, σ }, we may assume that r = σ . Then φ = ψ |
B
E1
ar (0)
(by the uniqueness part of
Proposition 3.1), and hence N is an open submanifold of N1. 
Remark 3.3. We mention that Es,cs in Definition 1.4 is uniquely determined. In fact, Ea,cs
is the set of all x ∈ E such that a−n∥αn(x)∥ is bounded for the specified (and hence any
compatible) norm. If α is invertible, then also Ea,u is unique, because Ea,u is the c-centre-
stable subspace with respect to α−1 in this case, for each c ∈]∥α−12 ∥, 1a [. Also note that
Ea,cs = Eb,cs and Ea,u = Eb,u for all positive real numbers b ∈ [∥α1∥, 1∥α−12 ∥ [.
4. Centre manifolds
In this section, we prove the Ultrametric Centre Manifold Theorem.
Proof of Theorem 1.10. Since E := Tp(M) admits a centre subspace with respect to
Tp( f ), we have a decomposition E = Es ⊕ Ec ⊕ Eu and corresponding norm ∥ · ∥.
(c) Let N ⊆ M be a centre manifold around p with respect to f . Or, more generally (for
use in the proof of (a)), let N ⊆ M be an immersed submanifold containing p which is
tangent to Tp(M)c = Ec at p, and assume that p has an open neighbourhood P ⊆ N such
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that f (P) ⊆ N and f |P : P → N is analytic. Let W ⊆ N be a given neighbourhood of p.
We choose a chart µ: V → B Ecτ (0) of N around p such that V ⊆ W ∩ P, µ(p) = 0
and dµ(p) = idEc . There exists σ ∈]0, τ ] such that f (µ−1(B Ecσ (0))) ⊆ V . Then
h := µ ◦ f ◦ µ−1 defines an analytic map B Ecσ (0)→ Ec, such that h′(0) = Tp( f )|Ec is a
surjective linear isometry. Remark 2.6(c) shows that h(B Ecs (0)) = B Ecs (0) for all s ∈]0, σ ]
and h|B Ecs (0): B
Ec
s (0)→ B Ecs (0) is an analytic diffeomorphism, after possibly shrinking σ .
By the same token, we may assume that Ωs := µ−1(B Ecs (0)) is a submanifold of M for
each s ∈]0, σ ]. Then the sets Ωs with s ∈]0, σ ] form a basis of open neighbourhoods of
p in N , and each of them is a centre manifold around p with respect to f , a submanifold
of M , stable under f , and f |Ωs :Ωs → Ωs is a diffeomorphism.
(a) After shrinking M and M0, we may assume that M1 := f (M0) is open and f an
analytic diffeomorphism onto M1. Observe that Es ⊕ Ec is a centre–stable subspace with
respect to Tp( f ), and Ec ⊕ Eu is a centre–stable subspace with respect to Tp( f −1) =
Tp( f )−1. Hence Theorem 1.9 provides a centre–stable manifold N1 around p with respect
to f , and a centre–stable manifold N2 around p with respect to f −1: M1 → M , which
are submanifolds of M . Since N1 and N2 are transversal at p, after shrinking N2, we
may assume that N1 ∩ N2 is a submanifold of N1 and hence of M (retaining that N2
is a centre–stable manifold by means of Theorem 1.9(c)). After shrinking N2 further if
necessary, we may assume that S := f −1(N2) is open in N2 and that f −1|N2 : N2 → S
is a diffeomorphism (by the inverse function theorem and Theorem 1.9(c)). Define P :=
N1 ∩ S. Then f (P) ⊆ N1 ∩ N2 and since N := N1 ∩ N2 is a submanifold of M0, the
restriction of f to a map h: P → N is analytic. By the proof of (c), there exists an open
subset Ω ⊆ N which is a centre manifold around p with respect to f .
(b) can be proved like Theorem 1.9(b) once we know that also centre manifolds can be
described as the graph of a unique power series in a given chart (the simple adaptation of
the argument is left to the reader). The following proposition shows that such a description
is always possible. 
We first fix the setting.
4.1. We consider an ultrametric Banach space E over a complete ultrametric field (K, | · |)
and an automorphism α: E → E for which there exists a centre subspace E2 ⊆ E . We let
E1 be the stable subspace, E3 be the unstable subspace and ∥ · ∥ be an ultrametric norm
on E = E1 ⊕ E2 ⊕ E3 as described in Definition 1.5. Thus α = A ⊕ B ⊕ C in terms of
automorphisms of E1, E2 and E3, respectively. Let r > 0 and f = ( f1, f2, f3): B Er (0)→
E be an analytic mapping such that f (0) = 0 and f ′(0) = α. Thus
f (x, y, z) = (Ax, By,Cz)+ f (x, y, z)
with an analytic function f = (f1, f2, f3): B Er (0) → E such that f (0) = 0 andf ′(0) = 0. After shrinking r , we may assume that f is Lipschitz with
Lip(f ) < 1. (25)
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We may also assume that f1(x, y, z) =∞k=2 ak(x, y, z),
f2(x, y, z) = ∞
k=2
bk(x, y, z) and f3(x, y, z) = ∞
k=2
ck(x, y, z)
for all x ∈ B E1r (0), y ∈ B E2r (0) and z ∈ B E3r (0), for suitable continuous homogeneous
polynomials ak : E → E1, bk : E → E2 and ck : E → E3 of degree k such that
lim
k→∞ ∥ak∥r
k = 0, lim
k→∞ ∥bk∥r
k = 0 and lim
k→∞ ∥ck∥r
k = 0.
After replacing f (x) by λ−1 f (λx) with 0 ≠ λ ∈ K sufficiently small, we can achieve that
∥ak∥, ∥bk∥, ∥ck∥ < 1 for all k ≥ 2.
After decreasing r , we may assume that r ≤ 1. Then the following holds.
Proposition 4.2. In the setting of 4.1, there exists a unique analytic function φ =
(φ1, φ3): B
E2
r (0)→ E1 × E3 with properties (a)–(c):
(a) f (Γt ) ⊆ Γr for some t ∈]0, r ], where {(φ1(y), y, φ3(y)): y ∈ B E2s (0)} =: Γs for
s ∈]0, r ];
(b) φ(0) = 0 and φ′(0) = 0 (whence T0(Γr ) = E2); and
(c) There exist continuous homogeneous polynomials dk : E2 → E1 and ek : E2 → E3 of
degree k with ∥dk∥, ∥ek∥ < 1 and φ(y) =∞k=2(dk(y), ek(y)) for all y ∈ B E2r (0).
Moreover, φ(B E1s (0)) ⊆ B E1×E3s (0) and f (Γs) = Γs , for all s ∈]0, r ].
Because the proof of Proposition 4.2 is very similar to that of Proposition 3.1, we relegate
it to an appendix (Appendix A). Note that Proposition 4.2 also provides a second (more
involved) proof for the existence of centre manifolds. The above transversality argument
can be re-used nicely in the Ck-case.
Remark 4.3. Ea,s, Ea,c and Ea,u are uniquely determined in the situation of Definition 1.5
(if they exist). In fact, Ea,s (resp., Ea,u) is the set of all x ∈ E such that a−n∥αn(x)∥ → 0 as
n →∞ (resp., as n → −∞), and Ea,c is the set of all x ∈ E such that {a−n∥αn(x)∥: n ∈
Z} is bounded.
5. Mappings between sequence spaces
We now prove some basic facts concerning Banach spaces of sequences and non-linear
mappings between them. They will be used later (in Section 6) to construct local a-stable
manifolds.
For the moment, let (K, | · |) be a valued field.
Definition 5.1. If (E, ∥ · ∥) is a normed space over K and a a positive real number, we let
Sa(E) be the set of all sequences (xn)n∈N0 in E such that limn→∞ a−n∥xn∥ = 0. Clearly
Sa(E) is a vector subspace of EN0 , and
∥x∥a := max{a−n∥xn∥: n ∈ N0} for x = (xn)n∈N0 ∈ Sa(E)
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is a norm on Sa(E). Given a subset U ⊆ E , we write
Sa(U ) := {x = (xn)n∈N0 ∈ Sa(E): (∀n ∈ N0) xn ∈ U }.
Remark 5.2. The following assertions are obvious:
(a) If | · | and ∥ · ∥ are ultrametric, then also ∥ · ∥a is ultrametric.
(b) If E is a Banach space, then also Sa(E) is a Banach space.
(c) If a ∈]0, 1], then limn→∞ xn = 0 for all x = (xn)n∈N0 ∈ Sa(E).
Our first lemma compiles various basic facts.
Lemma 5.3. Let (E, ∥ · ∥E ) be a normed space over (K, | · |) and a > 0.
(a) The left shift λ:Sa(E)→ Sa(E), λ(x) := (xn+1)n∈N0 for x = (xn)n∈N0 ∈ Sa(E), and
the right shift ρ:Sa(E)→ Sa(E), ρ(x) := (0, x0, x1, . . .) are continuous linear maps,
of operator norm
∥λ∥ ≤ a and ∥ρ∥ ≤ a−1. (26)
(b) For each m ∈ N0, the maps πm :Sa(E) → E, x = (xn)n∈N0 → xm and µm : E →
Sa(E),µm(x) := (0, . . . , 0, x, 0, 0, . . .) (with m zeros at the beginning) are continuous
linear, of operator norm ∥πm∥ ≤ am and ∥µm∥ ≤ a−m .
(c) For each m ∈ N, the map Sa(E)→ Em × Sa(E),
(xn)n∈N0 → ((x0, x1, . . . , xm−1), (xm+n)n∈N0)
is an isomorphism of topological vector spaces.
(d) If a ∈]0, 1] and U ⊆ E is an open 0-neighbourhood, then Sa(U ) is an open 0-
neighbourhood in Sa(E).
(e) If also (F, ∥·∥F ) is a normed space over K, equip E⊕F (which we treat as an internal
direct sum) with the maximum norm, ∥x + y∥ := max{∥x∥E , ∥y∥F } for x ∈ E, y ∈ F.
Then Sa(E⊕F) = Sa(E)⊕Sa(F) and ∥x+y∥a = max{∥x∥a, ∥y∥a} for all x ∈ Sa(E)
and y ∈ Sa(F).
Proof. (a) Given x = (xn)n∈N0 ∈ Sa(E),
a−n∥λ(x)n∥ = a−n∥xn+1∥ = a · a−(n+1)∥xn+1∥ ≤ a∥x∥a
for each n ∈ N0. Hence ∥λ(x)∥a ≤ a∥x∥a and thus ∥λ∥ ≤ a. The second assertion can be
shown analogously.
(b) For x = (xn)n∈N0 , we have ∥πm(x)∥E = ∥xm∥E = ama−m∥xm∥E ≤ am∥x∥a .
Hence ∥πm∥ ≤ am . If x ∈ E , then ∥µm(x)∥a = a−m∥x∥E and thus ∥µm∥ ≤ a−m .
(c) Using the continuous mappings introduced in (a) and (b), the map in question
can be written as Φ = (π0, . . . , πm−1, λm). It therefore is continuous linear. For j ∈
{0, . . . ,m−1}, let pr j : Em×Sa(E)→ E be the projection onto the j-th component (which
we count starting with 0). Moreover, let prm : E
m ×Sa(E)→ Sa(E) be the projection onto
the final component. Then Ψ := m−1j=0 µ j ◦ pr j + ρm ◦ prm is continuous linear (by (a)
and (b)), and it is easy to see that Φ and Ψ are the inverse mappings of one another.
(d) Let x = (xn)n∈N0 ∈ Sa(U ). There is s > 0 such that B Es (0) ⊆ U , and m ∈ N0 such
that a−n∥xn∥E < s for all n > m. Then ∥(xm+1+n)n∈N0∥a = am+1 max{a−n∥xn∥E : n >
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m} ≤ max{a−n∥xn∥E : n > m} < s. Hence U m+1 × BSa(E)s (0) is an open neighbourhood
of x , identifying Sa(E) with Em+1×Sa(E) (as in (c)). Since U m+1× BSa(E)s (0) ⊆ Sa(U )
and x was arbitrary, it follows that Sa(U ) is open.
(e) follows from the fact that the maximum of max{a−n∥xn∥E : n ∈ N0} and max{a−n
∥yn∥F : n ∈ N0} coincides with the maximum of the numbers a−n max{∥xn∥E , ∥yn∥F }, for
n ∈ N0. 
Various types of maps operate on sequence spaces.
Lemma 5.4. Let (E, ∥ · ∥E ) and (F, ∥ · ∥F ) be normed spaces over K and a > 0.
(a) If U ⊆ E is a subset such that 0 ∈ U and f : U → F is a Lipschitz map such that
f (0) = 0, then Sa( f )(x) := ( f (xn))n∈N0 ∈ Sa(F) for all x = (xn)n∈N0 ∈ Sa(U ), and
the map Sa( f ):Sa(U )→ Sa(F) so obtained is Lipschitz, with Lip(Sa( f )) ≤ Lip( f ).
(b) If α: E → F is continuous linear, then Sa(α)(x) := (α(xn))n∈N0 ∈ Sa(F) for
all x = (xn)n∈N0 ∈ Sa(E), and the map Sa(α):Sa(E) → Sa(F) so obtained is
continuous linear, of operator norm ∥Sa(α)∥ ≤ ∥α∥.
(c) If a ∈]0, 1] and p: E → F is a continuous homogeneous polynomial of degree k ∈ N,
then Sa(p)(x) := (p(xn))n∈N0 ∈ Sa(F) for all x = (xn)n∈N0 ∈ Sa(E), and the
map Sa(p):Sa(E)→ Sa(F) so obtained is a continuous homogeneous polynomial of
degree k, of norm ∥Sa(p)∥ ≤ ∥p∥.
Proof. (a) Given x = (xn)n∈N0 and y = (yn)n∈N0 in Sa(U ), we have a−n∥ f (xn) −
f (yn)∥F ≤ a−nLip( f )∥xn − yn∥E for each n ∈ N0, showing that Sa( f )(x)−Sa( f )(y) ∈
Sa(F) and ∥Sa( f )(x) − Sa( f )(y)∥a ≤ Lip( f )∥x − y∥a . Taking y = 0, we obtain that
Sa( f )(x) ∈ Sa(F). Thus Sa( f ) makes sense, and it is Lipschitz of constant ≤ Lip( f ) by
the preceding estimate.
(b) By (a), Sa(α) makes sense. Since, apparently, the map Sa(α) is linear, its Lipschitz
constant (estimated in (a)) coincides with its operator norm.
(c) Let β ∈ Lk(E, F) such that p = β ◦∆Ek . Write ∆k for the diagonal map Sa(E)→
Sa(E)k . Given x1, . . . , xk ∈ Sa(E) with x j = (x jn )n∈N0 , we define B(x1, . . . , xk) :=
(β(x1n , . . . , x
k
n ))n∈N0 . Then
a−n∥β(x1n , . . . , xkn )∥F ≤ a−n∥β∥ · ∥x1n∥E · · · ∥xkn∥E
≤ ∥β∥(a−n∥x1n∥) · · · (a−n∥xkn∥) (27)
≤ ∥β∥ · ∥x1∥a · · · ∥xk∥a . (28)
Since the right hand side in (27) tends to 0 as n → ∞, we have B(x1, . . . , xk) ∈ Sa(F).
Then B is k-linear and B:Sa(E)k → Sa(F) has norm at most ∥β∥, because (28)
implies that ∥B(x1, . . . , xk)∥a ≤ ∥β∥ · ∥x1∥a · · · ∥xk∥a . Since Sa(p) = B ◦ ∆k , the
assertion follows. 
Proposition 5.5. Let E and F be ultrametric Banach spaces over a complete ultrametric
field K and f : U → F be an analytic mapping on an open 0-neighbourhood U ⊆ E, such
that f (0) = 0. Let a ∈]0, 1]. Then
Sa( f )(x) := ( f (xn))n∈N0 ∈ Sa(F)
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for all x = (xn)n∈N0 ∈ Sa(U ), and the map
Sa( f ):Sa(U )→ Sa(F)
so obtained is analytic.
Proof. There are s > 0 and polynomials pk ∈ Polk(E, F) for k ∈ N such that
limk→∞ ∥pk∥sk = 0, B Es (0) ⊆ U and f (x) =
∞
k=1 pk(x) for all x ∈ B Es (0). Then
Sa(pk):Sa(E) → Sa(F) is a continuous homogeneous polynomial for each k ∈ N (by
Lemma 5.4(c)). Since, moreover, ∥Sa(pk)∥ ≤ ∥pk∥, we see that limk→∞ ∥Sa(pk)∥sk = 0.
Then
∞
k=1 Sa(pk) defines an analytic function BSa(E)s (0)→ Sa(F) (by [4, 4.2.4]). Since
this function coincides with
h := Sa( f )|BSa (E)s (0), (29)
we see that Sa( f ) is analytic on BSa(E)s (0).
Now let x = (xn)n∈N0 ∈ Sa(U ) be arbitrary. There is m ∈ N0 such that a−n∥xn∥E < s
for all n > m. Identifying Sa(E) with Em+1 × Sa(E) (as in Lemma 5.3(c)), we may
consider U m+1 × BSa(E)s (0) as an open neighbourhood of x in Sa(U ). Considered as a
mapping
U m+1 × BSa(E)s (0)→ Fm+1 × Sa(F) ∼= Sa(F),
Sa( f ) coincides with the analytic map f ×· · ·× f × h (which involves m+ 1 factors f at
the beginning, and the map h from (29)). Thus Sa( f ) is analytic on an open neighbourhood
of x and hence analytic (as x was arbitrary). 
6. Construction of local stable manifolds
We construct local stable manifolds by an adaptation of Irwin’s method.
6.1. Let (E, ∥·∥) be an ultrametric Banach space over a complete ultrametric field (K, |·|),
such that E = E1 ⊕ E2 as a topological vector space with closed vector subspaces E1 and
E2, and such that
∥x + y∥ = max{∥x∥, ∥y∥} for all x ∈ E1, y ∈ E2. (30)
We interpret E also as the direct product E1 × E2, in which case its elements are
written as pairs (x, y). Given r > 0, we have B Er (0) = B E1r (0) × B E2r (0), by (30). Let
f = ( f1, f2): B Er (0) → E = E1 × E2 be an analytic map such that f (0) = 0 and f ′(0)
leaves E1 and E2 invariant. Thus
f ′(0) = A ⊕ B
with certain continuous linear maps A: E1 → E1 and B: E2 → E2. Let a ∈]0, 1]. We
assume that
∥A∥ < a (31)
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and we assume that B is invertible, with
1
∥B−1∥ > a. (32)
Then
f (x, y) = (Ax, By)+ f (x, y)
determines an analytic function f = (f1, f2): B Er (0) → E such that f (0) = 0 andf ′(0) = 0. After shrinking r if necessary, we may assume that f is Lipschitz with
Lip(f ) < a, (33)
(cf. Remark 2.5).
Then we have:
Theorem 6.2. In the situation of 6.1, the set
Γ := {z ∈ B Er (0): f n(z) is defined and a−n∥ f n(z)∥ < r for
all n ∈ N0, and lim
n→∞ a
−n∥ f n(z)∥ = 0} (34)
has the following properties:
(a) f (Γ ) ⊆ Γ , i.e., Γ is f -invariant.
(b) Γ is the graph of an analytic map φ: B E1r (0)→ B E2r (0) with φ(0) = 0 and φ′(0) = 0
(and hence T0Γ = E1).
Moreover, the following holds:
(c) φ is Lipschitz, with Lip(φ) ≤ 1.
(d) Γ is independent of the choice of a such that ∥A∥ < a < 1∥B−1∥ and Lip(f ) < a.
(e) Γ ∩ B Es (0) is f -invariant for each s ∈]0, r ] and has properties analogous to those of
Γ described in (34) and (b) if we replace r with s there.
(f) For each b > 0 such that ∥A∥ ≤ b < 1∥B−1∥ and Lip(f ) ≤ b, we have
Γ = {z ∈ B Er (0): f n(z) is defined and ∥ f n(z)∥ ≤ bnr for all n ∈ N0}
= {z ∈ B Er (0): f n(z) is defined and ∥ f n(z)∥ ≤ bn∥z∥ for all n ∈ N0}.
(g) ∥ f (z)∥ ≤ c∥z∥ for each z ∈ Γ , where c := max{∥A∥,Lip(f1)} < a.
(h) If A is invertible and Lip(f1) < 1∥A−1∥ , then f (Γ ) is open in Γ and f |Γ :Γ → f (Γ )
is a diffeomorphism.
Proof. (a) is obvious from the definition of Γ .
(b) Identifying Sa(E) with Sa(E1)×Sa(E2) as in Lemma 5.3(e), we can write elements
z = (zn)n∈N0 ∈ Sa(E) in the form z = (x, y) with x = (xn)n∈N0 ∈ Sa(E1)
and y = (yn)n∈N0 ∈ Sa(E2). We abbreviate U := BSa(E)r (0) and consider the map
g:U → Sa(E) taking z = (zn)n∈N0 ∈ U with zn = (xn, yn) to the sequence g(z) with n-th
entry
g(z)n :=

0, B−1(y1 − f2(z0)) if n = 0;
f1(zn−1), B−1(yn+1 − f2(zn)) if n ≥ 1 (35)
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for n ∈ N0. Then g(0) = 0. Using the right shift ρ on Sa(E1), the left shift λ on Sa(E2)
and the projection pr2: E = E1 ⊕ E2 → E2, we can write g as
g = ρ ◦ Sa( f1), Sa(B−1) ◦ (λ ◦ Sa(pr2)− Sa(f2)).
In view of Lemma 5.3(a) and (e), Lemma 5.4(a) and Proposition 5.5, this formula shows
that g is analytic and Lipschitz with Lip(g) < 1. Then
G := idU − g:U → U
is an analytic diffeomorphism and an isometry, by the Ultrametric Inverse Function
Theorem (Theorem 2.4) and the domination principle (3). Now
w: B E1r (0)→ U , w(x) := G−1

(x, 0), (0, 0), . . .

is an analytic map such that (idU − g)(w(x)) = G(w(x)) = ((x, 0), (0, 0), . . .) and thus
w(x) = (x, 0), (0, 0), . . .+ g(w(x)) (36)
for all x ∈ B E1r (0). Comparing the 0-th component on both sides of (36), we see that
w(x)0 = (x, 0)+

0, B−1(pr2(w(x)1)− f2(w(x)0)) and thus
w(x)0 = (x, φ(x)),
where φ: B E1r (0)→ B E2r (0) is the analytic function given by
φ(x) := B−1(pr2(w(x)1)− f2(w(x)0)). (37)
Then φ(0) = 0, and since
g′(0) = ρ ◦ Sa(A) ◦ Sa(pr1), Sa(B−1) ◦ λ ◦ Sa(pr2) = D1 ⊕ D2
with D1 := ρ ◦ Sa(A) ∈ L(Sa(E1)) and D2 := Sa(B−1) ◦ λ ∈ L(Sa(E2)) of operator
norm <1 (cf. proof of Proposition 5.5), we have
(G−1)′(0) = (G ′(0))−1 = (id− (D1 ⊕ D2))−1 = id+
∞
k=1
Dk1 ⊕ Dk2
and thus w′(0) · y = (G−1)′(0) · (y, 0), (0, 0), . . . = ((y, 0), (Ay, 0), (A2 y, 0), . . .) for
all y ∈ E1, entailing that
φ′(0) = 0.
We claim that w(x) is the f -orbit of w(x)0 = (x, φ(x)), for each x ∈ B E1r (0). If this is
true, then w(x) ∈ U implies that a−n∥ f n(x, φ(x))∥ = a−n∥w(x)n∥ is < r and tends to 0
as n →∞, showing that (x, φ(x)) ∈ Γ and hence
graph(φ) ⊆ Γ .
To prove the claim, we need only show that w(x)n+1 = f (w(x)n) for each n ∈ N0
(because w(x)0 = (x, φ(x))). Looking at the second component of the entry in (36)
indexed by n and the first component of the entry indexed by n + 1, we see that
pr2(w(x)n) = B−1(pr2(w(x)n+1)− f2(w(x)n)) (38)
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and pr1(w(x)n+1) = f1(w(x)n). Multiplying (38) with B, we obtain
Bpr2(w(x)n) = pr2(w(x)n+1)− f2(w(x)n),
whence pr2(w(x)n+1) = Bpr2(w(x)n) + f2(w(x)n) = f2(w(x)n). Thus w(x)n+1 =
f (w(x)n), confirming the claim.
For a full proof of (b), it only remains to show that Γ ⊆ graph(φ). To prove this
inclusion, let z0 = (x0, y0) ∈ Γ . Then z := ( f n(z0))n∈N0 ∈ U (since a−n∥ f n(z0)∥ < r
and a−n∥ f n(zn)∥ → 0 by definition of Γ ). We claim that
z = ((x0, 0), (0, 0), . . .)+ g(z). (39)
If this is true, then G(z) = z − g(z) = ((x0, 0), (0, 0), . . .) and hence z =
G−1((x0, 0), (0, 0), . . .) = w(x0). As a consequence, z0 = w(x0)0 = (x0, φ(x0)) and
thus z0 ∈ graph(φ). To prove the claim, note first that pr1(z0) = x0, which is also the first
component of the 0-th entry of the right hand side of (39). Given n ∈ N, equality of the
first component of the index n entry of the sequences on the left and right of (39) means
that
pr1(zn) = f1(zn−1),
which is valid since zn = f n(z0) = f ( f n−1(z0)) = f (zn−1). Next, we use that pr2(zn) =
pr2( f (zn−1)) = Bpr2(zn−1) + f2(zn−1), whence Bpr2(zn−1) = pr2(zn) − f2(zn−1) and
hence
pr2(zn−1) = B−1(pr2(zn)− f2(zn−1)).
Therefore the second components of the (n − 1)st entries of the sequences on the left and
right of (39) coincide. As n was arbitrary, (39) holds.
(c) Given x, y ∈ B E1r (0), we have
∥φ(x)− φ(y)∥ ≤ ∥(x, φ(x))− (y, φ(y))∥ = ∥w(x)0 − w(y)0∥
≤ ∥w(x)− w(y)∥a
= ∥G−1((x, 0), (0, 0), . . .)− G−1((y, 0), (0, 0), . . .)∥a
= ∥((x − y, 0), (0, 0), . . .)∥a = ∥x − y∥,
using that G is an isometry.
(d) Let b be a real number such that ∥A∥ < b < 1∥B−1∥ and Lip(f ) < b; after
interchanging a and b if necessary, we may assume that b ≤ a. Let Γ ′ be the set
of all z ∈ B Er (0) such that f n(z) is defined for all n ∈ N0, b−n∥ f n(z)∥ < r and
b−n∥ f n(z)∥ → 0 as n →∞. Then also a−n∥ f n(z)∥ < r and a−n∥ f n(z)∥ → 0, whence
z ∈ Γ . Thus Γ ′ ⊆ Γ . Since each of Γ ′ and Γ is the graph of a function on the same domain
(by (b)), it follows that Γ = Γ ′.
(e) Given s ∈]0, r ], let Γs be the set of all z ∈ B Es (0) such that ( f |B Es (0))n(z) is defined
for all n ∈ N0, a−n∥ f n(z)∥ < s, and a−n∥ f n(z)∥ → 0 as n → ∞. Applying (b) to
f |B Es (0) instead of f , we find that Γs is the graph of a function ψ : B
E1
s (0) → B E2s (0).
Since Γs ⊆ Γ , it follows that ψ is the restriction of φ to B E1s (0) and Γ ∩ B Es (0) = Γs .
Since Γs has been obtained in the same way as Γ , it has analogous properties.
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(f) After replacing a by an element in ]b, 1∥B−1∥ [ (which is legitimate by (d)), we may
assume that b < a < 1∥B−1∥ . Given z ∈ Γ , let c ∈]b, 1∥B−1∥ [ and s ∈]∥z∥, r ]. Then z ∈ Γs
(by (e) and its proof), and since the latter can be obtained using c in place of a (by (d)), it
follows that ∥ f n(z)∥ < cns for each n ∈ N0. Letting c → b and s → ∥z∥, it follows that
∥ f n(z)∥ ≤ bn∥z∥ for each n ∈ N0. Hence z belongs to the final set described in (f). This
set, in turn, is a subset of the penultimate set occurring in (f) (as is clear from the definition
of these sets). To complete the proof, let z ∈ B Er (0) be in the penultimate set; thus f n(z) is
defined for each n ∈ N0 and ∥ f n(z)∥ ≤ bnr , for each n ∈ N0. Then a−n∥ f n(z)∥ ≤

b
a
n
r ,
where ba < 1. Thus a
−n∥ f n(z)∥ < r and a−n∥ f n(z)∥ → 0, whence z ∈ Γ . Therefore all
three sets in (f) coincide.
(g) For each z = (x, φ(x)) ∈ Γ , we have
∥z∥ = max{∥x∥, ∥φ(x)∥} = ∥x∥, (40)
because φ(0) = 0 and Lip(φ) ≤ 1 (by (c)). Since f (z) ∈ Γ by (a), we deduce that
∥ f (z)∥ = ∥( f1(z), φ( f1(z)))∥ = ∥ f1(z)∥ = ∥Ax + f1(z)∥ ≤ max{∥Ax∥, ∥f1(z)∥} ≤
c∥x∥, using that ∥f1(z)∥ ≤ Lip(f1)∥z∥ = Lip(f1)∥x∥.
(h) The map κ:Γ → B E1r (0), (x, y) → x is a global chart for the submanifold Γ of E ,
with inverse κ−1: B E1r (0)→ Γ , x → (x, φ(x)). The map κ ◦ f ◦κ−1: B E1r (0)→ E1 takes
x ∈ B E1r (0) to
(κ ◦ f ◦ κ−1)(x) = f1(x, φ(x)) = Ax + f1(x, φ(x))
with Lip(f1 ◦ (id, φ)) ≤ Lip(f1) < 1∥A−1∥ . By the Ultrametric Inverse Function Theorem
(Theorem 2.4), κ ◦ f ◦ κ−1 has open image and is a diffeomorphism onto its image, from
which the assertion follows. 
As a first step towards Theorem 1.3, we now use the preceding results to construct local
a-stable manifolds for locally defined maps on a manifold.
Definition 6.3. In the situation of 1.6 (with a ∈]0, 1]), assume that Tp( f ) is a-hyperbolic.
We call an immersed submanifold N ⊆ M0 a local a-stable manifold around p with respect
to f if (a), (c) and (d) from Definition 1.7 are satisfied as well as
(b)′′ N is tangent at p to the a-stable subspace Tp(M)a,s with respect to Tp( f ), i.e.,
Tp(N ) = Tp(M)a,s.
If a = 1, we simply speak of a local stable manifold.
Before we discuss this concept, let us clarify two related points mentioned in the
introduction.
Remark 6.4. Ea,s is uniquely determined in the situation of Definition 1.2, and if α is an
automorphism of E , then also Ea,u is determined (by the argument given in Remark 4.3).
The second point concerns Definition 1.2.
Remark 6.5. Note that if (1) holds for one chart κ: U → V as described in Definition 1.2
and ultrametric norm ∥ · ∥ on E defining its topology, then also for every other chart
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κ: U → V ⊆ E and norm ∥ · ∥with analogous properties. In fact, since τ := κ ◦ κ−1
is analytic, it is Lipschitz on some 0-neighbourhood W ⊆ V . Moreover, there exists
D > 0 such that ∥ · ∥ ≤ D∥ · ∥. If x ∈ M such that f n(x) → p as n → ∞ and
a−n∥κ( f n(x))∥ → 0, then f n(x) ∈ κ−1(W ) for large n and thus a−n∥κ( f n(x))∥ ≤
a−n D∥τ(κ( f n(x)))∥ ≤ DLip(τ |W )a−n∥κ( f n(x))∥ → 0 (as required).
We can prove the following result on local a-stable manifolds.
Theorem 6.6. Let M be an analytic manifold modelled on an ultrametric Banach space
over a complete ultrametric field. Let M0 ⊆ M be open, f : M0 → M be an analytic
mapping and p ∈ M0 be a fixed point of f , such that Tp( f ) is a-hyperbolic for some
a ∈]0, 1]. Then the following holds:
(a) There exists a local a-stable manifold N around p with respect to f ;
(b) The germ of N at p is uniquely determined;
(c) If N is a local a-stable manifold around p with respect to f , then every neighbourhood
of p in N contains an open neighbourhood Ω ⊆ N which is a local a-stable manifold
around p, a submanifold of M, and has the following additional properties:
(i) There exist a chart κ: P → U ⊆ Tp(M) of M0 around p such that κ(p) = 0,
an ultrametric norm ∥ · ∥ on E := Tp(M) defining its topology, and an open
neighbourhood Q ⊆ P with f (Q) ⊆ P and κ(Q) = B Er (0) for some r > 0, such
that Ω = κ−1(Γ ) where
Γ := {z ∈ B Er (0): gn(z) is defined and a−n∥gn(z)∥ < r for
all n ∈ N0, and lim
n→∞ a
−n∥gn(z)∥ = 0},
with g := κ ◦ f ◦ κ−1|B Er (0);
(ii) f n(x)→ p for all x ∈ Ω ; and
(iii) a−n∥κ( f n(x))∥ → 0 as n →∞, for each x ∈ Ω and some (and hence any) chart
κ of M0 around p, such that κ(p) = 0.
Proof. (a) and (c): Let E1 be the a-stable subspace and E2 be the a-unstable subspace
of E := Tp(M) with respect to Tp( f ), and ∥ · ∥ be a norm on E = E1 ⊕ E2 as
in Definition 1.1. Let κ: P → U, Q, r > 0 and g: B Er (0) → E be as in 3.2; thus
g′(0) = Tp( f ). For s ∈]0, r ], let Γs be the set of all z ∈ B Es (0) such that gn(z) is
defined and a−n∥gn(z)∥ < s for all n ∈ N0, and limn→∞ a−n∥gn(z)∥ = 0. After
shrinking r if necessary, the construction of Section 6 can be applied with g in place of
f (cf. Remark 2.5). Hence, there exists an analytic map
φ: B E1r (0)→ B E2r (0)
with φ(0) = 0 and φ′(0) = 0, such that Γs is the graph of φ|B E1s (0) for each s ∈]0, r ],
and g(Γs) ⊆ Γs (see Theorem 6.2). Then Γs is a submanifold of B Es (0) and g restricts
to an analytic map Γs → Γs for each s ∈]0, r ]. Now Ωs := κ−1(Γs) is a submanifold
of κ−1(B Es (0)) (and hence of M), such that f (Ωs) ⊆ Ωs and f |Ωs :Ωs → Ωs is
analytic. Also, Tp(Ωs) = E1 because T0(Γs) = E1, and hence each Ωs is a local a-
stable manifold around p with respect to f . Moreover, the Ωs with s ∈]0, r ] form a
basis of open neighbourhoods of p in Ωr . Finally, f n(x) → p holds for all x ∈ Ωr
and a−n∥κ( f n(x))∥ = a−n∥gn(κ(x))∥ → 0 by definition of Γr (and we have analogous
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behaviour with respect to other charts and norms, by Remark 6.5). Thus (a) is established
and (c) holds for N = Ωr (and hence for any local a-stable manifold N , once we have (b)).
(b) We retain the notation from the proof of (a), let N be another local a-stable
manifold around p with respect to f , and pick b ∈]∥A∥, a[ with A := (Tp( f ))|E1 . Let
µ: V → B E1τ (0) be a chart of N around p such that µ(p) = 0 and dµ(p) = idE1 .
There is σ ∈]0, τ ] such that h := µ ◦ f ◦ µ−1 is defined on all of B E1σ (0). Since
h′(0) = Tp( f |N ) = A with ∥A∥ ≤ b, Remark 2.6(a) shows that
h(B E1s (0)) ⊆ B E1bs (0) ⊆ B E1s (0) for all s ∈]0, σ ], (41)
after possibly shrinking σ . Thus µ−1(B E1s (0)) is a local a-stable manifold.
Now write g = (g1, g2) = g′(0) + g: B Er (0) → E1 ⊕ E2, where Lip(g) < a and
g′(0) = A⊕ B with A as before and 1∥B−1∥ > a. Then Q ∩ N is an immersed submanifold
of Q tangent to E1. After replacing N by an f -invariant open p-neighbourhood in N
(cf. (41)), we may assume that N is a submanifold of Q. Since κ(N ) is tangent to E1 at
0 ∈ E , the inverse function theorem implies that κ(N ) is the graph of an analytic map
ψ : W → E2 on some open 0-neighbourhood W ⊆ B E1r (0), with ψ(0) = 0, ψ ′(0) = 0
and Lip(ψ) ≤ 1 (after shrinking N if necessary). Then ν := pr1 ◦ κ|N is a chart for N
with ν(p) = 0 and dν(p) = idE1 (where pr1: E1 ⊕ E2 → E1). Hence, by the discussion
leading to (41), there exists σ ∈]0, r ] such that B E1σ (0) ⊆ W and
g(Θs) ⊆ Θbs for all s ∈]0, σ ], (42)
where Θs := {(x, ψ(x)): x ∈ B E1s (0)} for s ∈]0, σ ]. Note that ∥z∥ = ∥x∥ < s for all
s ∈]0, σ ] and z = (x, ψ(x)) ∈ Θs , since Lip(ψ) ≤ 1. By (42), gn(x, ψ(x)) is defined
for each x ∈ B E1σ (0). Moreover, ∥gn(x, ψ(x))∥ < bnσ (since gn(x, ψ(x)) ∈ Θbnσ ),
entailing that a−n∥gn(x, ψ(x))∥ < σ for each n ∈ N0 and a−n∥gn(x, ψ(x))∥ → 0 as
n →∞. Hence Θσ ⊆ Γσ and since both sets are graphs of functions on the same domain,
it follows that Θσ = Γσ . Hence Θσ is an open submanifold of Γr . Then Ωσ is an open
submanifold of Ωr which contains p, and it is also an open submanifold of N because
Ωσ = κ−1(Γσ ) = κ−1(Θσ ) = ν−1(B E1σ (0)). This completes the proof. 
Note that, in contrast to Theorem 1.3, Tp( f ) is not assumed to be an automorphism in
Theorem 6.6.
7. Global stable manifolds
We now prove Theorem 1.3 from the introduction.
Proof of Theorem 1.3. Let r > 0, E, κ , Q with κ(Q) = B Er (0), g and the submanifolds
κ−1(Γs) of M (for s ∈]0, r ]) be as in the proof of Theorem 6.6(c). By Theorem 6.2(h) and
Remark 2.5, we may assume that g(Γ ) is an open subset of Γ := Γr and g|Γ :Γ → g(Γ )
is an analytic diffeomorphism. Then Ω = κ−1(Γ ) is a submanifold of M which is tangent
to Tp(M)a,s at p, the image f (Ω) is open in Ω , and f restricts to a diffeomorphism
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Ω → f (Ω). We now show that
W sa =

n∈N0
f −n(Ω). (43)
By (ii) and (iii) in Theorem 6.6(c), we have Ω ⊆ W sa and hence

n∈N0 f
−n(Ω) ⊆ W sa ,
recalling that f (W sa) = W sa .
Conversely, suppose that x ∈ W sa . Then, by the definition of W sa (and Remark 6.5), there
is m ∈ N0 such that f n(x) ∈ Q for all n ≥ m and a−n∥κ( f n(x))∥ → 0. After increasing
m if necessary, we may assume that a−n∥κ( f n(x))∥ < r for all n ≥ m. Then
a−k∥κ( f k( f m(x)))∥ ≤ a−(k+m)∥κ( f k+m(x))∥ < r
for all k ∈ N0 and a−k∥gk(κ( f m(x)))∥ = a−k∥κ( f k+m(x))∥ → 0, showing that
κ( f m(x)) ∈ Γ . Therefore f m(x) ∈ Ω and thus x ∈ f −m(Ω) ⊆ n∈N0 f −n(Ω),
completing the proof of (43).
Since Ω is a submanifold of M and f a diffeomorphism, also Ωn := f n(Ω) is a
submanifold of M , for each n ∈ Z. Because f (Ω) is an open submanifold of Ω and f
restricts to a diffeomorphism from Ω to f (Ω), it follows that Ωm is an open submanifold
of Ωn , for all m ≥ n, and that the map
hm,n :Ωn → Ωm
induced by f m−n is a diffeomorphism. We give W sa the unique analytic manifold structure
making each Ωn an open submanifold of W sa . Since each Ωn is open in W
s
a and the
inclusion map Ωn → M is an immersion, W sa is an immersed submanifold of M .
Moreover, Tp(W sa) = Tp(Ω) is the a-stable subspace of Tp(M) with respect to Tp( f ),
and f (W sa) = W sa . The restriction h of f to a map W sa → W sa is analytic, because
h|Ωn = λn+1 ◦ hn+1,n is analytic for each n ∈ Z (where λn :Ωn → W sa is the inclusion
map). Also h−1 is analytic, because h−1|Ωn = λn−1 ◦ (hn,n−1)−1 is analytic. Thus, the
existence part of Theorem 1.3 is established. Moreover, the final assertion holds because
Ω might be replaced by its open subset κ−1(Γs) for each s ∈]0, r ].
Uniqueness: We let W sa be the manifold just constructed and write N for W
s
a , equipped
with any manifold structure for which conditions (a)–(c) of the theorem are satisfied.
Then both N and W sa are local a-stable manifolds. Hence, there is an open neighbourhood
W ⊆ N of p which is also an open neighbourhood of p in W sa , and on which N and W sa
induce the same analytic manifold structure (Theorem 6.6(b)). Let Ω ⊆ W be as before.
Since f n restricts to diffeomorphism of both W sa and N , it follows that f
−n(Ω) is an open
submanifold of both W sa and N (with the same induced analytic manifold structure), for
each n ∈ N0. Since the sets f −n(Ω) form an open cover of W sa and N , it follows that
W sa = N as an analytic manifold. 
8. Local unstable manifolds
We construct local unstable manifolds by an adaptation of Irwin’s method (cf. also [21]).
Our general setting is the following:
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8.1. Let M be an analytic manifold modelled on an ultrametric Banach space over a
complete ultrametric field. Let M0 ⊆ M be open, f : M0 → M be analytic, a > 0 and
p be a fixed point of f such that Tp( f ) is a-hyperbolic.
Definition 8.2. In the situation of 8.1, an immersed submanifold N ⊆ M0 is called a local
a-unstable manifold around p with respect to f if (a)–(c) hold:
(a) p ∈ N ;
(b) N is tangent at p to the a-unstable subspace Tp(M)a,u of Tp(M)with respect to Tp( f );
(c) There exists an open neighbourhood U of p in N such that f (U ) ⊆ N and f |U : U →
N is analytic.
We can show:
Theorem 8.3. If a ≥ 1 in the situation of 8.1, then the following holds:
(a) There exists a local a-unstable manifold N around p with respect to f ;
(b) The germ of N at p is uniquely determined.
Remark 8.4. If Tp( f ) is invertible, we may assume that M1 := f (M0) is open and
f : M0 → M1 a diffeomorphism, after possibly shrinking M0. Now Theorem 6.6 provides a
local 1a -stable manifold N ⊆ M0∩M1 around p with respect to f −1: M1 → M . Then N is
a local a-unstable manifold with respect to f . Hence, we already have most of Theorem 8.3
if Tp( f ) is invertible. The interesting point is that the theorem remains valid if Tp( f ) is
not invertible.
Because the proof of Theorem 8.3 is quite similar to that of Theorem 6.6, we relegate it to
an appendix (Appendix B).
9. Applications to Lie groups over local fields
In this section, our results are applied to the case of an analytic finite-dimensional
Lie group G over a local field K (see [5]) and an analytic automorphism α: G → G
(which takes the identity element 1 to itself and thus has 1 as a fixed point). Using the
invariant manifolds as a tool, results can be established in arbitrary characteristic, which
were previously only known in the p-adic case. We sketch some key ideas; see [8,10,11]
for details.
Application 9.1. The so-called “contraction group”
Uα := {x ∈ G:αn(x)→ 1 as n →∞}
can always be made an immersed Lie subgroup of G such that αn(x)→ 1 also in the new,
refined topology on Uα .
(If 1 happens to be a hyperbolic fixed point, then this is quite clear, because Uα is the
stable manifold for α. If not, Uα can be considered as the a-stable manifold for a ∈]0, 1[
sufficiently close to 1. See [11] for details.)
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Application 9.2. The group Uα is always nilpotent.
(See [19] for the p-adic case. To obtain the general result, we may assume that G = Uα
(by 9.1). One now exploits that the a j -stable manifolds G j := W sa j (α, 1) provide a central
series {1} = G1 ⊆ G2 ⊆ · · · ⊆ Gn = G of Lie subgroups of G, for suitable real numbers
0 < a1 < · · · < an < 1; see [8, Theorem B] for details.)
Let αZ(x) := {αn(x): n ∈ Z}. Following [3], we consider the Levi factor
Mα := {x ∈ G:αZ(x) is relatively compact in G}.
Application 9.3. If Uα is closed, then Uα,Uα−1 and Mα are Lie subgroups of G. Moreover,
UαMαUα−1 is an open subset of G and the “product map”
π : Uα × Mα ×Uα−1 → UαMαUα−1 , (x, y, z) → xyz (44)
is an analytic diffeomorphism.
(Cf. [19] for the p-adic special case. The proof of the general result exploits that Uα and
Uα−1 are immersed Lie subgroups (as in 9.1), and that Mα contains a centre manifold for
α around 1 (see [11]; cf. [10, Theorem 10.1]).)
Let L(G) := T1(G) be the Lie algebra of G and L(α) := T1(α) be the associated Lie
algebra automorphism (the tangent map at 1). LetK be an algebraic closure ofK and | · | be
the ultrametric absolute value on K which extends the natural absolute value on K (given
for a ∈ K \ {0} by the module of the automorphism x → ax of the locally compact group
(K,+), see [20]).
Following [23], the scale sG(α) ∈ N of α can be defined as the minimum of the indices
[V : V ∩ α−1(V )], for V ranging through the set of all compact open subgroups of G.
The scale is a key concept in the structure theory of totally disconnected, locally compact
groups initiated in [22].
Application 9.4. If Uα is closed, then sG(α) = sL(G)(L(α)) = i s.t. |λi |≥1 |λi |, where
λ1, . . . , λn are the eigenvalues of the automorphism L(α)⊗ idK of L(G)⊗K K inK (with
repetitions given by the algebraic multiplicities).
(See [6] for the p-adic case. The general case (established in [10, Theorem 10.3] and [11])
hinges on the diffeomorphic decomposition from (44).)4
G is said to be of type R if the eigenvalues of L(α) ⊗ idK have absolute value 1, for
each inner automorphism α (see [16]). Using the information provided by the invariant
manifolds, the following generalization of results from [16,12] can be obtained (see [11];
cf. [10, Proposition 12.2]):
Application 9.5. The following are equivalent for an analytic automorphism α:
(a) Uα is closed and sG(α) = sG(α−1) = 1;
(b) All eigenvalues of L(α)⊗ idK in K have absolute value 1;
4 Compare also [3] for the scale of inner automorphisms of reductive algebraic groups.
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(c) Every identity neighbourhood of G contains a compact, open subgroup U which is
α-stable, i.e., α(U ) = U .
In particular, G is of type R if and only if Uα is closed and sG(α) = 1 for each inner
automorphism α of G (in which case Uα = {1}).
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Appendix A. Proof of Proposition 4.2
For all integers k ≥ 2, we choose αk ∈ Lk(E, E1), βk ∈ Lk(E, E2) and γk ∈ Lk(E, E3)
such that ak = αk ◦∆Ek , bk = βk ◦∆Ek , ck = γk ◦∆Ek and ∥αk∥, ∥βk∥, ∥γk∥ < 1.
If φ is an analytic function of the form described in (c), then (b) holds and
sup{∥(dk, ek)∥ sk : k ≥ 2} < s (45)
for each s ∈]0, r ], entailing that φ(B E2s (0)) ⊆ B E1×E3s (0). Now f (Γs) = Γs for all
s ∈]0, r ] if we can prove that f (Γr ) ⊆ Γr , exploiting that
B E2s (0)→ E2, y → f2(φ1(y), y, φ3(y)) = By + f2(φ1(y), y, φ3(y))
is an isometry with image B E2s (0) (by Remark 2.6). In particular,
∥ f2(φ1(y), y, φ3(y))∥ = ∥y∥ < s (46)
for all s ∈]0, r ] and y ∈ B E2s (0). Applying (45) with s = r , we see that f (φ1(y), y, φ3(y))
is defined for all y ∈ B E2r (0) and given globally by its Taylor series around 0 (by
Lemma 2.3). Now let y ∈ B E2r (0). In view of (46) (applied with s = r ), we have
f (φ1(y), y, φ3(y)) ∈ Γr if and only if
f (φ1(y), y, φ3(y)) =

φ1( f2(φ1(y), y, φ3(y))), f2(φ1(y), y, φ3(y)),
φ3( f2(φ1(y), y, φ3(y)))

,
which holds if and only if
f1(φ1(y), y, φ3(y)) = φ1( f2(φ1(y), y, φ3(y))) and (47)
f3(φ1(y), y, φ3(y)) = φ3( f2(φ1(y), y, φ3(y))). (48)
We mention that the right hand sides of (47) and (48) are given on all of B E2r (0) by their
Taylor series around 0, since the homogeneous polynomial ζ j of degree j of the Taylor
series of f2 ◦ (φ1, id, φ3) around 0 vanishes if j = 0 and has norm ∥ζ j∥ ≤ 1 if j ≥ 1 (as
will be verified in (59) and (61)), whence ∥ζ j∥r j ≤ r and so Lemma 2.3 applies. Therefore
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the validity of (47) and (48) for all y ∈ B E2r (0) is equivalent to their validity on B E2t (0) for
some t ∈]0, r ] (as in (a)), and is also equivalent to two identities for formal series, namely
A(d2(y)+ d3(y)+ · · ·)+ a2(d2(y)+ · · · , y, e2(y)+ · · ·)
+ a3(d2(y)+ · · · , y, e2(y)+ · · ·)+ · · ·
= d2

By + b2(d2(y)+ · · · , y, e2(y)+ · · ·)+ b3(· · ·)+ · · ·

+ d3

By + b2(d2(y)+ · · · , y, e2(y)+ · · ·)+ b3(· · ·)+ · · ·
+ · · · (49)
and
C(e2(y)+ e3(y)+ · · ·)+ c2(d2(y)+ · · · , y, e2(y)+ · · ·)
+ c3(d2(y)+ · · · , y, e2(y)+ · · ·)+ · · ·
= e2

By + b2(d2(y)+ · · · , y, e2(y)+ · · ·)+ b3(· · ·)+ · · ·

+ e3

By + b2(d2(y)+ · · · , y, e2(y)+ · · ·)+ b3(· · ·)+ · · ·
+ · · · . (50)
Equality of the second order terms on both sides of (49) means that
Ad2(y)+ a2(0, y, 0) = d2(By), (51)
which can be rewritten as (B∗− A∗)(d2) = a2(0, •, 0) with A∗ := Pol2(E2, A) and B∗ :=
Pol2(B, E1). Since B∗− A∗ = B∗(id−(B−1)∗A∗) with ∥(B−1)∗A∗∥ ≤ ∥B−1∥2∥A∥ < 1,
we see that
d2 = (B∗ − A∗)−1a2(0, •, 0) = (id− (B−1)∗A∗)−1(B−1)∗a2(0, •, 0) (52)
is the unique solution to (51), and ∥d2∥ ≤ ∥B−1∥2∥a2(0, •, 0)∥ < 1.
Equality of the second order terms in (50) means that
Ce2(y)+ c2(0, y, 0) = e2(By), (53)
which can be rewritten as (C∗−B∗)(e2) = −c2(0, •, 0)with C∗ := Pol2(E2,C) and B∗ :=
Pol2(B, E3). Since C∗−B∗ = C∗(id−(C−1)∗B∗)with ∥(C−1)∗B∗∥ ≤ ∥C−1∥·∥B∥2 < 1,
we see that
e2 = −(C∗ − B∗)−1c2(0, •, 0) = (id− (C−1)∗B∗)−1(C−1)∗ c2(0, •, 0) (54)
is the unique solution to (53), and ∥e2∥ ≤ ∥C−1∥ · ∥c2(0, •, 0)∥ < 1.
Let n ≥ 3 now and, by induction, suppose we have found dk ∈ Polk(E2, E1) and
ek ∈ Polk(E2, E3) with ∥dk∥, ∥ek∥ < 1 for k = 2, . . . , n − 1, such that (49) and (50) hold
up to order n − 1 if these d2, . . . , dn−1 and e2, . . . , en−1 are used. For k = 2, . . . , n − 1,
let δk ∈ Lk(E2, E1) and ηk ∈ Lk(E2, E3) such that dk = δk ◦ ∆E2k , ek = ηk ◦ ∆E2k ,
and ∥δk∥, ∥ηk∥ < 1. Define ξ1(y) := (0, y, 0) ∈ E for y ∈ E2 and ξk := (δk, 0, ηk) ∈
Polk(E2, E) for k ∈ {2, . . . , n − 1}.
Let B∗ := Poln(B, E1) and A∗ := Poln(E2, A). Equality of the n-th order terms on both
sides of (49) amounts to
A∗(dn)+ rn = B∗(dn)+ sn with (55)
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rn =
n
k=2

j1,..., jk∈N
j1+···+ jk=n
αk ◦ (ξ j1 , . . . , ξ jk ) and (56)
sn =
n−1
k=2

j1,..., jk∈N
j1+···+ jk=n
δk ◦ (ζ j1 , . . . , ζ jk ), where (57)
ζ j =
j
ℓ=2

i1,...,iℓ∈N
i1+···+iℓ= j
βℓ ◦ (ξi1 , . . . , ξiℓ) for j = 2, . . . , n − 1 (58)
and ζ1 := B, where
∥ζ1∥ = ∥B∥ ≤ 1. (59)
As in the proof of Proposition 3.1, we see that
∥rn∥ < 1. (60)
Likewise, the norm of each summand in (58) is <1, and thus
∥ζ j∥ < 1. (61)
As a consequence, the norm of each summand in (57) is ≤ ∥δk∥ · 1 < 1. Therefore,
∥sn∥ < 1. (62)
In view of Lemma 2.2, (4), (60) and (62),
dn := (B∗ − A∗)−1(rn − sn)
= (id− (B−1)∗A∗)−1(B−1)∗(rn − sn) ∈ Poln(E2, E1)
is the unique solution to (55), of norm ∥dn∥ < 1.
Define B∗ := Poln(B, E3) and C∗ := Poln(E2,C). Equality of the n-th order terms on
both sides of (50) amounts to
C∗(en)+ ρn = B∗(en)+ σn with (63)
ρn =
n
k=2

j1,..., jk∈N
j1+···+ jk=n
γk ◦ (ξ j1 , . . . , ξ jk ) and
σn =
n−1
k=2

j1,..., jk∈N
j1+···+ jk=n
ηk ◦ (ζ j1 , . . . , ζ jk )
(with ζ j from above). As before, we see that ∥ρn∥, ∥σn∥ < 1 and that
en := (C∗ − B∗)−1(σn − ρn)
= (id− (C−1)∗B∗)−1(C−1)∗(σn − ρn) ∈ Poln(E2, E3)
is the unique solution to (63), of norm ∥en∥ < 1. The proof is complete.
146 H. Glo¨ckner / Expo. Math. 31 (2013) 116–150
Appendix B. Proof of Theorem 8.3
As usual, we first discuss the situation in a local chart.
B.1. We retain the setting (and notation) from 6.1, except that we now assume that
a ∈ [1,∞[ (instead of a ∈]0, 1]).
Theorem B.2. In the situation of B.1, consider the set Γ of all z0 ∈ B Er (0) for which there
exists a sequence (zn)n∈N0 in E such that
an∥zn∥ < r and f (zn+1) = zn for all n ∈ N0, and lim
n→∞ a
n∥zn∥ = 0. (64)
Then Γ has properties (a) and (b):
(a) Γ is locally f -invariant, more precisely f

Γ ∩ B Er/c(0)
 ⊆ Γ with c := max{1,
Lip( f )}.
(b) Γ = {(φ(y), y): y ∈ B E2r (0)} for an analytic map φ: B E2r (0)→ B E1r (0) with φ(0) = 0
and φ′(0) = 0 (whence T0Γ = E2).
Moreover, the following holds:
(c) φ is Lipschitz, with Lip(φ) ≤ 1.
(d) For each s ∈]0, r ], the set Γ ∩B Es (0) has properties analogous to those of Γ described
in (64) and (b) if we replace r with s there.
Proof. (b) Let b := 1a . We abbreviate U := BSb(E)r (0) and consider the map g:U → Sb(E)
taking z = (zn)n∈N0 ∈ U with zn = (xn, yn) to the sequence g(z) with n-th entry
g(z)n :=

f1(z1), 0

if n = 0;
f1(zn+1), B−1(yn−1 − f2(zn)) if n ≥ 1 (65)
for n ∈ N0. Then g(0) = 0. Using the left shift λ on Sb(E1), the left shift Λ on Sb(E2),
the right shift ρ on Sb(E2) and the projection pr2: E = E1 ⊕ E2 → E2, we can write g in
the form
g = λ ◦ Sb( f1), ρ ◦ Sb(B−1) ◦ (Sb(pr2)− Λ ◦ Sb(f2)).
In view of Lemma 5.3(a) and (e), Lemma 5.4(a) and Proposition 5.5, this formula shows
that g is analytic and Lipschitz with Lip(g) < 1. Now
G := idU − g:U → U
is an analytic diffeomorphism and an isometry, by the Ultrametric Inverse Function
Theorem (Theorem 2.4) and the domination principle (3). The map
w: B E2r (0)→ U , w(y) := G−1

(0, y), (0, 0), . . .

is analytic and (idU − g)(w(y)) = G(w(y)) = ((0, y), (0, 0), . . .), i.e.,
w(y) = (0, y), (0, 0), . . .+ g(w(y)) (66)
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for all y ∈ B E2r (0). Comparing the 0-th component on both sides of (66), we see that
w(y)0 = (0, y)+

f1(w(y)1), 0

and thus
w(y)0 = (φ(y), y),
where φ: B E2r (0)→ B E1r (0) is the analytic function given by
φ(y) := f1(w(y)1). (67)
Then φ(0) = 0, and since g′(0) = λ◦Sb(A◦pr1), ρ◦Sb(B−1)◦Sb(pr2) = D1⊕D2 with
D1 := λ◦Sb(A) and D2 := ρ◦Sb(B−1) of operator norm<1 (cf. proof of Proposition 5.5),
we have
(G−1)′(0) = (G ′(0))−1 = (id− (D1 ⊕ D2))−1 = id+
∞
k=1
Dk1 ⊕ Dk2 .
Thus w′(0).v = (G−1)′(0).((0, v), (0, 0), . . .) = ((0, v), (0, B−1v), (0, B−2v), . . .) for
all v ∈ E2, and hence φ′(0) = 0.
We claim that w(y)n = f (w(y)n+1) for each n ∈ N0 and each y ∈ B E2r (0). If this is
true, then w(y) ∈ U implies that an∥w(y)n∥ is < r and tends to 0 as n → ∞. Hence
(φ(y), y) ∈ Γ and thus {(φ(y), y): y ∈ B E2r (0)} ⊆ Γ .
To prove the claim, let n ∈ N0. Looking at the second component of the entry in (66)
indexed by n + 1 and the first component of the entry indexed by n, we see that
pr2(w(y)n+1) = B−1(pr2(w(y)n)− f2(w(y)n+1)) (68)
and pr1(w(y)n) = f1(w(y)n+1). Multiplying (68) with B, we obtain
Bpr2(w(y)n+1) = pr2(w(y)n)− f2(w(y)n+1),
whence pr2(w(y)n) = Bpr2(w(y)n+1) + f2(w(y)n+1) = f2(w(y)n+1) and hence indeed
w(y)n = f (w(y)n+1). The claim is established.
To get (b), it only remains to show that Γ ⊆ {(φ(y), y): y ∈ B E2r (0)}. To prove this
inclusion, let z0 = (x0, y0) ∈ Γ ; pick z := (zn)n∈N0 as in the definition of Γ . Then z ∈ U
(since an∥zn∥ < r and an∥zn∥ → 0 by definition of Γ ). We claim that
z = ((0, y0), (0, 0), . . .)+ g(z). (69)
If this is true, then G(z) = z − g(z) = ((0, y0), (0, 0), . . .) and hence z =
G−1((0, y0), (0, 0), . . .) = w(y0). As a consequence, z0 = w(y0)0 = (φ(y0), y0) and
thus z0 ∈ {(φ(y), y): y ∈ B E2r (0)}. To prove the claim, note first that pr2(z0) = y0, which
is also the second component of the 0-th entry of the right hand side of (69). Given n ∈ N0,
equality of the first component of the index n entry of the sequences on the left and right
of (69) means that
pr1(zn) = f1(zn+1),
which holds by choice of z. Next, if n ≥ 1 we use that pr2(zn−1) = pr2( f (zn)) =
Bpr2(zn)+ f2(zn), whence Bpr2(zn) = pr2(zn−1)− f2(zn) and hence
pr2(zn) = B−1(pr2(zn−1)− f2(zn)).
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Therefore the second components of the n-th entries of the sequences on the left and right
of (69) coincide. As n was arbitrary, (69) holds.
(c) Let y, z ∈ B E2r (0). Using that G is an isometry, we obtain
∥φ(y)− φ(z)∥ ≤ ∥(φ(y), y)− (φ(z), z)∥ = ∥w(y)0 − w(z)0∥
≤ ∥w(y)− w(z)∥b
= ∥G−1((0, y), (0, 0), . . .)− G−1((0, z), (0, 0), . . .)∥b
= ∥((0, y − z), (0, 0), . . .)∥b = ∥y − z∥.
(d) If s ∈]0, r ], let Γs be the set of all z0 ∈ B Es (0) for which there exists a sequence
(zn)n∈N0 such that an∥zn∥ < s, f (zn+1) = zn and an∥zn∥ → 0. Applying (b) to f |B Es (0)
instead of f , we find that Γs = {(ψ(y), y): y ∈ B E2s (0)} corresponds to the graph of an
analytic function ψ : B E2s (0) → B E1s (0). Since Γs ⊆ Γ , it follows that ψ is the restriction
of φ to B E2s (0) and Γ ∩ B Es (0) = Γs . Since Γs has been obtained in the same way as Γ , it
has analogous properties.
(a) Let s := rc ≤ r . Then Γ ∩ B Es (0) = Γs (by (d)). Given z0 ∈ Γs , pick (zn)n∈N0 as in
the proof of (d). To see that f (z0) ∈ Γ (as required), define ζn := f (zn) for n ∈ N0. Then
an∥ζn∥ = an∥ f (zn)∥ ≤ Lip( f )an∥zn∥ < cs = r and an∥ζn∥ ≤ Lip( f )an∥zn∥ → 0,
showing that f (z0) = ζ0 is in Γ . 
Proof of Theorem 8.3. (a) Let E1 be the a-stable subspace and E2 be the a-unstable
subspace of E := Tp(M) with respect to Tp( f ), and ∥ · ∥ be a norm on E = E1 ⊕ E2
as in Definition 1.1. Let κ: P → U, Q, r > 0 and g: B Er (0) → E be as in 3.2; thus
g′(0) = Tp( f ). For s ∈]0, r ], let Γs be the set of all z0 ∈ B Es (0) for which there exists
a sequence (zn)n∈N0 in E such that an∥zn∥ < s and g(zn+1) = zn for each n, and
limn→∞ an∥zn∥ = 0. After shrinking r if necessary, Theorem B.2 can be applied with
g in place of f (cf. Remark 2.5). Hence, there exists an analytic map
φ: B E2r (0)→ B E1r (0)
with φ(0) = 0 and φ′(0) = 0, such that Γs = {(φ(y), y): y ∈ B E2s (0)} and g(Γs/c) ⊆ Γs
for each s ∈]0, r ], with c := max{1,Lip( f )}. Then Γs is a submanifold of B Es (0) and
g restricts to an analytic map Γs/c → Γs for each s ∈]0, r ]. Now Ωs := κ−1(Γs) is
a submanifold of κ−1(B Es (0)) (and hence of M), such that Ωs/c ⊆ Ωs is an open p-
neighbourhood, f (Ωs/c) ⊆ Ωs , and f |Ωs/c :Ωs/c → Ωs is analytic. Also, Tp(Ωs) = E2
because T0(Γs) = E2, and hence each Ωs is a local a-unstable manifold around p with
respect to f .
(b) We retain the notation from the proof of (a), set B := (Tp( f ))|E2 and pick
b ∈]a, 1∥B−1∥ [. We let N be any local a-unstable manifold around p with respect to f ,
and S ⊆ N be an open p-neighbourhood such that f (S) ⊆ N and f |S : S → N is
analytic. Consider a chart µ: V → B E2τ (0) of N around p such that V ⊆ S, µ(p) = 0
and dµ(p) = idE2 . There exists σ ∈]0, τ ] such that h := µ ◦ f ◦ µ−1 is defined on all of
B E2σ (0). Since h′(0) = Tp( f |N ) = B with 1∥B−1∥ > b, Theorem 2.4(b) shows that, after
possibly shrinking σ ,
h(B E2s (0)) = B.B E2s (0) ⊇ B E2bs (0) for all s ∈]0, σ ], and hence
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b−1s(0)) ⊇ B E2s (0) for all s ∈]0, bσ ]. (70)
Now write g = (g1, g2) = g′(0) + g: B Er (0) → E1 ⊕ E2, where Lip(g) < a and
g′(0) = A ⊕ B with B as before and A := Tp( f )|E1 . Then Q ∩ N is an immersed
submanifold of Q tangent to E2 and, after replacing N by an open p-neighbourhood
therein, we may assume that N is a submanifold of Q. Since κ(N ) is tangent to E2 at 0 ∈
E , the inverse function theorem implies that κ(N ) = {(ψ(y), y): y ∈ W } for some open
0-neighbourhood W ⊆ B E2r (0) and analytic map ψ : W → E1 with ψ(0) = 0, ψ ′(0) = 0
and Lip(ψ) ≤ 1 (after shrinking N if necessary). Then µ := pr2 ◦ κ|N is a chart for N
with µ(p) = 0 and dµ(p) = idE2 (where pr2: E1 ⊕ E2 → E2). Hence, by the discussion
leading to (70), there is σ ∈]0, r ] with B E2σ (0) ⊆ W and
g(Θb−1s) ⊇ Θs for all s ∈]0, σ ], (71)
where Θs := {(ψ(y), y): y ∈ B E2s (0)} for s ∈]0, σ ]. Note that ∥z∥ = ∥y∥ < s for
all s ∈]0, σ ] and z = (ψ(y), y) ∈ Θs , since Lip(ψ) ≤ 1. Let z0 ∈ Θs . Recursively,
using (71), we find a sequence (zn)n∈N0 such that zn ∈ Θb−ns and g(zn) = zn−1 for all
n ∈ N. Then ∥zn∥ < b−ns < a−ns and an∥zn∥ < ( ab )ns → 0 as n → ∞, whence
z0 ∈ Γs . Hence Θs ⊆ Γs and thus Θs = Γs (as both sets are graphs of functions on
the same domain). Hence Θσ is an open submanifold of Γr . As a consequence, Ωσ is an
open submanifold of Ωr which contains p, and it is also an open submanifold of N as
Ωσ = κ−1(Γσ ) = κ−1(Θσ ) = µ−1(B E2σ (0)). This completes the proof. 
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