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Abstract
The 2nite dimensional complex truncated tensor algebras have a natural module structure over
the complex general linear group. This structure is inherited by the Hochschild homology of
these algebras. In this paper we determine this module structure by combining techniques from
homological algebra and representation theory, such as the Schur duality theorem.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
If V is a 2nite dimensional complex vector space and T (V ) is the tensor alge-
bra of V , a truncated tensor algebra is A = T (V )=IN , where I is the ideal generated
by V . Truncated tensor algebras are unital and graded. The Hochschild homology
of A is HH(A) = TorA
e
(A; A), where Ae is the enveloping algebra of A. The natural
GL(V )-module structure of A is inherited by its Hochschild homology as can be easily
seen from the cyclic bar complex (see, for instance, [4]), whose homology is HH(A).
The cyclic bar complex of A is
· · · → A⊗n+1 → A⊗n → · · · → A⊗2 → A;
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where the linear map b :A⊗n+1 → A⊗n is de2ned by
b(a0; a1; : : : ; an) =
n−1∑
i=0
(−1)i(a0; : : : ; aiai+1; : : : ; an) + (ana0; a1; : : : ; an−1):
Each power A⊗n is a GL(V )-module via a coordinatewise action and the map b is
clearly a morphism for this action.
The main goal of this paper is to determine this structure.
We start by considering an explicit description of P, the minimal Ae-projective
resolution of A, which is a special case of a more general situation considered by
Bardzell [1]. The GL(V )-module structure of P and that of the complex A ⊗Ae P are
both transparent. Moreover, the latter complex is the sum of subcomplexes, which are
GL(V )-submodules of the form
· · · → 0→ V⊗n → V⊗n → 0→ · · · :
It is straightforward to express the diJerentials of each subcomplex in terms of an
n-cycle  acting on V⊗n by cyclic permutation of the factors. In this way we ob-
tain (Theorem 2.1) an expression of the Hochschild homology as a direct sum of
eigenspaces .
Subsequently, we look at each V⊗n under the combined action of the groups GL(V )
and Sn, where GL(V ) acts on each factor and Sn acts by permuting the factors. The
GL(V )×Sn-module structure of V⊗n is given by the Schur duality theorem, a main tool
in this paper. At this point, it is relevant to know the multiplicities of the eigenvalues
of  and its powers on each irreducible representation of Sn. In Theorem 3.3 we give
a formula for these multiplicities.
From Theorem 3.3 we obtain the decomposition into irreducible GL(V )-submodules
of the eigenspaces of  acting on V⊗n. This result together with Theorem 2.1 allows
us to obtain the main result in this paper in Theorem 3.4: a formula for the multiplicity
of each irreducible representation of GL(V ) in HH(A), yielding a thorough description
of the GL(V )-module structure of the Hochschild homology of A.
The irreducible representations of both GL(V ) and Sn are parametrized by Young
diagrams. The formula in Theorem 3.4 gives the multiplicity of the irreducible GL(V )-
module corresponding to a given Young diagram D in terms of the character of the
irreducible representation of Sn corresponding to the same Young diagram D, evaluated
on powers of an n-cycle.
In a few cases, these characters can be easily evaluated by using standard formulas
such as the Frobenius character formula or the recursive Murnaghan–Nakayama rule
(see [2, p. 59]). More recently, Zhuravlev (see [8]) proved a hook-like formula for
the characters of Sn on just the powers of an n-cycle that turns out to be particularly
useful for our case.
In Section 4 we state some explicit results for particular irreducible GL(V )-modules
by evaluating explicitly the formula in Theorem 3.4 which include, for example,
Symn(V ) and Altn(V ). Next we consider the representations of GL(V ) correspond-
ing to diagrams of depth 2. We give a character-free formula for their multiplicities
and we study their asymptotic behavior.
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Finally, we show the full decomposition of the 2rst homology groups for N =2 and
3. Having implemented Zhuravlev’s formula in a computer program, we also show
some interesting facts we have observed.
In [6] SkEoldberg gives a combinatorial description of the Hochschild homology of
truncated quiver algebras in terms of the action of the cyclic groups on the cycles
of the quiver. Since the path algebra of the quiver with a single vertex and as many
loops as dim V is the tensor algebra T (V ), SkEoldberg’s result applies to our case. The
explicit evaluation of his result yields a dimension formula of the homology groups.
2. The complex A⊗Ae P
Let V be a 2nite-dimensional complex vector space, T (V ) the tensor algebra of V
and let A= T (V )=IN be a truncated tensor algebra, where I is the ideal generated by
V . The algebra A is unital and graded, with elements of degree 0; : : : ; N − 1. As a
GL(V )-module,
A= C⊕ V ⊕ V⊗2 ⊕ · · · ⊕ V⊗(N−1);
where V⊗n=V ⊗ · · · ⊗ V︸ ︷︷ ︸
n times
and g·(v1⊗· · ·⊗vn)=(g·v1)⊗· · ·⊗(g·vn), for all g∈GL(V ).
This action identi2es GL(V ) with the subgroup of automorphisms of A that preserve
the grading.
The following projective resolution of Ae-modules of A is a special case of the
minimal projective resolution of a general monomial algebra given by Bardzell [1].
We refer to [6, Theorem 1] for a comprehensive description of this resolution for
truncated quiver algebras, which includes our case.
For each k¿ 0 let
P2k = A⊗ V⊗kN ⊗ A and P2k+1 = A⊗ V⊗kN+1 ⊗ A;
let 2k and 2k+1 be the linear maps
2k(a⊗ v1 · · · vkN ⊗ b)
=
N−1∑
i=0
av1 · · · vi ⊗ vi+1 · · · v(k−1)N+i+1 ⊗ v(k−1)N+i+2 · · · vkNb;
2k+1(a⊗ v1 · · · vkN+1 ⊗ b)
=av1 ⊗ v2 · · · vkN+1 ⊗ b− a⊗ v1 · · · vkN ⊗ vkN+1b;
and let  be de2ned by (a⊗ ) = ab. Then
PA : · · · → P2k+12k+1−→P2k 2k−→P2k−1 → · · · → P1 1−→P0 →A→ 0
is a projective resolution of Ae-modules of A.
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In this way, the Hochschild homology of A is the homology of the complex
C= A⊗Ae PA = A⊗Ae (A⊗ V • ⊗ A)  A⊗ V •:
More precisely,
C : · · · → C2k+1d2k+1−→C2k d2k−→C2k−1 → · · · → C1 d1−→A→ 0
with
C2k = A⊗ V⊗kN and C2k+1 = A⊗ V⊗kN+1;
and diJerential given by
d2k(a⊗ v1 · · · vkN )
=
N−1∑
i=1
v(k−1)N+i+2 · · · vkNav1 · · · vi ⊗ vi+1 · · · v(k−1)N+i+1;
d2k+1(a⊗ v1 · · · vkN+1) = av1 ⊗ v2 · · · vkN+1 − vkN+1a⊗ v1 · · · vkN :
The grading on A induces a graded decomposition of each Ci
C2k = (C⊕ V ⊕ · · · ⊕ V⊗N−1)⊗ V⊗kN =
kN+N−1∑
n=kN
V⊗n;
C2k+1 = (C⊕ V ⊕ · · · ⊕ V⊗N−1)⊗ V⊗kN+1 =
kN+N∑
n=kN+1
V⊗n:
The diJerential d preserves this grading on C. If we consider the symmetric group Sn
acting on V⊗n by permutation of the coordinates, it is straightforward to see that d
can be written in terms of several n-cycles  = (1; 2; : : : ; n)∈ Sn. More precisely, we
then have the following decomposition into subcomplexes:
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Now it is clear that each homology group HHi(A) is graded as well, and
HH2k ;n(A) =
{
ker(1 + + · · ·+ N−1) if n= kN; k 	= 0;
coker(1− ) if n= kN + 1; : : : ; kN + N − 1;
HH2k+1; n(A) =
{
ker(1− ) if n= kN + 1; : : : ; kN + N − 1;
coker(1 + + · · ·+ N−1) if n= (k + 1)N:
Since n = 1 on V⊗n it follows that the eigenvalues of  are n-roots of unity. For
 an n-root of unity, let V⊗n() be the corresponding eigenspace and let
Wk;N =
∑
N=1
 =1
V⊗kN ()
with the convention that W0;N =C. It is clear that Wk;N =ker(
∑N−1
j=0 
j)|V⊗kN and thus
we have the following theorem.
Theorem 2.1. Let V be a 1nite-dimensional complex vector space and let A=T (V )=IN
be a truncated tensor algebra then
HH2k(A) =Wk;N ⊕ V⊗kN+1(1)⊕ V⊗kN+2(1)⊕ · · · ⊕ V⊗kN+N−1(1);
HH2k+1(A) = V⊗kN+1(1)⊕ V⊗kN+2(1)⊕ · · · ⊕ V⊗kN+N−1(1)⊕Wk+1;N :
3. The GL(V )-module structure of HH(A)
The group GL(V ) acts on V⊗n by means of the standard action of GL(V ) on each
factor. There is also a natural action of the symmetric group Sn on V⊗n given by
permutation of the factors. These two actions clearly commute with one another and
hence the decomposition in Theorem 2.1 is of GL(V )-modules.
A Young diagram D is an arrangement of a1¿ a2¿ · · ·¿ ak ¿ 0 boxes with ai
boxes in the ith row. We shall denote by |D| = a1 + · · · + ak the size of D and by
depth(D) = k, its depth. For instance, if
then |D|= 8 and depth(D) = 4.
On the one hand, the irreducible complex polynomial or tensor representations of
GL(V ) are parametrized, via the highest weight theorem, by all Young diagrams of
depth at most dim V . There is no Young diagram associated to the trivial representation,
so we assign ∅ to it. Given a Young diagram D with depth(D)6 dim(V ), we shall
denote by D the corresponding irreducible GL(V )-module.
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On the other hand, the irreducible complex representations of the symmetric group
Sn are parametrized by the Young diagrams of size n. Given a Young diagram with
|D| = n, we shall denote by D the corresponding irreducible Sn-module. Thus, the
tensor products D ⊗ E , with D and E running over all possible Young diagrams, are
irreducible representations of the product GL(V ) × Sn. The space V⊗n is completely
reducible under the action of this group and its decomposition is known as the Schur
duality theorem (see, for instance, [3, p. 22]).
Theorem 3.1 (Schur duality). Under the joint action of GL(V ) × Sn, the space V⊗n
decomposes into a direct sum
V⊗n 
∑
depth(D)6dim V
|D|=n
D ⊗ D:
It follows that, as a GL(V )-module, V⊗n=
∑
dim(D)D. Moreover, if  is an n-root
of unity which is an eigenvalue of the n-cycle ∈ Sn acting on V⊗n, the corresponding
eigenspace has the following decomposition as a GL(V )-module:
V⊗n() =
∑
D
m(; D)D;
where m(; D) is the multiplicity of  as an eigenvalue of D().
In this way, by Theorem 2.1, the problem of determining the GL(V )-module structure
of HH(A) follows from the computation of m(; D) for all D and all .
Let us 2x a diagram D of size n and a primitive n-root of unity . All the eigenvalues
of  are of the form i, with 06 i6 n − 1. We simplify the notation by denoting
mi = m(i; D). If XD is the character of D, then
XD(d) =
n−1∑
i=0
miid; (3.1)
for d= 0; : : : ; n− 1. It is easy to check that the inverse of the matrix Li; j = (i−1)( j−1)
is (L−1)i; j = (1=n)−(i−1)( j−1) and hence
mi =
1
n
n−1∑
j=0
−ijXD(j):
Let ’(n) denote the Euler phi-function and #(n) the MEobius mu-function. Also, if a,
b∈Z, let (a; b) be the greatest common divisor of a and b. In order to obtain a more
explicit expression for mi we need the following lemma.
Lemma 3.2. Let a and b be natural numbers such that a|b and let $ be an a-primitive
root of unity. Then∑
(h;b)=1
$h =
’(b)
’(a)
#(a):
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Proof. The case a = b is well known. For the general case let Za and Zb be the
rings of integers modulo a and b, respectively, and let Z×a and Z×b be their groups of
units. Consider P :Zb → Za be the canonical projection. Since the map P is a ring
homomorphism, the restriction P× :Z×b → Z×a is a group homomorphism.
Since $h = $h
′
if and only if h ≡ h′mod a, then∑
(h;b)=1
$h = |ker P×|
∑
(h;a)=1
$h = |ker P×| #(a):
The structure of the groups of units is well known, in particular the following two
facts. If m and n are coprime positive integers, then Z×mn  Z×m × Z×n via the map
u → (u; u). If p is a prime and i¿ j, there is a natural surjection Z×pi → Z×p j . It
follows that this remains true for an arbitrary positive integer p.
Now, if a decomposes as a=pr11 · · ·prkk let c=ps11 · · ·pskk with c|b and (b; b=c) = 1.
Therefore Z×b  Z×c ×Z×b=c and the map P× is the composition with the projection on
the 2rst factor followed by the projection Z×c → Z×a .
Hence P× is surjective and the lemma is proved.
Theorem 3.3. Let D be a Young diagram with |D| = n,  an n-cycle of Sn and  a
primitive n-root of unity. If mi is the multiplicity of the eigenvalue i of  in the
irreducible representation of Sn corresponding to D, then
mi =
1
n
∑
d|n
’(n=d)
’(n=(n; id))
#
(
n
(n; id)
)
XD(d):
Proof. We have that
nmi =
n−1∑
j=0
−ijXD(j) =
n−1∑
j=0
˜jXD(j);
where ˜ = −i is an n=(n; i)-primitive root of unity. If (j; n) = (j′; n), then j and j
′
are in the same conjugacy class of Sn and hence XD(j) =XD(j
′
). Therefore
n−1∑
j=0
˜jXD(j) =
∑
d|n

 ∑
( j;n)=d
˜j

XD(d) =∑
d|n

 ∑(
h; nd
)
=1
$h

XD(d);
where $= ˜d is a n=(n; di)-primitive root. Now the theorem follows from the previous
lemma with a= n=(n; di) and b= n=d.
Let us recall that given two number theoretical functions f and g, the convolution
product is de2ned by
f ∗ g(m) =
∑
d|m
f(d)g
(m
d
)
:
We shall denote XD;k the number theoretic function de2ned by XD;k(m) =XD(km).
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Now, the GL(V )-module structure of HH(A) is described precisely by the following
result.
Theorem 3.4. Let A = T (V )=IN be a truncated tensor algebra and let D 	= ∅ be a
Young diagram with depth(D)6 dim V and |D|= n. Let m(D;HHi(A)) be the multi-
plicity of the irreducible GL(V )-module corresponding to D in HHi(A). Then
m(D;HHi(A)) =


1
n ’ ∗XD;1(n) if N An and
i = 2
[
n
N
]
; 2
[
n
N
]
+ 1;
N
n ’ ∗XD;N
(
n
N
)− 1n ’ ∗XD;1(n) if N |n and
i = 2nN −1; 2nN ;
0 otherwise:
In addition, m(∅;HHi(A)) = 1 for i = 0 and it is zero otherwise.
Proof. Let k = [n=N ]. The fact that m(D;HHi(A))= 0 if N An, i 	= 2k ; 2k +1 or else if
N |n, i 	= 2k − 1; 2k, follows directly from Schur duality and Theorem 2.1. Also, these
results together with Theorem 3.3 imply that, if N An,
m(D;HH2k(A)) = m(D;HH2k+1(A)) = m(1; D) = m0 =
1
n
∑
d|n
’
( n
d
)
XD(d):
In the same way, if n= kN ,
m(D;HH2k−1(A)) = m(D;HH2k(A)) =
∑
N=1
 =1
m(; D) =
N−1∑
j=1
mkj
and, again by Theorem 3.3,
N−1∑
j=1
mkj =
1
n
N−1∑
j=1
∑
d|kN
’(kN=d)
’(kN=(kN; kjd))
#
(
kN
(kN; kjd)
)
XD(d);
=
1
n
∑
d|kN

N−1∑
j=1
#(N=(N; jd))
’(N=(N; jd))

’(kN
d
)
XD(d):
Thus, the proof will be complete once we prove that
N−1∑
j=1
#(N=(N; jd))
’(N=(N; jd))
=
{−1 if N Ad;
N − 1 if N |d:
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If N |d the formula is clear, so we assume that N Ad and we set M = N=(N; d) 	= 1.
Since (N; jd) = (N; j(N; d)) we have that
N−1∑
j=1
#(N=(N; jd))
’(N=(N; jd))
=
dM−1∑
j=1
#(M=(M; j))
’(M=(M; j))
=
∑
j|M
#Aj
#(M=j)
’(M=j)
;
where Aj = {x¡dM : (M; x)= j}= {x= jy :y¡dM=j and (M; x)= j}. Now it is clear
that
#Aj =
{
d’(M=j) if j 	= M;
d− 1 if j =M
and hence we have that
N−1∑
j=1
#(N=(N; jd))
’(N=(N; jd))
=
∑
j|M
#
(
M
j
)
− 1 =−1:
The multiplicity m(D;HHi(A)) depends on three variables: the truncation degree N ,
the homology degree i and the diagram D. The following corollary describes some
aspects of the behavior of m(D;HHi(A)) as a function of each of these variables. The
proof is direct from Theorem 3.4.
Corollary 3.5. (1) Given a 1xed N and a diagram D, with depth(D)6 dim V , the
multiplicity m(D;HHi(A)) is non-zero for at most two consecutive degrees, i0 and
i0 + 1, and moreover m(D;HHi0 (A)) = m(D;HHi0+1(A)).
(2) For 1xed N and i, there are at most N di:erent sizes for the diagrams having
non-zero multiplicity. More precisely, if m(D;HHi(A)) 	= 0, then
i
2
N6 |D|6 i
2
N + N − 1 if i is even;
(i − 1)
2
N + 16 |D|6 (i + 1)
2
N if i is odd:
(3) Given a 1xed diagram D, the multiplicities m(D;HH(A)) stabilize as N →∞.
Indeed, if N ¿ |D|, then
m(D;HH(A)) =m(D;HH0(A)) + m(D;HH1(A))
= 2m(D;HH0(A))
=
2
|D| ’ ∗XD;1(|D|):
4. Explicit computations
This section is devoted to obtain explicit expressions for m(D;HHi(A)) for some par-
ticular irreducible GL(V )-modules by evaluating the formula in Theorem 3.4. Given a
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diagramD, one of the main diSculties to compute explicitly the multiplicity m(D;HH(A))
is the evaluation of the character XD of the corresponding irreducible representation of
Sn on the powers of an n-cycle.
Throughout this section, given a diagram D, we shall use the convention that, if
dim(V )¡ depth(D), then D = {0}.
We start by considering the following four irreducible representations of Sn: the
trivial, alternating (both 1-dimensional), the standard and the tensor product of the
alternating and the standard. The diagrams corresponding to these representations are:
In the next corollaries we consider the irreducible GL(V )-modules which correspond
to these four diagrams. Recall that the diagrams in the 2rst row correspond to Symn(V )
and Altn(V ), respectively.
Corollary 4.1. Let A= T (V )=IN be a truncated tensor algebra.
(1) The GL(V )-module Symn(V ) occurs in HH(A) if and only if N An and, in this
case, it occurs exactly in degrees 2[n=N ] and 2[n=N ] + 1, with multiplicity one.
(2) The GL(V )-module Altn(V ), with n odd, occurs in HH(A) if and only if N An and,
in this case, it occurs exactly in degrees 2[n=N ] and 2[n=N ]+1, with multiplicity
one.
(3) The GL(V )-module Altn(V ), with n even, occurs in HH(A) if and only if N |n
and N is even. In this case it occurs exactly in degrees 2n=N and 2n=N − 1, with
multiplicity one.
Proof. We 2rst observe that
’ ∗ 1(n) = n; ’ ∗ 4(2n) = 0;
where 4(n) = (−1)n.
Now we prove (1). In this case the diagram D corresponds to the trivial represen-
tation of Sn, so XD;1 = 1. If N An, then the multiplicity of D can only be non-zero
in degrees 2[n=N ] and 2[n=N ] + 1, and in this case it is equal to 1n ’ ∗ XD;1(n) = 1.
On the other hand, if N |n, then the only non-zero multiplicities could possibly be
(N=n)’ ∗XD;N (n=N )− 1n ’ ∗XD;1(n), which are equal to 0.
In cases (2) and (3) the diagram D corresponds to the alternating representation of
Sn and hence XD(j) = (−1)(n+1) j, for all j. Now the proof of (2) follows as in (1).
In case (3), since (’ ∗ XD;1)(2k) = 0 for all k, it follows that D does not occur
in HH(A) if N An or if N is odd. Finally, if N |n and N is even, then XD;N = 1,
hence D occurs in HH(A) in degrees 2n=N and 2n=N − 1 with multiplicity (N=n)(’ ∗
XD;N )(n=N ) = 1.
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Corollary 4.2. Let A= T (V )=IN be a truncated tensor algebra.
(1) The irreducible GL(V )-module corresponding to D= of size n occurs in
HH(A) if and only if N |n and in this case it occurs only in degrees n=N − 1 and
n=N with multiplicity N − 1.
(2) The irreducible GL(V )-module corresponding to D = of size n, with n odd,
occurs in HH(A) if and only if N |n and in this case it occurs only in degrees
n=N − 1 and n=N with multiplicity N − 1.
(3) The irreducible GL(V )-module corresponding to D = of size n, with n even,
occurs in HH(A) in degrees 2[n=N ] and 2[n=N ] + 1 with multiplicity 1, if N An;
and in degrees 2n=N and 2n=N − 1 with multiplicity 2[(N − 1)=2], if N |n.
Proof. We 2rst prove (1). In this case D corresponds to the standard representation
of Sn, and it is easy to see that XD(d) = −1 unless d = n in which case XD(d) =
dim D = n− 1. Thus
XD;1 =−1 + nn;
where n is the Dirac delta function on Z. Therefore, if N An,
1
n
’ ∗XD;1(n) = 1n (−n+ n’ ∗ n(n)) =
1
n
(−n+ n’(1)) = 0
and if N |n,
N
n
’ ∗XD;1
( n
N
)
=
N
n
(
− n
N
+ n’ ∗  n
N
( n
N
))
=−1 + N’(1) = N − 1:
Now, in cases (2) and (3) D corresponds to the tensor product of the standard and
the alternating representation. Thus, if n is odd, XD=−1+nn and we are in the same
situation as before. On the other hand, if n is even, XD =−4+ nn and, if N An,
1
n
’ ∗XD(n) = 1n (n’(1)) = 1:
Now suppose N |n, and N is even, then XD;N =−1 + n n
N
, so
N
n
’ ∗XD
( n
N
)
− 1
n
’ ∗XD(n) = N − 2:
If N is odd, then XD;N =−4+ n n
N
, and
N
n
’ ∗XD
( n
N
)
− 1
n
’ ∗XD(n) = N − 1:
4.1. The truncated polynomial algebra
If dim V = 1, the algebra A is the truncated polynomial algebra in one variable
C[x]=(xN − 1). The group GL(V ) is the multiplicative group C× and the diagram
Da =
a
corresponds to the character z → za. The Hochschild homology of A is
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well known (see for instance [7, p. 304]) and it can also be read oJ from Corollary
4.1.
Proposition 4.3. Let A be the truncated polynomial algebra in one variable
C[x]=(xN − 1). Then the C×-character decomposition of the Hochschild homology
of A is
HHi(A) =


N−1∑
r=1 [ i
2
]
N+r
if i¿ 0;
N−1∑
r=0 r
if i = 0:
In particular dimHH0(A) = N and dimHHi(A) = N − 1 for all i¿ 1.
4.2. Diagrams of depth 2 and multiplicity asymptotics
For the purpose of evaluating the character of any irreducible representation of Sn
on the powers of an n-cycle, a hook-like formula proved by Zhuravlev in [8], turns
out to be particularly useful. Let
Da;b = :
In [8, Corollary 3.3] Zhuravlev proves the following result.
Proposition 4.4. Let  be an (a+ b)-cycle in Sa+b, then
XDa;b(
a+b
d ) =


(
a+b
d
b
d
)
if d|(a; b);
−
(
a+b
d
b−1
d
)
if d|(a+ 1; b− 1); b¿ 1;
0 otherwise:
Let
6na;b =
1
n
∑
d|a;b;n
’(d)
( a+b
d
b
d
)
:
In the next lemma we consider 6 as a function of a and b.
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Lemma 4.5. As a function of a and b, lim (a;b)→∞
a;b¿1
(n6na;b=(
a+b
b )) = 1 uniformly on n.
In addition, for 1xed b0,
(a+ b0)6
a+b0
a;b0 =
(
a+ b0
a
)
+O(ab0=2);
(2a− b0)62a−b0a;a−b0 =
(
2a− b0
a
)
+O(2a);
as functions of a.
Proof. Since 6na;b = 6
n
b;a, we shall assume that a¿ b¿ 1. On the one hand we have
n6na;b¿ (
a+b
b ). On the other hand, we have
n6na;b =
(
a+ b
b
)
+
∑
d|a;b;n
d¿1
’(d)
(
a+b
d
b
d
)
6
(
a+ b
b
)
+ (b− 1)2
( [ a+b
2
]
[
b
2
]
)
: (4.1)
Thus, for the 2rst part, it is suScient to prove that
(2b− 1)2
(
a+ b
b
)
6
2
a+ b
(
2a+ 2b
2b
)
; for a¿ b¿ 1:
Since the statement is true for a= b, we can proceed by induction on a
(2b− 1)2
(
a+ 1 + b
b
)
=
a+ b+ 1
a+ 1
(2b− 1)2
(
a+ b
b
)
6 2
a+ b+ 1
(a+ b)(a+ 1)
(
2a+ 2b
2b
)
6 2
2a+ 1
(a+ b)(2a+ 2b+ 1)
(
2a+ 2b+ 2
2b
)
6
2
a+ 1 + b
(
2a+ 2b+ 2
2b
)
:
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Now, for 2xed b0¿ 0, the second part follows from (4.1) and from the fact that([ a+b0
2
][
a
2
] )6 ab0=2 and
(
a+
[ b0
2
][
a
2
] )6 2a−b0 =2√
a=2
(see [5, Theorem A.3.5]).
Proposition 4.6. Let A= T (V )=IN be a truncated tensor algebra. Then
m(Da;b;HHi(A)) =


6a+ba;b − 6a+ba+1; b−1 if N A(a+ b) and
i =
[
n
N
]
;
[
n
N
]
+ 1;
6
a+b
N
a;b − 6
a+b
N
a+1; b−1 − 6a+ba;b + 6a+ba+1; b−1 if N |(a+ b) and
i =
[
n
N
]
;
[
n
N
]− 1;
0 otherwise:
In particular, for any N ¿ 1,
(1) m(Da;b0 ;HH(A)) = (2ca=b0!)a
b0−1 + O(ab0−2) as a function of a, for all b0¿ 1,
(2) (ca(b0 + 1)22a+1−b0=(a + 1)(2a − b0)
√
4a)6m(Da;a−b0 ;HH(A))6 (ca(b0 + 1)
22a+1−b0=(a+ 1)(2a− b0)
√
a) + O(2a) as a function of a, for all b0¿ 0,
where ca = 1 if a 	≡ b0(N ), and ca = N − 1 if a ≡ b0(N ).
Proof. The formula for m(Da;b;HH(A)) is a direct consequence of Theorem 3.4 and
Proposition 4.4. We shall proceed assuming that a 	≡ b0(N ), the proof of the case
a ≡ b0(N ) is analogous. Since the proof of (1) and (2) are similar, we omit the proof
of (1).
If b0¿ 0, then
2a− b0
2
m(Da;a−b0 ;HH(A)) = (2a− b0)62a−b0a;a−b0 − (2a− b0)62a−b0a+1; a−b0−1
=
(
2a− b0
a
)
−
(
2a− b0
a+ 1
)
+O(2a)
=
(
2a− b0
a
)
− a− b0 − 1
a+ 1
(
2a− b0
a
)
+O(2a)
=
b0 + 1
a+ 1
(
2a− b0
a
)
+O(2a)
6
b0 + 1
(a+ 1)2b0
(
2a
a
)
+O(2a)
and the proposition follows from [5, Theorem A.3.5].
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4.3. More computations
For small values of n, the characters of all irreducible representations of Sn can be
evaluated easily using standard formulas such as the Frobenius character formula or
the recursive Murnaghan–Nakayama rule (see [2, p. 59]). Hence, for small values of
N it is possible to determine the full decomposition of the 2rst homology groups of
the corresponding algebras. The following table shows the 2rst homology groups for
the cases when N = 2 and 3.
Zhuravlev’s formula is very eScient and suitable for computer implementation. We
have implemented it in a program written in Maple VII to perform several experiments.
Here we collect some interesting facts that can be observed.
Let us 2x a diagram D and considering the following question: given any N¿ 2,
does there exist an i for which m(D;HHi(A)) 	= 0? The answer is no and the 2rst
examples are those in Corollaries 4.1 and 4.2. Another isolated example is D =
since for N = 3, m(D;HHi(A)) = 0 for all i, as shown in the table
below.
The interesting fact is that these examples appear to be exceptional. So far we could
not 2nd others and we believe there are no others. That is, for any other diagram D
and any N¿ 2, there exists an i for which m(D;HHi(A)) 	= 0.
We conclude showing, in the following table, the stabilization values granted by
Corollary 3.5 for some diagrams of small size.
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