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Die immer komplexer werdenden geologischen Verhältnisse aktueller Lagerstätten, so-
wie die Umsetzung einer hoch-selektiven Rohstoffgewinnung, machen eine Modellierung
auf Basis von geostatistischen Simulationsverfahren in einem modernen Lagerstätten-
management notwendig, da diese Verfahren die in-situ Variabilität der struktur- und
qualitätsbeschreibenden Lagerstättenparameter realistisch vorhersagen und damit auch
realitätsnahe betriebswirtschaftliche Risikoabschätzungen zu den Auswirkungen der
Unsicherheiten in der Vorhersage, aufgrund eines unvollständigen Kenntnisstandes, er-
möglichen. Die Arbeit beschreibt die Weiterentwicklung und Anwendung von Verfahren
der geostatistischen Simulation für die Modellierung komplexer, sedimentartig ausge-
bildeter Lagerstätten in einem praxisrelevanten Umfang und unter Berücksichtigung
der besonderen Anforderungen, welche aus der Charakteristik der Lagerstätte und der
Zielsetzung einer selektiven Rohstoffgewinnung abgeleitet wurden. Zunächst wird ein
geeigneter Ansatz identifiziert, welcher die Grundlage für eine methodische Erweiterung
und effiziente Implementierung, hinsichtlich der zu erfüllenden Anforderungen, bildet.
Danach wird die komplette Prozesskette für eine zuverlässige Lagerstättenmodellierung
untersucht und praktikable Modellierungsstrategien werden vorgestellt. Ein komplexes
Anwendungsbeispiel aus dem Braunkohlenbergbau dient der Evaluierung der vorgestellten
Modellierungsverfahren.
Abstract
The more and more complex geological conditions of current deposits, as well as the
implementation of a highly selective extraction of raw materials, require new approaches
for the reservoir management. The use of geostatistical simulation methods for modelling
the shape and quality of deposits is necessary, because these methods taking into
account the natural variability of the deposit attributes and the resulting geological
uncertainties. Furthermore this methods allow faithfully and realistic economic risk
assessments on the impact of uncertainties in the prediction, due to an incomplete state of
knowledge. This work describes the further development and application of geostatistical
simulation algorithms for the modelling of complex sediment-like formed deposits in
a practically scope, taking into account the special requirements, which are derived
from the characteristics of such deposits and the objective of the selective extraction of
raw material. First an appropriate simulation approach is identified, which then forms
the basis for a methodical expansion and efficient implementation, in terms of fulfilling
requirements. In addition, the complete process chain for reliable reservoir modelling is
studied and a viable modelling strategy is presented. A complex application example
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Die Nutzung des heimischen Rohstoffes Braunkohle hat in Deutschland eine über 100-
jährige Tradition. Im Jahre 2012 wurden in Deutschland 185,4 Mio. t. Braunkohle gewon-
nen. Diese Fördermenge entspricht einem Heizwert von 57,2 Mio. t Steinkohleneinheiten
(Mio. t SKE). Damit ist die Braunkohle zu fast 40% an der Primärenergiegewinnung in
Deutschland beteiligt. [Bra13]
Die aktuellen Entwicklungen in der deutschen Energiepolitik lassen vermuten, dass die
Braunkohle auch in den nächsten Jahrzehnten noch eine bedeutende Rolle als Energielie-
ferant haben wird. Darüber hinaus gibt es aber auch vielversprechende neue Ansätze für
die Nutzung der Rohbraunkohle. Ein Beispiel hierfür ist das Forschungsprojekt “ibi - Inno-
vative Braunkohlen Integration in Mitteldeutschland”. Das Ziel der im ibi-Wachstumskern
kooperierenden Partner ist es, alternative Kohlenwasserstoffquellen für die Chemische
Industrie als Substitutionen für Öl und Gas nachhaltig und preiswert zur Verfügung
zu stellen [VP1]. Daraus ergeben sich jedoch signifikant höhere Anforderungen an das
Ausgangsmaterial Braunkohle, das Lagerstättenmanagement sowie die Gewinnungstech-
nologie. Eine Voraussetzung für die Erreichung dieses Ziels ist es, dass zukünftig eine
kontinuierliche mengen- und qualitätsgerechte Bereitstellung der durch die ibi-Partner
definierten 4 - 8 verschiedenen Braunkohlesorten sichergestellt werden kann. Diese Kohle-
sorten sollen durch ca. 20 - 50 spezifische Qualitätsparameter, welche in engen Bandbreiten
zur Verfügung gestellt werden müssen, definiert werden. Damit diese Voraussetzung erfüllt
werden kann, bedarf es einer hoch-selektiven Braunkohlengewinnung auf der Basis neuer
Ansätze für das Lagerstättenmanagement, da die bisher genutzten Verfahren der Vorher-
sage der Lagerstättenparameter den neuen Anforderungen nicht mehr gerecht werden. Im
Rahmen des ibi - Verbundprojektes 1 "Integriertes Lagerstättenmanagement" sollen beste-
hende Defizite durch den Einsatz moderner geostatistischer Simulationsverfahren, unter
Einbeziehung von Sekundärdaten, in einem integrierten Lagerstättenmanagement besei-
tigt werden. Moderne Vorhersageverfahren auf Basis geostatistischer Simulationsverfahren
bieten den Vorteil, dass die natürliche Variabilität der spezifischen Lagerstättenattri-
bute und die daraus resultierenden geologischen Unsicherheiten berücksichtigt werden
können, so dass eine optimale Erkundung und Abbauplanung für die hoch-selektive
Gewinnung mehrerer Braunkohlesorten gewährleistet werden kann. Die Einbeziehung
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von Sekundärdaten in den Simulationsprozess soll die Reproduktion der aus den Daten
geschlossenen statistischen Zusammenhänge kreuzkorrelierter Beobachtungen verbessern
und damit einen Beitrag zur Optimierung unsicherheitsbasierter Lagerstättenmodelle
liefern. Die prinzipielle Eignung der geostatistischen Simulation zur Modellierung der
form- und qualitätsbeschreibenden Lagerstättenmerkmale einer Braunkohlenlagerstätte,
unter Berücksichtigung der geologischen Unsicherheit, wurde bereits in den Studien- bzw.
Diplomarbeiten von Schmidt [Sch04], Hoberg [Hob09] und Wogawa [Wog10], in denen
Fallstudien zur Anwendbarkeit der geostatistischen Simulation im Braunkohlenbergbau
angestellt wurden, aufgezeigt. Die Dissertation von Benndorf [Ben09] lieferte darüber
hinaus grundlegende Aussagen zur Übertragbarkeit und Anwendbarkeit moderner geo-
statistischer Konzepte und Optimierungsmethoden. Jedoch sind in der Literatur bisher
noch keine Arbeiten zu finden, in denen die praxistaugliche Anwendung geostatistischer
Simulationsverfahren im Braunkohlenbergbau, unter Einbeziehung von Sekundärdaten,
zur Gewährleistung einer optimalen Erkundung und Modellierung als Grundlage einer
hoch-selektiven Rohstoffgewinnung untersucht wurden. Dieses Defizit soll durch die
vorliegende Arbeit behoben werden.
1.2 Entwicklungen in der Lagerstättenmodellierung
Das Ziel der Modellierung von Lagerstätten ist die Erstellung von Modellen, welche ein
möglichst realistisches Abbild der Wirklichkeit wiedergeben, d.h. das räumliche Verhalten
der qualitativen Parameter sowie der Geometrie der Lagerstätte sollen möglichst realitäts-
nah über die gesamte Lagerstätte geschätzt werden. Die Grundlage für solche Schätzungen
bilden alle raumbezogenen Daten einer Lagerstätte. Im Wesentlichen sind das zunächst
die in der Explorationsphase punktuell gewonnen Aufschlüsse der Lagerstätte (Bohrungen,
Schürfe), geologische Kartierungen und topografische Informationen. Die geschätzten
Lagerstättenmodelle bilden letztlich dann die Grundlage für viele bergbaulichen Frage-
stellungen und Entscheidungsprozesse, wie z.B. die Reserven- bzw. Ressourcenermittlung
oder die Planung des Gewinnungsprozess.
Im Zusammenhang mit der Modellierung von Lagerstätten ist oft die Rede von der
natürlichen Variabilität eines Lagerstättenattributs, diese beschreibt die in der Natur
beobachtete Ausprägung eines Merkmals, d.h. die statistische Verteilung der Werte
sowie deren natürliche räumliche Struktur. Räumliche Strukturen werden auf Basis
der Ähnlichkeit von Werten in Abhängigkeit ihrer Entfernung, z. B. mit Hilfe von
Variogrammen, beschrieben. Die geologische Unsicherheit eines Lagerstättenattributs
resultiert aus der natürlichen Variabilität und aus der Unsicherheit in der Vorhersage
eines Merkmals aufgrund eines unvollständigen Kenntnisstands. Sie beschreibt die in-situ
Variabilität des Attributs und wird auch als Vorhersageunsicherheit bezeichnet.
Die mathematischen Ansätze und daraus abgeleitete Verfahren für die Modellierung
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der Geometrie- und Qualitätsparameter einer Lagerstätte wurden in den letzten Jahr-
zehnten kontinuierlich weiterentwickelt. Die einfachsten Verfahren basieren darauf, das
die einzelnen Probewerte aus der Exploration der Lagerstätte auf Flächen oder Körper
mit definierten Abmessungen bezogen werden. In Abhängigkeit von der Form der Be-
zugsfläche unterscheidet man hier zwischen den Verfahren der geologischen Flächen, der
Dreiecksmethode, der Profilmethode und der Polygonmethode. [Aki88]
Da diese Verfahren jedoch die statistischen Zusammenhänge zwischen benachbarten
Probewerten (räumliche Struktur) ignorieren, wurde als nächster Schritt eine Wich-
tungsfunktion eingeführt, mit welcher genau dieses Defizit behoben werden kann. Die
sogenannte Methode der inversen Distanz berücksichtigt die Abhängigkeit benachbarter
Proben, indem die Wichtung als Funktion der Entfernung bestimmt wird. Diese Art der
Wichtung ermöglicht zwar eine einfache und schnelle Bearbeitung, jedoch ist der model-
lierte räumliche Zusammenhang unabhängig vom realen Zusammenhang. Dies führte zur
Entwicklung des Kriging-Verfahrens, welches neben Distanz und Orientierung von Probe-
werten auch den speziell für die betrachtete Beobachtungsvariable bestimmten räumlichen
Zusammenhang für die Ermittlung von Schätzwerten nutzt. Kriging-Verfahren beruhen
dabei immer auf der Minimierung der Schätzvarianz, d.h. die Differenzen zwischen ge-
schätzten und wahren Werten wird minimiert. Mit der Einführung dieses Verfahrens durch
den französischen Mathematiker Matheron wurde der Grundstein für ein neues wissen-
schaftliches Teilgebiet gelegt - die Geostatistik. Die Entwicklung der Geostatistik brachte
in den folgenden Jahren eine große Bandbreite von verschiedenen Kriging-Verfahren
hervor. [Aki88]
Obwohl die Kriging-Verfahren in der Regel lokal den besten Schätzer liefern, repräsentieren
sie global einen Glättungseffekt. Das bedeutet, dass das Auftreten von kleinen Werten
überschätzt und von großen Werten unterschätzt wird. Darüber hinaus bieten Kriging-
Verfahren keine Möglichkeit realistische Maße für die Unsicherheiten in der Vorhersage
abzuleiten [JH78]. Denn die Kriging-Varianz wird nur aus dem Variogramm, sowie der
Dichte und der räumlichen Anordnung der zur Schätzung herangezogenen Stützpunkte,
welche sich in den Kriginggewichten λα wieder spiegelt, bestimmt. Die Datenwerte an
den Stützstellen gehen nicht direkt in die Berechnung der Kriging-Varianz ein. Für
praktische Anwendungen ist jedoch häufig die Unsicherheit, die mit der Interpolation
von Werten einhergeht, wichtiger noch als der Wert selbst. Sie entscheidet oftmals
welche Entscheidung getroffen wird und ob überhaupt eine Entscheidung getroffen
werden kann. Für die Bestimmung eines realistischen Maßes für die Unsicherheiten in
der Vorhersage können geostatistische Simulationsverfahren oder die Ausnutzung der
Varianzfortpflanzung, durch Anwendung der Kollokation als kombiniertes Filter- und
Prädiktionsverfahren, zum Einsatz kommen. Im Beitrag von Donner und John [DJ12]
wurden die beiden Ansätze hinsichtlich ihrer praktischen Anwendbarkeit verglichen.
Durch die Kollokation können lokale Konfidenzbereiche bereitgestellt werden, welche mit
den Aussagen zu Vorhersageunsicherheiten aus der bedingten Varianz der geostatistischen
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Simulation vergleichbar sind [DJ12]. Die Ermittlung realistischer Vorhersageunsicherhei-
ten ist jedoch nur ein Teilaspekt. Viel entscheidender ist die Ermittlung der Auswirkungen
der geologischen Unsicherheit auf zu treffende Entscheidungen im Bergbauprozess. In
diesem Zusammenhang bietet die geostatistische Simulation den flexibleren Ansatz zur
Untersuchung der Auswirkungen der geologischen Unsicherheit auf komplexe Entschei-
dungsprozesse [DJ12].
Geostatistische bedingte Simulationsverfahren stellen die jüngste und komplexeste Ver-
fahrensgruppe zur Schätzung von Lagerstättenattributen dar. Die bedingte Simulation
basiert auf der zufälligen Beprobung der durch Kriging ermittelten lokalen Wahrschein-
lichkeitsverteilungen des untersuchten Parameters. Die Methode generiert eine beliebige
Anzahl gleich wahrscheinlicher Lagerstättenmodelle, welche einzigartig und gleich wahr-
scheinlich im Auftreten sind. Jedes dieser Modelle ist stützpunkttreu und reproduziert
die statistische Verteilung (Histogramm) sowie die räumliche Struktur (Variogramm),
welche aus den Explorationsdaten geschlossen wurden. Aufgrund des intensiven Bedarfes
an Rechenleistung kam die Methode der geostatistischen Simulation bis in die 1990er
Jahre jedoch nur limitiert in speziellen Fallstudien zum Einsatz oder sie wurde in der
Forschung zur Untersuchung geostatistischer Verfahren genutzt [Men00]. Die rasante
Entwicklung moderner Computertechnik machte die geostatistische Simulation in den
letzten Jahren jedoch zu einem praktikablen Werkzeug für die Lagerstättenmodellierung.
Ein Überblick zu Verfahren für die bedingte Simulation wird in Kapitel 3 gegeben.
Ausgehend von den guten Erfahrungen, die mit der geostatistischen Simulation im
Erzbergbau gemacht worden sind [BD07a, BD09b, BD07b, BD09c] wurde in der Dis-
sertation von Benndorf [Ben09] bereits die Übertragbarkeit für eine Anwendung im
Braunkohlenbergbau diskutiert und die wirtschaftliche Vorteilhaftigkeit dieses Ansat-
zes herausgestellt. In einer umfangreichen Fallstudie wurden die Geometrie potentiell
abbauwürdiger Kohleflöze, sowie ausgesuchte Kohlequalitätsparameter, simuliert. Die
Ergebnisse wurden mit einem interpolierten Lagerstättenmodell verglichen und anschlie-
ßend aus bergtechnischer und bergwirtschaftlicher Sicht analysiert. Der Mehrwert der
unsicherheitsbasierten Lagerstättenmodellierung konnte, für die Abschätzung von ab-
bauwürdigen Reserven, die langfristige Abbauplanung und am Beispiel verschiedener
wirtschaftlicher Projektindikatoren, nachgewiesen werden.
Es besteht jedoch noch Forschungsbedarf hinsichtlich der effizienten Anwendung des
unsicherheitsbasierten Ansatzes für die Modellierung von komplexen, sedimentartig ausge-
bildeten Lagerstätten unter Berücksichtigung von Sekundärdaten. Ebenso gibt es Teilbe-
reiche in der Prozesskette für eine zuverlässige Modellierung, wie z.B. die Behandlung von
Trends, welche detaillierter untersucht und dokumentiert werden sollten. Des Weiteren ist
die Dokumentation von Ansätzen zum praktikablen Aufbau von 3D-Lagerstättenmodellen,




1.3 Beitrag dieser Arbeit
Das Ziel der Arbeit ist die Weiterentwicklung und Anwendung geostatistischer Simula-
tionsverfahren, unter Berücksichtigung von Sekundärdaten, für die Sicherstellung einer
optimalen Erkundung und effizienten Generierung von unsicherheitsbasierten Modellen
komplexer, sedimentartig ausgebildeter Lagerstätten als Grundlage für eine hoch-selektive
Rohstoffgewinnung. In einem ersten Schritt werden zunächst die aus der Zielstellung
resultierenden spezifischen Anforderungen identifiziert. Diese Anforderungen bilden zum
einen die Grundlage für eine Auswahl und eine methodische Erweiterung eines Simulati-
onsverfahrens zur Berücksichtigung von Sekundärinformationen. Zum anderen fließen
diese Anforderungen in die Entwicklung einer robusten Modellierungsstrategie zur Ge-
währleistung einer hoch-selektiven Rohstoffgewinnung ein. Für die Auswahl des Simu-
lationsverfahrens werden die Grenzen und Möglichkeiten bereits existierender Simulati-
onsverfahren untersucht und hinsichtlich ihrer Anwendbarkeit bewertet. Ein als geeignet
identifizierter Ansatz bildet die Grundlage für eine Erweiterung hinsichtlich der zu erfül-
lenden Anforderungen und eine optimierte Implementierung. Neben der Bereitstellung
eines effizienten und robusten Ansatzes für die Generierung von unsicherheitsbasierten
3D-Lagerstättenmodellen komplexer, sedimentartig ausgebildeter Lagerstätten wird die
gesamte Prozesskette für eine zuverlässige Lagerstättenmodellierung auf Basis geosta-
tistischer Simulationsverfahren untersucht und beschrieben. Dabei bilden die Prozesse
der Datenanalyse und Datenvorverarbeitung, wie z.B. die Behandlung von Trends, einen
Schwerpunkt der Untersuchungen. Durch eine umfassende Anwendung im mitteldeutschen
Braunkohlenbergbau werden letztendlich die entwickelten Modellierungsstrategien, sowie
die Werkzeuge für die Modellierung, validiert.
1.4 Aufbau der Arbeit
Das Kapitel 2 widmet sich zunächst den spezifischen Anforderungen für eine effiziente
Generierung von unsicherheitsbasierten Modellen komplexer, sedimentartig ausgebildeter
Lagerstätten als Grundlage für eine hoch-selektive Rohstoffgewinnung. Das Kapitel 3
stellt die Ergebnisse der Literaturrecherche zu existierenden geostatistischen Simula-
tionsansätzen im Bergbauumfeld dar und bewertet diese hinsichtlich der in Kapitel 2
definierten Anforderungen für eine hoch-selektive Rohstoffgewinnung. In Kapitel 4 werden
methodische Erweiterungen zur Berücksichtigung von Sekundärdaten und die Umsetzung
der Implementierung von Verfahren detailliert vorgestellt und validiert. Das Kapitel 5
widmet sich der Prozesskette für eine zuverlässige Lagerstättenmodellierung, sowie den
entwickelten robusten Strategien für die unsicherheitsbasierte Lagerstättenmodellierung
auf Basis geostatistischer Simulationsverfahren. Anschließend wird in Kapitel 6 die Praxi-
stauglichkeit der entwickelten Vorgehensweise an einem komplexen Anwendungsbeispiel
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dargelegt. In Kapitel 7 wird abschließend noch ein Ansatz zur unsicherheitsbasierten
Optimierung von Erkundungsrastern vorgestellt. Das Kapitel 8 bildet den Schluss der
Arbeit und gibt eine Zusammenfassung und Wertung der Ergebnisse der vorliegenden
Arbeit, sowie einen Ausblick für weitere Forschungsarbeiten. Die für das Verständnis der
Arbeit notwendigen theoretischen Grundlagen werden im Anhang A dargelegt.
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sedimentartig ausgebildeten Lagerstätten
Die umfassende Modellierung eines kompletten Abbaufeldes einer Braunkohlelagerstätte,
unter Berücksichtigung der komplexen, geologischen Zusammenhänge, stellt eine Aufgabe
dar, welche erstmals in diesem Umfang durchgeführt werden soll. Für die unsicherheits-
basierte Modellierung von komplexen, sedimentartig ausgebildeten Lagerstätten, unter
Nutzung geostatistischer Simulationsverfahren, als Grundlage einer selektiven Rohstoff-
gewinnung, müssen eine Reihe von Anforderungen erfüllt werden. Diese Anforderungen
beziehen sich auf die Funktionalität und Implementierung des Simulationsalgorithmus,
auf die Charakteristik der 3D-Lagerstättenmodelle, sowie die Strategien zum Aufbau
dieser Modelle.
Die Anforderungen resultieren aus der gesetzten Zielstellung des ibi-Forschungsvorhabens
und können in Anforderungen, aus der Geologie der untersuchten Lagerstätte, aus den
zu integrierenden Daten und aus der selektiven Rohstoffgewinnung, eingeteilt werden.
2.1 Anforderungen aus der Geologie
Um den Aufbau eines Lagerstättenmodells entwickeln zu können, bedarf es einer Vorstel-
lung über die Prozesse die zur heutigen Erscheinungsform der Lagerstätte beigetragen
haben. Die Nutzung eines schlüssigen Modells der Prozesse der Lagerstättenentstehung
stellt ein Voraussetzung dar, um aus der vergleichsweise geringen Anzahl von Aufschlüssen
einer Lagerstätte vollständige und hinreichend genaue Lagerstättenmodelle entwickeln zu
können [SNDDM09]. Bei der Entwicklung einer Methodik für die unsicherheitsbasierte
Modellierung komplexer, sedimentartig ausgebildeter Lagerstätten wird von der Anwen-
dung auf ein Abbaufeld im Braunkohlenbergbau ausgegangen. Daher wird zunächst die
Charakteristik einer typischen Braunkohlenlagerstätte in Mitteldeutschland beschrieben.
Im Abschnitt 2.1.2 erfolgt anschließend die Ableitung der aus der Geologie resultierenden
Anforderungen.
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2.1.1 Beschreibung einer Lagerstätte
Das betrachtete Baufeld Schwerzau einer Lagerstätte im Mitteldeutschen Braunkohlenre-
vier befindet sich im Südraum des Weißelsterbeckens und hat eine Ausdehnung von etwa
5 x 5 km. Im Zeitalter des Tertiärs haben sich hier mehrere Braunkohlenflöze gebildet, so
dass heute hier drei bauwürdige Braunkohlenflöze vorliegen:
• das Sächsische-Thüringische Unterflöz (Flöz 1 / Flöz C),
• das Bornaer-Thüringische Hauptflöz (Flöz 23 / Flöz B),
• und das Böhlener Oberflöz (Flöz 4 / Flöz A).
Die Braunkohlenflöze bilden einen Teil der bis zu 120 m mächtigen tertiären Schichtenfol-
gen. Diese werden wiederum von etwa 20 m mächtigen quartären Sedimenten überlagert.
Die Flöze werden in der Normalausbildung meist von Hangend- und Liegendtonen
begleitet und von Grundwasserleitern eingebettet.
Ausgleichend zur Heraushebung der sächsischen Mittelgebirge vor etwa 45 bis 20 Mio.
Jahren senkte sich der Untergrund des Weißelsterbeckens langsam und großflächig ab.
Anschließend kam es zur Ablagerung von Sanden, Kiesen und Tonen, welche von den
entstehenden Mittelgebirgen in die Binnensenke des Weißelsterbeckens geschwemmt
wurden. Die darauf entstandenen ausgedehnten Sumpfwälder stellten die Grundlage für
die Entstehung des Flöz 1 dar. [Sch04]
Das Sächsische-Thüringische Unterflöz (Flöz C) tritt in seiner Normalausbildung in
Mächtigkeiten von 1 m bis 5 m auf. Es ist durch ausgeprägte Mulden- und Kesselstruk-
turen gekennzeichnet. Diese sind das Ergebnis von lokalen Auslaugungsvorgängen im
Zechsteinuntergrund (Subrosion). Die lokalen Einsenkungen der Oberfläche ermöglichten
es, dass in diesen Bereichen Kohleflözmächtigkeiten von 20–50 m entstanden. Im Baufeld
Schwerzau bildeten sich sogar Kohlekessel mit einer Mächtigkeit von bis zu 70 m. In
diesen Kohlekesseln kam es zu einer Aufspaltung des Flözes in eine obere (Flöz CO)
und eine untere (Flöz CU) Flözbank, welche durch eine Tonzwischenschicht getrennt
sind. Lokal existieren weitere Aufspaltungen (Flöz CU2 / Flöz CU1) der Flözunterbank
(Flöz CU). Die nach der Kohleflözbildung fortschreitende Subrosion im Untergrund
führte im weiteren Verlauf zur Absenkung der entstandenen Kohleflöze, so genannte
Muldenstrukturen entstanden.
Nach der Ablagerung von Sand und Kies auf dem entstandenen Flöz C bildete sich an-
schließend das Thüringer-Bornaer Hauptflöz (Flöz B). Dieses besitzt eine durchschnittliche
Mächtigkeit von 10-15 m und ist durch eine ausgeprägte Muldenstruktur gekennzeich-
net. Das Flöz B zeigt im Abbaufeld Schwerzau flözleere Bereiche. Diese durch Erosion
abgetragenen Bereiche wurden durch den Eintrag von Kiesen aufgefüllt.
Im weiteren Verlauf kam es zunächst zu einer weiteren Ablagerung von Sanden als Folge
der Küstenbildungen des nach Süden vordringenden Meeres [Sch04]. Darüber bildete sich
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das Böhlener Oberflöz (Flöz A). Dieses wurde jedoch durch Erosionen fast vollständig
abgetragen und ist heute nur noch teilweise im Bereich der Muldenstrukturen zu finden.
Das Flöz A weist eine Mächtigkeit bis zu 5 m auf und tritt sowohl gespalten (Flöz AO
und Flöz AU) als auch ungespalten (Flöz A) auf.
Mit der beginnenden Eiszeit im Quartär änderte sich das Klima grundlegend und die
tertiäre Bildungsreihe wurde unterbrochen. Große Mengen Kies wurden durch die Flüsse in
das Weißelsterbecken gespült und erodierten dabei große Flächen der tertiär abgelagerten
Schichten, was zu den oben erwähnten flözleeren Bereichen führte [Sch04]. Im Bereich der
Döbriser Rinne wurden dadurch alle Kohleflöze lokal abgetragen. Ein Indikator für die
eiszeitliche Beeinflussung der Kohleflöze sind Bereiche, in denen man Kiesablagerungen
unmittelbar auf der Kohle findet. Im Weiteren Verlauf wurden durch die eiszeitlichen
Gletscher große Mengen Geschiebemergel sowie Sande, Kiese und Tone abgelagert. Auf
diesen bildete sich dann eine 3 – 6 m dicke Lößschicht, welche den heutigen Kulturboden
ausmacht [Sch04].
Als eine weitere Besonderheit des Abbaufeldes Schwerzau ist das Auftreten von Diapiren zu
nennen, welche die Kohleflöze punktuell durchdrungen oder angehoben haben. Dadurch
kann es zu falschen Einschätzungen kommen, da Bohrdaten aus den Bereichen der
Diapire nicht repräsentativ für die benachbarten Flözbereiche sind. Darüber hinaus ist
im Abbaufeld Schwerzau, unterhalb des Flöz B, lokal das geringmächtige (max. 2 m)
Flöz Schwerzau (Flöz BS) ausgeprägt.
Die unterschiedlichen Erscheinungsformen der heute anzutreffenden Kohleflöze sind also
das Ergebnis des Zusammenspiels von Tektonik, Sedimentation, Subrosion und Erosion.
Bedingt durch die Genese der Lagerstätte variiert die Qualität der Kohle (brennstoffphysi-
kalische Eigenschaften, chemische Zusammensetzung) in der Lagerstätte. So unterscheidet
sich die Verteilung der Konzentration der einzelnen Kohlequalitätsparameter zwischen
den drei Hauptflözen, als auch lokal innerhalb der einzelnen Flöze. Die Qualität der Kohle
in den Randbereichen der Flöze wird zum Teil stark durch das umgebende Nebengestein
beeinflusst. Das Normalprofil des Abbaufeldes Schwerzau (Abb. 2.1) zeigt die geologischen
Verhältnisse und die Flözverläufe in der Lagerstätte.
2.1.2 Ableitung der Anforderungen aus der Geologie
Die Anforderungen aus der Geologie resultieren aus dem Lagerstättentyp, aus den damit
verbundenen geologischen prä- und postgenetischen Bedingungen und aus dem typischen
geochemischen Umfeld der Lagerstätte.
Charakteristisch für sedimentartig ausgebildete Lagerstätten sind eine hohe Anzahl
von untereinander korrelierter Schichten sowie die häufig mehrfache Aufspaltung die-
ser Schichten. Für die Entwicklung des Algorithmus soll von etwa 25 zu simulierenden
Schichten/Teilschichten ausgegangen werden, wobei es das Ziel sein soll, die Geometrie
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Abb. 2.1: Normalprofil des Abbaufeld Schwerzau (Quelle: MIBRAG mbH)
dieser Schichten sowie die räumliche Verteilung der Qualitätsparameter innerhalb dieser
Schichten zu beschreiben und in einem 3D-Lagerstättenmodell zusammenzuführen. Im
Braunkohlenbergbau handelt es sich bei diesen Schichten um die anstehenden Kohle-
flöze, welche im Zuge der Lagerstättenmodellierung von besonderem Interesse sind. Sie
sind durch eine klare strukturelle Abgrenzung des Rohstoffkörpers vom Nebengestein
gekennzeichnet. Die vertikale Variabilität der Rohstoffparameter ist deutlich höher als die
horizontale Variabilität innerhalb der einzelnen Schichten. Diese Tatsache sollte sich im
3D-Lagerstättenmodell widerspiegeln, indem geeignete Modellauflösungen in vertikaler
und horizontaler Richtung gewählt werden.
Im Verlauf der Lagerstättenbildung entstanden verschiedene geologischen Strukturen,
welche im Laufe der Zeit wiederum unterschiedliche Beeinflussung erfahren haben. So
unterscheidet sich beispielsweise die Bildung der prätertiären bzw. quartären Strukturen
von denen der tertiären Strukturen, was zur Folge hat, dass zwischen den prätertiären
und tertiären Strukturen, sowie zwischen den tertiären und quartären Strukturen, kein
räumlicher Zusammenhang mehr zwischen den Schichten angenommen werden kann.
Die ausgeprägten geologischen Strukturen der Lagerstätte zeigen darüber hinaus Trends
an. Diese spiegeln sich in den gewonnenen Explorationsdaten der Lagerstätte wieder.
Die Trendkomponenten müssen daher explizit im Rahmen der Lagerstättenmodellierung
berücksichtigt werden.
Aus der geologischen Charakteristik der Lagerstätte ergibt sich des Weiteren, dass der zu
entwickelnde Simulationsalgorithmus in der Lage sein soll, die Kohleflöze mit all ihren
Lücken, Aufspaltungen, sowie interessierenden Zwischenmitteln zu simulieren. Die geolo-
gischen Schichten zwischen den Kohleflözen können dabei zu jeweils einer Zwischenschicht
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zusammengefasst werden, um die Anzahl der zu simulierenden Schichten zu reduzieren.
Für die Ermittlung der durchschnittlichen Modellgröße bzw. -ausdehnung wurde die
durchschnittliche Baufeldgröße herangezogen. Daraus ergibt sich ein zu simulierendes
Gebiet von ca. 5 x 5 km.
Die Modellierung der komplexen, geologischen Zusammenhänge erfordert die Verwen-
dung von Verfahren zur Berücksichtigung von Sekundärdaten, welche aufgrund der zu
erwartenden Modellgrößen besonders effizient arbeiten sollten.
Des Weiteren ist zu berücksichtigen, dass bei der Erstellung des 3D-Strukturmodells,
welches die Geometrie der Lagerstätte beschreibt, die logischen Beziehungen zwischen
den einzelnen Schichten, welche durch die vorliegende Stratigraphie gegeben ist, erhalten
bleiben. Das bedeutet, die Reihenfolge der geologischen Schichten muss korrekt reprodu-
ziert werden und es treten möglichst keine Überschneidungen von Trennflächen auf. Eine
Nachbearbeitung der modellierten Trennflächen sollte nur in geringem Umfang erfolgen.
2.2 Anforderungen aus den Daten
Die simulierten Ergebnisse der einzelnen Lagerstättenmerkmale hängen signifikant von
den verfügbaren Daten, also dem Erkundungsstand im Untersuchungsgebiet, ab. Ein
relativ dichtes Netz an Erkundungsdaten für die geometrie- und qualitätsbeschreibenden
Parameter ist eine Voraussetzung für die sinnvolle Anwendung geostatistischer Verfahren.
Daher ist eine optimale Ausnutzung der zur Verfügung stehenden Informationsquellen, ne-
ben der Anwendung moderner Verfahren, eine der wesentlichen Herausforderungen für die
Zukunft [Joh13]. Das bedeutet zum einen eine optimale Nutzung aller Explorationsdaten,
sowie eine Rückfluss von Informationen aus dem Produktionsprozess. Nachfolgend sollen
zunächst die potentiell nutzbaren Datenquellen beschrieben werden und im Anschluss
erfolgt in Abschnitt 2.2.2 die Ableitung der Anforderungen aus den Daten.
2.2.1 Beschreibung nutzbarer Datenquellen
Bohrdaten
Die wichtigste Datenbasis für eine Modellierung sind die Daten der Bohrerkundung des
Untersuchungsgebietes. Diese Daten unterscheiden sich in der Regel zum einen in der
Art des Bohrverfahrens (z.B. Spülkernbohrung, Trockenkernbohrung) und zum anderen
in der Anzahl der bestimmten Parameter (Erkundungsbohrung, Qualitätsbohrung).
Die so genannten Erkundungsbohrungen beinhalten nur Informationen über die geo-
logische Schichtfolge und deren Geometrie, d.h. es wird nur die Art der geologischen
Schichten und deren Schichtgrenzen bestimmt. Die Bestimmung der Schichtgrenzen
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basiert auf der Vermessung der Bohrkerne, wobei in den meisten Fällen Daten der
Bohrlochgeophysik zum Evaluieren der Ergebnisse genutzt werden. Die Genauigkeit der
Schichtgrenzenbestimmung liegt dabei im Bereich von ca. ± 0,15 m.
Für jede Bohrung wird mindestens der Bohrlochname (ID), das Bohrverfahren, das
Bohrjahr, die Teufe, die Lagekoordinaten (Rechtswert, Hochwert) und die Höhe des
Bohransatzpunktes erfasst. Des Weiteren werden für jede Bohrung Intervalle angege-
ben, die den geologischen Schichten entsprechen. Diese Intervalle können durch eine
Intervallbezeichnung (Schlüssel für die Art der geologischen Schicht), einer Angabe zur
Mächtigkeit der Schicht (gegeben durch die Angabe der Teufe von – bis), sowie Angaben
zum vorherrschenden Gestein und dem dominierenden Merkmal (z.B. bindig, rollig)
charakterisiert werden.
Qualitätsbohrungen liefern neben den Informationen zur geologischen Schichtfolge und
Geometrie auch Informationen über verschiedene Qualitätsparameter des Untergrunds
im Untersuchungsgebiet. Die in Abhängigkeit der untersuchten Lagerstätte relevanten
qualitativen Parameter werden zumeist durch eine definiertes Beprobungsschema gewon-
nen, welches sich im Laufe der Zeit geändert haben kann. Aktuelle Beprobungsschemata
berücksichtigen i.d.R. die besonderen Bedingungen der untersuchten Lagerstätte. Die
Anzahl der untersuchten Qualitätsparameter ist abhängig vom Umfang des gewählten
Analyseprogrammes. Die Art des Bohrverfahrens kann z.B. Einfluss auf die Werte der
gewonnenen Qualitätsparameter haben.
Stoßkartierung / Böschungskartierung
Stoßkartierungen ermöglichen es, die Verläufe interessierender geologischer Schichten,
z.B. der Kohleflöze, in Bereichen aktueller Abbautätigkeit detailliert und flächenhaft zu
bestimmen. Durch die geometrische Einmessung der Verläufe am Stoß können die lokalen
Variabilitäten der Geometrien erfasst werden. Dadurch kann im Bereich der aktuellen
Abbautätigkeit die Dichte der zur Verfügung stehenden Geometriedaten deutlich erhöht
werden, was zu signifikanten Verbesserungen des Strukturmodells im Umfeld der neu
gewonnenen Daten führt. Im Vergleich zur Rasterdichte der Bohrdaten stellen diese
Daten lokal eine deutliche Verdichtung des Messnetzes dar. Die vertikale Genauigkeit
bei einer kontinuierlichen Messung am Stoß liegt im Bereich von ca. ± 0,15 m. Diese
resultiert aus der Tatsache, dass die Schichtgrenzen nicht immer klar zu identifizieren
sind. Die Messung erfolgt mittels Tachymeter. Durch die zusätzliche Messung von zwei
bekannten Festpunkten erfolgt der Anschluss an ein Triangulationsnetz, so dass man als
Ergebnis absolute Koordinaten (Rechtswert, Hochwert, Höhe) der Punkte des gemessenen
Polygonzugs erhält, welche die Lage einer geologischen Schicht am Stoß charakterisiert.
Diese Informationen können für eine stetige Verbesserung des geometrischen Modells
genutzt werden.
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Abb. 2.2: Aufnahme des Flözverlaufs am Stoß
Oberflächengeophysik
Im Gegensatz zu den punktförmigen Aufschlüssen der Bohrerkundung ermöglichen geo-
physikalische Verfahren profil- oder flächendeckende, z.T. auch dreidimensionale Aussagen
zum petrographischen Aufbau des Untergrundes, sowie zur Lage und Verbreitung geo-
logischer Strukturelemente. Die geophysikalischen Verfahren liefern dabei jedoch nur
indirekte Aussagen, da sie auf den Veränderungen physikalischer Parameter (Dichte,
elektr. Leitfähigkeit u.a.) beruhen. Die komplexe Interpretation der Messwerte zur Bear-
beitung konkreter lagerstättenbezogener Fragestellungen wird erst unter Einbeziehung
der spezifischen regional-geologischen Bedingungen und Berücksichtigung der Ergebnisse
benachbarter Bohrprofile möglich. Daher sind die Messwerte der Oberflächengeophysik
gut geeignet, um als Kovariablen für die Simulation der Lagerstättengeometrie genutzt
zu werden.
Ein häufig angewandtes Verfahren ist die Gravimetrie. Dieses Verfahren ermittelt die
Dichteunterschiede zwischen einzelnen Sedimenten. Dadurch lassen sich Schichtkomplexe
abbilden, welche eine gegenüber dem umgebenden Gebirge höhere (z.B. Geschiebemergel)
oder geringere (z.B. Kohle) Dichte aufweisen. Die Gravimetrie beruht auf der Messung
der Schwerebeschleunigung g, auch kurz Schwere genannt. Anwendung findet das Ver-
fahren z. B. bei der Erkundung von Errosionsgrenzen, Sattel- und Muldenstrukturen
oder Mächtigkeitsschwankungen im Flözbereich. Die Auswertung der gravimetrischen
Messdaten geschieht also mit Hinblick auf die Bestimmung von Geometrie und Dichte
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unbekannter geologischer Strukturen im Untergrund, d.h. dass die zu interpretierende
Schwere nur noch die Massenverteilung im Untergrund widerspiegeln soll. Alle anderen
Einflüsse müssen aus der gemessenen Schwere heraus gerechnet werden. Diesen Vorgang
nennt man Schwerereduktion und das Ergebnis wird als Schwereanomalie bezeichnet.
Bohrlochgeophysik
Die Bohrlochgeophysik hat die Untersuchung von Bohrlöchern, sowie des umgebenden
Untergrundes, zum Gegenstand. Dabei werden durch spezielle Bohrlochmessgeräte ver-
schiedenste Daten (z.B. lithologische und petrophysikalische Eigenschaften) aufgezeichnet.
Für die Datengewinnung kommen hauptsächlich elektrische, elektromagnetische, magne-
tische, radiometrische bzw. kernphysikalische oder akustische Verfahren zum Einsatz.
Neben der Verwendung der Daten der Bohrlochgeophysik für die manuelle Abgleichung
der aus den Bohrkernen ermittelten Schichtgrenzen, können diese auch als Kovariable für
Simulationen genutzt werden. Bohrlochmessungen haben den Vorteil, dass die Messungen
unter in-situ Bedingungen, d.h. in der natürlichen Umgebung, durchgeführt werden.
Bohrlochmessungen sind vor allem dann von Bedeutung, wenn eine Bohrung nicht oder
nicht durchgehend gekernt wurde oder hoher Kernverlust vorliegt. Hier können diese
Daten als Stütze für die Simulation in Bereichen von fehlenden Bohrdaten verwendet
werden. Die geophysikalischen Messungen in Bohrlöchern liefern verschiedene Messkurven
(Logs), deren Bedeutung nachfolgend kurz betrachtet werden soll.
Messkurven (Logs):
• Tiefe (depth [m])
• Bohrlochdurchmesser / Kaliber (CAL [mm])
• natürliche Radioaktivität / Gamma-Ray-Log (GAMM [API])
• spezifischer Widerstand / Fokkusiertes Elektrolog (FEL[Ohm·m])
• spezifische Dichte / Gamma-Gamma-Dichtemessung (DICH [gcm-3])
• Neutron-Neutron-Log –> 4 Logs (NNKT, NNLT, NNKS, MMLS [WW])
• NaCl-Äquivalent nach Inductionlog (NaCl [g/l])
• Temperatur (Temp [°C])
• spezifische Leitfähigkeit (normiert auf 25°C) (Lf [mS/cm])
Die Messung der natürlichen Radioaktivität des Gebirges beruht auf dem spontanen
Zerfall von instabilen Atomkernen. Die Gamma Strahlung resultiert dabei hauptsächlich
aus dem Zerfall von Kalium (40K), Thorium (232Th) und Uran (238U). Kalium ist ein
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Indikator für tonige Sedimente, während Thorium und Uran eher charakteristisch für
eingelagerte Biomasse in Gesteinen sind [Jet03]. Braunkohleflöze z.B. sind durch eine
geringe Gamma-Strahlung gekennzeichnet [Tzs05].
Die Messung des spezifischen Widerstandes (FEL) des Gebirges wird durch Aufbau eines
Magnetfeldes ermittelt. Je nach Widerstand der geologischen Schicht ist das Magnetfeld
stärker oder schwächer. Wasserfreier Kies/Sand weist den höchsten spezifischen Wider-
stand auf, wobei der Widerstand mit zunehmenden Wassergehalt sinkt. Der spezifische
Widerstand von Kohle liegt zwischen dem von Kies/Sand und Ton, dieser besitzt den
geringsten spezifischen Widerstand. [SNDDM09]
Die spezifische Dichte wird durch Messung der Absorption von zuvor emittierter ener-
giereicher Gammastrahlung bestimmt. Abhängig von der Dichte des Materials wird ein
kleiner (geringe Dichte) bzw. großer Anteil (hohe Dichte) der Strahlung absorbiert. Die
Dichte der anorganischen Materialien im Nebengestein, wie z.B. Sand, Kies und Ton, ist
mit 2,5 kg/cm3 deutlich höher als z.B. die Dichte von Kohle (1,2 kg/cm3) [SNDDM09].
Durch die gemeinsame Betrachtung der Parameter spezifischer Widerstand (FEL), na-
türliche Radioaktivität (GAMM) und spezifische Dichte (DICH) kann jede geologische
Schicht eindeutig identifiziert werden [SNDDM09].
Das Neutron-Neutron-Log (NN-Log) dient der Abschätzung des Wassergehalts bzw. der
Gesteinsporosität in wassergesättigten Böden. Feststoffe mit einem hohen Wasserstoffan-
teil (Ton, Kohle) zeigen eine erfahrungsgemäß hohe scheinbare Porosität, da das NN-Log
auf Wasserstoffatome reagiert. Hier bedarf es einer empirischen Korrektur der Werte. Die
Aussage von NN-Logs lässt sich durch eine Kombination mit dem Dichte-Log verbessern.
[Gil98]
Aus den verschiedenen Logs lassen sich also Aussagen zur stofflichen bzw. mineralogischen
Zusammensetzung und zu Schichtmerkmalen ableiten [FS99]. Des Weiteren können diese
Daten zur Unterstützung oberflächen-geophysikalischer Untersuchungen genutzt werden
[FS99].
Online-Sensorik
Aktuelle Forschungen beschäftigen sich unter anderem mit der in Echtzeit durchgeführten
qualitativen Analyse von Rohstoffen am Gewinnungsgerät. Es ist jedoch anzumerken,
dass die derzeitig erzielbaren Ergebnisse solcher Online-Analysen bzgl. ihrer Güte nicht
mit einer Labor-Analyse vergleichbar sind. Eine Verwendung als Warnfunktion kann
jedoch ein Rohstoffqualitätsmanagement erfolgreich unterstützen [SNDDM09]. Sollten
zukünftige Online-Analysesysteme eine akzeptable Genauigkeit bei der Bestimmung von
Qualitätsparametern ermöglichen, so könnten die analysierten Daten aus der laufenden
Produktion für eine stetige Verbesserung des Qualitätsmodells genutzt werden. Die
Georeferenzierung der Qualitätsparameter erfolgt dabei über ein auf dem Gewinnungsgerät
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installiertem GPS, so dass den gewonnenen Werten ein Raumbezug zugewiesen werden
kann.
Des Weiteren wurden im Rahmen des Forschungsprojektes ibi - Verbundprojekt 2 “Hoch-
selektive Braunkohlengewinnung” Verfahren zur Erkennung von Strukturen bzw. Leitflä-
chen am Stoß untersucht. Die Technologien des Georadar, der Röntgenfluoreszenzanalyse
(RFA) und der optischen Sensoren wurden hierfür als vielversprechend identifiziert [PD12].
Jedoch können aktuell noch keine Daten aus diesen Systemen zur Verfügung gestellt
werden, da weitere Arbeiten, vor allem hinsichtlich der technischen Implementierung am
Gewinnungsgerät, notwendig sind. Die Abbildung 2.3 zeigt beispielhaft die Anwendung
des Georadars zur Erkennung von Schichtgrenzen.
Abb. 2.3: Beispiel für die Anwendung des Georadar zur Erkennung der Schichtgrenze
zwischen Kohle und Sand [OK07]
2.2.2 Ableitung der Anforderungen aus den Daten
Aufgrund der Vielzahl potentiell nutzbarer Datenquellen sollten möglichst viele Daten-
quellen für die Modellierung genutzt werden. Dabei sollte aber darauf geachtet werden,
dass die verwendete Datengrundlage der Modellierung in geeigneter Art und Weise ver-
wendet wird. Die verschiedenen Datenquellen sind zunächst hinsichtlich der Stützung
und der Datendichte, der statistischen Verteilung, der räumlichen Strukturen und der
Korrelationen umfassend zu untersuchen. Eine gemeinsame Verwendung verschiedener
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Datenquellen als Primärdatensatz ist nur möglich, wenn die Daten vergleichbar sind. Die
Verwendung einer Datenquelle als Sekundärdatensatz ist bei signifikanter linearer Korre-
lation zu den Primärdaten i.d.R. immer möglich, da die Modelle der Ko-Regionalisierung
von einer linearen Korrelation zwischen den Variablen ausgehen. Da diese Annahme
jedoch im Kontext der Lagerstättenmodellierung nicht grundsätzlich immer zutreffend ist,
bildet die intensive Analyse der Zusammenhänge die Voraussetzung für eine erfolgreiche
Nutzung von Sekundärdaten in einem Ko-Simulationsverfahren. Bei der Auswahl der
gemeinsam betrachteten Lagerstättenattribute sind darüber hinaus Redundanzen in der
Datengrundlage zu vermeiden.
Die Berücksichtigung der komplexen geologischen Zusammenhänge resultiert letztlich
wieder in der Anforderung, dass Ko-Simulationsansätze zur Berücksichtigung von Se-
kundärdaten bereitgestellt werden müssen, welche aufgrund der theoretisch möglichen
Anzahl von Lagerstättenattributen besonders effizient arbeiten sollten.
2.3 Anforderungen aus der selektiven Rohstoffgewinnung
Im Rahmen des Forschungsprojektes “ibi - Innovative Braunkohlen Integration in Mittel-
deutschland” wird in sechs eng miteinander verzahnten Teilprojekten die Voraussetzung
für eine stoffliche Nutzung des heimischen Rohstoff Braunkohle geschaffen. Das Verbund-
projekt 2 beschäftigt sich mit der hochselektiven Gewinnung der Braunkohle aus den
anstehenden Kohleflözen der Lagerstätte. Der Bedarf nach einer selektiven Gewinnung
resultiert dabei aus den erhöhten Anforderungen an die bereitzustellenden Kohleprodukte
und den immer komplexer werdenden geologischen Verhältnissen aktueller Lagerstätten.
Das Forschungsprojekt zur selektiven Gewinnung ist eng mit der Lagerstättenmodellierung
verbunden, da Lagerstättenmodelle die Grundlage für die Planung und Durchführung von
Gewinnungsprozessen darstellen. Daher wird zunächst die Zielsetzung des Projekt “hoch-
selektive Braunkohlengewinnung” beschrieben und anschließend werden im Abschnitt
2.3.2 die Anforderungen aus einer selektiven Rohstoffgewinnung abgeleitet.
2.3.1 Beschreibung der selektiven Kohlegewinnung
Die technische Zielsetzung des Verbundprojektes 2 “Hoch-selektive Braunkohlengewin-
nung” des ibi-Wachstumskerns ist die Erforschung und Entwicklung einer Methodik und
der dazu benötigten Anlagen mit Sensorik zur selektiven Gewinnung von definierten
Kohlesorten, da die Unterscheidung und Trennung verschiedener Kohlesorten auf Basis
geeigneter Kohlequalitätsparameter die Voraussetzung für eine umfassende stoffliche
Nutzung von Braunkohle darstellt. Die Trennung oder Mischung entsprechend der qua-
litativen Merkmale erfolgt im Gewinnungs- und Förderprozess eines Tagebaus, so dass
neue Gewinnungs- und Fördermaschinen bzw. Haldensysteme zu entwickeln sind. In den
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mitteldeutschen Tagebauen erfolgt die Gewinnung im Wesentlichen mit kontinuierlich
arbeitenden Großgeräten, Eimerketten- und Schaufelradbaggern. Für diese Geräte soll
eine Verbesserung der Schneidgenauigkeit von ± 0,25 m auf ± 0,05 m erreicht werden.
[VP2]
Die Grundlage des Gewinnungs- und Förderprozesses bilden die durch das Lagerstät-
tenmanagement bereitgestellten 3D-Modelle der Lagerstätte, weshalb diese im Zuge der
Gewährleistung einer selektiven Gewinnung hinsichtlich des Detaillierungsgrades verbes-
sert werden müssen. Die hoch-selektive Gewinnung setzt daher die sichere Vorhersage
der Lagerstättencharakteristik, also der form- und qualitätsbeschreibenden Lagerstätte-
nattribute, in einem hoch-aufgelösten Lagerstättenmodell voraus. Bisher war z.B. die
Vorhersage mittlerer Kohlequalitäten im Flöz für viele Aufgaben ausreichend. Im Zuge
einer selektiven Gewinnung bzw. auch hinsichtlich einer qualitätsgesteuerten kurzfristigen
Abbauplanung sind jedoch detailliertere Modelle notwendig, um die natürliche Variabilität
der Lagerstättenattribute innerhalb eines Kohleflözes in geeigneter Weise abzubilden.
2.3.2 Ableitung der Anforderungen aus der selektiven Rohstoffgewinnung
Grundsätzlich sollten die verwendeten Verfahren und Ansätze zur Modellierung von La-
gerstätten im industriellen Umfeld umsetzbar sein, da es sich um angewandte Forschung
mit hohem Praxisbezug handelt. Die Umsetzbarkeit bezieht sich zum einen auf die not-
wendigen technischen Voraussetzungen und zum anderem auf eine kritische Betrachtung
des zeitlichen Aufwandes der Modellierung.
Zur Gewährleistung einer selektiven Kohlegewinnung ist es notwendig, dass die Lager-
stättenmodelle zukünftig die Lagerstättenattribute auf enger definierten Rastern zur
Verfügung stellen. Als kleinste mögliche horizontale Auflösung soll von einem Raster-
abstand von 5 x 5 m ausgegangen werden. Bisher üblich war ein Rasterabstand von
25 x 25 m. Ausgehend von der definierten durchschnittlichen Baufeldgröße bedeutet dies,
dass bis zu 1 Mio. Gitterpunkte je Lagerstättenparameter berechnet werden müssen.
Daraus ergibt sich, dass für die Beschreibung der Geometrie einer Braunkohlenlagerstätte
mit 25 interessierenden Schichten/Teilschichten etwa 50 Mio. Gitterpunkte zu berechnen
sind, da die Geometrie jeder geologischen Schicht durch zwei Parameter beschrieben
werden kann.
Die natürliche Variabilität der Kohlequalitätsparameter muss zur Gewährleistung einer
selektiven Kohlegewinnung in geeigneter Weise beschrieben und modelliert werden. Eine
bereits im Braunkohlenbergbau angewendete Möglichkeit ist die Unterteilung der Kohle-
flöze in Teilschichten (Peels). Dieser Ansatz berücksichtigt die Tatsache, dass die vertikale
Variabilität der Rohstoffparameter innerhalb einer Rohstoffschicht deutlich höher ist als
die horizontale Variabilität. Für die Beschreibung der räumlichen Verteilung der Quali-
tätsparameter innerhalb der Kohleflöze ist je Qualitätsparameter von durchschnittlich
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mindestens 10 zu simulierenden Teilschichten auszugehen. Bei nur 10 Kohleflözen und
nur 5 relevanten Qualitätsparametern sind für die Erstellung des Qualitätsmodells also
bereits bis zu 500 Mio. Gitterpunkte zu bestimmen.
Im Ergebnis führen die Anforderungen hinsichtlich der Modellauflösung daher wieder zur
Forderung nach einem besonders effizienten Modellierungsansatz.
2.4 Übersicht der Kriterien für die Bewertung von
Modellierungsansätzen
Aus den abgeleiteten Anforderungen, aus der Geologie der Lagerstätte, den Datenquellen
und der selektiven Gewinnung, ergeben sich die Bewertungskriterien für die Auswahl
eines Simulationsansatzes (1.-4.). Diese werden neben den grundsätzlichen Anforderungen
an die zu generierenden Lagerstättenmodelle (4.-8.) in Tabelle 2.1 dargestellt.
Anforderung Geologie Daten selektiveGewinnung
1. Effizienz des Algorithmus und der
softwaretechnischen Implementierung x x x
2. Berücksichtigung verschiedener
Datenquellen als Primär- oder
Sekundärdaten
x x
3. Behandlung von Trends im
Modellierungsprozess x
4. praxistaugliche Umsetzbarkeit im
industriellen Umfeld x
5. Modellierung von Störungen bzgl. der
natürlichen Ablagerung x
6. Modellierung der Kohleflöze unter
Berücksichtigung von Aufspaltungen und
Zwischenmitteln
x x




8. Generierung von konsistenten
Schichtmodellen x
Tab. 2.1: Bewertungskriterien für unsicherheitsbasierte Modellierungansätze zur Gewähr-
leistung einer selektiven Kohlegewinnung
19
3 Geostatistische Simulationsverfahren im
Bergbauumfeld
In diesem Kapitel soll ein Überblick über die verschiedenen Gruppen von Simulati-
onsverfahren, sowie deren Variationen und Anwendungsbereiche, gegeben werden. Im
Besonderen soll auf existierende Ansätze zur Berücksichtigung von Sekundärdaten und
zur Behandlung von Trends eingegangen werden. Anschließend werden die verschiedenen
Ansätze hinsichtlich ihrer Anwendbarkeit auf komplexe, sedimentartig ausgebildete Lager-
stätten zur Gewährleistung einer selektiven Rohstoffgewinnung bewertet. Die Grundlage
für die Bewertung bilden die in Kapitel 2 abgeleiteten Anforderungen.
3.1 Verfahren zur Modellierung der geologischen Unsicherheit
Die theoretischen Grundlagen für eine problemadäquate Auswahl eines Simulationsalgo-
rithmus und eine korrekte Anwendung der Methoden sind ausgesprochen komplex und
umfangreich, daher sollen nachfolgend verschiedene Ansätze der geostatistischen Simula-
tion vorgestellt und verglichen werden. Es wird auf die Grundprinzipien der einzelnen
Klassen von Verfahren, sowie auf konkrete Algorithmen und ihre Variationen eingegangen,
welche den aktuellen Stand der Wissenschaft aufzeigen.
Die Auswahl an Simulationsalgorithmen ist in den letzten Jahren stetig gestiegen, so
dass an dieser Stelle nicht alle Algorithmen detailliert betrachtet werden können. Die
betrachteten Verfahren beschränken sich alle auf die Nutzung von zwei-Punktstatistiken.
Verfahren auf der Grundlage von Mehrpunktstatistiken wurden nicht betrachtet, da diese
für eine Verwendung im bergbaulichen Kontext, aufgrund der erforderlichen Trainingsima-
ges, nicht geeignet erscheinen [Ben09]. Die Kategorisierung der verschiedenen Verfahren
basiert auf den zugrundeliegenden mathematischen Konzepten.
Mit Ausnahme der nichtparametrischen Verfahren basieren alle vorgestellten Verfahren auf
der Annahme, dass eine Gaußsche Normalverteilung der zu simulierenden Zufallsfunktion
zugrunde liegt. Da dies in der Praxis jedoch nur sehr selten der Fall ist, werden die
Ausgangsdaten vor der Simulation in N(0, 1) transformiert, so dass sie dieser Annahme
genügen. Die Ergebnisse der Simulation werden anschließend zurücktransformiert, so
dass sie wieder der Verteilung der Ausgangsdaten entsprechen. Möglichkeiten diese
Transformation durchzuführen werden z.B. in [DJ92, Goo97, JH78, LD04] beschrieben.
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3.1.1 Zerlegung der Kovarianzmatrix
Die Technik der Simulation durch eine numerische Zerlegung der Kovarianzmatrix,
auch LU Zerlegung genannt, basiert auf der mathematischen Theorie der Matrizen und
wurde in der Geostatistik erstmals durch Davis [Dav87b] eingeführt. Demnach lässt sich
jede quadratische, symmetrische, positiv definite Matrix C in eine obere und untere
Dreiecksmatrix zerlegen.
C = LU = LLT
Diese Technik, welche sich auf jede Kovarianzmatrix anwenden lässt, ist auch als Cho-
lesky Zerlegung bekannt. Für die nichtkonditionierte Simulation eines Feldes von
Werten starten wir mit einem Variogramm γZ(h) oder Kovarianzfunktion CZ(h) einer
standardnormalverteilten Zufallsvariable Z. Für diese berechnen wir die Kovarianzmatrix
C des Feldes, mit den Elementen Cij , für alle i und j. Die Matrix C wird dann wie
oben beschrieben zerlegt, so dass wir die untere Dreiecksmatrix L erhalten. Nun wird
ein Vektor g mit Zufallszahlen aus einer Standardnormal-Verteilung N(0, 1) generiert.
Multipliziert man nun den Vektor g mit der Matrix L, so erhält man auf elegante Art
und Weise einen Vektor y mit den simulierten Werten.
y = Lg und E[yyT ] = C = LU
Für die konditionierte bzw. bedingte Simulation sollen nun noch zusätzlich die Da-
tenwerte an den bekannten Orten berücksichtigt werden. Man simuliert an T unbeprobten
Positionen/Orten unter Berücksichtigung der N Daten. Damit müssen wir insgesamt
N+T Punkte betrachten, die Kovarianzmatrix C hat also die Dimension (N+T )×(N+T )

















CNN ist die (N ×N) Daten-zu-Daten Kovarianzmatrix
CTT ist die (T × T ) Knoten-zu-Knoten Kovarianzmatrix
CNT = CTTN ist die Daten-zu-Knoten Kovarianzmatrix
Man generiert wieder einen Vektor g mit Zufallszahlen aus einer Standardnormal-
Verteilung N(0, 1) für die Werte von T , und zusätzlich transformiert man die N bedingten
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NN zN + LTT g2
]
Der Vektor y kann also als Summe von den folgenden zwei Komponenten angesehen
werden:
1. (LTNL−1NN zN ) berücksichtigt die N bedingten Daten und entspricht dem Vektor
der Simple Kriging (SK) Schätzwerte der Zufallsvariable Z an den T simulierten
Gitterpunkten.
2. (LTT g2) ist eine zusätzliche Komponente, welche benötigt wird, um das Kovarianz-
modell CZ(h) zu reproduzieren.
Der Vorteil dieses Simulationsverfahrens ist, dass für die Erstellung von mehreren Realisa-
tionen y(l) mit l = 1. . .N , die Zerlegung der Kovarianzmatrix C, nur einmal durchgeführt
werden muss. Um weitere Realisationen zu erhalten, müssen nur weitere Vektoren g(l) mit
Zufallszahlen aus einer Standardnormal-Verteilung N(0, 1) generiert werden. Es lassen
sich also mit geringen Berechnungskosten viele zusätzliche Realisationen erstellen. Auf
den ersten Blick scheint die LU Zerlegungsmethode also eine gute Wahl zu sein, da sie
leicht zu implementieren ist, die Konditionierung in einem Schritt mit der Simulation
geschieht, sie nicht begrenzt ist auf bestimmte Formen der Kovarianzfunktion, sowie
problemlos mit Anisotropie in den Daten umgeht.
Der Nachteil ist jedoch, dass der Algorithmus nicht in der Lage ist eine größere Anzahl
an Gitterpunkten zu simulieren, da die numerischen Methoden für die Zerlegung der
Kovarianzmatrix C bei mehr als 1000 x 1000 Gitterpunkten nicht mehr angewendet werden
können [Dim09]. Diese Beschränkung der Ausführbarkeit des Algorithmus ist mit dem
proportional zur Problemgröße N wachsendem Speicherbedarf für die Kovarianzmatrix
C zu begründen.
In der Praxis ist der Algorithmus durch seine ungünstige Speichereffizienz i.d.R. auf den
2D Anwendungsfall beschränkt. Benötigt man sehr viele Realisationen eines kleinen 2D-
Zufallsfeldes, so ist die Simulation mittels LU Zerlegung ein sehr schneller und effizienter
Algorithmus. Der LU Algorithmus erfordert Rechenkosten von O(N3) Gleitkommaope-
rationen bei der Ausführung und der Speicherbedarf wächst quadratisch (N2) mit der
Anzahl der zu simulierenden Gitterpunkte.
Um die Effizienz des Algorithmus zu erhöhen, gab es in der Vergangenheit bereits ver-
schiedene Ansätze. Ein von F. Alabert vorgeschlagenes Verfahren integrierte die Idee
der Moving-Window Nachbarschaft, wie sie auch beim Kriging genutzt wird [Ala87b].
Jedoch wurde der Algorithmus, dessen Hauptvorteil seine Einfachheit ist, dadurch enorm
verkompliziert und es führte dazu, dass Artefakte in den Simulationsergebnissen auftra-
ten. F.Alabert zeigte in [Ala87b] außerdem, dass auch Ordinary Kriging (OK) für die
22
3 Geostatistische Simulationsverfahren im Bergbauumfeld
Simulation genutzt werden kann, indem ein zusätzlicher Korrekturterm (y∗ok − y∗sk) der
Formulierung der bedingten Simulation hinzugefügt wird. Dabei stehen y∗ok und y∗sk für
die OK- bzw. SK-Schätzwerte. D.h. dass die Annahme eines bekannten und stationären
Erwartungswertes über das gesamte Gebiet, durch die Hypothese der lokalen Stationarität
über so genannte bewegte Nachbarschaften (moving neighborhoods), ersetzt wird. Diese
Korrektur verursacht zwar theoretische Abweichungen der Variogrammmodelle, jedoch
hat die Erfahrung gezeigt, dass dies vernachlässigbar ist [Ala87b].
M.W. Davis stellte eine Matrix Polynom Approximation als eine Weiterentwicklung der
LU Zerlegung vor [Dav87c]. Diese Methode basiert darauf eine symmetrische Matrix B
zu finden, so dass die Kovarianzmatrix C als C = BB = B2 dargestellt werden kann.
Durch Lösen des linearen Gleichungssystems y = Bw können dann nichtkonditionierte
Simulationen ZS(u) erstellt werden. Die Konditionierung der Simulation erfolgt dann
in einem nachgeschalteten Kriging Prozessschritt, d.h. mittels Kriging wird an Hand
der gegebenen Datenpunkte eine Schätzung an allen Gitterpunkten erzeugt (ZK(u)).
Anschließend nimmt man Stichproben aus der nichtkonditionierten Simulation ZS(u)
an den Orten wo bekannte Datenwerte existieren und führt ein Kriging mit diesen
Stichproben durch, man erhält ZKS(u). Der konditionierte simulierte Wert ergibt sich
damit mit: ZCS(u) = ZK(u)+ [ZS(u)−ZKS(u)] , d.h. dass der simulierte Wert ZCS(u) =
Schätzung ZK(u) + Simulierte Fehler [ZS(u) − ZKS(u)] entspricht. Aber auch diese
Methode ist für große Simulationen, aufgrund der nachträglichen Konditionierung der
Simulationsergebnisse, eher ungeeignet.
Dietrich und Newsam [DN93] zeigten, dass unter der Annahme eines regelmäßigen, recht-
eckigen Simulationsgitters, die Kovarianzmatrix C eine Block-Töplitz1 Matrix darstellt,
d.h. das alle Elemente auf den Diagonalen der Matrix gleich sind. Diese Matrix kann dann
zu einer größeren zirkulante Blockmatrix2 M erweitert bzw. in diese eingebettet werden,
dabei gilt das M = STS = V DV −1 mit S = M
1
2 = V D
1
2V −1 wobei V die Matrix der
Eigenvektoren und D die Diagonalmatrix der Eigenwerte ist. Für die Matrix M lässt
sich die Eigenwertmatrix effizient und einfach durch eine schnelle Fourier-Transformation
(FFT) ermitteln, dabei unterliegt diese Operation keiner Beschränkung der Problemgröße.
Durch die Multiplikation der Quadratwurzel S der Matrix M mit einem Vektor von
Zufallszahlen aus N(0, 1) erhält man letztlich eine unkonditionierte Realisation. Die
Nutzung der FFT erlaubt damit die Generierung einer unkonditionierten Realisation
1Eine Matrix A = (ai j) wird Töplitz-Matrix genannt, wenn die Einträge ai j nur von der Differenz
i− j der Indizes abhängen. Die Haupt- und Nebendiagonalen der Matrix sind also konstant. Eine
endliche Toeplitz-Matrix mit m Zeilen und n Spalten ist somit durch die m+n− 1 Einträge am linken
und oberen Rand (also die erste Zeile und erste Spalte) vollständig bestimmt (Quelle: Wikipedia /
12.06.2012).
2Eine zirkulante Blockmatrix ist eine spezielle Töplitz-Matrix, bei der jeder Zeilenvektor relativ zum
darüberliegenden Zeilenvektor um einen Eintrag nach rechts verschoben ist. Gleichungssysteme mit
zirkulanten Matrizen können per diskreter Fourier-Transformation einfach und effizient gelöst werden.
(Quelle: Wikipedia / 12.06.2012)
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mit Rechenkosten von O(n log2 n) Operationen. Die Konditionierung erfolgt dann jedoch
wieder in einem nachgeschaltenen Kriging Prozessschritt.
In [DN95] erweiterten Dietrich und Newsam den Ansatz von M.W. Davis [Dav87c], indem
sie die Tschebyscheff Polynom Approximation für die Quadratwurzel von B (
√
B) nutzten.
Diese Variante erlaubt zwar die gleichzeitige Konditionierung, jedoch nur für eine geringe
Anzahl an bedingten Daten.
P.A. Dowd und C. Sarac [DS94] stellten eine Variation des Algorithmus vor, mit der
sich das Problem des enormen Speicherbedarfs reduzieren lässt. Die auf der Theorie der
Ringzerlegung basierende Methode reduziert zwar den Speicherbedarf signifikant, jedoch
kann die grundsätzliche Beschränkung der Simulationsgröße mit dieser Methode nicht
aufgehoben werden.
J. A. Vargas-Guzmán und R. Dimitrakopoulos [VGD02] liefern einen komplett neuen
Ansatz, mit dem die grundsätzliche Beschränkung der Methode auf kleinere Anwen-
dungsgebiete aufgehoben wird. Sie bezeichneten ihre Methode als bedingte Simulation
von Zufallsfeldern durch sukzessive Residuen (conditional simulation of random fields
by successive residuals / kurz: CSSR). Bei diesem Ansatz existiert keine Beschränkung
der Anzahl zu simulierender Gitterpunkte und darüber hinaus bietet er die Möglichkeit
simulierte Realisationen relativ einfach zu aktualisieren, wenn zusätzliche Daten verfüg-
bar werden. Jedoch müssen die Punkte an denen zusätzliche Daten verfügbar werden,
bereits im Vorfeld bekannt sein. Durch die Nutzung der Aktualisierung älterer Realisa-
tionen durch zusätzlich verfügbar gewordene Daten entsteht jedoch ein deutlich höherer
Speicherbedarf, da die Kovarianzstrukturen gesichert werden müssen. In [JD11] wurden
durch A. Jewbali und R. Dimitrakopoulos zwei unterschiedliche Implementierungen des
CSSR-Verfahrens untersucht. Der Fokus lag dabei auf der Art und Weise wie neu zur
Verfügung stehende Daten für die Aktualisierung von Realisationen genutzt werden
können.
Für die Anwendung der Methode werden die bedingten Daten, sowie das zu simulierende
Gitternetz zunächst in Gruppen unterteilt und die Kovarianzmatrix (Formel 3.1) für
diese Gruppen aufgestellt. Anschließend wird die Kovarianzmatrix spaltenweise zerlegt,
dadurch werden die Einflüsse einzelner Gruppen auf andere isoliert. Damit sind keine
Berechnungen mehr notwendig, welche die gesamte Kovarianzmatrix einbeziehen.
3.1.2 Frequenzbasierte Verfahren
Frequenzbasierte Verfahren verlagern die Simulation eines Gaußschen Zufallsprozesses in
den spektralen Raum, das bedeutet, dass die Kovarianzfunktion in den spektralen Raum
überführt wird. In [Bor82, BTH84, BF93a, BF93b] wird eine Methode zur Simulation
eines Gaußschen Prozesses im spektralen Raum vorgeschlagen, mit welcher 3D-Modelle
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aus parallel verlaufenden 2-dimensionalen Ebenen approximiert werden. VeraIlgemeinert
lässt sich die Simulation im spektralen Raum wie folgt zusammenfassen:
1. Überführung der Kovarianzfunktion in den spektralen Raum unter Nutzung der FFT
(Fast Fourier Transformation). Als Ergebnis erhält man das spektrale Analogon
zur Kovarianzfunktion einer stationären Zufallsfunktion, die so genannte spektrale
Dichtefunktion bzw. Spektraldichte. Die Spektraldichte kann als Betrag der Varianz,
welche assoziiert wird mit den Schwingungen einer bestimmten Frequenz im Raum,
angesehen werden und bildet ein wesentlichen Bestandteil der Simulation.
2. Berechnung des Amplitudenspektrum von der Spektraldichte.
3. Generierung eines zufälligen Phasenspektrum.
4. Das Amplitudenspektrum und Phasenspektrum sind die Fourier-Transformationen
eines reellen Zufallsfeldes.
5. Die Inverse FFT des Amplituden- und Phasenspektrum liefert eine unkonditionierte
Realisation der gegebenen Kovarianzfunktion.
6. Die Konditionierung erfolgt bei diesem Verfahren wieder durch einen nachgeschal-
teten Kriging Prozessschritt.
Die Nachteile dieses Verfahren sind zum einen die Konditionierung des Verfahrens in
einem separaten Arbeitsschritt, sowie die Beschränkung des Verfahrens auf isotrope
Kovarianzfunktionen.
Durch Pardo-Igúzquiza und Chica-Olmo [PICO93] wird ein weiteres frequenzbasiertes
Simulationsverfahren vorgeschlagen. Dieses Verfahren simuliert Gaußsche Zufallsfelder
(1D, 2D oder 3D) mit Hilfe der Fourier Integral Methode (FIM). Die Abbildung 3.1 zeigt
den Ablauf des Simulationsprozesses. Der Simulationsprozess startet mit der diskreten
Beprobung der Kovarianzfunktion C(h) in den interessierenden Richtungen, der Abstand
wird dabei durch die Entfernung der Gitterpunkte, des zu simulierenden Rasters, fest-
gelegt. Die daraus resultierende diskrete Darstellung der Kovarianzfunktion C(k) wird












Ausgehend von der diskreten Spektraldichte S(j)
erhält man das diskrete Amplitudenspektrum durch
A(j) =
√
S(j). Es folgt die Generierung eines zufäl-
ligen diskreten Phasenspektrums ϕ(j) = Uj · 2π im
Intervall [0, 2π], wobei Uj eine Zufallsvariable im
Intervall [0, 1] darstellt. Aus dem diskreten Ampli-
tudenspektrum und dem diskreten Phasenspektrum
errechnet man nun die komplexen Fourierkoeffizi-
enten. Durch Anwendung der inversen DFT auf
die komplexen Fourierkoeffizienten erhält man die
räumliche Realisation der originalen Kovarianzfunk-
tion. Die Konditionierung der Simulation erfolgt
auch hierbei wieder in einem separaten Schritt, was
wie auch bei dem zuvor beschriebenen Ansatz, zu
einer nicht optimalen rechentechnischen Effizienz
führt. Ein Vorteil dieses Verfahrens ist jedoch, dass
richtungsabhängige und geschachtelte Kovarianz-
strukturen genutzt werden können.
Ein weiterer Ansatz kommt von Dean S. Oliver
[Oli95], er erweitert die von Journel [Jou74] ge-
nutzte eindimensionale Moving-Average Methode
(MA-Methode) auf die Anwendung in zwei bzw.
drei Dimensionen. Er löst die Schwierigkeiten bei
der Berechnung der Wurzel der Kovarianzfunkti-
on, indem er das Problem in den spektralen Raum
verlagert. Hier kann mit Hilfe der FFT die Wur-
zel der Kovarianzfunktion relativ einfach berechnet
werden. Durch die Anwendung der inversen FFT
erhält man dann die Wurzel der Kovarianzfunktion, welche als Wichtungsfunktion für
die MA-Methode genutzt wird. Der auch hier wieder erforderliche nachträgliche Kon-
ditionierungsschritt wirkt sich, in Bezug auf die rechentechnische Effizienz, wiederum
negativ aus. Des Weiteren kann die Beschränkung der MA-Methode auf bestimmte
Kovarianzfunktionen nicht völlig aufgehoben werden.
Ein Verfahren für die direkte Generierung bedingter Simulationen im spektralen Raum
wird durch T. Yao [Yao98] vorgestellt. Dieses Verfahren stellt eine Weiterentwicklung
der von Pardo-Igúzquiza und Chica-Olmo [PICO93] vorgestellten spektralen Simulation
mit Hilfe der Fourier Integral Methode (FIM) dar. Im ersten Schritt wird eine unkondi-
tionierte Simulation mit Hilfe der FIM erstellt. Danach wird die mittlere quadratische
Abweichung zwischen den bekannten Gitterpunkten (bedingter Datensatz) und den simu-
lierten Werten bestimmt. Die mittlere Abweichung wird nun durch iterative Anwendung
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des FIM Verfahrens minimiert, bis ein definiertes Abbruchkriterium erreicht ist. Das
FIM Verfahren mit Phasenidentifikation resultiert in einer annähernd stützpunkttreuen
Realisation. Jedoch zeigt das Verfahren Schwächen bei der Reproduktion des Nugget-
Effektes des zugrundeliegenden Kovarianzmodells. Des Weiteren kann es zum Auftreten
von künstlichen Strukturen in der Nähe der bekannten Datenpunkte kommen. Diese
Effekte können mit Hilfe einer Variation des Algorithmus jedoch verhindert werden. Dazu
wird der erste Schritt dahingehend abgewandelt, dass die Initialisierung des Verfahrens
mit Hilfe eines Krigingmodells, und nicht mit einer ersten unkonditionierten Simulation,
geschieht. Durch den zusätzlichen Krigingschritt geht der Vorteil der direkten beding-
ten Simulation, bezüglich der rechentechnischen Effizienz des Verfahrens, jedoch wieder
verloren.
T. Yao untersuchte in [Yao04] die Reproduktion von Erwartungswert, Varianz und Vario-
gramm Modell bei spektralen Simulationen. Er zeigte, dass der Erwartungswert, sowie
die Varianzen, der mittels spektraler Simulation (FIM Verfahren) erstellten Realisationen,
von denen der Daten abweicht. Gleichzeitig zeigte er aber auch, dass diese Abweichungen
durch eine Verschiebung und Skalierung der Kovarianzfunktion im spektralen Raum
minimiert werden können.
Yao et al. [YCJ+06] modifizieren das Verfahren der FIM mit Phasenidentifikation, so dass
auch lokale Trends einbezogen werden können. Durch eine Skalierung der Amplituden
eines globalen stationären Kovarianzmodells, unter Einbeziehung von Amplitudenspektren
lokaler Kovarianzfunktionen, kann eine nichtstationäre Simulation generiert werden.
3.1.3 Sequentielle parametrische Verfahren
Gemeinsames Merkmal der Sequentiellen Simulationsverfahren ist, dass sie entlang eines
zufällig festgelegten Weges das gesamte Schätzgitter abarbeiten. Bei ihnen handelt es
sich in der Regel um konditionierte Verfahren, d. h., sie führen zu einer Reproduktion
der bereits bekannten Messpunkte. Sequentielle Simulationsverfahren unterscheiden sich
von den bisher erwähnten Verfahren darin, dass die Zufallswerte in mehreren Berech-
nungsschritten nacheinander (sequentiell) erzeugt werden. Alle sequentiellen Algorithmen
basieren dabei auf dem folgenden grundlegenden Schema:
1. Wahl eines Knotens, an dem kein simulierter Wert existiert
2. Schätzung der lokalen bedingten Wahrscheinlichkeitsverteilung (cpdf)
3. Ziehung eines zufälligen Wertes aus der lokal bedingten Wahrscheinlichkeitsvertei-
lung (cpdf)
4. Hinzufügen des simulierten Wertes zu dem bedingten Datensatz
5. Wiederholung der Schritte 1 - 4 bis alle Knoten einen simulierten Wert zugewiesen
bekommen haben
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Abb. 3.2: Bestimmung eines simulierten Wertes mittels sequentieller Simulation
Die Abbildung 3.2 zeigt eine schematische Darstellung der Vorgehensweise. Die wichtigste
Frage die es zu klären gilt ist, wie kann man die bedingten Wahrscheinlichkeitsverteilungen
(cpdf) an den einzelnen Gitterpunkten finden, um sie anschließend beproben zu können.
Die Lösung liegt in der Annahme von geeigneten theoretischen Verteilungsmodellen,
wie z.B. die der Gaußschen Verteilung. Diese Annahme führt zu den sequentiellen
parametrischen Verfahren SGS (Sequentielle Gaußsche Simulation) [Isa90] und GSGS
(Generalisierte Sequentielle Gaußsche Simulation) [Ben05, DL04].
Weitere wichtige sequentielle Verfahren sind die Sequentielle Indikatorsimulation (SIS)
[Ala87a] und die Direkte Sequentielle Simulation (DSS) [Soa01]. Diese Verfahren gehören
jedoch zur Gruppe der nichtparametrischen Verfahren und werden daher erst im Abschnitt
3.1.4 detaillierter betrachtet.
Vorab noch ein paar grundlegende Notizen zum Konzept der sequentiellen Simulation. Man
betrachtet die Attribute einer Lagerstätte als eine Realisation einer Zufallsfunktion Z(u)
der räumlichen Koordinaten mit einer multivariaten Wahrscheinlichkeitsdichtefunktion
(pdf) f(u1, . . . , uN ; z1, . . . , zN ). Der Sequentielle Ansatz basiert nun auf einer Zerlegung
der multivariaten Wahrscheinlichkeitsdichtefunktion (pdf) der Zufallsfunktion Z(u) in das
Produkt von univariaten bedingten Verteilungen f(u1, . . . , uN ; z1, . . . , zN ) = f(u1, z1) ·
f(u2, z2 |Z(u1) = z1)·. . . ·f(uN , zN |Z(ua) = za, a = 1, . . . , N−1), wobei N der Anzahl
der Gitterpunkte entspricht und za ist der Wert am Gitterpunkt ua (a = 1, . . . , N − 1).
Wenn alle bedingten Verteilungen bekannt sind, dann kann die Realisation des durch
Z(u) dargestellten Lagerstättenattributes, durch zufällige sequentielle Beprobung der
N univariaten bedingten Verteilungen, generiert werden. Wenn ein initialer Datensatz
z(ua), a = 1, . . . , M < N zur Verfügung steht, dann beginnt die sequentielle Beprobung
bei M + 1 und der erste Wert ergibt sich aus f(uM+1, zM+1 |Z(ua) = za, a = 1, . . . , M).
Nimmt man also an, der Datensatz dn = {d(uα), α = 1, . . . , n} bezeichne den zunächst
verfügbaren bedingten Datensatz der bekannten Gitterpunkte, weiterhin sei Λi so defi-
niert, dass Λ0 = {dn} und Λi = Λi−1 ∪ {Z(ui)} ist, dann stellt die sequentielle Gaußsche
Simulation auf einem diskreten Raster DN eine zufällige Beprobung der N-variaten Wahr-
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scheinlichkeitsdichte bedingt an den Datensatz Λ0 dar [Ben09]. Wie bereits beschrieben,
ist diese Wahrscheinlichkeitsdichte dann gleich dem Produkt der N univariaten bedingten
Wahrscheinlichkeitsdichten:
f(u1, . . . , uN ; z1, . . . , zN |Λ0) = f(u1, z1 |Λ0)·f(u2, z2 |Λ1)·. . . ·f(uN , zN |ΛN−1) (3.2)
Die Parameter der lokalen univariaten bedingten Wahrscheinlichkeitsverteilungen, d.h.
die bedingten Mittelwerte E[Z(ui) |Λi−1] und die bedingten Varianzen V ar[Z(ui) |Λi−1],
werden durch das Simple Kriging (SK) Verfahren berechnet. Um den Wert eines Punktes
zu simulieren, berechnet man daher den Simple Kriging Schätzwert sowie die Kriging
Varianz an einem unbekannten Punkt, auf Basis der bedingten Daten. Die beiden
Parameter Erwartungswert und Varianz dienen dann zur Definition der lokalen bedingten
Wahrscheinlichkeitsverteilung. Aus dieser wird anschließend ein zufälliger Wert gezogen
und dieser Wert wird dem bedingten Datensatz hinzugefügt. Dies wird solange wiederholt
bis alle Punkte simuliert wurden. Ein simulierter Wert an einem Punkt ui kann also wie
folgt bestimmt werden:
Z(ui |Λi−1) ≈ E[Z(ui) |Λi−1] +
√
V ar[Z(ui) |Λi−1] · w
mit der Zufallszahl w ∈ N(0, 1). Die Ausführung des SGS-Algorithmus erfordert also
folgende grundlegende Schritte [DJ92, Goo97]:
1. Berechne das Histogramm sowie die statistischen Parameter der Rohdaten.
2. Falls nötig, transformiere die Daten, so dass sie einer Gaußschen Verteilung folgen.
3. Berechne und modelliere das Variogramm der transformierten Gaußschen Daten.
4. Definition eines Simulationsgitters.
5. Wähle einen zufälligen Pfad, welcher jeden Gitterpunkt genau einmal besucht.
6. Bestimme für jeden Punkt u die Parameter (Mittelwert und Varianz) der Gaußschen
ccdf G(u; y | (n)) unter Nutzung von Simple Kriging mit Hilfe des Semivariogramm-
modells γ(h) der transformierten Daten. Die bedingten Informationen (n) beinhalten
den transformierten Datensatz der bekannten Punkte y(uα), sowie die bereits zuvor
simulierten Gitterpunkte y(l)(uj)
7. Ziehe einen zufälligen Wert aus der zuvor bestimmten Gaußschen ccdf G(u; y | (n))
und füge diesen dem bedingten Datensatz hinzu.
8. Gehe entlang des Pfades und wiederhole die Prozedur bis alle N Gitterpunkte
simuliert wurden.
9. Transformiere das Ergebnis zurück und überprüfe ob das Histogramm und das
Variogramm richtig reproduziert wurden.
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10. Um weitere Realisationen zu generieren, beginnt man mit der Definition eines
anderen zufälligen Pfades und folgt den weiteren Schritten erneut.
Wenn immer alle bedingten Daten für die Ermittlung der Schätzwerte genutzt werden, ist
das Verfahren relativ aufwendig, da an jedem Gitterpunkt ein immer größer werdendes
Kriging-System gelöst werden muss. Durch eine Beschränkung der bedingten Daten
auf eine lokale Nachbarschaft λi−1 ⊂ Λi−1 kann der Rechenaufwand jedoch deutlich
reduziert werden. Dabei nutzt man aus, dass die Mehrheit der Kriging-Gewichte auf
Stützstellen in der lokalen Nachbarschaft des zu schätzenden Punktes verteilt sind. Dieser
Effekt wird auch als Abschirmungseffekt bezeichnet. In [BD07a] wurde gezeigt, dass die
Ausnutzung des Abschirmungseffektes ohne signifikante Genauigkeitsverluste angewendet
werden kann. X. Emery zeigt in [Eme07], dass für die Bestimmung der lokalen bedingten
Wahrscheinlichkeitsverteilung auch die Ordinary-Kriging (OK) Schätzwerte und Varianzen
genutzt werden können, falls der untersuchte Parameter kein strikt stationäres Verhalten
aufweist.
Die rechentechnische Effizienz des SGS-Verfahrens kann mit O(N4) angegeben werden,
wenn alle Daten für die Simulation herangezogen werden. Wenn nur eine begrenzte
Nachbarschaft für die Berechnung des Kriging Schätzers und der Kriging Varianz genutzt
wird, reduzieren sich die Rechenkosten auf O(Nv3max), dabei ist vmax die Anzahl der
Daten in der Nachbarschaft die für die Berechnung genutzt wird.
Um eine weitere Verbesserung der rechentechnischen Effizienz des sequentiellen Ansatzes
zu erreichen, führten R. Dimitrakopoulos und X. Luo [DL04] die Generalisierte Sequenti-
elle Gaußsche Simulation (GSGS) ein, welche durch J. Benndorf [Ben05] implementiert
wurde. Die Generalisierung der Sequentiellen Gaußschen Simulation beruht auf der Aus-
nutzung der gemeinsamen lokalen Nachbarschaft, eng beieinander liegender Rasterpunkte
(Abb. 4.1). Das Verfahren zielt daher nicht mehr auf eine sequentielle Simulation Punkt für
Punkt, sondern auf eine sequentielle Simulation von Gruppen von benachbarten Punkten
ab. Das GSGS-Verfahren nutzt hierfür das grundsätzliche sequentielle Vorgehenssche-
ma in Kombination mit dem Verfahren der Kovarianzmatrix-Zerlegung (LU-Zerlegung).







angegeben werden, wobei N der Anzahl zu simulierender Rasterpunkte entspricht, v ist
die Anzahl an Rasterpunkten einer Gruppe und vmax ist die maximale Anzahl an Daten
in der lokalen Nachbarschaft der Gruppe. Im Vergleich zum SGS-Verfahren stellt das
GSGS-Verfahren eine deutliche Verbesserung hinsichtlich der Effizienz des Verfahrens
dar.
3.1.4 Nichtparametrische Verfahren
Im Gegensatz zu den bisher vorgestellten Verfahren, welche alle auf der Annahme einer
bestimmten Verteilung (i.d.R. Gaußsche Normalverteilung) beruhen, erfordern die so
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genannten nichtparametrischen Verfahren keine explizite Annahme einer Verteilung,
sondern nutzen die gegebenen Daten direkt um Informationen abzuleiten.
Die sequentielle Indikatorsimulation (SIS) ist das wohl am häufigsten genutzte Verfah-
ren zur bedingten Simulation, welches nicht auf einer Gaußschen Verteilung basiert
[Ala87a, GHS90, GA88]. Bei der SIS wird zunächst der vorhandene Datensatz durch eine
Reihe von Indikatoren / Grenzwerte in eine Anzahl von Klassen zerlegt. Anschließend
werden für die einzelnen Klassengrenzen Indikatorvariogramme aufgestellt. Dann wird ein
Zufallspfad festgelegt, der sicherstellt, dass alle Gitterpunkte genau einmal besucht wer-
den. Ein anschließendes Indikatorkriging an jedem der Punkte entlang des Zufallspfades,
unter Verwendung aller aufgestellten Variogramme, führt dann zu geschätzten lokalen
Verteilungsfunktionen, welche die Eintrittswahrscheinlichkeit für die einzelnen Klassen
wiedergeben. Aus diesen wird dann ein zufälliger Wert gezogen und dem Gitterpunkt
zugewiesen. Die bereits simulierten Werte werden dabei in jedem Schritt dem bedingten
Datensatz hinzugefügt und für die Schätzung mit herangezogen. Da bei diesem Verfahren
keinerlei Voraussetzungen bezüglich der Datenverteilung gefordert werden, lassen sich
auch schiefe oder multimodale Verteilungen effektiv simulieren und untersuchen. Besteht
beispielsweise ein großer räumlicher Zusammenhang von Extremwerten, so ist dieser nur
schwer zu modellieren, wenn man von einer Gaußschen Verteilung ausgeht, hier stellt
die SIS ein geeignetes Verfahren dar. Ein weiterer Vorteil des Verfahrens ist die hohe
Flexibilität bei der Einbeziehung zusätzlicher Informationen [Goo97]. Die Nachteile dieses
Verfahrens sind zum einen der hohe Zeit- und Rechenaufwand, da für die Schätzung der
lokalen Verteilungen mehrere Indikator-Kriging-Systeme gelöst werden müssen. Ein nega-
tiver Aspekt der Einteilung der Ausgangsdaten in eine Reihe von Klassen / Indikatoren
ist, dass dadurch Informationen verloren gehen, was wiederum zu einem glatteren Verlauf
der Schätzergebnisse führt [MW00].
J. Chu stellt in [Chu96] Implementierungen des SIS-Verfahrens vor, durch welche eine
bessere Reproduktion der statistischen Eigenschaften der kontinuierlichen Zufallsvariable
und eine bessere rechentechnische Performance erreicht wird.
J. A. Vargas-Guzmán und R. Dimitrakopoulos stellten [VGD03b] eine neue und schnel-
lere Art des Umgangs mit bedingten Verteilungen und deren Aktualisierung durch ein
sequentielles-Indikator-Kriging vor. Das Verfahren basiert auf der sukzessiven Minimie-
rung der Schätzvarianz. Dieser Ansatz nennt sich sequentielles sukzessives Indikator
Kriging und das daraus abgeleitete Simulationsverfahren wird als bedingte sukzessive
Simulation von Indikatoren bezeichnet (conditional successive simulation of indicators
/ kurz: CSSI). Das CSSI-Verfahren ermöglicht die effiziente gruppenweise Simulation
von Indikatorvariablen, d.h. wie auch bei der CSSR-Methode werden hier Gruppen von
Rasterpunkten simultan simuliert.
Durch J. M. Ortiz und C. V. Deutsch [OD04] wurde ein auf dem Indikatoransatz
basierendes Simulationsverfahren vorgestellt, welches die Beziehung zwischen mehreren
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Punkten zur Bestimmung komplexer Strukturen und Geometrien einbezieht. Aufgrund
des genutzten Indikatoransatzes ist dieses Verfahren jedoch sehr aufwendig.
Der Wahrscheinlichkeitsfeld (probability field) Simulations-Algorithmus, kurz p-field
Algorithmus [Sri92, Fro93] basiert auf einer Separierung der Aufgaben der Schätzung
der lokalen Verteilung und der zufälligen Beprobung dieser Verteilung. Der Algorithmus
beinhaltet dabei im wesentlichen folgende Schritte:
1. Man konstruiert die lokalen bedingten Wahrscheinlichkeitsverteilungen für alle zu
simulierenden Gitterpunkte, dabei nutzt man nur die Originaldaten (Dies muss
nur einmal gemacht werden, anstatt für jede Realisation neu), d.h. man bestimmt
dazu das ccdf-Modell F (uj ; z | (n)) für alle Orte uj mit Hilfe eines geeigneten
Algorithmus z.B. Indikatorkriging.
2. Dann generiert man an jedem Rasterpunkt gleichverteilte autokorrelierte Wahr-
scheinlichkeitswerte (p-values). Der Satz dieser p-values {p(l)(uj), j = 1, . . . , N}
wird als Wahrscheinlichkeitsfeld (p-field) bezeichnet. Diese unkonditionierte Reali-
sation der Wahrscheinlichkeitswerte einer Zufallsvariable P (u) kann mit Hilfe einer
Reihe von numerischen Methoden gewonnen werden, z.B. FFT, Moving Average,
Turning Bands oder SGS .
3. An jedem Ort uj zieht man einen simulierten Wert z(l)(uj) aus der ccdf F (uj ; z | (n))
unter Nutzung der korrespondierenden simulierten p-Werte. Die Korrelation zwi-
schen zwei benachbarten p-Werten p(l)(uj) und p(l)(uk) führt damit auch zu einer
Korrelation zwischen den simulierten z-Werten z(l)(uj) und z(l)(uk).
Durch die Wiederholung der Schritte 2 und 3 lassen sich schnell verschiedene Realisationen
generieren. Ein Vorteil dieses Verfahrens ist es, dass das Kriging nur einmal ausgeführt
werden muss und für alle Realisationen wieder benutzt werden kann. Dies wirkt sich
positiv auf die rechentechnische Effizienz aus. Trotz der guten rechentechnischen Effizienz
wird das Verfahren jedoch nicht empfohlen. Die Schwächen des Verfahrens liegen zum
einem darin, dass die bedingten Daten als lokale Minima bzw. Maxima erscheinen und
zum anderen wird die räumliche Kontinuität, in der Nähe der bedingten Daten, nicht
richtig reproduziert, d.h. dass die Werte in der Nähe der bedingten Daten zu glatt bzw.
zu gut korreliert sind. Dies führt insgesamt dazu, dass die Realisationen eine höhere
Kontinuität als die Daten selbst aufweisen und damit die Unsicherheit in der Beschreibung
der Parameter nicht ausreichend modelliert [PD01].
Eine weitere Gruppe nichtparametrischer Verfahren bilden die Simulated Annealing
Methoden, bei diesen handelt es sich um Optimierungsalgorithmen, welche auf dem
Prinzip der stochastischen Relaxation beruhen [Far88, GG84]. Deutsch und Journel [DJ92]
stellten eine erste Implementierung des Verfahrens für die Nutzung in der Geostatistik
vor.
Ausgehend von einer ersten zufälligen Realisation, welche das Histogramm der Daten
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reproduziert, werden die Werte einzelner Gitterpunkte getauscht. Insofern dieser Aus-
tausch eine Annäherung an die zu optimierende Zielfunktion bewirkt hat, wird dieser
Tausch akzeptiert. In Deutsch und Journel [DJ92] wird diese Zielfunktion durch die
Reproduktion des Variogramm Modells verkörpert. Die Zielfunktion beschreibt in diesem
Fall die mittlere quadratische Abweichung des experimentellen Variogramms des Gitter-
netzes von dem aus den Daten gewonnenen Variogramm. Wird diese Zielfunktion durch
weitere Vertauschungen nicht weiter minimiert, so wird der Algorithmus abgebrochen.
Es liegt dann eine Realisation der Zufallsvariable vor, die neben dem Histogramm auch
das Variogramm vollständig reproduziert. Weitere Realisationen ergeben sich bei diesem
Verfahren durch die Wahl einer anderen ersten zufälligen Realisation, welche wiederum
das Histogramm der Daten reproduziert.
Simulated Annealing ist ein sehr variabler Algorithmus, dessen rechentechnische Effizienz
jedoch sehr stark von seiner Implementierung abhängt. Für den Fall, dass die globale
Statistik nach jedem Tausch der Werte neu berechnet wird, ist der Algorithmus sehr
langsam und damit nicht besonders effizient. Lösungen die mehr auf eine Aktualisierung
der vorherigen Berechnung basieren, anstatt jedes mal eine Neuberechnung durchzuführen,
können den Algorithmus effizienter gestalten. Im Vergleich zu anderen Simulationsalgo-
rithmen zeigen die Simulated Annealing Methoden jedoch ein vergleichsweise schlechtes
Laufzeitverhalten. Daher wurde dieser Ansatz in der bisherigen Praxis eher nur für die
nachträgliche Optimierung bereits existierender Realisationen genutzt.
Die direkte sequentielle Simulation (DSS) stellt ein weiteres nichtparametrisches Verfahren
dar. A. G. Journel [Jou94] demonstrierte, dass man mit Hilfe der direkten sequentiellen
Simulation eine kontinuierliche Variable simulieren kann, ohne das eine vorherige Trans-
formation in eine Gaußsche Normalverteilung nötig ist. Dabei wird das durch die Daten
beschriebene Kovarianzmodell korrekt reproduziert, wenn für die Schätzung der lokalen
Verteilungen das Simple Kriging Verfahren genutzt wird. D. h. die räumliche Variabilität
in den Daten wird reproduziert, nicht jedoch das Histogramm. Da dies den Anforderungen
an einen geeigneten Simulationsalgorithmus widerspricht, schlug J. Caers [Cae00] eine
nachträgliche Bearbeitung der Ergebnisse vor. Die vorgeschlagene Transformation der
Simulationsergebnisse führte zu einer annähernden Reproduktion des Histogramms der
Daten. A. Soares [Soa01] erweiterte das Verfahren dann so, dass das Histogramm und
die Kovarianzfunktion korrekt reproduziert werden. Grundsätzlich folgt der Algorith-
mus dem prinzipiellen Schema sequentieller Verfahren, welches bereits im Kapitel 3.1.3
(sequentielle parametrische Verfahren) vorgestellt wurde. Jedoch erfolgt die Schätzung
der lokal bedingten Wahrscheinlichkeitsverteilung (cpdf) im Vergleich zu parametrischen
Verfahren, wie z.B. SGS, ohne eine Transformation der Ausgangsdaten. Dies wird möglich,
wenn die lokalen Verteilungsfunktionen um den Simple Kriging Schätzwert z(uα)∗ mit
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Dabei beschreiben die z(uα) die bedingten Daten (Originaldaten + zuvor bereits simulier-
te Werte). Die räumliche Kovarianz bzw. das Variogramm werden korrekt reproduziert,
unabhängig davon, welche Wahrscheinlichkeitsverteilung angenommen wird. Das Problem
liegt in der Reproduktion des Histogramms der Daten, mit Ausnahme einiger parame-
trischer Verteilung (z.B. Gaußsche Verteilung) können die lokalen Verteilungen nicht
ausreichend durch die Parameter lokaler Mittelwert und Varianz beschrieben werden.
Daher ist die Idee die lokalen Schätzwerte und Varianzen für das Beproben der globalen
Verteilungsfunktion (cdf: FZ(z)) zu nutzen, und nicht für die Definition der lokalen
Verteilungen. Man nutzt also einen ähnlichen Ansatz wie bei einer sequentiellen Indikator
Simulation. Aus der globalen Verteilungsfunktion FZ(z) werden Intervalle von z gewählt
und eine neue Verteilungsfunktion F ′Z(z) definiert. Diese Intervalle liegen zentriert um
die Simple Kriging Schätzwerte und die Breite der Intervalle wird durch die Kriging
Varianzen bestimmt.
Diese Intervalle können dadurch bestimmt werden, dass Werte aus dem experimentellen
Histogramm z(ui), welches reproduziert werden soll, gewählt werden, so dass der Mittel-
wert und die Varianz der gewählten Daten gleich dem Simple Kriging Schätzwert und










[z(ui)− z(uu)∗]2 = σ2SK(uu)
Der simulierte Wert zS(uu) wird dann aus der Verteilung F
′
Z(z) der gewählten n Werte
gezogen.
Ein anderer, leichter zu implementierender Weg diese Intervalle zu bestimmen, ist die hilfs-
weise Nutzung einer Gaußschen Verteilung. Die Gaußsche Verteilung wird dabei nur für die
Definition der Intervalle der globalen Verteilungsfunktion genutzt und nicht für die Schät-
zung der lokalen Verteilungen, d.h. die gesamte sequentielle Prozedur wird nachwievor mit
den untransformierten Originaldaten durchgeführt. Die Abbildung 3.3 veranschaulicht die
Beprobung der globalen Verteilungsfunktion durch die definierten Intervalle. Der Wert
y(uu)∗ korrespondiert mit dem lokalen Schätzwert z(uu)∗und der simulierte Wert zS(uu)





Unter Nutzung dieses zweiten Weges lässt sich der DSS-Algorithmus wie folgt zusammen
fassen [Soa01]:
1. Bestimmung eines zufälligen Pfades über das gesamte zu simulierende Raster,
uu, u = 1, . . . , NS
2. Schätzung des lokalen Mittelwerts und der Varianz mit Hilfe des Simple Kriging
Verfahrens, bedingt an die Ausgangsdaten z(ui) und die zuvor simulierten Werte
zS(ui).
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Abb. 3.3: Beprobung der globalen Verteilungsfunktion FZ(z) durch Intervalle (Quelle:
Soares, A. [Soa01])
3. Bestimmung des zu beprobenden Intervalls der globalen Verteilungsfunktion FZ(z)




, mit y(uu)∗ =
ϕ(z(uu)∗).
4. Ziehen eines Wertes zS(uu) aus dem bestimmten Intervall von FZ(z):
a) Generiere einen zufälligen Wert p aus einer Einheitsverteilung U(0, 1)








c) Rückgabe des simulierten Wertes zS(uu) = ϕ−1(yS)
5. Wiederhole die Schritte 3-5, bis alle Knoten simuliert wurden.
Die Vorteile dieses Verfahrens liegen zum einen darin, dass die Simulation im untrans-
formierten Werteraum der untersuchten Variable durchgeführt werden kann, und zum
anderen erlaubt das Verfahren eine leichte Integration von Zusatzinformationen (Sekun-
därvariablen) bzw. die gemeinsame Simulation eines Satzes von Nv Variablen. Ein Nachteil
der direkten Simulation ist jedoch, dass der häufig in geologischen Daten auftretende
Proportionalitätseffekt durch diesen Ansatz keine Berücksichtigung findet [BO02, Leu04].
Unter dem Proportionalitätseffekt versteht man eine Abhängigkeit zwischen der Varianz
und der Größe der gemessenen Werte, man spricht in diesem Fall von Heteroskedastizität
bzw. von Homoskedastizität, wenn diese Abhängigkeit nicht vorhanden ist. Des Weiteren
wirkt sich der Aufwand der betrieben werden muss, um die Reproduktion des Histo-
gramms sicher zu stellen, negativ auf die rechentechnische Performance des Verfahrens
aus.
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3.2 Ansätze zur Berücksichtigung von Sekundärdaten
Eine wesentliche Anforderung an einen Algorithmus zur Simulation komplexer, sediment-
artig ausgebildeter Lagerstätten als Grundlage einer selektiven Rohstoffgewinnung ist
die Integration von zusätzlichen Informationen (Sekundärdaten), d.h. dass die räumli-
che Korrelation zwischen verschiedenen Parametern der Lagerstätte für die Simulation
genutzt werden kann. Daher soll zunächst aufgezeigt werden, welche grundsätzlichen
Möglichkeiten der Integration von Sekundärdaten bzw. der gemeinsamen Simulation von
mehreren Variablen existieren und anschließend soll dann auf konkrete Strategien und
Verfahren zur Berücksichtigung von Kovariablen eingegangen werden.
Eine Möglichkeit der Einbeziehung von zusätzlichen Informationen ist die Simulation
einer primären Variable unter Nutzung zusätzlicher Variablen (sekundäre Variablen), die
mit der primären Variable über eine räumliche Kreuzkorrelation in Beziehung stehen.
Dieser Ansatz ist z. B. nützlich um die Vorhersage einer schwach beprobten primären
Variable zu verbessern, indem dichter beprobte korrelierte Variablen für die Berechnung
mit herangezogen werden. Dieser Ansatz betrachtet also die Situation in der die Daten
der primären Variable z1, {z1(uα1), α1 = 1, . . . , n1} durch (Nv − 1) sekundäre Daten
zi, {zi(uαi), αi = 1, . . . , ni, i = 2, . . . , Nv} unterstützt werden. Die sekundären Daten
können dabei auch an verschiedenen Orten vorliegen.
Eine zweite Möglichkeit ist die gemeinsame Simulation von verschiedenen Variablen,
d.h. das Ziel ist jetzt nicht mehr nur die Simulation einer einzelnen Zufallsfunktion
Z1(u) sondern die Simulation eines Vektors von Zufallsfunktionen [Z1(u), . . . , ZNv(u)].
Die Simulation der Nv Variablen kann dabei simultan oder aber auch nacheinander
erfolgen, wobei im zweiten Fall eine Hierarchie der Variablen definiert werden muss. Diese
Hierarchie gibt die Reihenfolge in der die Variablen simuliert werden wieder.
Eine dritte Möglichkeit besteht darin, den Vektor der zu simulierenden Zufallsfunktionen
[Z1(u), . . . , ZNv(u)] in einen Vektor von unabhängigen Komponenten zu transformieren.
Diese Komponenten können dann separat voneinander simuliert werden und anschließend
können die ursprünglichen Zufallsvariablen aus den unabhängig voneinander simulierten
Komponenten rekonstruiert werden. Diese Variante basiert also auf der Dekorrelation
der abhängigen Variablen.
Unabhängig davon, welchen Ansatz man für eine gemeinsame Simulation nutzt, bedarf
es eines Modells, welches die angenommenen Beziehungen zwischen den verschiedenen
korrelierten Variablen beschreibt. Hierfür kommen die im Anhang A.3 vorgestellten
Ko-Regionalisierungsmodelle zum Einsatz.
Im Falle der Dekorrelation der abhängigen Variablen lassen sich alle bisher aufgeführten
Verfahren für die Simulation nutzen, da der Modellierungsansatz auf der unabhängigen
Simulation der dekorrelierten Zufallsvariablen beruht. Ein möglicher Ansatz für die
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Transformation der korrelierten Variablen ist die Durchführung einer Hauptkomponenten-
Analyse (PCA), wie sie von M. W. Davis und K. A. Greenes [DG83] vorgeschlagen wurde.
Dieser Ansatz ignoriert jedoch die räumliche Korrelation zwischen den Variablen, da
die Variablen nur bezüglich des Abstandes h = 0 (zero lag) dekorreliert werden [Goo93,
Wac95]. Außer die Daten können durch ein intrinsisches Ko-Regionalisierungsmodell
[Goo97] beschrieben werden, dann erfolgt eine Dekorrelation für alle Abstände (lags). A.
J. Desbarats und R. Dimitrakopoulos [DD00] präsentieren einen verbesserten Ansatz,
indem sie die PCA durch die Minimum/Maximum Autokorrelationsfaktoren (MAF)
ersetzen. Diese Methode wurde ursprünglich für Fernerkundungsanwendungen von P.
Switzer und A. A. Green [SG84] entwickelt. Der Vorteil dieser Transformationsmethode
ist die Tatsache, dass unkorrelierte Faktoren zu allen Abständen generiert werden,
vorausgesetzt die MAF werden unter der Annahme abgeleitet, dass die multivariate,
l-dimensionale, stationäre Gaußsche Zufallsfunktion Z(u) = [Z1(u), . . . , Zl(u)]T durch
ein lineares Modell der Ko-Regionalisierung mit maximal zwei Strukturen beschrieben
werden kann. In verschiedenen Arbeiten wurde bereits gezeigt, dass die gemeinsame
Simulation auf Basis der MAF einen geeigneten, effizienten und flexiblen Ansatz darstellt
[DD00, DF03, BD07b, BD09c, Egg06].
Durch E. M. Bandarian et al. [BBM08] wurde ein Ansatz vorgestellt, bei der die MAF´s
direkt aus den Originaldaten abgeleitet werden und anschließend erfolgt eine Simula-
tion mittels einer direkten Simulationsmethode (z.B. DSS [Soa01]). Die Methode wird
daher auch als direkte Minimum/Maximum Autokorrelationsfaktoren (DMAF) bezeich-
net. Der Vorteil gegenüber der ursprünglichen MAF ist eine mögliche Reduzierung des
Aufwandes, da die Originaldaten vorher nicht in eine Normalverteilung transformiert
bzw. später rücktransformiert werden müssen, wenn für die Simulation ein Verfahren
genutzt wird, welches direkt mit den Originaldaten arbeiten kann. Ein Nachteil der
Annahme des Gaußschen Modells ist in diesem Zusammenhang, eine mögliche Zerstö-
rung von Korrelationsbeziehungen zwischen den betrachteten Variablen, in Folge einer
Normaltransformation in Situationen in denen die Korrelation größere Unterschiede zur
Rangkorrelation aufweist. Da die Normaltransformation eine Rangtransformation ist,
neigt sie dazu nur die Rangkorrelation zu erhalten [BD07b]. Durch die direkte MAF
Transformation kann demnach ein negativer Einfluss der Normaltransformation in solchen
Situationen vermieden werden.
Für den Fall der gemeinsamen Simulation (simultan oder nacheinander) mehrerer kor-
relierter Variablen wurden in der Vergangenheit verschiedene Verfahren vorgeschlagen
und angepasst. So erweiterte D. E. Myers [Mye88] die Methode der LU-Zerlegung für die
Ko-Simulation. Durch G. Verly [Ver92] und J. J. Gomez-Hernandez und A. G. Journel
[GHJ92] wurde eine Erweiterung des sequentiellen Gaußschen Simulationsverfahrens für
die Simulation von vektoriellen Zufallsfunktionen Z(u) = {Z(u1), Z(u2), . . . , Z(un)}
vorgestellt. Diese Algorithmen liefern gute Ergebnisse, jedoch besteht bei diesen Ver-
fahren die Problematik, dass der Aufwand der Modellierung der Variogramme und
37
3 Geostatistische Simulationsverfahren im Bergbauumfeld
Kreuzvariogramme mit zunehmender Anzahl an Variablen verhältnismäßig hoch wird.
Weiterhin erfordern diese Verfahren das Lösen von großen, besonders rechenintensiven
und möglicherweise numerisch instabilen Ko-Kriging-Gleichungssystemen.
Für die praktikable Anwendung von Ko-Simulationsverfahren besteht also ein Bedarf
an Vereinfachungen für die Modellierung der räumlichen Abhängigkeiten zwischen den
Variablen. Von A. S. Almeida and A. G. Journel [AJ94] wurde daher ein Verfahren
vorgeschlagen, bei dem es genügt die Variogramme der einzelnen Variablen zu modellieren,
sowie die Korrelationskoeffizienten zu bestimmen. Dieser Ansatz baut auf dem Markov
Ko-Regionalisierungsmodell, sowie auf der Begrenzung der lokalen Nachbarschaft für
die Sekundärdaten auf, so dass nur die Sekundärdaten am gleichen Ort wie der zu
simulierende Punkt in die Berechnung mit einfließen. Es wird angenommen, dass der
Einfluss von weiter entfernten Punkten durch diesen Punkt abgeschirmt wird. Ein Nachteil
dieses Ansatzes ist, dass die sekundären Daten an allen zu simulierenden Gitterpunkten
verfügbar sein müssen, d.h. hier ist unter Umständen zunächst eine Schätzung dieser Daten
an allen Gitterpunkten notwendig. Außerdem ist die Definition einer Variablenhierarchie
notwendig, welche die Reihenfolgen der zu berücksichtigten Variablen angibt. Mit den
Markov Modellen für die Modellierung der Kreuz-Kovarianzen beschäftigten sich A. G.
Journel und L. E. Shmaryan in [SJ99, Jou99] detaillierter.
Die sequentielle Gaußsche Ko-Simulation unter Verwendung eines intrinsischen Modells
für das Ko-Kriging, sowie die Nutzung der Sekundärdaten an allen Datenpunkten der
Hauptvariable, wurde durch O. Babak und C.V. Deutsch in [BD09a] beschrieben. Durch
diesen Ansatz lässt sich das Problem der künstlichen Aufblähung der Varianz lösen,
welches im Zusammenhang mit der Begrenzung der Sekundärdaten auf den aktuell zu
simulierenden Punkt auftreten kann (collocated Co-Kriging).
Ein weiteres sequentielles Verfahren, welches die gemeinsame Simulation mehrerer Va-
riablen erlaubt, ist das in Kapitel 3.1.4 bereits vorgestellte Verfahren der direkten
sequentiellen Simulation/Ko-Simulation (Co-DSS) [Soa01]. Dieses nichtparametrische
Verfahren simuliert die Nv Variablen nacheinander, wobei jeweils die zuvor simulierte
Variable zur Konditionierung genutzt wird. Geht man also zunächst von zwei Variablen
Z1(u) und Z2(u) aus, dann wählt man zunächst die Hauptvariable aus. Dies sollte die
Wichtigste bzw. die Variable mit der größten räumlichen Kontinuität sein. Nehmen wir
an Z1(u) ist die Hauptvariable, dann simulieren wir diese gemäß des in Kapitel 3.1.4
dargestellten Simulationsalgorithmus (DSS). Der gleiche Algorithmus wird dann letztlich
auch auf die zweite Variable Z2(u) angewendet, wobei jedoch die simulierten Werte der
ersten Variable Z1(u) als Sekundärvariable herangezogen werden, d.h. die Schätzwerte
z2(uu)∗und die Varianz σ2SK(uu) werden durch das Simple Ko-Krigingverfahren bestimmt.
Die bedingten Daten sind dabei zum einen die Daten in der Nachbarschaft z2(uα) und
der Wert der ersten Variable am zu simulierenden Rasterpunkt z1(uu). Dieser Ansatz der
Ko-Simulation lässt sich für beliebig viele Variablen (Nv) nutzen. Die Anwendung des
Co-DSS Algorithmus in verschiedenen Fallstudien, z.B. von Soares [Soa05], hat jedoch
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gezeigt, dass in einigen Situationen die bivariaten Verteilungen der gemeinsam betrach-
teten Variablen nicht richtig reproduziert werden. Daher wird durch A. Horta und A.
Soares in [HS10] eine neue Version des Co-DSS Verfahrens vorgeschlagen, welches auch
die gemessenen bzw. anhand der Daten geschätzten bivariaten Verteilungen reproduziert.
Das Verfahren wird als direkte sequentielle Ko-Simulation mit gemeinsamer Wahrschein-
lichkeitsverteilung bezeichnet. Der vorgeschlagene Ansatz beruht auf der Nutzung der
bedingten globalen Verteilung für die Simulation der zweiten Variable, d.h. Z2(u) wird
aus der bedingten Verteilung F
[
Z2(u)|Z1(u) = Z(l)1 (u)
]
gezogen. Zusammenfassend lässt
sich der Algorithmus wie folgt darstellen. Man beginnt mit der Schätzung der globalen
bivariaten Verteilungen aus den Ausgangsdaten, anschließend erfolgt die Simulation der
ersten Variable mit Hilfe des DSS Algorithmus. Als nächstes wird nun die Ko-Simulation
der zweiten Variable Z2(u) berechnet, d.h. zunächst werden die lokalen Schätzwerte
und Varianzen mit Hilfe des Simple Ko-Kriging Verfahrens für alle Rasterpunkte u0
bestimmt. Dann wird die bedingte Verteilung F
[
Z2(u)|Z1(u) = z(l)1 (u0)
]
bestimmt und
ein Wert z2(u0) wird aus dieser bedingten Verteilung analog zum ursprünglichem DSS
Verfahren [Soa01] gezogen. Der Nachteil dieses Verfahrens ist jedoch die im Vergleich
zum ursprünglichen DSS Verfahren schlechtere rechentechnische Performance bei der
Bearbeitung großer Datensätze.
3.3 Ansätze zur Behandlung von Trends
Die Behandlung von Trends im Zuge der Lagerstättenmodellierung ist für die Sicherstel-
lung der getroffenen Stationaritätsannahme wichtig, da eine Verletzung dieser Annahme
eine sachgerechte Anwendung geostatistischer Methoden verhindert. Liegt ein Trend
vor, dann muss eine Entscheidung darüber getroffen werden, wie dieser im weiteren
Verlauf der Lagerstättenmodellierung behandelt werden soll. Man kann grundsätzlich
drei verschiedene Ansätze der Trendbehandlung unterscheiden.
Die erste und einfachste Möglichkeit ist die Vernachlässigung der Trendkomponente. Dies
ist möglich, wenn sich die Trendkomponente erst nach Überschreiten eines Schwellenwertes
wie in Abbildung 5.6 (rechts) bemerkbar macht, da in diesem Fall für die Schätzung
der lokalen Wahrscheinlichkeitsverteilungen ohnehin nur Probewerte verwendet werden,
welche in einem Abstand kleiner als die Reichweite zu diesem Punkt liegen ([Aki88],
S. 63), d.h. durch eine geeignete Wahl der Größe der lokalen Suchnachbarschaft kann
der Einfluss einer Trendkomponente auf die Interpolations- bzw. Simulationsergebnisse
eliminiert werden. Eine Anwendung dieses Ansatzes ist in der Praxis hinsichtlich der
Wahl einer geeigneten lokalen Suchnachbarschaft oft schwierig, da die Variogramme der
trendbehafteten Daten selten ein so eindeutiges Ergebnis wie in Abbildung 5.6 (rechts)
liefern.
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Die zweite Möglichkeit einen vorhandenen Trend zu berücksichtigen ist die Zerlegung
der Zufallsvariable Z(u) in zwei Komponenten (Formel 3.4) - dem Trend m(u) und dem
Residuum R(u).
Z(u) = m(u) +R(u) (3.4)
σ2Z = σ2R + σ2m + CR−m(0) (3.5)
Während die Trendkomponente m(u) an allen Orten des Untersuchungsgebietes definiert
ist, sind die ResiduenR(u) nur an den Orten der Datenpunkte definiert. Eine Zerlegung der
Zufallsvariable Z(u) führt dementsprechend auch zu einer Zerlegung der Gesamtvarianz
σ2Z der originalen Zufallsvariable (Formel 3.5) in einen Varianzanteil des Residuums σ2R,
einen Varianzanteil des Trends σ2m sowie der Kovarianz zwischen Trend und Residuum
CR−m(0) [Deu02]. Es sollte sichergestellt werden, dass der Trend möglichst unabhängig
vom Residuum ist, d.h. die Kovarianz zwischen beiden sollte nahe bei Null liegen, um
künstliche Artefakte in den Ergebnissen zu vermeiden [Deu02].
Nach Abspaltung des Trends können die resultierenden Residuen als stationär ange-
nommen werden, d.h. die notwendige Voraussetzung für die Anwendung geostatistischer
Verfahren ist erfüllt. Im weiteren Verlauf der Modellierung werden dann Realisationen der
Residuen Ri(u) generiert, welche am Schluss zum bestehenden Trendmodell m(u) hinzu
addiert werden. Auf diese Weise erhält man im Ergebnis verschiedene Realisationen der
originalen Zufallsvariable Zi(u). Das problematische an diesem Ansatz ist, dass aufgrund
der unabhängigen Modellierung der Residuen vom Trend Artefakte in den Ergebnissen
entstehen können. So kann beispielsweise nicht ausgeschlossen werden, dass die Ergebnisse
der Simulation einer nicht negativen Zufallsvariable Z(u) negativ werden können. Dieser
Fall tritt ein, wenn das Residuum R(u) kleiner als der negative Trend −m(u) ist.
Die dritte Möglichkeit der Trendberücksichtigung hilft das Auftreten derartiger Artefakte
zu vermeiden. Dieser Ansatz beruht auf einer schrittweisen Normal-Transformation der
Daten der originalen Zufallsvariable Z(u) bedingt an den Trend (Formel 3.6) [Ros52,
LD03, LD04].
YZ(u) = G−1[F{Z(u)|m(u)}] (3.6)
Dieser Ansatz integriert die Berücksichtigung des Trends bereits in den i. d.R. für die
Anwendung Gaußscher Simulationsverfahren notwendigen Schritt der Transformation
der Daten, so dass diese im Ergebnis normalverteilt vorliegen.
Die Abbildung 3.4 zeigt den Ablauf einer solchen schrittweisen Transformation der Daten.
Dabei erfolgt im ersten Schritt eine Einteilung der Daten der Zufallsvariable Z(u) in n
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Klassen bedingt an die Trendkomponente m(u). Im Anschluss wird für jede der n Klassen
eine Normal-Transformation der zugehörigen Datenpunkte durchgeführt. Als Ergebnis
erhält man letztlich einen vom Trend unabhängigen normalverteilten Datensatz Y (u).
Abb. 3.4: Trendberücksichtigung über eine schrittweise bedingte Normaltransformation
Eine Einschränkung dieses Verfahrens ist der erforderliche Datenumfang. Dieser muss
ausreichend groß sein, damit für jede Klasse genügend Datenpunkte vorhanden sind,
um zuverlässige Verteilungen zu erhalten. Darüber hinaus sollte natürlich auch die
Klassenanzahl n sinnvoll gewählt werden (nmin ≥ 5).
Unabhängig davon welcher der beiden zuletzt genannten Ansätze genutzt wird, es muss
immer ein Modell des Trends modelliert werden. Die Idee dabei ist es ein Modell zu
generieren, welches die großräumigen Strukturen im Untersuchungsgebiet beschreibt,
so dass das resultierende Residuum die Stationaritätsbedingung erfüllt und nur noch
kleinräumige Strukturen enthalten sind. Ein Trendmodell ist also i. d.R. ein relativ
glattes Modell, welches sich durch mehr oder weniger komplexe Interpolations- bzw.
Extrapolationsverfahren aus den zur Verfügung stehenden Primärdaten oder geeigneten
Sekundärdaten erstellen lässt.
3.4 Bewertung der Ansätze hinsichtlich der Anwendbarkeit auf
komplexe, sedimentartig ausgebildete Lagerstätten
Für die praktikable Anwendung geostatistischer Simulationsverfahren zur Modellierung
komplexer, sedimentartig ausgebildeter Lagerstätten, als Grundlage einer selektiven
Rohstoffgewinnung, müssen diese Verfahren den in Kapitel 2 definierten Anforderungen
entsprechen. Diese Forderung kann nicht von allen der aufgezeigten Ansätze/Verfahren
erfüllt werden.
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So wird bei den frequenzbasierten Verfahren die eigentlich gute Performance der Algorith-
men, zur Generierung von nichtkonditionierten Realisationen im spektralen Raum, stark
beeinträchtigt, da für die Erstellung von konditionierten Simulationsergebnisse in den
meisten Fällen ein zusätzlicher Konditionierungsschritt notwendig ist. Die Nutzung des
Kriging Verfahrens für den Konditionierungsschritt erfordert dann zusätzliche Rechen-
kosten von O(N3) bis O(N4), so dass der rechentechnische Aufwand dadurch signifikant
erhöht wird [Ben09]. Bei den Verfahren der direkten bedingten Simulation im spektralen
Raum besteht das Problem, dass diese Verfahren die Konditionierung nur annähern und
nicht exakt wiedergeben. Außerdem können Schwächen bei der Reproduktion des Kova-
rianzmodells, sowie künstliche Strukturen auftreten, welche sich nur durch aufwendige
Feinabstimmungen der Simulationsparameter beseitigen lassen. Für einen Einsatz im
Produktionsprozess, im industriellen Umfeld, erscheinen daher frequenzbasierte Verfahren
aktuell als weniger geeignet.
Simulationsalgorithmen, welche auf einer Zerlegung der Kovarianzmatrix beruhen, stellen
eine effiziente Möglichkeit zur Generierung einer großen Anzahl bedingter Realisatio-
nen dar. Jedoch wird die Größe des zu simulierenden Untersuchungsgebietes durch die
Anwendbarkeit der numerischen Methoden beschränkt. Die Aufhebung dieser Größen-
beschränkung, sowie die Steigerung der Effizienz des Verfahrens, waren bereits Ziele
einiger Forschungsarbeiten. Als Ergebnis dieser Arbeiten konnte das Verfahren hinsichtlich
der rechentechnischen Effizienz verbessert werden. Jedoch geschah dies auf Kosten der
Komplexität des Verfahrens. Die Größenbeschränkung wurde z.B. mit dem Ansatz von
Dietrich und Newsam [DN93], welche die Kovarianzmatrix in eine zirkulante Blockmatrix
einbetteten, aufgehoben. Dieser Ansatz erlaubt die Generierung nichtkonditionierter Rea-
lisationen mit Rechenkosten von O(nlog2n) unter der Voraussetzung das ein regelmäßiges
Gitter vorliegt und Stationarität der Zufallsvariablen angenommen werden kann. Die
nachträgliche Konditionierung stellt bei diesem Ansatz wieder den rechentechnischen
kostenintensiven Arbeitsschritt dar. Ansätze wie der von J. A. Vargas-Guzmán und
R. Dimitrakopoulos [VGD02] sind zwar in der Lage konditionierte Realisationen ohne
eine nachträgliche Konditionierung zur Verfügung zu stellen, jedoch ist der Umstand,
dass alle zukünftigen möglichen Datenpunkte bereits im Vorfeld bekannt sein müssen,
in der Realität nicht praktikabel umsetzbar, so dass dieser Ansatz zwar grundsätzlich
anwendbar ist, jedoch nicht alle Möglichkeiten des Verfahrens genutzt werden können.
Verfahren basierend auf der Zerlegung der Kovarianzmatrix stellen für kleine Gebiete eine
effiziente Möglichkeit zur Generierung einer großen Anzahl bedingter Simulationen dar.
Daher ist die Nutzung dieses Ansatzes vor allem in Kombination mit anderen Verfahren,
wie beispielsweise dem GSGS-Verfahren [DL04], zu empfehlen.
Die Gruppe der nichtparametrischen Verfahren bietet den Vorteil, dass die Daten bzw.
die Ergebnisse der Simulation nicht einem bestimmten statistischen Verteilungsmodell
folgen müssen, so dass eine Transformation der Daten und Ergebnisse unnötig wird. Aller-
dings müssen die einzelnen Ansätze hinsichtlich ihrer Anwendbarkeit im Bergbaubetrieb
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differenziert betrachtet werden. So zeigt die sequentielle Indikator Simulation (SIS) ihre
Stärke bei der Simulation von schiefen oder multimodal verteilten Zufallsvariablen. Der
hohe Zeit- und Rechenaufwand den das Verfahren verursacht, da für die Schätzung der
lokalen Verteilungen mehrere Indikator-Kriging-Systeme gelöst werden müssen, ist jedoch
für eine praktikable Anwendung im industriellen Produktionsprozess nicht vertretbar.
Der Wahrscheinlichkeitsfeld (probability field) Simulations-Algorithmus, kurz p-field Al-
gorithmus zeigt zwar eine gute rechentechnische Performance, jedoch ist die Tatsache das
die bedingten Daten auch die lokalen Minima und Maxima festlegen für eine realitätsnahe
Lagerstättensimulation ungeeignet, da es unwahrscheinlich ist das diese durch die i.d.R.
schwache Beprobung der Lagerstätte erkannt wurden. Die Performance der Simulated
Annealing Methoden ist stark abhängig von der Art und Weise der Implementierung
des Verfahrens, im Vergleich zu anderen Ansätzen kann sie jedoch hinsichtlich der Effizi-
enz nicht konkurrieren. Daher wird dieser Ansatz auch zukünftig hauptsächlich für die
nachträgliche Optimierung bestehender Realisationen genutzt werden.
Die Methode der direkten sequentiellen Simulation nach A. Soares [Soa01] erfüllt aufgrund
des konzeptionell einfachen sequentiellen Ansatzes, sowie der relativ guten Simulations-
ergebnisse, welche in verschiedenen Anwendungsstudien [Soa05, RMB06, FSD06] im
Bergbau erreicht wurden, die wesentlichen Anforderungen an einen geeigneten Algorith-
mus. Vor allem der Verzicht auf die Transformation und Rücktransformation in bzw. aus
dem Gaußschen Raum, in Kombination mit dem gut erforschten sequentiellen Vorgehen,
lässt dieses Verfahren als besonders geeignet und robust erscheinen. Die unkomplizierte
Integration von Zusatzinformationen (Sekundärdaten) ist ein weiteres Argument, dass
für die Anwendung dieses Ansatzes spricht. Die fehlende Berücksichtigung des Proportio-
nalitätseffekts bei der Simulation, sowie der relative hohe Aufwand, welcher hinsichtlich
der Reproduktion des Histogramms betrieben werden muss, mindert jedoch etwas den
ansonsten guten Eindruck des Verfahrens. In Hinblick auf die Entwicklung eines robusten
anwenderfreundlichen Verfahrens erscheint der Ansatz der direkten Simulation daher als
bedingt geeignet für weitere Betrachtungen.
Ein weiterer geeigneter Ansatz, welcher auch bereits von Benndorf in einer komplexen
Anwendung im Braunkohlenbergbau genutzt wurde, basiert ebenfalls auf einer sequen-
tiellen Vorgehensweise, wobei es sich in diesem Fall um ein parametrisches Verfahren
handelt. Die generalisierte sequentielle Gaußsche Simulation (GSGS) [DL04], welche
eine Weiterentwicklung der sequentiellen Gaußschen Simulation (SGS) [Isa90] darstellt,
ist aufgrund des einfachen und mittlerweile weit verbreiteten sequentiellen Ansatzes,
sowie der guten rechentechnischen Performance, ein geeigneter Ausgangspunkt für eine
Erweiterung zur Berücksichtigung von Sekundärdaten.
Aufgrund der Bewertung existierender Ansätzen der geostatistischen Simulation auf Basis
der abgeleiteten Bewertungskriterien erscheint ein sequentieller Ansatz am geeignetsten.
Die Entscheidung darüber, ob ein parametrischer oder nichtparametrischer Ansatz genutzt
werden sollte, fällt zu Gunsten des parametrischen Ansatzes aus, obwohl beide Verfahren
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ihre Vor- und Nachteile haben. Durch die Annahme der Gaußschen Verteilung wird
in den meisten Fällen eine Transformation und spätere Rücktransformation der Daten
notwendig, und damit können möglicherweise Fehlerfaktoren in den Simulationsprozess
integriert werden. Darüber hinaus ist die Annahme einer Gaußschen Verteilung bei der
Betrachtung von räumlich korrelierten Extremwerten weniger geeignet. Eine direkte
Simulation macht die Transformation der Daten bzw. die spätere Rücktransformation der
Simulationsergebnisse überflüssig, da keine bestimmte Verteilungsannahme getroffen wer-
den muss. Dafür ist jedoch der Aufwand der betrieben werden muss, um die Reproduktion
des Histogramms zu garantieren, relative hoch, was sich negativ auf die rechentechnische
Effizienz des Verfahrens auswirkt. Ein Vergleich der Performance der beiden Verfahren
(SGS und DSS) mit Hilfe eines Testdatensatzes und Nutzung der Software SGeMS ergab
signifikante Unterschiede, hinsichtlich der Berechnungsdauer für die selbe Simulations-
aufgabe. Das DSS Verfahren benötigte demnach das ca. 7,5 fache der Zeit des SGS
Verfahren, bei welchem die so genannte Normaltransformation bereits integriert ist. Die
signifikant bessere Performance des parametrischen Ansatzes, sowie die Tatsache, dass
der in geowissenschaftlichen Daten häufig auftretende Proportionalitätseffekt durch die
Normaltransformation effektiv entfernt und durch die spätere Rücktransformation wieder
integriert wird, während dieser im Falle einer direkten Simulation keine Berücksichtigung
findet, resultiert in der Entscheidung den sequentiellen Gaußschen Ansatz weiterzuentwi-
ckeln. Konkret soll das bereits hinsichtlich der Effizienz verbesserte GSGS-Verfahren als
Grundlage für anforderungsrelevante Anpassungen genutzt werden. Diese Anpassungen
betreffen die Erweiterung des Algorithmus zur Berücksichtigung von Sekundärdaten, so
dass eine Ko-Simulation durchgeführt werden kann.
Die möglichen Ansätze zur Berücksichtigung von Sekundärdaten sind vielfältig und
wurden detailliert im Abschnitt 3.2 dargestellt. Die Dekorrelation voneinander abhän-
giger Variablen, durch eine Transformation in voneinander unabhängige Faktoren, ist
dabei eine interessante und einfach zu implementierende Möglichkeit Abhängigkeiten
zwischen Variablen zu berücksichtigen, ohne dabei die Komplexität der eigentlichen
Simulation zu erhöhen. Jedoch kann die Beschränkung dieser Transformation auf zwei
Variogrammstrukturen in der Praxis problematisch werden, da oft auch eine größere
Anzahl von Variogrammstrukturen für die Modellierung der räumlichen Zusammenhänge
in komplexen, sedimentartig ausgebildeten Lagerstätten notwendig sind. Für Variablen,
welche sich mit maximal zwei Variogrammstrukturen und einem linearen Modell der
Ko-Regionalisierung modellieren lassen, ist der Weg der Dekorrelation mittels MAF ein
durchaus effektiver Ansatz, welcher getestet werden sollte, da so dass Lösen komplexer
Ko-Kriging-Gleichungssyteme vermieden werden kann. Wenn dieser Ansatz jedoch nicht
geeignet erscheint bzw. die Anzahl der untereinander korrelierten Lagerstättenattribute
eher klein ist (Nv ≤ 3), muss bzw. kann auf eine klassische Ko-Simulation unter Nutzung
eines Ko-Regionalisierungsmodells zurückgegriffen werden. Dabei sollte es das Ziel sein
ein Ko-Regionalisierungsmodell zu wählen, welches eine Balance zwischen Zeitaufwand
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und der erreichbaren Genauigkeit bei der Reproduktion der räumlichen Zusammenhänge
herstellt. Denn der Zeitaufwand für die Modellierung der räumlichen Zusammenhänge
hat signifikanten Einfluss auf die Akzeptanz und die Umsetzung neuer Verfahren und
Methoden.
Für die Behandlung von Trends im Modellierungsprozess sind grundsätzlich alle drei
Ansätze anwendbar. Daher werden alle Ansätze in Kapitel 5.1.1.3 näher betrachtet und es
wird eine Auswahl für einen Praxisvergleich im Anwendungsbeispiel in Kapitel 6 getroffen.
Grundsätzlich erscheinen jedoch die beiden zuletzt genannten Ansätze hinsichtlich der
Sicherstellung der zu treffenden Stationaritätsannahme qualitativ besser geeignet für eine
Anwendung von geostatistischen Simulationsverfahren.
3.5 Aufgaben der Arbeit
Aus der Auswahl des GSGS-Algorithmus, als Basis der Weiterentwicklung, und den abge-
leiteten Anforderungen an den die zu entwickelnden 3D-Lagerstättenmodelle komplexer,
sedimentartig ausgebildeter Lagerstätten als Grundlage einer selektiven Rohstoffgewin-
nung können folgende Aufgaben der Arbeit definiert werden:
• Weiterentwicklung des GSGS-Algorithmus zur Berücksichtigung von Sekundärdaten
• Effiziente Implementierung des GSGS-Algorithmus und einer Erweiterungen zur
Berücksichtigung von Sekundärdaten
• Darstellung der Vorteilhaftigkeit des Ko-Simulationsansatzes
• Dokumentation der Prozesskette für zuverlässige Simulationsergebnisse
• Vergleich der Ansätze zur Behandlung von Trends im Modellierungsprozess
• Bereitstellung von Ansätzen zum praktikablen Aufbau von 3D-Lagerstättenmodellen
auf Basis simulierter Realisationen der form- und qualitätsbeschreibenden Lager-
stättenattribute
• Anwendung der entwickelten Ansätze im mitteldeutschen Braunkohlenbergbau für
die Lagerstättenmodellierung und zur Gewährleistung einer optimalen Erkundung
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Aus den Anforderungen (Kapitel 2) für eine Anwendung des Konzepts der geostatistischen
Simulation für die Modellierung komplexer, sedimentartig ausgebildeter Lagerstätten, als
Grundlage einer selektiven Rohstoffgewinnung, resultierte, dass die Bereitstellung von
effizienten Simulationsverfahren unter Berücksichtigung von Sekundärdaten erforderlich
ist. Nachdem in einem ersten Schritt die Grenzen und Möglichkeiten bereits existierender
Simulationsverfahren zur Anwendung auf komplexe, sedimentartig ausgebildete Lager-
stätten untersucht wurden, wird im nächsten Schritt der als geeignet identifizierte Ansatz
der Generalisierten Sequentiellen Gaußschen Simulation (GSGS) effizient implementiert
und um die fehlende Funktionalität zur Berücksichtigung von Sekundärdaten erweitert.
4.1 Generalisierte Sequentielle Gaußsche Simulation (GSGS)
Abb. 4.1: Gemeinsame lokale Nachbarschaft
einer Gruppe von 4 Rasterpunkten
(Quelle: Dimtrakopoulos und Luo
[DL04])
Die theoretischen Grundlagen der Genera-
lisierten Sequentiellen Gaußschen Simula-
tion (GSGS) wurden im Jahr 2004 durch
R. Dimitrakopoulos und X. Luo [DL04]
präsentiert.
Die Generalisierung der Sequentiellen
Gaußschen Simulation beruht auf der Aus-
nutzung der gemeinsamen lokalen Nach-
barschaft, eng beieinander liegender Ras-
terpunkte indem Gruppen von benach-
barten Punkten gemeinsam simuliert wer-
den. Das GSGS-Verfahren nutzt hierfür
das grundsätzliche sequentielle Vorgehens-
schema in Kombination mit dem Verfah-
ren der Kovarianzmatrix-Zerlegung (LU-
Zerlegung).
Als erster Schritt wird das Simulations-
raster DN in k Gruppen vj , j = 1, . . . , k
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benachbarter Rasterpunkten unterteilt und es wird definiert das Nj die Anzahl der
Rasterpunkte der ersten j Gruppen bezeichnet Nj =
∑j
i=1 vi ; j = 1, . . . , k ; N = Nk.
Der Index i steht dabei für die fortlaufende Nummerierung der einzelnen zu simulierenden
Rasterpunkte. Gemäß dem grundsätzlichen sequentiellen Ansatz kann eine multivariate
Wahrscheinlichkeitsdichtefunktion (pdf) f(u1, . . . , uN ; z1, . . . , zN |Λ0) einer Zufallsfunk-
tion Z(u) in Produkte univariater bedingter Verteilungen zerlegt werden. Für die k
Gruppen erfolgt demnach eine Zerlegung in Gruppen von Produkten univariater beding-
ter Verteilungen. Die Zerlegung der multivariaten Wahrscheinlichkeitsdichtefunktion (vgl.
Formel 3.2) stellt sich für die k Gruppen dann wie folgt dar:
f(u1, . . . , uN ; z1, . . . , zN |Λ0) ≈
N1∏
i=1
f(ui, zi |λi−1) · . . . ·
Nk∏
i=Nk−1+1
f(ui, zi |λi−1) (4.1)








Der Vektor der bedingten Erwartungswerte und die Kovarianzmatrix der jten Gruppe
DNj berechnen sich dabei wie folgt:
Nk∏
i=Nk−1+1
f(ui, zi |λi−1) j = 1, . . . , k














der Gruppe j berechnet:
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Cλj−1λj−1 ist die Kovarianzmatrix der bedingten Daten
Cjj ist die Kovarianzmatrix der zu simulierenden Punkte der jten Gruppe
Cλj−1j = Cjλj−1 beschreibt die Kovarianz zwischen bedingten Daten und den zu simu-
lierenden Punkten der jten Gruppe
Z(uNji |λi−1) = mj + Cjλj−1C
−1
λj−1λj−1
(Zλj−1 −mλj−1) + Lwj (4.5)
Dabei sind mj und mλj−1 die Vektoren der bedingten Mittelwerte der Gruppe Z(u
Nj
i )
und der Daten der Nachbarschaft λj−1, C−1λj−1λj−1 bezeichnet die Inverse der Kovari-
anzmatrix der bedingten Daten, Cjλj−1 beschreibt die Kovarianz zwischen der Gruppe
Z(uNji ) und der lokalen Nachbarschaft λi−1, Cjj bezeichnet die Kovarianzmatrix der
Gruppe j, Zλj−1 bezeichnet den Vektor der bedingten Daten in der Nachbarschaft λi−1
und wj ist ein Vektor von Zufallszahlen aus einer Standardnormalverteilung wj ∈ N(0, 1).
Der erste Term in Formel 4.5 repräsentiert den Vektor der bedingten Erwartungswerte
(Formel 4.2) der jten Gruppe, welcher dem Vektor der SK-Schätzwerte der Gruppe
entspricht und der zweite Term in Formel 4.5 repräsentiert den Vektor der simulierten
SK-Fehler. Das bedeutet, dass man eine bedingte Simulation durch Summation der
SK-Schätzwerte und der simulierten SK-Fehler erhält [JH78](S. 494-496).
Für ein Simulationsgitter mit N Gitterpunkten fällt bei näherer Betrachtung auf, dass
die SGS und die LU Zerlegung als spezielle Fälle des GSGS-Verfahrens angesehen werden
können, d.h. geht man von einer Gruppengröße v = 1 aus, entspricht der Algorithmus dem
SGS-Verfahren und nimmt man eine Gruppengröße von v = N an, dann entspricht der








angegeben werden, wobei N der Anzahl zu simulierender
Rasterpunkte entspricht, v ist die Anzahl an Rasterpunkten einer Gruppe und vmax ist
die maximale Anzahl an Daten in der lokalen Nachbarschaft der Gruppe.
Im Vergleich zum SGS-Verfahren stellt das GSGS-Verfahren damit eine deutliche Ver-
besserung hinsichtlich der Effizienz des Verfahrens dar. In [BD07a] wurde das Verfahren
bezüglich der Auswirkungen der Gruppengröße und der Größe der lokalen Nachbarschaft
auf das Simulationsergebnis untersucht. Grundsätzlich ergaben diese Untersuchungen,
dass die Anzahl der bedingten Daten in der lokalen Nachbarschaft mit zunehmender
Gruppengröße zu erhöhen sind. Kleine Gruppengrößen von 2 x 2 x 2 Rasterpunkten (3D)
bzw. 2 x 2 Rasterpunkten (2D) lieferten in diesen Untersuchungen die besten Ergebnisse.
Grundsätzlich muss die Gruppengröße, sowie die Größe der lokalen Nachbarschaft, jedoch
immer individuell an das zu simulierende Gebiet und das untersuchte Merkmal angepasst
werden. Abschließend sollen die grundlegenden Arbeitsschritte, die für eine Ausführung
des GSGS-Algorithmus erforderlich sind, zusammengefasst werden.
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Ausführung des GSGS-Algorithmus nach [DL04]:
1. Definition eines Simulationsgitters.
2. Unterteilung des Simulationsgitters DN in k Gruppen beieinanderliegen-
der Rasterpunkte.
3. Wähle einen zufälligen Pfad, welcher jede der k Gruppen genau einmal
besucht.
4. Definiere die lokale Nachbarschaft einer Gruppe λi−1.
5. Bestimme die Matrizen der Kovarianzen (C−1λj−1λj−1 , Cjλj−1 , Cjj) und
berechne den bedingten Vektor der Erwartungswerte und die bedingte
Kovarianzmatrix der Gruppe j (Formel: 4.2 und 4.3).
6. Erzeuge / Simuliere eine Realisierung einer Gruppe unter Nutzung der
LU-Zerlegung (Formel: 4.4 und 4.5).
7. Füge die eben simulierten Rasterpunkte dem bedingten Datensatz hinzu.
8. Gehe entlang des Pfades und wiederhole die Prozedur bis alle k Gruppen
simuliert wurden.
9. Um weitere Realisationen zu generieren, beginnt man mit der Definition
eines anderen zufälligen Pfades
4.2 Erweiterung des GSGS-Verfahrens zur Ko-Simulation
(CoGSGS)
Die Verwendung von zusätzlichen Informationen (Sekundärdaten) während des Simulati-
onsprozesses ist eine Funktionalität, welche durch den GSGS-Algorithmus bisher nicht
zur Verfügung gestellt wird. Für die Bearbeitung komplexer, sedimentartig ausgebildeter
Lagerstätten wird diese Integration jedoch gefordert, damit Informationen über die räum-
liche Korrelation zwischen verschiedenen Parametern der Lagerstätte zur Steigerung der
Schätzgenauigkeit genutzt werden können.
Die Ko-Simulation auf Basis des GSGS-Algorithmus soll als Generalisierte Sequentiel-
le Gaußsche Ko-Simulation (CoGSGS) bezeichnet werden. Es gibt grundsätzlich zwei
Möglichkeiten eine Ko-Simulation auf Basis des GSGS-Verfahrens durchzuführen.
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1. Der erste Ansatz beruht auf bereits existierenden Verfahren, deren Nutzung in dieser
Kombination noch nicht dokumentiert wurde. Der Ansatz aus der Kombination des
GSGS-Verfahrens und der MAF-Transformation beruht auf der Dekorrelation der
abhängigen Variablen durch eine Transformation in unabhängige Faktoren, welche
anschließend die Basis für eine unabhängige Simulation bilden.
2. Der zweite Ansatz stellt eine Erweiterung des GSGS-Verfahrens zur Ko-Simulation
unter Berücksichtigung von Sekundärinformationen in einem Ko-Regionalisierungsmodell
dar.
Der erste Ansatz erscheint vor allem interessant für den Fall, dass eine große Anzahl an
Parametern (Nv > 3) für eine gemeinsame Simulation genutzt werden soll, da sich die
daraus ergebende Komplexität des Problems so deutlich minimieren lässt. Der zweite
Ansatz erscheint im Kontext einer praxisrelevanten Anwendung nur für die gemeinsame
Betrachtung weniger Merkmale (Nv ≤ 3) anwendbar zu sein. In den nächsten beiden
Abschnitten sollen beide Möglichkeiten detaillierter betrachtet werden.
4.2.1 Ko-Simulation unter Nutzung der Minimum/Maximum
Autokorrelationsfaktoren (MAF) Transformation
Für diese erste Möglichkeit der Ko-Simulation sind keine Änderungen des GSGS Algo-
rithmus notwendig, da die Simulation der transformierten Faktoren unabhängig von-
einander ist, d. h. wir nutzen den GSGS-Algorithmus wie im Abschnitt 4.1 beschrie-
ben. Der einzige Unterschied liegt darin, dass nicht der Vektor von Zufallsfunktionen
Z(u) = [Z1(u), Z2(u), . . . , Zn(u)] sondern die transformierten unabhängigen Faktoren
Y (u) = Z(u) ·A simuliert werden. Für die Transformation der korrelierten Variablen soll
die im Abschnitt 3.2 bereits kurz vorgestellte Minimum/Maximum Autokorrelationsfak-
toren (MAF) Transformation genutzt werden.
Für die Berechnung der MAF können dabei grundsätzlich zwei Ansätze unterschieden
werden. Der erste datenbasierte Ansatz beruht darauf, dass die Faktoren aus den zur
Verfügung stehenden Probedaten berechnet werden, die Modellierung von Kreuzvario-
grammen ist daher für diesen Ansatz nicht nötig [DD00]. Die MAF zeigen jedoch nur eine
vernünftige Dekorrelation, wenn maximal zwei geschachtelte Strukturen in einem linearen
Modell der Ko-Regionalisierung vorliegen. Vermeidet man also die Modellierung der
Kreuzvariogramme und die Anpassung eines Ko-Regionalisierungsmodells, so kann dies
zu nicht bestimmbaren Fehlern führen [VGD03a] und der Nachweis einer korrekten Repro-
duktion der räumlichen Abhängigkeiten zwischen den involvierten Variablen ist schwierig.
Der zweite Ansatz ist modellbasiert, für die Berechnung der MAF sind nur die nume-
rischen Ko-Regionalisierungsmatrizen erforderlich. Die Ko-Regionalisierungsmatrizen
sind natürlich erst nach der umfangreichen Modellierung der Kreuzvariogramme und
der Anpassung eines linearen Modells bekannt. Das bedeutet Vorteile, hinsichtlich des
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Modellierungsaufwandes, bietet im wesentlichen nur der datenbasierte Ansatz. Dieser
Ansatz bildet auch die Grundlage für existierende Implementierungen, wie z.B. in der
kommerziellen Software Isatis, und soll daher anschließend detailliert vorgestellt werden.
Die MAF-Transformation wurde ursprünglich für Fernerkundungsanwendungen von P.
Switzer und A. A. Green [SG84] entwickelt und später durch A. J. Desbarats and R.
Dimitrakopoulos [DD00] im geostatistischen Kontext betrachtet. In diesem Kontext stellt
sich die Methode wie folgt dar [DD00].
Das Ziel ist die Transformation eines n-dimensionalen Vektors von Zufallsfunktionen
Z(u) = [Z1(u), Z2(u), . . . , Zn(u)]T in einen n-dimensionalen Vektor orthogonaler
Faktoren Y (u) = [Y1(u), Y2(u), . . . , Yn(u)]T , so dass jede Transformation Yj(u) eine
größere räumliche Korrelation als die zuvor bestimmte Transformation Yi(u) aufweist
(i < j). Dabei lassen sich alle MAF Yi(u) als lineare Kombination des originalen
Beobachtungsvektors Z(u) ausdrücken.
Yi(u) = aTi Z(u) mit i = 1, . . . , n (4.6)
Die Vektoren der Koeffizienten aTi lassen sich nach [SG84] durch die Bestimmung der
Eigenvektoren der nicht symmetrischen Matrix B∆B−1 mit
B∆ = Cov [Z(u)− Z(u+ ∆), Z(u)− Z(u+ ∆)] = 2ΓZ(∆)
B = Cov [Z(u), Z(u)]
bestimmen. D. h. B ist die Kovarianzmatrix von Z(u), B∆ ist die Kovarianzmatrix
bzgl. eines Abstandes∆ und ΓZ(∆) ist die Variogrammmatrix der Differenzen bzgl. eines
Abstandes ∆.
Der n-dimensionale Vektor von stationären Zufallsfunktionen Z(u) kann nun in eine
unkorrelierte Signal- S(u) und eine Störkomponente N(u) zerlegt werden Z(u) =
S(u) +N(u), so dass sich für die Komponenten folgende Kovarianzmatrizen ergeben:
Cov [N(u),N(u)] = CN (0) = B0
Cov [S(u),S(u)] = CS(0) = B1
Cov [Z(u),Z(u)] = CZ(0) = B0 +B1 = B
Unter der Annahme eines intrinsischen Modells der Ko-Regionalisierung für die Komponen-
ten S(u) und N(u) kann Z(u) selbst durch ein lineares Modell der Ko-Regionalisierung
mit zwei Strukturen ρ0(h) und ρ1(h) beschrieben werden. Dabei gilt für die beiden räumli-
chen Korrelationsfunktion, dass ρ0(h) < ρ1(h) für h > 0. Wenn N(u) eine Nugget-Effekt
Struktur hat, dann gilt ρ0(h) = δ(h) = 1 wenn h = 0, ansonsten gilt δ(h) = 0.
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Die räumlichen Kovarianzmatrizen ergeben sich damit wie folgt:
Cov [N(u),N(u+ h)] = CN (h) = B0ρ0(h)
Cov [S(u),S(u+ h)] = CS(h) = B1ρ1(h)
Cov [Z(u),Z(u+ h)] = CZ(h) = B0ρ0(h) +B1ρ1(h)
Damit ergibt sich für die Kovarianzmatrix CZ(∆) bzw. die Variogrammmatrix ΓZ(∆)
der Differenzen (Z(u)− Z(u+ ∆)) bzgl. eines kleinen Abstandes ∆ mit
2ΓZ(∆) = Cov [Z(u)− Z(u+ ∆), Z(u)− Z(u+ ∆)]
= 2 (Cov [Z(u),Z(u)]−Cov [Z(u),Z(u+ h)])
= 2 (1− ρ1(∆))B + 2 (ρ1(∆)− ρ0(∆))B0 (4.7)
Das Produkt von Gleichung 4.7 mit der inversen Matrix B−1 kann dann auch mit Hilfe
der Matrix der Eigenvektoren AT und der Diagonalmatrix der Eigenwerte Λ angegeben
werden.




Dabei wird vorausgesetzt, dass die Eigenwerte auf der Diagonalen von Λ in absteigender
Reihenfolge geordnet und die Eigenvektoren AT normalisiert sind, so dass ATBA = I
gilt. Multipliziert man nun Gleichung 4.8 mit dem Matrixprodukt BA erhält man
(1− ρ1(∆)) I + (ρ1(∆)− ρ0(∆))ATB0A =
Λ
2 (4.9)
und durch den Vergleich der Gleichungen 4.8 und 4.9 und durch umsortieren der Terme,
ist ersichtlich, dass die Eigenvektoren von 2ΓZ(∆)B−1 und B0B−1 gleich und damit
unabhängig vom Abstand ∆ sind. Damit ist die MAF-Transformation definiert durch
Y (u) = ATZ(u) mit E [Z(u)] = 0.
Um sicher zu gehen, dass die Matrix AT die erforderliche Transformationsmatrix ist,
soll die Unkorreliertheit der Faktoren bzgl. des Abstandes 0 und ∆ gezeigt werden.
Diese Unkorreliertheit muss unabhängig vom gewählten Ko-Regionalisierungs-Modell
mindestens für diese Abstände erfüllt sein. Für den Abstand 0 lässt sich zeigen, das die
Kovarianzmatrix der Faktoren Y (u) gleich der Einheitsmatrix I ist, das bedeutet die
Faktoren Yi sind unabhängig voneinander.
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Für den Abstand ∆ ergibt sich die Kovarianzmatrix mit
Cov [Y (u), Y (u+ ∆)] = E [Y (u) · Y (u+ ∆)] = ρ1(∆)I−(ρ1(∆)−ρ0(∆))ATB0A
(4.11)
und durch Kombination der Gleichung 4.9 und 4.11 kann man zeigen, dass die Elemente
der Kovarianzmatrix bzgl. des Abstandes ∆ nur auf der Hauptdiagonalen größer Null
sind.




Unter der Annahme eines linearen Modells der Ko-Regionalisierung lässt sich darüber
hinaus zeigen, dass die Faktoren untereinander unkorreliert bzgl. aller möglichen Abstände
h sind.
P. Switzer und A. A. Green [SG84] beschrieben nun noch einen Ansatz zur Gewinnung der
Matrix der Eigenvektoren AT und Eigenwerte Λ, welcher ohne spektrale Zerlegung einer
nicht-symmetrischen Matrix durchführbar war. Dieser Ansatz, welcher auf der sukzessiven
Ausführung von zwei Eigenwert-Eigenvektor Zerlegungen symmetrischer Matrizen beruht,
stellt sich wie folgt dar:
1. Berechnung der spektralen Zerlegung der symmetrischen Matrix B = HDHT
in eine Matrix orthonormaler Eigenvektoren H und eine Diagonalmatrix D der
Eigenwerte.
2. Berechnung der transformierten Variable V (u) = W TZ(u) mit W = HD−
1
2 so,
dass W TBW = I gilt.
3. Berechnung der Variogrammmatrix ΓV (∆) des Differenzenvektors (V (u)−V (u+∆))
für den Abstand ∆(Vgl. Gleichung 4.7), für welchen die Korrelation minimiert wird.
Für den Abstand ∆ sollte i.d.R. der mittlere Probenabstand gewählt werden.
2ΓV (∆) = Cov [V (u)− V (u+ ∆), V (u)− V (u+ ∆)]
= 2 (1− ρ1(∆)) I + 2 (ρ1(∆)− ρ0(∆))W TB0W (4.13)
4. Berechnung der spektralen Zerlegung der Variogrammmatrix ΓV (∆) des Differen-
zenvektors (V (u)− V (u+ ∆)) in eine Matrix orthonormaler Eigenvektoren C und
eine Diagonalmatrix Λ der Eigenwerte.




Die Umstellung der Gleichung 4.14 führt zu folgender Gleichung.
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Die Gleichung 4.15 ist identisch mit Gleichung 4.9, wenn A = WC. Die gesuchte
Transformationsmatrix AT kann demnach wie folgt bestimmt werden.
AT = CTW T = CTD−
1
2HT (4.16)
Die MAF-Transformation kann also wie folgt definiert werden.





Abschließend sollen die grundlegenden Arbeitsschritte, die für die Ausführung einer
Ko-Simulation auf Basis unabhängiger Faktoren erforderlich sind, zusammengefasst
werden.
Ko-Simulation unter Nutzung der Minimum/Maximum
Autokorrelationsfaktoren (MAF) Transformation:
1. Normalisierung der Variablen (Transformation in Normalverteilung),
2. Generierung der nicht-korrelierten MAF,
3. Variogrammmodellierung für alle MAF,
4. Bedingte Simulation der einzelnen MAF mit einer beliebigen Gaußschen
Simulationsmethode,
5. Rücktransformation der simulierten MAF in Vektor der normalverteilten
Zufallsvariablen,
6. Rücktransformation in Originalverteilung der Daten.
Wie bereits zu Beginn erwähnt, erscheint dieser Ansatz in der Praxis vor allem dann
interessant, wenn eine große Anzahl von Merkmalen einer Lagerstätte gleichzeitig be-
trachtet werden sollen. Wobei die räumlichen Beziehungen zwischen den Merkmalen
zuvor ausreichend analysiert werden sollten, damit die Methodik nur für die Modellierung
geeigneter Zusammenhänge genutzt wird. Als Beschränkung der Anwendbarkeit sind die
Nichtlinearität räumlicher Korrelationsbeziehungen und die Begrenzung auf maximal
zwei Strukturen in einem linearen Modell der Ko-Regionalisierung zu nennen.
4.2.2 Ko-Simulation abhängiger Variablen eines
Ko-Regionalisierungs-Modells
Die Ko-Simulation abhängiger Variablen eines Ko-Regionalisierungs-Modells soll für den
Fall betrachtet werden, dass für die Simulation einer primären Variable zusätzliche Varia-
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blen (sekundäre Variablen) genutzt werden, welche über eine räumliche Kreuzkorrelation
zu dieser in Beziehung stehen. Diese Einbeziehung von Sekundärinformationen erfordert
die Modellierung eines Ko-Regionalisierungs-Modells (siehe Anhang A.3). Für die An-
wendung des CoGSGS Verfahrens bedeutet dies, dass für die Simulation der einzelnen
Gruppen neben den Werten der Primärvariable z1 auch Werte der Sekundärvariablen zn
mit n > 1 aus der lokalen Nachbarschaft der betreffenden Gruppe λi−1 berücksichtigt
werden müssen, d.h.
Zλi−1 = [z1(uα1), . . . , z1(uαn), . . . , zn(uβ1), . . . , zn(uβn)]
T
.
Die Simulation der Rasterpunkte einer Gruppe j, erfolgt letztlich wieder wie in Gleichung
4.2 - 4.5 dargestellt, jedoch müssen neben den Vektoren der bedingten Daten Zλi−1 und
der bedingten Mittelwerte mλj−1 der lokalen Nachbarschaft auch die Kovarianzmatrizen
Cλj−1λj−1 und Cjλj−1 angepasst werden. Die Kovarianzmatrix der bedingten Daten der
lokalen Nachbarschaft einer Gruppe setzt sich für Nv korrelierte Variablen dann aus den
folgenden Teilmatrizen zusammen.
Cλj−1λj−1 =
 C11 · · · C1N... . . . ...
CN1 · · · CNN

Auf der Hauptdiagonalen stehen die Nv Autokorrelationsmatrizen Cii der Daten der
beteiligten Variablen und auf den Nebendiagonalen sind die (Nv ((Nv + 1)/2)) − Nv
Kreuz-Korrelationsmatrizen Cij zu finden.
Der erste Term in Formel 4.5 repräsentiert wieder den Vektor der bedingten Erwar-
tungswerte (Formel 4.2) der jten Gruppe, welcher in diesem Fall dem Vektor der SCK-
Schätzwerte der Gruppe entspricht und der zweite Term in Formel 4.5 repräsentiert
diesmal den Vektor der simulierten SCK-Fehler.
Verallgemeinert lässt sich feststellen, dass sich aus verschiedenen Gründen ein deutlicher
Mehraufwand bei der Generierung von Realisationen einer Lagerstätte ergibt. Zum einen
müssen zunächst bis zu Nv ((Nv + 1)/2) Variogramme und Kreuzvariogramme modelliert
und ein geeignetes Modell der Ko-Regionalisierung angepasst werden. Und darüber hinaus
steigt auch der rechentechnische Aufwand der Berechnung, da die zu lösenden Ko-Kriging-
Gleichungssysteme (SCK) deutlich größer sind. Und nicht zuletzt ergibt sich ein zeitlicher
Mehraufwand aufgrund der aufwändigeren Validierung der Simulationsergebnisse.
Für die praxisrelevante Anwendung der Methode bedeutet dies daher, dass die Anzahl
der integrierten Variablen theoretisch zwar unbegrenzt ist, in der Praxis jedoch erscheint
eine Verwendung von mehr als 3 Variablen als nicht mehr sinnvoll. Zumal man durch
eine größere Anzahl involvierter Variablen nicht zwangsläufig auch von mehr relevanten
Informationen ausgehen kann. In der Praxis ist es oftmals bereits eine Herausforderung
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auch nur eine Sekundärvariable sinnvoll zu nutzen, um die Genauigkeit einer Schätzung
zu erhöhen. Dies liegt unter anderem auch daran, dass man aufgrund der Modelle
der Ko-Regionalisierung immer von einer linearen Korrelation zwischen den Variablen
ausgeht. Diese Annahme ist jedoch im Kontext der Lagerstättenmodellierung nicht
grundsätzlich immer geeignet, eine intensive Datenanalyse ist daher die Voraussetzung
für eine erfolgreiche Anwendung von Ko-Simulationsverfahren.
4.3 Effiziente Implementierung geostatistischer
Simulations-Verfahren
4.3.1 Software SGeMS
Die Basis für die Implementierung von effizienten Simulationsverfahren soll die quelloffene
und frei verfügbare Software SGeMS (Stanford Geostatistical Modeling Software1) zur
Verfügung stellen. Die Software bietet eine intuitive graphische Benutzeroberfläche, ein
interaktives 3D-Visualierungstool, sowie eine große Auswahl bereits implementierter
Algorithmen [NR09]. Die Implementierung von SGeMS selbst basiert dabei auf der eben-
falls quelloffenen und frei verfügbaren C++ Bibliothek GsTL (Geostatistical Template
Library2). Darüber hinaus nutzt SGeMS die folgenden Ressourcen:
• Qt-Bibliothek3: C++ - Klassenbibliothek für die plattformübergreifende Program-
mierung grafischer 2D-Benutzeroberflächen.
• Boost-Bibliothek4: Die C++ - Bibliothek setzt sich aus einer Vielzahl von portablen
und allgemein anwendbaren Unterbibliotheken zusammen, welche unterschiedlichs-
ten Aufgaben dienen. Gemeinsam ist ihnen das Ziel der Produktivitätssteigerung
beim Programmieren mit C++.
• Coin3D-Visualisierungstoolkit5: Das Visualisierungsframework ist in C++ ge-
schrieben und baut auf OpenGL6 auf.
• SIMVoleon-Bibliothek7: Ist eine Zusatzbibliothek zu Coin3D für das Volumen-
Rendering.
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Abb. 4.2: Programmablaufplan für
die Ausführung eines
SGeMS-Plug-in
Die Software SGeMS bietet sich vor allem aufgrund
der guten Erweiterungsmöglichkeiten durch den in-
tegrierten Plug-in Mechanismus als Basis für ei-
gene Entwicklungen an, d.h. es können Plug-ins
programmiert werden, welche neue geostatistische
Algorithmen, neue Datenstrukturen oder auch neue
Import/Export Filter zur Verfügung stellen. Als
Programmiersprache kommt dabei C++ zum Ein-
satz. Der Aufbau und die notwendigen Komponen-
ten für ein SGeMS-Plug-in sollen nachfolgend nun
kurz beschrieben werden.
Ein Plug-in besteht grundsätzlich aus 2 Komponen-
ten,
• einer dynamischen Bibliothek (*.dll-Datei)
[Dynamic Link Library]
• und einer Beschreibung der graphischen Be-
nutzeroberfläche (*.ui-Datei) [User Interface].
Die Generierung der graphischen Benutzeroberflä-
che und die Definition der Nutzereingaben sind
der erste Schritt zur Implementierung eines neuen
Plug-in. Für die Erstellung der graphischen Benut-
zeroberfläche (*.ui-Datei) bietet sich die Nutzung
der Software Qt-Designer an, welche zusammen mit
der Qt-Bibliothek angeboten wird. Die Datei kann
jedoch auch nur mit Hilfe eines Texteditors erstellt
werden.
Der zweite wesentliche Schritt zur Erstellung eines
Plug-in ist die Erstellung einer neuen Klasse und
Neudefinition der notwendigen virtuellen Funktio-
nen. Die neue Klasse ist von der Klasse Geostat_algo abgeleitet. Die neu zu definierenden
virtuellen Funktionen sind die initialize-, execute- und name-Funktion. Die initialize-
Funktion empfängt die Nutzereingaben und führt eine Vollständigkeits- und Plausibi-
litätskontrolle durch. Wenn keine Probleme erkannt werden, erfolgt die Initialisierung
der Eingangsparameter des Algorithmus und die execute-Funktion wird aufgerufen. Die
execute-Funktion enthält den eigentlichen Algorithmus und führt diesen mit den zuvor in-
itialisierten Parametern aus. Die name-Funktion spezifiziert den Namen des Algorithmus.
Die Abbildung 4.2 zeigt den allgemeinen Programmablauf für die Ausführung eines Plug-
ins in der Software SGeMS. Eine detaillierte Dokumentation der Klassen und Funktionen
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ist in der Online-Dokumentation9 zu finden. Als abschließender Schritt wird zum Schluss
die dll-Datei kompiliert und zusammen mit der ui-Datei in den SGeMS-Programmordner
plugins/Geostat kopiert.
4.3.2 Parallelisierung mit OpenMP®
Aktuelle Desktop-Rechner verfügen heutzutage in der Regel über so genannte Mehrkern-
prozessoren, darunter versteht man einen Mikroprozessor mit mehr als einem vollständigen
Hauptprozessor auf einem einzigen Chip. Solche Systeme stellen parallele Rechenleistung
bereit, so dass mehrere Threads10 gleichzeitig bearbeitet werden können. Um derartige
parallele Rechenleistung effizient ausnutzen und somit die Ausführungszeit eines Pro-
gramms senken zu können, sind jedoch parallele Programmiertechniken erforderlich. Das
bedeutet, eine Anwendung muss so modifiziert werden, dass sie komplett oder auch nur in
Teilen gleichzeitig auf mehreren Prozessoren als Threads ausgeführt werden kann. Dazu
gibt es grundsätzlich zwei Parallelisierungsstrategien:
1. SMP (Shared-Memory-Programmierung) und
2. MPI (Message-Passing-Interface-Programmierung).
In der Shared-Memory-Programmierung erfolgt die Parallelisierung entweder automatisch
durch Compiler-Optionen oder direkt mit Parallelisierungs-Direktiven bzw. durch die
Verwendung von parallelen mathematischen Bibliotheken in der Anwendung. Bei der
Message-Passing-Programmierung wird das Problem zerlegt und auf alle Prozessoren
verteilt. Jeder Prozessor rechnet lokal und kommuniziert über optimierte MPI-Funktionen
mit den anderen Prozessoren.
Auf Systemen mit gemeinsamem Speicher, wie z.B. auf aktuellen Desktop-Rechnern mit
Mehrkernprozessoren, bietet sich für eine Parallelisierung die Anwendung von OpenMP an.
OpenMP (Open specifications for Multi Processing) ist eine Spezifikation bzw. Program-
mierschnittstelle mit deren Hilfe Parallelität (SMP) in C, C++ oder Fortran-Programmen
spezifiziert werden kann. Hierfür hält OpenMP Compiler-Direktiven, Bibliotheksfunktio-
nen und Umgebungsvariablen bereit. Das bedeutet, dass die jeweilige Programmiersprache
um Konstrukte erweitert wird, welche eine Arbeitsaufteilung zwischen parallel laufenden
Threads, eine Synchronisation dieser Threads, sowie den gemeinsamen oder getrennten
Zugriff auf Daten, ermöglichen.
Einzelne Bereiche eines seriell entwickelten Programms können durch das Einfügen we-
niger Direktiven parallelisiert werden (inkrementelles Parallelisieren), d. h. dass anders
als bei vielen alternativen Ansätzen der Parallelisierung nur minimale Änderungen am
9http://sgems.sourceforge.net/old/doc/html/index.html
10Ein Thread bezeichnet in der Informatik einen Ausführungsstrang oder eine Ausführungsreihenfolge in
der Abarbeitung eines Programms. (Quelle: Wikipedia)
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ursprünglich seriellen Quellcode nötig sind. Da die Implementierung der Simulationsal-
gorithmen auf Basis bestehender serieller Programmbibliotheken und Quellcode erfolgt,
erschien dieser Ansatz besonders geeignet. Ein weiterer Vorteil von OpenMP ist die
korrekte Programmausführung auch im Falle, dass das System OpenMP nicht unterstützt.
In diesem Fall ignoriert der Compiler die OpenMP-Direktiven und führt das Programm
seriell aus. Es sind also keine Änderungen am Quellcode notwendig.
Abb. 4.3: Das Fork-Join-Prinzip
Grundlage von OpenMP ist die neben-
läufige Abarbeitung von parallelen Berei-
chen durch parallel arbeitende Threads,
die nach einem Fork-Join-Prinzip erzeugt
und beendet werden [RR07]. Das bedeu-
tet ein Programm wird zunächst nur von
einem einzigen Thread alleine und sequen-
tiell ausgeführt. Erreicht dieser Thread
bei der Ausführung des Programmcodes
dann einen Programmabschnitt, der mit-
tels OpenMP parallelisiert wurde, so gabelt
sich die Ausführung in mehrere Threads
auf (engl. fork). Am Ende des parallelen
Abschnittes im Quellcode wird die Ausfüh-
rung dann wieder zusammen geführt (engl. join). Die Abbildung 4.3 verdeutlicht dieses
Prinzip.
Auf die Darstellung der Details zu den spezifischen Compiler-Direktiven sowie der Grund-
lagen der Koordination und Synchronisation von Threads soll an dieser Stelle verzichtet
werden, da hierfür bereits ausreichend gute Literatur, wie z. B. [HL08] existiert. Die
umfangreiche und gute Dokumentation der OpenMP Programmierschnittstelle ermöglicht
somit einen relativ einfachen Einstieg in die parallele Programmierung.
4.3.3 Implementierung des GSGS- und CoGSGS-Verfahren
Im Rahmen dieser Arbeit wurde zum einen das univariate GSGS-Verfahren implementiert
und zum anderen das CoGSGS-Verfahren für die Simulation einer primären Variable unter
Nutzung von Sekundärdaten. Die Implementierung des CoGSGS-Verfahrens beschränkt
sich dabei auf nur eine Sekundärvariable. Eine Erweiterung um weitere Sekundärvaria-
blen ist jedoch ohne weiteres möglich. Jedoch ist im Falle einer größeren Anzahl von
Sekundärvariablen der Ansatz der MAF-Transformation zu bevorzugen, da hierbei die
komplexe Modellierung der Ko-Regionalisierung entfällt. Die MAF-Transformation ist
z.B. in der kommerziellen Software Isatis® der Firma Geovariances implementiert bzw.
kann mit Hilfe von Softwarelösungen, wie z.B. Matlab®, durchgeführt werden.
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Das CoGSGS-Verfahren wurde für die Nutzung eines LMC oder eines der beiden Markov
Modelle (MM1/MM2) implementiert, dabei muss jedoch angemerkt werden, dass die
Nutzung der Markov Modelle nur bei einer Gruppengröße von 1 x 1 x 1 Rasterpunkten
geeignet ist. Im Falle größerer Gruppen wird nur der Punkt der Sekundärdaten genutzt,
der dem Mittelpunkt der Gruppe am nächsten liegt. Dies ist jedoch eigentlich keine
geeignete Annahme, da dieser Punkt der Sekundärdaten im Ko-Kriging-Gleichungsystem
für alle unbekannten Punkte, unter der Annahme des Abstandes h = 0, genutzt wird.
Für eine korrekte Verwendung aller "collocated" Sekundärdaten der unbekannten, zu
simulierenden Orte müssten die Kovarianzen der Sekundärdaten selbst wieder durch ein
Modell beschrieben werden, da der Abstand h = 0 nur für einen der unbekannten Punkte
angenommen werden kann. Die Reduzierung des genutzten Umfangs der Sekundärdaten
im Falle größerer Gruppen, zeigt sich letztlich in einer ungenügenden Reproduktion der
Korrelation der betrachteten Variablen. In der Abbildung 4.10 im Abschnitt 4.3.4 wird
dies anhand einer beispielhaften Anwendung des CoGSGS Verfahrens unter Nutzung des
Markov Modell (MM1) für verschiedene Gruppengrößen gezeigt.
Beide Simulationsalgorithmen GSGS und CoGSGS wurden unter Nutzung einer Paralleli-
sierungsstrategie, welche mit Hilfe von OpenMP umgesetzt wurde, als Plug-in für die Open
Source Software SGeMS programmiert. Das Ziel der Parallelisierung war die Steigerung
der Effizienz des Verfahrens. Die Parallelisierung von Rechenschritten geht jedoch grund-
sätzlich auch mit einem zusätzlichen Mehraufwand für das Thread-Management einher.
Darüber hinaus ist zu berücksichtigen, dass nicht alle Berechnungsschritte unabhängig
voneinander ausführbar sind. Für die Wahl einer geeigneten Parallelisierungsstrategie
sind daher verschiedene Faktoren zu berücksichtigen. Grundsätzlich sind folgende drei
Parallelisierungsansätze denkbar:
1. Parallelisierung der Simulation der Gitterpunkte jeder Gruppe
2. Parallelisierung der Simulation der Gruppen einer Realisation
3. Parallelisierung der Simulation der unabhängigen Realisierungen
Die erste Möglichkeit stellt das unterste Level einer möglichen Parallelisierung dar. Die
Berechnungsschritte zur Simulation jeder einzelnen Gruppe werden dabei auf mehrere
Threads aufgeteilt. Da die Größe der zu lösenden Teilprobleme für die Berechnung
einer einzelnen Gruppe im Verhältnis zum Gesamtproblem jedoch äußerst gering ist,
steht der Mehraufwand für die Verwaltung der Threads in keinem guten Verhältnis zu
den möglichen Laufzeitvorteilen, das bedeutet die Effizienz des Verfahrens kann nur in
geringen Maße gesteigert werden.
Die zweite Möglichkeit betrachtet die Parallelisierung der Simulation der Gruppen einer
Realisation. Bei diesem Ansatz besteht die Problematik das Gruppen nur dann simultan
in verschiedenen Threads simuliert werden können, wenn diese auch räumlich unabhängig
voneinander sind, d. h. die Suchellipsen der lokalen Nachbarschaft der einzelnen Gruppen
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darf sich nicht mit gleichzeitig betrachteten Gruppen überschneiden. Dieser Ansatz ist
daher nur geeignet, wenn die Reichweiten der zu simulierenden Parameter deutlich kleiner
als die Ausdehnung des zu simulierenden Gebietes sind.
Die dritte Möglichkeit basiert auf der Parallelisierung der Berechnung der einzelnen
Lagerstätten-Realisierungen. Da nach der Theorie jede Realisation als unabhängig angese-
hen wird, ist eine simultane Berechnung von mehreren Realisationen ohne Einschränkun-
gen möglich. Diese Unabhängigkeit der parallelisierten Berechnungsschritte hat darüber
hinaus den Vorteil, dass die einzelnen Threads nicht miteinander kommunizieren müssen,
was wiederum den Mehraufwand für das Thread-Management gering hält.
Für die im Rahmen dieser Arbeit entstandenen Implementierungen wurde der dritte
Ansatz genutzt, da hier der größtmögliche Laufzeitvorteil zu erwarten war. Es folgt nun
eine Darstellung der wesentlichen Schritte beider Verfahren.
Der erste Schritt ist die Definition der Eingangsparameter im Nutzerinterface des SGeMS-
Plug-in durch den Anwender Tabelle 4.1 (GSGS) und Tabelle 4.2 (CoGSGS). Anschließend
erfolgt innerhalb der initialize-Funktion eine Vollständigkeits- und Plausibilitätskontrolle
der Nutzereingaben, verläuft diese erfolgreich werden die Parameter des Simulations-
algorithmus mit den Nutzereingaben initialisiert und die Ausführung des Algorithmus
beginnt, indem die execute-Funktion gestartet wird. Die wesentlichen Berechnungsschritte
des Simulationsalgorithmus sind nachfolgend aufgeführt.
Parameter Beschreibung
grid Definition des Simulationsgitters
namesim Bezeichnung des simulierten Merkmals auf dem Simulationsgitter
nreal Anzahl der Realisationen
seed Zufallszahl für die Initialisierung des Zufallspfades
groupsize Dimension einer Gruppe - Anzahl der Gitterzellen in X-, Y- und
Z-Richtung
harddata Definition der Probedaten des zu simulierenden Merkmals
assignharddata Übertragung der Probedaten auf das Simulationsgitter für
Performancesteigerung [Ja/Nein]
searchellipsoid Definition der Suchellipse (Reichweiten und Winkel)
maxdata maximalen Anzahl bedingter Daten in der lokalen Nachbarschaft
varmodel Definition des Variogramm-Modells
Tab. 4.1: Nutzereingaben für den GSGS-Algorithmus
Ausführung des GSGS-Algorithmus:
• Einteilung des Simulationsgitters in k-Gruppen benachbarter Gitterpunkte
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• Bestimmung der nk-unbekannten Gitterpunkte für jede der k-Gruppen
• Generierung von Variablen zur Speicherung der nreal-Realisationen
• Generierung und Speicherung des Zufallspfades jeder Realisation, welcher alle k-
Gruppen genau einmal besucht.
———— parallele Ausführung durch mehrere Threads ————
• Gehe für jede der nreal-Realisationen entlang des Zufallspfades und bestimme die
Daten dk (Probepunkte + bereits zuvor simulierte Punkte) der lokalen Suchnach-
barschaft λi−1 der zu simulierenden Gruppe k aus den zur Verfügung stehenden
bedingten Daten Λi−1.






und Anwendung der Methode der LU-Zerlegung zur Simulation der unbekannten
Punkte nk der Gruppe k.
• Hinzufügen der nk simulierten Gitterpunkte zum bedingten Datensatz Λi−1.
———— Ende der parallelen Ausführung ————
Wenn alle k-Gruppen für jede der nreal-Realisationen simuliert wurden, ist die Ausführung
beendet und die Ergebnisse können validiert und visualisiert werden.
Ausführung des CoGSGS-Algorithmus:
• Einteilung des Simulationsgitters in k-Gruppen benachbarter Gitterpunkte
• Bestimmung der nk-unbekannten Gitterpunkte der Primärvariable für jede der
k-Gruppen
• Generierung von Variablen zur Speicherung der nreal-Realisationen
• Generierung und Speicherung eines Zufallspfades, welcher alle k-Gruppen genau
einmal besucht.
———— parallele Ausführung durch mehrere Threads ————
• Gehe für jede der nreal-Realisationen entlang des Zufallspfades und bestimme die
Daten der Primärvariable d1k (Probepunkte + bereits zuvor simulierte Punkte)
und Sekundärvariable d2k (Probepunkte) der lokalen Suchnachbarschaft λi−1 der zu
simulierenden Gruppe k aus den zur Verfügung stehenden bedingten Daten Λ1i−1
bzw. Λ20 .
• Generierung der Kovarianzmatrix Ck für die Gruppe k und Anwendung der Methode





























• Hinzufügen der nk simulierten Gitterpunkte zum bedingten Datensatz Λ1i−1.
———— Ende der parallelen Ausführung ————
Wenn alle k-Gruppen für jede der nreal-Realisationen simuliert wurden, ist die Ausführung
beendet und die Ergebnisse können validiert und visualisiert werden.
Parameter Beschreibung
grid Definition des Simulationsgitters
namesim Bezeichnung des simulierten Merkmals auf dem
Simulationsgitter
nreal Anzahl der Realisationen
seed Zufallszahl für die Initialisierung des Zufallspfades
Modeltype Modell der Ko-Regionalisierung (LMC, Markov-Modelle
MM1/MM2)
groupsize Dimension einer Gruppe - Anzahl der Gitterzellen in X-, Y-
und Z-Richtung
primdata Definition der Probedaten des zu simulierenden MerkmalsΛ10
assignprimdata Übertragung der Probedaten auf das Simulationsgitter für
Performancesteigerung [Ja/Nein]
searchellipsoidprim Definition der Suchellipse (Reichweiten und Winkel) für
Primärdaten
maxprimdata maximalen Anzahl bedingter Primärdaten in der lokalen
Nachbarschaft
secdata Definition der Probedaten des sekundären MerkmalsΛ20
searchellipsoidsec Definition der Suchellipse (Reichweiten und Winkel) für
Sekundärdaten
maxprimdata maximalen Anzahl bedingter Sekundäraten in der lokalen
Nachbarschaft
varmodels Definition der Auto- und Kreuzvariogramm-Modelle Cij bzw.
Korrelationskoeffizienten ρij der beiden Variablen des
Ko-Regionalisierungsmodells
LMC: C11(h), C22(h), C12(h)
MM1: C11(h), ρ12 / MM2: C11(h), C22(h), ρ12
Tab. 4.2: Nutzereingaben für den CoGSGS-Algorithmus
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4.3.4 Validierung der implementierten Verfahren
Für die Validierung der programmierten Algorithmen wurde die Tatsache ausgenutzt,
dass das GSGS bzw. CoGSGS Verfahren im Falle der Annahme einer Gruppengröße
von 1 x 1 x 1 Rasterpunkten äquivalent zu den weit verbreiteten und in SGeMS bereits
implementierten Simulationsverfahren SGS und CoSGS sind, d. h. unter dieser Annahme
liefern die Verfahren SGS und GSGS bzw. CoSGS und CoGSGS vergleichbare Ergebnisse.
Für die Validierung wurden die entsprechenden Simulationsverfahren auf Basis des gut
dokumentierten (z.B. in [Isa89]) und frei verfügbaren Walker Lake-Datensatz angewendet.
Die Datenbasis bildete ein quasi-regulärer Datensatz der Variable V und U mit jeweils
195 Probepunkte (Raster ca. 20x20m) bzw. ein vollständiger Datensatz der Variable U.
Validierung des GSGS-Verfahrens
Die Validierung des GSGS Algorithmus basiert auf der Äquivalenz der Verfahren SGS und
GSGS, unter der Annahme einer Gruppengröße von 1 x 1 x 1 Rasterpunkten. Mit beiden
Verfahren wurden jeweils 100 Realisationen der Variable V generiert. Die Eingangspa-
rameter wurden für beide Algorithmen identisch gewählt. Für die Durchführung der
Simulation wurde ein richtungsabhängiges Variogrammmodell (Gleichung 4.18) angepasst.
Die Struktur g0(h) ist ein Nugget-Effekt-Modell. Die Anisotropie der sphärischen Struktur
ist gegeben durch maximale Reichweite aθ = 76m in Richtung θ = 166° und orthogonal
dazu aψ = 38m.






Abb. 4.4: Vergleich von E-Type und Variogrammreproduktion für die Simulation mit
SGS (links) und GSGS (rechts)
Die Simulationsergebnisse zeigten für beide Algorithmen Stützpunktreue und eine gute
Histogrammreproduktion. Die Abbildung 4.4 zeigt einen Vergleich der beiden Algorithmen
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SGS (links) und GSGS (rechts) bzgl. des E-Type (Mittelwert über alle Realisationen) und
der Reproduktion des Variogramms. Die nahezu identische Ausprägung des E-Type und
die gute Reproduktion der durch das Variogramm beschriebenen räumlichen Struktur
erlaubt die Schlussfolgerung, dass die Algorithmen vergleichbare Ergebnisse in den
simulierten Realisationen liefern. Die korrekte Berechnung von simulierten Realisationen
kann damit für das implementierte GSGS Plug-In festgestellt werden.
Validierung des CoGSGS-Verfahrens unter Nutzung eines LMC
Die Validierung des CoGSGS Algorithmus basiert auf der Äquivalenz der Verfahren
CoSGS und CoGSGS, unter der Annahme einer Gruppengröße von 1 x 1 x 1 Raster-
punkten. Mit beiden Verfahren wurden jeweils 100 Realisationen der beiden abhängigen
Variablen U und V unter Nutzung von Sekundärdaten generiert. Die Datenpunkte der
Primär- und Sekundärdaten waren identisch. Die Eingangsparameter wurden wieder
für beide Algorithmen identisch gewählt. Für die Durchführung der Simulation wur-
de ein lineares Ko-Regionalisierungsmodell (LMC) (Gleichung 4.19) angepasst, wobei
auf die Modellierung einer Anisotropie verzichtet wurde. Die Struktur g0(h) ist ein
Nugget-Effekt-Modell.[
γUU γUV


















Der Vergleich der Simulationsergebnisse, welche alle Stützpunkttreue und eine gute
Histogrammreproduktion zeigten, mit Hilfe des E-Type der simulierten Realisationen
(Abbildung 4.5), zeigte auch hier nahezu identische Ergebnisse für beide Verfahren. Der
Vergleich der Variogrammreproduktion (Abbildung 4.6) bestätigte diesen Eindruck. Beide
Variogramme und das Kreuzvariogramm wurden gut reproduziert.
Abb. 4.5: Vergleich des E-Type aus Ko-Simulation: CoSGS mit LMC (U, V) und CoGSGS
mit LMC (U, V) v.l.n.r.
Die Korrelationsanalyse der Probedaten zeigte eine signifikante Korrelation (Korrelations-
koeffizient rUV = 0.898) zwischen den beiden Variablen U und V, welche auch durch die
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Simulationsergebnisse der beiden Variablen in vergleichbarer Weise reproduziert wurde
(Abbildung 4.7). Die korrekte Berechnung von simulierten Realisationen kann damit für
das implementierte CoGSGS Plug-In unter Nutzung eines LMC festgestellt werden.
Abb. 4.6: Variogrammreproduktion CoSGS mit LMC (oben): V (links), U (mitte) und
VU (rechts) und CoGSGS mit LMC (unten): V (links), U (mitte) und VU
(rechts)
Abb. 4.7: Reproduktion der Korrelation zwischen den Variablen U und V: Probedaten
rUV = 0.898 (links), CoSGS mit LMC rUV = 0.929 (mitte) und CoGSGS mit
LMC rUV = 0.921 (rechts)
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Validierung des CoGSGS-Verfahrens unter Nutzung eines Markov Model I
Das CoGSGS-Verfahren ist für den Fall einer Gruppengröße von 1 x 1 x 1 Rasterpunkten
auch unter Nutzung eines Markov Modell anwendbar, daher soll auch die korrekte
Berechnung für die Annahme eines solchen Ko-Regionalisierungsmodells gezeigt werden.
Hierfür wurden mit den Verfahren CoSGS und CoGSGS jeweils 100 Realisationen der
Variable V unter Nutzung eines vollständigen Datensatzes der Variable U generiert.
Die Eingangsparameter wurden wieder für beide Algorithmen identisch gewählt. Für
die Durchführung der Simulation wurde das richtungsabhängige Variogrammmodell der
Variable V (Gleichung 4.18) genutzt. Die Abbildung 4.8 zeigt die genutzten Sekundärdaten
der Variable U (links) und den E-Type für die Verfahren CoSGS (mitte) und CoGSGS
(rechts) aus der Ko-Simulation unter der Annahme des Markov Modell (MM1). Die
Abbildung 4.9 zeigt darüber hinaus die korrekte Reproduktion der Korrelation zwischen
der Variable U und V. Daher kann auch für die Nutzung eines Markov Modells von einer
korrekten Berechnung von simulierten Realisationen ausgegangen werden.
Abb. 4.8: Sekundärdaten der Variable U (links) und E-Type aus Ko-Simulation der
Variable V mit MM1: CoSGS mit MM1 (mitte) und CoGSGS mit MM1 (rechts)
Abb. 4.9: Reproduktion der Korrelation zwischen den Variablen U und V: Probedaten
rUV = 0.898 (links), CoSGS mit MM1 rUV = 0.964 (mitte) und CoGSGS mit
MM1 rUV = 0.962 (rechts)
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Die Abbildung 4.10 verdeutlicht die empfohlene Einschränkung der Ko-Simulation mit dem
CoGSGS Verfahren unter der Annahme eines Markov Modells der Ko-Regionalisierung,
auf den Anwendungsfall der Gruppengröße von 1 x 1 x 1 Rasterpunkten. Es ist zu sehen,
dass die Reproduktion der Korrelation zwischen der simulierten Variable V und dem
vollständigen Datensatz der Variable U bereits für die Annahme einer Gruppengröße von
2 x 2 x 1 Rasterpunkten unzureichend wird.
Abb. 4.10: Reproduktion der Korrelation zwischen den Sekundärdaten der Variable U
und der Ko-Simulation der Variable V mit CoGSGS mit MM1 für verschiedene
Gruppengrößen: 1x1x1 rUV = 0.962 (links), 2x2x1 rUV = 0.527 (mitte) und
4x4x1 rUV = 0.491 (rechts)
4.3.5 Effizienz der Implementierungen
Neben der Verifizierung der Korrektheit der implementierten Algorithmen ist vor allem
der Nachweis der Effizienzsteigerung ein wesentliches Kriterium für einen zukünftigen
erfolgreichen Einsatz im Industrieumfeld. Für die Analyse des Laufzeitverhaltens der
implementierten Ansätze wurde wieder auf den gut dokumentierten (z.B. in [Isa89])
und frei verfügbaren Walker Lake-Datensatz zurückgegriffen. Für die Untersuchung der
Laufzeit wurden unter verschiedenen Randbedingungen jeweils 100 Realisationen auf
einem 2D-Simulationsgittern mit einem Testsystem (Tabelle 4.3) erstellt.
• Simulationsgitter_1: Untersuchungsgebiet: 260x300m, Rasterabstand: 1 x 1m
=⇒ Anzahl der Gitterpunkte: 78000
• Simulationsgitter_2: Untersuchungsgebiet: 260x300m, Rasterabstand: 0.26 x
0.30 m =⇒ Anzahl der Gitterpunkte: 1 Mio.
Die Datenbasis für die Simulation bildete ein quasi-regulärer Datensatz der Primärvariable
V (195 Probepunkte auf Raster mit ca. 20x20m) sowie ein quasi-regulärer Datensatz der
Sekundärvariable U (780 Probepunkte auf Raster mit ca. 10x10m) bei der Untersuchung
des Ko-Simulationsverfahrens (CoGSGS). Die Modellierung der räumlichen Struktur
erfolgte mit dem Variogramm (Gleichung 4.18) bzw. dem LMC (Gleichung 4.19).
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Die Laufzeit wurde zum einen hinsichtlich verschiedener Gruppengrößen analysiert, dabei
wurde die Anzahl der maximal in die Simulationsberechnung integrierten Werte der Pri-
märvariable der lokalen Suchnachbarschaft an die Gruppengröße angepasst, so dass immer
eine gute Reproduktion der räumlichen Kontinuität sowie der univariaten Verteilung des
Merkmals erzielt wurde. Und zum anderen wurden die Parallelisierungseffekte anhand
der Variation der Anzahl der genutzten Prozessorkerne (1-, 2- und 4-Kern) bzw. Threads
für das Simulationsgitter_1 analysiert. Dabei wurden die Kenngrößen Beschleunigung
sn und Effizienz en herangezogen. Die Beschleunigung sn ergibt sich als Quotient der
Laufzeit der seriellen t1 und der parallelen tn Implementierung des Algorithmus, d.h.
aus dem Verhältnis der Ausführungszeit t1 des Algorithmus auf einem Prozessor zur
Ausführungszeit tn auf n-Prozessoren lässt sich ableiten, wie gut ein Algorithmus durch








Die Kenngröße Effizienz en beschreibt die Ausnutzung von zusätzlich zur Verfügung
stehenden Prozessoren und ist definiert als Quotient der Beschleunigung sn und der
Anzahl der verwendeten Prozessorkerne n. Ein idealer paralleler Algorithmus hätte
demnach eine Effizienz von 1.
Workstation DELL Precision T3500 Westmere
Prozessor Intel Xeon W3565 (64-bit, 3.2GHz, 4.8GT/s, 8MB Cache)
Arbeitsspeicher 12GB (1333MHz DDR3 ECC UDIMM)
Grafikkarte 1GB NVIDIA Quadro 600
Betriebssystem 64-bit Windows 7 Professional - Service Pack 1
Tab. 4.3: Spezifikationen des Testsystems für die Laufzeitanalyse
Die Tabelle 4.6 zeigt die Ergebnisse der Laufzeitanalyse für das GSGS- bzw. CoGSGS-
Verfahren auf Simulationsgitter_1. In Tabelle 4.4 sind als Referenz die Laufzeiten der
bereits in der Software SGeMS seriell implementierten Algorithmen SGS und CoSGS
gegenübergestellt. Für eine Vergleichbarkeit der Laufzeiten wurden die Randbedingungen
(Anzahl der Nachbarn etc.) wie im Falle der Gruppengröße 1x1x1 des GSGS- bzw.
CoGSGS-Verfahrens angenommen.
Vergleicht man die Laufzeiten des SGS- und GSGS-Verfahren bzw. CoSGS- und CoGSGS-
Verfahren, so ist bereits für den rechnerisch äquivalenten Fall (Gruppengröße 1x1x1) ein
Laufzeitvorteil aufgrund der Parallelisierung der implementierten Verfahren zu erkennen.
Dieser Vorteil kann durch die Wahl einer geeigneten Gruppengröße weiter vergrößert
werden. Für das vorliegende Beispiel haben sich Gruppengrößen von 2x2x1 bis 5x5x1 als
am effektivsten herausgestellt. Die Wahl der Gruppengröße und der maximalen Anzahl der
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Punkte der Nachbarschaft ist jedoch immer individuell an das gewählte Simulationsgitter
und an den Probedatensatz bzw. das zu simulierende Merkmal anzupassen.
Betrachtet man sich die Kenngrößen Beschleunigung sn und Effizienz en, so ist für beide
Implementierungen eine relativ gute Ausnutzung der Parallelisierungseffekte zu erkennen.
Im Mittel zeigt sich eine Effizienzrate von ≥ 80%.
Verfahren Anzahl der Laufzeit [min]
Gitterpunkte
SGS 78000 2.621000000 25.06
CoSGS 78000 11.891000000 166.59
Tab. 4.4: Referenz-Laufzeiten (100 Realisa-
tionen) der seriell implementier-
ten SGeMS-Algorithmen SGS und
CoSGS
Da in der späteren praktischen Anwen-
dung der Verfahren von Simulationsgittern
mit ca. 1 Mio. Rasterpunkten ausgegangen
wird, sollten die zu erwartenden Laufzei-
ten für Gitter dieser Größe ebenfalls ab-
geschätzt werden. Die Analyse beschränkt
sich dabei auf die volle Ausnutzung der
4 Prozessorkerne des Testsystems. In Ta-
belle 4.5 sind die Laufzeiten der beiden
Verfahren für die Simulation von 1 Mio.
Gitterpunkten für einige Gruppengrößen
angegeben. Die Anzahl der Nachbarn wur-
de dabei analog zum Simulationsgitter_1
gewählt. Die Ergebnisse zeigen akzeptable Laufzeiten, so dass eine Anwendung der
Verfahren im Industrieumfeld möglich erscheint.
Gruppe GSGS CoGSGS










Tab. 4.5: Laufzeit für 100 Realisationen auf Simulationsgitter_2 (1 Mio. Gitterpunkte)
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4.4 Der Mehrwert der Ko-Simulation
Es gibt zwei grundsätzliche Motive für die Verwendung von Ko-Simulationsansätzen. Ein
Motiv kann z.B. sein, dass Vorhersagen eines Merkmals A1 benötigt werden, welches
jedoch nur sehr schwach beprobt ist. Wenn dieses Merkmal mit einem anderen Merkmal A2,
welches dichter beprobt wurde, korreliert, dann kann die Korrelationsbeziehung zwischen
den beiden Merkmalen für die Schätzung des Merkmals A1 herangezogen werden, um die
mangelhafte Datendichte auszugleichen und die Schätzung zu verbessern. Die Grundlage
der Vorteilhaftigkeit des SCK-Ansatzes gegenüber dem SK-Ansatz ist in Gleichung
4.6 aus [Goo93], S. 215 beschrieben. Demnach ist die SCK-Varianz mindestens gleich
der SK-Varianz, selbst wenn die Sekundärdaten nur an den Punkten der Primärdaten
vorliegen.
σ2SCK ≤ σ2SK (4.21)
Für die Nutzung der geostatistischen Simulation bedeutet dies, dass die lokalen Wahr-
scheinlichkeitsverteilungen der zu simulierenden Orte, welche mit Hilfe von SK bzw. SCK
aus den Daten der lokalen Nachbarschaft ermittelt werden, für Ko-Simulationsansätze
i.d.R. immer eine geringere Varianz zeigen werden und damit ist die Streuung der zufällig
ausgewählten Punkte aus diesen Verteilungen in jedem Fall auch geringer als im Falle
der Nutzung einfacher Simulationsansätze.
Für den Fall, dass für die Merkmale A1 und A2 an exakt den gleichen Punkten Daten vor-
liegen, wurde zunächst ein Vergleich des SK-Ansatzes mit dem SCK-Ansatz durchgeführt.
Die Grundlage dieses Vergleichs bildete der bereits eingeführte Walker Lake-Datensatz
mit 195 Probepunkten der Merkmale U und V auf einem quasi-regulären Gitter (ca.
20m x 20m). Es wurde eine Kreuzvalidierung für das normalverteilte Merkmal V mit
beiden Ansätzen durchgeführt. Dabei wurden schrittweise an allen Datenpunkten beide
Merkmale ausgeblendet und Schätzungen der Variable V an diesen Orten durchgeführt.
Abb. 4.11: Vergleich der Korrelation zwischen den wahren Werten der Variable V und
den Schätzwerten aus SK corrUV = 0.490 (links) und SCK corrUV = 0.492
(rechts)
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Die Abbildung 4.11 zeigt Streudiagramme der wahren Werte der Variable V und der
entsprechenden Schätzwerte aus der Kreuzvalidierung. Hier zeigt sich, dass die Schätzwerte
aus SCK eine geringfügig bessere Korrelation zu den wahren Werten liefert, d.h. der
SCK-Ansatz liefert minimal bessere Ergebnisse, auch wenn die betrachteten Variablen nur
an gleichen Punkten vorliegen. Die Abbildung 4.12 zeigt einen Vergleich der Histogramme
der Schätzfehler. Man sieht das die Schätzfehler des SCK-Ansatzes minimal geringer als
die des SK-Ansatzes sind.
Abb. 4.12: Vergleich der Histogramme der Schätzfehler der Variable V für SK (links) und
SCK (rechts)
Deutlicher wird der Vorteil des SCK-Ansatzes, wenn die Sekundärdaten eine größere
Datendichte als die Primärvariable aufweisen. Um dies anschaulich darzustellen, wurde
erneut eine Kreuzvalidierung mit dem SCK-Ansatz durchgeführt. Diesmal wurde jedoch
nur die Primärvariable V schrittweise an allen Punkten ausgeblendet. Die Variable U
stand an allen Datenpunkten für jede Schätzung zur Verfügung. Die Abbildung 4.13 zeigt
das Histogramm der Schätzfehler und die Korrelation zwischen den wahren Werten des
Merkmals V und den Schätzwerten aus der Kreuzvalidierung. Es ist zu sehen, dass die
Schätzfehler deutlich minimiert und die Schätzung signifikant verbessert werden konnte.
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Abb. 4.13: Kreuzvalidierung von V mit SCK unter Nutzung aller Sekundärdaten U:
Histogramm der Schätzfehler (links) und Korrelation der wahren Werte und
der Schätzwerte corrUV = 0.927 (rechts)
Die Nutzung eines Ko-Simulationsansatzes erfordert jedoch einen höheren Aufwand,
aufgrund der Ko-Regionalisierung und der Berechnung der komplexeren Ko-Kriging-
Gleichungssysteme. Wenn auch nicht immer mit signifikanten Verbesserungen der Schät-
zergebnisse zu rechnen ist, gibt es eine weitere Motivation für die Verwendung von
Ko-Simulationsansätzen. Und zwar, dass die resultierenden Modelle die räumlichen
Zusammenhänge zwischen den Merkmalen besser widerspiegeln, d.h. auch wenn die
Unsicherheit in der Vorhersage eines Merkmals, durch die Nutzung von Sekundärdaten
am gleichen Ort, nicht signifikant verbessert werden kann, so können diese Modelle
jedoch die räumlichen Zusammenhänge zwischen Merkmalen besser reproduzieren. Die
Abbildung 4.14 zeigt einen Vergleich der Verfahren GSGS und CoGSGS mit Hinblick
auf die Reproduktion von räumlichen Zusammenhängen in den resultierenden Modellen.
Die Grundlage bildet wieder der bereits zuvor beschriebene Datensatz. Die Variablen U
und V wurden einmal unabhängig voneinander mit dem GSGS-Algorithmus simuliert.
Anschließend wurden beide Variablen nochmals, unter Berücksichtigung der jeweils an-
deren Variable als Sekundärdatensatz, mit Hilfe des CoGSGS-Algorithmus ko-simuliert.
Die Simulation bzw. Ko-Simulation basiert auf den Parametern der Variogramme des
angepassten LMC (Gleichung 4.19) aus Kapitel 4.3.4. Die Variogramme der einzelnen
Variablen U und V wurden durch beide Ansätze gut reproduziert. Die Korrelation für
den Abstand h = 0, sowie die durch das Kreuzvariogramm UV beschriebenen räumlichen
Zusammenhänge der Variablen U und V wurden jedoch im Fall der Ko-Simulation besser
reproduziert. Daher erscheint eine Anwendung der Ko-Simulation zur Beschreibung von
geologischen Zusammenhängen sinnvoll.
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GSGS - U Variogramm U CoGSGS (LMC) - U
GSGS - V Variogramm V CoGSGS (LMC) - V
GSGS - UV Variogramm UV CoGSGS (LMC) - UV
E-Type corrUV = 0.743
für h = 0
Korrelation
corrUV = 0.898 für h = 0
E-Type corrUV = 0.890
für h = 0
Abb. 4.14: Vergleich der Simulation mit GSGS (links) und Ko-Simulation mit CoGSGS
(rechts) bzgl. der Reproduktion räumlicher Zusammenhänge in den Daten
(mitte)
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Grundsätzlich lassen sich die Effekte der räumlichen Variabilität sedimentärer Schichten
sowie der Qualitätsparameter innerhalb dieser Schichten nur für die Vorhersage bzw.
gezielten Abbauplanung nutzen, wenn das Lagerstättenmodell als 3D-Objekt vorliegt
[Ben09]. Der Aufbau eines solchen 3D-Lagerstättenmodells sollte jedoch zweckmäßiger-
weise in mehreren Teilschritten erfolgen:
1. Erstellung eines Strukturmodells, welches die Geometrie der Lagerstätte beschreibt
2. Erstellung eines Qualitätsmodells, welches die Variabilität der Qualitätsparameter
innerhalb der interessierenden Schichten beschreibt
3. Erstellung eines Gesamtmodells aus Struktur- und Qualitätsmodell
Der Fokus dieser Arbeit liegt vor allem in der Bereitstellung von Struktur- und Qua-
litätsmodellen sedimentartig ausgebildeter Lagerstätten. Die Zusammenführung dieser
Teilmodelle mittels geeigneter Software soll nur am Rande betrachtet werden.
Die Entscheidung darüber, ob Interpolations- oder Simulationsverfahren für die Lagerstät-
tenmodellierung genutzt werden sollten, ist im Wesentlichen von den verfolgten Zielen der
Nutzer solcher Modelle abhängig. Für eine reine Abschätzung des mittleren Verhaltens
globaler Parameter wie z.B. Ressourcen, Reserven oder auch Rohstoffqualitäten können
unter Umständen interpolierte Lagerstättenmodelle ausreichend sein. Hat ein Nutzer
jedoch Interesse an Aussagen zu Unsicherheiten in den Vorhersagen bzw. zu lokalen
Variabilitäten, bedarf es einer unsicherheitsbasierten Lagerstättenmodellierung auf der
Basis geostatistischer Simulationsverfahren. Derartige Simulationsmodelle erlauben dar-
über hinaus auch die Ableitung von Interpolationsmodellen, da das Mittel über die
verschiedenen Lagerstättenrealisierungen gegen die Kriging-Vorhersage konvergiert. Dies
resultiert aus der Tatsache, das diese Verfahren auf der zufälligen Beprobung der durch
Kriging bestimmten lokalen Wahrscheinlichkeitsverteilungen basieren.
Bei der Erstellung neuer Lagerstättenmodelle sollte die Anwendung geostatistischer
Simulationsverfahren präferiert werden, da die so generierten Lagerstättenmodelle die
Bearbeitung verschiedenster Aufgaben und Fragestellungen ermöglichen. Die Nutzung
derartiger Verfahren erhöht zwar den rechentechnischen Aufwand des Modellierungspro-
zesses, jedoch ist dieser durch eine sich ständig weiterentwickelnde Computertechnik
beherrschbar geworden.
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In den nächsten Abschnitten wird zunächst die Prozesskette für die Sicherstellung
zuverlässiger Ergebnisse der Modellierung (Kapitel 5.1) beschrieben und anschließend
wird das prinzipielle Vorgehen der Modellierung der Lagerstättengeometrie und der
Qualitätsparameter (Kapitel 5.2 - 5.4) betrachtet.
5.1 Die Prozesskette für zuverlässige Ergebnisse
Die Arbeitsschritte der Prozesskette für die Modellierung beliebiger Lagerstättenparame-
ter mit Hilfe geostatistischer Simulationsverfahren kann in folgende Kategorien eingeteilt
werden:
• Datenanalyse und -vorverarbeitung
• Modellierung der räumlichen Struktur
• Simulation
• Validierung der Ergebnisse
5.1.1 Datenanalyse und -vorverarbeitung
Der erste Schritt in der Prozesskette ist die ausführliche Analyse der zur Verfügung
stehenden Daten, hinsichtlich der univariaten statistischen Kennwerte sowie der bivariaten
räumlichen Beschreibung, da ein gutes Verständnis der Daten unerlässlich ist, für die
Anwendung geostatistischer Verfahren und die Durchführung von vertrauenswürdigen
Schätzungen. Für die Analyse nutzt man dabei die gängigenWerkzeuge der beschreibenden
Statistik, wie z.B. Histogramm, Streudiagramm, Variogramm. Die Datenanalyse hilft
bei der Entscheidung darüber, welche Vorverarbeitungsschritte notwendig sind. Die
Erkennung von Trends oder einer bevorzugten Probenahme (Clusterung) sind zum
Beispiel zwei mögliche Situationen, welche eine Vorverarbeitung der Daten notwendig
machen.
In diesem Abschnitt sollen daher Verfahren vorgestellt werden, welche auf die vor-
handenen Daten angewendet werden können, damit die Daten repräsentativ für das
Untersuchungsgebiet sind und den Voraussetzungen für die Anwendung geostatistischer
Simulationsverfahren genügen.
5.1.1.1 Korrekturen aufgrund abweichender Beprobungsschemata
Bei der Nutzung von Qualitätsbohrungen ist darauf zu achten, dass die Einflüsse un-
terschiedlicher Beprobungsschemata auf die Parameter der Modellierung nicht ignoriert
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werden. Die Problematik unterschiedlicher Beprobungsschemata von Kernbohrungen ist
im Zuge der Modellierung von Lagerstätten relevant, wenn Bohrungen verschiedener Epo-
chen mit abweichenden Beprobungsschemata für die Modellierung genutzt werden sollen.




gab es im Laufe der Zeit eine Änderung der
Beprobungsintervalle für die so genannten
Qualitätsbohrungen (Abb. 5.2). Das alte
Beprobungsschema hatte in den Randbe-
reichen der Flöze Kernprobenlängen bis
200 cm, für welche nur ein Mischwert als
Analysewert existiert, während das aktuel-
le Schema in den Randbereichen der Flöze
Werte für die Kernprobenlängen 30, 70 und
100 cm liefert. Die Qualitätsparameter vari-
ieren sehr stark im vertikalen Verlauf eines
Kohleflözes. Zur gleichwertigen Nutzung
aller Bohrproben müssen die nach dem al-
ten Schema beprobten Bohrungen an das aktuelle Beprobungsschema angepasst werden,
da sich die Vergleichmäßigung der Qualitätsparameter unterschiedlicher Kernprobenlän-
gen auch auf die Variogrammparameter auswirkt. Die Abbildung 5.1 zeigt beispielhaft
unterschiedliche Verläufe der Variogramme in Abhängigkeit von der Kernprobenlänge
(Stützung). Ohne eine Korrektur der im alten Schema beprobten Bohrungen käme es
zu einer Unterschätzung der Varianz für die Randbereiche der Kohleflöze aufgrund des
Einflusses der älteren Bohrungen.
Das Verhalten der Dispersionsvarianz in Abhängigkeit von der Größe der Kernproben
(Stützung) wird mit der Volumen-Varianz-Beziehung (Formel 5.1) beschrieben.
σ2(v/V ) = σ2(O/V )− σ2(O/v) = γ(V/V )− γ(v/v) (5.1)
Abb. 5.3: Darstellung verschiedener geometrischer Stützungen
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Abb. 5.2: Darstellung verschiedener Beprobungsschemata [Pei12]
Da der Bohrkerndurchmesser nur eine untergeordnete Rolle spielt, ist eine Vereinfa-
chung der Zusammenhänge auf den 1D-Fall möglich, d.h. es werden nur die Längen der
Kernproben betrachtet. Die Volumen-Varianz-Beziehung wird nun für die Anpassung
der Beprobungsschemata genutzt, d.h. die Mischwerte der 200 cm Kernproben werden
durch Ermittlung der Mittelwerte der Elemente der Variogramm-Matrizen, die den In-
tervallen zugeordnet sind, mit Hilfe einer numerischen Berechnung ([JH78], S. 95ff.),
auf die Intervalle 30, 70 und 100 cm aufgeteilt. Für die praktische Durchführung der
Anpassung von Beprobungsschemata entstand im Rahmen des Forschungsprojektes ibi
die Software DaNorm. Die Implementierung, sowie die theoretischen Grundlagen, wurden
im Forschungsbericht [MM] von Minnecker und Menz dokumentiert. In der Studienarbeit
von Peine [Pei12] wurde der gewählte Ansatz für die Korrektur mit zwei weiteren Kor-
rekturansätzen, über die F-Funktion ([Aki88], S.74ff.) bzw. die Cauchy-Gauß-Methode
([JH78], S. 98ff.), verglichen. Die Bewertung der Ansätze erfolgte über eine Bewertung der
Reproduktion von Werten aus künstlich geschaffenen Mischintervallwerten. Die Arbeit
zeigte, dass die gewählte Methodik im Vergleich die besten Ergebnisse lieferte [Pei12].
5.1.1.2 Entclusterung
Die Probedaten eines Untersuchungsgebietes sind in den wenigsten Fällen regelmäßig über
dessen Fläche verteilt. Ein Grund hierfür ist eine bevorzugte Probenahme in besonders
interessanten Lagerstättenbereichen, aufgrund von Kenntnissen aus der Vorerkundung
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des Untersuchungsgebietes. Diese unregelmäßige Verteilung der Probedaten im Untersu-
chungsgebiet führt dazu, dass die Histogramme der Daten nicht repräsentativ für das
gesamte Untersuchungsgebiet sind.
Da geostatistische Simulationsverfahren unter anderem auch das Histogramm der Daten
reproduzieren ist es zwingend notwendig, dass dieses repräsentativ für das Untersu-
chungsgebiet ist, um Schätzungen nicht zu verzerren. Dies erreicht man indem man die
Probepunkte in Abhängigkeit der Entfernung zu anderen Probepunkten gewichtet, d.h.
man führt eine so genannte Entclusterung (engl. declustering) durch. Die Gewichtung
verändert dabei nur den Einfluss einzelner Punkte auf die Gesamtstatistik und nicht die
Werte der Punkte selbst. Das hierfür am häufigsten genutzte Verfahren der Geostatistik
ist das Zellenentclusterungsverfahren (engl. cell-declustering technique). Es bildet die
Grundlage für die Implementierung in kommerzieller Software wie z.B. Isatis und wurde
daher auch für die eigene Implementierung als Plug-in für die quelloffene Software SGeMS
genutzt.
Weitere mögliche Ansätze wie z.B. die Polygonmethode sind ausführlich in der Literatur
beschrieben [Goo97, Isa89, Deu02].
Zellenentclusterungsverfahren Bei der Methode der Zellenentclusterung wird das Un-
tersuchungsgebiet in gleich große Rechtecke (Zellen) aufgeteilt. B beschreibt die Anzahl
der Zellen in denen mindestens ein Probepunkt liegt und nb beschreibt die Anzahl der
Probepunkte jeder einzelnen Zelle.
Abb. 5.4: Gewichtsbestimmung bei
der Methode der Zellen-
entclusterung
Jeder Probepunkt uα erhält dann ein Gewicht
λα = 1/(B · nb), welches invers proportional
zu der Anzahl der Probepunkte in der entspre-
chenden Zelle ist. Dadurch erhalten isolierte
Punkte ein höheres Gewicht gegenüber existie-
renden Punktclustern. Die Abbildung 5.4 zeigt
das Prinzip der Gewichtsbestimmung für eine
Einteilung des Untersuchungsgebietes in vier
Zellen. ([Goo97], S. 81)
Problematisch bei der Bestimmung der Gewich-
te λα ist die Abhängigkeit von der gewählten
Größe der Zellen. Wird die Zellgröße zu klein
gewählt, so führt dies dazu, dass jeder Probe-
punkt in einer eigenen Zelle liegt und damit
gleich gewichtet wird. Die Wahl einer zu großen
Zellgröße führt ebenfalls zu einer gleichen Ge-
wichtung aller Probepunkte, da diese dann alle
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in der gleiche Zelle liegen. Als praktikabler Ab-
stand hat sich der größte Abstand zwischen
zwei benachbarten Probepunkten oder der Abstand eines darunterliegenden regulären
Gitters erwiesen [PGFD03].
Ein anderer Ansatz ist die Wahl einer Zellgröße, welche den entclusterten Mittelwert
minimiert bzw. maximiert. Dieser Ansatz ist eine geeignete Wahl, wenn die Cluster
der Probepunkte sich relativ eindeutig in Gebieten mit niedrigen bzw. hohen Werten
lokalisieren lassen. Es gilt dann, dass der Mittelwert maximiert wird, wenn die Daten
in Bereichen kleiner Werte geclustert sind bzw. der Mittelwert minimiert wird, wenn
die Daten in Bereichen großer Werte geclustert sind [Deu02]. Es sollte sich in jedem
Fall ein klares Minimum bzw. Maximum des Mittelwertes zeigen, damit man von einem
korrekten Resultat ausgehen kann [PD02]. Eine blinde Zuweisung der Zellgröße, welche
den Mittelwert minimiert bzw. maximiert, ist zu vermeiden, da dies im Vergleich zur
Nutzung der originalen Datenverteilung zu schlechteren Ergebnissen führen kann [PD02].
Eine nicht angemessen gewählte Entclusterung lässt sich oft spätestens bei der Überprü-
fung der Simulationsergebnisse erkennen, da diese in der Regel zu Abweichungen bei der
Reproduktion der normalverteilten Daten führt, das bedeutet der Mittelwert kann von
0.0 und die Varianz von 1.0 abweichen [NV05].
Im Rahmen dieser Arbeit entstanden Plug-ins für die Zellgrößenanalyse (declus_check)
sowie für die Bestimmung der Entclusterungsgewichte (declus). Das Tool declus_check
liefert eine Analyse des Mittelwerts und der Varianz bezüglich verschiedener Zellgrößen,
und erleichert damit die Suche nach einer optimalen Zellgröße. Das Tool declus berech-
net dann die Gewichte bezüglich einer definierten Zellgröße. Die Abbildung 5.5 zeigt
beispielhaft die graphischen Ausgaben der Zellgrößenanalyse des Tools declus_check.
Abb. 5.5: Beispiel: graphische Ausgaben der Zellgrößenanalyse (declus_check) - Mittel-
wert (links) und Varianz (rechts) in Abhängigkeit der Zellgröße
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5.1.1.3 Behandlung von Trends
Die Behandlung von Trends im Zuge der Lagerstättenmodellierung ist für die Sicherstel-
lung der getroffenen Stationaritätsannahme wichtig, da eine Verletzung dieser Annahme
eine sachgerechte Anwendung geostatistischer Methoden verhindert. Eine Möglichkeit
Trends in den vorhandenen Daten zu erkennen ist die Berechnung von experimentellen
Variogrammen aus den Originaldaten. Erreichen diese Variogramme mit zunehmenden
Abstand h keinen Schwellenwert (Abb. 5.6, links) bzw. zeigen nach Erreichen eines
Schwellenwertes erneut einen Anstieg (Abb. 5.6, rechts) ist dies ein Zeichen dafür, dass
ein Trend vorhanden ist.
Abb. 5.6: Erkennung von Trends in experimentellen Variogrammen
In Kapitel 3.3 wurden bereits unterschiedliche Ansätze vorgestellt, welche genutzt werden
können um Trends während des Modellierungsprozesses zu berücksichtigen. Eine erste
Bewertung der Ansätze zeigte die grundsätzliche Eignung aller Ansätze, weshalb diese
nachfolgend näher betrachtet werden sollen. Der erste Ansatz erscheint sinnvoll anwendbar,
wenn sich die Trendkomponente, im Vergleich zur Ausdehnung des Untersuchungsgebietes,
erst in großer Reichweite bemerkbar macht. Die Schwierigkeit dieses Ansatzes liegt in
der geeigneten Wahl der Größe der lokalen Suchnachbarschaft, wenn diese zu groß oder
zu klein gewählt wird kommt es i.d.R. zu Verschiebungen bei der Reproduktion der
Histogramme der normalverteilten Daten, d.h. der Mittelwert bzw. die Varianz weichen
von den Parametern der Standardnormalverteilung N(0, 1) ab. Eine Kalibrierung der
Größe der lokalen Suchnachbarschaft ist daher besonders wichtig. Die Ergebnisse der
Anwendung dieses Ansatzes, hinsichtlich der Reproduktion der natürlichen räumlichen
Strukturen, sind in Abbildung 5.8 für die Modellierung der Mächtigkeit einer geologischen
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Schicht dargestellt. Es ist eine relativ gute Reproduktion der räumlichen Strukturen
zu erkennen, nur die experimentellen Variogramme in Richtung 0° zeigen bei großer
Reichweite (a ≥ 1500m) Abweichungen. Die Ergebnisse wurden durch die Anpassung
eines stationären anisotropen Variogrammmodells mit einer Nugget-Effekt-Struktur C0
und zwei sphärischen Strukturen C1, C2 erreicht [C0 = 0.05, C1 = 0.45 mit r1 =
400m, C2 = 0.50 mit r2 = 3500m/2500m und α2 = 0° (Abb. 5.8, links]. Die lokale
Suchnachbarschaft für die Simulation wurde auf einen Radius von rlokal = 1500m begrenzt.
Diese Größe lieferte die bestmögliche Reproduktion des normalverteilten Histogramms
(µ = 0.0716, σ2 = 1.0248). Die Abbildung 5.7 zeigt die Reproduktion des Histogramms
der Daten für eine Realisation. Im Ergebnis traten nur geringfügige Abweichungen nach
der Rücktransformation in die originale Datenverteilung auf.
Abb. 5.7: Vergleich der Histogramme: Daten (links) und simulierte Realisation (rechts)
Abb. 5.8: Reproduktion eines trendbehafteten Lagerstättenmerkmals durch Wahl einer
geeigneten lokalen Suchnachbarschaft: Variogramm der Daten (links) und
Variogramme der simulierten Realisationen in Richtung 0° (mitte) und 90°
(rechts)
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Der Ansatz der Trendabspaltung als auch der Ansatz der Trendberücksichtigung über
eine schrittweise bedingte Normaltransformation erscheinen ebenso geeignet. Die Wahl
eines bestimmten Ansatzes ist im wesentlichen nur von der Anzahl der zur Verfügung
stehenden Daten abhängig, denn die Trendberücksichtigung über eine schrittweise be-
dingte Normaltransformation stellt höhere Anforderungen an die benötigte Datendichte
als der Ansatz der Trendabspaltung.
Unabhängig davon welcher der beiden Ansätze genutzt wird, es ist eine Modellierung des
Trends erforderlich. Der modellierte Trend sollte die wesentlichen großräumigen Strukturen
im Untersuchungsgebiet beschreiben. Die Datengrundlage für die Modellierung des Trends
bilden die zur Verfügung stehenden Primärdaten oder geeigneten Sekundärdaten. Ein
messbares Kriterium für die Güte eines Trendmodells ist die statistische Unabhängigkeit
zwischen dem Trendmodell und dem resultierenden Residuum [Deu02].
Gute Ergebnisse bei der Modellierung wurden durch eine zweistufige Trendmodellie-
rung erreicht. Dabei wird zunächst aus den Daten ein erstes Trendmodell mit Hilfe
von Verfahren, wie z.B. Kriging für den Mittelwert oder Inverse Distanz Wichtung
generiert und anschließend erfolgt eine Glättung dieses Modells mit Hilfe eines “Moving-
Average”-Ansatzes. Die Abbildung 5.9 zeigt an einem Beispiel die einzelnen Schritte der
Trendmodellierung beginnend mit den zur Verfügung stehenden Daten. Neben diesem
Ansatz sind jedoch auch andere Ansätze für die Modellierung von Trendmodellen an-
wendbar [Deu02, LD04]. Die konkrete Wahl einer Methode und ihrer Parameter bleibt
letztlich immer eine subjektive Entscheidung, welche mit Hilfe von Expertenwissen und
kompetenter Interpretation der Daten getroffen werden sollte [LD04].
Abb. 5.9: Generierung eines Trendmodells in 2 Stufen - a) Datengrundlage (links), b) 1.
Schätzung (mitte), c) Glättung des Modells (rechts)
Die Äquivalenz der Ergebnisse der beiden Ansätze wird nun anhand eines Anwendungs-
beispiels gezeigt. Betrachtet wird dabei die Höhenlage (z-Koordinate) einer geologischen
Fläche im Raum.
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Die Abbildung 5.10 zeigt die anisotropen experimentellen Variogramme bzw. die Va-
riogrammkarte der Ausgangsdaten, welche den Hinweis auf die Existenz eines globalen
Trends geben. Ein Trendmodell wurde anschließend modelliert (Abb. 5.9, rechts).
Abb. 5.10: anisotrope experimentelle Variogramme (rechts) bzw. die Variogrammkarte
(links) der Ausgangsdaten (trendbehaftet)
Die Abbildung 5.11 und 5.12 zeigen, dass die schrittweise bedingt transformierten Daten
(links), sowie die transformierten Residuen (rechts), als stationär und unabhängig vom
Trend angenommen werden können. Die experimentellen Variogramme der zu simulie-
renden normalverteilten Daten zeigen für beide Ansätze einen fast identischen Verlauf,
daher konnte auch an beide experimentellen Variogramme das gleich Variogramm-Modell
angepasst werden. Auf Basis des Variogramm-Modells, sowie der entsprechenden Daten,
wurden anschließend jeweils 25 Realisationen erstellt. Im Falle der schrittweisen bedingten
Normaltransformation wurde dann noch die entsprechende bedingte Rücktransformation
vorgenommen, während beim Ansatz der Trendabspaltung erst eine Rücktransformation
der Residuen und dann die Addition der entfernten Trendkomponente vorgenommen
wurde.
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Abb. 5.11: Unkorreliertheit des Trends vom zu simulierenden Signal nach Berück-
sichtigung des Trends durch schrittweise bedingte Normaltransformation
rcorr = 0.072 (links) und Trendabspaltung rcorr = 0.143 (rechts)
Abb. 5.12: Vergleich von Variogrammen als Kriterium für die Annahme der Stationarität
nach Berücksichtigung eines Trends durch schrittweise bedingte Normaltrans-
formation (links) und Trendabspaltung (rechts)
Die Abbildung 5.13 und 5.14 zeigen, dass die Ergebnisse beider Ansätze nicht identisch
aber sehr ähnlich sind. Beide Ansätze zeigen eine gute Reproduktion der Korrelation
zwischen dem Trendmodell und den simulierten Daten (Abb. 5.13), sowie vergleichbare
Realisationen des Verlaufs der geologischen Fläche (Abb. 5.14). Dargestellt ist jeweils
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eine Realisation sowie der E-Type über alle 25 Realisationen.
Abb. 5.13: Reproduktion der Korrelation zwischen dem Trendmodell und dem simulierten
Verlauf der geologischen Fläche (1. Realisation) - links: Zusammenhang in
den Daten rcorr = 0.871, mitte: schrittweise bedingte Normaltransformation
rcorr = 0.798, rechts: Trendabspaltung rcorr = 0.825
Abb. 5.14: Vergleich der Simulationsergebnisse (1. Realisation / E-Type) unter Berück-
sichtigung eines Trends mittels schrittweiser bedingter Normaltransformation
(links) bzw. Trendabspaltung (rechts)
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Die Abbildung 5.15 zeigt einen Vergleich der Reproduktion der originalen Datenverteilung
für eine beliebige Realisation. Durch beide Ansätze konnte eine gute Reproduktion des
Histogramms erreicht werden.
Abb. 5.15: Vergleich der Histogramme nach Trendberücksichtigung: Daten (links), schritt-
weise bedingte Normaltransformation (mitte) bzw. Trendabspaltung (rechts)
Alle Ansätze erscheinen daher gleichmaßen geeignet für eine Nutzung in einem komplexen
Anwendungsbeispiel. Auch wenn der erste Ansatz sich aufgrund der notwendigen schritt-
weisen Kalibrierung der lokalen Suchnachbarschaft zunächst etwas aufwändiger darstellt,
waren die resultierenden Ergebnisse grundsätzlich qualitativ geeignet. In der Anwendung
auf ein Abbaufeld einer Braunkohlenlagerstätte in Kapitel 6 soll daher der Ansatz der
Trendberücksichtigung über die Wahl einer geeigneten lokalen Suchnachbarschaft und der
Ansatz der Trendabspaltung, aufgrund der geringeren Anforderungen, verwendet werden.
5.1.1.4 Transformation der Datenverteilung
Die Nutzung der parametrischen Simulationsverfahren GSGS bzw. CoGSGS macht es er-
forderlich, dass die Daten der zu untersuchenden Variablen der Lagerstätte, normalverteilt
vorliegen. In der Praxis ist dies jedoch nur sehr selten der Fall, so dass die Ausgangsdaten
i.d.R. vor der Simulation in eine Normalverteilung N(0, 1) transformiert werden müssen.
Die Ergebnisse der Simulation werden anschließend wieder zurücktransformiert, so dass
sie die Verteilung der Ausgangsdaten reproduzieren. Möglichkeiten diese Transformation
durchzuführen werden z.B. in [DJ92, Goo97, JH78, LD04] ausführlich beschrieben. Daher
soll das Konzept der Normaltransformation an dieser Stelle nur kurz zusammengefasst
werden.
Die Normalverteilung Die Normalverteilung (Abb. 5.16) oder auch Gaußsche Verteilung
ist eine symmetrische Verteilung, deren Aussehen an eine Glocke erinnert. Deshalb wird
auch häufig der Begriff Glockenfunktion verwendet. Sie kann durch die beiden Parameter
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Erwartungswert E [X] = µ und Varianz V ar(X) = E
[
(X − E [X])2
]
= σ2 eindeutig
beschrieben werden. Durch die Transformation y′ = (z−µ)/σ kann eine beliebige Normal-
verteilung standardisiert werden, man spricht dann von der Standardnormalverteilung.
Diese ist durch den Erwartungswert µ = 0 und die Varianz σ2 = 1 charakterisiert.
Abb. 5.16: Dichtefunktion der
Normalverteilung
Die Wahrscheinlichkeitsdichtefunktion f(z) so-
wie die kumulative Verteilungsfunktion F (z)
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Die Normaltransformation In der Literatur
wird dieses Verfahren als Normal Score Trans-
formation, graphische Transformation oder
auch Quantil Transformation bezeichnet [Goo97, DJ92]. Für die Durchführung einer
solchen Transformation muss zunächst die kumulative Verteilungsfunktion F (z) der Daten
bestimmt werden. Den Wahrscheinlichkeiten pi für das Auftreten eines Wertes zi wird
dann ein korrespondierender Wert yi aus der kumulativen Standardnormalverteilungs-
funktion G(y) zugeordnet. Das bedeutet die beiden Zufallsvariablen z und y sind über
ihre kumulativen Verteilungsfunktionen miteinander verbunden. Es gilt y = G−1[F (z)]
und z = F−1[G(y)]. Die Abbildung 5.17 veranschaulicht nochmals die Funktionsweise
der Transformation.
Abb. 5.17: Prinzip der Normaltransformation (Normal Score Transformation)
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5.1.2 Modellierung der räumlichen Strukturen
Am Ende der Datenvorverarbeitung liegt ein repräsentativer normalverteilter Datensatz
vor. Dieser bildet nun die Grundlage für die Modellierung der räumlichen Strukturen,
welche später durch die Simulation reproduziert werden soll. Die räumlichen Strukturen
eines Lagerstättenmerkmals können mit Hilfe von Regionalisierungsmodellen bzw. Ko-
Regionalisierungsmodellen beschrieben werden. Der erste Schritt der Modellierung ist die
Berechnung von diskreten experimentellen Variogramme bzw. Kreuzvariogramme und die
Durchführung einer Korrelationsanalyse für die zu untersuchenden Lagerstättenmerkmale.
Experimentelle Variogramme bzw. Kreuzvariogramme geben die mittlere Streuung der
Differenzen zwischen Zufallsvariablen mit Abstandsvektor h an und sind somit ein Maß für
den räumlichen Zusammenhang dieser Variablen. Der zweite Schritt der Modellierung ist
die Anpassung von zulässigen Modellen an diese diskreten experimentellen Variogramme
bzw. Kreuzvariogramme. Im Anhang A.2 und A.3 sind die theoretischen Grundlagen sowie
praktische Aspekte der Modellierung einer Regionalisierung bzw. Ko-Regionalisierung
dargelegt.
Qualität des Modells
Das modellierte Variogrammmodell reflektiert im besten Fall das Verständnis des An-
wenders über die räumliche Kontinuität des untersuchten Merkmals. Aufgrund seines
Einflusses auf die durch geostatistische Verfahren ermittelten Unsicherheiten kommt dem
Variogrammmodell eine besondere Bedeutung zu. Die Anpassung eines Modells ist jedoch
immer ein subjektiver Prozess, bei dem es grundsätzlich nicht nur genau eine exakte
Lösung gibt. Es werden sich immer mehrere gleich gute Lösungen/Modelle finden lassen.
Eine häufig genutzte Möglichkeit, um unterschiedliche Modelle miteinander zu vergleichen,
ist die Anwendung von statistischen Kriterien, wie z.B. des gewichteten kleinsten Quadrate
Kriteriums. Das jedoch bedeutet, man vergleicht letztlich nur wie gut einzelne Modelle
an das entsprechende experimentelle Variogramm angepasst wurden ([Goo97], S. 105).
Da aber das Ziel die Modellierung der räumlichen Struktur des untersuchten Merkmals
und nicht die der Daten ist, muss das Modell mit der statistisch besten Anpassung nicht
zwangsläufig auch das tatsächlich beste Modell sein.
Eine weitere Möglichkeit die Qualität eines Variogrammmodells zu prüfen, ist die so ge-
nannte Kreuz-Validierung (cross validation). Ausführliche Informationen hierzu liefert z.B.
[Dav87a, Isa89]. Die Kreuz-Validierung erlaubt den Vergleich des Einflusses verschiedener
Variogrammmodelle auf die Ergebnisse von Interpolationsalgorithmen. Dies geschieht
indem schrittweise einzelne Probewerte aus dem Datensatz entfernt und an diesen Punk-
ten dann Schätzungen durchgeführt werden. Umso kleiner die Differenz zwischen den
geschätzten Werten und den tatsächlichen Probewerten ist, umso besser ist das Modell.
Jedoch unterliegt auch die Nutzung der Kreuz-Validierung einigen Einschränkungen.
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So lassen sich beispielsweise nicht die einzelnen Parameter des Variogramms auf ihre
Qualität hin überprüfen, sondern man erhält letztendlich immer nur eine Aussage zum
Gesamtmodell.
Das Verfahren der signalgesteuerten Anpassung der Modellparameter [Men85] kann als
eine erweiterte Kreuz-Validierung angesehen werden. Bei diesem Verfahren werden die
empirischen und theoretischen Differenzen zwischen zwei Vorhersageverfahren ermittelt
und über eine Rückwärtssteuerung zur Schätzung passender Modellparameter benutzt
[Men]. Das Verfahren ist jedoch auf die Nutzung von Variogrammmodellen begrenzt, wel-
che neben dem Nugget-Effekt, nur noch eine Variogrammstruktur aufweisen. Überlagern
sich zwei oder mehrere Strukturen, so ist das Verfahren nicht mehr anwendbar.
Der qualitative Charakter eines Variogrammmodells ist also nur schwer definierbar
und kann nur unzureichend durch spezifische Tests bestimmt werden. Daher sollte der
Anwender seine Wahl immer unter Berücksichtigung von Erfahrungswerten und allen
verfügbaren Information treffen ([Goo97], S. 106).
Für die Modellierung einer Ko-Regionalisierung ist grundsätzlich festzustellen, dass
diese im Gegensatz zum univariaten Fall eine deutlich komplexere Aufgabe darstellt.
Schwierigkeiten ergeben sich vor allem aus der Anzahl zu modellierender Variablen
und den zu erfüllenden Beschränkungen der Koeffizienten blij ([Goo97], S. 116). Daher
bietet die Anwendung der Markov Modelle, hinsichtlich des Modellierungsaufwandes,
eine vergleichsweise einfache Möglichkeit Sekundärdaten in den Simulationsprozess zu
integrieren.
Die Markov Modelle erfordern das Daten der Sekundärvariable an allen zu berechnenden
Gitterpunkten verfügbar sind. Derartig Datendichten sind mit Ausnahme von seismischen
Daten im Bergbaukontext jedoch eher unüblich, so dass für eine Nutzung dieser Modelle,
die Sekundärdaten selbst zunächst interpoliert bzw. simuliert werden müssen. Dieses
Vorgehen kann jedoch zu künstlichen Simulationsergebnissen führen, welche zu nah mit
den Sekundärdaten verknüpft sind. Die Abbildung 5.18 veranschaulicht diese Problematik,
dargestellt ist jeweils der Mittelwert über 25 Realisierungen (E-Type) in Abhängigkeit
von zwei möglichen simulierten Verläufen der Sekundärvariable. Man sieht dabei relativ
deutlich wie die simulierte Sekundärvariable die Simulation der Primärvariable beeinflusst.
Eine Lösung für dieses Problem ist die Verwendung von variablen Sekundärdaten, das
bedeutet für die Generierung der Realisierungen der Primärvariable wird jeweils eine
andere Realisierung der Sekundärdaten genutzt.
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simulierte Sekundärdaten E-type der Primärvariable
1. Modell
2. Modell
Abb. 5.18: Anwendung des Markov Modells: Abhängigkeit der Simulationsergebnisse der
Primärvariable von der Wahl simulierter Sekundärdaten
5.1.3 Simulation
Nach der Anpassung eines zulässigen Regionalisierungs- bzw. Ko-Regionalisierungsmodells
wird die eigentliche Simulation der Lagerstättenattribute durchgeführt. Hierfür werden
die hinsichtlich der rechentechnischen Effizienz optimierten sequentiellen parametrischen
Verfahren der generalisierten sequentiellen Gaußschen Simulation (GSGS) bzw. Ko-
Simulation (CoGSGS) empfohlen.
5.1.4 Validierung und Nachverarbeitung der Simulationsergebnisse
Abgeschlossen wird der Simulationsprozess durch eine Validierung der Simulationsergebnis-
se, d.h. es muss überprüft werden, ob alle getroffenen Annahmen bzw. verfahrensbedingte
Eigenschaften der Modelle erfüllt wurden. Als erstes wird überprüft, ob die normalver-
teilten Simulationsergebnisse das normierte Variogrammmodell und das normalverteilte
Histogramm der Daten reproduzieren (Abb. 5.19).
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Abb. 5.19: Reproduktion des Variogramm und Histogramm der simulierten normalver-
teilten Werte
Wenn eine Ko-Simulation durchgeführt wurde, dann muss in Abhängigkeit vom gewähl-
ten Ko-Regionalisierungsmodell darüber hinaus auch die korrekte Reproduktion der
Kreuzvariogramme (LMC) bzw. die Reproduktion der Korrelation (MM1/MM2) über-
prüft werden. Anschließend erfolgt die Rücktransformation der Simulationsergebnisse in
die originale Datenverteilung und eventuell noch das Hinzufügen einer abgespaltenen
Trendkomponente. Danach erfolgt nochmals eine Überprüfung der Reproduktion der als
statistisch repräsentativ bestimmten originalen Datenverteilung, durch einen Vergleich
der Histogramme (Abb. 5.20).
Um sicherzustellen, dass die durchgeführten Prozesse, wie z.B. Datentransformation
oder Trendabspaltung, die Reproduktion der natürlichen räumlichen Strukturen nicht
negativ beeinflusst haben, wird empfohlen die resultierenden Realisationen der Lager-
stättenattribute, hinsichtlich der räumlichen Strukturen, mit den räumlichen Strukturen
aus den Originaldaten zu vergleichen. Hierfür werden die experimentellen Variogramme
der Daten und der resultierenden Simulationsergebnisse miteinander verglichen. So kann
z.B. überprüft werden, ob existierende Trendkomponenten im Ergebnis, in geeigneter
Weise, reproduziert wurden. Die Abbildung 5.21 zeigt einen Vergleich der experimentellen
Variogramme der Daten (links) und der resultierenden Simulationsergebnisse (mitte und
rechts) eines Lagerstättenmerkmals. Die Daten des Lagerstättenmerkmals zeigten eine
anisotrope Trendkomponente, welche gut durch den Modellierungsprozess mit Hilfe der
Trendabspaltung reproduziert wurde.
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Abb. 5.20: Reproduktion des Histogramms der originalen Datenverteilung
Abb. 5.21: Variogramm der Daten eines Lagerstättenmerkmals mit anisotroper Trendkom-
ponente (links) und Variogramme des resultierenden Merkmals in Richtung 0°
(mitte) und 90° (rechts)
Nach einer abgeschlossenen Validierung können dann aus den l simulierten Realisationen zi
statistische Kennwerte für die Auswertung berechnet werden. Die wichtigsten Kennwerte
sollen nachfolgend definiert werden.
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Minimum Minimum aus allen l Realisierungen
minz = min(z1, . . . , zl)
Maximum Maximum aus allen l Realisierungen
maxz = max(z1, . . . , zl)
Wahrscheinlichkeiten Wahrscheinlichkeiten bezüglich der Über- bzw. Unterschreitung
von beliebigen Grenzwerten α
P [z(u) > α = 1− F (u;α) bzw. P [z(u) < α = F (u;α)
5.2 Modellierung der Lagerstättengeometrie
Die Erstellung eines 3D-Strukturmodells einer Lagerstätte stellt i. A. ein sehr komplexes
Problem dar, welches aber durch die Unterteilung in weniger komplexe 2D-Teilprobleme
vereinfacht werden kann [Ben09]. Das bedeutet, dass das 3D-Strukturmodell aus unab-
hängig voneinander modellierten geometrischen Lagerstättenattributen zusammengesetzt
wird. Die Problematik dieser Vorgehensweise liegt jedoch darin, dass die Plausibilität der
logischen Beziehungen zwischen den unabhängig voneinander modellierten geologischen
Flächen bzw. Schichten bei der Zusammensetzung des 3D-Strukturmodells sicher gestellt
werden muss und gegebenenfalls Widersprüche aufgelöst werden müssen.
Die Geometrie einer geologischen Schicht kann grundsätzlich durch folgende geometrische
Merkmale beschrieben werden:
1. das Hangende + das Liegende,
2. das Hangende + Schichtmächtigkeit
3. das Liegende + Schichtmächtigkeit
Das bedeutet für die Beschreibung der Geometrie einer geologischen Schicht sind maximal
zwei der drei geometrischen Merkmale zu modellieren. Das Dritte kann dann jeweils
rechnerisch abgeleitet werden.
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Abb. 5.22: Schema für den Aufbau eines
3D-Strukturmodells
Mit Hinblick auf die Vermeidung von Wi-
dersprüchen in den logischen Beziehungen
der Schichtgrenzen sind die beiden zuletzt
genannten Möglichkeiten zu bevorzugen, da
hier Inkonsistenzen zwischen den räumlichen
Verläufen des Hangenden und Liegenden aus-
geschlossen werden können. Dies resultiert
aus der Tatsache, dass die Mächtigkeit einer
Schicht niemals negativ ist und somit auch
keine Überschneidungen von Hangenden und
Liegenden auftreten können. Betrachtet man
nun jedoch ein 3D-Strukturmodell mit meh-
reren geologischer Schichten, so kann dieser
Ansatz immer noch dazu führen, dass Inkon-
sistenzen zwischen den räumlichen Verläufen
verschiedener geologischer Schichten auftre-
ten, vor allem dann wenn diese räumlich eng
beieinander liegen. Es ist also notwendig Be-
dingungen einzuführen, welche genau diese
Überschneidungen verhindern.
Benndorf [Ben13] schlägt hierfür eine Simu-
lationssequenz vor, bei der alle Schichten der
Lagerstätte von oben nach unten durchlaufen werden. Dabei werden die simulierten Hö-
hen einer Schicht immer durch die darüber liegende Schicht begrenzt, d.h. es erfolgt
eine Einschränkung des Wertebereichs der simulierten Höhen, um zu verhindern das
beispielsweise das Hangende einer Schicht über dem Liegenden einer darüber liegenden
Schicht liegt. Das bedeutet, die simulierten Werte werden aus Intervallen gezogen, welche
durch die benachbarten Grenzflächen definiert werden. Hierfür kann beispielsweise ein
so genannter Soft Kriging Ansatz [Jou86] genutzt werden. Dieser Ansatz beruht auf
der Transformation der Daten (exakte Werte z(xα) = k und Intervalle z(xα) ≤ k )
in kumulative Verteilungsfunktionen (cdf), welche dann an allen Punkten des Unter-
suchungsgebietes geschätzt werden. Dieser Ansatz erhöht jedoch die Komplexität der
Berechnungen signifikant, so dass ein alternatives Vorgehen vorgeschlagen wird.
Ein alternativer Ansatz für die Generierung eines widerspruchsfreien 3D-Strukturmodells
ist es, den räumlichen Verlauf einer Leitschicht, sowie die Mächtigkeiten aller relevanten
Rohstoffschichten bzw. die kumulierten Mächtigkeiten aller Zwischenschichten, zu simulie-
ren. Ausgehend von der ausgewählten Leitschicht, werden dann alle anderen Grenzflächen
rechnerisch durch Addition bzw. Subtraktion von Mächtigkeiten ermittelt. Die Abbildung
5.22 zeigt schematisch wie auf diese Weise ein Modell mehrerer geologischer Schichten
aufgebaut werden kann. Dieser Ansatz liefert gute Ergebnisse, wenn die Anzahl der model-
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lierten Grenzflächen relativ gering bleibt, da sich aufgrund der Varianzfortpflanzung die
Lagefehler der Schichten mit zunehmendem Abstand von der Leitfläche erhöhen. Für die
Modellierung von komplexen, mehrschichtigen, sedimentartig ausgebildeten Lagerstätten
wird daher vorgeschlagen die Lagerstätte in Gruppen (Schichtkomplexe) von geologischen
Schichten aufzuteilen. Jeder dieser Schichtkomplexe wird dann auf Basis einer geeigneten
Leitschicht aufgebaut. Das bedeutet letztlich wird das 3D-Strukturmodell der Lagerstätte
also aus mehreren unabhängig voneinander erstellten Schichtkomplexen zusammengesetzt.
Überschneidungen können dadurch nur noch zwischen den einzelnen Schichtkomplexen
auftreten. Für die Erstellung des 3D-Strukturmodells einer kompletten Lagerstätte liegt
die Schwierigkeit nun in der Wahl einer geeigneten Anzahl von unabhängigen Schichtkom-
plexen. Grundsätzlich lässt sich keine allgemein gültige Aussage bezüglich der Anzahl zu
verwendender Schichtkomplexe treffen. Es ist immer eine Kalibrierung des Ansatzes, an
die spezifischen Bedingungen der untersuchten Lagerstätte, notwendig.
Da Überschneidungen zwischen den einzelnen Schichtkomplexen nicht vollständig ver-
hindert werden können, müssen diese in einem abschließenden Schritt entfernt werden,
damit man ein widerspruchsfreies Strukturmodell entsteht. Hierfür sind zunächst zwei
grundsätzliche Ansätze anwendbar, erstens die Korrektur der Höhenlage beider Schicht-
komplexe oder die Korrektur der Höhenlage nur eines Schichtkomplexes, während der
andere Schichtkomplex als fixiert angenommen wird. Darüber hinaus muss eine Entschei-
dung getroffen werden, ob die Mächtigkeiten der jeweiligen geologischen Schichten durch
die Korrektur der Lage der Grenzflächen (Hangende, Liegende) erhalten werden muss.
Eine Beschneidung von geologischen Schichten erscheint im Kontext der Anwendung
im Bergbau als eher ungeeignet, da diese Ansätze in der Folge immer zu verzerrten
Schätzungen der Rohstofftonnagen führen. Ein geeigneterer Ansatz ist daher die lokale
Verschiebung der Schichtverläufe, so dass die Mächtigkeiten der geologischen Schichten
erhalten bleiben.
Für die Auswahl eines der beiden o. g. grundsätzlichen Ansätze sollte man folgende Frage
beantworten: Gibt es Gründe dafür den Schätzungen der Geometrie eines Schichtkomple-
xes mehr als anderen zu Vertrauen? Wenn diese Frage mit Ja beantwortet werden kann,
dann sollte dieser “vertrauenswürdigere” Schichtkomplex als fixiert angenommen werden.
Als Entscheidungskriterien hierfür kann z.B. der Umfang der Probedaten bzw. deren
Konfiguration, aber auch die aus der Simulation bestimmten lokalen Unsicherheiten,
herangezogen werden. Die Abbildungen 5.23 und 5.24 verdeutlichen nochmals die Ansätze
für die Korrektur von Schichtüberschneidungen unter der Bedingung der Erhaltung der
Schichtmächtigkeiten.
Die erste Variante in Abbildung 5.23 zeigt die Korrektur von Überschneidungen unter der
Bedingung eines fixierten Schichtkomplexes. Dabei wird in Überschneidungsbereichen für
die Höhe des Hangenden von Schichtkomplex 2 die Höhe des Liegenden von Schichtkomplex
1 angenommen und die dadurch vom Hangenden abgeschnittenen Mächtigkeiten des
Schichtkomplexes 2 werden im Liegenden wieder hinzu addiert.
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Abb. 5.23: Ansatz für die Korrektur von Überschneidungen im 3D-Strukturmodell mit
einem fixierten Schichtkomplex
Abb. 5.24: Ansatz für die Korrektur von Überschneidungen im 3D-Strukturmodell mit
zwei variablen Schichtkomplexen
Die zweite Variante in Abbildung 5.24 zeigt schematisch den Ansatz der Korrektur
unter der Annahme von zwei variablen Schichtkomplexen. Bei diesem Ansatz werden
das Liegende von Schichtkomplex 1 sowie das Hangende von Schichtkomplex 2 in die
Mitte der Überschneidungszone gelegt, d.h. die neue Höhe der beiden Grenzflächen im
Überschneidungsbereich entspricht dem Mittelwert der ursprünglichen Höhen beider
Schichten. Die von beiden Schichtkomplexen abgeschnittenen Mächtigkeiten werden dann
analog zur ersten Variante im Hangenden bzw. Liegenden des jeweiligen Schichtkomplexes
hinzu addiert.
Neben der Bereitstellung konsistenter Schichtmodelle, ist die Berücksichtigung von Be-
sonderheiten typischer, komplexer, sedimentartig ausgebildeter Lagerstätte, eine der in
Kapitel 2 definierten Anforderungen an die Lagerstättenmodelle. So können beispielsweise
einzelne geologische Schichten unter anderem dadurch gekennzeichnet sein, dass sie sich
lokal in zwei oder mehr Teilschichten, welche durch so genannte Zwischenmittel getrennt
sein können, aufspalten. Für diese Fälle sollte jede Teilschicht als eine unabhängige
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geologische Schicht über das gesamte Untersuchungsgebiet betrachtet und modelliert
werden. Das bedeutet, dass ungespaltene Bereiche dann einfach in die Anzahl auftretender
Teilschichten aufgeteilt, sowie durch Nullmächtigkeiten der Zwischenmittel, beschrieben
werden können. Das Verhältnis für die Aufteilung ungespaltener Bereiche kann dabei
auch aus den Daten abgeleitet werden, indem die Mächtigkeitsanteile der einzelnen
Teilschichten aus den gespaltenen Bereichen in die Fläche inter- bzw. extrapoliert wer-
den. Ein weiteres zu berücksichtigendes Phänomen ist das Auftreten von Störungen,
welche die natürliche Lagerung der geologischen Schichten beeinflusst haben. So kann
es beispielsweise Bereiche geben in denen einzelne geologische Schichten, z.B. aufgrund
von Erosion, nicht mehr in der natürlichen Schichtfolge vorhanden sind. Hier ist es
zumeist sinnvoll zunächst den ungestörten Zustand der Lagerstätte, sowie unabhängig
davon den Verlauf der Störfläche, zu modellieren. Anschließend wird dann der ungestörte
Verlauf der Lagerstätte mit der modellierten Fläche der Störung verschnitten, was im
Ergebnis zu gestörten Strukturmodellen führt. Die Abwesenheit einzelner Schichten bzw.
Teilschichten wird dabei letztlich immer durch Nullmächtigkeiten modelliert, das bedeutet
im Geometriemodell der Lagerstätte liegen an allen Punkten des Simulationsgitters auch
immer alle möglichen geologischen Schichten bzw. Teilschichten vor, jedoch wird den nicht
vorhandenen Schichten eine Nullmächtigkeit zugewiesen. Die Verläufe der Grenzflächen
(Hangendes und Liegendes) nicht vorhandener geologischer Schichten entsprechen dann
dem Verlauf einer benachbarten Schicht.
5.3 Modellierung der Qualitätsparameter
Der grundsätzliche Ansatz, welcher für die Modellierung der Lagerstättengeometrie ge-
nutzt wird, soll ebenfalls für die Modellierung von Qualitäten der Rohstoffschichten
genutzt werden, d.h. das komplexe 3D-Problem wird wieder in leichter zu modellierende
2D-Teilprobleme zerlegt. Konkret bedeutet dies, dass der räumliche Verlauf einer Roh-
stoffschicht, z. B. eines Kohleflözes, durch eine feste Anzahl von Teilschichten beschrieben
werden soll. Diese Teilschichten werden auch als Peels bezeichnet. Die Notwendigkeit für
die Modellierung der Rohstoffqualitätsparameter, innerhalb mehrerer Teilschichten einer
Rohstoffschicht, resultiert aus den besonderen Anforderungen für eine selektive Rohstoff-
gewinnung bzw. ebenso aus den Anforderungen für eine kurzfristige Abbauplanung unter
Berücksichtigung der geologischen Unsicherheiten.
Die Aufteilung einer Rohstoffschicht erfolgt dabei in Anlehnung an das Beprobungssche-
ma der Bohrkerne, welches i.d.R. eine intensivere Beprobung in den Randbereichen der
Rohstoffschichten vorsieht, um der durch die Genese bedingten erhöhten Verunreinigung
in diesen Bereichen Rechnung zu tragen. Durch diesen Ansatz wird die Struktur natürlich
auftretender Variabilitäten der Rohstoffqualitätsparameter bestmöglich reproduziert, da
die Tatsache berücksichtigt wird, dass die vertikale Variabilität der Rohstoffparameter
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innerhalb einer Rohstoffschicht deutlich höher ist als die horizontale Variabilität. Die
Charakteristik eines Qualitätsparameters ist damit innerhalb der einzelnen Teilschich-
ten/Peels vergleichbar. Die Simulation der Qualitätsparameter innerhalb der definierten
Teilschichten kann dabei unabhängig von benachbarten Teilschichten oder auch in Ab-
hängigkeit dieser durchgeführt werden. Hierfür müssen die statistischen Zusammenhänge
benachbarter Schichten zuerst genau analysiert werden. Darüber hinaus sind natürlich
auch signifikante Kreuz-Korrelationen zwischen verschiedenen Qualitätsparametern bei
der Simulation der Teilschichten zu berücksichtigen, ein Beispiel aus dem Braunkoh-
lenbergbau ist z. B. der starke Zusammenhang zwischen Aschegehalt und Heizwert.
Grundsätzlich hat es sich als sinnvoll und praktikabel herausgestellt, die simulierten
Verläufe benachbarter Schichten bzw. korrelierter Qualitätsparameter als Sekundärvaria-
ble über die so genannte Colocated Co-Simulation unter der Annahme eines der beiden
Markov-Modelle zu berücksichtigen. Der Vorteil dieses Ansatzes liegt vor allem im gerin-
gen Mehraufwand der durch die Berücksichtigung von Sekundärinformationen entsteht,
da der Aufwand für die Modellierung der Regionalisierung der Lagerstättenparameter
allgemein schon einer der wesentlichsten Aufwandsfaktoren der Modellierung darstellt.
Die Modellierung der Qualitätsparameter innerhalb der Teilschichten (Peels) setzt je-
doch grundsätzlich voraus, dass die Qualitätswerte der analysierten Bohrkerne auf die
definierten Teilschichten umgerechnet werden, d.h. den definierten Peels werden an den
Stützstellen gewichtete Mittelwerte zugewiesen, welche aus den betreffenden analysier-
ten Bohrkernintervallen berechnet werden. Anschließend bilden die Daten einer jeden
Teilschicht die Grundlage für die Modellierung der Regionalisierung der entsprechenden
Qualitätsparameter. Die Erfahrung hat jedoch gezeigt, dass sich das räumliche Verhalten
der Parameter innerhalb der Teilschichten zumeist nicht grundlegend von Peel zu Peel än-
dert, sondern das die Rohstoffschichten im wesentlichen in zwei quasi homogene Bereiche
unterteilt werden können. Das sind zum einen die Randbereiche sowie der Kernbereich
der Rohstoffschicht. Die Abbildung 5.25 zeigt schematisch die Aufteilung eines Flözes,
sowie die definierten Zonen, in denen von einer homogenen räumlichen Charakteristik der
Lagerstättenattribute ausgegangen werden kann. Die Einteilung der Teilschichten in quasi
homogene Zonen hat für die Modellierung der Regionalisierung der Qualitätsparameter
im Wesentlichen zwei grundlegende Auswirkungen. Zum einen wird der Aufwand für
die Modellierung dadurch deutlich reduziert, da nicht mehr für jedes einzelne Peel ein
Variogrammmodell modelliert werden muss, sondern nur noch für jede Zone.
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Abb. 5.25: Einteilung eines Flözes in Teilschichten (Peels)
Und zum anderen stehen durch dieses Vorgehen wesentlich mehr Daten für die Berechnung
der experimentellen Variogramme zur Verfügung, da die Werte mehrerer Peels zusam-
mengefasst werden können. Dadurch liefern die ermittelten experimentellen Variogramme
ein deutlich klareres Bild der räumlichen Struktur der untersuchten Merkmale.
5.4 Erstellung des 3D-Gesamtmodells
Nach der Modellierung der Geometrie und der Qualitätsmerkmale der Rohstoffschichten
liegen jeweils n mögliche räumliche Verläufe der einzelnen Merkmale vor. Die Kombination
aller n Realisierungen der Lagerstättengeometrie mit jeweils allen n Realisierungen der
einzelnen Qualitätsmerkmale würde zu n2 kombinierten Modellen je Qualitätsmerkmal
führen. Da dieser Datenumfang in der Praxis jedoch nur schwer handhabbar ist, wird
vorgeschlagen sich bei der Erstellung der kombinierten Gesamtmodelle auf eine 1 : 1
Beziehung zwischen der Geometrie und den Qualitäten zu beschränken. Dies bedeutet,
dass eine Realisierung der Lagerstättengeometrie genau mit einer Realisierung eines
jeden Qualitätsmerkmals kombiniert wird, so dass als Ergebnis auch wieder nur n
Gesamtmodelle der Lagerstätte vorliegen.
Das Zusammenführen der simulierten Lagerstättenmerkmale kann unter zur Hilfenahme
einer geeigneten Software, wie z. B. der Bergbauplanungssoftware Mincom MineScape,
durchgeführt werden. Derartige Software-Produkte unterstützen den Anwender bei-
spielsweise auch bei der Modellierung des Peelsmodells zwischen den Stützstellen der
Lagerstätte. Die konkreten Arbeitsabläufe für die Erstellung der kombinierten Modelle






Am Beispiel eines Abbaufeldes einer komplexen, mehrschichtigen Braunkohlenlagerstätte
in Mitteldeutschland wird nun die Anwendung der in Kapitel 5.2 - 5.4 vorgestellten
Modellierungsstrategien für die Erstellung von Struktur und Qualitätsmodellen gezeigt.
Dabei kommen Ansätze zur Berücksichtigung von Trends und Sekundärdaten zum Einsatz.
Für die Simulation werden die in Kapitel 4 vorgestellten, effizient implementierten
Verfahren GSGS und CoGSGS verwendet.
6.1 Modellierung der Lagerstättengeometrie
Die Abbildung 6.1 zeigt das Schema für den Aufbau des Strukturmodells auf Basis des
in Kapitel 5.2 beschriebenen Ansatzes. Das Strukturmodell wird aus drei unabhängigen
Schichtkomplexen aufgebaut. Der oberste ist der Schichtkomplex A, dieser beinhaltet
das Böhlener Oberflöz (Flöz A). Für die Modellierung des Flöz A wird dieses in eine
Ober- (Flöz AO) und Unterbank (Flöz AU) zerlegt, auch wenn es ungespalten vorliegt.
Der darunterliegende Schichtkomplex B umfasst das Bornaer-Thüringische Hauptflöz
(Flöz B), sowie das geringmächtige Flöz Schwerzau (Flöz BS). Im untersten Schicht-
komplex C liegt das Sächsische-Thüringische Unterflöz (Flöz C), dieses ist im gesamten
Untersuchungsgebiet gespalten in eine Ober- (Flöz CO) und Unterbank (Flöz CU). Die
Unterbank (Flöz CU) selbst spaltet sich ebenfalls in verschiedenen Bereichen nochmals
in einen oberen (Flöz CU2) und unteren (Flöz CU1) Teil auf. Für die Modellierung wird
die Unterbank (Flöz CU) über das gesamte Gebiet als gespalten angenommen. Für die
Bezeichnung der Grenzflächen der geologischen Schichten bzw. für die Mächtigkeiten
werden die englischen Begriffe verwendet (roof = Hangendes, floor = Liegendes und
thickness = Mächtigkeit).
Für jeden Komplex wird eine Leitfläche (A: AO_roof, B: B_floor, C: CU1_floor) definiert,
auf dessen Basis alle anderen Trennflächen berechnet werden. Neben den drei Leitflächen
müssen daher insgesamt 11 Mächtigkeiten, sowie eine Störfläche (Pleistozän) simuliert
werden. Die Tabelle 6.1 zeigt die zu simulierenden Merkmale.
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Abb. 6.1: Schema für den Aufbau einer komplexen mehrschichtigen Braunkohlenlager-
stätte in Mitteldeutschland
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Kohle-Mächtigkeiten: CO_thick, CU2_thick, CU1_thick
Abraum-Mächtigkeiten: Zw_CO-CU_thick, Zw_CU_thick
Pleistozän Störfläche: Pleisto (eiszeitliche Beeinflussung)
Tab. 6.1: Überblick der zu simulierenden geometrischen Merkmale
6.1.1 Datengrundlage, -aufbereitung und -analyse
Abb. 6.2: Lage der Probepunkte für die
Modellierung der Geometrie der
Lagerstätte
Die Datengrundlage für die Modellierung
der Lagerstättengeometrie bildet ein Da-
tensatz mit 2901 Probepunkten an denen
Werte für alle geologischen Schichten vor-
liegen. Dieser Datensatz wurde mit Hilfe
der Bergbauplanungssoftware Mincom Mi-
neScape aus den Bohrdaten abgeleitet. Die
Abbildung 6.2 zeigt die Lage der aus den
Bohrdaten gewonnenen 2901 Probepunk-
ten.
Darüber hinaus werden für die Modellie-
rung der Leitflächen Daten der Stoßkartie-
rung als zusätzliche Primärdaten genutzt.
Die Lage der zusätzlichen Probepunkte aus
der Stoßkartierung werden für alle drei
Leitflächen in Abbildung 6.3 dargestellt.
Für die Leitfläche AO_roof existieren 659,
für B_floor 7832 und für CU1_floor 1824
zusätzliche Datenpunkte.
Aufgrund der unregelmäßigen Verteilung
der Probepunkte über das Untersuchungs-
gebiet, wurde für alle Lagerstättenmerk-
male (Tab. 6.1) zunächst eine Entclusterung nach dem im Abschnitt 5.1.1.2 vorgestellten
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Abb. 6.3: Lage der Probepunkte aus der Stoßkartierung - AO_roof (links), B_floor
(mitte), CU1_floor (rechts)
Zellenentclusterungsverfahren durchgeführt. Die Zellengröße wurde auf x=175m und
y=175m festgelegt, da dies in etwa dem regulären Abstand zwischen den Probepunkten
entspricht. Die Abbildung 6.4 zeigt beispielhaft die ermittelten Gewichte für die aus den
Bohrdaten gewonnenen 2901 Probepunkte.
Abb. 6.4: Ermittelte Gewichte aus der Entclusterung der Daten
(Die Größe der Kreuze (links) zeigt die Höhe der Gewichte an.)
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Darüber hinaus wurden durch die intensive Datenanalyse Trendkomponenten in eini-
gen der Lagerstättenmerkmalen identifiziert. Einige dieser trendbehafteten Merkmale
(Zw_A_thick, AU_thick, B_thick, CU2_thick, Zw_CU_thick und CU1_thick) wur-
den über die Anpassung eines stationären Variogramms und der Wahl einer geeigneten
lokalen Suchnachbarschaft berücksichtigt, da sich die Trendkomponenten, im Vergleich
zur Ausdehnung des Untersuchungsgebietes, erst in großer Reichweite bemerkbar macht.
Für andere Merkmale (AO_roof, AO_thick, B_floor, CU1_floor und Pleisto) wurden
hingegen Trendmodelle modelliert um die Trendkomponenten zu berücksichtigen. Die-
se Modelle sind in Abbildung 6.5 dargestellt. Die Generierung erfolgte dabei in zwei
Stufen mit Hilfe der Verfahren “Kriging für den Mittelwert” und einem “Moving Average”-
Ansatz wie in Abschnitt 5.1.1.3 beschrieben. Berücksichtigt werden die Trendkomponenten
im vorliegenden Beispiel durch eine Abspaltung der Trendkomponenten von den Un-
tersuchungsvariablen, d.h. es wurde jeweils das Residuum berechnet (Res_AO_roof,
Res_AO_thick, Res_B_floor, Res_CU1_floor, Res_Pleisto). Die qualitative Eignung
der erstellten Trendmodelle wurde durch die Analyse der Korrelation zwischen den
Trendmodellen und den resultierenden Residuen festgestellt. Für alle Trendmodelle ist
die Annahme der Unkorreliertheit gerechtfertigt (Abbildung 6.6). In den Merkmalen
CO_thick, Zw_B-BS_thick, BS_thick und Zw_CO-CU_thick wurde kein Trend erkannt.
Abb. 6.5: Trendmodelle für AO_roof, AO_thick, B_floor, CU1_floor und Pleisto
Abb. 6.6: Unkorreliertheit zwischen Trendmodell und Residuum: AO_roof rcorr = 0.252,
AO_thick rcorr = 0.142, B_floor rcorr = 0.258, CU1_floor rcorr = 0.234 und
Pleisto rcorr = 0.174
Anschließend wurden die Probedaten bzw. die Residuen in eine Normalverteilung N(0, 1)
transformiert. Diese normalverteilten Daten bildeten dann die Grundlage für Modellierung
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der räumlichen Struktur der Lagerstättenmerkmale. Für die Modellierung wurden neben
einer Nugget-Effekt Struktur (C0) maximal zwei weitere Strukturen (C1,C2) genutzt. Die
Parameter der angepassten Variogrammmodelle für alle geometrischen Lagerstättenattri-
bute sind in Tabelle 6.7 aufgeführt. Die besonders großen Reichweiten der Variogramm-
modelle für die Parameter B_thick und CU2_thick resultieren aus der Modellierung
einer zonalen Anisotropie der Merkmale. Die Modellierung einer Ko-Regionalisierung
war für die geometriebeschreibenden Lagerstättenmerkmale nicht sinnvoll möglich, da
das räumliche Verhalten zu große Unterschiede aufzeigte. Daher wurde es als sinnvoll
erachtet die einzelnen Merkmale unabhängig voneinander zu modellieren.
Attribut C0 C1 r1 α1 C2 r2 α2
Res_AO_roof 0.14 sph/0.73 250m sph/0.13 290m
Res_AO_thick 0.15 sph/0.35 135m sph/0.50 300m
Zw_A_thick 0.05 sph/0.45 400m sph/0.50 3500m
2500m
0°
AU_thick 0.15 sph/0.28 350m sph/0.57 2700m
1700m
90°
Res_B_floor 0.01 exp/0.99 370m
290m
0°
B_thick 0.15 sph/0.50 800m sph/0.35 15000m
3000m
105°
Zw_B-BS_thick 0.10 sph/0.60 350m sph/0.30 1100m
BS_thick 0.10 sph/0.60 650m sph0.30 1800m
Res_CU1_floor 0.01 sph/0.99 280m
CU1_thick 0.06 sph/0.62 530m sph/0.32 2800m
Zw_CU_thick 0.15 sph/0.40 320m sph/0.45 3300m
2500m
90°





Zw_CO-CU_thick 0.15 exp/0.63 550m sph/0.22 710m





Res_Pleisto 0.01 exp/0.99 215m
180m
0°
Abb. 6.7: Parameter der Variogramm-Modelle der geometrischen Lagerstättenmerkmale
Es folgen Abbildungen der angepassten Variogrammmodelle als visueller Eindruck der
Anpassung, die Parameter der entsprechenden Modelle können der Tabelle 6.7 entnommen
werden. Die Abbildung 6.8 zeigt die Variogramme der trendfreien Lagerstättenmerk-
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male. Die Abbildung 6.9 zeigt die Variogramme der Residuen der trendreduzierten
Lagerstättenmerkmale.
Abb. 6.8: Variogrammmodelle der trendfreien Lagerstättenmerkmale CO_thick, Zw_CO-
CU_thick , BS_thick und Zw_B-BS_thick (v.l.n.r.)
Abb. 6.9: Variogrammmodelle der Residuen der trendreduzierten Lagerstättenmerkmale
AO_roof, AO_thick , B_floor, CU1_floor und Pleisto (v.l.n.r.)
Die Abbildung 6.10 zeigt die Variogramme der Lagerstättenmerkmale bei denen die
Trendkomponente durch die Wahl einer geeigneten lokalen Suchnachbarschaft berück-
sichtigt wurden. Die lokale Suchnachbarschaft wurde wie folgt gewählt: Zw_A_thick
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(r = 1500m), AU_thick (r = 1500m), B_thick (r = 1000m), CU2_thick (r = 1500m),
Zw_CU_thick (r = 1500m) und CU1_thick (r = 1500m).
Abb. 6.10: Variogrammmodelle der Lagerstättenmerkmale Zw_A_thick , AU_thick,
B_thick, CU2_thick, Zw_CU_thick und CU1_thick (v.l.n.r.)
6.1.2 Simulation und Validierung der Ergebnisse
Die räumliche Ausdehnung des Simulationsgitters wurde mit x = 4700m und y = 5250m
definiert. Die Auflösung des Gitters bzw. die Größe der einzelnen Zellen wurde auf
4x = 5m und 4y = 5m festgelegt. Damit ergibt sich eine Gesamtanzahl von 988991 zu
simulierender Gitterpunkte je Merkmal. Dieses Gitter bildete die Grundlage für die Simu-
lation aller geometrischen Lagerstättenmerkmale auf Basis des in Kapitel 4 vorgestellten
GSGS-Algorithmus. Die Größe einer Gruppe (X/Y/Z) wurde mit 2x2x1 Gitterpunkte
gewählt. Die Anzahl von Datenpunkten in der lokalen Suchnachbarschaft wurde auf
maximal 40 Datenpunkte begrenzt. Die Anzahl der zu generierenden Realisationen wurde
auf nReal = 25 festgelegt, da sich der Erwartungswert (E-type) über alle Realisierungen
mit zunehmender Anzahl (nReal > 25) nicht mehr signifikant veränderte. Die Abbildung
6.11 zeigt exemplarisch den Zusammenhang zwischen dem E-Type und der Anzahl der
Realisationen für eine Mächtigkeit einer Schicht. Für den Test wurden zunächst insgesamt
100 Realisationen des Merkmals generiert.
109
6 Anwendung: unsicherheitsbasierte Modellierung einer Braunkohlenlagerstätte
Abb. 6.11: Zusammenhang zwischen dem E-Type und der Anzahl der Realisationen für
das Lagerstättenmerkmal CO_thick
Nach der erfolgreichen Simulation aller Merkmale erfolgte die Validierung der Ergebnisse.
Als erstes erfolgte eine Validierung der normalverteilten Ergebnisse, d.h. die statistischen
Verteilungen der Simulationsergebnisse wurden auf Differenzen zur Standardnormal-
verteilung N(0, 1) untersucht und die experimentellen Variogramme der Simulationser-
gebnisse wurden mit den angepassten normierten Variogrammmodellen verglichen. Für
den Vergleich wurden experimentelle Variogramme aus den Simulationsdaten bezüglich
mindestens zweier Raumrichtungen ermittelt.
Die Tabelle 6.2 gibt einen Überblick bezüglich der mittleren Abweichungen der sta-
tistischen Verteilungen von einer Standardnormalverteilung N(0, 1). Die betragsmäßig
geringen Differenzen spiegeln die grundsätzlich gute Reproduktion der statistischen
Verteilung wider. Es fällt jedoch auf, dass die Lagerstättenmerkmale bei denen die Trend-
komponente durch die Wahl einer geeigneten lokalen Suchnachbarschaft berücksichtigt
wurden, im Vergleich die größten Abweichungen zeigten.
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Merkmal Mittelwert Std. Abw. Varianz Q0.25 Q0.5 Q0.75
Res_Pleisto -0.0054 0.0063 0.0133 -0.0109 0.0000 0.0053
Res_AO_roof -0.0160 -0.0012 -0.0020 -0.0133 -0.0092 -0.0143
Res_B_floor 0.0028 -0.0004 -0.0048 -0.0105 -0.0084 0.0069
Res_CU_floor -0.0044 -0.0016 -0.0032 -0.0129 -0.0084 0.0025
Res_AO_thick 0.0016 0.0068 0.0136 -0.0041 0.0076 0.0137
ZW_A_thick -0.0716 -0.0144 -0.0284 -0.0189 -0.0768 -0.0203
AU_thick -0.0020 -0.0248 -0.0525 0.0335 0.0140 -0.0031
B_thick -0.0644 -0.0248 -0.0500 -0.0069 -0.0336 -0.0979
ZW_B-BS_thick 0.0460 -0.0068 -0.0128 0.0547 0.0448 0.0413
BS_thick -0.0012 0.0216 0.0412 0.0027 -0.0440 -0.0299
CO_thick 0.0096 -0.0012 -0.0032 0.0279 0.0260 0.0141
ZW_CO-CU_thick -0.0052 -0.0140 -0.0296 0.0123 -0.0048 -0.0159
CU2_thick 0.0820 -0.0076 -0.0164 0.0395 0.0280 0.0741
ZW_CU_thick -0.0356 -0.0252 -0.0496 -0.0073 -0.0528 -0.0715
CU1_thick -0.0040 -0.0024 -0.0028 0.0135 0.0056 -0.0047
Tab. 6.2: Überblick der mittleren Differenzen (Mittelwert, Standardabw., Varianz und
Quartile) zwischen der statistischen Verteilungen der normalverteilten Simula-
tionsergebnisse und einer Standardnormalverteilung N(0, 1)
Die Abbildungen 6.12 - 6.14 zeigen die Reproduktion der angepassten normierten Vario-
gramme für eine Richtung. Grundsätzlich lässt sich zunächst eine gute Reproduktion für
alle Lagerstättenmerkmale feststellen.
Abb. 6.12: Reproduktion der Variogramme der trendfreien Lagerstättenmerkmale
CO_thick, Zw_CO-CU_thick , BS_thick und Zw_B-BS_thick (v.l.n.r.)
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Abb. 6.13: Reproduktion der Variogramme der Residuen der trendreduzierten Lagerstät-
tenmerkmale AO_roof, AO_thick , B_floor, CU1_floor und Pleisto (v.l.n.r.)
Abb. 6.14: Reproduktion der Variogramme der Lagerstättenmerkmale Zw_A_thick ,
AU_thick, B_thick, CU2_thick, Zw_CU_thick und CU1_thick (v.l.n.r.)
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Nach der erfolgreichen Validierung der normalverteilten Simulationsergebnisse erfolgte
im nächsten Schritt die Rücktransformation der Ergebnisse. Die Wertebereiche der
Lagerstättenmerkmale wurden dabei angepasst, d.h. bei allen Mächtigkeiten wurde
das Minimum auf Null und das Maximum auf +15% des Maximums der jeweiligen
Probedaten definiert. Bei der Rücktransformation der Leitflächen wurde der ursprüngliche
Wertebereich der Residuen übernommen. Anschließend erfolgte die Validierung der
resultierenden Histogramme, d.h. die statistischen Verteilungen der rücktransformierten
Simulationsergebnisse wurden auf Differenzen zu den repräsentativen Verteilungen der
Probedaten untersucht. Die Tabelle 6.3 gibt einen Überblick bezüglich der mittleren
Abweichungen zwischen den rücktransformierten Ergebnissen und den repräsentativen
Verteilungen der Probedaten. Die Lagerstättenmerkmale bei denen die Trendkomponente
durch die Wahl einer geeigneten lokalen Suchnachbarschaft berücksichtigt wurden, zeigen
im Vergleich jedoch wieder die größten Abweichungen. Jedoch sind alle Differenzen
so gering, dass grundsätzlich eine gute Reproduktion der statistischen Verteilungen
festgestellt werden kann.
Merkmal Mittelwert Std. Abw. Varianz Q0.25 Q0.5 Q0.75
Res_Pleisto -0.0648 0.0718 0.8835 -0.0472 0.0008 0.0068
Res_AO_roof -0.1454 0.1016 1.4359 -0.0560 -0.0444 -0.0652
Res_B_floor 0.0518 -0.0242 -0.3275 -0.0540 -0.0228 -0.0132
Res_CU_floor -0.0102 -0.0024 -0.0569 -0.0636 -0.0388 0.0604
Res_AO_thick 0.0004 0.0050 0.0048 -0.0012 0.0000 0.0072
ZW_A_thick -0.0441 -0.0376 -0.0513 0.0000 0.0000 0.0000
AU_thick -0.0229 -0.0613 -0.1099 0.0000 0.0000 -0.0080
B_thick -0.2306 -0.0553 -0.4090 -0.0140 -0.0772 -0.3360
ZW_B-BS_thick 0.0300 -0.0090 -0.0230 0.0536 0.0036 0.0040
BS_thick -0.0002 0.0338 0.0319 0.0000 -0.0180 0.0000
CO_thick -0.0363 -0.1752 -1.5792 0.0000 0.0000 0.0340
ZW_CO-CU_thick -0.0344 -0.0703 -0.2445 0.0000 0.0104 -0.0560
CU2_thick 0.1466 -0.0674 -0.5026 0.0000 0.2792 0.3032
ZW_CU_thick -0.0046 -0.0031 -0.0005 0.0000 0.0000 0.0000
CU1_thick -0.0337 -0.0824 -0.5520 -0.0280 0.0276 0.0000
Tab. 6.3: Überblick der mittleren Differenzen (Mittelwert, Standardabw., Varianz und
Quartile) zwischen den rücktransformierten Ergebnissen und den repräsentati-
ven Verteilungen der Probedaten
Als abschließender Schritt wurden die abgespaltenen Trendkomponenten der Lagerstät-
tenmerkmale AO_roof, AO_thick, B_floor, CU1_floor und Pleisto zu den simulierten
Residuen hinzugefügt. Für die Leitflächen der Schichtkomplexe wird abschließend noch
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überprüft, ob die modellierten Merkmale (Trend + Residuum) das strukturelle Verhalten,
sowie die Histogramme der ursprünglichen Probedaten reproduzieren. Das strukturelle
Verhalten wurde durch einen Vergleich der trendbehafteten experimentellen Variogramme
der originalen Probedaten und der experimentellen Variogramme der resultierenden
Attribute vorgenommen (Abb. 6.15 - 6.17, oben). Die betrachtete Reichweite ist jeweils
5000m, da dies der durchschnittlichen Ausdehnung des Untersuchungsgebietes entspricht.
Dargestellt sind jeweils die experimentellen Variogramme der Daten bezüglich der Rich-
tungen 0°, 45°, 90° und 135° und dem gegenüber gestellt werden die experimentellen
Variogramme der modellierten Verläufe in Richtung 0° und 90°. Zu beachten ist, dass die
Skalierung der Y-Achse in den Abbildungen variiert. Die gestrichelte Linie in den Grafiken
zeigt die mittlere Varianz der Daten an und dient als Orientierung beim Vergleich. Die
Reproduktion der Datenverteilung wurde durch den Vergleich von Histogrammen der
Daten mit einer beliebigen Realisation überprüft (Abb. 6.15 - 6.17, unten).
Die Reproduktion der Histogramme ist für alle drei Leitflächen sehr gut, d.h. es ist zu
keinen Verzerrungen der Statistik der resultierenden Lagerstättenattribute durch die
Trendabspaltung gekommen. Die Reproduktion der räumlichen Strukturen kann ebenfalls
als gut betrachtet werden. Größere Abweichungen gab es im Wesentlichen nur bei der
Leitfläche AO_roof in Richtung 0°, hier zeigte sich bei einer Reichweiten > 4000m ein
abweichender Verlauf der experimentellen Variogramme.
Für die Lagerstättenmerkmale bei denen die Trendkomponente durch die Wahl einer
geeigneten lokalen Suchnachbarschaft berücksichtigt wurden, soll ebenfalls überprüft
werden, ob die Verläufe der experimentellen Variogramme der Probedaten über die Reich-
weite der lokalen Suchnachbarschaften hinaus reproduziert wurden. Dies soll exemplarisch
anhand der zwei Merkmale B_thick und CU1_thick erfolgen. Hierfür wurden wieder
experimentelle Variogramme der Daten denen der modellierten Verläufe in Richtung 0°
und 90° gegenübergestellt (Abbildung 6.18 und 6.19). Die Reproduktion der räumlichen
Strukturen kann auch bei diesen Ansatz als gut betrachtet werden.
Im Vergleich zeigt sich, dass beide Ansätze für die Berücksichtigung von Trendkomponen-
ten geeignet sind. Jedoch ist die Behandlung von Trends über eine Trendabspaltung bzw.
über die schrittweise bedingte Normaltransformation in der Praxis einfacher zu handha-
ben, da die aufwändige Kalibrierung der lokalen Suchnachbarschaft, zur Sicherstellung
unverzerrter Simulationsergebnisse, entfällt.
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Abb. 6.15: Trendabspaltung: Reproduktion des Histogramms und der strukturellen Ei-
genschaften des Merkmals AO_roof: Variogramm der Daten (oben) und
Variogramme des resultierenden Attributs (Trend + Residuum) in Richtung
0° (mitte, links) und 90° (mitte, rechts)
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Abb. 6.16: Trendabspaltung: Reproduktion des Histogramms und der strukturellen Ei-
genschaften des Merkmals B_floor: Variogramm der Daten (oben) und Va-
riogramme des resultierenden Attributs (Trend + Residuum) in Richtung 0°
(mitte, links) und 90° (mitte, rechts)
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Abb. 6.17: Trendabspaltung: Reproduktion des Histogramms und der strukturellen Ei-
genschaften des Merkmals CU1_floor: Variogramm der Daten (loben) und
Variogramme des resultierenden Attributs (Trend + Residuum) in Richtung
0° (mitte, links) und 90° (mitte, rechts)
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Abb. 6.18: Reproduktion der strukturellen Eigenschaften von B_thick über die lokale
Suchnachbarschaft hinaus: Variogramm der Daten (links) und Variogramme
des simulierten Attributs in Richtung 0° (mitte) und 90° (rechts)
Abb. 6.19: Reproduktion der strukturellen Eigenschaften von CU1_thick über die lokale
Suchnachbarschaft hinaus: Variogramm der Daten (links) und Variogramme
des simulierten Attributs in Richtung 0° (mitte) und 90° (rechts)
6.1.3 Erstellung des Strukturmodells
Nach der Validierung der Ergebnisse folgte die Generierung des Strukturmodells. Für die
Erstellung des 3D-Strukturmodells wurde das ursprüngliche Simulationsgitter nachträg-
lich vergröbert, damit eine bessere Vergleichbarkeit mit dem bisherigen interpolierten
Lagerstättenmodell möglich war, d.h. die Größe der Zellen wurde auf 4x = 25m und
4y = 25m erhöht.
Der erste Schritt der Erstellung des Strukturmodells war die Berechnung der Trennflächen
eines jeden Lagerstättenkomplexes aus der Leitfläche und den jeweiligen Schichtmäch-
tigkeiten, so dass letztlich für alle relevanten Schichten jeweils das Hangende und das
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Liegende angegeben werden konnte. Anschließend erfolgt eine Verschneidung dieser Flä-
chen mit dem ebenfalls simulierten Verlauf der Grenzfläche der eiszeitlichen Beeinflussung
(Pleistozän). Dabei wurde jeweils die erste Realisation einer Fläche mit der ersten Rea-
lisation der Störung verschnitten. Analog dazu erfolgt die Verschneidung aller übrigen
Realisationen.
Anschließend wurden die unabhängig voneinander modellierten Lagerstättenkomplexe A,
B und C auf unerwünschte Überschneidungen überprüft. Die Abbildungen 6.20 und 6.21
zeigen im Modell auftretende Überschneidungen der Schichtkomplexe A und B bzw. B
und C für jeweils eine beliebige Realisation. Zwischen Schichtkomplex A und B traten
bei durchschnittlich 3,3% der Gitterzellen Überschneidungen auf. Die Größenordnung
dieser Überschneidungen lag im Mittel bei ca. 5 m. Zwischen Schichtkomplex B und
C traten bei durchschnittlich 6,7% der Gitterzellen Überschneidungen auf, wobei die
Größenordnung dieser Überschneidungen im Mittel bei ca. 4,5 m liegt.
Abb. 6.20: Überschneidungen zwischen Schichtkomplex A und B (Realisation 24)
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Abb. 6.21: Überschneidungen zwischen Schichtkomplex B und C (Realisation 18)
Für die Korrektur der wenigen, betragsmäßig geringen Überschneidungen wurde der
Komplex B als fix angenommen, da die Unsicherheiten der Schichtverläufe im Vergleich
zu den anderen Schichtkomplexen geringer ausfielen. Die Korrektur erfolgte also wie in
Abbildung 5.23 dargestellt. Als Ergebnis liegt ein konsistentes 3D-Strukturmodell der
Lagerstätte vor.
Ein Vergleich des E-type aller geologischer Schichten mit einem bereits existierendem
interpolierten Lagerstättenmodell in Abbildung 6.22 zeigt die gute Vorhersage der la-
gerstättentypischen Strukturen, wie z.B. Kessel und Mulden, sowie der Grenze des
Pleistozän, am Beispiel einiger Schnitte durch die Lagerstätte. Das bereits existierende
Lagerstättenmodell ist braun dargestellt und wurde mit den Verläufen des Hangenden
und Liegenden aller Kohleflöze bzw. Teilflöze überlagert (farbige Linien). Die Abbildung
6.23 zeigt darüber hinaus für einen bestimmten Schnitt die Verläufe des Hangenden und
Liegenden in vier zufällig ausgewählten Realisationen.
Die Abbildungen 6.24 - 6.30 zeigen für alle Teilflöze den E-type der resultierenden
Schichtmächtigkeit sowie die Unsicherheiten in der Vorhersage der Schichtmächtigkeit.
Die Vorhersageunsicherheit ist in Form der bedingten Standardabweichung über alle
Realisationen angegeben. Es fällt dabei auf das die größten Unsicherheiten an den
Flanken der Kessel-, Mulden- bzw. Rinnenstrukturen auftreten. Die flözleeren Bereiche
sind dagegen mit einer relativ hohen Sicherheit voraus gesagt wurden.
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Abb. 6.22: Vergleich: E-type des Simulationsmodell vs. bestehendes interpoliertes Lager-
stättenmodell [Quelle: MIBRAG mbH]
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Abb. 6.23: Verläufe der Trennflächen (Hangende und Liegende) für 4 zufällig ausgewählte
Realisationen der Lagerstätte [Quelle: MIBRAG mbH]
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Abb. 6.24: Flöz AO: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
Abb. 6.25: Flöz AU: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
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Abb. 6.26: Flöz B: E-type der resultierenden Schichtmächtigkeit (links) und Unsicherhei-
ten in der Vorhersage der Schichtmächtigkeit (rechts)
Abb. 6.27: Flöz BS: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
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Abb. 6.28: Flöz CO: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
Abb. 6.29: Flöz CU2: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
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Abb. 6.30: Flöz CU1: E-type der resultierenden Schichtmächtigkeit (links) und Unsicher-
heiten in der Vorhersage der Schichtmächtigkeit (rechts)
Da ein großer Teil der Trennflächen (Hangendes, Liegendes) im Strukturmodell auf rein
rechnerische Art und Weise entstanden sind (Leitfläche + Mächtigkeit) und nicht direkt
modelliert wurden, werden in einem abschließenden Validierungsschritt die räumliche
Struktur und die Histogramme der rechnerisch ermittelter Trennflächen überprüft. Hierfür
werden für jeweils eine Trennfläche je Schichtkomplex die experimentellen Variogramme
von Probedaten und von den Modellierungsergebnissen berechnet und verglichen. Die
Abbildungen 6.31 - 6.33 (oben) zeigen die experimentellen Variogramme der Daten
bezüglich der Richtungen 0°, 45°, 90° und 135°, sowie die experimentellen Variogramme
der berechneten Verläufe der Trennflächen in Richtung 0° und 90°. Die betrachtete
Reichweite ist jeweils 5000m. Die Skalierung der Y-Achse in den Abbildungen variiert.
Die gestrichelte Linie in den Grafiken zeigt die mittlere Varianz der Daten an und
dient als Orientierung beim Vergleich. Der Vergleich der Variogramme zeigt für alle
Trennflächen eine gute Reproduktion, d.h. die räumlichen Strukturen der berechneten
geometrischen Lagerstättenmerkmale spiegeln die natürliche Struktur wieder. Nur für den
Schichtkomplex A zeigt sich wieder bei Reichweiten > 4000m ein abweichender Verlauf
der experimentellen Variogramme in Richtung 0°.
Die Abbildungen 6.31 - 6.33 (unten) zeigen einen Vergleich der Histogramme der Daten
und einer Realisation der modellierten Trennflächen. Die statistische Verteilung der
Werte der rechnerisch ermittelten Trennflächen entspricht der Verteilung der Probedaten
dieser Flächen. Es traten nur geringe Abweichungen in den statistischen Parametern
der Verteilungen auf. Damit kann des Weiteren festgestellt werden, dass die Beseiti-
gung der Modellüberschneidungen keinen negativen Einfluss auf die Charakteristik der
geometrischen Lagerstättenmerkmale hatte.
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Abb. 6.31: AU_floor - Validierung der modellierten Flächen im Strukturmodell: Vario-
gramm der Daten (oben) und des Strukturmodells in Richtung 0° (mitte,
links) und 90° (mitte, rechts), Histogramm der Daten (unten, links) und einer
Realisation der Fläche des Strukturmodells (unten, rechts)
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Abb. 6.32: BS_floor - Validierung der modellierten Flächen im Strukturmodell: Vario-
gramm der Daten (oben) und des Strukturmodells in Richtung 0° (mitte,
links) und 90° (mitte, rechts), Histogramm der Daten (unten, links) und einer
Realisation der Fläche des Strukturmodells (unten, rechts)
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Abb. 6.33: CO_roof - Validierung der modellierten Flächen im Strukturmodell: Vario-
gramm der Daten (oben) und des Strukturmodells in Richtung 0° (mitte,
links) und 90° (mitte, rechts), Histogramm der Daten (unten, links) und einer
Realisation der Fläche des Strukturmodells (unten, rechts)
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6.1.4 Resümee zum Strukturmodell
Das vorliegende 3D-Strukturmodell zeigt eine gute Vorhersage der lagerstättentypischen
Strukturen, wie z.B. Kessel und Mulden (Abb. 6.22). Eine Vorhersageunsicherheit für
die Trennflächen bzw. Mächtigkeiten konnte in Form der bedingten Standardabweichung
angegeben werden. Erwartungsgemäß zeigten sich die größten Unsicherheiten an den
Flanken der Kessel-, Mulden- bzw. Rinnenstrukturen. Des Weiteren konnte die Grenze
des Pleistozän (eiszeitliche Beeinflussung) bzw. die flözleeren Bereich mit relativ hoher
Sicherheit vorhergesagt werden. Es wurden zwei verschiedene Ansätze zur Behandlung
von Trends im Modellierungsprozess erfolgreich angewendet. Der Ansatz der Trendab-
spaltung ist in der Praxis jedoch einfacher zu handhaben, da die aufwändige Kalibrierung
der lokalen Suchnachbarschaft, zur Sicherstellung unverzerrter Simulationsergebnisse,
entfällt. Die grundsätzliche Strategie zum Aufbau eines Strukturmodells auf Basis von
Leitflächen und simulierten Mächtigkeiten liefert Trennflächen (Hangendes, Liegendes) die
die natürliche Charakteristik der geometrischen Lagerstättenattribute gut reproduzieren.
6.2 Modellierung der Rohstoffqualitätsparameter
Im Anwendungsbeispiel sollen die Kohlequalitätsparameter Asche (ASH), Heizwert (CV),
Eisen (FE2O3), Schwefel (TOTS) und Wasser (WAS) für eine Modellierung betrachtet
werden (Tabelle 6.4). Die Grundlage für die Modellierung der Qualitätsparameter bildet
die Einteilung der Flöze bzw. Teilflöze in eine definierte Anzahl von Teilschichten (Peels)
wie in Kapitel 5.3 beschrieben. Die Tabelle 6.5 gibt einen Überblick über die Anzahl der
Peels je Flöz.
Qualitätsparameter Bezugsbasis Einheit
Heizwert (CV) wasserfrei MJ/kg
Asche (ASH) wasserfrei [%]
Schwefel (TOTS) wasserfrei [%]
Eisen(III)-oxid (FE2O3) in der Asche [%]
Wassergehalt (WAS) roh [%]
Tab. 6.4: Kohlequalitätsparameter
6.2.1 Datengrundlage, -aufbereitung und -analyse
Für die Modellierung der Qualitätsparameter wurden zunächst die nach dem alten
Beprobungsschema beprobten Bohrungen mit Hilfe des Ansatz aus Kapitel 5.1.1.1 in
das neue Beprobungsschema überführt. Als nächstes wurden die Qualitätswerte der
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analysierten Bohrkerne auf die definierten Teilschichten (Peels) umgerechnet, d.h. den
definierten Peels werden an den Stützstellen gewichtete Mittelwerte zugewiesen, welche
aus den betreffenden analysierten Bohrkernintervallen berechnet werden. Die Grundlage
für diese Zuweisung bilden insgesamt 787 analysierte Qualitätsbohrungen (Abbildung
6.34).
Das Ergebnis ist jeweils ein Datensatz je Peel mit den zu modellierenden fünf Kohlequali-
tätsparametern, d.h. insgesamt 71 Datensätze mit je 5 Qualitätsmerkmalen. Diese wurden
mit Hilfe der Bergbauplanungssoftware Mincom MineScape generiert. Die anschließende
intensive Datenanalyse zeigte keine zu korrigierenden Clusterungseffekte oder Trends
in den Daten, so dass die Daten direkt in eine Normalverteilung transformiert werden
konnten.
Flöz / Teilflöz AO AU B BS CO CU2 CU1
Anzahl der Peels 7 4 14 6 16 11 13
Tab. 6.5: Peelsanzahl je Flöz
Abb. 6.34: Lage der Qualitätsbohrungen
Darüber hinaus wurde eine Korrelations-
analyse der Probedaten je Peel bzw. der
Mittelwerte je Flöz durchgeführt. Diese er-
gab für die Parameter Asche und Heizwert
sowie Eisen und Schwefel signifikante Kor-
relationen für alle Flöze. Zwischen allen an-
deren Parametern gab es keine signifikan-
ten Zusammenhänge. Die Tabelle 6.6 stellt
die mittleren Korrelationskoeffizienten für
die Zusammenhänge zwischen Asche und
Heizwert sowie Eisen und Schwefel für je-
des Flöz dar. Die Analyse der Korrelatio-
nen zwischen den Probewerten benachbar-
ter Peels eines Qualitätsparameters, zeigte
keine eindeutigen linearen Zusammenhän-
ge und große Schwankungen zwischen den
einzelnen Peels-Nachbarschaften, so dass
für die Simulation auf die Nutzung dieser
Zusammenhänge verzichtet wurde.
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Korrelation AO AU B BS CO CU2 CU1
Asche - Heizwert -0.93 -0.93 -0.88 -0.90 -0.83 -0.90 -0.90
Eisen - Schwefel 0.85 0.80 0.82 0.80 0.80 0.60 0.60
Tab. 6.6: Ergebnis der Korrelationsanalyse der Kohlequalitätsparameter
Als letzter Schritt in Vorbereitung der Simulation der Kohlequalitätsparameter wurde die
Modellierung der räumlichen Strukturen durchgeführt. Aufgrund der signifikanten Korre-
lation zwischen den Qualitätsparametern Asche und Heizwert sowie Eisen und Schwefel
sollte eine Ko-Simulationsansatz genutzt werden. Die große Anzahl zu modellierender
Modelle ließen die Nutzung eines relativ einfachen Ko-Regionalisierungsmodells geeignet
erscheinen. Es wurde das Markov Modell (MM1) ausgewählt, da neben den Variogram-
men der Primärvariablen nur noch die Angabe eines Korrelationskoeffizienten notwendig
ist. Eine Modellierung von Kreuzvariogrammen ist nicht nötig. Wie in Abschnitt 5.3
dargestellt, erfolgte die Modellierung der Regionalisierung der Qualitätsparameter in
quasi homogenen Zonen, d.h. je Flöz und Merkmal werden jeweils zwei Variogramme
angepasst. Diese beschreiben das Verhalten des Parameters im Randbereich bzw. im
Kernbereich des Flözes. Der Randbereich umfasst die ersten beiden und die letzten beiden
Peels eines Flözes. Alle übrigen Peels liegen im Kernbereich. Eine Ausnahme bildet das
Teilflöz AU, da dieses Flöz nur aus vier Peels besteht wird der Randbereich nur durch
das erste und letzte Peel definiert.
Das bedeutet, insgesamt wurden 70 Variogramme angepasst. Die Abbildung 6.35 - 6.48
zeigen einen visuellen Eindruck der angepassten Variogrammmodelle der fünf Qualitäts-
merkmale. Die genauen Parameter der Variogrammmodelle können den Tabellen B.1
- B.7 im Anhang B.1 entnommen werden. Mit Ausnahme des Flöz A konnten für alle
Kohleflöze vertrauenswürdige Variogrammmodelle angepasst werden. Die experimentellen
Variogramme des Flözes A zeigten nur sehr diffuse Strukturen, eine Modellanpassung
war daher schwierig.
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Abb. 6.35: Flöz AO - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.36: Flöz AO - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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Abb. 6.37: Flöz AU - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.38: Flöz AU - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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Abb. 6.39: Flöz B - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.40: Flöz B - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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Abb. 6.41: Flöz BS - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.42: Flöz BS - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
136
6 Anwendung: unsicherheitsbasierte Modellierung einer Braunkohlenlagerstätte
Abb. 6.43: Flöz CO - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.44: Flöz CO - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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Abb. 6.45: Flöz CU2 - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.46: Flöz CU2 - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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Abb. 6.47: Flöz CU1 - Variogrammodelle für den Randbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
Abb. 6.48: Flöz CU1 - Variogrammodelle für den Kernbereich: Asche, Heizwert, Schwefel,
Eisen, Wasser (v.l.n.r.)
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6.2.2 Simulation der qualitätsbeschreibenden Lagerstättenparameter
Die räumliche Ausdehnung des Simulationsgitters wurde analog zum Strukturmodell
mit x = 4700m und y = 5250m definiert. Die Auflösung des Gitters bzw. die Größe
der einzelnen Zellen wurde auf 4x = 25m und 4y = 25m festgelegt. Damit ergibt sich
eine Gesamtanzahl von 39879 zu simulierender Gitterpunkte je Merkmal. Dieses Gitter
bildete die Grundlage für die Simulation aller qualitativen Lagerstättenmerkmale auf
Basis des in Kapitel 4 vorgestellten GSGS-Algorithmus bzw. CoGSGS-Algorithmus. Die
Anzahl der zu generierenden Realisationen wurde wieder auf nReal = 25 festgelegt, da
sich auch hier der Erwartungswert (E-type) über alle Realisierungen mit zunehmender
Anzahl (nReal > 25) nicht mehr signifikant veränderte. Die Größe einer Gruppe (X/Y/Z)
wurde aufgrund der Nutzung des Markov Modells mit 1x1x1 Gitterpunkten gewählt.
Die eigentliche Simulation der Kohlequalitätsparameter erfolgte in zwei Stufen. Der erste
Schritt war die einfache Simulation der Parameter Asche, Schwefel und Wasser mit Hilfe
des GSGS-Algorithmus. Anschließend erfolgte die Ko-Simulation der Parameter Heizwert
und Eisen mit Hilfe des CoGSGS-Algorithmus unter Nutzung des Markov Modell I (MM1).
Das bedeutet die zuvor simulierten Realisationen der Parameter Asche bzw. Schwefel eines
jeden Peels wurden als “Colocated” Kovariable für die Simulation genutzt. Die Anwendung
der Ko-Simulation unter Nutzung der Minimum/Maximum Autokorrelationsfaktoren
(MAF) Transformation wurde für das vorliegende Anwendungsbeispiel verworfen, da dieser
Ansatz erst bei einer großer Anzahl untereinander korrelierter Lagerstättenmerkmale
sinnvoll erscheint.
Nach der erfolgreichen Simulation erfolgte die Validierung der normalverteilten Simula-
tionsergebnisse, d.h. die Reproduktion der Standardnormalverteilung sowie der Vario-
gramme wurde geprüft. Die Überprüfung der mittleren Abweichungen der simulierten
statistischen Verteilungen von der Standardnormalverteilung N(0, 1) zeigte nur sehr
geringen Differenzen, so dass von einer guten Reproduktion der statistischen Verteilung
ausgegangen werden kann. Die Überprüfung der korrekten Reproduktion der Variogram-
me ist für die qualitätsbeschreibenden Lagerstättenmerkmale sehr umfangreich, da die
Reproduktion für alle 71 Peels durchgeführt werden muss, d.h. insgesamt mussten 355
Variogramme (71 Peels x 5 Merkmale) für jeweils 25 Realisationen aus den Simulations-
daten berechnet werden. Die Abbildungen 6.49 - 6.62 zeigen exemplarisch für jede Zone
eines Flözes die Reproduktion der Variogrammmodelle der untersuchten Kohlequalitäts-
parameter für ein beliebiges Peel dieser Zone. Die Qualität der Reproduktion kann für
alle Qualitätsmerkmale als gut betrachtet werden.
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Abb. 6.49: Flöz AO - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.50: Flöz AO - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.51: Flöz AU - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.52: Flöz AU - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
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Abb. 6.53: Flöz B - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.54: Flöz B - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.55: Flöz BS - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.56: Flöz BS - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
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Abb. 6.57: Flöz CO - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.58: Flöz CO - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.59: Flöz CU2 - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.60: Flöz CU2 - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
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Abb. 6.61: Flöz CU1 - Variogrammreproduktion der Realisierungen eines Peels aus dem
Randbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Abb. 6.62: Flöz CU1 - Variogrammreproduktion der Realisierungen eines Peels aus dem
Kernbereich: Asche, Heizwert, Schwefel, Eisen, Wasser (v.l.n.r.)
Nach der ersten Validierung der normalverteilten Simulationsergebnisse erfolgte im
nächsten Schritt die Rücktransformation der Ergebnisse. Für diese Rücktransformation
wurden für alle Qualitätsmerkmale auf Basis von Erfahrungswerten typische Wertebereiche
definiert (Tabelle 6.7). Wenn die Probedaten der einzelnen Peels innerhalb der definierten
Wertebereiche lagen, so erfolgte bei der Rücktransformation eine Extrapolation auf
diese Wertebereich. Wenn jedoch in den Daten einzelner Peels Extremwerte auftreten














Minimum 7.0 10.0 0.3 0.0 35.0
Maximum 50.0 30.0 11.0 26.0 64.0
Tab. 6.7: Wertebereiche (Min./Max.) je Qualitätsparameter für die Rücktransformation
der simulierten normalverteilten Kohlequalitätsparameter
Nach der Rücktransformation erfolgte die Validierung der Ergebnisse bezüglich der
korrekten Reproduktion der aus den Probedaten geschlossenen statistischen Verteilungen.
Es traten nur geringe Abweichungen in den statistischen Parametern der Verteilungen
auf, so dass von einer guten Reproduktion der Histogramme der Daten ausgegangen
werden kann.
144
6 Anwendung: unsicherheitsbasierte Modellierung einer Braunkohlenlagerstätte
Da die Lagerstättenparameter Heizwert und Eisen unter Berücksichtigung der Korrelation
(Tabelle 6.6) zu den Merkmalen Asche bzw. Schwefel mit Hilfe eines Markov Modell
ko-simuliert wurden, war eine Validierung der Reproduktion der Korrelationsbeziehun-
gen in den Simulationsergebnissen notwendig. Die Abbildungen 6.63 und 6.64 zeigen
Streudiagramme der Korrelationsbeziehungen (h = 0) in den Daten (oben) und in den
Simulationsergebnissen (unten). Für jedes Flöz ist exemplarisch die Korrelation für ein
Peel dargestellt. Eine Reproduktion der statistischen Zusammenhänge zwischen den
Merkmalen liegt für h = 0 vor.
Abb. 6.63: Reproduktion der Korrelation der Qualitätsparameter Asche - Heizwert für
die Flöze AO, AU, B, BS, CO, CU2 und CU1 (v.l.n.r.)
Abb. 6.64: Reproduktion der Korrelation der Qualitätsparameter Schwefel - Eisen für
die Flöze AO, AU. B, BS, CO, CU2 und CU1 (v.l.n.r.)
Nach der erfolgreichen Validierung der statistischen Verteilungen, der Variogramme
und der Korrelationen der ko-simulierten Lagerstättenparameter werden abschließend
die Kohlequalitätsmodelle mit den simulierten Strukturmodellen verschnitten. D. h.
die simulierten Verläufe der Kohlequalitätsparameter der einzelnen Peels eines jeden
Flözes werden in die simulierte Geometrie eingepasst. Um die Anzahl der resultierenden
Gesamtmodelle zu begrenzen, wurde jeweils eine Realisation der Geometrie mit einer
Realisation der Qualitäten kombiniert. Die Zusammenführung der Daten wurde für
das vorliegende Beispiel mit Hilfe der Bergbauplanungssoftware Mincom MineScape
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durchgeführt.
Für die abschließende Beurteilung des Kohlequalitätsmodells wurde ein Vergleich der
mittleren Kohlequalitäten je Schnitt des Tagebaus mit einem existierenden interpolierten
Kohlequalitätsmodell durchgeführt. Die Tabelle 6.8 zeigt die mittlere Abweichung [%]
der beiden Modelle für die Gewinnungsschnitte 1 - 6. Aufgrund der i.d.R. nur geringen
Gesamtabweichungen kann von einem geeigneten Kohlequalitätsmodell ausgegangen
werden, welches geologische Zusammenhänge sowie die natürliche Variabilität der Quali-
tätsattribute realistisch widerspiegelt.
Gewinnungschnitt Asche Heizwert Schwefel Eisen Wasser
1. Schnitt 6.4% -1.0% 4.7% -15.6% -1.2%
2. Schnitt 2.3% 0.1% 0.1% -10.5% -1.2%
3. Schnitt 0.3% 0.2% -0.1% -5.8% -0.8%
4. Schnitt -2.9% -0.2% 0.5% 0.3% 0.3%
5. Schnitt -3.7% -0.7% -0.1% 1.1% 0.2%
6. Schnitt -0.7% -1.4% 1.3% 35.0% -0.5%
Gesamt 0.0% -0.1% -0.7% 5.3% -0.6%
Tab. 6.8: Vergleich der mittleren Kohlequalitäten je Schnitt des Tagebaus mit einem
existierenden interpolierten Kohlequalitätsmodell - mittlere Abweichung [in %],
(Quelle: MIBRAG mbH)
6.2.3 Resümee zum Kohlequalitätsmodell
Das vorliegende Kohlequalitätsmodell berücksichtigt statistisch erfassbare Zusammenhän-
ge zwischen den Kohlequalitätsparametern durch Nutzung eines Ko-Simulationsansatzes,
d.h. Korrelation zwischen verschiedenen Kohlequalitätsparametern werden in den resul-
tierenden Modellen reproduziert. Durch die vertikale Unterteilung der Rohstoffschichten
(Peels) ist es möglich, die natürliche Variabilität der Qualitätsparameter innerhalb der
Kohleflöze besser zu beschreiben. Die Ableitung von Unsicherheiten in der Vorhersage der
Kohlequalitätsparameter in den Peels aus den generierten Modellen der Lagerstätte, liefert
letztendlich unter anderem die Grundlage für eine kurzfristige Abbauplanungsoptimierung
unter Berücksichtigung der geologischen Unsicherheit, sowie für eine qualitätsgesteuerte
selektive Kohlegewinnung.
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Optimierung von Erkundungsrastern
Die Generierung von Lagerstättenmodellen für eine selektive Gewinnung ist nur ein
Bereich in dem die Methoden der geostatistischen Simulation eingesetzt werden kön-
nen. Darüber hinaus können sie bereits in der Erschließungsphase neuer zukünftiger
Lagerstätten, für die Optimierung von Erkundungsraster, genutzt werden. Das aktu-
ell übliche Vorgehen bei Erkundung von Lagerstätten basiert i.d.R. auf der Planung
von Bohrungen auf quasi-regelmäßigen Rastern (Vorerkundung), welche im Zuge der
Nacherkundung dann systematisch weiter verfeinert werden. Im besten Fall erfolgt die
Verdichtung des Probengitters aufgrund von regionalen geologischen Informationen oder
sonstigem Hintergrundwissen.
Die bedingte Varianz bzw. bedingte Standardabweichung aus der Simulation, welche
die lokalen Unterschiede zwischen verschiedenen Lagerstättenrealisationen beschreibt
und damit ein Maß für die Unsicherheit in der Vorhersage dieses Merkmals ist, kann
als Kriterium für die Wahl optimaler Punkte für eine Nacherkundung genutzt werden.
Optimal bedeutet in diesem Zusammenhang, dass die Unsicherheiten aufgrund des
unvollständigen Kenntnisstandes mit jeder neuen Bohrung signifikant reduziert werden.
Das grundsätzliche Vorgehen, für die Auswahl eines optimalen Punktes einer ergänzenden
Bohrprobe, lässt sich wie folgt zusammenfassen:
1. Vorhersage/Schätzung eines Lagerstättenmerkmals mit Hilfe von geostatistischen
Simulationsverfahren auf Basis der Daten aus der Vorerkundung
2. Ableitung von Unsicherheiten in der Vorhersage in Form der bedingten Varianz
bzw. bedingten Standardabweichung
3. Auswahl eines Punktes für eine Nacherkundung in einem Bereich mit großen
Unsicherheiten
4. Aktualisierung der Schätzung und Ableitung der Unsicherheiten auf Basis der Daten
aus der Vorerkundung und Nacherkundung
Diese Schritte werden solange wiederholt bis ein definiertes Sicherheits- bzw. Unsicher-
heitslevel für die Vorhersage erreicht wird oder beispielsweise die zur Verfügung stehenden
finanziellen Mittel für die Nacherkundung erschöpft sind.
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Bei der praktischen Umsetzung dieses Ansatzes sind jedoch zwei grundsätzliche Aufgaben
zu bewältigen. Die erste Problematik besteht darin einen geeigneten Punkt für die
Nacherkundung auf Basis einer Unsicherheitskarte auszuwählen, denn der Punkt mit
der betragsmäßig größten Unsicherheit ist nicht zwangsläufig auch ein geeigneter Punkt
für eine neue Bohrung. Der Grund hierfür ist, dass Extremwerte in einer ansonsten
relativ “sicheren” Umgebungen auftreten können. Die Abbildung 7.1 verdeutlicht diese
Problematik.
Abb. 7.1: geologische Unsicherheit eines
Lagerstättenmerkmals
Für die Gitterpunkte P1 und P2 wurde die
gleiche Unsicherheit in Form der bedingten
Standardabweichung ermittelt. Dabei tritt
der Punkt P1 als Extremwert in Erschei-
nung, während der Punkt P2 in einem grö-
ßeren unsicheren Bereich liegt. Es ist leicht
zu sehen, dass nur eine Nacherkundung am
Punkt P2 einen wirklichen Erkenntnisgewinn
bringt und damit verbunden eine Reduzie-
rung der Unsicherheit zur Folge hat. Das
bedeutet, die Bewertung der Unsicherheit
einzelner Punkte ist nicht zielführend, die
Nachbarschaft der Punkte muss bei einer
Auswahl immer mit berücksichtigt werden.
Möglichkeiten dies in der Praxis umzusetzen,
sind z.B. die Bildung eines gleitenden Mit-
telwertes (Moving-Window-Average) der aus-
gewiesenen Unsicherheiten (Abb. 7.3, oben),
dadurch wird der Einfluss von Extremwerten
relativiert und unsichere Bereiche können eindeutiger identifiziert werden. Eine weitere
Möglichkeit, welche im Grunde jedoch denselben Effekt hat, ist die Vergröberung des
zugrundeliegenden Simulationsgitters und Ausweisung von Mittelwerten auf diesem Gitter
(Abb. 7.3, unten).
Abb. 7.2: Darstellung der Unsicherheit in der Vorhersage für 4 Merkmale
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Abb. 7.3: Begrenzung des Einflusses von Extremwerten bei der Ausweisung von Unsicher-
heiten: Bildung eines gleitenden Mittelwertes (oben) oder Mittelwertbildung
auf gröberen Gittern (unten)
Eine weitere Problematik ist, dass i.d.R. immer mehrere Lagerstättenmerkmale gleichzeitig
von Interesse sind. Für jedes einzelne Merkmal kann eine geologische Unsicherheit
ausgewiesen werden, wobei der optimale Punkt für eine Nacherkundung für jedes Merkmal
an einem anderen Ort sein wird. Die Abbildung 7.2 zeigt diese Problematik am Beispiel
von vier Lagerstättenmerkmalen, für die eine Darstellung der räumlichen Verteilung der
Unsicherheit generiert wurde. In der Praxis ist es daher von Interesse die Unsicherheiten
in Vorhersage verschiedener Lagerstättenmerkmale miteinander zu kombinieren.
Für die Kombination der Unsicherheiten mehrerer Merkmale zu einer Gesamtunsicherheit
werden drei Möglichkeiten vorgeschlagen, welche sich hinsichtlich der Komplexität der
Zusammenhänge unterscheiden.
1. Der erste Ansatz ermittelt eine Gesamtunsicherheit σ2Gesamt auf der Grundlage
der Varianzfortpflanzung. Es wird eine Gesamtunsicherheit als Summe der Variati-
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2. Die zweite Möglichkeit ist die Ermittlung einer gewichteten mittleren Unsicherheit
σ2Mittel (Gleichung 7.2), welche es ermöglicht die betrachteten n Lagerstättenmerk-











wi = 1 (7.2)
3. Die dritte Möglichkeit ist die Definition einer neuen Variable δGesamt, welche die






Die Beschreibung der n Unsicherheitsvariablen δQi erfolgt über definierte funk-
tionale Zusammenhänge (Abb. 7.4, links und mitte) oder über die Bildung von
Vertrauensklassen (Abb. 7.4, rechts). Dadurch wird eine differenzierte Gewichtung in
Abhängigkeit von der untersuchten Variable und Höhe der Unsicherheiten möglich.
Abb. 7.4: Beschreibung der Unsicherheit δQi eines Merkmals Qi unter Berücksichtigung
des Wertes σ2Qi der Unsicherheit durch funktionale Zusammenhänge, wie z.B.
linear (links) oder quadratisch (mitte), oder Vertrauensklassen (rechts)
Eine Berücksichtigung der geologischen Unsicherheiten bei der Nacherkundung von
Lagerstätten ist für einen optimierten Einsatz der zur Verfügung stehenden finanziellen
Mittel zu empfehlen, da dieser Ansatz die zur Verfügung stehenden Mittel mit dem Ziel
der Maximierung des Erkenntnisgewinns einsetzt.
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Die immer komplexer werdenden geologischen Verhältnisse aktueller Lagerstätten, sowie
die Umsetzung einer hoch-selektiven Rohstoffgewinnung, machen eine hochauflösen-
de Modellierung von komplexen, sedimentartig ausgebildeten Lagerstätten auf Basis
von geostatistischen Simulationsverfahren in einem modernem Lagerstättenmanagement
notwendig, da diese Verfahren die in-situ Variabilitäten der struktur- und qualitätsbe-
schreibenden Lagerstättenparameter realistisch vorhersagen und damit auch realitätsnahe
betriebswirtschaftliche Risikoabschätzungen zu den Auswirkungen der Unsicherheiten
in der Vorhersage, aufgrund eines unvollständigen Kenntnisstandes, ermöglichen. Die
prinzipielle Eignung der geostatistischen Simulation zur Modellierung der form- und qua-
litätsbeschreibenden Lagerstättenmerkmale einer Braunkohlenlagerstätte wurde bereits
in verschiedenen Forschungsarbeiten aufgezeigt. Jedoch waren in der Literatur bisher
noch keine Arbeiten zu finden, in denen die praxistaugliche Anwendung geostatistischer
Simulationsverfahren im Braunkohlenbergbau, unter Einbeziehung von Sekundärdaten,
zur Gewährleistung einer optimalen Erkundung und Modellierung, als Grundlage einer
hoch-selektiven Rohstoffgewinnung, untersucht wurden. Dieses Defizit wurde durch die
vorliegende Arbeit behoben.
8.1 Ergebnisse und Wertung
Die Ergebnisse dieser Arbeit, hinsichtlich der methodischen Weiterentwicklung und An-
wendung des Konzepts der geostatistischen Simulation für die Modellierung komplexer,
sedimentartig ausgebildeter Lagerstätten, zur Gewährleistung einer optimalen Erkun-
dung und Modellierung, als Grundlage einer hoch-selektiven Rohstoffgewinnung, werden
nachfolgend zusammengefasst. Es wurden die speziellen Anforderungen definiert und
geeignete Algorithmen ausgewählt und weiterentwickelt. Die Prozesskette für zuverlässige
Ergebnisse einer unsicherheitsbasierten Modellierung wurde untersucht und es entstanden
Konzepte für die Erstellung von Struktur- und Qualitätsmodellen, sowie für die Trend-
modellierung und Trendberücksichtigung im Modellierungsprozess. Für die praktische
Umsetzung im industriellen Umfeld konnten effiziente Software-Tools zur Verfügung
gestellt werden. Im Detail können folgende Ergebnisse dargelegt werden:
• Die Anforderungen für die unsicherheitsbasierte Modellierung von komplexen,
sedimentartig ausgebildeten Lagerstätten im Praxisumfeld, als Grundlage einer
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selektiven Rohstoffgewinnung, werden in Anforderungen aus (1.) der Geologie
der Lagerstätte, (2.) aus den zu integrierenden Daten und (3.) aus der selektiven
Rohstoffgewinnung eingeteilt. Die Anforderungen beziehen sich auf die Funktio-
nalität und Implementierung des Simulationsalgorithmus, auf die Charakteristik
der 3D-Lagerstättenmodelle, sowie die Strategien zum Aufbau dieser Modelle. Die
abgeleiteten Bewertungskriterien für die Auswahl eines Simulationsalgorithmus
waren: (1.) Eine hohe rechentechnische Effizienz des Algorithmus und der software-
technischen Implementierung, aufgrund der relativ großen räumlichen Ausdehnung
typischer sedimentärer Lagerstätten, der für eine hoch-selektive Rohstoffgewinnung
geforderten Modellauflösung und der zumeist großen Anzahl zu berücksichtigender
Lagerstättenparameter. (2.) Die Berücksichtigung räumlicher/geologischer Zusam-
menhänge zwischen Lagerstättenmerkmalen, durch Nutzung von auto- und kreuz-
korrelierten Beobachtungen als Primär- oder Sekundärdaten. (3.) Die Behandlung
von Trends im Modellierungsprozess zur Sicherung zuverlässiger Ergebnisse. (4.)
Die praxistaugliche Umsetzbarkeit im industriellen Umfeld. Weitere grundsätzliche
Anforderungen an die zu generierenden Lagerstättenmodelle sind: (1.) Die Generie-
rung von konsistenten Schichtmodellen in denen die Einhaltung der Plausibilität der
Reihenfolge der geologischen Schichten sichergestellt wird. (2.) Modellierung von
Störungen bzgl. der natürlichen Ablagerung. (3.) Modellierung der Kohleflöze unter
Berücksichtigung von Flözaufspaltungen und Zwischenmitteln (4.) Beschreibung der
natürlichen Variabilität der qualitätsbeschreibenden Lagerstättenattribute. (Kapitel
2)
• Die Recherche und Klassifizierung der großen Vielfalt an existierenden Simulati-
onsalgorithmen und ihrer Variationen, sowie von Ansätzen zur Berücksichtigung
von Sekundärinformationen und Trendkomponenten (Kapitel 3.1 - 3.3), schaffte die
notwendige Grundlage für eine problemadäquate Auswahl eines, hinsichtlich der
definierten Anforderungen, geeigneten Verfahrens. Die Bewertung der existierenden
Ansätze zeigte, dass die Generalisierte Sequentielle Gaußsche Simulation (GSGS)
ein geeigneter Ausgangspunkt für eine Weiterentwicklung darstellt. (Kapitel 3.4)
• Für die Berücksichtigung von Sekundärinformationen wird die Nutzung möglichst
einfacher Ko-Regionalisierungsmodelle (Markov-Modelle) oder die Transformation
der abhängigen Variablen in unabhängige Faktoren (MAF) empfohlen, da der
Zeitaufwand für die Modellierung, der räumlichen Zusammenhänge im Praxisum-
feld, signifikanten Einfluss auf die Akzeptanz und Umsetzbarkeit der Methodik
hat (Kapitel 3.4). Die Verwendung von Sekundärinformationen (kreuzkorrelierte
Beobachtungen) während des Simulationsprozesses ist eine Funktionalität, welche
durch den GSGS-Algorithmus bisher nicht zur Verfügung gestellt wurde. Eine
Berücksichtigung wird jedoch für die Steigerung der Vorhersagegenauigkeiten und
für die Reproduktion räumlicher Zusammenhänge der Lagerstätte gefordert. Daher
werden zwei grundsätzliche Ko-Simulationsansätze auf Basis des GSGS-Algorithmus
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vorgeschlagen: (1.) Ko-Simulation unter Nutzung der Minimum/Maximum Auto-
korrelationsfaktoren (MAF) Transformation und (2.) Ko-Simulation abhängiger
Variablen eines Ko-Regionalisierungsmodells (Kapitel 4.2).
• Die Ko-Simulation unter Nutzung der Minimum/Maximum Autokorrelationsfakto-
ren (MAF) Transformation beruht auf bereits existierenden Verfahren, deren Anwen-
dung in dieser Kombination jedoch noch nicht dokumentiert wurde. Der Ansatz aus
der Kombination des GSGS-Verfahrens und der MAF-Transformation beruht auf
der Dekorrelation der abhängigen Variablen, durch eine Transformation in unabhän-
gige Faktoren, welche anschließend die Basis für eine unabhängige Simulation bilden,
d.h. dass nicht der Vektor von Zufallsfunktionen Z(u) = [Z1(u), Z2(u), . . . , Zn(u)]
sondern die transformierten unabhängigen Faktoren Y (u) = Z(u) ·A simuliert wer-
den. Die Anwendung dieses Ansatzes wird vorgeschlagen, wenn eine große Anzahl
(n > 3) von kreuzkorrelierten Lagerstättenmerkmalen gleichzeitig berücksichtigt
werden sollen. Es werden Ansätze für die Berechnung der MAF vorgestellt und
die grundlegenden Arbeitsschritte für eine Ko-Simulation unter Nutzung der MAF
aufgezeigt. (Kapitel 4.2.1)
• Für die Ko-Simulation abhängiger Variablen eines Ko-Regionalisierungsmodells wur-
de der existierende GSGS-Algorithmus modifiziert. Der modifizierte Algorithmus
wird als Generalisierte Sequentielle Gaußsche Ko-Simulation (CoGSGS) bezeichnet.
Die Anzahl der kreuzkorrelierten Variablen ist theoretisch unbegrenzt, in der Praxis
ist jedoch eine Verwendung von mehr als drei Variablen, unter der Annahme eines
LMC, unpraktikabel, aufgrund der Anzahl zu modellierenden Variogramme und
Kreuzvariogramme. Die Modelle der Ko-Regionalisierung gehen immer von einer
linearen Korrelation zwischen den Variablen aus. Diese Annahme ist jedoch im Kon-
text der Lagerstättenmodellierung nicht grundsätzlich immer geeignet, eine intensive
Analyse der Zusammenhänge ist daher die Voraussetzung für eine erfolgreiche An-
wendung von Ko-Simulationsverfahren auf Basis eines Ko-Regionalisierungsmodells.
(Kapitel 4.2.2)
• Die quelloffene und frei verfügbare Software SGeMS (Stanford Geostatistical Mode-
ling Software) bietet eine gute Basis für die Implementierung eigener Algorithmen
im Kontext der Lagerstättenmodellierung (Kapitel 4.3.1). Für die Parallelisierung
von Rechenabläufen bot sich in diesem Zusammenhang die Nutzung der Program-
mierschnittstelle OpenMP (Open specifications for Multi Processing) an (Kapitel
4.3.2). Dieser Ansatz ermöglicht das inkrementelle Parallelisieren von Teilbereichen
einer Software mit relativ geringem Aufwand.
• Die Simulationsalgorithmen GSGS und CoGSGS wurden als Erweiterung (Plug-in)
für die Software SGeMS implementiert. Dabei erfolgte eine Parallelisierung der
Berechnung der unabhängigen Realisationen mit Hilfe der Programmierschnittstelle
OpenMP. Für diesen Parallelisierungsansatz wurde der größtmögliche Laufzeitvorteil
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erwartet. Das CoGSGS-Verfahren wurde für die Nutzung eines LMC oder eines
Markov Modells (MM1/MM2) implementiert. Die Annahme eines Markov Modells
ist jedoch nur bei einer Gruppengröße von 1x1x1 Rasterpunkten geeignet. Eine
gute Reproduktion der Korrelation ist nur für diesen Fall zu erwarten. (Kapitel
4.3.3).
• Für die Validierung der programmierten Algorithmen wurde die Tatsache aus-
genutzt, dass das GSGS bzw. CoGSGS Verfahren, im Falle der Annahme einer
Gruppengröße von 1x1x1 Rasterpunkten, äquivalent zu den Simulationsverfahren
SGS bzw. CoSGS ist, d.h. die Verfahren SGS und GSGS bzw. CoSGS und CoGSGS
liefern vergleichbare Ergebnisse. Die korrekte Berechnung der Realisationen eines
Merkmals konnte für beide Algorithmen gezeigt werden. (Kapitel 4.3.4)
• Ein Vergleich der Laufzeiten des SGS- und GSGS-Verfahrens bzw. des CoSGS-
und CoGSGS-Verfahrens ergab, dass bereits für den rechnerisch äquivalenten Fall
(Gruppengröße 1x1x1) ein Laufzeitvorteil aufgrund der Parallelisierung der imple-
mentierten Verfahren zu erkennen ist. Die Analyse der Kenngrößen Beschleunigung
sn und Effizienz en lassen für beide Implementierungen eine gute Ausnutzung der
Parallelisierungseffekte erkennen. Im Mittel zeigt sich eine Effizenzrate von ≥ 80%.
Die erreichte Effizienz der Berechnungen machen eine Anwendung im industriellen
Umfeld möglich. (Kapitel 4.3.5)
• Die Vorteilhaftigkeit der Ko-Simulation konnte durch einen Vergleich der zugrun-
deliegenden Verfahren SK und SCK gezeigt werden. Während bei gleicher Daten-
konfiguration von Primär- und Sekundärdaten der Vorteil im Wesentlichen nur in
einer besseren Reproduktion von räumlichen Zusammenhängen liegt, kann für den
Fall einer dichteren Beprobung der Sekundärdaten auch eine Steigerung der Schätz-
genauigkeit der Primärvariable festgestellt werden. Aus der Nutzung von Sekun-
därinformationen für die Simulation resultiert jedoch ein deutlicher Mehraufwand,
da (1.) bei der Wahl eines LMC die Anzahl zu modellierende Variogramme bzw.
Kreuzvariogramme steigt, (2.) da die zu lösenden Ko-Kriging-Gleichungssysteme
deutlich mehr Berechnungsaufwand verursachen und (3.) ergibt sich ein zeitlicher
Mehraufwand aufgrund der aufwändigeren Validierung der Simulationsergebnisse.
(Kapitel 4.4 und 3.2)
• Es wurden unterschiedliche Möglichkeiten für eine Behandlung von Trends im
Modellierungsprozess aufgezeigt. Durch den Vergleich der Verfahren der Trendab-
spaltung und der Berücksichtigung des Trends durch eine schrittweise Transfor-
mation der Daten bedingt an den Trend konnte die Äquivalenz der Ergebnisse
der beiden Ansätze gezeigt werden. Beide Ansätze zeigen eine gute Reproduktion
der Korrelation zwischen dem Trendmodell und den Daten, sowie vergleichbare
Realisationen des untersuchten Lagerstättenmerkmals. Für die Modellierung ei-
ner Braunkohlenlagerstätte wurden die Ansätze (1.) der Trendabspaltung und
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(2.) der Trendberücksichtigung durch Wahl einer geeigneten lokalen Suchnachbar-
schaft, erfolgreich angewendet. Beide Ansätze zeigten eine gute Reproduktion des
räumlichen Verhaltens, sowie der statistischen Verteilung der Explorationsdaten
(Histogramm), jedoch war beim zweiten Ansatz eine aufwendigere Kalibrierung
der Suchnachbarschaftsgröße notwendig, damit Verzerrungen bei der Reproduktion
der Histogramme vermieden wurden. Der Ansatz der Trendabspaltung war in der
Anwendung einfacher zu handhaben (Kapitel 5.1.1.3).
• Die Modellierung von Trendmodellen ist von subjektiven Entscheidungen geprägt.
Grundsätzlich sollte ein Trendmodell nur die großräumigen Strukturen im Untersu-
chungsgebiet beschreiben, so dass das resultierende Residuum die Stationaritätsbe-
dingung erfüllt. Ein messbares Kriterium für die Güte eines Trendmodells ist die
statistische Unabhängigkeit zwischen dem Trendmodell und dem resultierenden Re-
siduum [Deu02]. Durch Anwendung eines 2-stufigen Modellierungsansatz mit Hilfe
der Verfahren “Kriging für den Mittelwert” und einem “Moving-Average-Ansatz”
konnten gute Ergebnisse erzielt werden. (Kapitel 5.1.1.3)
• Für die Modellierung der Lagerstättengeometrie (Strukturmodell) wird ein Ansatz
basierend auf der Simulation von Leitflächen und Schichtmächtigkeiten empfoh-
len. Ausgehend von so genannten Leitflächen lassen sich alle Grenzflächen der
relevanten Rohstoffschichten rechnerisch durch Addition bzw. Subtraktion von
Mächtigkeiten ermitteln. Da sich die Lagefehler der Schichten, aufgrund der Vari-
anzfortpflanzung, mit zunehmendem Abstand von der Leitfläche erhöhen, wird die
Lagerstätte in Gruppen (Schichtkomplexe) von geologischen Schichten aufgeteilt,
wobei für jeden Schichtkomplex eine Leitfläche definiert wird. Eine Kalibrierung
des Ansatzes an die spezifischen Bedingungen der untersuchten Lagerstätte wird
als zwingend notwendig erachtet. Die Korrektur nicht vollständig zu vermeiden-
der Überschneidungen zwischen den Schichtkomplexen, zur Sicherstellung eines
widerspruchsfreien Strukturmodells, geschieht unter Erhaltung der Mächtigkeiten
der Rohstoffschichten, da es in der Folge sonst zu verzerrten Schätzungen der Roh-
stofftonnagen kommen kann. Es werden zwei Korrekturansätze vorgestellt: (1.) mit
einem fixierten Schichtkomplex und (2.) mit zwei variablen Schichtkomplexen. Als
Entscheidungskriterien für die Wahl eines Ansatzes wird ein Vergleich des Umfangs
der Probedaten und deren Konfiguration bzw. die aus der Simulation bestimmten
lokalen Unsicherheiten der zu vergleichenden Schichtkomplexe herangezogen. Bei
lokal auftretende Aufspaltungen von geologischen Schichten werden die entspre-
chenden Teilschichten als eine unabhängige geologische Schicht über das gesamte
Untersuchungsgebiet betrachtet und modelliert, d.h. ungespaltene Bereiche werden
in die Anzahl auftretender Teilschichten aufgeteilt und durch Nullmächtigkeiten
der Zwischenmittel beschrieben. Für die Berücksichtigung von Störungen, welche
die natürliche Lagerung der geologischen Schichten nachträglich beeinflusst haben,
wird eine separate Modellierung der Störfläche und des ungestörten Zustandes der
155
8 Ergebnisse, Wertung und Ausblick
Lagerstätte mit anschließender Verschneidung empfohlen. In der Anwendung auf
eine Braunkohlenlagerstätte konnte mit diesem Vorgehen eine gute Vorhersage der
lagerstättentypischen Strukturen erreicht werden. (Kapitel 5.2)
• Für die Modellierung der Rohstoffqualitätsparameter hat sich die Zerlegung der
Rohstoffschichten in Teilschichten/Peels als geeignet erwiesen, da so die Struktur
natürlich auftretender Variabilitäten der Rohstoffqualitätsparameter gut reprodu-
ziert wird. Die Charakteristik eines Qualitätsparameters ist damit innerhalb der
einzelnen Teilschichten/Peels vergleichbar. Der durch die Genese bedingten erhöh-
ten Verunreinigung in den Randbereichen der Rohstoffschichten wird durch eine
angepasste Aufteilung der Peels Rechnung getragen. Die Nutzung der simulierten
Verläufe der Qualitätsparameter korrelierter Qualitätsparameter als Sekundärva-
riable über die so genannte "collocated" Ko-Simulation unter der Annahme eines
Markov-Modells hat sich in der Anwendung als geeigneter Ansatz erwiesen. In der
Anwendung zeigte sich auch, dass das räumliche Verhalten der Qualitätsparameter
innerhalb der Teilschichten sich i.d.R. nicht grundlegend von Peel zu Peel ändert,
daher wurden die Peels der Rohstoffschichten in zwei quasi homogene Bereiche
unterteilt: (1) die Randbereiche und (2) der Kernbereich. Dadurch konnte der
Aufwand für die Modellierung der räumlichen Strukturen deutlich reduziert werden,
da nicht für jedes einzelne Peel ein Variogrammmodell modelliert werden musste,
sondern nur für jede Zone. (Kapitel 5.3)
• Es wurde ein Ansatz zur Optimierung von Erkundungsraster, unter Nutzung der
bedingten Varianz aus der geostatistischen Simulation, vorgestellt. Dabei wurden
Möglichkeiten, zur Kombination von Unsicherheiten mehrerer Lagerstättenparame-
ter, aufgezeigt. (Kapitel 5.2)
8.2 Ausblick
Die in der Arbeit vorgestellten Verfahren wurden in der Anwendung auf ein Abbaufeld
einer Braunkohlenlagerstätte bereits unter Verwendung von bisher ungenutzten Daten-
quellen, wie z.B. die Stoßkartierung, angewendet. Darüber hinaus bietet vor allem die
Nutzung von Daten aus Onlineanalysen ein großes Potential zukünftig für die Verbesse-
rung von Lagerstättenmodellen genutzt zu werden. Problematisch dabei sind jedoch die
großen Datenmengen, die derartige Systeme kontinuierlich zur Verfügung stellen. Hier
sind weitere Forschungsarbeiten, hinsichtlich der automatisierten qualitativen Bewertung
dieser Daten, sowie hinsichtlich der Aktualisierung von bestehenden Lagerstättenmodellen
mit Hilfe von kontinuierlich arbeitenden Messsystemen, notwendig.
Darüber hinaus sollte die Nutzung der unsicherheitsbasierten Lagerstättenmodelle, durch
die Entwicklung weiterer Transferfunktionen zur Beschreibung der Einflüsse der Vorher-
sageunsicherheiten auf bergwirtschaftliche und bergtechnische Entscheidungsprozesse,
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weiter forciert werden. Da das Potential des unsicherheitsbasierten Ansatzes der Lager-
stättenmodellierung, wie auch bereits von Benndorf [Ben09] dargelegt, vor allem in der
realistischen Bewertung von Risiken im Bergbauprozess liegt.
Neben der Verwendung der Modelle, unter Nutzung des Konzeptes der Transferfunktion,
gibt es auch Ansätze zur Berücksichtigung der Unsicherheiten in mathematischen Optimie-
rungsmodellen zur Optimierung der langfristigen Abbauplanung [Min12, Min13b, Min13a],
d.h. die zeitliche Abbaureihenfolge der definierten Blöcke wird, unter Berücksichtigung
der Risiken aus den Vorhersageunsicherheiten, ermittelt. Die ersten Ergebnisse dieses An-
satzes sind sehr vielversprechend. Daher sollten zukünftig die geologischen Unsicherheiten
auch in der kurzfristigen Planung von Gewinnungsprozessen berückichtigt werden. Eine
Übertragung der Konzepte auf die kurzfristige Abbauplanung wird als sinnvoll erachtet.
Der beschriebene Ansatz zur unsicherheitsbasierten Optimierung von Erkundungsrastern
basiert auf einer manuellen Analyse und Bewertung der Unsicherheiten in der Vorher-
sage der interessierenden Lagerstättenattribute. Die Entwicklung von Algorithmen für
die automatisierte Bewertung von Unsicherheiten und die Bereitstellung "optimaler"
Nacherkundungspunkte, im Sinne einer Minimierung von Schätzvarianzen, wäre eine
deutliche Verbesserung des Ansatzes. Da damit ein objektives Entscheidungskriterium
für die Auswahl von Nacherkundungspunkten zur Verfügung gestellt werden könnte.
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A Anhang - Theoretische Grundlagen der
Geostatistik
Das Ziel dieses Kapitels ist die Vermittlung von geostatistischen Grundlagen, welche für
das Verständnis der in dieser Arbeit untersuchten Verfahren notwendig sind. Ein grund-
sätzliches Verständnis der dahinter liegenden mathematischen Konzepte und Grundlagen
wird vorausgesetzt. Dieses Kapitel erhebt nicht den Anspruch der vollständigen Darstel-
lung der theoretischen Grundlagen der Geostatistik, hierfür wird auf die umfangreiche
Fachliteratur zur Geostatistik, z.B. [CD99, Goo97, JH78, Aki88], verwiesen.
A.1 Theorie der regionalisierten Variablen
Die Theorie der regionalisierten (ortsabhängigen) Variablen bildet die Grundlage aller geo-
statistischen Verfahren und soll hier nur kurz zusammengefasst werden. Eine ausführliche
Darstellung der Theorie ist z.B. in [JH78] zu finden.
Eine ortsabhängige Variable Z(ui) nimmt an jedem Ort ui eines dreidimensionalen
Raumes D einen anderen Wert an. Die Veränderung von Ort zu Ort kann dabei unre-
gelmäßig und unstetig, aber auch mehr oder weniger kontinuierlich sein. Hinter dieser
scheinbar zufälligen Variabilität (natürliche Variabilität) verbirgt sich jedoch oftmals eine
Struktur, welche z.B. dadurch gekennzeichnet sein kann, dass im Mittel Werte von nahe
benachbarten Punkten ähnlicher sind als von weiter entfernten Punkten. Die Theorie
besagt nun, dass die ortsabhängigen Variablen Z(ui) als Realisierung einer bestimmten
Zufallsfunktion Z(u) angesehen werden können. Die Zufallsfunktion Z(u) beschreibt
dabei die Menge aller Zufallsvariablen {Z(ui), u in D} im Untersuchungsgebiet D. Eine
Zufallsvariable Z(ui) ist eine Variable, welche eine Reihe von Werten an den Orten
ui einnehmen kann, wobei die verschiedenen Werte durch ihre Eintrittswahrscheinlich-
keit charakterisiert sind. Für eine bessere Unterscheidung sollen die Beobachtungen
(Probewerte) ortsabhängiger Variablen bzw. die Realisierungen der Zufallsfunktion im
folgenden mit kleinen Buchstaben z(ui), z(u) und deren wahrscheinlichkeitstheoretische
Interpretationen (Zufallsvariable bzw. Zufallsfunktion) in großen Buchstaben, Z(ui),
Z(u), dargestellt werden [Aki88]. Zufallsvariablen können in zwei Kategorien unterteilt
werden:
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1. diskrete Zufallsvariablen: Diese Variablen haben eine endliche Anzahl von mög-
lichen Ereignissen und sind vollständig durch die entsprechende Verteilungsfunktion
beschrieben.
f(ui; zi) = Prob (Z(ui) = zi)
2. stetige Zufallsvariablen: Diese Variablen nehmen Werte in einem bestimmten
Intervall [a, b] an und können durch eine Wahrscheinlichkeitsdichtefunktion f(ui; zi)
oder eine Verteilungsfunktion F (ui; zi) beschrieben werden.
F (ui; zi) = Prob (Z(ui) ≤ zi)
Bei den weiteren Betrachtungen soll im wesentlichen immer von stetigen Zufallsvariablen
ausgegangen werden. Eine Zufallsfunktion Z(u) ist durch die N-variate Verteilungsfunk-
tion:
F (u1, . . . , uN ; z1, . . . , zN ) = Prob {Z(u1) ≤ z1, . . . , Z(uN ) ≤ zN}
charakterisiert. Diese multivariate Verteilungsfunktion beschreibt das räumliche Verhalten
der N ortsabhängigen Zufallsvariablen und charakterisiert die gemeinsame Unsicherheit
bzgl. ihrer Werte z1, . . . , zN . In der Praxis beschränkt sich die Analyse jedoch zumeist auf
nur zwei Orte zur gleichen Zeit. Betrachtet werden dabei die ersten beiden Momente der
2-Punkt Verteilungsfunktion, welche durch den Erwartungswert E[Z(u)] und die Kovari-
anzfunktion Cov[Z(u), Z(u+ h)] bzw. das Variogramm γ[Z(u), Z(u+ h)] bestimmt
sind ([Goo97], S. 68).
In der Praxis hat man nun die Situation, dass nur eine einzige Realisierung z(uα), α =
1, . . . , n (beobachtete Probewerte an den Orten uα ∈ D) der Zufallsfunktion Z(u) an
den Orten uα bekannt ist. Daher ist es notwendig, bezüglich der Wahrscheinlichkeitss-
truktur der Zufallsfunktion, Annahmen zu treffen. Hierfür werden in der Geostatistik
drei Stationaritätshypothesen zur Verfügung gestellt, damit weitreichende statistische
Schlussfolgerungen anhand der einen Realisierung getroffen werden können [JH78].
1. Hypothese der strengen Stationarität: Die Verteilung der Zufallsfunktion Z(u)
ist unabhängig von den Orten u, d.h. die Zufallsfunktion ist invariant gegenüber
räumlicher Verschiebung um den Vektor h. Die statistischen Eigenschaften des
untersuchten Parameters sind also im gesamten Untersuchungsgebiet D konstant.
2. Hypothese der schwachen Stationarität (Stationarität 2. Ordnung): Diese
Hypothese beschränkt sich auf die ersten beiden Momente der Zufallsfunktion und
besagt das ein konstanter Erwartungswert und eine konstante Varianz im gesamten
Untersuchungsgebiet D angenommen wird.
E[Z(ui)] = m ∀ u ∈ D
E[(Z(u+ h)−m) (Z(u)−m)] = Cov(h) ∀ u, u+ h ∈ D
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3. Intrinsische Hypothese: Diese Hypothese stellt eine Abschwächung der Hypothe-
se 2. Ordnung dar. Es wird angenommen, dass der Erwartungswert der Differenzen
zwischen zwei Punkten Z(u+ h) und Z(u) über das gesamte Untersuchungsgebiet
D gleich Null ist und das die Varianz der Differenzen zwischen Z(u+ h) und Z(u)
nur vom Abstandsvektor und nicht vom Ort der Punkte abhängt.
E[Z(u+ h)− Z(u)] = 0 ∀ u, u+ h ∈ D
V ar[Z(u+ h)− Z(u)] = E[(Z(u+ h)− Z(u))2] = 2γ(h)
Für eine sachgerechte Anwendung geostatistischer Methoden ist wenigstens die Erfüllung
der intrinsischen Hypothese zu fordern. Wenn die intrinsische Hypothese nicht erfüllt
wird, dann liegt dies in der Regel daran, dass die Daten eine Trendkomponente beinhal-
ten, welche berücksichtigt werden muss, um eine adäquate Anwendung geostatistischer
Methoden zu gewährleisten.
A.2 Modellierung einer Regionalisierung
Der erste Schritt für eine Modellierung der räumlichen Struktur von regionalisierten
Zufallsfunktionen ist die Berechnung von so genannten experimentellen Variogrammen
bzw. Kovariogrammen aus den zur Verfügung stehenden Explorationsdaten. Der An-
wender definiert in diesem ersten Schritt die inkrementelle Schrittweite h sowie die
zugehörige Schrittweitentoleranz 4h und entscheidet darüber ob die Berechnung für
spezifische Raumrichtungen oder richtungsunabhängig erfolgen soll. Für den Fall einer
Richtungsabhängigkeit müssen dann zusätzlich noch die entsprechenden Richtungswinkel
(α, β, γ) und die Richtungswinkeltoleranzen (4α, 4β, 4γ) definiert werden.
Die experimentellen Variogramme bzw. Kovariogramme stellen jedoch nur diskrete Werte
γ̂(hk) bzw. Ĉ(hk) für eine endliche Anzahl von Abständen, hk, k = 1, . . . , K und Rich-
tungen zur Verfügung. Erst die Anpassung kontinuierlicher Funktionen an die diskreten
Werte liefert die notwendigen Informationen der Variogramm- bzw. Kovariogrammwerte
bezüglich aller möglichen Abstände h, welche eine Voraussetzung für die Anwendung
geostatistischer Interpolations- bzw. Simulationsverfahren ist. Die Anpassung von Va-
riogrammmodellen stellt daher den grundlegenden Modellierungschritt der Geostatistik
dar. Deshalb soll in diesem Abschnitt auf die am häufigsten genutzten Modelle und ihre
Eigenschaften eingegangen werden.
A.2.1 Zulässige Modelle
Ein zulässiges Variogramm- bzw. Kovariogrammmodell muss die mathematische Eigen-
schaft der positiven Semi-Definitheit erfüllen, da durch diese Eigenschaft sichergestellt
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wird dass die Kriging-Gleichungssysteme lösbar sind und die Kriging-Varianz positiv ist.
Das bedeutet die Varianz jeder beliebigen endlichen linearen Kombination Y von Zufalls-
variablen Z(uα) wird in der Geostatistik als lineare Kombination von Kovarianzwerten
ausgedrückt und muss immer positiv sein (Formel A.1).











λα · λβ · C(uα − uβ) ≥ 0 (A.1)
Gemäß der geltenden Beziehung γ(h) = C(0)− C(h) zwischen Variogramm und Kovario-
gramm lässt sich die Formel A.1 auch mittels der Variogrammwerte ausdrücken (Formel
A.2).











λα · λβ · γ(uα − uβ) ≥ 0 (A.2)
Um zu vermeiden, dass jedes angepasste Modell auf die Erfüllung dieser Eigenschaft
getestet werden muss, ist es zur gängigen Praxis geworden, nur lineare Kombinationen
von einigen wenigen Grundmodellen zu nutzen, von denen die Zulässigkeit bekannt
ist. Ein zulässiges Variogrammmodell γ(h) bzw. Kovariogrammmodell C(h) lässt sich
also als eine Summe von bekannten positiv definiten Grundmodellen gl(h) konstruieren.
Dabei beschreibt nst die Anzahl der Funktionen bzw. geschachtelten Strukturen und





Bei den folgenden am häufigsten genutzten Modellen handelt es sich um so genannte
begrenzte standardisierte Modelle (σ2 = 1), das bedeutet alle Modelle erreichen ab einer
Reichweite a den Schwellenwert 1. Das Kovarianzgegenstück dieser Modelle lässt sich




1 ∀ h ≥ 0 (A.4)
Das Nugget-Effekt Modell wird genutzt um Messunsicherheiten (Mess-, Analysen-
und Probennahmefehler) und Infravariabilitäten1 zu beschreiben. Es beschreibt
also kleinmaßstäbliche Zusammenhänge, welche viel kleiner sind als die verfügbaren
Abstände zwischen den Beobachtungspunkten. Im Variogrammmodell erscheint es
als Konstante C0.
1Variabilität sehr eng benachbarter Probewerte
161













wenn h ≤ a
1 wenn h > a
(A.5)
Das sphärische Modell ist das wohl am häufigsten genutzte Grundmodell, es erreicht
den Schwellenwert C bei einer Reichweite a. Es zeichnet sich durch einen zunächst











Im Unterschied zum sphärischen Modell zeigt dieses Modell zunächst einen steileren
Anstieg und später flacht der Verlauf langsamer ab. Dieses Modell erreicht den
Schwellenwert asymptotisch, das bedeutet eine praktische Reichweite (3a) wird













Das Gaußsche Modell wird aufgrund seines parabolischen Verlaufs nahe des Ur-
sprungs häufig für die Modellierung von extrem kontinuierlichen Phänomenen
verwendet. Ebenso wie das exponentielle Modell erreicht es den Schwellenwert
nur asymptotisch, das bedeutet auch hier wird eine praktische Reichweite (a ·
√
3)
definiert, bei dem 95 % des Schwellenwertes C erreicht werden.
A.2.2 Richtungsabhängige Modelle
Durch richtungsabhängige bzw. anisotrope Modelle werden Phänomene beschrieben, bei
denen die räumliche Variabilität abhängig von der betrachteten Richtung ist. Das bedeutet,
man betrachtet h = (hx, hy, hz)T als Vektor und nicht nur als reinen Abstand h =| h |.
Grundsätzlich werden zwei Arten von Anisotropien unterschieden, die geometrische und
die zonale Anisotropie. Die geometrische Anisotropie zeichnet sich durch nahezu gleiche
Schwellenwerte C in allen Richtungen, aber unterschiedlichen Reichweiten a aus. Während
bei der zonalen Anisotropie sowohl die Schwellenwerte C als auch die Reichweiten a
abhängig von der betrachteten Richtung sind.
Der skalare Abstand h, welcher als Parameter in allen Grundmodellen g(h) bzw. c(h)
auftaucht, kann durch die Zerlegung des Abstandsvektors h in seine Hauptkomponenten
berechnet werden (Formel A.8). Im 3-dimensionalen Raum sind dies hvert (vertikale
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Richtung), hmajor (horizontale Richtung der größten Kontinuität) und hminor (horizontale
















Um die 3 Richtungen in Formel A.8 definieren zu können bedarf es im Allgemeinen
der Angabe von 3 Winkeln, welche die Rotation um die einzelnen Koordinatenachsen
beschreiben.
A.2.3 Praktische Aspekte der Modellierung
Die nachfolgenden Erfahrungen zur praktischen Modellierung beziehen sich alle auf
die Modellierung von Variogrammen, da diese in der Praxis am häufigsten eingesetzt
werden. Die Variogrammmodellierung wird heutzutage durch die Verwendung von in-
teraktiven Softwarelösungen deutlich erleichtert, darüber hinaus können so genannte
semi-automatische Algorithmen dem Nutzer helfen optimale Werte für Variogrammpa-
rameter zu bestimmen. Diese Algorithmen können den Anwender jedoch nur bei seiner
Modellierung unterstützen. Grundlegende Entscheidungen wie die Anzahl und der Typ
der verwendeten Strukturen oder die Entscheidung darüber, ob eine Anisotropie vor-
liegt, liegen nachwievor beim Nutzer, welcher hierfür grundsätzlich alle ihm zugängigen
Informationen einbeziehen sollte. Die “blinde” Nutzung von vollautomatischen Modellie-
rungswerkzeugen, welche dem Anwender alle Entscheidungen abnehmen, sollte in der
Praxis dagegen eher vermieden werden, da dem Anwender so jegliche Einflussnahme auf
das Modellierungsergebnis bzw. Kontrolle genommen wird.
Isotropie oder Anisotropie
Der herkömmliche Weg eine Anisotropie zu entdecken ist die Ermittlung von experimen-
tellen Variogrammen für verschiedene Richtungen, dabei sollten mindestens 3 Richtungen
betrachtet werden. Eine gute Entscheidungshilfe liefert im Allgemeinen die Berechnung
der experimentellen Variogramme bezüglich der Richtungen 0°, 45°, 90° und 135° mit einer
Winkeltoleranz 4θ = ±22.5°. Darüber hinaus können so genannte Variogramm-Karten,
welche in einigen geostatistischen Softwarelösungen bereitgestellt werden können, die
Ermittlung der Richtungen der Anisotropie deutlich erleichtern. ([Goo97], S. 99)
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Abb. A.1: Möglichkeiten zur Erkennung von Anisotropie: 1. Vergleich experimenteller
Variogramme verschiedener Richtungen (links), 2. Variogramm-Karte (rechts)
Anzahl und Auswahl der Strukturen
Das Ziel der Variogrammmodellierung sollte es sein, die wesentlichen räumlichen Strukturen
eines Merkmals zu erfassen. Eine Überanpassung sollte dabei vermieden werden, d.h. es
sollte nicht versucht werden jedes noch so kleine Detail des experimentellen Variogramms
zu modellieren ([Goo97], S. 100). Wenn unterschiedliche geschachtelte Variogrammstruk-
turen eine nahezu ähnliche Modellanpassung liefern, dann sollte immer das einfachste
Modell genutzt werden, da eine höhere Komplexität des Modells nicht auch gleichzeitig
zu besseren Schätzergebnissen führt.
Es gibt grundsätzlich nur wenige konkrete Gründe, warum eine bestimmtes Grundmodell
g(h) genutzt oder vermieden werden sollte. Der wesentlichste Unterschied zwischen den
einzelnen Grundmodellen liegt in ihrem Verhalten nahe des Ursprungs, daher sollte dieses
Verhalten als wesentlichstes Entscheidungskriterium herangezogen werden.
Die Wahl geeigneter Werte der Variogramm-Parameter
Der abschließende Schritt der Variogrammmodellierung ist die Bestimmung der Parameter
(Nugget-Effekt, Schwellenwert und Reichweite), welche das Modell bzw. die einzelnen
geschachtelten Strukturen beschreiben. Hierfür haben sich interaktive graphische Com-
puterprogramme und automatische Anpassungsalgorithmen als hilfreiche Werkzeuge
etabliert. Automatische Anpassungen sollten jedoch niemals “blind” akzeptiert werden,
statt dessen sollte immer eine Bewertung des Modells durch einen erfahrenen Anwender
erfolgen. Die folgenden Tipps sollen dem Anwender die Modellierung erleichtern.
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Nugget-Effekt: Der Nugget-Effekt wird gewöhnlicherweise durch eine Extrapolation
des Verhaltens der ersten experimentellen Variogrammwerte auf die vertikale Achse
bestimmt. Dabei sollten jedoch einige Einflussfaktoren berücksichtigt werden. So neigt
der Nugget-Effekt im experimentellen Variogramm dazu sich mit zunehmender Schritt-
weitentoleranz 4h zu vergrößern. Das gleiche Verhalten ist bei einer Reduzierung der zur
Verfügung stehenden Daten zu beobachten. Geringe Datendichten und/oder Messfehler
können zu stark verrauschten Variogrammen führen, welche dann im schlimmsten Fall
durch den Anwender als purer Nugget-Effekt wahr genommen werden. Die Wahl eines
puren Nugget-Effekt-Modells ist jedoch eine sehr extreme Modellierungsentscheidung.
Man sollte sich daher bewusst machen, dass die meisten natürlichen Phänomene eine
räumliche Struktur besitzen, welche jedoch in den meisten dieser Fälle nicht aufgelöst
wurde, da die Korrelationsreichweiten kleiner als die kleinsten Probenabstände sind. Der
Anwender sollte daher möglichst immer ein Modell, räumlicher Kontinuität annehmen,
wenn vertrauenswürdige Informationen auf räumliche Strukturen hindeuten. Denn das
Ziel ist die Modellierung der räumlichen Struktur des untersuchten Merkmals und nicht
die der Daten. ([Goo97], S. 101f.)
Schwellenwert: Die Bestimmung der Schwellenwerte der einzelnen Strukturen ist deut-
lich weniger komplex als die Ermittlung des Nugget-Effektes. Ein Fehler der jedoch
häufig gemacht wird, ist die ungeprüfte Annahme das die Summe der Varianzbeträge∑n
l=0 gl(h) der geschachtelten Strukturen gleich der Varianz der Probenwerte sein muss.
R. J. Barnes [Bar91] zeigte, dass diese weit verbreitete Annahme fraglich und in den
wenigsten Fällen zutreffend ist. Barnes stellte dar, dass diese Annahme nur vernünftig ist,
wenn N Probewerte gleichmäßig über ein Gebiet verteilt sind, dass einige Male größer
als die Variogrammreichweite ist. Denn in diesem Fall gibt es deutlich mehr Punktpaare
für große Abstandsklassen und weniger Punktpaare für kurze Abstände. Und damit ist
der durchschnittliche Variogrammwert alle Punktpaare deutlich mehr von der großen
Anzahl von Werten nahe dem Schwellenwert als von den vergleichsweise wenigen Werten
unterhalb des Schwellenwertes bestimmt. Und daher sollte man einen deutlich sichtbaren
Schwellenwert im experimentellen Variogramm, welcher von der Varianz der Probewerte
abweicht, nicht ignorieren sondern als Schätzer für die Summe der Varianzbeträge nutzen.
Reichweite: Die Reichweite von Variogrammmodellen mit Schwellenwert ist in der
Regel relative einfach aus den experimentellen Variogrammen zu ermitteln. Wenn jedoch
das experimentelle Variogramm, aufgrund einer geringen Datendichte oder Ausreißern ein
sehr sprunghaftes Verhalten zeigt, dann sollten zur Bestimmung der Reichweite besser
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andere Möglichkeiten, wie Madogramme2 oder relative Variogramme3 heran gezogen
werden ([Goo97], S. 103).
A.3 Modellierung einer Ko-Regionalisierung
Die aus multivariaten Daten geschlossenen experimentellen Variogramme und Kreuz-
Variogramme bzw. Kovariogramme und Kreuz-Kovariogramme liefern eine Menge von





che Anzahl von Abständen, hk, k = 1, . . . , K und Richtungen. Wie auch im univariaten
Fall soll die Anpassung kontinuierlicher Funktionen die notwendigen Informationen der
Variogramme und Kreuz-Variogramme bzw. Kovariogramme und Kreuz-Kovariogramme
bezüglich aller möglichen Abstände h liefern. Diese sind wiederum eine Voraussetzung für
die Anwendung geostatistischer Interpolations- bzw. Simulationsverfahren unter Nutzung
von Sekundärinformationen.
Die Modellierung einer Ko-Regionalisierung für eine Anzahl von Nv Variablen erfordert
demnach die Ermittlung von Nv((Nv + 1)/2) Variogrammen und Kreuz-Variogrammen
bzw. Kovariogramme und Kreuz-Kovariogramme. Die Schwierigkeit liegt dabei nicht in
der Anzahl der zu modellierenden Modelle, sondern vielmehr in der Tatsache, dass die
einzelnen Modelle nicht unabhängig voneinander modelliert werden können. In diesem
Abschnitt soll auf die am häufigsten verwendeten Modelle und ihre Charakteristik
eingegangen werden.
A.3.1 Zulässige Modelle
Ko-Regionalisierungsmodelle müssen analog zum univariaten Fall die mathematische
Eigenschaft der positiven Semi-Definitheit erfüllen, da diese Eigenschaft auch hier sicher
stellt, dass die Ko-Kriging-Gleichungssysteme lösbar sind und die Ko-Kriging-Varianz
positiv ist. Das bedeutet die Varianz jeder beliebigen endlichen linearen Kombination
Y von Zufallsvariablen Zi(uα) wird in der Geostatistik als lineare Kombination von
Kreuz-Kovarianzwerten ausgedrückt und muss immer positiv sein (Formel A.9).

















λαi ·λβj ·Ci j(uα−uβ) ≥ 0 (A.9)
2Der Unterschied zu traditionellen Variogrammen ist die Nutzung der absoluten Differenz zwischen zi
und zi+h an Stelle der quadrierten Differenz
3Relative Variogramme sind Variogramme, welche durch die quadratischen Mittelwerte der Daten
standardisiert wurden
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In Matrixschreibweise stellt sich die Varianz von Y (Formel A.9) dann wie folgt dar:





λTα ·C(uα − uβ) · λβ ≥ 0 (A.10)
Dabei ist λα = [λα1, . . . , λαNv ]
T ein Nv × 1 Vektor der Gewichte λαi und C(uα− uβ) =
[Ci j(uα − uβ)] ist die Nv ×Nv Matrix der Kreuz-Kovarianzen zwischen zwei beliebigen
Zufallsvariablen Zi(uα) und Zj(uα).
Gemäß der geltenden Beziehung Γ(h) = C(0)−C(h) zwischen Variogramm und Kova-
riogramm lässt sich die Formel A.10 natürlich auch mittels der Matrix der Variogramm-
modelle ausdrücken (Formel A.11).











λTα · Γ(uα − uβ) · λβ ≥ 0 (A.11)
Die folgenden Ko-Regionalisierungs-Modelle sind in der Literatur (z.B. in [CD99, Goo97])
detailliert beschrieben, daher sollen an dieser Stelle nur die wesentlichsten Eigenschaften





blij · gl(h) ∀i, j (A.12)
gl(h) beschreibt ein zulässiges Variogrammmodell und blij sind die Koeffizienten der
korrespondierenden Varianzen/Schwellenwerte, welche in (L + 1) Matrizen Bl zusam-
mengefasst werden können. Alle Variogramme und Kreuz-Variogramme stellen lineare
Kombinationen einer zugrundeliegenden Variogrammstruktur dar. Für ein lineares Modell
der Ko-Regionalisierung (LMC) ist die Bedingung der Semi-Definitheit relativ leicht zu
überprüfen, da nur sichergestellt werden muss, dass die Ko-Regionalisierungsmatrizen Bl
der Koeffizienten bij positiv semi-definit sind. Dies ist gegeben, wenn die Determinante
und alle Unterdeterminanten der Matrix Bl nicht negativ sind. Aus diesen zu erfüllenden
Bedingungen lassen sich nun 4 praktische Regeln für die Auswahl geeigneter Strukturen
in einem LMC ableiten ([Goo97], S. 114).
Regel_1: Jede Grundstruktur gl(h) die in einem Kreuz-Variogramm γij(h) auftaucht,
muss auch in beiden direkten Variogrammen γii(h) und γjj(h) vorhanden sein:
blij 6= 0 ⇒ blii 6= 0 und bljj 6= 0
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Regel_2: Wenn eine Grundstruktur gl(h) in einem direkten Variogramm nicht vorkommt,
so darf diese Struktur auch in allen Kreuz-Variogrammen dieser Variable nicht
vorhanden sein:
blii = 0 ⇒ blij = 0 ∀j
Regel_3: Nicht alle (L+ 1) Grundstrukturen müssen in allen Variogrammen bzw. Kreuz-
Variogrammen γij(h) vorkommen, d.h. blij darf auch gleich 0 sein:G
blij ≥ 0 ∀i, j, l
Regel_4: Es gibt keinen Grund für eine Grundstruktur gl(h), welche in beiden direkten
Variogrammen γii(h) und γjj(h) erscheint auch im Kreuz-Variogramm γij(h) zu
erscheinen:
blii 6= 0 und bljj 6= 0 ⇒ blij = 0 oder blij 6= 0
Intrinsisches-Modell:
γij(h) = φij ·
L∑
l=0





Das intrinsische Modell ist ein spezielles lineares Modell, bei dem die Nv((Nv + 1)/2)
Koeffizienten bij des zugrundeliegenden Variogrammmodells gl(h) proportional zueinander
sind, es gilt blij = ϕij · bl ∀i, j, l. D.h. also alle Variogramme und Kreuz-Variogramme
können durch Skalierung einer zugrundeliegenden Variogrammstruktur erzeugt werden.
Jedes LMC mit nur einer einzigen Grundstruktur ist damit auch ein intrinsisches Modell.
Markov-Modell:
In den Markov Modellen (MM1/MM2) ist die Abhängigkeit der Variablen begrenzt auf
Daten am gleichen Ort. Der Rest der Daten wird ausgeblendet. Diese Annahme reduziert
die Komplexität der Berechnungen signifikant. Im Falle von zwei Variablen lassen sich
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ρ12(h) ' ρ12(0) · ρ11(h) bzw. ρ12(h) ' ρ12(0) · ρ22(h) (A.16)
Unter der Annahme dieser Modelle müssen also keine Kreuz-Variogramme erstellt werden,
die Variogramme der einzelnen Variablen sowie die Korrelationskoeffizienten, welche die
Stärke des Zusammenhangs zwischen den einzelnen Variablen beschreiben, sind für eine
Modellierung ausreichend. Weitere Details zu den Markov Modellen und ihre Anwendung
sind u.a. zu finden in [Goo97, AJ94, Jou99, SJ99].
A.3.2 Praktische Aspekte der Modellierung
Im Gegensatz zum univariaten Fall erweist sich die Modellierung einer Ko-Regionalisierung
als deutlich komplexere Aufgabe. Schwierigkeiten ergeben sich vor allem aus der Anzahl
zu modellierender Variablen und den zu erfüllenden Beschränkungen der Koeffizienten blij
([Goo97], S. 116). Die nachfolgenden Erfahrungen zur praktischen Modellierung beziehen
sich wieder alle auf die Modellierung von Variogrammen bzw. Kreuzvariogrammen, welche
in der Praxis am häufigsten eingesetzt werden.
Die Modellierung beginnt mit der Auswahl der Variablen, welche in einem gemeinsamen
Modell betrachtet werden sollen, d.h. in der Regel werden nicht alle gemessenen Merk-
male für solch eine Modellierung genutzt ([Goo97], S. 116). Der Grund dafür liegt in
der Tatsache, dass die Anzahl der Variablen, welche durch geostatistische Interpolations-
bzw. Simulationsverfahren berücksichtigt werden können, begrenzt ist. Dies stellt jedoch
grundsätzlich kein Problem dar, da in der Regel Redundanzen zwischen den gemessenen
Merkmalen auftreten, welche die Betrachtung einzelner Variablen überflüssig macht. Ein
weiteres mögliches Szenario ist die Unabhängigkeit einzelner Merkmale. Derartige Merkma-
le sollten natürlich dann auch unabhängig von anderen interpoliert bzw. simuliert werden.
Grundsätzlich sollten so wenig wie möglich Variablen gleichzeitig betrachtet werden, da
die Modellierung mit zunehmender Anzahl an Variablen komplexer und damit mühsam
und langwierig wird. Das bedeutet, es ist nicht praktikabel alle Merkmale mit nur einem
Modell zu beschreiben, welches dann nur eine relativ schlechte Anpassung aufweist. In der
Praxis ist es darüber hinaus oft hilfreich zunächst eine Hierarchie der Variablen hinsicht-
lich der verfolgten Ziele zu erstellen, um dann verschiedene Ko-Regionalisierungsmodelle
in Abhängigkeit von der gewählten Primärvariable anzupassen ([Goo97], S. 116). Nach
Auswahl der zu berücksichtigenden Variablen, kann im nächsten Schritt ein geeigneter
Modellansatz gewählt werden. Das intrinsische Modell ist deutlich einfacher anzupassen
als etwa ein lineares Modell, da nur eine einzelne Ko-Regionalisierungsmatrix Φ bestimmt
werden muss. Jedoch werden die Modellierungsmöglichkeiten mit solch einem Ansatz
auch deutlich mehr einschränkt, da alle Variogramme und Kreuz-Variogramme propor-
tional zueinander sein müssen. Diese Proportionalitätsbedingung kann relativ einfach
visuell an Hand der Form der experimentellen Variogrammkurven geprüft werden. Ist
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diese Proportionalität nicht gegeben, so ist das flexiblere lineare Modell zu bevorzugen
([Goo97], S. 117). Die Markov Modelle finden bisher hauptsächlich Anwendung beim
Vorliegen sehr dicht beprobter Variablen, welche gegebenenfalls nur noch an wenigen
Gitterpunkten ergänzt werden müssen.
A.4 Der Kriging Ansatz - Verfahren zur lokalen Schätzung von
Parametern
Kriging beschreibt eine Gruppe von Verfahren, welche die Schätzung von Werten kontinu-
ierlicher Merkmale z an unbeprobten Orten u unter Berücksichtigung von n-Probewerten
des Merkmals {z(uα), α = 1, . . . , n} zum Ziel haben. Alle Kriging-Schätzer sind letztlich




λα(u) · [Z(uα)−m(uα)] (A.17)
Dabei sind λα(u) die Gewichte der Datenpunkte z(uα), welche als Realisation einer
Zufallsvariable Z(uα) interpretiert werden. Die Größen m(u) und m(uα) sind die Erwar-
tungswerte der Zufallsvariablen Z(u) und Z(uα). Die Anzahl der Daten n(u) die für die
Schätzung einbezogen werden variiert von Ort zu Ort. In der Praxis werden zumeist nur
die nächsten Daten, in einer um den zu schätzenden Punkt definierten Suchnachbarschaft,
herangezogen.
Die Interpretation der unbekannten Werte z(u) und der Datenwerte z(uα) als Realisation
von Zufallsvariablen Z(u) und Z(uα) ermöglicht die Definition eines Schätzfehlers Z∗(u)−
Z(u), welcher ebenso eine Zufallsvariable darstellt. Das Ziel aller Kriging-Verfahren ist
nun die Minimierung dieses Schätzfehlers bzw. dieser Schätzvarianz
σ2E(u) = V ar {Z∗(u)− Z(u)} ⇒Min. (A.18)
unter der Bedingung der Erwartungstreue E {Z∗(u)− Z(u)} = 0.
Der Unterschied zwischen den verschiedenen Kriging-Verfahren liegt im angenomme-
nen Modell der Zufallsfunktion Z(u) selbst. Die Zufallsfunktion Z(u) kann in zwei
Komponenten zerlegt werden, dem Residuum R(u) und dem Trend m(u):
Z(u) = R(u) +m(u) (A.19)
Das Residuum wird als stationäre Zufallsfunktion mit Erwartungswert E {R(u)} = 0 und
Kovarianz CR(h) = Cov {R(u), R(u+h)} = E {R(u) ·R(u+ h)} modelliert. Damit ist
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der Erwartungswert der Zufallsvariable Z(u) am Ort u der Wert der Trendkomponente
am Ort u:
E {Z(u)} = m(u)
Je nach dem was nun für ein Modell für die Trendkomponente gewählt wird, können
dann verschiedene Kriging-Verfahren unterschieden werden:
1. Simple Kriging (SK): Die Trendkomponente m(u) wird als bekannt und konstant
über das gesamte Untersuchungsgebiet D angenommen:
m(u) = m ∀ u εD (A.20)
2. Ordinary Kriging (OK): Die Trendkomponente wird als konstant aber unbekannt
innerhalb einer lokalen Nachbarschaft W (u) betrachtet:
m(u′) = konstant ∀ u′ εW (u) mit W (u) ⊂ D (A.21)
Dadurch ermöglicht OK die Berücksichtigung lokaler Schwankungen der Trendkom-
ponente m(u). Die Stationariätsforderung wird also auf die lokale Nachbarschaft
W (u) begrenzt.
3. Kriging mit Trendmodel (KT) / Universal Kriging (UK): Die Trendkomponente wird
als variabel und unbekannt innerhalb einer lokalen Nachbarschaft W (u) betrachtet
und damit auch über das gesamte Untersuchungsgebiet D. Modelliert wird sie als




ak(u′) · fk(u′) (A.22)
mit ak(u′) ≈ ak konstant aber unbekannt ∀ u′ εW (u)
Die Koeffizienten ak(u′) werden als unbekannt aber konstant innerhalb der begrenz-
ten lokalen Nachbarschaft W (u) betrachtet. Die Funktion fk(u′) ist für K = 0 mit
f0(u′) = 1 definiert. Für diesen Fall ist das Verfahren äquivalent zum Ordinary
Kriging (OK).
Im Zusammenhang mit Algorithmen der geostatistischen Simulation ist das Simple Kriging
Verfahren von besonderem Interesse, daher sollen auch die Formeln für dieses Verfahren
nochmals explizit angegeben werden. Das SK-Gleichungssystem zur Bestimmung der




λSKβ (u) · C(uα − uβ) = C(uα − u) (A.23)
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λSKα (u) · C(uα − u) (A.25)
In Matrix-Schreibweise stellt sich das SK-Gleichungssystem (Gleichung A.23) wie folgt
dar:
KSKλSK(u) = kSK (A.26)
Dabei ist KSKdie n(u)× n(u) Matrix der Kovarianzen der Daten, λSK(u) der Vektor
der SK-Gewichte und kSK ist der Vektor der Kovarianz zwischen unbekannten Punkten
und Datenpunkten:
KSK =
 C(u1 − u1) . . . C(u1 − un(u))... ... ...








 C(u1 − u)...
C(un(u) − u)

Die SK-Schätzvarianz σ2SK ergibt sich demnach aus:
σ2SK(u) = C(0)− λ
T





A.5 Der Co-Kriging Ansatz - Berücksichtigung von
Sekundärinformationen
Der Co-Kriging Ansatz betrachtet die Situation in der neben den Primärdaten z1,
{z1(uα1), α1 = 1, . . . , n1} zusätzliche Sekundärdaten von (Nv − 1) kontinuierlichen
Merkmalen zi, {zi(uαi), αi = 1, . . . , ni , i = 2, . . . , Nv} zur Verfügung stehen. Die Da-
tenpunkte müssen dabei nicht identisch für alle Merkmale sein.
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Dabei sind λα1(u) die Gewichte der Primärdaten z1(uα1) und λαi(u), mit i > 1 sind die
Gewichte der Sekundärdaten zi(uαi). Die Erwartungwerte der Zufallsvariablen Z1(u) und
Zi(uαi) werden mit m1(u) und mi(uαi) bezeichnet. Die Anzahl der Daten n(u), die für
die Schätzung einbezogen werden, variiert von Ort zu Ort und von Merkmal zu Merkmal.
In der Praxis werden zumeist nur die nächsten Daten, in einer um den zu schätzenden
Punkt definierten Suchnachbarschaft, herangezogen. Alle Co-Kriging Verfahren stellen
letztlich nur Varianten des Ausdrucks (Gleichung A.27) dar. Sie alle minimieren den
Schätzfehler bzw. die Schätzvarianz σ2E(u) unter der Bedingung der Erwartungstreue
E {Z∗1 (u)− Z1(u)} = 0.
σ2E(u) = V ar {Z∗1 (u)− Z1(u)} ⇒Min. (A.28)
Analog zum Kriging Ansatz liegt der Unterschied zwischen den verschiedenen Co-Kriging-
Verfahren auch hier im angenommenen Modell der Zufallsfunktion Zi(u) selbst. Die
Zufallsfunktion Zi(u) kann in zwei Komponenten zerlegt werden, dem Residuum Ri(u)
und dem Trend mi(u):
Zi(u) = Ri(u) +mi(u) mit i = 1, . . . , Nv (A.29)
Das Residuum wird als stationäre Zufallsfunktion mit Erwartungswert E {Ri(u)} = 0
und Kovarianz CRi (h) = Cov {Ri(u), Ri(u+h)} = E {Ri(u) ·Ri(u+ h)} modelliert.
Und die Kreuz-Kovarianz CRij (h) zwischen beliebigen Residuen Ri(u) und Rij(u+ h) ist
gegeben durch CRij (h) = Cov {Ri(u), Rj(u+h)}.
In Abhängigkeit des gewählten Modells für die Trendkomponente können analog zum
Kriging Ansatz drei grundsätzliche Co-Kriging-Verfahren unterschieden werden:
1. Simple Co-Kriging (SCK)
2. Ordinary Co-Kriging (OCK)
3. Co-Kriging mit Trendmodel (CKT) / Universal Co-Kriging (UCK)
Die Charakteristik des jeweiligen Trendmodells ist analog zum einfachen Kriging-Ansatzes
definiert und soll daher nicht nochmals explizit aufgeführt werden.
Im Zusammenhang mit Algorithmen der geostatistischen Co-Simulation ist das Simple
Co-Kriging Verfahren von besonderem Interesse, daher sollen auch die Formeln für
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dieses Verfahren nochmals explizit angegeben werden. Das SCK-Gleichungssystem zur






λSCKβj (u) · Cij(uαi − uβj ) = Ci1(uα1 − u) (A.30)
mit αi = 1, . . . , ni(u) und i = 1, . . . , Nv



















λSCKαi9 (u) · Ci1(uαi − u) (A.32)
In Matrix-Schreibweise stellt sich das SCK-Gleichungssystem (Gleichung A.30) wie folgt
dar:
KSCKλSCK(u) = kSCK (A.33)
mit KSK =
 C11(uα1 − uβ1) . . . C1Nv(uα1 − uβNv )... ... ...





















Cij(uαi − uβj )
]





ist ein ni(u)× 1 Vektor der Co-Kriging Gewichte
und [Ci1(uαi − u)] ist ein ni(u)× 1 Vektor der Auto- und Kreuz-Kovarianzen zwischen
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unbekannten Punkten und Datenpunkten. Die SCK-Schätzvarianz σ2SK ergibt sich dann
wie folgt:
σ2SCK(u) = C11(0)− λ
T





Der Co-Kriging Schätzer ist in der Theorie immer besser als ein gewöhnlicher Kriging
Schätzer, da die Schätzvarianz im Vergleich immer kleiner oder gleich ist ([Goo97], S.
215).
σ2SCK(u) ≤ σ2SK(u) ∀uεD
In der praktischen Anwendung hat sich jedoch gezeigt, dass der Einsatz von Co-Kriging
Algorithmen nur in Situationen sinnvoll erscheint, in denen die Primärvariable im Vergleich
zu den Sekundärvariablen deutlich geringer beprobt wurde und eine gute Korrelation
zwischen primären und sekundären Daten vorliegt [JH78].
A.6 Der Simulationsansatz
Geostatistische Simulationsverfahren bieten den Vorteil, dass die natürliche Variabilität
der spezifischen Lagerstättenattribute und die daraus resultierenden Unsicherheiten
lokaler Vorhersagen berücksichtigt werden. Geostatistische Simulationsverfahren liefern
im Gegensatz zu Kriging-Interpolatoren nicht nur eine „beste“ Schätzung, sondern beliebig
viele gleich wahrscheinliche Modelle. Jedes Modell ist dabei stützpunkttreu, reproduziert
das Histogramm und Variogramm der Explorationsdaten und kann als ein mögliches
Szenario angesehen werden. Die lokalen Unterschiede zwischen den einzelnen Modellen
können dann als Maß für die Unsicherheit in der Vorhersage interpretiert werden. Die
Grundlage für die geostatistische Simulation bildet die Monte Carlo Simulation, welche
unter zur Hilfenahme von geeigneten Zufallszahlen eine Realisation eines Zufallsprozesses
generiert. Dies geschieht im Grunde durch eine zufällige Beprobung der durch Kriging
ermittelten lokale Wahrscheinlichkeitsverteilungen des untersuchten Parameters. Damit
erklärt sich auch, warum das Mittel über viele Realisationen (E-Type) gegen die Kriging-
Interpolation konvergiert.
Es gibt eine Vielzahl von verschiedenen Verfahren die für die geostatistische Simulation
eingesetzt werden können. Grundsätzlich wird zwischen bedingten (conditional) und
unbedingten (unconditional) Simulationen unterschieden. Im Unterschied zur unbedingten
Simulation, gehen bei der bedingten Simulation die Werte der bekannten Messpunkte
in die Berechnung mit ein und werden durch die einzelnen Realisationen reproduziert.
Für die meisten bergbaulichen Anwendungen wird diese Reproduktion der Datenwerte
am bekannten Ort gefordert, so dass im Rahmen dieser Arbeit nur auf Verfahren der
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bedingten Simulation eingegangen wird. Ein detaillierter Überblick zu geostatistischen
Simulationsverfahren wird in Kapitel 3 gegeben.
A.7 Bewertung von lokalen Unsicherheiten
Als Unsicherheit bezeichnet man im wissenschaftlichen Kontext einen bewusst wahrge-
nommenen Mangel an Zuverlässigkeit, Gültigkeit bzw. Belastbarkeit von gemessenen,
geschätzten oder anderweitig ermittelten Werten. Beim Messen einer physikalischen
Größe entsteht typischerweise eine Unbestimmtheit, die verschiedenste Ursachen haben
kann. Sie wird als Messunsicherheit bezeichnet. Mögliche Ursachen können z.B. grobe
Fehler, systematische Fehler oder auch statistische Fehler sein. Bei der Vorhersage bzw.
Schätzung von Werten entsteht ebenfalls typischerweise eine Unbestimmtheit, aufgrund
eines unvollständigen Kenntnisstandes. Diese Unsicherheit in der Vorhersage wird als
Vorhersageunsicherheit bzw. geologische Unsicherheit bezeichnet.
Unsicherheiten werden in der Literatur teilweise auch mit dem Begriff der Genauigkeit
beschrieben. Aber egal ob nun von Unsicherheit, Zuverlässigkeit oder auch Genauigkeit
die Rede ist, qualitativ verbirgt sich hinter all den Begrifflichkeiten die Tatsache, dass jede
Schätzung fehlerbehaftet ist, unabhängig von der gewählten Methodik. Der Schätzfehler
f ergibt sich als Differenz zwischen dem Schätzwert Z∗(u) und dem wahren Wert Z(u).
f = Z∗(u)− Z(u) (A.34)
Für allen beprobten Orte gehen wir davon aus, dass der wahren Wert Z(u) der gemessene
Probewert ist, Messunsicherheiten werden bei der Betrachtung der Vorhersageunsicherheit
nicht berücksichtigt, d.h. die Probewerte werden als fehlerfrei angenommen. Für die
beprobten Orte ist der Schätzfehler bzw. die geologische Unsicherheit gleich Null.
Für alle unbeprobten Orte ist der wahre Wert jedoch unbekannt, daher lässt sich der
Schätzfehler für diese Orte nicht exakt bestimmen. Man erhält immer nur Hinweise über
die mögliche Größe der Unsicherheit in der Vorhersage, welche in der Regel durch folgende
Faktoren beeinflusst wird:
• die Anzahl der naheliegenden Proben
• die Nähe der benachbarten Proben
• die räumliche Anordnung der Proben
• die Charakteristik des untersuchten Phänomens
Für die Bewertung der geologischen Unsicherheit, also der Unsicherheit die mit der Schät-
zung an unbekannten Orten einhergeht, betrachten wir das Problem der Modellierung der
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Unsicherheit eines Parameters (z.B. Konzentration eines Elements) an zwei unbeprobten
Orten u1 und u2. Die zwei unbekannten Werte z(u1) und z(u2) werden als Realisation
von zwei räumlich abhängigen Variablen Z(u1) und Z(u2) modelliert. Die Bewertung der
Unsicherheit der unbekannten Werte an diesen beiden Orten kann nun auf zwei Wegen
erfolgen.
A.7.1 Lokale Vertrauensintervalle
Die erste Möglichkeit ist die Nutzung lokaler Vertrauensintervalle. Hierfür berechnet man
die Schätzwerte (Kriging) z∗(u1) und z∗(u2) der unbekannten Werte sowie die Fehler- bzw.
Krigingvarianz σ2E(u). Daraus lassen sich die korrespondierenden Vertrauensintervalle
ableiten, d.h. die Schätzwerte und die berechnete Fehlervarianz werden kombiniert um ein
Gaußsches Vertrauensintervall aufzustellen. Dieses hat als Mittelpunkt den geschätzten
Wert. Das 95% Vertrauensintervall kann dann beispielsweise wie folgt angegeben werden:
Prob {Z(u) ∈ [z∗(u)− 2σE(u), z∗(u) + 2σE(u)]} = 0.95.
Dieser Ansatz geht von zwei strengen Hypothesen aus ([Goo97], S. 261). Erstens der
Schätzfehler z∗(u)− z(u) wird als Realisation einer Gaußschen Zufallsvariable modelliert.
Diese erste Annahme impliziert die Symmetrie der lokalen Verteilung der Fehler. In
der Praxis zeigt sich jedoch meist eine Über- bzw. Unterschätzung der Werte, damit
ist die Verteilung der Fehler zumeist rechts- oder linksschief. Die globale Verteilung
der Schätzfehler, also die Verteilung von allen lokalen Schätzfehlern zusammen, kann
dagegen sehr wohl symmetrisch verteilt sein, d.h. global gesehen gibt es eine Balance
zwischen über- und unterschätzten Werten. Die zweite Annahme geht davon aus, dass
die Fehlervarianz σ2E(u) unabhängig vom Wert der Variable ist, d.h. die Varianz hängt
nur von der Datenkonfiguration ab. Dieser Zustand wird auch als Homoskedastizität
bezeichnet und ist eher selten in der Praxis anzutreffen. Das heißt also, wenn wir zwei
Punkte haben, deren Nachbarn gleich entfernt und angeordnet liegen, wobei der Punkt
u1 eher von gleich großen Werten umgeben ist, und der Ort u2 von sehr großen und sehr
kleinen Werten, dann ist aufgrund der gleichen Datenanordnung die Fehlervarianz an
beiden Orten gleich, obwohl wir vermuten würden, dass das Potential für Fehler für den
Ort u2 deutlich höher ist. Damit zeigt sich, dass die Bewertung der lokalen Unsicherheit
nur auf Basis der Schätzvarianz, in verschiedenen Situationen, keine geeignete Lösung ist.
A.7.2 Lokale Wahrscheinlichkeitsverteilungen
Der zweite Ansatz zur Bewertung der Unsicherheit an unbeprobten Orten nutzt lokale
Wahrscheinlichkeitsverteilungen. Dieser strengere Ansatz bewertet zuerst die Unsicherheit
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der Unbekannten und leitet dann einen geeigneten optimalen Schätzwert ab [Jou89, Sri87].
Wir betrachten Z(u) als eine Zufallsvariable, welche die Unsicherheit des Wertes z(u)
modelliert. Die Verteilungsfunktion F (u; z|(n)) = Prob {Z(u) ≤ z|(n)} modelliert die
Unsicherheit in Berücksichtigung der zur Verfügung stehenden Daten (n). Wahrschein-
lichkeitsintervalle können dann wie folgt abgeleitet werden:
Prob {Z(u) ∈ (a, b]|(n)} = F (u; b|(n))–F (u; a|(n))
oder
Prob {Z(u) > b|(n)} = 1− F (u; b|(n)).
Diese Wahrscheinlichkeitsintervalle sind abhängig von den bedingten Daten (n), aber
unabhängig von einem bestimmten Schätzwert z∗(u) der Unbekannten z(u). Jede bedingte
Verteilungsfunktion (ccdf – conditional cumulative distribution function) stellt ein Maß für
die Unsicherheit für einen bestimmten Ort zur Verfügung. Wobei man aus den bedingten
Verteilungsfunktionen von einer Reihe von Einzelpunkten nicht auf Mehrpunkt- oder
räumliche Unsicherheiten schließen kann ([Goo97], S. 262).
Der einfachste Weg die bedingten Verteilungsfunktionen (ccdf´s) abzuleiten ist es, ein
Modell für die räumliche Verteilung (räumliches Verteilungsgesetz) der Zufallsfunktion
Z(u) anzunehmen. Das Modell sollte so beschaffen sein, dass alle bedingten Verteilungs-
funktionen F (u; z|(n)), für alle u ∈ A, die gleiche analytische Beschreibung haben und
durch ein paar Parameter voll spezifiziert sind. Damit reduziert sich das Problem der
Bestimmung der bedingten Verteilung (ccdf) am Ort uk auf die Schätzung der korre-
spondierenden Parameter, Mittelwert und Varianz. Daher kommt auch die Bezeichnung
parametrischer Ansatz. Das multivariate Gaußsche Zufallsfunktionsmodell wird hierfür
am häufigsten verwendet.
A.8 Bewertung von räumlichen Unsicherheiten
Die Unsicherheit eines Attributes an verschiedenen Orten zusammengenommen, kann
durch die Generierung mehrerer Realisationen der gemeinsamen Verteilung der Werte
im Raum modelliert werden. Dieser Vorgang wird auch als stochastische Simulation
bezeichnet. Auf die verschiedenen Realisationen
{
z(l)(u), u ∈ A
}
, l = 1, . . . , L, welche
in ihrer Gesamtheit ein Maß für die räumliche Unsicherheit liefern, wird dann eine so
genannte Transferfunktion angewendet. Diese Transferfunktion betrachtet alle Orte einer
Realisation gleichzeitig. Jede verarbeitete Realisation z(l) liefert einen Rückgabewert. Die
Summe der aus den L Realisationen resultierenden L Rückgabewerte beschreibt dann
eine Verteilung. Diese liefert ein Maß der räumlichen Unsicherheit, welche Ausdruck
eines unvollständigen Kenntnisstandes über die Lagerstätte ist. Die Abbildung A.2
veranschaulicht den Sachverhalt am Beispiel der Ausweisung der Unsicherheit hinsichtlich
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der Bauwürdigkeit eines Kohleflözes. Als Transferfunktion wurde die Definition eines
Bauwürdigkeitskriteriums (Mächtigkeit > 2m) genutzt. Grundsätzlich lässt sich jedoch
jeder Projektindikator, auf welchen das geologische Risiko ausgewiesen werden soll, als
Transferfunktion nutzen.
Abb. A.2: Schema: Ermittlung der räumlichen Unsicherheit bzgl. der Bauwürdigkeit eines
Kohleflözes durch geostatistische Simulation der Flözmächtigkeit
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B.1 Qualitätsmodell - Parameter der Variogrammmodelle
Attribut Parameter
ASH Rand: C0=0.10 C1=0.20/sph r1=100m C2=0.70/sph r2=700m
Kern: C0=0.10 C1=0.70/sph r1=200m C2=0.20/sph r2=700m
CV Rand: C0=0.10 C1=0.20/sph r1=80m C2=0.70/sph r2=800m
Kern: C0=0.10 C1=0.40/sph r1=150m C2=0.50/exp r2=600m
FE2O3 Rand: C0=0.10 C1=0.80/sph r1=180m C2=0.10/exp r2=500m
Kern: C0=0.10 C1=0.15/sph r1=300m C2=0.75/exp r2=700m
TOTS Rand: C0=0.10 C1_type=sph C1=0.90/sph r1=200m
Kern: C0=0.10 C1=0.40/sph r1=200m C2=0.50/sph r2=700m
WAS Rand: C0=0.10 C1=0.90/sph r1=450m
Kern: C0=0.10C1=0.90/sph r1=600m
Tab. B.1: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz AO
Attribut Parameter
ASH Rand: C0=0.10 C1=0.90/sph r1=230m
Kern: C0=0.10 C1=0.90/sph r1=240m
CV Rand: C0=0.10 C1=0.70/sph r1=80m C2=0.20/sph r2=250m
Kern: C0=0.10 C1=0.90/sph r1=280m
FE2O3 Rand: C0=0.10 C1=0.90/sph r1=290m
Kern: C0=0.10 C1=0.15/sph r1=300m C2=0.75/exp r2=700m
TOTS Rand: C0=0.10 C1=0.35/sph r1=120m C2=0.55/sph r2=280m
Kern: C0=0.10 C1=0.50/sph r1=130m C2=0.40/sph r2=500m
WAS Rand: C0=0.10 C1=0.90/exp r1=150m
Kern: C0=0.10 C1=0.90/exp r1=250m
Tab. B.2: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz AU
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Attribut Parameter
ASH Rand: C0=0.25 C1=0.53/sph r1=110m C2=0.22/exp r2=700m
Kern: C0=0.125 C1=0.50/sph r1=200m C2=0.375/sph r2=1500m
CV Rand: C0=0.21 C1=0.55/sph r1=120m C2=0.24/exp r2=1000m
Kern: C0=0.05 C1=0.50/sph r1=200m C2=0.45/exp r2=1150m
FE2O3 Rand: C0=0.18 C1=0.40/exp r1=350m C2=0.42/exp r2=650m
Kern: C0=0.12 C1=0.39/exp r1=220m C2=0.51/exp r2=1000m
TOTS Rand: C0=0.18 C1=0.14/sph r1=70m C2=0.68/sph r2=320m
Kern: C0=0.10 C1=0.45/sph r1=100m C2=0.45/exp r2=700m
WAS Rand: C0=0.20 C1=0.45/sph r1=350m C2=0.35/sph r2=1500m
Kern: C0=0.15 C1=0.45/sph r1=300m C2=0.40/sph r2=1300m
Tab. B.3: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz B
Attribut Parameter
ASH Rand: C0=0.25 C1=0.30/sph r1=80m C2=0.45/exp r2=1100m
Kern: C0=0.11 C1=0.28/sph r1=80m C2=0.61/exp r2=1400m
CV Rand: C0=0.20 C1=0.25/sph r1=100m C2=0.55/exp r2=1200m
Kern: C0=0.05 C1=0.25/sph r1=200m C2=0.70/sph r2=1200m
FE2O3 Rand: C0=0.20 C1=0.45/exp r1=220m C2=0.35/exp r2=1300m
Kern: C0=0.10 C1=0.37/exp r1=75m C2=0.53/exp r2=1000m
TOTS Rand: C0=0.20 C1=0.40/sph r1=220m C2=0.40/sph r2=1100m
Kern: C0=0.20 C1=0.32/sph r1=130m C2=0.48/sph r2=950m
WAS Rand: C0=0.20 C1=0.40/sph r1=170m C2=0.40/sph r2=1000m
Kern: C0=0.10 C1=0.35/sph r1=170m C2=0.55/sph r2=950m
Tab. B.4: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz BS
Attribut Parameter
ASH Rand: C0=0.20 C1=0.30/sph r1=200m C2=0.50/sph r2=1200m
Kern: C0=0.10 C1=0.40/sph r1=150m C2=0.50/exp r2=1500m
CV Rand: C0=0.16 C1=0.30/sph r1=200m C2=0.54/exp r2=1200m
Kern: C0=0.08 C1=0.35/sph r1=200m C2=0.57/exp r2=1500m
FE2O3 Rand: C0=0.20 C1=0.30/exp r1=50m C2=0.50/exp r2=600m
Kern: C0=0.12 C1=0.53/exp r1=150m C2=0.35/exp r2=700m
TOTS Rand: C0=0.20 C1=0.50/sph r1=150m C2=0.30/sph r2=850m
Kern: C0=0.20 C1=0.80/sph r1=350m
WAS Rand: C0=0.20 C1=0.45/sph r1=150m C2=0.35/sph r2=700m
Kern: C0=0.15 C1=0.60/sph r1=350m C2=0.25/sph r2=900m
Tab. B.5: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz CO
181
B Anhang - Anlagen zum Anwendungsbeispiel
Attribut Parameter
ASH Rand: C0=0.20 C1=0.48/sph r1=110m C2=0.32/exp r2=750m
Kern: C0=0.10 C1=0.50/sph r1=240m C2=0.40/sph r2=750m
CV Rand: C0=0.15 C1=0.45/sph r1=120m C2=0.40/exp r2=800m
Kern: C0=0.10 C1=0.20/sph r1=150m C2=0.70/exp r2=750m
FE2O3 Rand: C0=0.15 C1=0.40/sph r1=140m C2=0.45/exp r2=800m
Kern: C0=0.10 C1=0.20/sph r1=330m C2=0.70/exp r2=800m
TOTS Rand: C0=0.20 C1=0.44/sph r1=140m C2=0.36/exp r2=1200m
Kern: C0=0.20 C1=0.30/sph r1=200m C2=0.50/exp r2=1200m
WAS Rand: C0=0.10 C1=0.35/sph r1=100m C2=0.55/exp r2=700m
Kern: C0=0.10C1=0.25/sph r1=170m C2=0.65/exp r2=700m
Tab. B.6: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz CU1
Attribut Parameter
ASH Rand: C0=0.15 C1=0.45/sph r1=100m C2=0.40/exp r2=700m
Kern: C0=0.10 C1=0.45/sph r1=220m C2=0.45/sph r2=700m
CV Rand: C0=0.10 C1=0.50/sph r1=210m C2=0.40/exp r2=800m
Kern: C0=0.05 C1=0.55/sph r1=250m C2=0.40/exp r2=800m
FE2O3 Rand: C0=0.15 C1=0.35/sph r1=180m C2=0.50/sph r2=950m
Kern: C0=0.05 C1=0.45/sph r1=210m C2=0.50/sph r2=850m
TOTS Rand: C0=0.15 C1=0.50/sph r1=120m C2=0.35/exp r2=900m
Kern: C0=0.10 C1=0.55/sph r1=140m C2=0.35/exp r2=1500m
WAS Rand: C0=0.20 C1=0.30/sph r1=60m C2=0.50/exp r2=570m
Kern: C0=0.10 C1=0.45/sph r1=130m C2=0.45/exp r2=500m
Tab. B.7: Parameter der Variogrammmodelle der Kohlequalitätsparameter für Flöz CU2
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PCA Hauptkomponenten-Analyse (principal component analysis)
pdf Wahrscheinlichkeitsdichtefunktion (probability density function)
SCK Simple Co-Kriging
SGeMS Stanford Geostatistical Modeling Software
SGS Sequentielle Gaußsche Simulation
SIS Sequentielle Indikator Simulation
SK Simple Kriging
SMP Shared-Memory-Programmierung
UCK Universal Co-Kriging
UK Universal Kriging
202
