Introduction
Sensor based planning makes use of sensor information reflecting the current state of the environment, in contrast to classical planning, which assumes full knowledge of the environment prior to planning. Recent work
[4] includes the definition of a new roadmap structure termed the rod hierarchical generalized Voronoi graph (rod-HGVG) which serves as a basis for sensor based planning for a rod shaped robot operating in the plane.
Recall that a roadmap is a geometric structure that captures the global topological properties of the robot's free space and has the following important properties: accessibility, connectivity, and departability. These properties imply that the planner can construct a path between any two points in a connected component of the robot's free space by first finding a path onto the roadmap (accessibility), traversing the roadmap to the vicinity of the goal (connectivity), and then constructing a path from the roadmap to the goal (departability).
The focus of current work is on the incremental construction of the rod-HGVG using only line of sight range data. An incremental construction procedure is necessary for sensor based planning because most environments do not have one vantage point from which the robot can "see" the entire environment. Therefore, the robot must coordinate motion and sensing to explore an unknown environment.
The primary advantage of rod-HGWG incremental construction procedure is that distance measurements are made entirely in the workspace, instead of the configuration space where measuring distance with conventional sensors is quite difficult. In fact, the incremental construction procedure for the rod robot bypasses the need for the explicit construction of the configuration space. While the primary intention is to use the rod-HGVG as a basis for sensor based planning, it can also be used for classical motion planning.
The rod-HGVG definitions are based upon the definitions of the HGVG, a roadmap structure that serves as the basis for sensor based planning for a point robot [2] . Robots that can be modeled as a point include most cicular symetric mobile robot bases. Rod robots are useful for motion planning of long and narrow delivery robot systems and robot blimps; however this work is the next step towards the ultimate goal of sensor based planning for an articulatedmulti-body chain robot. To better distinguish the two roadmaps, term the point based HGVG as the point-HGVG.
Relation to Prior Work
Sensor based planning has received increased attention, as it is a requirement for realistic deployment of autonomous robots in unstructured environments. For a review of many sensor based planning techniques, see [14]. Unfortunately, current sensor based planning methods are limited because: (1) many are based on heuristic algorithms, and it is therefore impossible to prove if they will work in all possible environments; (2) proof of convergence for other algorithms is limited to the case of a point in two-dimensional environments (for example, Lumelsky's "bug" algorithm [SI); or (3) the robot is assumed to be a point in configuration space, where its sensors can measure distance in configuration space.
The rod-HGVG is based upon the generalized Voronoi diagram (GVD) which was aplied to motion planning of a disk by O'Dlinlaing and Yap [12] . However, the method in [12] requires full knowledge of the world's geometry prior to the planning event. This work was extended to the case where the robot is a rod in [ll] , but it, too, requires full knowledge of the world's geometry prior to the planning event. Recently, Cox and Yap [6] developed an "on-line" strategy for path planning for rods. Although this method can be readily modified with tactile sensors for sensor based use, it does not provide a roadmap of the rod robot's free space.
To our knowledge, the only sensor based adaptations of roadmaps for configuration space dimensions greater This paper focuses on the incremental construction procedure of the rod-HGVG. The approach, described in this paper, is based on the point-HGVG incremental construction procedure [3]. The advantage of the point-HGVG incremental procedure is that it uses only line of sight information and functions in non-planar environments. The drawback of the point-HGVG procedure is that it assumes distance measuresments are made in a configuration space (or some parameterization of it). The rod-HGVG incremental construction procedure requires only work space distance measurements, and thus, the rod-HGVG is easy to construct using realistic sensors.
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The Generalized Voronoi Graph
Since this work is heavily based upon the point based GVG, this section is dedicated to the generalized Voronoi graph (GVG) [2] . The GVG is the foundation for a point robot roadmap (i.e., the point-HGVG). In this paper, we term the GVG the point-GVG in order to distinguish it from the generalized Voronoi graph for a rod, which is defined in a later section.
The point-GVG is defined in terms of a distance function
where r E W" and Ci is a convex obstacle. The basic building block of the point-GVG is the two-equidistant surjective surface which is the set of points equidistant to two convex obstacles, and is denoted
where V d ; ( r ) is a unit vector based at r and pointing away from the minimizing c along a line defined by c and r (see Equation 1). In constructing the point-GVG, we are interested in a subset of SS;j termed the twoequidistant face which is defined as
The intersection of F;j and Fj;.lc forms a three-equidistant face, denoted F;j;.lc, and it is the set of points equidistant and closest to three obstacles: c;, Cj, and ck [2] . In the plane, the two-equidistant faces and threeequidistant faces are one and zero-dimensional, respectively and the point-GVG is the collection of these onedimensional edges and zero-dimensional vertices. In the plane, the point-GVG, which is the set of points equidistant to two or more closest obstacles, is always con- A key feature of the point-GVG is that it can be incrementally constructed using line of sight range data. This incremental construction procedure is described in [31-4 Rod Distance Function DEFINITION 4.1 (ROD) A rod R is a line segment of length L that has two end points P and Q.
The configuration space of the rod is SE(2) (SE(2) N B2 x 6). Let q be the configuration of the rod, and let it be determined by the x and y coordinates of the point P , and the orientation of the rod with respect to the horizontal, i.e. q = (x, y, e). See Figure 2 . Let P(q) be the x and y coordinates of the point P when the rod is at configuration q, let B(q) be the orientation of the rod when it is at configuration q, and let R(q) be the set of points in the plane that the rod occupies when it is at configuration q. Note that P(q) E R2, 6(q) E S1, and R(q) c R2. Let superscripts and Y denote the x and y coordinates, respectively, of a point in the plane.
For example, P(q)" is the 5 coordinate of the point P at configuration q. Finally, when X c R2, let q ( X ) be the set of configurations q* where R(q*) c X .
Assume a rod robot R is operating in a subset W of Et2. W is populated by obstacles Cl,. . . , C, which are convex sets. Non-convex obstacles are modeled as the union of convex shapes. It is assumed that the boundary of W is a collection of convex sets, which are members of the obstacle set {C;}.
DEFINITION 4.2 (ROD SINGLE OBJECT DISTANCE)
The rod single object distance function is the distance between an obstacle C; and a rod R when the rod is at a configuration q. It is determined by
An important characteristic of D;(q) is that it can be readily computed from sensor measurements made in the workspace. For example, the rod robot in Figure 3 may have range sensors distributed around its perimeter. The distance between the obstacle and the rod is the measurement of the range sensor associated with a local minima of measurements. It can be shown that the rod-distance function is continuous and smooth in the interior of the workspace for convex sets.
The discussion of the gradient VDi(q) is defined in a later section. However, it should be noted that VDi(q) is continuous for convex sets.
Rod-HGVG
The rod-GVG, defined below, serves as a basis for the rod-HGVG. A key feature of the rod-GVG is that it is defined in terms of a distance function. The basic building block of the rod-GVG is the configuration two-equidistant face which is the set of rod configurations equidistant to two obstacles such that these two obstacles are the closest obstacles and no two gradient vectors are co-linear. That is,
In the planar case, the rod-GVG edges are configuration three-equidistant faces and the the rod-GVG nodes are configuration four-equidistant faces. A configuration three-equidistant face, denoted eF;jk, is the set of rod configurations that are equidistant to three obstacles such that (1) these three obstacles are the closest obstacles and (2) no two gradient vectors to any of the three obstacles are co-linear. That is,
Note that we only consider configuration threeequidistant faces that comprise the transversal intersection of configuration two-equidistant faces (a stability and generic assumption described in [2] , [5]). The configuration four-equidistant faces are defined in a similar fashion. In the planar case, the configuration threeequidistant faces are the rod-GVG edges and the configuration four-equidistant faces are the rod-GVG vertices.
DEFINITION 5.1 (ROD-GVG) The collection of rod-GVG edges and of rod-GVG vertices is the rod-GVG.
Alas, the rod-GVG is not necessarily connected as can be seen in Figure 5 . In order to connect the rod-GVG, we define additional structures, termed R-edges, which link disconnected rod-GVG edges by exploiting the property that the point G V G is connected in the plane. See Figure 6 . The R-edges (Figure 7 ) are the set of rod configurations, q, whose R ( q ) are in the tangent space of a point-GVG edge at a point, r , such that (I) T E R(q) and T is closer to obstacles C i and Cj than any other point on the rod and (11) no other obstacle is closer to the rod than the two equidistant obstacles. In other Fig. 5 . The two clusters of solid lines represent rods whose configurations are triply equidistant to three obstacles. The left cluster represents rods whose configurations are elements of the rod-GVG edge t!F*,k, and the right cluster are elements of t!Frkl. In this example, both rod-GVG edges are Meomorphic to S1 (i.e., they are cyclic) and neither rod-GVG edge is connected to any other rod-GVG edge. In the planar case, the rod-HGVG is accessible, connected, and departable [4]. Current work includes extending the rod-HGVG to the three-dimensional case.
6 Incremental Construction 6.1 Incremental Accessibility It was shown in [4] that accessibility is achieved in two steps. Assume the robot starts at a point closest to a single object C;. Boundedness of the workspace guarantees that a rod robot that follows a path traced by VD;(q) arrives at a configuration that is equidistant to two objects, C i and Cj. Then, maintaining double equidistance, the robot increases distance from objects C; and Cj. Again, boundedness guarantees that the robot arrives at a configuration that is equidistant to three obstacle, i.e., a configuration on a rod-GVG edge. A key feature of this procedure is that it requires only line of sight information. See Figure 8. 
Traceability
In an incremental context, the property of connectivity is interpreted as traceability. More specifically, traceability implies that using only local data, the robot can: (1) "trace" the point-GVG edges; (2) determine when to terminate the edge tracing process, and (3) determine when to start new edge tracing procedures.
Rod-GVG edges
As described in Section 5, there are two structures that compose the planar rod-HGVG: rod-GVG edges and R-edges. Both of these structures can be incremen-tally constructed using only line of sight information in a fashion similar to the incremental construction of point-GVG edges described in [3]. Just like the point-GVG edges, the rod-GVG edges are traced in an incremental manner using an adaptation of numerical continuation techniques [ 71.
Let zl be the basis of the tangent space of a configuration q in the rod-GVG edge and let 21, z2, z3 be the tangent space of q in SE(2). That is, 21,22,z3 can be viewed as a coordinate frame whose origin is located at q. Let A be a parameter which represents a displacement in the z1 direction and let y be the plane spanned by z2 and z3. This plane is termed the "normal plane" and is orthogonal to z1, the tangent of the rod-GVG. Incremental construction of the rod-GVG edge is achieved by tracing the roots of the expression Grod(y; A) = 0 as the parameter X varies.
The function Grod(y;X) assumes a zero value only on a point-GVG edge. Hence, if the Jacobian of Grad, which is is surjective, then the implicit function theorem asserts that the roots of Grod(y; A) locally define a rod-GVG edge as X is varied. A rod-GVG edge is constructed by numerically tracing the roots of G.
(In actuality, we are using the differential, not the gradient, in Equation 7, but for the sake of discussion, when we state gradient, we mean differential. Note that there is a natural relationship between the two. Discussion of the gradient appears in Section 7)
The explicit edge construction procedure has two steps: a predictor step and a corrector step. The predictor step moves the robot for a small distance along the tangent of the rod-GVG. The tangent direction is the null space of V,Grod [16] . Since V,Grod comprises distance information, it can be readily computed with line of sight sensor information.
Typically, the prediction step takes the robot off of a rod-GVG edge, so a correction procedure is required to bring the robot back to the rod-GVG. If step size along the tangent is "small," then the graph will intersect a "correcting plane" (Figure 9 ), which is a plane orthogonal to the tangent. The correctionstep finds the location where the rod-GVG intersects the correcting plane (Figure 9) and is achieved via a iterative Newton's Method.
If yk and Xk are the kth estimates of y and A, the k+ 1st iteration is defined as where V,G,,d is the Jacobian of G od restricted to the correcting plane evaluated at (yk, A' ) . Now, it needs to be shown that:
is not invertible. That is, assume TqeFij = ~T~e 3 i k .
By definition, for all
This implies that Tqe3ij = TqeF& which violates the assumption that eFij and C 3 i k transversally intersect.
Therefore, TqC3ij # ~T,eFik, and V,Grod is invertible. Since V,Grod is invertible, Equation (8) is well posed. Practically speaking, this result states that the numerical procedure defined by Equation (8) will be robust for reasonable errors in robot position, sensor errors, and numerical round off.
R-edges
The incremental construction of the R-edges requires a slight modification of the already existing point-GVG incremental edge construction procedure [3]. The prediction step is identical: the rod robot takes a step in the tangent direction of a point-GVG edge. Since by definition of the R-edge, the rod already lies in the tangent space of the point-GVG edge that defines the R-edge, the rod simply takes a step in the direction of the tangent space with fixed orientation.
As a result of the prediction step, the rod may break contact with the point-GVG edge that defines the Redge being traced. In this case, let r be the point on the rod that was in contact with the point-GVG edge prior to the prediction step. In this situation, the correction procedure has three steps: (1) using the point point-GVG corrector method with r as a point robot, correct the point robot r back to the point-GVG edge; (2) rotate the rod so that it is in the tangent space of the point-GVG edge; and (3) slide the rod along the tangent space of the point-GVG edge so that the inequalities of Equation 5 are satisfied. See Figure 10 . Now, consider the other case of when the rod does not break contact with the point-GVG edge during the prediction phase. Let rbefore be the point on the rod where the rod intersected the point-GVG prior to the prediction step, let r be the point on the rod that is in contact with the point-GVG edge after to the prediction step. If r satisfies the inequalities of Equation 5, then the rod is already on an R-edge and thus there is no need to invoke a correction procedure. If r does not satisfy these inequalities, treat rbefore as a point robot, and invoke the correction procedure outlined in the previous paragraph.
Initiating and Terminating Conditions
So far, it has been shown how to get on the rod-HGVG and how to trace its components. The following two lemmas, whose proofs are omitted due to space limitations, list the conditions of when to terminate the tracing procedure.
LEMMA 6.2 The terminating conditions of a rod-GVG edge are either in the boundary of the environment or when the rod is equidistant to four obstacles, i.e., a rod-GVG vertex.
LEMMA 6.3 The terminating conditions of an R-edge are either on the boundary of the environment or when the rod is equidistant to three obstacles, i.e., a point on a rod-GVG edge.
Incremental construction of the rod-HGVG is akin to a graph search where the rod-GVG edges and the R-edges are the "edges" and the above described terminating conditions are the L'nodes." The robot terminates exploration of the rod-HGVG when there are no more unexplored directions associated with any nodes. If the robot is looking for a particular destination whose coordinates are known, then the robot can invoke graph searching techniques, such as the A-star algorithm, to control the tracing procedure.
Departability
This section quickly reviews how the rod-HGVG is incrementally constructed. Incremental departability is a consequence of incremental departability of the point-GVG in the plane. The remaining point deals with com- 
Distance Gradient
In actuality, the rod-distance function definition also applies to measuring distance between two convex sets. Therefore, this section is devoted to the gradient of the distance between two convex sets. The distance between the robot and a convex obstacle is simply the distance between the pair of closest points on the robot and obstacle. That is, measures the distance between a convex robot and a convex obstacle, where q E SE(2) and R(q) are the set of points in R2 that the robot occupies. Note that this definition is identical to Equation (2).
Assume a world coordinate frame whose axes are X and Y and a body fixed coordinate frame on R whose axes are A and B. Let (z, y)' be the origin of the body fixed coordinates in the world coordinate frame and let 6' denote the orientation of the body fixed coordinate frame with respect to the world coordinate frame. Let c be the closest point on the obstacle Ci to the robot R and let r be the closest point on the robot R to the obstacle C,. Finally, let (~, b )~ be r in the body fixed coordinate frame. See Figure 11 . Therefore, the world coordinates of r is cos 6' -sin81 [ ; I r = i ; ' + [sin@ cos0
The distance D;(q) is ((cz -r")2 + (cy -r.,") ' .
First, consider the partial derivative with respect to z.
bsin8 -acos8
From Equation (9),
Substitute the above into in Equation 10.
= + ( c -r ) x U Di q
Note that the vector c -r is orthogonal to the tangent space of the boundary of the obstacle at c, as well as to the tangent space of the boundary of the robot at r .
Note that [%,
is an element in the tangent space of the boundary of the obstacle and that [%cos8 -2 sin 8, e sin 8+ cos BIT is an element in the tangent space of the boundary of the robot. Therefore, the dot products of c -r with both of these vectors is zero and thus we have:
Using similar analysis, we can easily conclude that Finally, consider $ $ i .
From Equation (9), = -z; cos8 -asin8 -%sin0 -bcos6
Substitute the above into in Equation (14).
= U x V d ; ( r ) , where U is described in world coordinates.
where Vdi(r) is a 3 x 1 vector that is the gradient of a single object distance function evaIuated at r and U is as described above. Current work includes generalizing this result to SE(3).
It is interesting to note that this gradient definition reflects the lack of bi-invariance of all metrics in SE(2) and SE(3) [13] . A left-invariant metric in SE(3) is one for which given any two points p1,pz E SE(3), the distance between these points, d(pl,pz), is the same as d(Tp1,Tpz) for all T E SE(3). This means, changing the location of the world coordinate frame does not change the distance between two points in SE(3). A right-invariant metric in SE(3) is one for which given any two two points pl,pz E SE(3), the distance between these points, d(pl,pz), is the same as d(plT,paT) for all T E SE(3). This means that changing the location of the body fixed coordinate frame does not affect the distance between two points in SE(3). It was shown in [13] that no metric in SE(3) can be both left-invariant and right-variant, i.e., no metric in SE (3) can be bi-invariant. Note that the gradient in Equation (16) depends upon the choice of a body-ked coordinate frame; this reflects the lack of bi-invariance in SE(2) and SE(3).
Recall the example in Section 6.1 of the rod accessing the rod-HGVG in Figure 8 . The choice of base frame on the robot affects the path traced out by the gradient, but it does not affect the location of the local maxima.
Also note that the definition of the rod-HGVG uses the gradient in Equation (16). This means that the rod-HGVG is dependent upon the choice of the body-fixed frame. In [4] , the rod-HGVG was defined in terms of a translational gradient, VD;(q), which is a 3 x 1 unit vector [Vd;(r) 0IT, where r is the closest point on the rod R to obstacle C;.
Conclusion
This paper introduces the incremental construction procedure for a roadmap called the rod hierarchical generalized Voronoi graph. The rod-HGVG is defined in terms of line of sight workspace distance information, which is the upper bound to what sensors can readily provide. This makes the rod-HGVG well suited for sensor based motion planning. Although this incremental construction procedure was specifically developed for sensor based implementation of a rod, it can be used for classical motion planning as well. Simulations of this method are underway.
The ultimate goal of this research program is to enable highly articulated robots equipped with sensors to explore unknown environments, via construction of a roadmap. The first step towards this goal was the development of the point hierarchical generalized Voronoi graph (point-HGVG) and its incremental construction procedure. The point-HGVG is a roadmap for robots that can be modeled as a point; the point-HGVG results are general to three-dimensional workspaces. Based on the point-HGVG results, the next step was the development of the rod-HGVG and the introduction of its incremental construction procedure, described in this paper. The next step is to extend the results of the rod roadmap to that of a convex set, which in turn will be extended to the development of a roadmap for a chain of convex sets which model a highly articulated robot.
A key feature of the rod-HGVG (and future roadmap definitions) is that it is defined in terms of work space distance measurements. Nevertheless the rod-HGVG is a subset of SE (2), and thus the gradient (really, the differential) of the distance function D;(q) requires addition analysis because Di(q) is a non-Euclidean metric. A key result of this paper is the derivation of the gradient (differential) of D;(q). (Note that this gradient reflects the lack of bi-invariance property of distance metrics in SE(2) and SE(3).)
The above described gradient technique is useful in path planning for non-holonomic robots, such as a mobile robot with a minimum turning radius. Replacing the standard Euclidean metric with one that measures distances only along feasible paths of the robot gives a more realistic measure of proximity to obstacles, accounting for the constraints on the robot's motion. Planning using a GVG constructed with this feasible path metric results in lower complexity paths for the robot [9] . Details on the differentiability of a feasible path metric for car-like robots are discussed in [lo].
