Virtualization of physical network devices is a relatively new technology, that allows to improve the network organization and gives new possibilities for Software Defined Networking (SDN). Network virtualization is also commonly used for testing and debugging environments, before implementing new designs in production networks. Important aspect of network virtualization is selecting virtual platform and technology, that offer maximal performance with minimal physical resource utilization. This article presents a comparative analysis of performance of the virtual network created by the virtual CSR1000v and virtual machines running Windows 8.1 on two different virtual private cloud platforms: VMware vSphere 5.5 and Microsoft Hyper-V Server 2012 R2. In such prepared testbed we study the response time (delay) and throughput of virtual network devices.
Virtual Network Devices
The first implementation of virtual network device on PC platform was a computer equipped with two network adapters and specialized software. Such solutions were usually built on FreeBSD distributions and could act as a router, firewall, DHCP server, DNS, or VPN. Nowadays many project, such as pfSense, m0n0wall or VyOS, develop software packages that provides features similar to commercial hardware boxes, and often gaining additional functionalities and greater control of security [2] . These systems can be successfully installed in a VMware environment, as well as Hyper-V virtual machines. In more complex virtual environments, e.g. when we need to connect few virtual servers working on single physical server, we may use physical network device (router or switch) connected to the server to provide connection (and routing) between virtual machines [2] . Another, often chipper and less complex solution is to use virtual network device, located on the same physical server. We can now virtualize routers, switches, firewalls, intrusion detection and intrusion prevention systems (IDS/IPS), as well as load balancers, NetFlow collectors and less common network devices on one server with hypervisor system. These devices can work independently using the same hardware platform. Among virtual device solutions we may distinguish layer 2 and layer 3 switches, routers, firewall and others. An example of virtual Layer 2 switch are the Cisco Nexus 1000V (VMware Distributed Virtual Switch) and open source Open vSwitch. Features of Layer 3 switches are implemented in virtual switch Nexus 1000V, developed by Cisco. The Cisco Virtual Nexus1000V working under the control of the NX-OS and allows to create PVLAN, virtualized DMZ zones and implementation of the policies for advanced network security e.g. ACL together with QoS [4] . ASA 1000V Cloud Firewall is a virtualized version of a hardware firewall ASA 5500 series and provides protection coastline and Virtual Security Gateway (VSG) responsible for the protection of the network using VMware vShield APIs for internal security. For application of routing between virtual machines in a private, public or hybrid cloud environment, Cisco created a virtual router enabling selected functions of the operating system IOS-EXCisco Cloud Service Router 1000V. The virtual device is designed for deployment in data centers in the cloud and run as a virtual machine on servers that use virtualization platforms VMware ESXi, Citrix XenServer, Kernel Virtual Machine (KVM) and Microsoft Hyper-V [5] . Noteworthy is also the possibility of implementing Cisco Cloud Service Router 1000V on public cloud Amazon AWS and Microsoft Azure [6] . The main use of the virtual router is acting as a gateway to the WAN for multitenant and secure connection between the provider of public cloud and enterprise. These functions can be implemented using IPSec VPN (DMVPN, EasyVPN and FlexVPN), or MPLS (Multi-Protocol Label Switching). Cisco Cloud Service Router 1000V is licensed base on a combination of performance and feature set. Virtual machine with CSR1000V deployed on servers requires from 1 to 4 virtual CPUs, from 2.5 to 4GB of RAM, depending on the performance and feature set, 8GB of disk space and three or more virtual NICs vNICs. The device can provide routing functions between virtual machines using protocols such as OSPF, EIGRP, and BGP, Multicast, LISP, GRE [6] . Another solution is to implement a cloud computing environment with virtual router Brocade Vyatta vRouter and community version VyOS. Brocade provides routing based on BGP Multipath, PBR, OSPF, Multicast technologies, IPsec VPN environments for physical, virtual and cloud-based environments. Vyatta vRouter can also function as a firewall but does not support MPLS [1] .
Related Works
Virtual network operation seems to be important practical problem, but literature connected with the topic is very limited. The most interesting publication is [8] , where authors present optimization problem where the objective is to minimize the network resource consumption with virtualization support (NFV-capable nodes), such that the service requirement (order of service chain traversal) for all the traffic flows is satisfied. In [10] authors propose a virtual network architecture for cloud computing and present research about virtual network which can provide communications for virtual resources in cloud computing. It can potentially reduce the global CO2 emission. Furthermore, without purchasing, operating, maintaining, and periodically upgrading local computing infrastructures, cloud computing can lower the cost of IT services for an enterprise. Multiple virtual networks can run simultaneously over a single physical infrastructure without interfering with each other. In this research virtualized network components such as links, bridges and routers were considered. This virtual network can provide the communication between virtual hosts with flexibility. Furthermore, the virtual network can run the customized routing protocol [10] . Furthermore, Ka Ching Chan and Mary Martin in [3] present an infrastructure enabling lecturers to design and set up experiments in not only traditional networking topics such as RIP, OSPF, BGP, and VLAN using a combination of physical and virtual networking devices, but also in the latest technologies such as server virtualization and network virtualization. They present the development of an integrated virtual and physical network infrastructure for the Internetworking Laboratory at La Trobe University's Bendigo campus. The infrastructure was setup with physical equipment including Cisco routers, Cisco switches, a number of Ubuntu Linux workstations, and a VMware ESXi server hosting a number of virtual machines including Vyatta routers, and Ubuntu virtual desktops [3] . In article [11] authors evaluated performance of virtual router platforms based on Linux namespaces and show that hardware assisted virtual routers can achieve better aggregate throughput than a nonvirtualized router on a multi-core platform [11] . It is noteworthy that in 2014 years Cisco in a white paper [7] describes technology Virtual Extensible LAN (VXLAN) and how to use CSR 1000V to route between VXLAN segments (VXLAN Layer 3 routing) in addition to switch Cisco Nexus 1000V support for VXLAN.
Research Problem and Experimental Environment
The main research problem considered in this paper is the evaluation performance of the network created by the virtual machines and the Cisco Cloud Services Router 1000V. Evaluation criteria are bandwidth, delay, and jitter. Bandwidth is the amount of data that can be sent over the network between two of its points, e.g. router -router or computer -computer in a unit of time. Bandwidth is measured in bits per seconds and is particularly important in the case of transferring large amounts of data over a network. The delay (latency) is the time needed for packet to flow between two designated points. The lower the latency, the better network performance, because the local infrastructure should not exceed a few milliseconds. Jitter is important for real-time transmissions, usually using UDP protocol, e.g. VoIP and multimedia transmissions.
Experimental environment was built on server equipped with 8 core FX-8150 processor clocked at reference period of 3.6 GHz, 16 GB of RAM and two 500GB disks HDD speed 7200rpm and 16MB cache. Two experimental virtual cloud platforms were implemented on the physical server: − VMware vSphere 5. In order to conduct performance measurement, virtual network based on the Cisco Cloud Service Router 1000V was implemented in both virtual environments. Topology of the virtual network is presented in the Fig. 1 . The experimental virtual network consists of three virtualized Cisco Cloud Services Router 1000V, which were connected together by means of virtual interfaces based on virtual standard switches, to define between them three subnetworks. Each of the routers also handle a single network which contains virtual machines with Windows 8.1 Professional. Static routing was implemented in the virtual network. All experiments were performed in a client -server model. The first virtual machine with Windows 8.1 acted as the server, the other virtual machines Windows 8.1 acted as a client.
Figure 1. Virtual network topology
A tool Psping included in the PsTools package, which being extended version of the traditional tools Ping, was use for demand generating in the virtual network. The tool allows to check the availability of devices through ICMP, send test packets to any TCP port, perform the measurement of the delay and bandwidth in client -server architecture. Iperf tool was also used to determine the bandwidth between two computers, delay, loss of datagrams, delay variation. Iperf allows testing TCP and UDP on selected ports.
Results
The goal of first test was to examine the estimated packet round-trip time [in milliseconds] for 32-byte packet size. We performed 10 experiments, 1000 ping request in each. For each experiment we calculated minimal, maximal and average delay. All attempts were successful and no packets were lost. A large difference between the minimum and maximum delay for both of the test platform was observed during this experiment. Minimal response times for each experiment are presented in the The second test was to estimate the delay for 8192B packet size. As previous we performed 10 experiments, 1000 ping request each. Results of experiments are presented in the Fig. 5-7 .
As we may observe from the results, for VMware environment delay is much more unpredictable and varies in range from 1 to 4000 ms, with the average delay around 300ms. Remarkably better results were obtained for Hyper-V platform, delay fluctuated in range from 7 ms to 38 ms with average around 28 ms.
Although average delay was considerably lower for Hyper-V, the lowest delays were observed for VMware-based virtualization platform. Compiling those results with results for previous experiments for 32B packets size, we may conclude that for some moments VMware is able to ensure better answer time, but generally is very unstable. Taking into account delay experiments, Hyper-V virtualization platform offers better and more stable efficiency. The aim of the third experiment was to estimate the capacity of the virtual network. As previously 10 experiments were performed for both evaluated platforms. In each experiment 10,000 packets were sent in the virtual network. Packets were generated with PsPing, and the size of packets was set to 8192 bytes. In the distribution for non-commercial use, Cloud Services Router 1000v offers a maximum bandwidth of 2.5 Mb/s, then we do not expect higher capacity in virtual network. Results of experiment -higher, lower and average throughput are presented in the Fig. 8-10 . Unlike during previous experiments, VMware environment was more stable and generally offered better and regular traffic ability performance. Minimal throughput for VMware was newer below 250 Kb/s. In Hyper-V, the smallest throughput was 74.76 Kb / s, and fluctuated up to 236.23 Kb/s.
The greatest maximum throughput was reached in a Hyper-V environment. A little worse efficiency was offered by VMware. In the case of an average throughput results are very similar in both environments with a slight predominance of the VMware environment. Highest average throughput for VMware was 289.33 Kb/s and for Hyper-V 287.42 Kb/s. In the case of 8th attempt for Hyper-V we have noticed the lowest score of at least 331.27 Kb/s and average equal to 260.88 Kb/s. In the fourth test we have estimated bandwidth in virtual network using iperf traffic generator. The goal was to estimate the throughput in both directions (client-server and server-client). Results of experiments are presented in the Table 1 . As compared to throughput of a server and a client server to a client in both environments have a difference in the throughput of 0.05 Mb/s. The next experiment consisted of assessing jitter and provide information about the number of packets lost by iperf. For Hyper-V smallest jitter was 0.130 ms, while the largest 0.5 ms. For VMware smallest jitter was 7.429 ms, and the largest 8.802 ms. In all of the experiments packet loss does not exceed 1%. Results of jitter studies are presented in the Table 2 . 
Conclusion
Analyzing results of all performed experiments, we may conclude that Hyper-V virtualization platform offers better efficiency and better Quality of Service for virtual computer network. Most important conclusion is, that Hyper-V based virtual network behaves more stable and predictable with much lower delay and throughput fluctuation. We may recommend this platform rather than VMware, for virtualization of small virtual computer networks, built on one physical machine.
Quite important problem observed during experiments was the weak recurrence of the obtained results in both environments. Another problem was physical server performance, which is very well illustrated in performance tests for the delay and throughput. Probably, the source of those problems was too great load on the physical server processor, during which the hypervisor ESXi had to decide which virtual machine first should use the computational power of the processor. This leads to a situation where all traffic is handled by only one logical processor, while the other ones are asleep. VMware and Microsoft also points out, that the results of performance tests may be disrupted by the power plan of virtual machines running Windows 8.1. By default, Windows sets balanced mode of performance and energy consumption. Despite the efforts to define stable and identical test conditions, it turned out that the individual measurements for the delay and bandwidth can be quite significantly different in each of the trials. Moreover, we should observe the directions of development of these technologies, because similar situation may take place in the future, as in the case of cloud computing, which was a novelty two years ago, and today is an essential tool for facilitating daily life.
