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Abstract
In this note, we construct explicit SOS decomposition of A Fourth Order Four Dimen-
sional Hankel Tensor with A Symmetric Generating Vector, at the critical value. This
is a supplementary note to Paper [3].
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We construct an explicit SOS decomposition for the homogeneous polynomial f(x). Let
u :=
(
x2
1
, x2
2
, x2
3
, x2
4
, x1x3, x2x4, x1x2, x3x4, x2x3, x1x4
)⊤
,
be a basis of quadratics. Then, f(x) is SOS if and only if there exists a PSD matrix C
such that f(x) = u⊤Cu. Inspired by the Cholecky decomposition of C, we define the
parameterized SOS decomposition of f(x) as follows
f(x) =
10∑
k=1
q2k(x),
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where
q1(x) = α11x
2
1
+ α12x
2
2
+ α13x
2
3
+ α14x
2
4
+ α15x1x3 + α16x2x4 + α17x1x2 + α18x3x4
+ α19x2x3 + α1,10x1x4,
q2(x) = α22x
2
2
+ α23x
2
3
+ α24x
2
4
+ α25x1x3 + α26x2x4 + α27x1x2 + α28x3x4 + α29x2x3
+ α2,10x1x4,
q3(x) = α33x
2
3
+ α34x
2
4
+ α35x1x3 + α36x2x4 + α37x1x2 + α38x3x4 + α39x2x3 + α3,10x1x4,
q4(x) = α44x
2
4
+ α45x1x3 + α46x2x4 + α47x1x2 + α48x3x4 + α49x2x3 + α4,10x1x4,
q5(x) = α55x1x3 + α56x2x4 + α57x1x2 + α58x3x4 + α59x2x3 + α5,10x1x4,
q6(x) = α66x2x4 + α67x1x2 + α68x3x4 + α69x2x3 + α6,10x1x4,
q7(x) = α77x1x2 + α78x3x4 + α79x2x3 + α7,10x1x4,
q8(x) = α88x3x4 + α89x2x3 + α8,10x1x4,
q9(x) = α99x2x3 + α9,10x1x4,
q10(x) = α10,10x1x4.
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The involved 55 parameters αi,j, (i ≤ j), satisfies the following 35 equality constraints
v0 = α
2
11
, (1)
4v1 = 2α11α17, (2)
4v2 = 2α11α15, (3)
6v2 = 2α11α12 +
7∑
k=1
α2k7, (4)
4v3 = 2α11α1,10, (5)
12v3 = 2α11α19 + 2
5∑
k=1
αk5αk7, (6)
4v3 = 2
2∑
k=1
αk2αk7, (7)
12 = 2α11α16 + 2
7∑
k=1
αk7αk10, (8)
6 = 2α11α13 +
5∑
k=1
α2k5, (9)
12 = 2
2∑
k=1
αk2αk5 + 2
7∑
k=1
αk7αk9, (10)
1 =
2∑
k=1
α2k2, (11)
12v5 = 2α11α18 + 2
5∑
k=1
αk5αk,10, (12)
12v5 = 2
2∑
k=1
αk2αk10 + 2
6∑
k=1
αk6αk7, (13)
12v5 = 2
3∑
k=1
αk3αk7 + 2
5∑
k=1
αk5αk9, (14)
4v5 = 2
2∑
k=1
αk2αk9, (15)
6v6 = 2α11α14 +
10∑
k=1
α2k10, (16)
24v6 = 2
5∑
k=1
αk5αk6 + 2
7∑
k=1
αk7αk8 + 2
9∑
k=1
αk9αk10, (17)
4v6 = 2
3∑
k=1
αk3αk5, (18)
3
4v6 = 2
2∑
k=1
αk2αk6, (19)
6v6 = 2
2∑
k=1
αk2αk3 +
9∑
k=1
α2k9, (20)
12v5 = 2
4∑
k=1
αk4αk7 + 2
6∑
k=1
αk6αk10, (21)
12v5 = 2
3∑
k=1
αk3αk10 + 2
5∑
k=1
αk5αk8, (22)
12v5 = 2
2∑
k=1
αk2αk8 + 2
6∑
k=1
αk6αk9, (23)
4v5 = 2
3∑
k=1
αk3αk9, (24)
12 = 2
4∑
k=1
αk4αk5 + 2
8∑
k=1
αk8αk10, (25)
6 = 2
2∑
k=1
αk2αk4 + 2
6∑
k=1
α2k6, (26)
12 = 2
3∑
k=1
αk3αk6 + 2
8∑
k=1
αk8αk9, (27)
1 =
3∑
k=1
α2k3, (28)
4v3 = 2
4∑
k=1
αk4αk10, (29)
12v3 = 2
4∑
k=1
αk4αk9 + 2
6∑
k=1
αk6αk8, (30)
4v3 = 2
3∑
k=1
αk3αk8, (31)
4v2 = 2
4∑
k=1
αk4αk6, (32)
6v2 = 2
3∑
k=1
αk3αk4 + 2
8∑
k=1
α2k8, (33)
4v1 = 2
4∑
k=1
αk4αk8, (34)
v0 =
4∑
k=1
α2k4. (35)
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Giving fixed v2, v6, v1, v3, v5, we denote M1(v2, v6, v1, v3, v5) as the minimum of the fol-
lowing optimization problems:
M1(v2, v6, v1, v3, v5) := min v0
s.t. equality constraints (1)-(35).
(36)
By simple algebraic derivation, we have the following theorem.
Theorem 1 Suppose that the assumptions (2) and (3) in [3] hold. Then if v0 ≥M1(v2, v6, v1, v3, v5),
A is SOS and
f(x) =
10∑
k=1
qk(x)
2.
Thus, M1(v2, v6, v1, v3, v5) ≥M0(v2, v6, v1, v3, v5).
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