Abstract. We establish a short exact sequence about depth-graded motivic double zeta values of even weight relative to µ 2 . And we find a basis for the depthgraded motivic double zeta values relative to µ 2 of even weight and a basis for the depth-graded motivic triple zeta values relative to µ 2 of odd weight. As an application of our main results, we prove part of Kaneko and Tasaka's conjectures about the sum odd double zeta values and the classical double zeta values. And we also prove an analogue of part of Kaneko and Tasaka's conjecture in depth three. At last we formulate a conjecture which is related to sum odd multiple zeta values in higher depth.
Introduction
Zeta values have been studied for a long time. Euler first found that for all even integer n, the zeta values ζ(n) are products of powers of π and the Bernoulli numbers. Lindemann proved the transcendental property of π, thus ζ(n) is a transcendental number for each even integer n. It's a well-known conjecture that all ζ(n) for odd n are also transcendental and furthermore ζ(2), ζ(3), ..., ζ(2n + 1), ... are Q−algebraic independent. However, it is very difficult to prove this conjecture, there is only a little progress since this question was raised. Hoffman, Ihara, Zagier, Kaneko, Manin, Goncharov, Brown thus began to study the multiple zeta values. In this paper, we use the theory of mixed Tate motives to study a special kind of multiple zeta values.
First, define the multiple zeta values as the following convergent series:
ζ(n 1 , · · · , n r ) = In particularly, when r = 1 they are the classical Riemann zeta values. We call r the depth, and N = n 1 + ... + n r the weight of the above multiple zeta value. Denote by Z N the Q−vector space generated by all the weight N multiple zeta values for N ≥ 0, and
is an graded algebra with the shuffle product. There is a depth filtration
where for x i ∈ R, i ∈ A, x i , i ∈ A Q means the Q−linear subspce generated by x i , i ∈ A in R.
The double zeta values are the subspace DZ of Z consisting of elements which have depth 2. Gangl, Kaneko, Zagier [6] found an interesting connection between period polynomials of SL 2 (Z) and the double shuffle relations among DZ.
Brown found a useful new tool to understand multiple zeta values in [2] by using the theory of mixed Tate motives, it helps us find another way to study the multiple zeta values. In [2] , Brown defined the motivic multiple zeta value algebra H , its elements can be written as the Q−linear combinations of motivic multiple zeta values ζ m (n 1 , ..., n r ). The algebra H also satisfies the double shuffle relations by the work of Soudères [14] . And there is a surjective graded algebra homomorphism:
η : H → Z, ζ m (n 1 , · · · , n r ) → ζ(n 1 , · · · , n r ).
Thus we can study the multiple zeta values by studying their motivic versions, these motivic multiple zeta values. Brown proved that the set {ζ m (n 1 , · · · , n r ), n i ∈ 2, 3} is a basis for non-zero weight subspace of H, thus proved that every multiple zeta value is a Q−linear combination of ζ(n 1 , · · · , n r ), n i ∈ 2, 3 (Hoffman's conjecture C in [9] ).
After Brown, Glanois [7] defined the motivic multiple zeta values relative to µ N , which is a generalization of H in the cyclotomic field , where {µ N } is the set of all N th roots of unity. And she gave a basis of motivic multiple zeta values relative to µ N for N = 2, 3, 4, 6, 8. We will give a brief introduction to Glanois' work in the next section in the case N = 2.
In the rest of this paper, we denote by H the motivic multiple zeta algebra relative to µ 2 rather than the motivic multiple zeta value algebra of Brown for convenience.
In this paper, we mainly focus on the double zeta values and triple zeta values relative to µ 2 , it is necessary for us to take a look at them first.
For ζ o (n 1 , n 2 ) = 0<k 1 <k 2 ,odd 1 k
, n 1 , n 2 > 1.
It is easy to see ζ o (n 1 , n 2 ) = 1 4 (ζ(n 1 , n 2 ) − ζ(n 1 , n 2 ) − ζ(n 1 , n 2 ) + ζ(n 1 , n 2 )) , where ζ(n 1 , n 2 ) = 0<k 1 <k 2 (−1)
, ζ(n 1 , n 2 ) = 0<k 1 <k 2 (−1)
Denote by Z 2 the Q-vector space generated by ζ n 1 , · · · , n r ǫ 1 , · · · , ǫ r = and we call N = n 1 + · · · + n r and r its weight and depth respectively. Denote by D r Z 2 the subspace of Z 2 consisting of elements of depth ≤ r, then we have ζ o (n 1 , n 2 ) ∈ D 2 Z 2 according to the above discussion. And similarly we have ζ o (n 1 , n 2 , · · · , n r ) = 0<k 1 <k 2 <...<kr,odd 1 k
We call ζ o (n 1 , n 2 , · · · , n r ) sum odd multiple zeta value. Kaneko, Tasaka [8] found the following result:
Besides, for k even they also conjectured that elements
are Q−linear independent, and each element ζ o (r, k − r); 1 ≤ r ≤ k − 2 can be written as a Q−linear combination of
In [12] , the second author proposed two exact sequence conjectures which relate the depth-graded version of motivic multiple zeta values and period polynomials of SL 2 (Z). And the second author verified the two conjectures in low depth. Besides, in [13] the second author and F. Liu established a short exact sequence about motivic double zeta values of odd weight, which can be viewed as a verification of the exact sequence philosophy in a special case.
We are interested in the structure of DZ 2 . In this paper we will show the above results can also be generalized to the motivic multiple zeta values relative µ 2 .
Denote by ζ o,m (n 1 , n 2 ) the motivic sum odd double zeta values, about which we will introduce later. And let P o,m ev be the space generated by the natural image of
H. There are weight grading and depth filtration structures on H which are compatible with the usual weight and depth structures on classical multiple zeta values relative to µ 2 . Denote by gr D r H N the weight N depth r part of the depth-graded motivic multiple zeta values
Our main results (in a rough version) are the following 
where H is the algebra of motivic multiple zeta values relative to µ 2 .
In the above short exact sequence, the first map comes from the action of motivic Lie algebra of mixed Tate motives over Z[ 1 2 ] on H. And P(Γ 0 (2)) means the even part of the period polynomial space of Γ 0 (2). And P(Γ 0 (2)) ∨ means its compact dual (the linear functional whose support are finite dimension). 
The image of the set of elements
In the above theorem, ζ o,m (n 1 , n 2 , n 3 ) means the motivic version of the sum odd multiple zeta value ζ o (n 1 , n 2 , n 3 ). Its definition will be given in Section 2. From the explicit calculation in the proof of Theorem 1.2 and Theorem 1.3, we obtain 
(ii) For a given odd integer N ≥ 5, and n 1 + n 2 + n 3 = N, n 1 , n 2 ≥ 1, n 3 > 1, the element
can be written as a Q−linear combination of
and lower depth multiple zeta values relative to µ 2 .
So Theorem 1.4 (i) gives an affirmative answer for part of Kaneko and Tasaka's conjecture.
It seems that Theorem 1.3 should also be true for higher depth. We calculate the depth-graded motivic Galois action for sum odd motivic multiple zeta values explicitly in higher depth. And we show that if a special matrix is invertible, then we can prove the higher depth analogue of Theorem 1.3.
Motivic multiple zeta values relative to µ 2
As we said in the introduction, the motivic multiple zeta values relative to µ N are the generalization of Brown's motivic multiple zeta values. In this section, we only define them in the case of N = 2. For more details, see [2] , [7] and [8] .
Consider the category of mixed Tate motives over Z[ 1 2 ], we denote it by MT 2 . It is a Tannakian category with the natural fiber functor
where
MT 2 be the Tannakian fundamental group (or called the motivic Galois group) of MT 2 with respect to this fiber functor, and U MT 2 be the pro-unipotent radical of G MT 2 . We have
The extension group Ext
is non-trivial only when n ≥ 1, odd and: Ext
By the standard argument, there is a set of symbols {f 2n+1 ; n ≥ 0} such that
where Q f 1 , f 3 , · · · , f 2n+1 , · · · means the non-commutative polynomial ring with variables f 1 , f 3 , ..., f 2n+1 , ... Let g be the Lie algebra of
is the maximal ideal. It is a free Lie algebra with a set of generators {σ 2n+1 ; n ≥ 0}.
Denote
) the motivic torsor of paths from 0 to 1 on P 1 − {0, ±1, ∞}, with tangential base point given by the tangent vectors 1 at 0 and −1 at 1. It is a functor, for any Q−algebra R, denote by △ the co-product on R e 0 , e −1 , e 1 × , we have:
i.e: 0 Π 1 (R) is the set of group-like elements in R e 0 , e −1 , e 1 × . Let e i be the natural duality of e i for i ∈ {0, 1, −1}, the affine ring of regular functions of 0 Π 1 is the graded algebra with the shuffle product
And 0 1 1 is the point 0 1 1 : Spec Q → 0 Π 1 whose function ring homorphism maps every non empty words in e 0 , e 1 , e −1 to 0. More generally, for x, y ∈ {0, ±1}, denote by x Π y the motivic fundamental groupoid from the tangential point at x to the tangential point at y.
Let V be the automorphism subgroup of the motivic fundamental groupoid (all basepoint are tangential point at {0, ±1}) of P 1 −{0, ±1, ∞} satisfying the following properties: (i) Elements of V are compatible with the composition law on the motivic groupoid of P 1 − {0, ±1, ∞}; (ii) Elements of V fix exp(e i ) ∈ i Π i for i ∈ {0, ±1}; (iii) Elements of V are equivariant with the {±1}-action on the motivic groupoid.
By Proposition 5.11 in [4] , the following map
is an isomorphism of scheme. And
where L(e 0 , e 1 , e −1 ) is the free Lie algebra generated by the three symbols e 0 , e 1 , e −1 , and { , } denotes the Ihara Lie bracket on L(e 0 , e 1 , e −1 ). The action of U MT 2 on x Π y , x, y ∈ {0, ±1} factors through V . So there is a natural Lie algebra homomorphism:
By the main results in [4] , the map i is injective. For any element w in L(e 0 , e 1 , e −1 ), let depth(w) be the smallest number of total occurrences of e 1 and e −1 in w, it induces a depth filtration D on L(e 0 , e 1 , e −1 ) as follows:
; depth(w) ≥ p}. According to [4] , the map i satisfies:
where HDT means the higher depth term. The motivic Lie algebra g has an induced depth filtration D r g from the injective map i. Since Ihara bracket is compatible with the depth filtration, we know that the depth-graded space
is a Lie algebra with induced Ihara Bracket. Furthermore, by the main results in [4] , dg is a free Lie algebra with generators
in the depth one part. We will use them in the style of Lie polynomial in Q e 0 , e 1 , e −1 rather than Lie words in the rest of this paper for convenience: , ǫ i ∈ µ N relative to the set of N th roots of unity µ N . We denote by H = H 2 the Q-vector space of motivic multiple zeta values relative to µ 2 = {1, −1}. Here we only give the definition in the case N = 2. Now we construct the following map
where ω e 0 (t) = dt/t, ω e i (t) = dt/(i − t), i ∈ {1, −1}. In general, we know that
where P is a polynomial. And for any word sequence
By the shuffle product on iterated integral, dch is an Q−algebra homomorphism. Denote by I the largest graded sub-ideal of Ker dch which are stable under the action of G MT 2 . The motivic multiple zeta algebra H is O( 0 Π 1 )/I. Denote by I m the natural quotient map
is actually
It's easy to check that
It's clear that the image of ζ o,m (n 1 , ..., n r ) under the period map per is the sum odd multiple zeta values ζ o (n 1 , ..., n r ). 
Period Polynomials
In this section, we review the theory of period polynomials, and define P(Γ 0 (2)) ∨ in our main theorem. Paşol and Popa [15] introduced period polynomials for all finite index congruence subgroup Γ of SL 2 (Z), here we are only interested in the case Γ = Γ 0 (2). As we know, Γ 0 (2) = {γ ∈ SL 2 (Z); γ ≡ 0 mod 2} is generated by two elements
For positive even integer k, denote by V k the space of homogeneous polynomials with two variables X, Y of degree k − 2:
we write this action as P (X, Y )|γ for convenience. Consider the subspace W k of V k as follows:
Now we decompose W k into two parts. Put ε = −1 0 0 1 , it is easy to see that P |(1 ± ε) ∈ W k for any P ∈ W k , thus we have the direct sum decomposition:
For the map r, we can do the similar operation, denote by r ± f the even and odd parts of the map r f :
In [8] , Kaneko and Tasaka proved the following two propositions to describe the structure of W +,0 k : Proposition 3.1. For any even integer k, there are two isomorphisms of vector spaces 
Remark 3.3. In this paper, we let
2 is the compact dual of P(Γ 0 (2)).
Motivic Galois action
In this section we explain how to calculate the depth-graded version motivic Galois action of motivic Lie algebra of MT (Z[ 1 2 ]) on the motivic multiple zeta values relative to µ 2 . Then we give the definition of the partial map ∂ and deduce its injectivity from the results of Brown [2] , Deligne [4] and Glanois [7] .
Since the expression of i(σ 2n+1 ) in (L(e 0 , e 1 , e −1 , { , }) has canonical depth one part, σ 2n+1 in g = Lie U MT 2 induces a well defined derivation
H. In this section we determine the map ∂ 2n+1 by direct calculation.
Since O( 0 Π 1 ) is an ind-object in the category MT 2 , there is an action of the motivic Lie algebra
Denote by Uh the universal enveloping algebra of h. Then
where • denotes the new product on Q e 0 , e 1 , e −1 transformed from the natural concatenation product on Uh.
The product • is difficult to calculate in general, but by the same reason as Proposition 2.2 in [1] , for any a ∈ h, any non-empty word w in e 0 , e 1 , e −1 , and any n ≥ 0, we have
From the correspondence between unipotent algebraic group and nilpotent Lie algebra, we know that for any a ∈ h, the natural action of a on O( 0 Π 1 ):
x → a(x). is dual to the following action of a on Uh:
By the definition of H and ∂ 2n+1 , we have the following commutative diagram
where ∂ 2n+ is actually the depth-graded version of the action of i(σ 2n+1 ) on Q e 0 , e 1 , e −1 . Thus in order to write out the maps ∂ 2n+1 and ∂ 2n+1 clearly, we need to compute the action • : h × Uh → Uh first.
There is a well-defined map
The following Proposition is crucial for our analysis.
Proposition 4.1. For r ≥ 2, the map ∂ is injective.
Proof: From the main results of [2] , [7] , it follows that
(t is a weight 2, depth 1 element with trivial action of g) as a g−module. And what's more t n , n ≥ 1 are all depth 1 elements. So we have
It suffices to prove that ∂| grr O(U MT 2 ) is injective. Since the depth-graded motivic Lie algebra dg is a free Lie algera with generators in the depth one part by the main results of [4] . By the correspondence between nilpotent Lie algebra and unipotent algebraic group, ∂| grrO(U MT 2 ) is injective. [1] , [5] , [11] for some conjectural description of the depth-graded motivic Lie algebra of MT (Z).
The depth two case
In this section we calculate the partial map [10] .
The following formulas come from direct calculation. We write i(σ 2n+1 
Take duality of the first formula, we have the following result Lemma 5.1. For positive even integers n 1 , n 2 and ǫ 1 , ǫ 2 ∈ {1, −1}
Proof: We calculate the map by taking duality of the action σ 2n+1 , thus we only need to find the terms e ǫ 1 (e 0 ) n 1 −1 e ǫ 2 (e 0 ) n 2 −1 on the right hand side of the equation in the first formula. However, there is no such terms because n 1 , n 2 are both even and thus n 1 − 1, n 2 − 1 are odd, it means that there is at least one e 0 between e ǫ 1 and e ǫ 2 , and one e 0 after e ǫ 2 . It follows that
For the same reason, The following lemma holds:
Lemma 5.2. For positive even integers n 1 , n 2 and n > 0, write the word
It is also useful for us to determine the case of n 1 , n 2 are both odd. We use the same argument here and the result is a little different.
Lemma 5.3. For positive odd integers n 1 ≥ 1, n 2 ≥ 1, we have
otherwise. 
With the above lemmas, we determined the maps ∂ and ∂ in the case of r = 2. Now we are ready to state our main results. We have already defined the map ∂ 2n+1 for n ≥ 0 and the space P o,m ev , which is the subspace of gr D 2 H generated by image of the set {ζ o,m (n 1 , n 2 ), n 1 , n 2 ≥ 2, even}. Next, we define
where v(2n 1 + 1, 2n 2 + 1) is a linear functional on P(Γ 0 (2)) satisfies
Our main results are the following three theorems Theorem 5.5. There is an exact sequence: For even integers n 1 , n 2 , the motivic double zeta value ζ o,m (n 1 , n 2 ) regarded as an element of gr 2 H is equal to 1 4
Let us denote it by Λ(n 1 , n 2 ). Let Θ n k i be as above, n > 0 and s = n 1 + n 2 − 2n − 2, according to Lemma 5.1 and 5.2 we have the following formula
By Lemma 2.1, Lemma 2.2, if s > 0, we have
And if s = 0, we have
Combining with the definition of D and Proposition 3.2 , it is obviously that Im (∂) = Ker (D), theorem proved. ✷ Kaneko and Tasaka [10] proved that there are at least dim S k (Γ 0 (2))−linear independent relations among the numbers {ζ
immediately. The above equality is compatible with Kaneko and Tasaka's result but slightly weaker. Denote by gr Proof: We will make use of the above calculation again. The case N = 4 is easy to check. Given an even integer N ≥ 6, according to Lemma 5.3 and Lemma 5.4, for any odd n 1 , n 2 such that n 1 + n 2 = N, we have for all n 1 , n 2 > 1, ∂ 1 ζ m ( n 1 ,n 2 ǫ 1 ,ǫ 2 = 0 and
Thus by the distribution formula, we have
For the same reason, when n ≥ 1, let s = n 1 + n 2 − 2n − 2, if s > 0, the following formula holds
In conclusion, we can write the map ∂ in the following form in the case of
In the above formula
) th invertible diagonal matrix, M is a square matrix of order
in the form
− 2) th square matrix in the middle of M . And M = (a i,j ) 1≤i,j≤
The theorem holds if M is invertible by the fact that ∂ is injective. M can be written as the form D + A, where t = N 2 − 1,
And
Given j, notice that b i,j + b t+1−i,j = 0 and b i,j = 0 for j < i < t − j, it's easy to check that
So clearly for j = 1, ..., t − 1, we have
By the following lemma, the matrix M, and furthermore M are invertible, theorem proved. ✷
Lemma 5.7. For a real matrix
Proof: This is a question in linear algebra, let us prove it by contradiction. Denote by α i the i th column vector of A, if |A| = 0, there exist {k 1 , · · · , k n } = {0} such that k 1 α 1 + · · · + k n α n = 0 is the zero column vector.
Let
Now consider the l th variable in the above zero column vector, because |a l,l | > l =j |a l,j |, k 1 a l,1 + · · · + k n a l,n = 0, a contradiction. ✷ Remark 5.8. Kaneko and Tasaka in [10] conjectured that for given N ≥ 4, elements As we know, for odd n > 1, the double zeta value ζ o (n, 1) is not well-defined. However, the motivic sum odd double zeta value ζ o,m (n, 1) is well-defined. Next we calculate the period of ζ o,m (n, 1). Recall that
Lemma 5.9. For n > 1, odd, the period of ζ o,m (n, 1) is
Proof: It is direct to get the periods of ζ m (n, 1) and ζ m (n, 1), we only need to determine the other two terms in formula (1) . Let us consider the following regularized integral
Let log(η) = 0, the above integral equals to − ∞ s=1 s r=1
(1−η) r rs n , and then let η → 0 we have
By the definition of per, we have
The same as the above calculation, we have
Combining with the formula (1), lemma proved. ✷
The following remark follows from Theorem 5.6 and Lemma 5.9 immediately.
Remark 5.10. Every element ζ
In [10] , Kaneko and Tasaka also conjectured that ζ o (r, N − r); 1 ≤ r ≤ N − 2 Q is spanned by ζ o (odd, odd) and ζ(N). We will prove this statement as an application of the motivic method.
Theorem 5.11. For a given even integer
Proof: Denote by gr We use the same notation as in the proof of Theorem 5.6, there is a matrix E such that
where E = M B is invertible. Thus we have
On the other hand, according to Lemma 5.1 and Lemma 5.2, we have
where F is a matrix of order (
By the injectivity of ∂, we have 
From the explicit calculation in Theorem 5.5, Theorem 5.6, it's easy to check that the last column of the matrix F E −1 is 0. By using the period map, the theorem is proved. ✷
In [10] , Kaneko and Tasaka gave some other conjectures and we can prove them with the same method as above.
Proposition 5.12. For even integer N ≥ 6, we have
Proof: We only need to prove this proposition in the motivic version. According to our calculations above, for n ≥ 0, let s = N − 2n − 2, we have
By the distribution formula, when s = 0 we have
and when s = 0 we have
Thus we have
is an invertible diagonal matrix and A is a matrix of order (N − 2) × (N/2 − 2). Denote by t = N/2−2, when t = 1 it is trivial to see A is of full rank, and when t > 1 the submatrix A of A consisting of the first t row vectors of A is in the following form:
i > 2j and E t,t is the matrix unit with only non-zero element 1 at (t, t) place. It follows from the following lemma that A is invertible and thus A is of full rank. As a consequence we can find a matrix G of order (N/2 − 2) × (N − 2) such that GD 1 AD 2 = I t . We have shown there is an invertible matirx S such that
By the injectivity of ∂ , we have
On the other hand, the space ∂ ζ o,m (n 1 , n 2 ); n 1 + n 2 = N, n i , even Q is contained in ζ m (n 1 ) ⊗ ζ m (n 2 ); 3 ≤ n i ≤ N − 3, odd Q , and we have
then det(C) = 1. We want to prove U = CB = (u i,j ) is an upper triangular matrix and that u i,i = i.
Denote by α the coefficient of
It is obviously that u 1,1 = 1. When i = j > 1, consider the series (but no more a polynomial) f (x) = (1 − (1 + x)) 2j (1 + x) 2i−2j−2 , denote by α the coefficient of
By almost the same method we can also prove the following proposition which is also part of Kaneko and Tasaka's conjectures.
Proposition 5.14. For odd integer N > 6, we have
The higher depth case
In this section we calculate the partial map
H in case r ≥ 3 for sum odd motivic multiple zeta values relative to µ 2 explicitly. As a corollary we obtain a basis for the depth-graded motivic triple zeta values of odd weight. And what's more, all elements of this basis are the natural images of sum odd motivic multiple zeta values in the depth-graded motivic triple zeta values of odd weight. At last we conjecture that a matrix appeared in the explicit calculation of ∂ on the sum odd motivic multiple zeta values is invertible.
Denote by T N,r the set
And define δ m 1 ,··· ,mr n 1 ,··· ,nr
Proposition 6.1. Let N ≡ r mod 2 and N ≥ r + 2, for (k 1 , · · · , k r ) ∈ T N,r we have
where for n 1 ≥ 3, odd,
Proof: Notice the following calculation
And we have Since when n = 0, we have σ 1 = e −1 , e −1 • e 1 = e −1 e 1 − e 1 e −1 , e −1 • e −1 = e 1 e −1 − e −1 e 1 .
It follows that
As a result, we have
In the above calculation, the last equality is due to the fact that
Similarly for n ≥ 1, from 
Thus for (n 1 , n 2 , · · · , n r ) ∈ T N,r , we have Proof: We have known that the set of elements {ζ o,m (n 1 , n 2 ); n 1 + n 2 = k, n i ≥ 1, odd} is a basis of the space gr D 2 H N . Similar to the proof of Theorem 5.6 and Theorem 5.11 we will use the above proposition to prove the first part. Using Lemma 5.7, we only need to prove that for any given (n 1 , n 2 , n 3 ) ∈ T N,3 , (k 1 ,k 2 ,··· ,kr) =(n 1 ,n 2 ,··· ,nr) |e k 1 , k 2 , · · · , k r n 1 , n 2 , · · · , n r | < |e n 1 , n 2 , · · · , n r n 1 , n 2 , · · · , n r |.
When n 1 = 1, the above inequality is trivial. When n 1 ≥ 3, we have
Thus the first statement holds. As for the second part of this theorem, denote by C = {ζ o,m (n 1 , n 2 , n 3 ); n 1 + n 2 + n 3 = N} \ {ζ o,m (n 1 , n 2 , n 3 ); n 1 + n 2 + n 3 = N, n i odd}.
Assume that there is a lexicographical order on T N,r , it induces an order on C and {ζ o,m (n 1 , n 2 , n 3 ); n 1 + n 2 + n 3 = N}. Let α (resp. β) be the column vector whose i th element is the i th element in C (resp. {ζ o,m (n 1 , n 2 , n 3 ); n 1 + n 2 + n 3 = N}). The argument above and Proposition 6.1 provide there is a matrix P and an invertible matrix Q such that ∂(α) = P γ, ∂(β) = Qγ, ) T obviously, and the last column of P is 0 because of the following equation:
∂ N −2 (ζ o,m (n 1 , n 2 , n 3 )) = 0, ∀ζ o,m (n 1 , n 2 , n 3 ) ∈ C.
By the injectivity of ∂ we have α = P Q −1 β, and that the last raw of P Q −1 is 0. Thus the theorem holds. ✷ Furthermore we can put forward the following conjecture:
Conjecture 6.3. For any r ≥ 3, N ≥ r + 2, N − r ≡ 0 mod 2, the order |T N,r | matrix E = e k 1 , k 2 , · · · , k r n 1 , n 2 , · · · , n r as in Proposition 6.1 is invertible. 
