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PREDATOR-PREY MODELS WITH COMPETITION, PART II:
UNIFORM REGULARITY ESTIMATES
HENRI BERESTYCKI AND ALESSANDRO ZILIO
Abstract. We study a system of elliptic equations with strong competition and an arbitrary large
number of components. The system is related to a model of predators and prey, with a single and
where several predators compete with each other. In this paper we derive regularity estimates of
the solutions that are independent of the number of components (i.e., groups of predators) and
the strength of competition between the components.
1. Introduction
We study the regularity of positive solutions v = (w1, . . . ,wN, u) of the system
(1.1)


−di∆wi =
(
−ωi + kiu− β ∑j 6=i aijwj
)
wi in Ω
−D∆u =
(
λ − µu− ∑Ni=1 kiwi
)
u in Ω
∂νwi = ∂νu = 0 on ∂Ω.
We are chiefly interested in estimates that are independent both on the competition term β
and on the number of densities N. For this reason, we will work under the following uniform
assumption. We assume that there exists δ ∈ (0, 1) (fixed throughout the paper) such that
(1.2)
δ ≤ λ, µ, di, ωi, ki, aij ≤ 1δ
λki − µωi > δ
for any choice of the parameters in (1.1). The assumption λki − µωi > δ, although not neces-
sary, is justified by the fact that if there exists i ∈ N such that λki − µωi ≤ 0, it can be shown
([2, Lemma 2.1]) that the component wi is necessarily equal to 0. Some of the inequalities we
are about to prove can be derived more easily in the case when N is fixed. Here we derive
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these inequalities in the more general case of an arbitrary number of densities. This feature
renders the derivation of the estimates considerably more delicate. This aspect has not been
considered hitherto for this type of systems.
The main results of this paper are contained in the following statements. We begin by
studying the regularity of the solutions, uniformly in β and N.
Theorem 1.1. Let Ω ⊂ Rn be a smooth domain. Let β ≥ 0 and N ∈ N. We consider any set of
positive parameters D, di, ωi, ki, aij = aji for 1 ≤ i, j ≤ k that satisfy the uniform assumption (1.2).
We consider a non negative solution v = (w1, . . . ,wN , u) = (w, u) ∈ C2,α(Ω) of system (1.1). Then
all components of v are uniformly bounded in L∞(Ω) with respect to β > 0 and N ∈ N, and there
exists a constant C = C(δ,Ω) > 0 (in particular C is independent of β and N) such that
0 ≤ u ≤ λ
µ
, and 0 ≤
N
∑
i=1
wi ≤ C.
Moreover, for any α ∈ (0, 1), there exists Cα = C(α, δ,Ω) (independent of β and N) such that
‖u‖C2,α(Ω) ≤ Cα
and
max
i∈{1,...,N}
‖wi‖C0,α(Ω) + max
δ≤pii≤1/δ
∥∥∥∥∥
N
∑
1=1
piiwi
∥∥∥∥∥
C0,α(Ω)
≤ Cα
∥∥∥∥∥
N
∑
1=1
wi
∥∥∥∥∥
L∞(Ω)
.
for any positive reals pi1, . . . ,piN with δ ≤ pii ≤ 1/δ ∀i.
Next, we consider the singular limit when β → +∞. We state in particular that, for β → +∞,
at most a finite number of components of the limit solutions are non-zero.
Theorem 1.2. Under the same assumptions as in Theorem 1.1, let {vβ}β be a family of non negative
solutions as above, defined for a sequence of β → +∞. Up to subsequences, there exists v¯ = (w¯, u¯) ∈
H1(Ω) such that
• the vector w¯ has at most Nˆ non zero components, where Nˆ is given by
Nˆ = C(Ω)
(
max
i
λki − µωi
diµ
) n
2
and C(Ω) is a positive constant that only depends on the set Ω;
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• for all α ∈ (0, 1), we have the estimate
‖u¯‖C2,α(Ω) + max
i∈{1,...,N}
‖w¯i‖Lip(Ω) ≤ Cα
where Cα is the same constant as in Theorem 1.1;
• for any α ∈ (0, 1), we also have
lim
β→+∞
wi,β = w¯i in C
0,α ∩ H1(Ω), ∀i and lim
β→+∞
uβ = u¯ in C
2,α(Ω).
The next result characterizes the limit solutions and the free-boundary problem that they
satisfy.
Theorem 1.3. We assume the hypotheses of Theorem 1.2. Any limit v¯ is such that w¯iw¯j ≡ 0 in Ω
for all i 6= j. The non zero components of v¯ are in a finite number and satisfy the following system of
complementary inequalities in the sense of measures:
(1.3)


−di∆wi ≤ (−ωi + kiu− µi)wi
−∆
(
diwi −∑
j 6=i
djwj
)
≥ (−ωi + kiu)wi − ∑
j 6=i
(−ωj + kju)wj in Ω
−D∆u =
(
λ− µu−∑
i
kiwi
)
u
wi∂νwi = ∂νu = 0 on ∂Ω.
Lastly, if the limit w¯ has two or more non zero components, then the subset N := {x ∈ Ω : wi = 0, ∀i}
is a rectifiable set of Hausdorff dimension n− 1. The set N can be written as the disjoint union of two
sets, R and S, such that R is relatively open and made of the union of a finite number of C1,α smooth
sub-manifolds, while S is a set of Hausdorff dimension n − 2. Moreover, R meets orthogonally the
boundary ∂Ω and N∩ ∂Ω is a set of Hausdorff dimension n− 2, that can be decomposed as the disjoint
union of a regular part (finite union of C1,α smooth sub-manifolds of codimension 2) and a singular part.
Remark 1.4. Observe that the Lipschitz bound of the densities is stated for the limit functions.
In the case N is a priori bounded, such a bound of the Lipschitz norm also holds for the whole
convergent sequence, uniformly in β. This follows from [9, Theorem 1.2]. It is not clear at the
moment whether the same result holds true in the more general case when N is unbounded.
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We also leave it as an open problem to know if the same a priori estimates holds when the
assumption aij = aji is removed.
The next result approximately describes the solution when N is large. Here Nˆ stands for
the constant in Theorem 1.2.
Theorem 1.5. We assume the same hypothesis of Theorem 1.3. There exists β¯ > 0, independent of N,
such that if β > β¯ and vβ = (wβ, uβ) is a solution of (1.1) then
• either at most Nˆ components of wβ are strictly positive and the others are zero;
• or the solution is such that
max
i=1,...,N
‖wi,β‖C0,α(Ω) + ‖uβ − λ/µ‖C2,α(Ω) = oβ(1)
for every α ∈ (0, 1).
In our forthcoming work [1], we actually derive a stronger result, under the additional
assumptions that the coefficients in (1.1) do not depend on the density wi. In [1, Theorem 1.1]
we show that if N (the number of non zero components of w) is large enough, then (1.1) has
only constant solutions, independently of the value of β ≥ 0. The proof hinges on the various
a priori estimates that we establish in the present paper.
Structure of paper. The proofs of Theorems 1.1, 1.2 and 1.3 will be structured in a succession
of intermediate results. We will establish successively uniform L∞ bounds, uniform Ho¨lder
bounds, convergence to segregated limits and the upper bound on the number of non-zero
components of the limit problem. The structure of the free boundary will follow from already
established results, we sketch the arguments in Section 4. We will conclude with a sketch of
the proof of Theorem 1.5, as it follows very closely that of [2, Theorem 4.3].
Before proceeding with the proofs, we point out that the solutions of (1.1) are smooth for β
and N bounded, and their regularity is only limited by the regularity of the boundary of Ω.
2. A priori estimates and uniform bounds - Proof of Theorem 1.1
First, we prove the uniform regularity estimates for the solutions of (1.1). We will achieve
this in a sequence of partial regularity results.
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Proof of Theorem 1.1 - L∞ bounds. We start by showing the uniform upper bound of v. From the
equation satisfied by the component u in (1.1), we find that

−D∆u = λu− µu2 −∑j 6=i kiwiu ≤ λu− µu2 in Ω
∂νu = 0 on ∂Ω
Thus, the left hand side is negative if u > λ/µ. By the maximum principle, we obtain that
u ≤ λ/µ ≤ δ−2. We now introduce the function S := Du+ ∑i diwi. Summing together the
N + 1 equations in the system, we get
− ∆S = −∑
i
ωiwi − β ∑
j 6=i
ajiwiwj + λu− µu2 ≤ −δ2Du−∑
i
ωiwi + (δ
2D+ λ)u− µu2
≤ −δ2S+ (λ + δ2D)u− µu2 ≤ −δ2S+ (λ + δ
2D)2
4µ
≤ −δ2S+ 1
δ3
where δ > 0 is the constant appearing in (1.2). It follows that the left hand side is again
negative if S > 1/δ5. We can conclude that
0 ≤ u ≤ λ
µ
≤ 1
δ2
and 0 ≤
N
∑
i=1
wi ≤ 1
δ6
.
This completes the proof of the uniform L∞ bounds. 
Proof of Theorem 1.1 - C1,α (and C2,α) uniform bounds for u. Once the L∞ uniform estimate is set-
tled, we can proceed by decoupling the equation in u from those in w. By the previous
estimates, u is bounded uniformly in L∞ and so are all the terms of the equation

−D∆u =
(
λ − µu−∑Ni=1 kiwi
)
u in Ω
∂νu = 0 on ∂Ω.
By the standard elliptic estimates, we find that u ∈ W2,p(Ω) for any p < +∞ and, thus, for
any α ∈ (0, 1) there exists Cα = C(α, δ,Ω) > 0, such that
‖u‖C1,α(Ω) ≤ C.
We observe also that, once we will have established the C0,α uniform bounds for w (more
precisely, for the sum of kiwi), the C
2,α uniform bounds for u then follow from Schauder
estimates for the above equation. So we focus on the former. 
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Proof of Theorem 1.1 - C0,α uniform bounds for w. We now turn our attention to the system satis-
fied by w in (1.1). If the number N was a given constant and not arbitrary as in our case, the
theory developed in [6, 7] would be sufficient to show the uniform bounds on the components
of wβ independently of β. Since we want to prove here bounds that are also uniform in N, we
need to introduce a new method. The remainder of this section is dedicated to the proof of
this result. 
We will only need to consider the sub-system satisfied by the components of w. For any
α ∈ (0, 1), we wish to show the uniform estimates
max
i∈{1,...,N}
‖wi‖C0,α(Ω) + max
δ≤pii≤1/δ
∥∥∥∥∥
N
∑
1=1
piiwi
∥∥∥∥∥
C0,α(Ω)
≤ Cα
∥∥∥∥∥
N
∑
1=1
wi
∥∥∥∥∥
L∞(Ω)
,
for arbitrarily fixed values of the parameters pii, pii > 0. First of all, we renormalize the
components by letting
wi∥∥∥∑Ni=1wi∥∥∥
L∞(Ω)
7→ wi and β
∥∥∥∥∥
N
∑
i=1
wi
∥∥∥∥∥
L∞(Ω)
7→ β
By doing so, we end up with the system
(2.1)


−di∆wi =
(
−ωi + kiu− β ∑j 6=i aijwj
)
wi in Ω
∑
N
i=1wi ≤ 1 in Ω
∂νwi = 0 on ∂Ω
and the estimate we wish to prove translates into the inequality
max
i∈{1,...,N}
‖wi‖C0,α(Ω) + max
δ≤pii≤1/δ
∥∥∥∥∥
N
∑
1=1
piiwi
∥∥∥∥∥
C0,α(Ω)
≤ Cα.
To prove it, we assume, by virtue of contradiction, that there exists an exponent α ∈ (0, 1), a
sequence of solution (wn, un) of (2.1) and δ ≤ pii,n ≤ 1/δ such that
(2.2) max
i=1,...,Nn
‖wi,n‖C0,α(Ω) +
∥∥∥∥∥
Nn
∑
i=1
pii,nwi,n
∥∥∥∥∥
C0,α(Ω)
→ +∞
Observe that the functions wn, as well as their sum, are uniformly bounded. Therefore, in (2.2)
we have that the unboundedness of the norm is caused solely by the Ho¨lder quotient part.
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In order to simplify the exposition of the proof, we will assume from now on that
pii,n = di ∀i, n.
The general case follows in the same spirit by considering the system

− dipii,n ∆(pii,nwi) =
(−ωi
pii,n
+ kipii,n u− β ∑j 6=i
aij
pii,npi j,n
(pij,nwj)
)
(pii,nwi,n) in Ω
∑
N
i=1(pii,nwi) ≤ 1δ in Ω
∂ν(pii,nwi) = 0 on ∂Ω.
Observe that, by assumption, the coefficients pii,n and the ratios di/pii,n, ωi/pii,n, ki/pii,n and
aij/(pii,npij,n) are bounded from above and away from zero, and the matrix aij/(pii,npij,n) is still
symmetric. These are the only assumptions that we will need in the proof.
In the following, we will reach a contradiction by using the sequence (wn, un) and the
assumption (2.2). To do this, we will need to repeatedly extract sub-sequences in order to
refine some properties of the original blow-up sequence. For brevity, by u.t.s.s. we mean “up
to striking out a sub-sequence”.
We introduce the auxiliary sequence of functions hn : Ω → R+, defined as
hn(x) :=
Nn
∑
i=1
diwi,n(x).
Thus, our aim is to reach a contradiction with the assumption
(2.3) max
i=1,...,Nn
‖wi,n‖C0,α(Ω) + ‖hn‖C0,α(Ω) → +∞.
We show the result by means of a blow-up argument. We need to distinguish two cases:
Case W) There exist a subsequence of wn and a constant C > 0 such that
‖hn‖C0,α(Ω) < C maxi=1,...,Nn ‖wi,n‖C0,α(Ω).
Case H) There exist a subsequence of wn and a sequence Cn → +∞ such that
‖hn‖C0,α(Ω) > Cn max
i=1,...,Nn
‖wi,n‖C0,α(Ω).
Observe that both cases are equally possible. Since the number of components in wn is not
a priori bounded, it may be that the functions are uniformly bounded, but their sum may not
8 HENRI BERESTYCKI AND ALESSANDRO ZILIO
be so. The two cases will be addressed separately, but some preliminary results are valid for
both, and we present them jointly.
First, as we have already observed, for any fixed n, any solution in the sequence (wn, hn)
is C2,α, in particular C1. Therefore, there exist a sequence of pairs of distinct points (xn, yn) ∈
Ω ×Ω, xn 6= yn, that achieve the Ho¨lder part of the norm of either wn or hn, that is such that
in Case W)
Ln := max
i=1,...,Nn
‖wi,n‖C0,α(Ω) = max
i=1,...,Nn
|wi,n(xn)−wi,n(yn)|
|xn − yn|α and Ln ≥
1
C
‖hn‖C0,α(Ω),
while in Case H)
Ln := ‖hn‖C0,α(Ω) =
|hn(xn)− hn(yn)|
|xn − yn|α and Ln ≥ Cn maxi=1,...,Nn ‖wi,n‖C0,α(Ω).
We also define the sequence rn := |xn − yn|. Notice the different definitions of Ln in the two
cases. Either way, we have Ln → +∞ (in view of (2.3)) and
Ln ≤ max
i=1,...,Nn
‖wi,n‖C0,α(Ω) + ‖hn‖C0,α(Ω) ≤ C′Ln
for some constant C′ > 1.
We now introduce the blow-up sequence at the core of the contradiction argument. For any
n ∈ N, we let
(2.4) Wn(x) :=
1
Lnrαn
wn(xn + rnx) and Hn(x) :=
1
Lnrαn
hn(xn + rnx).
The functions (Wn,Hn) are defined on the sets Ωn :=
1
rn
(Ω − xn). Since the functions in the
sequence (wn, hn) are uniformly bounded, we see that necessarily rn → 0+ as n → +∞. As
a result, depending on the behavior of the sequences (xn, yn), we have that Ωn → Ω∞ u.t.s.s.,
where Ω∞ is either the entire space R
n or a half space. Here, when we write Ωn → Ω∞ we
mean that:
• the sets Ωn are uniformly regular in n;
• for any compact set K ⊂ Ω∞ (or K ⊂ Rn \ Ω∞) there exists n¯ such that K ⊂ Ωn
(K ⊂ Rn \Ωn respectively) for any n ≥ n¯.
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Observe that by definition, for any x, y ∈ Ωn
(2.5) max
i=1,...,Nn
|Wi,n(x)−Wi,n(y)|+ |Hn(x)− Hn(y)| ≤ C′′|x− y|α
for a constant C′′ > 0 that does not depend on n.
We derive the equations satisfied by the blow-up sequence (Wn,Hn) by scaling (2.1) accord-
ingly. We find
(2.6)


−di∆Wi,n =
(
Ai,n −Mn ∑j 6=i aijWj,n
)
Wi,n in Ωn
−∆
(
∑
Nn
i=1 diWi,n(x)
)
= ∑
Nn
i=1 Ai,nWi,n(x)−Mn ∑Mni=1Wi,n ∑j 6=i aijWj,n in Ωn
∂νWi,n = ∂νHn = 0 on ∂Ωn.
Here we have defined
(2.7) Ai,n = (−ωi + kiun(xn + rn·))r2n and Mn = βnLnr2+αn .
The uniform L∞ bound of un implies that the sequence Ai,n converges uniformly towards 0,
‖Ai,n‖L∞(Ωn) ≤ δ−3r2n → 0.
Moreover, by definition we have∥∥∥∥∥
Nn
∑
i=1
Ai,nWi,n
∥∥∥∥∥
L∞(Ωn)
≤ δ−3
∥∥∥∥∥
Nn
∑
i=1
r2n
1
Lnrαn
wi,n
∥∥∥∥∥
L∞(Ω)
≤ C(δ) r
2−α
n
Ln
→ 0
However, we have no information a priori on the possible behavior of the sequence of positive
numbers Mn.
We now analyze Case W) and Case H) separately.
Case W) First we assume that, up to a relabelling, the function in wn are ordered decreasingly
with respect to their Ho¨lder seminorms. Thus we have
max
i=1,...,Nn
‖wi,n‖C0,α(Ω) = ‖w1,n‖C0,α(Ω)
In this case, there exists a sequence zn ∈ ∂B1 ∩Ωn such that
(2.8) 1 = |W1,n(0)−W1,n(zn)| = max
i=1,...,Nn
|Wi,n(x)−Wi,n(y)|
|x− y|α for all x 6= y ∈ Ωn.
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In particular, the functions in (Wn,Hn) have uniformly bounded Ho¨lder seminorm. We wish
to show that they are also bounded in x = 0. This will imply local uniform convergence to a
vector (of possibly infinitely many components) (W¯, H¯), as we show in Lemma 2.3.
The next result is a simple adaptation of [11, Lemma 6.9].
Lemma 2.1. For any fixed R > 0 there exists C = C(R) > 0 such that for any n ∈ N and
i = 1, . . . ,Nn we have
Mn
∫
∂BR∩Ωn
W2i,n ∑
j 6=i
aijWj,n ≤ C(R)(1+Wi,n(0)).
Proof. In system (2.6), we multiply the equation in Wi,n by Wi,n itself. Integrating by parts on
the ball BR, we find
D(R) :=
1
RN−2
(∫
BR
di|∇Wi,n|2 +
(
−Ai,n + Mn ∑
j 6=i
aijWj,n
)
W2i,n
)
=
1
rN−2
∫
∂BR
Wi,n∂νWi,n
We now let
E(R) :=
1
rN−1
∫
∂BR
W2i,n.
Since the functions involved are regular, we have
E(2R)− E(R) =
∫ 2R
R
E′(r) =
∫ 2R
R
2
r
D(r).
The statement will follow once we have suitably estimated the two sides of the previous iden-
tity. We start from the left hand side. By the uniform bounds on the Ho¨lder seminorm of Wn,
we have
E(2R)− E(R) =
∫
∂B
(
W2i,n(2Rx)−W2i,n(Rx)
)
=∫
∂B
(Wi,n(2Rx)−Wi,n(Rx)) (Wi,n(2Rx) +Wi,n(Rx)) ≤ C(R)(|Wi,n(0)|+ 1).
For what concerns the right hand side, we have directly
∫ 2R
R
2
r
D(r) ≥ min
s∈[R,2R]
D(s) ≥ 1
RN−2
(
Mn
2N−1
∫
∂BR
W2i,n ∑
j 6=i
aijWj,n −
∫
∂B2R
|Ai,n|Wi,n
)
≥ C
(
Mn
∫
∂BR
W2i,n ∑
j 6=i
aijWj,n − ‖Ai,n‖L∞(|Wi,n(0)|+ 1)
)
. 
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The uniform estimate in Lemma 2.1 is key in order to prove the local boundedness of the
blow-up sequence (Wn,Hn).
Lemma 2.2. The sequence of functions (Wn,Hn) is bounded locally uniformly.
Proof. We start by observing that it is sufficient to prove that Hn is bounded in x = 0. Indeed,
we have
Hn(0) =
Nn
∑
i=1
diWi,n(0) ≥ δ
Nn
∑
i=1
Wi,n(0)
and the functions in (Wn,Hn) satisfy by construction the uniform estimate (2.5). Let us then
assume, by contradiction, that Hn(0) → +∞. We distinguish two cases.
Case 1) Hn(0) → +∞ but there exists C > 0 such that Wi,n(0) ≤ C for all n ∈ N and
i = 1, . . . ,Nn. This evidently implies that Nn → +∞. Let R > 0 be a constant that will be
chosen later in the proof. Observe that, by assumption, we have
δ
2
Hn(0) ≤ ∑
j 6=1
aijWj,n(0) ≤ 1δHn(0) for n sufficiently large.
By Lemma 2.1 and the uniform bounds in (2.5), we find
(2.9)
δ
4
MnHn(0)
∫
∂BR∩Ωn
W21,n ≤
δ
2
Mn(Hn(0)− CRα)
∫
∂BR∩Ωn
W21,n ≤ C(R)(1+W1,n(0)).
Since, in the present case, W1,n is bounded and has bounded C
0,α seminorm, by (2.8) we find
that it converges u.t.s.s. to a non zero globally Ho¨lder continuous function. As a result, there
exist R¯ > 0 and C¯ > 0 such that
C¯ <
∫
∂BR¯∩Ωn
W21,n ≤ 2C¯
for n sufficiently large. Plugging this information back into (2.9), we find that
MnHn(0) ≤ C for all n ∈ N.
It follows that Mn → 0. By the Ho¨lder uniform bounds (2.5), there exists a constant Λ ≥ 0
such that for any compact set K ⊂ Rn, u.t.s.s., MnHn → Λ uniformly in K. From (2.6),
we consider the equation satisfied by W1,n. By the current assumptions, the sequence W1,n
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converges locally in C0,α
′
for any α′ < α to a function W¯ that is defined on Ω∞, which is non
negative, non constant, globally α-Ho¨lder continuous, and a solution to

−∆W¯ = −ΛW¯ in Ω∞
∂νW¯ = 0 on ∂Ω∞.
If ∂Ω∞ is not empty, we can moreover evenly extend W¯ to the whole R
n to a thus positive, non
constant global solution of −∆u = −Λu. Either way, we find a contradiction.
Case 2) Hn(0) → +∞ and there exists i such that, up to a subsequence, Wi,n(0) → +∞. For
any n, let in ∈ {1, . . . ,Nn} be the index such that
Win,n(0) = max
i=1,...,Nn
Wi,n(0).
We can argue similarly as in the first case, and find from Lemma 2.1 the estimate
MnHn(0)Win,n(0)
2 ≤ C′(R)Mn
∫
∂BR
HnW
2
in,n
≤ C′′(R)(1+Win,n(0)).
From this we conclude that there exists C > 0 such that
MnHn(0) max
i=1,...,Nn
Wi,n(0) ≤ C.
Once again, this implies that Mn → 0. By exploiting the uniform Ho¨lder bounds (2.5), we find
that there exists a constant Λ ≥ 0 such that for any compact set K ⊂ Rn, u.t.s.s. MnHnW1,n →
Λ uniformly in K. We consider the sequence of function wn := W1,n −W1,n(0). By virtue of
the same reasoning as before, we can use its local Ho¨lder limit to build a non constant global
solution of −∆u = −Λ. We find again a contradiction. 
As a result of Lemma 2.2, the sequence (Wn,Hn) is uniformly bounded in x = 0 and by
(2.5) it has uniformly bounded α-Ho¨lder seminorm. We now show that there exists a vector
(W¯, H¯) of possibly infinitely many components, that is the limit of a subsequence of (Wn,Hn).
Lemma 2.3. There exist a subsequence of (Wn,Hn), a vector (W¯, H¯) of possibly infinitely many
components and a constant C > 0 such that
• W¯i ≥ 0 for all i = 1, . . . and H¯ ≥ 0;
• maxi=1,... W¯i(0) + H¯(0) ≤ C;
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• maxi=1,... |W¯i(x)− W¯i(y)|+ |H¯(x)− H¯(y)| ≤ C|x− y|α for all x, y ∈ Ω∞;
• for all compact set K ⊂ Ω∞, Hn → H¯ and, for all i, Wi,n → W¯i in C0,α′(K) for all α′ ∈ (0, α);
• lastly, there exists z ∈ ∂B1 ∩Ω∞ such that |W¯1(0)− W¯1(x)| = 1.
Proof. The proof follows by the classical Ascoli-Arzela` compactness criterion and a diagonal
extraction argument. 
We can now use the existence of a limit function (W¯, H¯) in order to pass to the limit in (2.6).
We differentiate among three possible behaviors of the sequence Mn, which are addressed by
the three following lemmas.
Lemma 2.4. The sequence Mn is bounded away from 0. That is, there C > 0 such that Mn > C > 0.
Proof. Assume that, u.t.s.s. if holds Mn → 0. In this case, we can pass directly to the limit in
the equation in (2.6) satisfied by W¯1, and find

−∆W¯1 = 0 in Ω∞
∂νW¯1 = 0 on ∂Ω∞.
As before, upon an eventual even extension, we can build a positive harmonic function, which
is globally α-Holder continuous and non constant. A contradiction. 
In order to prove the next two results, which will enable us to reach the final contradiction
in Case W), we need to introduce an auxiliary sequence of functions. We let
H1,n :=
Nn
∑
i=2
diWi,n = Hn − d1W1,n.
It is easy to show that this sequence converges to its limit H¯1 = H¯ − d1W¯1 ≥ 0. We observe
that the pairs (W1,n,H1,n) are solutions of the system of inequalities
(2.10)


−∆(d1W1,n) ≤
(
A1,n −Mnδ2H1,n
)
W1,n
−∆H1,n ≤
(
δ−4r2n −Mnδ2W1,n
)
H1,n in Ωn
−∆(d1W1,n − H1,n) ≥ A1,nW1,n − r2nδ−4H1,n
∂νW1,n = ∂νH1,n = 0 on ∂Ωn.
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Lemma 2.5. The sequence Mn is unbounded. That is, Mn → +∞.
Proof. We argue again by contradiction. Without loss of generality, we can assume that, u.t.s.s.
Mn → 1. Passing to the limit in (2.10) we find

−∆(d1W¯1) ≤ −δ2H¯1W¯1
−∆H¯1 ≤ −δ2W¯1H¯1 in Ω∞
−∆(d1W¯1 − H¯1) ≥ 0
∂νW¯1 = ∂νH¯1 = 0 on ∂Ω∞.
As a result of [8, Lemma A.3], we find that necessarily W¯1 ≡ 0 or H¯1 ≡ 0. Since W¯1 is non
constant, it must be that H¯1 ≡ 0. Thus, again by the previous system, we conclude that W¯1 is
a non constant positive harmonic function. A contradiction. 
We exclude the last possibility, Mn → +∞, and thus conclude the proof of Case W).
Lemma 2.6. It cannot be that Mn → +∞.
Proof. We can reasoning similarly as before by contradiction. First, let η ∈ C∞0 (Rn) be any non
negative test function. By testing the equation in d1W1,n in (2.10), we find that
Mnδ
2
∫
H1,nW1,nη ≤
∫
A1,nW1,n + (d1W1,n)∆η.
Since the right hand side is uniformly bounded and Mn → +∞, by passing to the limit we
obtain ∫
H¯1W¯1η = 0 for all η ∈ C∞0 (Rn), η ≥ 0.
We then conclude that H1W¯1 = 0 in R
n. Moreover

−∆(d1W¯1) ≤ 0
−∆H¯1 ≤ 0 in Ω∞
−∆(d1W¯1 − H¯1) ≥ 0
∂νW¯1 = ∂νH¯1 = 0 on ∂Ω∞
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where the last condition is meant in a weak sense. Thus, by [8, Lemma A.4], we find again
that one between W¯1 and H¯1 has to be identically 0. Since W¯1 is non constant, it must be
that H¯1 ≡ 0. Once again, we have that W¯1 is a non constant positive harmonic function. A
contradiction. 
With this final result we have reached a contradiction and concluded the proof in Case W).
Case H) In this case there exists a sequence zn ∈ ∂B1 ∩Ω∞ such that
(2.11) 1 = |Hn(0)− Hn(z)| ≥ Cn max
i=1,...,Nn
|Wi,n(x)−Wi,n(y)|
|x− y|α for all x 6= y.
Recall that, by assumption, Cn → +∞. In particular, the sequence Hn has uniformly bounded
Ho¨lder seminorm and all Wn have vanishing Ho¨lder seminorm. More precisely, we already
have that
(2.12) max
i=1,...,Nn
|Wi,n(x)−Wi,n(y)| ≤ 1Cn |x− y|
α for all x, y ∈ Ωn.
Up to a relabeling, we now assume that, the functions in Wn are order in such a way that
d1W1,n(0) ≥ diWi,n(0) for all i = 1, . . . ,Nn.
As in the previous case, we wish to show that the sequence (Wn,Hn) is bounded in x = 0.
We first derive two differential inequalities that are satisfied by the function Hn.
Lemma 2.7. There exists a numerical sequence εn → 0 such that


−∆Hn ≤ εnHn −Mnδ3
(
H2n −∑Nni=1 d2iW2i,n
)
in Ωn
−∆Hn ≥ −εnHn −Mnδ−3
(
H2n −∑Nni=1 d2iW2i,n
)
in Ωn
∂νHn = 0 on ∂Ωn.
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Proof. We prove the first inequality. The second one follows by similar reasoning. We start
from the equation (2.6) satisfied by Wi,n and find
− ∆(diWi,n) = Ai,nWi,n −MnWi,n ∑
j 6=i
aijWj,n
≤ εndiWi,n −Mnδ2Wi,n
(
∑
j 6=i
djWj,n + diWi,n − diWi,n
)
≤ εndiWi,n −Mnδ3
(
HndiWi,n − d2iW2i,n
)
where the numerical sequence εn :=
1
di
supx∈Ωn maxi=1,...,Nn Ai,n converges, by (2.7), to 0. Sum-
ming the inequalities for i = 1, . . . ,Nn, we find
−∆Hn ≤ εnHn −Mnδ3
(
H2n −
Nn
∑
i=1
d2iW
2
i,n
)
. 
We point out that H2n ≥ ∑Nni=1 d2iW2i,n. Moreover, by (2.7) and the preliminary discussion
there, we have that
‖εnHn‖L∞(Ωn) ≤ C(δ)
r2−αn
Ln
→ 0.
By virtue of the same reasoning of Lemma 2.1, we find
Lemma 2.8. For any fixed R > 0 there exists C > 0
Mnδ
3
∫
∂BR∩Ωn
Hn
(
H2n −
Nn
∑
i=1
d2iW
2
i,n
)
≤ C(R)(1+ Hn(0)).
As before, we can use the previous result to prove the boundedness of the blow-up sequence.
Lemma 2.9. The sequence (Wn,Hn) is bounded locally uniformly.
Proof. We assume, by contradiction, that Hn(0) → +∞. We show first that MnHn(0) is
bounded uniformly. We consider two distinct cases:
Case A) Assume first that there exists ε > 0 such that, for n large enough
d1W1,n(0) < (1− ε)Hn(0).
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Then, recalling (2.12), we have
Nn
∑
i=1
d2iW
2
i,n(x) ≤
Nn
∑
i=1
(
diWi,n(0) +
di
Cn
|x|α
)
diWi,n(x) ≤
(
d1W1,n(0) +
1
δCn
|x|α
) Nn
∑
i=1
diWi,n(x)
≤
(
(1− ε)Hn(0) + 1
δCn
|x|α
)
Hn(x) ≤
(
(1− ε)Hn(x) + (1− ε)|x|α + 1
δCn
|x|α
)
Hn(x).
By Lemma 2.8, we have
Mnδ
3
∫
BR
(
εHn − (1− ε)|x|α − 1
δCn
|x|α
)
H2n ≤ C(R)(1+ Hn(0)).
Recalling that Hn(0) → +∞ and that Hn has uniformly bounded Ho¨lder seminorm, we find
that
Mnδ
3 ε
2
Hn(0)
3 ≤ Mnδ3C′(R)
∫
∂BR∩Ωn
ε
2
H3n ≤ C′′(R)(1+ Hn(0)).
Thus MnHn(0)2 is bounded uniformly.
Case B) Assume now that
d1W1,n(0) → Hn(0).
We are in a similar situation as the one in Case 2) of Lemma 2.2. By considering the equation
satisfied by W1,n(0), we find from Lemma 2.1 the estimate
1
2
MnHn(0)
3 ≤ C′(R)Mn
∫
∂BR
HnW
2
1,n ≤ C′′(R)(1+W1,n(0)) ≤ 2C′′(R)(1+ Hn(0))
and again, this implies that MnHn(0)2 is bounded uniformly.
In either cases, there exists C ≥ 0 such that MnHn(0)2 ≤ C. In particular we have Mn → 0.
Up to striking out a subsequence, we obtain that
MnH
2
n → C ≥ 0 and MnHn → 0 locally uniformly in Ωn.
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Let u ∈ C0,α(Ω∞) be the local uniform limit of Hn − Hn(0). Observe that, again by assump-
tions, u is non constant. Let x, y ∈ Ω∞. We have
Mn
(
H2n(x)−
Nn
∑
i=1
diW
2
i,n(x)
)
−Mn
(
H2n(y)−
Nn
∑
i=1
diW
2
i,n(y)
)
= Mn
(
H2n(x)− H2n(y)
)
−Mn
(
Nn
∑
i=1
diW
2
i,n(x)−
Nn
∑
i=1
diW
2
i,n(y)
)
= Mn (Hn(x) + Hn(y)) (Hn(x)− Hn(y))
−Mn
(
Nn
∑
i=1
d2i (Wi,n(x) +Wi,n(y))(Wi,n(x)−Wi,n(y))
)
.
Since Mn → 0, u.t.s.s., we find that there exists Λ ≥ 0 such that, locally uniformly in Ω∞,
Mn
(
H2n(x)−
Nn
∑
i=1
diW
2
i,n(x)
)
→ Λ ≥ 0.
By passing to the limit the inequalities in Lemma 2.7, up to an even extension of the function
u to the whole Rn, we find that 

−∆u ≤ −δ3Λ in Rn
−∆u ≥ −δ−3Λ in Rn
for a non negative constant Λ. We have two possibilities.
(1) Λ = 0. In this case, the limit function u is harmonic, globally Ho¨lder continuous and
non constant, a contradiction.
(2) Λ > 0. Let Γ(x) = Γ(|x|) be the fundamental solution of the Laplacian centered at
0. Multiplying the first inequality satisfied by u with Γ(x)− Γ(R) and integrating by
parts in the ball BR(0), we find
− 1|∂BR|
∫
∂BR
u(x) =
1
|∂BR|
∫
∂BR
(u(0)− u(x)) ≤ −δ3Λ
∫
BR
(Γ(x)− Γ(R)) ≤ −C′R2
where C′ > 0. On the other hand, exploiting once more the Ho¨lder continuity of u, we
conclude ∣∣∣∣ 1|∂BR|
∫
∂BR
u(x)
∣∣∣∣ ≤ CRα
and the two assertions are in contradiction.
Thus we conclude that Hn is bounded. This also implies the boundedness of Wn. 
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Since Hn is bounded, similarly to Case W), we can pass to the limit, up to a possible
subsequence. Let H¯ be the uniform local limit of Hn. If needed, we assume implicitly that
H¯ has been extended evenly to a function defined over the whole space Rn. We recall that,
necessarily, H¯ is globally Ho¨lder continuous, non-negative and non constant.
Lemma 2.10. There exists C > 0 such that Mn ≥ C.
Proof. If Mn → 0 along a subsquence, from Lemma 2.7 we deduce that up to extracting a
converging subsequence H¯ is also harmonic, a contradiction. 
Lemma 2.11. There exists C > 0 such that Mn ≤ C.
Proof. We assume that Mn → +∞ along a subsequence. For R > 0 and x0 ∈ Rn, let us consider
the function
η(x) :=


1 in BR(x0)
R+ 1− |x| in BR+1(x0) \ BR(x0)
0 in Rn \ BR+1(x0).
We multiply the first inequality in Lemma 2.7 by Hnη
2 and integrate by parts. This yields
∫
|∇(Hnη)|2 + Mnδ3
(
H2n −
Nn
∑
i=1
d2iWi,n
)
Hnη
2 ≤
∫
|∇η|2H2n.
By the definition of η, we have
1
4
Mnδ
3
∫
BR(x0)
(
H2n −
Nn
∑
i=1
d2iW
2
i,n
)
Hn ≤
∫
BR+1(x0)\BR(x0)
H2n ≤ C
(
1+ RN−1+2α
)
.
We recall that the function in the integral in the left hand side is non negative. We adopt a
similar reasoning as that of Lemma 2.9. We consider two distinct cases:
Case A) Assume first that ε > 0 such that, for n large enough
d1W1,n(0) < (1− ε)Hn(0).
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Then, by (2.12), we find
Nn
∑
i=1
d2iW
2
i,n(x) ≤
Nn
∑
i=1
(
diWi,n(0) +
di
Cn
|x|α
)
diWi,n(x) ≤
(
d1W1,n(0) +
d1
Cn
|x|α
) Nn
∑
i=1
diWi,n(x)
≤
(
d1W1,n(x0) +
d1
Cn
|x− x0|α + d1
Cn
|x|α
) Nn
∑
i=1
diWi,n(x)
≤
(
(1− ε)Hn(x0) + d1
Cn
|x− x0|α + di
Cn
|x|α
)
Hn(x)
≤
(
(1− ε)Hn(x) + (1− ε)|x− x0|α + d1
Cn
|x− x0|α + d1
Cn
|x|α
)
Hn(x).
But then we have, for any x0 ∈ Rn
1
4
Mnδ
3
∫
BR(x0)
(
εHn − (1− ε)|x− x0|α − d1
Cn
|x− x0|α − d1
Cn
|x|α
)
H2n ≤ C
(
1+ RN−1+2α
)
.
Since by construction there exists zn ∈ ∂B such that |Hn(0)− Hn(zn)| = 1, we find that there
also exists a bounded sequence yn ∈ B1 such that Hn(yn) > 12 . By taking R > 0 sufficiently
small, x0 = yn and n large, we conclude from the last inequality that Mn must be bounded
from above.
Case B) Assume now that
d1W1,n(0) → Hn(0).
Up to striking out a subsequence, we observe that bothW1,n and Hn converge locally uniformly
on Rn to their respective limits W¯1 and H¯. Moreover d1W1,n ≤ Hn in Ωn. Since the local
uniform limit of d1W¯1 is a constant, while H¯ is necessarily not, we find that in any BR
H¯ ≥ d1W¯1 ≥ 0 and H¯ 6≡ d1W¯1.
Similarly to before, we find
Nn
∑
i=1
d2iW
2
i,n(x) ≤
Nn
∑
i=1
(
diWi,n(0) +
di
Cn
|x|α
)
diWi,n(x) ≤
(
d1W1,n(x) +
2d1
Cn
|x|α
)
Hn(x).
Substituting in the integral estimate we find
1
4
Mnδ
3
∫
BR(x0)
(
Hn − d1W1,n(x)− 2d1Cn |x|
α
)
H2n ≤ C
(
1+ RN−1+2α
)
.
Passing to the limit in n we find again a contradiction. 
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Let now M be any finite positive limit of Mn. Again, without loss of generality, we may
assume that M = 1.
Finale. We consider now the sequence of functions
Qn(x) := Hn(x)− d1W1,n(0)
We observe that, form the previous discussion, we already know that there exists a function
Q such that, u.t.s.s., Qn → Q locally uniformly in Ω∞. The function Q is non constant and
globally α-Ho¨lder continuous.
By definition Hn ≥ d1W1,n and d1W1,n converges locally uniformly to a constant. As a result
Q ≥ 0 in Ω∞. Moreover we have
Nn
∑
i=1
d2iW
2
i,n − H2n ≤
(
d1W1,n(0) +
1
δCn
|x|α
)
Hn − H2n
≤ Hn
(
1
δCn
|x|α −Qn
)
≤ (Qn + d1W1,n(0))
(
1
δCn
|x|α − Qn
)
≤ −Q2n +
(
1
δCn
|x|α − d1W1,n(0)
)
Qn +
d1
δCn
|x|αW1,n(0).
Similarly one can prove
Nn
∑
i=1
d2iW
2
i,n − H2n ≥ −Q2n −
(
1
δCn
|x|α + d1W1,n(0)
)
Qn +
d1
δCn
|x|αW1,n(0).
Thus, passing to the limit in (2.7), we find that Q solves
−δ−3Q2 ≤ −∆Q ≤ −δ3Q2 in Rn.
By [4, Lemma 2], we infer that necessarily Q ≤ 0, that is, under our assumptions, Q ≡ 0. We
have reached again a contradiction. 
We have thus reached a contradiction with the blow-up assumption. This conclude the
proof of the C0,α uniform bounds for w and the proof of Theorem 1.1.
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3. The limit system is a finite dimensional system - Proof of Theorem 1.2
Once the uniform estimates in β and N are established, we can pass to the limit as β → +∞.
For any sequence (wn, un) of solutions of (1.1), defined for βn → +∞ (here we make no
assumption on Nn), we introduce the limit vector (w¯, u¯) ∈ C0,α(Ω)×C2,α(Ω) such that, u.t.s.s.,
lim
n→+∞wi,n = w¯i C
0,α(Ω), ∀i and lim
n→+∞ un = u¯ C
2,α(Ω).
The existence of (w¯, u¯) is a consequence of Lemma 2.3. Let N stand now for the number of
non-zero components of the vector w¯. We show that N is bounded. In particular, as a result of
[2, Lemma 6.1 and Theorem 6.3], we can give an explicit upper bound for N.
In the following we will be many concerned with the w components of the system. We shall
deduce stronger compactness properties, and derive the system of differential inequalities
verified at the limit of segregation. Regarding the component u, we immediately find
Lemma 3.1. We have that 

−∆u¯ = (λ− µu¯− ∑i kiw¯i) u¯ in Ω
∂νu¯ = 0 on ∂Ω.
Proof. This is a direct consequence of the a priori estimates of Theorem 1.1. 
We start with the following results
Lemma 3.2. We have that
lim
n→+∞wi,n = w¯i H
1(Ω), ∀i and lim
n→+∞ un = u¯ H
1(Ω).
Furthermore, the limit functions verify
w¯iw¯j ≡ 0 in Ω, ∀i 6= j.
For any i there exists a (non negative) measure µi such that
lim
n→+∞
∫
Ω
βnwi,n ∑
j 6=i
aijwj,nη =
∫
ηdµi for all η ∈ C∞(Ω).
Morevoer µi ∈ (H1(Ω))′ and each limit function w¯i is a weak solution of
di
∫
Ω
∇w¯i · ∇η +
∫
ηdµi =
∫
Ω
(−ωi + kiu¯) w¯iη for all η ∈ H1(Ω).
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Proof. The convergence of the sequence un is immediate consequence of the convergence in
C2,α, thus we only need to consider the convergence of wi,n. First of all, we show that the
sequence is uniformly bounded in H1(Ω) and thus convergence weakly in H1(Ω) to w¯i. To
do this, we multiply the equation in wi,n by wi,n itself and integrate by parts. Exploiting the
uniform L∞ bound, we find
di
∫
Ω
|∇wi,n|2 + βnw2i,n ∑
j 6=i
wj,n =
∫
Ω
(−ωi + kiun)w2i,n ≤ C.
Here the constant C is independent of n. Observe that this inequality already implies that
w¯iw¯j ≡ 0 in Ω for all i 6= j, since βn → +∞. Now, since boundedness in norm and pointwise
convergence imply weak convergence, we find that wi,n ⇀ w¯i in H
1(Ω). Let η ∈ C∞(Ω) be
any smooth test function. Testing the equation against η, we find
(3.1)
∫
Ω
(
βnwi,n ∑
j 6=i
wj,n
)
η =
∫
Ω
−di∇wi,n · ∇η + (−ωi + kiun)wi,nη.
The right hand side is bounded uniformly and converges as n → +∞. Thus the linear func-
tional in the left hand side converges weakly to a non negative measure of Ω, which we denote
by µi. Moreover, by passing to the limit in n in the previous identity we find
(3.2) di
∫
Ω
∇w¯i · ∇η +
∫
ηdµi =
∫
Ω
(−ωi + kiu¯) w¯iη.
Observe that by this identity we infer that not only µi is a non negative measure of Ω, but that
µi ∈ (H1(Ω))′. By taking η ≡ 1, we also find that there exists C ≥ 0 such that∫
Ω
(
βnwi,n ∑
j 6=i
wj,n
)
=
∫
Ω
(−ωi + kiun)wi,n ≤ C and µi(Ω) =
∫
Ω
(−ωi + kiu¯) w¯i ≤ C.
Thus, subtracting (3.1) and (3.2) and taking η = wi,n− w¯i, we find
∫
Ω
di |∇(wi,n − w¯i)|2 =
∫
Ω
(−ωi + kiun) |wi,n− w¯i|2
−
∫
Ω
(
βnwi,n ∑
j 6=i
wj,n
)
(wi,n− w¯i) +
∫
(wi,n− w¯i)dµi ≤ C ‖wi,n− w¯i‖L∞(Ω)
and thus we obtain the strong convergence of the sequence in H1(Ω). 
To go further in the analysis of the limit equation, we need a classical estimate [7, Lemma
4.4]. Here we show a stronger result that still follows by a similar argument.
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Lemma 3.3. Let Ω ⊂ Rn be a smooth domain. Let x0 ∈ Ω, 0 < ρ < 1 and Bρ = Bρ(x0). For
U,M > 0 we consider u ∈ H1(Bρ ∩Ω) a non-negative subsolution of


−∆u ≤ −Mu in Bρ ∩Ω
u ≤ U in Bρ ∩Ω
∂νu ≤ 0 on Bρ ∩ ∂Ω.
There exist a constant C = C(Ω) such that, for ρ small and M large enough,
u(x) ≤ Ue−Cρ
√
M for every x ∈ Bρ/2 ∩Ω.
Proof. We distinguish between two cases. If Bρ ⊂ Ω then the result follows by [7, Lemma 4.4].
It suffices to consider a supersolution of the form
v = Ueα(X
2−ρ2)
for a suitable α > 0. Thus we need only to consider the case Bρ \Ω 6= ∅. We will present here
a proof of this second case.
We recall that a domain Ω is smooth (C2,α) if, locally at its boundary, there exist diffeomor-
phisms (of class C2,α) between Ω and a half-space H = {X ∈ Rn : X1 > 0}. Fixing a point x0
close to the boundary and ρ small, we let F be such a diffeomorphism at Bρ ∩ Ω. Among the
possible choices of F, we assume here that F(x0) = 0, JF(x)ν = e1 for all x ∈ Bρ ∩ ∂Ω, and,
moreover, that there exists ε > 0 small such that for any 0 < r ≤ ρ it holds
(3.3) B(1−ε)r(x0)− x0 ⊂ F(Br(x0)) ⊂ B(1+ε)r(x0)− x0.
This is always true if ρ is sufficiently small and thus x0 sufficiently close to the boundary.
Under these assumptions, we let u¯(X) = u ◦ F−1(X). We find that u¯ verifies
(3.4)


−div(A∇u¯) + Mu¯ ≤ 0 in F(Bρ) ∩ H
u¯ ≤ U in F(Bρ) ∩ H
∂νu¯ ≤ 0 on F(Bρ) ∩ ∂H
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where A(X) = |det JF−1(X)|J−TF−1(X)J−1F−1(X) and JF−1(X) is the Jacobian matrix of the diffeo-
morphism F−1 at X = F(x). The matrix field A is regular (more precisely, C1,α) and positive-
definite at each point. We let
L = sup
X∈F(Bρ)∩H
|∇A(X)| and Λ = sup
X∈F(Bρ)∩H,|ξ|=1
A(X)ξ · ξ.
Observe that the constants L and Λ ultimately depend on Ω and, for x0 close to the boundary
and ρ small, L → 0 and Λ → 1, since the diffeomorphisms locally convergence to an isometry.
We look for a super-solution in B(1−ε)ρ(x0) ∩ H ⊂ F(Bρ) ∩ H of equation (3.4) of the form
v = Ueα(X
2−(1−ε)2ρ2)
with α > 0. Clearly we have 

v = U in ∂B(1−ε)ρ ∩ H
∂νv ≥ 0 on B(1−ε)ρ ∩ ∂H.
Concerning the differential equation, in order to have a super-solution in B(1−ε)ρ ∩ H we im-
pose
div(A∇v)−Mv =
{
2α [divA · X + n tr A] + 4α2AX · X−M
}
v
≤
{
2α
[
nL(1− ε)ρ + n2Λ
]
+ 4α2Λ(1− ε)2ρ2 −M
}
v ≤ 0.
If M is large enough, the inequality is verified by
α =
1
3(1− ε)ρ
√
M
Λ
.
By the comparison principle we find u¯ ≤ v in B(1−ε)ρ ∩ H. For all X ∈ F(Bρ/2(x0)) ∩ H ⊂
B(1+ε)ρ/2∩ H this inequality reads
u¯(X) ≤ Ue
1
3(1−ε)ρ
√
M
Λ
( 14 (1+ε)
2ρ2−(1−ε)2ρ2)
= Ue
− 3−10ε+3ε2
12(1−ε)
1√
Λ
ρ
√
M
= Ue−Cρ
√
M.
We conclude the proof transforming back to the original domain. 
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Lemma 3.4. For any i ∈ N, either w¯i ≡ 0 or

−di∆w¯i = (kiu¯−ωi)w¯i in {w¯i > 0} ∩Ω
w¯i = 0 on ∂{w¯i > 0} ∩Ω
∂νw¯i = 0 on {w¯i > 0} ∩ ∂Ω.
In particular, the measure µi is supported on ∂{w¯i > 0}.
Proof. Since w¯i is Ho¨lder continuous, the set {w¯i > 0} is relatively open in Ω. If it is not empty,
let x0 ∈ {w¯i > 0}. There exists r0 > 0 such that
w¯i(x) >
1
2
w¯i(x0) for all x ∈ Br0(x0) ∩Ω.
We need to show that
µi
(
Br0/2 ∩Ω
)
= 0.
As wi,n converges uniformly to w¯i, for n large enough we have that
wi,n(x) >
1
4
w¯i(x0) for all x ∈ Br0(x0) ∩Ω.
For n large, we sum all the components of system (1.1) for j 6= i. Letting hi,n = ∑j 6=i djwj,n, we
find that the estimate
− ∆hi,n = ∑
j 6=i
(−ωj + kun)wj,n− βn ∑
j 6=i
∑
k 6=j
ajkwj,nwk,n
≤ C(1− βnwi,n)hi,n ≤ C
(
1− 1
4
βnw¯i(x0)
)
hi,n
holds true in Ω, and in particular in Br0(x0) ∩Ω. Here C > 0 is a constant that can be chosen
independently of n. We now recall that, by Proposition 1.1, the sequence hi,n is bounded
uniformly in Ω. By Lemma 3.3 we find that there exist positive constants C,C′ such that, for n
large enough
hi,n(x) ≤ Ce−C′r0
√
βnw¯i(x0) for all x ∈ Br0/2(x0) ∩Ω.
As a result, we have that
sup
x∈Br0/2(x0)∩Ω
βn ∑
j 6=i
aijwj,nwi,n ≤ Cβne−C
′r0
√
βnw¯i(x0) → 0
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for n that diverges to→ +∞. We conclude the proof by plugging this estimate in the equation
satisfied by wi,n and taking the limit in n on the set Br0/2(x0) ∩Ω. 
We have established the limit equation satisfied by the densities w¯i. Using it, we can prove
that, in the limit of segregation, only a finite number of densities can persists. First we point
out that the sets {w¯i > 0} are relatively open subsets of Ω and they are also disjoint, thus
∑
i
|{w¯i > 0}| ≤ |Ω|.
Lemma 3.5. Assume that the limit w¯ has at least two non-zero components. Let i ∈ N stand for the
index of a component w¯i such that the area of the set {w¯i > 0} is at most equal to half of the area of Ω.
Then, it holds
|{w¯i > 0}|2/n ≥ C(Ω) diµλki − µωi
where C > 0 is a constant that depends only on Ω. Consequently, there exists Nˆ ∈ N such that at
most Nˆ components of w are non zero.
The previous statement gives already an a priori estimate on the number N¯. Indeed, it must
be
Nˆ ≤ C(Ω)
(
max
i
λki − µωi
diµ
) n
2
.
Proof. Let i ∈ N be fixed, we consider the function w¯i and the relatively open subset {w¯i > 0}
of Ω. Combining the previous results, we find that w¯i ∈ H10({w¯i > 0}) satisfies

−∆w¯i ≤ λki−µωidiµ w¯i in {w¯i > 0} ∩Ω
w¯i = 0 on ∂{w¯i > 0} ∩Ω
∂νw¯i = 0 on {w¯i > 0} ∩ ∂Ω.
Here we have used the fact that u¯ ≤ λ/µ pointwisely in Ω. For the function w¯i to be non zero,
it must be that
λ1({w¯i > 0}) ≤ λki − µωidiµ
where λ1 is the first eigenvalue of the Laplace operator in {w¯i > 0} with the same boundary
conditions of w¯i
λ1({w¯i > 0}) = min
u∈H10 ({w¯i>0})
∫
|∇u|2
/ ∫
u2.
28 HENRI BERESTYCKI AND ALESSANDRO ZILIO
Since by assumption |{w¯i > 0}| ≤ 12 |Ω|, by the relative Faber-Krahn inequality (see [5, Propo-
sition 2.3]), we find that
λ−11 ({w¯i > 0}) ≤ C(Ω) |{w¯i > 0}|2/n
which yields the desired inequality. 
Once we have shown that in the segregation limit only a finite number of components of
the vector w¯ can be non zero, we can reason in the same way as in [2, Theorem 6.3] in order
to give a more explicit, yet asymptotic, estimate on Nˆ, by means of Weyl’s asymptotic law for
the eigenvalues of the Neumann Laplacian . Indeed, we find
Lemma 3.6. Let (w, u¯) be any limit of solutions of (1.1) when β → +∞. Let Nˆ be the number of
components of w¯ that are not identically zero. It holds
Nˆ .
|Ω|(
pi
4
) n
2 Γ
(
n
2 + 1
) (max
i
λki − µωi
diµ
) n
2
for maxi
λki−µωi
diµ
→ +∞.
To conclude the proof of Theorem 1.2 we have to establish the uniform Lipschitz bounds
of the components wβ. For this result we need some properties on the structure of the limit
free-boundary. We thus consider now Theorem 1.3 and then come back later to conclude the
proof of Theorem 1.2.
4. Structure of the limit free-boundary problem - Proof of Theorem 1.3
We have shown that the limit segregation problem has at most a finite number of non-zero
components. We have also derived the limit equation satisfied by each non-zero component of
the limit system. In order to study the limit free-boundary, we need an additional result about
the complementary conditions.
Lemma 4.1. For every i ∈ N and every η ∈ H1(Ω) non negative test function, the following inequality
holds ∫
∇
(
diw¯i −∑
j 6=i
djw¯j
)
∇η ≥
∫ [
(−ωi + kiu¯)w¯i −∑
j 6=i
(−ωj + kju¯)w¯j
]
η.
PREDATOR-PREY (II): UNIFORM ESTIMATES 29
Proof. It suffices to consider the equation satisfied by the function diwi,n−∑j 6=i djwj,n and then
pass to the limit in n. We find
−∆
(
diwi,n −∑
j 6=i
djwj,n
)
= (−ωi + kiu¯n)wi,n−∑
j 6=i
(−ωj + kjun)wj,n + β ∑
j 6=i
∑
k 6=j,i
aj,kwj,nwk,n.
Let now η ∈ C∞(Ω) be a non-negative test function. Multiplying the previous equation by η
and integration by parts we find
∫
Ω
−∆η
(
diwi,n−∑
j 6=i
djwj,n
)
+
∫
∂Ω
∂νη
(
diwi,n−∑
j 6=i
djwj,n
)
≥
∫
Ω
[
(−ωi + kiu¯n)wi,n− ∑
j 6=i
(−ωj + kjun)wj,n
]
η.
We then pass to the uniform limit in n. To conclude, we recall that at the limit, only a finite
number of components of w¯ are non-zero, and these functions belong to H1(Ω). 
We are now in a position to invoke classical results on the regularity and the structure of
free-boundaries of segregation models. We have
Theorem 4.2. The common nodal set N := {x ∈ Ω : ∑i w¯i = 0} is a rectifiable set of Hausdorff
dimension n− 1. More precisely N can be written as the disjoint union of two sets, R and S, such that
R is relatively open and made of the union of a finite number of C1,α smooth sub-manifolds, while S is
a set of Hausdorff dimension n− 2. Moreover R meets orthogonally the boundary ∂Ω and N∩ ∂Ω is a
set of Hausdorff dimension n− 2, that can be decomposed as the disjoint union of a regular part (finite
union of C1,α smooth sub-manifolds of codimension 2) and a singular part.
Observe that the estimates of the codimension of the singular part, both inside of Ω and at
he boundary ∂Ω are in general sharp for this kind of free-boundary problems.
Proof. We can directly apply the results in [6, Theorem 16] and [10, Theorems 8.4 and 1.1] to
conclude about the structure of N ∩Ω.
Concerning the regularity of the common nodal set N at the boundary ∂Ω, we can proceed
similarly as in Lemma 3.3. Let x0 ∈ ∂Ω and let ρ > 0 be small enough, so that there exists a
C2,α diffeomorphisms F of Bρ(x0) ∩ Ω into Bρ ∩ H, where H = {X ∈ Rn : X1 > 0} is a half-
space. Again, among the possible choices of F, we assume here that F(x0) = 0, JF(x)ν = −e1
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for all x ∈ Bρ(x0) ∩ ∂Ω. Here JF(x) is the Jacobian matrix of F computed at x. We also assume
that ∂X1 JF−1(X) = 0 for all X ∈ Bρ ∩ {X ∈ Rn : X1 = 0}. We consider the system of inequalities
satisfied by wˆ = w¯ ◦ F and uˆ = u ◦ F. By extending evenly across Bρ ∩ ∂H the functions wˆ and
uˆ, we find that they solve the system


−didiv(A∇wˆi) ≤ |det JF−1|(−ωi + kiuˆ− µi)wˆi
−div
[
A∇
(
diwˆi −∑
j 6=i
djwˆj
)]
≥ |det JF−1|
[
(−ωi + kiuˆ)wˆi − ∑
j 6=i
(−ωj + kjuˆ)wˆj
]
in Bρ
−Ddiv(A∇uˆ) = |det JF−1|
(
λ− µuˆ−∑
i
kiwˆi
)
uˆ
where
A(X) :=


(
|det JF−1|J−TF−1 J−1F−1
)
(X1,X2, . . . ,Xn) for X ∈ Bρ ∩ {X ∈ Rn : X1 ≥ 0}(
|det JF−1|J−TF−1 J−1F−1
)
(−X1,X2, . . . ,Xn) for X ∈ Bρ ∩ {X ∈ Rn : X1 < 0}
and similarly for the other functions. Observe that A is a C1,α function (this is true thanks to
our assumptions on F and the regularity of the boundary of Ω). The validity of this system of
inequalities in Bρ can be shown following the same ideas as Lemmas 3.2, 3.4 and 4.1.
Let Nˆ be the common nodal set of the functions wˆ, Nˆ = {x ∈ Bρ : wˆ = 0}. Locally at the
point x0, the structure of the nodal set N is related to the of the nodal set of wˆ. We can then
apply the regularity theory developed in [10, Theorems 7.1 and 8.4] to conclude that Nˆ is a
rectifiable set.
We now show that, since the functions are symmetric with respect to the plane H, the
Hausdorff dimension of the set R ∩ ∂Ω is n − 2. Indeed, let us assume that x0 ∈ ∂Ω ∩N,
so that 0 ∈ Nˆ. We only need to consider the case in which 0 is in the regular part of Nˆ.
This implies in particular that there exists R > 0 such that Nˆ ∩ BR is a smooth surface of
codimension 1, symmetric with respect to the plane H. Since this is true for any point of the
regular part of Nˆ in H, we find the conclusion. 
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5. Maximal number of components - Proof of Theorem 1.5
We conclude by giving an extension of Lemma 3.5, in the same spirit of [2, Theorem 4.3].
We use the structure of the limit free-boundary to extend the upper-bound on the number of
non-zero components of w¯ also in the case of the system (1.1) with β finite but large.
The main difference with respect to [2, Theorem 4.3] is that here we do not assume any
a priori bound on the number N of non zero components. We can do this by exploiting the
uniform a priori estimate of Theorem 1.1. This is a delicate but technical detail that does not
change drastically the proof. Nevertheless, we have decided to include the proof here in an
abridged form, for the sake of completeness.
We start with a result stating that the zero solution v = (w, u) ≡ 0 is isolated. In particular, it
implies that any sequence of solutions vn = (wn, un) such that un → 0 uniformly, is eventually
constant and equal to the zero solution.
Lemma 5.1. There exists η > 0, independent of β and N, such that if v = (w, u) is a non negative
solution of (1.1) with 0 ≤ u < η in Ω, then v ≡ 0.
Proof. Let η = δ2, where δ > 0 is the constant in (1.2). Then δ2 ≤ ωi/ki for all possible choice
of coefficients. If u < η in Ω, then from (1.1) we find


−di∆wi =
(
−ωi + kiu− β ∑
j 6=i
aijwj
)
︸ ︷︷ ︸
<0
wi in Ω
∂νwi = 0 on ∂Ω
which yields wi ≡ 0 for all i. As a result, u solves the (logistic) equation


−D∆u = (λ− µu) u in Ω
∂νu = 0 on ∂Ω.
The maximum principle prescribes that the only non negative solutions of this equation are
u ≡ 0 and u ≡ λ/µ. Thus, again by (1.2), we conclude that it must be u ≡ 0. 
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We now show a similar result concerning the non zero solution. We prove that if a sequence
of solutions vn converge to a non zero limit v for βn → +∞, then, for βn large, the number of
non zero components of each vn must be at most the same of its limit.
Lemma 5.2. For any N ≥ 1 fixed, there exists β¯ = β¯(N) > 0 such that the following statement holds.
Let v = (w, u) be any solution of (1.3) such that w has N non zero components. Let vn = (wn, un) be
a family of solutions of (1.1) with βn → +∞ and such that wn → w component-wise in C0,α ∩H1(Ω),
un → u in C2,α(Ω). Whenever βn > β¯, wn has at most N non zero components.
Proof. We argue by contradiction, assuming that there exists a sequence of solutions vn such
that wn has at least N + 1 non zero components for all n ∈ N but converges to a limit v
such that w has only N ≥ 1 non zero components. We first observe that u, and thus un, is
necessarily strictly positive.
Up to striking out a subsequence, we relabel the components so that the first N components
of wn converge in C
0,α ∩ H1(Ω) to the non zero components of w, while the other components
converge to 0 and wN+1,n > 0 for all n. We consider the sequence of functions
w¯N+1,n =
wN+1,n
‖wN+1,n‖L∞(Ω)
.
These functions solve, for any n,
(5.1)


−dN+1∆w¯N+1,n =
(
−ωN+1 + kN+1un − β ∑j 6=N+1wj,n
)
w¯N+1,n in Ω
∂νw¯N+1,n = 0 on ∂Ω.
We recall that, by Theorem 1.1, un is uniformly bounded from above by λ/µ. We find that
∫
Ω
|∇w¯N+1,n|2 ≤ λkN+1 − µωN+1
µdN+1
|Ω| < 1
δ4
|Ω|.
This estimate, together with ‖w¯N+1,n‖L∞ = 1, implies that w¯N+1,n is uniformly bounded in
H1(Ω). Let w¯N+1 ∈ H1(Ω) be any weak limit of this sequence. The previous uniform estimates
and Sobolev’s embedding theorem assure us that w¯N+1,n → w¯N+1 strongly in Lp(Ω) for any
p < ∞. Moreover, from (5.1) we can show that w¯N+1 is not identically zero. Indeed, first we
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see that 

−dN+1∆w¯N+1,n ≤ (−ωN+1 + kN+1un) w¯N+1,n
∂νw¯N+1,n = 0 on ∂Ω.
Let gn ∈ H1(Ω) be a solution to

−dN+1∆gn + ωN+1gn = kN+1unw¯N+1,n
∂νgn = 0 on ∂Ω.
The comparison principle states that 0 ≤ w¯N+1,n ≤ gn. Standard regularity estimates give us
‖gn‖C0,α(Ω) ≤ C‖gn‖W2,p(Ω) ≤ C′‖w¯N+1,n‖Lp(Ω)
for any N/2 < p < ∞ and suitable C,C′ and α > 0. As a result, we have
1 = ‖w¯N+1,n‖L∞(Ω) ≤ ‖gn‖L∞(Ω) ≤ ‖gn‖C0,α(Ω) ≤ C′‖w¯N+1,n‖Lp(Ω).
Thus w¯N+1 is not identically zero. Let us use this information in order to reach a contradiction.
For any ε > 0, we consider the sets
Pε :=
{
x ∈ Ω :
N
∑
i=1
wi(x) > ε
}
.
Clearly one has that N ⊂ Ω \Pε and N = ∩ε>0(Ω \Pε) for ε small enough. We point out that,
if N = 1, then Pε = Ω. By the uniform convergence of (w1,n, . . . ,wN,n), we see that for any
ε > 0 there exists nε ∈ N such that
N
∑
i=1
wi,n(x) >
ε
2
∀x ∈ Ω ∩Pε, n ≥ nε.
Similarly, the compactness properties of the sequence w¯N+1,n insure us that for any ε > 0 small
enough there exists, for n ∈ N sufficiently large,
∫
Pε
w¯2N+1,n ≥
1
2
∫
Ω
w¯2N+1.
From (5.1), multiplying by w¯N+1,n and integrating by parts, we get
∫
Ω
[
dN+1|∇w¯N+1,n|2 + βn
(
N
∑
i=1
wi,n
)
w¯2N+1,n
]
≤
∫
Ω
(−ωN+1 + kN+1un)w¯2N+1,n.
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Thus, estimating from below and above the two sides, we obtain
εβn
4
∫
Ω
w¯2N+1 ≤ βn
ε
2
∫
Pε
w¯2N+1,n ≤ · · · ≤
λkN+1 − µωN+1
µ
|Ω|
for any ε > 0 and n ≥ nε. Thus we conclude that w¯N+1 ≡ 0, a contradiction. 
We are in a position to conclude the proof of Theorem 1.5
Proof. From Lemma 3.5 we know that, for β → +∞, any accumulation point v = (w, u) of
solutions of (1.1) has at most Nˆ ≥ 1 non zero components w. By the previous two results we
know that there exists β¯ = min{β¯(N) : N = 1, . . . , Nˆ} > 0 such that any solution vβ of (1.1)
with β > β¯
• is the zero solution vβ = (0, 0);
• has at most N¯ non zero components of wβ;
• converges component-wise to the solution (0, λ/µ), that is
lim
β→+∞
(
max
i=1,...,N
‖wi,β‖C0,α∩H1 +
∥∥∥∥uβ − λµ
∥∥∥∥
C2,α
)
= 0.
This concludes the proof of Theorem 1.5. 
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