Abstract. This article extends the results of Fang & Zeitouni (2012a) on branching random walks (BRWs) with Gaussian increments in time inhomogeneous environments. We treat the case where the variance of the increments changes a finite number of times at different scales in [0, 1] under a slight restriction. We find the asymptotics of the maximum up to an O P (1) error and show how the profile of the variance influences the leading order and the logarithmic correction term. A more general result was independently obtained by Mallein (2015b) when the law of the increments is not necessarily Gaussian. However, the proof we present here generalizes the approach of Fang & Zeitouni (2012a) instead of using the spinal decomposition of the BRW. As such, the proof is easier to understand and more robust in the presence of an approximate branching structure.
Introduction

The model
The tree underlying the branching process we are interested in can be described as follows. At time k = 0, there exists only one particle o, called the origin, and we set D 0 {o}. At time k = 1, there are b = 2 particles and each of them is linked to o by an edge. Denote by D 1 the set of particles at time 1. At time k = 2, there are four particles, two of which are linked to the first particle in D 1 and the other two are linked to the second particle in D 1 . The set of particles at time 2 is denoted by D 2 . The tree is defined iteratively in this manner up to time k = n, where D k denotes the set of all particles at time k and |D k | = 2 k . Figure 1 illustrates the tree structure.
For all v ∈ D n , we denote by v k the ancestor of v at time k, namely the unique particle in D k that intersects the shortest path from o to v. The branching time ρ(u, v) is the latest time at which u, v ∈ D n have the same ancestor. Formally, ρ(u, v) max{k ∈ {0, 1, ..., n} : u k = v k }. In the standard branching random walk (BRW) setting, i.i.d. Gaussian random variables N (0, σ 2 ) are assigned to each branch of the tree structure and the field of interest is {S v } v∈Dn , where S v is the sum of the Gaussian variables along the shortest path from o to v. In the time-inhomogeneous context, the variance of the Gaussian variables depends on time. The following definition and the results of this paper are easily extended to BRWs with other branching factors b ∈ N. Definition 1.1. The (σ, λ)-BRW of length n is a collection of positively correlated random walks {{S v (t)} n t=0 } v∈Dn defined by By convention, summations are zero when there are no indices. To avoid trivial corrections in the proofs, always assume, without loss of generality, that t i λ i n ∈ N 0 for all i ∈ {0, 1, ..., M }. Hence, the floor functions can be dropped in (1.1). For simplicity, we set S v S v (n). The first order of the maximum for the (σ, λ)-BRW is merely the solution to an optimization problem involving the concave hull of J σ 2 (·), which we denote byĴ σ 2 . We refer the reader to Ouimet (2014) for a detailed heuristic and a rigorous proof, and to Arguin & Ouimet (2016) for the same results in the context of the scale-inhomogeneous Gaussian free field. By definition, the graph ofĴ σ 2 is an increasing and concave polygonal line, see Figure 2 below for some examples. 
Main result
Figure 2: Examples of J σ 2 (closed lines) andĴ σ 2 (dotted lines).
It is easy to see that there exists a unique non-increasing left-continuous step function s →σ(s) such that
The scales in [0, 1] whereσ jumps are denoted by
where m ≤ M . As we will see in Theorem 1.4, the effective scale parameters λ j and the effective variance parametersσ(λ j ) are the only parameters needed to fully determine the first and second order of the maximum for inhomogeneous branching random walks.
To be consistent with previous notations, we setσ j σ(λ j ) and t j λ j n. We write ∇ j for the difference operator with respect to the index j. When the index variable is obvious, we omit the subscript. For example, ∇t j = t j −t j−1 .
To simplify the presentation of the proof of the main theorem, we impose a restriction on the variance parameters.
Restriction 1.2. If J σ 2 and Jσ2 coincide on a subinterval of [λ j−1 , λ j ] for some j, then they must coincide everywhere on [λ j−1 , λ j ]. Remark 1.3. Note that J σ 2 and Jσ2 can still coincide at isolated points in (λ j−1 , λ j ) when they do not coincide everywhere in that interval. The union of all the scales λ j and all the isolated points where J σ 2 and Jσ2 coincide form a subset of the scale parameters, say {λ i d } 0≤d≤p , where m ≤ p ≤ M . Figure 2 , the two models at the top satisfy Restriction 1.2, but the two models at the bottom do not. For the top models, the sets of scales described in Remark 1.3 are respectively {λ 0 , λ 3 , λ 5 , λ 6 , λ 7 } and {λ 0 , λ 3 , λ 5 , λ 7 }.
For example, in
The main result of this paper is the derivation of the second order of the maximum (up to an O P (1) error) for the (σ, λ)-BRW of Definition 1.1, under Restriction 1.2. This was an open problem in Fang & Zeitouni (2012a) .
where δ j 1 when J σ 2 and Jσ2 coincide on [λ j−1 , λ j ], and δ j 0 otherwise.
This theorem was proved in Fang & Zeitouni (2012a) for the case M = 2 and λ 1 = 1/2. Note that Restriction 1.2 is always satisfied when M = 2.
Related works
The first order of the maximum (without restriction),
was proved in Section 2 of Ouimet (2014) for the (σ, λ)-BRW and in Arguin & Ouimet (2016) for the analogous model of scale-inhomogeneous Gaussian free field (GFF). The proofs rely on an analysis of so-called "optimal paths" showing where the maximal particle must be at all times with high probability. These paths were found by a first moment heuristic and the resolution of a related optimisation problem (using the Karush-Kuhn-Tucker theorem). The more involved question of finding the second order of the maximum was first solved by Fang & Zeitouni (2012a) for the case M = 2 and λ 1 = 1/2, and later by Mallein (2015b) , when the law of the increments changes a finite number of times but is not necessarily Gaussian. In his proof, Mallein develops a time-inhomogeneous version of the spinal decomposition for the BRW. The argument presented in this paper was first developed, without the knowledge of Mallein's results, in Section 2.4 of Ouimet (2014) and instead generalizes the approach of Fang & Zeitouni (2012a) . The proof rely on the control of the increments of high points at every effective scale λ j .
One shortfall of the spinal decomposition is that it completely relies on the presence of an exact branching structure. Specifically, a crucial step in Mallein (2015b) is the proof of a time-inhomogeneous version of the classical many-to-one lemma, which is a direct consequence of his comparison between the size-biased law of the BRW (the usual change of measure) and a certain projection of a law on the set of planar rooted marked trees with spine.
In contrast, our method can be adapted to a number of cases where the branching structure is only approximate. For instance, although no explicit proof is written down, it can be applied to prove the second order of the maximum for the scale-inhomogeneous GFF of Arguin & Ouimet (2016) . The model differs from the time-inhomogeneous BRW in two ways :
1. The branching structure is inexact since the correlation between say two particles u and v at a fixed distance (analogue to the branching time ρ(u, v)) is dependent on their position in the domain of the field. 2. At a given scale, the variance of the increments of the field decays near the boundary of the domain. In the context of the BRW, this means that at a given time, the branching law would depend on the position of each particle's ancestors in the tree.
The recent developments in the study of show that approximate branching structures are present in a huge variety of models. Hence, the approach of this paper might become relevant in applications beyond the study of "pure" BRW.
For other recent and relevant results on branching processes in timeinhomogeneous environments, the reader is referred to Bovier & Hartung (2014 ; Bovier & Kurkova (2004a,b) ; Fang & Zeitouni (2012b) ; Maillard & Zeitouni (2016); Mallein (2015a); Mallein & Piotr (2015) .
Proof of the main result
Preliminaries
For all v ∈ D n and k, l ∈ {1, ..., M }, we can compute from Definition 1.1 :
The variance of the increments in (2.1) will be used repeatedly during the proofs in conjunction with the following lemma.
Lemma 2.1 (Gaussian estimates, see e.g. Adler & Taylor (2007) ). Suppose that Z ∼ N (0, σ 2 ) where σ > 0, then for all z > 0,
The particle achieving the maximum of the BRW at time n act like a Brownian bridge around the maximum level on all the intervals [t j−1 , t j ] where J σ 2 (·/n) and Jσ2(·/n) coincide. The extra log terms in Theorem 1.4 (when δ j = 1) compensate for the "cost" of the Brownian bridge to stay below a certain logarithmic barrier. The sets A l below identify the indices j of these intervals up to scale λ l . The sets T l consist of the effective times t j , 1 ≤ j ≤ l, and the integer times in [t j−1 , t j ], j ∈ A l , where a Brownian bridge estimate will be needed. More precisely, for all l ∈ {1, ..., m},
Let ϑ k ∈{1, ..., m} be the index such that
.., n}, the concave hull of the optimal path for the maximum is
where g √ 2 log 2, as in Theorem 1.4. We refer the reader to Ouimet (2014) or Arguin & Ouimet (2016) for a first moment heuristic. Note that M n and the optimal path coincide on T m , see Figure 3 for an example of M n under Restriction 1.2.
Figure 3: Example of the path M n,x on the set T m (in bold), the optimal path (thin line) and its concave hull M n (dotted line).
For all k ∈ T m , define the logarithmic barrier as
For all x > 0, denote
Let us now define precisely what is meant by a Brownian bridge.
Definition 2.2 (Discrete Brownian bridge). Let 0 ≤ λ < λ ≤ 1 be such that λn, λ n ∈ N 0 and σ > 0. The discrete σ-Brownian bridge on the interval
Here are relevant examples of discrete Brownian bridges constructed from a discrete random walk.
Lemma 2.3. Let v ∈ D n and j ∈ A m . Then, the centered Gaussian vector
is independent of {S v (i )} i ∈(t j−1 ,t j ) and defines a discreteσ j -Brownian bridge under Definition 2.2. Similarly, when l ∈ A m and t l−1 < k ≤ t l , the centered Gaussian vector
is independent of {S v (i )} i ∈(t l−1 ,k) and defines a discreteσ l -Brownian bridge.
Proof. We only prove (2.4) since the proof of (2.5) is totally analogous.
The first claim follows since {B j v,i } i∈{t j−1 ,...,t j } and {S v (i )} i ∈(t j−1 ,t j ) form a Gaussian vector together. For the second claim, we need to verify (a) and (b) in Definition 2.2 :
j . This ends the proof of the lemma.
Finally, to estimate the probability that a discrete Brownian bridge stays below a logarithmic barrier such as the one defined in (2.3), we adapt Proposition 1' of Bramson (1978) .
Lemma 2.4 (Discrete Brownian bridge estimates). Let 0 ≤ λ < λ ≤ 1 be such that λn, λ n ∈ N 0 and σ > 0. Let (B k ) λ n k=λn be a discrete σ-Brownian bridge on the interval [λn, λ n]. For any constant D = D(λ, λ , σ) > 0 and the logarithmic barrier
there exists a constant C = C(D, σ) > 0 such that for all z > 0 and all n ∈ N,
In order to prove Lemma 2.4, we first need to prove that a random walk with Gaussian increments stays below the first part of the logarithmic barrier b(·) + z with probability O(n −1/2 ). This is achieved through the following lemma, which is the analogue of Proposition 1 in Bramson (1978) .
Lemma 2.5. Let σ > 0 and let (S k ) t k=0 be a discrete random walk with N (0, σ 2 ) increments and S 0 0. For any constant D = D(λ, λ , σ) > 0 and the logarithmic barrier
there exists a constant C = C(D, σ) > 0 such that for all z > 0 and all t ∈ N,
Remark 2.6. Throughout the proofs of this article, c, C, C, etc., will denote positive constants whose value can change from line to line and can depend on the parameters (σ, λ). For simplicity, equations are always implicitly stated to hold for n large enough when needed.
Proof. Let z > 0 and t ∈ N. When t = 1, the statement is trivially satisfied with C ≥ 1. Therefore, assume C ≥ 1 and t ≥ 2 for the rest of the proof. Let q t = D log t and for all x > 0, let
We bound the first probability in (2.6) using a standard gambler's ruin estimate. Indeed, from Theorem 5.1.7 in Lawler & Limic (2010) , there exists a constant C = C (σ) > 0 such that for all z > 0 and all t ∈ N,
We proceed to the individual summands in (2.6). The strong Markov property for the random walk implies
Now, for the first summation in (2.8), we have
We applied the estimate (2.7) to both terms on the second line and we used the fact that (z + i + 2)/(z + i + 1) ≤ 2 for all (z, i) ∈ (0, ∞) × N to obtain the last inequality.
For the second summation in (2.8), we can use an estimate closely related to the first hitting time distribution in the gambler's ruin problem. Indeed, from Lemma 3 in Mogul'skiȋ (2009), there exists a constant C = C (σ) > 0 such that for all x > 0 and all j ∈ N,
Using successively (2.10), the gambler's ruin estimate (2.7), the change of variable j = t − j and the fact that s → s −1/2 is decreasing, we have
From (2.8), (2.9) and (2.11), we deduce
for a certain constant C = C (σ) > 0, since t −1/2 ≤ e −i/(2D) for all i ≤ q t .
Note that (z + i + 1) ≤ (z + 1)(i + 1) for all i ≥ 0. Therefore, by applying (2.12) and (2.7) in (2.6), we get
The conclusion holds since
Now, the proof of Lemma 2.4 is exactly the same (except in discrete time) as the proof of Proposition 1' in Bramson (1978) for the case s 0 = t. We give the details for completeness.
Proof of Lemma 2.4. Without loss of generality, assume that λ = 0, λ = 1 and n/3 ∈ N. Let (B k ) n k=0 be a discrete σ-Brownian bridge and let (S k ) n k=0 be a discrete random walk with N (0, σ 2 ) increments and S 0 0. Denote by P b 1 , P b 2 and P b 3 , the sets of discrete paths in {0, 1, ..., n} lying below the barrier b(·) + z on the sets {0, ..., n/3}, {n/3, ..., 2n/3} and {2n/3, ..., n} respectively. Using the Markov property of B and S,
By the symmetry of b(·) around n/2, both integrals are exactly the same. Thus, the right-hand side is equal to
The conclusion follows directly from Lemma 2.5.
Why Restriction 1.2 ?
Let π j ∈ {0, 1, ..., M } denote the indice such that λ π j = λ j . When the continuous and piecewise linear functions J σ 2 and Jσ2 coincide on a subinterval of [λ j−1 , λ j ], they either coincide 1. everywhere on [λ j−1 , λ j ]; 2. everywhere on the left and right end, meaning on [λ j−1 , λ π j−1 +1 ] and [λ π j −1 , λ j ] respectively, but not somewhere in (λ π j−1 +1 , λ π j −1 ); 3. everywhere on the left end, but not on the right end; 4. everywhere on the right end, but not on the left end.
Imposing Restriction 1.2 means that we only deal with the first case. The only reason we do this is to avoid overburdening the notation in the proof of Theorem 1.4 by dividing each interval [t j−1 , t j ], j ∈ A m , in three parts like we did in the proof of Lemma 2.4.
From Lemma 2.5, the probability that the left (resp. right) end of a Brownian bridge stays below the left (resp. right) end of the logarithmic barrier b(·) + z is O(n −1/2 ). The probability that the middle part of the Brownian bridge stays below the middle part of the logarithmic barrier is O(1). Thus, it should now be obvious how to modify the statement of Theorem 1.4 when there is no restriction. Simply replace 2 · δ j by δ left j + δ For confirmation, the reader is referred to Theorem 1.4 in Mallein (2015b) , where a more general statement is given.
Second order of the maximum and tension
Theorem 1.4 is a direct consequence of Lemma 2.7, which proves the exponential decay of the probability that the recentered maximum is above a certain level, and Lemma 2.9, which shows the corresponding lower bound. 
2).
There exists a constant C = C(σ, λ) > 0 such that for all x > 0,
for n large enough, where δ j 1 {j∈Am} .
The proof of Lemma 2.7 is separated in two parts with a technical lemma in between them (Lemma 2.8).
Proof of Lemma 2.7 (first part). Define the set of particles that are above the path M n,x at time k :
The idea of the proof is to split the probability that at least one particle at time n exceeds M n,x (n) by looking at the first time k ∈ T m when the set H k,n,x is non-empty. Using sub-additivity, we have the following upper bound on the probability of the lemma :
We only discuss the case k > t 1 from hereon. The case k ≤ t 1 is easier (there is no conditioning in (2.14)), so we omit the details. Fix l ∈ {2, ..., m} and t l−1 < k ≤ t l for the remaining of the proof. By conditioning on the event
the probability in the maximum in (2.13) is equal to
where f v is the density function of (S v (t 1 ), ..., S v (t l−1 )). Now, make the convenient change of variables
By the independence of the increments, the density of the vector (S v (t j ))
is the product of the densities of the Y v,j 's, namely
Since V (Y v,j ) = V ∇S v (t j ) =σ 2 j ∇t j , we can bound each density :
We deduce that the integral in (2.14) is smaller than
From Lemma 2.3, we know that for all j ∈ A l−1 , the process
is independent of {S v (i )} i ∈(t j−1 ,t j ) and defines a discreteσ j -Brownian bridge. Similarly, when l ∈ A m , the process
is independent of {S v (i )} i ∈(t l−1 ,k) and defines a discreteσ l -Brownian bridge. Using the independence of S v (k) − S v (t l−1 ) with respect to (S v (t j )) l−1 j=1 and the processes in (2.16) and (2.17), we get
(2.18)
We bound (1) using a Gaussian estimate, and (2) j and (3) using the Brownian bridge estimates of Lemma 2.4. We pause the proof of Lemma 2.7 to state and prove these bounds in Lemma 2.8.
Lemma 2.8. Let l ∈ {2, ..., m} and t l−1 < k ≤ t l . As in (2.14), we make the change of variables
In (2.18), there exist constants C, D > 0, only depending on (σ, λ), such that for n large enough,
where
when l ∈ A m and
and
if l ∈ A m and
Use successively x l−1 ≤ M n,x (t l−1 ) from (2.14), the definition of M n in (2.2), the fact that b n,x (k) ≥ x and x → (log x)/x is decreasing for x ≥ e, to show
Plugging inequality (2.24) in (2.23) and using the definition of b n,x from (2.3) and the fact that M n,x (t l−1 ) − x l−1 = x − l−1 j=1 y j , we have
Note that the last inequality is an equality with C = C whenever k −t l−1 ≥ e. When k − t l−1 ∈ {1, 2}, taking C = e 3/2 · C is sufficient to "absorb" the terms that do not cancel out exactly.
Proof of inequality (2.21). Let j ∈ A l−1 and define
We have
Now, bound the braces using (x j−1 − M n (t j−1 )) ∨ (x j − M n (t j )) ≤ x from the integration limits of x j−1 and x j in (2.14). The quantity between the brackets is zero because M n is affine on [t j−1 , t j ]. Consequently,
Since (2) j P(B j v,i < z i,j , t j−1 < i < t j ), where B j v is a discreteσ j -Brownian bridge on [t j−1 , t j ], the conclusion follows from Lemma 2.4 and (2.25).
Proof of inequality (2.22). Assume l ∈ A m and (t l−1 + t l )/2 < k ≤ t l . The other cases are trivial because (3) is a probability. Now, define
Similarly to the proof of (2.21), the path M n is affine on [t l−1 , t l ] ⊇ [t l−1 , k] and x l−1 − M n (t l−1 ) ≤ x from the integration limits of x l−1 in (2.14), so
In order to use Lemma 2.4, it remains to show that the first two terms in (2.26) are bounded by an appropriate logarithmic barrier. Assume for now that k = t l . There are three cases to consider.
Using all this (in that order), we get
By the same reasoning as in Case 2 (without i − t l−1 ≤ t l − i), we get
Finally, when k = t l , the inequalities (2.27), (2.28) and (2.29) are trivial because b n (k) = 0. Therefore, applying all three inequalities in (2.26), there exist appropriate constants D, D > 0, depending only on (σ, λ), for which
We used l−2 j =1 y j ≤ x from the integration limits of y l−2 in (2.15) to get the last inequality. When l ∈ A m , recall that (3) P(B v,i < z i , t l−1 < i < k), where B v is a discreteσ l -Brownian bridge on [t l−1 , k]. Applying Lemma 2.4 yields the conclusion.
Proof of Lemma 2.7 (last part). By applying Lemma 2.8 in (2.18), the integral in (2.15) is smaller than
for an appropriate constant D = D(σ, λ) > 0. To obtain (2.30), the terms (∇t j ) in (2.15) canceled with the factors 1/(∇t j ) in (2.21), for all j ∈ A l−1 . Similarly, the term (k − t l−1 ) in (2.20) canceled with the factor 1/(k − t l−1 ) in (2.22), when l ∈ A m and (t l−1 + t l )/2 < k ≤ t l . To bound the integral in (2.30), it is crucial to observe that the brackets in the exponentials are always strictly positive becauseσ 1 >σ 2 > ... >σ m by definition. Denote these brackets by β j,l , 1 ≤ j ≤ l − 1. We evaluate the integral iteratively. Note that l−2 j=1 y j ≤ x and l−3 j=1 y j ≤ x from the integration limits of y l−2 and y l−3 in (2.30). By integrating by parts, it is easy to show that the first integral (from the interior) have the property
for any exponent a ∈ N 0 . Therefore, iterating this reasoning in (2.30) gives
Applying this bound in (2.13) yields the conclusion since
This ends the proof of Lemma 2.7.
Lemma 2.9 (Lower bound). Let {S v } v∈Dn be the (σ, λ)-BRW at time n of Definition 1.1, under Restriction 1.2. Recall the definition of M n from (2.2). For all ε > 0, there exists K ε > 0 such that for all n ∈ N,
Proof. Let S n max v∈Dn S v . From Theorem 1 of Fang (2012), we know that the family {S n − Med(S n )} n∈N is tight, that is for all ε > 0, there exists K ε > 0 such that for all n ∈ N,
(2.31)
We claim that there exist c, C > 0 and n 0 , n 0 ∈ N such that
Otherwise, by (2.31), for each choice of c, C > 0, there would exist a subsequence {n i } i∈N such that
which is impossible. If the left side of (2.32) was satisfied for some constants c, C > 0, we could define K ε K ε + C + K c , and (2.31) would give
and the proof of the lemma would be over. To conclude, it remains to show the left side of (2.32). We now use Restriction 1.2. Recall from Remark 1.3 that {λ i d } 0≤d≤p is the union of all the scales λ j and all the isolated points where J σ 2 and Jσ2 coincide. By independence of the increments, the left side of (2.32) is satisfied if there exist constants c, C > 0 such that The usual trick to prove a lower bound in the BRW setting is the PaleyZygmund inequality. If we naively try to apply the Paley-Zygmund inequality to the number of particles that stay above the optimal path, the method will not work because the correlations of the BRW inflate the second moment too much, see (2.36). Instead, we need to add a barrier condition that eliminates the overly large number of particles that are too far off the optimal path during their lifetime. For simplicity, we omit the superscript i 1 for S i 1 v in the remaining of the proof. Define S v S v (t 1 ) and let
where s k,n (x) is a path leading to x ∈ R and f k,n is a concave barrier. The definition we give to s k,n could seem strange at first, but is actually quite natural. It is argued in Arguin & Ouimet (2016) and proved in Appendix A of Ouimet (2014) that the log-number of particles that are above the path
during their lifetime is asymptotically the same as the log-number of particles above x at time t 1 . In particular, for particles reaching x = M n (t 1 ) at time t 1 , this path is optimal (for the first order). The barrier is
where the constant C f > 0 will be chosen large enough later in the proof. The exponent 2/3 is not essential here (any exponent in (1/2, 1) works), but this definition is useful for the Gaussian estimates. Under assumption (2.34), the Paley-Zygmund inequality yields that the probability in (2.33) (when d = 1) is bounded from below by P max
for some constants c , C > 0.
Lower bound on the first moment
By the linearity of expectation, we have the lower bound 37) provided that there exist constants c 1 , c 2 > 0 such that
To show (1), observe that V (S v (k)) = J σ 2 (k/n)n and V (S v ) = J σ 2 (λ 1 )n from (2.1), so the independence between S v (k) and
To show (2), note that M n (t 1 ) = gσ 1 t 1 − 1 2σ 1 g log(t 1 ), under assumption (2.34), and V (S v ) =σ 2 1 t 1 . Therefore,
, by the independence in (1), and thus
Then, sub-additivity followed by Gaussian estimates yield
By considering the cases 0 < k ≤ t 1 and t 1 < k < t 1 separately, the last sum is bounded from above by
For C f large enough, this is strictly smaller than 1/2, independently of n, which proves (3).
Upper bound on the second moment
To estimate the second moment, we split E (N n ) 2 according to the branching time ρ(u, v) max{r ∈ {0, 1, ..., t 1 } : u r = v r } of each pair of particles :
When ρ(u, v) = 0, the processes {S u (k)} k and {S v (k)} k are independent. Therefore, in the case r = 0, the second sum above is bounded by (E [N n ]) 2 by adding the missing terms. In the case r = t 1 , the second sum is equal to E [N n ] because u and v coincide. In the remaining cases 0 < r < t 1 , the increment S v − S v (r) is independent of {S u (k)} k , and S u (k) = S v (k) for all k ≤ r. Therefore, E (N n ) 2 is bounded from above by
r=1 u,v∈D t 1 ρ(u,v)=r P S u ∈ I n and S u (k) ∈ I k,n (S u ) for all 0 < k < t 1 (2.38)
There are at most 2 t 1 · 2 t 1 −r pairs (u, v) ∈ D 2 t 1 with branching time equal to r, so the double sum in (2.38) is bounded from above by It remains to estimate the probabilities (♠) r in (2.39). From (2.1), we know that V (S v − S v (r)) = J σ 2 (r/n, λ 1 )n for all v ∈ D t 1 . In the case 0 < r ≤ t 1 , we have f r,n = C f (σ 2 1 r) 2/3 . Thus, for x ∈ I n , (♠) r = x−Ir,n(x) e − 1 2 z 2 J σ 2 (r/n,λ 1 )n 2πJ σ 2 (r/n, λ 1 )n dz ≤ 2f r,n e − 1 2 (M n (t 1 )−sr,n(M n (t 1 ))−fr,n) 2 J σ 2 (r/n,λ 1 )n J σ 2 (r/n, λ 1 )n ≤ C r 2/3 2 J σ 2 (r/n, λ 1 )n e C f (σ 2 1 r) 2/3 g −1σ 1 (2.40) ≤ C r 2/3 2 −(t 1 −η 1 r) e C r 2/3 . (2.41)
To obtain the last bound, we use two crucial observations. Since the function x → (log x)/x is decreasing for x ≥ e, the ratio of the exponential over the square root in (2.40) is bounded by a constant independent of r and n. Also, under assumption (2.34) and for 0 < r ≤ t 1 , J σ 2 (r/n, λ 1 )t 1 J σ 2 (λ 1 ) = t 1 − 1 r/n J σ 2 (r/n) Similarly, in the case t 1 < r < t 1 , we have f r,n = C f (J σ 2 (r/n, λ 1 )n) 2/3 . Thus, for x ∈ I n , (♠) r = x−Ir,n(x) e − 1 2 z 2 J σ 2 (r/n,λ 1 )n 2πJ σ 2 (r/n, λ 1 )n dz ≤ 2f r,n e − 1 2 (M n (t 1 )−sr,n(M n (t 1 ))−fr,n) 2 J σ 2 (r/n,λ 1 )n J σ 2 (r/n, λ 1 )n ≤ C 2 (J σ 2 (r/n, λ 1 )n) −1/6 e C f (J σ 2 (r/n,λ 1 )n) 2/3 g −1σ 1
(2.42) ≤ C 2 −η 2 (t 1 −r) (J σ 2 (r/n, λ 1 )n) 2/3 e C (t 1 −r) 2/3 . (2.43) Again, to obtain the last bound, we use two crucial observations. The first exponential in (2.42) is bounded by C(J σ 2 (r/n, λ 1 )n) 1/2 , where C is independent of r and n, using the fact that x → (log x)/x is decreasing for x ≥ e.
Also, under assumption (2.34) and for t 1 < r < t 1 , J σ 2 (r/n, λ 1 )t 1 J σ 2 (λ 1 ) = 1 λ 1 −r/n J σ 2 (r/n, λ 1 )
where η 2 is the minimum of the last ratio with respect to r ∈ {t 1 , ..., t 1 − 1}. Note that η 2 > 1 independently of r and n, see Figure 4 above. By combining the bounds on (♠) r in (2.41) and (2.43), the sum in (2.39) is bounded from above by 
2
(1−η 2 )(t 1 −r)+o(t 1 −r)   ≤ C where η 1 < 1 and η 2 > 1 independently of r and n. By applying this bound in (2.39) and back in (2.38), we have This ends the proof of Lemma 2.9.
