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I. INTRODUCTION
T HE MICROCELL structure of future wireless communication systems and limited capacity of batteries in portable receivers will put growing demand on using very low transmitted signal power. This requirement creates the necessity of using very powerful codes, capable of operating under such difficult conditions. One of the most interesting solutions is turbo coding, an approach to channel coding introduced in 1993 by Berrou et al. [1] , which is capable of operating very close to the Shannon channel capacity limit. Unfortunately, the very operating region of turbo codes renders the synchronization of the signal difficult, since the quality of the estimates decreases with the low signal-to-noise power ratio (SNR). Therefore, any implementation of turbo codes in real systems involves a tradeoff between the decreasing signal energy and the increasing complexity of the synchronization units.
One of the parameters that needs to be estimated prior to decoding is timing offset, which occurs with the transmission delay and nonperfect sampling unit. One of the earliest papers dealing with the problem is [2] , where the timing recovery is limited to the frame synchronization, i.e., the sampling offset is assumed to be perfect. The author uses a novel approach of monitoring soft bit output of the component maximum a posteriori (MAP) decoders to acquire the frame synchronization but the paper concentrates mostly on implementation issues.
Another approach is presented in [3] , where authors present a timing offset tracking algorithm using the conventional early-late gate (with the assumption of the initial perfect timing) with no tentative decisions from the turbo decoder.
In [4] , we presented the modeling of the Gaussian timing error influence on the bit-error performance of the turbo code, together with a simple improvement of the decoding algorithm. The introduction to the modeling of the the frame synchronization error and the coarse timing offset synchronization algorithm was presented in [5] and further extended in [6] .
Finally, in [7] , three timing recovery methods for turbo-coded magnetic recording channels are presented. Similar to [3] , no turbo code properties are used by the algorithms.
In this paper, we attempt to provide a general framework for analysis of the timing offset influence on turbo codes. First, we derive a tool for modeling bit-error rate (BER) decrease with nonperfect timing synchronization which agrees very well with the simulation results. In the following sections, we present an approximation of the output of a typical nonmodified turbo component decoder when the timing offset is not fully compensated. It is shown that the soft extrinsic output of a turbo decoder can be used to determine the quality of synchronization, facilitating the additional improvement on signal recovery. The proposed model is relatively easy to extend to situations when the phase offset is not fully compensated (see [8] ) or the channel characteristics are not perfectly estimated (e.g., the signal-to-noise mismatch [9] ).
Finally, based on the derived model, we propose a symbol synchronization unit which uses the soft bit statistics to improve the timing recovery. Since the proposed synchronizer uses only the knowledge of the code structure, there is no need for trans-0090-6778/02$17.00 © 2002 IEEE mitting additional pilot symbols which saves bandwidth. Moreover, since the turbo-decoder algorithm is not changed, it is possible to use the existing decoder structures without any structural changes to their hardware implementations.
II. SYSTEM MODEL
The system studied in this paper consists of a typical parallel turbo encoder with two recursive systematic convolutional (RSC) encoders [ ] connected by a pseudorandom interleaver of size . The streams of systematic bits and parity bits are transformed into the antipodal format 1, punctured, if necessary, to rate and joined to form complex code symbols . The exact mapping of the and bits to code symbols depends on the rate of the code, but since it has no influence on timing recovery, it will not be discussed here. The code symbols are then pulse shaped using a band-limited signal pulse with unit energy, and the resulting baseband signal is transmitted over an additive white Gaussian noise (AWGN) channel with noise variance per dimension equal to . Assuming the constant timing offset , the received complex baseband signal can be expressed as (1) where is the signal energy, is the symbol period, and is the white noise. The signal is then sampled (with arbitrary rate 1/ fulfilling the sampling criterion), filtered by a matched filter, down sampled to the symbol rate 1/ , and normalized resulting in (2) where is the filtered noise and is defined as
We assume that the convolution in (3) fulfills the Nyquist criterion for the removal of the intersymbol interference (ISI), i.e., only for . For strictly band-limited signal and infinite length of summation [due to infinite support of ], (2) is equivalent to an analog matched filter. In practical applications, however, the pulse shape is time limited, which introduces some marginal ISI, not modeled in this work. Moreover, we assume that the timing offset remains constant throughout the frame and changes only between the frames. Since in the majority of the existing applications the frame length is much shorter than the timing offset fluctuation period, this assumption introduces little penalty.
III. MODELING OF TIMING OFFSET
Rewriting (2) yields (4) where is a real scaling factor caused by the nonideal sampling instant. Exact modeling of the ISI distortion distribution [the summation in (4)] is rather difficult, but it can be shown empirically (see [8] ) that for low SNR values, the complex noise process can be modeled as Gaussian as well. This is due to the fact that the channel noise power in this case is so large that it effectively masks the ISI as long as its distribution is symmetrical around zero. The variance of for Nyquist pulses with transfer function and no phase error is then given [10] by (5) where (6) Note that (6) is based on the assumption that the symbols transferred over the channel are uncorrelated. Since the signal is coded, the assumption is not true. However, the resulting error is negligible.
IV. TURBO DECODING WITH A TIMING OFFSET
When a timing error occurs, the signal energy decreases and the noise variance increases. These effects will cause the effective SNR to be given as
Such a decrease will be reflected in the BER performance as the following example shows. The timing error was modeled as an independent, zero-mean, Gaussian distributed process with a standard deviation . Each packet arriving at the turbo decoder was sampled with a timing offset according to the above distribution. The turbo decoder [provided with the channel information reflecting the modified SNR ] proceeded then with the normal operation. This way, BER curves for different timing errors were produced. Next, "semianalytical" results were calculated with the empirical performance function of the perfectly synchronized turbo decoder BER . For each timing offset, the effective SNR was obtained, and the corresponding BER SNR calculated. The resulting BER value was then weighted by the normal probability distribution of timing offset . The resulting averaged BER can be formally described as (8) As can be seen in Fig. 1 , the curves corresponding to the model are almost identical to the "semianalytical" ones which confirms the proposed model (except for the large error deviation which causes frame synchronization problems). 
V. ANALYSIS OF THE BCJR ALGORITHM

A. Algorithm Summary
After synchronization, the turbo-encoded signal is decoded using the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [11] , which calculates the extrinsic information values as (9) where the values are the probabilities of arriving at trellis state with forward transitions, the values are the probabilities of arriving at trellis state with backward transitions, and values are the extrinsic probabilities of transitions between states and . The summations are performed over state transitions corresponding to data bit , and state transitions corresponding to data bit , respectively. The exact derivation of the terms from (9) can be found in the literature (see [11] , [12] , and others). Here, we will just use their results.
The forward probability can be recursively calculated as (10) and the backward probabilities as
The probability of a transition (with no a priori information) is defined as (12) where is a data-independent constant, is the channel reliability factor, is the received systematic bit, and is the received parity bit. Finally, the extrinsic probability of transition is given as (13) Our discussion of the BCJR algorithm will be based on the extrinsic information calculated in a single pass of the BCJR algorithm. To simplify the analysis, we assume that the all-zero data sequence (mapped to a sequence of 1s) was sent.
can be then rewritten as (14) where we introduced terms (15) where are the state transitions corresponding to data bit and the parity bit , are the state transitions corresponding to data bit and parity bit , , and are the state transitions corresponding to data bit and parity bits and , respectively. The terms and are the extrinsic transition probabilities for , and , , respectively, and based on (13), can be expressed as (16) for the parity bit and (17) for the parity bit . Hence, modeling of the extrinsic information behavior can be split into two parts. The first one is the straightforward modeling of and with the Gaussian distributed term . The second problem is the modeling of the terms which will be presented in the following sections.
B. Assumptions
The BCJR algorithm is an example of a soft-in soft-out (SISO) decoding algorithm which provides additional information about the reliability of the process. If the signal is poorly synchronized, the decoder will have more problems tracking the code trellis transitions, which will be reflected by the lower magnitude of reliability values. By monitoring these values, a postprocessing unit can readjust synchronization parameters. , r = 1=3, E =N = 3 dB.
The following part of this paper will show that the mean amplitude of the soft extrinsic information generated by the BCJR algorithm depends on a synchronization offset by deriving an approximation of the mean absolute value of defined in (9). The approximation, denoted henceforth as , is based on the following assumptions.
1) Only the first iteration is considered.
2) A small timing offset is modeled as in the previous sections of this paper (increased Gaussian noise).
3) The all-zero codeword is transmitted. 4) Both forward probabilities and backward probabilities have identical properties. 5) For each set of states, both and can assume only two different values-the probability separation model which we will discuss shortly. 6) , , and are statistically independent. The derivation will be based on (14). In the first step, the probability separation model and its properties will be explained. In following sections, we will analyze the extrinsic output modeling based on probability of the trellis detour. The above steps are then used to create a simple model of the BCJR algorithm's operation which is used for the timing offset case. Additional discussion of the special phenomena of frame synchronization error follows.
C. Probability Separation Model
An example of the forward probabilities , resulting from a typical BCJR decoding pass in the beginning of the trellis, is shown in Fig. 2 . It can be clearly seen that the difference between the probabilities of the states "trusted" by the decoder and the probabilities of the "distrusted" states is quite large. This leads to the first important simplification which divides the values of into two classes, and , fulfilling (for a memory code) (18) This basically means that there are distrusted states with a small probability , and one trusted with a large probability . In the perfect case, the trusted state would also be the cor- rect one, however, due to the randomness of the channel, this is not always true. An important observation is that increasing the ratio of (probability separation) increases the absolute value of . Hence, the principle of the BCJR algorithm operation can also be interpreted as the probability separation amplifier, which attempts to achieve . The next problem is to evaluate the statistics of both and . Since only an approximation is considered here, it is reasonable to start the analysis from the state which is well defined, and assume that the produced characteristics are constant for the whole trellis. In other words, it is assumed that the previous state has been perfectly estimated, so its and . Such a situation occurs, for example, when the algorithm is initialized for the first time from the zero state.
The derivation of the probability density function (pdf) of (denoted henceforth as with the probability distribution ) is rather cumbersome (see [8] ), so we present only the result (19) where is the only term which depends directly on , given by
Since is a function of , the modeling of the whole set of probabilities can be done using only one random variable . For the backward probabilities , it is assumed that exactly the same properties and distribution apply, hence, , where is the large value of the backward probabilities . Fig. 3 shows the modeled distribution and a simulated distribution of the largest for a high and low SNR. For dB, the modeled distribution provides quite a tight approximation. For dB, the derived model generates better separation of the state probabilities than the real decoder.
This suggests that the approximation will produce slightly overbound values for low SNR values.
D. Extrinsic Output Model
Having modeled the distributions of and , the remaining elements of (14) are their cross products in (15) and the extrinsic transition probabilities, and . The distribution of the latter is quite easy to obtain, since they are exponential functions of the Gaussian variable [see (16) and (17)]. The terms from (15) can be evaluated, keeping in mind that the actual transition in the trellis was from state 0 to 0 (generated by and producing ), as
where is the encoder state following the all-zero state after transmission of , and is the state preceding the all-zero state before the transmission of . Modeling of the cross products based on and is quite complicated. In principle (see [8] ), the BCJR algorithm tries to match the highest probability states, but sometimes it is impossible due to the series of wrong transitions in a trellis for forward and backward calculations. Hence, it is reasonable to model two different situations. The first one, when the matching is perfect, i.e., the highest probabilities and occur in states and , respectively, and the second one when the highest probabilities occur in nonmatching states. The results produced by these two models can then be weighted according to the probabilities of the two events. After creating the above model for the terms, we have all elements of (14), and an average can be calculated using the assumptions from the previous sections.
1) Perfect Matching:
Provided that the BCJR algorithm has assigned the highest probabilities to the all-zero states, and will be modeled by and , respectively, both distributed according to the (19) and (20). Following (21) and using and , it is possible to express the terms as
where the low probability states were modeled as in (18). It is easily noticed that the term will, on average, be the largest. This term contains the multiplication between two states with the highest probabilities , and will have a crucial impact on the amplitude of the extrinsic value provided by the decoder as (23) where we substituted terms from (16), (17), and (22) into (14).
2) Nonperfect Matching: As mentioned before, the BCJR algorithm tries to match the high probability states obtained in the forward and backward passes. In a typical situation, the majority of the transitions in the code will be detected properly, and the decoder will not have problems with matching. However, if in one of the transitions the received sample is significantly distorted, the decoding algorithm may choose a wrong state, which will basically cause difficulties matching the largest probabilities of and . Although such errors are not very frequent, the recursive nature of the decoder propagates them for many symbols and, since the algorithm uses two passes in opposite directions, a single transition error will on average double the number of erroneous state matchings.
A wrong transition occurs when the received samples and are distorted to the extent that the metric for the correct transition is lower than the metric for the erroneous transition. Using notation from (12) , the probability of the incorrect transition can be evaluated as (24) Assuming that the received samples and are Gaussian with mean and variance , the probability of the erroneous transition can be calculated (see [8] 
) as (25)
If the transmitted sequence was the all-zero codeword, the first erroneous transition of the BCJR algorithm can be compared to receiving the first data symbol of 1. This event forces the decoder to assign the high-probability values to wrong states which can continue for some time. Exact modeling of the length of the error path is very difficult, since the BCJR algorithm minimizes the bit-error probability, not the sequence-error probability (unlike Viterbi algorithm). This means that the error path cannot be calculated using, for example, the transfer function of the code. We can assume, however, that after some number of transitions, the decoder will return to the all-zero state again. We can also assume that during all the erroneous transitions of , the probabilities are assumed to be correct (i.e., the largest for the state 0) and vice-versa. For the RSC codes, as discussed in [8] , the probability of a "detour" can then be roughly approximated as (26) where is the highest power of in the shortest weight-two sequence resetting the encoder. The minimum function in (26) reflects the situation when the signal is so distorted that the decoder is only randomly able to match the states with highest probabilities (this happens when term is large). If the BCJR algorithm departed from a correct path in one of the passes (for example the forward pass), the state probabilities will not be the largest for the duration of this detour. Instead, one of the remaining states will have the largest metric. Assuming that the probabilities are correct (i.e., ) and that the state with the largest is not 0, we can calculate the detour extrinsic information contribution as the average over all the states except the 0 state (27) where terms can be evaluated by assigning each state the values and calculating the terms in (21) accordingly (for details see [8] ).
E. Complete Model
Using the above terms, an approximation for the mean value of the soft extrinsic information can be expressed by joining (23), (26), and (27) as (28) where (29) (30) The distributions and were specified in the previous sections, and is the Gaussian distribution (mean value of and variance ).
VI. INFLUENCE OF TIMING OFFSET
As discussed earlier, a timing offset decreases the signal power and increases the noise variance. Hence, the modified values can be used to calculate the probability of a wrong transition when the timing offset is relatively small. For a large timing error, a frame-synchronization error model needs to be used.
A. Small Timing Error
For a timing error of , (25) will yield the values of the transition error probability for different timing offsets. Using the erroneous transition probability in (26) and the pdf functions and in (19), it is possible to evaluate in (28) for different timing offsets . Fig. 4 shows the simulated mean extrinsic information output together with the obtained approximation. The presented functions are normalized with their respective values for . The approximated values seem to work as an upper bound on the simulated results, which is an effect of the optimistic assumptions. One can also observe a better match at higher SNR values. At this point, a short discussion of the above modeling is necessary. One of the assumptions is that all three variables , , and are statistically independent. This assumption is not true when estimating the mean extrinsic information output by averaging over one block of encoded data. Our results show, however, that the estimation error due to the correlation is small, and the soft extrinsic information is a good indicator of quality of the symbol timing recovery.
B. Frame Synchronization Error
When the timing error is beyond the range of , the received samples are distorted to the extent that the decoder cannot make any reliable estimates of the path in the trellis, regardless of the noise variance (see Fig. 5 ). It is, therefore, reasonable to assume that const for all states, which makes . Hence, the extrinsic value , calculated using the BCJR algorithm in (14), is close to 0. Extrinsic values can, therefore, be used to detect frame-synchronization errors by a turbo decoder with some threshold function. In other words, it is possible to assess whether such an error occurred by comparing the mean of the absolute extrinsic values in a frame with the value of the threshold function (see [8] ). In this way, no additional pilot symbols need to be sent, which clearly improves a system's efficiency.
VII. SYNCHRONIZATION ALGORITHM
In the typical digital receiver, the incoming signal is oversampled and digitally detected and synchronized. The majority of symbol synchronizers typically involve some form of maximum-likelihood (ML) timing estimation which does not use the properties of the code (i.e., it treats the signal as purely random). Such an approach is usually motivated by the higher complexity of code-aided synchronizers. In the following sections, we will show that very good system performance can be reached without a significant increase of complexity. Moreover, by using the code properties, we can eliminate the problem of frame-synchronization errors.
We assume that the incoming signal after being down converted and matched filtered is four times oversampled. From (2), the samples can be written as (31) where is the th received symbol sampled with relative timing offset (i.e., the fraction of the symbol period ). The term is the white, Gaussian noise sample with the variance per dimension equal to . For the four times oversampled signal, . The timing error is random, the only assumption is that the first sample has been taken before the first symbol arrived at the receiver.
In the classical solution, the main task of the receiver would be to decide which set of samples is the best, and continue decoding with a turbo decoder. After iterations, the decoder would produce the log-likelihood-ratio values (also called soft bits), for the decoded data bits and, in the last step, the soft bits would be thresholded to form the hard decisions on bits.
We propose a different approach. First, we use a coarse ML detector which selects two sets of samples lying closest to the optimum sampling point. We then use the turbo decoder to decide whether the frame is not properly synchronized, and if not, the turbo decoding continues for both sets. The produced soft bits are then combined to create the final soft-bit values used in the thresholding device.
A. Coarse ML Non-Data-Aided (NDA) Range Detector
One of the ways to implement the coarse timing recovery is to employ an ML NDA range detector. Such a detector selects the sets of samples which lie in a given range of offsets from the optimum sampling point instead of trying to find one optimum set (a possible timing estimation error is corrected later in the receiver chain) [5] , [8] , [13] . The ML NDA range detector creates a soft metric given by (32) where , is a signal-dependent term given by (33) and is a SNR-dependent threshold expressed as (34) where , , , and are the modulation and channel-specific constants. Their values are analytically derived in [5] .
The algorithm works as follows. Four sets of samples , , , and , are fed into the circuit performing the modulus operation. Their absolute values, , , , and are then passed to the log-likelihood processors, which calculate four metrics, , , , and according to (32). These metrics are used to find two sets of samples lying closest to the optimum sampling point. For example, if sets and generate the largest metrics and , respectively, it means that the set is positioned to the left of the optimal sampling point and the set is on its right. Those sets will be passed on to the decoders as and , respectively. In the special case of metrics for sets and being the largest, the set and set are chosen, since such an outcome suggests that the first sample was most probably taken around .
B. Frame-Synchronization Detector
As discussed in previous sections, turbo decoding provides the unique possibility of identifying a frame-synchronization error. Basically, in this situation, the soft extrinsic bits will have significantly lower amplitude than in the normal situation. This leads to an obvious implementation of the frame-synchronization detector. Running the two turbo decoders for one BCJR iteration will produce two sets of soft extrinsic bits and for samples and , respectively. These values can be used in a simple thresholding device which allows further decoding only if the following relation is true:
To calculate the function , we define a random variable
Based on the Central Limit Theorem, can be proved to be Gaussian with mean defined in (28) and variance , where is the variance of random process (36) with the probability distribution (37) Finally, the threshold can be calculated as (38) where is a probability of false frame-synchronization-error detection (in our case chosen to 10 ) for the worst case of .
C. Soft Bit Combiner
Having obtained two best sets of soft bits, the next step is to combine them properly, i.e., to put more weight to the set closer to the optimal sampling point and less to the other. In this paper, we will approximate soft-bit distribution as Gaussian. Such an approach, while not optimal, will not result in any significant loss of performance, as shown later.
The means and of two sets of correlated pseudo-Gaussian samples and can be estimated as 
and the covariance value can be approximated as sgn sgn
The above approximations assume explicitly that the sign of each soft bit determines whether the corresponding data bit was 1 or 1. This is not true in general, since the erroneous decoding could change the sign of the soft bit to the wrong one. The approximation error is, however, quite small, since such a situation occurs very rarely (it is basically the bit-error event). The expression for the weighted soft bits can be calculated as
where the weights and are given as
Obviously, the weighting gives preference to stronger soft bits with larger mean and smaller variance, while the covariance coefficient compensates too large differences between the means and . 
D. Complete Synchronizer
The block structure of the algorithm can be seen in Fig. 6 . Two sets of samples, and from the ML NDA detector, are fed to two independent turbo decoders which perform decoding for one iteration. After that, the frame-synchronization detector uses the soft extrinsic outputs of the decoders and to check whether their values suggest the normal behavior of the algorithm. If their mean values are below a given threshold, the algorithm assumes that the frame is not properly synchronized, discards the decoded data, and shifts all the samples by one symbol period (four samples). The procedure is then repeated and, if the frame-synchronization detector signals the proper timing position, the decoding in both paths is continued for the remaining nine iterations. The soft bit sets and , generated by the turbo decoders, are then used to calculate their statistical parameters and then weighted to create the stream of . In the last step, the weighted soft bits are thresholded, which creates a stream of binary data decisions.
VIII. PERFORMANCE
The performance of the proposed algorithm is shown in Fig. 7 . All simulations were conducted using the (037 033) code with , rate 1/2, and square-root raised-cosine (SRRC) pulse with rolloff factor 0.3. The BER curves were obtained after sending 100 000 independent packets with the original, uniformly distributed sampling offset . The results are compared with the typical ML NDA algorithm. The ideal code performance is included as a lower bound.
The performance of the proposed algorithm follows the ideal performance curve very closely with the approximate loss in the range of 0.1-0.2 dB. The ML algorithm performs much worse and an error floor can be observed. This is mostly due to the occasional frame-synchronization errors which cannot be resolved without transmitting an additional pilot sequence. Since the proposed algorithm uses the code structure information, it has no problems detecting such errors without any additional symbols.
IX. CONCLUSIONS
This paper discussed the impact of timing offset on the behavior of a turbo decoder. A simple approach modeling the ISI as an increased Gaussian noise is shown to provide results which agree with computer simulations. A general discussion of the impact of the signal quality on probability propagation in the BCJR algorithm is provided. This analysis is then used in the timing-synchronization context to provide a simple model of an average soft extrinsic output dependence on nonperfect timing synchronization.
It has been shown that the extrinsic output of a turbo decoder is highly dependent on the signal properties and can be, therefore, used to fine tune the nonperfect classical synchronization performed without the knowledge of the code. The presented approach to the BCJR algorithm can also be used to model other types of signal distortion. In general, using the soft-bit output can be used to detect a variety of events. This can increase the system's performance without the necessity of sending additional pilot symbols. This has been shown in a comparison between the ML timing synchronizer and the soft-bit synchronizer, which is able to detect frame-synchronization errors just by using the code properties.
