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Introduction générale
Les travaux présentés dans cette thèse concernent le thème des fonctionnalités
visuelles qu’il convient d’embarquer sur un robot mobile, afin qu’il puisse se déplacer
dans son environnement. Plus précisément ils ont trait aux méthodes de suivi visuel
d’objets ou d’entités extraites d’une image, pour la navigation d’un robot mobile
autonome.
Le concept de navigation vient directement du contexte marin, comme cela est
indiqué dans la définition du mot :
Navigation n. f.
1. Action de naviguer (Voyager sur mer, sur l’eau). Navigation maritime, fluviale, sous-
marine. Navigation côtière, au long cours. 2. Art et technique de la conduite des navires
(détermination de la position et tracé de la route).
A ses jours le mot navigation s’applique dans plusieurs autres contextes, par
exemple la navigation d’avions ou aéroplanes, la navigation routière, et plus récemment
la navigation sur le WEB.
Afin de réaliser une navigation dans n’importe quel contexte, nous avons besoin
d’amers, mot qui de manière similaire au mot navigation, est lié à la même culture,
celle des marins emmenés à voyager sur l’eau.
Amer n. m.
MAR Tout point des côtes très visible (clocher, balise, etc.), porté sur une carte, servant
de repère pour la navigation.
Dans ce contexte là, les amers sont des objets qui, du fait de leur saillance par
rapport à l’environnement, servent à un marin pour se repérer lorsque le navire se
déplace le long des côtes. En pleine mer, les amers visuels terrestres seront remplacés
par des astres.
Nos travaux ne concernent pas bien sûr ce contexte maritime, mais de manière
similaire, pour qu’un robot mobile puisse naviguer dans son environnement, il doit
détecter des amers, les reconnaître, se localiser vis-à-vis du monde et déterminer ou
corriger sa trajectoire pour rejoindre son but. C’est sur ce thème de la navigation
référencée sur des amers que nos travaux se focalisent principalement, plus précisément
2sur le suivi de ces objets ou amers pendant les déplacements du robot, cela en
coopération étroite avec les autres composantes du système de navigation : localisation,
interprétation, génération des mouvements, planification ...
Afin de réaliser ce suivi, nous utilisons la vision monoculaire. Il est évident que
le système complet de navigation, pourra exploiter d’autres capteurs pour avoir une
bonne perception du monde dans lequel le robot doit évoluer, y compris des capteurs
proprioceptifs (odométrie, gyro) ou des capteurs 3D (stéréovision ou télémétrie laser).
Nous avons validé nos travaux sur les démonstrateurs du groupe de recherche
Robotique et Intelligence Artificielle (RIA) du LAAS-CNRS, qui sont tous dotés de
nombreux capteurs ; mais seule la vision monoculaire est exploitée dans ce mémoire.
Globalement, nos contributions portent sur les points suivants :
• Le développement et l’amélioration de deux méthodes de suivi visuel proposées
dans la littérature, méthodes fondées sur les contours actifs d’une part, sur les motifs
texturés d’autre part.
• L’étude de plusieurs aspects liés au contrôle de ces fonctions de suivi. Comment
planifier et séquencer plusieurs tâches de suivi ? Comment reprendre des erreurs ?
Pour ce faire, nous exploitons une caractérisation des méthodes intégrées dans notre
système.
Enfin, l’intégration de ces méthodes dans un système complet de navigation, et
particulièrement, l’analyse des modules visuels nécessaires dans un tel système.
Pour commencer dans le chapitre 1 , nous allons circonscrire nos travaux d’une
manière générale, à l’intérieur de la problématique de la navigation autonome d’un
robot mobile, pour ensuite aborder la problématique spécifique de la navigation dans
deux environnements, qui seront traités dans cette thèse. D’abord, nous commencerons
par la navigation en milieu intérieur, avec deux approches différentes qui sont: a) la
navigation métrique basée sur une localisation du robot par rapport à un modèle global
de l’environnement, et b) la navigation fondée sur une carte topologique. Ensuite, nous
évoquerons la navigation d’un robot en environnement extérieur, plus précisément dans
un environnement semi structuré : le robot se déplace le long d’une route ou d’un
chemin. Ce contexte concerne deux types d’application sur lesquelles le groupe RIA
réalise des études : les véhicules intelligents (suivi des autres véhicules pour l’évitement
d’obstacles ou la gestion des interdistances) ou l’automatisation de machines agricoles
(suivi d’un chemin pour contrôler les mouvements de la machine). Par la suite, nous
ferons un rapide état de l’art sur les méthodes de suivi visuel d’objets ; il s’agira plus
précisément de présenter les différentes classes de méthodes proposées dans la
littérature très fournie dans ce domaine. Enfin, nous finirons ce chapitre par une
description générale du système de navigation dans lequel nous voulons intégrer un
module de suivi. Une contribution est l’étude globale des modules de vision intégrés
dans un tel système : comment faire coopérer ces modules pour garantir une certaine
robustesse ? Nous présenterons l’architecture générale du système : plusieurs
instanciations seront proposées dans le chapitre 5.
Dans le chapitre 2 , nous allons décrire en détail  les quatre méthodes de suivi
visuels que nous avons utilisées dans nos travaux ; trois entre elles ont été développées
dans le cadre de cette thèse. Nous avons tout d’abord développé une méthode fondée sur
les contours actifs ou snakes. Elle permet l’extraction, puis le suivi de contours fermés,
typiquement celui de la silhouette de l’objet d’intérêt. Nous avons proposé
3l’incorporation de nouvelles forces internes, afin: a) d’adapter d’une meilleure manière,
l’évolution de la courbe aux contours de l’objet à extraire de l’image, et b) d’imposer
des contraintes afin que cette courbe ait une forme prédéfinie. Ensuite, nous détaillerons
les études faites dans les espaces couleurs afin d’exploiter cette sorte d’information dans
les fonctions de suivi par les contours actifs.
Nous avons ensuite développé la méthode de corrélation 1D, adaptée pour
réaliser le suivi de lignes ou de segments de droite. Nos travaux en ce domaine ont
consisté à adapter la méthode utilisée par J.B. Hayet [51], pour la localisation des amers
plans ; la fonction proposée pour recaler les arêtes projetées de l’amer sur les contours
réels dans l’image, a été exploitée pour le suivi de lignes dans une séquence d’images.
Nous avons intégré dans notre système, et validé sur nos séquences, la méthode
de suivi d’une région, représentée par un ensemble de points d’intérêt. Cette méthode
fondée sur la distance de Hausdorff, a été développée précédemment dans le groupe par
R. Murrietta [81] et V. Ayala [6] à partir des travaux présentés dans [52].
Enfin, pour finir, pour suivre une région texturée, nous avons développé la
méthode de suivi de motifs planaires, proposée par Belhumeur [48] et Jurie [60] ; nous
proposons un changement de repère pour l’apprentissage de la matrice d’interaction,
grâce auquel la comparaison et la combinaison de plusieurs matrices pourront être
faites.
Par la suite, dans le chapitre 3 , nous allons caractériser chacune des méthodes
décrites dans le chapitre précédent d’une manière qualitative. Nous allons détailler aussi
les mesures proposées afin de caractériser les cibles et les environnements pour lesquels
chaque méthode donne de bons résultats. Finalement un protocole d’évaluation a été
mis en œuvre afin de déterminer la robustesse de ces méthodes lors du suivi d’une cible,
selon différentes situations relatives caméra/cible (rotation, échelle), selon la nature de
l’environnement dans lequel évolue cette cible (texturé, uniforme) et selon la vitesse du
mouvement apparent de la cible dans l’image.
Le chapitre 4 est consacré à des aspects liés au contrôle des fonctions de suivi.
Tout d’abord, nous présenterons une méthode originale de planification des fonctions de
suivi qu’un robot doit exécuter lors d’un déplacement le long d’une trajectoire planifiée
par ailleurs. Nous avons repris, intégré et étendu les travaux proposés dans le groupe
RIA par JB.Hayet et V.Ayala, pour la détermination des critères de visibilité d’un amer
plan, et pour la génération des plans perceptuels ; notre proposition pour générer ces
plans, se fonde sur une méthode d’optimisation globale ; elle permet de prendre en
compte la taille et l’orientation des amers. Nous continuerons par détailler les diverses
stratégies mises en œuvre pour la collaboration entre les méthodes de suivi. Ces
interactions entre méthodes sont inévitables afin d’assurer la continuité du suivi dans
deux contextes : (a) la transition dans le plan perceptuel, pour passer d’un amer au
suivant, et (b) la reprise d’une erreur en cas de perte de la cible par la méthode chargée
de la suivre. Les stratégies proposées tiennent compte de la caractérisation des méthodes
ainsi que du plan perceptuelle en cours d’exécution.
Le chapitre 5 est consacré à la validation expérimentale des approches proposées
dans cette thèse. Nous commencerons avec la description de l’intégration au module de
suivi, de la commande d’une caméra active, dotée de modalités programmables : site,
azimut et zoom. Les caméras de ce type, disponibles sur le marché, ont une interface
4assez pauvre, ce qui rend difficile la mise en œuvre de lois de commande évoluées.
Notre système de commande exploite la logique floue.
Enfin, nous détaillerons les expérimentations effectuées sur les démonstrateurs
robotique, afin l’intégration de nos méthodes de suivi à un système complet de
navigation. Nous avons d’abord conçu un environnement de simulation, qui prend en
compte le temps de manière explicite ; les stratégies de commutation entre méthodes ont
d’abord été mises en œuvre en simulation. Puis, nous avons réalisé plusieurs
expérimentations, dans plusieurs contextes : a) le suivi d’amers plans pour la navigation
fondée sur la localisation explicite du robot en milieu intérieur, b) le suivi de primitives
pour la navigation visuelle fondée sur une carte topologique d’un milieu intérieur, et c)
le suivi de route ou de chemin en milieu extérieur. Dans chaque cas, les interactions
avec les autres composantes du système, sont exhibées et analysées.
Nous avons aussi validé nos méthodes de suivi, sur des séquences acquises
depuis une voiture en déplacement le long d’une route (séquence acquise dans le cadre
du projet ARCOS, Action de Recherche sur la Conduite Sécurisée).
Finalement nous présenterons une conclusion générale et évoquerons quelques
perspectives de ces travaux.
Notations :
dans la suite de cette thèse, les variables en caractères gras seront considérées comme
des vecteurs ou matrices, et les variables en caractères italiques comme des valeurs
scalaires.
Chapitre 1  
Vision Dynamique et Navigation d’un robot
mobile
Dans ce chapitre, nous introduisons le contexte de nos travaux concernant la
conception et la réalisation de fonctionnalités visuelles embarquées sur un robot mobile,
plus précisément les fonctions de suivi d’objets. Nous précisons tout d’abord l’utilité de
ces fonctionnalités pour traiter de la navigation sur un robot mobile. Nous décrivons
ensuite plus précisément les aspects spécifiques aux deux principaux contextes
applicatifs : la navigation en milieu intérieur (robots de service, robots domestiques…)
et la navigation en milieu extérieur (véhicules intelligents, robotique agricole…).
Enfin, nous rappelons les outils développés dans le groupe Robotique et
Intelligence Artificielle du LAAS-CNRS, pour intégrer des traitements de diverses
natures dans une architecture décisionnelle embarquée sur un robot mobile. Nous
indiquons dans cette architecture, les fonctionnalités que nous avons utilisées et leurs
interactions avec notre module de suivi. Dans le chapitre 5 , nous reprendrons cette
description et en donnerons plusieurs instanciations selon l’application.
1.1 Objectif de nos travaux
La robotique mobile est un champ de recherche très varié, du fait principalement
des nombreuses applications potentielles. Afin de réaliser des tâches dans le cadre d’une
de ces applications, un robot doit posséder la capacité de naviguer dans son
environnement.
La navigation d’un robot mobile est un des problèmes clés dans la communauté
de la robotique. Grossièrement, le problème consiste à intégrer sur un robot réel, toutes
6les fonctions nécessaires pour qu’il puisse exécuter des déplacements à travers un
environnement donné, en utilisant l’information perçue par ses capteurs. Il existe
plusieurs approches pour résoudre cette tâche, mais entre toutes ces approches, les plus
connues et aussi les plus utilisées sont fondées sur la construction d’un modèle du
monde à partir de l’information sensorielle ; le robot utilisera ce modèle pour exécuter
des mouvements requis par une tâche de plus haut niveau.
Par exemple, en milieu intérieur, le robot pourra recevoir un ordre du type
« Aller dans la pièce C ». Le modèle de l’environnement sera exploité que cela soit afin
de se localiser (« Je suis dans la pièce A »), pour choisir un chemin dans une description
topologique (« Pour aller dans la pièce C depuis la pièce A, je dois traverser la pièce B,
puis le couloir T »), pour générer une trajectoire (« Pour traverser la pièce B, je dois
suivre telle courbe sur le sol, définie dans un repère RB », « Pour traverser le couloir T,
suivre les murs … ») ou pour contrôler l’exécution des déplacements planifiés (« Pour
passer de la pièce B au couloir T, chercher la porte, la franchir , … »).
Le problème de la navigation peut donc être décomposé en plusieurs tâches,
comme par exemple : la planification de trajectoires, l’évitement d’obstacles, etc., la
partie de la navigation qui nous intéresse dans le cadre de cette thèse, est plus
précisément la localisation automatique du robot dans le monde.
Le modèle du monde peut être représenté de différentes manières et avec
différents niveaux de détail ; ces propriétés du modèle dépendent principalement de la
tâche à réaliser par le robot, du type d’environnement, ainsi que de la résolution et du
champ de vue des capteurs montés sur le robot. Entre tous les capteurs possibles dont un
robot mobile peut disposer, comme par exemple, les capteurs ultrasons, les télémètres
laser, les odomètres..., ce sont les capteurs de vision, les caméras, qui fournissent au
robot le plus d’information sur l’environnement.
La vision est choisie comme capteur privilégié du fait de la richesse de
l’information perçue : résolution, information aussi bien géométrique que radiométrique
(luminance, couleur)… Bien que tous les robots expérimentaux disponibles dans le
groupe Robotique et Intelligence Artificielle du LAAS-CNRS soient équipés de banc
stéréoscopique, nous n’exploitons que la vision monoculaire, et tirons parti, quand cela
est disponible, de la couleur (en milieu extérieur) et des modalités contrôlables sur la
caméra (vision active). La richesse de l’information visuelle rend possible une
interprétation contextuelle ; par exemple, dans des environnements humains, la plupart
des informations exploitées par l’homme lors de ces déplacements est visuelle; une
interprétation contextuelle du contenu des images, fondée sur des modèles d’entités
susceptibles d’être reconnues,  est indispensable à l’heure de naviguer dans cette sorte
d’environnements ; citons par exemple dans le contexte de la conduite automobile, la
reconnaissance des feux ou des panneaux de signalisation.
La richesse des informations contenues dans une image, mais aussi les artefacts
qu’elle peut contenir (reflets, zones saturées, occultations …), font que la tâche de
reconnaissance et d’interprétation de l’information visuelle, fondée sur des critères
globaux, est extrêmement compliquée, et fournit un résultat imprécis (au sens des
erreurs de localisation) et incertain (au sens des possibles ambiguïtés, des erreurs de
reconnaissance). Il est de ce fait, très important et nécessaire d’avoir un module de suivi
d’objets, embarquée sur le robot, afin de réduire la complexité de la recherche de
l’information pertinente à chaque instant pendant l’exécution d’un déplacement le long
d’une trajectoire ou pendant l’exécution d’une commande référencée sur la vision. La
7fonction principale d’un module de suivi, est de traiter une séquence d’images et
d’exploiter sur chaque image, des critères locaux (traitement sur une région d’intérêt)
afin d’identifier une entité déjà perçue et reconnue, dans les images précédentes.
Le module de suivi doit coopérer avec un module d’interprétation qui analyse
toute l’image, pour initialiser au début la position des entités suivies, et pour recaler
cette position en cours de suivi ; il permet aussi de diminuer les imprécisions et
incertitudes de la phase d’interprétation.
Nous résumons l’ensemble des fonctions évoquées dans cette section dans la
figure 1.1. Nous nous intéressons dans cette thèse aux fonctionnalités de suivi d’objets
nécessaires pour traiter principalement de la localisation visuelle d’un robot dans son
environnement. Cette localisation nécessite la reconnaissance d’entités (objets, amers,
primitives visuelles…), puis le suivi de ces entités lors des mouvements. Nous nous
sommes essentiellement intéressés à des entités statiques et rigides.
Figure 1.1. Schéma simplifié de tâches à l’intérieur du problème de la navigation autonome.
Afin d’analyser les travaux faits en vision pour la navigation d’un robot mobile,
nous pouvons considérer deux grandes classes d’applications : a) la navigation en milieu
intérieur et b) la navigation en milieu extérieur. Cette division classique vient
principalement du fait que les problèmes pour les fonctions visuelles d’interprétation et
de suivi dans chaque environnement sont très différents (voir des images typiques
acquises lors de déplacements en figure 1.2). Cependant, comme on peut le constater
très facilement, il existe toujours quelques recouvrements entre ces deux
problématiques : par exemple, la reconnaissance ou le suivi d’une affiche sur le mur
d’un couloir, ou d’un panneau de signalisation au bord d’une route, peuvent exploiter
les mêmes méthodes.
Nos travaux s’appliquent aussi bien à des environnements d’intérieur (suivi des
bords d’un couloir, d’une porte… suivi d’amers de type affiches….), que d’extérieur
(suivi des bords d’une route, suivi d’un autre véhicule).
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Figure 1.2. Différents environnements pris en compte pour la navigation a) en milieu intérieur et
b) en extérieur.
Avant de présenter nos propres travaux dans les chapitres suivants, nous allons
d’abord définir ces environnements intérieur et extérieur, ainsi que les conditions et
problématiques implicites à chacun ; nous allons aussi décrire quelques travaux faits
dans ces deux contextes. Puis, nous présenterons un bref état de l’art sur le suivi
d’objets, essentiellement pour situer les méthodes que nous avons utilisées ou
développées.
1.2 Navigation en milieu intérieur
La navigation en milieu intérieur concerne principalement des environnements
humains hautement structurés (figure 1.2a), tel que des bâtiments publics ou des
ateliers. Même s’il existe une tendance architecturale à construire des bâtiments publics
plus incorporés au milieu naturel, afin d’éviter le stress et l’anxiété produits par ce style
de bâtiments (par exemple en évitant les couloirs étroits et les longs murs remplis de
portes), nous allons traiter dans cette thèse, des environnements intérieurs classiques,
bien illustrés par nos laboratoires : un réseau de couloirs qui desservent des pièces.
Afin de naviguer dans ces environnements, le robot doit, soit construire son
propre modèle du monde, soit l’acquérir par une autre méthode, comme par exemple à
partir d’un modèle CAD donné par un utilisateur. En plus, il existe plusieurs possibilités
pour les représentations utilisées dans ce modèle du monde, parmi lesquelles on peut
citer :
a) une représentation purement géométrique, généralement éparse (par exemple, un
ensemble de segments laser),
b) une représentation discrète de type carte d’occupation, pour décrire l’espace
libre dans chaque pièce et,
c) une représentation topologique qui décrit les connexions entre couloirs et pièces.
Les méthodes utilisées pour réaliser la navigation autonome peuvent être
fondées en certains lieux (espaces ouverts) sur les deux premières ou peuvent exploiter
en d’autres lieux seulement la troisième (réseau de couloirs). Nous sommes intéressés
9pour intégrer des fonctions de suivi d’objet dans ces deux méthodes, que nous allons
décrire plus précisément.
1.2.1 Navigation métrique.
La navigation métrique exploite une représentation géométrique du monde, qui
peut être donné par un utilisateur, ou construite par le robot lui-même, par différentes
méthodes traitant du problème du SLAM Simultaneous Localization and Mapping [99],
[80],[103]. La figure 1.3 montre une carte métrique des segments laser appris par le
robot DILIGENT à partir des données laser.
Figure 1.3. Exemple d’un modèle géométrique du monde.
Ce modèle géométrique est complété par une représentation de l’espace libre,
sous la forme d’un ensemble de polygones ou d’une carte discrète (bitmap). Avec un tel
modèle, il est relativement facile d’appliquer des algorithmes pour générer une
trajectoire qui conduise le robot dans l’espace de ses configurations, de (x1, q1) qui est
sa situation courante, à (x2, q2) qui est le but.
Cependant, l’exécution de ce déplacement est réalisée par suivi de cette
trajectoire sur les données proprioceptives (odomètre, gyro) qui sont sujettes à des
dérives cumulatives. Pour corriger sa trajectoire, le robot doit se localiser à chaque
instant afin de rendre sa situation courante, compatible avec les données perceptuelles
fournies par ses capteurs ; toute divergence entre les données acquises depuis la position
réelle, et les données prédites au vu de la situation estimée par odométrie, sera utilisée
pour corriger ou recaler cette situation. Afin d’avoir une mesure plus exacte sur la
situation du robot dans le monde, il peut être doté de plusieurs capteurs, comme la
vision, les sonars, les télémètres lasers…. Cependant, à mesure que le nombre des
capteurs augmente, la complexité des traitements nécessaires pour extraire, comparer et
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corriger les informations perçues, grandit. L’intégration dans le système embarqué sur
le robot, d’une méthode de suivi permet d’éviter l’extraction en continue des
informations nécessaires ; comme ce sont sur des images que l’extraction
d’informations peut devenir extrêmement complexe, l’intégration des méthodes de suivi
visuel est souhaitable.
En milieu intérieur, beaucoup de robots exploitent représentations éparses 2D,
telles que un ensemble de segments laser (figure 1.3), faciles à extraire depuis des
coupes [20], [110]. Néanmoins, pour appréhender la complexité du monde 3D, il a
besoin d’amers visuels [15]. On peut définir, un amer comme une entité saillante de
l’environnement, qui peut être reconnue facilement. Ce sont ces amers visuels qui seront
la cible du module de suivi dans la séquence d’images acquises lors des déplacements
du robot.
La sélection des amers pour la navigation est un sujet très important [9] [108]; le
choix des amers dépend de la tâche à réaliser ainsi que des algorithmes disponibles.
Parmi les amers utilisés couramment pour la localisation d’un robot, citons les arêtes
verticales [83], les zones texturées [32], ainsi que les affiches ou les panneaux de
signalisation. L’utilisation de hardware spécialisé a été aussi une solution, par exemple,
Hashima et al. dans [50], montrent un robot de service, chargé de porter des plateaux
repas aux malades dans un hôpital : il est capable de naviguer et de se localiser dans un
environnement d’intérieur à partir d’amers, définis comme les petites régions
comportant des différences importantes de niveau de gris, régions qui maximisent un
critère d’auto-corrélation ; de telles régions correspondent à des fenêtres entourant des
points d’intérêt extraits par le détecteur de Harris. Ces amers sont détectés, puis suivis
par une mesure de corrélation, avec un système de vision basé sur un processeur de
corrélation de haute vitesse.
Plusieurs travaux ont été développés pour la localisation du robot à partir des
amers. Dans [29], l’auteur utilise un filtre de Kalman, pour actualiser la position du
robot, en exploitant la distance à un seul amer. Cependant, avec un seul amer de ce type,
la position du robot dans le monde ne peut être complètement déterminée ; elle peut
seulement être actualisée. Dans [72] et [74], la position du robot est trouvée à partir de
la triangulation des amers visibles dont les positions ont été préalablement apprises dans
le monde. Une comparaison expérimentale des méthodes de localisation peut être
trouvée dans [68].
Dans des travaux récents du groupe RIA, notamment les travaux de JB.Hayet
[51], des amers plans quadrangulaires et texturés, en pratique des affiches ou posters,
sont automatiquement détectés, puis caractérisés afin d’être reconnus et exploités pour
la localisation du robot ; de plus, le robot peut se localiser relativement à ces amers. Sur
la figure 1.2a, plusieurs amers de ce type apparaissent sur les murs du couloir que le
robot va devoir parcourir. Une extension pourrait être de considérer aussi des panneaux
de signalisation, et d’interpréter l’information qu’ils donnent. En liaison avec JB.Hayet,
nous nous sommes particulièrement intéressés dans cette thèse, au suivi visuel de cette
sorte d’amers : des résultats seront présentés au chapitre 5.
1.2.2 Navigation avec une carte topologique.
Un des problèmes avec l’approche métrique est la grande quantité de données
nécessaires pour mémoriser le modèle du monde, et la complexité de la procédure
11
permettant de comparer et corriger les informations acquises depuis tous les capteurs
montés sur le robot.
Une manière plus qualitative de représenter le monde dans lequel notre robot va
évoluer, semble être une bonne alternative. La représentation qualitative la plus
communément utilisée, est appelée carte topologique ; c’ est un graphe, dans lequel
chaque nœud correspond à un endroit caractéristique (carrefour entre couloirs, entrées
dans les espaces ouverts …), appelé meeting point dans plusieurs travaux [26], que nous
appellerons lieu par la suite. Chaque lieu devra être décrit par un ensemble des
caractéristiques propres, qui permettront au robot de le reconnaître. Une arête liant deux
nœuds signifie qu’il existe une commande référencée capteur que le robot peut exécuter
afin de se déplacer entre les deux lieux correspondants. Cette représentation est
particulièrement adaptée pour décrire des réseaux de couloirs : les lieux correspondent
aux carrefours, les arêtes aux couloirs qui les lient.
Pour la génération d’une trajectoire entre deux lieux définis dans une carte
topologique, il suffit de rechercher un chemin dans le graphe. Les consignes pour
naviguer seront des commandes référencées capteur, par exemple Suivre le couloir,
Tourner à gauche, Franchir la porte … Pour chaque consigne, il existera des
caractéristiques précises de l’environnement à suivre (plinthes, arête d’un mur, bords de
la porte…) ; un module de suivi de primitives visuelles, sera donc requis.
Dans le cas de la navigation topologique, le robot n’a nul besoin de connaître sa
position précise par rapport à un repère du monde. Il doit seulement déterminer une
localisation qualitative « Je suis dans le lieu A » et, au mieux, une estimation de sa
position relative par rapport à un repère lié au lieu dans lequel il se trouve.
De ce fait, une localisation explicite étant superflue, les lieux du monde pourront
être uniquement représentés par exemple, par leur apparence. C’est alors avec la vision
que l’information relevante de chaque lieu caractéristique d’un environnement intérieur
peut être extraite le plus facilement. Les caractéristiques propres de chaque lieu peuvent
être des simples lignes droites comme des arêtes verticales ou horizontales [34], des
zones texturées [106] ou des objets particuliers (par exemple, panneaux de signalisation)
[77] ; les autres capteurs (ultrasons, télémétrie laser) sont plus utilisés pour la
construction du modèle métrique du monde. C’est dire que la navigation topologique est
hautement dépendante d’un bon système de vision afin d’identifier les éléments
caractéristiques de l’environnement.
Essentiellement, c’est à partir de correspondance entre images que les lieux sont
identifiés, par des méthodes d’indexation. Par exemple, dans [54] , les images sont
comparées dans le domaine fréquentiel ; dans [17] les histogrammes couleur des images
sont utilisés, et dans [84] les images sont représentées par des vecteurs d’attributs,
analysées par Analyse en Composantes Principales (ACP). Plusieurs approches qui
utilisent les images directement pour calculer la position du robot, utilisent des caméras
omnidirectionnelles [45]. Des travaux pour la localisation qualitative en milieu
extérieur, pour un robot équipé d’une caméra omnidirectionnelle ont été effectués dans
notre groupe, par J. Gonzalez Barbosa [47].
Afin de gérer plusieurs hypothèses sur la possible position du robot, une
approche classique, la localisation markovienne [98], consiste en l’accumulation
d’évidence afin d’avoir une probabilité d’être en chaque lieu. Par exemple, dans [91], un
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système de vote a été proposé à partir de caractéristiques trouvées dans la scène. Cette
approche permet aussi d’intégrer aisément les caractéristiques trouvées par d’autres
capteurs que la vision, et donc il est possible de comparer et/ou corriger la position du
robot en exploitant toutes les caractéristiques acquises depuis un système multisensoriel.
1.3 Navigation en extérieur
La différence principale entre la navigation en extérieur et celle en intérieur, est
que les conditions d’illumination sont non contrôlables ; quelques fois elles ne sont pas
même prédictibles. Généralement les environnements d’extérieur sont plus riches en
informations (couleur, textures), mais aussi plus complexes. La simplification qui
consiste à exprimer le modèle du monde et la situation du robot en 2D, n’est plus
possible ; le modèle doit être 3D, même si le plan du sol qui porte le véhicule (dans le
cas de voitures, ou de robots mobiles à 4 roues) aura un rôle spécifique.
Pour faire face à cette plus grande complexité de l’environnement, il faut adopter
des capteurs qui en donnent une description la plus riche possible : la vision s’impose
généralement dans ce contexte, que cela soit en monoculaire [28], [ 8 2 ]  o u  e n
stéréovision [71]. Dans les travaux sur les véhicules intelligents, elle est généralement
associée à un capteur télémétrique (radar, laser) pour la détection des obstacles
lointains : se pose alors le problème de la fusion multisensorielle.
Il existe plusieurs travaux pour la navigation en environnement d’extérieur,
travaux assez différents les uns des autres du fait de la variabilité de ces
environnements. Cela va de la navigation de voitures sur route ou en milieu urbain,
jusqu’à la navigation d’un robot d’exploration planétaire [23].
Dans le premier cas, il s’agit essentiellement de garantir que le véhicule reste sur
une route, ou sur une voie de circulation, qu’il reste à distance réglementaire du
véhicule précédent et qu’il détecte tout autre objet sur la route. Les scènes à traiter sont
dynamiques (trafic routier) et l’environnement semi structuré (marquages sur la
chaussée). Dans ce contexte, le suivi visuel concerne
• soit le bord de la chaussée, pour un contrôle automatique du véhicule.
• soit les autres objets présents sur la route (autre véhicule, piétons…), pour évaluer
trajectoires (ou pistes) de ces objets et estimer leur dynamique.
Dans le cas de la navigation d’un environnement totalement naturel, par exemple
pour l’exploration planétaire, le système embarqué doit intégrer un grand nombre de
modules, depuis la détermination de la nature du terrain pour choisir un mode de
navigation ou de locomotion, jusqu’à la détection d’amers exploités pour la localisation
ou pour la commande référencée vision du robot. Dans ce contexte, le suivi visuel sera
nécessaire pour accélérer la recherche des amers dans une séquence d’images.
On peut mentionner d’autres travaux pour différents contextes comme par
exemple les travaux de Fernandez et Casals [42] pour la navigation en environnements
non structurés, ou la navigation en extérieur sur des chemins avec interprétation de
symboles en braille [115].
Dans le groupe RIA, plusieurs travaux ont été développés pour la navigation en
extérieur, notamment, dans le cadre du projet EDEN pour l’exploration planétaire. Lors
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de ces travaux, le suivi visuel d’amers n’a pas été considéré : les amers sont détectés sur
chaque image selon des critères globaux, puis appariés en considérant une prédiction sur
le déplacement effectué par le robot entre les deux points de vue. Citons des travaux en
cours en robotique aérienne ; le suivi d’un amer détecté au sol depuis un robot aérien,
sera plus simple à traiter du fait de l’absence d’effet perspective dans les images. Un
modèle affine de la caméra peut dans ce contexte, être suffisant.
Le groupe est impliqué également dans deux actions de recherche, concernant la
robotique en milieu extérieur :
• la détection d’obstacles depuis un véhicule en milieu routier (projet ARCOS).
• l’automatisation de machines agricoles, dans le cadre d’un projet financé par le
Laboratoire Franco-mexicain d’Informatique (LAFMI).
De ce fait, nous présenterons aussi des résultats en chapitre 5 , sur l’application
de nos méthodes de suivi sur des séquences d’images acquises depuis un véhicule sur
une route, en coopération avec un collègue chargé de la détection de ces obstacles.
Pour la navigation d’une machine agricole, le problème principal consiste à
décrire un environnement faiblement structuré en considérant des entités de type route
ou chemin, champ, arbre …. puis, de planifier et exécuter grâce à un tel modèle, des
trajectoires pour aller d’un lieu A à un lieu B. Le problème principal consiste à circuler
dans un réseau de chemins qui permettent d’accéder à des champs ou autres espaces
ouverts ; la navigation topologique et la localisation markovienne sont adaptées pour
traiter ce problème. Nous présenterons aussi en chapitre 5 , l’application de nos
méthodes de suivi, pour suivre les bords d’un chemin pendant les déplacements, donc
en coopération avec un algorithme de détection de ce chemin [5]. La figure 1.2 (b)
montre une image typique d’un tel environnement.
Nous avons appliqué nos méthodes de suivi également sur des séquences
d’images acquises depuis un véhicule sur une route. Pour la navigation d’un robot en
environnements naturels, mais plus précisément pour la navigation des machines
agricoles, dont le problème principal consiste en trouver le chemin pour aller du point A
au point B.
1.4 Suivi d’objets : Etat de l’art
Dans la littérature, de nombreuses méthodes de suivi d’objets ont été présentées ;
une grande partie d’entre elles, peuvent être utilisées pour suivre des objets précis en
temps réel. Malheureusement, la plupart de ces méthodes sont fondées sur un seul
modèle de cible ou une seule modalité ; elles sont limitées à certains environnements
spécifiques, typiquement pour la vidéo surveillance, des scènes statiques, contrôlés et
connues à priori, sur lesquelles la méthode suit tous les objets dynamiques qui
apparaissent.
On peut admettre, sans aucun risque de se tromper, que jusqu'à aujourd’hui il
n’existe pas une méthode suffisamment générale pour traiter avec succès et robustesse,
la grande variété des cibles et conditions qui existent dans le monde réel.
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Figure 1.4. Schéma général sur le suivi.
Dans la figure 1.4, nous montrons un schéma général pour le suivi d’objets.
Selon la méthode, les procédures inscrites dans ce schéma sont plus ou moins
complexes : par exemple, l’actualisation du modèle de la cible ou la prédiction de son
mouvement apparent dans la séquence d’images  ne sont pas toujours effectuées.
1.4.1 Méthodes de suivi
Plusieurs classifications des méthodes de suivi visuel d’objets ont été proposées
dans la littérature ; elles dépendent autant des auteurs, que du but pour lequel ces
méthodes ont été conçues. Nous considérons la classification donnée dans [73], où selon
les auteurs, les méthodes de suivi visuel peuvent être divisées en quatre classes :
• Méthodes de suivi fondées sur des modèles. Ces méthodes repèrent des
caractéristiques connues dans la scène et les utilisent pour mettre à jour la
position de l’objet. Parmi ces méthodes, citons celles qui exploitent les
modèles géométriques fixes [18], et les modèles déformables [19].
• Méthodes de suivi de régions ou blobs. Cette sorte de méthodes se
caractérise par la définition des objets d’intérêt comme ceux qui sont
extraits de la scène en utilisant des méthodes de segmentation. Citons les
nombreuses méthodes qui détectent une cible à partir de son mouvement sur
un fond statique ou quasiment statique [67].
• Méthodes de suivi à partir de mesures de vitesse. Ces méthodes peuvent
suivre les objets en exploitant les mesures de leur vitesse dans l’image, avec
des mesures telles que le flux optique ou des équivalents [100].
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• Méthodes de suivi de caractéristiques. Ces méthodes suivent certaines
caractéristiques de l’objet, comme des points, des lignes, des contours
…[12], caractéristiques ou primitives image auxquelles il est possible aussi
d’imposer de restrictions globales [39]. Ces caractéristiques peuvent être
aussi définies par la texture ou la couleur [35].
Cette classification n’est pas exhaustive, et à ce jour, il existe de nombreux
recouvrements entre les classes, c’est-à-dire, des méthodes qui peuvent être classifiées
dans deux ou plus de classes. Nous considérerons que ces méthodes sont des
combinaisons des approches existantes.
C’est à partir des définitions des environnements et des cibles pour chaque
problématique de la navigation évoquée précédemment, qu’il est possible de
s’apercevoir, que certaines méthodes, comme le suivi de blobs, seront difficilement
utilisables. Par ailleurs, il est très difficile d’utiliser des méthodes fondées sur la
différence objet/fond, parce que le robot est en mouvement et donc, le fond ou l’arrière-
plan n’est pas statique (du point de vue de l’image), et même les cibles peuvent être
statiques par rapport au fond.
De manière similaire, les méthodes fondées sur des mesures de vitesse, seront
difficilement exploitables pour la navigation de robots mobiles Il existe quelques
approches pour le suivi à partir de flux optique, qui ont été essayées pour la navigation
d’un robot [31]; mais, la plupart d’entre elles utilisent une méthode de suivi de
caractéristiques comme des lignes droites, et c’est à partir de ces primitives éparses dans
l’image, que le calcul de la vitesse est fait.
Nous favorisons donc, l’utilisation des deux autres sortes de méthodes afin de
réaliser les tâches de suivi depuis un robot se déplaçant dans les environnements décrits
précédemment : suivi fondé sur un modèle de la cible et suivi de primitives image. Une
analyse des méthodes de suivi ainsi que des méthodes de segmentation et
reconnaissance des cibles pour la navigation robotique est décrit dans [37]. Signalons
qu’il existe d’autres travaux sur le suivi dans le groupe Robotique et Intelligence
Artificielle,
• travaux dédiés au suivi de personnes, donc d’objets déformables (visages, mains,
corps entier) [78].
• et travaux sur le suivi de points d’intérêt, algorithme inspiré d’une méthode
d’appariements conçue initialement pour le recalage de vues aériennees [59].
1.4.2 Contrôle d’exécution du suivi visuel
Au delà du choix d’une méthode de suivi pour une application donnée, un autre
problème consiste à contrôler son exécution : un module de contrôle du suivi devra
traiter les problèmes suivants :
• Détecter l’apparition d’une nouvelle cible, et initier un nouveau suivi,
éventuellement en commutant d’une cible à une autre (typiquement, le long d’un
couloir).
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• Détecter une erreur et initier une procédure de reprise, ce qui peut nécessiter de
coopérer avec un autre module visuel : soit un module moins réactif, chargé de
retrouver la cible dans l’image selon des critères globaux, soit une autre méthode de
suivi, plus adaptée ou plus robuste.
• Commander des modalités contrôlables sur la caméra, afin d’adapter le champ de
vue aux mouvements de la cible : en ce cas, le module de suivi est couplé avec un
module d’asservissement, typiquement pour commander rotation en site et azimut
ou zoom sur une caméra active de vidéo surveillance.
Comme nous l’avons mentionné, dans des environnements réels, une seule
méthode de suivi ne peut pas traiter toutes les tâches et tous les contextes qui peuvent se
présenter. D'ailleurs les méthodes de suivi ne sont généralement pas suffisamment
robustes pour travailler avec des conditions variables de l’environnement ; elles
échouent fréquemment quand les conditions d’illumination changent significativement.
D’autres situations caractéristiques qui provoquent des erreurs pour les méthodes
de suivi, concernent des arrières plans ou fonds encombrées, des changements de pose
de la cible, des occultations de la cible ou des fortes discontinuités dans sa dynamique.
Certains de ces problèmes peuvent être surmontés en utilisant un module de prédiction
adapté, capable de maintenir la position de la cible pendant les occultations, ou capable
de gérer plusieurs modèles pour la dynamique de la cible (vitesse constante,
accélération constante et autres) ou pour sa trajectoire (ligne droite, courbes …), ou
capable de gérer plusieurs hypothèses sur la position de la cible dans l’image (filtrage
particulaire). Dans nos travaux, par manque de temps, nous n’avons pas exploité ces
techniques, mais il est évident que leurs contributions permettent de rendre plus
robustes les méthodes de suivi évoquées ici.
Nous avons exploré une autre voie afin de surmonter les limitations des
méthodes de suivi : l’intégration de plusieurs méthodes afin de les faire collaborer entre
elles. Dans ce cas, un module de contrôle d’un module de suivi intégrant plusieurs
méthodes, doit être chargé de sélectionner la méthode à utiliser en fonction de la cible et
des conditions de l’environnement. En plus, quand une méthode spécifique a échouée,
le module peut sélectionner une autre en fonction du problème, afin de récupérer la
cible, et si ce n’est pas possible, afin de sélectionner une nouvelle cible, laquelle
dépendra de la tâche spécifique à exécuter.
L’intégration de plusieurs méthodes de suivi est destinée également à augmenter
la robustesse du système de vision robotique. Toyama et Hager [105], ont proposé
d’utiliser une hiérarchie en couches pour les méthodes de suivi. D’autres auteurs ont
proposé d’utiliser une fusion de l’information de chaque méthode de suivi pour
améliorer la robustesse de l’ensemble des méthodes. Kruppa et al. [69] utilisent une
approche de d’information réciproque, afin de fusionner différents modèles de la cible,
obtenus depuis plusieurs méthodes de suivi exécutées simultanément. Rasmussen et
Hager [90] utilisent une approche probabiliste pour contrôler une hiérarchie de
stratégies de méthodes de suivi. Jepson [58] propose d’intégrer plusieurs méthodes en
limitant leur champ d’application pour le suivi de visages dans des environnements
naturels encombrés. Adachi [1] renforce la performance des méthodes de suivi en
améliorant le modèle de mouvement affine.
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D’autres travaux ont été focalisés sur le contrôle de plusieurs méthodes de suivi
d’une manière active. Barretto [11] a développé des mesures pour l’évaluation des
performances afin de contrôler le suivi actif en utilisant une tête stéréo.
Dans les chapitres 2 et 3, nous décrirons et analyserons les méthodes de suivi
que nous exploitons dans nos travaux ; dans le chapitre 4, nous verrons comment nous
les faisons coopérer afin de rendre le suivi plus robuste et afin d’accroître les capacités
de navigation de nos robots en considérant différents types d’amers visuels.
Un point important à prendre en compte, dans les besoins d’un système de suivi
d’objets est l’intégration avec un module de vision active, chargée de contrôler des
modalités sur le capteur lui-même. Ce contrôle actif du capteur permet d’améliorer le
temps de réponse du suivi, par focalisation de l’attention sur des zones d’intérêt. Nous
allons donc décrire les caractéristiques de la vision active et dans le chapitre 5 nous
décrirons nos travaux sur la commande d’une camera active.
1.5 Vision Active
Plus d’un tiers du cerveau humain est dédié au processus de la vision [43]. Pas
surprenant, puisque ce processus est la méthode la plus importante part laquelle le
cerveau acquiert des informations sur le monde extérieur ! La vision chez l’homme est
un processus dynamique pendant lequel les yeux échantillonnent en continu leur
environnement. C’est une des raisons qui font qu’il est très important d’avoir un tel
système de vision active chez les robots.
C’est à partir du développement d’ordinateurs de plus en plus rapides et avec de
plus grandes capacités de stockage, qu’il est devenu possible d’embarquer des fonctions
de vision active sur des machines. Contrairement à l’idée initiale de vision passive [76],
utilisé au début de la robotique et principalement dans les premières approches de la
vision par ordinateur, la vision active [18] s’intéresse au contrôle des algorithmes ainsi
que des structures optiques et mécaniques des caméras, afin de simplifier (a) le
processus de la vision par ordinateur et en même temps, (b) l’interaction avec le monde
extérieur. Il est important de remarquer qu’un système de vision active, crée lui-même
des processus actifs dans le monde.
Citons les caractéristiques essentielles d’un tel système :
• opération en continu. Le système est toujours en marche.
• filtre d’information. Un système de vision active agit comme un filtre
d’informations, ne retenant que ce qui est pertinent pour la fonction
visuelle en cours d’exécution ; c’est la notion de purposive vision
introduite par Y.Aloimonos [3] [8].
• temps réel. Afin d’être utile, un système de vision active doit retourner
les résultats dans un délai fixe, qui dépend de l’application.
• contrôle du traitement. Afin de réaliser des fonctions en temps fixe ou au
moins, borné, le traitement est restreint à des régions d’intérêt. ; le
capteur est configuré pour faciliter le choix et la taille de cette région
(centrage, zooming…. pour garantir une résolution fixe).
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Pour qu’un robot puisse agir et intervenir dans un monde dynamique, par nature
très complexe, il est vital qu’il ait la capacité de commander activement les paramètres
de la caméra. Les systèmes de vision active doivent donc avoir des mécanismes pour
commander les paramètres tel que l’orientation, le zoom, l’ouverture et la convergence
(pour la stéréovision) en réponse aux besoins de la tâche et aux stimulus externes.
Plus généralement, la vision active renferme des mécanismes d’attention, de
perception sélective dans l’espace, la résolution et le temps. Ces mécanismes sont
introduits en modifiant soit les paramètres physiques de la caméra, soit la manière avec
laquelle les données sont traitées après acquisition.
L’étroit accouplement entre perception et action, proposé dans le paradigme de
la vision active, ne se limite pas au contrôle du processus visuel. Ce processus doit aussi
interagir fortement avec les activités qui exploitent les données visuelles (la navigation,
la manipulation, la signalisation du danger, etc.) ; ceci permet des simplifications dans
les algorithmes de commande et les représentations de scènes, des temps de réaction
rapides, et finalement, des taux de succès plus élevé pour ces activités.
L’application de la vision active facilite certaines tâches qui seraient impossibles
en utilisant la vision passive. L’amélioration de la performance peut être mesurée en
termes de fiabilité ou robustesse, de répétabilité et de réactivité (ou temps d’exécution)
lorsque sont traitées certaines tâches spécifiques, mais aussi par la généricité, ou
capacité à traiter une grande diversité de tâches.
1.6 Architecture du système - l'architecture LAAS
Dans la figure 1.5, nous montrons l'architecture LAAS, architecture des
systèmes embarqués sur tous les démonstrateurs du groupe RIA. Nous avons intégré
différents modules dans cette architecture, pour les démonstrateurs DILIGENT et
DALA (figure 1.6).
Le système embarqué sur les robots, compte trois niveaux hiérarchiques
distincts. Nous ne sommes intervenu que sur le niveau fonctionnel :
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Figure 1.5. L'architecture LAAS: vue d'ensemble
• Niveau Fonctionnel. Ce niveau inclut les traitements nécessaires pour
toutes les capacités sensori-motrices de base du robot, ce qui comprend
aussi bien le traitement des données sensorielles, que la commande des
actionneurs. Ce niveau contient une bibliothèque de modules, lesquels sont
des entités autonomes, de natures très diverses, réalisant chacun une série
de fonctionnalités spécifiques et dotées entre elles de capacités de
communication, soit par messages (interaction de type requête/réplique
entre un module client et un module serveur), soit par mémoire commune
(un module serveur produit une donnée dans un poster lu par des modules
clients).
• Contrôle d'exécution. Ce niveau permet de contrôler et coordonner
l'exécution des fonctions du niveau précédent, suivant les besoins et
contraintes exprimés par le niveau suivant ;
• Niveau Décisionnel. Ce niveau contient les capacités du robot à planifier
les tâches requises par une mission donnée par un opérateur. Il supervise
l’exécution de ces plans, de telle sorte à pouvoir réagir aux événements
imprévus par les planificateurs.
Dans [2], on peut trouver une description beaucoup plus détaillée de
l'architecture LAAS et des outils développés pour la mettre en œuvre.
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(a) (b)
Figure 1.6. Robots démonstrateurs du groupe RIA : a) Diligent, b) Dala.
Comme il a été mentionné, nous nous intéressons aux fonctionnalités visuelles
de suivi et à leur contrôle, ce qui va impliquer des coopérations ou interactions entre
plusieurs fonctionnalités : par exemple, entre deux modules de suivi, entre un module de
segmentation et un module de suivi, entre un module de détection d’amer et un module
de suivi. Les algorithmes et/ou fonctionnalités diverses se trouvent encapsulées dans des
modules autonomes dans le niveau fonctionnel. Un mécanisme de requêtes, permet à un
autre module, au superviseur, voire à l'utilisateur en personne de démarrer,
d'interrompre une fonction, ainsi que de changer des paramètres internes au module.
Ces requêtes peuvent s'exécuter en parallèle, de manière synchrone ou non. Les
modules génèrent des répliques et des bilans, qui permettent de savoir comment s'est
déroulée l'exécution des requêtes et le cas échéant, et de faire remonter la cause des
erreurs observées. L’exportation de donnés internes d'un module se fait par les
structures publiques appelées posters : c’est via ces structures qu’un module de
segmentation pourra transmettre le modèle de la cible (contour, région) au module de
suivi, ou réciproquement, que le module se suivi pourra fournir une prédiction sur la
position d’un amer à un module de localisation du robot.
Nous présentons en figure 1.7, l’architecture générique de notre système de suivi
visuel. Il y apparaît trois modules principaux :
• Module de contrôle du suivi : Module chargé de la sélection des cibles ou
objets que le robot doit suivre. Les cibles peuvent être inconnues et détectés en
ligne, ou déjà connues et leurs modèles enregistrés; leur suivi peut être prévue
déjà un plan perceptuel.
• Module de suivi : Module dans lequel se trouvent toutes les fonctions utiles
pour le suivi visuel. Cela peut inclure plusieurs méthodes de suivi (régions ou
contours), et  aussi, des fonctions  d’auto-détection d’erreurs.
• Module d’extraction: Module qui interagit avec le module de suivi afin de
donner l’initialisation de l’objet ou cible à suivre, qui sera extrait d’une image
peut être par segmentation ou reconnaissance d’objets 3D, localisation…
Les contraintes temporelles  sont fortes surtout pour le module de suivi, qui
typiquement devra fonctionner à une cadence de 10 à 50HZ. Nous supposerons que le
module d’extraction peut avoir un temps de réponse 10 fois plus important.
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Le module de contrôle du suivi, est chargé de répondre aux sollicitations des
couches supérieures du système. Il coordonne l’exécution d’un plan perceptuel, donc, il
lance des requêtes de démarrage ou arrêt d’activité. Par exemple une fois la
caractéristique désirée trouvée par le module d’extraction, il va demander au module de
suivi de suivre telle cible, puis recevra de l’un et de l’autre des bilans issus de la
comparaison de leurs résultats ; s’il détecte une divergence, il est responsable de la
stratégie pour reprendre l’erreur.
La communication entre le module de contrôle et les autres se fait
principalement par requêtes et répliques et/ou bilans ; entre le modules de suivi et celui
qui détecte les cibles, elle se fait principalement par moyen de l’exportation de posters,
contenant l’information à partager. Ces modules peuvent interagir avec d’autres
modules (localisation du robot, asservissement visuel…), mais c’est principalement ce
schéma qui nous intéresse. Dans le Chapitre 5 , nous donnerons plusieurs instanciations
des modules qu’il contient..
Control 
de suivi
Module de suivi
Module de 
collaboration
(initialisation, 
segmentation, 
détection d’amers, …)
Posters
RequêteRequête
Réplique 
et/ou
Bilan
Réplique 
et/ou
Bilan
Figure 1.7. Architecture générique du système visuel.
1.7 Conclusions
Dans ce chapitre nous avons présenté d’une manière générale le contexte de nos
travaux, qui concernent les fonctionnalités visuelles pour la navigation de robots
autonomes dans des environnements autant d’intérieur et que d’extérieur. Ces
fonctionnalités visuelles seront plus spécifiquement le suivi d’objets dans des séquences
d’images acquises depuis une machine ou un robot en mouvement, et son application à
la navigation d’un robot mobile dans les types d’environnement.
Un panorama général de l’architecture des systèmes embarqués sur les
démonstrateurs robotiques du LAAS-CNRS, a été montré ainsi que la place dévolue au
22
module de suivi visuel, et les principales collaborations qu’il devra avoir avec les autres
modules du système embarqué.
Un bref état de l’art a été présenté, sur les méthodes de suivi visuel, ainsi que les
différentes approches proposées pour la collaboration de différentes méthodes afin
d’améliorer la performance du module de suivi.
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Chapitre 2  
Méthodes de suivi visuel
2.1 Introduction
Le suivi visuel d’objets dans des séquences d’images est devenu une des tâches
les plus utilisées, parmi celles développées pour la vision par ordinateur. Les différents
champs d’application comprennent entre autres : la vidéoconférence (suivi des
interlocuteurs), la vidéosurveillance (détection, suivi, reconnaissance du comportement
de personnes, d’intrus), la segmentation et l’édition de séquences vidéo, sans oublier les
applications plus traditionnelles de la robotique : suivi d’obstacles pendant une phase
d’évitement, suivi d’indices visuels dans une tâche asservie sur la vision, suivi d’un
opérateur (corps, visage, main…) pour définir des modes d’interaction évolués entre
l’Homme et la Machine…
Le but central du suivi visuel consiste à déterminer la configuration d’une cible
ou les caractéristiques d’un objet dans une séquence d’images, tant que cette cible est en
mouvement apparent dans les images ; ce mouvement dans les images peut provenir
d’un réel mouvement 3D de la cible dans le champ de vue de la caméra (scénario de
type vidéosurveillance), du mouvement de la caméra si celle-ci est montée sur un
actionneur : robot, platine site / azimut… (scénario du robot qui suit des amers fixes
durant ses déplacements) ou de la combinaison de ces deux mouvements (scénario du
véhicule qui suit une cible mobile, ou qui évite un obstacle dynamique).
Comme nous l’avons dit dans le chapitre précédent, il existe différentes
méthodes de suivi visuel, ainsi que différentes typologies proposées pour les classifier.
Si nous nous limitons aux méthodes de suivi de caractéristiques image, les principales
variantes proviennent de la représentation de la cible dans l’image, et de la méthode de
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prédiction sur le mouvement apparent de la cible …. De manière très grossière, on peut
caractériser les méthodes qui suivent une cible donnée par (a) un ensemble de points,
(b) une région ou (c) un contour, et qui ont une fonction de prédiction fondée sur (1) un
simple filtre alpha/beta, [11] (2) le filtrage de Kalman [10] ou (3) le filtrage particulaire
(ou CONDENSATION) [53].
Cette classification sera utilisée plus précisément dans la suite pour décrire
chaque méthode et caractériser les conditions dans lesquelles elles donnent des bons
résultats. Dans nos travaux, nous ne nous sommes pas intéressés à la fonction de
prédiction ; un simple report du mouvement apparent trouvé à l’image précédente, nous
permet de prédire la position de la cible dans l’image courante.
En robotique mobile, avoir au moins, une méthode de suivi visuel intégré sur le
robot, est devenu indispensable. En plus, si le robot doit être capable de réaliser des
tâches dans un environnement complexe et dynamique, il faut intégrer plusieurs
méthodes dans le système embarqué. En effet, les cibles qu’un robot peut suivre dans un
environnement donné, sont de natures si différentes (objet 3D ou plan, primitives,
silhouettes…) et les conditions et contextes dans lesquels le suivi doit fonctionner, sont
si variables, qu’une seule méthode ne peut suffire.
Dans les sections de ce chapitre, nous décrivons les quatre méthodes que nous
avons intégrées sur les robots démonstrateurs exploités au sein du groupe Robotique et
Intelligence Artificielle (RIA) du LAAS – CNRS. Une de ces méthodes, le suivi d’un
ensemble de points, a été développée initialement dans le groupe, par R. Murrietta Cid,
puis améliorée par V. Ayala Ramirez. Nous avons développé les trois autres, suivi de
contours, suivi de motifs et suivi de segments, en adaptant leurs descriptions trouvées
dans la littérature aux besoins de la robotique mobile. Dans le chapitre suivant, nous
ferons une analyse plus détaillée de leurs caractéristiques spécifiques, ce qui permettra
de comparer et classifier ces méthodes.
2.2 Snakes ou Contours Actifs
Les contours actifs ou “Snakes“ [63] ont été intensivement utilisés pour la
segmentation et le suivi d'objets. Cette méthode est basée sur la minimisation d'énergie
le long d'une courbe quand elle est déformée par des forces internes et externes. Ces
forces sont définies afin d’imposer respectivement, des propriétés pour la forme du
contour et pour sa position dans l'image.
2.2.1 Formulation classique de l’énergie
Généralement, un contour actif v est défini par un ensemble de points de
contrôle, à partir desquels une courbe continue est interpolée, par des fonctions B-
Splines quadratiques ou cubiques. Ensuite, l'énergie totale pour un contour actif v décrit
avec une représentation paramétrique v = (x(s), y(s)) où s désigne l’abscisse curviligne,
peut être écrite comme :
( )( ) ( )( )dssEsEE exttot   )( int vvv Ú +=  (2.1)
où les indices inférieurs dans E , représentent les énergies interne et externe,
respectivement.
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L'énergie interne est généralement définie par :
Ú +=
1
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 (2.2)
et l’énergie externe par :
Ú=
1
0
))(()( dssPEext vv
 (2.3)
où les indices inférieurs sur v dénotent l’ordre de différentiation, w 1(s) et w 2(s) sont
des facteurs de poids donnés aux termes d’élasticité et de lissage respectivement, et P
est l'intensité du potentiel externe. Généralement, ce potentiel P est proportionnel au
gradient de l’intensité lumineuse dans l'image (figure 2.1), de sorte que le contour actif
se colle sur les discontinuités de luminance.
Dans une première étape, le contour actif est définie par une position initiale de
la courbe v, position définie de manière interactive (un opérateur donne par des clics
souris par exemple, les points de contrôle de la courbe) ou par une autre fonction
visuelle (détection d’objets spécifiques dans l’image : amers visuels, route, obstacle,
visage ou main d’une personne…). A partir de cette position initiale, le contour va
évolué, soit dans une même image (segmentation d’un objet), soit dans des images
successives d’une séquence (suivi d’un objet) : les forces sont appliquées sur les points
de contrôle, qui à chaque itération, peuvent se déplacer dans un voisinage donné
(typiquement, dans une fenêtre 3x3 centré sur le point). L'évolution du contour actif est
déterminée par son équation de mouvement, dérivée à partir de l’équation (2.1).
Cette équation de mouvement peut être résolue par des méthodes variationnelles
[13]. Cependant, les approches variationnelles ont souvent des problèmes lors de la
phase d’optimisation : mauvaise stabilité numérique, convergence lente, difficulté pour
satisfaire des contraintes fortes… Amini et al., dans [4] ont proposé de résoudre ce
problème variationnel par une méthode de programmation dynamique, assurant de cette
manière la stabilité. La complexité de cette méthode est donnée par O(nmk+1), où n est le
nombre de points de contrôle (typiquement, plusieurs dizaines de points), m est le
nombre de positions possibles pour un point de contrôle (typiquement, 9 positions) et k
est le plus haut ordre de dérivation pour le contour (typiquement, 2). Cette méthode a
plusieurs avantages :
• elle peut être accélérée en l'appliquant dans un espace multi échelle,
• elle n’est pas sensible à des minima locaux, comme le sont les solutions par
approches variationnelles.
Afin de réduire l'espace m, et donc la complexité interne à la méthode, il est
possible de simplifier la recherche de positions pour un point de contrôle, aux lignes
droites perpendiculaires à la courbe (figure 2.2). Cependant, avec cette restriction, dans
le cas du suivi d’objets, il est nécessaire, la plupart du temps, de faire une redistribution
des points de contrôle dans la courbe, parce que, sinon après quelques images dans la
séquence, ces points deviendront arbitrairement groupés ou séparés sur la courbe.
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(a) (b)
Figure 2.1. Potentiel externe défini à partir du gradient d’intensité lumineuse de l’image, a)
image du gradient d’intensité et b) attracteurs (verticalement) qui vont créer le potentiel externe
à partir de cette image.
Pour résoudre ce problème, un nouvel échantillonnage de la courbe est
nécessaire, afin de redistribuer les points de contrôle avant de traiter l’image suivante, et
donc perdre rajouter une étape supplémentaire à l’algorithme.
Figure 2.2. Lignes perpendiculaires au contour actif pour la recherche de minima d’énergie.
D'autre part, pour certains objets, comme ceux dont les contours présentent des
coins ou des zones de courbure élevée, il est nécessaire d’augmenter le nombre de
points de contrôle sur ces zones, afin de les localiser plus finement, mais cela aussi a
une répercussion directe sur la complexité. En plus, si le mouvement des points vers ces
zones de courbure élevée, n’est pas restreint, la courbe finale peut présenter de boucles.
Dans [75], nous avons proposé de considérer le contour actif comme la surface
d'un conducteur électrique, de sorte que, en appliquant une charge électrique totale Q à
cette surface, une nouvelle force interne va apparaître. Celle-ci sera une force répulsive
dont la magnitude sera en raison de la densité de charge électrique du segment
considéré. En conséquence, en divisant cette charge uniformément dans le contour et en
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l’appliquant a chaque point de contrôle, cette nouvelle force répulsive redistribuera les
points de contrôle sur la courbe avec une plus haute densité des points dans les zones de
plus haute courbure convexe [112].
En prenant compte cette nouvelle force, l'énergie interne peut être écrite
comme :
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où k est un coefficient constant, et s est la densité de charge électrique. Le terme
ks2 peut être vu comme une constante, une fois que la charge électrique a été assignée.
Selon la loi de Gauss, rappelée dans l’équation (2.5), une fois que l'équilibre est atteint,
le flux électrique sur la surface fermée du conducteur, est égal à la charge électrique
nette enfermée par la surface, divisée par la constante e0 (permittivité) ; à l'intérieur du
conducteur le champ électrique est exactement zéro [112].
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En conséquence, les particules chargées (points de contrôle) sur la surface du
conducteur se déplaceront sous l'influence seulement des forces produites par les
particules dans leur voisinage, et une fois que l'équilibre est atteint, la densité électrique
sera plus haute sur les zones de courbure convexe élevée.
En plus, une fois l'équilibre atteint, la distribution de la densité de charge ne
change pas pour un conducteur électrique isolé, quelle que soit sa position dans l'espace.
Pourtant, les mouvements de l'objet dans l’espace n'affecteront pas la distribution des
charges électriques. La redistribution des points de contrôle par cette force interne peut
être utilisée quand les objets sont inconnus ou quand les déformations doivent pousser
des points de contrôle dans certaines directions pour mettre à jour la forme du contour.
Nous avons donc développé une méthode de suivi par des snakes, qui utilisent
cette stratégie pour redistribuer les points sur le contour. Nous proposons ci-dessous,
deux autres variantes de la méthode, dédiées au suivi d’un objet structuré par des
snakes, et au suivi d’un objet dans une image couleur.
2.2.2 Définition des modèles déformables
Quand l’objet à suivre, a un modèle connu, en particulier, s’il a une forme
structurée, comme un rectangle ou un polygone, nous pouvons imposer des contraintes
au modèle du contour actif, afin de le déformer d'une façon appropriée [19]. Des
relations entre les points de contrôle peuvent être incorporées sous la forme de termes
d'énergie interne.
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(a) (b) (c)
(d) (e) (f)
Figure 2.3. Suivi d’une piste d’atterrissage depuis une caméra embarquée sur un avion.
La figure 2.3 montre le suivi d’une piste d’atterrissage par des contours actifs,
dans une séquence acquise depuis un avion. Dans les images (a), (b) et (c), le suivi se
déroule relativement bien. Cependant, à un moment donné (d), le contour est attiré vers
une zone de plus forts gradients ; dans ce cas, cette zone correspond aux marquages
blancs inscrits sur la piste, qui servent de référence au pilote de l’avion. De ce fait, dans
les images suivantes (e) et (f), le contour est complètement déformé : les gradients en
haut de la piste sont trop faibles pour attirer le contour et le remettre sur la piste, si
aucune autre contrainte est rajoutée.
Une autre solution pour le suivi d’un objet connu par un modèle consiste a
exprimé ce modèle par une courbe paramétrée, puis d’appliquer l’algorithme de
CONDENSATION proposé par Isard et Blake [53] ; cette méthode est notamment
adaptée pour le suivi d’objets déformables, représentés par un modèle paramétrique.
Notons cependant, que si la quantité de paramètres nécessaires pour décrire cette courbe
augmente, alors le calcul en temps réel devient difficile.
Afin d’éviter l’utilisation de ces modèles paramétriques complexes, et ainsi
assurer le suivi en temps réel, nous avons défini des contraintes locales simples.
Considérons un contour actif v, défini par des B-splines calculées à partir d’un
ensemble ordonné de points de contrôle ; par la suite un contour actif peut être défini
en utilisant les considérations suivantes :
a) une séquence de points de contrôle avec différentes multiplicités pour chacun
d’entre eux, et
b) des contraintes de forme entre les points de contrôle pour introduire des
segments en des endroits désirées sur la courbe.
Le premier aspect permet d’introduire des discontinuités dans un contour, et le
deuxième introduit des restrictions de forme, pour faire apparaître un alignement entre
certains points de contrôle successifs. Avant de présenter un résultat de cette méthode,
nous explicitons les deux contraintes rajoutées au modèle classique des snakes.
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Introduction de sommets sur un contour actif
Pour ce qui est de la partie a) de la définition d’un contour actif déformable, il
est clair qu’un point de contrôle de multiplicité k produira k-1 segments de plus dans la
courbe [36]. Sur la figure 2.4, sont montrées, trois courbes B-Splines cubiques avec un
point P de multiplicité 1, 2 et 3, respectivement. Nous pouvons voir dans la figure 2.4c
qu'un point de contrôle triple dans une B-Spline cubique produit une discontinuité de la
courbe. Ainsi, des points de contrôle multiples permettent d’introduire des coins ou des
discontinuités dans la courbe.
(a) (b) (c)
Figure 2.4. B-Spline cubique avec un point de contrôle P de multiplicité un, deux et trois
respectivement.
Soit P un point de contrôle de multiplicité k = 3, tel que celui décrit dans la
figure 2.4c. Quand ce point P  est déplacé, les positions des points Q  et R  sont
directement affectées, et conséquemment, l'énergie des segments de la courbe, qui
contiennent ces trois points (comme début ou fin d'un segment), est également affectée.
Pour cette raison et afin d'éviter des multiples calculs entre chaque segment impliqué
dans le mouvement d'un point de contrôle de multiplicité plus grand que 1, le calcul de
l'énergie pour ces segments doit être traité ensemble.
En résume, pour un point de contrôle de multiplicité k, nous devons rassembler
l'énergie des k-1 segments de la courbe directement impliqués, comme cela est décrit
dans l’équation suivante :
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où i est le premier segment qui contient un point de contrôle multiple, et E(vi) est
l'énergie pour le i-ème segment.
Par ailleurs, nous pouvons introduire d’autres restrictions afin d’imposer certains
rapports de forme. Sur un point de multiplicité trois, pour favoriser un angle droit sur ce
sommet, donc un triangle rectangle sur cette zone du contour, le terme d'énergie des
contraintes de forme, pourra être calculé en utilisant des relations dans le triangle PQR,
comme cela est indiqué dans l’équation suivante :
( )222 PRQPQRcE cons +-=P  (2.7)
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où c est un coefficient et QR, QP et PR sont les distances entre les points.
En conclusion, la minimisation de l'énergie pour les k-1 segments autour d'un
point multiple, permet d’imposer pour un coin dans un contour, une forme désirée, que
nous avons donc transformées en une contrainte, qui donnera un terme d’énergie.
Introduction de contraintes de forme sur un contour actif
D’autres contraintes de forme peuvent être facilement prises en compte, en
indiquant des zones potentielles de mouvement pour un point de contrôle donné, à partir
d’une position initiale de certaines caractéristiques. Par exemple, considérons un
contour actif initial où un sous-ensemble de points de contrôle a été caractérisé pour
rester alignés ; une zone potentielle de mouvement peut être définie sur ce segment, par
la mesure de la différence entre la position actuelle de ce sous-ensemble de points de
contrôle, et sa position initiale. Les zones potentielles pour le mouvement des points de
contrôle intégrés dans un segment de ligne droite, sont présentées dans la figure 2.5a ;
l’énergie à minimiser en fonction de ce potentiel, est calculée comme la distance du
point à cette même ligne droite sur le contour actif précédente, en tenant compte des
variations possibles de sa pente.
(a) (b)
Figure 2.5. Zones potentielles pour la recherche de : (a) lignes droites, et (b) croisement de
lignes droites.
Nous avons donc défini des contraintes pour imposer des coins et des segments
sur un contour ; mais rien n’impose à ce stade que les segments s’intersectent sur les
coins. Pour ce faire, les points multiples peuvent être également contraints à se
maintenir à une distance minimale du croisement des lignes droites qui les encadrent,
grâce à la zone décrite en figure 2.5b.
Selon la nature et la position d’un segment ou groupe des segments dans le
modèle, nous avons aussi essayé d’introduire d’autres potentiels externes pour tenir
compte de propriétés dans l’image. Par exemple, une force externe peut attirer un point
de contrôle multiple vers un point d'intérêt extrait, par exemple, par un détecteur de
Harris [49] appliqué sur une région spécifique. Mais comme cela est bien connu, les
détecteurs de coins ne sont pas très précis, et les coins détectés ne font que rajouter des
forces qui ne sont pas privilégiées par rapport aux autres.
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Bilan, résultats
Une fois que le modèle est défini, en incluant une séquence ordonnée de points
de contrôle de multiplicité variable et des contraintes de forme, il est nécessaire
d’ajouter un nouveau terme d’énergie à l’équation (2.1). Nous obtenons l’équation
suivante :
( )( ) ( )( ) ( )( )dssEsEsEE consexttot   )( int vvvv ++= Ú  (2.8)
Le terme Econs, dans (2.8) traduira en énergie, les contraintes de forme décrites
dans les points a) et b) de la définition d’un contour actif déformable.
Les modifications introduites de cette façon sur les contours actifs, n'affectent
pas beaucoup la vitesse du module qui permet de les suivre, même dans le cas de la
programmation dynamique, cela parce que les contraintes introduites sont calculées
localement. Les calculs exigés sont très simples, et requièrent les mêmes données que
celles également utilisées pour l'évaluation des autres termes d'énergie.
Nous avons aussi essayé d’introduire des contraintes plus globales, par exemple
d’imposer le parallélisme entre des segments du contour (pour le suivi d’un quadrangle
vu de manière frontale), mais en ce cas, la vérification de telles contraintes introduit des
traitements plus lourds incompatibles avec les contraintes temps réel.
L’application de telles contraintes sur la séquence d’atterrissage, ne s’est pas
révélée intéressante, du fait de la faible qualité de ces images (faible gradient sur la
partie lointaine de la piste). Prenons plutôt comme exemple, celui décrit dans le chapitre
précédent, dans le cadre des applications en robotique mobile en intérieur. Il consiste à
suivre des objets plans quadrangulaires, pendant le déplacement du robot porteur de la
caméra, notamment la navigation d’un robot dans les couloirs. Les portes, affiches et
panneaux sont détectés et suivis dans les séquences d’images ; ces objets seront utilisés
plus tard en tant qu’amers pour la localisation du robot dans des environnements
humains.
Notre modèle pour suivre un quadrangle dans une séquence, est donc défini par
un ensemble de points de contrôle ; quatre d’entre eux ont une multiplicité 3
(discontinuité pour un B-Splines cubique). Le nombre de points de contrôle entre ces
coins est défini à l’initialisation, selon la distance inter points dans l’image (qui
dépendra de la résolution et de la taille de l’amer considéré).
Localement, les points de contrôle de multiplicité égal à un, sont contraints à se
déplacer dans une zone potentielle de recherche telle que celle définie précédemment
en figure 2.5a. Les points multiples ou coins sont également contraints à se maintenir,
dans les zones décrites en figure 2.5b. Les zones potentielles de recherche sont calculées
pendant le processus d'initialisation du contour initial, défini sur la première image de la
séquence par l'opérateur ou par une autre méthode de reconnaissance automatique. Ces
zones sont mises à jour quand l'équilibre est atteint après le suivi de l'objet sur chaque
image.
En figure 2.6 est montré le suivi d’une affiche sur un mur. Comme on peut le
constater, le suivi de l’objet est fait relativement bien. Cependant, on peut remarquer
que tous les coins ne sont pas extraits sur toutes les images ; notamment dans
l’image(b), le coin inférieur droit et dans l’image (c), le coin supérieur droit. Cela
s ‘explique car les contraintes ne sont pas forcées. En effet, ces contraintes sont
32
exprimées sous la forme de forces complémentaires ; la somme totale des forces
donnera la meilleure position pour un point de contrôle.
(a) (b) (c) (d)
Figure 2.6. Suivi avec modèles de contours actifs déformables d’une affiche sur un mur.
2.2.3 Snakes Couleur
Des contours actifs dans des images couleur, définis en exploitant réellement
l’information des couleurs [93] ont été utilisés dans plusieurs études. Par exemple dans
[46], afin d’obtenir des contours actifs invariants en fonction de la couleur, les trois
caractéristiques suivantes dérivés de l’espace RGB (par ses sigles en anglais, Red, Green
et Blue) on été analysées :
a) l’intensité
I = R + G + B,
 (2.9)
b) les couleurs normalisés, et
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Ainsi, en étudiant et comparant différents gradients couleur pour ces
caractéristiques, ils montrent que c’est le gradient appliqué à la composante Teinte et
ceux appliqués aux couleurs normalisées qui ont la meilleure invariance aux
changements dans les couleurs, dus aux variations d’illumination ou de point de vue.
Cependant, la validation de cette étude n’a été faite que sur des objets artificiels avec
des couleurs mates et brillantes (style jeux de cube pour enfants), sous des conditions
contrôlées d’illumination. Comme nous allons le montrer, ces caractéristiques ne sont
pas suffisantes pour des images complexes.
Dans [56], pour le suivi de régions dans des images couleur, la notion de région
active a été définie. L’énergie externe du contour actif est remplacée par une force
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émanant de la région à suivre, force définie comme une fonction de correspondance
multi canal (couleur). Comme le suivi doit être effectué à la fréquence vidéo, les auteurs
ont choisi d’utiliser les couleurs normalisées. Cependant, ils bénéficient aussi de
conditions contrôlées d’illumination et le suivi s’applique à des pièces de couleur mate,
d’un bras robotique.
Dans des environnements naturels ou complexes, il est très difficile d’avoir des
régions avec de couleurs mates, ou avec une texture uniforme, comme cela a été
supposé dans les travaux évoqués ci-dessus. Il est presque impossible d’avoir des
conditions d’illumination contrôlées. De ce fait, il n’est pas facile de définir une bonne
représentation colorimétrique afin de décrire des régions. Nous pouvons voir dans la
figure 2.7, que sur de telles images, ni le gradient d’intensité, ni les gradients couleurs
ne sont suffisamment robustes pour garantir une bonne stabilité et une convergence
rapide du suivi des caractéristiques désirées, la route dans cet exemple.
Nous avons essayé d’analyser et de trouver un espace couleur avec les
caractéristiques désirées, qui puisse être utilisé pour filtrer, d’une manière facile et
robuste, une région spécifique grâce à ces caractéristiques colorimétriques en temps
réel. Malheureusement, définir ou caractériser une zone par sa couleur ou sa texture
comme cela a été fait dans [55], est très difficile sans le contrôle des conditions
d’illumination.
Nous avons analysé les espaces couleur suivants : l’espace RGB, l’espace de
couleurs normalisés et l’espace I1I2I3 défini par Ohta et al. [88], et décrit comme :
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Nous avons comparé ces espaces avec les résultats obtenus pour les images
d’intensité.
Dans la figure 2.7, nous montrons les résultats obtenus ; comme cela apparaît
(quand les contours peuvent être distingués), aucun de ces espaces ne donne une bonne
segmentation des régions seulement à partir des informations couleur. Dans [24], le
problème de la segmentation couleur, est analysé : il est montré que les espaces couleur
ne sont pas suffisamment discriminants pour avoir une bonne segmentation des zones de
couleur ou texture homogène.
Dans le groupe RIA, R.Murrietta Cid, puis Gabriel Avina Cervantès [5], ont
développé une méthode de segmentation de régions capable d’extraire des régions
homogènes avec une bonne robustesse ; cette méthode procède en trois étapes
• Une segmentation de l’image couleur, par clustering, ou classification non
supervisée : cette méthode se fonde sur l’espace I1I2I3 défini par Ohta. Le nombre de
classes est choisi pour produire une sur-segmentation (typiquement 5 classes par
composante colorimétrique, donc 125 classes au total) ;
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• Une classification des régions extraites, en utilisant une base d’apprentissage
construite en mode supervisé, hors ligne ; les régions sont caractérisées par un
vecteur d’attributs couleur/texture dans R10 ; les classes apprises correspondent à des
objets typiques qui se rencontrent en milieu naturel (arbre, ciel, rocher, goudron,
terre, herbe…).
• Une fusion des régions connexes de même classe.
Cette méthode permet d’extraire des régions « route » avec un taux de réussite
supérieur à 90%. D’autres critères sont en cours d’étude pour augmenter encore ce
score.
Nous pouvons donc considérer que notre cible (la route en ce cas), peut être
identifiée et caractérisée par cet algorithme. Il est alors possible de trouver les
paramètres nécessaires pour effectuer le suivi de cette cible dans un espace de
caractéristiques bien définies. Dans ce contexte, nous avons proposé une méthode de
suivi, similaire à celle décrite dans [56] : nous pouvons considérer qu’il s’agit d’une
méthode de suivi d’un contour actif fermé, qui définit une région uniforme segmentée
par ailleurs.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.7. Espaces couleur et gradients: a) image d’intensité, b) image couleur (RGB), c)
espace d’Ohta, d) espace de couleurs normalisées, e), f), g), et h) sont les gradients pour les
images au-dessus respectivement.
Il s’agit plus précisément d’une méthode qui exploite une collaboration entre
deux fonctions visuelles, traitant respectivement d’interprétation sur une image initiale
et de suivi sur une séquence suivante. La méthode globale impliquant des interactions
entre deux modules, sera décrite avec plus de détail dans le chapitre 5 . Ici nous
analysons la représentation des contours actifs définis par des régions.
Considérons la sortie de la méthode de segmentation et caractérisation en
régions : cette sortie nous donne les caractéristiques statistiques de la région à suivre. A
partir de ces caractéristiques, on peut analyser quel espace couleur est le meilleur pour
faire le suivi de cette région spécifique. Par exemple pour le suivi de la route décrit
précédemment, il est possible de voir dans la figure 2.8, que cette zone est mieux définie
dans l’espace de couleurs normalisées. Même, si la région route n’est pas complètement
isolée du reste des régions, les résultats sont nettement meilleurs que dans les analyses
précédentes.
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(a) (b) (c) (d)
Figure 2.8. Caractérisation et détection de régions à partir des résultats de la méthode de
segmentation : a) caractérisation dans l’espace de Ohta b) gradient d’intensité dans cet espace,
c) caractérisation dans l’espace de couleurs normalisés, d) gradient d’intensité dans cet espace.
L’espace dans lequel chaque cible ou région pourrait être suivie, dépend autant
de la nature de la cible que de la méthode utilisée pour sa détection. Bien sûr, le suivi
sera possible en temps réel tant qu’il existe une transformation locale entre l’espace
initial et celui où la méthode sera appliquée.
Citons un point important, qui sera décrit dans le chapitre 5 , mais qui vaut la
peine d’être mentionné ici. La méthode de segmentation et caractérisation de la cible est
effectuée en continue, mais du fait de sa complexité, à une fréquence relativement
faible, vis-à-vis du suivi (typiquement, un facteur 20 entre les deux fréquences). Il sera
donc possible toutes les 20 itérations du suivi, d’adapter les caractéristiques de la cible
et de prendre ainsi en compte des variations sur les conditions d’illumination.
Dans la figure 2.9 nous montrons le suivi de route pour un véhicule se déplaçant
en rase campagne. Les images présentent de légers changements de texture et
illumination. Des résultats similaires, mais moins stables, ont été obtenus sur des
chemins de terre.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 2.9. Résultats du suivi d’une route : a) exemple d’image avec les zones segmentés
utilisé pour la caractérisation de paramètres pour le suivi de contours, et de b) à h) suivi de la
région par des contours actifs.
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2.3 Suivi avec corrélation 1D
La méthode de suivi d’objets par suivi de lignes, a été une des premières
méthodes proposées dans la littérature. Initialement, pour chaque image d’une séquence,
les lignes (segments de droite ou d’ellipse) étaient d’abord extraites, puis appariées avec
leurs positions prédites fournies par le traitement de l’image précédente. Il est admis à
présent que ces méthodes ne sont pas suffisamment robustes, du fait des erreurs dans la
phase d’extraction des lignes. Par exemple l’extraction de segments de droite peut
donner des résultats instables d’une image à l’autre, du fait de la grande sensibilité des
opérateurs qui extraient les gradients de luminance, puis des méthodes d’amincissement
et d’extraction des contours et enfin, de leur approximation polygonale.
 Cependant de nouvelles approches, ou quelques changements et améliorations
des approches existantes, font du suivi de lignes, l’une des méthodes les plus utilisées
dans la communauté.
L’idée principale dans la plupart des ces approches, est d’éviter l’extraction
explicite des lignes sur l’image traitée. En supposant qu’il existe (1) une prédiction sur
la position de la ligne recherchée et (2) un modèle de cette ligne, la méthode consiste à
trouver dans une direction et à une distance données de la ligne prédite, des points qui
pourraient appartenir à une ligne définie par un modèle a priori, par exemple (figure
2.10),
• une marche clair-sombre ou sombre-clair, comme représentée en figure 2.10 à droite
• un pic clair sur fond sombre,
• un creux sombre sur fond clair
• un point de contour sur le gradient de l’image
• ou un point de Harris.
C’est avec ces points, qu’il sera possible de reconstruire la ligne recherchée  à
partir d’une méthode robuste d'ajustement de modèles (RANSAC par exemple). Cette
ligne, éventuellement mise à jour par une méthode d’estimation de la dynamique de la
cible,  deviendra prédiction pour l’image suivante, et le suivi pourra ainsi se faire dans
une séquence d’images. Cette idée a été utilisée pour suivre des formes très différentes
comme par exemple : des lignes droites, des arc d’ellipses [109], ou des structures plus
complexes comme dans [39].
Figure 2.10. Principe de la corrélation 1D. A gauche, la ligne rouge en trait pointillé donne la
position prédite de la ligne recherchée ; la corrélation s’effectue le long des segments verts de
direction orthogonale à cette ligne prédite ; les points bleus sont les maximaux de corrélation
dans ces directions.  A droite,  le modèle d’une discontinuité foncé-clair de luminance.
Nous illustrons en figure 2.10 le suivi par corrélation 1D d’un segment de droite.
Etant donnée une ligne droite initiale prédite l, on va recaler ses paramètres aux
Points de maximale corrélation
Lignes de recherche
Estimation initiale
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données de l’image courante en fonction d’un modèle voulu de cette ligne. A partir de
cette ligne l sont définies m directions dans lesquelles on va chercher une corrélation
maximale ; dans notre cas se sont des lignes perpendiculaires à la droite initiale. La
corrélation cherchée sera définie afin de trouver soit un point de contour, ou soit une
discontinuité de l’intensité lumineuse.
Une fois trouvés tous les points avec une corrélation maximale, il est nécessaire
d’adapter les paramètres de la droite aux points corrélés. Comme il est décrit dans [65],
l’ajustement des paramètres une tâche très difficile à effectuer, quand il existe des
grosses erreurs, qui ne sont pas uniquement des erreurs dûs au bruit dans les images,
mais qui peuvent provenir d’erreurs implicites aux méthodes de corrélation. Dans ces
cas, par exemple l’ajustement des paramètres par simple utilisation des moindres carrés
ou MLE (Maximum Likelihood Estimation) n’est pas très satisfaisante [79], [102].
D’une part l’utilisation de MLE n’est pas très valable du fait principalement que les
populations qu’on obtient sont rarement suffisantes pour l’utilisation des méthodes
statistiques, et d’autre part les gros erreurs produites par la corrélation peuvent avoir des
effets catastrophiques sur l’estimation (figure 2.11).
Afin d’éviter ces erreurs  d’estimation en présence de points aberrants ou
outliers, plusieurs méthodes sont apparues dans la littérature depuis une dizaine
d’années ; nous utilisons la méthode de RANSAC (RANdom SAmple Consensus),
décrite dans [44]. Cette méthode nous permet de rejeter les grosse erreurs, et de donner
une estimation des paramètres de la courbe à extraire ou à suivre avec au moins 50% de
tous lespoints corrélés.
Figure 2.11. Ajustement de paramètres une ligne droite avec des grosses erreurs par moindres
carres.
Pour résumer, dans notre implémentation, la méthode nécessite une prédiction
donnée de la position de la droite lit, avec i = 1…n, à chaque instant t de la séquence. m
points seront échantillonnés régulièrement sur cette droite. Ensuite pour chaque point j
sur la droite, avec j = 1…m, il sera cherché sur la droite perpendiculaire à lit, quel point
a le plus haute valeur de corrélation vis-à-vis d’un modèle donné (modèle de marche
dans notre cas). Et finalement c’est avec la méthode de RANSAC qu’on va ajuster les
paramètres de chaque droite à ces points. Si, parmi les m points échantillonnés sur la
droite prédite, il y en a au moins 50%, alignés sur la droite recalée, le suivi aura réussi.
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Figure 2.12. Suivi  d’une piste par correlation 1D.
Les positions initiales des lignes (li0, i =1...n), sont donnés, soit par une
projection 3D de segments dans l’image (par exemple, mur-sol, mur-toit), soit par les
contours d’un objet reconnu dans l’image.
Nous avons implémenté cette méthode principalement pour le suivi de n lignes
droites indépendantes, correspondant à des arêtes dans la scène 3D (transition mur-
plafond ou mur-sol, arêtes verticales …). La figure 2.13, présente le suivi d’une ligne
droite par la méthode de corrélation 1D, dans ce cas la ligne est l’arête entre le sol et le
mur.
Cette méthode a été utilisée aussi pour suivre des objets structurés comme des
quadrangles, typiquement les affiches murales. Mais, dans notre implémentation nous
ne vérifions pas des restrictions entre plusieurs lignes telles que le parallélisme, la
convergence ou les points à l’infini. Par exemple, figure 2.12, nous avons appliqué cette
méthode sur la séquence d’atterrissage ; le suivi est initialisé de manière interactive sur
la première image. La piste est suivie en considérant qu’elle est plus claire dans l’image
d’intensité que les régions environnantes (un modèle couleur des frontières de la piste
eut été probablement meilleur) ; nous pouvons constater des instabilités, qui conduisent
dans la suite de cette séquence, à des erreurs (croisement des côtés du quadrangle)
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(a) (b) (c)
Figure 2.13. Suivi de lignes par corrélation 1D.
2.4 Ensemble des points
Cette méthode de suivi a été présentée dans [52], [81], [7]. Le suivi est fait en
utilisant une comparaison entre deux groupes de points,
• d’une part les points extraits dans une région d’intérêt dans l’image courante : points
de discontinuités, détectées par une méthode classique de contours : Canny, Deriche,
… ou points d’intérêt extraits par détecteurs comme Susan, Harris, …,
• et de l’autre part, les points contenus du modèle de la cible, qui proviennent
généralement de l’itération précédente du suivi.
La distance de Hausdorff est utilisée pour mesurer la similitude entre ces
groupes de points. Dans d’autres approches il a été proposé de suivre seulement des
points, sans appliquer des restrictions à leur positions relatives, en utilisant une fonction
de corrélation indépendante pour plusieurs fenêtres (typiquement 10x10), sélectionnés
au tour de points d’intérêt.
Une distance partielle de Hausdorff a été utilisée comme mesure de
ressemblance entre le modèle de la cible et sa position prédit dans l’image. La distance
d’Hausdorff pour deux groupes de points P et Q est définie comme :
( ) ( ) ( )( )PQQPQP ,,,max, hhH =  (2.13)
où
qp
Qq
Pp -=
Œ
Œ min
th
k Kh  (2.14)
et où || p - q || est la distance entre deux points p et q. KthpŒP f(p) dénotes le K
-th
valeur de f(p) dans le group P.
La fonction h(P, Q) (distance du groupe P au groupe Q) est une mesure du degré
auquel chaque point dans P est proche d’un point dans Q. La distance de Hausdorff est
la distance maximale entre h(P , Q ) et h(Q, P) ; elle donne la distance entre le pire
appariement de points dans le deux groupes, en rejetant les K pires appariements, qui
sont  considérées comme des erreurs.
A l’instant t +1 de la séquence, la première tâche, consiste à rechercher la
position du modèle Mt dans l’image suivante It+1, autour de la position prédite. La valeur
minimale de la distance unidirectionnelle partielle du modèle à l’image, hk1(Mt, I t+1)
identifie la meilleure position de Mt dans It+1, sous l’action d’un groupe de translations
G. Pour optimiser le tempos d’exécution de la méthode, la recherche de la cible est
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arrêtée quand, la première translation g, tel que la distance associée hk1(Mt,It+1) n’est pas
plus grande qu’un seuil donné t.
La stratégie considérée, pour la recherche de la cible est une trajectoire  en
spirale autour de la position prédite.
Une fois qu’on a trouvé la position de la cible M t dans l’image It+1 de la
séquence, la deuxième tâche consiste à actualiser le modèle de la cible Mt : le nouveau
modèle Mt+1, est construit, en déterminant  quels pixels de l’image It+1, font partie de la
cible. Le modèle est actualisé en utilisant la distance unidirectionnelle partielle de
l’image au modèle comme critère pour sélectionner le sous-groupe de points image It+1
qui appartient au Mt+1.
Le nouveau critère est défini comme :
( )( ){ }d<Œ= +++ ttktt MgIhIqM ,| 1211  (2.15)
où g(Mt) est le  modèle au temps t sous l’action de la translation g, et d contrôle la
capacité qu’aura la méthode afin de suivre les objets qui changent de forme.
Afin de permettre des changements d’échelle, le modèle de la cible est grossi
quand il y a un nombre significatif de pixels non nuls, proches de la boite englobante de
l’ensemble de points ; elle est réduite dans le cas opposé. Signalons que cette stratégie
pour les changements d’échelle est très heuristique et en pratique, est souvent mise en
échec.
Le modèle Mt peut être filtré en appliquant des restrictions de forme à la cible,
au moyen d’opérateurs morphologiques (par exemple, cibles de forme elliptique pour
suivre des visages).
Finalement, pour résumer, à partir d’une position initiale de la cible, donnée par un
module de détection, la méthode suivra progressivement la position de la cible et
actualisera son modèle, en utilisant les deux règles suivantes :
( ) t<> +11 ,|1 ttk IMhfMk  (2.16)
et
( )( ) d<> + ttk MgIhfIk ,|2 12  (2.17)
dans laquelle fM est une fraction du nombre total des points du modèle Mt  qu’il faudra
apparier dans l’image courante, et fI est une fraction des points de la zone image
appariée It+1, qu’il faudra retrouver dans le modèle soumis à une translation g(Mt).
(a) (b) (c)
Figure 2.14. Suivi d’un ensemble de points en exploitant la distance de Hausdorff.
Dans la figure 2.14, nous montrons le suivi d’un poster sur un mur, le rectangle
intérieur représente la zone de la cible, et l’extérieur la zone de recherche.
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2.5 Suivi par différences des Motifs
Les méthodes décrites dans cette section sont basées sur la différence des motifs
(ou modèles) entre deux régions. Les méthodes basées sur l’appariement de régions, ont
été utilisées dans des contextes  très différents tels que : l’appariement en stéréo, le
calcul de flux optique ou encore, l’analyse de mouvement.
L’idée principale est de mesurer à une instant donnée t, la différence entre un
motif pré déterminé (de référence) et une position possible de ce motif dans l’image :
position issue d’une prédiction, ou issue d’un module de recherche exhaustive dans
l’image. Typiquement, la somme de différences carrées (ou SSD en anglais) ou la
somme des valeurs absolues des différences (ou SAD en anglais) sont des mesures de
corrélation rapides à calculer, qui permettent de statuer sur la ressemblance des motifs :
soit apparier la position prédite avec le motif de référence, soit refuser cette prédiction
et en essayer une autre. Ces scores sont rapides à calculer, mais très sensibles aux
conditions d’illumination et aux occultations. JB.Hayet [51] a défini une mesure
partielle de corrélation, qui permet de rendre ces techniques plus robustes ; dans son cas,
il utilise un coefficient de corrélation centrée et normalisée (ou ZNCC en anglais).
La plupart des méthodes utilisent une mesure de corrélation entre les deux
régions, telle que L2norme. Dans [85], différentes mesures de confiance ont été étudiées
pour obtenir une meilleure estimation de la corrélation entre des régions ; une mesure à
partir d’une distribution gaussienne associée au motif a aussi été  proposée.
Malheureusement, le plupart de ces mesures de corrélation sont très coûteuses en
temps de calcul et donc pas très efficaces pour leur utilisation en temps réel.
Dans les sections suivantes, nous nous focaliserons seulement sur les approches
de suivi basées sur les différences de motifs qui proposent d’estimer les variations de
pose du motif, et plus précisément sur les méthodes qui ont montré une très bonne
efficacité et qui de ce fait, peuvent être implémentées en temps réel.
2.5.1 Approche de Hager et Belhumeur.
Hager et Belhumeur, dans [48], proposent de résoudre le problème du suivi
d’objets avec les différences de motifs, par la connaissance a priori du modèle
paramétrique de mouvement et l’estimation (hors ligne) d’une matrice Jacobienne entre
le modèle de mouvement choisi et le motif de référence. Même si nous ne l’avons pas
adoptée, nous considérons que cette approche est la base des nouvelles approches plus
performantes ; c’est pourquoi nous allons la décrire tout de suite, en commençant par
quelques définitions.
Soit I(x, t), l’intensité lumineuse de la position x = (x, y), d’une image au temps
t, et soit R  = {x1, x2, …, xN}, l’ensemble de N positions dans l’image, lesquelles
définissent la région cible. Subséquemment, soit I(R, t) = (I(x1, t), I(x2, t), …, I(xN, t)) le
vecteur des intensités de la région R au temps t. Finalement, prenons au temps t0, tel que
t = 0, le motif de référence I(R, t0).
Le mouvement du motif de référence au temps t, produit des déformations,
rotations et/ou translations de ce même motif dans les images suivantes. Considérons
que ce mouvement peut être défini par une fonction paramétrique f(x; µ), appelée
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modèle de mouvement et paramétrée par un vecteur µ, tel que µ = (µ1, µ2, ..., µn), où la
dimension n du vecteur µ est le nombre des paramètres pour le modèle de mouvement.
Prenons comme condition initiale, que au temps t0, µ 0 est le vecteur des
paramètres tel que f(x; µ0) = x, c’est-à-dire les paramètres pour que f soit la fonction
identité.
Donc, le suivi de l’objet dans une séquence d’images peut être considéré comme
le fait de déterminer le vecteur µ à chaque instant t > t0, de la séquence. Il est nécessaire
de considérer, que f est différentiable, autant pour x que pour µ.
En notant µ *( t ) et µ ( t) la valeur réelle et l’estimée du mouvement,
respectivement, et en considérant qu’il n’y pas de changements d’illumination dans la
séquence d’images, on a:
( )( )( ) Rxxfx      ,;),( Œ"= * ttItI m  (2.18)
Pour N > n (N : nombre de points sur le motif, n : nombre de paramètres pour
définir le mouvement) ,le vecteur des paramètres du mouvement µ peut être estimé a
l’instant t en minimisant la fonction objectif suivante :
( )( ) ( )( )Â
Œ
-=
R
tItIO
x
xxf 20,,;)( mm  (2.19)
En considérant que, au temps t > t0 le vecteur des paramètres de mouvement peut
être rapproché par µ(t + t) = µ(t) + dµ , t  étant un très petit (presque infinitésimal)
incrément du temps t, et en écrivant le vecteur image de la région cible comme:
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nous pouvons écrire la fonction objectif O (2.19) en termes de dµ , pour obtenir
l’équation suivante :
( )( ) ( )200 ,,)( tIttO mmmm -++= tdd I  (2.21)
Comme il est décrit dans [48], quand les composantes de dµ  sont petites, il est
possible de linéariser le problème en faisant un développement de I(µ(t)+ dµ , t + t) en
séries de Taylor autour de µ et par la suite, nous obtenons l’équation suivante :
( ) ( ) ( ) ( ) ..., ,,, tohtttt t +++ª++ mmmmmm IMII tdtd  (2.22)
où M est la matrice Jacobienne de I par rapport au µ, et h.o.t. dénote les termes de plus
haut ordre. Nous avons écrit par simplicité µ(t) = µ.
Il est possible aussi, de rapprocher It dans (2.22) par :
( ) ( ) ( )tttt ,,, mmm III -+ª tt  (2.23)
et en substituant (2.23) et (2.22) dans (2.21) et en ignorant les termes de plus haut ordre,
on peut résoudre l’ensemble des équations pour —O = 0 d’où on obtient la solution
suivante, en prenant la pseudo-inverse de la matrice M:
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( ) ( ) ( )[ ]001 ,, tttt mmm IIMMM -+-= - td  (2.24)
Nous définissons le vecteur de différences d’intensité comme :
( ) ( )00 ,, tt mm IIi -+= td  (2.25)
Un point important à prendre en compte, c’est que dans (2.26), le vecteur défini
de différences d’intensité d i , est la variation de l’intensité de la cible entre la région de
référence et la région à l’instant t + t, avec un mouvement µ au temps précédent  t
(figure 2.15), d’où la différence entre i et I.
En substituant (2.25) dans (2.24), le vecteur de paramètres de mouvement reste
comme :
( ) ( ) ( ) iMMM  1 dt tttt --=+ m m  (2.26)
L’équation (2.26) établit que, le vecteur de paramètres de mouvement µ au
temps t + t, peut être calculé à partir de données au temps t, seulement si t est
suffisamment petit pour assurer de petites variations entre les images successives et
donc assurer que h.o.t. soient effectivement négligeables. Par conséquence, moyennant
ces hypothèses, on peut calculer les paramètres de mouvement dµ .
Dans nos cas, la valeur de t  est restreint par la fréquence vidéo de la caméra. En
conséquence, t  désignera, à partir de ce moment, le temps entre deux images
successives de la séquence.
(a) (b) (c)
Figure 2.15. Différences de régions : (a) motif de référence, (b) variation de la région (c) image
des différences
Hager et Belhumeur [48], proposent différents modèles linéaires pour réduire la
complexité du calcul de la matrice Jacobienne, comme des translations et rotations
pures, des changements d’échelle, ainsi qu’un modèle non linéaire. Dans [22]
Buenaposada et Baumela proposent d’utiliser un modèle de mouvement projectif et une
procédure pour calculer la position et l’orientation de la région suivie dans chacune des
images, en utilisant une caméra calibré et les homographies correspondantes.
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2.5.2 Approche de Jurie et Dhome
Une variation très importante de cette approche, est celle proposée par F.Jurie et
M.Dhome ([53], [62]). A la différence de l’approche précédente, ils considèrent qu’il
existe une matrice A, appelé matrice d’interaction, telle que :
( ) ( ) ( ) iA  dtt ++=+ ttt m m  (2.27)
L’équation (2.27), peut être vue comme la substitution de :
( ) tt MMMA 1-=  (2.28)
dans (2.26), sauf que dans cette équation, A ne représente plus la matrice Jacobienne, et
donc elle ne vient plus du calcul direct des variations d’intensité en chaque position N
dans le motif de référence par rapport au modèle de mouvement choisi. Pour évaluer la
matrice A, il faut considérer l’équation suivante :
( ) ( ) iA  dttd +=+ tt  m  (2.29)
L’équation (2.29) peut être vue comme :
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où les éléments aij de la matrice A sont les coefficients des n hyperplans. Cette matrice
d’interaction peut être estimée au moyen de la méthode des moindres carrés.
Jurie et Dhome proposent de calculer cette matrice d’interaction A à partir d’un
ensemble Np, de petites perturbations dµ  autour de µ0, c'est-à-dire en exploitant le motif
de référence. Le vecteur de différences d’intensité d i  associé à chaque perturbation dµ
sera calculé (figure 2.16). De telle sorte que, si Np > N, on a un système surdéterminé, et
il est possible d’obtenir la matrice d’interaction A à partir des Np paires (d i , dµ ), en
minimisant le critère suivant  aux moindres carrés:
( )Â
=
=
-
Npk
k
kê
1
2
 iAddm  (2.31)
Dans [62], ils montrent que cette approximation par hyperplans donne de
meilleurs résultats que celle de l’approximation de la matrice Jacobienne.
Un point important à prendre en compte avec cette approche, c’est que, pour
qu’elle soit efficace, il faux exprimer x, coordonnées pixel des points de la cible, dans
un repère lié à la cible.
Soit u = (u,v) les coordonnées dans le repère image, donc la transformation entre
le repère cible (Oc) et le repère image (Oi) est donné par :
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( )m;),( xfu == vu  (2.32)
où le mouvement relatif entre les deux repères est défini par le vecteur des
paramètres de mouvement µ. En ce moment, il faut rappeler que µ est exprimé dans les
unités du repère image.
En considérant que f est inversible, on a :
( )m;1 ufx -=  (2.33)
Dans l’équation (2.33), on considère que la fonction f-1 fait implicitement les
changements de repère sur les paramètres du modèle de mouvement, quand cela  est
nécessaire. La figure 2.17a montre ces transformations.
Dans le processus d’apprentissage on perturbe µ0 avec une vecteur aléatoire dµ ,
c'est-à-dire, qu’on obtient un nouveau vecteur de paramètres de mouvement µ0’, tel
que :
mmm d+=¢ 00
 (2.34)
Soit x un point quelconque dans le repère cible déplacè par µ0,.  En exploitant
(2.32), soit u les coordonnées de ce point dans le repère image.
( )0; mxfu =  (2.35)
Sous la perturbation dµ , le point x se déplace dans le repère image. Appelons u’
la nouvelle position dans le repère image, c’est-à-dire :
( )0; m¢=¢ xfu  (2.36)
Soit x’ la position du même point x avant la perturbation (c'est-à-dire dans le
repère cible au µ0) mais dans le repère cible au µ0’ (figure 2.17b). D’après (2.32) on a :
( )01 ; m¢=¢ - ufx  (2.37)
Finalement, en remplacent (2.36) dans (2.37) on a :
( )( )001 ;; mm ¢=¢ - xffx  (2.38)
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Figure 2.16. Apprentissage de A  fait dans la méthode de Jurie et Dhome: définition de la
région cible en haut, et variations aléatoires de la position de di1  à  diN. A  gauche, dans le
repère image. A droite, dans le repère cible.
 …
 
 …
 
di1
diN
 …
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(a) (b)
Figure 2.17. Fonctions de transformation entre le repère cible et le repère image (a)
transformations entre le repère image et le repère cible au µ0, (b) transformation entre le repère
image et le repère cible au µ0 + dµ .
Avec l’équation (2.38) on peut calculer le déplacement d’un point x sous une
perturbation dµ, dans le repère cible au µ0.
Tout ça veut dire que, une fois calculée l’image de différences d i , on peut
estimer, avec l’équation (2.29), la perturbation dµ  qui a pu produire d i  dans le repère
cible au µ0, et donc à partir de (2.38) estimer le déplacement de correction x’ à faire
pour obtenir une approximation pour d i  = 0 (figure 2.18). Cependant, le déplacement x’
est exprimé dans le repère cible au µ0. Donc, il faut passer du repère cible au µ0 au
repère cible au µ.
Soit µ’, une prédiction à un instant donné t, le suivi du motif consiste à trouver
µ , tel que l’équation (2.25) soit égal a 0. Comme nous avons remarqué dans le
paragraphe précédent avec d i ,  nous pouvons obtenir x’, par rapport au repère cible avec
le mouvement  µ0 ; donc pour obtenir u’, c'est-à-dire la correction de u, il faut substituer
x’ par l’équation (2.38)dans (2.32).
( ) ( )( )( )mmmm ¢¢=¢¢=¢ - ;;;; 001 xfffxfu  (2.39)
Donc, avec cette approche il est nécessaire d’appliquer trois transformations
consécutives pour obtenir la correction aux paramètres de mouvement. Cela vient
principalement du fait que la matrice d’interaction (A)  a été apprise avec des
perturbations dµ  autour de µ0, ce qui fait que les variations sont liées à cet instant t0.
Plus précisément les paramètres ne sont pas indépendants des transformations entre les
deux repères. Et c’est clair que, en calculant de cette manière deux matrices A  à
différents instants t, elles seront différentes et donc ne seront pas comparables.
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Figure 2.18. Transformation entre les repères, pour obtenir le mouvement apparente à partir de
la différence.
Pour éviter de faire les transformations décrites dans le paragraphe précédent,
nous proposons d’utiliser des vecteurs de variations liés directement à la cible. C'est-à-
dire, utiliser des variations aléatoires dx dans le repère cible pour l’apprentissage de la
matrice d’interaction A (figure 2.19). Par exemple, si la cible est un rectangle, il est
possible de définir les vecteurs unitaires (î, _) dans le repère cible, comme les
dimensions du rectangle (figure 2.19b) et donc, les variations peuvent être de 10% de la
taille de ces vecteurs dans ce même repère (figure 2.19c).
Ce changement de fonctions de vecteurs des variations peut être justifié par le
fait que, contrairement à l’approche de Hager et Belhumeur, dans l’approche de Jurie et
Dhome le modèle de mouvement ne joue  aucun rôle dans le calcul de la matrice A.
De plus, le mouvement relatif de la cible par rapport à l’image courante est
décrit par µ, qui n’est autre chose qu’une transformation entre le repère cible et le repère
image ; donc µ est une fonction de quelques paramètres dans le repère cible, comme par
exemple les coins du rectangle englobant la cible.
Ainsi, en substituant dµ  par dx la fonction objectif a minimiser restera comme :
( )Â
=
=
-
Npk
k
kê
1
2
  iAx dd  (2.40)
Maintenant, le vecteur dµ  sera calculé en fonction de dx   à partir de f et non
directement à partir de l’équation (2.30).
( )0;  mxxfu dd +=  (2.41)
La principale contribution de ce changement de repère c’est l’indépendance de la
matrice A aux conditions initiales dans la phase de l’apprentissage, et subséquemment
la récupération de corrections au vecteur µ par une seule fonction de transformation
(2.41). En plus, du fait de l’indépendance aux conditions initiales, les valeurs de
différentes matrices d’interaction pourront être comparées et même, pourquoi pas,
fusionnées sous certaines conditions.
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Figure 2.19. Notre méthode d’apprentissage de la matrice d’interaction dans le repère lié à la
cible.A droite, dans le repère cible. A gauche, dans le repère image. En haut, la cible. Au milieu,
création du repère lié à la cible. En bas, perturbations pour l’apprentissage.
u, v
u, v
 
† 
ˆ i ,ˆ j 
† 
ˆ i ,ˆ j 
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2.5.3 Calcul de la Matrice d’Interaction
Nous sommes intéressé par des mouvements avec distorsions projectives, donc
nous utiliserons par la suite une fonction f définie par une homographie H entre les deux
repères,  comme il est décrit ci-dessous:
( )
˙
˙
˙
˚
˘
Í
Í
Í
Î
È
=fi=fi=
1
            ;
hg
fed
cba
HHxuxfu m  (2.42)
avec µ = (a, b, c, d, e, f, g, h). Une homographie peut être calculée à partir de quatre
points coplanaires, par exemple les coins d’un quadrangle.
Une façon d’obtenir les variations requises pour l’apprentissage de la matrice
d’interaction A, c’est de partir des variations des positions des quatre coins qui
définissent la région (par exemple le quadrangle), et de cette façon, obtenir les
différences entre l’homographie pour le mouvement µ0 et pour le mouvement incluant
une perturbation µ0’.
La méthode la plus utilisée pour choisir les N  positions dans le motif de
référence, c’est l’échantillonnage régulier du motif. Mais il existe plusieurs autres
options, par exemple dans [61] il est proposé d’échantillonner le motif en utilisant des
ellipses concentriques ; il est possible aussi d’utiliser des positions aléatoires pris a
l’intérieur du motif. Même, on peut faire un échantillonnage régulier ou irrégulier
seulement sur les bords de l’objet à suivre.
De plus, la fonction f n’est pas seulement le niveau d’intensité de l’image, mais
peut aussi être donnée par le gradient de l’intensité, ce qui fera de cette méthode, une
option pour le suivi de contours. Malheureusement, avec la dernière option, la détection
automatique de l’objet à suivre ne pourra pas être fait aussi facilement que comme pour
les motifs texturés,  en appliquant une mesure de corrélation comme celles évoquées au
début de la section 2.5.
Signalons quelques  points très importants à prendre en compte pour l’utilisation
de cette approche :
• nous avons pu remarquer que, comme les composantes de d i  proches d’un coin
seront les plus importantes à l’heure de calculer la variation de sa position, la
méthode sera plus stable ; même dans certaines limites, la méthode sera possible
alors de traiter avec des petites occultations ou des différences plus importantes que
celles apprises lors de l’apprentissage de la matrice A.
• comme il est montré dans la figure 2.20 et dans la figure 2.21, une analyse de la
cible est nécessaire, afin d’éviter les zones homogènes dans la région d’intérêt ; du
fait de la méthode de résolution du système (2.30), ces zones feront des points
instables.
• la complexité dans l’apprentissage de A, dépend directement du nombre de positions
N dans le motif de référence et du nombre Np de variations dµ ; malheureusement, la
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stabilité de la méthode dépend de ces mêmes paramètres. Cette complexité, plus la
nécessité d’analyser la cible pour éviter les zones homogènes, font que
l’apprentissage en ligne reste pour nous, un défi.
Finalement, les méthodes de différences des motifs peuvent être utilisées,
seulement pour des régions planes or quasi planes avec des petits mouvements, et donc
pour de petites augmentations du temps t et de ce fait, seulement des petites variations
du vecteur de mouvements dµ . Heureusement, une fois réalisé l’apprentissage, la
méthode est très rapide, donc elle peut traiter toutes les images d’un flux vidéo standard.
(b) (c) (d) (e)
(a) (f) (g) (h) (i)
Figure 2.20. Cible et matrice d’interaction : a) région d’intérêt, de b) à i) valeurs de la matrice A
pour les huit paramètres de mouvement, où on peut apprécier que les zones homogènes dans
a) génèrent des instabilités.
(b) (c) (d) (e)
(a) (f) (g) (h) (i)
Figure 2.21. Cible et matrice d’interaction : a) région d’intérêt, de b) a i) valeurs de la matrice A
pour les huit paramètres de mouvement.
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(a) (b) (c)
Figure 2.22. Suivi d’une affiche dans un couloir avec différences de motifs
Dans la figure 2.22, nous montrons le suivi d’une affiche dans un couloir, par la
méthode de suivi par différences de motifs. Les lignes en pointillés (rouge) représentent
l’estimation initiale, et les lignes continues (verte), l’ajustement de la position de la
cible (vecteur de mouvement) calculée par l’équation (2.27).
2.6 Conclusions
Dans ce chapitre nous avons détaillé la formulation des quatre méthodes de suivi
visuel que nous utiliserons dans nos applications.
Le suivi par des contours actifs est adapté pour des cibles de forme quelconque,
éventuellement déformables ; en plus de notre proposition pour l’incorporation de
forces électriques, nous avons proposé aussi deux variantes : a) la formulation de
contraintes en termes d’énergie pour restreindre l’évolution du snake afin de respecter
certaines contraintes de forme, ainsi que b) une approche pour le suivi de régions avec
contours actifs dans des images couleur, qui consiste en la formulation de l’énergie
externe afin de prendre en compte les caractéristiques statistiques d’une région
segmentée auparavant.
Le suivi par corrélation 1D est une extension d´une méthode de reconnaissance
de lignes dans des images fixes proposée précédemment dans le groupe. Nous l’avons
adaptée pour en faire une méthode de suivi rapide d’un ensemble de lignes ou de
courbes.
La méthode de suivi d’un ensemble des points par la distance de Hausdorff a été
développée precédemment dans le groupe ; nous l’avons seulement intégrée dans notre
module de suivi.
Finalement, le suivi par différences de motifs est adapté des travaux de Jurie et
Dhome. Nous proposons le changement de repère pour la matrice d’apprentissage, à un
repère lié à la cible afin d’éviter les multiples transformations de repère qui doivent être
faits dans la méthode initiale, et ainsi afin de donner la possibilité de combiner plusieurs
matrices d’interaction.
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Chapitre 3  
Caractérisation de Méthodes de Suivi
Dans ce chapitre nous allons analyser les caractéristiques de chacune des
méthodes de suivi visuel décrites dans le chapitre précédent. Nous ferons aussi une
comparaison qualitative de ces principales caractéristiques, pour ensuite déterminer les
contextes où chaque méthode peut être utilisée. Par la suite nous caractériserons les
cibles et environnements par une  mesure de sa complexité, afin de trouver les
meilleures méthodes de suivi pour chaque contexte. Finalement nous analyserons la
robustesse des méthodes face à des rotations, translations et changements d’échelle de la
cible suivie dans la séquence d’images.
3.1 Caractérisation des méthodes de suivi
Afin de caractériser les méthodes de suivi visuel et leurs limitations, il est
possible d’analyser les différentes techniques à partir des quatre éléments suivantes
[113] :
• la représentation de la cible,
• la représentation de l’observation,
• la génération des hypothèses et
• la mesure des hypothèses.
La représentation de la cible sert essentiellement à différencier la cible des autres
objets. Elle peut inclure différentes modalités, comme : la forme, la géométrie, le
mouvement et l’apparence. Ces modalités caractérisent la cible dans l’espace d’état, soit
implicitement, soit explicitement. Cependant, trouver une bonne représentation pour les
entités est un des problèmes fondamentaux de la vision par ordinateur. Généralement,
des représentations concises sont adoptées pour faciliter l’efficacité. Par exemple, la
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représentation d’une cible peut exploiter seulement des formes paramétriques ou des
distributions des couleurs. Afin d’avoir une description plus discriminante de la cible, il
est néanmoins souvent nécessaire d’exploiter deux ou plus de ces caractéristiques.
Le mouvement peut aussi faire partie de la représentation, qui peut ainsi décrire
l’évolution d’un processus dynamique. La dynamique de la cible peut être incorporée
dans sa représentation. Cela permettra par exemple, de différencier différents objets par
leur mouvement ; si deux objets ont la même forme (par exemple, deux véhicules), sans
connaissance a priori sur la dynamique de leurs mouvements, il sera très difficile de
suivre correctement chacun d’eux, quand ils sont très proches dans l’espace d’état.
La représentation de l’observation est très proche de la représentation de la cible.
Elle est définie par les caractéristiques extraites de l’image en vue de les comparer avec
le représentation de la cible. Cette comparaison doit permettre de statuer sur la présence
de la cible dans l’image. Donc, si la cible est caractérisée par sa couleur, certains
modèles de distribution de la couleur pourront être utilisés comme espace
d’observations de la cible.
L’opérateur qui extrait la représentation de l’observation peut être appliqué dans
une ou plusieurs régions d’intérêt spécifiques ; la vitesse d’une méthode dépendra
directement de la complexité de la représentation de la cible, mais aussi de la
complexité des régions d’intérêt sur lesquelles l’observation est extraite (uniforme ou
non, etc.).
La génération des hypothèses est la production d’états hypothétiques associant
cibles et observations, états fondés sur les précédentes estimations de la représentation
de la cible et sur la représentation courante de l’observation. Pour toute méthode de
suivi visuel, pour chaque image de la séquence, la génération des hypothèses peut être
divisée en deux parties :
(1) une hypothèse initiale est générée sur la position de la cible dans l’image
courante ; cette hypothèse est donnée par prédiction, en exploitant la position
dans la ou les images précédentes, et un modèle de dynamique. L’estimation du
mouvement de la cible est générée par un filtre de Kalman ou par une autre
méthode d’estimation.
(2) ensuite, la génération et l’évaluation des hypothèses permettront d’ajuster cette
hypothèse initiale aux données de l’observation courante.
La mesure de l’hypothèse permet d’évaluer la correspondance entre l’état
courant de la cible et son observation. Mesurer une hypothèse peut être un défi quand
cette mesure se fonde sur des paramètres de forme, et que la cible évolue dans un fond
encombré.
Cette mesure peut être exploitée lors de deux étapes du processus. (1) Dans une
phase de prédiction, on veut mesurer avec quelle probabilité un état hypothétique de la
cible pourra générer telle observation. (2) De la même façon, dans la phase de
vérification, il s’agit de mesurer, étant donné une certaine observation image, quelle
hypothèse sera plus vraisemblable pour produire telle observation image.
Généralement, les modèles probabilistes et l’inférence bayésienne sont exploités
pour associer prédiction et vérification. Néanmoins, souvent, on ne peut pas obtenir des
mesures de probabilité exactes ; on peut seulement les approximer par des pseudo
probabilités. Par exemple, le suivi de motifs prend souvent la SSD (somme de
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différences au carré) comme mesure. Plus petite est la mesure de SSD, plus haute sera la
probabilité de l’hypothèse.
Dans la suite nous allons comparer en fonction des caractéristiques définies ci-
dessus, les méthodes de suivi visuel, décrites dans le chapitre précédent, méthodes
fondées soit sur le contour de la cible, soit sur la région correspondante dans l’image.
Il est important de remarquer, que pour toutes les méthodes, dans la génération
des hypothèses, il est toujours possible de faire une estimation du mouvement, à partir
de l’historique des mouvements précédents, à condition que les calculs soient
suffisamment rapides pour ne pas affecter ni les mesures des hypothèses, ni la réponse
en temps réel requis généralement pour un système de suivi visuel.
Les méthodes que nous avons présentées, ne permettent pas facilement de
conserver plusieurs hypothèses sur la position de la cible dans l’image courante, comme
le fait les méthodes s’inspirant de la condensation. Nos approches ne sont donc pas
multi-hypothèses.
3.1.1 Contours Actifs
La méthode de suivi par snakes ou contours actifs, est une méthode de suivi à
partir des contours. Même s’il existe des variations de cette méthode, qui incorporent
l’information de la région à suivre, cela reste une méthode qui cherchera les cibles à
partir de leurs contours.
• Représentation de la cible 
Une cible est définie par son contour, mais, la plupart des systèmes fondés sur
les snakes n’utilisent pas une représentation explicite  de la forme que doit avoir  ce
contour : au contraire on laisse évoluer le contour actif jusqu’à ce qu’il converge.
L’état initial de la cible est défini sur la première image de la séquence, une fois
que la minimisation de l’énergie totale du snake est atteinte. Le suivi consistera ensuite,
à trouver pour chaque instant t de la séquence d’images, la position du snake qui
minimise son énergie, fonction d’un potentiel externe.
Dans une variante de la méthode, d’autres paramètres sont introduits dans la
représentation de la cible, afin de restreindre l’évolution du contour ; citons les
contraintes de forme que nous avons d’écrites dans le chapitre précédent (figure 2.6).
Dans certaines applications, il est possible aussi de définir la cible à partir
d’autres caractéristiques que leur forme ou contour, par exemple, en utilisant la couleur
ou la texture de la région définie par le contour (figure 2.9). Cependant la méthode de
suivi par des snakes n’utilisera pas seulement cette information pour trouver les limites
de la région, ce qui la rendra plus robuste aux situations dans lesquelles la cible n’a pas
une couleur ou une texture uniforme (par exemple du fait d’ombres ou de reflets).
Comme nous le verrons dans l’analyse des performances, les variantes évoquées
ci-dessus sur la représentation de la cible par un snake (contraintes de forme, couleur de
la région englobée) rendent plus difficile, les phases de génération et évaluation des
hypothèse, puisqu’elles compliquent les calculs et augmentent le temps requis pour
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chaque itération. De ce fait, il pourrait s’avérer plus difficile de faire un suivi en temps
réel.
• Représentation de l’observation.
C’est dans la fonction du potentiel externe, qu’est définie la représentation de
l’observation. En effet, cette fonction définit les caractéristiques qui vont créer un
potentiel attractif sur la cible. Par exemple, dans la plupart des cas, c’est le gradient de
l’intensité lumineuse dans l’image qui suffit pour représenter l’observation (figure 2.7e).
Cependant, d’autres fonctions de potentiel peuvent être définies, par exemple, des
gradients dans des espaces couleur (figure 2.7f et g), ou des gradients spécifiques sur
certaines caractéristiques (figure 2.7h), comme nous l’avons proposé pour la localisation
et le suivi de la route, dans la section 2.2.3.
• Génération des hypothèses.
Tout d’abord, l’hypothèse d’initialisation dans l’image courante, provient du
résultat de la minimisation de l’énergie dans l’image précédente.
Ensuite, la génération des hypothèses sur l’évolution du contour de la cible,
dépend de la méthode choisie pour la résolution du système dynamique. S’il est résolu
par des méthodes variationnelles, la solution des équations de mouvement produira, les
hypothèses ; plus précisément, elles seront définies par l’intervalle de variation choisi
pour les paramètres de la représentation de la cible. Par contre, s’il est résolu à partir
d’une méthode non directe de minimisation de l’énergie, telle que la programmation
dynamique [4], ce sera la définition des zones de recherche qui produiront ces
hypothèses. Par exemple, si on définit, la zone de recherche du snake, comme des lignes
droites perpendiculaires à son état courant (figure 2.2), ces hypothèses peuvent être les
positions de points de contrôle à une certaine distance s,  à l’intérieur ou à l’extérieur
du contour sur ces lignes droites.
• Mesure des hypothèses.
Dans les contours actifs, la mesure de l’adéquation d’une hypothèse à
l’observation courante, est fournie par la solution de l’équation de mouvement ou par le
calcul de l’énergie, soit par les méthodes variationnelles, soit par les méthodes non
directes de minimisation. Par exemple, en résolvant le système d’équations de
mouvement, tant que les variations entre deux hypothèses (contours aux itérations t-1 et
t) restent plus grandes qu’un seuil donné ou tant que le temps maximal n’est pas encore
dépassé, on peut continuer à produire des hypothèses (variations) pour ajuster la
solution. Dans le cas de la programmation dynamique, tant qu’il existe une
configuration qui permette de diminuer l’énergie, on peut continuer à produire des
hypothèses, jusqu'à atteindre un nombre maximal d’itérations, un seuil défini sur le
temps d’exécution ou une diminution de l’énergie inférieure à un seuil.
3.1.2 Corrélation 1D
Le suivi avec corrélation 1D, est également une méthode fondée sur les
contours. Même si la cible peut être un ensemble de courbes délimitant une région (par
exemple, un quadrangle ou une forme plus complexe), la méthode suivra cette cible à
partir de ces contours.
• Représentation de la cible 
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La cible est définie par une seule ou un ensemble de courbes : par exemple, une
simple ligne droite pour suivre les transitions mur / sol ou mur / plafond, un ensemble
de lignes droites qui forment un quadrangle, pour suivre une porte, un panneau de
signalisation ou une affiche murale, ou une structure plus complexe [39] faite d’un
ensemble de courbes et lignes droites.
• Représentation de l’observation.
A la différence des contours actifs, les hypothèses seront générées à partir d’une
mesure de corrélation, entre un modèle de ligne et l’observation courante. Ce modèle
habituellement utilise le gradient de l’intensité lumineuse dans l’image, obtenu par
exemple, à partir d’un détecteur de contours (Sobel, Canny, Deriche…) ; mais il peut
être utilisé n’importe quelle autre mesure de corrélation pour représenter l’observation.
• Génération des hypothèses.
La génération des hypothèses pour ajuster l’hypothèse initiale, peut exploiter
diverses méthodes, mais pour la plupart d’entre elles, c’est à partir des lignes droites
perpendiculaires aux courbes qui représentent la cible, qu’on va chercher dans
l’observation, des zones maximales de corrélation, qui dans la plupart des approches,
sont des fortes variations de l’intensité ou du gradient d’intensité. A partir de l’ensemble
de ces points de forte corrélation, de nouvelles hypothèses sont générées aléatoirement
par la méthode de RANSAC. Même si plusieurs hypothèses sont habituellement
générées, seule la première qui satisfait le test d’acceptation, sera la solution.
• Mesure des hypothèses,
La mesure de la pertinence de l’hypothèse va exploiter la définition de la
configuration de la cible. Les hypothèses générées seront évaluées : celles qui ne
satisfont pas la configuration donnée de la cible, seront rejetées. Par exemple dans notre
implémentation, c’est par la méthode de RANSAC, que seront générées aléatoirement,
mesurées et rejetées les différentes hypothèses.
3.1.3 Ensemble de points.
La méthode de suivi d’un ensemble de points par la distance de Hausdorff est
une méthode de suivi basée sur les régions, les points étant extraits dans une région
spécifique de l’image.
• Représentation de la cible 
La cible est définie par un ensemble de points caractéristiques à l’intérieur ou au
bord d’une région, définie dans notre implémentation, par un rectangle englobant la
cible. Il peut s’agir de points de contour, de points d’intérêt, ou autres points
caractéristiques (couleur, Harris, etc.) extraits par des détecteurs spécialisés, doués de
propriétés d’invariance aux transformations projectives (voir section 2.4).
• Représentation de l’observation.
 C’est aussi, à partir des détecteurs de points d’intérêt utilisés dans la définition
de la cible, que sera défini l’espace d’observations.
• Génération des hypothèses.
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La génération des hypothèses est faite à partir de zones de recherche, définies
autour de l’hypothèse initiale en fonction du mouvement de la cible, si ce mouvement
est inclus dans leur représentation. Par exemple, pour des cibles qui bougent plutôt
horizontalement, il est possible d’incorporer cette information dans la génération des
hypothèses. Mais, dans le pire de cas, quand on ne connaît pas à priori le mouvement
possible de la cible, une génération des hypothèses à partir d’une zone de recherche en
spirale, autour de l’hypothèse initiale, donne des résultats satisfaisants.
• Mesure des hypothèses.
Les hypothèses seront mesurées, par la distance de Hausdorff, entre l’ensemble
de points qui représentent la cible et ceux observés dans la zone de l’image qui
caractérise l’hypothèse examinée.
3.1.4 Différences de Modèles
La méthode de différences de motifs est aussi une méthode de suivi basée sur les
régions.
• Représentation de la cible.
La cible est définie par une région d’intérêt, correspondant à une zone plane ou
quasi–plane dans la scène 3D. Cette région sera sous-échantillonnée sous certaines
conditions, ce qui donnera un motif, en principe texturé, comme ceux montrés dans la
figure 2.20a et dans la figure 2.21a.
• Représentation de l’observation.
Les observations seront définies à partir de l’hypothèse courante, comme cela a
été décrit dans la section 2.5. Il s’agit d’une région image, sous-échantillonnée dans les
mêmes conditions que lors de la définition initiale de la cible.
• Génération des hypothèses.
Contrairement aux autres méthodes, pour le suivi par différence de motifs, on
peut considérer qu’il n’existe qu’une seule hypothèse à chaque instant t, l’hypothèse
initiale issue de l’image traitée à l’instant t-1, recalée grâce à un vecteur de mouvement.
• Mesure des hypothèses.
Pour cette méthode, mesure est un terme impropre, puisqu’il n’existe pas à
proprement parler d’évaluation de l’hypothèse sur la position de la cible dans l’image.
La mesure effectuée sur l’hypothèse courante consiste à calculer un vecteur de
mouvement dµ  de la cible à partir de la différence d i  entre représentations de la cible
(le motif, comme celui présenté en figure 2.15c) et de l’observation. La magnitude du
vecteur dµ , est le résultat de la multiplication de l’observation d i  avec la matrice
d’interaction A (équation (2.27)). S’il est égal a zéro, ça veut dire que l’hypothèse est
correcte ; sinon, une nouvelle hypothèse sera générée par l’addition de ce vecteur dµ ,
au vecteur du mouvement de la cible µ  au temps t précédent (recalage sur la position de
la cible). A priori, il n’est pas nécessaire de mesurer cette nouvelle hypothèse, parce
qu’elle a été générée à partir d’un apprentissage de la cible qui tient compte des
conditions possibles de mouvements et de déformations de la cible. Donc le mouvement
nécessaire pour rendre nul le vecteur dµ ,  est compris dans ce calcul.
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Il est toujours possible d’affiner la nouvelle hypothèse générée par l’adition du
vecteur dµ,  en faisant une itération sur les approximations du vecteur de mouvement
µ ; cependant, les résultats obtenus sont presque imperceptibles, et difficilement
différenciables des erreurs dues au bruit ou à la matrice d’apprentissage.
3.1.5 Initialisation des méthodes de suivi.
Une caractéristique qui n’est pas toujours prise en compte, quand on fait
l’analyse d’une méthode de suivi visuel, est la phase d’initialisation. C’est pourtant est
une phase très importante pour la comparaison de différentes méthodes. Cette
caractéristique est très liée d’une part à la représentation de la cible exploitée par le
module de suivi, d’autre part à la méthode mise en œuvre pour détecter la cible avant de
lancer son suivi. Détection et suivi sont deux processus liés, mais profondément
différents dans leurs objectifs :
• La détection fait une analyse globale de l’image pour y découvrir la cible, sans
aucune prédiction a priori ; c’est souvent un processus plus lent, capable de générer
une description plus complète de la cible.
• Le suivi exploite des régions d’intérêt dans chaque image d’une séquence, régions
définies par la prédiction. Donc, c’est une analyse locale, s’appuyant sur une
description minimale de la cible. Ce faisant, le suivi peut dériver (confusion entre
cible et fond) ou même perdre la cible du fait d’une mauvaise prédiction, d’une
description trop sommaire de la cible ou de l’absence de vérification globale sur
l’image.
Pour certaines applications, pour éviter ce manque de vérification et rendre de ce
fait, plus robuste la fonction, détection et suivi sont réalisés dans un même processus.
Par exemple, dans les travaux de R.Labayrade [70] sur la détection d’obstacles depuis
un véhicule en milieu routier, la détection est réalisée sur chaque image à 25Hz. Dans
un tel cas, si cela est nécessaire pour l ‘estimation de la dynamique des cibles ou pour la
fusion multisensorielle, le suivi est une simple association des cibles détectées d’une
image à l’autre. Une telle réactivité de la détection se paye généralement par la pauvreté
de la représentation, par des simplifications et au final, par la robustesse. Néanmoins,
l’évolution de la technologie (processeurs plus rapides, architectures dédiées intégrées
sur le capteur) rendra sans doute possible dans un futur proche, des traitements
complexes sur des images de haute résolution, à des fréquence qualifiée aujourd’hui de
temps réel.
Pour notre part, nous maintenons la différence entre fonctions de détection et de
suivi ; dans le Chapitre 5 , nous évoquerons plusieurs contextes applicatifs, dans
lesquelles seront intégrées nos méthodes de suivi visuel. Nous allons analyser les
différentes initialisations requises pour chacune des méthodes évaluées dans ce chapitre.
• Contours actifs.
Le processus d’initialisation en ce cas, dépend de la forme de la cible et du type
de fond. Dans la plupart des cas, une fois détecté l’objet à suivre, une initialisation par
des points de contrôle choisis sur le contour de la position détectée de la cible suffit,
sauf dynamique initiale très importante. Cependant, si le fond est encombré, il est très
facile d’arriver à des minima locaux de la fonction potentielle.
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• Corrélation 1D.
La plupart des approches qui utilisent cette méthode, font une projection des
courbes ou arêtes 3D d’une entité de la scène, afin d’obtenir la représentation initiale de
la cible. Une telle projection nécessite un calibrage exact (ou fort, en opposition à
faible) des paramètres de la caméra, un modèle de l’environnement 3D ou d’objets 3D
qui s’y trouvent, et un module visuel de reconnaissance et localisation des entités 3D
qui localiseront les cibles à suivre.
Dans [40] une méthode d’images de synthèse et CAD a été utilisée pour estimer
les courbes visibles de la cible depuis une position donnée de la caméra.
Les connaissances nécessaires peuvent être plus qualitatives; une méthode
dédiée détecte directement dans l’image, les courbes qu’il faudra suivre ; en ce cas, il
n’est pas utile que la caméra soit calibrée. Par exemple, un module d’analyse de scènes,
exploitant la recherche des points de fuite, peut trouver directement dans l’image les
segments correspondants aux arêtes mur/sol ou mur/plafond, si le robot navigue dans un
couloir. Dans [64] les marquages sur un terrain de football sont trouvés dans l’espace de
Hough, et c’est à partir de cette initialisation de lignes droites qu’un processus
d’autocalibration, de construction d’une mosaïque et de suivi des lignes est initié.
Signalons ici l’intérêt des méthodes qui ne nécessitent pas de calibrage, ou qui
réalisent un auto-calibrage ; elles favorisent l’exploitation de zoom, dont le calibrage
fort peut se révéler au mieux fastidieux, au pire difficile.
• Ensemble de points.
Pour cette méthode, il n’est pas nécessaire de connaître a priori une définition
précise de la cible. Elle peut être fournie dans une  phase d’initialisation, par l’extraction
d’une zone d’intérêt, correspondant par exemple à un obstacle dans une scène routière,
ou à un intrus mobile dans une scène de vidéo-surveillance. La représentation initiale de
la cible est alors donnée par les points d’intérêt extraits de cette zone. Cependant, une
connaissance des caractéristiques de mouvement de la cible, peut être exploitée afin de
réduire l’espace de générations des hypothèses (direction privilégiée de mouvement).
• Différences des motifs.
A la différence de la méthode précédente, pour cette méthode, il est souhaitable
de connaître un modèle de la cible : apparence dans un point de vue standard, et type de
déformations à laquelle elle peut être soumise. Comme le processus d’apprentissage
peut être long, il peut ainsi être réalisé hors ligne. Le processus d’initialisation
nécessitera alors de reconnaître la région d’intérêt dans l’image courante, correspondant
à la cible ; cela peut être fait par différentes méthodes de reconnaissance comme par
exemple celle utilisée dans [51].
Malgré la nécessité de faire un apprentissage, il est possible d’extraire un motif
intéressant en ligne, comme dans les travaux de CLADY, mais cela implique
d’optimiser la phase d’apprentissage (300ms pour CLADY), ou de simplifier le modèle
de mouvement de la cible (uniquement translation et changement d’échelle dans [28],
dans les cas ou il est nécessaire de suivre cet objet tout de suite.
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3.2 Détection et reprise d’erreurs
Plus qu’une caractéristique, la détection d’erreurs est une mesure importante de
la performance d’une méthode de suivi visuel, ainsi qu’une manière de définir les
stratégies possibles pour reprendre la fonction en cas de perte de suivi. C’est donc très
important d’analyser les causes possibles d’erreurs, et de dresser la liste des erreurs qu’il
sera possible de détecter pour chacune des méthodes.
3.2.1 Contours Actifs
Comme il a été analysé dans la section 3.1.1, les contours actifs génèrent des
hypothèses et les évaluent à partir de l’équation de mouvement, fondée sur l’évolution
de potentiel externe (figure 3.1). Cependant, bien que le système soit bien posé, il
existera toujours une solution à ce système, même quand le potentiel externe est nul, du
fait des forces internes qui feront évoluer le contour pour atteindre le minimum
d’énergie, comme il est montré dans la figure 3.2.
Par la suite, il sera très difficile de détecter une erreur à partir de la génération ou
de l’évaluation des hypothèses. En plus, il est possible que le contour reste accroché à
des minima locaux, ou que la minimisation ne soit pas atteinte dans le temps max
prédéterminé pour que la méthode reste en temps borné.
(a) (b) (c)
(d) (e) (f)
Figure 3.1. Evolution d’un potentiel externe : en haut, attracteurs créés par les images mises
pour cette illustration dans un plan horizontal ; en bas images de gradients qui génèrent ces
attracteurs.
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(a) (b) (c)
Figure 3.2. Evolution d’un contour actif dans un potentiel externe nul : a) Initialisation b) et c)
résultats après quelques itérations.
Pour détecter une erreur dans l’évolution d’un contour actif, une mesure externe
doit donc être incorporée. Cela peut être une mesure de corrélation dans l’espace des
observations, entre la forme prédéfinie de la cible 1 et les hypothèses générées à
l’instant donné.
Malgré cela, cette mesure ne suffit pas pour assurer un bon suivi de la cible en
question, comme le montre la figure 3.3 sur le suivi d’un quadrangle.
(a) (b)
Figure 3.3. Suivi d’une affiche avec un contour actif a) convergence du contour actif sur le
quadrangle et b) erreur de suivi, mais qui satisfait les conditions de forme et de gradient.
D’autre part, quand la cible n’a pas été définie comme une forme paramétrique,
comme par exemple, dans le cas de la route de la figure 2.9, cette mesure n’aura pas de
sens. Une manière possible de détecter des erreurs dans tous les cas, est de détecter des
variations brusques de forme. Par exemple, en tenant en compte que la vitesse de la
méthode est suffisamment rapide pour adapter le snake sur des petits changements
d’intensités lumineuses entre deux images successives, une variation brusque de forme
peut être vue comme une erreur de la méthode de suivi. Ces mesures peuvent être
incorporées par exemple, par moyenne des moments de la surface englobée par le
snake.
Comme la méthode ne contient pas, par elle-même, de moyens pour détecter une
erreur dans la phase de suivi, la reprise de la fonction une fois qu’une erreur a été
détectée, devient extrêmement compliquée. En effet, la détection survient généralement
trop tard et l’état courant du snake n’est plus représentatif de l’état de la cible.
Pour des modèles paramétriques, il est possible de générer plusieurs hypothèses
qui répondent à certains critères, comme dans le cas de la Condensation [53]. Cependant
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à mesure que la complexité du modèle augmente, l’évaluation de toutes les hypothèses
devient un défi. C’est pour cela que nous n’avons pas mis en œuvre une méthode multi
hypothèses pour évaluer plusieurs hypothèses et finalement garder uniquement celles
qui ne sont pas en erreur.
La plupart du temps il sera nécessaire de faire une relocalisation de la cible et de
réinitialiser l’algorithme avec ces nouveaux paramètres. Nous montrerons une exemple
de ces cas dans le chapitre 5 .
3.2.2 Corrélation 1D
Comme il a été décrit dans la section 3.1.2, la génération des hypothèses pour les
méthodes de corrélation 1D, peut être faite à partir des points de corrélation maximale
par des algorithmes probabilistes, ce qui rend la routine de détection des erreurs plus
facile. Par exemple, nous utilisons la méthode de RANSAC (décrite au chapitre 2 ),
pour générer et évaluer les hypothèses. Parmi les paramètres internes de l’algorithme,
un seuil permet de définir le pourcentage d’erreur à l’heure de l’évaluation de chacune
des hypothèses générées. En fait, deux seuils internes, très liés entre eux, sont illustrés
en figure 3.4: le premier définit un nombre minimum de points corrélés, et le deuxième
définit la distance maximale entre la courbe d’approximation, et les points corrélés pour
considérer une bonne évaluation de l’hypothèse courante. Quand ces seuils ont été
dépassés, on peut considérer que la fonction de suivi a échoué.
(a) (b)
Figure 3.4. Seuils utilisés pour la détection d’erreur avec la corrélation 1D, a) nombre total de
points corrélés, b) distance maximale des points à l’hypothèse courante sur l’état de la cible.
Un autre moyen, mais moins fiable pour détecter une erreur de suivi, peut être
comme dans le cas de contours actifs, une variation brusque, par exemple la réduction
de moitié ou plus de la longueur d’une ligne droite entre deux images successives.
Afin de reprendre l’activité une fois qu’une erreur est détectée, on peut soit
augmenter le nombre de points échantillonnés le long de la courbe, soit augmenter les
distances maximales de recherche le long des lignes perpendiculaires à la courbe.
Cependant, dans ce dernier cas, dans le cas d’environnements encombrés, il est très
facile de tomber sur des points de corrélation maximale dans le voisinage.
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(a) (b)
Figure 3.5. Détection d’erreur par changement brusque de la taille de la ligne entre deux
images.
3.2.3 Ensemble de points
Comme nous l’avons décrit, dans la section 2.4, cette méthode de suivi, de
manière similaire au suivi par corrélation 1D, contient comme paramètre un seuil
interne pour déterminer et évaluer les hypothèses générées. Ce paramètre est le nombre
de points appariés entre les ensembles de points extraits sur la région qui définit la cible,
et sur la région correspondant à l’hypothèse courante, Ce seuil est une distance de
Hausdorff partielle, qui permet de déterminer la mesure d’évaluation de l’hypothèse
courante.
Dans le cas du suivi d’un ensemble de points, il est plus difficile de déterminer
une variation de forme.
Quand une erreur a été détecte dans cette méthode, la méthode augmentera
automatiquement la zone de recherche, pour essayer de re localiser la cible en générant
plus d’hypothèses. Cependant, comme c’est une méthode lente, au moins en
comparaison des autres méthodes décrites dans ces travaux, on risque de perdre
beaucoup de temps à chercher la cible. C’est pourquoi des seuils ont été incorporés pour
limiter la taille maximale de la zone de recherche et le temps maximal de recherche.
(a) (b)
Figure 3.6. Points corrélés dans la région de la cible.
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3.2.4 Différences des Modèles
Même si elle ne recèle pas de seuil d’appariement entre cible et observation
courantes, la méthode de suivi par différences de motifs est celle qui dispose de plus de
critères internes pour détecter les erreurs faites dans la phase de suivi. La première
détection d’erreur est faite à la génération des hypothèses ; c’est une mesure de
corrélation par un score SSD entre la cible définie (région d’intérêt) et l’hypothèse
générée. En effet, comme les variations possibles de la région cible ont été
généralement apprises dans une phase hors ligne, il suffit simplement de comparer le
score SSD de l’hypothèse en cours, avec les scores produits dans l’apprentissage ; s’il
est très élevé par rapport aux scores appris, nous considérons cette hypothèse comme
une erreur de suivi. La plupart du temps, ces erreurs sont produits par des occultations
temporelles de la cible (personne ou objet qui passent devant la cible, ...).
Un deuxième critère de détection est fourni par les vecteurs de mouvement
produits par la génération de nouvelles hypothèses. Les vecteurs produits à l’heure de
l’apprentissage de la cible, peuvent être comparés à celui produit en ligne ; si ce dernier
est plus grand que les vecteurs appris, on peut considérer que le suivi a échoué, ou que
le mouvement apparent de la cible dans l’image courante, sort des limites prises en
compte lors de l’apprentissage de la matrice A d’interaction. Malheureusement, cette
mesure n’est pas très fiable, parce que des petites occultations peuvent produire des
variations plus grandes que celles apprises ; ces variations anormales affectent
seulement une zone spécifique de l’hypothèse ; on peut considérer qu’avec les autres
paramètres, il est possible malgré cette petite occultation partielle, de continuer à suivre
la cible (figure 3.7).
(a) (b) (c)
Figure 3.7. Suivi d’une cible plane avec des petites occultations
D’autres mesures externes pour la détection d’erreurs commises par la méthode
de suivi par différences de motifs, peuvent être incorporées à partir de la cohérence de
l’hypothèse générée à l’instant t et la région de la cible déduite de l’instant t-1. Par
exemple, le parallélisme, la convexité, etc. Par exemple la convexité de la région de
l’hypothèse peut être testé de manière très simple, à partir des quatre coins qui
définissent la cible, vue que ces points sont ordonnés. Donc une mesure comme celles
utilisées pour les enveloppes convexes peut être adequate (déterminant de trois points
consécutives).
La reprise de la fonction est difficile avec cette méthode. Néanmoins dans la
plupart des cas, les erreurs sont dues aux occultations ; une manière de restaurer un état
de la cible, consiste à reprendre sa dernière approximation valable et de relancer le suivi
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à partir de cela. Si une erreur survient de nouveau, alors une relocalisation de la cible
par une autre fonctionnalité est nécessaire.
3.3 Comparaison des méthodes de suivi
Nous disposons donc, de quatre méthodes de suivi visuel, qui exploitent
différentes représentations des cibles, différents espaces d’observations, ainsi que
différents moyens de générer et mesurer des hypothèses.
Il est assez difficile d’établir une comparaison au niveau quantitatif de ces
méthodes, puisqu’elles ne s’appliquent pas aux mêmes cibles ou adopte des
représentations différentes difficiles à comparer. Un autre moyen serait d’avoir une
vérité terrain, par l’extraction systématique de la position réelle de la cible, sur toute une
séquence ; mais cela devient extrêmement compliquée, principalement du fait que dans
les situations dans lesquelles ces méthodes seront utilisées, le robot et la caméra
bougent ; impossible d’utiliser des méthodes d’extraction des cibles par de simples
différences d’images pour détecter les objets mobiles. La seule manière de trouver les
positions réelles de la cible dans une séquence, consisterait à segmenter touts les images
afin de l’en extraire. Cependant, il faudrait localiser la cible pour un grand nombre
d’images dans des différentes situations, ce qui en ferait une tâche extrêmement
compliquée
Par la suite, donc, nous allons comparer les méthodes d’une manière plus
qualitative, l’objectif étant de caractériser, à la fin de ce chapitre, les méthodes en
fonction des cibles et conditions de l’environnement pour lesquelles elles fonctionnent.
3.3.1 Fréquence.
Une des plus importantes mesures pour la comparaison des algorithmes de suivi
visuel est la fréquence de travail. Cette mesure, bien sûr, dépend de l’ordinateur utilisé ;
de plus, comme les progrès technologiques des ordinateurs sont de plus en plus rapides,
nos mesures seront obsolètes dans très peu de temps. La comparaison relative entre les
fréquences des méthodes nous permet simplement de les classer sur le critère de la
vitesse moyenne sur un très grand nombre de test. La table suivante montre les résultats
obtenus en moyenne pour chaque méthode ; les mesures ont été obtenues sur une station
SunBlade 100 à 500Mhz.
Méthode Fréquence
Contours Actifs ~12 - 18 Hz.
Contours Actifs avec contraintes ~10 - 16 Hz.
Corrélation 1D ~12 – 16 Hz.
Ensemble de points ~1 – 5 Hz.
Différences de motifs ~20 - 25 Hz.
Table 3.1. Evaluation de la fréquence de travail de chaque méthode de suivi.
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Comme on peut voir dans la table 3.1, la méthode la plus rapide est la méthode
de différences de motifs. Cette méthode a un temps de calcul fixe, qui dépend du
nombre de paramètres du modèle de mouvement, et du nombre N de points à l’intérieur
de la zone d’intérêt.
Ensuite, ce sont les contours actifs, qui ont la meilleure performance par rapport
au temps de calcul. Ce temps, à chaque itération, dépend directement (1) du nombre de
points de contrôle, (2) du nombre de positions possibles pour la génération des
hypothèses (voir section 2.2), et enfin, (3) du nombre d’itérations nécessaires pour
arriver au minimum d’énergie. Pour éviter, un temps de calcul très élevé dû au nombre
d’itérations, on peut limiter par un seuil, le nombre maximal de celles-ci, ce qui permet
de définir une borne maximale du temps de calcul. Quand les contours actifs sont
contraints afin de conserver lors de leur évolution, une forme paramétrique, le temps
augmente en raison de la prise-en-compte de nouveaux termes d’énergie, qui impliquent
en plus de considérer ensemble certains points de contrôle,ce qui rend l’algorithme plus
complexe.
Le suivi avec corrélation 1D est également une méthode très rapide de suivi. En
ce cas, le temps de calcul dépend directement du nombre des points à corréler (donc du
pas d’échantillonnage le long des courbes) et du nombre d’hypothèses pour chacun,
dépendant de la distance maximale de recherche d’un point, sur les normales à la courbe
suivie. Enfin, ce temps dépend aussi du nombre maximal d’hypothèses générées par
l’algorithme de RANSAC. En tenant compte de ces paramètres, c’est aussi un temps
borné.
Enfin, la méthode de suivi d’un ensemble de points est la plus lente. Le temps de
calcul de cette méthode dépend d’une part de la taille de la fenêtre de recherche et
d’autre part du nombre d’itérations faites pour localiser la cible, même s’il est possible
de borner le temps de calcul, en donnant un seuil pour le nombre maximal d’itérations,
cette méthode est la seule qui puisse relocaliser une cible perdue, bien sûr, sous
certaines conditions.
Pour toutes ces méthodes, comme il a été mentionné dans la section 3.1.3, il est
possible d’obtenir une réduction du temps de calcul, en réduisant la zone de recherche
pour la génération des hypothèses par l’introduction dans la définition de la cible, du
modèle de mouvement de celle-ci.
3.3.2 Cibles et environnements
La représentation des cibles, pour chaque méthode, est différente ; il est
nécessaire d’analyser pour quelles sortes de cibles et pour quels environnements (quels
fonds d’image sur lequel la cible devra être extraite et suivie) on peut utiliser chaque
méthode.
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Méthode Sorte des Cibles Environnement
Contours actifs
Objets ou personnes de forme
connues ou inconnues, avec
contours définis par forts
gradients ou avec zones
uniformes soit en couleur, soit
en texture.
Peu ou pas du tout
encombré, mais avec
possibilités de changements
importants d’illumination
Corrélation 1D
Lignes ou objets structurés
(typiquement, polyédriques),
principalement sans texture.
Selon la complexité de la
cible, de pas du tout à un
peu encombré.
Tolère de légers
changements
d’illumination.
Ensemble de points
Zones a priori non connues,
mais, assez texturées pour
extraire des points d’intérêt, de
contour….
Zone de recherche contrainte par
le type de mouvement de la
cible, s’il est défini
Peu ou pas encombré, avec
légers changements
d’illumination.
Différences de motifs
Zones planes ou quasi-planes,
texturées, a priori connues pour
garantir leur planitude et éviter
l’apprentissage en ligne.
Environnement quelconque,
avec légers ou presque nuls
changements d’illumination
Table 3.2. Cibles et environnements pour chaque méthode.
Comme on peut voir dans la table 3.2, montrant les caractéristiques de chaque
méthode, les cibles sont aussi variées que les méthodes. De manière évidente, les
méthodes basées sur les contours ou les régions respectivement, ont des comportements
différents ; tandis que les unes (corrélation et contours actifs) suivent les bords d’une
cible, donc fonctionnent d’autant mieux que ce bord se détache (fond uniforme, cible
non texturé), les autres (ensemble de points, différence de motifs) suivent des
caractéristiques à l’intérieur de la cible, donc nécessitent une cible texturée et
s’accommodent mieux d’un fond quelconque.
En principe, avec la méthode de contours actifs il est possible de suivre toutes
sortes d’objets. Cependant, le type d’environnement restreint l’usage de cette méthode,
puisque les snakes non contraints sont très sensibles aux contours présents en fond
d’images. Contrairement aux autres méthodes, avec la restriction précédente près, il est
possible de suivre des objets avec des conditions extrêmes d’illumination; cela est dû à
ce que les équations de mouvement donneront toujours une solution, même avec un
minimum de potentiel externe.
Pour le suivi par corrélation 1D, il faut que la cible ait, une bonne définition de
contours, et même s’il est possible de suivre un objet complexe dans un environnement
un peu encombré, la méthode dépend directement des extracteurs de caractéristiques à
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corréler et donc, les changements d’illumination peuvent perturber les résultats
significativement.
De manière similaire à la méthode de corrélation 1D, la méthode basée sur la
distance de Hausdorff, récupère les points de l’ensemble par moyen d’un détecteur des
caractéristiques, et de ce fait, dépend aussi des changements en illumination.
Finalement, la méthode de différences de motifs, peut traiter des cibles très
complexes dans presque toutes les conditions d’environnements, à condition quelle
soient planes ou quasi-planes. Il est possible seulement de traiter des petits changements
d’illumination, principalement dû au fait que l’apprentissage de la cible a été fait sous
certaines conditions.
3.3.3 Caractéristiques des méthodes et détection d’erreurs.
Reprenons dans la table suivante, les caractéristiques de chacune des méthodes
ainsi que les possibilités internes de détection des erreurs. A ces critères de détection
interne, se rajoutent les mesures externes liées aux brusques variations de la
représentation de la cible entre deux itérations du suivi.
Contours
actifs
Corrélation
1D
Ensemble de
points
Différences de
motifs
Définition de la
cible
Contours
externes,
silhouette
Contours ou
bords de la
cible
Région plutôt
texturée
Région plane
texturée
Espace
d’observation
Gradients des
caractéristiques
désirées
Corrélations
entre
caractéristiques
Appariement
de points dans
la région
Différences de
motifs
Génération des
hypothèses
Evolution du
contour à partir
de l’équation
de mouvement
ou par
programmation
dynamique
Ensemble
aléatoire
généré à partir
des points de
corrélation
maximale
Recherche de
la cible dans
une zone
définie à partir
du modèle de
mouvement
Simple calcul
d’un vecteur de
mouvement de
la cible, grâce à
la matrice
d’interaction
apprise off line
Evaluation des
hypothèses
Minimum
d’énergie
RANSAC Distance de
Hausdorff
Différences des
motifs
Détection
d’erreur interne
à la méthode.
Non Seuil sur les
points corrélés
et nombre
maximal des
hypothèses
générées
Seuil sur le
nombre de
points appariés
et sur la taille
de la zone de
recherche.
Seuils par
rapport à
l’apprentissage
de la cible :
score SSD et
variations
maximales
apprises.
Table 3.3. Principales caractéristiques de chaque méthode.
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3.3.4 Avantages et inconvénients
Pour finaliser la comparaison des méthodes dans la table 3.4, on donne un
résumé des avantages et des inconvénients les plus significatifs de chacune des
méthodes de suivi.
Méthode Avantages Inconvénients
Contours
actifs
Méthode rapide.
On peut suivre des objets
déformables a priori inconnues,
ainsi que des objets structurés (avec
contraintes de forme sur le snake)
Nécessite des objets avec hauts
contrastes cible/fond, donc des
environnements simples
Presque impossible de retrouver une
cible perdue.
Corrélation
1D
Très robuste en milieu structuré Très sensible dans des conditions
d’environnements complexes
Ensemble
de points
Peut traiter des objets plans ou 3D
ou déformables, si les changements
de pose sont graduels ;
Peut re trouver des cibles perdues
en élargissant la zone de recherche
Méthode lente.
Des environnements complexes
(fond texturé, nombreux points de
contour) peuvent perturber la
localisation
Différences
De motifs
Très rapide.
Robuste, même dans des
environnements complexes.
Il est possible d’utiliser différents
modèles de mouvements (projectif,
affine…)
Seulement pour des cibles planes ou
sous certaines conditions, des cibles
quasi-planes.
Une fois que la cible est perdue,
presque impossible de la retrouver,
sauf pour des occultations partielles.
Table 3.4. Avantages et inconvénients des méthodes de suivi.
3.4 Analyse de performances pour différentes contextes
Afin d’analyser la réponse de chacune des méthodes pour différentes conditions
de cibles et des environnements, on peut caractériser, autant les environnements que les
cibles, par une mesure de leur complexité. Par exemple, la complexité de
l’environnement ou de la cible, peut être une fonction des conditions d’illumination
et/ou de l’encombrement et/ou de la régularité des formes qu’il contient, ce qui peut se
traduire par un critère sur la texture et/ou les couleurs présentes, etc. Même s’il existe
plusieurs mesures pour caractériser cette complexité, une seule mesure ne suffit pas, et
donc il faut généralement en considérer plusieurs.
Malheureusement, les mesures de complexité dans une image, sont des mesures
qui dépendent du contexte ainsi que de la tâche à accomplir. Déjà la sélection
automatique des cibles en fonction de bonnes caractéristiques, vis-à-vis d’une
application donnée, pour accomplir une tâche ou un objectif donné dans un
environnement spécifique est toujours un problème [9], [16], [97].
71
Vu la quantité de variables de chacune des méthodes et les différentes formes de
représentations de la cible pour chacune, une analyse statistique, au sens formel, des
performances, semble une tâche extrêmement compliquée.  La plupart des analyses de
performances qui existent dans la littérature sont réduites à certaines conditions et pour
certains jeux de paramètres, et en plus pour la plupart d’entre elles, l’analyse est faite
pour des méthodes de suivi similaires, par exemple pour des méthodes avec la même
représentation de la cible, ou avec le même espace de générations des hypothèses. Par
exemple dans [38] Trois variantes de la méthode de suivi à partir de différences de
motifs, ont été analysées et comparées, donc avec la même représentation de la cible.
Ces méthodes on été analysées en fonction des déformations, comme des translations,
rotations et changements d’échelle. Notons que cette analyse a été e pour certaines
cibles, et qu’une analyse de la complexité ou de la texture des cibles ou de leur
environnement n’est pas prise en compte. Comme nous le montrerons ce choix peut être
crucial.
Mentionnons d’autres études de performances entre toutes celles qui ont été
publiées ; dans [14], [41] et [104] ont été analysées différentes méthodes de suivi pour
l’interaction Homme-Machine. De manière similaire à l’analyse décrite précédemment,
les méthodes utilisent soit la même représentation de la cible, soit le même espace de
génération des hypothèses. En plus, dans la plupart des analyses de performances des
méthodes de suivi, les auteurs considèrent qu’il est possible de connaître
automatiquement et avec une très bonne exactitude la localisation de la cible dans
l’image, tâche qui à nouveau dépend du contexte ; dans la plupart des cas, elle a été
résolue, par des différences entre une image de base, sans la cible à suivre et les images
qui contiennent la cible. Malheureusement, cette approche n’est valable que pour des
caméras fixes ou semi fixes, et non pour des caméras qui se déplacent sur un robot.
 Par la suite, nous ferons une analyse des performances non exhaustive , de
chacune des méthodes en prenant en compte : a) leur environnement, sa complexité, et
les changements d’illumination, et b) les déformations de la cible dues aux rotations,
translations et changements d’échelle. Cette analyse, sera par la suite utilisée pour
caractériser les cibles et les conditions pour lesquelles chacune des méthodes donne de
bons résultats.
A terme, les résultats pourront être améliorés, avec l’expérience acquise par le
robot dans certains environnements et sous différentes conditions, comme des êtres
humains le feraient. Bien sûr, il y a encore du chemin à parcourir pour ce faire ; aussi,
pour l’instant nous considérons que c’est un expert qui définit les cibles pour le test, et
qui évalue la complexité de l’environnement.
L’évaluation de performances a été faite dans différents contextes et conditions
(figure 3.8), ainsi que pour différentes cibles. Cependant comme il a été mentionné dans
le chapitre 1 , des objets quadrangulaires et plans, comme des affiches ou des panneaux
de signalisation, sont une bonne source d’information, pour la navigation dans un milieu
humain. C’est pourquoi une grande partie des images acquises pour l’évaluation
utilisent cette sorte de cibles.
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(a) (b) (c)
(d) (e) (f)
Figure 3.8. Exemples de différents environnements utilisés, pour l’évaluation de performances.
3.4.1 Caractérisation des contextes pour l’évaluation des
performances.
La caractérisation de l’environnement, commence par la mesure de sa
complexité. Différentes mesures ont été proposées dans la littérature. Cependant comme
mentionné dans la section précédente, la mesure de la complexité dépend directement
de la tâche à réaliser et bien sûr du contexte. Malgré cela, nous avons essayé, à partir de
notre expérience personnelle, de trouver une mesure qui soit suffisamment robuste pour
certains contextes connus ou possibles dans lequel un robot peut se trouver durant ses
déplacements, et pour des tâches bien définies, comme la localisation par amers dans la
navigation.
Les différentes mesures proposées dans la littérature sont très nombreuses, et
comme le champ de développement des mesures de complexité contextuelle d’une
image dans la communauté Vision par Ordinateur, est encore en évolution, il est très
difficile d’établir une classification entre ces propositions.
Par exemple, il existe des mesures de la complexité pour une image binaire,
comme par exemple la longueur du bord entre les zones blanches et noirs, mesures
généralisées pour les images en niveaux de gris, en considérant chaque bit à l’intérieur
de l’octet qui code l’intensité lumineuse. C’est à partir de la combinaison de ces
mesures (par exemple, huit pour une image de niveaux de gris) qu’on peut avoir une
mesure de la complexité de l’image entière [86]. Cependant, c’est un processus
laborieux, coûteux en temps, et qui finalement, fournit des résultats comparables à des
autres méthodes.
Une autre approche intéressante décrite dans [66] consiste à mesurer la
complexité en fonction des mesures de l’information, tel que l’entropie, la température
et l’harmonie, ou comme combinaison de ces mesures, ou encore par le nombre d’objets
présents dans la scène, extraits par une méthode de segmentation.
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Dans [89], différentes mesures de complexité d’images, ont été analysées pour la
reconnaissance automatique d’objets, et puis réparties dans deux grand groupes : les
mesures qui dépendent des objets recherchés dans les images et celles qui sont
indépendantes. Pour le dernier groupe ces mesures peuvent être globales ou régionales,
et pour le premier seulement régionales.
Ces méthodes peuvent aussi être classées en fonction de l’information extraite
des images, comme par exemple, niveau de gris, contours, et dans le cas de mesures
dépendantes des objets, forme et/ou taille de ceux-ci.
Par exemple, mentionnons quelques mesures globales sur l’image :
• en fonction des niveaux de gris, on peut citer : la déviation standard des niveaux
de gris, l’entropie de l´image, l’uniformité, le ratio signal sur bruit, etc.
• en fonction des contours : le nombre de contours par unité de surface, la distance
des pixels au contour voisin, etc.
et quelques mesures des régions :
• en fonction de niveaux de gris : l’uniformité de la région, les contrastes locaux,
l’entropie structurale, etc.
• en fonction de contours : l’intensité du gradient le long des lignes, ou la
longueur de bords des régions, etc.
Nous avons testé plusieurs mesures parmi celles-ci ; nous avons considéré qu’en
fonction de cette expertise, pour les contextes analysés, une mesure de région en
fonction de la « température » de l’image est un bon descripteur de sa complexité. Cette
mesure n’est que la densité de variations d’intensité lumineuse par unité de surface
(figure 3.9). La complexité d’une région donnée est donnée par la moyenne des valeurs
de la température dans cette région.
(a) (b)
Figure 3.9. Densité des variations lumineuses par unité de surface : a) image de gradients
d’intensité, b) image de la température spatiale, température moyenne égal a 35.
3.4.2 Caractérisation de cibles et d’environnements.
Afin de réaliser les mesures de complexité par région et non globalement sur
l’image entière, trois zones ont été définies à l’aide de rectangles qui entourent la cible.
Ces zones sont :
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a) la zone des contours, qui est une petite zone, entre 5 à 10 pixels d’épaisseur
autour des contours de la cible,
b)  la zone cible, qui est toute la zone à l’intérieur du contour, et
c) la zone extérieur, qui est une zone à l’extérieur du contour, qui s’étend
jusqu'à la limite de la zone de recherche de la cible dans l’image,
typiquement entre 10 à 20 pixels du contour de la cible.
Nous avons mesuré la température pour chaque zone afin de les caractériser, et
par la suite classifier les sortes de cibles pour lesquels chaque méthode de suivi
fonctionne ou donne de bons résultats.
Dans les images de la figure 3.10, nous montrons des cibles perçues dans des
contextes différents et les mesures de température correspondantes, taille de la zone du
contour est de 8 pixels, et la zone à l’extérieur est de 20 pixels.
Dans les images (a), (b), (c) et (d), sont montrées quatre cibles rectangulaires
planes. La région considérée pour l’analyse est comprise à l’intérieur du rectangle
extérieur (rouge), pendant que la cible est le rectangle intérieur (vert).
Dans (a), la cible est texturée et a une zone de couleur homogène autour d’elle,
la région d’analyse s’étend jusqu’à la limite de cette zone, avec quelques risques de
perturbations avec cette limite. Dans (b), il n’y pas de zone de couleur homogène autour
de la cible ; dans (c), la cible est entourée par une zone de couleur homogène plus
grande que la région. Finalement, dans (d) la cible et la région sont dans une zone de
couleur homogène, mais avec des variations d’illumination, principalement dues à la
réflexion dans la surface de la cible.
Les images (e), (f), (g) et (h), montrent les variations d’intensité lumineuse ou
gradients (température), des zones sélectionnées. En noir sont les gradients qui
appartiennent à la zone contour, en vert ceux que appartiennent à la zone cible, et en
rouge ceux qui sont dans zone extérieur.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.10. Différentes cibles dans différentes conditions d’entourage et quantité de gradients
par zone d’intérêt.
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La table 3.5 montre les valeurs obtenues de températures pour ces zones. Des
zones encombrées ou texturées apparaissent avec une température élevée.
Cible
Zones
(a) (b) (c) (d)
Contour 24.93 29.47 18.99 18.43
Cible 20.84 29.44 17.71 12.73
Extérieur 1.85 26.22 1.06 2.76
Table 3.5.Valeurs de moyenne de variations d’intensité lumineuse pour les différentes zones
comprises.
Comme cela était prévisible par la théorie, autant les contours actifs que le suivi
de lignes par corrélation 1D, fonctionnent bien quand la température de la zone des
contours est plus forte que celles des zone intérieur et extérieur de la cible. Dans les cas
contraires, le recalage des hypothèses sur la cible peut être perturbé par ces zones.
Pour les méthodes de suivi de régions (différences de motifs et ensemble de
points), tant qu’il existe une bonne distribution de gradients autant à l’intérieur de la
cible comme dans son contour, elles donneront de bons résultats. Même, dans certaines
conditions il est possible de suivre des objets avec une température extérieure élevée.
Cependant, pour la méthode basée sur la différence de motifs, comme une partie
de la zone à l’extérieur de la cible est prise en compte lors de l’apprentissage, quand
cette zone change, on risque de perdre la cible ou simplement d’avoir des faux résultats.
Similairement pour le suivi d’un ensemble de points, des changements de la partie
extérieure à la cible peuvent provoquer des modifications du modèle de la cible par
incorporation de ces caractéristiques qui n’en font pas partie initialement. Cela
provoque soit la perte de la cible, soit son altération, ce qui fait qu’elle peut rester collée
ensuite sur des caractéristiques extérieures.
Dans les figures 3.11a et b, sont montrées deux images avec la même cible mais
avec des changements d’illumination, et dans les figures 3.11et d, sont montrées les
images de gradients extraits sur les zones d’analyse. Comme on peut le constater, la
variation des gradients est importante, faisant que la méthode de différences de motifs
ne marche pas. Par contre, soit avec les contours actifs, soit avec le suivi par corrélation
1D, il est possible de suivre la cible, même avec des faibles gradients, bien sûr avec ces
conditions d’environnement, c’est-à-dire peu encombré, donc fond uniforme. Le suivi
avec la distance de Hausdorff est possible à condition que la variation soit suffisamment
lente, pour permettre l’actualisation de la cible, et bien sûr à condition d’avoir une
bonne quantité de points d’intérêt extraits à l’intérieur de la cible par le détecteur de
Harris ou autre extracteur de points.
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(a) (b)
(c) (d)
Figure 3.11. Changements d’illumination pour une même cible.
La figure 3.12 montre une cible, qui contient une bonne quantité d’information
dans la zone d’analyse ; d’une certaine manière, cela peut être considéré comme un
environnement structuré, à cause des lignes droites qui continuent dans le fond en
dehors de la zone cible. Malheureusement, ce contexte pose problème :
• le manque de continuité dans les contours, fait qu’avec la méthode des
contours actifs, le suivi n’est pas possible, du fait des facteurs de tension et
rigidité, qui feront évoluer le contour vers l’intérieur de la cible.
• du fait de  la structure présente dans l’environnement, c’est-à-dire des lignes
droites dans le même direction que celles de la cible, la méthode  de suivi
avec corrélation 1D, connaît des problèmes pour le recalage des lignes sur
les bords de la cible,
• il en est de même pour le suivi exploitant la distance de Hausdorff, car
principalement, ces lignes seront incluses dans la cible au moment de
l’actualisation de son modèle.
• la seule méthode qui marche dans ces conditions est la méthode de
différences de motifs.
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(a) (b)
Figure 3.12. Cible dans un environnement relativement structuré.
Finalement, dans la table 3.6 nous donnons les résultats pour les différentes
méthodes de suivi en fonction des mesures de la température dans les zones définies, où
Tc est la température de la zone du contour, Ti est de la zone cible, et Te de la zone
extérieur.
Méthode de suivi Conditions optimales Commentaires
Contours actifs 75.0<
c
i
T
T
 et 75.0<
c
e
T
T Donnes bons résultats
même si la température Tc
est très petite.
Corrélation 1D
68.0<
c
i
T
T
, 52.0<
c
e
T
T
 et
Tc > 12
Comme il a un seuil pour
la corrélation maximal si
Tc < 12, difficilement les
points seront trouvés
Ensemble de points
Ti > 10, Tc >8 et
48.0<
c
e
T
T
Si la température dans les
contours et à l’intérieur de
la cible est inférieure à ces
valeurs difficilement les
poins seront extraits
Différences de motifs
54.0>
c
i
T
T
, Ti > 14 et
Te ª cte
La température Ti mesure
en certaine manière la
texture à l’intérieur de la
cible, Te peut avoir
n’importe quelle valeur, a
condition qu’il reste
presque constant le long du
suivi.
Table 3.6. Mesures et relations de températures des zones définies nécessaires pour le suivi
avec chaque une des méthodes.
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3.4.3 Déformations et variations de forme de la cible
Dans cette section, nous analyserons les performances de chacune des méthodes
pour les variations de forme due aux changements d’échelle, rotations et translations.
Afin de considérer des déformations projectives en plus des rotations autour de l’axe
perpendiculaire au plan image (transformations affines), nous considérons les rotations
autour des axes compris dans le plan image.
Pour ce test, nous adoptons pour chaque méthode, un contexte facile : bonnes
conditions de la cible et de son environnement (figure 3.10f), bien que quelques
perturbations –involontaires- aient pu survenir en dehors de la zone d’intérêt. Une
séquence d’images a été acquise à une fréquence de 20Hz, afin de traiter avec les
mêmes conditions toutes les méthodes ; dans cette séquence, les différentes conditions
de déformations ont été considérées.
Dans un premier temps, un module d’acquisition d’images virtuel a été fait, qui
assigne à chaque méthode de suivi, en fonction de leur fréquence de travail, l’image
correspondante dans la séquence. Plus précisément on prend en compte le temps pris
pour faire les calculs nécessaires pour chaque méthode, temps qui peut être non
constant. Ainsi, par exemple, la méthode par différences de motifs (20Hz) exploite
toutes les images de la séquence, tandis que la méthode par ensemble de points (3Hz),
exploite une image sur 7 seulement.
Ensuite nous avons sélectionné des images similaires de la séquence pour faire
la comparaison.
Les résultats sont les suivants :
• Changements d’échelle.
La figure 3.13, montre les résultats pour les variations d’échelle. Comme on peut
le constater, toutes les méthodes donnent des résultats acceptables, sauf la méthode
basée sur la distance de Hausdorff (en c et g), qui lors de l’actualisation du modèle de la
cible, perd progressivement des informations sur celles-ci : le rectangle en lignes
pointillées (rouge) est la zone de recherche et le rectangle en trait plein (vert) est la zone
qui contient le modèle de la cible. On peut constater que le mécanisme prévu pour faire
varier la taille de la cible, ne fonctionne pas correctement.
Pour les contours actifs (en b et f), on peut considérer que le suivi a été fait,
même s’ils ont été déformés autour des coins supérieurs : les points sur l’image sont les
points de contrôle du contour actif et la ligne continue, la courbe interpolée à partir de
ces points de contrôle
Les figures a et e montre le suivi par différences de motifs, le contour pointillé
(rouge) montre la prédiction précédente, et le contour continu (vert) la correction
apportée après estimation du mouvement. Finalement, le suivi par corrélation 1D est
montré dans les figures d et h où similairement aux différences de motifs le contour
pointillé (rouge) montrent la prédiction et les lignes continues (vertes) montrent la
correction.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.13. Analyse de performances pour des variations d’échelle.
• Rotations.
La figure 3.14 montre quelques résultats sur la sensibilité aux rotations de la
cible. Les contours actifs présentent les mêmes problèmes de contraction dans les coins
supérieurs, mais ici aussi, le suivi correspond bien à la cible. La méthode de Hausdorff
est celle qui présente le plus de problèmes, du fait des rotations de la cible,
principalement parce que la vitesse de rotation, fait que l’actualisation du modèle de la
cible n’est pas fait à l’intérieur de la zone d’intérêt.
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 3.14. Rotations : de a) à h) rotations autour de l’axe perpendiculaire a l’image, et de i) a
l) autour d’un axe parallèle aux colonnes de l’image.
• Translations.
Dans le cas des translations (figure 3.15), avec ces conditions la plupart des
méthodes marchent, mais avec différents degrés d’exactitude sur le contour de la cible.
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Seule le contour actif quelques fois reste collé pour certains intervalles de temps, soit
sur des points à l’extérieur de la zone de recherche, soit à l’intérieur de la cible.
Par contre, dans des séquences où il y a plus de variations d’intensité dans la
région d’intérêt comme cela est montré dans la figure 3.10b, autant le suivi par les
contours actifs que le suivi par corrélation 1D auront des problèmes très importants pour
suivre la cible.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 3.15. Translations
L’information obtenue dans cette analyse sera utilisée dans le chapitre suivant
pour réaliser un plan perceptuel, et assigne à chaque cible la méthode ou méthodes que
dans les conditions connues donne des bonnes résultas, ainsi que estimer, quand une
erreur de suivi soit présente, soit essayer de reprendre l’activité avec les dernières
bonnes résultats, et si ça n’est pas possible, donc essayer une autre méthode.
3.5 Conclusions
Dans ce chapitre nous avons caractérisé chacune des méthodes de suivi visuel en
fonction des éléments suivantes : (1) la représentation de la cible, (2) la représentation
de l’observation, (3) la génération des hypothèses et (4) la mesure des hypothèses.
Nous avons fait ensuite une comparaison des principales caractéristiques de
chacune des méthodes en fonction de ces éléments, mais aussi de leur fréquence de
travail, de la difficulté de les initialiser et de leur capacité de s’auto-évaluer, donc de
détecter des erreurs. Cependant, comme les méthodes utilisent différentes formulations
pour représenter les cibles, qu’elles ne s’appliquent pas toutes aux mêmes types de
cibles, et comme, dans le contexte de la navigation, les conditions d’acquisition des
images (mouvement du robot, de la caméra…), ne permettent pas l’extraction des
positions réelles des cibles d’une manière facile, cette comparaison est restée
qualitative.
Afin de caractériser les cibles et les conditions de leur environnement pour
lesquelles chaque méthode donne de bons résultats, une mesure de température a été
proposée, pour trois zones liées à la cible : (a) la zone du contour de la cible, (b) la zone
à l’intérieur de la cible et (c) une zone à l’extérieur. Finalement, à partir de ces trois
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mesures, nous avons étudié pour quelles combinaisons de température, chaque méthode
a de bonnes performances. Enfin, une analyse de robustesse du suivi d’une cible, en
fonction de mouvement apparent dans l’image (rotation, translation et changement
d’échelle) a aussi été présentée.
L’information obtenue dans cette analyse des performances des méthodes de
suivi, sera utilisée dans le chapitre suivant pour réaliser un plan perceptuel, et pour
assigner à chaque cible, la méthode ou les méthodes qui dans des conditions
contextuelles connues, donnent de bons résultas. Les mécanismes de détection d’erreur
seront également exploités pour proposer des stratégies de reprise de la fonction à partir
des derniers bons résultats.
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Chapitre 4  
Planification Perceptuel et Collaboration
entre méthodes de suivi
4.1 Introduction
Dans la robotique, et plus précisément dans la robotique mobile, la planification
est un des domaines les plus importants
On peut comprendre la planification comme la capacité de décider quelle ou
quelles actions faire afin d’atteindre un but spécifique. Cette capacité permet à un robot
de générer un plan d’actions, qui lui permettra de réaliser une tâche spécifique ; en
général, le plan indique des pré-conditions et post-conditions pour l’exécution des
actions, sans spécifier un ordre déterministe. Quand la tâche sera exécutée, les actions
seront possiblement combinées d’une manière complètement non déterministe, comme
prévu dans le plan ; c’est à partir de l’assemblage des capacités existantes de différentes
manières que de nouvelles capacités peuvent émerger.
Nous imaginons un agent intelligent comme un système adaptatif qui puisse en
complète autonomie, générer ses plans d’actions, et les modifier en cours d’exécution,
en fonction de l’évolution de l’environnement. C’est à partir de la perception du monde
qu’un robot pourra, soit évaluer l’état du plan actuel, soit modifier ce plan pour prendre
en compte un événement non prévu, détecté par le système perceptuel. Citons un
exemple classique :
• le planificateur de trajectoire exploite un modèle appris du monde dans lequel
évolue le robot, afin de générer un plan de déplacement pour aller en un but donné
(une courbe sur le sol, une séquence d’actions asservies…)
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• le contrôle d’exécution est activé pendant l’exécution de ce plan, notamment pour
détecter et éviter des obstacles non prévues, pendant les déplacements.
Entre tous les différents plans d’actions dont un robot peut avoir besoin, nous
nous intéressons ici à la planification perceptuelle, à savoir, la génération d’un plan
d’actions sur une caméra active montée sur un robot mobile, qui doit exécuter une
trajectoire connue dans un contexte de navigation métrique. Nous avons repris et
amélioré les travaux que V.Ayala Ramirez avait initiés.
Nous verrons ensuite comment contrôler l’exécution des commandes de suivi
visuel présentées dans les chapitres précédents, et en particulier, comment gérer la
coopération entre ces méthodes (enchaînement et reprise d’erreur).
4.2 Planification perceptuel
Le planificateur perceptuel qui nous intéresse, doit donner les configurations
d’un capteur disposant de modalités contrôlables, nécessaires à un instant donné pour
permettre au robot d’optimiser sa perception du monde. Nous sommes intéressés
• par le contrôle d’une caméra active, montée sur un robot mobile, dont on peut
commander en ligne l’orientation de l’axe optique et le zoom,
• par la génération de plans perceptuels, dans le contexte de la navigation métrique :
comment planifier les configurations d’une caméra active, pour optimiser la
perception sur des amers visuels, exploités pour localiser le robot ?
D’abord nous allons définir les repères et variables utilisés.
Nous considérons le modèle suivant de la caméra (figure 4.1). A un instant
donné t la caméra est à une position xt, avec une direction q t  par rapport au repère
global Oxyz dans lequel est défini le modèle de l’environnement (monde). Si la caméra
est montée sur un robot d’intérieur, elle se déplace sur un plan horizontal, parallèle au
sol, donc au plan Oxy.
Pour simplifier les notations, nous identifierons la position xt du robot et la
position de la caméra dans le plan du sol Oxy ;  l’axe optique de la caméra sera orienté
selon l’axe Oy du repère robot lorsque les angles site et azimut sont nuls. Donc, dans
cette configuration, l’orientation de l’axe optique est identique à l’orientation q t  du
robot. Par contre, nous supposons connue la hauteur h la caméra par rapport au plan du
sol.
Par rapport à cette configuration (xt, q t ) dans l’espace, la caméra peut effectuer
des rotations dans deux directions en décrivant une surface sphérique,
• dans la direction azimut, avec un angle a (pan) avec |a |<am a x  et
• dans la direction polaire, avec un angle b (tilt) avec |b |<bm a x ,
où am a x  et  bm a x  sont les butées maximales pour ces angles, ce qui limite les
orientations possibles pour l’axe optique. Par définition l’angle polaire est défini comme
l’angle entre le vecteur perpendiculaire au plan azimutal et la direction polaire. Nous
pouvons, sans perte de généralité, le déplacer d’un angle (p/2) afin de mesurer cet angle
par rapport au plan azimutal (figure 4.1).
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La caméra peut augmenter ou réduire son champ de vue par un angle g (zoom),
avec gm in <g <gm a x ,  où gm in  et  gm a x  sont les angles minimal et maximal respectivement
pour l’ouverture du champ de vue dans le plan parallèle aux lignes de l’image.
Figure 4.1. Modèle et paramètres de la caméra.
Une fois définis le modèle de la caméra utilisée, et ses paramètres contrôlables,
on peut continuer avec les concepts, critères et mesures nécessaires afin de générer un
plan perceptuel.
Comme mentionné au chapitre 1 , pour la navigation métrique en milieu humain,
les amers plans, comme des affiches ou des panneaux de signalisation (c’est-à-dire, des
cibles quadrangulaires ou polygonales planes), sont courants dans cette sorte
d’environnements. Ils sont une très bonne source d’information pour la localisation d’un
robot mobile. C’est pourquoi nous nous focaliserons dans la création des plans
perceptuels pour la navigation métrique, fondée sur une carte apprise hors ligne dans
laquelle les amers plans sont positionnés dans le repère du monde.
L’approche proposée peut être étendue à n’importe quelle sorte des cibles ou
d’amers.
Nous allons tout d’abord décrire des travaux qui pré existaient dans notre groupe
de recherche ; puis nous verrons comment cette approche a été reprise, en tenant compte
d’un critère de visibilité des amers et en proposant une méthode plus efficace afin de
déterminer le plan perceptuel.
4.2.1 Approche initiale de planification pour la navigation métrique
Pour commencer, nous considérons un ensemble d'amers L = {L1, L 2,…,Li,
…LN}, connus a priori, répartis dans l’environnement, et une trajectoire générée par
ailleurs, que le robot doit exécuter. Notre problème se résume ainsi : depuis un point x
de cette trajectoire, (1) quels amers le robot doit-il percevoir pour se localiser?, et (2)
avec quelle configuration de la caméra ?
(xt, qt)
a
b
 g
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Des travaux précédents ont été faits au sein du groupe RIA, relatives à la
planification perceptuelle pour la navigation métrique d’un robot mobile dans des
environnements humains, plus précisément les travaux de V.Ayala-Ramirez [6] et
JB.Hayet [51]. Nous commencerons par les décrire et les analyser.
Dans [6], la planification des modalités contrôlables d’une caméra active, est
appliquée dans le contexte de la navigation basée sur des amers visuels pour un robot
mobile devant se déplacer le long d’une trajectoire connue, dans un milieu intérieur.
Une méthode a été proposée pour la sélection des amers les plus utiles en une position x
du robot ; cette méthode exploite une discrétisation de l'espace de configuration de la
caméra et des grilles de visibilité et d'utilité associées à chaque point de cet espace
discrétisé. La méthode a été mise en œuvre uniquement pour planifier l’orientation en
azimut (a) et l'angle du champ de vue ou zoom (g ).
Par la suite, nous présentons la manière proposée, pour le calcul de l'utilité pour
les configurations du capteur, et le mécanisme de sélection de la configuration optimale
(a,  g  ) en une position x de la caméra. La trajectoire pour le robot et donc, pour la
caméra, est une courbe définie dans le plan du sol Oxy, échantillonnée en un ensemble
de positions (x0, …., xt ,…, xN ) ; en la position xt, le robot a la configuration (xt, qt), où
l’orientation qt  est donnée par la tangente à la courbe.
Le plan perceptuel est calculé hors ligne ; il fournit la sélection des
configurations optimale pour chaque position xt le long de cette trajectoire. Ensuite, ce
plan devra être exécuté sur le robot, en ligne ; un contrôleur devra alors traiter les
situations non prévues dans la phase de planification (obstacles, occultations, non
détection d’amers, pertes de suivi ...). Une phase de re planification en ligne pourrait
être nécessaire, mais nous n’avons pas traité ce problème dans cette thèse.
Afin de sélectionner des modalités optimales de la caméra, en chaque position xt,
une fonction d'utilité est évaluée pour chaque amer Li: elle vaut 0 pour une utilité nulle,
1 pour une utilité optimale. Cette fonction est le produit de plusieurs termes, associés à
différents critères d’utilité, qui auront une utilité égale à 1 quand le critère est optimal.
Décrivons les critères pris en compte dans l’approche initiale.
• Visibilité de l’amer
Le premier critère concerne la visibilité, car d’abord, il faut que l'amer soit
visible depuis la position et la configuration courante de la caméra pour qu’il soit utile.
La visibilité géométrique Vi(a, g) depuis une configuration donné X = (xt, qt) du
robot et pour une configuration de la caméra active (a, g) est calculée comme :
( )
ÔÓ
Ô
Ì
Ï
=
é visibilitde zonne cette  de dehorsen  0
robot-caméra 
actuelleion configurat la depuis eest visibl amer l' si1
,
iL
Vi ga
X (4.1)
L’approche initiale ne traite pas les occultations : les amers sont supposés
ponctuels dans un environnement vide.
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En pratique, pour représenter tous les termes d’utilité pour chaque amer dans
chacune des configurations (xt, q t) de la trajectoire du robot, V.Ayala propose de
construire des grilles en discrétisant les angles a et g  tous les degrés entre leurs valeurs
minimales et maximales. Notons que ces grilles ne sont valables que pour une
configuration du robot.
• Taille de l'amer dans l'image.
La taille de l’amer dans l'image, est directement liée au champ de vue (g), et à la
distance di de l'amer Li au robot. Pour chaque amer, il est facile de calculer le meilleur
angle de vue g* pour chaque distance amer-robot di ; typiquement, connaissant la taille
de l’amer dans le monde 3D, il s’agit de calculer g* pour que l’image de l’amer dans
l’image ait une taille optimale. Le terme d’utilité pour cet amer Li, et pour une
configuration de la caméra (a, g)  est noté K1
Li(a, g) ; il donne l'influence de ce critère
sur l'utilité globale de cet amer.
Un élément de la grille associée à ce critère reflète l'écart normalisé d’une
configuration (ai, g j ) de la caméra  par rapport au meilleur champ de vue g*(Li, X)
quand le robot est dans la configuration X.
( )
*
*
-
-
-=
gg
gg
ga
g
 max
1,1
LiK (4.2)
• Alignement de l'amer par rapport à la trajectoire.
Le terme d’utilité K2
Li(a, g) de l'amer Li prend en compte l'alignement de l'amer
par rapport à la trajectoire du robot. Plus longtemps les amers peuvent être suivis, même
si le robot change de direction, plus ils sont utiles. Par ailleurs, ce terme favorise les
configurations pour lesquelles la caméra observe la scène devant le robot.
( )
*
*
-
-
-=
aa
aa
ga
a
 max
1,2
LiK (4.3)
avec a*, l'angle d'azimut que permettrait d'avoir l'amer Li au centre de l'image pour
l'itération suivante, donc pour la configuration (xt+1 , q t+1). Notons que le choix de a*
permet une anticipation sur le prochain mouvement du robot, prochain mouvement
connu du fait de la trajectoire.
De même, un élément de la grille associée à ce critère reflète l'écart normalisé
d’une configuration (ai, gj ) de la caméra  par rapport au meilleur angle azimut a*(Li,
X), pour l’amer Li  quand le robot est dans la configuration X.
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• Adéquation de l'amer pour la localisation.
Si nous considérons des amers plans, fixés sur des plans verticaux, le point de
vue optimal pour la localisation du robot, est d’avoir l’axe optique perpendiculaire au
plan de l’amer. Si w, désigne le vecteur normal à ce plan, dans le repère robot courant,
l'utilité pour la localisation est maximisée si l’axe optique de la caméra est orientée dans
la direction opposée. Un choix pour K3
Li(a, g) est alors défini par:Adéquation de l'amer
pour la localisation.
Si nous considérons des amers qui ne peuvent être visibles que dans la direction
w, l'utilité pour la localisation est maximisée si la caméra est orientée dans la direction
complémentaire. Un choix pour K3
Li(a, g) est alors défini par:
( )
p
paw
ga
--
-= 1,3
LiK (4.4)
• Fonction d’utilité globale
La sélection de la modalité optimale pour la caméra active est obtenu à partir des
grilles d'utilité globale ULi
xt(a, g) construites pour chaque amer Li. Cette grille globale
fusionne les m critères d’utilité pour un amer Li. L'expression pour calculer cette utilité
globale est donnée par :
( ) ( ) ( )gagaga ,,,
1
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Pour l’ensemble des amers L = {L1, L2, …, LN}, la configuration optimale pour
la caméra C* = (a*, b*) est le point (a, b) où l'utilité globale est maximisée:
( )Â
=
=
N
i
t
Li
C
U
1
,max* gaxC (4.6)
Dans l’implémentation de cette approche par V.Ayala, le maximum de l’utilité
globale, correspondant à la configuration optimale C*, est recherché dans la grille,
somme de toutes les grilles construites pour les amers. Il s’agit donc d’une approche
exhaustive, puisque pour toutes les positions sur la trajectoire, les utilités sont évaluées
pour tous les amers et pour toutes les configurations de la caméra active. En figure 4.2,
nous montrons une telle grille, construite dans l’espace discrétisée des configurations de
la caméra.
89
Figure 4.2. Grille d’utilité d’un ensemble d’amers pour une position donnée xt.
Notons quelques maladresses dans l’implémentation courante de cette approche :
• la notion de visibilité des amers ne prend pas en compte sa taille ni son orientation,
ni les occultations, mais seulement sa position dans l’espace par rapport au plan Oxy.
Les considérations d’orientation et de visibilité partielle sont souhaitables afin
d’éviter la recherche de l’utilité pour des cibles non visibles ou peu visibles à partir
d’une position donné xt,
• Ce n’est que dans le calcul du critère K3 que l’orientation de l’amer est considérée.
De ce fait, la grille d’utilité d’un amer avec une orientation perpendiculaire à l’axe
optique de la caméra sera calculée, même si cet amer n’est pas visible depuis la
position courante de la caméra.
Comme la configuration optimale de la caméra est obtenue par un calcul
exhaustif des critères d’utilité de tous les amers visibles, la prise en compte de l’angle
polaire b (tilt) va multiplier la complexité de l’approche par le nombre de valeurs
échantillonnées pour cet angle, typiquement 60 en prenant une valeur par degré….
A la différence du travail décrit précédemment, dans [51], une étude plus
complète de la visibilité a été faite. La visibilité y est définie en fonction des projections
des 4 coins d’un amer plan, de la manière suivante :
( ) ( ) ( ){ }( )
Ó
Ì
Ï $>
= ££
sinon0
,, , si0 41 ktik
i
c
V
baba
a
xp
(4.7)
où c est un prédicat constitué de contraintes unaires et binaires de la forme suivante.
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où (du, dv) sont les dimensions de l’image, (Dumin, Dvmin) les dimensions minimales de la
projection de l’amer, et (upij , vpij) les coordonnées dans l’image du coin pij. Le calcul de
la visibilité est fait en fonction de l’intervalle de projection de ces points (figure 4.3) ;
or, pour faire la projection de points dans le repère image il est nécessaire d’avoir les
paramètres intrinsèques de la caméra, paramètres qui changent en fonction du champ de
vue g . Cette méthode est donc mal adaptée pour une caméra équipée d’un zoom.
Figure 4.3. Visibilité d’un amer pour le plan xy, calculé en fonction des projections dans l’image
de coins de l’amer, et des paramètres intrinsèques de la caméra.
Par contre, elle produit des cartes de visibilité des amers, partition du plan Oxy
en régions ; pour une position xt, le robot est dans une région donnée, et c’est tel amer
qui devra être perçu pour la localisation. Cependant, la carte de visibilité a été simplifiée
pour ne retenir qu’un seul amer visible en toute position.
Nous allons par la suite, modifier la définition de visibilité ainsi que les critères
d’utilité des amers, de manière à trouver une configuration optimale des paramètres de
la caméra pour percevoir un ensemble d’amers visibles à partir d’une position donné xt,
et cela sans faire appel à une recherche exhaustive. Subséquemment, nous allons
optimiser la sélection d’amers et de paramètres de la caméra sur toute la trajectoire du
robot, en introduisant aussi un terme fonction des variations des paramètres de la
caméra entre deux positions successives de la trajectoire (xt, xt+1), terme nécessaire pour
minimiser les c'est-à-dire en minimisant les saccades.
Nous commencerons par définir d’une manière simple une mesure, dans
l’intervalle continue entre [0,1], de la visibilité d’un amer Li, en prenant en compte sa
position dans l’espace, ses dimensions et son orientation.
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4.2.2 Visibilité des amer plans
Nous sommes intéressé par définir la visibilité d’un amer donné Li, en fonction
de la position de celui-ci et de la caméra dans le repère du monde, en considérant d’une
part ses dimensions et d’autre part, comme ces amers sont des cibles planes, son
orientation donnée par le vecteur normal à la cible.
Prenons l’amer Li, et soient, Li la position dans l’espace du centre géométrique
de cet amer, NLi le vecteur normal à cet amer tel que sa direction indique le coté visible
de l’amer et xt la position d’un observateur (figure 4.4).
Définissons le vecteur di comme :
tii xLd -= (4.9)
et l’angle fi tel que:
Lii
Lii
i Nd
Nd ⋅
=fcos (4.10)
c'est-à-dire l’angle entre les vecteurs di et NLi.
La visibilité Vi de l’amer Li depuis la position xt est définie comme :
( ) ( )itiV fcos-=x (4.11)
L’équation (4.11) donne la visibilité Vi d’un amer ponctuel à partir d’une
position donnée xt. Cependant, même si l’orientation de l’amer est prise en compte pour
obtenir un intervalle de valeurs continues entre [0,1], en lieu du delta de Dirac proposé
dans [6], nous n’avons pris en compte ni la taille de l’amer, ni la distance par rapport à
la position de l’observateur.
Figure 4.4. Visibilité d’un amer ponctuel.
(xt, qt)
Li
NLi di
fi
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La figure 4.5, montre à partir d’une projection sur le plan Oxy, les variations de
la visibilité V pour deux amers (a) et (b) et pour différentes positions du point de vue.
(a) (b)
Figure 4.5. Carte de visibilité pour des amers ponctuels.
Afin d’éviter de considérer les amers seulement comme des points dans la
définition précédente de la visibilité, on peut redéfinir la mesure de la visibilité en
prenant en compte la taille de l’amer, et plus précisément ses coins.
Soient pij, avec 1<j<4, les quatre coins de l’amer i, comme cela est montré dans
la figure 4.6. Définissons pour chaque point pij, le vecteur dij comme :
tijij xpd -= (4.12)
et les angle fij , tel que:
Liij
Liji
ij
Nd
Nd ⋅
=fcos (4.13)
Maintenant, la visibilité VLi de l’amer i depuis la position xt sera définie comme :
( )
c
cn
j
ij
tLi n
V
V
Â
== 1x
(4.14)
où nc est le nombre de points pour lesquels la visibilité est calculée. Dans notre cas, en
général,  nc = 4, et chaque Vij est donné par :
ÔÓ
Ô
Ì
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93
La figure 4.7  montre la projection de deux amers sur le plan Oxy, et les valeurs
correspondantes de la visibilité V pour différentes positions du point de vue.
Comme on peut le constater, à la différence de la définition précédente, quand
sont considérées les dimensions de l’amer et les positions de ses coins dans l’espace,
nous obtenons une nouvelle mesure de  visibilité de ceci change, qui a  un maximum en:
1lim =
•Æ-
Li
ti
V
xL
(4.16)
et un minimum en :
0lim
0
=
Æ-
Li
ti
V
xL
(4.17)
Ces équations permettent de  conclure que quand on s’approche de la cible à une
distance d très petite (d ª 0), sa visibilité sera presque nulle, ce qui est en accord avec
notre notion de visibilité.
Par contre, pour obtenir une visibilité optimale, il faut s’éloigner sur l’axe
normal à la cible (d ª •), et l’optimum est obtenu à l’infini, ce qui parait artificiel.
Retournant à notre monde réel, où une distance infinie est impossible, on peut analyser
les équations pour la visibilité et les calculer pour différentes cibles et positions. On
s’aperçoit alors que pour une différence d’un ordre de magnitude entre la taille de la
cible et la distance entre la caméra et celle-ci, sur la normale au plan cible, on arrive à
une visibilité de 0.995 (figure 4.6). Ce qui veut dire que, pour des cibles de 10cm
environ de côté, il suffit de distances d de l’ordre du mètre, pour avoir une bonne
visibilité, selon notre modèle.
Figure 4.6. Visibilité d’un amer plan
(xt, qt)
NLi
p1i
p2i
p4i
p3i
Li
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La distance d est d’une certaine manière prise en compte pour le calcul de la
visibilité dans l’équation (4.15). Notons que, dans ces équations, ni l’angle du champ de
vue (zoom), ni la distance focale f de la caméra n’ont été pris en compte. C’est-à-dire,
que notre notion de visibilité est pour l’instant indépendante des configurations
possibles de la caméra. Ceci a été fait délibérément ; l’espace des configurations de la
caméra sera pris en compte dans les définitions d’utilité que nous allons présenter.
(a) (b)
Figure 4.7. Carte de visibilité pour des amers plans de dimension l  (indépendanment des
paramètres de la caméra : focale …)
4.2.3 Critères d’utilité.
Pour l’instant, nous avons défini la visibilité VLi de l’amer i, depuis un point
quelconque xt dans l’espace. Afin que cette définition prenne en compte les paramètres
de la caméra, nous allons introduire ces paramètres, de manière similaire à l’approche
présentée dans [6], c’est-à-dire, que nous allons définir des critères optimaux de point
de vue en fonctions de ces paramètres. Pour cela, considérons d’abord les définitions
suivantes :
Soit f le vecteur focal de la caméra à la position xt, et rotation q t , tel que f = |f|
est la distance focale, et soient u et v les vecteurs définissant le plan image (figure 4.8).
Les vecteurs f, u et v forment un système orthonormal appelé repère caméra, qui est fixe
au point xt, mais qui peut subir deux rotations par rapport au repère caméra, avec les
angles a et b  (pan et tilt) définis précédemment.
Afin d’introduire le champ de vue, nous reprenons le critère K1 défini par
l’équation (4.2) ; nous considérons, comme proposé par Ayala-Ramirez [6], qu’il existe
une valeur g*i optimale du champ de vue, pour une distance donnée entre cible et
caméra, distance donnée par le vecteur di, vecteur entre les points xt et Li origine de la
cible i. Cette valeur optimale est calculée en fonction des coins de l’amer, de manière
similaire au calcul de la visibilité, pour que l’image de la cible ait une taille optimale en
pixel, selon des contraintes liées à la méthode de suivi.
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(a) (b)
Figure 4.8. Ajustement de paramètres de pan et tilt
En suite, définissons à partir du repère caméra le critère de visualisation K2
comme :
( ) itLiK jcos,2 =fx (4.18)
où
i
i
i df
df ⋅
=jcos (4.19)
et di est toujours le vecteur entre les points xt et Li, origine de la cible i.
Comme on peut le déduire de l’équation (4.19), les valeurs optimales de (a, b),
pour un amer donné seront celles qui aligneront le vecteur focal f avec le vecteur di,
c’est-à-dire un angle ji = 0.
De manière similaire, nous pouvons définir un troisième critère en fonction de
l’alignement de l’axe focal par rapport à la trajectoire du robot, comme :
( ) Y= cos, fx tcK (4.20)
où
fv
fv ⋅
=Ycos (4.21)
et v est le vecteur de direction du robot dans la position xt (figure 4.9), vecteur dans le
plan Oxy, d’orientation q t.
Cependant, comme on peut constater, plus qu’un critère dépendant des amers,
c’est un critère qui dépend de la configuration optimale de la caméra, qui dépendra,
comme nous le montrerons plus tard, de l’optimisation à partir des critères décrits
précédemment (K1, K 2), pour un ensemble d’amers visibles. C’est pourquoi nous
affectons à ce critère l’indice c à la place d’un numéro 3.
Li
Li
(xt,qt)
(xt,qt)f
f
j
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(a) (b)
Figure 4.9. Angle entre le vecteur focal et la normal au robot.
Par la suite nous allons définir de manière similaire à l’équation (4.5), l’utilité
d’un amer en fonction de sa visibilité et en fonction des critères dépendants de l’amer.
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Définissons, l’utilité conjointe d’un ensemble de n amers visibles depuis la
configuration (xt, q t.) de la manière suivante :
Â
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i
t
i
t
c UU
1
xx (4.23)
Les paramètres optimaux de la caméra (a, b, g) doivent maximiser cette utilité
conjointe, normalisée rappelons-le, entre 0 et 1.
Dans la figure 4.10, nous montrons les positions dans l’espace de trois amers
plans orientés, ainsi que les normales à leurs plans support. La figure 4.11 montre la
visibilité Vi de ces trois amers pour différentes positions de la caméra et pour différentes
configurations azimut possibles (angle a), pris dans l’intervalle [-am a x , am a x ]. Dans
cette figure, ni le critère K1, ni l’amplitude maximale du champ de vue gmax n’ont été
pris en compte, c'est-à-dire, que pour chaque valeur du paramètre a de la caméra on
calcule l’utilité des trois cibles simplement comme le produit de la visibilité Vi, par le
critère K2, et en considérant que toutes les cibles sont dans le champ de vue. Malgré
cela, on peut considérer que dans la figure 4.11 sont représentés les composantes dans le
plan Oxy, des mesures de visibilité des trois amers présentés dans la figure 4.10, depuis
différentes positions xt. Comme on peut le constater, les zones de visibilité ne dépendent
pas seulement de la position de la caméra dans le monde, comme il a été considéré dans
[51] , mais aussi de son orientation.
(xt,qt) (xt,qt)
f
f
vt
vt
y
y
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(a) (b)
Figure 4.10. Configuration de trois amers plans dans l’espace
(a) (b) (c)
(d) (e) (f)
Figure 4.11. Visibilité de trois amers plans depuis différentes positions d’observation, les
couleurs : rouge, vert et bleu représente la visibilité de chaque amer, donc la combinaison de
couleurs donne la visibilité sur les trois amers pour une position donnée. Ici encore, les
paramètres de la caméra ne sont pas pris en compte.
Comme mentionné, le facteur de champ de vue est très important afin d’évaluer
l’utilité d’un amer, dans la (figure 4.12) nous montrons les changements de visibilité
quand on considère les angles maximaux de champ de vue.
xt
xt
L1
L1
L2
L2
L3
L3
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(a) (b) (c)
(d) (e) (f)
Figure 4.12. Visibilité des amers en considérant l’angle maximal d’ouverture du champ de vue.
A partir des figure 4.11 et de la figure 4.12, on peut voir, qu’une solution des
valeurs optimales des paramètres de la caméra par une méthode exhaustive comme celle
proposé dans [6], prend en compte de très nombreuses combinaisons de ceux-ci que en
fait, ont une utilité nulle, ou très faible. Par ailleurs, au moment de prendre en compte
l’angle polaire (tilt), la recherche devra être fait dans un espace de trois dimensions.
Par la suite, nous proposons une méthode analytique pour l’estimation des
paramètres en fonction de valeurs de combinaisons des amers visibles depuis une
position xt, ce qui permet d’éviter une recherche exhaustive.
D’abord, considérons comme amers utiles, depuis une position xt, ceux qui ont
une valeur de visibilité plus grande qu’un seuil donné (VLi> Vmin). A partir de ces nv
amers visibles, obtenons tous les k sous-groupes distincts d’amers visibles nv.
Le nombre total de k sous-groupes distinctes est donne par :
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parce que nous ne sommes pas intéressé par le sous-groupe nul.
En suite, il faut calculer à partir de l’équation de l’utilité conjointe, les
paramètres pour chaque sous-ensemble d’amers. Pour cela on peut prendre en compte
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deux sortes de sous-groupes d’amers visibles, ceux qui sont formés d’un seul élément,
et ceux qui contiennent plus d’un amer.
Pour les ensembles formés d’un seul élément, le calcul des paramètres de la
caméra s’obtient directement à partir de l’équation (4.23) :
• d’une part, on connaît la valeur optimale du champ de vue g*, comme il a été déjà
mentionné pour le calcul de K1, et
• d’autre part, l’angle ji pour lequel l’utilité K2 sera maximale, est celui qui donne la
direction de di, donc ji sera la combinaison des angles a et b par rapport au vecteur
v.
Pour les sous-groupes pour lesquels plus d’un amer sont visibles, c’est plus
compliqué. D’abord il faut considérer, d’une part, que l’ensemble des paramètres de la
caméra est le même pour tous les amers, et d’autre part, que l’angle g  apparaît
seulement dans le calcul de l’utilité K1, alors que les angles a et b  n’apparaissent pas
directement dans le calcul K2.
On commencera par le calcul de g. Pour cela, il est évident qu’il faut que les
amers du sous-groupe soient tous dans le champ de vue de la caméra, donc l’angle de
champ de vue sera ajusté sur la boite englobante de tous les amers du sous-groupe, avec
la condition g < gmax. Si, cette condition n’est pas satisfaite, l’utilité de l’ensemble sera
égale à zéro (nous pourrions ici considérer toutes les configurations d’amers visibles
avec le champ maximal gmax  ).
Une fois trouvé l’angle g qui satisfait g < gmax, on peut considérer les facteurs VLi
et KLi1 de l’équation d’utilité (4.22) comme constants, et donc il est possible de faire
Ci=K
Li
1VLi, et l’équation d’utilité devient :
ii
t
i CU jcos=
x (4.25)
et l’équation (4.23) pour l’utilité conjointe du sous-groupe devient :
Â
=
=
vn
i
ii
t
c CU
1
cosjx (4.26)
Considérons les angles suivants ai et bi, tel que ai soit l’angle azimut du vecteur
di par rapport au point xt et direction vt, et de manière similaire bi l’angle polaire entre
di et le vecteur vt au même point xt (figure 4.13).
 
vt 
di 
? i 
? i 
? i 
Figure 4.13. Angles azimut et polar entre le vecteur di et le vecteur vt,
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Sans perte de généralité on peut exprimer l’équation (4.26) en deux parties, de la
manière suivante :
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et
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Prenons pour l’instant nv = 2, et après quelques manipulations algébriques, nous
obtenons le maximum de l’équation (4.28) pour :
2211
2211
coscos
sinsin
tan
aa
aa
a
CC
CC
+
+
= (4.29)
et de manière similaire pour l’angle b :
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Généralisant pour nv > 2, on obtient les équations suivantes :
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Donc, à partir des équations (4.31) et (4.32), on peut estimer les paramètres
optimaux a et b de la caméra pour k sous-groupes d’amers nv, sans avoir besoin de faire
une recherche exhaustive dans l’espace de configurations. Nous faisons par contre une
recherche exhaustive dans l’ensemble des groupes d’amers visibles depuis la
configuration courante (xt, q t.) sur la trajectoire du robot.
Pour résumer, dans la figure 4.14 nous montrons l’algorithme pour le calcul de
l’utilité.
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Figure 4.14. Algorithme pour estimer l’utilité d’un ensemble d’amers.
En ce moment on a 2nv-1, mesures d’utilité pour la configuration courante (xt,
q t .) c’est-à-dire une mesure pour chaque sous-ensemble. Donc, le sous-ensemble avec
la plus haute mesure d’utilité peut être choisi, comme le plus approprié pour
l’observation des amers depuis cette configuration.
Mais on peut aller plus loin et par exemple multiplier les utilités par l’utilité de
la configuration Uc (équation (4.28) laquelle donnera un poids aux utilités déjà
calculées, afin de prendre en compte l’alignement de la caméra par rapport au vt, donc à
la trajectoire que le robot doit exécuter. Comme dans l’approche initiale, nous pouvons
aussi anticiper sur l’évolution de cette trajectoire : par exemple en observant plutôt des
amers en tournant la caméra vers la gauche, si la trajectoire s’incurve vers la gauche
dans les configurations suivantes.
Nous sommes intéressé aussi à minimiser les saccades, sur l’ensemble de la
trajectoire, c’est-à-dire à minimiser les modifications des paramètres de la caméra. Il
existe plusieurs motivations pour cela : (a) modifier ces paramètres a un coût
énergétique, (b) pendant un changement de configuration, des images peuvent toujours
être acquises, mais c’est quant même une période aveugle, (c) changer de zoom a des
effets secondaires sur tous les traitements qui exploitent le calibrage de la caméra, et
enfin, (d) des saccades fréquentes provoqueraient sûrement des ruptures de suivi visuel.
Néanmoins, pour prendre en compte ce problème de minimisation des saccades,
nous devons optimiser un critère global pour générer un plan perceptuel optimal sur
toute la trajectoire. Jusque là, nous avons considéré optimal, le plan généré en
considérant successivement les configurations optimales des paramètres de la caméra
pour chaque configuration du robot échantillonnée le long de la trajectoire.
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Afin d’optimiser le plan perceptuel au niveau global, considérons que la
trajectoire est donnée par une méthode externe de calcul de trajectoires, et
échantillonnons la (si elle ne l’est pas déjà) en nt positions également espacées.
Calculons les utilités pour chaque sous-ensemble d’amers visibles au point xt, et pour
toute position xt  sur la trajectoire.
A partir de la matrice produite de nv par nt valeurs, nous obtenons le meilleur
plan perceptuel, au moyen de la programmation dynamique, en minimisant les angles
entre deux positions (jt - jt-1) et en maximisant l’utilité des amers, un exemple est
donné dans la figure 4.15.
En résumé le plan perceptuel optimale sera un chemin dans le graphe des utilités
qui minimise le mouvements saccadiques de la caméra, en considérant les valeurs
maximales d’utilités.
x0 x1 xt-1 xt…
…
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
Uk-sg
f(? 1 - ? 0) f(? 2 - ? 1) f(? t-1 - ? t-2) f(? t - ? t-1)
Figure 4.15. Optimisation du plan perceptuel par programmation dynamique ; le graphe
représente les combinaisons des cibles le long de la trajectoire. Chaque noeud est l’utilité d’une
combinaison de cibles, en un point donné de la trajectoire. Les arêtes joignent les nœuds
correspondant à des positions consécutives sur la trajectoire. le plan perceptuel optimal est
montré en lignes foncés.
Dans la figure 4.16, nous montrons un exemple des amers visibles et des
paramètres optimaux de la caméra pour quelques points sur une trajectoire donnée. Les
amers visibles depuis une position donne xt le long de la trajectoire sont montrés en
couleur foncé, et le rectangle en trait pointillé montre la ou les cibles choisies, avec
l’angle optimale g, les vecteurs sortant du point dans la trajectoire montre la direction vt
du robot par rapport à la trajectoire et le vecteur focal f.
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(a)
(d) (c)
(d) (e)
Figure 4.16. Amers visibles sur une trajectoire et paramètres optimaux de la caméra.
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Pour l’instant nous ne prenons pas en compte les occultations des amers, mais
l’information des occultations peut être introduite très facilement dans la fonction de
visibilité des amers au moyen de plans de visibilité comme ceux utilisés dans la
géométrie algorithmique [33].
Finalement signalons une différence importante avec l’approche initiale
présentée par V.Ayala-Ramirez ; l’incorporation d’un module embarqué pour la
génération en ligne de plans perceptuels le long des trajectoires, est plus facile.
• D’une part, le calcul de l’utilité des amers est directe, et
• D’autre part, dans le cas où la trajectoire est déformée pour éviter un obstacle
(stratégie réactive de type elastic band), avec la programmation dynamique, il est
possible de remplacer quelques noeuds du graphe d’utilité et d’optimiser le plan
perceptuel pour la nouvelle section de la trajectoire, sans perdre beaucoup de temps
pour le faire.
Cette propriété est très importante ; en effet, en environnement intérieur public,
les trajectoires prédéfinies doivent souvent  être modifiées en ligne, par exemple, à
cause de la présence d’obstacles non définis, ni perçus précédemment, ou par la
présence et le déplacement d’humains ou d’autres robots dans le même environnement.
4.3 Enchaînement et permutation entre méthodes de suivi
Dans la section 1.4.2 nous avons mentionné quelques travaux existants qui
intègrent plusieurs méthodes de suivi afin d’augmenter la robustesse du système de
vision. Ces travaux peuvent être divisés dans deux classes : a) les travaux qui utilisent
différentes méthodes de suivi distribuées sur un groupe d’agents, qui coopèrent afin de
suivre une cible déterminé, comme dans [107], et b) les travaux, qui utilisent un même
agent mais avec différentes méthodes de suivi afin de réaliser la tâche de suivi.
Nos travaux font parti de ce dernier groupe, qui peut être lui-même être
subdivisé dans :
• les approches de type fusion, avec un module qui combine les résultats de
différentes méthodes afin d’augmenter la robustesse et la performance du suivi,
comme dans [94], [96] ou [101], et
• les approches de type contrôle, avec un contrôleur  qui permute entre les différentes
méthodes afin de traiter la reprise des erreurs et afin de prendre en compte des
conditions variables de l’environnement [30], [105].
Nos travaux se localisent dans ce dernier groupe d’approches.
Dans [105], a été proposée une méthodologie afin d’incorporer plusieurs
méthodes de suivi dans un schéma hiérarchique. Cette méthodologie a utilisé une
caméra statique et toutes les méthodes de suivi ont été caractérisées pour suivre la même
cible, des visages de personnes se déplaçant dans la scène. Une fois que tous les
méthodes de suivi ont échoué, soit par une occultation, soit par une disparition de la
cible dans le champ de vue de la caméra, le système reste en attente, jusqu'à ce qu’une
nouvelle cible apparaisse et soit détectée.
Dans notre cas, d’abord le robot et la caméra sont mobiles ; déjà les mêmes
méthodes ne pourront pas être utilisées, ni le même schéma hiérarchique. Ensuite,
comme nous l’avons déjà évoqué, les cibles qu’un robot doit suivre sont de nature
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différente et sont perçues dans des contextes très variables (en particulier, type du fond
de la scène). En plus le robot ne peut pas attendre jusqu'à ce qu’une cible apparaisse à
nouveau, dans son champ de vue.
Kruppa et al. dans [69], ont proposé de compléter les travaux de suivi d’objets
avec plusieurs caractéristiques dans [101]. Notamment, ils ajoutent une mesure
contextuelle, fonction du type d’illumination de la scène. Cependant cette contribution
reste limitée ; le suivi se fait avec une combinaison de plusieurs méthodes, mais et la
mesure contextuelle sert seulement à sélectionner le modèle colorimétrique à appliquer
pour une méthode de suivi de caractéristiques couleurs.
Nos travaux peuvent être vues comme une extension des travaux dans [105], afin
d’intégrer dans un modèle hiérarchique, différentes méthodes de suivi pour différentes
sortes de cibles et différents contextes. En plus, une fois épuisées toutes les options pour
continuer le suivi, une nouvelle cible sera extraite par une autre fonctionnalité visuelle,
qualifiée de méthode d’extraction de cible. Une méthode de suivi adaptée pour cette
cible et pour les conditions courantes de l’environnement, pourra ensuite être initialisée.
Dans le chapitre 3 nous avons caractérisé chacune des méthodes de suivi, de
manière à que le système puisse associer à partir des connaissances de la cible et de leur
environnement, la meilleure méthode de suivi, afin d’accroître la probabilité de
maintenir le suivi de la cible, le long de la séquence d’images.
Par exemple, quand une méthode de reconnaissance ou un opérateur donne au
robot une cible à suivre, le module de suivi sera sollicité pour sélectionner la meilleure
méthode pour réaliser le suivi de la cible spécifiée. Cela dépendra autant de la cible,
comme de l’environnement, et plus précisément des mesures de température autour des
trois zones définies précédemment, dans la section 3.4.2.
En même temps, ce module traitera les différentes situations et conditions, pour
lesquelles une erreur a pu se produire, ou pour lesquelles une transition pourra être
effectuée.
4.3.1 Transition entre méthodes dans la présence des erreurs
Quand une méthode de suivi donnée détecte une erreur, deux stratégies peuvent
être mises en oeuvre :
a) le système sélectionnera une nouvelle méthode pour essayer de maintenir la
tâche de suivi de la même cible, ou
b) si la nouvelle méthode n’a pas pu reprendre le suivi de la cible (échec
immédiat), ou s’il n’existe aucune autre méthode pour réaliser la tâche avec les
conditions courantes, le module de suivi reportera l’erreur au système
décisionnel et demandera au module de reconnaissance d’objets la cible suivante
à suivre dans le plan perceptuel.
La figure 4.17 montre le suivi d’une affiche plane dans un fond encombré. Dans
ces conditions la méthode sélectionnée est le suivi par différences de motifs. Le suivi se
déroule bien entre les images (a) et (d), cependant, dans l’image (e) la méthode
commence à dériver et en pratique, il détecte qu’il a perdu la cible dans l’image
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suivante. L’image dans (f), montre le résultat, si le suivi avait été poursuivi avec la
même méthode.
En se fondant sur les caractéristiques autant de la cible que de l’environnement,
le module sélectionnera une nouvelle méthode, dans ce cas la méthode choisie pour
essayer de reprendre l’erreur, est le suivi d’un ensemble de points, également adaptée
pour des cibles texturées et qui n’a pas besoin de connaissance a priori, excepté un
modèle de cible. Ce modèle est fourni par l’ensemble de points d’intérêt extraits de la
dernière représentation valide de la cible, à savoir l’image (d). Dans la figure (g), nous
présentons la même image que dans la figure (f), sauf que c’est le résultat du suivi d’un
ensemble de points qui est présenté. Dans ce cas, la transition entre les méthodes a été
un succès, et l’image (h) montre la continuation de la tâche de suivi pour la même cible,
toujours avec le suivi par un ensemble de points.
Pour plus de précision, dans les images (a) à (f), où la méthode de différences de
motifs a été utilisée, le contour en trait continu (vert) représente la position de la cible
trouvée après l’approximation du vecteur de mouvement, et le contour en trait pointillé
montre la prédiction, laquelle n’est que l’ajustement dans l’image précédente. Dans les
images (g) et (h), où la méthode utilisée, est celle du suivi d’un ensemble de points, le
contour en trait pointillé représente la zone de recherche et le contour en trait continu, le
meilleur appariement trouvé pour la cible dans cette zone.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.17. Transition après la détection d’erreur d’une méthode de suivi. De (a) a (f) suivi
avec différences de motifs ; en (g) et (h) suivi d’un ensemble de points.
Comme c’est la première méthode qui est supposée être optimale pour le suivi
d’une cible spécifique dans les conditions courantes, si pendant un certain temps te, la
deuxième méthode choisie, continue de  suivre la cible, il sera possible de retourner à la
première méthode. Pour cela pendant quelques itérations les méthodes seront effectuées
en concurrence.
Par contre, il n’y aura pas de retour à la méthode considérée initialement comme
optimale, dans le cas où les conditions de l’environnement ont changé (typiquement
pour une caméra mobile, le fond de la scène est devenu uniforme ou encombré).
La figure 4.18, propose un schéma de transitions entre méthodes de suivi. Ce
schéma a été défini en fonction des résultats de l’évaluation et de la comparaison des
méthodes du chapitre 3 .
Cependant, ce schéma ne garantit pas que notre module de suivi ne perdra pas la
cible ; par exemple, avec des changements d’illumination, comme ceux montrés dans la
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figure 3.11, la texture de la cible peut disparaître, et donc il sera presque impossible de
le suivre avec les méthodes de suivi de régions, que ce soit par différences de motifs, ou
par un ensemble de points. Donc une solution pour ce contexte peut être le suivi avec
lignes, si les contours sont suffisamment forts ou avec les modèles de contours actifs, si
l’environnement n’est pas texturé.
Sélection de la cibleCibles plans Cibles ?
Suivi par
différences
de motifs
Env.
Suivi d’un
ensemble 
des points
Suivi de 
lignes
texturé uniforme
ok
ok ok
Suivi par 
contours 
actifs
Cible.
uniforme texturé
Suivi d’un
ensemble 
des points
ok
ok
Figure 4.18. Sélection des méthodes de suivi en fonction des caractéristiques de la cible et des
erreurs dans le processus de suivi.
4.3.2 Changements des cibles
Un changement de cibles, qui peut s’accompagner possiblement d’une
commutation entre deux méthodes de suivi,  si les caractéristiques des cibles à suivre
sont différentes, sera effectué en plusieurs cas. Citons :
a) dans le plan perceptuel on arrive à un point xt de la trajectoire, dans lequel une
transition est prévue ; il faut, soit augmenter le nombre de cibles à suivre, soit
simplement changer la cible courante par la suivante ….
b)  toutes les méthodes disponibles pour le suivi d’une cible spécifique ont échoué,
du fait soit d’ occultations de la cible, soit de problèmes avec les conditions
d’illumination, soit d’un changement sur la trajectoire à cause d’obstacles …ou
autres. Une transition sera alors décidée en ligne, avec éventuellement un
changement dans le plan
c) Une transition peut être demandée explicitement par un autre module pour une
tâche spécifique du robot (par exemple, Suis tel obstacle mobile pour initier une
navigation en convoi)
d) ….
108
(a) (b) (c)
(d) (f) (g)
Figure 4.19. Transition entre méthodes de suivi pour des cibles différentes.
Dans le premier cas, la transition pourra se faire de manière graduelle, c’est-à-
dire que pendant quelques itérations les méthodes assignées à chaque cible
s’exécuteront en concurrence, comme est montré dans la figure 4.19. Dans cette figure
est présenté, le suivi d’un amer plan dans un couloir. Cette cible est suivie, toute seule
entre les images de (a) à (c), et à un moment donné la consigne est de changer de cibles,
dans ce cas, de suivre les lignes droites arêtes entre mur et plafond du couloir. Afin
d’éviter les changements brusques de méthodes et / ou de cibles, pendant quelques
itérations (typiquement 3 images) toutes les cibles sont suivies, ce qui correspond aux
images (d) et (f). Finalement, si le suivi sur les nouvelles cibles est correct, le module
reste seulement sur leurs suivis  (image (g)).
Dans le deuxième cas, il faudra simplement regarder le plan perceptuel et
vérifier et modifier les paramètres de la caméra afin de mettre la cible suivante dans le
de vue de la caméra. Il est possible alors qu’aucune cible ne soit suivie pendant
quelques instants, exactement pendant   l’ajustement des paramètres de la caméra, ou
pendant  qu’un module d’extraction, reconnaissance ou localisation recherche la cible
suivante indiquée dans le  plan perceptuel.
La figure 4.20, montre un schéma dans lequel n  cibles sont suivis en
concurrence, par n méthodes de suivi, qui peuvent être les mêmes ou non, selon les
caractéristiques de la cible et de son environnement. Dans notre cas n est limité à 3
cibles comme maximum, pour ne pas affecter le temps de réponse du système.
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Figure 4.20. Diagramme des fonctionnalités visuelles.
4.3.3 Autres modules : contrôleur du module de suivi, observateurs
Finalement, pour réaliser ces fonctions de reprise d’erreurs, ou de contrôle
d’exécution d’un plan perceptuel afin de faire des commutations, il sera nécessaire
d’introduire un ou des modules spécifiques, différents du module de suivi abondament
décrit jusqu’alors. Ce contrôleur choisira des nouvelles cibles en fonction d’un plan
perceptuel en cours d’exécution, ou enverra des requêtes afin d’arrêter un suivi en cours
d’une cible donnée afin de commuter avec une autre cible, ou traitera les bilans d’erreur
des méthodes en cours d’exécution … Ce module est le module de contrôle de suivi
évoqué dans la figure 1.7.
Il va gérer les transitions entre cibles, donc possiblement entre méthodes de
suivi.
Comme dans les travaux de R.Pissard-Gibollet et P.Rives, les transitions
pourront être déclenchées par la détection d’évènements visuels,  comme la détection de
lignes verticales, de zones texturés, ou simplement de variations de luminance dans une
fenêtre prédéfinie. Ces événements visuels, pourront être détectés, soit par détection au
niveau pixel (pixel-level), comme dans [87], ou au niveau région (blob-level), comme
dans [114].
Cette recherche d’événements se distinguent de l’extraction d’amers ou de
primitives, car elle se fait uniquement localement. Les zones où est recherché un
événement visuel, pourront être liées au suivi d’une cible spécifique comme par
exemple : à une certaine distance d’une ligne droite qui est suivie, comme il est montré
dans la figure 4.21. Dans cette figure l’événement visuel cherché est une ligne verticale,
laquelle correspond à une arête mur / porte.
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(a) (b)
Figure 4.21. Détection des événements visuels, dans une zone liée au suivi de ligne.
4.4 Conclusions
Dans ce chapitre, nous avons décrit les approches développées initialement dans
le groupe, afin d’obtenir une mesure sur la visibilité des cibles depuis une position
donnée (travaux de JB.Hayet), et afin d’obtenir un plan perceptuel, pour la navigation
métrique (travaux de Ayala-Ramirez). C’est à partir de l’analyse de ces travaux, que
nous avons proposé une manière alternative, autant pour le calcul de la visibilité que
pour la génération de plans perceptuels.
La nouvelle mesure de la visibilité a été élaborée de manière à considérer les
dimensions et orientations des cibles, ainsi que la distance à celles-ci, mais sans prendre
en compte les paramètres de la caméra. Ces paramètres ont été introduits dans le calcul
de l’utilité d’un amer quand le robot est dans une configuration donnée ; cette utilité,
dépend donc de la caméra utilisée, et les valeurs d’utilité pour tous les amers, seront
exploitées afin de trouver la configuration optimale des paramètres de la caméra, pour
un ensemble d’amers visibles.
Par la suite une méthode basée sur la programmation dynamique a été proposée,
afin de générer le plan perceptuel en traitant la minimisation de saccades sur toute la
trajectoire du robot.
Finalement, une méthodologie pour la collaboration et la transition entre les
méthodes de suivi a été proposée. Elle dépend, d’une part, de la génération du plan
perceptuel, et d’autre part, de la caractérisation proposée dans le chapitre précédente,
pour les méthodes de suivi en fonction de la nature des cibles et des environnements.
Cette méthodologie prend en compte aussi, la détection d’erreurs spécifiques pour
chacune des méthodes de suivi, ainsi que les différents contextes dans lequel le robot
peut évoluer.
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Chapitre 5  
Intégration et expérimentation
5.1 Introduction
Comme nous l’avons déjà remarqué, notamment au chapitre 3 , les méthodes de
suivi ont besoin d’un algorithme de reconnaissance d’objets afin que, d’une part, on
puisse sélectionner la méthode à utiliser, en fonction des caractéristiques extraites de la
cible, et d’autre part, on puisse initialiser le module de suivi avec la première position
de la cible. De manière duale, comme  mentionné au chapitre 1 ,  les méthodes de suivi
peuvent limiter la complexité des méthodes de reconnaissance, en fournissant des
prédictions sur la position des objets à reconnaître, ce qui permet d’éviter la détection en
continue des cibles.
Dans beaucoup d’approches, la méthode de reconnaissance d’objets sert aussi de
méthode de suivi. Cependant les approches utilisées en ce cas sont, la plupart du temps,
très rudimentaires et/ou limitées à suivre des caractéristiques spécifiques ; citons par
exemple la détection d’obstacles sur chaque image d’une séquence, sans tenir compte
du résultat de la détection sur l’image précédente.
Comme mentionné dans le chapitre 1 , l’architecture LAAS, comporte trois
niveaux (figure 1.5). Parmi eux, c’est le niveau fonctionnel qui nous intéresse, parce que
toutes les fonctionnalités visuelles y sont intégrées dans des modules, avec les autres
fonctions sensori-motrices du robot (figure 5.1). Dans cette couche fonctionnelle, il est
possible de créer plusieurs modules indépendants, qui communiquent par messages
(interactions requêtes/répliques/bilan) ou par le biais de zones mémoire communes, ou
variables partagées appelées posters.
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Figure 5.1. Exemples de modules à l’intérieur de la couche fonctionnelle dans l’architecture
LAAS.
En fait, nous nous sommes intéressé uniquement aux modules relatifs à la
vision ; même si ces modules doivent coopérer avec d’autres modules pilotant les
actionneurs (asservissement visuel, évitement d’obstacles…) ou traitant les données
acquises par d’autres capteurs (localisation sur segment laser, fusion vision/LASER …),
nos travaux en resteront là. Signalons toutefois que la commande des paramètres de la
caméra (ou de la platine qui la porte) a également été traitée.
Plus précisément, nous souhaitons intégrer le module de suivi visuel que nous
avons développé, avec différents modules de reconnaissance de caractéristiques ; la
nature de cette reconnaissance dépendra du contexte pour lequel ces modules seront
utilisés (figure 1.7).
Dans les sections suivantes nous allons détailler notre approche pour la
commande des paramètres de la caméra, pour ensuite décrire, parmi celles définies au
chapitre 1 , l’intégration des différentes méthodes d’extraction des caractéristiques et
des contextes dans lesquels elles seront exploitées. Un utilitaire de simulation d’un
environnement intérieur sera aussi décrit; il a été exploité, autant pour tester les
algorithmes de suivi, que pour tester leurs réactions lorsque sont modifiés en ligne, les
paramètres de la caméra active.
5.2 Commande des paramètres de la camera
Comme dit dans le chapitre 1, la commande des paramètres de la caméra répond
à un besoin primordial de la vision active.
Entre toutes les possibilités pour effectuer la commande des modalités site,
azimut et zoom de la caméra, nous avons choisi de le traiter à partir de la logique floue.
L’implémentation est plus facile ; pour réaliser par exemple un contrôleur PID, on a
besoin d’un modèle le plus précis possible du système à contrôler, généralement
représenté par un ensemble d'équations différentielles ; la caméra utilisée, une caméra
de vidéo-surveillance bas-coût (Sony EVI-D31), n’est pas adaptée pour des approches
aussi formelles, puisque les actionneurs sont des moteurs pas à pas et qu’il n’est pas
réaliste de faire une commande en vitesse très « propre ».
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A la différence des autres contrôleurs, un contrôleur flou ne demande pas un
modèle précis du système à commander ; les consignes sur les moteurs sont déterminées
à partir de décisions prises sans avoir recours à un modèle analytique.
Les algorithmes de commande, se basent sur des règles linguistiques de la
forme, « si ‘X’ alors ‘Y’ ». Nous pensons que ce type de formalisme est plus adapté
dans le contexte du développement d’un système autonome; dans le futur, le robot
pourra modifier ces règles ou pourquoi pas, en apprendre de nouvelles, sans avoir
besoin de l’intervention d’un opérateur, mais seulement par des techniques
d’apprentissage fondées sur les propres expériences du système.
La logique floue, concept introduit en 1965 par Lotfi Zadeh, propose une
approche des problèmes beaucoup plus pragmatique que mathématique, ce qui, dans de
nombreux cas, n’est pas du tout accepté par des esprits cartésiens ou trop déterministes.
Pourtant, les solutions proposées aux problèmes par la logique floue, ont des résultats
similaires aux autres approchés [92]. Comme tout nouveau concept, la logique floue
nécessite un effort de compréhension ou plutôt une disponibilité d'esprit. En plus, pour
certains problèmes où les mathématiques ont une difficulté ou impossibilité pour la
modélisation, la logique floue apporte une très bonne efficacité.
La logique floue est très proche du processus de la pensée humaine quotidienne.
Elle met en oeuvre un jeu de règles comme, implicitement, nous en utilisons chaque
jour. Pourtant, les règles nécessaires pour la commande floue, peuvent être exprimées
en utilisant le langage de tous les jours et la connaissance intuitive d’un opérateur
humain.
Nous avons divisé le contrôleur en deux composantes : a) le contrôle de l’angle
de champ visuel (zoom), et b) le contrôle des angles azimut et site.
5.2.1 Angle du champ visuel - Zoom
Afin de réaliser la commande pour l’angle de champ de vue de la caméra, nous
allons tout d’abord décrire les différentes composantes de notre système sans entrer
beaucoup dans les détails sur les aspects de la logique floue, qui peuvent être consultés
dans [92].
Un contrôleur flou, est composé de plusieurs composantes, parmi lesquelles on
peut nommer : a) la quantification floue des entrées et sorties, b) la base de règles, et c)
la combinaison de règles.
La première étape consiste donc à modéliser chacune des entrées et sorties du
système par des courbes donnant les degrés d'appartenance des variables à différents
états prédéfinis qui caractérisent un mode de fonctionnement du système (fuzzyfication
et défuzzyfication). Une fois que la base de règles est établie, on peut définir la manière
avec laquelle les règles seront combinées. Par la suite nous donnons des exemples de
ces règles : « Si la taille de la cible es plus petite de la taille désire augmenter réduire le
champ de vue », ou « Si la distance du centre la cible au centre de l’image est positive
et la vitesse de mouvement est négative, donc appliquer une vitesse positive à a » 
La commande de l’angle g consiste à adapter l’angle de champ de vue, comme
défini dans le chapitre 4 , pour qu’un objet qui doit être perçu dans l’image, ait une taille
apparente donnée. Cette taille est déterminée par la diagonale de la boîte englobante de
114
l’image de cet objet. Nous utilisons comme variable d’entrée la différence ou erreur ed
entre la taille courante et la taille souhaitée pour une boîte englobante dans l’image.
Egalement, nous exploitons comme variable d’entrée, la variation de cette différence
par rapport au temps, _d  .
La sortie du système sera la vitesse vg , qui devra être appliquée au moteur de la
caméra afin d’arriver à l’angle de champ de vue souhaité.
Les deux variables d’entrée, ainsi que la variable de sortie, seront quantifiées
dans trois états appelés, descripteurs linguistiques, décrits dans la table 5.1.
Entré Sortie
ed _d vg
Négative Négative Négative
Zéro Zéro Zéro
Descripteurs
linguistiques
Positive Positive Positive
Table 5.1. Quantification de variables d’entré et sortie
La base de règles est générée à partir de toutes le combinaisons des valeurs des
descripteurs linguistiques des variables d’entrée, et chacune de ces règles définira
comme sortie, une valeur d’un descripteur linguistique de la variable de sortie. Ces
valeurs seront données initialement par un opérateur, mais on peut envisager que cette
base soit modifiable par le robot lui-même, par une méthode d’apprentissage exploitant
les résultats obtenus sur la commande de cet angle du champ de vue. D’autres
descripteurs, et donc d’autres règles combinant les variables d’entrée, pourraient se
révéler nécessaires pour améliorer le comportement du zoom.
ed
Négative Zéro Positive
Négative P Z P
Zéro P Z N
_ d
Positive N Z N
Table 5.2. Base de règles pour la commande du zoom, les lettres N, Z, P, représentent les
descripteurs linguistiques de la variable de sortie.
Afin d’obtenir la valeur de sortie finale ou totale, il faut combiner les valeurs des
règles actives, ce qui est fait par la méthode de la Racine de la Somme des Carrés,
connue par son mnémonique en anglais RSS (Root-Sum-Square), Cette méthode
combine les effets de toutes les règles applicables, met à l’échelle les fonctions et leur
magnitudes, pour ensuite calculer le centre de la surface ainsi déterminé. Cette méthode
assure des valeurs de sortie dans tout l’intervalle continu définie par la quantification.
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5.2.2 Angles azimut et site
De manière similaire à la commande de l’angle de champ de vue de la caméra, la
commande pour ajuster les angles azimut et site, seront faits en vitesse, va et v b,
respectivement. Cet ajustement est fait pour imposer une position donnée à la projection
d’un objet dans l’image, typiquement le centre de l’image, afin d’optimiser la
probabilité de conserver une cible dans l’image. Donc les variables d’entrée seront
d’une part, l’erreur ou différence entre la position souhaitée dans l’image, et la position
calculée du centre de la boite englobante de l’image de l’objet, et d’autre part, comme
dans le cas de l’angle g, la vitesse de changement de cette erreur.
Le processus d’ajustement des paramètres site et azimut, peut être divisé en deux
parties découplées, l’une pour annuler les composantes horizontales de l’erreur et l’autre
pour annuler les composantes verticales de cette même erreur, afin d’ajuster les angles
d’azimut a et de site b respectivement. Afin d’avoir un ajustement plus fin de ces
angles par rapport à l’ajustement du champ de vue g, nous allons quantifier, autant les
variables d’entrée que celles de sortie, dans les cinq descripteurs linguistiques
suivantes : Négative, Peu Négative, Zéro, Peu Positive, et Positive.
Comme dans le cas précédent, la base de règles sera générée par la combinaison
de tous les descripteurs linguistiques des variables d’entrée et la valeur de sortie pour
chaque règle sera initialement donnée par un opérateur.
La combinaison des règles pour obtenir la valeur finale de la variable de sortie
sera faite, comme dans le cas précédent par RSS ; cette combinaison survient dans notre
cas, lorsque la caméra est contrôlée pour conserver plusieurs objets dans l’image.
Comme il n’est pas possible en ce cas de centrer les deux en même temps, une valeur
moyenne de centrage est déterminé par combinaison ; en pratique, le centrage se fera
sur le milieu de la droite reliant les deux boîtes englobantes dans l’image.
Un point important à considérer pour le calcul des valeurs de sortie, et plus
précisément pour les valeurs numériques des descripteurs linguistiques, est que la
vitesse maximale des variations des angles a et b, doit permettre aux méthodes de suivi
d’objets de suivre leur cible, dans les conditions satisfaisantes. C’est-à-dire, le
mouvement apparent des cibles dans les images, rajouté par la commande de la caméra
active, ne doit pas dépasser un seuil donnée, afin de ne pas perturber les méthodes de
suivi, qui rappelons-le, se fondent sur des critères locaux, donc supposent de faibles
mouvements apparents. Remarquons que :
• en principe, le centrage des cibles tend à annuler ce mouvement apparent.
• cette vitesse peut être ajustée au moment de la quantification des valeurs de sortie,
enfin, il existe un couplage entre commandes de l’orientation et commande du
champ de vue, puisque la modification du champ de vue crée lui aussi un
mouvement apparent radial dans les images.
Notons que, la sortie de l’ajustement du champ de vue de la caméra sera utilisée
pour limiter les valeurs de quantification des descripteurs linguistiques pour les
variables de sortie.
Dans la figure 5.2 nous montrons un schéma simplifié du fonctionnement du
contrôleur.
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Entrée Sortie
Contrôleur floue
Figure 5.2. Schéma simplifié du contrôleur.
5.2.3 Résultats du contrôle d’une caméra active
Il serait intéressant de comparer cette approche de la commande floue, avec des
méthodes plus classiques de l’asservissement visuel, en particulier inspirées du concept
de la commande référencée tâche (F.Chaumette). Nous n’avons pas eu le temps de
mener cette comparaison.
Nous avons intensivement valider le contrôleur flou mis en œuvre pour asservir
orientation et champ de vue d’une caméra active, soit depuis une caméra embarquée sur
un robot, soit depuis une caméra fixe, donc dans un contexte vidéo-surveillance Nous
montrons ci-dessous des résultats en simulation ; d’autres résultats apparaîtront dans les
expérimentations réelles.
5.3 Simulation (environnement virtuel d’intérieur)
Afin de tester autant le contrôleur flou de notre caméra active, que les méthodes
de suivi nous avons fait un simulateur pour des environnements d’intérieur. Dans la
figure 5.3, nous montrons les résultats d’une simulation : un robot portant une caméra
active, décrit une trajectoire circulaire dans un espace ouvert, et exploite sur cette
trajectoire, les amers de type poster rajoutés sur les murs, afin de se localiser. Le
simulateur est uniquement dédié aux traitements visuels et à la commande de la caméra.
La figure montre deux vues aériennes (vue de dessus et vue perspective) : y
apparaissent l’environnement (en gris clair pour les murs, foncé quadrillé de rouge pour
le sol), les posters projetés sur les murs dans des positions définies par l’utilisateur ; le
robot est représenté par le cylindre noir ; le cône vert symbolise les paramètres de la
caméra montée sur le robot : l’orientation et le champ de vue.
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(a) (b)
Figure 5.3. Deux vues de dessus produites par le simulateur.
Dans cet environnement simulé, il s’agit de valider nos modules dans un
contexte de navigation métrique. Le robot doit décrire une trajectoire circulaire ou
elliptique dans une salle. Le long de la trajectoire le robot trouvera des affiches qui lui
serviront pour actualiser sa localisation par rapport à un repère du monde. Le but
principal est de suivre les affiches le plus longtemps possible, en contrôlant l’orientation
et le champ de vue de la caméra. Une fois perdues, à cause de la position et/ou du
mouvement du robot, le système va sélectionner la configuration suivante de la caméra
dans le plan perceptuel, afin d’observer les affiches ou cibles suivantes ; dans ce plan, le
robot traite de l’enchaînement entre phases de suivi, effectué en détectant deux amers
dans certaines images de la séquence.
Pour l’instant la reconnaissance des objets ne se fait pas automatiquement ;
l’initialisation des phases de suivi est faite par un opérateur par des clics souris. Mais
une fois finie cette initialisation, le processus de suivi, comme l’ajustement des
paramètres de la caméra active, sont effectués automatiquement, par les méthodes
décrites précédemment. La détection automatique des cibles sera incorporée dans
l’implémentation réelle sur le système embarqué.
La figure 5.4, montre l’ajustement des paramètres de la caméra. Les images de
(a) à (d) montrent des vues aériennes de la scène virtuelle. Rappelons que l’axe du cône
représente l’axe optique f et l’ouverture du cône représente l’ouverture du champ visuel.
Dans les images (e) à (h) sont montrées les images de la scène acquises dans la position
courante du robot avec les paramètres estimés de la caméra ainsi que le résultat du suivi
de la cible, dans ce cas un affiche dans le mur.
118
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.4. Ajustement des paramètres de la caméra. En haut, position du robot et champ de
vue de la caméra dans la scène. En bas, images virtuelles générées par le simulateur et
données en entrée, au module de suivi des amers.
Le suivi est fait par la méthode de différences de motifs. Le contour en lignes
pointillées (rouge) représente l’hypothèse initiale et le contour en lignes continues (vert)
représente l’ajustement fait par la différence de motifs.
La simulation permet de faire varier la fréquence de génération des images ; de
ce fait, les considérations sur la vitesse autant du robot comme de la caméra sont prises
en compte et les images de synthèse sont générées en simulant une fréquence de 20hz.
La figure 5.5 montre le suivi de différentes cibles pendant que le robot suit sa
trajectoire. Dans les vues (a) à (c), le robot suit la cible depuis les images acquises
présentées de (e) à (f) ; il ajuste les paramètres de la caméra pour avoir une image de la
cible de taille presque uniforme. Ces paramètres sont représentés par le cône au-dessus
du robot, ce qui nous permet d’apprécier les variations produites sur les paramètres.
Quelques instants après, dans la vue (d), le robot ne peut pas continuer à suivre
la même cible du fait des configurations limite de la caméra active et de sa position dans
l’espace ; l’image (h) est acquise pendant le mouvement du robot et de la caméra afin de
retrouver un amer sur le mur suivant. Le système sélectionne de nouveaux paramètres
pour la caméra, à partir du perceptuel, pour arriver à la configuration montrée dans (i),
depuis laquelle l’image de synthèse montrée en (m) peut être acquise.
A ce moment la localisation des deux nouvelles cibles pour le suivi est faite,
dans ce cas les deux affiches présentes sur le mur dans la vue (i). Le suivi peut
reprendre sur ces deux cibles simultanément, avec un ajustement des paramètres de la
caméra sur la boite englobante de ces deux cibles (images (j) et (n)).
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(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 5.5. Suivi et changement de cibles pendant l’exécution d’un plan perceptuel.
Simultanément, ajustement des paramètres de la caméra active.
A un moment donné, dans la situation illustrée dans la vue (k), un des deux
amers sort de l’image acquise montrée en (o) ; le robot ne peut pas continuer à suivre les
deux cibles, et donc il va continuer à suivre la plus lointaine de ces cibles, ce qui lui est
indiqué dans le plan perceptuel. Il va donc ajuster maintenant les paramètres de la
caméra pour ces conditions, comme cela apparaît dans la situation montrée dans la vue
(l) depuis laquelle l’image (p) est acquise.
5.4 Intégration et résultats expérimentaux
Différentes expérimentations ont été réalisées et vont être décrites dans la suite :
• une dans un contexte intérieur : pour la navigation topologique basée sur le suivi des
primitives. Notons que dans ce cas, le robot est commandé par l’opérateur ; il
conviendrait d’intégrer nos traitements avec des modules d’asservissement visuel
pour réaliser cette dernière expérimentation de manière complète.
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• deux dans un contexte extérieur a) pour la navigation d’une machine qui doit suivre
une route, et b) pour la détection et le suivi d’obstacles pour des véhicules
« intelligents » en milieu routier.
5.4.1 Intérieur – navigation par suivi d’amers
Cette première expérimentation est significative du premier contexte pour la
navigation en milieu intérieur. Il s’agit de réaliser dans des conditions réelles, le
scénario joué avec le simulateur dans la section précédente. Dans un espace ouvert, des
amers sont disposés sur les murs ; les amers sont appris par le robot, grâce aux travaux
de JB.Hayet, et rajoutés à une carte stochastique durant une phase d’apprentissage hors
ligne.
Une trajectoire fermée est générée : le robot doit réaliser des tours dans cet
espace ouvert. Un plan perceptuel est généré également pour sélectionner en tout point
le ou les meilleurs amers à exploiter pour la localisation, ainsi que les paramètres
optimaux de la caméra active pour réaliser le suivi visuel de ces amers et pour enchaîner
les phases de suivi.
Le robot exécute à la fois les déplacements le long de cette trajectoire et le plan
perceptuel. Plusieurs modules doivent interagir pour ce faire :
• Contrôle d’exécution du plan perceptuel : c’est le chef d’orchestre, qui lance des
requêtes sur les autres modules.
• Module de suivi visuel
• Module de contrôle de la caméra active
• Module de reconnaissance et localisation des amers (module LOCPOST pour
Localisation Poster, module développé par JB.Hayet) ; ce module doit interagir
avec le module de suivi visuel (a) pour prédire la position de l’amer devant servir à
localiser le robot, sur la base du suivi visuel et (b) pour utiliser des paramètres
intrinsèques de la caméra correspondant à sa configuration courante.
• Module de gestion de la localisation du robot (module POM pour Position
Manager) qui fusionne de manière probabiliste, les localisations issues des
différentes modalités embarquées (laser, odométrie, vision pour le robot
DILIGENT)
Cette expérimentation a été intégrée partiellement sur le robot DILIGENT. Nous
avons pu réaliser dans un monde réel, une démonstration similaire à ce que nous avons
fait sur le simulateur :
• à l’initialisation,  d’un amer à suivre en fonction de la position courante du robot,
pointage de la caméra active sur la position prédite de cet amer,
• recherche de l’amer à suivre afin d’initialiser le suivi visuel : ce traitement, réalisé
par le module LOCPOST, n’est nécessaire que si la position du robot est très
incertaine. Sinon, le module de suivi peut être activé à partir de la position prédite
de l’amer dans l’image, position obtenue par reprojection ;
• suivi de l’amer, ici réalisé par la méthode différence de motifs ;
• enfin, asservissement de la caméra active pour centrer l’amer dans l’image et
sélectionner la zoom pour avoir la résolution optimale.
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5.4.2 Intérieur - navigation par suivi de primitives
Le deuxième contexte évoqué lors de la navigation en intérieur est la navigation
du robot fondée sur une carte topologique. Pour cela, il faut une carte topologique, mais
en plus, un module spécifique de génération de trajectoires qui exploite cette carte afin
de générer automatiquement la trajectoire que le robot doit suivre. Cette trajectoire doit
être exprimée sous la forme d’une séquence d’actions asservies  ou  contrôlées sur des
capteurs (en anglais, visual servoing ou sensor-based motion), cela en fonction du but à
atteindre par le robot, des informations présentes dans la carte topologique et des
capteurs disponibles sur le robot (ici, la vision). Par exemple, une consigne du type
suivre le mur gauche, sera exprimée comme suivre l’arête entre le sol el le mur à
gauche.
Le générateur de trajectoires pourra générer un plan perceptuel adapté à ce mode
de navigation, plan qui devra être exécuté par un ensemble de modules fonctionnels, en
particulier par les modules de suivi visuel et de commande de la caméra active.
Dans l’architecture décisionnelle des démonstrateurs robotiques du LAAS-
CNRS, entre la couche planification et la couche modules fonctionnels, la couche
supervision va  interpréter un plan perceptuel et va contrôler son exécution.
Initialement, elle enverra une requête à un module de détection de primitives ou
caractéristiques, situé au même niveau hiérarchique que le module de suivi (figure 1.7).
La requête concernera la recherche dans l’image, d’une entité définie dans le plan
perceptuel : soit une primitive spécifique (ligne mur/sol par exemple) soit un objet
spécifique (affiche, porte ou panneau de signalisation). Le module de détection de
primitives reportera par une réplique ou un bilan, le résultat de sa recherche à la couche
supervision ou contrôle d’exécution. Si l’objet ou la primitive a été trouvé, des
paramètres sur sa localisation dans l’image, seront exportés via un poster.
 La couche supervision initialisera ensuite un module d’asservissement visuel et
le module de suivi, afin de réaliser un mouvement asservi. Le module de suivi
sélectionnera la méthode indiquée dans le plan pour le suivi de l’objet ou de la
primitive, qui devient de ce fait, une cible ; il exportera l’état courant du suivi dans un
poster qui sera lu par le module d’asservissement en charge des mouvements du robot.
Nous n’avons pas pu intégrer cette expérimentation complètement ; nous
n’avons pas à ce jour dans le groupe, de module d’asservissement visuel assez robuste.
Néanmoins, nous avons réalisé en temps réel, une séquence significative de suivi de
primitives et/ou d’objets ; cette séquence de suivi est exécutée tandis qu’un opérateur
pilote le robot de manière interactive.
Il ne s’agit pas réellement de l’exécution d’un plan perceptuel ; les
enchaînements entre les phases de suivi, ont été ici programmés de manière ad hoc.
Cet exemple, pour illustrer un mode de navigation basée sur le suivi de
primitives, est montré dans la figure 5.6:
(a) cette expérimentation qui concerne la navigation visuelle d’un robot dans un couloir.
(b) La première primitive à suivre est l’arête entre le sol et le mur à gauche du robot.
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(c) Ensuite, pendant que continue le suivi de cette ligne droite mur / sol, un détecteur
d’évènements visuels (figure 4.21) comme celui montré dans la section 4.3.2, est
utilisé pour détecter une arête verticale qu’il faudra suivre quand le suivi de l’arête
mur /sol sera arrêté.
(d) Soit parce que la première cible est perdue, ou plus simplement parce que cette la
commutation a été planifiée, une seule cible est suivie ensuite : l’arête verticale.
(e) Dans le même temps la caméra est commandée pour centrer la primitive suivie dans
l’image.
(f) Une nouvelle consigne dans le plan est dans ce cas de suivre une affiche. Comme
pour tous les enchaînements entre cibles, cette affiche devrait être trouvée par un
module de reconnaissance de poster, qui donnerait la fenêtre englobante du poster
comme initialisation au module de suivi. Ici l’initialisation a été faite de manière
interactive.
(g) , (h) et (i). Le module de suivi ajuste les paramètres de la caméra (angles de champ
de vue, site et azimut) pour maintenir la cible dans le champ de vue de la caméra,
pendant que le robot suit une trajectoire droite. L’affiche pourrait être utilisée pour
que le robot puisse s’assurer qu’il est dans le bon couloir
(j) dans ce cas, le plan perceptuel contient un changement des paramètres de la caméra,
qui tourne vers la droite pour aller détecter et suivre des arêtes sur le mur de droite.
(k), (l) et (m) Ensuite la séquence continue avec le suivi des arêtes horizontales et
verticales, arêtes mur / sol ou mur / porte.
(n) un objet différent, non plan, est détecté, l’extincteur.
(o) et (p) de par la nature de cet objet, il sera suivi par la méthode des contours actifs. Le
module de suivi continue néanmoins de suivre les arêtes verticales ou horizontales
qui ont été indiquées dans le plan.
(q) le suivi de l’extincteur se poursuit jusqu'à un moment où l’objet touche le bas de
l’image, produisant une perte du gradient de l’objet. C’est pourquoi le snake est
déformé arbitrairement
(r) ,(s) et (t) A partir de ce moment, le suivi continue sur à d’autres cibles, dans ce cas,
un fois encore, des lignes droites, formées par les arêtes entre le sol et le mur, et
entre les portes et le mur.
Même si dans cette séquence, les enchaînements ont été programmés
explicitement, si certaines initialisations (en particulier, sur le poster et sur l ‘extincteur)
sont assurées par l’opérateur, cette expérimentation est significative de l’intégration de
plusieurs méthodes de suivi dans un même module, qui sélectionne en fonction de la
nature de la cible, la méthode la plus adaptée. Dans cette séquence, nous exploitons les
trois méthodes que nous avons développées dans nos travaux : suivi par corrélation 1D
pour les lignes droites, suivi par différence de motifs pour le poster (l’apprentissage
avait été fait au préalable), suivi par un contour actif pour l’extincteur, objet non plan,
dont la silhouette dans l’image, se déforme du fait des déplacements du robot et de la
modification en continue des paramètres de la caméra.
Il restera à intégrer notre module de suivi, avec les autres modules nécessaires
dans ce mode de navigation …
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure 5.6. Navigation à partir du suivi des primitives.
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5.4.3 Navigation en extérieur pour le suivi de routes ou chemins.
Comme nous l’avons mentionné au chapitre 1 , la richesse de l’information
contenue dans les images couleur acquises dans des environnements extérieur, est un
facteur très important afin de réaliser l’extraction de régions dans cette sorte
d’environnements. Afin de réaliser la navigation d’une machine en extérieur, en
coopération avec G.Avina Cervantes, chargé d’intégrer cette expérimentation sur le
démonstrateur DALA, nous nous sommes intéressés principalement à l’extraction et au
suivi du chemin.
Dans ce contexte le module de coopération décrit dans la figure 1.7, sera un
module chargé de l’extraction du chemin depuis une image couleur. Ce module sera
décrit par la suite très rapidement.
Le problème de l'extraction des régions homogènes par rapport à une ou
plusieurs caractéristiques distinctives, comme le niveaux de gris, la texture, la forme ou
couleur, a été un sujet de recherche actif pendant les trois dernières décennies. Pour des
images monochromatiques de nombreux algorithmes ont été développés. Cependant, le
problème de la segmentation des images couleur, qui offrent beaucoup plus
d'informations sur les objets présents dans un environnement extérieur en particulier, a
fait l'objet d'une attention moindre de la communauté scientifique.
C’est à partir d’un algorithme de segmentation couleur, puis de la caractérisation
des régions par des attributs de couleur et de texture, que l’extraction d’une route ou
d’un chemin est faite. La méthode de segmentation développée, dans le groupe,
notamment par G.Aviña-Cervantes [5], est basée sur un algorithme hybride, qui
combine les techniques de croissance de régions et de clustering. Cet algorithme est
indépendant du point de départ de la segmentation et de l'ordre d'adjacence des régions
à fusionner et utilise un critère global de fusion. Les étapes les plus représentatives de
l'algorithme sont :
• l'estimation des clusters, donc des différents seuils qui les séparent, à
partir des histogrammes des trois composantes couleur choisies.
• l'étiquetage et la pré-classification des pixels en cellules connexes.
• la croissance des cellules en utilisant une connexité à 8 voisins.
• enfin, la fusion (élimination) des petites régions.
Les résultats de la segmentation sont montrés dans la figure 5.7. Dans
l’implémentation actuelle de cet algorithme, l'espace I1, I2, I3 (attributs non corrélés
[88]), est utilisé pour la représentation de la couleur. Cependant, comme mentionné
dans le chapitre 2 , dans cet espace, le résultat pour la caractérisation des zones pour le
suivi par contours actifs, n’est pas la meilleure option. Donc, les régions obtenues et
plus précisément la région correspondante à la route, sera caractérisée dans l’espace de
couleurs normalisées, et les valeurs moyennes et les variances des composantes couleur
de la région route ou chemin, seront utilisées pour le suivi de cette zone par la méthode
de contours actifs, comme mentionné dans la section 2.2.3.
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(a) (b)
Figure 5.7. Résultats de la segmentation des régions dans une image couleur.
Dans ce cas, la coopération entre les modules d’extraction de la route dans les
images couleur et le module de suivi se fait par moyen de posters : la route ou le chemin
ayant une frontière déformable, elle sera suivie par un snake. Le module d’extraction
envoie au second, d’une part les positions des points de contrôle pour l’initialisation du
snake, d’autre part les paramètres qui caractérisent la région dans l’espace de couleurs
normalisées (moyenne et variance).
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(n) (m) (o) (p)
Figure 5.8. Navigation en extérieur
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Le module de segmentation qui extrait la route, s’exécute environ à une
fréquence de 1Hz, tandis que le suivi par snake sur des régions couleur, fonctionne
environ à 10Hz. Toutes les secondes le module de suivi peut lire dans un poster, le
contour de la route tel qu’il a été segmenté. Pour l’heure, ce contour sert à réinitialiser
systématiquement le suivi, ce qui fait prendre un risque puisque le suivi fonctionne avec
environ 10 images d’avance vis-à-vis de la segmentation. Il conviendrait d’avoir une
stratégie plus adaptative, le suivi n’étant ré initialisé que s’il détecte une déformation
suspecte du snake ou s’il existe trop d’écart entre l’état courant du snake et le résultat de
la segmentation.
La figure 5.8 montre le suivi de route par contours actifs. Dans les images (a),
(e), (i) et (n), sont montrées les initialisations du contour actif, données par les résultats
de la segmentation de régions faites par le module d’extraction de route ; les autres
images montrent le suivi pour différentes images dans la séquence. Comme on peut
constater, la variation colorimétrique de la route est prise en compte au moment de
l’initialisation du contour, afin d’éviter de le perdre du fait de changements
d’illumination.
Rappelons que l’application de ces travaux concerne un projet franco-mexicain,
financé par le Laboratoire Franco-Mexicain d’Informatique (LAFMI), qui traite de
l’automatisation de machines agricoles.
5.4.4 Suivi d’obstacles en milieu routier.
Une dernière application du module de suivi a été réalisée, pour le suivi
d’obstacles (voitures ou camions) en milieu routier, sur des séquences d’images
acquises au LIVIC (Laboratoire des Interactions Véhicule-Infrastructure-Conducteur du
LCPC et de l’INRETS ) dans le cadre du projet ARCOS (Action de Recherche sur la
Conduite Sécurisée)
Dans ce contexte le module d’extraction de caractéristiques est un module basé
sur la détection d’obstacles depuis des images stéréo, développé dans le groupe par V.
Lemonde. Ce module exportera la région détectée comme obstacle et ce sera à partir de
la méthode de suivi par différences de motifs que le module de suivi fera sa tâche. La
méthode de suivi par différences de motifs a été sélectionnée bien que les objets ne
soient pas plans. Mais, du point de vue d’un conducteur, les voitures à l’avant du
véhicule sont presque des cibles planes, et en plus, comme c’est une méthode rapide,
elle permettra d’alerter rapidement du rapprochement dangereux d’un obstacle.
Dans la Figure 5.9, nous montrons, le suivi de l’arrière d’une voiture par la
méthode de différences de motifs. Dans l’image (a) une voiture est détectée par un
module de segmentation stéréo, et dans les images suivantes la partie arrière de ce
véhicule est suivi. Comme on peut le constater, les différences de taille entre les images
(a), (b) et (c), sont très importantes, et malgré cela, le suivi se déroule très bien. Dans cet
exemple, l’approche du véhicule à l’avant, pourra alerter, soit le conducteur, soit le
système automatique de navigation afin de prendre des distances par rapport à cet
obstacle.
127
Le seul problème pour cette méthode est le temps nécessaire pour
l’apprentissage de la matrice d’interaction.
(a) (b) (c)
(d) (e) (f)
Figure 5.9. Suivi de l’arrière d’un véhicule par la méthode de suivi de motifs.
5.5 Conclusions
Dans ce chapitre, nous avons montré comment notre module de suivi d’objets a
été intégré à l’intérieur de l’architecture LAAS du système embarqué sur les
démonstrateurs dont disposent le groupe Robotique et Intelligence Artificielle.
Nous avons implémenté d’une manière simple, la commande des paramètres de
la caméra par un contrôleur floue, dans ce contrôleur les résultats de l’ajustement de
l’angle de champ de vue est utilisé pour limiter les vitesse définies dans la quantification
des descripteurs linguistiques pour les variables de sortie, autant en site comme en
azimut.
Un simulateur a été fait et montré, afin de tester la réponse de la caméra au
contrôleur et leur accouplement avec les méthodes de suivi, nous montrons dans ce
simulateur un expérimentation sur un environnement d’intérieur et le suivi des affiches,
provenant d’un plan perceptuelle. Ce style d’environnement sera utilisé en réalité pour
la localisation métrique d’un robot, cette expérimentation est en cours.
 Deux autres expérimentations on été faits, une pour la navigation d’un robot
mobile avec les suivi des primitives, ou on montre différentes méthodes que peuvent
être utilisés, une expérimentation en environnements d’extérieurs pour la navigation
d’une machine agricole, laquelle doit trouver est suivre leur chemin, et finalement une
expérimentation pour le suivi d’obstacles en milieu routier, notamment l’arrière d’un
véhicule.

Conclusion générale et perspective
Nous avons présenté les travaux développés sur les applications de la Vision
Dynamique à la Navigation d’un robot mobile.
Nos contributions, concernent l’utilisation de fonctionnalités visuelles dans le
système embarqué à bord d’un robot mobile. Les travaux en ce domaine se focalisent
généralement sur un type d’environnement ; pour notre part, nous avons analysé des
applications de nos travaux sur la Vision Dynamique, dans deux types d’environnement,
intérieur et extérieur semi-structuré. En liaison avec JB.Hayet, qui a soutenu sa thèse sur
la navigation fondée sur des amers, nous nous sommes d’abord intéressé à la navigation
en milieu intérieur, avec deux approches différentes qui sont : a) la navigation métrique
basée sur une localisation du robot vis-à-vis d’un repère global de l’environnement, et
b) la navigation fondée sur une carte topologique. Dans les deux cas, nous avons traité
le suivi d’amers visuels pendant les déplacements du robot. Ensuite, en coopération
avec deux autres doctorants, nous avons aussi considéré la navigation en
environnements extérieurs semi structurés, plus précisément la navigation de machines
sur un réseau de routes ou chemins. Avec G.Avina, chargé de l’analyse de scènes à
partir d’images couleur, nous avons traité du suivi visuel des bords d’une route ou d’un
chemin sur lequel un robot doit se déplacer. Avec V.Lemonde, qui traite de la détection
d’obstacles pour un véhicule circulant sur une route, nous avons considéré le suivi
visuel d’un autre véhicule.
La caractéristique commune à ces travaux est la nécessité d’intégrer dans la
couche fonctionnelle du système embarqué sur le robot, plusieurs fonctionnalités
visuelles, ayant des temps de réponse différents ;
• les unes réalisent une analyse globale de l’image, et génèrent des connaissances :
détection d’amers à des fins de localisation, détection de la surface route ou chemin
sur laquelle le robot doit se avancer ou détection d’obstacles à éviter. Le temps de
réponse typiquement est de 1s.
• les autres réalisent le suivi visuel d’entités de type amers, obstacles ou bords de
route. Pour optimiser ces traitements, l’image est analysée localement dans des
régions d’intérêt et la caméra peut être contrôlé pour orienter l’axe optique vers la
cible suivie et choisir la meilleure résolution. La fréquence de traitement est
typiquement entre 10 et 20Hz.
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Nous avons présenté dans cette thèse, notre contribution sur ces fonctionnalités
de suivi visuel. En sus d’être rapides pour assurer une bonne réactivité du système, ces
fonctions doivent aussi être robustes, afin de minimiser les ruptures de suivi, et
génériques, afin de pouvoir suivre plusieurs types de cible, selon le contexte.  Ces deux
dernières contraintes ne peuvent être satisfaites que par l’intégration de plusieurs
méthodes de suivi, chacune ayant des caractéristiques propres en terme de
représentations de la cible et de l’observation et en terme des méthodes mises en œuvre
pour générer des hypothèses sur la position de la cible dans l’image, puis pour mesurer
la pertinence de ces hypothèses.
Dans le chapitre 2 , nous avons présenté les quatre méthodes intégrées dans
notre module de suivi visuel : les deux premières sont adaptées pour le suivi de contours
pour des objets structurés (corrélation 1D) et pour des objets de forme quelconque
(snakes) ; les deux autres permettent de suivre des régions texturées, représentées soit
par un ensemble de points, soit par un motif. Nous avons implémenté trois de ces
méthodes, et contribué plus particulièrement sur les points suivants :
• suivi par des contours actifs : rajout de forces internes pour garantir une bonne
répartition des points de contrôle le long du contour ; rajout de forces pour
imposer des contraintes de forme sur les points de contrôle du type ‘sommet’
ou ‘segment de droite’ ; et enfin, en coopération avec G.Avina, méthode
dédiée pour traiter du suivi des bords d’une région de couleur uniforme.
• suivi par différence de motifs : introduction d’un repère  lié à la cible, afin
d’avoir une matrice d’interaction indépendante de l’initialisation, et par la
même, la possibilité de combiner plusieurs résultats d’apprentissage.
• 
Dans le chapitre 3 , ces méthodes ont été comparées et évaluées de manière
qualitative. Nous avons estimé leurs domaines de validité concernant (1) le type de
cibles qu’elles permettent de suivre, (2) le type d’environnement dans lequel cette cible
est suivie, et (3) la robustesse vis-à-vis des mouvements apparents de la cible dans la
séquence d’images.
Pour chaque méthode, nous avons également analysé deux traitements
nécessaires : (a) la fonction d’initialisation du suivi (détection initiale de la cible dans la
première image) et (b) une fonction d’évaluation, chargée de mesurer la qualité du suivi,
et surtout, de détecter les ruptures ou pertes de cible.
Un grand nombre de validations expérimentales ont été nécessaires pour
qualifier ces méthodes et pour vérifier la pertinence des mesures sur leur comportement.
Dans le chapitre 4 , nous abordons des aspects de contrôle perceptuel. Si une
machine est dotée d’un module de suivi visuel et d’une caméra active, comment les
exploiter au mieux ?
Nous avons tout d’abord poursuivi des travaux sur la planification, menés
initialement par V.Ayala Ramirez ; il s’agit de planifier les configurations d’une caméra
active le long d’une trajectoire planifiée par ailleurs, afin d’optimiser la perception sur
des amers appris au préalable. Vis-à-vis de la méthode initiale, nous avons considéré
des contraintes de visibilité sur les amers, prenant en compte  leurs orientations et
dimensions, puis pour traiter la planification, nous avons proposé des alternatives pour
le calcul de l’utilité des cibles en fonction des paramètres de la caméra. La recherche
exhaustive proposée dans les travaux précédents a été remplacée par une solution
analytique. Enfin, nous avons proposé la génération du plan perceptuel en fonction des
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combinaisons de tous les amers visibles, afin de résoudre le plan dans sa totalité par la
programmation dynamique, en minimisant les saccades.
Nous avons ensuite considéré le contrôle de l’exécution d’un tel plan perceptuel.
Deux types d’événements doivent être traités par le système de contrôle du module de
suivi :
• d’une part, l’enchaînement entre deux phases de suivi (passage d’un amer A à un
amer B par exemple), avec éventuellement une commutation dans la méthode de
suivi,
• d’autre part, l’échec d’une procédure de suivi, du fait d’une occultation ou d’une
perte de la cible.
Nous avons proposé et mis en œuvre différentes stratégies simples pour traiter
ces événements, sans nuire à la réactivité de système d’ensemble. Dans le cas général, si
la procédure de reprise d’échec est prise en défaut, il conviendra de faire appel à une
autre fonctionnalité qui analyse l’image de manière globale.
Le chapitre 5 est justement consacré à la coopération entre différentes
fonctionnalités visuelles : avec les doctorants cités ci-dessus, nous avons essayé
d’intégrer à bord des démonstrateurs du groupe Robotique et Intelligence Artificielle,
notre module de suivi visuel avec des modules de détection et localisation d’amers
visuels, de route ou d’obstacles. Certaines de ces intégrations sont en cours et devront
être finalisées. Nos objectifs dans tous les cas consistent à valider des interactions
simples entre les modules :
• initialisation du suivi à partir de l’entité localisée dans l’image par le module
de détection.
• Réinitialisation du suivi par le module de détection, réalisée de manière
systématique à chaque localisation de la cible par le module de détection, ou
seulement en cas de perte de la cible par le module de suivi.
• Réciproquement, prise-en-compte dans le module de détection de la position
dans l’image, de la cible suivie, afin de simplifier l’analyse globale de
l’image.
Nous avons également traité dans ce chapitre, de la commande d’une caméra
active en fonction de la position de la cible dans l’image ; pour s’adapter aux faibles
capacités offertes sur la caméra pour la commande des rotations en site et azimut de du
zoom, nous avons adapté une approche de la commande floue. Des résultats
expérimentaux nombreux ont permis de valider l’approche mise en œuvre.
En attendant de valider certaines des interactions entre toutes les fonctionnalités
embarquées, nous avons présenté plusieurs résultats de suivi, obtenus
• dans un premier temps, en simulation, afin de valider toutes les approches
proposées pour le suivi de cibles, mais aussi pour la commande de la caméra.
• en ligne et en temps réel, en milieu intérieur, depuis la version embarquée de
notre module sur le robot DILIGENT.
• hors ligne sur des séquences enregistrées au LAAS en milieu extérieur, en
attendant l’intégration de notre module de suivi sur le robot DALA (en cours).
• hors ligne sur des séquences enregistrées au LIVIC en milieu routier.
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Enfin, nous souhaitons terminer en évoquant des travaux que nous pourrions
mener dans le futur sur la thématique présentée dans cette thèse. Tout d’abord, de
nombreuses améliorations devraient être apportées aux modules logiciels que j’ai
développés : augmentation de la base de cibles prises en compte afin d’ajuster les
paramètres de la sélection de la méthode de suivi visuel,  incorporation de nouveaux
contextes, amélioration de la méthode de suivi par corrélation 1D…, incorporation
d’autres mesures de complexité, concernant par exemple la structure de la scène, ou
l’intérieur de la cible….
A plus long terme, plusieurs études pourraient être poursuivies, notamment sur
les points suivants :
L’intégration de fonctions de prédiction semblent le plus nécessaire pour prendre
en compte des cibles mobiles avec des dynamiques importantes. Nous avons
négligé cet aspect, traité par d’autres doctorants. Par exemple, T.Sentenac a
proposé des méthodes d’estimation fondées sur le filtrage de Kalman, mais
capables de gérer plusieurs modèles possibles sur la trajectoire ou la dynamique
des cibles. Intégrer dans un même système ces méthodes et le suivi visuel est un
objectif prioritaire ; une application intéressante étant la surveillance
d’environnements dynamiques.
En particulier, l’estimation de la dynamique des objets mobiles détectés dans les
séquences d’images acquises depuis un véhicule ou un robot en mouvement, est
toujours un sujet difficile, qui pourrait trouver des applications importantes pour
prédire les collisions possibles entre véhicules.
Dans le cas d’échec, la génération des plusieurs hypothèses afin de reprendre
l’activité, pourra être intégrée et testée à partir d’un filtrage particulaire.
Le suivi d’objets déformables comme les silhouettes des personnes, ou la main
d’un opérateur, fait l’objet de la thèse de L.Brethès. Nous pourrions aussi
évaluer nos méthodes sur ces applications.
Pour le cas du suivi de plusieurs objets dans des contextes plus difficiles
(contrôle de trafic, vidéo surveillance…), l’exécution en parallèle de deux ou
plus méthodes de suivi fondées sur différentes caractéristiques, pourrait
également être étudiée : comment fusionner leurs résultats ?
Finalement, nous pourrions analyser comment sur un robot, intégrer les résultats
de nos modules de vision avec ceux obtenus avec les données d’autres capteurs,
comme les caméras omnidirectionnelles, la vision stéréo ou la télémétrie laser.
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Vision Dynamique pour la navigation d’un robot mobile.
Les travaux présentés dans cette thèse concernent l’étude des fonctionnalités visuelles sur des
scènes dynamiques et ses applications à la robotique mobile. Ces fonctionnalités visuelles
traitent plus précisément du suivi visuel d’objets dans des séquences d’images. Quatre méthodes
de suivi visuel ont été étudiées, dont trois ont été développées spécifiquement dans le cadre de
cette thèse. Ces méthodes sont : (1) le suivi de contours par un snake, avec deux variantes
permettant son application à des séquences d’images couleur ou la prise en compte de
contraintes sur la forme de l’objet suivi, (2) le suivi de régions par différences de motifs, (3) le
suivi de contours par corrélation 1D, et enfin (4) la méthode de suivi d’un ensemble de points,
fondée sur la distance de Hausdorff, développée lors d’une thèse précédente. Ces méthodes ont
été analysées pour différentes tâches relatives à la navigation d’un robot mobile; une
comparaison dans différents contextes a été effectuée, donnant lieu à une caractérisation des
cibles et des conditions pour lesquelles chaque méthode donne de bons résultats. Les résultats
de cette analyse sont pris en compte dans un module de planification perceptuelle, qui détermine
quels objets (amers plans) le robot doit suivre pour se guider le long d’une trajectoire. Afin de
contrôler l’exécution d’un tel plan perceptuel, plusieurs protocoles de collaboration ou
d’enchaînement entre méthodes de suivi visuel ont été proposés. Finalement, ces méthodes,
ainsi qu’un module de contrôle d’une caméra active (site, azimut, zoom), ont été intégrées sur
un robot. Trois expérimentations ont été effectuées: a) le suivi de route en milieu extérieur, b) le
suivi de primitives pour la navigation visuelle en milieu intérieur, et c) le suivi d’amers plans
pour la navigation fondée sur la localisation explicite du robot.
Mots clefs : robotique mobile, navigation visuelle, vision dynamique, vision active, suivi visuel.
Dynamic vision for mobile robot navigation.
The work presented on this thesis concerns the study of visual functionalities over dynamic
scenes and their applications to mobile robotics. These visual functionalities consist on visual
tracking of objects on image sequences. Four methods of visual tracking has been studied, from
which tree of them has been developed specifically for the context of this thesis. These methods
are: (1) snakes contours tracking, with two variants, the former, to be able to applying it to a
sequence of color images and the latter to consider form constraints of the followed object, (2)
the tracking of regions by templates differences, (3) contour tracking by 1D correlation, and (4)
the tracking method of a set of points, based on Hausdorff distance, developed on a previous
thesis. These methods have been analyzed for different tasks, relatives to mobile robot’s
navigation. A comparison for different contexts has been done, given to a characterization of
objects and conditions for which each method gives the best results. Results from this analysis
has been take into account on a perceptual planification module, that determines which objects
(plane landmarks) must be tracked by the robot, to drive it over a trajectory. In order to control
the execution of perceptual plan, a lot of collaboration or chaining protocols have been proposed
between methods. Finally, these methods and a control module of an active camera (pan, tilt,
zoom), has been integrated on a robot. Three experiments have been done: a) road tracking over
natural environments, b) primitives tracking for visual navigation over human environments and
c) landmark tracking for navigation based on explicit localization of robot.
Keywords: mobile robotics, visual navigation, dynamic vision, active vision, visual tracking
