We construct z ∼ 6 − 7, 8, and 9 faint Lyman break galaxy samples (334, 61, and 37 galaxies, respectively) with accurate size measurements with the software glafic from the complete Hubble Frontier Fields cluster and parallel fields data. These are the largest samples hitherto and reach down to the faint ends of recently obtained deep luminosity functions. At faint magnitudes, however, these samples are highly incomplete for galaxies with large sizes, implying that derivation of the luminosity function sensitively depends on the intrinsic size-luminosity relation. We thus conduct simultaneous maximum-likelihood estimation of luminosity function and size-luminosity relation parameters from the observed distribution of galaxies on the size-luminosity plane with the help of a completeness map as a function of size and luminosity. At z ∼ 6 − 7, we find that the intrinsic size-luminosity relation expressed as r e ∝ L β has a notably steeper slope of β = 0.46
INTRODUCTION
Disk sizes of galaxies at very high redshifts are important in two aspects. One is that they provide information on the formation and early evolution of galaxies. The other is that they have a significant effect on the determination of UV luminosity functions because the correction for detection incompleteness sensitively depends on size.
Concerning the first aspect, the size of galaxies is largely determined by their angular momentum (e.g., Fall & Efstathiou 1980; Mo et al. 1998) as is the case for disk galaxies, and angular momentum is one of the fundamental parameters of galaxies as argued by Fall (1983) . Romanowsky & Fall (2012) and Fall & Romanowsky (2013) have discussed galaxy formation and evolution using the specific angular momentum-mass diagram. Indeed, numerous simulations and analytical models of galaxy for-mation suggest that the size of galaxies changes with a redistribution of the angular momentum in them due to stellar feedback such as galactic winds (e.g., Brooks et al. 2011; Wyithe & Loeb 2011; Brook et al. 2012; Danovich et al. 2015; Genel et al. 2015) . Recently, highresolution cosmological simulations have succeeded in increasing sizes at a fixed luminosity or stellar mass of simulated galaxies to reproduce observed sizes by incorporating stellar feedback such as galactic winds of high mass-loading factors (e.g., Brooks et al. 2011; Genel et al. 2015) . The luminosity dependence of the size is also affected by stellar feedback as explained by simple analytical models. For example, Wyithe & Loeb (2011) showed that the slope of the size-luminosity relation varies depending on the dominating feedback such as energy-driven and momentum-driven feedback. Larger sizes indicate more efficient feedback, which suggests that the slope of the size-luminosity relation contains information on the dominant feedback process.
The second aspect concerning UV luminosity functions is also important because luminosity functions are determined by correcting for detection completeness, which depends on the intrinsic size distribution. For a given magnitude, galaxies with larger sizes are less likely to be detected because of their lower surface brightness. Grazian et al. (2011) , based on the z ∼ 7 analysis, have pointed out that the assumed size distribution critically alters the UV luminosity function, especially the faintend slope.
One of the main goals of recent observational projects targeting z 6 galaxies (e.g., HUDF09/12, CANDELS, XDF, GOLDRUSH; Oesch et al. 2010b; Grogin et al. 2011; Koekemoer et al. 2011; Ellis et al. 2013; Illingworth et al. 2013; Ono et al. 2017) is to obtain the faint-end slope of luminosity functions, a key quantity for testing galaxy formation models. In addition, since z ∼ 6 − 10 is the epoch of reionization and faint galaxies are thought to be major sources of ionizing photons, the abundance of faint galaxies, i.e., the faint-end slope, is important for understanding the reionization of the universe.
Recently, in order to derive luminosity functions at fainter magnitudes, deep observations combined with the power of the gravitational lensing by galaxy clusters have been conducted, such as the CLASH program (see Postman et al. 2012 , for more details) and the Hubble Frontier Fields program (HFF; Lotz et al. 2017) . Utilizing early-stage data from the HFF, the faint limits of luminosity functions reach as faint as UV magnitudes (M UV ) of M UV ∼ −15.5, −17, and −17.5 at z ∼ 6 − 7, 8, and 9, respectively (Atek et al. 2014 (Atek et al. , 2015b Ishigaki et al. 2015; McLeod et al. 2015) . More recently, very faint galaxies of M UV ∼ −13 at z ∼ 6 − 7 have been detected using one-third of the full HFF data (Castellano et al. 2016; Livermore et al. 2017) , half of them (Laporte et al. 2016) , two-thirds of them (Kawamata et al. 2016 ; hereafter K16, Yue et al. 2017) , and all of them (Ishigaki et al. 2018) . However, the luminosity functions obtained in the previous studies, including those from the HFF, are still highly uncertain, especially at M UV −18 and z 6, because the size-luminosity relations are not determined well in that magnitude range (see our Figure 12 , and Figure 2 of Bouwens et al. 2017a) owing to an insufficient number of galaxies with size measurements.
There have been a number of studies that measure sizes of bright (M UV −18) galaxies (e.g., Ferguson et al. 2004; Bouwens et al. 2004; Curtis-Lake et al. 2016; Laporte et al. 2016; Bowler et al. 2017) . At z ∼ 4 and 5, Huang et al. (2013) have carefully measured the size distributions of Lyman break galaxies (LBGs) with −22.5 M UV −17.5 and find size-luminosity relations of L ∝ r 0.22−0.25 e , where L and r e are the luminosity and effective half-light radius, respectively. Oesch et al. (2010a) were among the first to measure the sizes of z ∼ 7 and 8 galaxies with samples of 16 and five galaxies from HUDF09 (Oesch et al. 2010b) reporting that the decreasing trend of sizes with increasing redshifts continues to these redshifts. This trend has been confirmed by Ono et al. (2013) by careful measurements using the deeper imaging data from HUDF12 Koekemoer et al. 2013) . With a larger sample, Grazian et al. (2012) have measured the sizes of z ∼ 7 LBGs of moderate magnitude (M UV −18.5). They have found that the sizeluminosity relation is in the form of L ∝ r 0.5 e at this redshift, although their size measurements may suffer from systematic biases due to their measuring method. More recently, Shibuya et al. (2015) have measured sizes for large z ∼ 6 − 10 LBG samples with moderate magnitudes of M UV −18. However, since none of the above studies has reliably determined the size-luminosity relation for M UV −18 galaxies at z 6, a size-luminosity relation of L ∝ r 0.25 e has been commonly adopted, given the results of Huang et al. (2013) obtained for z ∼ 4 − 5. This relation is extrapolated and also applied to fainter magnitudes down to M UV ∼ −13, beyond the magnitude range over which it is determined.
At faint magnitudes of M UV −18, Kawamata et al. (2015, hereafter K15) have used the first cluster and parallel fields data from the HFF to find that the sizes of observed faint galaxies (−18.7 M UV −16.6) are considerably smaller than the sizes inferred from the extrapolated size-luminosity relation of L ∝ r 0.25 e . This result has subsequently been confirmed by Bouwens et al. (2017a) , Laporte et al. (2016) , and Bouwens et al. (2017c) , who have measured the sizes of faint galaxies using four, three, and four HFF cluster fields data, respectively. In addition, Bouwens et al. (2017a) have indirectly indicated the absence of faint galaxies with large sizes using the dependence of the galaxy surface density on the lensing shear. They have concluded that the intrinsic sizes of the faintest galaxies are small, and the intrinsic size distribution assumed in the calculation of the luminosity function should be close to the observed one. This makes the faint-end slope of the luminosity function shallower. However, since none of Kawamata et al. (2015) , Bouwens et al. (2017a,c) , and Laporte et al. (2016) have considered an incompleteness correction due to galaxies with large sizes, the slope of the size-luminosity relation may be biased toward a steeper value. In addition, the indirect inference in Bouwens et al. (2017a) is subject to large uncertainties, which may result in weak constraints on the size distribution compared to inferences using direct size measurements.
In this paper, we provide direct size measurements of z ∼ 6−7, 8, and 9 LBGs at −21.6 M UV −12.3 using all six HFF cluster and parallel fields data. We show that the incompleteness effect is significant at z ∼ 6−9 for the first time. We derive incompleteness-corrected intrinsic size-luminosity relations simultaneously with luminosity functions, which enables us to explore the correlation between these two functions. We note that we do not discuss the UV luminosity density and hence the contribution of galaxies to cosmic reionization, because the normalization parameter of UV luminosity functions is not determined in this paper.
The structure of this paper is as follows. In Section 2, we describe the data and samples, which are identical to those constructed in Ishigaki et al. (2018) but with slight changes. In Section 3, we measure the sizes of the galaxies. Our method to correct for systematic biases, which is updated from that in K15 in order to deal with the increased number of galaxies, is also described. In Section 4, for each of the three redshift ranges, we simultaneously estimate the intrinsic size-luminosity relation and the UV luminosity function from the observed distribution of galaxies on the size-luminosity plane, taking account of the incompleteness effect. The correlations between the size-luminosity and luminosity function parameters are also obtained. We discuss our findings in Section 5 and give a summary in Section 6.
Throughout this paper, we adopt a cosmology with Ω M = 0.3, Ω Λ = 0.7, and H 0 = 70 km s −1 Mpc −1 . Magnitudes are given in the AB system (Oke & Gunn 1983) . Galaxy sizes are measured in the physical scale.
DATA AND SAMPLE SELECTION
Here we describe the data, sample selection, and obtained samples. The data and the criteria for the sample selection are the same as those in Ishigaki et al. (2018) , but we remove two galaxies from their samples. Only a brief description is given in this section, and readers are referred to the above paper for further details.
HFF Mosaic Data
We use the reduced image mosaics obtained in the HFF program, which are made publicly available through the STScI website 8 . This program targets six cluster fields, Abell 2744, MACS J0416.1−2403, MACS J0717.5+3745, MACS J1149.6+2223, Abell S1063, and Abell 370, and their accompanying six parallel fields. Those fields have been observed deeply with the Hubble Space Telescope using three bands of the Advanced Camera for Surveys (ACS) and four bands of the IR channel of the Wide Field Camera 3 (WFC3/IR). We utilize the v1.0 standard calibrated (i.e., without 'self-calibration') mosaics for the three ACS bands F435W (B 435 ), F606W (V 606 ), and F814W (i 814 ). For the four WFC3/IR bands F105W (Y 105 ), F125W (J 125 ), F140W (JH 140 ), and F160W (H 160 ), we use the v1.0 standard calibrated mosaics for the Abell 2744 parallel and MACS J0416.1−2403 cluster fields and v1.0 mosaics corrected for 'time-variable sky emission' for the other ten fields. The 5σ limiting magnitudes of the mosaics are ∼ 29 mag on a 0. 35 diameter aperture. All the images have a pixel scale of 0. 03.
Sample Selection
We make two catalogs with different detection images, which are referred to as the JJHH and JHH catalogs. The detection image for the former is a J 125 , JH 140 , and H 160 combined image, and for the latter it is a JH 140 and H 160 combined image; these are created using SWarp v2.38.0 (Bertin et al. 2002) together with their weight maps. To make the catalogs, we run SExtractor v2.8.6 (Bertin & Arnouts 1996) on the seven bands' images using the detection images. The photometric redshifts of galaxies in these catalogs are estimated using BPZ v1.99.3 (Benítez 2000) . From the catalogs, we select i-, Y -, and YJ-dropout galaxies using the Lyman break technique. For i-and Y -dropout selections, we use the JJHH catalog and for YJ-dropout selection, we use the JHH catalog.
8 http://www.stsci.edu/hst/campaigns/frontier-fields/ For i-dropouts or z ∼ 6 − 7 galaxies, we use the criteria of
i 814 − Y 105 > 2(Y 105 − J 125 ) + 0.6,
for Y -dropouts or z ∼ 8 galaxies,
J 125 − JH 140 < 0.5,
Y 105 − J 125 > 0.4 + 1.6(J 125 − JH 140 ),
and for YJ-dropouts or z ∼ 9 galaxies, (Y 105 + J 125 )/2 − JH 140 > 0.75, 
J 125 − H 160 < 1.15,
JH 140 − H 160 < 0.6.
For i-dropouts, we use additional signal-to-noise ratio constraints that require objects not to be detected at > 2σ levels in both the B 435 -and V 606 -band images or in a B 435 + V 606 stacked image. Detections at > 5σ levels are also required in both the Y 105 -and J 125 -band images. For a conservative selection, i 814 magnitudes are replaced by the i 814 2σ limiting magnitude if the signal is below that level. For Y -dropouts, objects are required to be detected at > 2σ levels in none of the B 435 -, V 606 -, and i 814 -band images. In addition, detections at > 5σ levels are required in all of the J 125 -, JH 140 -, and H 160 -band images. For YJ-dropouts, objects are required to be detected at > 2σ levels in none of the B 435 -, V 606 -, and i 814 -band images. In addition, detections at > 3σ levels are required in all of the JH 140 -and H 160 -band images and at > 3.5σ levels in at least one of these band images. Magnitudes of Y 105 and J 125 are replaced by their 0.9σ limiting magnitudes if the signal is below that level. Finally, we remove objects whose pseudo-χ 2 is larger than 2.8, with χ 2 = i SGN(f i )(f i /σ i ) 2 , where the summation runs over all the ACS bands. Here f i and σ i are the flux density and its uncertainty in the i-th band image, respectively, and SGN(f i ) is the sign function, whose definition is SGN(x) = 1 if x > 0, SGN(x) = 0 if x = 0, and SGN(x) = −1 if x < 0. The selected dropout galaxies are presented in Tables 4-6 in Ishigaki et al. (2018) .
From the Ishigaki et al. (2018) samples, we remove a Y -dropout galaxy, HFF6P-1733-6559, and a YJ-dropout galaxy, HFF6P-1732-6562, in the Abell 370 parallel field, because they appear to be spurious sources by visual inspection. These are indeed the same object meeting both the Y -and YJ-dropout selections. As a result, the total numbers of the selected galaxies are 350, 64, and 39 for i-, Y -, and YJ-dropouts, respectively. Their photometric redshift distributions are shown in Figure 1 . The averages of the reliable (z > 4) photometric redshifts of the i-, Y -, and YJ-dropouts are z = 6.2, 7.8, and 8.5, respectively. Therefore, we use z = 6, 8, and 9 in the calculation of the sizes, magnitudes, and magnification factors for i-, Y -, and YJ-dropouts, respectively. Fixing the redshift to these values does not cause any systematic errors in the following results.
SIZE AND MAGNITUDE MEASUREMENTS

Two-dimensional Profile Fitting
In this subsection, we estimate lensing-corrected, i.e., intrinsic, sizes and magnitudes of the dropout galaxies.
The lensing effects are calculated using the software glafic v1.2.7 (Oguri 2010) . For the mass distributions of Abell 2744 and MACS J0416.1−2403, we use our version 4 mass models updated to reflect the latest MUSE observations by Mahler et al. (2018) and Caminha et al. (2017) , respectively. For MACS J0717.5+3745 and MACS J1149.6+2223, we use our version 3 mass models constructed in K16. For Abell S1063 and Abell 370, we newly construct version 4 mass models following the method established in K16. Modeling details about the four version 4 mass models are described in Appendix A. All of the mass models are available on the Space Telescope Science Institute website 9 . The uncertainty in each magnification factor is calculated from tenthousand models sampled from a Markov chain Monte Carlo (MCMC) chain (see Section 3.2). This uncertainty is smaller than the scatter in magnification factors among all modeling teams' models. The typical scatters are 30% at µ ∼ 2 and 70% at µ ∼ 40 as reported in Priewe et al. (2017) , who have conducted a thorough comparison between the mass maps of Abell 2744 and MACS J0416.1−2403 by all modeling teams (see also Meneghetti et al. 2017) . The smaller uncertainties in our models are due to limited flexibilities inherent in parametric modeling methods, while the predicted magnification factors are consistent with those by the other teams (see Figures 10-11 and 12-13 in Priewe et al. 2017) .
The method to measure intrinsic sizes and magnitudes is identical to that in K15. However, while the measurements in K15 were conducted only for bright galaxies, here we deal with all the galaxies in the samples. We fit a Sérsic profile to a galaxy image in an 8. 4 × 8. 4 cutout image using a two-dimensional fitting algorithm conducted by the command optimize in glafic, which simultaneously corrects for the lensing and point-spread function (PSF) effects. In order to correct for the lensing effects, an ellipsoidal Sérsic profile on the source plane is lensed onto the image plane, and the galaxy image is fitted with the lensing-distorted Sérsic profile. In order to correct for the PSF effects, the lensing-distorted Sérsic profile is convolved with an average stellar image on the image plane, which is generated by stacking 5-20 stars found in each field. The Sérsic profile is defined as
where Σ(r), Σ 0 , b n , r e , and n represent the surface brightness profile, surface brightness at r = 0, parameter to convert the scale radius to the half-light radius, half-light radius, and Sérsic index, respectively. The ellipticity e and position angle are introduced by a simple variable transformation (see Oguri 2010, for details) . In what follows, r e means the circularized half-light radius, r maj e √ 1 − e, where r maj e is the radius along the major 9 https://archive.stsci.edu/prepds/frontier/lensmodels/ axis. The magnitude is calculated from r e and Σ 0 . During the fitting, the Sérsic index is fixed to n = 1 and the maximum ellipticity is set to 0.9. A uniform sky background is assumed, and the normalization is optimized at the same time. When nearby objects may introduce any bias to the fitting result, we mask these objects or add additional profiles to fit the nearby objects simultaneously. The fittings are conducted using the YJJH, JJHH, and JHH combined images at z ∼ 6 − 7, 8, and 9, respectively. Although we have already constructed size samples in K15 from the Abell 2744 cluster and parallel fields, we conduct the fittings again because there are updates on the mass map of the cluster. The obtained morphological properties and magnitudes are presented in Tables B1-B3 in Appendix B. The fitting results for galaxies fainter than −18 mag are also graphically shown in Figures B1 and B2 in Appendix B.
3.2. Error Estimations In this subsection, we evaluate errors in the measured sizes and magnitudes following the method in K15, but in a more efficient way. We consider two sources of errors: errors in the fitting procedure and errors in the mass map.
There are two types of errors in the fitting procedure. One is a systematic bias, by which the sizes and magnitudes of larger (smaller) galaxies are underestimated (overestimated). The other is a random error, which arises from random sky noise that disperses the estimated size and magnitude. In order to estimate these errors, we conduct Monte Carlo simulations, in which we bury simulated galaxies in a real image and perform the same fitting procedure as for real dropout galaxies. Since these systematic and random errors are primarily dependent on the galaxy apparent magnitude, apparent radius, and sky value in the vicinity, we estimate the two errors as a function of the three parameters. We use the Abell 2744 cluster field image for this derivation and apply the relation to all twelve fields. In detail, first, we select a random position in the image and bury an n = 1 Sérsic profile, whose magnitude, radius, ellipticity, and position angle are chosen randomly. Second, we conduct the same procedure on this pseudo-galaxy as for real galaxies. We repeat these two processes until we obtain a sufficient number of measurements in each parameter bin. Third, for each real dropout galaxy, we choose a set of simulated galaxies whose apparent magnitudes, apparent radii, and sky values in the vicinity are close to those of the dropout galaxy. Using the intrinsic magnitudes and radii of the simulated galaxies in this set, we estimate the random errors and correct for the systematic errors in size and magnitude. Examples of the Monte Carlo simulations are presented in Figure 2 .
Systematic errors in mass maps also affect measurement results. Since the apparent magnitudes and sizes of lensed galaxies are converted into intrinsic values using mass maps, an overestimate of the magnification factor results in an underestimate of the intrinsic sizes and magnitudes, and vice versa. In order to estimate the errors in magnification, we generate an MCMC chain of the mass model parameters using the command mcmc in glafic. From ten-thousand samples in the chain, we estimate the error in magnification factor at the positions of each dropout galaxy with the mcmc calcim command. z ⇠ 6 7 r e / kpc = 0.46-0.69 n sky /count = 0.001-0.003 Figure 2 . Examples of the Monte Carlo simulations to estimate the systematic and random errors in size and magnitude measurements. The top panel shows the median and 1σ distribution of output radii as a function of input radius for galaxies with an apparent magnitude of m/mag = 26.7-27.7 and for a sky value of n sky /count = 0.001-0.003. The bottom panel shows the median and 1σ distribution of output magnitudes as a function of input magnitude for galaxies with re/kpc = 0.46-0.69 and for a sky value of n sky /count = 0.001-0.003.
For each cluster, one hundred mass maps generated from randomly selected MCMC samples are available on the Space Telescope Science Institute website. The random errors in size and magnitude due to the fitting procedure and random errors in magnification factor are presented in Tables B1-B3 .
SIZE-LUMINOSITY DISTRIBUTIONS AT
In this section, we first present the distribution of our galaxies on the size-luminosity plane. Then, detection incompleteness is calculated as a function of absolute magnitude and size for each field and redshift range. Finally, we use these incompleteness maps on the sizeluminosity plane to simultaneously derive intrinsic sizeluminosity relations and luminosity functions for the first time at these redshift ranges.
4.1. Galaxy Distribution on the Size-luminosity Plane Figure 3 shows the size-luminosity distributions of our galaxies at z ∼ 6 − 7, 8, and 9, together with those from previous studies that adopt two-dimensional profile fittings in size measurements. The error bars include the errors in the fitting process and our mass maps. Our samples occupy either the same regions as the previous samples or their reasonable extrapolations toward much fainter magnitudes.
As summarized in Tables B1-B3 , some galaxies are multiply imaged on the image plane. The physical parameters of these galaxies are calculated by averaging over the multiple images. The numbers of independent galaxies with size measurements are thus reduced to 334, 61, and 37 at z ∼ 6 − 7, 8, and 9, respectively. Among them, the numbers of faint (M UV −18) galaxies are 83, six, and three, respectively. These numbers should be compared only with those from previous studies that adopt parametric size measurements such as GALFIT (Peng et al. 2002 (Peng et al. , 2010 , not with those based on nonparametric methods such as "curve-of-growth." This is because these two methods rely on different assumptions, which may introduce different biases and therefore make comparisons of the results difficult. At faint magnitude ranges, as investigated in this work, previous studies that adopt parametric size measurements are Ono et al. (2013) , K15, Holwerda et al. (2015) , Shibuya et al. (2015) , and Bouwens et al. (2017a) (see also Oesch et al. 2010a ). The numbers of galaxies in our samples and in the previous studies are presented in Table 1 . For z ∼ 6 − 7 and 9, the addition of our samples increases the numbers of faint (M UV −18) galaxies with size measurements about 2.5 and 4 times, respectively. For z ∼ 8, our sample is the first that contains faint galaxies with size measurements. The faintest objects among the previous samples have M UV −14.48 (Bouwens et al. 2017a ), −18.1 (Shibuya et al. 2015), and −17.8 (Holwerda et al. 2015) at z ∼ 6 − 7, 8, and 9, respectively. We push the faint limits down to M UV −12.3, −16.8, and −15.4 at z ∼ 6 − 7, 8, and 9, respectively.
Completeness Estimation
For a given total magnitude, galaxies with larger sizes are less likely to be detected in observations because of their low surface brightnesses. Since this effect is more prominent for fainter objects, observed size-luminosity relations can become significantly steeper than intrinsic ones. We conduct the following Monte Carlo simulations to calculate detection completeness as a function of absolute magnitude and size. The detection completeness is defined as the fraction of galaxies that are detected and pass the dropout selection described in Section 2.2.
(1) We select random positions uniformly on the source plane. (2) For each position, we generate an artificial galaxy with a certain size and magnitude and place it, taking the lensing and PSF effects into account, into the combined image, which is used as the detection image in Table 1 Number of M UV −18 galaxies in the present and previous samples
This work 91 (350) 7 (64) 3 (39) Six HFF cluster and parallel fields Ono et al. (2013) 0 (9) 0 (6) -HUDF12 Holwerda et al. (2015) --1 (8) XDF and CANDELS Kawamata et al. (2015) 4 (31) 0 (8) -First HFF cluster and parallel fields Shibuya et al. (2015) 7 + 1 (422 + 173) a 0 (46) -CANDELS, HUDF09/12, and first two HFF parallel fields Bouwens et al. (2017a) 47 (76) --First two HFF cluster fields
Note. -The number of galaxies in the full sample is shown in parentheses. a Numbers at z ∼ 6 and 7 are presented.
the catalog construction. The galaxy is modeled with a Sérsic profile of the index n = 1. The ellipticity is randomly chosen from a uniform distribution between 0 and 0.9. (3) We run SExtractor on the image with artificial galaxies and calculate the fraction of artificial galaxies that are detected by SExtractor and bright enough to meet the criteria of dropout selection. (4) We repeat steps (1)-(3), changing the size and magnitude of artificial galaxies. It should be noted that we do not assume any specific spectral energy distribution (SED) shape. This is because, primarily, the completeness is not dependent on the SED shape but only on size and magnitude. As an example, the obtained completeness maps at z ∼ 6 − 7 in the Abell 2744 cluster and parallel fields are shown in Figure 4 . Note that although faint galaxies are bright enough to be detected if highly magnified, their completeness is significantly low because they rarely fall onto highly magnified regions.
As seen in Figure 5 , the observed size-luminosity distributions can be significantly deformed by incompleteness, which depends on size and luminosity. We discuss the impact of incompleteness on the estimation of the intrinsic size-luminosity relations in Section 5.1. In the cluster fields, even galaxies fainter than ∼ −18 mag are detected, but with low completeness. For example, at M UV = −16, only those with r e < 0.1 kpc are included in the samples. This means that while the HFF has opened a window to faint galaxies, it is open only to very small objects. On the other hand, galaxies detected in the parallel fields are limited to ∼ −18 mag, but with a relatively high completeness over a wide size range because completeness drops sharply at M UV ∼ −18. Therefore, the cluster fields require a more careful consideration of incompleteness effects.
Maximum-likelihood Estimation of the Intrinsic Size-luminosity Distribution
In this subsection, we obtain for each of the three redshift ranges the incompleteness-corrected or intrinsic bivariate size-luminosity distribution of galaxies, which is a product of the intrinsic size-luminosity relation and the luminosity function. We model the size-luminosity relation by a log-normal distribution with three free parameters while modeling the luminosity function by a Schechter function with two free parameters; the total number of free parameters is thus five. Then, by multiplying the intrinsic distribution by the incompleteness map, we model the observed size-luminosity distribution of galaxies. Maximum-likelihood estimation (MLE) is used to obtain the best-fit values of these parameters that best reproduce the observed bivariate distribution.
This bivariate method has been exploited in de Jong & Lacey (2000) and Huang et al. (2013) to simultaneously derive the size-luminosity relation and UV luminosity function for local spiral galaxies and LBGs at z ∼ 4 − 5, respectively. A similar method has also been adopted in Schmidt et al. (2014a) . This method has two advantages over binning methods conventionally adopted as described in Schmidt et al. (2014a) ; one is that no information is lost because data are not binned, and the other is that photometric errors in magnitude are also considered. In addition, by determining the size-luminosity relation and luminosity function simultaneously, we are able to evaluate the degeneracy between those two relations. Furthermore, in most previous studies, sizeluminosity relations have been determined to minimize the residuals in size, which is equivalent to MLE that assumes observed galaxies have a flat distribution in luminosity. On the other hand, our method correctly derives the size-luminosity relation and, consequently, the luminosity function because the luminosity distribution is also modeled using luminosity functions.
The probability density function (PDF) of the intrinsic galaxy distribution on the size-luminosity plane Ψ(r e , M UV ) is modeled as Ψ(r e , M UV ; r 0 , σ, β, M * , α)
where P (r e , M UV ) is the PDF of size and φ(M UV ) is that of luminosity. As P (r e , M UV ), we adopt a log-normal distribution described as
where
and r 0 , σ, β, and L 0 are the modal radius at M UV = −21, width of the log-normal distribution, slope of the size-luminosity relation, and luminosity corresponding to M UV = −21, respectively. As φ(M UV ), we adopt a Schechter function described as
where M * and α are the characteristic magnitude and power-law slope at the faint end. Note that we do not de- termine the normalization parameter φ * of the Schechter function because we are interested not in the absolute number of galaxies but only in their relative distribution on the size-luminosity plane. The observed size-luminosity distribution Ψ in the ith field is modeled by multiplying the parameterized intrinsic size-luminosity distribution and the completeness map in that field C i obtained in Section 4.2,
where N i is the normalization parameter to make the volume unity. The probability that a galaxy with (r e , r e + dr e ) and (M UV , M UV + dM UV ) is found is Ψ (r e , M UV ) dr e dM UV . In order to calculate the probability of the j-th galaxy in the i-th field f i,j considering the observed errors in size and magnitude, we convolve the modeled observed size-luminosity distribution Ψ with a two-dimensional gaussian centered on the observed size and magnitude, whose variances are equal to their observed errors,
where g(r e , M UV ; r e,j , M UV,j , δr e,j , δM UV,j ) is a gaussian function whose peak is at the observed size and magnitude (r e,j , M UV,j ) and the variances are equal to their Figure 5 . Bivariate probability distributions of z ∼ 6 − 7 galaxies on the size-luminosity plane shown on a logarithmic scale. The top panel shows the intrinsic distribution with an arbitrary normalization. The contour levels are logarithmically equidistant with 1 dex steps. The middle and bottom panels are for the observed distributions in the Abell 2744 cluster and parallel fields, respectively, calculated by multiplying the intrinsic distribution by the completeness map for each field. Galaxies detected in each field are shown with squares in the lower two panels. The parameters of the intrinsic bivariate distribution presented here are the best-fit parameters obtained in Section 4.3.
observed errors (δr e,j , δM UV,j ). The likelihood in the Note. -Numbers in square brackets are fixed during the fitting. a Size-luminosity relation is presented in their Appendix D. b Effective slope of the size-luminosity relation, although its parameterization is different from ours. c Size-luminosity relation is presented in their paper and the bottom panel of our Figure 12. i-th field L i is given by
The total likelihood L is the product of the likelihood in each field,
We use the MCMC procedure to estimate the best-fit values and uncertainties for the five parameters and the degeneracy between them. We assume flat priors on all five parameters. Note that we do not use the galaxies HFF5P-1940-3315 at z ∼ 6 − 7 and HFF5P-2129-2064 at z ∼ 8 in the Abell S1063 parallel field because they are outliers. For the MCMC sampling, we use the public software emcee (Foreman-Mackey et al. 2013 ). The MCMC results are shown in Table 2 and Figures 6-8. As an example, the obtained intrinsic bivariate sizeluminosity distribution at z ∼ 6 − 7 is presented in the top panel of Figure 5 .
DISCUSSION
In this section, we first discuss the intrinsic sizeluminosity relations and luminosity functions at z ∼ 6 − 9. Second, we construct a model to reproduce the steep size-luminosity relation at z ∼ 6 − 7 using the result of the abundance matching in Behroozi et al. (2013) . Third, we show that there are large uncertainties in the z > 6 luminosity functions derived in previous studies because of a large variance in the assumed size-luminosity relations and that those uncertainties are greatly reduced at least for z ∼ 6−7 by using the size-luminosity relation obtained in this work. Finally, we discuss the redshift evolution of size.
5.1. The Intrinsic Size-luminosity Relation and Luminosity Function at z ∼ 6 − 7 We discuss here the intrinsic size-luminosity relation and UV luminosity function at z ∼ 6 − 7, which are reliably estimated because of the large sample. The best-fit size-luminosity relation and its 1σ uncertainty are presented in the top panel of Figure 9 , together with the results of previous work.
First, to evaluate the impact of detection incompleteness on the estimation of the size-luminosity relation, we fit the apparent size-luminosity distribution without correcting for completeness. In this process, as an alternative to Ψ i in Equation (16), we use a distribution model of Ψ apparent (r e , M UV ; r 0 , σ, β) = P (r e , M UV ; r 0 , σ, β),
where P (r e , M UV ) is described in Equation (13). This implies that we assume a flat distribution for the magnitude distribution. The best-fit parameter sets estimated using MLE are presented in Table 2 as "This work (ap- Figure 8 . Same as Figure 6 but for z ∼ 9.
parent)". We find that the modal sizes are ∼ 0.15 dex underestimated, on average, and as large as ∼ 0.2 dex at M UV = −16. The slope of the intrinsic size-luminosity relation is overestimated by ∆β = 0.06. This suggests that incompleteness has a slight contribution to the apparent steepness. In contrast, we find that the variance of the size-luminosity relation σ is ∼ 25% underestimated if incompleteness is not corrected for. Then, we discuss the incompleteness-corrected results. Concerning the size-luminosity relation, the marginalized value of the slope is β = 0.46 Shibuya et al. (2015) (without incompleteness correction), both of them utilizing brighter (M UV −18) samples. This is the first time to confirm the steepness of the intrinsic size-luminosity relation of z ∼ 6 − 7 galaxies. Although a steep slope for galaxies at this redshift range was first reported by K15 based on reliable size measurements of the first HFF sample and then confirmed with larger samples by Bouwens et al. (2017a,c) , none of these studies has applied incompleteness correction. The differences in the slope from Huang et al. (2013) and Shibuya et al. (2015) can be due to the differences in the magnitude range and hence in the physics dominating in galaxies. We further investigate this physical origin of the steepness in Section 5.3 using the result of the abundance matching by Behroozi et al. (2013) . As described in the next paragraph, the difference from Shibuya et al. (2015) can also be explained by the differences in methods to measure magnitudes and to fit the size-luminosity relation. We note that although it has a steep slope, the best-fit intrinsic bivariate distribution predicts the existence of faint galaxies with large sizes, for instance, M UV = −16 galaxies with r e ∼ 1 kpc, (see the top panel of Figure 5 ). Shibuya et al. (2015) have found remarkably shallower slopes of β 0.25 ± 0.05 for brighter galaxies at z ∼ 6 Figure 9 . Galaxy distributions on the size-luminosity plane at z ∼ 6−7 (top), 8 (middle), and 9 (bottom), respectively. The red and green points represent, respectively, our galaxies and those from previous studies ( Figure 10 . Correlations between the faint-end slope of the luminosity function, α, and the slope of the size-luminosity relation, β, overplotted with the observational results presented in Table 2 (filled squares) and simulation results (open squares). The top, middle, and bottom panels show the results at z ∼ 6 − 7, 8, and 9, respectively. and 7 even without correcting for incompleteness. Interestingly, in Figures 3 and 9, their galaxies appear to have a similar slope to ours. In fact, while their samples made public and plotted here use GALFIT magnitudes, they have used SExtractor magnitudes to derive the slope (T. Shibuya 2017, private communication) . Applying the same method (Equation 20 ) to their sample, we find that using SExtractor magnitudes gives slopes 0.13 and 0.21 shallower than those based on GALFIT magnitudes at z ∼ 6 and 7, respectively. This may suggest that using SExtractor magnitudes leads them to derive the shallower slopes. In addition, our fitting method is different from theirs. They use a least-squares method that minimizes residuals only in size, which can bias the slope toward shallower values.
The modal size at M UV = −21 is 0.94
−0.15 kpc at z ∼ 6 − 7. This size can be slightly larger than the incompleteness-uncorrected sizes by the previous studies (Bouwens et al. 2004; Oesch et al. 2010a; Shibuya et al. 2015) . We note that the sizes in Bouwens et al. (2004) and Oesch et al. (2010a) are averages in the range of −21 ≤ M UV ≤ −19.7, which means the sizes at M UV = −21 should be larger (see also Figure 15 ).
The variance of the log-normal size distribution is σ = 0.87 −0.065 at z ∼ 4 and 5, respectively, in Huang et al. (2013) . According to the analytical model by Mo et al. (1998) (see also Fall & Efstathiou 1980) , galaxy sizes are basically proportional to their halo sizes and spin parameters. The distribution of the spin parameter is log-normal at a fixed halo mass and thus also approximately log-normal at a fixed luminosity. Its variance was estimated to be σ h = 0.60 at z = 0 and revealed to scarcely evolve toward higher redshifts by Zjupa & Springel (2017) with the dark matter-only Illustris simulation. Since the observed variance of the galaxy-size distribution is larger than that of the spin parameter, there may be some elements that broaden the galaxy-size distribution. For example, a scatter in halo mass at fixed luminosity would result in a broader size distribution. This scatter was recently suggested at low redshifts in Charlton et al. (2017) . Another explanation is a disk-to-halo ratio of specific angular momentum depending on the spin parameter, which means the galaxy size is no longer proportional to the spin parameter. We note that the derived variance σ has been corrected for errors in size and magnitude measurements as described in Equation (17).
We find a shallow faint-end slope of the luminosity function of α = −1.86
−0.18 , consistent with the slopes in Bouwens et al. (2015 Bouwens et al. ( , 2017b and Laporte et al. (2016) but slightly incompatible with recently suggested steep slopes of α −2.00 to −2.15 (e.g., Livermore et al. 2017; Ishigaki et al. 2018) . The reason for this is that our sizeluminosity relation is steeper than those utilized in the previous studies. With a steeper size-luminosity relation, galaxies are easier to detect, and a smaller amount of incompleteness correction is needed in luminosity function derivation, especially at faint magnitude ranges. Thus, the faint-end slope becomes shallower. The effects of the size-luminosity relation on the luminosity function are further discussed in Section 5.4.
The characteristic magnitude, M * = −20.73
is consistent with those of previous work. Since the marginalized distribution has a long tail toward the brighter magnitude, the mode of it is slightly larger, M probably because we do not use bright-galaxy samples from large-area surveys.
The parameters of the size-luminosity relation strongly correlate with those of the luminosity function. The most important may be the correlation between α and β, which has been pointed out by several works, including Grazian et al. (2011) and Bouwens et al. (2017a,b) . The top panel of Figure 10 shows the correlation between α and β obtained in this work together with the previous measurements of these parameters presented in Table 2 . We find that the steeper α in Atek et al. (2015a) and Ishigaki et al. (2018) will become further consistent with ours if steeper size-luminosity relations are assumed. Even with our large and deep sample, at z ∼ 6 − 7 there still remains a moderate uncertainty in α due to the uncertainty in the size-luminosity relation. This uncertainty in α is propagated to the UV luminosity density, a key quantity to calculating the number density of ionizing photons, although no previous studies on cosmic reionization have considered this uncertainty. We note that although the values of α obtained in Laporte et al. (2016) and Livermore et al. (2017) are consistent with our value, their α-β combinations are outside (with a large margin) of the 95% confidence ellipse obtained in this study. This demonstrates that these parameters must not be determined independently.
We also compare our α and β measurements with the results of the semi-analytical model of galaxy formation L-Galaxies (Henriques et al. 2015) . We run the LGalaxies code on two N -body dark matter simulations of different resolutions, the Millennium (Springel et al. 2005) and Millennium-II (Boylan-Kolchin et al. 2009), and combine the two galaxy catalogs to probe a wide halo mass range. Applying Equation (12) to the combined catalog finds that the L-Galaxies predicts an α consistent with our value but a significantly flatter β. Results of the semi-analytical model of galaxy formation meraxes (Mutch et al. 2016; Liu et al. 2017) are also compared. We find a good agreement with our results for z ∼ 6 − 7 and 8 and an acceptable agreement for z ∼ 9. Note that the values of β obtained here are different from those obtained in Liu et al. (2017) because of different fitting methods.
However, we find that the two models tend to predict relatively flatter size-luminosity relations, especially at z ∼ 6 − 7 and 9. Their sizes are calculated essentially based on the analytical model by Mo et al. (1998) . The flatter size-luminosity relations than observed may suggest the importance of careful calculations of the exchange of angular momentum between the dark matter halo and the stellar disk. Indeed, meraxes assumes a constant specific angular momentum of j d /m d = 1, which disagrees with our result in Section 5.3. In LGalaxies, specific angular momenta are calculated and compared with those by other semi-analytical models and hydrodynamical simulations (e.g. Guo et al. 2016; Hou et al. 2017 ). However, we do not discuss their results because they provide only the specific angular momenta of cooled gas, which may be systematically different from the specific angular momenta of disks, j d /m d . Further comparison between the observations and simulations is beyond the scope of this paper.
Another parameter set that shows a strong correlation is α and M * , as seen in Figure 6 and as has been reported in previous studies. We confirm that the uncertainty in α decreases from ∼ 0.2 to 0.1 if M * is virtually fixed to, for instance, M * = −21. The slope β also correlates with the modal size r 0 and weakly with the width of the size distribution σ; both correlations originate from a requirement to reproduce small faint galaxies (except for the β-σ correlation at z ∼ 9).
Since α strongly correlates with M * and β, a more accurate measurement of α requires a larger sample containing bright objects (to better constrain M * ) accompanied by a completeness estimation on the size-luminosity plane (to obtain an unbiased β value).
The Intrinsic Size-luminosity Relation
and Luminosity Function at z ∼ 8 and 9 The fitting results of the intrinsic size-luminosity distributions at z ∼ 8 and 9 are presented in the middle and bottom panels of Figure 9 , respectively. Since the samples are smaller than that at z ∼ 6 − 7, the uncertainties in the parameters are typically 2 − 3 times larger.
Similar to that at z ∼ 6 − 7, we find steep slopes of the size-luminosity relations of β = 0.38
−0.78 and 0.56
at z ∼ 8 and 9, respectively. These are steeper than the slope of β = 0.19 Shibuya et al. (2015) , although the differences are within the 1σ errors. However, the distributions of our galaxies on the sizeluminosity plane appear to be consistent with theirs, as is the case for z ∼ 6 − 7.
The modal sizes at M UV = −21 are 0.81
−0.26 kpc and 1.20
kpc at z ∼ 8 and 9, respectively. If incompleteness is not corrected for, the sizes become 0.2-0.3 dex smaller at z ∼ 8 and 9, a slightly larger amount of decrease than that at z ∼ 6−7. These are consistent with the incompleteness-uncorrected sizes of r e = 0.419
at z ∼ 8 by Shibuya et al. (2015) and r e = 0.6 Holwerda et al. (2015) .
The variance of the size distribution σ is 0.80
−0.26 and 1.04 +1.52 −0.46 at z ∼ 8 and 9, respectively, being almost constant at z ∼ 6 − 9. While we do not find any indication of the evolution of σ over this redshift range, the modal value of the variance distribution may decrease with redshift. Further discussion needs larger samples.
While the faint-end slope of the luminosity function at z ∼ 9 is relatively shallow (α = −1.64
−0.99 ). However, both values are consistent with the value at z ∼ 6 − 7 due to the large uncertainties.
At z ∼ 8 − 9, the probability distributions of M * have tails toward the brighter magnitudes, and thus the median values are remarkably brighter than that at z ∼ 6 − 7. This is because our samples do not have enough bright galaxies due to the small cosmic volume the HFF program is probing. We note that the M * values at z ∼ 8 − 9 are close to typical magnitudes at these redshifts of M * ∼ −21 within the uncertainties. Furthermore, the modes are M * = −19.95 at z ∼ 8 and −19.80 at z ∼ 9.
We also calculate r 0 , σ, β, and α by fixing M * to −20.73, the best-fit value at z ∼ 6 − 7, and obtain (r 0 /kpc, σ, β, α) = (0.75 −0.18 ) at z ∼ 9, as presented in Table 2 . These α values are even shallower than those from the full modeling, with the uncertainties being reduced to be comparable to those of previous studies.
The middle and bottom panels of Figure 10 are the same as the top panel but for z ∼ 8 and 9, respectively. In contrast to the case for z ∼ 6 − 7, all the α-β combinations from previous observations and L-Galaxies are within the 95% confidence contour of our results. Besides the parameter sets of (α, β), (α, M * ), (r 0 , β), and (σ, β) that show correlations at z ∼ 6 − 7, r 0 and σ also correlate strongly at z ∼ 8 − 9. This correlation is to reproduce the smaller galaxies and may indicate that we still do not trace the peak of the size distributions at z 8.
We find that the parameters of the size-luminosity relations and luminosity functions at z ∼ 8 − 9 are still not well constrained. Thus, there are significant uncertainties in the luminosity function the faint-end slope of the luminosity function α and hence in discussions of reionization based on the UV luminosity density.
The Modeling of the Size-luminosity Relation
We construct a model to predict the normalization and slope of the size-luminosity relation at z ∼ 6 − 7 in the following process, which is referred to as the RL model.
(1) We calculate the average stellar mass of galaxies as a function of luminosity using the stellar mass-luminosity relation by González et al. (2011) . (2) Combining step (1) with the stellar mass-halo mass relation by Behroozi et al. (2013) , we evaluate the average halo mass of galaxies as a function of luminosity 10 . Note that an extrapolated relation covering a wider mass range than that 10 There may be a logical inconsistency that we model the steep size-luminosity relation using the results in Behroozi et al. (2013) , where a luminosity function derived assuming a shallower sizeluminosity relation is used. However, we consider this effect to be of secondary importance.
presented in their paper is utilized (P. Behroozi 2016, private communication) . (3) We calculate the virial radius of halos by
In the calculation of the virial overdensity ∆ vir , we use the fitted form of ∆ vir = 18π 2 + 82x − 39x 2 with x = Ω m (z) − 1 by Bryan & Norman (1998) . (4) From the halo radius, we calculate the galaxy size based on the equation in Mo et al. (1998) ,
where λ is the spin parameter of the halo defined in Peebles (1969) . The factor f j (M vir ) represents the ratio of the specific angular momentum in the galaxy against that in the halo, 
is to correct for effects caused by the change in the density profile and the gravitational effect by the disk. We need the factor of 1.678 to convert the scale length of the exponential profile to the half-light radius r e . Thus, we obtain the model of the size-luminosity relation. Except for γ, there are four parameters that are needed to calculate the size; while λ and c are reliably determined in simulations (e.g., Bullock et al. 2001; Vitvitska et al. 2002; Davis & Natarajan 2009; Prada et al. 2012) , the parameters j d and m d , depending on baryonic physics, are difficult to predict. In the calculation of the size, we assume λ = 0.04 that is independent of redshift, which is consistent with the recent result in Zjupa & Springel (2017) . For the concentration parameter c, we utilize the fitting function for the c-M vir relation for Planck cosmology in Correa et al. (2015) . We assume the typical values of (j d /m d ) MUV=−21 = 1.0 (e.g., Fall & Efstathiou 1980; Mo et al. 1998; Romanowsky & Fall 2012; Fall & Romanowsky 2013 ) and m d = 0.05 (e.g., Sales et al. 2010) . These values of j d and m d are shown to be consistent with observations in Section 5.5.
The calculated size-luminosity relation at z ∼ 6 − 7 is presented in Figure 11 as the RL model. We find that the RL model predicts a shallow slope of β 0.3 when γ = 0. While this shallow slope is consistent with observed slopes at lower redshifts of β ∼ 0.25 (e.g., de Jong & Lacey 2000; Huang et al. 2013; Shibuya et al. 2015, see also Figure 14) , it is inconsistent with our steep slope at z ∼ 6 − 7. However, when we change f j as a function of halo mass with γ = 0.15, the model predicts a steeper slope that is consistent with the observed value at z ∼ 6 − 7. This may suggests that j d /m d , that is, the fraction of the specific angular momentum in the galaxy, is smaller in fainter galaxies at higher redshifts. In the beginning stage of galaxy formation, stars are formed preferentially from gas with lower angular momenta. The halo mass dependence of f j obtained here may suggest that the faint galaxies are indeed in such a stage.
Stellar feedback may be another explanation because it redistributes the angular momentum between the galaxy and the halo, thus changing f j . Genel et al. (2015) have used the Illustris cosmological simulation to find that stellar feedback increases the specific angular momentum of galaxies, although the halo mass dependence is equivalent to γ < 0, opposite to what we find here (see also Sales et al. 2010 for a contradictory result).
Another possibility is that in low-mass halos, only those with relatively small spin parameters can form disks, thus making the slope steeper even with γ = 0. If this is the case, the shape and variance of the log-normal size distribution at faint magnitudes can be different from those at bright magnitudes.
We also compare the obtained intrinsic slope with analytical predictions by Wyithe & Loeb (2011) , which are shown in Figure 11 with gray lines. They construct a simple analytical model that describes the relation between the size and luminosity (see also Liu et al. 2017) . The predicted relation depends on the feedback that dominates in galaxies. They test three kinds of feedback: energy conserving, momentum conserving, and no feedback. The predicted slopes are β = 0.20, 0.25, and 0.33, respectively, all of which are shallower than the observed value at > 1σ levels. We note that they assume a constant f j , which corresponds to γ = 0.
Very recently, Ma et al. (2017) have suggested that UV light does not necessarily trace the main part of galaxies using high-resolution cosmological zoom-in simulations from the FIRE project. This observational bias might affect our discussion presented here and might lead to a smaller γ (see also Huang et al. 2017; Somerville et al. 2017) .
5.4. The Size-luminosity relations for Derivations of Luminosity Functions In this subsection, we examine the effects of the sizeluminosity relation on the estimation of the detected fraction of galaxies, and thus of the luminosity function.
The top panel of Figure 12 shows the detected fraction against UV magnitude for z ∼ 6 − 7 calculated for all of the HFF cluster and parallel fields using the best-fit sizeluminosity relation. As shown in this figure, the detected fraction at the faintest magnitudes M UV −15 to −14 is extremely low. This implies that the luminosity function is calculated from only a small part of galaxies in the field of view with a large (∼ 10
3 ) incompleteness correction. (Top) Detected fraction against UV absolute magnitude in each field at z ∼ 6 − 7 calculated using the completeness map of the field and the best-fit size-luminosity relation at z ∼ 6 − 7. The solid and dashed lines correspond to the cluster and parallel fields, respectively. (Middle) Variation in the detected fractions at z ∼ 6 − 7 in the Abell 2744 cluster field calculated with size-luminosity relations given in previous studies. The uncertainty estimated in this work is also plotted by the red shaded region.
(Bottom) Size-luminosity relations in the previous studies utilized to calculate the detected fractions in the middle panel, overplotted with the galaxy distributions from this work (red points) and Shibuya et al. (2015) (green points).
We calculate the detected fractions, as an example, in the Abell 2744 cluster field assuming the six sizeluminosity relations utilized in the previous studies at z ∼ 6 − 7 (Atek et al. 2015a; Ishigaki et al. 2015 Ishigaki et al. , 2018 Laporte et al. 2016; Livermore et al. 2017; Bouwens et al. 2017b ). These fractions, together with that calculated assuming our size-luminosity relation considering its uncertainty, are shown in the middle panel of Figure 12 .
The assumed size-luminosity relations are presented in the bottom panel of Figure 12 . Whereas the relations in Ishigaki et al. (2015 Ishigaki et al. ( , 2018 have delta-function-like size distributions, those in Atek et al. (2015a) , Laporte et al. (2016) , Livermore et al. (2017) , and Bouwens et al. (2017b) have variances of σ 0.9, 0.9, 1.0, and 0.69, respectively. As shown in the bottom panel, all of the size-luminosity relations in the previous studies are considerably flatter than ours, which results in underestimation of the detected fraction and a steeper faint-end slope of the luminosity function. Furthermore, there is a considerable difference between the relations, which introduces a significant uncertainty in the detected fraction and, consequently, in the luminosity function. In contrast, the uncertainty in the detected fraction calculated by our size-luminosity relation is smaller than the scatter of the detected fractions by the relations in the previous studies. This means that we reduce the uncertainty in the luminosity function that originates from the size-luminosity relation (the middle panel of Figure 12 ).
Our size-luminosity relations are more accurate than those in previous studies at z ∼ 6 − 9 for three reasons: they are not extrapolations from low-redshift results but are determined directly from large samples with accurate size measurements, they are corrected for detection incompleteness, and proper statistics are utilized. Figure 13 shows the redshift evolution of the sizeluminosity relation. While Oesch et al. (2010a) , Grazian et al. (2012) , Huang et al. (2013) , Holwerda et al. (2015) , Kawamata et al. (2015) , and Shibuya et al. (2015) showed the relations of LBGs, Roche et al. (1996 ), de Jong & Lacey (2000 , and Jiang et al. (2013) showed those of irregular galaxies, local spiral galaxies, and a combined sample of Lyα emitters (LAEs) and LBGs, respectively. The slopes at z ∼ 6 − 9 are slightly steeper than those at z 5 and those derived from bright samples at z 6. This may suggest that physical processes that affect the slopes, such as the formation stage, feedback, and transfers and redistributions of angular momentum, differ at around z ∼ 6, especially for faint galaxies. Figure 14 shows the redshift evolution of β based on LBG samples by two-dimensional profile size measurements. While our fiducial values, where all uncertainties are considered, are plotted with red open circles and thin error bars, values where the parameters of the luminosity functions are fixed to the z ∼ 6 − 7 best-fit values are plotted with red filled circles and bold error bars and presented in Table 2 . For comparison, we also plot results from samples of non-LBGs and samples based on other size measurement methods. This figure shows that the slopes of our faint LBGs at z 6 are steeper than those of bright or lower-redshift galaxies, which are almost constant at β 0.2-0.3.
Redshift Evolution of Size
The redshift evolution of sizes at Figure 15 , where L * z=3
is the characteristic UV luminosity of z ∼ 3 LBGs obtained in Steidel et al. (1999) . Similar to Figure 14 , we plot our fiducial values and values where the parameters of the luminosity functions are fixed. Our samples give consistent results with previous measurements. We fit r e ∝ (1+z) −m to data that are based on two-dimensional size measurements at 4 < z < 9.5 (except for those by Shibuya et al. 2015 , because they seem to be considerably smaller than the others). For our data, we use the ones where the parameters of the luminosity functions are fixed for consistency with the previous studies. We obtain m = 1.28±0.11, which is consistent within the errors with previous work (Bouwens et al. 2004; Oesch et al. 2010a; Ono et al. 2013; Kawamata et al. 2015; Holwerda et al. 2015; Shibuya et al. 2015) . The index is predicted by analytical models to be m = 1.0 for halos with a fixed mass and m = 1.5 for halos with a fixed circular velocity (e.g., Ferguson et al. 2004 ). We find that we trace halos in the middle of the two states, as reported in previous work.
We note that the difference in the luminosity range makes the comparison between the samples difficult. The average luminosities of individual samples plotted in Figure 13 have some variance, as shown in Table 3 . For instance, at z = 7, a difference of 0.5 mag in luminosity corresponds to a difference in stellar mass of ∆M * /M * = 54%, assuming the mass-luminosity relation in González et al. (2011) . Based on the stellar mass-halo mass relation by Behroozi et al. (2013) , the difference in stellar mass at M UV = −21 is equivalent to those in halo mass and halo radius of ∆M vir /M vir = 52% and ∆r vir /r vir = 21%, respectively. Since the galaxy size is fundamentally proportional to the halo size, the expected galaxy size would differ ∆r e /r e = 21%. This means that the difference between samples in the luminosity range introduces a systematic uncertainty into the discussion of the evolution of the average size, which is conventional in previous studies.
In order to resolve the above problem and further investigate the size evolution of galaxies, we calculate the evolution of the galaxy size-halo size ratio following K15 (see also Shibuya et al. 2015; Okamura et al. 2018) . We calculate size ratios with a similar method to that for the model construction described in Section 5.3. In order to estimate the average halo size of each sample from its average luminosity, we make use of the stellar massluminosity relation in Reddy & Steidel (2009) Figure 13 . Compilation of size-luminosity relations of LBGs from z ∼ 4 to z ∼ 9 − 10 (Huang et al. 2013 , Jiang et al. 2013 , Oesch et al. 2010a , Grazian et al. 2012 , Shibuya et al. 2015 , and Holwerda et al. 2015 and spiral galaxies at z = 0 (de Jong & Lacey 2000, Shen et al. 2003) , with our results plotted by thick solid lines. Redshift is coded by color: purple, z = 0; violet, z ∼ 4; blue, z ∼ 5; green, z ∼ 6 (z ∼ 6 − 7 for our result); yellow, z ∼ 7; orange, z ∼ 8; and red, z ∼ 9 − 10 (z ∼ 9 for our result). Different symbols represent the average absolute magnitudes and sizes of different samples: inverse triangles, z ∼ 4 − 6 samples by Oesch et al. (2010a) ; triangles, z ∼ 7 sample by Grazian et al. (2012) ; and circles, z ∼ 6 − 8 samples by Kawamata et al. (2015) . The purple dashed and dot-dashed lines represent the relations of z ∼ 0 disk galaxies obtained by the measurements in the i band by de Jong & Lacey (2000) and r band by Shen et al. (2003) , respectively. The violet, blue, and green dashed lines represent the fitting results to the sample of z ∼ 4 and 5 LBGs by Huang et al. (2013) and z ∼ 5.7 − 6.5 Lyα emitters and LBGs by Jiang et al. (2013) , respectively. stellar mass-halo mass relation (Behroozi et al. 2013) , and Equation (21). Then, we obtain the size ratio by dividing the galaxy size by the halo size. The stellar massluminosity relation in González et al. (2011) is originally obtained at z ∼ 4 − 7, but we also apply the relation at z ∼ 8 − 9.5. In the above process, the variance in luminosity between the samples is corrected for because fainter samples are assigned smaller halo sizes. The result is shown in Figure 16 . We confirm that the size ratio is roughly constant over the wide redshift range of 2.5 z 7.0, and the average ratio is 2.80% ± 0.10% over this redshift range. This value is in good agreement with those obtained in previous studies Shibuya et al. 2015; Huang et al. 2017; Okamura et al. 2018; Somerville et al. 2017 ).
It appears from Figure 15 that the average size continues to decrease with redshift at z 7. This trend, if true, predicts that the size ratio starts to decrease at z 7 because the denominator (halo mass and hence halo size of M UV −21 galaxies) increases with redshift at z 7 according to the stellar mass-halo mass relation by Behroozi et al. (2013) . This prediction is consistent with our size ratio measurements at z ∼ 8 and 9 within the errors. This decreasing trend in the size ratio was not observed in our previous work, K15, because K15 linearly extrapolated the stellar mass-halo mass relation at M h 10 11 M , while in reality, it has a knee at M h 10 11.3 M , thus resulting in underestimation of the halo masses.
We compare the observed size ratios with those predicted by the model constructed in Section 5. Using a mass-complete sample at z ∼ 1 − 7 from the FourStar Galaxy Evolution Survey, Allen et al. (2017) have found a slower size evolution of r e ∝ (1 + z) −0.97±0.02 . Since the size evolution of LBGs is faster, they have concluded that LBGs do not represent the entire galaxy population. Considering their results, it should be noted that this study also might not be tracing the entire galaxy population at z ∼ 6 − 9.
CONCLUSION
We have measured the intrinsic sizes and magnitudes of 334, 61, and 37 faint dropout galaxies at z ∼ 6 − 7, 8, and 9, respectively, from the complete HFF data, properly correcting for the lensing effects by fitting the lensed images with lensing-distorted Sérsic profiles. These represent the largest samples, especially at faint magnitudes of M UV = −18 to −12, where luminosity function measurements have been made possible only recently. Systematic and random errors in sizes and magnitudes have been carefully estimated using Monte Carlo simulations.
Although the HFF observations reach the faintest galaxies with the help of cluster lensing, our samples still suffer from the incompleteness that faint but large galaxies are not detected in observations. Since the degree of incompleteness strongly depends on the intrinsic size-luminosity relation, we have conducted simultaneous maximum-likelihood estimation of the luminosity function and size-luminosity relation from the observed distribution of galaxies on the size-luminosity plane and examined correlations between the luminosity function and size-luminosity relation.
We have also updated our mass models for Abell 2744 and MACS J0416.1−2403, as well as newly constructed models for Abell S1063 and Abell 370, all of which are publicly available through the STScI website. The following are the main results of this paper.
i. We have found that the slope of the intrinsic sizeluminosity relation of faint galaxies at z ∼ 6 − 7 is considerably steeper (β 0.46) than those (β 0.22-0.25) at z ∼ 4 − 5 and those (β 0.25) assumed in previous studies of the luminosity function at z ∼ 6 − 7. As a result of the steep size-luminosity relation, a shallow faint-end slope of the luminosity function of α = −1.86 +0.17 −0.18 has been derived. The values of β and α at z ∼ 8 and 9 are consistent with those at z ∼ 6 − 7 but have large errors due to small sample sizes. Thus, at z ∼ 8 and 9, the UV luminosity density is still highly uncertain, which has to be taken into account in the discussion of cosmic reionization.
ii. We have quantified the correlation between the parameters of the size-luminosity relation and luminosity function. Among the parameter pairs, we have found strong correlations between the faint-end slope of the luminosity function and the slope of the sizeluminosity relation, (α, β), and between the faintend slope and the characteristic magnitude of the luminosity function, (α, M ). Although the values of α in several previous studies are consistent with our measurements, some of the previous results have been found to be located outside our confidence region in the α-β plane.
iii. We have constructed an analytical model to reproduce the steep slope of the size-luminosity relation at z ∼ 6 − 7 utilizing the result of the abundance matching in Behroozi et al. (2013) . We have found that the steepness is not reproduced when j d /m d is constant within the magnitude range studied here. One possible explanation for the steepness is that a smaller fraction of the specific angular momentum is transferred to the disk from its halo at fainter magnitudes. Another possible explanation is that lowmass halos can host galaxies only when they have relatively small halo spin parameters.
iv. The average size at (0.3−1)L * z=3 gradually decreases with redshift with (1 + z) −m , where m = 1.28 ± 0.11 over a redshift range of 4 z 9.5. However, we have pointed out that this conventional discussion of the size evolution suffers from systematic biases due to a variance in average luminosity between the samples. In order to overcome this issue, we have calculated the disk-to-halo size ratio to find j d /m d ∼ 1 at M UV = −21.
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APPENDIX
A. MASS MODELS
Among the six HFF clusters, we use our version 3 mass models constructed in Kawamata et al. (2016) for MACS J0717.5+3745 and MACS J1149.6+2223; update the version 3 models for Abell 2744 and MACS J0416.1−2403, which are now referred to as version 4 models; and newly construct mass models for the last two clusters, Abell S1063 and Abell 370, also referred to as version 4. In this section, we describe the two updated and the two newly constructed models, whose modeling strategy is the same as that established in Kawamata et al. (2016) . The lensing calculation is conducted using glafic (Oguri 2010), which adopts a parametric modeling method. A summary of the mass modeling is presented in Table A1 , including the numbers of multiple images and the reduced χ 2 . The best-fit parameters of the mass components are shown in Tables A2-A5. Tables A6-A9 show the position and redshift constraints of the multiple images for each cluster, which are utilized in the model constructions. The positions of the multiple images and the critical curves of the best-fit models are shown in Figure A1 . The root mean squares of the distances between positions of observed and model-predicted multiple images on the image plane are presented in Table A1 . The relatively small root mean squares for our models indicate that they well reproduce the observations despite strict constraints due to large numbers of multiple images and spectroscopic redshifts.
A.1. Updated model for Abell 2744
After the publication of Kawamata et al. (2016) , a new mass model was published by Mahler et al. (2018) that exploits new multiple images and spectroscopic redshifts of multiple images revealed by MUSE observation. Considering the results of the MUSE observation, we update our model by incorporating and removing 25 and six positions of multiple images, respectively. Specifically, we incorporate multiple image systems 39, 40, 42, 47, 50, 61, 63, and 147 and remove IDs 2.3, 5.1, 5.4, and 8.3 and system 62. The positions of IDs 33.3 and 34.3 are corrected. In addition, we incorporate 20 MUSE spectroscopic redshifts that are considered to be reliable based on their qualities and consistency with our mass model. The spectroscopic redshift of system 1 is updated, and 19 redshifts are newly determined for systems 2, 5, 8, 10, 22, 24, 26, 30, 31, 33, 34, 39, 40, 41, 42, 47, 61, 63 , and 147. We add a mass component representing a multipole perturbation in order to better fit the observations. While the image plane rms increases by 0. 05, the reduced χ 2 slightly decreases by 0.01 compared to our version 3 model.
A.2. Updated model for MACS J0416.1−2403
After the publication of Kawamata et al. (2016) , a new mass model was published by Caminha et al. (2017) that exploits new multiple images and spectroscopic redshifts of multiple images revealed by the MUSE observation. Considering the results of the MUSE observation, we update our model by incorporating 22 positions of multiple images. Specifically, we incorporate systems 26, 58, 67, 92, 94, 95, 96, and 97, among which system 97 is found for the first time in this work. The position of ID 91.3 is corrected. In addition, we incorporate 18 MUSE spectroscopic redshifts that are considered to be reliable based on their qualities and consistency with our mass model. The spectroscopic redshifts incorporated are for systems 26, 33, 25, 38, 44, 47, 48, 49, 51, 55, 58, 67, 86, 91, 92, 94, 95, and 96 . The image plane rms increases by 0. 06, and the reduced χ 2 increases by 0.30 compared to our version 3 model.
A.3. Newly constructed model for Abell S1063 In order to construct a mass model for Abell S1063, we use multiple images identified in Balestra et al. (2013) Karman et al. (2017) , and the GLASS program (Schmidt et al. 2014b; Treu et al. 2015) . In addition, we find three new counterimages and 13 new systems, which sums up to 35 new multiple images. As a result, we use 40 systems from the literature and 13 new systems; the total number of multiple images is 141. The positional uncertainty in the multiple images is assumed to be σ x = 0. 4 for all of them.
A.4. Newly constructed model for Abell 370
In order to construct a mass model for Abell 370, we use multiple images identified in Richard et al. (2010) , Richard et al. (2014) , Johnson et al. (2014) , Diego et al. (2016b) , and Lagattuta et al. (2017) . Spectroscopic redshifts of multiple images were obtained in Richard et al. (2010 Richard et al. ( , 2014 , Lagattuta et al. (2017) , and the GLASS program (Schmidt et al. 2014b; Treu et al. 2015) . We correct the positions of four multiple images of IDs 3.3, 8.3, 13.3, and 26.3 . In addition, we find two new counterimages and 16 new systems, which sums up to 40 new multiple images. As a result, we use 33 systems from the literature and 16 new systems; the total number of multiple images is 135. The positional uncertainty in the multiple images is assumed to be σ x = 0. 4 for all of them. Figure A1 . Multiple image systems used for mass modeling for Abell 2744 (upper left), MACS J0416.1−2403 (upper right), Abell S1063 (middle left), and Abell 370 (middle right). The bottom panel shows zoomed-in images of System 2 in the Abell 370 field. Underlying color-composite images are created from the HST B 435 +V 606 -, i 814 +Y 105 -, and J 125 +JH 140 +H 160 -band images. Small yellow squares show the positions of multiple images (see Tables A6-A9 for details). Critical curves for a source redshift of z = 8 are shown with white solid lines. 
B. FITTING RESULTS
The obtained morphological properties and magnitudes are presented in Tables B1-B3 . The fitting results for galaxies fainter than −18 mag are graphically shown in Figures B1 and B2 . is the radius along the major axis and e the ellipticity. e Best-fit value of magnification.
f Median value and 1σ error of the magnification factor from the MCMC posterior distribution.
s1 Dropout galaxy that composes a multiple image system. Figure B1 . Images for z ∼ 6 − 7 faint galaxies at M UV −18. From left to right, 3 × 3 cutout images, best-fit Sérsic profiles on the image plane, best-fit Sérsic profiles on the source plane, and residual images on the image plane. Figure B2 . Same as Figure B1 but for z ∼ 8 (left) and z ∼ 9 (right).
