Abstract. We show that the Hardy-Littlewood maximal operator is bounded on a reflexive variable Lebesgue space L p(·) over a space of homogeneous type (X, d, µ) if and only if it is bounded on its dual space L p ′ (·) , where 1/p(x) + 1/p ′ (x) for x ∈ X. This result extends the corresponding result of Lars Diening from the Euclidean setting of R n to the setting of spaces of homogeneous type (X, d, µ).
Introduction
We begin with the definition of a space of homogeneous type (see, e.g., [C90a] ). Given a set X and a function d : X × X → [0, ∞), one says that (X, d) is a quasi-metric space if the following axioms hold: For x ∈ X and r > 0, consider the ball B(x, r) = {y ∈ X : d(x, y) < r} centered at x of radius r. Given a quasi-metric space (X, d) and a positive measure µ that is defined on the σ-algebra generated by quasi-metric balls, one says that (X, d, µ) is a space of homogeneous type if there exists a constant C µ ≥ 1 such that for any x ∈ X and any r > 0, (1.2) µ(B(x, 2r)) ≤ C µ µ(B(x, r)).
To avoid trivial measures, we will always assume that 0 < µ(B) < ∞ for every ball B. Consequently, µ is a σ-finite measure. Given a complex-valued function f ∈ L For a function f ∈ L 0 (X, d, µ) and p ∈ P(X), consider the functional, which is called modular, given by
By definition, the variable Lebesgue space L p(·) (X, d, µ) consists of all functions f ∈ L 0 (X, d, µ) such that ̺ p(·) (f /λ) < ∞ for some λ > 0 depending on f . It is a Banach space with respect to the Luxemburg-Nakano norm given by f L p(·) := inf{λ > 0 : ̺ p(·) (f /λ) ≤ 1}.
If p ∈ P(X) is constant, then L p(·) (X, d, µ) is nothing but the standard Lebesgue space L p (X, d, µ). Variable Lebesgue spaces are often called Nakano spaces. We refer to Maligranda's paper [M11] for the role of Hidegoro Nakano in the study of variable Lebesgue spaces and to the monographs [CF13, DHHR11] for the basic properties of these spaces. We only mention that the space L p(·) 
Our approach is based on the adaptation of Lerner's proof [L17] , which is heavily based on the Calderón-Zygmund decomposition and dyadic maximal functions in the Euclidean setting of R n , to the setting of spaces of homogeneous type. This becomes possible thanks to the recently developed techniques of dyadic decomposition of spaces of homogeneous type due to Hytönen and Kairema [HK12] (see also previous works by Christ [C90a, C90b] ). Note that this techniques was successfully applied in [AHT17, AW18, CS18, K18] for studying various problems on spaces of homogeneous type, to mention a few recent works (this list is far from being exhaustive). The paper is organized as follows. In Section 2, we describe the construction by Hytönen and Kairema [HK12] of a system of adjacent dyadic grids on a space of homogeneous type. Elements of this system are called dyadic cubes, they have many important properties of usual dyadic cubes of R n .
In Section 3, we recall the definition of Banach function spaces and the main result of [K18] (see also [L17, Theorem 3.1]) saying that if the Hardy-Littlewood maximal operator M is bounded on a Banach function space E(X, d, µ), then its boundedness on the associate space
is equivalent to a certain condition A ∞ . Since the variable Lebesgue space L p(·) (X, d, µ) is a Banach function space, in order to prove Theorem 1.1, it is sufficient to verify that L p(·) (X, d, µ) satisfies the condition A ∞ .
In Section 4, we recall very useful relations between the norm and the modular in a varaible Lebesgue space. This allows us to formulate a modular analogue of the condition A ∞ and show that this modular analogue implies the (norm) condition A ∞ . The rest of the paper is devoted to the verification of the modular analogue of the condition A ∞ (see Lemma 4.4).
In Section 5, we prepare the proof of the main result, extending [ Theorem 2.1. Let (X, d, µ) be a space of homogeneous type with the constant κ ≥ 1 in inequality (1.1) and the geometric doubling constant N. Suppose the parameter δ ∈ (0, 1) satisfies 96κ 2 δ ≤ 1. Then there exist an integer number K = K(κ, N, δ), a countable set of points {z k,t α : α ∈ A k } with k ∈ Z and t ∈ {1, . . . , K}, and a finite number of dyadic grids
such that the following properties are fulfilled:
(a) for every t ∈ {1, . . . , K} and k ∈ Z one has
where c 1 = (12κ 4 ) −1 and C 1 := 4κ 2 ;
(b) for every t ∈ {1, . . . , K} and every 
where the supremum is taken over all dyadic cubes Q ∈ D containing x. 
2.3. Calderón-Zygmund decomposition of a cube. The following result is a consequence of Theorem 2.1. 
that is, the set of all dyadic cubes with respect to Q 0 . The set D(Q 0 ) is formed by all dyadic descendants of the cube Q 0 . For a measurable function f such that (2.3)
consider the local dyadic maximal function of f defined by
of dyadic cubes Q ∈ D for which there exists a collection of sets {E(Q)} Q∈S such that the sets E(Q) are pairwise disjoint, E(Q) ⊂ Q, and
We will need the following variation of the Calderón-Zygmund decomposition of the cube Q 0 (cf. [L17, Lemma 2.4]). 
If
is pairwise disjoint, maximal with respect to inclusion, and such that
(2.5) Ω k (Q 0 ) = j∈J k Q k j (Q 0 ).
The collection of cubes
is sparse, and for all j and k, the sets
Proof. For each k ∈ N satisfying Ω k (Q 0 ) = ∅, the existence of a pairwise disjoint and maximal with respect to inclusion collection {Q
It remains to prove (2.6).
Since
. In view of (2.5) and (2.7), we see that
) for all j and k, which completes the proof of (2.6). 
with n ∈ N, for all constants a ≥ 0, and for all measurable subsets E of X, the following properties hold:
with a constant C E ∈ (0, ∞) that may depend on E and ρ, but is independent of f . When functions differing only on a set of measure zero are identified, the set
The set E(X, d, µ) under the natural linear space operations and under this norm becomes a Banach space (see [BS88, Chap. 1, Theorems 1.4 and 1.6]). If ρ is a Banach function norm, its associate norm 
The following result is a generalization of [L17, Theorem 3.1] from the Euclidean setting of R n to the setting of spaces of homogeneous type. 
It follows from Corollary 3.2 that in order to prove Theorem 1.1, it is sufficient to verify that the space L p(·) (X, d, µ) satisfies the condition A ∞ . 
Norm inequalities and modular inequalities
Lemma 4.2 (see, e.g., [DHHR11, Lemma 3.2.5]). Let (X, d, µ) be a space of homogeneous type and p ∈ P(X) be such that
Auxiliary lemma.
The following auxiliary lemma illustrates the possibility of substitution of norm inequalities by modular inequalities.
Lemma 4.3. Let (X, d, µ) be a space of homogeneous type and p ∈ P(X)
a finite family and {α Q } Q∈S is a family of nonnegative numbers such that
Proof. It is clear that
dµ(x).
.
Taking into account (4.1) and (4.2), it follows from Lemma 4.1 that
dµ(x) ≤ 1, which completes the proof. 
Let {β Q } Q∈S be an arbitrary collection of nonnegative numbers. Put (4.5)
Then (4.3) is fulfilled. since the sets {G Q } Q∈S are pairwise disjoint, we have
Hence (4.6)
By Lemma 4.2 and (4.4), (4.6), we have
for all Q ∈ S and p − ≤ p + . It follows from (4.5) and (4.7) that
, that is, the space L 
Proof. Let ε ∈ (0, 1) be the same as in Lemma 2.3. Fix a dyadic grid D ∈ K t=1 D t and a family of pairwise disjoint cubes S d ⊂ D. For k ∈ N and
By Theorem 2.4, if these sets are nonempty, then they can be written as follows:
where Q k j (Q) ∈ D(Q) are pairwise disjoint cubes for all j and k, and
, then in view of (5.4) there exists j 0 such that x ∈ Q k j 0 (Q). It follows from (5.5) that
which implies that
Therefore, for all k ∈ N and Q ∈ S d ,
Since the cubes in the collection S d are pairwise disjoint, the sets in the collection {Ω k (Q)} Q∈S d are also pairwise disjoint for every fixed k ∈ N. Hence, the above inequality implies that for k ∈ N, (5.6)
It follows from the boundedness of M on L p(·) (X, d, µ), Theorem 2.2, and inequality (5.6) that (5.7)
Set
(5.8)
Then inequality (5.7) can be rewritten as follows:
It follows from (5.8) that (5.10)
Inequality (5.10) and Lemma 4.2 imply that
Since the cubes in S d are pairwise disjoint, we conclude that the sets in the collection {Ω k (Q) \ Ω k+1 (Q)} Q∈S d are also pairwise disjoint. Therefore, we deduce from (5.9) and (5.11) that
Again, taking into account that the cubes in S d are pairwise disjoint, we conclude from (5.10) and Lemma 4.1 that
dµ(x) (5.13)
Since Ω k+1 (Q) ⊂ Ω k (Q), it follows from (5.10) that
Hence, in view of Lemma 4.2, we have
It follows from (5.12)-(5.14) that
The above inequality and equality (5.8) imply that for k ∈ N,
It follows from (5.1) and Lemma 4.1 that (5.16)
Since Ω 1 (Q) ⊂ Q, applying (5.16) and then applying (5.15) k − 1 times, we get
In view of Lemma 4.2, this inequality implies that (5.17)
Taking into account this inequality, we obtain for every φ > 0,
It is easy to see that one can choose φ > 0 such that
Take λ := 1 + φ. By (5.18), we have
, we have
Combining inequality (5.20) with equality (5.21), applying Hölder's inequality, and taking into account inequality (5.1), we obtain
It follows from (5.1), (5.17) and (5.22) that
Combining 2/ε > 1 and(5.19), we see that A ∈ (1, ∞), which completes the proof of (5.2). 
(ii)
Proof. Let A, λ > 1 be the constants from Lemma 5.1. Set (5.25) B := 2
Given a cube Q ∈ D, consider the functions
and the set
We claim that (5.26)
Indeed, if F 1 (t Q ) = 1, then taking into account the continuity of F 1 and F 2 , we would have F 2 (t Q ) ≥ B > A, and this would contradict Lemma 5.1. Further, we also claim that
Indeed, otherwise we would have F 2 (t Q ) > BF 1 (t Q ). This together with (5.26) and the continuity of the functions F 1 and F 2 would imply that there exists ε > 0 such that
and these inequalities would contradict the definition of t Q . Set
and suppose that (5.23) is fulfilled. Since the function F 2 is increasing, we see that
On the other hand, if t > t Q , then t / ∈ A(Q), whence F 2 (t) ≤ BF 1 (t), that is, 
we choose a maximal subset S ′ d that is, a subset containing the largest number of cubes (it is not unique, in general).
We claim that S
S d and taking into account that the function F 1 is increasing, we have
By Lemma 5.1, this inequality implies that
Since the function F 2 is increasing, the above inequality yields
This inequality and equalities (5.25) and (5.27) imply that
Then, taking into account (5.26), we get
This inequality in view of (5.31) contradicts the maximality of S 
which completes the proof of property (ii) and the lemma. 
Proof. Let A > 0 and λ > 1 be the constants of Lemma 5.1. Take any γ satisfying 1 < γ < λ and set
Fix a dyadic grid D ∈ K t=1 D t and a cube Q ∈ D. For any α > 0, we have
It follows from (5.32) that either
If (5.35) is fulfilled and γ(p(x) − α) ≥ 0, then
On the other hand, if (5.35) is fulfilled and γ(p(x) − α) < 0, then
Analogously, if (5.36) is fulfilled and γ(p(x) − α ≥ 0, then inequality (5.38) holds. On the other hand, if (5.36) is fulfilled and γ(p(x) − α) < 0, then inequality (5.37) holds. It follows from above that if (5.32) is fulfilled, then for all x ∈ X and all α > 0,
Integrating this inequality over the cube Q yields
Hence, taking into account that (a
we see that
Combining (5.34) and (5.39), we obtain for α > 0,
be a median value of the function p over the cube Q, that is, a number satisfying
It follows immediately from the definition of m p (Q) and these sets that
Then, for t ∈ (0, ∞), we have
We claim that
Indeed, if x / ∈ Q, then the statement of (5.43) is trivial. On the other hand, if x ∈ Q, then (5.41) implies that
which completes the proof of (5.43). It follows from (5.43), Theorem 2.2, and the boundedness of the HardyLittlewood maximal operator on
In view of Lemma 4.2, we have
Taking into account the definition of the sets E j (Q), we see that
and if µ(Q) > 1, then
If ( 
Taking into account (5.49)-(5.50), by Hölder's inequality with the exponents q, q ′ ∈ (1, ∞), we get
dµ(x) ≤ 1, applying Lemma 5.1 with S d = {Q} and α Q = 1/ χ Q L p(·) , we obtain
Combining (5.51)-(5.52), we arrive at the following inequality:
It follows from the previous estimate and estimate (5.48) that
Taking into account the definitions of ζ and q, we see that
Combining (5.40), (5.42) and (5.53)-(5.54), we get
which completes the proof of (5.33). 
Proof. Let B, D > 1, and 1 < γ < λ be the constants given by Lemmas 5.2 and 5.3 and ν be the measure on X given by Lemma 5.2. Put
and take (5.56) C := max{(2B) 1+ζ , D}.
Then part (ii) follows from part (ii) of Lemma 5.2 because C ≥ 2B. Let us prove part
It is easy to check that (5.32) is fulfilled. Then it follows from Lemma 5.3 and (5.56) that
which immediately implies (5.55) and completes the proof of part (i) for t ≥ 1. Assume that t χ Q L p(·) ≤ 1 and 0 < t < 1. If
then (5.55) is trivial. Assume that (5.57) does not hold, that is,
Take, as in the proof of Lemma 5.3,
By Hölder's inequality, (5.58) and (5.49),
(5.59)
It follows from (5.56) and (5.58) that
that is, (5.33) does not hold. Therefore, by Lemma 5.3, condition (5.32) is not fulfilled. Since 0 < t < 1, this means that 
It follows from (5.59)-(5.60) and (5.56) that
Since 0 < t < 1, we have
Inequalities (5.61) and (5.62) imply that
Since 1 < γ < λ, by Hölder's inequality,
Combining (5.63) and (5.64), we arrive at
which implies (5.55) and completes the proof of part (i) for 0 < t < 1.
Proof of Theorem 1.1
It is sufficient to show that if the Hardy-Littlewood maximal operator M is bounded on the space L p(·) (X, d, µ), then it is also bounded on the
In turn, in view of Corollary 3.2 it is enough to verify the condition A ∞ . To achieve this aim, we will apply Lemma 4.4. Let D ∈ K t=1 D t be a dyadic grid, S ⊂ D be a finite sparse family, {G Q } Q∈S be a collection of nonnegative numbers such that
Let C, γ > 1, η > 0 be the constants and ν be the measure from Lemma 5.4. Suppose Q ∈ S is such that α Q ≥ 1. Applying Hölder's inequality and Lemma 5.4, we get
Combining this inequality with Lemma 4.3, we get
Q dµ(x) (6.1)
For k ∈ N, put (6.2) S k := {Q ∈ S : 2 −k ≤ α Q < 2 −k+1 }.
If S k = ∅, then there exists a number i k ∈ N and cubes Q Then, taking into account (6.2), one has for all j ∈ {1, . . . , i k },
By Hölder's inequality, for k ∈ N such that S k = ∅ and j ∈ {1, . . . , i k }, one has
It follows from (6.2) and the hypothesis that the sets {G Q } Q∈S are pairwise disjoint that
Since S is a sparse family, there exists a collection of pairwise disjoint sets {E(Q)} Q∈S such that E(Q) ⊂ Q and µ(Q) ≤ 2µ(E(Q)). Hence, for all k ∈ N such that S k = ∅ and all j ∈ {1, . . . , i k }, Combining (6.4)-(6.8), we obtain for every k ∈ N such that S k = ∅ and every j ∈ {1, . . . , i k }, 
