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Supplementary Methods 1

Scanning site effect
In order to rule out potential effects of the recording site on the identified brain patterns, we computed four independent ANOVAs (one for each pattern) with the pattern rate of occurrences as dependent variables, and the patient's clinical condition and scanning site as independent factors. None of the patterns' occurrence probabilities were mediated by scanning site (main effect of scanning site: pattern 1, F(2,116)=1.5, p=0.22; pattern 2, F(2,116)=1.2, p=0.3; pattern 3, F(2,116)=0.99, p=0.4; pattern 4, F(2,116)=0.21, p=0.8). There was a significant main effect of the clinical condition on the occurrence probabilities for pattern 1 (F(2,116)=40, p<10 
Supplementary Methods 2
Pattern characterization with graph theory markers
To better characterize the identified patterns, a quantitative description by means of graph theory metrics was performed to reveal complexity that might not have been evident from the estimated coordination matrices. We estimated the patterns' spatial complexity, weighted edged physical distance, modularity, efficiency, and their capacity for information flow (integration, segregation).
A bootstrapping procedure (10.000 repetitions) was implemented to obtain a median and confidence value for each metric. In each repetition a phase coherence matrix was computed from the median of a random sampling of 3033 of images corresponding to each brain pattern in dataset 1. The sampling number (3033) was chosen as the 75% of the images corresponding to the pattern with the smallest representation.
The spatial complexity of the patterns was estimated from the variance and entropy of the distribution of edge weights ( fig. S2 A-D). Entropy was calculated by transforming the distribution of values into probability distributions and then applying Shannon's formula, thus a higher entropy reflects a more uniform distribution of edge weights. The procedure was computed in 1 dimension (transforming the whole matrix into a single distribution) and 2 dimensions (using a sliding kernel of 11x11 elements and averaging the result for each kernel position). The relative distribution of the sum of positive / negative weights across patterns is displayed in fig. S2 E-F.
The characteristic physical brain distance ( fig. S2H ) of each pattern was estimated from the average of the product of each edge weight (after taking its absolute value) by their respective euclidean distance (normalized by the maximum value).
Efficiency was calculated based on the path length: high global efficiency suggests short mean path lengths, so that the information transfer can occur in parallel and more efficient processes.
We computed the efficiency associated to each pattern from the corresponding matrices (after taking absolute values) applying the efficiency_wei command from the Brain Connectivity
The network modularity (Q) quantifies how well the network can be partitioned into communities or modules that maximize the proportion of intra-community edges and minimizes the proportion of inter-community edges. We computed the community structure and the associated modularity value of the weighted signed networks that correspond to each of the coordination patterns. This The analysis in Figure 2A is replicated subtracting for each participant the corresponding nullmodel transition probability matrix, as obtained by surrogate state sequences that are randomly shuffled versions of the original sequences. in dataset 2 and n=23 in dataset 3). (B) As performed in the main manuscript, we first applied a unsupervised method based on pattern detection in dataset 1 via k-means, and on the subsequent labeling of each phase coherence matrix in datasets 2 and 3 according to their distance to the centroids detected in dataset 1, i.e. each volume was assigned the label corresponding to the centroid (as obtained in dataset 1) that was the closest to the phase coherence matrix at that volume. We then averaged the temporal series of phase coherence matrices that were assigned each label in datasets 2 and 3. The resulting average patterns are shown in the left panel. These patterns present a high similarity to the patterns obtained from dataset 1, and then generalized to datasets 2 and 3 (right panel). 
