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In nodal-line semimetals, Coulomb interactions and short-range correlated disorder are both
marginal perturbations to the clean non-interacting Hamiltonian. We analyze their interplay using
a weak-coupling renormalization group approach. In the clean case, the Coulomb interaction has
been found to be marginally irrelevant, leading to Fermi liquid behavior. We extend the analysis
to incorporate the effects of disorder. The nodal line structure gives rise to kinematical constraints
similar to that for a two-dimensional Fermi surface, which plays a crucial role in the one-loop renor-
malization of the disorder couplings. For a two-fold degenerate nodal loop (Weyl loop), we show that
disorder flows to strong coupling along a unique fixed trajectory in the space of symmetry inequiv-
alent disorder couplings. Along this fixed trajectory, all symmetry inequivalent disorder strengths
become equal. For a four-fold degenerate nodal loop (Dirac loop), disorder also flows to strong
coupling, however the strengths of symmetry inequivalent disorder couplings remain different. We
show that feedback from disorder reverses the sign of the beta function for the Coulomb interaction,
causing the Coulomb interaction to flow to strong coupling as well. However, the Coulomb interac-
tion flows to strong coupling asymptotically more slowly than disorder. Extrapolating our results
to strong coupling, we conjecture that at low energies nodal line semimetals should be described
by a noninteracting nonlinear sigma model. We discuss the relation of our results with possible
many-body localization at zero temperatures in such materials.
I. INTRODUCTION
Topological semimetals1,2 host a gapless fermionic
spectrum with vanishing density of states at a certain fill-
ing. Unlike topological insulators, the presence of gapless
excitations in topological semimetals offers a unique plat-
form for the interplay of symmetry, topology, interaction
and disorder effects (for example, see Refs. 3–10). While
early studies focused on graphene11–14, recently the pre-
diction and discovery of Weyl and Dirac semimetals15–19
has generated great interest in properties of semimetals
in three dimensions.
Nodal-line semimetals20–31 are a new class of three
dimensional topological semimetal, distinct from Weyl
and Dirac point semimetals. Nodal line semimetals have
Fermi surfaces of co-dimension two, and contain lines of
Dirac points. As such, they have properties intermediate
between graphene (which also has Fermi surface codimen-
sion two) and Weyl semimetals (which also exist in three
dimensions). The nodal line can either involve a crossing
of two bands (Weyl) or a crossing of two doubly degener-
ate bands (Dirac), and may either stretch across the Bril-
louin zone, or close inside the Brillouin zone forming a
“loop” of Dirac nodes. We will focus on the case of nodal
loops, which are also associated with“drumhead” surface
states 32–36. Nodal-loop semimetals have been experi-
mentally realized in Ca3P229, CaAgP and CaAgAs31,37,
with other candidate materials including TlTaSe230 and
CaP3 family of materials28, which constitute an exciting
new chapter in the study of topological semimetals.
Theoretical studies of nodal-loop semimetals are still
in their infancy. While many studies have focused on the
possibilities that such materials may host exotic corre-
lated or superconducting states36,38–43 the zeroth order
question of understanding the effect of Coulomb inter-
actions and disorder in this setting remains open. For
clean systems, the long-range Coulomb interaction was
found to be marginally irrelevant44, giving rise to Fermi
liquid behavior at low-energies. However, realistic sam-
ples will inevitably contain disorder, and by simple power
counting, in nodal-line semimetals short-range correlated
disorder and Coulomb interactions both have the same
scaling dimension (marginal) at tree level. In real materi-
als, short-range correlated disorder can be introduced by
screened Coulomb impurities45, or by lattice defects. As
such, in a generic scenario the long-range Coulomb inter-
action and disorder need to be treated on an equal foot-
ing46. A controlled treatment of the interplay of Coulomb
interactions and disorder in nodal loop semimetals is the
primary focus of this work.
The interplay between interaction and disorder has
been the focus of enormous theoretical and experimental
efforts, most notably the recent developments in many-
body localization (MBL) (see Ref. 47 for a review). While
the research in MBL mainly focuses on high or even in-
finite temperatures, the fate of disorder and interaction
effects at zero temperature is also generally an interest-
ing problem. In this paper we address the issue in the
context of nodal-line semimetals using an weak-coupling
renormalization group (RG) approach. At first sight,
this problem seems quite similar to the analagous in-
tensively studied problem in graphene12,48,49, where also
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2both Coulomb interactions and disorder are marginal at
tree level. However, the important difference here is that
instead of a discrete set of Dirac points, there exists a
continuous angular degree of freedom for the low-energy
fermions. This is in some sense akin to a two-dimensional
Fermi surface50, but here with zero density of states.
As we shall see, this angular degree of freedom plays
an important role in distinguishing different diagrams
and greatly simplifies the problem, reducing the impor-
tant interactions to those in the forward-scattering and
Cooper channels alone. Additionally, the dispersions of
the Coulomb interaction are different in Weyl loop ma-
terials as compared to graphene: in two dimensions the
interaction in momentum space takes a non-analytic 1/|q|
form, while in three dimensions it takes the form 1/q2.
As a consequence, and unlike the case of graphene12, it
turns out that for a two-band model with a nodal loop
(i.e., Weyl loop), all disorder types are marginally rel-
evant and flow to strong coupling, and their ratios all
tend to one. As we mentioned, in the clean case the
Coulomb interaction strength flows to zero. However,
we find that feedback from disorder reverses the sign of
the Coulomb beta function and drives the Coulomb in-
teraction also to strong coupling. Nevertheless, the ratio
between the Coulomb interaction strength and the disor-
der strength flows to zero. It is thus reasonable to expect
that the strong-coupling theory should be well described
by an non-interacting nonlinear sigma model. This re-
sult is qualitatively similar to an earlier work by one
of us on systems with quadratic band crossing points46.
However, for quadratic band crossings both interaction
and disorder are relevant at tree level and to control the
calculations one has to rely on an dimensional  expan-
sion. Here both disorder and Coulomb interactions are
marginal, and no  expansion is necessary. Additionally,
the extended “nodal loop” gives rise to kinematic con-
straints not present for a quadratic band crossing point,
and thus not discussed in Ref. 46.
The rest of the paper is organized as follows. In Sec. II
we briefly recapitulate the essential results in the clean
case with Coulomb interaction, and reproduce the results
obtained in Ref. 44. In Sec. III we present the results
of RG analysis for different types of disorder in a non-
interacting limit, and show that disorder flows to strong
coupling, while the ratio of different disorder strengths
flows to one. Note that we consider only short range
correlated disorder - long range correlated disorder has
been discussed in e.g.51. In Sec. IV we address the issue
of the feedback effects between interaction and disorder,
and show that disorder drives the Coulomb interaction,
which would vanish under its own RG flow, to strong
coupling instead, while remaining asymptotically weaker
than the disorder. In Sec. V, we briefly discuss the results
for Dirac loop materials in comparison with Weyl loop
materials. Finally in Sec. VI we discuss the experimental
and theoretical implications of our results and present
our conclusions.
II. COULOMB INTERACTION IN A CLEAN
SYSTEM
In this section, we discuss the renormalization of the
Coulomb interaction for a two-band nodal loop model.
The analysis follows Ref. 44.
For simplicity we begin by considering a two band Weyl
loop system, the simplest band structure that exhibits
a nodal loop. More complicated nodal loop structures,
such as a Dirac loop, can be thought of multiple copies
of Weyl loops. The single-particle Hamiltonian can be
written as
H0 =
k2x + k2y − k2F
2m σ
x + vzkzσy, (1)
The system has a time reversal symmetry T = K (K is
complex conjugate operator), with T 2 = 1. We define
kF /m ≡ vF for future use. We decompose the four-
fermion static Coulomb interaction into fermionic bilin-
ears coupled to a static bosonic field φ (in some sense a
photon), and the full action in the disorder-free case can
be written as
S =
n∑
i
∫
dτd3x
[
ψ†(∂τ +H0 + ieφi)ψ + c2(∇φi)
2
]
(2)
where we have kept a replica index i, which will be im-
portant when we consider the disorder problem later.
The renormalization group is performed on cylindrical
momentum shells around kr = kF (where the nodal line
is), with |kr− kF | ∈ (Λe−d`,Λ). This scheme is the same
as that used in Ref. 44, while another scheme, where
the momentum shell forms a circle at any θ around the
nodal line has been employed in Ref. 40. Of course, the
final result should not depend on the specific RG scheme.
We convert the action (2) to momentum and frequency
space and count the classical scaling dimensions of vari-
ous operators. One important subtlety44 is that, for the
fermion sector the momentum rescales towards the nodal
line, and during this process the momentum along the
angular direction (the component parallel to the nodal
ring) does not get rescaled, since during the process the
circumference of the nodal ring does not change. As a
result, for the fermion sector [d3k] = 2. For the boson
sector all three momentum components rescale toward 0,
and thus for the bosonic sector [d3q] = 3 [we will use k
(q) to denote fermionic (bosonic) momentum]. For gen-
erality, we take the frequency scaling as [dω] = z, and at
tree level z = 1. Taking these into account, at the tree
level we have for the Fourier transformed fields
[ψk,ω] = −1− z, [φq,Ω] = −52 −
z
2 (3)
From the Yukawa coupling term
Sψφ = ie
n∑
i
∫
dωdω′d3kd3q (φqψ†kψk−q), (4)
3we can read off that
[e] = z − 12 , (5)
and the Coulomb interaction is marginal at tree level.
Note that the integration measure cannot be written in
terms of two fermionic momenta d3kd3k′, since that way
the high energy momentum bosons with |q| ∼ 2kF will
always be involved throughout the RG flow.
We start with the boson self-energy in the static limit,
given by
Π(q, 0) = −(ie)2
∫
k,Ω
Tr
[
G0(k +
q
2 ,Ω)G0(k −
q
2 ,Ω)
]
,
(6)
where the Green’s function is given by
G0(k ± q2) =
iΩ + σx1± + σy2±
Ω2 + E2±
, (7)
where 1± ≡ vF (kr ± 12qr cos θ) (θ is the relative angle
between kr and qr), 2± ≡ vz(kz ± qz/2), and E± =√
21± + 22±. Evaluating the trace over spin indices and
integrating over Ω, we obtain
Π(q, 0) =e2
∫
k
−Ω2 + 1+1− + 2+2−
(Ω2 + E2+)(Ω2 + E2−)
=− e2
∫
k
E+E− − (1+1− + 2+2−)
E+E−(E+ + E−)
. (8)
This integral can be evaluated after we expand the inte-
grand in q:
E+E−−1+1− − 2+2−
≈ 12
22
21 + 22
v2F qr
2 cos2 θ + 12
21
21 + 22
v2zq
2
z , (9)
where 1 = vF kr, and 2 = vzkz. We only expand the
integrand up to q2 order, although higher order terms
are also generated. By dimension counting such terms
are irrelevant, and are thus unimportant to us. For the
same reason we will expand the fermionic self-energy to
linear order in k below. We see in (8) that E+E− −
1+1−− 2+2− is small in q and to leading order we can
set in the denominator E+ = E− =
√
21 + 22.
As we discussed, in the spirit of RG, the k-integral
is done on the two cylindrical momentum shells around
kr = kF , with |kr − kF | ∈ (Λe−d`,Λ), i.e.,
∫
k
=
Λd`kF /(4pi2)
∫∞
−∞ dkz. Thus,
Π(q, 0) =− e
2Λd`kF
2pi2vz
[
1
2
∫
d2
22
4(v2FΛ2 + 22)5/2
v2F q
2
r
+
∫
d2
v2FΛ2
4(v2FΛ2 + 22)5/2
v2zq
2
z
]
=− e
2Λd`kF
2pi2vz
(
v2F q
2
r
12v2FΛ2
+ v
2
zq
2
z
3v2FΛ2
)
=− e
2
4pi2
(
q2r
kF
6vz
+ q2z
2m2vz
3kF
)
d`
Λ .
=− α¯
[
q2r
1
2η + 2ηq
2
z
]
d`, (10)
where in the first step, the 1/2 in the first term comes
from angular integration over
∫
dθ cos2 θ, and in the last
step we have defined
α¯ = e
2kF
12pi2vFΛ(`)
, η ≡ vz
vF
, (11)
and
[α¯] = z. (12)
Physically, α¯ is roughly the ratio of the Coulomb energy
e2kF and the cutoff energy vFΛ.
The renormalized bosonic propagator is given by
D(q) = −e
2
aq2r + q2z/a−Π(qr, qz)
, (13)
where we have included an anisotropy factor a to allow
for its renormalization. We emphasize also that that the
anisotropy a is not an artifact of the RG scheme with
a cylindrical momentum shell, but rather a result of the
global structure of the nodal loop, for which the two di-
rections perpendicular to the nodal loop are inequivalent.
Had we used a more symmetric “torus” momentum shell
RG scheme like the one used in Ref. 40, the anisotropy
would still be present.
The polarization operator, being negative, con-
tributes to a downturn renormalization (screening) of the
Coulomb interaction, as well as the renormalization of a.
We have so far only considered the bosonic propagator
in the static limit. It was found in Ref. 44 that the fre-
quency dependence corresponds to the (weak) damping
of the boson φ. It does not contribute to the RG flow
and is not of interest to us here.
Next let’s look at the fermionic self-energy. It is clear
that Σ(ω,kF + k) has no frequency dependence:
Σ(ω,kF + k) =
∫
Ω,q
i(ω + Ω) + σx1 + σy2
(ω + Ω)2 + E2
× −e
2
a(q2x + q2y) + 1aq2z
, (14)
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FIG. 1. The three channels of disorder coupling for low energy fermions, where the labels denote the angle along the Fermi
ring. The placing of angle 0 is arbitrary.
and integrating over Ω yields,
Σ(k) =−e
2
2
∫
q
vF (kx + qx)σx + vz(kz + qz)σy√
v2F (kx + qx)2 + v2z(kz + qz)2
× 1
a(q2x + q2y) + 1aq2z
. (15)
Expanding for small k and integrating over q, we have
for the kx and kz dependence of Σ,
Σ(kF + kx, 0, 0) =− αd`8pi2
∫
z
a2η2z2dz
(a2η2z2 + 1)3/2
1√
1 + z2
≡− αd`8pi2F1(aη)σxvF kx,
Σ(kF , 0, kz) =− αd`8pi2
∫
z
dz
(a2η2z2 + 1)3/2
1√
1 + z2
≡− αd`8pi2F2(aη)σyvzkz (16)
where z = qr/qz and
α ≡ e2/vF = 12pi2α¯Λ/kF , (17)
and
F1(aη) =
2
1− a2η2E(1− a
2η2)− 2a
2η2
1− a2η2K(1− a
2η2),
F2(aη) =
2
1− a2η2E(1− a
2η2)− 21− a2η2K(1− a
2η2),
(18)
where K and E are elliptic functions. From the self-
energy the Fermi velocity acquires a scaling dimension
[vF ] = z − 1 + αF1/8pi2. Enforcing the invariance of vF ,
we obtain
z = 1− α8pi2F1(aη). (19)
On the other hand, this self-energy also renormalizes the
ratio η ≡ vz/vF , which we address below.
Another important diagram for the renormalization of
the Coulomb interaction is the vertex correction. How-
ever, as found in Ref. 44, the vertex correction vanishes
at one-loop level. With the results in Eqs. (10, 16) the
β-functions for the couplings and anisotropy parameters
are
dα¯
d`
= α¯
[
1− α8pi2F1(aη)
]
− α¯
2
2
(
1
2aη + 2aη
)
,
da
d`
= aα¯2
(
1
2aη − 2aη
)
dη
d`
= ηα8pi2 (F2(aη)− F1(aη)) . (20)
Combining the last two lines,
d(aη)
d`
= aη
[
α¯
2
(
1
2aη − 2aη
)
+ α8pi2 (F2(aη)− F1(aη))
]
.
(21)
There are a few factor of 2 and sign differences compared
with the result in Ref. 44, but only in the subleading
terms ∼ α  α¯ in the brackets, which does not lead to
any differences in the fixed points. The nontrivial fixed
point is α = 0, α¯ = 1, aη = 1/2. Therefore, without dis-
order, the system flows to an noninteracting fixed point.
On the other hand, from the renormalized propagator
D−1 ∼ a
(
1 + α¯2aη d`
)
q2r + (1 + α¯2aηd`)q2z , (22)
we see that the Coulomb interaction has an anomalous
dimension of one, and at the IR limit, the dispersion of φ
becomes linear, which is confirmed by a direct calculation
in the large-N limit44.
III. RENORMALIZATION GROUP ANALYSIS
FOR DISORDER
In this section, we consider disorder effects within the
replica field theory formalism. For simplicity we tem-
porarily neglect the effects of Coulomb interaction. As
we discussed in the Introduction, the angular degree of
freedom of the nodal loop plays an important role. Sim-
ilar to the case of a 2D Fermi surface, only the forward
scattering (including direct and exchange channels) and
back scattering (Cooper channel) can survive the RG
process—all other channels are kinematically suppressed.
We show these three channels in Fig. 1. Particularly we
note that since along a fermion line the replica index is
conserved, the direct channel and the exchange channel
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FIG. 2. Panel (a): The vertex correction to Coulomb inter-
action from disorder coupling in the exchange channel. Panel
(b): The contribution to self-energy from disorder coupling in
the exchange channel.
can be distinguished by keeping track of the replica in-
dices, and thus can be separately treated.
The renormalization of the Coulomb interaction by dis-
order proceeds (at one loop level) only through the vertex
correction (VC) diagram with the disorder line in the ex-
change channel, which we show in Fig. 2(a). All other
diagrams are kinematically suppressed. (We will address
the interplay of disorder and Coulomb interaction in more
detail in the next Section). Moreover, the fermionic self-
energy from the disorder coupling also comes from the
exchange channel [Fig. 2(b)]. For this reason, in this
section we only focus on the RG flow of the disorder cou-
plings in the exchange channel. At the end of this section,
we will connect the RG flow of disorder couplings in the
exchange channel and Cooper channel via time-reversal
symmetry T = K. The RG flow of disorder in the di-
rect channel requires a separate calculation which is not
performed here. However, the disorder coupling in the
direct channel does not change the momentum or energy
of the incoming electron, nor does it renormalize either
the fermion Green function or the Coulomb interaction.
As such, disorder coupling in the direct channel is not of
interest to us in the present work.
For a Weyl loop system, the replicated action for dis-
order takes the form
Sdis =−
∫
dωdω′d3kd3k′d3k′′W0(k,k
′,k′′)
2 [ψ
†
i (k)σ0i ψi(k′)]ω[ψ
†
j (k′′)σ0jψj(−k− k′ − k′′)]ω′
−
∫
dωdω′d3kd3k′d3k′′Wx(k,k
′,k′′)
2 [ψ
†
i (k)σxi ψi(k′)]ω[ψ
†
j (k′′)σxj ψj(−k− k′ − k′′)]ω′
−
∫
dωdω′d3kd3k′d3k′′Wy(k,k
′,k′′)
2 [ψ
†
i (k)σ
y
i ψi(k′)]ω[ψ
†
j (k′′)σ
y
jψj(−k− k′ − k′′)]ω′
−
∫
dωdω′d3kd3k′d3k′′Wz(k,k
′,k′′)
2 [ψ
†
i (k)σzi ψi(k′)]ω[ψ
†
j (k′′)σzjψj(−k− k′ − k′′)]ω′ , (23)
where W0,x,y,z are four symmetry inequivalent disorder
couplings, i and j are replica indices, repeated indices
are summed over, and the number of replicas is to be
taken to zero at the end of the calculation. By dimension
counting, we find that at tree level, the couplings have
dimension,
[Wa] = 2z − 2, a = 0, x, y, z, (24)
which is again marginal at tree level.
We have included a momentum dependence into the
disorder couplings—even if we start with a constant cou-
pling, a momentum dependence is dynamically gener-
ated, as couplings in different channels have different
RG flow. We do assume that the disorder couplings are
analytic functions of momenta. This should generically
be the case for short range correlated disorder, such as
may be induced by e.g. lattice defects. Assuming ana-
lyticity, a Taylor expansion of the function reveals that
the leading ‘constant’ piece is the ‘most relevant’ in the
renormalization group sense, and we will focus on the
renormalization of this piece henceforth.
We also comment briefly on what one might ex-
pect in the presence of charged (Coulomb) impurities
(donors/acceptors). At first glance, one might think that
Coulomb impurities produce disorder which is long range
correlated. However, Coulomb impurities induce elec-
tron/hole puddles by self-consistently modifying the lo-
cal chemical potential, which in turn makes the impu-
rity scattering potential short-ranged via Thomas-Fermi
type screening. This is a non-perturbative effect, and has
been treated in Ref. 45 in the context of Dirac semimet-
als. We expect our present case would follow analogously,
although a detailed analysis is beyond the scope of the
current work. It was found in Ref. 45 that the size of
the puddle (equivalently, the screening length) rs is in-
versely proportional to α0N1/3, where α0 is the bare
Coulomb coupling constant and N is the concentration
N of Coulomb impurities. As long as rs is smaller than
the inverse scale of the nodal ring k−1F , one can treat the
scattering potential of the screened Coulomb impurity
as momentum-independent and short-range correlated,
such that our RG analysis with momentum shell cut-
off Λ  kF applies. However, if the screening radius is
large compared to k−1F , then the momentum dependence
of the impurity scattering potential must be taken into
account, and a more elaborate analysis using functional
6RG techniques will be required. This regime is beyond
the scope of the present paper, which focuses on short
range correlated disorder as explained above.
For the disorder coupling exchange channel, we denote
Wa ≡Wa(k0, kθ, kθ), (25)
where a = 0, x, y, z.
We now analyze the renormalization of the W ’s. Fol-
lowing the standard terminology of Ref. 50, at one-loop
level W ’s receive corrections from ZS, ZS’, BCS, and VC
type diagrams (shown in Fig. 3). The contribution from
ZS diagram involves a sum over replica indices, and thus
vanishes when we take the number of replicas to zero.
Moreover, one can easily check that only ZS’ diagrams
benefit from the angular integration; for all other types
of diagrams, by momentum conservation in the xy plane
the internal momenta cannot be taken at an arbitrary
nodal loop angle θ. In the limit Λ  kF , the contribu-
tion from these diagrams can be safely neglected, which
greatly simplifies the calculation.
We first consider the ZS’ diagram with two W0 lines,
which we denote as ΓZS′00 (we follow the same notation for
other types of ZS’ diagrams):
ΓZS
′
00 =W 20
∫
d3p
8pi3
σi0(iω + vF prσix + vzpzσiy)σi0 σ
j
0(iω + vF prσjx + vzpzσjy)σ
j
0
(ω2 + v2F p2r + v2zp2z)2
=kFW
2
0 Λd`
2pi2vF vz
[
σixσ
j
x
∫
p2rdpz
(p2r + p2z)2
+ σiyσjy
∫
p2zdpz
(p2r + p2z)2
]
= 14λ0W0d`(σ
i
xσ
j
x + σiyσjy), (26)
where the momentum integral in the first line is for two cylindrical shells sandwiching the line node. Note that for
disorder couplings we only integrate over internal momentum but not frequency. In the spirit of RG, we have set the
external frequency ω = 0 in the second line. We have introduced dimensionless couplings
λ0 ≡ kFW0/(pivF vz). (27)
By a similar procedure, we obtain for all four diagrams of such type,
ΓZS
′
aa =
1
4λaWad`(σ
i
xσ
j
x + σiyσjy), a = 0, x, y, z. (28)
For ΓZS′0x , we have
ΓZS
′
0x = ΓZS
′
x0 =W0Wx
∫
d3p
8pi3
σi0(iω + vF prσix + vzpzσiy)σix σjx(iω + vF prσjx + vzpzσjy)σ
j
0
(ω2 + v2F p2r + v2zp2z)2
=kFW0WxΛd`2pi2vF vz
[
σi0σ
j
0
∫
p2rdpz
(p2r + p2z)2
+ σizσjz
∫
p2zdpz
(p2r + p2z)2
]
= 14λ0Wxd`(σ
i
0σ
j
0 + σizσjz). (29)
By the same token, for the rest we have
ΓZS
′
0z = ΓZS
′
z0 =
1
4λ0Wzd`(σ
i
yσ
j
y + σixσjx) ΓZS
′
0y = ΓZS
′
y0 =
1
4λ0Wyd`(σ
i
zσ
j
z + σi0σ
j
0)
ΓZS
′
xz = ΓZS
′
zx =
1
4λxWzd`(σ
i
zσ
j
z + σi0σ
j
0) ΓZS
′
xy = ΓZS
′
yx =
1
4λxWyd`(σ
i
yσ
j
y + σixσjx)
ΓZS
′
zy = ΓZS
′
yz =
1
4λzWyd`(σ
i
0σ
j
0 + σizσjz). (30)
Another potential contribution of disorder comes from
the anomalous dimension of the fermion. To see this we
compute the fermionic self energy, whose only disorder
contribution at one loop [Fig. 2(b)] is from the exchange
channel,
Σ(ω) =(W0 +Wx +Wz +Wy)
∫
d3p
8pi3
iω
ω2 + vF p2r + v2zp2z
=iω × 2pikF8pi3vF vz × pi × 2d`× (W0 +Wx +Wz +Wy)
≡ iω2 (λ0 + λx + λz + λy)d`, (31)
7ZS ZS’ BCS VC
FIG. 3. Four types of one-loop diagrams that renormalizes the four-fermion coupling. For the disorder problem, the ZS diagram
vanishes since it gives a contribution proportional to the number of replicas, which is taken to zero at the end.
This frequency dependence of self-energy not only renor-
malizes the dynamical exponent z but also gives rise to
an anomalous dimension ξ of the fermion field ψ, namely
[ψk] = −1− z + ξ. From the fermion action
Sf =
∫ Λ(`)
dωdk[ψ†k(−iω − Σ(ω) + vF kr + vzkz)ψk (32)
we see that (by enforcing invariance of vF and the action)
z =1 + 12(λ0 + λx + λz + λy)
ξ =14(λ0 + λx + λz + λy). (33)
Taking the anomalous dimension into account, the di-
mension of the disorder couplings is
[Wa] = [λa] = 2z − 2− 4ξ = 0, (34)
i.e., for the noninteracting problem the disorder coupling
(coincidentally) has no anomalous dimension.
We can write down the the β-functions for the cou-
plings λ’s as follows:
dλ0
d`
=12(λ0 + λz)(λx + λy)
dλx
d`
=14(λ0 + λz)
2 + 14(λx + λy)
2
dλz
d`
=12(λ0 + λz)(λx + λy)
dλy
d`
=14(λ0 + λz)
2 + 14(λx + λy)
2. (35)
Since λa ≥ 0, this manifestly flows to strong disorder. We
now consider along which trajectory the problem flows
to strong disorder, by examining the flow of ratios of the
couplings. We have for the ratios
d(λx/λy)
d`
= 14λy
(
1− λx
λy
)[
(λ0 + λz)2 + (λx + λy)2
]
d(λ0/λz)
d`
= 12λz
(
1− λ0
λz
)
(λ0 + λz)(λx + λy)
d(λx/λ0)
d`
= 14λ0
(λ0 + λz)(λx + λy)
×
[
λ0 + λz
λx + λy
+ λx + λy
λ0 + λz
− 2λx
λ0
]
. (36)
It is easy to check that all ratios flow to λ0 = λx = λz =
λy ≡ λ, i.e. the flow to strong disorder asymptotes to
a fixed trajectory on which all disorder types are equal.
Along this fixed trajectory
dλ/d` = 2λ2. (37)
This is the first main result of our work. Of course, once
the problem flows the strong disorder, the weak-coupling
RG is no longer valid.
A comment is in order. So far we have focused on
disorder couplings in the exchange channel for a generic
θ (see Fig. 1) with no θ dependence, whose RG flows
are driven by ZS’ diagrams. However, for a special case
θ = 0, the diagram is in both exchange and direct channel.
One can verify that the RG flow for λ’s at θ = 0 thus
come from both ZS’ diagrams and VC diagrams (which
has a positive contribution to its β-function) and should
flow to a larger value. As a result of this, one expect
the exchange coupling Wa(θ) ≡ Wa(k0, kθ, kθ) to have a
“spike” near θ = 0 and be flat otherwise. However, it is
easy to check that this spike has an angular width in θ of
order of ∼ Λ(`), and thus its feedback to the RG flow of
Wa’s at other (generic) θ’s vanishes as the system flows
to low energy.
The renormalization of disorder couplings in the
Cooper channel can also be obtained by similar proce-
dures, only the one-loop corrections come from the BCS
diagrams (see Fig. 3). The result is
dλ¯0
d`
=12(λ¯0 + λ¯z)(λ¯x − λ¯y)
dλ¯x
d`
=14(λ¯0 + λ¯z)
2 + 14(λ¯x − λ¯y)
2
dλ¯z
d`
=12(λ¯0 + λ¯z)(λ¯x − λ¯y)
dλ¯y
d`
=− 14(λ¯0 + λ¯z)
2 − 14(λ¯x − λ¯y)
2, (38)
where λ¯’s are dimensionless couplings in the Cooper
channel. Note that the only difference from (35) is an
additional minus sign for λ¯y. This is a result of time-
reversal symmetry T = K – Cooper channel and ex-
change channel are related by an time-reversal operation
on one of the fermion lines, and the relative minus sign
between λy and λ¯y, which both couple via σy, is due to
the fact that under TR, σy → −σy. Therefore under RG
flow the TR symmetry is indeed preserved.
8We finally remark that the RG flow in the direct chan-
nel can also be computed, and at one-loop level the cor-
rection comes from VC diagrams. However, as we ar-
gued, direct channel scattering affects neither the fermion
Green function nor the Coulomb interaction, and so is not
of interest to us here.
IV. FEEDBACK EFFECTS BETWEEN
COULOMB INTERACTION AND DISORDER
In this section we combine effects of disorder and
Coulomb interaction.52–54 First, including both effects,
the dynamical exponent z and anomalous dimension ξ
are modified to, according to Eqs. (19, 33):
z =1− α8pi2F1(aη) +
1
2(λ0 + λx + λz + λy)
ξ =14(λ0 + λx + λz + λy). (39)
Thus, the couplings have scaling dimensions
[Wa] =2z − 2− 4ξ = − α4pi2F1(aη),
[λa] =[Wa]− [η] = − α4pi2F12(aη),
[α¯] =z − 4ξ
=1− α8pi2F1(aη)−
1
2(λ0 + λx + λz + λy), (40)
where the second line follows from the definition (27) and
the last line of (20), and here F12 ≡ (F1 + F2)/2.
We now investigate the direct interplay of disorder and
interactions through diagrams involving ‘mixed’ disor-
der and interaction lines. At one-loop level, the rele-
vant diagrams are of the type of those from Fig. 3, only
with one dashed line (disorder) replaced with a wavy line
(Coulomb interaction). For our purposes, we are only
concerned with the long range Coulomb interaction (cor-
responding to small momentum transfer) and exchange-
channel disorder.
The calculations are greatly simplified because of kine-
matic constraints, which cause most of the diagrams in
question to make vanishing contribution. First, consider
the ZS diagram with one wavy line and one dashed line.
For external in-plane momenta at k0 and kθ, the inter-
nal in-plane momenta of the fermions in the bubble are
restricted to be at k0 and kθ as well. Hence, kinematic
constraints cause the ZS diagram to make a vanishing
contribution, since there are no internal momenta to in-
tegrate over. Now consider the ZS’ and BCS diagrams
with one wavy line and one dashed line. The wavy line
(Coulomb) propagator is peaked at momentum transfer
zero. Thus, the momentum integration in these diagrams
predominantly comes from internal momenta approxi-
mately equal to the external momenta. There diagrams
therefore are again kinematically suppressed (similar to
the discussion in Ref. 46), and make vanishing contri-
bution. The VC diagram with a Coulomb line dress-
ing a disorder vertex makes vanishing contribution for
analogous reasons. The only one-loop diagram that is
not suppressed by kinematic constraints is the VC di-
agram where a disorder line dresses a Coulomb vertex.
In this diagram, the internal momenta are unrestricted,
and integration over internal momenta generates a log di-
vergence suitable for resummation in an RG procedure.
A consideration of the replica structure of this diagram
reveals that it corresponds to a renormalization to the
long-range Coulomb interaction. We therefore conclude
that at one loop level, diagrams involving mixed disor-
der and Coulomb lines produce a log divergent correction
to the Coulomb interaction (and hence contribute to the
Coulomb β function), but do not make any log diver-
gent contributions to the disorder couplings. That is, at
one loop level, diagrams with mixed disorder and inter-
actions lines do not contribute to the β functions for the
λs, which from Eqs. (35,40) then simply take the form
dλ0
d`
=λ0
[
− α4pi2F12(aη)
]
+ 12(λ0 + λz)(λx + λy)
dλx
d`
=λx
[
− α4pi2F12(aη)
]
+ 14(λ0 + λz)
2 + 14(λx + λy)
2
dλz
d`
=λz
[
− α4pi2F12(aη)
]
+ 12(λ0 + λz)(λx + λy)
dλy
d`
=λy
[
− α4pi2F12(aη)
]
+ 14(λ0 + λz)
2 + 14(λx + λy)
2,
(41)
Meanwhile, the log divergent diagram involving a dis-
order line λ0 dressing the Coulomb vertex produces a
vertex correction
ΓVCc0 =
−e2
aq2r + 1aq2z
× 2W0
∫
d3p
8pi3
× σ
i
0σ
j
0(iω + vF prσix + vzpzσiy)σi0(iω + vF prσjx + vzpzσjy)σi0
(ω2 + vF p2r + v2zp2z)2
= −e
2
aq2r + 1aq2z
× 2W0
∫
d3p
8pi3
−ω2 + v2F p2r + v2zp2z
(ω2 + vF p2r + v2zp2z)2
= −e
2
aq2r + 1aq2z
λ0d`, (42)
Via similar calculations, we find that
ΓVCc0 + ΓVCcx + ΓVCcz + ΓVCcy
= −e
2
aq2r + 1aq2z
(λ0 + λx + λz + λy)d`, (43)
and the RG equation for α¯ is,
dα¯
d`
=α¯
[
1− α8pi2F1(aη)−
1
2(λ0 + λx + λz + λy)
]
+ α¯
[
−12 α¯
(
1
2aη + 2aη
)
+ (λ0 + λx + λz + λy)
]
=α¯
[
1− 12 α¯
(
1
2aη + 2aη
)
− α8pi2F1(aη)
+ 12(λ0 + λx + λz + λy)
]
. (44)
9Note that in our analysis of the clean problem we ignored
the potential renormalization of the dynamics of the bo-
son φ due to the absence of a logarithmic contribution
from the polarization bubble44. In principle one may
wonder if this is still a safe assumption in the presence of
disorder. However, our consideration of all diagrams at
one loop has revealed that the only effect of disorder on
Coulomb interaction is the renormalization of α¯. There-
fore it is safe to continue to neglect the dynamics of φ
even in the disordered case, at least to one loop.
The RG equation for the anisotropy ratio aη is the
same as in the clean case, since as we have seen, disorder
does not modify a or η.
d(aη)
d`
= aη
[
1
2 α¯
(
1
2aη − 2aη
)
+ α8pi2 (F2(aη)− F1(aη))
]
.
(45)
Let’s analyze this set of RG equations in (41, 44, 45).
We assume and then justify we can safely neglect ∼ α
terms in Eq. (41). Then the RG flow of λ’s is unaffected
by Coulomb interaction. Since λ0,x,y,z = λ all flow to
strong coupling, from Eq. (44) α¯ also flows to strong cou-
pling. However, the ratio of α¯/λ flows to zero. This can
be seen from the β-function for α¯/λ. We use Eqs. (41)
and (44) and λ0,x,y,z = λ to obtain,
d(α¯/λ)
d`
= 1
λ
dα¯
d`
− α¯
λ2
dλ
d`
= α¯
λ
[
1− α¯2
(
1
2aη + 2aη
)
− α8pi2F1(aη)
]
. (46)
As α¯ flows to strong coupling, the ratio α¯/λ flows to
zero. The energy scale Λ(`∗) at which λ and α¯ diverges
is given by integrating d`/dλ = 1/(2λ2), and doing so we
find `∗ = 1/(2λb), where λb is the (approximate) bare
value of the disorder couplings λ0,x,y,z. We thus find
Λ(`∗) = Λ0e−1/(2λb), (47)
where Λ0 is the bare cutoff of the theory that is of the or-
der of band width. From this we know that the Coulomb
coupling α ∼ α¯Λ(`) flows to strong coupling, but is much
weaker than the disorder strength. This is the second
main conclusion of our work.
As for the anisotropy parameter aη, we see from Eq.
(45) that the fixed point remains close to 1/2, and is
corrected by the ∼ α term. The fixed point is given by,
roughly
aη = 12 +O
[
exp
(
− 12λb
)]
, (48)
where we have used the fact that F1,2(1/2) ≈ −3.7 =
O(1).
V. WEYL LOOP VS. DIRAC LOOP
So far we have considered a “minimal model” of the
nodal-line semimetal in which the nodal line is two-fold
degenerate, i.e., a Weyl loop. It is also interesting to
consider a four-fold degenerate nodal line, i.e., a Dirac
loop system,
H0 =
k2x + k2y − k2F
2m Γ1 + vzkzΓ2, (49)
where {Γa,Γb} = 2δab, where the Γ are four dimen-
sional matrices. Experimentally, Ca3P2, CaAgP, and
CaAgAs30,31,37 are found to realize the Dirac loop band
structure.
The four bands crossing at the Dirac loop can be
thought of as coming from two orbital times two spin de-
grees of freedom. With negligible spin-orbit interaction
(for example in Ca3P2 and CaAgP), each orbital band is
spin degenerate, and the Dirac loop is simply two copies
of Weyl loops. Further, if only nonmagnetic disorder is
included, the problem with disorder and Coulomb inter-
action essentially reduces to the one we considered above
for the Weyl loop aside from an unimportant factor of 2
in the term representing screening of the Coulomb inter-
action, which does not change any of our results.
The situation becomes more involved if spin-orbit in-
teraction cannot be neglected, for example in CaAgAs.
In this case more types of disorder need to be included.
Generically, there exist 16 linearly independent rank-
4 matrices: an identity matrix, five Γa’s, where a =
0, 1, 2, 3, 5, and ten Γab’s where Γab ≡ 12i [Γa,Γb]. Each
independent Γ matrix corresponds to a disorder type
and generically all 16 of λ’s needs to be treated on an
equal footing. Analogous to Eq. (35), one can verify that
the coefficients of the O(λ2) terms in the β-functions
are all positive. To see this, recall that in the ZS’ di-
agrams the matrix structure follows the basic form of
(ΓiαΓiβΓiγ)(ΓjγΓ
j
βΓjα), where Γα = I,Γa or Γab, and the
remaining momentum integral is positive. From the Her-
miticity of Γα, the above matrix products can be written
as (ΓiαΓiβΓiγ)(ΓjαΓ
j
βΓjγ)† = +ΓiδΓ
j
δ, where δ corresponds
to a certain type of disorder. Therefore, we expect that
all 16 types of disorder flow to strong coupling under RG,
and due to the feedback effects, Coulomb interaction is
driven toward strong coupling but remains asymptoti-
cally weaker. However, the ratios of different disorder
coupling generally do not approach one, and require a
direct solution of 16 coupled equations, which we leave
to future work.
VI. DISCUSSION AND CONCLUSION
In this work, we analyzed the interplay of Coulomb in-
teractions and disorder in the nodal-line semimetals using
a weak coupling RG approach. As we showed, the com-
bination of the vanishing density of states and the Fermi-
surface-like kinematics makes the nodal-line band struc-
ture an interesting playground for RG studies. At tree
level, both Coulomb interaction and disorder coupling are
marginal. We showed that for a Weyl loop material, all
types of disorder flow to strong coupling, and asymptote
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to a fixed trajectory along which all disorder strengths are
equal. The feedback effect from disorder in turn drives
the Coulomb interaction to strong coupling. This is in
contrast to the clean case, in which the Coulomb inter-
action vanishes under RG44. However, the Coulomb in-
teraction (in the disordered case, when it flows to strong
coupling) grows asymptotically more slowly than disor-
der, such that the ratio of Coulomb interactions to dis-
order flows to zero. Extrapolating our results to strong
coupling, it seems likely that the strong coupling low-
energy theory is described by a non-interacting nonlinear
sigma model. Of course, this conclusion is based on an
extrapolation to strong coupling, where the weak cou-
pling RG is ill controlled, and a rigorous treatment of
the strong coupling regime is left to future work. Our
results should apply unchanged to Dirac loop materials
with negligible spin orbit coupling and only non-magnetic
disorder. For Dirac loop materials with appreciable spin
orbit coupling, or with magnetic disorder, qualitatively
similar results should obtain, but the different disorder
strengths need not become equal as the problem flows to
strong coupling.
Our results should be directly testable within ARPES
experiments on Weyl or Dirac loops measuring the en-
ergy dependence of the quasiparticle dynamic exponent,
residue, and lifetime. We collect our predictions below
From the calculations above: the dynamical exponent z
is asymptotically given by
z = 1 + 2λ. (50)
Instead of introducing an anomalous dimension to the
fermion field ψ, we can also keep [ψ] as its engineer-
ing dimension and replace the fermion action by Sf =∫
dωd3kψ†Z−1(−iω + k)ψ. This way the anticommuta-
tion relation between creation and annihilation operators
are preserved along the RG flow, and Z is nothing but
the quasiparticle residue. It is easy to see that the di-
mension of Z is proportional to the anomalous dimension
and, asymptotically,
dZ
d`
= −2ξZ = −2λZ, (51)
where the flow of λ is given by d`/dλ = 1/(2λ2). This
tells us how Z vanishes in the low energy limit. We cau-
tion that the predictions for renormalization of dynamic
exponent and quasiparticle reside are only valid in the
perturbative regime, when λ < 1. Finally, the growth
of disorder should give rise to a non-zero quasiparticle
lifetime, which may be estimated by the energy scale at
which disorder becomes strong. According to Eq. (47),
τ ∼ e1/(2λb)/Λ0, (52)
where λb is the rough bare strength of the disorder and
Λ0 is the bare cutoff of the theory which is given by the
energy scale at which the bandstructure departs appre-
ciably from Eq. (1).
Another measurable quantity is the electronic com-
pressibility K(µ) = −∂2F/∂µ2, where F =
−(T/V ) logZ. In the clean and free case, the Dirac
points along the nodal loop give rise to a linear density
of states, and thus in the presence of a small doping µ
(which also gives a natural IR scale), the compressibility
is K0(µ) ∼ µ. This can also be obtained by a scaling ar-
gument by noting that [F ] = z+2, [K] = z, and z = 1 in
the free fermion case. Calculating the free energy within
perturbation theory in weak α and λ, we find that to
leading order the fractional change in the compressibility
is given by,
δK(µ)
K0(µ)
= −αF18pi2 log
Λ
µ
, (53)
i.e., at leading order, disorder does not directly renor-
malize compressibility (for details see the Appendix). Of
course, once the system flows to strong disorder the per-
turbative calculation ceases to apply, and other effects
(such as generation of low energy density of states by
disorder55) may come to dominate.
Finally, an accurate description of transport experi-
ments (for results with weak disorder, see a recent work
Ref. 56) at low temperatures will require a sigma model,
and lies beyond the scope of the present work. The
specific non-linear sigma model expected to govern the
strong coupling physics depends on the symmetries of
the model in question. For the Weyl loops discussed here
(or for Dirac loops with negligble spin orbit coupling and
only non-magnetic disorder), the sigma model would be
in the orthogonal class. This class admits of a localized
and a metallic phase, with an Anderson localization tran-
sition that can be described using standard techniques,
see e.g. Ref. 57. Given that the bare Hamiltonian con-
tains a long range Coulomb interaction, Weyl loops may
thus provide a rare example of an analytically tractable
many body localization transition driven by tuning dis-
order strength. Of course, while most works on many
body localization focus on systems at high temperature,
this would be a zero temperature transition. Also, irrel-
evance of the Coulomb interaction at the sigma model
critical point would have to be demonstrated, likely re-
quiring a Finkelstein-type analysis58, but our results in-
dicating that the Coulomb interaction becomes asymp-
totically weaker than disorder as the problem flows to
strong coupling are encouraging in this regard. Mean-
while for strongly spin orbit coupled systems where the
time reversal symmetry operator squares to minus one,
the sigma model would be in the symplectic class, and
the discussion follows exactly the corresponding discus-
sion in Ref. 46.
Our analysis of disorder has thus far ignored rare
region effects. Rare region effects are known to
dominate the low energy physics of disordered Weyl
semimetals7,59–62. However, in that case the disorder is
perturbatively irrelevant5,6,9, so the only effect of disor-
der comes through rare regions. In the present scenario,
disorder is perturbatively relevant (if only marginally so),
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(a) (b)
FIG. 4. The tadpole diagrams for the total particle number
(a) for the clean case, and (b) for the disordered case.
and so we expect rare region effects to be less important.
A detailed analysis of rare regions is left to future work.
Finally, we note that while a localized phase can obtain
for strong disorder at zero temperature, it is generally be-
lieved that at finite temperature the Coulomb interaction
is ‘too long range’ to allow many body localization63,64.
This understanding has recently been called into ques-
tion by Ref. 65, which provided explicit examples of
many body localized phases at finite temperature with
Coulomb interactions, at least up to rare regions. Un-
derstanding whether the localized phase discussed herein
survives at non-zero temperatures, and if not, how the
conductivity and characteristic length scales scale with
temperature, would also be an interesting topic for fu-
ture work.
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Appendix A: Effect of weak disorder on
compressibility
In this appendix we perform a perturbative calcula-
tion of the disorder effect on compressibility for an non-
interacting doped Weyl loop semimetal. We show that
weak disorder alone does not introduce a change in com-
pressibility on the leading perturbative level. Note that
for a small doping µ, disorder ultimately flows to strong
coupling and may change the density of states and com-
pressibility. However, these effects cannot be captured
within perturbation theory.
The compressibility is given by
K(µ) = ∂n(µ)
∂µ
, (A1)
and in diagrammatic language the particle density n is
given by the tadpole diagram, shown in Fig. 4. Below
we compute the tadpole diagram for the clean case, and
then its first-order correction by disorder.
For the clean case, the tadpole diagram Fig. 4(a) is
given by
n0(µ) =
∫
kF d
2k
(2pi)2 n(k) (A2)
where
n(k) =
∫
dω
2pi Tr
[
eiω0+(iω − µ+ k · σ)
(ω − iµ)2 + k2
]
=
∫
dω
pi
eiω0+(iω − µ)
(ω − iµ)2 + k2 , (A3)
where the additional factor eiω0+ ensures the time or-
dered operator is also normal ordered. This additional
factor enable us to close the contour from the upper half
plane. For convenience we have set vF = vz = 1.
We perform the integral in (A3) by residue theorem.
For definiteness we set µ < 0 (the case with µ > 0 can be
inferred from particle-hole symmetry). The poles of the
integrand are ω1,2 = −i|µ| ± ik, (k = |k| > 0). In this
case, there exists a pole ω1 on the upper half-plane only
if k > |µ|. Thus,
n(k) =
{
1, k > |µ|
0, k ≤ |µ|, (A4)
consistent with the picture of a Dirac fermion with its
lower band partially filled. It is straightforward to com-
pute its contribution to the compressibility, which is
nothing but the density of states of free Dirac fermions.
Now we move to the diagram in Fig. 4(b). We have
δn(µ) =λ˜Tr
[∫
dωd2k
(2pi)3 e
iω0+ iω + µ+ k · σ
(ω − iµ)2 + k2
×
∫
d2q
(2pi)2
iω + µ+ q · σ
(ω − iµ)2 + q2 ×
iω + µ+ k · σ
(ω − iµ)2 + k2
]
=− 2iλ˜
∫
dωd2kd2q
(2pi)5 e
iω0+
× (ω − iµ)
[
(ω − iµ)2 − k2]
[(ω − iµ)2 + k2]2[(ω − iµ)2 + q2] , (A5)
where λ˜ is a prefactor proportional to the disorder
strength. We still set µ < 0 for the ease of complet-
ing the contour in the upper half plane, and the poles on
the upper half plane are ω1 = −i|µ| + ik (for k > |µ|,
double pole), and ω2 = −i|µ| + iq (for q > |µ|). Using
the residue theorem, we find
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δn ∝
∫
q>|µ|
d2qd2k
−(k2 + q2)
2(k2 − q2)2 +
∫
k>|µ|
d2qd2k
∂
∂ω˜
[
ω˜(ω˜2 − k2)
(ω˜ + ik)2(ω˜2 + q2)
] ∣∣∣∣
ω˜=ik
=
∫
q>|µ|
d2qd2k
−(k2 + q2)
2(k2 − q2)2 +
∫
k>|µ|
d2qd2k
(k2 + q2)
2(k2 − q2)2
=0 ! (A6)
Thus, δK(µ) = ∂δn(µ)/∂µ = 0, i.e., at leading order weak disorder does not contribute to the particle number
or compressibility.
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