for the study of (1) has a simple and natural extension for the study of the non-linear integral equation, and related results see [8] .
The Lyusternik-Schnirelman theory upon which the theorem of Sobolev is based has undergone considerable development in recent years, see [14] , [16] , with fruitful applications to the theory of non-linear elliptic boundary value problems, see [1] , [2] . The methods employed here differ substantially and in several respects from the standard methods of the Lyusternik-Schnirelman theory.
We believe that for the problem at hand these methods are simpler and more natural, and therefore should be of interest. The central idea of using an iteration operator in the variational study of a non-linear problem was suggested by the work in the series of papers [11] , [12] , [13] . The notion of ! genus 1 which we use was introduced by Krasnosel T skii, and is treated in [8] ? see also [4] . §2. Let X be a real infinite dimensional Banach space, X* its dual space, and let the value of a linear functional yeX* on an element xeX be denoted (y,x). Let A : X->-X* be a compact linear operator, take clearly this problem does not arise when X is reflexive.)
The fact that y is even implies that $ is odd, (6) *(y) = -*(-y),
we assume also that 4> is positive definite,
(y,*(y)) > o, yeY\{o}, and monotone, The result which we shall prove is the following.
Theorem 1. Under the above assumptions concerning
A and *, the eigenvalue problem, From (7), (15),. (14) , and (13) The existence of a then follows from the continuity of "9; uniqueness follows from (16) and (18) . The continuity follows from the continuity of 9 and the uniqueness of a.
Let c > 0 be fixed, put Below, the letter ! F T , with or without subscript, will always denote a set in the class S. The genus has the following properties,
If there exists an odd continuous map
3. If F is compact then p(F) < oo and F has a neighborhood U such that UeS and p(U) = p(F). Let the number c > 0 be fixed, and let S be defined by (19). We shall call a set F admissible if F is compact, FeS, and F c £. The class of admissible sets will be denoted by ff, and we shall take, for n = 1,2,... 
If (
On the other harid, by property 1 of the genus, since Q is odd, and because of (24), = p(£(A)).
Since ZJ (A) is compact, it follows from property 3 It follows from (26) that no finite A-interval can contain more than finitely many of the numbers A , thus (28) lim A = oo, n-*oo
Now let E denote the set of solutions r? in n ' E = S c of (22) such that j|rj||^ = 2cA n , (clearly 2^ is admissible and E c JJ (^n))* an(^ choose, by property 3, a neighborhood U of E such that UeS and p(U) = p(E )
It then follows from Lemma 6 that
so that from the definition of T and (27),
Using this last inequality, property 1 of the genus, and the definition of T, we obtain,
It then follows from property 2 of the genus that
in particular, E n is not empty. We have thus proved the following. (9) satisfying (10) (15), (12) and (13), for rjeH, Since for an eigenvector r\ of (22) from which follows the second assertion of (*f) ; notice that E n (c) = i(E n (c)).
The final assertion of if) follows from the second assertion of (-f) and a result from [8,pp. 194-195] . §9. We conclude with several examples to which the above results are applicable. First, for the verification of condition (5), the following result will be useful. The symmetry of A follows from the symmetry of K(t,s).
The operator $, which can be regarded as an operator from G(0) into (C(Q))* 5 since the latter contains a subspace naturally isomorphic to L (ft), is the gradient of y, given by (48). The properties (6), (7) and (8) .* We will not state a general theorem concerning the equation (2) with a singular kernel but rather we state the following result, which is a principal application of such a theorem. We remark finally that X and Y in Theorem 1 can also be taken to be Orlicz spaces other than L^.
Continuity conditions for the integral operator A and the Nemytsky operator $, when X and Y are Orlicz spaces, are given in [9] . In particular, by taking X and Y to be Orlicz spaces one can replace the growth condition (53),(56) in Theorem 3 by an exponential growth condition w!ien T = -A and n = 2; see for example the hypothesis of the main theorem of [10] .
