Abstract. We construct a local Cohen-Macaulay ring R with a prime ideal p ∈ Spec(R) such that R satisfies the uniform Auslander condition (UAC), but the localization Rp does not satisfy Auslander's condition (AC). Given any positive integer n, we also construct a local Cohen-Macaulay ring R with a prime ideal p ∈ Spec(R) such that R has exactly two non-isomorphic semidualizing modules, but the localization Rp has 2 n non-isomorphic semidualizing modules. Each of these examples is constructed as a fiber product of two local rings over their common residue field. Additionally, we characterize the non-trivial Cohen-Macaulay fiber products of finite Cohen-Macaulay type.
Introduction
Throughout this paper, let (R, m R , k) be a (commutative noetherian) local ring.
Many invariants and properties of local rings behave well with respect to localization. For instance, if p ∈ Spec(R), then dim(R p ) dim(R); if moreover R is Cohen-Macaulay, then R p is Cohen-Macaulay and the type of R p is at most the type of R. On the other hand, some invariants and properties can behave unpredictably, e.g., the depth of R can increase, decrease, or not change under localization.
The first point of this article is to construct two examples of local rings with interesting localization behavior with respect to homological properties, beginning with the following.
Auslander Conditions. Section 3 is devoted to the following conditions from [14] , motivated by a conjecture of Auslander from [1, p. 815] and [11, p. 1] .
(AC) for every finitely generated R-module M there exists an integer b M 0 such that, for every finitely generated R-module N , if Ext The following theorem (proved in Proof 3.1) is the first main result of this paper. It says that the conditions (AC) and (UAC) need not be preserved by localization. One interpretation of the result is that these conditions are poor measures of the severity of the singularity of R, even when R is complete, since intuition says that R p should be no more singular than R. See also Theorem 3.3.
Theorem A. Let k be any field which is not algebraic over a finite field. There exists a complete local Cohen-Macaulay k-algebra R of Krull dimension 1 with decomposable maximal ideal such that (a) R has type 2, multiplicity 13 , and embedding codepth 6 and satisfies (UAC), (b) R is the completion of a local ring that is essentially of finite type over k, and (c) there is a prime ideal p ∈ Spec(R) such that the localization R p is Gorenstein of multiplicity 12 and embedding codepth 5 
and does not even satisfy (AC).
Semidualizing Modules. Section 4 focuses on the following modules introduced by Foxby [6] . A finitely generated R-module C is semidualizing if one has R ∼ = Hom R (C, C) and Ext i R (C, C) = 0 for all i 1. For instance, the free module R 1 is semidualizing. A dualizing module for R is a semidualizing R-module of finite injective dimension; this is the same as Grothendieck's canonical module over a Cohen-Macaulay ring from [12] . The next result is proved in Proof 4.1. It say that the number of isomorphism classes of semidualizing modules can grow under localization. As with the preceding result, one can interpret this as saying that the number of isomorphism classes of semidualizing R-modules is a poor measure of the severity of the singularity of R.
Theorem B. Let n be a positive integer, and let k be a field. Then there is a complete local Cohen-Macaulay k-algebra R of Krull dimension 1 with decomposable maximal ideal such that (1) R is the completion of a local ring that is essentially of finite type over k, (2) R has type 1 + 2
n , multiplicity 1 + 3 n , embedding codepth 2n + 1, and only two non-isomorphic semidualizing modules, namely its free module of rank 1 and its dualizing module, and (3) R has a prime ideal p such that R p has type 2 n , multiplicity 3 n , embedding codepth 2n, and exactly 2 n non-isomorphic semidualizing modules.
Finite Cohen-Macaulay Type. The rings of Theorems A and B have decomposable maximal ideals, which means that they are realized as non-trivial fiber products; see Fact 2.1 below. Such rings have very rigid homological properties, as one sees, e.g., in [5, 16, 17, 21, 23] . For instance, they satisfy (UAC), they have at most the two trivial semidualizing modules, they are G-regular, and they satisfy the Auslander-Reiten Conjecture.
On the other hand, some properties are rarely satisfied by rings with decomposable maximal ideals. For instance, they are never integral domains (hence, never regular), and they are rarely Gorenstein; see [5, Observation 3.2] or Corollary 2.7 below where it is shown that such a ring is Gorenstein if and only if it is a hypersurface of dimension 1. A related characterization of the Cohen-Macaulay property is in Fact 2.2.
This leads to the second point of the present article: to similarly characterize when a local ring R with decomposable maximal ideal is Cohen-Macaulay with finite Cohen-Macaulay type, that is, with only finitely many isomorphism classes of indecomposable maximal Cohen-Macaulay modules. This is the subject of Section 5, the main result of which is stated next and proved in Proof 5.10 below. For it, recall that a local ring is analytically unramified provided that its completion is reduced. In particular, each analytically unramified local ring is itself reduced. 
where (S, m S , k) and (T, m T , k) are local rings with a common residue field k, and π S : S → k and π T : T → k are the natural surjections. Such a fiber product is non-trivial if S = k = T . Note that S × k T is automatically a local ring with maximal ideal m S× k T = m S ⊕ m T and residue field k. In particular, the maximal ideal of S × k T is decomposable. We identify the maximal ideals of S and T with the ideals m S ⊕ 0 and 0 ⊕ m T , respectively, of S × k T . Under this identification, there are ring isomorphisms
Conversely, assume that m R is decomposable as m R = I ⊕J, and set S = R/I and T = R/J. Then there is an isomorphism R ∼ = − → S × k T given by r → (r + I, r + J). Under this isomorphism, we have I ∼ = m T and J ∼ = m S . Fact 2.2. Assume that m R is decomposable as m R = I ⊕ J, and set S = R/I and T = R/J. By work of Lescot [17] , we have equalities dim R = max{dim S, dim T } depth R = min{depth S, depth T, 1}.
In particular, R is Cohen-Macaulay if and only if S and T are both Cohen-Macaulay and dim S = dim T 1. See also Christensen, Striuli, and Veliche [5, Remark 3.1]. Definition 2.3. Recall that the Poincaré series and the Bass series of a finitely generated R-module M are the formal power series 5. An alternate definition of the term "hypersurface" asks R itself to be of the form Q/a where Q is regular and a is principal. Heitmann and Jorgensen [13] show that our definition is less restrictive than this one.
Next, we document the Bass series and type of a non-trivial fiber product. [16] , the Bass series and type of R are as follows.
Case 1: S and T are both singular, i.e., non-regular.
In particular, recalling the characterization of the Cohen-Macaulay property for R from Fact 2.6, we conclude in this case that R is not Gorenstein. (This follows from a case-by-case analysis of the options for r(R). For instance, if depth S = 0 = depth T , then R is Cohen-Macaulay but has r(R) = r(S) + r(T ) 2. In the next case depth S = 0 < depth T , then R is not Cohen-Macaulay. And so on.) Case 2: S is singular and T is regular of dimension n 1. (We require n 1 in this case, otherwise T = k, contradicting the non-triviality of our fiber product.)
Also as in the previous case, we conclude that R is never Gorenstein in this case. Case 3: S and T are regular of dimensions m, n 1 respectively.
Note in this case that R is Gorenstein if and only if it is Cohen-Macaulay, i.e., if and only if m = n = 1. See also Christensen, Striuli, and Veliche [5, Remark 3.1].
The next result summarizes some of the points of Fact 2.6. It is almost certainly well-known to the experts, in light of [5, 17] , 
where the sum is taken over all primes p ∈ Spec(R) with dim(R/p) = dim(R); see, e.g., [18, A.26 Proposition] .
Fact 2.9. Let R ∼ = S × k T be a non-trivial fiber product. The condition m S m T = 0 implies that every prime ideal of R contains m S or m T . From the isomorphisms R/m S ∼ = T and R/m T ∼ = S, we then conclude that
Following this notation, we have ht(m S ⊕ q) = ht(q) and R/(m S ⊕ q) ∼ = T /q, so dim(R/(m S ⊕ q)) = dim(T /q), and similarly for the prime p ⊕ m T . Furthermore, it is straightforward to show that if q = m T , then R mS ⊕q ∼ = T q , and similarly for p ⊕ m T . Thus, we use the formula (2.8.1) to deduce the first three cases of the following formula:
For the fourth case, assume that dim(S) = dim(T ) = 0. The isomorphisms R/m T ∼ = S and T /m T ∼ = k explain the second and third equalities in the next sequence. 
Auslander Conditions and Localizations
With the preliminaries out of the way, we dive into the proof of our first main theorem from the introduction. (1)] provides a finite dimensional Gorenstein k-algebra A that does not satisfy (AC). Moreover, the ring A is constructed as follows. Fix an element α ∈ k that has infinite order in the multiplicative group k × . In the polynomial ring k[X 1 , . . . , X 5 ], consider the ideal a generated by the following quadratic forms: 
. Then S is local and Gorenstein of Krull dimension 1 and multiplicity 12. Let Z be another power series variable, and consider the fiber product
The isomorphism comes from the fact that the quotient ring in this display has decomposable maximal ideal (Z) ⊕ (X 1 , . . . , X 5 , Y ), by construction; see Fact 2.1. Then R is a complete local k-algebra. (One can also deduce the completeness of R from [10, Lemme(19.3.2.1(iii))].) Also, R is the completion of a local ring that is essentially of finite type over k, because of (3.1.1) and the specific list of generators for a. From [22, Corollaries 6.3 and 6.6], we know that R satisfies (UAC) with b = depth(R). Furthermore, R is Cohen-Macaulay of Krull dimension 1, type 2, and multiplicity 13, by Facts 2.2, 2.6, and 2.9. By inspecting (3.1.1), one concludes that edim(R) = 7.
and exploit the isomorphism (3.1.1) to set p = P R. One checks readily that p is prime. We localize at p in the next display, using the condition Y / ∈ P for the second isomorphism.
The third isomorphism is from Fact 2.10. As we noted in the first paragraph of this proof, this ring is Gorenstein of multiplicity 12 and embedding dimension 5 and does not satisfy (AC), so R and R p have the desired properties. 
Semidualizing Modules and Localization
Next, we prove our second main theorem from the introduction.
Proof 4.1 (Proof of Theorem B). To build the ring R, consider the list of variables X = X 1,1 , X 2,1 , . . . , X 1,n , X 2,n , and set
Then the quotient ring
is artinian and local of type 2 n , embedding dimension 2n, and length 3 n . Let Y be another variable, and set
Note that S is Cohen-Macaulay of dimension 1, type 2 n , embedding dimension 2n + 1, and multiplicity 3 n . Also, let
where Z is yet another variable, and set
The isomorphism comes from the fact that the quotient ring in this display has decomposable maximal ideal (Z) ⊕ (X, Y ), by construction; see Fact 2.1. Then R is Cohen-Macaulay of dimension 1, type 1 + 2 n , and multiplicity 1 + 3 n by Facts 2.2, 2.6, and 2.9. Also, we have edim(R) = 2n+2, and R is the completion of a local ring that is essentially of finite type over k, because of (4.1.1) and the specific form of I. In particular, R is Cohen-Macaulay and complete, so it has a dualizing module. It follows from [21, Corollary 4.6] that R has exactly two semidualizing modules, up to isomorphism, namely its free module of rank 1 and its dualizing module.
From the presentation (4.1.1), it is straightforward to show that the ideal p = (Z, X)R is prime, since I is generated by monomials in X. Furthermore, localization at p inverts the variable Y , so we have
As R p is a flat, local extension of the ring k[[X]]/I ∼ = S 0 , and the maximal ideal of S 0 extends to the maximal ideal of R p , we have r(R p ) = r(S 0 ) = 2 n and e(R p ) = e(S 0 ) = 3 n . From (4.1.2), we have edim(R p ) = 2n. Thus, it remains to show that R p has exactly 2 n non-isomorphic semidualizing modules. To this end, note that Fact 2.10 shows that
Using the right-hand quotient in this display, we conclude from [24, Corollary 4.11] that R p has exactly 2 n non-isomorphic semidualizing modules, as desired.
Remark 4.2. The special case n = 2 is already interesting here. In this case note that r(R) = 5, which (being prime) automatically implies that R has at most two semidualizing modules by [25, Theorem C(b)], and e(R) = 10. Furthermore, the localization R p has type 4, embedding codepth 4, and multiplicity 9 (the smallest values for these invariants that allow for a non-trivial semidualizing module by loc. cit., [3] , and Proposition 4.5 below, respectively). Note that rings of composite (i.e., non-prime) type may have only trivial semidualizing modules. So one can imagine the existence of an example of a complete Cohen-Macaulay local ring A of type 4, embedding codepth 4, and multiplicity 9 with only trivial semidualizing modules and with a prime ideal P such that A P has non-trivial semidualizing modules. (It would follow automatically that A P also has type 4, embedding codepth 4, and multiplicity 9 by Alas, at this point we do not know whether such an example can actually be constructed, hence the following. Question 4.3. Let R be Cohen-Macaulay with r(R) = 4 = ecodepth(R), e(R) = 9 and only trivial semidualizing modules. For each non-maximal prime ideal p ∈ Spec(R), can the localization R p have non-trivial semidualizing modules?
Noting that the ring in our example is not an integral domain, we also pose the following. 
Proposition 4.5. Let R be a Cohen-Macaulay local ring with e(R) 8. Then R has at most two non-isomorphic semidualizing modules, namely its free module of rank 1 and its dualizing module (if it has one).

Proof. If r(R)
3, then the result follows from [25, Theorem C(b)]. Thus, we assume without loss of generality that r(R) 4. If m R is principal, then R is a hypersurface, hence Gorenstein, and we are done. Thus, we assume without loss of generality that edim(R) 2.
A result of Grothendieck [9, Proposition (0.10.3.1)] provides a flat local ring
Composing with the natural map from R ′ to its m ′ -adic completion, we assume that R ′ is complete. Then R ′ is Cohen-Macaulay with e(R ′ ) = e(R) 8. By [7, Theorem II(c)], it suffices to prove the result for R ′ , so we assume that R is complete with algebraically closed (hence, infinite) residue field.
Thus, the maximal ideal m R has a minimal reduction (x)R generated by part of a minimal generating sequence for m R . In particular, the sequence x is a system of parameters for R, so it is R-regular since R is Cohen-Macaulay. The quotient R ′′ = R/(x)R is artinian of length equal to e(R) 8. Another application of loc. cit. shows that it suffices to prove the result for R ′′ , so we assume that R is artinian with length at most 8.
Claim 
Fiber Products of Finite Cohen-Macaulay Type
The main goal of this section is to prove Theorem C from the introduction. See also Theorem 5.13 for a non-Cohen-Macaulay result.
Notation 5.1. Let reg(R) denote the set of R-regular elements of the local ring R, and let Q(R) be the total quotient ring of R. To be clear, in the case depth(R) = 0, we simply have Q(R) = R, and in the case depth(R) 1, we have Q(R) = reg(R) −1 R. Note that this is the same as the usual definition of Q(R) where one inverts all the non-zero-divisors of R. Indeed, the depth-0 case is clear. In the case of positive depth, since R is local, the set NZD(R) of non-zero-divisors of R is the union of reg(R) and the set R × of units of R; from this, it follows readily that NZD(R) −1 R = reg(R) −1 R. Let R denote the integral closure of R in Q(R). In the case depth(R) = 0 this simply yields R = R.
Note that the conclusion of the next result fails if depth(S) = 0 because then
a non-trivial fiber product with depth(R) 1, that is, with depth(S), depth(T ) 1. Then there is a natural R-module isomorphism
Proof. Recall that the definition of S × k T implies in particular that it is naturally a subring of the cartesian product S × T , so
It is straightforward to show that reg(S × k T ) = reg(S) × reg(T ). It follows that
Using the universal mapping property for localizations, one concludes that i induces a well-defined ring homomorphism i
To see that i ′ is injective, notice that 0 = i ′ ((s, t)/(σ, τ )) = (s/σ, t/τ ) implies for instance s/σ = 0 in Q(S). Since Q(S) is obtained from S by inverting non-zero-divisors, it follows that s = 0, and similarly t = 0, so (s, t)/(σ, τ ) = (0, 0)/(σ, τ ) = 0.
To see that i ′ is surjective, let (s/σ, t/τ ) ∈ Q(S) × Q(T ). Note that we cannot automatically conclude that (s/σ, t/τ ) = i ′ ((s, t)/(σ, τ )) ∈ Im(i ′ ) because we do not know whether (s, t) is in S × k T . However, since (σ, τ ) is in m S × m T , we do have (sσ, tτ ) ∈ m S × m T ⊆ S × k T . Thus, we have
so i ′ is surjective. This establishes Claim 1.
To verify the containment ⊆, let (s, t)/(σ, τ ) ∈ S × k T be given; we need to show that (s/σ, t/τ ) ∈ S × T . That is, we need s/σ ∈ S and t/τ ∈ T . We have already seen that s/σ ∈ Q(S) and t/τ ∈ Q(T ). Consider a monic polynomial
Then it suffices to show that g(s/σ) = 0 and h(t/τ ) = 0. Direct computation shows that
This establishes the containment ⊆.
For the reverse containment ⊇, we first show that i ′ ( S × k T ) ⊇ S × 0. To this end, let s/σ ∈ S be given. By assumption, we have σ ∈ m S , so sσ ∈ m S ; thus, because of the equality s/σ = sσ/σ 2 we may assume without loss of generality that s ∈ m S . In particular, we have (s, 0) ∈ S × k T . Now, let g(X) = X n + a 1 X n−1 + · · · + a n ∈ S[X] be a monic polynomial satisfied by s/σ. Multiply by X if necessary to assume that a n = 0. For j = 1, . . . , n − 1 let b j ∈ T be such that (a j , b j ) ∈ S × k T , and let b n = 0. Then with
, we have h(0) = b n = 0. Consider the monic polynomial f (X) = X n + (a 1 , b 1 )X n−1 + · · · + (a n , b n ) over S × k T , and let τ ∈ reg(T ). Using the element (s, 0)/(σ, τ ) ∈ Q(S × k T ) we again compute directly:
This implies that i
is closed under addition, it follows that i ′ ( S × k T ) ⊇ S × T , as desired. This establishes Claim 2.
In particular, Claim 2 implies that the map i ′ induces an R-module isomorphism R ∼ = S × T , as desired. Proof. We note that if A is a local ring, then m A A ∩ A = m A . Indeed, the containment m A A ∩ A ⊇ m A holds because A is a ring extension of A. For the reverse containment, use the Cohen-Seidenberg theorems to find a maximal ideal n ⊆ A such that n ∩ A = m A . This implies that m A ⊇ m A A ∩ A, as desired.
In particular, this implies that
, we use the previous paragraph along with Lemma 5.2:
In particular, this shows that (m R R + R)/R is cyclic if and only if (m S S + S)/S and (m T T + T )/T are both cyclic and one of them is 0.
Lemma 5.4. Assume that m R is decomposable. If R has finite Cohen-Macaulay type, then dim(R) 1.
Proof. If R has finite Cohen-Macaulay type and dim(R) = 0, then R is a principal ideal ring by [18, 3. 3 Theorem]; however, this contradicts the fact that m R is decomposable. 
is not a principal ideal ring, so it has infinite (i.e., non-finite) Cohen-Macaulay type by loc. cit. Proof. Set R ′ = R/ Nil(R), and observe that the map Spec(R)
Thus, the ring R p is a field, so length(R p ) = 1. Since the ring R ′ is reduced, the ring (R ′ ) p ′ is also a field, so length(R ′ p ′ ) = 1 as well. Thus, the isomorphism R ′ /p ′ ∼ = R/p conspires with the formula (2.8.1) to imply the following.
Here the first sum is taken over all {p ∈ Min(R) | dim(R/p) = dim(R)}, and similarly for the second sum. 
The first equality is from part (c), and the third one is from Fact 2.2. Since the inequality depth S (M ) dim(S) is automatic, it follows that the inequality in this display is an equality, so M is a maximal Cohen-Macaulay over S and dim(S) max{dim(S), dim(T )} dim(T ), as desired.
Conversely, assume that M is maximal Cohen-Macaulay over S and dim(S) dim(T ). Then as in the preceding paragraph, we have
so M ⊕ 0 is maximal Cohen-Macaulay over R, as desired.
The next result follows directly from Lemma 5.7. completion T is regular, so reduced. By assumption, S is also reduced, hence so is R ∼ = S × k T . Thus, according to [18, 4. 10 Theorem], it remains to show that the R-module (m R R + R)/R is cyclic; see the introduction of [18, Chapter 4] .
Since T is integrally closed, we have (m T T + T )/T = (m T T + T )/T = T /T = 0. Since S is Cohen-Macaulay and analytically unramified of dimension 1 and multiplicity 2, we know that S has finite Cohen-Macaulay type by [18, 4. 18 Theorem], hence (m S S + S)/S is cyclic by [18, 4. 10 Theorem]. It follows from Lemma 5.3 that (m R R + R)/R is cyclic, as desired.
Remark 5.11. Note that the analytically unramified condition on S in condition (ii) of Theorem C is necessary. Indeed, consider for example the ring (ii) R is isomorphic to one of the following.
Proof. (ii) =⇒ (i) It is straightforward to show that the ring k[[x, y]]/(x 2 − y n ) is complete and reduced with multiplicity 2 when n 2; in the case n = 2, this uses the fact that the characteristic of k is not 2. In particular, this ring is analytically unramified. Since k [[x] ] is also analytically unramified, this implication follows from Theorem C.
(i) =⇒ (ii) Assume that R is Cohen-Macaulay of finite Cohen-Macaulay type. Since R has decomposable maximal ideal by assumption, Theorem C implies that R ∼ = S × k T where S is an analytically unramified hypersurface of Krull dimension 1 and multiplicity at most 2, and T is regular of Krull dimension 1. Since S and T are homomorphic images of the complete, equicharacteristic local ring R, the rings S and T are also complete and equicharacteristic. Cohen's structure theorem implies that
If e(S) = 1, then S must be regular, since it is unmixed; in this case, we have
, as desired. So, assume that e(S) = 2. Since S is a complete hypersurface of dimension 1, we can write
Applying the Weierstrass preparation theorem, we may assume that f = x e − y n for some 0 < e n; see the proof of [26, Theorem (8.8) ]. It follows that e = e(S) = 2, so S has the desired form.
Next, we move to the non-Cohen-Macaulay situation. (i) =⇒ (ii) Assume that R has finite Cohen-Macaulay type, and recall the assumption dim(R) 1. Lemma 5.4 then implies that dim(R) = 1. By Fact 2.2 we may re-order S and T if necessary to assume that one of the following holds:
(I) dim S = 1 and dim T = 0, or (II) dim S = 1 = dim T . In the first of these cases, Proposition 5.8 implies that S has finite Cohen-Macaulay type, as desired. In the second case, Proposition 5.8 implies that both S and T have finite Cohen-Macaulay type. Fact 2.9 and Lemma 5.6 imply that e(S) + e(T ) = e(R) 3; thus, in this case we may re-order S and T if necessary to conclude that e(S) 2 and e(T ) = 1, as desired.
(ii) =⇒ (i) Assume now that S and T satisfy condition (1) or (2) Case (2): S and T have dimension 1 and finite Cohen-Macaulay type such that e(S) 2 and e(T ) = 1. It follows that S/ Nil(S) and T / Nil(T ) are both CohenMacaulay of Krull dimension 1 with finite Cohen-Macaulay type. Lemma 5.6 implies that e(S/ Nil(S)) = e(S) 2 and e(T / Nil(T )) = e(T ) = 1, so Fact 2.9 says e(R/ Nil(R)) = e((S/ Nil(S)) × k (T / Nil(T ))) = e(S/ Nil(S)) + e(T / Nil(T )) 3 Theorem C implies that R/ Nil(R) ∼ = (S/ Nil(S)) × k (T / Nil(T )) has finite CohenMacaulay type. In addition, we have m Remark 5.14. In Theorem 5.13 note that if R ∼ = S × k T has finite Cohen-Macaulay type, then it does not necessarily follow that S and T both have finite CohenMacaulay type. Indeed if S has dimension 1 and finite Cohen-Macaulay type, and dim(T ) = 0, then R has finite Cohen-Macaulay type by Theorem 5.13. However, in this case, T has finite Cohen-Macaulay type if and only if T is a principal ideal ring (that is, if and only if edim(T ) = 1) by [18, 3. 2 ) has dim(S) = 1 and e(S) = 2 and finite Cohen-Macaulay type.
