Introduction
Forests are expected to face significant pressures in the future from both climate change and air pollution (Fischer 2008) . At present, research into and monitoring of cli mate change and air pollution impacts on European forests are rather fragmented, with a number of different networks existing (Fischer et al. 2011) . COST Action FP0903 entitled "Climate Change and Forest Mitiga tion and Adaptation in a Polluted Environ ment" (COST 2010) creates a platform of experts from different fields and different networks, with the objectives of increasing understanding of the state and potential of forest mitigation and adaptation to climate change in a polluted environment and of re conciling process-oriented research, longterm monitoring and applied modelling at comprehensive forest research sites (super sites).
The large amounts of data already obtained within existing monitoring programmes and large-scale international projects can be used to help to fulfil the objectives of COST Ac tion FP0903. The Action's Working Group 1 aims to investigate the availability and eva luation of data, with special emphasis on databases from long-term monitoring pro grammes and projects as it is these that have the greatest potential to provide the neces sary information. However, in order to make best use of the large amounts of data that exist, we need to know the answers to a number of questions, including:
• what data are available?
• how accessible are they?
• what is their quality?
• how comparable are data obtained from different sources and by different methods? In addition, COST Action ES0804 "Ad vancing the integrated monitoring of trace gas exchange between biosphere and atmo sphere" creates a platform for analysis, har monisation, synthesis, and assessment of fu ture needs and further development of a European integrated monitoring program for comprehensive trace gas flux observations. The same issues are relevant for this Action.
The aim of this paper is to inform the scientific community about the availability of data relevant to the objectives of COST Actions FP0903 and ES0804 and to briefly discuss issues of their accessibility, quality and comparability. In an accompanying pa per, the same transnational forest monitoring and research networks in Europe are dis cussed in view of their potential to establish a transnational system of supersites for forest monitoring and research (Fischer et al. 2011) .
Availability of data
A number of large-scale international data bases exist both from monitoring program mes and research projects, as well as data from many small-scale projects and pro grammes, including: A number of sites have been used in seve ral different networks as well as smal ler-scale projects (e.g., site Birkenes in sou thern Norway). For some very old sites (e.g., site Zelivka in the Czech Republic -Z. Lach manová, pers. comm.), however, older data may only exist on paper, limiting their ac cessibility. A major problem until now is that, in practice, data that are not included in databases are often only known by the scientist(s) who obtained them. As soon as these scientists leave or change their position the data are in practice lost. This stresses the importance of databases that can host data and related Metadata acquired by scientists/ scientific teams/scientific project teams not involved in large research programs.
For practical reasons, it makes sense to consider in this analysis mainly the data from the large-scale programmes and pro jects, covering all or most of Europe and with manuals or protocols that are to a large extent harmonised. For these datasets, meta data and processing procedures exist and are available together with the data, enabling the user to understand and evaluate the nature of the measurements and ensure their correct use. An overview of the most relevant largescale databases for European forests that can be used in air pollution and climate change research is given in Tab. 1.
Accessibility of data
In principle, data obtained using public funding should be available to the public. The OECD has recently published principles and guidelines for access to research data obtained using public funding (OECD 2007) . Improved access is generally seen as benefiting the advancement of research, boosting its quality and facilitating cross-di sciplinary research cooperation. However, that some data may remain inaccessible is acknowledged by the OECD guidelines, where it is stated that "Data access arrange ments should respect the legal rights and le gitimate interests of all stakeholders in the public research enterprise" (OECD 2007) .
Rules for access to data in existing data bases vary, and can be summarised as:
• free access (generally by internet), e.g., EMEP; • free access with registration (often for in Information about the accessibility of data in the main European forest monitoring and research databases is included in Tab. 1. In practice, though, scientific use of data be yond the specific networks gathering the in formation is in many cases limited (Fischer et al. 2011) .
The data that are accessible in databases are seldom truly raw data, in the sense of be ing the signals that come from the sensors. Raw data needs to be defined: for example, in CarboEurope IP and IMECC raw data are 10Hz unprocessed measurements coming from the sensors that need to be elaborated and corrected to obtain the final, useful fluxes. These are at the moment not available in the database; however, the half-hourly data are available. The half-hourly data may be considered raw data or not, depending on standpoint: for modellers or general users they are raw data, for eddy covariance wor kers not. The "raw data" referred to in Tab. 1 are therefore not generally truly raw data, al though there are exceptions: For ICOS truly raw data, 10 Hz measurements, will be avai lable.
Published results are of course generally available in international peer-reviewed jou rnals, books, technical reports from pro grammes or projects, or national reports (of ten in the national language), but these are normally not the raw data, with some excep tions. More commonly they are the results of statistical treatment of the data.
Although the principle of free access to publicly funded data is important, there are legitimate concerns about intellectual pro perty rights (IPR), including a right to first use of unpublished data for the scientist(s) responsible for obtaining them. "In current research practice, the initial data-producing researcher or institution is sometimes rewar ded with temporary exclusive use of the data. The rules for such incentive arrange ments should be developed and explicitly stated by the funding sources in co-operation with the affected research communities" (OECD 2007) . IPR regulations should be mandatory in any project supported by pu blic funding. A programme or project may have an agreed intellectual property policy with strict regulations governing the use of data collected by others, e.g., ICP Forests (Lorenz 2010) . However, respect for IPR should be balanced with the fact that at one point the data often acquired using public money (EU or national) should become available to the broad scientific community and for this reason another possibility is for first use to be guaranteed for a period of, e.g., one to three years after the end of the project before open access. Financial secu rity provided by the funding organisation would help to improve access, as would also a direct link between funding and data sha ring or data use by the scientific community.
Not only is it important for society as a whole that data are made accessible, but it is also important for those collecting the data. Experience has shown that in the long term only the "active" sites in terms of data sha ring have survived, i.e., those sites with a wide use of their data by scientists that are not directly involved in the data collection. This provides justification for further fun ding. In addition, experiences from synthesis activities like FLUXNET (http://www. fluxdata.org) demonstrated that multi-sites analysis does not prevent the publication of site specific papers but instead adds new analysis and important scientific results otherwise probably not possible (e.g., Beer et al. 2010 , Jung et al. 2010 ).
Data quality
The quality of a database is only as good as the quality of the data it contains. Strict quality assurance/quality control (QA/QC) procedures at all stages of an investigation (field sampling, transport to the laboratory, laboratory analysis, data treatment and re porting) are crucial and should be included in the manual of any programme or project supported by public funding.
Not all analytical methods are equally good, and it is possible to prepare a list of methods that give inaccurate or imprecise results, as has been done for example for de position analyses in ICP Forests (Clarke et al. 2010) . Even laboratories using the same analytical method can get very different results. This can be seen in the results from in ter-laboratory ring tests, where the same samples are analysed by a number of diffe rent laboratories; the range in results ob tained may be large even when the same method is used (e.g., Marchetto et al. 2009 ). In recent years, a better understanding of QA/QC has led to improvements in the qua lity of data obtained from laboratories. How ever, questions may in some cases remain about the quality of older data and these data should be flagged. Whenever possible it is important to associate an uncertainty value with all the data, uncertainty that can take into account all the different sources, from the measurement collection to the final QA/QC.
Data quality is generally considered rela tive to the standard and objectives of each single project. Thus different projects may have data of similar, high quality for the pur pose of the project but not necessarily usable for the purposes of other projects or for meta-analyses. This relates to the question of data comparability, which is discussed in the next chapter.
Data comparability
Data comparability is related to data qua lity and should be seen in this context. In many databases, data have been obtained from a large number of different partners, raising questions about their comparability. Different methods/techniques are often used even within one programme, leading to diffi culties in comparing results. Achievement of comparability between different programmes /projects is even more difficult as their aims differ.
An example of the use of different methods within one programme is the monitoring of deposition, especially throughfall, in ICP Forests. Different types of samplers are used; for throughfall sampling these could be either funnels or gutters. In addition to dif ferent sampler types, there are differences in a number of factors that might influence the representativity of the measurements, such as the number of samplers used, the surface area of the samplers, and their placing in the forest. Field intercomparisons of samplers for bulk precipitation and throughfall showed that there were large differences in the results obtained, and that these diffe rences were most likely related to differences in the sampling strategy such as the sampler placement and the collecting area used , Erisman et al. 2003 ). Such difficulties create major problems in attempts to use the data for model evaluation (e.g., Simpson et al. 2006) . Inaccuracy indu ced by the samplers appeared to be larger than that induced by use of different labora tories in chemical analysis.
In the laboratory too, use of different me thods can lead to different results, even in cases where the methods use the same basic principle. For example, a comparison of five different methods for aluminium fractiona tion carried out by Wickstrøm et al. (2000) , four of which used the same fractionation principle (cation exchange), showed diffe rences caused by factors such as reaction time and pH even when the same fractiona tion principle was used. Method intercalibra tions are therefore necessary and should be mandatory.
Method harmonisation, leading to the use of the same equipment and the same me thods by all participants in a network, might be considered as a way of improving data comparability. However, there are a number of hinders to harmonisation:
• methods could be well-adapted for local conditions, leading to uncertainty about the benefits of a new, harmonised method; • there are different historical schools in dif ferent countries (e.g., soil type classifica tion); • changing the methodology will break the time series; comparison between before and after the method change is difficult, as old and new methods must be run in paral lel (for at least a year in the case of field equipment) to be able to compare data ob tained; • harmonisation is expensive: new equip ment must be purchased and installed; • harmonisation might inhibit the ability to develop new methods or improve on exis ting ones. One possible solution could be the use of a standard method/set-up in parallel with the local, long term and established methodo logy. In this way the common reference me thod would permit a clear and robust com parison and the paired methods applied at each site to evaluate the uncertainty or spot problems and errors. However this solution would be clearly more expensive.
In practice, how do we deal with these challenges, considering that it is important to have comparable data without losing too much?
• Use of the same acquisition protocols, where possible; • in some cases it is possible to keep diffe rent methods but link them to the same re ference (e.g., transfer of different co ver-abundance scales for ground vegeta tion to a standardized percentage scale); • centralized raw data processing, where possible; • bridging functions (as developed within the ENFIN community); • inter-laboratory ring tests; • field harmonisation tests; • intercalibrations; • detailed meta-information submitted with the data; • early and user-friendly release mechanisms of the data to allow external usage and evaluation. Data buried in databases al most always contains significant and often easily-fixable errors; • definition and organization of coordination centres that would help in the development of protocols and assist those responsible for the measurements; • in many cases external co-financing has helped a lot to enable harmonisation pro cesses, because transnational harmonisa tion in many cases does not provide an im mediate national benefit. Laboratory improvement after participation in ring tests has been demonstrated in the ICP Forests programme (Marchetto et al. 2009 ). Field harmonisation has proven more difficult to achieve. In the LIFE+ FutMon project, a harmonisation experiment is cur rently being carried out, in which national deposition samplers are compared with standardised deposition samplers on forest monitoring plots throughout Europe. A pre liminary paper on this experiment is pu blished in this journal (Zlindra et al. 2011) .
Centralized data processing has been tested in FLUXNET with the "LaThuile synthesis activity" (http://www.fluxdata.org) leading to a large number of synthesis papers based on harmonized and standardized datasets collected in more than 200 sites globally (e.g., Beer et al. 2010 , Jung et al. 2010 .
The question of scale is also important when comparing data from different sources. The scale at which to operate is chosen ac cording to the questions to be answered. When the scale at which to operate is chosen, it will determine the study design and also the amount of precision that is pos sible. For example, detailed biological stu dies might require exact and extensive data on a single tree, but such data may have limited usefulness to assess the functioning of the whole ecosystem. At the other end of the scale, good measurements might be made of an extensive area (for example with masts sampling large footprint areas), but with little information on individual species or trees. The main problem for the users is then to integrate the different measurements con sidering the related uncertainties.
Conclusions
Main conclusions are:
• a lot of data exists, but it is hard to get a good overview of what is available and where; • much is accessible, but there is room for improvement. Internet-based solutions should be the standard; these have been very successful with some networks; • a major challenge is how to improve access while safeguarding both IPR and also pu blicly-funded data collection; • networks set up for one purpose often provide data which are valuable for other research communities (e.g., CarboEurope's data on friction velocity have proven va luable for air pollution modelling), and such co-benefits need to be encouraged and enabled, e.g., by making access easy; • understanding of QA/QC and assessing the uncertainty is crucial. This has improved in recent years; • comparability of data from different sources, often obtained by different field and laboratory methods, is a serious chal lenge and needs to be frequently tested; • cross-comparison of data from different databases offers valuable opportunities for a better exploitation of present data inclu ding validation of models and understan ding of real-world forest responses to air pollution and climate change.
