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Resumen
En 1964 Christian Pommerenke comenzo´ con el estudio de las familias de funciones
anal´ıticas localmente inyectivas definidas en el disco unitario (ve´ase [Po64]), definiendo el
orden (superior) de una funcio´n anal´ıtica localmente inyectiva definida en D. Ma´s adelante,
William Ma y David Minda hicieron algo similar a lo que hizo Pommerenke, pero esta vez
para familias de funciones meromorfas localmente inyectivas definidas en D, entrando a
definir esta vez en [MaMi92] el orden (superior) esfe´rico de una funcio´n en dichas familias.
Luego, Pommerenke junto con Lorena Cruz en su estudio de las funciones concavas
univalentes [CrPo07], definio´ el orden inferior de una funcio´n anal´ıtica localmente inyectiva
definida en D. Basado en lo anterior, Hugo Arbela´ez en su tesis de doctorado [Ar11]
definio´ el orden inferior esfe´rico de una funcio´n meromorfa localmente inyectiva definida
en D.
En este trabajo se busca profundizar ma´s sobre este concepto, es decir, queremos
hacer un estudio sistema´tico de la nocio´n de orden inferior para funciones meromorfas
localmente inyectivas definidas en el disco unitario D, puesto que el estudio que se ha
hecho hasta ahora sobre el orden inferior esfe´rico no es muy amplio. En el primer cap´ıtulo
se introducen algunas de las definiciones y resultados fundamentales para el desarrollo de
este trabajo, empezando con un poco de teor´ıa ba´sica de la geometr´ıa hiperbo´lica, luego
un poco de geometr´ıa esfe´rica y por u´ltimo algunos resultados generales.
En el segundo cap´ıtulo se hace una definicio´n general de la conexio´n para me´tricas
conformes, viendo co´mo e´sta sirve para darle a todos los casos estudiados hasta ahora, en
particular al esfe´rico, una apariencia similar al caso euclidiano; para luego centrarnos en
la conexio´n esfe´rica sobre el disco unitario, viendo co´mo e´sta es continua y no meromorfa.
Adema´s, vemos algunos teoremas de crecimiento y distorsio´n para este operador, y
definimos sobre e´l una norma que posee una importante propiedad de invariancia.
Finalizamos el cap´ıtulo con algunas generalizaciones de trabajos hechos en los casos
hiperbo´lico y esfe´rico.
Finalmente, en el tercer cap´ıtulo se desarrollan algoritmos en MatLab para calcular
los o´rdenes esfe´ricos inferior y superior, para ver luego ejemplos de e´stos con ayuda de una
regla de composicio´n para A#f que involucra el operador conexio´n esfe´rica, y concluyendo
con algunas propiedades en torno a acotar los o´rdenes esfe´ricos, en especial el inferior,
usando hipo´tesis lo ma´s de´biles posibles.
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Introduccio´n
En el contexto de familias linealmente invariantes [Po64, p. 115], el orden (superior)
de una funcio´n f , anal´ıtica y localmente inyectiva en el disco unitario D, fue definido por
α(f) := sup {|Af (z)| : z ∈ D} ,
donde
Af (z) :=
(1− |z|2)
2
f ′′(z)
f ′(z)
− z.
Luego, basados en lo anterior, L. Cruz y Ch. Pommerenke en [CrPo07] definieron el orden
inferior de f por
µ(f) := ı´nf {|Af (z)| : z ∈ D} ,
y demostraron que
0 6 µ(f) 6 1 6 α(f) 6∞.
Poco tiempo despue´s, Ch. Pommerenke hizo un estudio ma´s amplio del concepto de orden
inferior en [Po08].
Aprovechando el concepto de familia linealmente invariante de funciones anal´ıticas y
localmente inyectivas en D, que definio´ Pommerenke en 1964, se introdujo la nocio´n de
familia esfe´ricamente invariante de funciones meromorfas localmente inyectivas definidas
en D, que fue estudiada inicialmente por W. Ma y D. Minda en [MaMi92], en el contexto de
las funciones esfe´ricamente convexas. En dicho art´ıculo ellos definieron el orden (superior)
esfe´rico de una funcio´n f : D −→ Ĉ meromorfa localmente inyectiva por
αs(f) := sup
z∈D
∣∣∣A#f (z)∣∣∣ ,
donde
A#f (z) :=
(
1− |z|2)
2
f ′′ (z)
f ′ (z)
− z −
(
1− |z|2) f (z)f ′ (z)
1 + |f (z)|2 ,
y mostraron algunas propiedades para las funciones con orden esfe´rico finito. Adema´s,
probaron que dicho orden no puede ser inferior a 1, llegando a ser 1 u´nicamente cuando
la funcio´n es esfe´ricamente convexa.
A partir de estos conceptos, H. Arbela´ez en su tesis doctoral [Ar11] definio´ en forma
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ana´loga a lo hecho por L. Cruz y Ch. Pommerenke en [CrPo07] para el caso euclidiano,
el orden inferior esfe´rico de una funcio´n f : D −→ Ĉ meromorfa localmente inyectiva; as´ı:
µs (f) := ı´nf
z∈D
∣∣∣A#f (z)∣∣∣
y mostro´ que existen ejemplos de funciones con orden inferior esfe´rico positivo.
De all´ı surgen algunas preguntas en torno a las cuales se hacen adelantos en este trabajo
en busca de resolverlas:
¿Existe f : D −→ Ĉ meromorfa localmente inyectiva tal que 0 < µs(f) 6 αs(f) <∞?.
¿Si f : D −→ Ĉ es meromorfa localmente inyectiva, entonces µs(f) 6 1?.
Se logro´ contestar afirmativamente esta u´ltima al considerar cierta hipo´tesis adicional.
3
Cap´ıtulo 1
Preliminares
En este cap´ıtulo presentaremos algunas definiciones y resultados importantes, los
cuales nos ayudara´n en el desarrollo de la tesis. En la primera seccio´n veremos un poco de
geometr´ıa hiperbo´lica , en la segunda miraremos algunas definiciones ba´sicas de geometr´ıa
esfe´rica, y por u´ltimo citamos algunos resultados conocidos de la teor´ıa geome´trica de
funciones que sera´n usados luego.
1.1. Geometr´ıa hiperbo´lica
El disco unitario D := {z ∈ C/|z| < 1} se dota con la me´trica hiperbo´lica
λD(z)|dz| := |dz|
1− |z|2 .
Para un camino suave γ contenido en D, definimos la longitud hiperbo´lica de γ por
lD(γ) =
∫
γ
λD(z)|dz|.
La distancia hiperbo´lica inducida por esta me´trica esta´ dada por
dh(a, b) := ı´nf
γ
lD(γ), para a, b ∈ D,
donde el ı´nfimo se toma sobre todos los caminos suaves γ contenidos en D con extremos
a y b. Puede probarse que este ı´nfimo es en realidad un mı´nimo que se alcanza cuando
γ es el segmento hiperbo´lico entre a y b; esto es, si C es la circunferencia que pasa por a
y b, y es ortogonal a ∂D, entonces γ es el arco de C con extremos a y b, contenido en el
interior de D. Adema´s, se tiene la siguiente fo´rmula para la distancia hiperbo´lica:
dh(a, b) = tanh
−1
∣∣∣∣ a− b1− ab
∣∣∣∣ .
La distancia hiperbo´lica es invariante bajo el grupo de automorfismos conformes del disco
unitario, Mo¨b(D) :=
{
z 7−→ λ z − a
1− az
/
|λ| = 1, a ∈ D
}
; esto es, si ϕ ∈Mo¨b(D) entonces
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dh(a, b) = dh(ϕ(a), ϕ(b)).
El siguiente lema, debido a Gehring y Pommerenke [GePo84], sera´ muy u´til en la
prueba de algunos resultados (ver tambie´n [Ar04], pa´g. 4).
Lema 1.1.1. Para z1, z2 ∈ D, sea γ el segmento hiperbo´lico que une a z1 con z2. Entonces:
i) γ tiene longitud euclidiana l 6 pi
2
|z1 − z2| y
ii) Para cada ξ en γ, si s es la longitud de arco euclidiana de la parte de γ entre z1 y ξ
entonces mı´n{s, l − s} 6 pi
2
(1− |ξ|).
Para una funcio´n f : D −→ D anal´ıtica y localmente inyectiva se define la derivada
hiperbo´lica de f por
fh(z) =
f ′(z)
1− |f(z)|2 , z ∈ D.
Es importante observar que el mo´dulo de la derivada hiperbo´lica es invariante si
cambiamos f por ϕ ◦ f , con ϕ ∈ Mo¨b(D).
Para obtener mas informacio´n sobre la me´trica hiperbo´lica ve´ase [BeMi07].
1.2. Geometr´ıa esfe´rica
El plano complejo extendido o esfera de Riemann, denotada por Ĉ, esta´ dotada, v´ıa
la proyeccio´n estereogra´fica, con la me´trica esfe´rica
λĈ(z)|dz| :=
|dz|
1 + |z|2 .
Para un camino rectificable γ contenido en Ĉ, definimos la longitud esfe´rica de γ por
l#(γ) =
∫
γ
λĈ(z)|dz|.
La me´trica esfe´rica permite definir la distancia esfe´rica entre dos puntos a, b ∈ Ĉ por:
d#(a, b) := ı´nf
γ
l#(γ),
donde el ı´nfimo se toma sobre todos los caminos rectificables γ contenidos en Ĉ con
extremos a y b. Adema´s, puede mostrarse que
d#(a, b) =

tan−1
(∣∣∣∣ a− b1 + ab
∣∣∣∣) si a, b ∈ C.
tan−1
(
1
|a|
)
si a ∈ C, b =∞.
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No´tese que d#(a, b) 6 pi
2
. Adema´s, la me´trica esfe´rica y la distancia esfe´rica son invariantes
bajo el grupo de rotaciones de la esfera
Rot(Ĉ) :=
{
z 7−→ eiθ z − a
1 + az
/
a ∈ Ĉ, θ ∈ R
}⋃{
z 7−→ e
iθ
z
/
θ ∈ R
}
.
De lo anterior, se puede mostrar que el camino de menor longitud esfe´rica que une a
dos puntos a, b ∈ Ĉ, conocido como segmento esfe´rico, es el arco ma´s pequen˜o del c´ırculo
maximal (en la esfera de Riemann) que pasa a trave´s de a y b.
Un dominio D en Ĉ es llamado esfe´ricamente convexo si para cualquier par de puntos
a, b ∈ D, el segmento esfe´rico que une a y b esta´ contenido en D. Una funcio´n meromorfa
univalente definida en D es llamada esfe´ricamente convexa o s-convexa, si f(D) es un
dominio esfe´ricamente convexo en Ĉ.
En Ĉ tambie´n se define la distancia cordal, v´ıa la proyeccio´n estereogra´fica, como
χ(a, b) =

|a− b|√
1 + |a|2√1 + |b|2 si a, b ∈ C.
1√
1 + |a|2 si a ∈ C, b =∞.
Es fa´cil verificar que para todo a, b ∈ Ĉ se tiene que
2
pi
d#(a, b) 6 χ(a, b) 6 d#(a, b),
y por lo tanto, las dos distancias inducen la misma topolog´ıa en Ĉ.
1.2.1. La derivada esfe´rica
Sean D un dominio en Ĉ y f : D −→ Ĉ una funcio´n meromorfa localmente inyectiva.
Sea z0 ∈ D y consideremos cuatro casos posibles:
Caso 1. Si z0 ∈ C y f(z0) ∈ C, definimos la derivada esfe´rica de f en z0 por
f#(z0) =
f ′(z0)
1 + |f(z0)|2 .
Claramente f# es continua en z0.
Caso 2. Si z0 ∈ C y f tiene un polo en z0, definimos ϕ en una vecindad de ∞ por
ϕ(z) = 1/z. Luego g := ϕ ◦ f es anal´ıtica en una vecindad de z0; ma´s aun, para todo z en
una vecindad agujereada de z0
|g#(z)| = |g
′(z)|
1 + |g(z)|2 =
|f ′(z)|
|f(z)|2
1 +
1
|f(z)|2
=
|f ′(z)|
1 + |f(z)|2 = |f
#(z)|.
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Definimos f#(z0) := g
#(z0), y as´ı
l´ım
z→z0
|f#(z)| = l´ım
z→z0
|g#(z)| = |g#(z0)| = |f#(z0)|;
es decir, |f#| es continua en z0.
Caso 3. Supongamos que z0 = ∞ y que f(z0) ∈ C. Sea ψ una funcio´n definida en una
vecindad agujereada de 0 por ψ(z) = 1/z. Luego, si consideramos una vecindad de ∞ la
cual es enviada por f en un dominio acotado, entonces h := f ◦ψ resulta acotada en una
vecindad agujereada de 0 y all´ı
h#(z) = (f ◦ ψ)#(z) = (f ◦ ψ)
′(z)
1 + |(f ◦ ψ)(z)|2 =
f ′(ψ(z))ψ′(z)
1 + |f(ψ(z))|2 = −
1
z2
f#
(
1
z
)
,
de donde f#(1/z) = −z2h#(z). Adema´s, podemos definir h(0) = f(z0) ∈ C de forma
continua, siendo h#, de acuerdo al caso 1, continua en 0 y h#(0) 6=∞. Definimos entonces
f#(∞) = l´ım
z→0
f#(1/z) = − l´ım
z→0
z2h#(z) = 0.
Caso 4. Supongamos que z0 = ∞ y que f tiene un polo en ∞. Escogiendo vecindades
apropiadas de 0 e∞, podemos mostrar que la funcio´n s = ϕ◦f ◦ψ, en donde ϕ y ψ esta´n
definidas como en los casos 2 y 3, respectivamente, resulta ser acotada en una vecindad
de 0. Adema´s,
|s#(z)| = |(ϕ ◦ f ◦ ψ)#(z)| = |(ϕ ◦ f ◦ ψ)
′(z)|
1 + |(ϕ ◦ f ◦ ψ)(z)|2 =
|ϕ′(f(ψ(z)))f ′(ψ(z))ψ′(z)|
1 + |1/f(ψ(z))|2
=
∣∣∣∣ f ′(ψ(z)z2f(ψ(z))2
∣∣∣∣
1 + |f(ψ(z))|2
|f(ψ(z))|2
=
|f ′(ψ(z))|
|z|2(1 + |f(ψ(z))|2) =
1
|z|2
∣∣∣∣f#(1z
)∣∣∣∣ ,
y por lo tanto |f#(1/z)| = |z|2|s#(z)|. Podemos definir s(0) = 0 de forma continua, siendo
s#, de acuerdo al caso 1, continua en 0 y s#(0) 6=∞. As´ı,
l´ım
z→0
|f#(1/z)| = l´ım
z→0
|z|2|s#(z)| = 0.
De esta forma, definimos como en el caso anterior f#(∞) = l´ım
z→0
f#(1/z) = 0, con lo cual
concluimos que en cualquier caso f# es continua en ∞.
No´tese que el mo´dulo de la derivada esfe´rica de f permanece invariante si cambiamos
f por ϕ ◦ f , con ϕ ∈ Rot(Ĉ).
1.3. Resultados generales
En esta parte citamos algunos resultados generales del ana´lisis complejo, los cuales se
usara´n en el desarrollo del trabajo.
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Teorema 1.3.1. Sean X un espacio me´trico, Y un espacio me´trico completo y A un
subespacio denso en X. Si f es una funcio´n uniformemente continua de A en Y , entonces
f puede ser extendida de forma u´nica a una funcio´n uniformemente continua g de X en
Y . (Ve´ase [Si63], pa´g. 78).
Lema 1.3.2. Sea f una funcio´n anal´ıtica y localmente inyectiva definida en D con
f(0) = 0. Supongamos que el mı´nimo de |f | sobre el c´ırculo |z| = r < 1 es asumido
en un punto z1. Sea I el segmento de recta que une 0 con ζ1 = f(z1). Entonces existe una
trayectoria J en el disco |z| 6 r que une 0 con z1 tal que I = f(J). (Ve´ase [Ar04], pa´g. 3).
Definicio´n 1.3.1. Sea Ω un dominio simplemente conexo conformemente equivalente a
D y sea f un mapeo conforme de Ω sobre D. La funcio´n densidad de Poincare´ de Ω
esta´ definida por
ηΩ(z) :=
|f ′(z)|
1− |f(z)|2 .
Esta funcio´n esta´ bien definida porque no depende de la escogencia particular del mapeo
f .
Algunas de las propiedades mas importantes de ηΩ (ve´ase [Le87], pa´g. 5) son:
Si Ω1 y Ω2 son dominios conformemente equivalentes a un disco, con Ω1 ⊆ Ω2,
entonces
ηΩ2(z) 6 ηΩ1(z) para todo z ∈ Ω1. (1.1)
Si g : Ω2 −→ Ω1 es un mapeo conforme y sobreyectivo entonces
ηΩ2(z) = ηΩ1(g(z))|g′(z)| para todo z ∈ Ω2. (1.2)
Teorema 1.3.3. (Principio de continuacio´n u´nica) Sea Ω un subconjunto abierto y conexo
del plano complejo, y sean f y g holomorfas en Ω.
i) Si el conjunto de puntos z ∈ Ω, donde f(z) = g(z), tiene un punto l´ımite en Ω, entonces
f = g.
ii) En particular, los ceros de f no tienen puntos l´ımite en Ω, a menos que f sea
ide´nticamente 0. (Ve´ase [RaSt91], pa´g. 51).
Teorema 1.3.4. (Lema de Schwarz-Pick) Sea f : D −→ D anal´ıtica. Entonces
|f ′(z)|
1− |f(z)|2 6
1
1− |z|2
para todo z ∈ D. La igualdad se cumple en algu´n punto si y solo si f es un automorfismo
conforme del disco unitario. (Ve´ase [Di89], pa´g. 5).
Teorema 1.3.5. Sea f holomorfa en un conjunto abierto Ω del plano complejo y sea
z0 ∈ Ω. Entonces, existe una vecindad de z0 sobre la cual f es univalente si y solo si
f ′(z0) 6= 0. (Ve´ase [RaSt91], pa´g. 58).
Definicio´n 1.3.2. Una semime´trica conforme en un dominio Ω ∈ C es ρ(z)|dz|, donde
ρ : Ω −→ [0,∞) es una funcio´n continua y {z/ρ(z) = 0} es un subconjunto discreto de Ω.
Si ρ(z) > 0 para todo z ∈ Ω diremos que ρ(z)|dz| es una me´trica conforme.
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La operacio´n “Pull-back”: Suponga que ρ(w)|dw| es una semime´trica conforme en
una regio´n Ω y sea f : G −→ Ω una funcio´n holomorfa. El Pull-back de ρ(w)|dw| por f
es f(ρ(w)|dw|) = ρ(f(z))|f ′(z)||dz|.
Si f no es constante entonces f(ρ(w)|dw|) es una semime´trica conforme en G.
Lema 1.3.6. Sea f meromorfa localmente inyectiva definida en Ω. Entonces f = f˜ |Ω con
f˜ ∈ Rot(Ĉ) si y solo si existe una constante positiva c tal que para todo z ∈ Ω
(1 + |z|2)|f ′(z)| = c(1 + |f(z)|2).
(Ve´ase [Ar11], pa´g. 10).
Las dos proposiciones siguientes (ve´ase [Ar96], pa´g. 6-8) resumen las propiedades
fundamentales de los operadores diferenciales
∂
∂z
:=
1
2
(
∂
∂x
− i ∂
∂y
)
y
∂
∂z
:=
1
2
(
∂
∂x
+ i
∂
∂y
)
.
Proposicio´n 1.3.7. Sea Ω ⊆ C un conjunto abierto. Si f : Ω −→ C y g : Ω −→ C son
funciones continuamente R-diferenciables, entonces:
(i)
∂f
∂z
=
∂f
∂z
y
∂f
∂z
=
∂f
∂z
.
(ii) (Homogeneidad) Para todo c ∈ C, ∂(cf)
∂z
= c
∂f
∂z
y
∂(cf)
∂z
= c
∂f
∂z
.
(iii) (Aditividad)
∂(f + g)
∂z
=
∂f
∂z
+
∂g
∂z
y
∂(f + g)
∂z
=
∂f
∂z
+
∂g
∂z
.
(iv) (Regla del producto)
∂(fg)
∂z
=
∂f
∂z
g +
∂g
∂z
f y
∂(fg)
∂z
=
∂f
∂z
g +
∂g
∂z
f .
(v) f es anal´ıtica en Ω si y solo si
∂f
∂z
= 0. En este caso, f ′(z) =
∂f
∂z
(z) para todo z ∈ Ω.
(vi) Si f es anal´ıtica en Ω entonces
∂f
∂z
(z) = f ′(z) y
∂f
∂z
= 0.
(vii) Si adicionalmente f es de clase C2(Ω), entonces ∆f = 4
∂2f
∂z∂z
.
Proposicio´n 1.3.8. (Regla de la cadena) Sean Ω ⊆ C y G ⊆ C conjuntos abiertos. Sean
f : Ω −→ C y g : G −→ C funciones continuamente R-diferenciables, con g(G) ⊆ Ω.
Entonces, para cada z ∈ G,
(i)
∂
∂z
(f ◦ g)(z) = ∂f
∂z
(g(z))
∂g
∂z
(z) +
∂f
∂z
(g(z))
∂g
∂z
(z).
(ii)
∂
∂z
(f ◦ g)(z) = ∂f
∂z
(g(z))
∂g
∂z
(z) +
∂f
∂z
(g(z))
∂g
∂z
(z).
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Cap´ıtulo 2
El operador conexio´n para me´tricas
conformes
Como herramienta para el estudio de funciones meromorfas localmente inyectivas
f : Ω −→ D, donde Ω y D son regiones en Ĉ, introducimos el operador Γτf con τ(z)|dz|
una me´trica conforme diferenciable en D, el cual generaliza el operador preschwarziano
Pf =
1
2
f ′′
f ′
que aparece en el caso de las funciones anal´ıticas localmente inyectivas
f : D −→ C desarrollado por Pommerenke. Adema´s, este nuevo operador permite escribir
de manera completamente ana´loga al caso euclidiano los operadores Ahf y A
#
f , de los casos
hiperbo´lico y esfe´rico respectivamente.
Finalmente, para facilitar el ana´lisis del orden inferior esfe´rico en el cap´ıtulo siguiente,
nos enfocamos en el estudio del operador Γ#f , el cual posee importantes propiedades de
invariancia esfe´rica, y probamos algunos teoremas de crecimiento y distorsio´n.
2.1. Motivacio´n
En el estudio de las familias linealmente invariantes de funciones anal´ıticas f : D −→ C
localmente inyectivas, desempen˜a un papel crucial el operador
Af (z) =
(1− |z|2)
2
f ′′(z)
f ′(z)
− z,
que fue definido por Pommerenke cuando introdujo la nocio´n de invariancia euclidiana en
[Po64]. No´tese que
Af (z) = (1− |z|2)Pf (z)− z, (2.1)
donde Pf (z) :=
1
2
f ′′(z)
f ′(z)
es el conocido operador preschwarziano, indispensable para el
estudio de las familias euclidianamente invariantes.
Para funciones meromorfas f : D −→ Ĉ localmente inyectivas, el operador ana´logo,
introducido por Ma y Minda en [MaMi92], es
A#f (z) =
(1− |z|2)
2
f ′′(z)
f ′(z)
− z − (1− |z|
2)f(z)f ′(z)
1 + |f(z)|2 ,
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el cual puede escribirse como
A#f (z) = (1− |z|2)
(
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2
)
− z. (2.2)
Para funciones anal´ıticas f : D −→ D localmente inyectivas, el operador introducido por
Ma y Minda en [MaMi94] fue
Ahf (z) =
(1− |z|2)
2
f ′′(z)
f ′(z)
− z + (1− |z|
2)f(z)f ′(z)
1− |f(z)|2 ,
que puede ser escrito de la siguiente manera:
Ahf (z) = (1− |z|2)
(
1
2
f ′′(z)
f ′(z)
+
f(z)f ′(z)
1− |f(z)|2
)
− z. (2.3)
Tanto en (2.1) como en (2.2) y en (2.3) podemos notar la presencia de la me´trica
hiperbo´lica de D
λD(z)|dz| = |dz|
1− |z|2 .
As´ı, definiendo para una funcio´n meromorfa localmente inyectiva f : D −→ Ĉ el operador
Γ#f (z) :=
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 ,
cuando z no es un polo de f , y definiendo para una funcio´n anal´ıtica localmente inyectiva
f : D −→ D el operador
Γhf (z) :=
1
2
f ′′(z)
f ′(z)
+
f(z)f ′(z)
1− |f(z)|2 ,
podemos escribir (2.2) y (2.3) en la forma
A#f (z) =
Γ#f (z)
λD(z)
− z y Ahf (z) =
Γhf (z)
λD(z)
− z
cuya apariencia contrasta con el caso euclidiano, ecuacio´n (2.1), la cual podemos escribir
as´ı
Af (z) =
Γf (z)
λD(z)
− z,
donde identificamos a Γf (z) como Pf (z).
2.2. Definicio´n y ejemplos
Definicio´n 2.2.1. Sea ρ(w)|dw| una me´trica conforme en una regio´n Ω con ρ(w)
diferenciable. Se define la conexio´n asociada a ρ(w)|dw| como
Γρ(w) :=
∂ log ρ(w)
∂w
=
1
ρ(w)
∂ρ(w)
∂w
.
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Nota: Puesto que por definicio´n una funcio´n f se dice ser univalente si e´sta es
anal´ıtica e inyectiva, usaremos indistintamente las expresiones localmente univalente y
anal´ıtica localmente inyectiva.
Ejemplo 2.2.1. Sea Ω una regio´n en C y supongamos que f : Ω −→ C es localmente
univalente. Si ρ(z)|dz| es el pull-back de |dw| por f , es decir,
ρ(z)|dz| = f ∗(|dw|) = |f ′(z)||dz|,
entonces,
Γρ(z) =
∂
∂z
log |f ′(z)| = ∂
∂z
[
1
2
log f ′(z) +
1
2
log f ′(z)
]
=
1
2
f ′′(z)
f ′(z)

En el ejemplo anterior Γρ(z) = Γf (z) para todo z ∈ Ω, es decir, Γρ es el operador
preschwarziano euclidiano Pf .
Ejemplo 2.2.2. Sea f : Ω −→ D anal´ıtica localmente inyectiva. Si
ρ(z)|dz| = f ∗(λD(w)|dw|) = |f
′(z)|
1− |f(z)|2 |dz|,
entonces
Γρ(z) =
∂
∂z
log
|f ′(z)|
1− |f(z)|2 =
1− |f(z)|2
|f ′(z)|
∂
∂z
( |f ′(z)|
1− |f(z)|2
)
=
1− |f(z)|2
|f ′(z)|
[
1
(1− |f(z)|2)2
(
1
2
f ′(z)f ′′(z)
|f ′(z)| (1− |f(z)|
2)− |f ′(z)|(−f(z)f ′(z))
)]
=
1
2
f ′(z)f ′′(z)
|f ′(z)|2 +
f(z)f ′(z)
1− |f(z)|2 =
1
2
f ′′(z)
f ′(z)
+
f(z)f ′(z)
1− |f(z)|2 = Γ
h
f (z).

Del ejemplo anterior podemos decir entonces que Γhf (z) =
∂
∂z
log |fh(z)|, donde
fh(z) =
f ′(z)
1− |f(z)|2 es la derivada hiperbo´lica de f .
Ejemplo 2.2.3. Sean f : Ω −→ Ĉ meromorfa localmente inyectiva y ρ(z)|dz| =
f ∗(λĈ(w)|dw|), es decir,
ρ(z)|dz| = |f
′(z)|
1 + |f(z)|2 |dz|,
entonces
Γρ(z) =
∂
∂z
log
|f ′(z)|
1 + |f(z)|2 =
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 = Γ
#
f (z).

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De este u´ltimo ejemplo podemos observar que Γ#f (z) =
∂
∂z
log |f#(z)|, donde
f#(z) =
f ′(z)
1 + |f(z)|2 es la derivada esfe´rica de f .
Definicio´n 2.2.2. Sean Ω y D regiones en Ĉ. Sean σ(z)|dz| y τ(z)|dz| me´tricas conformes
diferenciables en Ω y D, respectivamente. Para una funcio´n f : Ω −→ D meromorfa
localmente inyectiva definimos la derivada de f respecto a τ en z, cuando z ∈ Ω r {∞}
no es un polo de f , como
f τ (z) := τ(f(z))f ′(z).
Tambie´n definimos el operador Γτf (z) en la forma
Γτf (z) :=
∂
∂z
log |f τ (z)|.
De donde, podemos definir el operador diferencial
Aτf (z) :=
Γτf (z)
σ(z)
− z. (2.4)
Esta u´ltima definicio´n fue motivada por los ejemplos anteriores y las ecuaciones (2.1),
(2.2) y (2.3), que tienen exactamente la misma forma de la ecuacio´n (2.4), aunque en el
caso esfe´rico hay que estudiar si Γ#f (z) se puede definir continuamente cuando z es un
polo de f y en z =∞, lo cual haremos en la pro´xima seccio´n.
Ejemplo 2.2.4. De acuerdo a la definicio´n anterior, para una funcio´n meromorfa
f : C −→ Ĉ localmente inyectiva, siendo σ(z)|dz| = |dz| y τ(z)|dz| = |dz|
1+|z|2 , se tiene
que
f τ (z) =
f ′(z)
1 + |f(z)|2 y Γ
τ
f (z) =
∂
∂z
log
|f ′(z)|
1 + |f(z)|2 =
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 .
As´ı,
Aτf (z) =
Γτf (z)
σ(z)
− z = 1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 − z.

Ejemplo 2.2.5. Sea f : C −→ C una funcio´n localmente univalente, en la cual definimos
τ(z)|dz| = σ(z)|dz| = |dz|, entonces
f τ (z) = f ′(z) y Γτf (z) =
∂
∂z
log |f ′(z)| = f
′′(z)
2f ′(z)
y por lo tanto
Aτf (z) =
f ′′(z)
2f ′(z)
− z.

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2.3. El operador conexio´n esfe´rica
El objetivo de profundizar en este operador en particular es conocer ma´s acerca de
sus propiedades, para utilizarlo como herramienta en el estudio del orden inferior esfe´rico
de funciones meromorfas localmente inyectivas, ya que como vimos antes, este nos brinda
una apariencia similar al caso euclidiano.
Para empezar, haremos una definicio´n mas amplia de este operador y veremos que se
puede definir continuo en todo su dominio, en particular en los polos de f .
2.3.1. Definicio´n y propiedades ba´sicas
Sean D un dominio en Ĉ y f : D −→ Ĉ una funcio´n meromorfa localmente inyectiva.
Sea z0 ∈ D y consideremos cuatro casos posibles:
Caso 1. Si z0 ∈ C y f(z0) ∈ C definimos el operador
Γ#f (z0) =
∂
∂z
log
|f ′(z)|
1 + |f(z)|2
∣∣∣∣
z=z0
(2.5)
=
1
2
f ′′(z0)
f ′(z0)
− f(z0)f
′(z0)
1 + |f(z0)|2 ,
que claramente resulta continuo en dicho punto.
Caso 2. Supongamos que z0 ∈ C y que f tiene un polo en z0. Sea ϕ definida en una
vecindad de ∞ por ϕ(z) = 1/z. Luego, g := ϕ ◦ f es anal´ıtica en una vecindad de z0, ma´s
aun, para todo z en una vecindad agujereada de z0
Γ#f (z) =
∂
∂z
log
|f ′(z)|
1 + |f(z)|2 =
∂
∂z
log
∣∣∣∣ ∂∂z 1g(z)
∣∣∣∣
1 +
1
|g(z)|2
=
∂
∂z
log
|g′(z)|
|g(z)|2
1 + |g(z)|2
|g(z)|2
=
∂
∂z
log
|g′(z)|
1 + |g(z)|2 = Γ
#
g (z).
Definimos Γ#f (z0) := Γ
#
g (z0), con lo cual
l´ım
z→z0
Γ#f (z) = l´ımz→z0
Γ#g (z) = Γ
#
g (z0) = Γ
#
f (z0);
as´ı, Γ#f es continua en z0.
Resaltamos que del desarrollo del caso anterior, se puede concluir que para todo
z ∈ D r {∞} que no sea un cero de f , se tiene que
Γ#f (z) = Γ
#
ϕ◦f (z), (2.6)
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donde ϕ(w) = 1/w para todo w ∈ f(D r {∞})r {0}.
Antes de seguir con el caso 3 debemos ver primero una importante propiedad, la regla
de la cadena para el operador Γ#f :
(Regla de la cadena) Sean g una funcio´n anal´ıtica localmente inyectiva definida
en un dominio Ω ⊆ C y f una funcio´n meromorfa localmente inyectiva definida en
g(Ω). Entonces
Γ#f◦g = Γ
#
f (g)g
′ + Γg. (2.7)
En efecto,
Γ#f◦g =
1
2
(f ◦ g)′′
(f ◦ g)′ −
(f ◦ g)′(f ◦ g)
1 + |f ◦ g|2 =
1
2
(f ′(g)g′)′
f ′(g)g′
− f
′(g)g′f(g)
1 + |f(g)|2
=
1
2
f ′′(g)(g′)2 + f ′(g)g′′
f ′(g)g′
− f
′(g)f(g)
1 + |f(g)|2 g
′
=
1
2
f ′′(g)
f ′(g)
g′ − f
′(g)f(g)
1 + |f(g)|2 g
′ +
1
2
g′′
g′
= Γ#f (g)g
′ + Γg.
Caso 3. Supongamos que z0 = ∞ y que f(z0) ∈ C. Sea ψ una funcio´n definida en una
vecindad agujereada de 0 por ψ(z) = 1/z. Luego, si consideramos una vecindad de ∞ la
cual es enviada por f en un dominio acotado, entonces h := f ◦ψ resulta acotada en una
vecindad V agujereada en 0, por lo tanto, h, h′ y h′′ no tienen polos en V , y tambie´n
h′(z) 6= 0 para todo z ∈ V , pues h es localmente univalente en V , por ende Γ#h es acotado
en V . Se sigue de (2.7) que en dicha vecindad
Γ#h (z) = Γ
#
f◦ψ(z) = Γ
#
f (ψ(z))ψ
′(z) + Γψ(z) = − 1
z2
Γ#f
(
1
z
)
+
1
2
ψ′′(z)
ψ′(z)
= − 1
z2
Γ#f
(
1
z
)
+
1
2
(2/z3)
(−1/z2) = −
1
z2
Γ#f
(
1
z
)
− 1
z
,
de donde, Γ#f (1/z) = −z2Γ#h (z)− z. Definimos entonces
Γ#f (∞) = l´ımz→0 Γ
#
f (1/z) = − l´ımz→0(z
2Γ#h (z) + z) = 0.
Caso 4. Supongamos que z0 = ∞ y que f tiene un polo en ∞. Escogiendo vecindades
apropiadas de 0 e∞, podemos mostrar que la funcio´n s = ϕ◦f ◦ψ, en donde ϕ y ψ esta´n
definidas como en los casos 2 y 3, respectivamente, resulta ser acotada en una vecindad
de 0, en la cual Γ#s tambie´n resulta acotada. Adema´s, por (2.6) y (2.7)
Γ#s (z) = Γ
#
(ϕ◦f)◦ψ(z) = Γ
#
ϕ◦f (ψ(z))ψ
′(z) + Γψ(z)
= Γ#f (ψ(z))ψ
′(z) +
1
2
ψ′′(z)
ψ′(z)
= − 1
z2
Γ#f
(
1
z
)
− 1
z
;
as´ı, Γ#f (1/z) = −z2Γ#s (z)− z. Definimos, como en el caso anterior,
Γ#f (∞) = l´ımz→0 Γ
#
f (1/z) = − l´ımz→0(z
2Γ#s (z) + z) = 0,
con lo cual concluimos que en cualquier caso Γ#f es continuo en ∞.
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Una de las propiedades ma´s relevantes del operador Γ#f es el hecho de que Γ
#
f (z) =
− z
1 + |z|2 si y solo si f ∈ Rot(Ĉ). Para mostrar esto usamos el lema 1.3.6.
Teorema 2.3.1. Sea f : Ω −→ Ĉ una funcio´n meromorfa localmente inyectiva. Entonces,
f = f˜ |Ω con f˜ ∈ Rot(Ĉ) si y solo si para todo z ∈ Ω
Γ#f (z) = −
z
1 + |z|2 . (2.8)
Demostracio´n. “ =⇒ ” Si f(z) = e
iθ
z
, θ ∈ R, se tiene que
Γ#f (z) =
∂
∂z
log
(
1
|z|2
|z|2
1 + |z|2
)
=
∂
∂z
[− log(1 + zz)] = − z
1 + |z|2 .
Si para todo z ∈ Ω se tiene que f(z) = eiθ z − a
1 + az
con θ ∈ R y a ∈ C constantes fijas,
entonces f ′(z) = eiθ
1 + |a|2
(1 + az)2
. As´ı,
Γ#f (z) =
∂
∂z
log
[
1 + |a|2
|1 + az|2
|1 + az|2
|1 + az|2 + |z − a|2
]
=
∂
∂z
log
1 + |a|2
1 + |az|2 + |z|2 + |a|2
=
∂
∂z
log
1 + |a|2
(1 + |z|2)(1 + |a|2) =
∂
∂z
[− log(1 + zz)] = − z
1 + |z|2 .
“⇐= ” Supongamos que para todo z ∈ Ω, Γ#f (z) = −
z
1 + |z|2 , entonces si z ∈ Ωr {∞}
y f(z) ∈ C (caso 1), se tiene que 1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 +
z
1 + |z|2 = 0, pero
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 +
z
1 + |z|2 =
1 + |f(z)|2
(1 + |z|2)|f ′(z)|
∂
∂z
(1 + |z|2)|f ′(z)|
1 + |f(z)|2 ,
lo que significa que
∂
∂z
(1 + |z|2)|f ′(z)|
1 + |f(z)|2 = 0, es decir,
1
2
[
∂u
∂x
− i∂u
∂y
]
= 0, donde u(z) =
(1 + |z|2)|f ′(z)|
1 + |f(z)|2 , y como u es de valor real entonces
∂u
∂x
= 0 y
∂u
∂y
= 0, y por lo tanto u es
constante (por continuidad, en todo Ω). En consecuencia, por el lema 1.3.6. f = f˜ |Ω con
f˜ ∈ Rot(Ĉ).
Corolario 2.3.2. Sean f : Ω −→ Ĉ y ϕ : f(Ω) −→ Ĉ funciones meromorfas localmente
inyectivas. Entonces, Γ#ϕ◦f = Γ
#
f si y solo si ϕ = ϕ˜|f(Ω) con ϕ˜ ∈ Rot(Ĉ).
Demostracio´n. “ =⇒ ” Si Γ#ϕ◦f = Γ#f , por la regla de la cadena para Γ#, se tiene que
Γ#ϕ (f)f
′+Γf = Γ
#
f , esto es, Γ
#
ϕ (f)f
′+
1
2
f ′′
f ′
=
1
2
f ′′
f ′
− ff
′
1 + |f |2 , de donde, Γ
#
ϕ ◦f = −
f
1 + |f |2 .
Ahora bien, dado z ∈ f(Ω), existe w ∈ Ω tal que f(w) = z, luego
Γ#ϕ (z) = Γ
#
ϕ (f(w)) = (Γ
#
ϕ ◦ f)(w) = −
f(w)
1 + |f(w)|2 = −
z
1 + |z|2 .
16
As´ı, por el teorema anterior, ϕ = ϕ˜|f(Ω) con ϕ˜ ∈ Rot(Ĉ).
“⇐= ” Supongamos que ϕ = ϕ˜|f(Ω) con ϕ˜ ∈ Rot(Ĉ). Por la regla de la cadena para Γ#
y el teorema anterior tenemos que
Γ#ϕ◦f = Γ
#
ϕ (f)f
′ + Γf =
1
2
f ′′
f ′
− ff
′
1 + |f |2 = Γ
#
f .
Notemos que, dado un dominio Ω en Ĉ, si f : Ω −→ Ĉ es una funcio´n meromorfa
localmente inyectiva, entonces Γ#f no es meromorfa. En efecto, si Γ
#
f fuera meromorfa,
dado z 6=∞ un punto de Ω que no es un polo de f (como en el caso 1), entonces
0 =
∂
∂z
Γ#f (z) =
∂
∂z
(
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2
)
= 0− f
′(z)f ′(z)(1 + |f(z)|2)− f ′(z)f(z)f(z)f ′(z)
(1 + |f(z)|2)2
= − |f
′(z)|2
(1 + |f(z)|2)2 ,
de donde, |f ′(z)| = 0. Tenemos entonces que f ′(z) = 0 para todo z ∈ Ω r {∞} que no
sea un polo de f , lo que contradice el hecho de que f sea localmente inyectiva. De este
modo, Γ#f no puede ser meromorfa.
2.3.2. Teoremas de crecimiento y distorsio´n
Para empezar, probaremos un lema que nos permitira´, siguiendo las mismas ideas que
en la seccio´n 2.3 del libro de P. Duren [Du83], mostrar un primer resultado de crecimiento
para la derivada esfe´rica, el cual tiene consecuencias tales como el hecho de que si f
esta´ definida en D y si existe c > 0 tal que para todo z ∈ D, |Γ#f (z)| 6 c, entonces f se
puede extender continuamente a D.
Recordemos que para toda funcio´n compleja g se tiene que
∂g
∂r
=
∂g
∂z
∂z
∂r
+
∂g
∂z
∂z
∂r
= eiθ
∂g
∂z
+ e−iθ
∂g
∂z
, (2.9)
donde z = reiθ y z = re−iθ.
Lema 2.3.3. Sean Ω un dominio en C y f : Ω −→ C una funcio´n anal´ıtica localmente
inyectiva. Entonces, para todo z ∈ Ω
Re
{
zf ′′(z)
f ′(z)
− 2zf
′(z)f(z)
1 + |f(z)|2
}
= r
∂
∂r
Re log
f ′(reiθ)
1 + |f(reiθ)|2 ,
donde r > 0 y 0 6 θ 6 2pi son variables tales que z = reiθ.
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Demostracio´n. Como f es localmente inyectiva, f ′(z) 6= 0 para todo z ∈ Ω. Por lo tanto,
al considerar z = reiθ se tiene que
∂
∂r
Re log
f ′(reiθ)
1 + |f(reiθ)|2 =
∂
∂r
log
|f ′(reiθ)|
1 + |f(reiθ)|2 =
1 + |f(z)|2
|f ′(z)|
∂
∂r
|f ′(z)|
1 + |f(z)|2
(2.9)
=
1 + |f(z)|2
|f ′(z)|
(
eiθ
∂
∂z
|f ′(z)|
1 + |f(z)|2 + e
−iθ ∂
∂z
|f ′(z)|
1 + |f(z)|2
)
=
1 + |f(z)|2
|f ′(z)|
eiθ 12 f ′′(z)f ′(z)|f ′(z)| (1 + |f(z)|2)− |f ′(z)|f ′(z)f(z)
(1 + |f(z)|2)2 +
e−iθ
1
2
f ′′(z)f ′(z)
|f ′(z)| (1 + |f(z)|2)− |f ′(z)|f(z)f ′(z)
(1 + |f(z)|2)2

=
eiθf ′′(z)f ′(z)
2|f ′(z)|2 −
eiθf ′(z)f(z)
1 + |f(z)|2 +
e−iθf ′′(z)f ′(z)
2|f ′(z)|2 −
e−iθf(z)f ′(z)
1 + |f(z)|2
=
eiθf ′′(z)
2f ′(z)
− e
iθf ′(z)f(z)
1 + |f(z)|2 +
e−iθf ′′(z)
2f ′(z)
− e
−iθf ′(z)f(z)
1 + |f(z)|2 .
As´ı,
r
∂
∂r
Re log
f ′(reiθ)
1 + |f(reiθ)|2 =
zf ′′(z)
2f ′(z)
− zf
′(z)f(z)
1 + |f(z)|2 +
zf ′′(z)
2f ′(z)
− zf
′(z)f(z)
1 + |f(z)|2
= Re
zf ′′(z)
f ′(z)
− Re2zf
′(z)f(z)
1 + |f(z)|2 = Re
(
zf ′′(z)
f ′(z)
− 2zf
′(z)f(z)
1 + |f(z)|2
)
.
Teorema 2.3.4. Sean Ω un dominio en C con 0 ∈ Ω, Ω estelar respecto al 0, y f : Ω −→ Ĉ
una funcio´n meromorfa localmente inyectiva. Si existe una funcio´n integrable no negativa
g : {|z|/z ∈ Ω} −→ R tal que para todo z ∈ Ω, |Γ#f (z)| 6 g(|z|), entonces
e
−2
|z|∫
0
g(r) dr
6 |f
#(z)|
|f#(0)| 6 e
2
|z|∫
0
g(r) dr
(2.10)
para todo z ∈ Ω.
Demostracio´n. Fijemos z ∈ Ω de forma tal que z no sea un polo de f . Por la definicio´n
de Γ#f en el caso 1, la condicio´n |Γ#f (z)| 6 g(|z|) implica que∣∣∣∣∣zf ′′(z)f ′(z) − 2zf ′(z)f(z)1 + |f(z)|2
∣∣∣∣∣ 6 2|z|g(|z|),
por lo tanto,
−2|z|g(|z|) 6 Re
{
zf ′′(z)
f ′(z)
− 2zf
′(z)f(z)
1 + |f(z)|2
}
6 2|z|g(|z|).
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Como z no es un polo de f , al considerar z = reiθ se tiene por el lema anterior
Re
{
zf ′′(z)
f ′(z)
− 2zf
′(z)f(z)
1 + |f(z)|2
}
= r
∂
∂r
Re log
f ′(reiθ)
1 + |f(reiθ)|2 .
Se sigue que,
−2g(|z|) 6 ∂
∂r
log
|f ′(reiθ)|
1 + |f(reiθ)|2 6 2g(|z|).
Si en el segmento euclidiano que une a 0 con z no hay polos de f (excepto posiblemente
en 0), entonces al fijar θ e integrar respecto a r desde 0 hasta |z| nos queda que
−2
∫ |z|
0
g(r) dr 6 log |f#(z)| − log |f#(0)| 6 2
∫ |z|
0
g(r) dr
y tomando exponencial obtenemos,
e
−2
|z|∫
0
g(r) dr
6 |f
#(z)|
|f#(0)| 6 e
2
|z|∫
0
g(r) dr
.
Si por el contrario hay polos de f en dicho segmento, tal vez en z, como los polos de una
funcio´n meromorfa son aislados, la distancia entre el conjunto de polos que no esta´n en
el segmento y el segmento es mayor que cero, llame´mosla d. En este caso, los segmentos
que unen al 0 con cualquier punto de Ω que no este´ en la recta que pasa por 0 y z, y que
este´ a una distancia de z menor que d, no tienen polos de f (excepto posiblemente en
0), y por lo tanto dichos puntos satisfacen la ecuacio´n anterior. Luego, por continuidad,
z satisface tambie´n dicha ecuacio´n.
Corolario 2.3.5. Sean Ω un dominio en C con 0 ∈ Ω, Ω estelar respecto al 0, y
f : Ω −→ Ĉ una funcio´n meromorfa localmente inyectiva. Si existe c > 0 tal que para
todo z ∈ Ω, |Γ#f (z)| 6 c, entonces
e−2|z|c 6 |f
#(z)|
|f#(0)| 6 e
2|z|c (2.11)
para todo z ∈ Ω.
Demostracio´n. Basta tomar en el teorema anterior g(r) = c para todo r > 0.
En [GePo84], Gehring y Pommerenke obtuvieron informacio´n sobre extensiones al
disco cerrado de funciones anal´ıticas que satisfacen cierta condicio´n de Nehari sobre
la derivada Schwarziana. Luego, Chuaqui y Osgood en [ChOs93] mostraron que una
funcio´n normalizada que satisface una condicio´n (de Ahlfors-Weill) similar pero mas fuerte
sobre la derivada Schwarziana, tiene una extensio´n Ho¨lder continua al disco cerrado.
Aqu´ı se esta´ haciendo algo similar que en [GePo84] con el teorema anterior y la siguiente
proposicio´n, pero para funciones meromorfas localmente inyectivas que satisfacen cierta
condicio´n sobre la conexio´n esfe´rica.
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Proposicio´n 2.3.6. Sea f : D −→ Ĉ una funcio´n meromorfa localmente inyectiva, tal
que para todo z ∈ D, |Γ#f (z)| 6 g(|z|), donde g : [0, 1) −→ R es una funcio´n no negativa.
i) Si g ∈ L1([0, 1)) y β = |f#(0)|, entonces para todo par de elementos z1, z2 ∈ D
d#(f(z1), f(z2)) 6
pi
2
βe2
∫ 1
0 g(r) dr|z1 − z2|.
Se sigue que f tiene una extensio´n a D Lipschitz continua.
ii) Si g(|z|) = α/2
1− |z|2 , 0 < α < 1, y β = |f
#(0)|, entonces
d#(f(z1), f(z2)) 6
piβ
21−α(1− α) |z1 − z2|
1−α
para todo par z1, z2 ∈ D. Y por lo tanto f tiene una extensio´n a D Ho¨lder continua.
Demostracio´n. Para la prueba de esta proposicio´n, siempre que tomemos un par de
elementos z1, z2 ∈ D, consideraremos que γ es el segmento hiperbo´lico que une a z1
con z2. As´ı, dados z1, z2 ∈ D, se tiene por el lema 1.1.1 que la longitud euclidiana l de γ
es tal que
l 6 pi
2
|z1 − z2| (2.12)
y que adema´s para cada ξ en γ, si s es la longitud euclidiana de la parte de γ comprendida
entre z1 y ξ entonces
mı´n{s, l − s} 6 pi
2
(1− |ξ|). (2.13)
Tengamos tambie´n en cuenta que, por definicio´n
d#(f(z1), f(z2)) 6 l#(f(γ)) =
∫
γ
|f ′(z)|
1 + |f(z)|2 |dz|. (2.14)
i) Si g ∈ L1([0, 1)), se sigue del teorema anterior que para todo z ∈ D,
|f#(z)| 6 |f#(0)|e2
|z|∫
0
g(r) dr
6 βe2
∫ 1
0 g(r) dr (2.15)
por ser g una funcio´n no negativa. As´ı, se sigue de (2.14), (2.15) y (2.12) que para todo
par de elementos z1, z2 ∈ D
d#(f(z1), f(z2)) 6
∫
γ
|f#(z)| |dz| 6 βe2
∫ 1
0 g(r) dr
∫
γ
|dz|
6 pi
2
βe2
∫ 1
0 g(r) dr|z1 − z2|.
De esta manera, f es uniformemente continua en sentido euclidiano-esfe´rico, y as´ı, por el
teorema 1.3.1 f puede ser extendida de forma u´nica a una funcio´n uniformemente continua
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de D en Ĉ, y dicha extensio´n, por continuidad, satisface la misma condicio´n de Lipschitz.
ii) Si g(|z|) = α/2
1− |z| , 0 < α < 1, se sigue del teorema anterior que para todo z ∈ D,
|f#(z)| 6 βe2
|z|∫
0
g(r) dr
= βeα[− ln(1−r)]
|z|
0 =
β
(1− |z|)α
de donde, por (2.14), para todo par de elementos z1, z2 ∈ D
d#(f(z1), f(z2)) 6
∫
γ
|f#(ξ)| |dξ| 6 β
∫
γ
|dξ|
(1− |ξ|)α .
Sea z0 ∈ γ tal que la longitud euclidiana de la parte de γ entre z1 y z0 es l/2. Llamemos
γ1 a la parte de γ entre z1 y z0, y γ2 a la parte de γ entre z0 y z2; as´ı, tanto la longitud
de γ1 como la de γ2 es l/2 y γ = γ1 ∗ γ2. Entonces, si s es la longitud euclidiana de la
parte de γ comprendida entre z1 y ξ, de (2.13), cuando ξ ∈ γ1, 1
(1− |ξ|)α 6
(pi
2
)α 1
sα
, y
cuando ξ ∈ γ2, 1
(1− |ξ|)α 6
(pi
2
)α 1
(l − s)α . Por lo tanto,∫
γ1
|dξ|
(1− |ξ|)α 6
∫ l
2
0
(pi
2
)α ds
sα
y
∫
γ2
|dξ|
(1− |ξ|)α 6
∫ l
l
2
(pi
2
)α ds
(l − s)α =
∫ l
2
0
(pi
2
)α dζ
ζα
,
haciendo en e´sta u´ltima el cambio de variable ζ = l − s. De este modo, como∫
γ
|dξ|
(1− |ξ|)α =
∫
γ1
|dξ|
(1− |ξ|)α +
∫
γ2
|dξ|
(1− |ξ|)α
se tiene, usando (2.12), que
d#(f(z1), f(z2)) 6 β
(∫ l
2
0
(pi
2
)α ds
sα
+
∫ l
l
2
(pi
2
)α ds
(l − s)α
)
= 2β
∫ l
2
0
(pi
2
)α ds
sα
= 2β
(pi
2
)α 1
1− α
(
l
2
)1−α
=
2βpiα
2α+1−α(1− α) l
1−α
6 βpi
α
1− α
(pi
2
)1−α
|z1 − z2|1−α = piβ
21−α(1− α) |z1 − z2|
1−α.
Y concluimos, de manera completamente ana´loga a como se hizo en la parte i), que f
tiene una extensio´n continua a D, la cual, por continuidad, satisface la misma condicio´n
de Ho¨lder.
Observacio´n: Si en la proposicio´n anterior suponemos adema´s que f es anal´ıtica y
acotada, entonces dado que
χ(f(z1), f(z2)) =
|f(z1)− f(z2)|√
1 + |f(z1)|2
√
1 + |f(z2)|2
6 d#(f(z1), f(z2)),
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podemos concluir que f es Lipschitz en sentido euclidiano y por tanto tiene una extensio´n
continua a D, lo cual no se tiene en general para funciones anal´ıticas acotadas (ve´ase
[Po92], pag. 18).
Corolario 2.3.7. Sea f : D −→ C una funcio´n anal´ıtica localmente inyectiva con f(0) = 0
y |f#(0)| = β > 0. Si existe c > 0 tal que para todo z ∈ D, |Γ#f (z)| 6 c, entonces
d#(0, f(∂D)) >
∫ 1
0
βe−2ct dt =
β
2c
(1− e−2c).
En donde f(∂D) tiene sentido por la proposicio´n anterior.
Demostracio´n. Supongamos que el mı´nimo de |f | en el c´ırculo Cr := {z/|z| = r},
r ∈ (0, 1), es tomado en un punto z1. Sea σ la geode´sica esfe´rica que une a 0 con ζ1 = f(z1)
y sea s = d#(0, ζ1). Luego, por el lema 1.3.2, existe una curva γ en el disco |z| 6 r que
une a 0 con z1 tal que f(γ) = σ. Por lo tanto, usando la cota inferior de la desigualdad
(2.11) del corolario 2.3.6 obtenemos que
s =
∫
σ
|dw|
1 + |w|2 =
∫
γ
|f ′(z)|
1 + |f(z)|2 |dz| >
∫
γ
βe−2c|z| |dz| >
∫ |z1|
0
βe−2ct dt =
∫ r
0
βe−2ct dt.
Se sigue que
d#(0, f(Cr)) >
∫ r
0
βe−2ct dt.
En esta u´ltima desigualdad, las dos cantidades involucradas son claramente funciones
continuas en r ∈ (0, 1), por lo tanto, al hacer que r −→ 1− obtenemos el resultado.
Observaciones:
Es importante observar que este corolario proporciona una cota de cubrimiento
esfe´rico para el rango de f .
Sea f : D −→ C una funcio´n anal´ıtica localmente inyectiva. Si existe c > 0 tal que
para todo z ∈ D, |Γ#f (z)| 6 c, y si |f#(0)| = β > 0, puesto que para todo z ∈ D
|f#(z)| = |f
′(z)|
1 + |f(z)|2 6 |f
′(z)|,
por el corolario 2.3.5, para todo z ∈ D
|f ′(z)| > βe−2c|z|. (2.16)
Si adema´s f(0) = 0, usando un argumento geome´trico completamente ana´logo al del
u´ltimo corolario (ve´ase [GrKo03], pa´g. 17), obtenemos tambie´n una cota inferior para
|f(z)|. En efecto, supongamos que el mı´nimo de |f | en el c´ırculo Cr := {z/|z| = r},
r ∈ (0, 1), es tomado en un punto z1. Sea σ el segmento que une a 0 con f(z1).
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Por el lema 1.3.2, existe una curva γ en el disco |z| 6 r que une a 0 con z1 tal que
f(γ) = σ. Luego, usando (2.16) obtenemos que para todo z ∈ Cr
|f(z)| > |f(z1)| =
∫
σ
|dw| =
∫
γ
|f ′(ξ)| |dξ| >
∫
γ
βe−2c|ξ| |dξ|
>
∫
γ
βe−2c |dξ| = βe−2c
∫
γ
|dξ| > βre−2c = β|z|e−2c,
porque para ξ ∈ γ, |ξ| 6 r < 1, de donde, −2c|ξ| > −2c, y por lo tanto
βe−2c|ξ| > βe−2c. Adema´s, como γ une a 0 con z1 y |z1| = r, la longitud euclidiana
de γ,
∫
γ
|dξ|, no puede ser menor que r.
As´ı, como r ∈ (0, 1) es arbitrario, se sigue que |f(z)| > β|z|e−2c para todo z ∈ D.
No´tese que del item anterior se deduce que el rango de f cubre un disco centrado
en el origen y de radio por lo menos βe−2c.
Cabe resaltar que aqu´ı se obtienen resultados “similares” a los conseguidos en
[MePo00], teorema 5, pero bajo unas hipo´tesis distintas.
2.3.3. La norma de la conexio´n esfe´rica
De forma completamente ana´loga a como definio´ H. Arbela´ez en su tesis de doctorado
[Ar11] la norma del operador preschwarziano esfe´rico Tf , definimos la norma del operador
Γ#f usando la funcio´n densidad de Poincare´ ηΩ (ve´ase definicio´n pa´g. 8).
Definicio´n 2.3.1. Sean Ω un dominio simplemente conexo y ϕ : Ω −→ C una funcio´n
continua. Definimos
‖ϕ‖Ω := sup
z∈Ω
ϕ(z)
ηΩ(z)
,
donde ηΩ es la funcio´n densidad de Poincare´ de Ω (ver definicio´n 1.3.1.).
En particular, si f : Ω −→ Ĉ es meromorfa y localmente inyectiva
‖Γ#f ‖Ω = sup
z∈Ω
|Γ#f (z)|
ηΩ(z)
.
Esta norma es mejor que la norma usual supz∈Ω |Γ#f (z)| por sus propiedades de
invariancia, como lo muestra el siguiente teorema, el cual es completamente ana´logo a
un resultado para el orden schwarziano que aparece en [Le87], pa´gina 55.
Teorema 2.3.8. Sean f y g funciones meromorfas localmente inyectivas en un dominio
Ω1 simplemente conexo. Si h : Ω2 −→ Ω1 es un mapeo conforme sobreyectivo entonces
‖Γ#f − Γ#g ‖Ω1 = ‖Γ#f◦h − Γ#g◦h‖Ω2 . (2.17)
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Demostracio´n. A partir de la regla de la cadena para el operador Γ#f (ecuacio´n 2.7) se
tiene que
Γ#f◦h − Γ#g◦h =
(
(Γ#f ◦ h)h′ + Γh
)− ((Γ#g ◦ h)h′ + Γh) = (Γ#f ◦ h− Γ#g ◦ h)h′,
lo cual, junto con la ecuacio´n (1.2), implica que
Γ#f◦h − Γ#g◦h
ηΩ2
=
(Γ#f ◦ h− Γ#g ◦ h)h′
(ηΩ1 ◦ h)|h′|
,
y por lo tanto
‖Γ#f◦h − Γ#g◦h‖Ω2 = sup
z∈Ω2
|Γ#f◦h(z)− Γ#g◦h(z)|
ηΩ2(z)
= sup
z∈Ω2
|Γ#f (h(z))− Γ#g (h(z))|
ηΩ1(h(z))
= sup
z∈Ω1
|Γ#f (z)− Γ#g (z)|
ηΩ1(z)
= ‖Γ#f − Γ#g ‖Ω1 .
Corolario 2.3.9. Sean f y g funciones meromorfas localmente inyectivas en un dominio
Ω1 simplemente conexo.
i) Si g es univalente entonces ‖Γ#f − Γ#g ‖Ω1 =
∥∥∥∥Γ#f◦g−1 + z1 + |z|2
∥∥∥∥
g(Ω1)
y∥∥∥∥Γ#g + z1 + |z|2
∥∥∥∥
Ω1
=
∥∥∥∥Γ#g−1 + z1 + |z|2
∥∥∥∥
g(Ω1)
.
ii) Si g ∈ Rot(Ĉ) entonces
∥∥∥∥Γ#f + z1 + |z|2
∥∥∥∥
Ω1
=
∥∥∥∥Γ#f◦g−1 + z1 + |z|2
∥∥∥∥
g(Ω1)
.
Demostracio´n. Recordemos que Γ#Id(z) = −
z
1 + |z|2 .
i) Si en (2.17) hacemos h = g−1 y Ω2 = g(Ω1), con g univalente, nos queda que
‖Γ#f − Γ#g ‖Ω1 =
∥∥∥∥Γ#f◦g−1 + z1 + |z|2
∥∥∥∥
g(Ω1)
, y si en esta u´ltima igualdad tomamos f = Id
obtenemos
∥∥∥∥− z1 + |z|2 − Γ#g
∥∥∥∥
Ω1
=
∥∥∥∥Γ#g−1 + z1 + |z|2
∥∥∥∥
g(Ω1)
.
ii) Basta con reemplazar en (2.17) a h por g−1 y a Ω2 por g(Ω1), teniendo en cuenta que
si g ∈ Rot(Ĉ) entonces Γ#g (z) = −
z
1 + |z|2 .
2.4. Los operadores diferenciales linealmente
invariantes D∗1 y D∗2
Ma y Minda, en [MaMi92], introdujeron los siguientes operadores diferenciales para
funciones holomorfas f : D −→ C,
D1f(z) = (1− |z|2)f ′(z) y D2f(z) = (1− |z|2)2f ′′(z)− 2z(1− |z|2)f ′(z),
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a partir de los cuales se puede definir Af (z) como
Af (z) =
D2f(z)
2D1f(z)
.
De igual forma, usaron para las funciones meromorfas f : D −→ Ĉ los operadores
Ds1f(z) =
(1− |z|2)f ′(z)
1 + |f(z)|2 y
Ds2f(z) =
(1− |z|2)2f ′′(z)
1 + |f(z)|2 −
2z(1− |z|2)f ′(z)
1 + |f(z)|2 −
2(1− |z|2)2f(z)f ′(z)2
(1 + |f(z)|2)2
de donde, obtenemos A#f (z) en la forma
A#f (z) =
Ds2f(z)
2Ds1f(z)
.
En te´rminos generales daremos la siguiente definicio´n.
Definicio´n 2.4.1. Sean Ω y D regiones en Ĉ. Sean σ(z)|dz| y τ(z)|dz| me´tricas conformes
diferenciables en Ω y D, respectivamente. Dada una funcio´n meromorfa f : Ω −→ D
localmente univalente, definimos
Dτ1f(z) =
f τ (z)
σ(z)
y
Dτ2f(z) = 2Dτ1f(z)A
τ
f (z) =
2f τ (z)
σ2(z)
Γτf (z)−
2zf τ (z)
σ(z)
en cualquier z ∈ Ωr {∞} que no sea un polo de f .
Ejemplo 2.4.1. Para una funcio´n holomorfa f : D −→ D localmente univalente, se tiene
que los dos operadores definidos anteriormente esta´n dados por
Dh1f(z) =
(1− |z|2)f ′(z)
1− |f(z)|2 y
Dh2f(z) =
(1− |z|2)2f ′′(z)
1− |f(z)|2 −
2z(1− |z|2)f ′(z)
1− |f(z)|2 +
2(1− |z|2)2f(z)f ′(z)2
(1− |f(z)|2)2
que claramente coinciden con los definidos por Ma y Minda en [MaMi95], y son tales que
Ahf (z) =
Dh2f(z)
2Dh1f(z)
.

Definicio´n 2.4.2. Sean Ω y D regiones en Ĉ. Sean σ(z)|dz| y τ(z)|dz| me´tricas conformes
diferenciables en Ω y D, respectivamente. Dada una funcio´n meromorfa f : Ω −→ D
localmente univalente, definimos la norma ‖f‖τσ por:
‖f‖τσ = sup{|Dτ1f(z)| : z ∈ Ω}.
Decimos que f es σ, τ-finita si ‖f‖τσ <∞.
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Observaciones: Si en la definicio´n anterior tenemos que:
1. Ω = D, D = C, σ(z)|dz| = λD(z)|dz| y τ(z)|dz| = |dz|, que f sea σ, τ -finita es lo
que conocemos como una funcio´n de Bloch.
2. Ω = D, D = Ĉ, σ(z)|dz| = λD(z)|dz| y τ(z)|dz| = λĈ(z)|dz|, que f sea σ, τ -finita
es lo que conocemos como una funcio´n normal.
3. Ω = C, D = Ĉ, σ(z)|dz| = |dz| y τ(z)|dz| = λĈ(z)|dz|, que f sea σ, τ -finita es lo
que conocemos como una funcio´n Yosida.
Definicio´n 2.4.3. Sean Ω y D regiones en Ĉ. Sean σ(z)|dz| y τ(z)|dz| me´tricas conformes
diferenciables en Ω y D, respectivamente. Definimos el orden (superior) de una funcio´n
f : Ω −→ D meromorfa y localmente inyectiva por
ατ (f) := sup{|Aτf (z)| : z ∈ Ω}.
De forma similar, definimos el orden inferior de f por
µτ (f) := ı´nf{|Aτf (z)| : z ∈ Ω}.
Las definiciones anteriores fueron concebidas por analog´ıa a lo hecho por Pommerenke
para Af en [Po64], y a lo hecho por Arbela´ez para A
#
f y A
h
f en [Ar11]. Ambos encontraron
cotas para los o´rdenes de dichos operadores; sin embargo en [Po64] las cotas para el
caso euclidiano fueron encontradas usando el comportamiento que tiene el operador
preschwarziano en las proximidades de la frontera de D, as´ı que siguiendo esas mismas
ideas probaremos el siguiente teorema para los o´rdenes recie´n definidos.
Teorema 2.4.1. Sean Ω una regio´n en Ĉ, τ(z)|dz| una me´trica conforme diferenciable
en Ω y f : D −→ Ω meromorfa localmente inyectiva. Si D esta´ dotado de la me´trica
hiperbo´lica y si existe una sucesio´n {zn} en D con |zn| → 1 tal que Γτf (zn) permanece
acotado, entonces
0 6 µτ (f) 6 1 6 ατ (f) 6 +∞.
Demostracio´n. Sea {zn} una sucecio´n en D con |zn| → 1 tal que Γτf (zn) permanece
acotado. Se sigue de (2.4) que
l´ım
n→∞
|Aτf (zn)| = l´ım
n→∞
|(1− |zn|2)Γτf (zn)− zn| = 1.
Pero claramente µτ (f) 6 l´ım
n→∞
|Aτf (zn)| 6 ατ (f), siendo evidente el resultado pretendido.
Ejemplo 2.4.2. Para el caso euclidiano, es decir, para f : D −→ C anal´ıtica y localmente
inyectiva, f ′(z) 6= 0 para todo z ∈ D, y por lo tanto Γf (z) = 1
2
f ′′(z)
f ′(z)
es anal´ıtica en D.
Veamos que ninguna funcio´n anal´ıtica g en un subconjunto denso de D puede tender a∞
cuando |z| → 1. En efecto, si por el contrario g(z) → ∞ cuando |z| → 1, se tendr´ıa que
h(z) :=
1
g(z)
→ 0 cuando |z| → 1. Pero sabemos que si ϕ0 es la reflexio´n (o inversio´n)
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respecto a la circunferencia con centro en i y radio
√
2, C(i,
√
2), y que si ϕ1 es la reflexio´n
respecto a la recta Im(z) = 0, entonces la funcio´n ψ := ϕ0 ◦ϕ1 es un mapeo conforme que
env´ıa el semiplano superior H2 de C sobre el disco unitario D, o sea, ψ(H2) = D (ve´ase
[Be83], pag. 36-37). No´tese que para todo z ∈ H2,
ψ(z) = ϕ0(ϕ1(z)) = ϕ0(z) = i+
( √
2
|z − i|
)2
(z − i) = i+ 2(z − i)
(z − i)(z + i) =
iz + 1
z + i
.
Ahora bien, tenemos que h(ψ(z))→ 0 cuando |ψ(z)| → 1−, pero |ψ(z)| → 1− si y solo si
Im(z)→ 0+. Luego, h(ψ(z))→ 0 cuando Im(z)→ 0+. Definimos para todo z ∈ C
F (z) :=

h(ψ(z)) si z ∈ H2
0 si Im(z) = 0
h(ψ(z)) si Im(z) < 0
Claramente, para todo z ∈ C con Im(z) = 0, F resulta anal´ıtica en una vecindad V de z.
Luego, por el principio de continuacio´n u´nica, F es ide´nticamente 0 en dicha vecindad,
por lo tanto h(ψ(w)) = 0 para todo w ∈ V ∩H2 6= φ. De esta forma, g(z) = 1
h(z)
= ∞
para todo z ∈ ψ−1(V ∩ H2), pero ψ−1(V ∩ H2) es un abierto de D, lo que contradice el
hecho de que g es anal´ıtica en un subconjunto denso de D.
Se concluye entonces que Γf (z) no tiende a ∞ cuando |z| −→ 1, y en consecuencia, se
cumplen las hipo´tesis del teorema anterior para el caso euclidiano, obtenie´ndose que
0 6 µ(f) 6 1 6 α(f) 6 +∞,
resultado ya establecido por Ch. Pommerenke y L. Cruz en [CrPo07].

27
Cap´ıtulo 3
Orden inferior esfe´rico
Es notable que en varios de los resultados de la penu´ltima seccio´n del cap´ıtulo anterior,
se ped´ıa que el operador Γ#f fuera acotado en el dominio de f , en cuyo caso, si el dominio
de f fuera el disco unitario D, entonces se cumplir´ıan todas las condiciones del teorema
2.4.1., y por ende tendr´ıamos las siguientes desigualdades para los o´rdenes esfe´ricos de f
0 6 µs(f) 6 1 6 αs(f) 6 +∞.
Sin embargo, es demasiado pedir que Γ#f sea acotado para que estas desigualdades se
cumplan (ma´s que esto, quisie´ramos no tener que pedir ninguna condicio´n para que se
den dichas desigualdades); por eso, vamos a explorar que´ tipo de condiciones ma´s de´biles
podemos exigir para obtener dicho resultado.
3.1. Algoritmo para calcular el orden inferior esfe´rico
Para empezar nuestra exploracio´n del orden inferior esfe´rico de funciones
meromorfas localmente inyectivas, vamos a elaborar un algoritmo en MatLab que nos
permitira´ calcular dicho orden computacionalmente.
Recordemos que MatLab considera como comentarios todo lo que va desde el caracter %
hasta el final de la l´ınea, por lo tanto, a medida que avanza el algoritmo se va escribiendo
a forma de comentario la explicacio´n de las acciones que se pide ejecutar al programa.
Tengamos en cuenta que para MatLab inf es ∞. El algoritmo es el siguiente:
 
1 %Empezamos definiendo una funcio´n en MatLab que recibira´ como entrada la funcio´n meromorfa
2 %localmente inyectiva f, y que devolvera´ el orden inferior esfe´rico de f en la variable o, y en la
3 %variable m un punto en el disco unitario donde es alcanzado el orden inferior esfe´rico.
4 func t i on [ o ,m] = o rd i n f ( f )
5 %Ahora, se calcula la primera y segunda derivada de f .
6 df = d i f f ( f ) ;
7 ddf = d i f f ( df ) ;
8 %Se definen algunas variables con ciertos valores iniciales que eventualmente estara´n
9 %siendo modificados, entre ellas se define la variable ‘o’ con valor inicial 0.
10 O = i n f ; o = 0 ; k = −1− i ; n = 0 . 2 ;
11 %Se ejecuta un ciclo while mientras que la diferencia entre O y o sea mayor que 10−10.
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12 whi l e O − o > 1e−10
13 %Creamos una matriz A de orden 11 cuyas entradas cubren el recta´ngulo [−1, 1]× [−i, i]
14 %con 0.2 de espaciado entre cada una, empezando desde la esquina inferior izquierda del
15 %recta´ngulo (k = −1− i) y terminando en la esquina superior derecha (A(11, 11) = 1+ i).
16 f o r r = 1 :11
17 f o r s = 1 :11
18 A( r , s ) = k+(r−1)∗n+i ∗( s−1)∗n ;
19 end
20 end
21 %Y entonces creamos una matriz B de orden 11 con entradas igual a ∞ cuando las
22 %respectivas entradas de A este´n por fuera de D, y cuando las entradas de A se encuentren
23 %al interior de D evaluamos A#f en ellas y sacamos mo´dulo, y estas corresponden a las
24 %respectivas entradas de B.
25 f o r r = 1 :11
26 f o r s = 1 :11
27 i f abs (A( r , s ) ) < 1
28 z = A( r , s ) ;
29 B( r , s ) = abs (((1−( abs ( z ) ) ˆ2 ) /2 )∗ ( eva l ( ddf )/ eva l ( df ) )
30 − conj ( z ) − ((1−( abs ( z ) )ˆ2 )∗ conj ( eva l ( f ) )∗ eva l ( df ) )
31 /(1+( abs ( eva l ( f ) ) ) ˆ 2 ) ) ;
32 e l s e
33 B( r , s ) = i n f ;
34 end
35 end
36 end
37 %Las siguientes tres l´ıneas nos permiten encontrar el valor mı´nimo de la matriz B y la
38 %posicio´n en la que se encuentra, siendo:
39 %o: valor mı´nimo de B.
40 %fila: fila donde se encuentra el valor mı´nimo de B.
41 %col: columna donde se encuentra el valor mı´nimo de B.
42 [ a , b ] = min (B) ;
43 [ o , c o l ] = min ( a ) ;
44 f i l a = b( co l ) ;
45 %Guardamos en m el valor donde se da el mı´nimo de B, y si este es de mo´dulo menor
46 %que 10−10, hacemos m igual a 0.
47 m = A( f i l a , c o l ) ;
48 i f abs (m) < 1e−10
49 m = 0 ;
50 end
51 %Si ‘o’ es menor que 10−10 lo hacemos igual a 0 y retornamos al usuario.
52 i f o < 1e−10
53 o = 0 ;
54 return
55 end
56 %De lo contrario, guardamos en O el valor ma´ximo de la matriz B
57 O = max(max(B) ) ;
58 %y se redefinen los valores de k y de n para comenzar de nuevo con el ciclo while en caso
59 %de que O − o sea mayor que 10−10, obteniendo esta vez la matriz A de forma tal que
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60 %cubre a un recta´ngulo mas pequen˜o y centrado en el valor actual de o.
61 k = A( f i l a , c o l )−2∗n∗(1+ i ) ;
62 n = 2∗n/5 ;
63 end
64 %Cuando finalmente la diferencia entre O y o es menor que 10−10, concluimos que el u´ltimo
65 %valor guardado en o es una aproximacio´n del orden inferior esfe´rico de f con un error del
66 %orden de 10−10, y guardamos en m el valor donde es alcanzado.  
Como tambie´n nos es de utilidad calcular el orden superior esfe´rico computacionalmente,
aprovechamos para hacer un algoritmo similar al anterior que nos haga dicho ca´lculo.
El siguiente algoritmo en MatLab nos sirve para calcular el orden superior esfe´rico
guarda´ndolo en la variable O, y guardando en M un punto donde e´ste es alcanzado.
 
1 func t i on [O,M] = ordsup ( f )
2 df = d i f f ( f ) ;
3 ddf = d i f f ( df ) ;
4 O = i n f ; o = 0 ; k = −1− i ; n = 0 . 2 ;
5 whi l e O − o > 1e−10
6 f o r r = 1 :11
7 f o r s = 1 :11
8 A( r , s ) = k+(r−1)∗n+i ∗( s−1)∗n ;
9 end
10 end
11 f o r r = 1 :11
12 f o r s = 1 :11
13 i f abs (A( r , s ) ) < 1
14 z = A( r , s ) ;
15 B( r , s ) = abs (((1−( abs ( z ) ) ˆ2 ) /2 )∗ ( eva l ( ddf )/ eva l ( df ) )
16 − conj ( z ) − ((1−( abs ( z ) )ˆ2 )∗ conj ( eva l ( f ) )∗ eva l ( df ) )
17 /(1+( abs ( eva l ( f ) ) ) ˆ 2 ) ) ;
18 e l s e
19 B( r , s ) = 0 ;
20 end
21 end
22 end
23 [ a , b ] = max(B) ;
24 [O, c o l ] = max( a ) ;
25 f i l a = b( co l ) ;
26 M = A( f i l a , c o l ) ;
27 i f abs (M) < 1e−10
28 M = 0 ;
29 end
30 i f O > 1e10
31 O = i n f ;
32 re turn
33 end
30
34 o = min (min (B) ) ;
35 k = A( f i l a , c o l )−2∗n∗(1+ i ) ;
36 n = 2∗n/5 ;
37 end  
Para utilizar los algoritmos, primero hay que correrlos en el entorno de programacio´n de
MatLab y luego declarar a z como variable simbo´lica en su entorno de trabajo mediante
el comando ‘syms z’. Veamos por ejemplo lo que se produce en pantalla (en el entorno de
trabajo de MatLab) con algunas funciones:
 
>> syms z
>> [ o ,m]= o rd i n f ( ( z/(1−z ))ˆ(1+ i ) )
o =
0.4144
m =
0.4325 − 0 .0210 i
>> [O,M]=ordsup ( ( z/(1−z ))ˆ(1+ i ) )
O =
Inf
M =
0  
Los algoritmos tambie´n se pueden utilizar sin declarar variables, en cuyo caso MatLab
arroja como resultado solo el orden pedido, por ejemplo:
 
>> o rd i n f (((1+ z )/(1− z ) )ˆ i )
ans =
0
>> ordsup (((1+ z )/(1− z ) )ˆ i )
ans =
1.2565  
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3.2. Ejemplos y una regla de composicio´n para A#f
En esta seccio´n veremos ejemplos del ca´lculo de los o´rdenes esfe´ricos (inferior y
superior) de funciones meromorfas localmente inyectivas haciendo uso de la conexio´n
esfe´rica, para as´ı observar que´ relaciones puede haber entre e´stos.
Ejemplo 3.2.1. Sea f(z) = kz, k 6= 0. Entonces, para todo z ∈ C
Γ#f (z) =
1
2
f ′′(z)
f ′(z)
− f(z)f
′(z)
1 + |f(z)|2 =
1
2
0
k
− kzk
1 + |kz|2 = −
|k|2z
1 + |k|2|z|2
y por lo tanto, para todo z ∈ C
A#f (z) = (1− |z|2)Γ#f (z)− z = −
( |k|2z − |k|2|z|2z
1 + |k|2|z|2 + z
)
= −z 1 + |k|
2
1 + |k|2|z|2 .
Luego, como A#f (0) = 0, entonces µs(f) = 0.
En cuanto al orden superior esfe´rico, definiendo h(t) :=
t
1 + |k|2t2 , 0 6 t < 1; se tiene que
h′(t) =
1− |k|2t2
(1 + |k|2t2)2 = 0 si t =
1
|k| . Consideremos dos casos:
Si |k| 6 1 entonces h′(t) > 0 para todo t ∈ [0, 1), esto es, h es creciente en [0, 1) y por
lo tanto sup
06t<1
h(t) = l´ım
t→1−
h(t) =
1
1 + |k|2 . As´ı, αs(f) = supz∈D
(
(1 + |k|2) |z|
1 + |k|2|z|2
)
=
(1 + |k|2) sup
06t<1
h(t) = 1. En particular, f es esfe´ricamente convexa (ve´ase la pa´gina 2).
En cambio, si |k| > 1 entonces 1|k| < 1 y h
′
(
1
|k|
)
= 0; de este modo, como
h′′(t) =
2|k|2t(|k|2t2 − 3)
(1 + |k|2t2)3 es tal que h
′′
(
1
|k|
)
= −|k|
2
< 0, entonces h tiene un ma´ximo
en t =
1
|k| , con lo cual αs(f) = (1 + |k|
2)h
(
1
|k|
)
=
1 + |k|2
2|k| .

Ejemplo 3.2.2. Sea f(z) =
k
z
, k 6= 0. Entonces, para todo z ∈ Cr {0}
Γ#f (z) =
1
2
2k
z3
− k
z2
−
(
k
z
)(
− k
z2
)
1 +
|k|2
|z|2
= −1
z
+
|k|2
z(|k|2 + |z|2) = −
|z|2
z(|k|2 + |z|2) = −
z
|k|2 + |z|2 ,
pero e´sta u´ltima expresio´n tiene sentido en z = 0, y por lo tanto es va´lida en todo C por
la continuidad de Γ#f . De este modo, para todo z ∈ C
A#f (z) = −
z(1− |z|2)
|k|2 + |z|2 − z = −
z(1− |z|2 + |k|2 + |z|2)
|k|2 + |z|2 = −
z(1 + |k|2)
|k|2 + |z|2 .
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por ende, |A#f (z)| = (1 + |k|2)
|z|
|k|2 + |z|2 ; as´ı, µs(f) = |A
#
f (0)| = 0.
Para el orden superior, sea h(t) :=
t
|k|2 + t2 , 0 6 t < 1; entonces h
′(t) =
|k|2 − t2
(|k|2 + t2)2 = 0
si t = |k|. Luego, si |k| < 1, como h′′(t) = 2t(t
2 − 3|k|2)
(|k|2 + t2)3 es tal que
h′′(|k|) = 2|k|(−2|k|
2)
(2|k|2)3 =
−4|k|3
8|k|6 = −
1
2|k|3 < 0,
entonces h tiene un ma´ximo en t = |k|, con lo cual
αs(f) = sup
z∈D
(
(1 + |k|2) |z||k|2 + |z|2
)
= (1+|k|2) sup
06t<1
t
|k|2 + t2 = (1+|k|
2)h(|k|) = 1 + |k|
2
2|k| .
En cambio, si |k| > 1 entonces h′(t) > 0 para todo t ∈ [0, 1), esto es, h es creciente en
[0, 1) y por lo tanto sup
06t<1
h(t) = l´ım
t→1−
h(t) =
1
1 + |k|2 . As´ı,
αs(f) = sup
z∈D
(
(1 + |k|2) |z||k|2 + |z|2
)
= (1 + |k|2) sup
06t<1
h(t) = 1.
Luego, en este caso, f es esfe´ricamente convexa.

Ejemplo 3.2.3. Sea f(z) = tan(z), z ∈ C; como f ′(z) = sec2 z y f ′′(z) = 2 sec2 z tan z
tenemos que
Γ#f (z) =
1
2
2 sec2 z tan z
sec2 z
− tan z sec
2 z
1 + | tan z|2 =
tan z + tan2 z tan z − sec2 z tan z
1 + | tan z|2
=
tan z − tan z(sec2 z − tan2 z)
1 + tan z tan z
=
tan z − tan z
1 + tan z tan z
= tan(z − z),
y con esto, A#f (z) = (1− |z|2) tan(z − z)− z para todo z ∈ D. De este modo, A#f (0) = 0
y por lo tanto µs(f) = 0.
Mediante el algoritmo para el orden superior esfe´rico de la seccio´n anterior obtenemos que
αs(f) ≈ 1,1516.

Regla de Composicio´n: Usando la regla de composicio´n (2.7) para Γ#f , y el hecho de
que A#f (z) = (1− |z|2)Γ#f (z)− z, obtenemos que si g es una funcio´n anal´ıtica localmente
inyectiva definida en D y f una funcio´n meromorfa localmente inyectiva definida en g(D),
entonces
A#f◦g(z) = (1− |z|2)Γ#f◦g(z)− z = (1− |z|2)[Γ#f (g(z))g′(z) + Γg(z)]− z
= (1− |z|2)Γ#f (g(z))g′(z) +
(1− |z|2)
2
g′′(z)
g′(z)
− z
= (1− |z|2)Γ#f (g(z))g′(z) + Ag(z),
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es decir, se tiene la siguiente regla de composicio´n para A#f :
A#f◦g = (1− |z|2)Γ#f (g)g′ + Ag. (3.1)
Ejemplo 3.2.4. Sea L(z) = β log
1 + z
1− z , z ∈ D, β 6= 0, entonces L(z) = (f ◦ g)(z), donde
f(z) = β log z y g(z) =
1 + z
1− z . Ahora bien,
f ′(z) =
β
z
, f ′′(z) = − β
z2
, g′(z) =
2
(1− z)2 y g
′′(z) =
4
(1− z)3 .
Por lo tanto,
Γ#f (z) = −
1
2z
− |β|
2log z
z(1 + |β log z|2) = −
1
2z
(
1 +
2|β|2log z
1 + |β log z|2
)
y
Ag(z) =
(1− |z|2)
2
g′′(z)
g′(z)
− z = (1− |z|
2)
2
4(1− z)2
2(1− z)3 − z =
1− |z|2
1− z − z =
1− z
1− z .
Con esto, por la regla de composicio´n (3.1),
A#L (z) = (1− |z|2)
− 1
2
1 + z
1− z
1 + 2|β|
2log
1 + z
1− z
1 +
∣∣∣∣β log 1 + z1− z
∣∣∣∣2
 2(1− z)2
+ 1− z1− z
= −1− |z|
2
1− z2 −
2|β|2(1− |z|2)log 1 + z
1− z
(1− z2)
(
1 +
∣∣∣∣β log 1 + z1− z
∣∣∣∣2
) + 1− z
1− z
=
1
1− z2
z − z − 2|β|
2(1− |z|2)log 1 + z
1− z
1 +
∣∣∣∣β log 1 + z1− z
∣∣∣∣2
 .
No´tese que A#L (0) = 1
(
0− 2|β|
2log 1
1 + |β log 1|2
)
= 0, de donde µs(L) = ı´nf
z∈D
|A#L (z)| = 0.
El orden superior esfe´rico de L lo hayamos con el algoritmo de la seccio´n anterior para
diferentes valores de β, por ejemplo αs(L) ≈ 1,4030 para β = 1 y β = i, y αs(L) ≈ 1,7279
para β = 1 + i y β =
√
2. Los resultados anteriores tienen sentido al observar que el
operador A#L ma´s que de β depende es de |β|.

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Ejemplo 3.2.5. Consideremos f(z) = tan(L(z)) con L como en el ejemplo anterior,
z ∈ D. Luego,
A#f (z) = (1− |z|2)Γ#tan(L(z))L′(z) + AL(z)
por la regla de composicio´n (3.1). Ahora bien, del ejemplo 3.2.3.,
Γ#tan(L(z)) = tan(L(z)− L(z)) = tan[2iIm(L(z))].
Adema´s,
L′(z) = β
(1− z)
(1 + z)
(1− z + 1 + z)
(1− z)2 =
2β
1− z2 y L
′′(z) =
4βz
(1− z2)2 ,
por lo tanto
AL(z) =
(1− |z|2)
2
L′′(z)
L′(z)
− z = (1− |z|
2)
2
4z(1− z2)
2(1− z2)2 − z =
z − z|z|2 − z + z|z|2
1− z2 =
z − z
1− z2
y as´ı,
A#f (z) =
2β(1− |z|2)
1− z2 tan[2iIm(L(z))] +
z − z
1− z2 .
No´tese que A#f (0) = 2β tan[2iIm(β log 1)] + 0 = 0, y por ende µs(f) = 0.
Sin embargo, para el orden superior esfe´rico, como para todo z ∈ D
|A#f (z)| =
∣∣∣∣2β(1− |z|2)i tanh[2Im(L(z))]1− z2 + z − z1− z2
∣∣∣∣
6 2|β|(1− |z|
2)| tanh[2Im(L(z))]|
|1− z2| +
∣∣∣∣ z − z1− z2
∣∣∣∣
6 2|β|(1− |z|
2)
1− |z|2 +
|z − z|
|1− z2|
se tiene que αs(f) 6 2|β|+ 1, pues |z|4 − 2|z|2 + 1 = (|z|2 − 1)2 > 0, y por lo tanto
|z − z|2 = (z − z)(z − z) = |z|2 − z2 − z2 + |z|2 = 2|z|2 − z2 − z2
6 1− z2 − z2 + |z|4 = (1− z2)(1− z2) = |1− z2|2

Segu´n mostraron Ma y Minda en [MaMi92], si f : D → C es meromorfa localmente
inyectiva, entonces αs(f) > 1, con igualdad si y solo si f es esfe´ricamente convexa.
Ahora bien, dado que la funcio´n f(z) = tan
(
β log
1 + z
1− z
)
, z ∈ D, β 6= 0, no es univalente;
y como es bien conocido que si f es esfe´ricamente convexa entonces f es univalente, el
u´ltimo ejemplo nos permite concluir que una vez se pierde la convexidad esfe´rica se puede
perder la univalencia, ya que tomando en este ejemplo β =
ε
2
con ε > 0 arbitrariamente
pequen˜o, obtenemos que f es una funcio´n no univalente tal que αs(f) 6 ε+ 1.
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Ejemplo 3.2.6. Para f(z) = tan
(
βz
1− z
)
, z ∈ D, β > 0, tenemos que f(z) = tan(g(z)),
donde g(z) =
βz
1− z . Como g
′(z) =
β
(1− z)2 y g
′′(z) =
2β
(1− z)3 , entonces
Ag(z) =
(1− |z|2)
2
2(1− z)2
(1− z)3 − z =
1− z
1− z =
|1− z|2
(1− z)2 .
As´ı,
A#f (z) = (1− |z|2) tan
(
2iIm
βz
1− z
)
β
(1− z)2 +
|1− z|2
(1− z)2
=
1
(1− z)2
[
(1− |z|2)iβ tanh
(
2Im
βz
1− z
)
+ |1− z|2
]
,
y por lo tanto
|A#f (z)| =
∣∣∣∣1 + 1− |z|2|1− z|2 iβ tanh
(
2Im
βz
1− z
)∣∣∣∣ = |1 + ih(z)| > 1,
siendo h una funcio´n compleja de valor real. Pero |A#f (0)| = |1 + iβ tanh(0)| = 1 y en
consecuencia µs(f) = 1.
Para el orden superior esfe´rico, como
z
1− z =
z
1− z
1− z
1− z =
z − |z|2
|1− z|2 entonces 2Im
βz
1− z =
2βIm
z − |z|2
|1− z|2 =
2β
|1− z|2 Im(z). As´ı, tomando z = x + iy y x = 1 − y, en cuyo caso
z ∈ D si y solo si y ∈ (0, 1), se tiene que z −→ 1 cuando y −→ 0+; adema´s,
|1− z|2 = |1− (1− y + iy)|2 = |y − iy|2 = 2y2, con lo que Im(z)|1− z|2 =
y
2y2
=
1
2y
−→ +∞
cuando y −→ 0+, de donde, tanh
(
2Im
βz
1− z
)
−→ 1 cuando y −→ 0+, por lo tanto,
l´ım
y→0+
h(1 − y + iy) = l´ım
y→0+
1− |1− y + iy|2
|1− (1− y + iy)|2β = β l´ımy→0+
2y − 2y2
2y2
= β l´ım
y→0+
1− y
y
= +∞,
y en consecuencia αs(f) = +∞.

3.3. Propiedades ba´sicas
En los dos u´ltimos ejemplos de la seccio´n anterior se trabajo´ con funciones de la forma
f(z) = tan(g(z)), siendo g una funcio´n anal´ıtica y localmente inyectiva definida en D.
Vemos que en general para una funcio´n de este tipo se tiene que
|A#f (z)| 6 |(1− |z|2)Γ#tan(g(z))g′(z)|+ |Ag(z)|.
As´ı,
αs(f) 6 sup
z∈D
{|(1− |z|2)i tanh[2Im(g(z))]g′(z)|+ |Ag(z)|}
6 sup
z∈D
|Ag(z)|+ sup
z∈D
(1− |z|2)|g′(z)| = α(g) + ‖g‖B,
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donde α(g) es el orden euclidiano de g y ‖g‖B es la norma de Bloch de g (ve´ase
[Po92], pa´g. 72). Esta u´ltima desigualdad nos permite, por ejemplo, mostrar que si
f(z) = tan
(
β log
1 + z
1− z
)
, z ∈ D, β 6= 0, entonces αs(f) 6 |β| +
√
2, que para valores de
|β| > √2− 1 es mejor que la cota obtenida en el ejemplo 3.2.5. para esta misma funcio´n.
Tambie´n es conocido (ve´ase [Po64]) que si g es univalente entonces α(g) 6 2, con lo cual
la desigualdad anterior se convierte en αs(f) 6 ‖g‖B + 2.
De forma ana´loga, obtenemos que
|A#f (z)| > |Ag(z)| − (1− |z|2)|g′(z)|| tanh[2Im(g(z))]|
y por lo tanto,
µs(f) > ı´nf
z∈D
|Ag(z)| − sup
z∈D
(1− |z|2)|g′(z)| = µ(g)− ‖g‖B.
Notemos adema´s, por simple curiosidad, que para una funcio´n f meromorfa localmente
inyectiva se tiene que (ver definicio´n 2.3.1.)
αs(f) = sup
z∈D
|A#f (z)| = sup
z∈D
|(1−|z|2)Γ#f (z)−z| 6 sup
z∈D
|(1−|z|2)Γ#f (z)|+sup
z∈D
|z| 6 ‖Γ#f ‖D+1.
Similarmente,
αs(f) > sup
z∈D
((1− |z|2)|Γ#f (z)| − |z|) > sup
z∈D
(1− |z|2)|Γ#f (z)| − sup
z∈D
|z| > ‖Γ#f ‖D − 1.
Recogiendo lo anterior en una proposicio´n, tenemos que
Proposicio´n 3.3.1.
i) Si g : D −→ C es una funcio´n holomorfa localmente univalente, entonces la funcio´n
f : D −→ Ĉ dada por f(z) = tan(g(z)) es tal que
µ(g)− ‖g‖B 6 µs(f) 6 αs(f) 6 α(g) + ‖g‖B
ii) Sea f : D −→ Ĉ meromorfa localmente inyectiva. Entonces
‖Γ#f ‖D − 1 6 αs(f) 6 ‖Γ#f ‖D + 1.
Sin embargo, como obviamente para cualquier funcio´n f meromorfa localmente
inyectiva µs(f) > 0, la primera parte de esta u´ltima proposicio´n nos hace preguntarnos
si realmente existe una funcio´n g localmente univalente tal que µ(g) > ‖g‖B, para que la
cota inferior para µs(f) tenga algu´n sentido.
Para empezar, g no podr´ıa ser un automorfismo del disco unitario, pues e´stos tienen
la forma g(z) = λϕa(z), donde ϕa(z) =
z − a
1− az , con a ∈ D y |λ| = 1; adema´s, si
‖h‖B < ∞ y a ∈ D entonces ‖h ◦ ϕa‖B = ‖h‖B (ve´ase [Po92], seccio´n 4.2), en particular
‖g‖B = ‖λId ◦ ϕa‖B = ‖λId‖B = sup
z∈D
(1− |z|2)|λ| = 1, y µ(g) 6 1.
Adema´s, de la misma fuente recie´n citada, ‖g‖B < ∞ si y solo si existe una funcio´n h
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univalente en D tal que g = log(h′). De esta forma, g′ =
h′′
h′
y g′′ =
h′′′h′ − (h′′)2
(h′)2
, de
donde
µ(g)− ‖g‖B = ı´nf
z∈D
∣∣∣∣1− |z|22 g′′(z)g′(z) − z
∣∣∣∣− sup
z∈D
(1− |z|2)|g′(z)|
= ı´nf
z∈D
∣∣∣∣1− |z|22
(
h′′′(z)
h′′(z)
− h
′′(z)
h′(z)
)
− z
∣∣∣∣− sup
z∈D
(1− |z|2)|h′′(z)|
|h′(z)| .
De este modo, la u´nica forma de que µ(g)−‖g‖B sea positiva, es cuando g = log(h′) siendo
h una funcio´n univalente en D tal que haga que sea positiva la u´ltima expresio´n. Queda
entonces abierta la siguiente pregunta: ¿Si existira´ tal funcio´n h con dichas caracter´ısticas?.
Ahora probaremos una proposicio´n que nos da cotas para los o´rdenes esfe´ricos de
una funcio´n meromorfa localmente inyectiva, que dependera´n de una restriccio´n sobre la
conexio´n esfe´rica de la funcio´n.
Proposicio´n 3.3.2. Sean f : D −→ Ĉ una funcio´n meromorfa localmente inyectiva y
λ > 0. Si para todo z ∈ D que no sea un polo de f se cumple que∣∣∣∣Γ#f (z)− 11− z
∣∣∣∣ 6 λ1− |z|2
entonces
1− λ 6 µs(f) 6 αs(f) 6 1 + λ.
Demostracio´n. Supongamos que z ∈ D no es un polo de f . Entonces∣∣∣∣A#f (z)− 1− z1− z
∣∣∣∣ = ∣∣∣∣(1− |z|2)Γ#f (z)− z − 1− z1− z
∣∣∣∣ = ∣∣∣∣(1− |z|2)Γ#f (z)− 1− |z|21− z
∣∣∣∣
= (1− |z|2)
∣∣∣∣Γ#f (z)− 11− z
∣∣∣∣ 6 λ, (por hipo´tesis)
de donde,
∣∣∣∣|A#f (z)| − ∣∣∣∣1− z1− z
∣∣∣∣∣∣∣∣ 6 λ; es decir, −λ 6 |A#f (z)| − 1 6 λ.
Por la continuidad de A#f , esta u´ltima desigualdad es va´lida au´n en los polos de f .
Luego,
1− λ 6 ı´nf
z∈D
|A#f (z)| 6 sup
z∈D
|A#f (z)| 6 1 + λ
Hasta el momento no se ha encontrado una funcio´n f que satisfaga las hipo´tesis de la
proposicio´n anterior para un λ ∈ [0, 1], en cuyo caso la cota inferior para µs(f) tendr´ıa
algu´n sentido. Sin embargo, en el siguiente ejemplo se muestran funciones que satisfacen
dichas hipo´tesis con λ > 1.
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Ejemplo 3.3.1. Sea f(z) =
(
1 + z
1− z
)a
, z ∈ D, a > 0. Entonces
f ′(z) =
2a
(1− z)2
(
1 + z
1− z
)a−1
=
2a
(1− z2)
(1 + z)
(1− z)
(
1 + z
1− z
)a−1
=
2a
1− z2f(z) y
f ′′(z) =
4az
(1− z2)2f(z) +
2a
1− z2f
′(z) =
4az
(1− z2)2f(z) +
4a2
(1− z2)2f(z) =
4a(z + a)
(1− z2)2 f(z).
De este modo,∣∣∣∣Γ#f (z)− 11− z
∣∣∣∣ =
∣∣∣∣∣12 4a(z + a)f(z)(1− z2)2af(z)(1− z2)2 − 2a1− z2 f(z)f(z)1 + |f(z)|2 − 11− z
∣∣∣∣∣
=
∣∣∣∣ z + a1− z2 − 2a1− z2 |f(z)|21 + |f(z)|2 − 1 + z1− z2
∣∣∣∣
=
1
|1− z2|
∣∣∣∣(z + a)− 2a|f(z)|21 + |f(z)|2 − (1 + z)
∣∣∣∣
6 1
1− |z|2
∣∣∣∣ 2a|f(z)|21 + |f(z)|2 − a+ 1
∣∣∣∣ < a+ 11− |z|2 ,
ya que como −1
a
(1 + |f(z)|2) < |f(z)|2 < 1 + |f(z)|2, entonces −2 < 2a|f(z)|
2
1 + |f(z)|2 < 2a, y
por lo tanto −a− 1 < 2a|f(z)|
2
1 + |f(z)|2 − a+ 1 < a+ 1; esto es,
∣∣∣∣ 2a|f(z)|21 + |f(z)|2 − a+ 1
∣∣∣∣ < a+ 1.
Luego, por la proposicio´n anterior αs(f) 6 a+ 2.

Como los polos de una funcio´n meromorfa f son aislados, si f esta´ definida en D, el
conjunto {z ∈ D/f(z) ∈ C} no puede estar apartado de ∂D, en el sentido de que debe
existir una sucesio´n {zn} en D tal que |zn| → 1 cuando n→∞ y f(zn) ∈ C para todo n,
pues de lo contrario existir´ıa un r ∈ (0, 1) tal que f(z) =∞ para todo z ∈ D con |z| > r,
lo que contradice la afirmacio´n hecha al comienzo. Podemos considerar entonces a f ′(z)
estando z arbitrariamente cerca de ∂D, al sacar del dominio los polos de f .
Teorema 3.3.3. Sea f : D −→ Ĉ una funcio´n meromorfa localmente inyectiva y sea Ω
el conjunto de puntos en D que no son polos de f . Si se tiene en Ω que f ′(z) = o(λD(z))
cuando |z| → 1, entonces 0 6 µs(f) 6 1 6 αs(f) 6 +∞.
Demostracio´n. Como para todo z ∈ Ω, f(z) ∈ C, entonces Γ#f (z) =
1
2
f ′′(z)
f ′(z)
− f
′(z)f(z)
1 + |f(z)|2 ,
de donde, Γ#f (z) +
f ′(z)f(z)
1 + |f(z)|2 =
1
2
f ′′(z)
f ′(z)
, y por lo tanto,
Γ#f (z)
f ′(z)
+
f(z)
1 + |f(z)|2 =
1
2
f ′′(z)
f ′(z)2
.
Pero al ser f meromorfa localmente inyectiva en D y no tener polos en Ω, f resulta ser
localmente univalente en Ω, y por lo tanto f ′(z) 6= 0 para todo z ∈ Ω. En consecuencia,
1
2
f ′′
(f ′)2
es anal´ıtica en Ω, lo que implica por la ecuacio´n anterior que g :=
Γ#f
f ′
+
f
1 + |f |2
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tambie´n es anal´ıtica en Ω, siendo Ω claramente denso en D.
Luego, as´ı como en el ejemplo 2.4.2., g(z) no tiende a ∞ cuando |z| → 1, y por lo tanto
existe una sucesio´n {zn} en Ω con |zn| → 1 tal que g(zn) permanece acotado.
Sea M > 0 tal que para todo n ∈ N, |g(zn)| 6 M − 1, y no´tese que
∣∣∣∣∣ f(z)1 + |f(z)|2
∣∣∣∣∣ 6 1;
desde luego, si |f(z)| 6 1 obviamente |f(z)| 6 1 + |f(z)|2, y si por el contrario |f(z)| > 1
entonces |f(z)| < |f(z)|2 < 1 + |f(z)|2. De esta forma se tiene que para todo n ∈ N∣∣∣∣∣Γ
#
f (zn)
f ′(zn)
∣∣∣∣∣− 1 6
∣∣∣∣∣Γ
#
f (zn)
f ′(zn)
∣∣∣∣∣−
∣∣∣∣∣ f(zn)1 + |f(zn)|2
∣∣∣∣∣ 6
∣∣∣∣∣Γ
#
f (zn)
f ′(zn)
+
f(zn)
1 + |f(zn)|2
∣∣∣∣∣ 6M − 1,
y por ende |Γ#f (zn)| 6M |f ′(zn)|. En este orden de ideas, se tiene que para todo n ∈ N
|A#f (zn)| = |(1−|zn|2)Γ#f (zn)−zn| 6 (1−|zn|2)|Γ#f (zn)|+ |zn| 6 (1−|zn|2)M |f ′(zn)|+ |zn|,
y como por hipo´tesis (1− |z|2)|f ′(z)| → 0 cuando |z| → 1 se concluye que
µs(f) 6 l´ım
n→+∞
|A#f (zn)| 6 l´ımn→+∞[(1− |zn|
2)M |f ′(zn)|+ |zn|]
= M l´ım
n→+∞
(1− |zn|2)|f ′(zn)|+ l´ım
n→+∞
|zn| = M · 0 + 1 = 1.
Adema´s, de [MaMi92] tenemos que αs(f) > 1; y as´ı, finalmente,
0 6 µs(f) 6 1 6 αs(f) 6∞.
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