We introduce the mathematical theory of the particle systems that interact via permutations, where the transition rates are assigned not to the jumps from a site to a site, but to the permutations themselves. This permutation processes can be viewed as a generalization of the symmetric exclusion processes, where particles interact via transpositions. The duality and coupling techniques for the processes are described, the needed conditions for them to apply are established. The stationary distributions of the permutation processes are explored for translation invariant cases.
Introduction.
We begin by reformulating the general setup of the symmetric exclusion process. Let S be a general countable set, and p(x, y) be transition probabilities for a Markov chain on S. Let η t denote a continuous time Feller process with values in {0, 1} S , where η t (x) = 1 when the site x ∈ S is occupied by a particle at time t while η t (x) = 0 means the site is empty at time t. The exclusion process is a fine example of a Markovian interacting particle system, with the name justified by the transition rates is sufficient to guarantee that the exclusion process η t is indeed a well defined Feller process. We refer the reader to [4] and [5] for the complete rigorous treatment of the subject.
The exclusion process is symmetric if p(y, x) = p(x, y) for all x, y ∈ S. In this case we can reformulate the process by considering all the transpositions τ x,y . For each transposition τ x,y (x, y ∈ S, x = y) we will assign the corresponding rate q(τ x,y ) = p(y, x) = p(x, y) at which the transposition occurs: η → τ x,y (η) at rate q(τ x,y ),
where τ x,y (η) ≡ η x,y . It was suggested to the author by Tom Liggett to study the natural generalization of the process that arises with the above reformulation. Liggett's idea was to assign the rates not to the particles inhabiting the space S, but to the various permutations of finitely many points of S. Namely, we can consider other permutations besides the transpositions. We let Σ be the set of all such permutations with positive rate. If σ ∈ Σ, we let Range(σ) = {x ∈ S : σ(x) = x}.
For each η ∈ {0, 1} S , let σ(η) be the new configuration of particles after the permutation σ was applied to η: σ(η)(x) = η(σ −1 (x)) for all x ∈ S.
Observe that we only permute the particles inside the Range(σ). Now, we want to construct a continuous time Feller process, where rates q(σ) (σ ∈ Σ) are assigned so that η → σ(η) at rate q(σ).
Example. Let S = Z, and Σ = {σ i ≡ (i, i + 1, i + 2)} i∈Z consists of all the three-cycles of consecutive integers. As we will see later, the three-cycles are very special for the theory of "permutation" processes described in this manuscript.
First we would like to mention some of the results from the theory of exclusion processes that we will extend to the newly introduced permutation processes. For consistency we will use the notations of [4] and [5] . We let I denote the class of stationary distributions for the given Feller process. As the set I is convex, we will denote by I e the set of all the extreme points of I. The results that we want to generalize are the two theorems given below. Consider the case of S = Z d with shiftinvariant random walk rates (e.g. p(x, y) = p(0, y − x)). The first theorem was proved by F.Spitzer (see [7] ) in the recurrent case and by T.Liggett in the transient case.
Theorem. For the symmetric exclusion process, I e = {ν ρ : 0 ≤ ρ ≤ 1}, where ν ρ is the homogeneous product measure on {0, 1} S with marginal probability ρ (e.g. ν ρ {η : η ≡ 1 on A} = ρ |A| ).
Let S denote the class of the shift invariant probability measures on {0, 1} S , and (I ∩ S) e the set of all extreme points of (I ∩ S). Next theorem was proved in [3] by T.Liggett. A special case of it was proved by R.Holley in [1] .
Theorem. For the general exclusion process, (I ∩ S) e = {ν ρ : 0 ≤ ρ ≤ 1}.
As it was the case with the exclusion processes, coupling method will play the crucial role in proving the analogues of the above results for the permutation processes. The difficult part was to construct the right types of couplings for the corresponding proof to work.
1.1 Existence of the process. The permutation law.
We need to formalize the construction the permutation process. For a configuration η ∈ {0, 1} S and a permutation σ ∈ Σ, σ(η) defined as
is the resulting configuration after the permutation σ is applied. For the cylinder function f (f (η) is a function from {0, 1} S to R that depends on finitely many sites in S), let
Now, we have to guarantee that the permutation process η t with such Ω is a well defined Feller process. For this, by Theorem 3.9 of Chapter I in [4] (see also the conditions (3.3) and (3.8) there), it is sufficient to assume that the rates q(σ) are such that for every x ∈ S,
Then the semigroup S(t) of the permutation process η t , generated by such Ω, is well defined. Such process will then be said to obey the permutation law (1). Throughout the paper we require that the random walk generated by the permutations {σ ∈ Σ} is irreducible. That is that for every x and y in S there is a sequence
Duality.
For a nonnegative continuous function H(η, ζ) of two variables, the Markov processes η t and ζ t are said to be dual with respect to H(·, ·) if
for all η, ζ and all t ≥ 0. Let for a configuration η ∈ {0, 1} S and a set A ⊂ S,
where the last line is true whenever
Then ΩH(·, A)(η) = ΩH(η, ·)(A), and the permutation processes η t and A t with η 0 = η and A 0 = A are dual with respect to H. So the permutation process satisfying (2) is self-dual. Therefore
The condition (2) is essential in order to have a useful duality. From now on we will say that the Feller process is a symmetric permutation process whenever the above condition (2) is satisfied. Observe that in this case the process is analogous to the symmetric exclusion process, where the corresponding self-duality was indispensable and is the reason why the symmetric exclusion was so successfully studied (see [4] and [5] ).
2 Symmetric permutation processes.
For the rest of the paper we restrict ourselves to studying permutation processes on S = Z d and the rates q(σ) are assumed to be shift invariant. We will also assume that the rates q(σ), for all σ ∈ Σ, satisfy the following two conditions. First
Second, if σ 2 is a finite permutation of elements in S such that Range(σ 2 ) = Range(σ 1 ) for some σ 1 ∈ Σ, then σ 2 ∈ Σ, and sup
From now on, we let M I denote the max in (3) and M II denote the sup in (4) . It should be mentioned that the second condition (4) is stricter than it needs to be. We only need Σ to be the class of permutations where for the same range set, any ordering (word) of 1's and 0's on the range can be permuted into any other ordering with the same number of 1's and 0's by applying a permutation from that class. In this section we assume that the process satisfies the duality (2) conditions. We will prove Theorem 1. For the symmetric permutation processes, I e = {ν ρ : 0 ≤ ρ ≤ 1}, where ν ρ is the homogeneous product measure on {0, 1} S with marginal probability ρ (e.g.
As in [4] , in order to prove the Theorem 1 we have to establish the following Theorem 2. If f is a bounded harmonic function for the well defined finite permutation process A t , then f is constant on {A : |A| = n} for each given integer n ≥ 1.
As it was in case of symmetric exclusion, the Theorem 1 follows from the Theorem 2 and the duality of the process (see [4] ), Chapter 8). The proof of it echos bit to bit the corresponding proof in case of the symmetric exclusion process. However, we will briefly go through it. We assume that we already have Theorem 2.
Proof of Theorem 1: A probability measure µ on {0, 1} is called exchangeable if µ{η : η ≡ 1 on A} is a function of cardinality |A| of A. By the de Finetti's Theorem, if S is infinite, then every exchangeable measure is a mixture of the homogeneous product measures ν ρ . Therefore Theorem 1 holds if and only if I agrees with the set of exchangeable probability measures.
By duality,
Thus every exchangeable measure is stationary. Now, if µ ∈ I, then µS t = µ (for all t), so by the above equation, f (A) = µ{η ≡ 1 on A} is harmonic for A t . Hence Theorem 2 implies that µ is exchangeable. The proof of Theorem 2 is different for the processes with recurrent and transient rates. We will do both.
Recurrent case.
By recurrence here we mean the recurrence of X t − Y t , where X t and Y t are independent one-point processes moving according to the permutation law as described in the introduction. For the rest of the subsection we will assume that the process is recurrent.
As it was with the symmetric exclusion processes, to prove Theorem 2 for the recurrent case, it is enough to construct a successful coupling of two copies A t and B t of the permutation process with initial states A 0 and B 0 of the same cardinality n that coincide at all but two sites of S (e.g. |A 0 ∩ B 0 | = n − 1). By successful coupling, we mean P [A t = B t for all t beyond some point] = 1.
If f is a bounded harmonic function for the finite permutation process, for which we can construct a successful coupled process (see above), then
Letting t go to infinity, we get f (A 0 ) = f (B 0 ), proving Theorem 2 for the case when there are only two discrepancies between A 0 and B 0 . By induction, Theorem 2 holds for all A 0 and B 0 of the same cardinality. Now we need to construct a successful coupling. In a similar coupling construction in the recurrent case of symmetric exclusion processes, whenever the two discrepancies happen to be inside the range of a transposition with positive rate, applying the transposition to either A t or B t will do the job of canceling the discrepancies (see [7] ). In our situation, the tricky part is that when the two discrepancies happen to be inside the range of a permutation from Σ, applying the permutation to either A t or B t , even if canceling the original two discrepancies, might create new discrepancies. This is the challenge that we have to overcome in this subsection.
Two-point processes.
Let I t = {I 1 (t), I 2 (t)} ∈ S 1 × S 2 be the process consisting of two points I 1 (t) and I 2 (t) moving independently according to the permutation law, where S 1 and S 2 are two copies of S. Now, let J t = {J 1 (t), J 2 (t)} ⊂ S be the two-point process that depends on I t in the following way. The initial configuration must be the same: J 1 (0) = I 1 (0) = I 2 (0) = J 2 (0). However, of all the permutations acting on S 1 and S 2 , we will apply to J t = {J 1 (t), J 2 (t)} only those of them that contain either I 1 (t) or I 2 (t) or both inside their ranges.
Comparing the two processes, we notice that they coincide up until the holding time T of the permutation that acts on both J 1 (T −) and J 2 (T −) (e.g. J 1 (T ) = J 1 (T −) and J 2 (T ) = J 2 (T −)) while either I 1 (T −) or I 2 (T −) stays unchanged. Such permutation should happen before I 1 (t) − I 2 (t) visits zero for the first time. Thus (5) where P x is the probability measure when the corresponding two-point process I t or J t (and later the permutation process E t ) is at x ∈ S 2 at time t = 0. We recall now that I 1 (t) − I 2 (t) is recurrent. Hence the left hand side probability above is equal to one. As you will see in the next subsection, this is the primary reason why the conditions (3) and (4) are necessary for the coupling construction that follows.
We notice that (at least) up until time T , J t evolves according to the original permutation law except here the rates of permutations that act on both points (J 1 (t) and J 2 (t)) are being doubled. If E t = {E 1 (t), E 2 (t)} is a two-point process that obeys the permutation law, with the same initial configuration (E 1 (0) = I 1 (0) and E 2 (0) = I 2 (0)), and if T 1 2 (σ) is the holding time for σ at which σ is applied with probability 1 2 , or not applied with probability 1 2 , then
Hence, in the recurrent case, (5) implies
It is natural to compare processes I t , E t and J t since each two of them coincide up until a certain holding time.
The coupling.
We will now try to reconstruct the Spitzer's coupling proof in the case when the two conditions (3) and (4) In case when R doesn't contain both discrepancies, we will apply the permutations of range R simultaneously with corresponding rates. For all range sets R that contain both discrepancies at the same time, we will wait exponentially long with parameter
At the holding time we will assign the following probabilities of change: For a permutation σ c ∈ Σ of range R, such that σ c (A t− ) = B t− , we let the coupled process evolve according to the following transition probabilities.
for all powers of such σ c , where r = r(σ c ) is the smallest number such that σ r+1 = id.
We will apply the permutations simultaneously to A t− and B t− with the remaining probabilities. Observe that the rates are correct. Here, for each such σ c , the total probability of change doesn't exceed
The coupling is successful.
The coupling is successful because, by (7) , the two discrepancies are guaranteed to come within the range of a permutation σ c ∈ Σ such that σ c (A t− ) = B t− precisely at the holding time corresponding to the R = Range(σ c ). Thus the above "coupling" transition probabilities will apply, where in all such cases the probability of σ being selected is bounded away from zero due to the conditions (3) and (4). This is because when setting up the coupling, we had m R ≥ 1 M II q(σ) for any σ ∈ Σ with Range(σ) = R, where M II is the sup in (4). Hence, Theorem 2 is proved in this case.
Transient, translation invariant case.
We now define the probabilities some of which we already used in the preceeding subsections. We let
where P x is again the probability measure when the corresponding two-point process E t , I t or J t is at x ∈ S 2 at time t = 0. Therefore (5) is equivalent tō
Moreover, by construction,ḡ 2 (x) ≥ḡ 2 (x) ≥ g 2 (x). The inequality (6) impliesḡ 2 (x) ≥ 1 2ḡ 2 (x), and one similarly obtains
where P(N ) denotes the number of permutations of N points that don't allow fixed points. Hence, taking all the above inequalities together, we conclude that
Now, let
Let S t , U t and V t be the semigroups of respectively E t , I t and J t . If we let E t be the n points permutation process and generalize I t to be the corresponding n points process, where each point moves independently of the others as a one-point permutation process, then we can redefinē
The properties of g n were thoroughly studied before (see for example [4] ). In particular, for x = (x 1 , . . . , x n ) ∈ S n ,
Thus, redoing the above estimates for a general n, one gets
Case n = 2
By following the Liggett's proof for transient symmetric exclusion process, we observe that, by construction, if a function 0 ≤ f ≤ 1, then
Here J t and I t agree until the first time t such that J 1 (t) = J 1 (t−) and J 2 (t) = J 2 (t−). Now, J t agrees with E t up until at least such t.
Thus
and, by (8),
Suppose f is also symmetric on T 2 , and S t f = f for all t ≥ 0. It can be extended to all of S 2 by setting f = 0 on T c 2 . Then, by (10),
We refer the reader to [4] for the proof of lim t→∞ U t g n (x) = 0,
x ∈ S n .
Thus, by (8),
The inequality (11) implies
where, by (12), the right hand side goes to zero. So, the limit of U s f exists and is
Thus (11) implies
Since we know that S t f = f ,
Three-cycles. If we allow only transpositions and three-cycles then the situation will be much simpler. Since Liggett's work takes care of all the transpositions, we only have to consider the permutations σ z , indexed by z = x 1 or x 2 in S such that σ z : z → x 1 → x 2 → z, as well as σ −1 z . Let Ω, U and V be the generators of the corresponding semigroups S t , U t and V t . For a function h : S × S → R and x = (x 1 , x 2 ),
Here taking the portion of the sum in (13) corresponding to the three-cycles σ z and σ −1 z we obtain the following equality:
Noticing that h(x) = U s g 2 (x) is positively defined (proved in Liggett) one concludes that (U − Ω)U s g 2 (x) ≥ 0. Thus, since
completing the argument in case when we only allow transpositions and three-cycles.
For the general case the inequalities like (14) are hard to prove. However (14) is stronger than what we really need.
By transience, lim x→∞ g 2 (0, x) = 0, x ∈ S. This together with (8) imply lim x→∞ḡ2 (0, x) = 0. So, for any ǫ > 0 ∃R ǫ such thatḡ 2 (0, x) ≤ ǫ whenever |x| > R ǫ . Now , we claim that there exists ∆ < 1 such thatḡ 2 (x 1 , x 2 ) =ḡ 2 (0, x 2 − x 1 ) ≤ ∆ for all x 1 , x 2 ∈ S. To prove this, we consider any ǫ ∈ (0, 1), say ǫ = 1 2 , and denote R = R 1 2 . We only need to prove thatḡ 2 (0, x) < 1 whenever |x| ≤ R, x ∈ S. Suppose ther is a point x inside the ball B R of radius R around the origin such thatḡ 2 (0, x) = 1. If there is a permutation σ 1 of positive rate with σ 1 (x) ∈ B c R and 0 ∈ Range(σ 1 ), then
for small t such that
where the RHS signifies the case when σ 1 is the only permutation containing 0, x and/or σ 1 (x) in its range that acts within the interval [0, t] (we recall that M P L comes from the permutation law settings, see (1) ).
Similarly, since there are finitely many points of S inside B R , ∃∆ < 1 such that
By irreducibility assumption, the above set is all of S, proving the claim. Thus ∀M > 0,
Hence, by (13), if S t f = f then f (x) is a constant for all x ∈ T 2 , e.g. a bounded harmonic function for the transient permutation process E t is constant for all sets of cardinality n = 2, proving Theorem 2 in this case.
General n
The proof that, if f is a bounded symmetric function on T n , and if S t f = f , then
for some constant C is the same for general n as in case when n = 2. However, here we don't have to do the rest of the computations again. Since lim x→∞ S tḡ2 (0, x) = 0 for all x = 0 in S, (9) implies that the right side of (15) goes to zero. Thus, for all integer n ≥ 2, a bounded harmonic function for the transient permutation process E t must be constant for all sets of cardinality n. Theorem 2 is proved.
General case: shift invariant stationary measures
Once again, we assume that the conditions (3) and (4) are satisfied, though, as it was mentioned in the previous section, it is possible to obtain some of the same results with slightly weaker conditions. Let S again denote the class of the shift invariant probability measures on {0, 1} S . In this section we will prove the following important 
Modifying the coupling
First we have to modify the coupling. The main condition is that the number of discrepancies should actually decrease. At time t, we consider σ ∈ Σ such that σ The case when σ(B t ) ≥ A t on Range(σ) is treated in the same way. Observe that the probabilities are such that the total rate for one permutation (say σ 1 ) is consistent even if there is σ 2 with the same range and one of the two domination property (σ 2 (A t ) ≥ B t or σ 2 (B t ) ≥ A t on Range(σ 1 )) such that σ i 2 = σ 1 for some i. We observe that the number of discrepancies here can only decrease. We will denote by I * the class of stationary distributions for the coupled process, and by S * we will denote the class of translation invariant distributions for the coupled process. We will also write I * e for the set of all the extreme points of I * , and (I * ∩ S * ) e for the set of all the extreme points of (I * ∩S * ) Let ν * be the measure on {0, 1} S ×{0, 1} S with the marginals ν 1 and ν 2 . Our next theorem is directly copied from the theory of exclusion process (see [4] , [5] ), though here the statement of the theorem is about the coupled permutation processes. The proof is almost word to word identical to the case of the exclusion processes. 3.2 Case ν * ∈ (I * ∩ S * ): the two types of discrepancies do not coexist Let q * (σ 1 , σ 2 ) denote the new coupling rate corresponding to σ 1 σ 2 transformation. We also let S * (t) denote the semigroup of the coupled process. The following definition will be useful as we proceed: is the total number of discrepancies on O(σ, x); σ(η) above denotes the the disposition of the particles that we get after applying permutation σ to the original η: σ(η)(x) ≡ η(σ −1 (x)) for all x ∈ S, σ(ζ) is defined similarly. Now, here is some explanation. The the third and fourth sums of the RHS in (16) correspond to the transformations of our coupling process corresponding to such σ that σ(η) ≥ ζ or σ(ζ) ≥ η on Range(σ) as described in the beginning of this section. There, when (say) σ(η) ≥ ζ, we applied σ id ,
the pair σ(η(y)) ζ(y) visits site x exactly r(σ)+1 |O(σ,x)| times (e.g. there are that many i,
). Taking all |O(σ, x)| all shifts of x (around the orbit) into account we get that the number of ways to switch from no discrepancy at site x to a discrepancy at that site is
while the number of ways to switch from a discrepancy at x to absence of such is
resulting, after subtraction, in the third term of the RHS in (16). Due to symmetry, one gets the fourth sum analogously. Now, since ν * ∈ S * , the first and the second terms of the RHS in (16) must cancel each other. To prove it, we use the same method as before, where instead of shifting the permutation σ, we shift x around the orbit O(σ, x), by applying the permutation over and over again, until returning back to where we started from. So, instead of x we consider all the sites that we have visited, σ(x), σ 2 (x), . . . , σ |O(σ,x)| (x) = x, or, equivalently, we could just consider all the shifts of σ so that x is still one of the points of the shifted O(σ, x), and shifting (η, ζ) as well. Looking at all the points of the orbit, and a fixed pair (η, ζ), there are as many i ∈ {1, 2, . . . , |O(σ, x)|} such that {η(σ i−1 (x)) = ζ(σ i−1 (x)), η(σ i (x)) = ζ(σ i (x))} as of those satisfying {η(σ i−1 (x)) = ζ(σ i−1 (x)), η(σ i (x)) = ζ(σ i (x))} since we have completed the circle. Hence, after shifting the whole picture |O(σ, x)| times around the orbit, we have the first two terms canceling each other.
Returning to the third and fourth terms of the RHS in (16), because of the above, and because the LHS there is 0, the sum of the two terms should also be 0. We notice that D(σ, The above identity is the first step of the induction. For two points x and y in S, we let n(x, y) be the least integer n such that there is a sequence x = x 0 , x 1 , ..., x n = y of points in S such that {σ ∈ Σ : q(σ) > 0 and x i−1 , x i ∈ Range(σ)} = ∅ for all i = 1, . . . , n. Observe that because of property (4), this implies that {σ ∈ Σ : q(σ) > 0 and x i , x j ∈ Range(σ)} = ∅ for all 0 ≤ i, j ≤ n with |i − j| = 1. So, we just proved the basis step n(x, y) = 1. So, for the general step, we assume that the theorem 5 is true for n(x, y) = 1, 2, . . . , n − 1 (for all cases when the connection number n(x, y) that we defined above is any less than the given one). We need to prove that Theorem 5 is true for n(x, y) = n. As in many papers on interacting particle systems, we will use the following notation: where the last two terms on the right are equal to zero by the induction hypothesis. Here n(x, x 1 ) = 1 and n(x 1 , y) = n − 1. Thus, we can show that the first two terms in the RHS are also equal to zero since, by the preceding induction step, 0 = ν * a 1 1 0 a 2 0 1 x x 1 y = ν * S * (t) a 1 1 0 a 2 0 1 x x 1 y . Now due to conditions (3) and (4) there is a σ ∈ Σ with q(σ) > 0, x = x 0 , x 1 ∈ Range(σ) and x 2 , . . . , x n = y ∈ Range(σ) such that σ(x 0 ) = x 1 and σ(x 1 ) = x 0 among other things. So, ν * S * (t) a 1 1 0 a 2 0 1 x x 1 y ≥ ν * 1 a 1 0 0 a 2 1 x x 1 y te −ct q(σ),
where the constant c is greater than the sum of the rates of all other permutations in Σ containing any of the x i 's in their ranges.
Observe that one doesn't really need σ(x 1 ) = x 0 when doing this proof with weaker conditions than (3) and (4) for all x and y in S with all values of n(x, y), and Theorem 5 is proved.
Proof of Theorem 3
Now since the theorems 4 and 5 are proved, the proof of Theorem 3 is word to word identical to the analogous case in the theory of exclusion processes and is a part of the system of results developed by Liggett for the exclusion processes that we are trying to redo for the permutation processes. Though since the proof is short, and since we need to inform the reader of why the theorems 4 and 5 are so important as parts of the proof of Theorem 3, we are going to copy the proof in the remaining few lines of this section. Proof of Theorem 3: Since Ωf dν ρ = 0 , ν ρ ∈ I and obviously ν ρ ∈ S for all 0 ≤ ρ ≤ 1. Furthermore, ν ρ ∈ S e , since it is spatially ergodic. Therefore, ν ρ ∈ (I ∩ S) e .
For the converse, take ν ∈ (I ∩ S) e . By Theorem 4(e), for any 0 ≤ ρ ≤ 1, there is a ν * ∈ (I * ∩ S * ) e with marginals ν ρ and ν. By Theorem 5, ν * (η, ζ) : η ≤ ζ η = ζ + ν * (η, ζ) : ζ ≤ η η = ζ + ν * (η, ζ) : η = ζ = 1.
Since the three sets above are closed for the evolution and translation invariant, and since ν * is extremal, it follows that one of the three sets has full measure. Therefore, for every 0 ≤ ρ ≤ 1, either ν ≤ ν ρ or ν ρ ≤ ν. It follows that ν = ν ρ 0 where ρ 0 is determined by ν ≤ ν ρ for ρ > ρ 0 , ν ≥ ν ρ for ρ < ρ 0 .
