Let Ω be a domain in the complex plane C, H(Ω) the space of functions holomorphic in Ω, and P a family of functions subharmonic in Ω. Denote by H P (Ω) the class of functions f ∈ H(Ω) satisfying |f (z)| ≤ C f exp p f (z) for all z ∈ Ω, where p f ∈ P and C f is a constant. Conditions are found ensuring that a sequence Λ = {λ k } ⊂ Ω be a subsequence of zeros for various classes H P (Ω). As a rule, the results and the method are new already when Ω = D is the unit circle and P is a system of radial majorants p(z) = p(|z|).
Then (S1) b Ω (S) (2.1b) := sup{d Ω (z) : z ∈ S} ≤ (S; Ω) + 1 d Ω (S); (S2) for every z, w ∈ S there exists a rectifiable arc l(z, w) ⊂ Ω joining z and w and such that 1 2(l + 1)
d Ω (S) ≤ d Ω l(z, w) ≤ (l + 1)d Ω (S), (9.2d) l(z, w) ≤ (l + 1) 2 d Ω (S); (9.2l) (S3) there exists a squarable domain D Ω that includes S and satisfies (S, D) ≤ 6(l + 1) 3 , (9.3S) (D, Ω) ≤ 10(l + 1) 3 . (9.3D)
Proof. Under condition (9.1), Proposition 2.3(l4) implies S Ω. Thus, by Proposition 2.3(l1), there is no loss of generality in assuming that S is a compact subset of Ω.
Proof of property (S1). Since S is compact, there exist z b , z d ∈ S such that b Ω (S) = d Ω (z b ) and d Ω (S) = d Ω (z d ). By (9.1), there is a rectifiable arc l(z b , z d ) joining z b and z d and such that
which implies (S1).
Proof of property (S2). By Proposition 2.1(d2) and property (S1), for every arc l(z, w) joining two points z, w ∈ S we have (9.4) d Ω l(z, w)
≤ (l + 1)d Ω (S).
If |z − w| ≤ d Ω (S)/2, we take the segment [z, w] for the role of l(z, w). Then Proposition 2.1(d3) with d = d Ω (S) shows that (9.5) d Ω l(z, w) = d Ω [z, w] ≥ d Ω (S) 2 and l(z, w) ⊂ Ω. Thus, the choice l(z, w) = [z, w] is indeed possible in this case, and, along with (9.5) and (9.4) , we obtain
Suppose now that |z − w| > d Ω (S)/2 (and z, w ∈ S). By (9.1) and the definition of the entropy of arcwise connectedness, there is an arc l(z, w) ⊂ Ω such that, along with (9.4) , it satisfies the following inequalities:
d Ω (S) 2 < |z − w| ≤ l(z, w) (III.1), (9.1) ≤ ld Ω l(z, w) (9.4) ≤ l(l + 1)d Ω (S).
Combining this with (9.4), (9.5), and (9.6), we obtain min 1/2, 1/(2l) d Ω (S) ≤ d Ω l(z, w) ≤ (l + 1)d Ω (S), (9.7d) l(z, w) ≤ max 1/2, l(l + 1) d Ω (S). (9.7l) Clearly, these inequalities imply (9.2d) and (9.2l) (respectively).
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Proof of property (S3). By (S2), every two points z, w ∈ S can be joined by a rectifiable arc l(z, w) ⊂ Ω that satisfies (9.2) . Consider the connected set (9.8) S def = l(z, w) : z, w ∈ S ⊃ S and put (9.9) ε = 1 3 1 2(l + 1)
d Ω (S) > 0 .
By (9.2d ) and the definition (9.8) of S, we obtain (9.10) d Ω ( S) = inf d Ω l(z, w) : z, w ∈ S ≥ 1 2(l + 1)
d Ω (S) = 3ε.
Consider two domains:
(these are the ε-and the 2ε-blowup of S). It is easy to see that there exists an "intermediate" squarable domain D (it can even be chosen so that its boundary be a polygonal line) with
By (d4) in Proposition 2.1, using also (9.10), we obtain (9.10) ≥ ε, so that the domains S ε ⊂ S 2ε are included in Ω. By (d2) and (d5) in Proposition 2.1, we have
Together with the definition (9.8) of S, (9.13) implies (S; D) ≤ sup z,w∈S l(z, w) d D l(z, w) (9.8) ≤ sup l(z,w)⊂ S l(z, w) d D ( S) (9.2l) ≤ (l + 1) 2 d Ω (S) d D ( S) (9.13) ≤ (l + 1) 2 d Ω (S) ε (9.9) = 6(l + 1) 3 ,
i.e., (9.3S) is fulfilled. Concerning the domain D, we observe that arbitrary two points z, w ∈ D can be joined by a rectifiable arc l(z, w) which is the union of two segments [z, z ], [w , w] ⊂ S 2ε (here z , w ∈ S) and an arc l(z , w ) ⊂ S ⊂ S 2ε that satisfies (9.2l d Ω ( S 2ε ) (9.12) ≤ (l + 1) 2 d Ω (S) + 4ε ε (9.9) = 6(l + 1) 3 + 4 ≤ 10(l + 1) 3 ,
i.e., (9.3D) is fulfilled and, in particular, D Ω by (l3). Proof. By (9.14) , there exists l such that (9.16) (S k ; Ω) < l for all sufficiently large k. But since all S k are precompact in Ω, statement (l3) in Proposition 2.3 allows us, increasing l if necessary, to ensure (9.16) for all k = 1, 2, . . . . By (9.14) and (S3) in Proposition 9.1, for every k ∈ N there exists a squarable subdomain D k Ω that includes S k and satisfies an estimate of the form (9.3) uniformly in k, specifically, (9.17) (S k , D k ) ≤ 6(l + 1) 3 , (D k , Ω) ≤ 10(l + 1) 3 , k = 1, 2, . . . . This implies (9.15) . It remains to show that the family D = {D k } constructed above is locally finite in Ω. In the notation (2.1b), the property of the family Σ to be locally finite in Ω is equivalent to the condition lim k→∞ b Ω (S k ) = 0. A fortiori, we have lim k→∞ d Ω (D k ) = 0, because by the definitions (2.1z) and (2.1b) and property (d2) in Proposition 2.1, the inclusions S k ⊂ D k obviously imply the inequalities d Ω (D k ) ≤ d Ω (S k ) ≤ b Ω (S k ). Now, by (S1) in Proposition 9.1, the second relation in (9.17) For δ > 0, on a domain Ω C, we introduce the following functions:
Clearly, if δ < 1, they satisfy (7.3). We also introduce special notation for the r δ -blowup (defined by (5.6)) of a subset D of Ω:
To distinguish this from the notions of blowup used before, the set D (δ) in (10.2) will be called the relative (δ)-blow up of D in Ω.
Proposition 10.1. The domain D Ω C have the following properties:
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(δ3) if 0 < δ < 1/2, z ∈ Ω, and D(z, r δ (z)) ∩ D = ∅, then z ∈ D (2δ) Ω; (δ4) if q > 0 and δ > 0 satisfy q + 2δ < 1, then (S (q) ) (δ) ⊂S (q+2δ) Ω for every S Ω.
Proof. If |z − w| < r δ (z)
, and the second inequality in (10.3) is proved. Multiplying this by δ and combining it with the initial assumption |z − w| < δd Ω (z), we obtain the last inequality in (δ1).
Let δ < 1, and let w be an arbitrary point in D (δ) . By (10.2r), there exists z ∈ D with |z − w| < r δ (z), and then (δ1) shows that
. By (10.2r) and (δ2), this shows that z ∈ D (2δ) Ω, and (δ3) is proved.
If w is an arbitrary point of S (q) (δ) , then by (10.2d) it is possible to find w ∈ S (q) and then z ∈ S with |w − w | < δd Ω (w ) and |z − w | < qd Ω (z). The latter inequality, combined with the first inequality in (10
, and (δ2) shows that S (q+2δ) Ω because q + 2δ < 1.
Proposition 10.2.
Suppose Ω is a bounded domain in C and 0 < δ < 1/2. Then ( 1) for every D ⊂ Ω with (D; Ω) < l < +∞ we have (D (δ) ; Ω) ≤ 4(l + 1) 3 .
Furthermore, let D = {D} be a family of subsets of Ω with
Then:
( 2) for every star D [z] with kernel (see (5.5)) we have D [z]; Ω ≤ 4(l + 1) 4 , z ∈ Ω;
( 2) for δ < 1/6 we have D [z, r δ (z)) (δ) ; Ω ≤ 10 11 (l + 1) 36 , z ∈ Ω.
Proof. Under the assumptions of ( 1), let z, w ∈ D (δ) . By (10.2d), there exist z , w ∈ D with |z−z | < r δ (z ) and |w−w | < r δ (w ). Now, Proposition 9.1(S1) (with D substituted for S) shows that
Now, Proposition 9.1(S2) (with D Ω substituted for S) implies the existence of a rectifiable arc l(z , w ) ⊂ Ω that joins z with w and satisfies (10.7)
d Ω l(z , w )
For every z, w ∈ D (δ) , we fix the arc l(z, w)
where l(z , w ) is as described above. The arc l(z, w) lies in Ω and joins z and w. Using (10.5)-(10.7) and the restriction δ < 1/2, we arrive at the estimate claimed in ( 1):
We pass to property ( 2) . If z belongs to at most one set D ∈ D, the definitions of D [z] (see (5.5) ) and of the entropy of arcwise connectedness show that D [z]; Ω < l. Otherwise, for every w, w ∈ D [z] there exist two members D, D of D (possibly coinciding as sets) with w ∈ D, w ∈ D , and z ∈ D ∩ D . Proposition 9.1(S2) (with D, D Ω in place of S) implies the existence of rectifiable curves l(z, w), l(z, w ) ⊂ Ω that join z, respectively, with w and w , for which estimates (9.2) take the form
Now Proposition 9.1(S1) and the condition z ∈ D ∩ D show that (10.9)
By (10.8) , it follows that the arc l(w, w ) = l(z, w) ∪ l(z, w ) (which joins w and w ) satisfies
Since w, w ∈ D [z] are arbitrary, this gives the estimate claimed in ( 2) , by the definition of the entropy of arcwise connectedness. For 0 < δ ≤ 1, the family D = {D} generates the family D (δ) = {D (δ) } of relative (δ)-blowups in Ω of the sets D ∈ D.
To prove ( 3), we show that
Ω.
For this, we first verify the inclusions
, z ∈ Ω.
. This proves the first inclusion in (10.11) . Since the rightmost term in (10.11) contains the disk D(z, r δ (z)), the second inclusion in (10.11) also follows. Applying the operation of relative (δ)-blowup to the leftmost and the rightmost term in (10.11), we arrive at (10.10). Furthermore, by (10.4), applying ( 1) to every D ∈ D, we obtain the estimate (D (2δ) ; Ω) < 4(l + 1) 3 (which is uniform in D ∈ D). Property ( 2) (already proved) now shows that
; Ω ≤ 4 4(l + 1) 3 + 1 4 ≤ 2500 (l + 1) 12 .
Using ( 1) again, this time with 3δ < 1/2 in place of δ and for subsets of the form
, we see that
; Ω ≤ 4 2500 (l + 1) 12 + 1 3 ≤ 10 11 (l + 1) 36 , which implies ( 3) by (10.10). §11. Relationship with the diameter and segmental hull of a subset
For a set S ⊂ C, we denote 14 by S def → = [z, w]: z, w ∈ S its segmental hull. Each of the obvious inclusions S ⊂ S ⊂ conv S may happen to be strict. However, the following elementary statement is true.
Proof. The first two identities are easy consequences of the definitions. By the Carathéodory theorem [3, Theorem 2.4] the convex hull of S is the union of all (including degenerate) triangles with vertices in S. Consequently, diam conv S is the least upper bound of the diameters of all triangles with vertices in S or, what is the same, the least upper bound of the maximum side lengths for these triangles. The last quantity coincides with the diameter of S.
By construction, the set S is connected. If it is precompact in a bounded domain Ω, then for every δ ∈ (0, 1) its relative (δ)-blowup ( S) (δ) in Ω is a precompact subdomain of Ω. Any of the obvious inequalities d Ω (S) ≥ d Ω ( S) ≥ d Ω (conv S) (and even the two at once) may happen to be strict (depending on the geometry of Ω and S), but the following holds true.
Proof. By the Carathéodory theorem, the convex hull conv S is obtained from S by adjoining the interiores of all triangles formed by the segments in S whose ends belong to S. If S ⊂ Ω, then the interiors of such triangles must lie in Ω if Ω is simply connected. Therefore, conv S ⊂ Ω and d Ω ( S) = d Ω (conv S).
If Ω is convex, then it is simply connected and S ⊂ Ω for every S ⊂ Ω, whence d Ω ( S) = d Ω (conv S). Moreover, if Ω is convex, then the function d Ω : Ω → R is continuous and concave (see Proposition 2.1(d6)). Therefore, by the minimum principle for concave functions, the greatest lower bound of d Ω on a segment is attained at one of its endpoints. Thus, d Ω ( S) = inf z∈ S d Ω (z) = inf z∈S d Ω (z) = d Ω (S), and the proposition is proved. Proposition 11.3. Let S = ∅ be a subset of a domain Ω C. Then:
then S Ω and we have
(ld4) if the restriction
(which is stronger than (11.1)) holds, then, along with (11.2), we have the following: for every δ > 0 with
there exists a squarable subdomain D Ω that satisfies the following three conditions: (q1) conv S Ω and S D;
Proof. To prove (ld1), we take z, w ∈ S and choose the segment [z, w] ⊂ S ⊂ Ω for the role of an arc joining them. Then Definition III.1 shows that
If Ω is convex, Proposition 11.2 implies (S; Ω) ≤ diam S d Ω ( S) = diam S d Ω (S) . Now, we prove (11.2) in (ld3) for q < 2. Let z, w ∈ S. Condition (11.1) yields
Since d Ω (z) ≥ d Ω (S) and d Ω (w) ≥ d Ω (S), the disks D (z, d Ω (S)) and D (w, d Ω (S)) are included in Ω. By (11.6), their intersection is nonempty and their union contains the entire segment [z, w] (Figure 1 ). Consequently, outside the union of these disks, the points nearest to [z, w] are the intersection points of the circles ∂D (z, d Ω (S)) and ∂D (w, d Ω (S)). Let ζ be one of these points, and let h be the foot of the perpendicular dropped from ζ to the segment [z, w]. Considering the isosceles triangle with vertices at z, w, and ζ, and using the first inequality in (11.6) and the relation |z−ζ| = |w−ζ| = d Ω (S), we obtain the
Since z, w ∈ S are arbitrary and q < 2, this implies the first estimate in (11.2) and the relation S Ω. Now, we can use (ld1), the relation diam S = diam S, (11.1), and the first estimate in (11.2) to complete the proof of (11.2) and statement (ld3).
We pass to the proof of statement (ld4). For this, we need a lemma.
To the proof of (ld3). Proof of the lemma. By the definition of the segmental hull, given w ∈ S, there exist z 1 , z 2 ∈ S (see Figure 2 ), possibly coinciding, such that w lies in the segment [z 1 , z 2 ] ⊂ S. We consider the pair of concentric circles centered at z 1 and of radii diam S and d Ω (S), and a similar pair of circles centered at z 2 . (Observe that, by (11.3), diam S < d Ω (S).) Since diam S = diam conv S, the closure of each of the disks D(z 1 , diam S) and D(z 2 , diam S) includes conv S:
Now, let z be a point of intersection of the circles ∂D(z 1 , diam S) and ∂D(z 2 , diam S), and let ζ be that of ∂D(z 1 , d Ω (S)) and ∂D(z 2 , d Ω (S)). It is easily seen that the closed disk D(w, |z − w|) (bounded by the smaller circle shown in bold in Figure 2 ) includes the intersection on the right in (11.7) and, consequently, also conv S. Moreover, the disk D(w, |ζ − w|) (bounded by the larger circle shown in bold in Figure 2 
, which lies in Ω by construction. This means that the distance d Ω (w) from w to ∂Ω is at least |ζ − w|. Thus, if we prove the inequality
. We have seen that conv S lies in the closure of the disk on the left, and the required inclusion conv S ⊂ D(w, qd Ω (w)) follows.
In the proof of (11.8), there is no loss of generality in assuming that the middle point o of the segment [z 1 , z 2 ] coincides with the origin. Then |w| ≤ |z 2 | and |z−w| 2 |ζ−w| 2 = |z| 2 +|w| 2
yielding (11.8) . This completes the proof of Lemma 11.1.
We return to the proof of (ld4). We repeatedly use condition (11.4) without stipulation (in particular, this condition includes the restrictions δ < 1/30 and q < 1).
By Lemma 11.1, we have conv S Ω and, a fortiori , S Ω. Consequently, the domain ( S) (δ) (δ/2) is precompact in Ω. We use statements (δ4) and (δ2) of Proposition 10.1 (in (δ4) we replace q and δ by δ and δ/2, respectively) to conclude that
and, finally, we obtain (q1) by construction. Now, we pass to (q2). Let D(z, δd Ω (z)) ∩ D = ∅. Then by Proposition 10.1(δ3), the point z belongs to
, where the last inclusion follows from Proposition 10.1(δ4) (in which we take 2δ for the roles of q and δ). Therefore, there is w ∈ S with |z − w| < 6δd Ω (w), and, changing the roles of z and w in (10.3) (in Proposition 10.1 (δ1)), we obtain
By Lemma 11.1, the set S is included in D(w, qd Ω (w)). Then the first inequality in (11.10) yields
The last inequality in (11.10) means that w ∈ D(z, 12δd Ω (z)). By (11.11), this implies
is the relative (q + 24δ)-blowup of the singleton {z}, so that, taking relative (2δ)-blowup of both sides of (11.12) yields (by (11.9))
We apply Proposition 10.1(δ4) (with q + 24δ and 2δ in place of q and δ, respectively) to the set {z} to obtain (taking (14.9) and (11.13) into account)
Relative (δ)-blowup applied to all terms in (11.14) , followed by application of Proposition 10.1(δ4) to the set {z} (with q + 28δ and δ in the roles of q and δ) gives (by (11.4))
Clearly, the disk in the rightmost term includes (D(z, r δ (z))) (δ) (because, by Proposition 10.1(δ4) this set is included in D(z, 3δd Ω (z))), and property (q2) is proved.
To establish (q3), we observe that, by (ld1) (applied to D ⊃ S in the role of Ω), the inclusions (11.9) imply
Obviously, the first inequality in (11.15 ) remains true if we replace (S; D) on the left with diam S d D (S) . By the definition (10.2d), we obtain d ( S) (δ) ( S) ≥ δd Ω ( S). Hence, by the first inequality in (11.2), estimates (11.15) yield
which proves the first two inequalities in (11.5) in (q3). Let z ∈ D. Then (11.14) shows that D ⊂ {z} (q+28δ) . By Proposition 2.3(l2), this
; Ω). Since {z} (q+28δ) is a disk (in particular, a convex set), from (ld2) we deduce that
) .
, the restriction (11.4), when applied to (11.17) , implies the inequality
this gives the last inequality in (11.5) and completes the proof of (ld4).
. . , be a locally finite family of precompact subsets of a bounded domain Ω. Suppose one of the following four conditions is fulfilled:
Then the family Σ can be combinatorially inscribed in a family D = {D k } of admissible domains for Ω satisfying (9.15) .
Moreover, if lim sup k→∞ diam S k d Ω (S k ) < q < 1 (this condition is stronger than (Sd3)), then for every δ > 0 with q + 30δ < 1 an admissible family D = {D k } satisfying (9.15) can be chosen in such a way that there exists k 0 ∈ N with
Proof. Each of the conditions (Sd1)-(Sd3) implies condition (9.14) of Proposition 9.2 (it suffices to apply (ld1)-(ld3) in the previous Proposition 11.3 to each case, respectively). Moreover, (Sd4) implies (Sd1). Thus, the first statement of Proposition 11.4 is a consequence of Propositions 11.3 and 9.2. The assumption of the last statement says that, uniformly in k ≥ k 0 , we have
(this is an estimate of type (11.3)) and also that q k + 30δ < 1 (as in (11.4) ). For every S = S k , we take a subdomain D = D k Ω satisfying S D and otherwise arbitrary for k < k 0 , but enjoying the conclusion of item (ld4) for k ≥ k 0 with the constant q k from (11.20) in place of q. By (11.5) in (q3), relation (11.19 ) is true, and we have (9.15). By the definitions (5.4)-(5.5) and (10.2), we have
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Remark. It can easily be shown that the restriction q < 2 in (ld3) and (Sd3) (see (11.1)) cannot be weakened, and inequalities (11.2) are sharp. The same can be said about the restriction q < 1 in (11.3) (Lemma 11.1) and in (ld4) if we interpret (q2) as a qualitative condition concerning the existence, for every z ∈ S, of a disk in Ω centered at z and containing S. Still the same is true for the final statement of Proposition 11.4. At the same time, using, for instance, the Young theorem (an estimate of the diameter of a convex set in terms of the radius of a circumscribed circle; see [3, Theorem 7.5]), makes it possible to show that the condition q < √ 3 (intermediate between (11. 3) and (11.1)) implies the inclusion conv S Ω, i.e., (q1). The restriction q < √ 3 is sharp in this situation.
The notion of the segmental hull on the plane extends naturally to subsets S ⊂ R n . For instance, it is possible to define the k-simplicial hull k S, S ⊂ R n , for n ≥ 1, k = 0, 1, . . . , n, as the union of the convex hulls of all (k + 1)-tuples of points in S (i.e., the union of all k-simplexes, including degenerate, with vertices in S). Clearly, 0 S = S, 1 S = S is the segmental hull, and n S = conv S by the Carathédory theorem [3, Theorem 2.4], mentioned at the beginning of §11. Recalling the remarks about the entropy of arcwise connectedness for a subset of a domain in R n (see §2), and extending the notions of blowup and a star to the multidimensional case by analogy, it is possible to generalize the preceding (and some of the forthcoming) material (for instance, Proposition 12.1) related to the notions under study to R n . Most of the statements can also easily be extended to metric spaces. §12. The entropy of arcwise connectedness, and systems of positive weights Proposition 12.1. Suppose a system P of positive subharmonic functions in a domain Ω ⊂ C (i.e., a system of positive weights on Ω) has property (A ↑ ) (see the Introduction), and the following holds true: (D 0 ) there exists ε, 0 < ε < 1, such that for every p ∈ P there is p 1 ∈ P and a constant C 1 with
Then for every p ∈ P and every positive number l there exists p ∈ P and a constant C such that for every S ⊂ Ω satisfying (S; Ω) < l we have
Proof. We need a more detailed quantitative version of Proposition 2.2. 
As in the proof of Proposition 2.2, moving along l(z, w) from z to w, we split this arc by consecutive points
into subarcs l(ζ k−1 , ζ k ) whose lengths satisfy
that is, we have (D1). From (12.5d) we deduce that d ≤ 1 2 dist l(z, w), ∂Ω , and the construction (12.6) 
.
Now we turn to the proof of Proposition 12.1. Let p = p 0 ∈ P. In view of (D 0 ), we can choose by recursion a sequence of nonnegative subharmonic functions {p k } ⊂ P and a sequence of nonnegative numbers C k such that Suppose z, w ∈ S, (S; Ω) < l, and, in accordance with Lemma 12.1, a sequence of circles D(ζ k , d) Ω has been chosen such that the centers ζ k satisfy (D1), the radius d is defined by (12.3), and their total number is restricted by (12.4) . We put H k = H p k D(ζ k+1 ,d) , where on the right we have the harmonic extension 15 of the subharmonic function p k inside D(ζ k+1 , d), k = 0, 1, . . . , n. Since p k is positive, H k is also positive in D(ζ k+1 , d) ; by the condition |ζ k − ζ k+1 | ≤ d/2 in (D1) and the Harnack inequality, we obtain
for k = 0, 1, . . . , n. By the choice of d (see (12. 3)), it follows that
for k = 0, . . . , n. We apply this consecutively k + 1 times starting with k = 0 to obtain
3 k C k . 15 The notation is coordinated with that for balayage; see (4.3).
Let N = 2(l + 1) 2 max 1/ε, 4(l + 1) be the integral part of the right-hand side of (12.4). We have n ≤ N . Using (2.1) and applying (12.9 ) N − n times starting with k = n + 1 in the case where n < N, we obtain
By (12.8 ) and the choice of N , we see that, for fixed p, we can choose p N +1 ∈ P and the constant C = N +1 k=1 3 k C k in (12.11) entirely on the basis of ε and l, independently of S ⊂ Ω (provided (S; Ω) < l) and of z, w ∈ S. Hence, (12.11) implies (12.12) sup
for every S ⊂ Ω with (S; Ω) < l. Finally, applying (A ↑ ) at most 3 N +1 − 1 times, we find, starting with p N +1 , a function p ∈ P and a constant C such that
The choice of p and C is based entirely on p N +1 and N , i.e., in the long run, entirely on p, ε, and l. Inequalities (12.12) and (12.13) yield (12.2) with C = C + C .
Chapter IV. Nonuniqueness and stability theorems §13. Nonuniqueness theorem for algebras determined by positive weights Theorem 13.1 (Nonuniqueness). Suppose P ⊂ SH + (Ω) is a system of weights satisfying (A ↑ ) and also the condition (LD 0 ) there exists ε, 0 < ε < 1, such that for every p ∈ P there is p 1 ∈ P and a constant C 1 with 
where λ (0) is a measure with compact support in Ω, the measures λ (k) , ν (k) p are supported on S k , k = 1, 2, . . . , and we have
then Λ is a subsequence of zeros (i.e., a nonuniqueness sequence) for A ↑ P (Ω).
Proof. Under condition (13.2) (which coincides with (9.14)), we apply Proposition 9.2, and under one of conditions (Sd1)-(Sd4) we apply Proposition 11.4, to conclude that Σ can be combinatorially inscribed in some family of domains D = {D k } admissible for Ω and satisfying relations (9.15 ). The first of them, (9.15S), coincides with (7.2d) in the preparatory Theorem 7.1 for algebras. The assumptions (13.4) and (13.3) imply condition (7.2s) and agreements (i)-(iii) in the same preparatory theorem if we take log |f Λ | for the role of u (f Λ ≡ 0 being a function holomorphic in Ω with Zero f Λ = Λ), and put λ u = n Λ , ν (k) = ν (k) p . Thus, all assumptions of the preparatory Theorem 7.1 hold true.
For the role of r in (7.3), we take the function r δ (z) = δd Ω (z), z ∈ Ω, from (10.1) with 0 < δ < 1/6. For every z ∈ Ω, put t = t(z) = r δ (z). By the preparatory Theorem 7.1 and the remark at the end of §8, this choice of t implies the existence of a function h ≡ 0 holomorphic in Ω and such that the following is true: (D [z, t)) r = (D [z, r δ (z))) (δ) (the relative (δ)-blowup (see (10.2)), of the star with kernel for the disk D(z, r δ (z)) (see (5.4 )-(5.5))), and (7.4) is fulfilled without the summand B log(1 + |z|), i.e.,
. By the maximum principle for subharmonic functions and by the definition (4.3) of balayage, with the help of the elementary inequality
we can rewrite (13.5) in the following weak form: ; Ω ≤ 10 11 (l + 1) 36 = l for all z ∈ Ω, with a constant l < +∞. Condition (LD 0 ) is equivalent to the simultaneous validity of (D 0 ) in Proposition 12.1 and (L) in the Introduction. In Proposition 12.1, we take S δ (z), z ∈ Ω, for the role of S, and l for the role of l; then it implies the existence of a function p ∈ P and a constant C such that relations of the form (12.2) are satisfied, i.e.,
In the context of (13.7), these inequalities yield
Applying (L) (once) and (A ↑ ) (several times; at most [A] + 1 steps suffice) to the righthand side of (13.8), we findp ∈ P and a constantĈ such that log (f Λ h)(z) ≤p(z) +Ĉ for all z ∈ Ω. This means that the function f Λ h ≡ 0 belongs to A P . Since the sequence of zeros of f Λ h includes the sequence Zero f Λ = Λ, the theorem is proved.
Remark. It is possible to consider a version of Theorem 13.1 in which conditions (13.2), (Sd1), (Sd2), and (Sd4) "interlace": the family Σ = {S k } splits in finitely many subfamilies, each satisfying some of these conditions. The conditions on p in statement (U 1 ) of Theorem 0.1 make the system (0.2) of weights obey a restriction equivalent to (LD 0 ) in Theorem 13.1. The assumption of statement (U 1 ) of Theorem 0.1 implies the assumptions of (Sd3) and (RS) in Theorem 13.1 if for the roles of λ (k) and ν (k) p we take the restrictions of n Λ as in (0.1) and of the Riesz measure ν p to S k and the sets S k are mutually disjoint (that is, λ (k) (S k ) = n Λ (S k ), ν (k) p (S k ) = ν p (S k )). Thus, statement (U 1 ) of Theorem 0.1 is indeed a particular case of Theorem 13.1; moreover, if Ω is convex, it suffices to require (Sd2). §14. Zero subsequences for classes A ↑ P (Ω) with weights of variable sign Theorem 14.1. Suppose that a system P of functions subharmonic on a bounded domain Ω and not identically equal to zero satisfies (A ↑ ) and the following condition:
(LD 1 ) for each number γ, 0 < γ < 1, and each function p ∈ P there is a function p γ ∈ P and a constant C γ such that
Let Σ = {S k }, k = 1, 2, . . . , be a locally finite family of precompact Borel subsets of Ω with
If for a sequence Λ in Ω there is p ∈ P for which condition (RS) in Theorem 13.1 is fulfilled (that is, (13.3)-(13.4) hold true), then Λ is a subsequence of zeros for A ↑ P (Ω).
Proof. By (14.2), there exist q > 0 and δ > 0 such that
This means that the assumptions of the final statement of Proposition 11.4 are satisfied.
Applying that statement, we combinatorially inscribe Σ in a system of domains D = {D k }, admissible for Ω, in such a way that (9.15S) holds true (that condition coincides with assumption (7.2d) of the preparatory theorem for algebras), and at the same time, for some ε > 0 we have
Together, conditions (7.2d) and (RS) infer the validity of all assumptions of the preparatory Theorem 7.1 in which we take log |f Λ | for the role of u, where f Λ ≡ 0 is a holomorphic function in Ω with Zero f Λ = Λ, and put λ u = n Λ , ν (k) = ν (k) p . Starting with δ in (14.3), we take the function r δ (z) = δd Ω (z), z ∈ Ω, from (10.1) for the role of r in (7.3). Now, the preparatory Theorem 7.1 and the remark at the end of §8 show that there exists a function h ≡ 0 holomorphic in Ω and such that (7.4) is fulfilled with t = t(z) = r δ (z) and (D [z, t)) r = (D [z, r δ (z))) (δ) , but without the summand B log(1 + |z|), and this takes the form (13.5) in our situation. By the remark at the end of §7, we can adjust A to be a natural number. By the subordination principle (4.4) for balayage and by (14.4) , inequality (13.5) implies
But the value taken at the center of a disk by the balayage of p from this disk is equal to the mean value of p on the boundary circle. Therefore, since A ≥ 1, (14.5) yields
where C δ = log(1 + 1/δ) is a constant and A ∈ N. Since γ < 1 in (14.3), condition (LD 1 ) shows that for p ∈ P there is p γ ∈ P and C γ ≥ 0 for which (14.1) is fulfilled.
where A is a natural number. Moreover, (14.1) also ensures that p γ is locally bounded below in Ω (i.e., bounded below on every compact subset of Ω). Representing Ap γ as the sum of A copies of p and applying (A ↑ ) to this sum A − 1 times, we find p 0 ∈ P and a constant C such that log (f Λ h)(z) ≤ p 0 (z) + C provided d Ω (z) < ε. The function p 0 is bounded below on the compact set {z ∈ Ω : d Ω (z) ≥ ε} because p γ is locally bounded below on Ω. Then, if c > 0 is sufficiently small, we have log c(f Λ h)(z) ≤ p 0 (z) for all z ∈ Ω. Furthermore, Λ is a subsequence of zeros for the function cf Λ h ≡ 0; consequently, this is a subsequence of zeros for A ↑ P (Ω). Remark. In order to obtain statement (U 2 ) of Theorem 0.1, it suffices to repeat the last paragraph in the remark at the end of the preceding section nearly word-for-word, but with replacement of (U 1 ) by (U 2 ), conditions (LD 0 ) and (Sd3) by (LD 1 ) and (14.2), and 
then Λ is a nonuniqueness sequence for H 1 p (Ω).
Proof. First, we specify the choice of some constants to be used in the proof. By (15.4) , there exists β, 0 < β < 1, such that condition (8.1s) of the preparatory Theorem 8.1 is fulfilled with ν (k) = ν (k) p . Starting with this β, we can find α > 0 and then b > 1 such that
For b > 1 chosen above, we fix ε, 0 < ε < 1, in such a way that (15.2) in condition (LD 1 0 ) will be true. Next, we choose δ > 0 with 30δ < ε < 1. After that we choose q > 0 with 
We apply the preparatory 
By (15.5) , this shows that, taking We remind the reader (see the Introduction) that, for p ∈ SH(Ω), the space H p+log (Ω) was defined as the set of functions f ∈ H(Ω) satisfying
with some constants C f , c f ≥ 0 (Ω is a bounded domain).
Theorem 16.1 (Nonuniqueness). Let p ≡ −∞ be a subharmonic function in a bounded
domain Ω C that satisfies the following condition:
. . , is a locally finite family of precompact Borel subsets of Ω that satisfies (15.3) . Suppose also that a sequence Λ in Ω satisfies a stronger form of (RS), namely, with (13.4) replaced by the requirement that
is finite on Ω, or merely satisfies the Blaschke condition (8.17), but Ω is simply connected, then Λ is a sequence of nonuniqueness for H p+log (Ω).
Proof. We show that the functions p and u = log |f Λ | (where f Λ ≡ 0 is a holomorphic function in Ω with Zero f Λ = Λ) and the measure λ u = n Λ satisfy the assumptions of We choose q > 0 and δ > 0 so small that q + 30δ < ε, where ε ensures (16.2) in condition (LD 0 0 ). Then by (15.3) and the final part of Proposition 11.4, the family Σ can be combinatorially inscribed in a family of domains D = {D k }, admissible for Ω, in such a way that the following is true. First, inequalities (11.19 ) are fulfilled for all sufficiently large k. In fact, we shall content ourselves with the existence of k 0 and a constant a, a = 2/( √ 3 δ) > 0, such that By (16.5) and the subordination principle (4.4) for balayage, there exists ε > 0 such that (15.9) is fulfilled whenever d Ω (z) < ε . Then from (16.5) and (13.6) it follows that
Hence, using (16.2) and condition (LD 0 0 ), we obtain
with some constants C 1 , C 2 ≥ 0, whenever d Ω (z) < ε , z ∈ Ω. At the same time, (LD 0 0 ) shows that p is locally bounded below in Ω. Increasing C 1 and then C 2 if necessary, we can therefore extend (16.6) to all z ∈ Ω. Thus, the function f Λ h ≡ 0 belongs to H p+log (Ω) and has Λ as a subsequence of zeros.
Remark.
If Ω = D is the unit disk or, more generally, a simply connected domain with nonpolar boundary, it is possible to relax the restrictions on the measure σ defined by (16.3) (the nonuniqueness Theorem 16.1), and also on the measure σ in (8.8) (the preparatory Theorem 8.3). Specifically, the Blaschke condition (8.17) can be replaced by a strictly weaker condition of finiteness for a certain analog of Korenblum's density (related to the Carleson characteristic; see [5] - [11] ) of a measure.
Furthermore, if in Theorem 16.1 the family Σ consists of mutually disjoint sets, condition (15.3) in this theorem can be lifted provided that λ (k) (S k ) = n Λ (S k ), ν (k) p (S k ) = ν p (S k ) (as in the remark in §13) and the measure σ is finite. Indeed, the S k with n Λ (S k ) = 0 can be eliminated from Σ (because they give no information). Then ν p (S k ) ≥ n Λ (S k ) ≥ 1 for the remaining S k with sufficiently large k. Now, the convergence of the series (16.3) on Ω implies that the coefficients of ν We recall (see the definition before Theorem 8.2) that, given p ∈ SH(Ω), p ≡ −∞, and a system S of weights on Ω, the class H p+S (Ω) is defined to be the set of functions f ∈ H(Ω) satisfying
with some weight s f ∈ S and some constant C f ≥ 0. 
where σ (0) is a finite measure or satisfies the Blaschke condition (8.17 ) in case Ω is simply connected, and σ (k) is supported on S k for k = 1, 2, . . . , and
then Λ is a nonuniqueness sequence for H p+S (Ω).
Unlike the preceding statement, here the "gap" between weights in the system P = p+S is, generally speaking, greater than logarithmic. So, this theorem covers intermediate situations between those of Theorems 16.1 and 15.1. It is proved by a combination of ideas used in the proofs of Theorems 16.1 (for spaces) and 13.1 (for algebras). So, we only outline the arguments.
Outline of the proof. Let f Λ be a holomorphic function in Ω with Λ as the sequence of zeros. Take ε > 0 so small that (17.2) and condition (LDS) in Theorem 13.1 are fulfilled (for S in place of P). As in the proof of Theorem 16.1, Proposition 11.4 makes it possible to inscribe Ω combinatorially in a system of domains D = {D k }, admissible for Ω and satisfying (9.15) , such that for all z ∈ Ω close to ∂Ω we have (15.7) and (16.4) .
By Theorem 8.2, for the function s 1 ∈ SH(Ω) whose Riesz measure σ 1 coincides with the right-hand side of (8.8), there exists a holomorphic function h 1 ≡ 0 in Ω satisfying , where c k is taken from (8.12)) make it possible to find a holomorphic function h 2 ≡ 0 in Ω such that s 1 +log |h 2 | ≤ s for some s ∈ S. From this, using (17.5) and (LD 0 ) in Theorem 13.1, we deduce the existence of s ∈ S with log |f Λ h 1 h 2 | = log |f Λ h 1 | + log |h 2 | ≤ p + s.
Remark. The condition of positivity for s ∈ S can be dropped in Theorem 17.1 if, in place of (LD 0 ) and (LDS), we impose stronger restrictions on S, namely, (LD 1 ) in Theorem 14.1 (with S in place of P) and (LDS 1 ) for every ε, 0 < ε < 1, there is s ∈ S and a constant C ≥ 0 such that (17.2) is fulfilled. This version can be proved along the lines of the proof of Theorem 14.1. §18. Stability theorems for sequences of zeros and nonuniqueness sequences Given two sequences Λ = (λ k ) and Γ = (γ k ), k = 1, 2, . . . , in a domain Ω ⊂ C, without limit points in Ω, we consider two characteristics that show how close Λ and Γ are to each other relative to Ω, and that are defined in terms of the distance d Ω to ∂Ω (see (2.1)):
,
If Ω is convex , equality occurs in the inequality ∆ Ω (Λ, Γ) ≤ ∆ seg Ω (Λ, Γ). In all stability theorems that follow, Ω is a bounded domain and Λ and Γ are as above.
Theorem 18.1 (Stability) . Suppose one of the conditions (18.2) ∆ seg Ω (Λ, Γ) < +∞ or ∆ Ω (Λ, Γ) < 2 is fulfilled, and the algebra A ↑ P (Ω) is determined by a system P of positive weights satisfying (A ↑ ) and (LD 0 ). Then Λ and Γ can be uniqueness sequences for A ↑ P (Ω) only simultaneously.
Since conditions (18.2) (and the corresponding conditions (18.8) , (18.9) , and (18.12) in the forthcoming uniqueness theorems 18.2, 18.3, and 18.4) are symmetric with respect to Λ and Γ, it is enough to prove this statement only "one way"; that is, it suffices to show that if Γ is a nonuniqueness sequence for the space in question, then so is Λ. Furthermore, in the proof of all stability theorems, the family Σ = {S k } in Ω will consist of two-point sets:
This family is locally finite because Λ and Γ have no limit points in Ω. Next, in these proofs, f Λ ≡ 0 is a holomorphic function with zero sequence Λ.
Proof of Theorem 18.1. Conditions (18.2) are special forms of conditions (Sd1) or (Sd3) in Proposition 11.4. So, if one of them is fulfilled, then Σ can be combinatorially inscribed is some family of domains D = {D k } admissible for Ω and such that relations (9.15) hold true. The first of them, namely, (9.15S) coincides with condition (7.2D) of Theorem 7.1.
In particular, the agreement (ii) at the beginning of §7 applies. Suppose that Γ is a nonuniqueness sequence for A ↑ P (Ω). Then there is a nonzero function g ∈ A ↑ P (Ω) with Zero g ⊃ Γ; this function g obeys the restriction (18.4) log |g(z)| ≤ p g (z), z ∈ Ω, for some p g ∈ A ↑ P (Ω). In the notation (0.1), we can write n Λ and n Γ as sums of Dirac measures δ z (i.e., point masses at points z ∈ Ω):
Now, in the preparatory Theorem 7.1 for algebras, we take u = log |f Λ | and p = log |g|.
In the representations (7.1), we take S k from (18.3), and, in accordance with (18.5), choose the following measures (we write ν p in place of ν):
Then (with (18.5) taken into account) the agreements (i) and (iii) at the beginning of §7 apply. The obvious relations δ λ k (S k ) = δ γ k (S k ) = 1 imply condition (7.2s) of the preparatory Theorem 7.1. Thus, all the assumptions of Theorem 7.1 are fulfilled. For the role of r in (7.3), we take the function r δ (z), z ∈ Ω, from (10.1) with 0 < δ < 1/6. By Theorem 7.1 and the remark at the end of §8, there exists a function h ≡ 0 holomorphic in Ω and such that, with t = t(z) = r δ (z) and (D [z, t)) r = (D [z, r δ (z))) (δ) , inequality (D [z,r δ (z))) (δ) (z) + log 1 + 1/r δ (z) , z ∈ Ω, with some constant A. By (18.4) , this estimate transforms to (13.5) if we replace the balayage of log |g| by that of p g in (18.7). Now, a word-for-word repetition of the arguments and calculations of the proof of Theorem 13.1 after (13.5) (with p g in place of p) shows that the function f Λ h ≡ 0, having Λ as a subsequence of zeros, belongs to A ↑ P (Ω). In other words, Λ is a nonuniqueness sequence for A ↑ P (Ω). The other three stability theorems are established by combining the ideas of the preceding proof and the corresponding theorems in § §14-16. So, we only outline the arguments.
Theorem 18.2 (Stability) . Suppose that (18.8) ∆ Ω (Λ, Γ) < 1, and the class A ↑ P (Ω) is determined by a system P of weights satisfying (A ↑ ) and (LD 1 ). Then Λ and Γ can be subsequences of zeros for this class only simultaneously.
Outline of the proof. For the family (18.3) of sets, condition (18.8) means that the assumption of the final statement in Proposition 11.4 is satisfied. Consequently, there exists a family D as in the proof of Theorem 14.1. Suppose that Γ is a subsequence of zeros for A ↑ P (Ω) and consider a function g that has Λ as a subsequence of zeros and satisfies (18.4) with some p g ∈ A ↑ P (Ω). The preparatory Theorem 7.1 (with log |g| in the role of p, and with (18.5)-(18.6)) implies (18.7), which yields (14.5) with p g in place of p. Combining the arguments after (14.5) and (18.7) in the proofs of Theorems 14.1 and 18.1, we deduce that Λ is also a subsequence of zeros for A ↑ P (Ω). Theorem 18.3 (Stability) . Suppose that (18.9) ∆ Ω (Λ, Γ) = 0, and p ∈ SH + (Ω) satisfies (LD 1 0 ). Then Λ and Γ can be uniqueness sequences for H 1 p (Ω) only simultaneously.
Outline of the proof. Let Γ be a nonuniqueness sequence for H 1 p (Ω). Consider a nonzero function g ∈ H 1 p (Ω) for which Γ is a subsequence of zeros. By the definition of H 1 p (Ω), there exists c strictly greater than 1 (and close to 1) such that (18.10) c log |g(z)| ≤ p(z), z ∈ Ω. Now, we take β with 1/c < β < 1. After that, we choose α, b, ε, q, and δ so as to ensure (15.5)-(15.6) (as at the beginning of the proof of Theorem 15.1). For the family (18.3) of sets, relation (18.9) means that (15.3) is fulfilled. Consequently, there exists an admissible family D with the same properties as in the proof of Theorem 15.1 and satisfying (15.7) . For the subharmonic function c log |g|, with Riesz measure
we represent Λ as in (18.5) and in the notation (18.6l) but, instead of (18.6n), we put ν = cν log |g| , ν (0) = c(ν log |g| − n Γ ), and ν (k) = cδ γ k for k = 1, 2, . . . . Now, in the preparatory Theorem 8.1, we put u = log |f Λ | and p = c log |g|. Then, accounting for (18.11) and the amendments made in (18.6), we ensure the agreements (i)-(iii) (see the beginning of §7), and also condition (8.1s), because 
and p ∈ SH(Ω) satisfies (LD 0 0 ). Then Λ and Γ can be uniqueness sequences for H p+log (Ω) only simultaneously.
Outline of the proof. If Γ is a nonuniqueness sequence for H p (Ω), then there exists a function g ≡ 0 in H p (Ω) that has Γ as a subsequence of zeros and satisfies log |g| ≤ p on G. Again, we consider the measures n Λ and n Γ (see (18.5) ) corresponding to Λ and Γ. Then, in the notation (18.3), condition (18.12) can be treated as the finiteness of the measure
It follows that, in the notation (18.6), for u = log |f Λ | and for log |g| in the role of p, the agreements (i) and (iii) from the beginning of §7 apply. Since the sum in (18.13) is finite, we have lim k→∞ We choose an admissible system D of domains as in the proof of Theorem 16.1. In particular, this means that the agreement (ii) at the beginning of §7 applies, and (16.4) (with the same a) and (15.7) hold true. By Theorem 8.3 (with u = log |f Λ | and log |g| in place of p), much as in the proof of Theorem 16.1, we find a holomorphic function h ≡ 0 in Ω satisfying a version of (16.5) in which the balayage of p on the right is replaced with that of log |g|. But the assumption log |g| ≤ p allows us to return precisely to (16.5) . A word-for-word repetition of the arguments after (16.5) in the proof of the nonuniqueness Theorem 16.4 shows that Λ is a nonuniqueness sequence for H p+log (Ω). §19. Nonuniqueness and stability theorems for classes of functions in the disk with a system of radial weights
We introduce the notation for a "polar rectangle" in C:
For a measure µ, we use the widely accepted notation
For simplicity, we consider only the families Σ = {R k } such that (R) the subsets R k D, k = 1, 2, . . . , are mutually disjoint and are polar rectangles, i.e., have the form
The special family of polar rectangles defined by (see [12] )
is called the dyadic family and is denoted by
For classes such as H ↑ P (D) and A ↑ P (D) with a system of radial weights, it is traditional to represent weights p ∈ P in the form
where there is no loss of generality in assuming that p : [0, 1) → [0, +∞) (accordingly, ϕ : [1, +∞) → [0, +∞)) is a positive monotone increasing function. For simplicity, and also for convenience of comparison with known results, we additionally assume that p(t) (respectively, ϕ(x)) is continuously differentiable on [0, 1) (on [1, +∞)). The derivatives p and ϕ are related by the formulas
For such a p to be subharmonic, it is necessary and sufficient that tp (t) (respectively, x(x − 1)ϕ (x)) is monotone increasing. If p is differentiable and subharmonic, the value of the Riesz measure ν p on a polar rectangle in (19.1) admits a fairly simple expression in terms of p or ϕ :
2π ,
x j = 1 1 − t j , j = 1, 2.
Since the further conditions imposed on p and ϕ will mostly be of an asymptotic nature, we may assume (unless otherwise stipulated) that they are fulfilled only for t sufficiently close to 1 (respectively, for sufficiently large x ≥ 1). In particular, in terms of ϕ, the functions that are convex with respect to log x satisfy such conditions, and so do the functions all α ≥ 0, or the union of all (nonweighted) Bergman spaces in D; see [5, 14] and [6] - [10] . It is known that, for 0 ≤ α ≤ ∞, a nonuniqueness sequence for A −α is also a sequence of zeros for A −α (for α = 0, this is a classical result of Nevanlinna; for α = ∞, see [5, Corollary 2] , and for the remaining α see [14, Corollary 1] 
then Λ is a sequence of zeros for A −∞ .
Against the background of Korenblum's deep result [5] (giving a definitive description of the zero sets for A −∞ ) and its subsequent developments (see, in particular, [6] - [8] ) Corollary 19.2 is modest and can only be viewed as a fairly simple test for finding sequences of zeros for A −∞ .
It should be noted that condition (LD 0 ) in Theorem 13.1 and, a fortiori, condition (LD 1 ) in Theorem 14.1 do not allow weights p ∈ P to grow fast without a substantial increase of gaps between weights. This restriction can be overcome, for instance, by replacing d Ω (z) in (13.1) and (14.1) (see conditions (LD 0 ) and (LD 1 )) with a function of d Ω (z) that tends to zero as z → ∂Ω faster than d Ω (z), followed by an appropriate choice of the values t = t(z) in (7.4) in the preparatory Theorem 7.1 for algebras. A realization of this plan for the disk was presented in Cherednikova's paper [15] . For arbitrary domains Ω C, as has turned out, such a version of a nonuniqueness theorem requires a laborious and extensive study, similar to that in Chapter III, but pertaining to the case of functions of d Ω (in place of d Ω itself). This is one reason for which we did not touch upon this version in our nonuniqueness theorems. Another, more substantial reason is that in most cases (at least for weighted algebras in the disk with rapidly growing radial weights), sufficiency tests for being a (sub)sequence of zeros are detected already at the level of traditional functions, specifically, n Λ (r) and the Nevanlinna characteristic N Λ (r) = r 0 n Λ (t) t dt, 0 ≤ r < 1, and fairly often such sufficient conditions turn out to be also necessary. Such is the case for Samoyan's theorem [16, Theorem 2] , though this is somewhat implicit. That theorem provides a complete description of the sequences of zeros for the algebras A ∞ p (D) in the case where in (19.11) the usual (rather than the upper) limit is equal to +∞, and under a supplementary condition (see [16, formula (2. 3)]) saying that the convergence to this limit is sufficiently regular and fast. The sufficient conditions for being a sequence of zeros for A ↑ P (D), where P is a rapidly growing system of weights, in terms of the Nevanlinna characteristic N Λ (r) can easily be extracted from [17, Theorem 2] and [18, Theorem 1] . In many cases, these conditions can be made necessary without any regularity assumptions about weights in P.
Consider, for instance, the weighted algebra
of holomorphic functions in D, where ϕ : (0, +∞) → (0, +∞) is an arbitrary monotone increasing function, and A f and B f are constants depending only on f . In conclusion of this subsection, we give a corollary of the stability Theorem 18.1.
Furthermore (see (17.1)),
For the disk, the nonuniqueness Theorem 17.1 can be stated for the family Σ of type (R) as follows.
Theorem 19.5. In the notation (19.12s), suppose δ(Σ) = 0 for Σ from (R Λ ); let p and s satisfy (L D ) and (LDS), and let (LD 0 ) be fulfilled with s in place of p. If lim sup
and n Λ (t k , t k+1 ; θ k , θ k+1 ) ≤ t k+1 p (t k+1 ) − t k p (t k ) for all sufficiently large k, then Λ is a nonuniqueness sequence for H p+S (Ω).
