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Abstract
In this paper we present a combinatorial study of binomial ideals of dimension 1 of
k[X1, . . . , Xn], using monomial parametrizations of the irreducible affine curves defined by their
associated primes. We find an algorithm that checks whether or not the ideal of a union of monomial
curves is binomial and another one that calculates curves such that their associated ideal is a
prescribed lattice ideal.
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1. Introduction
Throughout this paper k will be an algebraically closed field of characteristic 0. Fix
n ≥ 1 and use the notation k[X] = k[X1, . . . , Xn]. A binomial ideal of k[X] is an ideal
generated by binomials.
In Eisenbud and Sturmfels (1996), Eisenbud and Sturmfels developed a general theory
of binomial ideals of a polynomial ring, over an algebraically closed field. In that theory,
many combinatorial properties of the binomial ideals were stated, through a study of the
relationship between binomial ideals and lattice ideals.
A lattice is any free Z-module of finite rank. A partial character over Zn is a
homomorphism of groups ρ : Lρ → k∗, Lρ being a sublattice of Zn . For each
m ∈ Zn , we will denote by m+ and m−, respectively, the positive and negative parts of
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m: m = m+ − m−. Associated with a partial character ρ : Lρ → k∗(Lρ ⊆ Zn), we have
the binomial ideal
I+(ρ) = 〈{Xm+ − ρ(m)Xm− | m ∈ Lρ}〉 in k[X].
A lattice ideal is an ideal I+(ρ) for some partial character ρ. Lattice ideals are a
generalization of toric ideals (Sturmfels, 1996) and the usual way of defining them
is as ideals of type 〈{Xm+ − Xm− | m ∈ Lρ}〉, that is, associated with the trivial
character. However, for our purposes we need the general definition given above, as, for
example, in Ojeda and Piedra (2000), where results in Eisenbud and Sturmfels (1996) are
complemented in order to improve some of their algorithms.
In the context of algebraic geometry, it is natural to study affine varieties defined by
binomial ideals. In the case of dimension 1, irreducible affine curves defined by binomials
are those curves that admit a parametrization given by monomials, that is, monomial
curves. The (prime) binomial ideal of a monomial curve is in fact the sum of a monomial
ideal and a lattice ideal. In general, if a curve is defined by binomials then its irreducible
components are monomial curves, since the associated primes of a binomial ideal are
binomial (Eisenbud and Sturmfels, 1996, Theorem 6.1), but the converse is not true, in
the sense that the ideal of a union of monomial curves can be non-binomial. However,
(Eisenbud and Sturmfels, 1996, Theorem 4.1) characterizes in terms of algebraic subsets
of kn whether an intersection of binomial ideals is binomial, and this result applied to
curves gives us the conditions that a finite set of monomial curves must satisfy to establish
that their union can be defined by binomials. How to give an explicit interpretation of these
conditions is a natural and non-trivial question. That question is, how to find an algorithm
that does the following:
1. Check when the ideal of a curve C = C1 ∪ · · · ∪ Cd , each C j being a monomial
curve, is binomial.
In fact, we give an effective algorithm that answers this question. Notice that a standard
solution for it can be given by computing the Gro¨bner basis of the ideal, since if an ideal
is binomial then its reduced Gro¨bner basis with respect to any monomial order consists of
binomials (see Eisenbud and Sturmfels, 1996, Proposition 1.1). However, the complexity
of the calculus of the Gro¨bner basis makes this solution not very good. We do not follow
this approach and our algorithm is based on some polynomial (in the sense of complexity)
calculus over integer numbers. Not only does it characterize the binomiality of the ideal,
but also it gives a complete description of this ideal (its “cellular” decomposition and the
lattice ideals associated). In fact, the most difficult part of this problem (and in fact, the
part worked out by our algorithm) is the following:
1′. Check when the ideal of a curve C = C1 ∪ · · · ∪ Cd , each C j being a monomial
curve, is a lattice ideal.
Solving problem 1 is useful for the study of the geometry of affine reduced algebraic
curves and reduced curve singularities. Affine curves or curve singularities having all
their components monomial appear sometimes in geometry. For instance, the saturation
of singularities (Delgado et al., 2000), or the reduced integral curves of an Euler vector
M.-J. Pisabarro / Journal of Symbolic Computation 38 (2004) 1025–1042 1027
field (Campillo et al., 2000) are cases with this property, for which it could be interesting
to have a practical characterization of the binomiality of their ideals.
Moreover, knowing that I := I (C) is a lattice ideal will allow us to treat such curves in
a parallel way to affine toric varieties by means of the equations and the syzygies (i.e., the
minimal resolutions, in commutative algebra sense (Campillo and Gimenez, 2000)).
As a by-product of the study carried out for solving the problem 1′ we obtain a very
practical method for constructing curves defined by binomial equations. More precisely,
we solve the following problem:
2. Find a method for constructing a curve such that its associated ideal is a prescribed
lattice ideal.
The structure of the paper is as follows. We begin, in Section 2, by recalling some results
of Eisenbud and Sturmfels (1996) concerning binomial ideals. In particular, Theorem 4.1.
in Eisenbud and Sturmfels (1996) characterizes when the ideal of an algebraic subset of
kn is binomial. In Section 3, we study the relationship between prime lattice ideals and
monomial curves. In particular, in Proposition 4 we prove that the ideal of a monomial
curve is the sum of a prime lattice ideal and a monomial ideal, and we compute the lattice
and the partial character starting from the vectors of a monomial parametrization of the
curve. We use this result to find, in terms of parametrizations, when two monomial curves
are equal.
In general, the ideal of a union of monomial curves, C = C1 ∪· · ·∪Cd , is not binomial.
We particularize the three conditions of Theorem 4.1. in Eisenbud and Sturmfels (1996)
to the case of a union of monomial curves, observing that two of them can be stated
in an algorithmic way. Section 4 is devoted to the remaining condition (in a particular
case in which there is some simplification that allows a better understanding), and we
find an equivalent formulation that will lead us to an algorithm for checking it. The
main result of this section is Theorem 11, that characterizes those unions of monomial
curves corresponding to lattice ideals. This theorem is used in Sections 5 and 7 to solve,
respectively, problems 1′ and 2. An answer for problem 1′ is given in Algorithms 3 and 6
and provides a solution for problem 2. In Section 6 we adapt the study made in Sections 3
and 4 to the general case (without the previously imposed restriction). In particular,
Algorithm 4 answers the question of whether the ideal of a finite set of points is binomial.
2. Binomial ideals
In this section we are going to state some of the results about binomial ideals given in
Eisenbud and Sturmfels (1996).
Given a sublattice L of Zn , the saturation of L is the lattice Sat(L) = {m ∈ Zn | ∃ d ∈
Z∗ with dm ∈ L}. If L = Sat(L) then we will say that L is saturated.
Lattice ideals are essential in the study of general binomial ideals. The next
proposition summarizes some of their properties; the proofs can be found in
Eisenbud and Sturmfels (1996, Theorem 2.1, Corollary 2.2, Corollary 2.5 and Theorem
6.1) (see Atiyah and Macdonald, 1980 for the concept of primary decomposition and
associated prime ideals of an ideal):
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Proposition 1. (1) I+(ρ) is prime if and only if Lρ is saturated.
(2) Let d be the order of the group Sat(Lρ)/Lρ . Then, there exist exactly d extensions of
ρ to Sat(Lρ), ρ1, . . . , ρd . Moreover, the minimal primary decomposition of I+(ρ) is
I+(ρ) =
d⋂
j=1
I+(ρ j ).
Finally, Lρ = {m ∈ Sat(Lρ) | ρ j (m) = ρ1(m) for 2 ≤ j ≤ d}.
(3) The binomial ideals of k[X] of the type I+(ρ) are exactly those binomial ideals whose
associated prime ideals do not contain monomials.
(4) If c ∈ k∗, then Xa − cXb ∈ I+(ρ) if and only if a − b ∈ Lρ and ρ(a − b) = c.
In Eisenbud and Sturmfels (1996) a characterization of the intersections of prime
binomial ideals which are generated by binomials can also be found. The result is best
stated geometrically, in terms of affine algebraic subsets of kn (that is, sets defined by
polynomial equations with coefficients in k).
A cell Z is any subset of {1, . . . , n}. Write
(k∗)Z = {(x1, . . . , xn) ∈ kn | xi = 0 if and only if i ∈ Z}.
If X ⊂ kn is an algebraic set, denote by IZ the ideal I (X ∩ (k∗)Z ) of polynomials of
k[X] vanishing on X ∩ (k∗)Z , and by I (X) the ideal of X . Then I (X) = ⋂Z IZ and
Theorem 4.1 in Eisenbud and Sturmfels (1996) establishes the following:
Theorem 2. The ideal I (X) is binomial if and only if the following three conditions hold:
(1) For each cell Z , IZ is binomial.
(2) The family of sets U = {Z ⊂ {1, . . . , n} | X ∩ (k∗)Z = ∅} is closed under
intersections.
(3) For any Z,Z ′ ∈ U, if Z ⊂ Z ′ then the coordinate projection (k∗)Z ′ → (k∗)Z maps
X ∩ (k∗)Z ′ onto a subset of X.
3. Monomial curves
Let us fix some notation. For any Z ⊂ {1, . . . , n} we will use the notation ZZ =
{(a1, . . . , an) ∈ Zn | ai = 0 ∀ i /∈ Z}, and given any h ∈ Zn , hZ will be the element in ZZ
obtained from h by coordinate projection. Analogously, kZ = {(λ1, . . . , λn) ∈ kn | λi =
0 ∀ i /∈ Z} and λZ ∈ kZ is the projection of λ ∈ kn . Given λ = (λ1, . . . , λn) ∈ kn and
m = (m1, . . . , mn) ∈ (Z≥0)n , we will use the notation λm = ∏ni=1(λi )mi , understanding,
in every case it appears, that 00 = 1.
Choose λ = (λ1, . . . , λn) ∈ kn\{0} and h = (h1, . . . , hn) ∈ Zn\{0} such that
gcd{hi | λi = 0} = 1. Throughout this paper we will denote by C(h, λ) the monomial
curve defined as the closure in the Zariski topology of the set Im ϕ, where ϕ : k∗ → kn is
given by ϕ(t) = (λ1th1 , . . . , λnthn ).
It is obvious that C(h, λ) = C(−h, λ), so, throughout this paper, we will assume
without loss of generality that the first non-zero coordinate of the vector h is positive.
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In the study of a monomial curve C = C(h, λ) it is important to take in consideration,
besides the vectors h and λ, its associated cell, defined to be ZC = {i ∈ {1, . . . , n} |
λi = 0}.
Remark 3. Associated with the curve C = C(h, λ) we have the homomorphism
Φ : k[X1, . . . , Xn] k[t, t−1]
Xi λi thi ,
(k[t, t−1] is the ring of Laurent polynomials with coefficients in k), whose kernel is the
ideal I := I (C).
There are two possibilities for the curve C:
Case 1. hi ≥ 0 for every i ∈ ZC ; then the morphism ϕ can be extended in the obvious
way to ϕ˜ : k → kn , and C = Im ϕ˜ = {(λ1th1 , . . . , λnthn ) | t ∈ k} = Im ϕ ∪ ϕ˜(0).
Case 2. There exist i, j ∈ ZC such that hi > 0, h j < 0; then, X−h ji Xhij − λ
−h j
i λ
hi
j ∈
KerΦ = I (C); hence, if (x1, . . . , xn) ∈ C then xi = 0 and x j = 0. Therefore,
(x1, . . . , xn) ∈ (k∗)ZC , and it is easy to deduce C = Im ϕ.
Monomial curves and prime binomial ideals are closely related. In particular, we have:
Proposition 4. Let C = C(h, λ) be a monomial curve in kn and Z = ZC its associated
cell. Denote by MZ the ideal of k[X] generated by {Xi | i /∈ Z}. Then, there exists a
partial character ρ : Lρ → k∗ with Lρ ⊂ ZZ such that I (C) = I+(ρ) + MZ . In fact,
Lρ = 〈hZ 〉⊥ ⊆ ZZ and ρ(m) = λm for all m = (m1, . . . , mn) ∈ Lρ .
Proof. I := I (C) is the kernel of the homomorphism Φ defined in the above remark.
Moreover, we can write I = JZ + MZ , where JZ = I ∩ k[{Xi | i ∈ Z}]. Let us see that
JZ is binomial. For this, if we consider the Z-graduation over k[X] given by deg(Xi ) = hi ,
then Φ is graded of degree 0; hence JZ is homogeneous. Let f = a1 Xm1 + · · ·+ ar Xmr ∈
JZ be a homogeneous polynomial of degree N , that is, h mi = N for all i . Observe that,
since Φ( f ) = 0,∑ri=1 aiλmi = 0 and we can write f in the form
f =
r−1∑
i=1
(a1λ
m1 + · · · + aiλmi )
(
1
λmi
)(
Xmi − λ
mi
λmi+1
Xmi+1
)
.
Since h mi = N , we have Xmi − (λmi /λmi+1)Xmi+1 ∈ Ker(Φ) ∩ k[{Xi | i ∈ Z}] = JZ .
So JZ is binomial and it is clear that it is prime and does not contain monomials. Applying
part 3 of Proposition 1 we have that there exists a partial character ρ˜ : L ρ˜ → k∗,
L ρ˜ ⊂ Z|Z|, such that JZ = I+(ρ˜). So I = I+(ρ) + MZ , ρ : Lρ → k∗ with Lρ ⊂ ZZ ,
obtained from ρ˜ with the natural identification ZZ ≡ Z|Z|.
In particular, I+(ρ) ⊆ Ker(Φ), that is, for all m ∈ Lρ , Φ(Xm+ −ρ(m)Xm−) = 0; hence
mhZ = 0 and ρ(m) = λm . Moreover, if m ∈ ZZ satisfies mhZ = 0, then Xm+−λm Xm− ∈
I+(ρ) and, using part 4 of Proposition 1, m ∈ Lρ . Hence Lρ = 〈hZ 〉⊥. 
Proposition 4 gives us, in particular, a way of testing whether two monomial curves are
equal:
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Corollary 5. Let C1 = C(h1, λ1) and C2 = C(h2, λ2) be two monomial curves in kn with
associated cells Z1 and Z2. Then C1 = C2 if and only if the following three conditions
hold:
(1) Z1 = Z2; denote it by Z .
(2) (h1)Z = (h2)Z .
(3) (λ1)m = (λ2)m for all m ∈ 〈(h1)Z 〉⊥.
Proof. It is immediate from Proposition 4 and part 4 of Proposition 1 (recall that we are
assuming that the first non-zero coordinates of h1 and h2 are positive). 
Now, suppose we have a family {C1, . . . , Cd } of monomial curves in kn , C j =
C(h j , λ j ), and consider their union C = C1 ∪· · · ∪Cd . In the following we will denote by
(h j )i (resp. (λ j )i ) the i -th coordinate of h j (resp. λ j ), so that C j = Im(ϕ j ) where ϕ j is the
map ϕ j : k∗ → kn given by ϕ j (t) = ((λ j )1t(h j )1, . . . , (λ j )nt(h j )n ). Also, use the notation
Z j = ZC j , I = I (C) and P j = I (C j ). Theorem 2 characterizes when I is binomial, and
we are going to apply it to this case.
As was explained in Remark 3, there are two possibilities for each monomial curve C j :
either (h j )i ≥ 0 for every i ∈ Z j or there exists i, k ∈ Z j such that (h j )i > 0 and
(h j )k < 0. This induces a partition of {1, . . . , n} as a union of the sets ∆ of index j such
that C j is in the first case and ∆± of index j such that C j is in the second case. It is easy
to deduce from Remark 3 the following result:
Lemma 6. If j ∈ ∆±, then
C j ∩ (k∗)Z = ∅ if Z = Z j , (1)
C j ∩ (k∗)Z j = Im(ϕ j ). (2)
For the sake of simplicity we will begin by assuming (in the rest of this section, as well as
in Sections 4 and 5) that the following condition holds:
(h j )i = 0 for every j ∈ {1, . . . , d} and i ∈ Z j . (∗)
Lemma 7. If condition (∗) is true, then (1) and (2) in Lemma 6 are also true for j ∈ ∆
and Z = ∅. Moreover, C j ∩ (k∗)∅ = {0}.
As consequence of Lemmas 6 and 7 we have:
Corollary 8. If (∗) holds, the set U of Theorem 2 is U = {Z1, . . . ,Zd ,∅} if ∆ = ∅, and
U = {Z1, . . . ,Zd } if not.
According to the above facts, Theorem 2 states that I is binomial if and only if the
following three conditions hold:
C1. For each Z ∈ {Z1, . . . ,Zd }, the ideal IZ is binomial.
C2. The family of sets U = {Z1, . . . ,Zd ,∅} if ∆ = ∅ and U = {Z1, . . . ,Zd } if not is
closed under intersection.
C3. For each j, k ∈ {1, . . . , d} such that Z j ⊆ Zk , if we consider the projection
π : kZk → kZ j then π(Ck) ⊆ C .
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The condition π(Ck) ⊆ C in C3 can be checked with the vectors of the parametrizations
in the following way. If we denote by h˜k the vector obtained by dividing the coordinates of
(hk)Z j (the projection of hk on ZZ j ) by their greatest common divisor and λ˜k = (λk)Z j ,
then π(Ck) is the irreducible monomial curve C (˜hk, λ˜k) and its associated cell is Z j .
So π(Ck) ⊆ C if and only if C (˜hk, λ˜k) is one of the irreducible components, Cl , of C .
From Corollary 5, this is equivalent to the existence of some l ∈ {1, . . . , d} such that
Zl = Z j , h˜k = ±(hl)Z j (note that the first non-zero coordinate of h˜k can be negative) and
(˜λk)
m = (λl)m for all m ∈ 〈(hl)Zl 〉⊥. So, the condition C3 can be written in the following
combinatorial way:
C3. For each j, k ∈ {1, . . . , d} such that Z j ⊆ Zk ,
(1) There exists a ∈ Z∗ such that (hk)i = a(h j )i for all i ∈ Z j .
(2) There exists l ∈ {1, . . . , d} with Zl = Z j such that ((λk)Z j )m = (λl)m for all m in
a basis of 〈(h j )Z j 〉⊥.
Example 9. We consider the curve C ⊂ C4, C = C1 ∪ C2 ∪ C3, where
C1 ≡

x1 = t
x2 = t4
x3 = t6
x4 = 0
C2 ≡

x1 = 0
x2 = t2
x3 = t3
x4 = 0
C3 ≡

x1 = 0
x2 = t2
x3 = t3
x4 = t−5.
The associated cells are Z1 = {1, 2, 3}, Z2 = {2, 3} and Z3 = {2, 3, 4}, and we have that
U = {Z1,Z2,Z3,∅} (the curves C1 and C2 are in Case 1) is closed under intersections,
so the condition C2 is true. Moreover, the relations between the cells are: Z2 ⊂ Z1 and
Z2 ⊂ Z3. Then, the condition C3 holds because for all i ∈ Z2, (h1)i = 2(h2)i and
(h3)i = (h2)i . Also, we have that for all j ∈ {1, 2, 3}, IZ j = I (C j ), so using Proposition 4,
IZ j is binomial, and the condition C1 holds. So I (C) is binomial (Theorem 2).
Taking into account the combinatorial formulation given for the condition C3 and the
construction of the set U (in the case of unions of monomial curves) it is easy to
imagine an algorithm that tests conditions C2 and C3. So, in order to give a combinatorial
characterization to check when I is binomial, we need to study C1, that is, to study when
the union of monomial curves with the same associated cell has a binomial ideal. This is
the aim of the next section.
4. Union of monomial curves in the same cell
From now on, C1, . . . , Cd will be monomial curves in kn , C j = C(h j , λ j ), with fixed
associated cell,Z , and satisfying the assumption (∗), and C = C1∪· · ·∪Cd . In this section
we are going to establish a necessary and sufficient condition for I (C) to be binomial.
If CZ is the curve in k|Z| obtained by projecting C over the coordinates in Z , it is clear
that I (C) is binomial if and only if I (CZ ) is binomial. Therefore, we can assume without
loss of generality that Z = {1, . . . , n}, that is λ j ∈ (k∗)n for all j ∈ {1, . . . , d} (and recall
that we are also assuming that (h j )1 > 0 for all j ).
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Denote, as before, I = I (C) and P j = I (C j ). For j ∈ {1, . . . , d}, define L j = 〈h j 〉⊥
and ρ j : L j → k∗ given by ρ j (m) = λmj . By Proposition 4, we know that P j = I+(ρ j )
for all j .
Proposition 10. If I is binomial, then there exists a partial character ρ : Lρ → k∗ such
that I = I+(ρ). Moreover:
(1) Sat(Lρ) = L j for 1 ≤ j ≤ d (in particular, h j = h1 for 2 ≤ j ≤ d).
(2) Assume that C1, . . . , Cd are pairwise different. Then ρ1, . . . , ρd are the extensions
of ρ to Sat(Lρ). In particular, |Sat(Lρ)/Lρ | = d, Lρ = {m ∈ Sat(Lρ) | λmj =
λ
m
1 for 2 ≤ j ≤ d} and ρ(m) = λm1 for all m ∈ Lρ .
Proof. The assumption Z = {1, . . . , n} implies that the associated primes of I do not
contain monomials, so, by Proposition 1, we have that there exists ρ : Lρ → k∗ with
I = I+(ρ), and the minimal primary decomposition of this ideal is the intersection of
the prime ideals I+(ρ˜ j ), where ρ˜ j , j = 1, . . . , d˜ , are the extensions of ρ to Sat(Lρ) and
d˜ = |Sat(Lρ)/Lρ |. As I = P1∩· · ·∩Pd is the minimal primary decomposition of I (since
C1, . . . , Cd are different), d = d˜ and, after reordering the components, P j = I+(ρ˜ j ) for
j = 1, . . . , d . Since we have P j = I+(ρ j ), L j = Sat(Lρ), ρ j = ρ˜ j , and, by part 2 of
Proposition 1, Lρ = {m ∈ Sat(Lρ) | λmj = λm1 , for 2 ≤ j ≤ d}. The condition h j = h1 is
deduced from L j = L1, since (h j )1 and (h1)1 are both positive. 
Theorem 11. If C1, . . . , Cd are pairwise different, then I is binomial if and only if the
following conditions hold:
(1) h j = h1 for all j ∈ {2, . . . , d}.
(2) |L˜/L| = d, where L˜ := 〈h1〉⊥ ⊂ Zn and L := {m ∈ L˜ | λmj = λm1 , for 2 ≤ j ≤ d}.
Proof. If I is binomial then the conditions have been proved in Proposition 10, since
L˜ = Sat(Lρ) and L = Lρ .
Conversely, suppose that the conditions 1 and 2 hold. As |L˜/L| < ∞, L˜ ⊆ Sat(L), so
L˜ = Sat(L) since L˜ is saturated. Moreover, by condition 1, L j = Sat(L), for all j . We
consider the character ρ : L → k∗ given by ρ(m) = λm1 . By definition of L, ρ j is an
extension of ρ to L j = Sat(L). Moreover, by condition 2 we have |Sat(L)/L| = d , so
applying part 2 of Proposition 1, ρ1, . . . , ρd are, in fact, all the extensions of ρ to Sat(L)
and I+(ρ) =⋂dj=1 I+(ρ j ) =⋂dj=1 P j = I , so I is binomial. 
This theorem provides a criterion that characterizes when the ideal I is binomial and it
will be used in Sections 5 and 7 to solve the two computational problems proposed in the
introduction. It is obvious how to check condition 1, so let us assume that it holds.
To check condition 2, it is important to remove first repeated irreducible components in
C1 ∪ · · · ∪ Cd , assuming that h j = h1 for all j ∈ {2, . . . , d}. Corollary 5 proves that the
following algorithm does it:
Algorithm 1. Input. B = {m1, . . . , mn−1} ⊂ Zn , a basis of 〈h1〉⊥, and the set C ={λ1, . . . , λd } ⊂ (k∗)n of vectors of coefficients of the monomial curves C1, . . . , Cd ,
C j = C(h1, λ j ).
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Output. F = {λ∗1, . . . , λ∗d∗} ⊂ C, where C(h1, λ∗1), . . . , C(h1, λ∗d∗) are the (pairwise
different) irreducible components of C1 ∪ · · · ∪ Cd .
Step 1. Define F := C and j = 1.
Step 2. Search for the elements k ∈ { j + 1, . . . , d} such that λmij = λmik for all
i ∈ {1, . . . , n − 1}. Remove these elements of F (keeping the ordering in the rest of the
elements) and denote again by F the set obtained. If d = |F | then the algorithm returns F .
Step 3. Redefine d := |F |, j := j + 1 and go to Step 2.
We will also need to manage a system of generators of the lattice L defined in Theorem 11,
in order to check whether |L˜/L| = d . If I is binomial then the next algorithm calculates a
system of generators of L:
Algorithm 2. Input. {m1, . . . , mn−1}, a basis of the lattice L˜ = 〈h1〉⊥, and the set{λ1, . . . , λd} ⊂ (k∗)n of coefficients of the curves C(h1, λ1), . . . , C(h1, λd).
Output. F = {g1, . . . , gr } ⊂ Zn , the system of generators of L = {m ∈ L˜ | λ
m
j = λm1 for
2 ≤ j ≤ d} if |L˜/L| is a divisor of d .
Step 1. Choose a d-th primitive root of unity in k, ξ , and for each i ∈ {1, . . . , n − 1} and
for each j ∈ {2, . . . , d} compute the integer 0 ≤ k( j )i < d such that(
λ j
λ1
)mi
= ξ k( j)i .
Step 2. Compute an integer matrix of dimension (n − 1) × r , (bi j )i, j , whose columns
generate the set of solutions of the system
n−1∑
i=1
k( j )i Xi ≡ 0 mod d, 2 ≤ j ≤ d.
Step 3. For each i ∈ {1, . . . , r} define gi =
∑n−1
j=1 b j im j , and set F = {g1, . . . , gr }.
Proof. Notice that the existence of integers k( j )i in Step 1 comes from the fact that dmi ∈ L
for 1 ≤ i ≤ n − 1, since |L˜/L| divides d .
Let m ∈ L˜ , m = a1m1 + · · · + an−1mn−1. Then we have that m ∈ L if and only if
1 =
(
λ j
λ1
)m
=
n−1∏
i=1
ξai k
( j)
i = ξ
∑n−1
i=1 ai k
( j)
i ; ∀ j ∈ {2, . . . , d},
that is, if and only if d is a divisor of
∑n−1
i=1 ai k
( j )
i . Hence, m ∈ L if and only if
(a1, . . . , an−1) is a solution of the system
n−1∑
i=1
k( j )i Xi ≡ 0 mod d, 2 ≤ j ≤ d.
So, F is a system of generators of L. 
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Remark 12. It is not really necessary to include a basis of 〈h〉⊥ in the inputs of
Algorithms 1 and 2. Both algorithms can be obviously modified (including the calculus
of the basis of 〈h〉⊥ as part of them) to have only h and {λ1, . . . , λd} as input. However,
we will use them as auxiliary methods in the main algorithm (Algorithm 3), where we
will call them after a previous computation of a basis of the orthogonal; hence it would be
redundant to compute it again.
5. Checking whether the ideal of a curve is binomial
We present in this section an algorithm that characterizes when the ideal of a union
of monomial curves with associated cell Z = {1, . . . , n} and satisfying (∗) is binomial.
Moreover, if this is the case it calculates the associated lattice and partial character.
Given an extension of lattices of finite rank L2 ⊂ L1 such that L1/L2 is finite, a basis
of diagonalization is a basis {v1, . . . , vs} of L1 such that {d1v1, . . . , dsvs} is a basis of L2,
d1, . . . , ds being the invariant factors of the extension.
Algorithm 3. Input. {h1, . . . , hd } and {λ1, . . . , λd }, with h j ∈ (Z∗)n , (h j )1 > 0 and
λ j ∈ (k∗)n , defining monomial curves C1, . . . , Cd , C j = C(h j , λ j ).
Output. F = ∅ if (and only if) the ideal I (C) of the curve C = C1 ∪ · · · ∪ Cd is
not binomial, or F = { f 1, . . . , f n−1}, a basis of Lρ , if I (C) = I+(ρ); in this case,
ρ(m) = (λ1)m for all m ∈ Lρ .
Step 1. If there exists j ∈ {2, . . . , d} such that h j = h1, then the algorithm returns F = ∅.
Step 2. Compute a basis {m1, . . . , mn−1} of 〈h1〉⊥ in Zn .
Step 3. Apply Algorithm 1 to ({m1, . . . , mn−1}, {λ1, . . . , λd }) and let {λ∗1, . . . , λ∗d∗} be the
output.
Step 4. If there exist i ∈ {1, . . . , n−1} and j ∈ {2, . . . , d∗} satisfying (λ∗j )d
∗mi = (λ∗1)d
∗mi ,
then set F = ∅ and stop.
Step 5. Apply Algorithm 2 to ({m1, . . . , mn−1}, {λ∗1, . . . , λ∗d∗}). Let {g1, . . . , gr } be the
output.
Step 6. Compute the set of invariant factors of the extension 〈{g j } j 〉 ⊆ 〈{mi }i 〉,
{d1, . . . , dn−1}, and a basis of diagonalization, {v1, . . . , vn−1}. If
∏n−1
i=1 di = d∗, then
return F = ∅ and stop.
Step 7. Define f i = divi for all i ∈ {1, . . . , n − 1} and return F = { f 1, . . . , f n−1}.
Proof. We consider the lattices L˜ = 〈h1〉⊥ and L = {m ∈ L˜ | λmj = λm1 , for 2 ≤ j ≤ d}.
Step 3 is performed in order to delete repeated irreducible components of C , and it does
not change the lattice L. If the algorithm arrives at Step 5 then |L˜/L| < ∞ (in fact, it
must be a divisor of d∗), so, in this case, the cardinal of the set of invariant factors of the
extension L ⊂ L˜ equals the dimension of L˜, n − 1, and its product is |L˜/L|.
If I (C) is binomial, then there exists a partial character ρ : Lρ → k∗ such that
I (C) = I+(ρ), h j = h1 for all j ∈ {2, . . . , d}, L˜ = Sat Lρ , L = Lρ and |L˜/L| = d∗
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(Proposition 10). Hence, Algorithm 2 applied to ({m1, . . . , mn−1}, {λ∗1, . . . , λ∗d∗}) returns
a system of generators of Lρ , {g1, . . . , gr }. Moreover, the integers d1, . . . , dn−1 obtained
in the Step 6 must satisfy
∏n−1
i=1 di = |L˜/L| = d∗ and the output is not ∅.
Conversely, if the output is a non-empty set { f 1, . . . , f n−1}, then h j = h1 for all
j ∈ {2, . . . , d} and |L˜/L| = ∏n−1i=1 di = d∗. So, the conditions of Theorem 11 hold and
I (C) is binomial, in particular I (C) = I+(ρ) where Lρ = L and ρ(m) = (λ1)m for all
m ∈ Lρ (Proposition 10). Moreover, the set of vectors {g1, . . . , gr }, computed in Step 5, is
a system of generators of the lattice Lρ (Algorithm 2) and, since {d1, . . . , dn−1} is the set of
invariant factors of the extension Lρ = 〈{g j } j 〉 ⊆ 〈{mi }i 〉 = Sat(Lρ) and {v1, . . . , vn−1}
is a basis of diagonalization, the output of the algorithm is a basis of Lρ . 
Example 13. Let C = C1 ∪ C2 ∪ C3 ∪ C4 ⊂ C3 be the curve where
C1 ≡

x = t
y = 2t2
z = 8t3
C2 ≡

x = t
y = 2i t2
z = −8i t3
C3 ≡

x = t
y = −2t2
z = −8t3
C4 ≡

x = t
y = −2i t2
z = 8i t3.
Let us apply Algorithm 3 to check whether I (C) is binomial. For this, consider the vectors
h = (1, 2, 3), λ1 = (1, 2, 8), λ2 = (1, 2i,−8i), λ3 = (1,−2,−8) and λ4 = (1,−2i, 8i),
and a basis of 〈h〉⊥, {m1 = (3,−3, 1), m2 = (−2, 1, 0)}. If we define d = 4 then we have,
for each i ∈ {1, 2},(
λ j
λ1
)dmi
= 1, ∀ j ∈ {2, 3, 4}.
As (
λ j
λ1
)m1
= 1, ∀ j ∈ {2, 3, 4}
and (
λ2
λ1
)m2
= i
(
λ3
λ1
)m2
= −1
(
λ4
λ1
)m2
= −i,
using the notation of the Step 1 in Algorithm 2 (with ξ = i ), and we have k( j )1 = 0 for
j ∈ {2, 3, 4}, k(2)2 = 1, k(3)2 = 2 and k(4)2 = 3. Therefore the congruence system of Step 2
of this algorithm is
0X1 + 1X2 ≡ 0 mod 4
0X1 + 2X2 ≡ 0 mod 4
0X1 + 3X2 ≡ 0 mod 4
and the solution is
X1 = λ, X2 = 4µ; λ,µ ∈ Z.
So, we obtain g1 = (3,−3, 1), g2 = (−8, 4, 0) in Step 5 of Algorithm 3. If we consider
the extension 〈g1, g2〉 ⊂ 〈m1, m2〉, the invariant factors are {d1 = 1, d2 = 4} and
a basis of diagonalization is {v1 = (3,−3, 1), v2 = (−2, 1, 0)}. As 4 = d1 · d2,
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Algorithm 3 returns {(3,−3, 1), (−8, 4, 0)}; hence I (C) is binomial. Moreover, I (C) =
I+(ρ) where {(3,−3, 1), (−8, 4, 0)} is a basis of Lρ and ρ(m) = 1m12m28m3 for all
m = (m1, m2, m3) ∈ Lρ .
6. The general case
In this section we are going to analyze the general case, without the assumption (∗).
We are going to explain carefully the main difference from the case that we have already
studied. After this, the results and the algorithms are rather similar to those stated in the
previous sections, and we will give them without proofs (which can be easily adapted by
the reader).
Let C = C1 ∪ · · · ∪ Cd be a union of monomial curves in kn , C j = C(h j , λ j ). Write
I = I (C), P j = I (C j ) and Z j = ZC j , and consider the sets of index ∆ and ∆± defined
in Section 3.
For j ∈ ∆ we can extend the parametrization of C j to ϕ˜ j : k → kn (see Remark 3)
and consider the point Pj of C j corresponding to the parameter 0. It is important now to
consider, for j ∈ ∆, the maximal ideals M j = I (Pj ) and the cells Z˜ j = {i ∈ Z j |
(h j )i = 0}. Lemma 7 must be replaced by:
Lemma 14. For j ∈ ∆,
C j ∩ (k∗)Z = ∅ if Z = Z j and Z = Z˜ j ,
C j ∩ (k∗)Z j = C j\{Pj }
C j ∩ (k∗)Z˜ j = Pj .
Corollary 15. The set U of Theorem 2 is U = {Z1, . . . ,Zd } ∪ {Z˜ j | j ∈ ∆}. Moreover,
for Z ∈ U,
IZ =
 ⋂
Z j=Z
P j
 ∩
 ⋂
Z˜ j =Z
M j
 . (3)
Proof. It is consequence of Lemmas 6 and 14, since we have
C ∩ (k∗)Z =
 ⋃
j∈∆±
Z j =Z
C j
 ∪
 ⋃
j∈∆
Z j =Z
(C j\{Pj })
 ∪
 ⋃
Z˜ j=Z
Pj
 .  (4)
The following theorem proves that if I is binomial and we remove the redundant parts in
the union (4), then we leave either only curves or only points.
Theorem 16. For any Z ∈ U = {Z1, . . . ,Zd } ∪ {Z˜ j | j ∈ ∆}, if IZ is binomial, then
IZ = I
 ⋃
Z j =Z
C j
 = ⋂
Z j =Z
P j ,
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if there exists j such that Z = Z j , and
IZ = I
 ⋃
Z˜ j =Z
Pj
 = ⋂
Z˜ j =Z
M j
in other cases.
Proof. Denote k[Z] = k[Xi | i ∈ Z] and consider the ideal JZ = IZ ∩ k[Z]. Since IZ
is binomial, so is JZ . As the associated primes of JZ do not contain monomials, the ideal
JZ is of the type I+(ρ) (part 3 of Proposition 1), and its minimal primary decomposition
is JZ = ∩I+(ρ j ) where ρ j are the extensions of ρ to Sat(Lρ) (part 2 of Proposition 1).
On the other hand, equality (3) gives
JZ =
 ⋂
Z j=Z
(P j ∩ k[Z])
 ∩
 ⋂
Z˜ j =Z
(M j ∩ k[Z])
 (5)
and this is a primary decomposition of JZ . So, each ideal I+(ρ j ) is either one of the
prime ideals P j ∩ k[Z] or one of the maximal ideals M j ∩ k[Z]. P j ∩ k[Z] is the ideal
of an irreducible monomial curve in (k∗)Z so its associated lattice has rank |Z| − 1
(Proposition 4) and M j ∩ k[Z] is the ideal of a point in (k∗)Z so it is binomial and
its associated lattice is Z|Z|. Since all the ideals I+(ρ j ) have the same associated lattice
Sat(Lρ), it is not possible to have both types of ideal in the minimal decomposition; hence,
the deletion of redundant components in (5) proves the theorem. 
This theorem allows us a better understanding of Condition C1 of Theorem 2:
Corollary 17. C satisfies condition C1 if and only if the following two conditions hold:
D0. For each j, k ∈ {1, . . . , d} such that Z j = Z˜k , there exists l such that Z j = Zl and
Pk ∈ Cl.
D1. The ideals
I
 ⋃
Z j =Z
C j
 = ⋂
Z j=Z
P j (for Z ∈ {Z1, . . . ,Zd }) and
I
 ⋃
Z˜ j =Z
Pj
 = ⋂
Z˜ j =Z
M j (for Z ∈ {Z˜ j | j ∈ ∆}\{Z1, . . . ,Zd })
are binomial.
Proof. From Theorem 16, we deduce that condition C1 implies D0 and D1. Conversely,
from condition D0 and Eq. (3), we have that for Z ∈ U , IZ is as given in D1, so it is
binomial. 
The combinatorial study of the conditions C2 and C3 does not differ essentially from
the analysis made in Section 3 for the case in which condition (∗) holds. Note that now the
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set U of Theorem 2 is U = {Z1, . . . ,Zd } ∪ {Z˜ j | j ∈ ∆}; then to check the condition
C3 we need to consider inclusions of the type Z j ⊆ Zk , Z j ⊆ Z˜k , Z˜ j ⊆ Zk and
Z˜ j ⊆ Z˜k . However, as in Section 3, it is not difficult to design an algorithm that tests
the conditions D0, C2 and C3. Moreover, Algorithm 3 can be used to check condition D1
for ideals IZ of type IZ =
⋂
Z j =Z P j . So, in order to complete an algorithm for checking
whether I is binomial, now we need to study D1 for ideals IZ of the second type, that is,
IZ = I (
⋃
Z˜ j =Z Pj ) =
⋂
Z˜ j=ZM j . The rest of this section explains how this study can
be done in a very similar way to the process described in Section 4.
Let {P1, . . . , Pd } be a set of points in kn with fixed associated cell Z , that is, Z =
{i | (Pj )i = 0} for all j , and consider V = P1 ∪ · · · ∪ Pd . If VZ is the affine variety in
k|Z| obtained by projecting V over the coordinates in Z , it is clear that I (V) is binomial
if and only if I (VZ) is binomial. Therefore, we can assume without loss of generality that
Z = {1, . . . , n}.
Write I = I (V) and M j = I (Pj ). For j ∈ {1, . . . , d}, write ρ j : Zn → k∗ as the
character given by ρ j (m) = Pmj . Obviously, we haveM j = I+(ρ j ) for all j .
Proposition 18. If I is binomial, then there exists a partial character ρ : Lρ → k∗ such
that I = I+(ρ). Moreover:
(1) Sat(Lρ) = Zn.
(2) Assume that P1, . . . , Pd are pairwise different. Then ρ1, . . . , ρd are the extensions
of ρ to Zn. In particular, |Zn/Lρ | = d, Lρ = {m ∈ Zn | Pmj = Pm1 for 2 ≤ j ≤ d}
and ρ(m) = Pm1 for all m ∈ Lρ .
Proof. Similar to the proof of Proposition 10. 
Theorem 19. If P1, . . . , Pd are pairwise different, then I is binomial if and only if
|Zn/L| = d, where L := {m ∈ Zn | Pmj = Pm1 , for 2 ≤ j ≤ d}.
Proof. Similar to the proof of Theorem 11. 
Taking into account these results we obtain an adaptation of Algorithm 3 that lets us check
when the ideal of a union of points is binomial.
Algorithm 4. Input. {P1, . . . , Pd }, pairwise different points of (k∗)n .
Output. F = ∅ if (and only if) the ideal I (P1, . . . , Pd ) is not binomial, or F =
{ f 1, . . . , f n}, a basis of Lρ , if I (P1, . . . , Pd ) = I+(ρ); in this case, ρ(m) = P
m
1 for
all m ∈ Lρ .
Step 1. If there exists i ∈ {1, . . . , n} and j ∈ {2, . . . , d} satisfying (Pj )di = (P1)di , return
F = ∅ and stop.
Step 2. Choose a d-th primitive root of unity in k, ξ , and for each i ∈ {1, . . . , n} and for
each j ∈ {2, . . . , d} compute the integer 0 ≤ k( j )i < d such that
(Pj )i
(P1)i
= ξ k( j)i .
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Step 3. Compute an integer matrix of dimension n × r , whose columns, gi , 1 ≤ i ≤ r ,
generate the set of solutions of the system
n∑
i=1
k( j )i Xi ≡ 0 mod d, 2 ≤ j ≤ d.
Step 4. Compute the set of invariant factors of the extension 〈{g j } j 〉 ⊆ Zn , {d1, . . . , dn},
and a basis of diagonalization, {v1, . . . , vn}. If
∏n
i=1 di = d , then return F = ∅ and stop.
Step 5. Define f i = divi for all i ∈ {1, . . . , n} and return F = { f 1, . . . , f n}.
7. Construction of curves associated with lattice ideals
The aim of this section is, given a lattice ideal I+(ρ), to construct a curve C , a union
of monomial curves, such that I (C) = I+(ρ). Of course, lattice Lρ must satisfy some
conditions. The easiest way of stating these conditions is combinatorial: Sat(Lρ) must be
a lattice of type 〈h〉⊥ ⊂ Zn (this is in order to obtain dimension 1 for I+(ρ)).
Let us start with the case of a saturated lattice (and, hence, a prime lattice ideal):
Theorem 20. Let ρ : Lρ → k∗ be a partial character such that there exists h ∈ (Z∗)n
with Lρ = 〈h〉⊥ ⊂ Zn. Then, there exists λ ∈ (k∗)n such that I+(ρ) is the ideal of
the monomial curve C(h, λ). In fact, λ can be constructed as follows: choose a basis
{m1, . . . , mn−1} of Lρ and extend it to a basis {m1, . . . , mn} of Zn. Denote by A = (ai j )
the n ×n matrix A = M−1, where M has vectors mi as columns. Then, the i -th coordinate
of λ is (λ)i =∏n−1j=1 ρ(m j )a ji .
Proof. It is clear, for k ∈ {1, . . . , n − 1}, that
λmk =
n∏
i=1
n−1∏
j=1
ρ(m j )
a ji
mki = n−1∏
j=1
ρ(m j )
∑n
i=1 a ji mki =
n−1∏
j=1
ρ(m j )
δ jk = ρ(mk).
Hence, λm = ρ(m) for every m ∈ Lρ , and from Proposition 4 we deduce that
I (C(h, λ)) = I+(ρ). 
Now, we are going to give an algorithm that constructs a monomial curve in the cell
Z = {1, . . . , n} with a fixed number of components, d , and a fixed irreducible component,
C1 = C(h, λ1), h ∈ (Z∗)n and λ1 ∈ (k∗)n .
Let us moreover fix the numbers d1, . . . , dn−1 such that d = d1 · · · dn−1 and
d1/ · · · /dn−1 will be the invariant factors of the extension Lρ ⊆ Sat(Lρ) associated with
the curve. In the algorithm, as an auxiliary element of the construction, we will need to fix
a bijection β : {1, . . . , d} → Z/d1Z × · · · × Z/dn−1Z such that β(1) = (0, . . . , 0), that
is to fix a linear ordering in the set Z/d1Z × · · · × Z/dn−1Z starting from (0, . . . , 0) (the
lexicographical ordering, for example).
Algorithm 5. Input. h ∈ (Z∗)n , λ1 ∈ (k∗)n and {d1, . . . , dn−1} ⊂ Z>0 where
d1/ · · · /dn−1.
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Output. F = {λ2, . . . , λd}, d =
∏n−1
i=1 di , such that the ideal of the curve C = C(h, λ1) ∪· · · ∪ C(h, λd) is binomial.
Step 1. Use the notation d = d1 · · · dn−1 and fix a bijection β : {1, . . . , d} → Z/d1Z ×
· · · × Z/dn−1Z satisfying β(1) = (0, . . . , 0).
Step 2. Compute a basis for the orthogonal of h in Zn , {m1, . . . , mn−1} and extend it to a
basis {m1, . . . , mn} of Zn .
Step 3. Denote by M the matrix whose columns are the vectors {m1, . . . , mn} and
compute
A = M−1 =
 a11 · · · an1... . . . ...
a1n · · · ann
 .
Step 4. Choose a d-th primitive root of unity, ξ . For each j ∈ {2, . . . , d} and i ∈ {1, . . . , n}
define (λ j )i =
∏n−1
k=1((ξd/dk )β( j )kλ
mk
1 )
aki
. Return F = {λ2, . . . , λd}.
Proof. Write C j = C(h, λ j ), L˜ = 〈h〉⊥ and L = {m ∈ L˜ | λmj = λm1 , for 2 ≤ j ≤ d}.
For 1 ≤ j ≤ d define ρ j : L˜ → k∗ by ρ j (mi ) = (ξd/di )β( j )iλmi1 . For 2 ≤ j ≤ d , we
have (λ j )i =
∏n−1
k=1 ρ j (mk)aki and, as in the proof of Theorem 20, we have λ
mh
j = ρ j (mh)
for all h ∈ {1, . . . , n − 1}. Therefore, λmj = ρ j (m) for every m ∈ 〈h〉⊥ = L˜; hence
I (C j ) = I+(ρ j ) (Proposition 4). Moreover, since β(1) = (0, . . . , 0), we have that
ρ1(m) = λm1 for m ∈ L˜ , so I (C1) = I+(ρ1).
Since β is injective, if j = k there exists i ∈ {1, . . . , n − 1} such that β( j)i = β(k)i .
So, we have ξ
d
di
β( j )i = ξ ddi β(k)i and ρ j (mi ) = ρk(mi ). Therefore the monomial curves{C1, . . . , Cd } are pairwise different.
Since we have, for 2 ≤ i ≤ n −1, λdi mij = ρ j (di mi ) = ρ j (mi )di = λdi mi1 , di mi ∈ L for
1 ≤ i ≤ n −1. Given any m ∈ L we have m =∑n−1i=1 ai mi =∑n−1i=1 a′i dimi +∑n−1i=1 ri mi ,
where ai = a′i di + ri is the Euclidean division of ai by di , that is, 0 ≤ ri < di . Then we
deduce
∑n−1
i=1 ri mi ∈ L and
1 =
(
λ j
λ1
)∑n−1
i=1 ri mi
=
n−1∏
i=1
(
ρ j (mi )
λ
mi
1
)ri
=
n−1∏
i=1
(
ξ
d
di
β( j )i
)ri
, for j ∈ {1, . . . , d}.
Fix an index s ∈ {1, . . . , n − 1}. As β is surjective, there exists j ∈ {1, . . . , d} such
that β( j)s = 1 and β( j)i = 0 if i = s, and for this j the previous equality gives
(ξd/ds )rs = 1. Hence rs = 0, since ξd/ds is a ds-th primitive root of unity and rs < ds .
Therefore m =∑n−1i=1 a′i di mi and we have proved that {d1m1, . . . , dn−1mn−1} is a system
of generators of L. Moreover, this set is free because {m1, . . . , mn−1} is a basis of L˜. So, we
have L˜/L ∼= Z/d1Z× · · · × Z/dn−1Z and then |L˜/L| = d . Hence we have the conditions
of Theorem 11, so I (C)(C = C1 ∪ · · · ∪ Cd) is binomial, and in fact I (C) = I+(ρ),
where Lρ = L (the lattice of basis {d1m1, . . . , dn−1mn−1}) and ρ(m) = λm1 for m ∈ Lρ
(Proposition 10). 
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Remark 21. As we have seen in the proof, the above algorithm calculates in fact the lattice
Lρ and the partial character ρ : Lρ → k∗ such that C = I+(ρ), where Lρ is the lattice of
basis {d1m1, . . . , dn−1mn−1} and ρ(m) = λm1 for m ∈ Lρ .
And finally, let us go to the construction of a curve whose associated ideal is a prescribed
lattice ideal.
Algorithm 6. Input. Let ρ : Lρ → k∗ be a partial character such that Sat(Lρ) = 〈h〉⊥ ⊂
Zn , with h ∈ (Z∗)n .
Output. d ∈ Z>0, {λ1, . . . , λd} ⊂ (k∗)n such that I (C(h, λ1) ∪ · · · ∪ C(h, λd)) = I+(ρ).
Step 1. Compute d1, . . . , dn−1, the invariant factors, and {m1, . . . , mn−1}, a basis of
diagonalization of the extension Lρ ⊂ Sat(Lρ). Define d = d1 · · · dn−1.
Step 2. For 1 ≤ j ≤ n − 1, choose a d j -th root of ρ(d j m j ) in k, γ j , and define
ρ1 : Sat(Lρ) → k∗ by ρ1(m j ) = γ j . Apply Theorem 20 to ρ1, obtaining λ1 such that
I (C(h, λ1)) = I+(ρ1).
Step 3. Apply Algorithm 5 to h, λ1 and d1, . . . , dn−1, but choosing in Step 2 the set
{m1, . . . , mn−1} as a basis of 〈h〉⊥, and let {λ2, . . . , λd} be the set obtained. Return
(d, {λ1, . . . , λd}).
Proof. The curve C constructed in Algorithm 5 satisfies I (C) = I+(ρ˜), where
{d1m1, . . . , dn−1mn−1} is a basis of L ρ˜ (hence, L ρ˜ = Lρ ) and ρ˜(m) = λm1 for m ∈ Lρ
(see Remark 21). We have, from Theorem 20, that ρ1(m j ) = λ
m j
1 , so ρ(d j m j ) = γ
d j
j =
ρ1(m j )d j = (λ
m j
1 )
d j = λd j m j1 = ρ˜(d j m j ). Therefore, ρ˜ = ρ and the proof is finished. 
Example 22. Using Algorithm 5 we are going to construct a monomial curve C ⊂ C3
with eight irreducible components. We consider h = (1, 2, 3), λ1 = (1, 1, 1), {d1 =
2, d2 = 4}, and apply Algorithm 5 to (h, λ1, {d1, d2}).
Define d = d1 · d2 = 8 and fix the bijection,
β : {1, . . . , 8} Z/2Z× Z/4Z
j ( j1, j2),
where j1 and j2 are the quotient and the remainder of the Euclidean division of j − 1 by 4.
The bijection β satisfies β(1) = (0, 0).
Compute a basis of 〈h〉⊥, {m1 = (−2, 1, 0), m2 = (3,−3, 1)}. Then we extend this set
to a basis of Z3 with the vector m3 = (2,−2, 1) and construct the matrix
M =
−2 3 21 −3 −2
0 1 1
 .
So
A := M−1 =
−1 −1 0−1 −2 −2
1 2 3
 .
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Fix an eighth primitive root of unity ξ = (1/2)√2+ (1/2)i√2. For each j ∈ {2, . . . , 8}
compute λ j = ((ξ4 j1)a11(ξ2 j2)a21, (ξ4 j1)a12(ξ2 j2)a22, (ξ4 j1)a13(ξ2 j2)a23), as in the Step 4
of Algorithm 5. Therefore, if we consider C = C1 ∪ · · · ∪ C8 where
C1 ≡

x = t
y = t2
z = t3
C2 ≡

x = −i t
y = −t2
z = −t3
C3 ≡

x = −t
y = t2
z = t3
C4 ≡

x = i t
y = −t2
z = −t3
C5 ≡

x = −t
y = −t2
z = t3
C6 ≡

x = i t
y = t2
z = −t3
C7 ≡

x = t
y = −t2
z = t3
C8 ≡

x = −i t
y = t2
z = −t3,
then I (C) is binomial. In fact, I (C) = I+(ρ) with Lρ = 〈(−4, 2, 0), (12,−12, 4)〉 and
ρ(m) = 1 for all m ∈ Lρ .
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