Abstract. The starting point of this work is a paper by Alvarez, Lasry and Lions (1997) concerning the convexity and the partial convexity of solutions of fully nonlinear degenerate elliptic equations. We extend their results in two directions. First, we deal with possibly sublinear (but epi-pointed) solutions instead of 1-coercive ones; secondly, the partial convexity of C 2 solutions is extended to the class of continuous viscosity solutions. A third contribution of this paper concerns C 1,1 estimates for convex viscosity solutions of strictly elliptic nonlinear equations. To finish with, all the tools and techniques introduced here permit us to give a new proof of the Alexandroff estimate obtained by Trudinger (1988) and Caffarelli (1989) .
Introduction
In [1] , a new method for establishing the convexity of a (viscosity) solution of a second order equation of the form:
F (x, u(x), ∇u(x), D 2 u(x)) = 0 in Ω (1) is developed under the assumption that F is degenerate elliptic i.e.
F (x, r, p, A) ≤ F (x, r, p, B) as soon as A ≥ B;
that Ω is an open convex subset of R n and that (x, r, A) → F (x, r, p, A −1 ) is concave on Ω × R × R n × S n ++ .
Their work follows the ones of Korevaar [13] and Kennington [12] . The idea of [1] is to prove that the convex envelope of a viscosity supersolution u of (1) is still a viscosity supersolution. In order to obtain such a result, they assume that u is 1-coercive i.e. where denotes the inf-convolution of matrices, seen as quadratic functions, and λ A = λ −1 A. Indeed, if A and B is definite positive, then λ A (1 − λ) B = (λA −1 + (1 − λ)B −1 ) −1 . We will see through the paper that thinking of (λA −1 + (1 − λ)B −1 ) −1 as a certain "convex combination" of A and B helps understanding the proofs and the structure conditions imposed to the equations, especially when studying partial convexity. Another way to say this is that it is natural to redefine the product of a real number and a matrix in our context. Roughly speaking, we can say that the natural sum on matrices is replaced with and that the natural product of a matrix A with a scalar α is replaced with α A. See Section 1 for details. Remark that there is no more restriction about the degeneracy of the matrices.
We extend the results of [1] in two directions. First, we deal with solutions that are not necessarily 1-coercive; in particular, sublinear convex functions can be considered. However, the behaviour of u at infinity is restricted; precisely, the function must satisfy:
for some s ∈ R n . Such functions are said to be epi-pointed. This is equivalent to impose that the LegendreFenchel transform of u has a nonempty interior (see [2] ). This is of interest when dealing with equations for which no comparison principle in the class of subquadratic functions is available. Indeed, imposing 1-coercivity to solutions u of an equation forces to be able to prove a comparison principle for solutions with superlinear growth at infinity and it is not an easy task. For instance, in [1, Theorem 3] , the authors use results of [8] to establish the convexity of a solution and consequently, equations depending on x, for instance, cannot be treated. Working with this bigger class of functions when considering solutions of (1) leads to be able to treat "points at infinity" when proving that the convex envelope of a supersolution of (1) is still a supersolution.
Secondly, a structure condition analogous to (2) that ensures the partial convexity of a C 2 solution u is exhibited in [1] . They explain that they cannot treat the case of general viscosity solutions because they need to ensure that some "partial subjets" of u are nonnegative. The new point of view permits to overcome this difficulty. The price to pay is quite a lot of technicalities in the proofs.
The third contribution of this paper concerns C 1,1 estimates of convex viscosity solutions in R n . We prove that if the equation is strictly elliptic (in the usual fully nonlinear sense), then any convex viscosity solution of this equation is C 1,1 and we give an estimate of the second derivatives. Using the same kind of ideas, we also give a new proof of the Alexandroff estimate obtained by Trudinger [16] and Caffarelli [4] (in the second paper, the Hamiltonian is independant of u and ∇u). See also [3] . As explained for instance in [5] , the main difference between the geometric proof of [4] and the classical one (see [9] ) is the way the Hessian matrix of a convex envelope is bounded from above on the so-called contact set. In [4] , a barrier argument is used; instead, we directly give an estimate of these second derivatives by using the techniques developed previously. Let us point out further differences: we treat general nonlinear equations, depending on the solution, its gradient and the space variable (like in [16, 3] ); we do not assume that the supersolution is continuous but merely lsc; eventually, our estimate is true even if the Hamiltonian is strictly elliptic but not uniformly elliptic.
In the first Section, we list a number of equations that satisfy the structure condition (3). The second order operator that appears in the Monge-Ampère equation satisfies it. However, we would like to point out that Condition (3) is especially relevant for convex solutions that are not strictly convex. Moreover, it is explained in [1] that the relevant boundary conditions when proving, via these techniques, that the solution of an equation on a bounded domain is convex are of state constraints type [15] .Eventually, let us point out that we do not know yet if these techniques can be useful in the context of other geometrical equations such as the prescribed Gauss curvature equation.
The paper is organised as follows. In Section 1, we describe some properties of the inf-convolution of matrices seen as quadratic functions and we redefine the external law of the vector space S n and we give various examples of equations that satisfy (3) . In the first subsection of Section 2, we mainly revisit and refine the results of the paper [1] . We first describe the subjet of the convex envelope of functions that are not necessarily 1-coercive; the proper assumption of the behaviour at infinity is to assume that the function is epi-pointed ; next, we prove that the convex envelope of a viscosity supersolution of a nonlinear elliptic equation is still a viscosity supersolution under the structure condition (3) on the Hamiltonian; eventually, we give an example of application of such a result to prove that a viscosity solution of a nonlinear equation is convex. In Subsection 2.3, we generalize the results of the previous subsection to the case of the partial convex envelope and the partial convexity of a solution of a nonlinear equation. In Section 3, we first prove a general C 1,1 estimate for viscosity solutions of strictly elliptic nonlinear equations and give a new proof of the Alexandroff estimate adapted by Caffarelli [4] to fully nonlinear elliptic equations.
Notations. The inner product of x, y ∈ R n is simply denoted x · y. The transpose matrix of a n × n matrix A is denoted A * . The vector space of symmetric real n × n matrices is denoted S n . The subset of S n made of the symmetric matrices with nonnegative eigenvalues is denoted S n + . The space S n is endowed with its usual partial order: A ≤ B if B − A ∈ S n + . The set of nondegenerate matrices of S n + is denoted S n ++ . Operations , − and and the matrices A and A are introduced in Section 1. B r (x) refers to the open ball centered at x and of radius r; B r stands for B r (0).
Preliminaries
In this section, we give several results related with nonlinear convolutions of matrices, seen as pure quadratic functions. We first describe the infimum convolution of two matrices. Precisely, given A, B ∈ S n such that A + B ≥ 0, we consider the inf-convolution of two (pure) quadratic functions
Analogously, sup-convolutions of two matrices A and B can be considered if A ≤ B:
In the following, we essentially study and analogous properties can be obtained by remarking that
Here are elementary properties of the operation.
Proposition 1.
• The operation is associative and commutative and continuous.
• Given A, B ∈ S n such that A + B ≥ 0 and α, β, > 0,
if A and B are not degenerate, A B = (
for any A ∈ S n and s.t. I + A definite positive, A := A −1 I = (I + A) −1 A;
for any A ∈ S n + , αA βA
The previous properties exhibit the fact that it can be useful to redefine the product of a real number and a matrix when dealing with nonlinear convolutions. Namely, it is convenient to define λ A = λ −1 A. Hence, (8) is equivalent to:
We can obtain analogous elementary properties for A −B. Let us state the ones used in the following.
Proposition 2.
• The operation − is associative and continuous.
• For any A, B ∈ S n such that A ≤ B,
for any A ∈ S n and s.t. I − A definite positive,
for β > α and
The next natural step is to redefine concavity of a function F : S n → R with and . Namely, we say that F is -concave if for any λ ∈]0, 1[ and A, B ∈ S n + :
and condition (3) only says that F is -concave. Let us give several examples of -concave function.
1. Concave equations. If A → F (A) is concave on S n + in the classical sense and degenerate elliptic, it is -concave; this is a consequence of the degenerate ellipticity and of the following inequality: for any A, B ∈ S n , λ ∈]0, 1[ such that λA
To see this, use the fact that A → A −1 is convex and nonincreasing on S n ++ . An important special case is the following Pucci extremal operator.
This corresponds to −M + in [5] . 
This corresponds to −M − in [5] . 5. Perturbed equations. One can consider F (D 2 u) + H(x, u, ∇u) = 0 with F -concave (for instance of the four previous forms) and H such that (x, u) → H(x, u, p) is concave for any p ∈ R n . Convex Hamiltonians H can also be treated by making the change of variables v(x) = −u(−x).
6. Quasilinear equations. Any quasilinear equations of the form −Tr(A(∇u)D 2 u) = f (x) is -concave as soon as A ≥ 0 and f is convex. An important special case is the minimal surface equation for which A(p) = I − p⊗p 2 +|p| 2 with = 0, 1.
In order to prove the claim about Monge-Ampère equations, for M ∈ S n ++ , use the fact that ln(σ) = inf γ>0 {γσ − ln(γ) − 1} and write:
where with γ i as diagonal entries. Notice that A → −(detA) 1/n is convex on S n + , and not on −S n + ; this can be seen by using Formula (5.19) from [10, p. 54] . But this cannot help us since we cannot make the change of variables explained above.
Convexity of viscosity solutions 2.1 Subjets of convex envelopes of noncoercive functions
We first describe the subjets of convex envelopes of functions that are not necessarily 1-coercive and we next explain how to use it to get results analogous to these from [1] .
Let us show how to treat points at infinity when dealing with the convex envelope of noncoercive functions. It is possible to do so by working in the class of epi-pointed functions. See the introduction for a definition. The following proposition must be compared with Proposition 1 of [1] .
Proposition 3.
Let Ω be a convex open set and u : Ω → R be lsc and epi-pointed. For
Consider the points x i and x ∞ j and the real numbers λ i such that (33) hold true. Then for every > 0, there are A i , B j ∈ S n , i = 1, . . . , p, j = 1, . . . , q such that:
• The two main differences with Proposition 1 of [1] is that u is only assumed epi-pointed and A is not supposed to be nonnegative. Both improvements will be crucial when applying this proposition. See Theorems 1 and 8.
• Even if A is not necessarily nonnegative, a consequence of (13) is that
and, because of (4), A ≤ λ i A i and A ≤ B j for any i, j.
• Following the remark made in [1] (Equation (14) p. 274), we observe that for (p, A) ∈ D 2,− u(x), A ≥ 0, we have
This is a consequence of the fact that u * * is affine on the closed convex polyhedron
(see [2] for a proof of this assertion).
Proof of Proposition 3. We proceed as in [1] . Since (p, A) ∈ D 2,− Ω u * * (x), there exists a C 2 function φ such that u * * − φ attains a local minimum at x. Then for any y i , y
We successively used the fact that u * * ≤ u, that u * * is convex, that taking the recession function preserves order and that Relation (31) holds true. We then apply Ishii's Lemma with p + q functions and we obtain that for any > 0, there exist p + q matrices
and such that
Applying the previous matrix inequality to vectors ζ i /λ i , ξ j ∈ R n yields:
ξ j which exactly means (13) with n instead of . Remark 2. The proof can be seen from the following point of view. First, the convex envelope u * * equals (
. Hence, Proposition 3 can be seen as a consequence of the following proposition adapted from [1] :
Suppose it is finite at x and that the infimum is attained at x i :
Then for any (p, A) ∈ D 2,− v(x) and any > 0 small enough, there exists A i ∈ S n such that
This must be related to Proposition 10 in Appendix B, that is more precise in the case of a quadratic or a C 2 function. This point of view will be useful when dealing with partial convexity.
Convexity
Let us now use this proposition to show that the convex envelope of a supersolution of (1) is still a supersolution under appropriate assumptions.
n → R be continuous and degenerate elliptic and satisfy (3). Let u : Ω → R be lsc and epi-pointed and be a supersolution of (1) in Ω. Then so is u * * .
Remark 3.
• The difference with Proposition 3 from [1] is that we assume u epi-pointed instead of 1-coercive (see the Introduction for definitions).
• We remark that a viscosity solution u of F = 0 is such that v(x) = −u(−x) is a viscosity solution of G = 0 with G(x, u, p, A) = −F (−x, −u, p, A). Hence if F is convex instead of concave (in the sense of (3)), we can conclude that u is concave.
Proof. We argue as in [1] ; let us first state and prove two lemmata. The first one is quite classical; it uses the notion of relaxed semi-limits first introduced by Barles and Perthame.
Lemma 1. Let u be a solution of (1). Then u ∞ is a solution of:
with Ω ∞ = {y ∈ R n : ∃(t n , x n ) ∈ (0; +∞) × Ω, t n → 0, t n x n → y} and
Proof. Let us see u ∞ as the relaxed lower limit of the family of functions {u t } t>0 with u t (x) = tu(x/t). Next, since u t solves:
B , we use the classical discontinuous stability result [7] and get that u ∞ solves F * = 0 where F * is the relaxed upper limit of the family {F t } t>0 . And by definition,
The function F ∞ is the opposite of the recession function of −F but since we redefined the addition and the external law on matrices and because the proofs are very simple, we state and prove the properties of F ∞ that we need later. The reader may compare them with the usual properties of recession functions listed in Appendix A.
Lemma 2. The function F ∞ satisfies:
Proof. Looking at the definition of F ∞ , the first equality is clear. In order to prove the second one, consider sequences {t n } n , {y n } n , {v n } n , {B n } n realizing the lim sup defining F ∞ :
and define d n = yn tn , w n = vn tn , and C n = 1 tn B n . Now use the fact that F is continuous and get:
and the first inequality is proved. Combining the two first properties gives the third one.
Proposition 5 can now be easily proved by using these two lemmata. (33) and (3), we therefore obtain,
Letting → 0 achieves the proof.
We now use Proposition 5 to establish the convexity of a viscosity solution of a fully nonlinear second order equation whose Hamiltonian depends explicitely on x. Precisely, we consider,
In order that a comparison principle be satisfied, we make the following (very) classical assumptions.
• (A1). F : R n × R × R n × S n → R is continuous;
• (A2). There exists γ > 0 such that for any x, p ∈ R n and A ∈ S n ,
• (A3). There exists a modulus of continuity m(·) such that for any x, y ∈ R n and any X ∈ S n ,
• (A4). F (x, u, p, X) is uniformly continuous in (p, X), uniformly in (x, u);
• (A5). F (x, 0, 0, 0) is uniformly continuous.
We recall that (16) implies that F is degenerate elliptic. The following theorem must be compared with [1, Theorem 3].
Theorem 1. Let F satisfy Assumptions (A1)-(A5) and (3).
Then the unique uniformly continuous viscosity solution of (15) is convex.
Proof. For δ > 0, consider u δ the unique uniformly continuous viscosity solution of
Let |·| denote the inf-convolution of |·| and −1 |·| 2 . For C large enough, the function u δ − (x) = δ|x| −C is a subsolution of (17) with sublinear growth and by the comparison principle, we conclude that u δ ≥ u δ − so that u δ is epi-pointed. The function F δ (x, u, p, A) = F (x, u, p, A) − γδ|x| still satisfies (3). Hence Proposition 5 implies that the convex envelope of u δ is a supersolution of (17) and by the comparison principle we conclude that u δ is convex. By stability, we know that u = lim δ→0 u δ so that u is also convex.
Partial convexity
We next extend the results of [1] about partial convexity from regular solutions of nonlinear elliptic equations to viscosity solutions. We use the framework and the notations of [1] . Let us recall them now. We consider two integers n and n and n = n + n , an open subset Ω ⊂ R n and we define Ω = R n × Ω . We establish conditions under which a viscosity solution of (1) is convex with respect to the first variable x i.e. such that x → u(x , x ) is convex for any x ∈ Ω . In order to do so, we study its partial convex envelope, namely u = (u ) where denotes the Legendre-Fenchel transform with respect to x : f (q , x ) = sup
We also consider partial recession functions, i.e. recession functions with respect to x :
We will consider inf-convolution with respect to x ; precisely, we define by:
Next, any matrix A ∈ S n is decomposed in four blocks denoted as follows:
Eventually, it will be useful to redefine in the following way:
We consider a function u that is epi-pointed with respect to x uniformly in x ; this means that there exists s ∈ R n , σ > 0 and r ∈ R such that
We want to obtain a proposition equivalent to Proposition 3. Let x ∈ Ω and consider (p, A) ∈ D 2,− Ω u (x). Consider the points x i and x ∞ j and the real numbers λ i such that
Using Remark 2, we notice that u equals ( )
We thus need to prove a result analogous to Proposition 4.
Suppose it is finite at x = (x , x ) and that the infimum is attained at (x i , x ):
Then for any ((p , p ) , A) ∈ D 2,− v(x) and any > 0 small enough, there exist k + 1 vectors p i, , p ∈ R n and a vector p ∈ R n and k matrices A i ∈ S n and B ∈ S 2n such that
Proof. We only do the proof for two functions, denoted u and v. By a classical property of subjets, we know that there exists a C 2 function φ such that u ⊕ v − φ attains a local strict minimum at (x , x ) and (p , p ) = (∇ x φ(x , x ), ∇ x φ(x , x )) and A = D 2 φ(x , x ). This implies that the function (y 1 , y 2, y ) → u(y 1 , y ) + v(y 2 , y ) − φ(y 1 + y 2 , y ) attains a local strict minimum at (x 1 , x 2 , x ). We next dedouble the variable y and we consider the infimum of the perturbed function (y 1 , y 1 , y 2 , y 2 ) → u(y 1 , y 1 ) + v(y 2 , y 2 ) − φ y 1 + y 2 ,
. We know that the infimum is attained at a point
. Let us compute the derivative of the new test function
ψ(y 1 , y 1 , y 2 , y 2 ) = φ y 1 + y 2 ,
; we do not specify the variables in φ and B denotes 
and choose ν = /2. The proof is now complete.
, a straightforward consequence of this lemma is the following proposition. 
and A i , B j ∈ S n , B ∈ S 2n such that:
In view of this proposition, it is clear that in order to ensure partial convexity of a viscosity solution, the analogous of (3) is the following condition: for any p ∈ R n and x , for any (x , r, p , A), (y , s, q , B)
One can check that Condition (30) in [1, p. 282] implies ours. A difficulty arises when dedoubling the variables: the point x moves a bit. Of course, for C 2 solutions, one can pass to the limit and obtain the result described in [1] .
with Ω open subset of R n and let F be continuous, degenerate elliptic and satisfy (21). Let u : Ω → R be a C 2 supersolution of (1) that satisfies (18). Then u is a (lsc) supersolution of (1).
In order to avoid further technicalities, we assume that F depends on x via a source term, i.e. we consider:
Therefore, F = H − f . Notice that this Hamiltonian does depend on all the (first and second) derivatives of u and on the function u itself. We can now state a result corresponding to Proposition 3.
with Ω open subset of R n and let H be continuous, degenerate elliptic, that f is convex and that H satisfies (21). Let u : Ω → R be a supersolution of (22) that satisfies (18). Then so is the partial convex envelope u .
Proof. We follow the lines of the proof of Proposition 5 and we omit details. The analogous of Lemmata 1 and 2 can be stated for general Hamiltonians F . Lemma 4. Let u be a solution of (1). Then u ∞ is a solution of:
Lemma 5. The function F ∞ satisfies:
Now we use the lemmata for our special Hamiltonian
n and A i , B j ∈ S n , B ∈ S 2n such that (20) holds true. Since u is a supersolution of F = 0 at (x i, , i, ) and u ∞ is a supersolution of F ∞ at (x ∞ j, , x ∞ j, ) (Lemma 1), we have:
Letting → 0 and using (20) yields F (x, u(x), p , p , A) ≥ 0 and the proof is complete.
We next give an example of how to use this result. Let us translate Assumptions (A1)-(A5) for Equation (22).
• (B1). F : R n × R × R n × S n → R and f : R n → R continuous.
• (B2). There exists γ > 0 such that for any x ∈ R n , p ∈ R n and A ∈ S n ,
• (B3). There exists a modulus of continuity m(·) such that for any x = (x , x ), y = (y , y ) ∈ R n and any X ∈ S n , H y , u,
• (B4). H(x , u, p, X) is uniformly continuous in (p, X), uniformly in (x , u).
• (B5). H(x , 0, 0, 0) and f are uniformly continuous.
Theorem 2. Let F satisfy Assumptions (B1)-(B5) and (21). Then the unique uniformly continuous viscosity solution of (22) is convex w.r.t. x .
C 1,1 regularity of convex solutions of strictly elliptic equations
This section is concerned with C 1,1 estimates for convex solutions of equations that are strictly elliptic. A new proof of the Alexandroff estimate obtained by Caffarelli [4] is also provided.
A general C
1,1 estimate
The fact that convex viscosity solution of -concave strictly elliptic equations in R n are C 1,1 is a consequence of the following simple idea: since the function u is convex, it is enough to prove that it is semiconcave, that is to say it is enough to prove that there exists C R such that the function x → u(x)− C R 2 |x| 2 is concave on B R for any R > 0. Using for instance [1, Lemma 1, p. 268] , it suffices to prove that for any (p, A) ∈ D 2,− u(x) and any x ∈ B R , we have: A ≤ C R I. Let us first recall what are strictly elliptic equations (see for instance [10] ). The Hamiltonian F is strictly elliptic if
• There exists λ > 0 such that for any X, Y ∈ S n , X ≤ Y ,
In the linear case, i.e. when F (x, u, p, X) = −Tr(AX), this condition is equivalent to Aξ · ξ ≥ λ|ξ| 2 . This condition is weaker than the uniform ellipticity of F that, in the nonlinear case, is defined as follows:
• There exists λ, Λ > 0 such that for any X, Y ∈ S n ,
which reads in the linear case: λ|ξ| 2 ≤ Aξ · ξ ≤ Λ|ξ| 2 for any ξ ∈ R n . We can now state a generalization of a result of Caffarelli about the C 1,1 regularity of viscosity solution of F (D 2 u) = 0 with F concave and uniformly elliptic. See the discussion following [5, Theorem 6.6] .
Theorem 3. Suppose that F satisfies (A0)-(A5), (24) and (3) and consider the unique Lipschitz continuous convex viscosity solution u of (15) given by Theorem 1. Then u is C 1,1 and for a.e. x ∈ R n ,
Theorem 3 is a straightforward consequence of the following C 1,1 estimate. We only assume the strict ellipticity of F . In particular, we neither assume that F is concave or convex, nor that it is Lipschitz continuous w.r.t. D 2 u.
Theorem 4 (C 1,1 estimate). Consider the general equation (1) and suppose that F is strictly elliptic i.e. it satisfies (24). Then any convex supersolution of (1) on Ω is C 1,1 in Ω and for a.e. x ∈ Ω:
Proof. We first claim that u is a supersolution of the following equation:
This is a consequence of the strict ellipticity of F i.e. (24) with Y = 0 and, once again, of a result of [1] , namely their Lemma 3. This lemma asserts that in order to prove that the lsc convex function u is a supersolution of (26), it suffices to consider superjets (p, A) of u such that A ≥ 0. But for A ≥ 0, A ≤ (TrA)I. Hence, we obtain:
2 is concave and we are done.
A new proof of Alexandroff estimate
The ideas of the preceding section can be used to prove the Alexandroff estimate obtained by Trudinger in [16] and by Caffarelli in [4] for fully nonlinear equations. The Hamiltonian F must satisfy: for any x ∈ B d , any r ∈ R and any p ∈ R n ,
where γ d (·) is continuous.
Theorem 5 (Alexandroff estimate). Let F verify (A1), (A2) with γ = 0, (24) and (27) and u be a (lsc) supersolution of (1) in B d . Then
where
Sketch of the proof of Theorem 5. First, we reduce to the case where u ≥ 0 at the boundary. In order to do so, we consider v = u + M ∂ ; it is a solution of G(x, v, ∇v, D 2 v) = 0 with G(x, r, p, X) = F (x, r − M ∂ , p, X). Then Γ(u) is the convex envelope of −v − = min(v, 0). In order to prove that v * * is C 1,1 on B d , it is enough to prove that v * * is semi-concave; in virtue for instance of Lemma 1 in [1] , it is enough to prove that there exists a constant C such that for any x ∈ B d and (p, A) ∈ D 2,− v * * (x), A ≤ CI. We first suppose that A ≥ 0. We then distinguish two cases. First, study a contact point x ∈ {v = v * * }. In such a case, (p, A) ∈ D 2,− v(x) = D 2,− u(x), so that F (x, u(x), p, A) ≥ 0 and (24) yields:
and since A ≥ 0, we conclude that
and the right hand side is bounded on B d since v * * is Lipschitz continuous and γ d and f + are continuous. Let us denote A ≤ CI. Remark that the previous inequality also holds true for A such that (p, A) ∈ D 2,+ v(x), A ≥ 0, since the equation is also satisfied for limiting semi-jets. Next, we consider a point x ∈ B d \ {v = v * * }. There then exist x i ∈B d and λ i ∈ (0, 1) such that (33) holds true (where u = v). Remark that there are no points at infinity. We know that there is at most one point on ∂B 2d and the others are in B d ; if not, v * * ≡ 0 and there is nothing to prove. Then by Proposition 3, for any > 0, there exist p matrices
If there are no points on ∂B 2d , then for any i, A i ≤ CI and A ≤ CI follows. If x p ∈ ∂B 2d , say, then we deduce from (33) that λ p ≤ 2/3; hence, there exists i ∈ {1, . . . , p − 1} such that λ i ≥ 1/3n. For instance i = 1. Then we conclude that
Passing to the limit on , we obtain A ≤ CI (changing the constant C). Now consider a semi-jet (p, A) with A not necessarily nonnegative. Classically, by using the fact that v * * is convex, we can construct (p , B ) ∈ D 2,+ ∩ D 2,− v * * (x ) with x → x as → 0 with A ≤ B + o (1). Then B ≥ 0 and by the previous case, B ≤ CI; passing to the limit, we conclude once again that A ≤ CI.
We therefore have proved that v * * is C 1,1 on the ball and and (29) implies that a.e. on the contact set, we have:
We now use the same technique as in [9, pp.223-224] ; first, we consider g(p) = (|p| n/n−1 + µ n/n−1 )
1−n and we write:
We conclude from [9, Lemma 9.4] that (28) holds with
Appendix A: useful facts from Convex Analysis
Let us recall some facts about convex analysis. The recession function associated with a lsc function f : Ω → R is denoted f ∞ and is defined as follows:
This function is positively homogeneous. When f is convex, it is also sub-additive and the following equality holds true:
See for instance [14, p. 66] . We only use the following consequence: if f is convex, then for any x, d ∈ R n ,
In Section 2, we needed the following proposition. ∞ q ∈ R n , q ≤ n + 1 − p such that:
One says that the points x i , x Remark 6. Lemma 2.14 of [11] corresponds to the case B = I.
