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Re´sume´
Face a` la demande croissante en termes de puissance de calcul que connaˆıt le monde des calculs
financiers, les solutions fonde´es sur le paralle´lisme deviennent incontournables. De nombreuses
applications de calculs financiers se de´composent simplement en taˆches inde´pendantes et donnent
lieu a` du bag of task, mais certaines applications ne se preˆtent pas a` ce type de de´composition.
Dans ce papier, nous pre´sentons une paralle´lisation originale de l’algorithme d’une telle appli-
cation de calcul financier applique´e a` la valorisation d’un actif de stockage de gaz et re´alise´e
dans le cadre du projet ANR GCPMF. Les expe´rimentations a` large e´chelle que nous avons
mene´es sur un cluster de PCs de Grid’5000 (jusqu’a` 128 processeurs) et sur le supercalculateur
Blue Gene/L d’EDF R&D (jusqu’a` 1024 processeurs) affichent de tre`s bonnes performances et
permettent de comparer ces syste`mes non seulement a` partir leur temps d’exe´cution mais aussi
en termes de fiabilite´ expe´rimentale.
Mots-cle´s : Controˆle stochastique, distribution large e´chelle, clusters de PCs, Blue Gene/L
1. Introduction
1.1. Contexte financier
Un actif de stockage de gaz est habituellement constitue´ d’une cavite´ destine´e a` contenir le gaz
ainsi que de compresseurs permettant d’effectuer des injections, des sous-tirages ou simplement
de maintenir le gaz sous pression dans la cavite´. En temps normal, le proprie´taire remplit son
actif de stockage pendant les pe´riodes ou` les prix du gaz sont bas pour re´pondre aux demandes
des clients ou pour le revendre ulte´rieurement sur les marche´s. E´ventuellement, il peut envisager
de louer une partie de sa capacite´ de stockage a` une autre entite´.
Les prix du gaz connaissent des fluctuations issues principalement de la modification de la
demande. A` cause de l’ine´lasticite´ entre la production et la demande, les prix du gaz sont, par
exemple, plus e´leve´s en hiver qu’en e´te´. Le proprie´taire d’un actif de stockage de gaz peut alors
profiter de cette dynamique des prix en arbitrant entre les diffe´rentiels temporels des prix du gaz
et ainsi valoriser son actif. La de´termination du prix de location tient compte de l’opportunite´
d’arbitrage mais elle est e´galement soumise a` des contraintes. D’une part, il existe des contraintes
physiques lie´es a` la cavite´ et la manie`re de stocker le gaz. Par exemple, une injection (resp. un
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sous-tirage) est d’autant plus difficile a` re´aliser (et donc couˆteuse) que la cavite´ est remplie
(resp. vide). D’autre part, le contrat de location peut imposer une valeur de stock minimale et le
volume loue´ peut eˆtre variable au cours du temps et soumis a` des restrictions en ce qui concerne
la capacite´ journalie`re d’injection (resp. de sous-tirage) autorise´e.
La valorisation fait appel a` des algorithmes de controˆle stochastique et a` des mode`les de prix
du gaz. De nombreux travaux de recherche re´cents dans le domaine de la valorisation des actifs
de stockage de gaz (cf. [1, 2]) ont conduit a` l’e´laboration de ces mode`les. Cependant, les besoins
de ces mode`les en termes de puissance de calcul et de consommation me´moire peuvent aise´ment
surpasser les capacite´s des machines monoprocesseur actuelles ce qui rend tre`s difficile leur
utilisation en environnement industriel ou` ils sont, de surcroˆıt, soumis a` des contraintes de
temps. De`s lors, la conception et l’implantation d’algorithmes paralle`les faisant intervenir ces
mode`les devient incontournable. C’est l’un des objectifs du projet ANR GCPMF dans lequel
s’inscrivent ces recherches.
1.2. De´fis informatiques
D’un point de vue informatique, l’algorithme auquel on s’inte´resse est un algorithme ite´ratif de
programmation dynamique stochastique qui est complexe a` paralle´liser et ce, malgre´ la pre´sence
de paralle´lisme (cf. Section 2.1). En effet, les calculs a` chaque e´tape de´pendent des re´sultats de
l’e´tape pre´ce´dente, et les donne´es a` calculer varient re´gulie`rement. Ces contraintes conduisent a`
redistribuer les donne´es et les calculs a` chaque e´tape. Par ailleurs, les donne´es requises par chaque
processeur doivent eˆtre soigneusement identifie´es afin de n’avoir a` redistribuer et a` stocker qu’un
minimum de donne´es sur chaque processeur. Cette strate´gie est ne´cessaire pour pouvoir exe´cuter
des proble`mes de tre`s grande taille sur de nombreux processeurs. Une diffusion (broadcast)
a` chaque e´tape de toutes les donne´es sur tous les processeurs serait facile a` implanter mais
ne´cessiterait trop de me´moire sur chaque processeur.
Notre papier est organise´ comme suit. Apre`s la section 2 ou` est pre´sente´ en de´tail l’algorithme
distribue´ que nous avons conc¸u, la section 3 se concentre sur l’analyse des performances obtenues
par l’algorithme. Enfin, la section 4 re´sume notre travail de recherche et pre´sente des perspectives.
2. Distribution de l’algorithme
2.1. Algorithme se´quentiel et difficulte´s de distribution
La figure 1 pre´sente l’algorithme se´quentiel qui est utilise´ pour effectuer la valorisation. Cet
algorithme consiste a` balayer toute la pe´riode de valorisation de la date finale a` la date initiale
et a` de´terminer, a` chaque e´tape de ce parcours, l’action la plus inte´ressante a` entreprendre :
injecter, sous-tirer ou ne rien faire. La de´cision prise de´pend d’une part des niveaux de stocks
dont les valeurs sont conditonne´es par diffe´rentes contraintes (cf. section 1.1), d’autre part de la
valeur des prix renseigne´e par le mode`le de prix utilise´ et finalement des de´cisions et re´sultats
du pas de temps pre´ce´dent qui sont sauvegarde´s dans la structure de donne´es OldRes a` la fin
de chaque ite´ration en temps.
Une paralle´lisation au niveau de la boucle temporelle s’ave`re donc impossible. En revanche, une
paralle´lisation de la boucle sur les niveaux de stocks est possible, mais ne´cessitera un e´change
complexe de donne´es entre les processeurs a` chaque pas de temps (cf. section 2.2).
2.2. Algorithme distribue´
Strate´gie de distribution
Afin de re´aliser des acce´le´rations importantes et permettre le passage a` l’e´chelle, l’algorithme
de la figure 1 a e´te´ paralle´lise´ pour des architectures extensibles tels les clusters de PCs et les
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For t := (N − 1)∆t to 0
For c ∈ niveaux de stock admissibles
For s ∈ valeurs de prix possibles
NewRes[s, c] = calcul(OldRes, s, c)
//Recopie pour le pas de temps suivant
OldRes := NewRes
Fig. 1 – Algorithme se´quentiel sim-
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Fig. 2 – Exemple sur trois processeurs
d’une redistribution de donne´es optimise´e.
supercalculateurs a` me´moire partage´e.
Comme le montre la figure 2, a` l’e´tape i+1, chaque processeur effectue les calculs pour l’ensemble
contigu des niveaux de stocks - compris entre Cmini+1 a` Cmaxi+1 - qui lui ont e´te´ attribue´s.
A` l’e´tape i (e´tape suivante), la nouvelle boucle sur les niveaux de stock (de Cmini a` Cmaxi)
est partage´e entre les processeurs. Pour effectuer sa nouvelle taˆche, chaque processeur a besoin
de certains re´sultats de l’ite´ration pre´ce´dente dont il n’est pas ne´cessairement en possession.
Ainsi, chaque processeur de´termine d’une part les donne´es en sa possession dont auront besoin
les autres processeurs, et d’autre part les donne´es qui lui manquent et sont de´tenues par d’autres
processeurs ; ces informations sont alors utilise´es pour dresser un plan de routage dans lequel
figurent toutes les communications qu’il devra effectuer. Ce plan est finalement exe´cute´ selon un
sche´ma de communication pre´e´tabli.
Algorithme distribue´ de´taille´
En suivant la strate´gie de´crite dans le paragraphe pre´ce´dent, nous avons conc¸u l’algorithme
distribue´ de´crit dans la figure 3. La premie`re e´tape de cet algorithme consiste a` partager les
calculs a` tn en utilisant des routines d’initialisation spe´cifiques. On rentre ensuite dans une
boucle de n ite´rations (de tn−1 a` t0) qui est constitue´e de deux sous-e´tapes. La premie`re consiste
a` planifier et a` exe´cuter l’e´change des donne´es. La seconde correspond a` la nouvelle phase de
calculs.
Pendant la premie`re sous-e´tape chaque processeur commence par de´terminer la totalite´ du nou-
veau plan de partage des calculs et la nouvelle distribution des donne´es. Les calculs implique´s
par cette e´tape sont tre`s simples et ne pre´sentent donc aucun inte´reˆt a` eˆtre distribue´s. Ensuite
chaque processeur e´tablit son plan de routage et redimensionne ses tables locales conforme´ment
aux besoins de la nouvelle distribution des donne´es. L’e´change effectif des donne´es s’effectue
imme´diatement apre`s et repose sur des communications point-a`-point.
La seconde sous-e´tape consiste en un calcul local a` chaque processeur suivant l’algorithme de
controˆle stochastique partiellement de´crit dans la figure 1.
2.3. Implantations
L’algorithme pre´sente´ dans la section pre´ce´dente a donne´ lieu a` deux implantations. La premie`re
privile´giait la facilite´ d’utilisation en combinant Python avec du MPI et du C++. L’avantage
de Python est de permettre de facilement parame´trer l’application et d’ajouter rapidement des
modules tels que des modules de visualisation.
Quant a` la deuxie`me implantation, elle vise la performance pure et a e´te´ e´crite entie`rement en
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Fig. 3 – E´tapes principales de notre algorithme de controˆle stochastique distribue´.
C/C++ et MPI. Cette implantation offre le choix entre trois primitives MPI pour effectuer les
communications : la primitive bloquante MPI_Bsend() ainsi que les primitives non-bloquantes
MPI_Ibsend() et MPI_Issend(). La primitive MPI_Send() a rapidement e´te´ e´carte´e a` cause de
son manque de portabilite´ entre implantations de MPI. Parmi les trois utilise´es, les primitives
MPI_Ibsend() et MPI_Issend(), en permettant plusieurs communications en paralle`le (lorsque
le re´seau d’interconnexions le permet), se sont montre´es les plus rapides. En e´change d’un surcouˆt
lie´ a` la synchronisation inhe´rente a` MPI_Issend(), cette dernie`re ne ne´cessite aucune allocation
ni gestion explicite de buffers. Cette e´conomie la rend tre`s inte´ressante pour la distribution
d’applications gourmandes en me´moire.
3. Expe´rimentations
3.1. Environnements et mode`les de prix
L’e´valuation des performances de notre algorithme paralle`le a e´te´ re´alise´e sur trois architectures
distribue´es diffe´rentes et ce, en utilisant trois mode`les de prix varie´s.
L’environnement d’expe´rimentation comprenait deux clusters de PCs et un supercalculateur :
– le cluster de Pentium 4 de SUPELEC qui est compose´ de 32 PCs relie´s par un re´seau Gigabit-
Ethernet bon marche´ : chaque PC comporte un processeur Pentium 4 a` 3 GHz et 2 Go de
me´moire ;
– le cluster de bi-Opteron de l’INRIA qui dispose de 72 PCs relie´s par un re´seau Gigabit-Ethernet
de tre`s bonne qualite´ : chaque PC comporte deux processeurs Opteron monocores a` 2 GHz
et 2 Go de me´moire ; ce cluster est situe´ sur le site de Sophia de la plate-forme franc¸aise
d’expe´rimentation Grid’5000 ;
– le supercalculateur Blue Gene/L d’EDF R&D dote´ de 4096 noeuds et d’un re´seau Gigabit-
Ethernet hyper spe´cialise´. Sa configuration par noeud est, de loin, la moins puissante parmi
les trois architectures considere´es : deux processeurs PowerPC a` 700 MHz et 1 Go de RAM.
Les mode`les de prix utilise´s comprenaient :
– un mode`le de prix gaussien a` un facteur : c’est un mode`le de re´fe´rence qui est couramment
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utilise´ de part sa rapidite´ d’exe´cution ;
– un mode`le de prix normal inverse gaussien qui est beaucoup plus lourd que le mode`le gaussien
en termes de calculs : ceci rend son utilisation moins fre´quente ;
– un mode`le de prix gaussien a` deux facteurs : des trois mode`les utilise´s c’est de loin le mode`le
le plus lourd aussi bien en termes de calculs qu’en termes d’espace me´moire ne´cessaire a` son
exe´cution.
Plus de de´tails sur ces mode`les mathe´matiques sont disponibles dans [3].
Avec la configuration des mode`les prise pour les expe´riences, les zones de recouvrement sont
constantes au sein d’un mode`le ce qui conduit a` un volume de donne´es e´change´es constant par
processeur et par ite´ration. Les volumes de donne´es par ite´ration augmentent line´airement par
rapport au nombre de processeurs et nous avons en moyenne sur 32 processeurs 1 Mo de donne´es
e´change´es pour les mode`les gaussien et normal inverse gaussien contre 349 Mo pour le gaussien
a` deux facteurs.
3.2. Analyse des performances
Le cluster de bi-Opteron et le supercalculateur Blue Gene offrent la possibilite´ d’exe´cuter des
applications selon deux configurations : soit en utilisant un processeur par noeud soit en utilisant
deux processeurs par noeud. Ces deux configurations seront de´signe´es par le suite respectivement
par mode monopro et mode bipro.
Mode`le gaussien a` un facteur
Sur ce mode`le, le supercalculateur Blue Gene se comporte aussi bien dans les deux modes. Ce
n’est pas le cas du cluster de bi-Opteron dont les performances se de´gradent conside´rablement
en mode bipro a` partir de 32 processeurs. Des mesures expe´rimentales ont montre´ que l’aug-
mentation du nombre de processeurs accentuait de manie`re significative le temps passe´ sur les
communications en mode bipro par rapport au mode monopro : il semblerait que l’acce`s a` la
carte re´seau constitue une source d’engorgement pour les processeurs d’un meˆme noeud. La suite
se concentre sur l’analyse des performances en mode monopro pre´sentes a` la figure 4.
L’observation des courbes d’acce´le´rations de la figure 4 rend compte d’une hyperacce´le´ration
entre 4 et 64 processeurs pour le supercalculateur Blue Gene et pour le cluster bi-Opteron que
nous attribuons a` une augmentation simultane´e du nombre de processeurs et de la quantite´
totale de me´moire disponible. Sachant que les noeuds sur Blue Gene disposent de deux fois
moins de me´moire que les noeuds du cluster bi-Opteron, il n’est pas surprenant de voir ce
dernier hyperacce´le´rer davantage. Dans tous les cas, l’hyperacce´le´ration tend a` disparaˆıtre avec
l’augmentation du nombre de processeurs et l’acce´le´ration maximale est obtenue par Blue Gene
sur 512 processeurs. Le cluster de Pentium 4 ne re´alise aucune hyperacce´le´ration et sa courbe
d’acce´le´ration croˆıt lentement. Il s’ave`re donc qu’un re´seau d’interconnexions tre`s rapide est
indispensable pour obtenir de bonnes performances sur ce mode`le, mais de`s lors un cluster de
taille moyenne suffit pour en acce´le´rer l’exe´cution (cf. section 3.3).
En dernier lieu, malgre´ quelques proble`mes de passage a` l’e´chelle que nous avons rencontre´s, le
meilleur temps se´quentiel obtenu, proche de 15 min, a pu eˆtre re´duit a` 13 − 15 s sur un cluster
de PCs et sur un supercalculateur Blue Gene. Il s’agit donc d’une re´elle ame´lioration pour les
utilisateurs e´tant donne´ que c’est le mode`le le plus utilise´.
Mode`le normal inverse gaussien
Que ce soit en mode monopro ou bipro les performances obtenues par notre algorithme et son
implantation sur le mode`le normal inverse gaussien sont tre`s bonnes. Sur la figure 5 ou` ont e´te´
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Fig. 4 – Temps d’exe´cution et acce´le´rations (e´chelle logarithmique) avec le mode`le gaussien sur
trois architectures distribue´es diffe´rentes en utilisant un seul processeur par noeud.
reporte´es les performances mesure´es en utilisant le nombre maximal de processeurs par noeuds
(i.e. : mode bipro), nous observons une paralle´lisation quasi-parfaite et ce, meˆme sur le cluster
bas de gamme a` base de Pentium 4. Le meilleur temps d’exe´cution est re´alise´ sur Blue Gene
avec 1024 processeurs. Cependant, le cluster de bi-Opteron re´alise une performance similaire avec
seulement 128 processeurs. Ainsi, une alternative inte´ressante pour exe´cuter le mode`le normal
inverse gaussien avec notre algorithme est un cluster de PCs de grande taille muni de processeurs
puissants sans eˆtre ne´cessairement relie´s par un re´seau ultra rapide.
Finalement, le meilleur temps se´quentiel qui est proche de 6h25 et qui a e´te´ obtenu par un
processeur Opteron, a pu eˆtre re´duit a` 3 min en utilisant 1024 processeurs de Blue Gene. Il en
re´sulte que notre distribution, moyennant la disponibilite´ d’un nombre suffisant de processeurs,
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Fig. 5 – Temps d’exe´cution (e´chelle logarithmique) sur trois architectures distribue´es diffe´rentes.
A` gauche : avec le mode`le normal inverse gaussien en utilisant le nombre maximal de processeurs
par noeud. A` droite : avec le mode`le gaussien a` deux facteurs en utilisant le nombre minimal ou
maximal de processeurs par noeud.
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Mode`le gaussien a` deux facteurs
Ce mode`le ne´cessite une puissance de calcul et un espace me´moire conside´rables en vue de
s’exe´cuter dans des temps raisonnables/acceptables. Avec le jeu de parame`tres courant et notre
implantation qui utilise principalement deux tables - pour stocker les anciens et les nouveaux
re´sultats - l’application aurait the´oriquement besoin de 2 × 5895 Mo de memoire pour s’exe´cuter
en se´quentiel. En the´orie, une distribution sur 8 noeuds ne´cessiterait 1474Mo (i.e. : (2 × 5895)/8)
de RAM par noeud, donc 8 noeuds munis de 2 Go de RAM devraient supporter cette application.
Cependant, en pratique, d’autres parame`tres entrent en conside´ration. Par exemple, la taille du
noyau du syste`me d’exploitation ne peut eˆtre ne´glige´e. Par ailleurs, a` cause de la structuration
de notre algorithme paralle`le, la quantite´ de me´moire requise lors de la paralle´lisation est plus
importante que dans le cas se´quentiel. En l’occurrence, comme chaque processeur stocke les
donne´es influenc¸ant ses calculs, une le´ge`re re´plication des donne´es est possible au niveau des
frontie`res de calculs entre processeurs. Il en re´sulte, qu’en pratique, cet algorithme ne´cessite au
moins 10 processeurs dote´s de 2 Go de me´moire chacun pour s’exe´cuter sans avoir recours au
swap. Ainsi, selon le syste`me, et sachant que l’on effectue nos tests avec des nombres de proces-
seurs qui sont une puissance de 2, les courbes des temps d’exe´cution de la figure 5 de´butent soit
a` 16 soit a` 32 processeurs. Le petit cluster de Pentium-4 avec ses 32 noeuds monoprocesseurs
e´quipe´s de 2 Go de me´moire a re´ussi a` exe´cuter ce benchmark sur 16 et 32 processeurs. Avec
une re´duction du temps sur 32 processeurs d’un facteur deux par rapport au temps sur 16 pro-
cesseurs, l’application semble re´aliser un de´but de passage a` l’e´chelle sur ce modeste cluster. Le
cluster de bi-Opteron, avec 2 Go de memoire par noeud, re´ussi e´galement a` exe´cuter le mode`le
Gaussien a` deux facteurs a` partir de 16 noeuds en mode monopro. Les temps d’exe´cution affiche´s
en mode bipro sont tre`s similaires a` ceux en mode monopro et le benchmark supporte tre`s bien
le passage a` l’e´chelle jusqu’a` 128 processeurs sur 64 noeuds et en utilisant deux processeurs par
noeud. En ce qui concerne le supercalculateur Blue Gene, avec seulement 1 Go de me´moire par
noeud, la me´moire de 32 noeuds est ne´cessaire. Les temps en mode bipro sont le´ge`rement plus
importants que ceux en mode monopro mais le ralentissement observe´ est relativement faible.
Compare´ aux clusters de PCs, le supercalculateur Blue Gene qui est dote´ de la configuration
par noeud la moins puissante connaˆıt des temps d’exe´cution sur 32 processeurs beaucoup plus
importants. Cependant graˆce a` son architecture ultrascalable [4] qui allie un excellent re´seau d’in-
terconnexions avec de nombreux noeuds, le supercalculateur Blue Gene de´montre sa supe´riorite´
en finissant loin en teˆte.
3.3. Vers la meilleure solution
Au cours de nos expe´rimentations le supercalculateur Blue Gene, avec ses milliers de processeurs,
s’est ave´re´ eˆtre la solution la plus inte´ressante pour des applications pre´sentant un fort potentiel
de passage a` l’e´chelle. Dans d’autres cas, les clusters de PCs se pre´sentent comme des alternatives
tre`s attrayantes e´tant donne´ leur bonnes performances et surtout leur prix modique a` l’achat.
Cependant, les clusters de PCs affichent deux inconve´nients majeurs :
– ils ne sont pas fiables : plusieurs pannes sont venues perturber nos expe´riences sur les clusters
de PCs, alors que rien de tel n’est survenu sur Blue Gene ;
– malgre´ un prix d’achat tre`s faible compare´ a` un supercalculateur comme Blue Gene, le couˆt
global d’un cluster de PCs peut devenir plus important. En effet, l’absence de fiabilite´ accroˆıt
les ressources humaines ne´cessaires pour les administrer. Par ailleurs, les applications destine´es
a` y eˆtre exe´cute´es ont parfois besoin d’algorithmes adapte´s, plus longs a` de´velopper, afin de
re´aliser de bonnes performances sans pour autant disposer de re´seaux d’interconnexions tre`s
efficaces.
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Algo- Consommation Syste`me possible
rithme CPU Me´moire
G Moyenne Faible cluster de PC, re´seau Gigabit-Ethernet haut de gamme
NIG E´leve´e Faible cluster de PC, re´seau Gigabit-Ethernet bon marche´
G-2f E´leve´e E´leve´e supercalculateur Blue Gene
Tab. 1 – Solution mate´rielle la plus adapte´e a` chaque mode`le ?
D’un point de vue technique, nos expe´riences de´montrent la faisabilite´ d’obtenir de bonnes
performances pour les mode`les gaussien a` un facteur et normal inverse gaussien sur des clusters
de PCs. Cependant, d’un point de vue industriel, notamment au sein des laboratoires d’EDF
R&D, le supercalculateur Blue Gene est apparu comme une solution tre`s performante et fiable
pour tous les mode`les, et finalement tre`s rentable.
4. Conclusion et perspectives
La distribution d’un algorithme de controˆle stochastique utilise´ pour la valorisation d’actifs
de stockage de gaz qui a e´te´ pre´sente´e ainsi que les expe´riences mene´es sur trois architectures
distribue´es diffe´rentes montrent qu’il est possible d’acce´le´rer et de passer a` l’e´chelle des calculs
de controˆle stochastique. La strate´gie de paralle´lisation adopte´e, qui consiste a` optimiser aussi
bien la taille des donne´es sur chaque processeur que la taille et le nombre de messages au prix
de sche´mas de communication complexes, s’est avere´e convenir pour l’exe´cution de mode`les aux
besoins varie´s. En particulier, elle facilite l’e´tude d’un mode`le tre`s lourd en termes de calculs et
de me´moire en rendant possible son exe´cution en des temps raisonnables sur des clusters de PCs
et sur un supercalculateur Blue Gene. En dernier lieu, les performances obtenues pre´sentent
les clusters de PCs comme des alternatives inte´ressantes aux supercalculateurs sur certaines
exe´cutions mais a` condition qu’ils soient pourvus de me´canismes de tole´rance aux pannes. C’est
un des sujets de recherche que nous e´tudions actuellement et que nous comptons appliquer a`
notre algorithme distribue´ de controˆle stochastique.
Remerciements
Ce travail de recherche fait partie du projet ANR-CICG GCPMF qui est supporte´ par l’ANR
et la Re´gion Lorraine. Nous remercions e´galement Xavier Warin de l’e´quipe Osiris a` EDF R&D
pour ses de´veloppements et son aide sur le controˆle stochastique, et la re´alisation des mesures
de performances sur le supercalculateur Blue Gene.
Bibliographie
1. P. Jaillet, E. I. Ronn, and S. Tompaidis, “Valuation of Commodity-Based Swing Options,”
Manage. Sci., vol. 50, no. 7, pp. 909–921, 2004.
2. C. Barrera-Esteve, F. Bergeret, E. Gobet, and al, “Numerical methods for the pricing of
Swing options : a stochasticapproach,” Methodology and Computing in Applied Probability,
vol. 8, no. 4, pp. 517–540, 2006.
3. C. Makassikis, X. Warin, and S. Vialle, “Distribution of a Stochastic Control Algorithm
Applied to Gas Storage Valuation,” The 7th IEEE International Symposium on Signal
Processing and Information Technology (ISSPIT ’07), 2007.
4. S. Chari, “Breakthrough Advantage in Computational Fluid Dynamics with the IBM System
Blue Gene Solution,” Vetrei Inc. White Paper, September 2006.
