Abstract-We propose a hierarchical framework and new parallel algorithms for stochastic function optimization under conditions where the function to be optimized is subject to random noise, the variance of which decreases with sampling time. This is the situation expected for many real-world and simulation applications where results are obtained from sampling, and contain experimental error or random noise. Our new optimization algorithms are based on a downhill simplex algorithm, with extensions that alter the timing of simplex operations based on the level of noise in the function evaluations. Three proposed optimization methods, which we term maxnoise, point-to-point comparison, and a combination of these two, are tested on the Rosenbrock function and found to be better than previous stochastic optimization methods. The parallel framework implementing the optimization algorithms is also new, and is based on a master-worker architecture where each worker runs a massively parallel program. The parallel implementation allows the sampling to proceed independently on multiple processors, and is demonstrated to scale well up to over 100 vertices . It is highly suitable for clusters with an ever increasing number of cores per node. The new methods have been applied successfully to the reparameterization of the TIP4P water model, achieving thermodynamic and structural results for liquid water that are as good as or better than the original model, with the advantage of a fully automated parameterization process.
I. INTRODUCTION
Parameter estimation is a complex but common problem encountered in many aspects of scientific and engineering research. In such problems, parameters are determined that optimize an objective function, which is typically designed to show how well a model fits known data. Such optimization problems present a number of significant numerical and computational challenges.
First, the computation of the objective function itself is often an extremely computationally intensive process, involving lengthy simulations with each particular iteration of the model parameters. The parameter optimization itself will require many iterations over this expensive objective function evaluation, at a large number of different points in the parameter space. Another problem is that the objective function is usually a highly non-linear function of the parameter values and hence requires highly robust optimization techniques. A typical parameterization problem consists of regions of parameter space that deliver bad property values and highly sensitive regions where a slight change in parameter values results in large deviations in the cost function. Furthermore, if the number of parameters to be optimized is large, the high dimensionality of the optimization space further increases the demands on computational resources.
Most practitioners make use of the coarse-grained parallel problem structure by running multiple simulations simultaneously with different parameters on different processors, even if they do not make formal attempts to use parallel computing methods. The parallel communication in this informal approach takes place via human intervention, by manually evaluating the cost function for each simulation and restarting simulations with different parameters as needed. One solution to reduce the work and cost associated with parameter estimation is to automate the parameterization process through more thoughtful use of optimization methods and parallel communication. Barriers that have stood in the way of progress in this area include the highly nonlinear and nonanalytical nature of the objective function, the presence of sampling noise in the simulations, and the lack of a well-established parallel framework.
The set of parameters which minimizes the objective function can be obtained by a number of optimization techniques, including least-squares fitting, conjugate gradients and other gradient-based methods, genetic algorithms (GA) and the multidimensional Newton-Raphson method. However, all these methods have intrinsic drawbacks, particularly when fitting to properties which depend in a highly nonlinear way on the parameter values and for which analytical gradients are not available, as is typically the case for condensed-phase molecular simulations or complex engineering systems. The least squares fitting method, for example, has many disadvantages when applied to molecular dynamics simulations. The most important of these is that the dependence of the target properties (and thus the objective function) on the model parameters typically can not be written in closed form, as they may involve minimization, integration or sampling over phase space. The non-analytical nature of the objective function also invalidates all gradient-based optimization methods, as analytical gradients are not accessible. Numerical estimation of the gradient is typically impractical, given the sensitivity problems in some areas of the highly nonlinear objective function, and the sometimes large dimensionality of the parameter space over which the optimization occurs. Genetic algorithms are a popular approach and widely used by computational chemists to solve minimization problem such as conformational search, and molecular docking. The drawback of GA is that they work best in a parameter space with few dimensions and discretevalued parameters, while parameter estimation problems most commonly involve real-valued parameters. The development of evolutionary algorithms for optimization of continuous variables is currently an active area of research.
The downhill (Nelder-Mead) simplex algorithm [1] is a powerful and robust optimization method that is widely used for multidimensional unconstrained optimization. It has the advantage of being gradient free, so that it can be used in a wide variety of applications. The optimization algorithm itself makes very few assumptions about the features of the objective function; while other direct search algorithms may be more efficient on selected surfaces, the simplex method is more robust and less fragile to instability than more specialized methods. The simplex method also has the advantage of being easily parallelized, so that the cost function can be evaluated at each of the simplex vertices independently.
Downhill simplex optimization has been used by several authors for parameterization of force field parameters in molecular simulations, which is one of the key applications envisioned for this work. Faller, Schmitz, Biemann and MillerPlathe [2] have used simplex optimization to parameterize force fields for liquid hydrocarbons, and Norrby and Liljefors [3] have used a combination of simplex with Newton-Raphson to develop molecular mechanics force field parameters. Lewis, Abramson and Peachey [4] have implemented a parallel simplex algorithm and applied it to several engineering models. Gaiddon, Knight and Poloni performed single-and multiobjective optimization using simplex [5] .
Note that the downhill simplex algorithm, as well as our modifications, is strictly a local optimization algorithm. We make the implicit assumption, valid for the applications considered below, that the optimization problem requires only the finding of a single, local minimum. Global optimization problems require an entirely different approach (although some rely on iterated application of local optimization method).
Another significant challenge in optimizing parameters for models that are used in sampling calculations (such as most condensed-phase molecular simulations) is the stochastic nature of the objective function. In many simulations, the observed outcome of the simulation includes a contribution from noise due to sampling error; a typical example would be molecular dynamics simulations of a thermodynamically averaged property. Because the sampling errors are nonsystematic and independent, the variance of this noise in any averaged property decreases over time, so that the measurement gets more reliable with continued sampling. Thus the observed value of the objective function can be viewed as a deterministic, underlying value (that which would result from infinite sampling), plus some incremental noise whose variance decreases with time. Thus, although the objective function can be very noisy and non-continuous, the underlying (noise-free) surface is relatively smooth.
Such stochastic optimization algorithms find wide range of application in science, engineering, transportation, statistics and business [6] . Specific applications include molecular simulations (using physical models to predict molecular or material properties), financial modeling (pricing securities and characterizing the behavior of financial markets), industrial processes (making business decisions in order to increase profit), aerospace engineering (running simulations to refine the design of a projectile or aircraft), medicine (running simulations to extract the maximum information from drug trials), and traffic engineering (controlling the timing for the signals in a traffic network). Various methods can be used to address the problem of optimization in the presence of noise. Response surface methodology methods [7] , commonly used in experimental design, make allowance for noisy response or objective functions, although allowances are not made for time-dependent noise. Barton and Ivey have investigated several simplex methods to see which perform best in the presence of noise [8] . Humphrey and Wilson revised the canonical simplex search procedure by decreasing the rate at which the simplex shrinks when noise becomes significant [9] . Fan and Zahara have extended the simplex algorithm to explicitly account for the fact that additional sampling results in reduced variance of the noise at each point [10] , although they formulate their method in terms of discrete measurements (as appropriate for many experimental measurements) rather than continuous sampling (as appropriate for many simulations). Anderson et al. describe a method that is suitable for optimization of a noisy function with continually decreasing noise [11] , although it does not use the Nelder-Mead simplex as the optimization algorithm.
We have developed variants of the standard simplex algorithm to improve performance in the presence of stochastic noise. We call these algorithms maxnoise and point-to-point comparison and also consider a combination of these two algorithms.
We also describe the design and implementation of an automated parallel algorithm in which simulations can be performed under control of the optimization algorithm. In our approach, we enhanced the master-worker (MW) framework developed at University of Wisconsin [12] to handle communication between the vertices of the simplex. MW is an object oriented C++ library that helps users to develop master-worker type parallel applications easily for computational grids. The MW framework has already been used in the MetaNEOS project [13] to implement many grid-based parallel optimiza- tion solvers [14] , [15] , [16] . We added one more level to the MW hierarchy by enabling each worker to initiate an additional MPI job, which is used to perform the objective function evaluation in parallel using a client-server type environment (see Figure 1 ). All the complexity associated with performing heterogeneous simulations is handled at this client-server level, leaving the job of simplex decision-making to the master at the top level. Using MPI for communication among the nodes provides a convenient, high-level abstraction at both the MW and client-server level. Each worker, corresponding to one vertex of the simplex, computes an objective function from information provided by the server and clients. The master collects these data and decides the next transformation of the simplex.
The MW framework is well suited for application to this problem, because of its portability and efficiency. It has been shown that many scientific applications can be parallelized quite efficiently on grid-like architectures by using the masterworker paradigm [17] , [18] . Low communication between master and workers results in insignificant overhead. The MW implementation, in particular, is a portable framework which can be extended to many applications.
This parallel organization and careful construction of the function to be minimized leads to a very automated optimization process. However, human input is still required to the extent of providing the initial set of parameters that initialize the vertices of simplex. Although initial parameters could be chosen randomly, the total cost of the optimization can depend dramatically on the initial state of the simplex, so it is not advisable to automate this step [8] .
In this work, the framework and optimization algorithms were tested first by minimizing the Rosenbrock function with synthetic noise. Next, they were applied to the harder problem of optimizing a water model for molecular dynamics simulations. More generally, we suggest that the algorithms and framework can be used for parameter optimization in the presence of noise for a wide range of scientific and engineering applications.
This paper is organized as follows: section II provides an overview of the simplex algorithm and explains the three proposed algorithms. Section III elaborates the software implementation of the MW framework. Section IV provides performance measurement of the proposed algorithms. We describe a scale-up study of the MW framework in section V. We also discuss the application of two of the proposed algorithms embedded in the MW framework to parameterization of a common water model in section VI. Section VII summerizes the work done.
II. ALGORITHM AND IMPLEMENTATION

A. Simplex Algorithm
The downhill simplex algorithm for finding a local minimum of a function of several parameters was devised by Nelder and Meade [1] . This is an optimization algorithm seeking the vector of parameters corresponding to global minimum of any function (Λ) of a -dimensional parameter space, in which the vector Λ ∈ specifies individual parameters ( 1 , 2 , . . . , ). The simplex itself is defined by + 1 vertices Λ 1 , . . . , Λ +1 , i.e. one more than the dimensions of the parameter space (a triangle in two dimensions, a tetrahedron in three dimensions, etc). The simplex is moved iteratively through the parameter space based on the values of the objective function at each vertex, frequently by discarding one vertex and adding a new one. At each step, the choice of which vertex (or vertices) to discard is made after identifying which vertices have the highest, second highest, and lowest objective functions -let these vertices be labeled by Λ , Λ , and Λ , respectively, and (Λ) be the objective function at any vertex Λ. The simplex algorithm uses several transformation operations to determine a new vertex, in which the worst vertex Λ is moved along the line connecting it with Λ , the centroid of all vertices except Λ :
The canonical NM simplex algorithm uses values of = 2 (reflection), = 3 (expansion), and = 0.5 (contraction), although many authors have adjusted these values for specific applications. If none of these three operations generates a vertex better than Λ , then the simplex collapses all vertices towards Λ . Specific details are provided in Algorithm 1.
B. Proposed Algorithms
Our goal for the optimization procedure is to find the minimum of the objective function,
The objective function value at a point Λ is assumed to be the sum of an underlying deterministic function (Λ ) and a random noise ( ), 
and is the amount of time that the vertex Λ has been sampled. The inherent variance ( 0 ) 2 may depend on the location in parameter space (i.e. some simulations may be noisier than others) but there is no expectation that this variance is known ahead of time. Estimates of are obtained during simulations by performing explicit calculations of the variance of the mean properties evaluated during the simulation.
We emphasize that it is the response surface (observed objective function) that is stochastic in this class of problem. Our goal is to obtain algorithms that are capable of performing accurate and efficient optimizations on these noisy response surfaces. It is not the optimization algorithm itself that is stochastic, but the function that it tries to minimize.
1) Maxnoise:
One of the problems with using the standard (deterministic) simplex algorithm (Algorithm 1) in the presence of noise is that the simplex collapses too frequently, converging to a point that may be far from the minimum of the objective function. In the early stages of the optimization, when the difference between objective function values is large compared to the noise at each vertex, the noise does not change the relative order of the vertices and the simplex makes the correct move even in the presence of noise. However, in the later stages of the optimization, when the noise is comparable to or larger than the difference between function values, the ordering of the vertices is modified by the noise, and the simplex makes incorrect moves with higher probability. When these moves result in vertices with function values higher than (Λ ), the simplex collapses prematurely. To overcome this problem, we introduce an additional condition, resulting in the maxnoise (MN) algorithm (Algorithm 2). The simplex moves themselves are unaltered, but a move is attempted only when the variance 2 ( ) at each vertex is small compared to the variance of the + 1 function values themselves,
where represents the average of (Λ ) over all the vertices and is a constant. This change is intended to postpone the simplex transformation until the noise at each vertex is sufficiently small that it has only a small probability of resulting in premature collapse.
This approach has several advantages over algorithms in which each vertex is sampled for a fixed amount of time, as with most previous parallel implementations of simplex. In the early stages of the optimization, where accurate sampling is not needed in order to reject poor parameter values, the MN algorithm can terminate simulations after a short amount of time, decreasing computational cost. At the same time, the simulations run for as long as needed to make an accurate decision in the later stages of optimization, preventing incorrect moves and increasing accuracy. Also, it is significant to note that simulations continue running at each vertex until stopped (when the vertex is discarded), continuing to perform sampling when it may be useful, rather than stopping at an arbitrary time.
Anderson et al. [11] have proposed a similar approach with a non-Nelder-Mead simplex algorithm, making optimization steps only when the noise becomes small compared to a metric based on the diameter of the simplex (rather than its variance in the objective function). Theirs is a reasonable approach because there is a correlation between the simplex size and its internal variance: when the simplex is large, the objective function values are likely to be quite different; as the simplex converges to a small region of parameter space the function values become more similar, and more subject to perturbation by the noise. The method of Anderson et al. has the disadvantage that it must be parameterized separately for each new surface to be optimized, in order to find the factor needed to convert simplex diameter to function noise; by comparing function noise to simplex noise, such conversions are not needed in the MN algorithm. Previous investigations [19] have shown that the MN method performs slightly better than the method of Anderson et al.
/ * noisiest vertex has a variance sufficiently larger than the internal variance of the vertices themselves 2) Point-to-point comparison: One weakness of the MN algorithm is that it requires convergence of all vertices to a specified level of noise, even though only three vertices (Λ , Λ , and Λ ) affect the behavior of the simplex in any given step. If the noise has converged sufficiently to allow these extremal vertices to be identified, it is unnecessary to converge the other vertices. Consequently, we have introduced a different modification of the standard downhill simplex algorithm by making each comparison between vertices subject to a convergence criterion only among the vertices being compared; the result is the point-to-point comparison (PC) algorithm detailed in Algorithm 3. Each of the seven different comparisons between function values in the simplex algorithm is made more strict by requiring not just that (Λ ) < (Λ ), but that (Λ ) + < (Λ ) − , where is the (expectation value of the) standard deviation of the noise at vertex Λ . That is, we require not just that the new vertex be lower, but also that its -confidence interval not intersect that of the vertex against which it is tested. In this work we investigate only = 1, requiring that the 1-(i.e. ∼68%) confidence intervals not overlap. Sampling proceeds just until the point where the simplex step can be made at the chosen accuracy. Because decreases as 1/ √ , the convergence criterion can always be satisfied with additional sampling. One possible disadvantage of this method is that in cases where two vertices (eg. Λ and Λ ) are coincidentally nearly identical, long sampling times will be required to determine which is lower,
/ * noisiest vertex has a variance sufficiently larger than the internal variance of the vertices themselves 3) Point-to-point with maxnoise: We also tested an algorithm which combined the maxnoise and point-to-point comparison algorithms (PC+MN) as shown in Algorithm 4. Here, both the maxnoise condition (Eq. 5) as well as the individual point-to-point comparisons must be satisfied in order for a simplex move to proceed. This implementation imposes stricter conditions on the movement of the simplex, slowing down the convergence but hopefully improving the accuracy of the algorithm.
C. Termination Criterion
We used two termination criteria in determining whether the simplex has converged sufficiently to be stopped. In the first of these, the simplex is terminated when all function values are within a predefined tolerance,
In the second termination condition, the optimization was terminated when the total walltime exceeded a predetermined limit. If either termination condition was satisfied, the simplex was stopped.
III. COMPUTATIONAL IMPLEMENTATION
In our parallel implementation of the downhill (NelderMead) simplex algorithm in dimensions, objective function evaluations must be kept active on each of the + 1 vertices until it is certain that they are no longer needed. In addition, prospective objective function evaluations are also needed at the reflection or contraction, and perhaps also an extension, before it is known which vertex will be discarded. Thus a maximum of + 3 vertices may be active at any one time.
Computationally, the parallel communications are implemented using a master-worker architecture, in which the computation is broken up into a collection of independent tasks, which are assigned to individual worker processes by the master process. The master process is logically associated with the simplex object, and performs all of the decision making for the optimization, while each worker is logically associated with a vertex object, and the tasks correspond to the evaluation of an objective function value at each point in parameter space (Fig. 1) .
Each evaluation of an objective function is itself best treated as a parallel process. This is because a number of simulations may be needed in order to determine all of the properties needed to evaluate a given set of parameters. For example, separate simulations may be needed to evaluate individual properties, or properties at different thermodynamic conditions, for a given model of intermolecular interactions, and these sampling simulations themselves can each be run in parallel. Consequently, each of the workers corresponding to one vertex of the simplex is logically identified with a second (server) process running in a completely different MPI environment. Tasks and workers do not communicate with one another directly, but report results to, and receive instructions from the master. The master has the ability to direct a cessation of work at one point in parameter space and the initiation of new simulations at a different point.
We use a modified version of the MW code developed by the University of Wisconsin [12] to coordinate the communication. This is an object-oriented set of C++ libraries that provides abstraction to master, worker and task entities. We use three major classes of MW, namely MWDriver, MWWorker, and MWTask, to hide the difficulties associated with the metacomputing and allow rapid development of the scientific computing application. The MW program has the capability of using multiple different communication protocols, including sockets, file I/O, Condor/PVM and MPI. In our implementation, we use MPI communication between master and workers. The workers and their corresponding servers communicate via file I/O (Fig. 1) .
Each of the simulations associated with the vertex runs as its own (client) process, in the same MPI environment as its server. These simulations can be efficiently implemented in parallel as there is no inherent correlation among them. We use the terminology of servers and clients at this lower level of implementation to distinguish these processes from those at higher level of simplex implementation. Communication between the server and its own clients occurs via MPI.
The parallel parameterization algorithm thus consists of 1 master communicating via MPI with + 3 workers at the simplex level. At the vertex level, each of these + 3 vertices initiates +1 processes forming an MPI job: 1 server and clients. Thus in total there are +4 MPI jobs and +3 + 2 + 7 processes ( representing the 1 master, + 3 workers, +3 servers, and ( +3) clients). The maximum number of cores consumed in this implementation is +3 +2 +7. Since most of the CPU cycles are consumed by the simulation rather than the simplex logic as bookkeeping operations an efficient and advanced implementation could use as few as ( +3) cores without affecting the throughput significantly. This would require considerably more complex code and is not an approach used in the current implementation of the parallel parameterization. In any case, either implementation requires ( ) cores, and the additional overhead becomes less important in higher-dimensional implementations.
The onsite "palmetto" cluster at Clemson University used in this study consists of more than 1500 high end computational nodes. Each compute node has a dual quad-core Intel 2.33 GHz processors with 12 or 16 GB of memory and 4 or 6 MB of cache. The CPUs also support both 32-bit and 64-bit applications.
IV. PERFORMANCE MEASUREMENT
We tested the proposed algorithms by optimizing the Rosenbrock function (eq 7) in 4 dimensions. The function values for this test were directly computed from
which has a local minimum at f (1,1,1,1) =0. This function is a common choice for testing local optimization algorithms, because it discriminates well between different methods: there is a long, narrow, banana-shaped valley in which the minimum is located, and making progress along this valley can be difficult. Artificial Gaussian noise was added to the Rosenbrock function, with a variance inversely proportional to the duration for which the vertex had been active, as described by Eq. (4). In order to ensure that the optimization progress was limited by the level of noise, the parameter 0 was chosen so that simplex updates would occur on timescales of many thousands of seconds in the late stages of the optimization. Three different values ( 0 = 1, 100, and 1000) were examined to study the effect of noise. For each noise level, each of the three algorithms was evaluated with 100 different initial simplex states generated by a random number generator, such that each of the four coordinates for each of the five vertices was uniformly distributed over [5, −5] .
The perfomance of these algorithms is compared in figure 2 , which shows a distribution of the ratios of the minimum function value ( (Λ)) obtained by a pair of methods. These ratios are presented on a logarithmic scale, so a value of zero means that the two methods performed equally, and negative values mean that the method in the numerator of the ratio came closer to the minimum function value (of zero). For example, Fig. 2a shows that at low levels of noise, the maxnoise (MN) algorithm performs comparably to the standard deterministic simplex algorithm (DET) in the majority of cases, as the distribution is centered around zero. However, at higher noise levels the distribution acquires a progressively bigger tail at negative values, indicating that the MN algorithm avoids converging prematurely and attains a minimum function value that is lower by a factor of 10 to 10 4 in a significant minority of cases. By making some attempt to make simplex moves only when the noise level is small compared to the difference between vertices, the MN algorithm makes fewer incorrect moves and converges closer to the true minimum.
Likewise, Fig. 2b shows that the point-to-point comparison (PC) algorithm ties or outperforms MN about 90% of the time. Particularly as the noise level increases, the PC algorithm is able to find minimum function values that are better than those found by MN a factor of 10 or more in the nearly half of the cases. This improvement results from the fact that the PC algorithm converges each vertex well enough to be confident in the specific simplex moves required, without overconverging unnecessarily.
The distribution in Fig. 2c is more symmetric, indicating that the PC+MN and PC methods are comparable. The distribution gets broader as the noise level increases, indicating that the behavior of the algorithms gets less predictable as the noise becomes stronger. The PC+MN algorithm performs slightly better at all noise levels, but only by a small margin. Although the end results are similar, the PC+MN algorithm is more effective in the sense that achieves this result with fewer simplex steps. This is evident from the fact that the PC+MN algorithm required 178 simplex steps on average at the high noise level, and 167 simplex steps at the intermediate noise level, compared to 900 (high) and 1082 (intermediate) for the PC algorithm, under the same termination criteria. By imposing stricter conditions on the motion of the simplex, the PC+MN algorithm spends more time sampling each vertex and takes fewer steps, but achieves a slightly more accurate minimum as a result.
V. SCALE UP In many parameter optimization applications, scalability is a desired property, in which a growing parameter space can be handled in a graceful manner, without drastic performance degradation. We tested the MW design by optimizing the Rosenbrock function in =20, 50, and 100 dimensions using 70, 160, and 310 processors, respectively, as shown in table I. The Rosenbrock optimization using MW requires one master processor starting +3 workers, and each server communicates with only one client executing the Rosenbrock function, such that the number of simulations running within each clientserver framework is = 1. As the dimensionality of the problem increases, the optimization requires more time, as indicated in Fig. 3a . The primary reason for this is that the higher-dimensional simplex requires more steps to converge to a minimum, as shown in Fig. 3b . The increase in the time taken by the simplex to move a single step represents the performance degradation due to parallel implementation. This is minor, as illustrated in Figure 3c ), and is attributed to the I/O at the simplex and vertex levels.
VI. APPLICATION
As an application of the PC and MN algorithms and the MW framework to a complex and realistic scientific application, we aimed to optimize the force field parameters {Λ } = ( , , ) for TIP4P model of water [20] , where and parameterize the Lennard-Jones interactions acting at the oxygen site, and is the partial charge on the hydrogen atoms. TIP4P is among the most commonly used models for simulating liquid water, with well-studied properties, which makes it a good benchmark against which to compare our optimization algorithm. Note that TIP4P is already a very well optimized model; any errors in properties predicted by this model are primarily due to to assumptions in the functional form of the model (LennardJones and point-charge electrostatics) and the choice of model geometry, rather than errors in the model parameters. Our goal was not to improve the parameterization of the TIP4P model, but to use this well studied model as a convenient benchmark for the performance of our algorithms. The MW framework was used to perform a modified simplex optimization with both the PC and MN algorithms, while the client processes associated with each vertex performed a canonical ensemble (NVT) molecular dynamics (MD) simulation at 298 K in order to equilibrate the system, followed by a microcanonical The objective function (Λ) that we choose to optimize is the weighted sum of squares of six different residuals,
where the (Λ) are the (noisy) equilibrium average properties obtained from simulation, 0 are the experimental values of these properties, and are the weights assigned to these properties. The weights were chosen subjectively to balance the level of error in each property. These properties included two thermodynamic properties (the average internal energy, ⟨ ⟩ and average pressure, ⟨ ⟩), one dynamic property (the self-diffusion coefficient, ), and three structural properties (obtained from the three radial distribution functions, OO , OH , and HH ). All six properties were fit to experimental values [21] , [22] , [23] . The radial distribution functions were reduced to scalars by calculating the root mean square difference from the experimental curve, for example
(9) for OO , where * ( ) is the experimental radial distribution function [21] . With this definition, the experimental (target) value for each ( ) is zero. We specifically chose the diffusion coefficient and radial distribution functions as examples of the type of properties which are not typically fitted directly when developing molecular models, despite their importance, because they converge too slowly to be conveniently iterated over in a manual process.
The simplex was initiated with parameter values that gave poor and unphysical results, as illustrated by the initial OO ( ) curves in Figure 4a for TIP4P water models with (a) non-optimal parameters, (b)parameters obtained using the MN algorithm, and (c) parameters obtained using the PC algorithm, compared with RDFs obtained from experiment [21] and the standard TIP4P model [20] . = 3.150Å, and = 0.520| − |. The PC optimization took 56 steps and converged with value of = .1470 kcal/mol, = 3.160Å, and = 0.523| − | These are similar to the published TIP4P parameters = .1550 kcal/mol, = 3.154Å, and = 0.520| − | . Even more encouraging, the ( ) pair correlation function provides a slightly better fit to the experimental data with the MN and PC models than does the original TIP4P model, as shown in Figure 4b and Figure 4c respectively. The OH and HH also provide comparable, but slightly improved fits to experiment (not shown).
The thermodynamic and dynamic properties are also well reproduced by the MN and PC models. The average internal energy of the water is ⟨ ⟩ = −41.69 kJ/mol and −41.72 kJ/mol for the MN and PC parameterizations, respectively, while the experimental value is −41.5 kJ/mol and TIP4P produces −41.8 kJ/mol [22] . All models give a pressure that differs substantially from the ⟨ ⟩ = 1 atm at the experi-mental density, but the MN and PC models give 212 atm and 368.5 atm, respectively, compared to 373 for TIP4P. The diffusion coefficient improves from 3.29×10 VII. CONCLUSIONS Automated parameterization methods have the advantage of being faster, more efficient and more objective than optimization by hand, by reducing the computational effort, human involvement, and subjectivity. Several of the barriers to automated parallel parameterization, including the effects of noise on the objective function and the implementation of a parallel framework have been overcome in this work. This study also establishes that our model can be scaled up for large parameter spaces, and is well suited for cluster-based architectures.
Both the MN and PC methods presented here are suitable criteria for advancing the simplex in the presence of a noisy objective function. Both algorithms attempt, with different criteria, to rationally decide how long to sample at each vertex before accepting a simplex move. Both substantially outperform the standard deterministic simplex algorithm on the Rosenbrock test function, where the PC algorithm also outperforms MN. The combination of both algorithms provides results comparable to PC in accuracy, but can do so with fewer function evaluations.
In the application to fit a model for liquid water based on the TIP4P model, both MN and PC algorithms result in a model that is comparable to, and slightly improves upon, the published model. This demonstrates that the algorithms can be used for real-world problems in parameter fitting. Both algorithms were quite robust in optimizing this molecular force field, even in the presence of a highly nonlinear objective function, and can be easily applied to other molecular modeling and more diverse parameter fitting applications.
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