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Abstract
Web applications have rapidly become critical to the interaction that organisations have with their external stakeholders. A major factor in
the effectiveness of this interaction is the ease with which users can locate information and functionality which they are seeking. Effective
design is however complicated by the multiple purposes and users which Web applications typically support. In our earlier work we described
a model for evaluating the overall navigation entropy of a Web application which provides a measure of the weighted effort required of
users. In this paper we describe a navigationaldesi.gnm~t~?~~imed at minimizing this navigational entropy. The approach uses a
theoretical navigational depth for the various information ani:rservice components to moderate a nested hierarchical clustering of the
content.
Introduction
Over the last decade the Web has become a key vehicle for accessing organisational applications. These applications often provide crucial
bt iss or government services, and hence the quality of the interaction is vital to their success. Given this, effective design of the web
apj:mcation interface is crucial.
This in turn raises the issue of what is actually meant by "effective design"? Effectiveness can be defined in terms of the ability to support
the users' goals - yet for Web applications these goals are typically both complex and diverse, with different users having different
expectations and objectives. Optimising the design becomes a difficult activity involving trade-offs of multiple constraints. Despite this the
design of navigation structures is rarely treated as an optimization problem.
In our earlier work (Lowe et 131.2004) we described a model of the relationship between the intended user tasks, the naviqational structure
and the resultant overall navigational effort. This model can be used to support this optimization, and was inspired by entropy coding
techniques (such as Huffman coding). Our representation was based around an evaluation of the weighted navigational effort required to
access the various information and services within a Web application. The navigational effort is dependant both upon the length of the
naviqaticnal path as well as the effort required at each naviqattonal step. This is, in turn dependant upon the structure of the site and the
semantic clustering within the site.
This model provides a mechanism for evaluating the overall quality (or navigational entropy) associated with a particular design. It is
therefore possible to compare possible navigational designs to determine which is preferred. Whilst the nature of the model makes the
identification of a theoretical optimal design an intractable problem, one possible way of creating improved navigational structures would be
to perturb existing designs and evaluate the impact on the overall navigational effort.
In this paper we consider an alternative use of the model. We decompose the model into the key aspects which influence the overall
nav: ~ion entropy, and propose a design approach based on this decomposition. In the next section we begin by discussing related work,
incl. 10. approaches to the design of Web navigation structures. In sei:IDrL"J"Ijnimis.ingJii3vigal;IonaJJ;ffort" we provide a brief overview of
NavOptim coding, and then in section-"Navl9..ational Design" we describe our approach to navigational design and how it can be applied.
Finally, in section "Conclysions" , we discuss future directions for this research.
Related Work
As discussed above, we wish to be able to design Web navigation structures Which optimise the quality of the user experience. A major
factor in this user experience is the navigational structure of the Web application, and how well this supports the ability of users to actually
locate and access relevant information or services. Most existing design approaches are based on intuition, general heuristics, or
experimental refinement. To illustrate this we will look at current navigational design approaches.
Structured Design Approaches
Numerous approaches have been developed for performing the design of Web system navigational structures. Some of the earliest work
emerged out of the hypertext community and was based on Entity-Relationship modelling. Relationship Management Methodology (RMM)
(Isakowitz et 131.1995) is an example which provides a structured design methodology for hypermedia applications. RMMfocuses on
modelling the underlying content, the user viewpoints onto this content, and the navlqational structures that interlink the content. The
design of these navigational structures (step 3 in the RMMmethod) is a subjective process where the underlying associative relationships
between the content are analysed and "items of interest" are grouped together - though little guidance is provided about how to optimse this
grouping. Other approaches, such as Object-Oriented Hypermedia Design Model (OOHDM) (Schwabe et 131.1998) are based on object-
oriented software modelling approaches, and provide richer information representations. Other similar examples include an object-oriented
design method for hypermedia information systems (EORM) (Lange 1994) and a structured navigation design method for Intranet
applications by Lee (1997). A user-centred design method for web sites (WSDM) (De Troyer et 131.1997) attempts to take these approaches
one step further, by beginning more explicitly from user requirements, but these are only addressed in a very rudimentary fashion. In
general, these techniques were either developed explicitly for modelling information in the context of the Web, or have been adapted to this
domain. More recently, Web Modelling Language (WebML )(Ceri et al. 2000) has begun to amalgamate these concepts into a rich modelling
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language for describing Web applications. However, despite its aim to support comprehensive descriptions, as with the above techniques the
focus of WebML is very much on content modelling rather than describing the functionality that is a key element of most current commercial
Web systems. One of the few approaches that attempts to integrate content representation with functionality is (Takahashi et at. 1997),
These approaches have typically undertaken the navigation design based on a subjective view of the designer with regard to how users are
likely to want to interact with the information. In most cases this is not well informed by the underlying requirements that drive this
architecture - and especially user objectives. An exception to this is some of the work extending OOHDM, to include tools such as user
scenarios and use cases which look at how a system is likely to be used (Guell et al. 2000). They still do not, however, provide any formal
way to ensure that the navigation structures are theoretically optimal. One interesting alternative is work on approaches to formally
representing the navigation structures within Web system. For example, Hadez (German et al. 1999, German et al. 2000 looks at the use of
formal methods (using the Z notation) to specify conceptual, structural and perspective schemas. Whilst a formal representation is
potentially amenable to optimisation, this has yet to be considered by the authors of Hadez.
Usage Analysis Approaches
There has been substantial research investigating design of Web system, including navigation design, based on either likely usage patterns
or an analysis of actual usage. The most common example of this is user-centred design (Norman et al. 1986, Noyes et al. 1999).
Essentially this involves a strong focus on the user, including evaluation of early design prototypes. As with the structured design approaches
this leads to refinement of the navigation structures, but does not guarantee a theoretical optimisation. In usage-centred design
(Constantine et al. 1999) the focus is on usage of the system, rather than users of the system - though again the optimisation is subjective.
Optimisation
In each of the above cases the approach is focusing on subjective analysis and refinement of the navigational structure. We are arguing that
this is inappropriate. In effect, the subjectivity lies not in the navigational structure, but rather in the significance of the various inforrr~tion
and services that are provided to users and the design choices about the usage patterns which we wish the system to support. Once l is
known (albeit through a subjective interpretation) we ought to be able to design the navigational structure which provides the theoretical
minimum average navigational effort required by users in accessing these information sources and services - assuming we have a reliable
measure of navigational effort.
In our earlier work (Lowe et al. 2004) we described a model of the relationship between the intended user tasks, the navigational structure
and the resultant overall navigational effort. This model can be used to support the identification of the optimal navigational structures - l.e.
those which minimize the overall navigational effort for a set of designated user tasks.
As we mentioned previously, this approach was inspired by entropy coding techniques such as Huffman coding (Huffman 1952) . With
Huffman coding a measure of the entropy associated with a particular encoding of a character stream is derived, and then an algorithm is
provided which selects the theoretically optimal character coding to minimize this entropy. Unfortunately, the measure of the navigational
entropy which we have developed previously is not tractable to an algorithmic identification of the theoretic optimum. This is primarily due to
both the nature of the navigational tree not having a single n-ary nature, as well as the coupling between the nodes of the navigational tree
(i.e. whereas in a Huffman code, the nodes are independent, in our navigational tree, moving a node not only affects the naviqational path,
but also the related coupling with other nodes and therefore the overall semantic cohesion and hence navigational effort required).
In the following sections we describe an approach to using our model to empirically optimize the navigational structures. We begin by
considering the model itself, and then go on to describe our technique.
Minimising Navigational Effort
Modelling of Navigational Effort
The following is a brief summary of the approach which was introduced in (Lowe et al. 2004).
Given a particular navigational structure, and a particular user task (i.e. locating a specific item of information or a specific functional
service) we can determine the navigational path probabilities, as shown in Figure 1.
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Figure 1: Architecture with probabilities for single task case.
Each possible navigational step has a particular probability associated with it. For example, consider the case where a user task involves
accessing information on «Page-12». If the user is currently accessing «Page-2» then the options available to them are to follow
links to either «Page 5» or «Page 6». The probability of each of these occurring is p2.1 and p2.2 respectively. These probabilities
represent the likelihood of the user choosing to follow each link, and are dependent upon the users' perception of the semantic cohesion
between their naviqational objective and the content within that navigational branch (as typically represented through the link source




2: r; = 1
i=l
(2)
whf" Vn,i is the information vector available to the user regarding navigating from link i when on page n,
This then gives:
(3)
This can be readily interpreted as capturing the concept that the likelihood of a user making a correct navigational choice increases (and the
effort decreases) as the relationship of their goal to a particular path is strengthened. For example, given two navlqational choices, a correct
one with a semantic cohesion of 0.8 and an incorrect one with a semantic cohesion of 0.7, the probability of a correct choice will only be
0.53. Conversely, if the cohesions were 0.9 and 0.2 respectively then the probability of a correct choice becomes 0.82.
Using the entropy from the probability distribution, the user navigation effort for a task case TaskCasej can then be represented as:
III
HCJ) = -LPi lOgPi
i-I
(4)
where j is the task case number, and i varies from the navigational entry point (normally the site homepage) to the navigational exit point
(normally the page which satisfies the users' information or service objective associated with the given task case).
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Suppose there are n task cases which capture the overall design objectives for the navigational structure. For each task case TaskCasej
O=1...n), we can define a significance factor Sgnf(j) which captures the weight of that particular task case (i.e. it will be more important for
the design to support particular users or particular tasks more effectively). The navigation effort for TaskCase j is represented as H(j). The
weighted navigation effort (or navigational entropy) for the entire system Hsys is the weighted sum of the efforts of individual task cases.
That is:
12





This formula provides a basis for evaluating particular designs. We have begun building tools which allow us to take a particular navigational
design, specify a given set of task cases and have the tool calculate the overall naVigational entropy.
Optimisation of Navigation
Whilst the above approach means that we are able to compare different navlqatlonal designs, it still does not allow us to determine the
theoretical optimum structure. We can compare this to data compression algorithms in information theory. The message "Msg" to be
transmitted consists of M symbols. Each symbol Si (i=l ...M) has a frequency or a probability Pi (i=1...M) to appear in the message "Nsq",
Each symbol is represented and transmitted by a "codeword" (or a number of bits) from a code source of size N_code. Each codeword has a
length which is the number of bits in the codeword (Applebaum 1996). We can represent the character coding as a binary tree. The effort of
transmission of this message is proportional to the length of the message. That is the total amounts of bits in all symbols in this mess





where H is the entropy of an information source, where Pi is the probability of each possible character occurring in the string. This gives the
theoretical minimum for the average number of bits to code each character in the string. This is analogous to the theoretical minimum for
the navigation effort required for a given task case, as shown in ~ation 5. Huffman coding (Huffman 1952) provides an algorithm that
determines, for a given set of characters with known probabilities of occurring, a set of character codes such that this entropy (i.e.
transmission effort) will be the theoretically minimum possible. We would like to be able to identify an equivalent algorithm for determining
the naVigational structure which achieves the theoretical minimum naviqatlonal effort. We have however found this problem to be
intractable. This is for several reasons. The first is that whilst the Huffman coding tree is a binary tree, the NavOptim navigation tree is an n-
ary tree where n varies in each branch of the tree. Even more problematic is that whilst the characters in the Huffman coding are
independent, the same is not true of the nodes in the NavOptim tree. This is because the individual entropies of each navigational path are
related to the location of the all nodes within the tree. In other words, we could swap the code representation for any two characters which
have the same number of bits and the entropy would not be affected. If however we swap two nodes within a navigational tree (even if they
exist at the same navigational depth) then the overall semantic cohesion relationships will be affected and hence the navigational effort will
be modified. This then leads to the fundamental question being considered in this paper - is there an algorithm which provides a (su':
optimal) approximation to the theoretically optimal navigation tree? It is this question which we address in the next section.
Navigational Design
Given the intractability of finding a navigational design algorithm which can be mathematical proven to result in the minimization of gqlJ?JtQD
.5., we can turn our attention to approaches which approximate an optimal design, but which are strongly guided by the underlying theory.
We begin by analyzing the mathematical models captured by equations ~, 4 and .5.. From these we can make several key observations (both
rather intuitive, but with useful implications about how they are handled). The first is that the entropy is strongly coupled to the overall
navigational depth of specific content. As content is located deeper within the navigational tree, the navigational effort to locate it will
typically increase (all other factors being equal). The second is that the entropy is strongly related to the semantic cohesion. As we create
stronger cohesion within branches of the tree, we enable clearer navigation choices and hence reduced entropy and effort. We will consider
how each of these aspects can be utilized, and then look at integrating them into an overall algorithm.
Optimal Navigation Depth for Content
Binary Tree vs N-ary Tree in web structure
As discussed above, the typical examples of information-theoretic optimal coding structures (such as Huffman trees) are binary trees. Web
structures however tend to be N-ary trees. This raises the issue of the optimal selection of N at each branch - i.e. the number of links
available from a given node. Considering gQlJi:ltion_4,as N increases, we can achieve fewer steps in the navigational path (m decreases) and
so the entropy will trend downwards. However, considering equation ~, as N increases, the number of choices at each navigational step
increases, and the probability of making the correct choice drops, and hence the entropy increases.
There is considerable existing literature which discusses the issue of the choice of information architecture depth and breadth from a design
perspective. It is generally found that it is easier for users to reach the target page in a broader architecture than in a deeper style (Bernard
2004, Norman et al. 1988, Powell 2002). Research has found that the deeper the navigational level the more a user has to reply on short
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term mem~ry. Sites with deeper navigational structures typically aIS(j<hcwemore general link descriptions at the top level. This may make it
more difficult for users to choose the correct navigation path required to satisfy a particular user's task case (Larson et al. 1998, Bernard
2004).
It is argued that the average depth of a node in a hypertext space is 4 (Shneiderman et al. 1989). Powell suggests that a depth of 3 is more
appropriate (Powell 2002). For sites that must have deeper structures (4 or more levels), Bernard (2004) argues that users browsing for
specific information they want will find this information faster if the structure is concave. That is it should be broad at the top level and at the
lowest or base level, while the interior of the web structure should have a narrow level of breadth.
NavOptim Tree construction
In considering the navigation depth for various content we can begin by returning to information theory. The codes with minimal
transmission effort are those which have the smallest average code length. The appropriate length of each codeword can be calculated by
the following inequality (Applebaum 1996).
(7)
where
• Length_i is the length of the codeword to represent the symbol S;;
• N_code is the size of the code source;
• Pi is the probability of the symbol st appearing in the message.
If we can apply this to navigation design then we can identify an appropriate depth for given content (based on the significance of the
content for satisfying user tasks).
Suppose a web site has the following attributes: Total number of web pages (web user interfaces) of this site is N_totalpages. The web
pages can be represented as {Pagel, Page2,... Pagei, ... PageN_tota/pages}. Each web page Page; 0=1... N_totalpages) is associated with a
probability Probi which represents users' accessing frequency to this page. The number of layers in this site is N_/ayer. The depth of a web
page Page; 0=1. .. N_totalpages) to the root page will be represented as Depthi. For example, if a page Page43 is on Layer 2 of the site, the
depth of this page will be 2. Depth43=2. Using this information it is possible to identify the optimal depth of content - Depthi - based on
access, but ignoring issues of semantic coupling. This can be achieved as follows:
Inputs:
• Total number of web pages: N_totalpages;
• Web pages: {Pagel, Page2,... Pagei, ... PageN_tota/pages} ;
• Probabilities of each page being accessed: {Probi}
Outputs:
• Total layers of the web site: N_totaflayer;
• Maximum fan-out of pages: N;
Depths of each web page to the root: {Depthi};
• Positions of each web page.
Step 1: Determine the total layers and page fan-out. If we follow the 3-c1icks-rule (Powell 2002) and concave tree structure suggestion by
Norman et al. (1988) then in the vertical dimension the total number of layers in the web site N_totaflayer could be set to 3 or 4. Not losing
its generality, we use a variable N_totallayer here. In the horizontal dimension, a concave tree structure has broader leaves (pages) on top
layer and bottom layer. The middle layers have narrow breadth. Each individual page in Layer 1to N_totallayer-1 can have outgoing links of
a number less than or equal to N. The maximum fan-out of pages on the bottom layer can be more than N. The entire site structure will be a
N-ary tree.
Step 2: Calculate the optimal depth. In an optimal message coding, the length of each codeword satisfies the inequality shown in ~q@tiQJ]
Z. The depth Depthi of a web page Page; to the root page is equivalent to the length of a coding message. Therefore, with the visitor
accessing probability Probi of the page, Depthi can be calculated using the following inequality:
-log N (Prob i) ::;;Depth i <1 - log N (pI' ob i) (8)
Deptht is the smallest natural number satisfying the above inequality. The result of this calculation would be the optimal navigation depth for
each information node. Note that this provides an indication of the preferred layer. The actual layer may end up being different on the basis
of the clustering described in the next step.
Clustering adaptation of depth
Having identified the optimal depth of content, this then needs to be moderated by the need to appropriately cluster content to form
effective semantic portioning (as implied by ~gIlation ~). There is a substantial body of work on approaches to clustering, including how it
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can be applied in the context of Web applications. Good examples of this work include (Lola et al. 2003, Friedman et al. 2004 ).•Possibly
more relevant is work on hierarchical clustering, particularly the use of Multitrees (Furnas et a1.1994, Feldmann et al. 2003 ) - a form of
directed acyclic graph which includes easily identifiable tree substructures.
In essence, by undertaking effective semantic clustering we are improving the cohesion within collections and decreasing the coupling
between collections. If we consider again equation 3, then the probability of a correct navigation choice being made (pn,i) can be increased
by maximizing SmtCoh(Vn,i,Vtasecase) and minimizing SmtCoh(Vn,i,vtasecase) , I i-t I > O. as
Figure 2 illustrates this issue graphically, where the spatial positioning of the pages represents the semantic distance between the pages,
and the highlighted page is the target of a given task. In Figure 2a, the target is much more closely related to the central concept of cluster
2 than it is to cluster 1, and as a result the probability p of a correct navigational choice between cluster 1 and cluster 2 will be high. In











Figure 2. Example clustering
Resultant design algorithm
So, how are the above two concepts (optimal depth of content and clustering) merged into a resultant algorithm? We are proposing a
bottom-up clustering which is gUided by iterative calculation of the overall site entropy Hsys, The proposed algorithm is:
Step 1: Create initial clusters and structure. Semantic clustering is individually applied at each level of the initial content structure (which
was created by determining the optimal depth of each content component) commencing from the bottom layer. Note that some clusters may
contain a single node, whilst other clusters may contain many nodes. At each successively higher layer, the lower level clusters become
nodes in that layer. The number of clusters to create at each layer and the maximum number of nodes in each cluster, will be determined by
the required fan-out at each level. As each layer is clustered, it may require an iterative reclustering of the lower layers if it creates a fan-out
that exceeds the specification.
These initial clusters are then linked to create a draft navigational structure. Figure 3 provides a simplified example where we have two
layers, and the top-level fan-out is 3 and the bottom-level fan-out is 2 (i.e. layer 2 can only have a maximum of 6 clusters, and layer 1 can
only have a maximum of 3 clusters). In Figure 3a, whilst we have 6 clusters at level 2, these are not evenly grouped in levell, leading to
cluster 1.2 havinq a fan-out which is too high. The relevant sections of Layer 2 are then reclustered to create Figure 3b. Note that this stage
of the algorithm is almost certain to create sub-optimal clustering as it enforces content to belong to a certain layer even where the parent
cluster contains no content of its own (as is the case with cluster 1.3).
Step 2: Adjust cluster layering. For each cluster, if it is the only cluster that exists within its parent cluster, then it should be elevated. For
example, the content of cluster 2.6 can be validly elevated to belong to cluster 1.3.
Step 3: Iterative refinement. The structure can then be iteratively refined by considering the position of each content node and comparing
the navigation entropy Hsys for the overall structure against Hsys' for the structure as it would be if that node was moved into every possible
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cluster. Th~ minimum Hsysis determined and the content node is moved if appropriate. This process is repeated for every node and cluster
and then process is repeated until no further improvement in Hsys can be made. '




Figure 3. Example initial clusters and structuring
Conclusions
In this paper we have discussed an approach to the design of navigational structures based on the optimisation of a navigational effort
metric weighted by the task significances. This approach potentially will lead to a reduction in the average effort required to locate
information or services within websites. Future work will be focusing on the refinement of the algorithm to better integrate the competing
components (navigational depth versus content clustering). We are also looking at the development of tools to facilitate the design process
and the simulation of different websites to see how they are optimised using our approach, followed by subjective evaluation to determine
whether this does indeed lead to qualitative improvements.
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