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Abstract. Multi-physics simulations, such as fluid-structure-acoustics interaction (FSA),
require a high performance computing environment in order to perform the simulation in a
reasonable amount of computation time. Currently used coupling methods use a staggered
execution of the fluid and solid solver [6], which leads to inherent load imbalances.
In [12] a new coupling scheme based on a quasi-Newton method is proposed for fluid-
structure interaction which coupled the fluid and solid solver in parallel. The quasi-
Newton method requires approximately the same number of coupling iterations per time
step compared to a staggered coupling approach, resulting in a better load balance when
running in a parallel environment.
This contribution investigates the scalability limit and load-balancing for a strongly
coupled fluid-structure interaction problem, and also for a fluid-structure-acoustics inter-
action problem. The acoustic far field of the fluid-structure-acoustics interaction problem
is loosely coupled with the flow field.
1 INTRODUCTION
Simulation of fluid-structure-acoustics interaction will bring new insight into different
applications, as, for example, the sound design of aircraft or wind energy plants. But such
applications yield multi-scale problems including different length scales where solving large
problems with a monolithic approach would be too expensive.
Also, highly sophisticated software codes are available for each single physical phe-
nomena and it is desirable to reuse currently available codes for multi-physics simulations.
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Since different phenomena typically appear spatially separated it is possible to decompose
the overall simulation domain into non-overlapping partitions with distinctive treatment
and link these partitioned via a surface coupling. This allows the usage of different nu-
merical methods and tailored grid resolution for each individual partitioned. Moreover,
each partitions can be solved by individual software codes and we refer to this approach
as black-box approach. Additionally, this offers the possibility to benefit from prior expe-
rience on how to scale up each single simulation. We are aiming for such flexibility, but
the coupling between each pair of physical solvers needs to be carried out carefully, to get
a stable overall simulation, while not degrading the scalability.
Whereas for fluid-structure interaction the coupling approach is typically an implicit
coupling, which yield same accuracy as a monolithic simulation, for the fluid-acoustic
domain with sound generation and propagation several coupling approaches are known.
For the flow domain, we are choosing a compressible flow solver, since sound generation
implies small perturbations or changes in the density. Far away from the geometry, where
only propagation of acoustic waves is relevant, the set of equations can be reduced to the
linearized Euler equations. Additionally, the mesh, which needs to be very fine around
the geometry, can be much coarser. Another approach would be to use an incompressible
flow solver and extract the acoustic sources from the flow as proposed by Lighthill [11].
Note that the acoustic sources need to be extracted and propagated in the flow domain
as well.
The immense computational cost of a three-dimensional simulation demands to make
efficient use of todays massively parallel supercomputers. A scalable approach which uses
the computational resources efficiently and avoid idle processor is indispensable. Load
balancing inside one solver is understood very well, but load balancing over individual
solvers which are coupled at the boundaries is a different approach.
To achieve such a computational setup, all included components should fulfill the scal-
ability requirements. The high order discontinuous Galerkin solver Ateles, included in
the APES framework [14], scales up to more than 100k CPU cores, the limit of currently
available super computer facilities. It combines an octree-based data structure with a very
local numerical scheme. The used coupling tool preCICE [9], which is responsible for the
data exchange as well as for all interpolations between interfaces, is also executed in par-
allel and minimizes the amount of communication, since it works local on solver processes.
OpenFOAM uses a standard domain decomposition approach, since an unstructured mesh
is considered. The governing equations are solved in the separate domains and coupled
on the boundaries with appropriate boundary conditions.
The presented coupling approach using scalable software allows solving large multi-
scale problem on massively parallel machine where the numerical method as well as the
computational resources can be perfectly tailored to the physics.
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2 SIMULATION SETUP
The computational domain is partitioned into a fluid, structure and acoustics domain.
In each domain different governing equations are solved, and also specialized solvers are
developed in order to be able to easily switch between different models and software
packages. At the fluid-structure interface, and at the fluid-acoustics interface a coupling
tool is used to apply the appropriate boundary conditions.
2.1 Fluid solver
The flow is governed by the compressible Navier-Stokes equations. Therefore, the


















= −∇pf +∇ · τ +B, (2)






















= −∇ · q +∇ · (τ · v) . (3)
The velocity field is denoted by vf , the pressure field is denoted with pf , and the density
is given as ρf . The viscous stress tensor is given by τ , the internal energy by e, and the
heat flux by q. The body force is denoted by B.
The foam-extend-3.1 package1 is used for the simulations, a fork of the well known
OpenFOAM package2. An unstructured mesh is used for the fluid domain, which gives
the advantage to easily generate a grid for complex geometries, which is often the case for
an engineering fluid-structure interaction test case. A second finite volume discretization
is applied in space, and a second order backward differencing time integration scheme
is used to propagate the solution in time. Regarding the pressure-velocity coupling, a
coupled solution algorithm [4, 3] is employed. The continuity and momentum equations
are solved in a fully coupled implicit manner. Thereafter, the energy equations is solved
in a segregated manner.
Due to the use of an unstructured mesh, a mesh deformation technique based on radial
basis function interpolation is used to interpolate the displacement of the fluid-structure
interface into the complete flow field [5].
Coupling an implicit BDF2 time integration scheme for the flow with an explicit sec-
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integration for the acoustic domain. This poses extra restrictions on the used time step
in order to have a stable integration.
At the fluid-acoustics interface, an interpolation is performed in order to transfer the
pressure, density, and velocities from OpenFOAM to Ateles via the coupling tool pre-
CICE. The ideal situation would be to use conforming or matching grids at the interface.
However, due to the coupling of a finite volume solver with a discontinuous Galerkin
solver, the meshes are not matching at the interface. Therefore, a radial basis function
interpolation is utilized at the interface in order to reduce the introduced numerical errors
due to the partitioning as much as possible.
2.2 Structure solver
The configuration of the structure domain is described by the displacement us. An





+ ρs (∇vs)vs = ∇ · σs + ρsg in Ωs. (4)
Equation (4) is modified to use the total Lagrangian description, i.e. with respect to the








+ ρsg in Ωs, (5)
where the deformation gradient tensor F is defined as F = I +∇us, and the Jacobian J
is the determinant of the deformation gradient tensor F . By applying the constitutive law




F (λs (trE) I + 2µsE)F T , (6)
with E = 1
2
(
F TF − I
)
, and the shear modulus µs [1].
The structure solver is also implemented within the foam-extend-3.1 framework for
ease of implementation. Therefore, a finite volume discretization is used instead of a
finite element approach.
2.3 Acoustics solver
The acoustic phenomena are also governed by the Navier-Stokes equations (1-3). A
simplification can be obtained by neglecting the dissipation terms which leads to the
inviscid compressible Euler equations. If there are only small changes in the flow, it can
be linearized around the base flow. The base flow is denoted by the subscript 0 and
the perturbation is denoted with the superscript a. The linearized variables describe the
acoustic phenomena in the fluid. Using the assumption of ideal gas
p = ρRT = (γ − 1)
(
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a relation between pressure p and energy e yields, where R is the ideal gas constant,
T the temperature and γ the isentropic coefficient. In the following, we will treat only
the primitive variables density ρ, velocity v and pressure p in the acoustic domain. The
linearized Euler equations are given by the linearized equation of mass
∂ρa
∂t
+∇ · (v0ρa + ρ0va) = 0, (7)












and the conservation of the pressure perturbation
∂pa
∂t
+∇ · (v0pa + γ p0 va) = 0. (9)
The acoustic partition is simulated using the high order Discontinuous Galerkin solver
Ateles which is included in the APES framework. The Discontinuous Galerkin (DG)
method is based on a polynomial representation within an element and flux calculation
between elements. The choice of the polynomial degree controls the spatial discretization
order. By choosing a high degree of the polynomial function a higher order method can
be constructed.
A higher order scheme has different advantages. Firstly, it yields low numerical dissipa-
tion and dispersion errors, which is advantageous for approximating the wave propagation
over long distances in the acoustic far field. Secondly, it shows high convergence rates in
case the solution is smooth. Therefore, a high order scheme uses less elements while still
maintaining the same accuracy compared to a second order finite volume method. An
explicit second order Runge-Kutta method is used to propagate the solution in time.
The APES [14] framework, in which the solver in included, provides additional tools for
pre- and post-processing on the basis of the common mesh library TreElM3. The TreElM
library [10] relies on an octree representation of the mesh and provides the distributed
neighborhood search within that mesh. The APES framework is designed to take ad-
vantage of the massively parallel systems available in supercomputing today. Using a
space-filling curve for the domain composition of the octree mesh, gives hierarchically
structured data and maintains locality. This locality can be perfectly exploited by the
DG scheme, which is strongly coupled to data within one element and loosely coupled
via element boundaries. Hence, the framework and solver are designed to take advantage
of the massively parallel systems available in supercomputing today. By free choices of
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2.4 Fluid-structure interaction
With regards to the fluid-structure interaction problem, the fluid solver and solid solver
are considered as black boxes as mentioned in the introduction. In other words, only the
input and output information is accessible. Note that the used model for the solid domain
can be changed without changing the setup of the fluid-structure interaction problem,
since only the input and output information from the fluid solver and solid solver is
considered to be accessible.
Therefore, at each time step the response of the fluid solver Ff is defined as
y = Ff (x) , (10)
where x denotes the displacement of the fluid-structure interface, and y denotes the
force acting on the fluid-structure interface. The response of the structure solver Fs is
consequently defined as
x = Fs (y) . (11)
Typically, at every time step the fixed point equation
x = Fs ◦ Ff (x) (12)
must be satisfied, which can also be written as the interface residual R
R (x) = Fs ◦ Ff (x)− x, (13)
which is solved with a minimization or optimization procedure aimed to find the optimal
solution x such that
x = argmin
x
||R (x)||2 . (14)
At the fluid-structure interaction Γf s, the balance of stresses is enforced through
σfn = σsn on Γf s, (15)
with the unit vector n normal to the fluid-structure interface Γf s, and the stress tensors
σf and σs. Also, the no-slip condition is imposed at the fluid-structure interface so that
the velocities vf and vs must be equal:
vf = vs on Γf s. (16)
Standard approaches used to solve the strongly coupled fluid-structure interaction prob-
lem are the Gauss-Seidel method [8], fixed under-relaxation [2], Aitken under-relaxation
[13], and the IQN-ILS method [6, 7]. Here, the IQN-ILS method is used to solve the
interface problem.
In case a compressible flow is simulated, an explicit coupling at the fluid-structure
interface can also be applied. However, in this contribution the use of an implicit coupling
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Figure 1: Overview of the execution of the fluid-structure-acoustics simulations. Multiple calls to the
fluid and solid solvers are performed, since an implicit coupling is applied for the fluid-structure interaction
problem. A good load balancing can be achieved with the proper number of cores for the acoustic domain.
F: fluid, S: solid, A: acoustics.
technique is applied in order to remove the introduced partitioning error at the fluid-
structure interface.
A distinction is made between the case where the solvers are coupled sequentially, as
is generally the case, and in parallel. In [12] a new coupling scheme based on the IQN-
ILS method is proposed which coupled the fluid and solid solver in parallel. Hence, a
better load balancing is obtained giving the possibility to be able to scale a partitioned
fluid-structure interaction further compared to the serially coupled IQN-ILS algorithm.
2.5 Fluid-structure-acoustics interaction
The coupling to the acoustic field is treated with an explicit coupling. In other words,
in every time step the primitive variables (pressure, density, velocity) present at the fluid-
acoustics interface are transferred via the coupling tool and applied with a boundary
condition to the acoustic domain. Thereafter, the linearized Euler equations are solved
in the acoustic field.
An overview of the used coupling technique is shown in Figure 1. As shown in the
figure, the fluid and solid solvers are executed multiple times per time step. When the
FSI iterations are converged, the acoustic solver is called. An optimal load balancing can
be obtained by selecting the appropriate number of CPU cores for the acoustic domain,
such that the computational time is approximately equal to the time required for the FSI
iterations to converge.
3 NUMERICAL RESULTS
The used test case consists of a flexible cantilever in a cross flow. At the outer bound-
aries the fluid domain is coupled with the acoustic domain. Whereas are th structure-fluid
interface is matching, the fluid-acoustic interface differs. In contrast to the fluid domain,
which has 124 elements at the interface, the acoustic domain has only 24 elements. Hence,
7
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Table 1: Parallel scalability test for a fluid-structure-acoustics simulation. The fluid, solid and acoustics
solvers are coupled in a staggered sense, which leads to an non-optimal load balancing since processors
of 2 solvers are always idle, which hurts particularly for the flow solver. The number of fluid cores varies
for the computations shown here. The solid and acoustics solver both use one CPU core. 29 time steps
are simulated.
No. fluid cores Exec. time [s] Timing fluid [s] Timing solid [s] Timing acoustics [s]
32 225 187.33 19.37 33.25
64 126 93.74 18.62 35.43
128 80 45.98 18.74 30.99
256 60 22.6 19.75 33.88
Table 2: Parallel scalability tests for a fluid-structure-acoustics simulation. The fluid, solid and acoustics
solvers are coupled in parallel, leading to good load-balancing compared to the staggered coupling test
case. The number of fluid cores varies for the computations shown here. The solid and acoustics solver
both use one CPU core. 29 time steps are simulated.
No. fluid cores Exec. time [s] Timing fluid [s] Timing solid [s] Timing acoustics [s]
32 225 199.03 20.32 34.94
64 124 99.09 21.77 33.60
128 69 47.97 21.65 33.55
256 47 24.16 20.93 34.87
a fifth order discretization in space is used for the acoustic domain. The pressure field of
the test case at t = 0.2 s is shown in Figure 2.
Table 1 and 2 show the scalability results comparing the use of a serial and parallel
coupling scheme for the complete fluid-structure-acoustics interaction setup. The number
of cores for the structure and acoustics solvers are kept at one. The number of cores for
the fluid is increased from 32 to 256.
The results show the overhead of the communication between the different solvers, and
show the efficiency of the parallel coupling schemes. With a proper load balancing, if
the solvers are executed in parallel, smaller execution times are obtained in comparison
to sequentially coupled solvers. More importantly, this parallel coupling combined with
balanced work-load avoid idle processor and can make efficient use of today’s supercom-
puters.
4 CONCLUSIONS
The used methodology has been described for a partitioned fluid-structure-acoustics
setup. The fluid-structure interaction problem is coupled implicitly, whereas the fluid and
acoustics domain are coupled explicitly. Scaling tests have been performed in order to
examine the bottleneck of this approach. The use of a separate coupling tool between
the different domains imposes extra communication costs. Further research is dedicated
to use a asynchronous communication between the different solver. Also, the use of a
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Figure 2: Pressure field for the fluid-structure-acoustics domain at t = 0.2 s. The domain decomposition
of the flow is visible in the background. The fluid domain consists of 198 112 cells, the solid domain
contains 288 cells, and the acoustic domain consists of 6 144 elements.
spectral deferred correction time integration scheme is considered in order to solve the
complete fluid-structure-acoustics domain with a high order time integration scheme.
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