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Parsing with Probabilistic Strictly Locally
Testable Tree Languages
Jose Luis Verdu´-Mas, Rafael C. Carrasco, and Jorge Calera-Rubio
Abstract—Probabilistic k-testable models (usually known as k-gram models in the case of strings) can be easily identified from
samples and allow for smoothing techniques to deal with unseen events during pattern classification. In this paper, we introduce the
family of stochastic k-testable tree languages and describe how these models can approximate any stochastic rational tree language.
The model is applied to the task of learning a probabilistic k-testable model from a sample of parsed sentences. In particular, a parser
for a natural language grammar that incorporates smoothing is shown.
Index Terms—Parsing with probabilistic grammars, stochastic learning, tree grammars.

1 INTRODUCTION
STOCHASTIC models based on k-grams predict the prob-ability of the next symbol in a sequence as a function of
the k 1 previous symbols and have been widely used in
natural language processing [1], [2], [3]. From a theoretical
(albeit not historical) point of view, k-gram models can be
regarded as a probabilistic extension of strictly locally
testable string languages [4]. Strictly locally testable models
or k-testable models,1 a kind of model that classifies strings
by looking at substrings of length at most k, are easy to
learn from samples and can be dealt with using efficient
and simple algorithms [5], [6], [7]. It is also straightforward
to incorporate probabilities into the model, although data
sparseness often leads to the assignment of null probabil-
ities to many strings. To alleviate this, there is a number of
well-known techniques [8], [9] to smooth the distribution.
When hierarchical relations are established among the
data components, trees become a more adequate representa-
tion than strings of symbols. This is the case, for example, in
natural language parsing [10], [11], [12], [13] or structured text
processing [14], [15]. Context-free grammars [16] provide a
traditional formalism that handles structural information.
This kind of grammars can be easily written and updated by
humans, although it is difficult to learn them automatically.
For instance, it is hard to find the appropriate degree of
generalization unless some information about the size of the
target grammar is available [17].
The class of parse trees generated by a context-free
grammar can be characterized as a rational tree language
[18], [19] and any rational tree language can be recognized
by a bottom-up (also called frontier-to-root or ascending)
finite-state tree automaton.2 The class of k-testable tree
languages [21] is a proper subclass of the class of rational
tree languages, where the effect of events that have
occurred beyond a certain depth window are ignored when
processing a tree. Then, k-testable tree models can be
regarded as a special case of automata whose states are
simply subtrees truncated to a certain depth. If valence (that
is, number of children) remains bounded, the number of
states in the automaton remains finite (and observable).
Stochastic models that assign a probability to a tree can be
useful to select the best parse tree for a sentence and resolve
structural ambiguity. For instance, in many natural-language
processing applications, obtaining the correct syntactical
structure for a sentence is an important intermediate step
before assigning an interpretation to it. But, ambiguous
parses are very common in real natural-language sentences
(e.g., those longer than 15 words; the fact that many
ambiguous parse examples in books sound a bit awkward
is due to the fact that they involve short sentences [22], [23,
p. 411]). Choosing the correct parse for a given sentence is a
crucial task if one wants to interpret the meaning of the
sentence, due to the principle of compositionality [24, p. 358],
which states, informally, that the interpretation of a sentence
is obtained by composing the meanings of its constituents
according to the groupings defined by the parse tree.3
As will be introduced in this paper, a class of probabil-
istic models analogous to the k-gram models can be defined
for tree languages. In this probabilistic extension, the
automaton behaves as a top-down generating device, but
the computation is still performed bottom-up: The state that
generates a subtree can be recognized by a finite-state
computation over the generated subtree or, more precisely,
over those nodes lying within a depth k in the subtree.
Our notation is introduced in Section 2 and some known
properties of strictly locally testable tree languages are
presented in Section 3. In Section 4, we show how to obtain
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1. In their original denomination [4], these models were called k-testable
in the strict sense but, in the following, we will simply refer to them as
k-testable.
2. It is known [18], [20] that the class of languages that can be recognized
by deterministic top-down (root-to-frontier or descending) tree automata is
a proper subset of those recognizable by bottom-up automata.
3. The principle of compositionality in natural language is akin to the
concept of syntax-directed translation used in compiler construction [25, p. 25]
and to the principles which inspire the syntactic transfer architecture used in
machine translation systems [26].
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from a given, general, tree automaton the k-testable auto-
maton that minimizes the relative entropy or Kullback-
Leibler divergence [27] to the original one. In Section 5, we
justify how the best model from a stochastic sample is
obtained. The application of these models to describe the
syntactical structure of sentences is presented in Section 6,
together with some techniques to smooth the distributions.
Experiments using one of these models, called child-annotated
model for short, for structural disambiguation are presented
in Section 7 and compared with other family-annotated
models. Finally, conclusions are given in Section 8.
2 TREES AND TREE AUTOMATA
Given a finite set of symbols (called the alphabet)
 ¼ f1; . . . ; jjg, the language T of -trees can be
defined recursively. On the one hand, all symbols in 
are -trees whose depth is zero. On the other hand, given
a symbol  2  and m > 0 -trees t1; . . . ; tm, ðt1    tmÞ is a
new -tree in T of depth 1þmaxifdepthðtiÞg and with
root label . For instance, the depth 3 fa; bg-tree
aðaðaðabÞÞbÞ in Tfa;bg is depicted in Fig. 1. In the following,
we will assume that  is given and then, we will simply
use the name trees for all t 2 T and, labels for all  2 .
Any subset of T will be called a tree language. The set of
subtrees of a tree t is
subðtÞ ¼ fg if t ¼  2 ftg [Smi¼1 subðtiÞ if t ¼ ðt1    tmÞ 2 T  :

ð1Þ
Finite-state automata are processing devices with a finite
number of states. In contrast to the case of strings, where the
automaton computes a new state for every prefix [16], a
frontier-to-root tree automaton processes the tree in a bottom-
up fashion and a state is computed for every subtree. If the
subtree consists of a root node with m subtrees, the state is
computed as a function of the root label and of the m states
obtained after processing the subtrees. Therefore, the auto-
maton needs a collection of transition functions, one for each
possible value of m.
Formally, a deterministic finite-state tree automaton
(DTA) is defined as A ¼ ðQ;;; F Þ, where Q ¼
fq1; . . . ; qjQjg is a finite set of states,  ¼ f1; . . . ; jjg is
the alphabet, F  Q is the subset of accepting states, and
 ¼ f0; 1; . . . ; Mg is a collection of transition functions
of the form m : Qm ! Q. For every tree t 2 T, the
output ðtÞ 2 Q when A operates on t is
ðtÞ ¼ 0ðÞ if t ¼  2 
mð; ðt1Þ; . . . ; ðtmÞÞ if t ¼ ðt1    tmÞ 2 T  :

ð2Þ
For instance, if 0ðaÞ ¼ q1, 0ðbÞ ¼ q2, 2ða; q1; q2Þ ¼ q2,
and 1ða; q2Þ ¼ q1, the result of the operation of A on
tree aðaðaðabÞÞbÞ depicted in Fig. 1 is ðtÞ ¼ 2ða; ðaðaðabÞÞÞ;
ðbÞÞ. Recursively, one gets ðtÞ ¼ 2ða; q1; q2Þ ¼ q2, as shown
in Fig. 2.
The tree language LðqÞ accepted by state q 2 Q is the
subset of trees in T with output q
LðqÞ ¼ ft 2 T : ðtÞ ¼ qg ð3Þ
and the tree language LðAÞ recognized by the automaton A
is the subset of trees in T whose output is a state in F
LðAÞ ¼
[
q2F
LðqÞ: ð4Þ
Each language that can be recognized by a DTA is a rational
tree language. In case that a transition function m is a partial
mapping, all undefined transitions are assumed to lead to a
special absorption state ?62 F . With this assumption, the
languages LðqÞ define a partition of T.
Probabilistic tree automata generate a probability distri-
bution over the trees in T by using only a finite number of
parameters and are more naturally seen as top-down
generating devices. In particular, a probabilistic DTA
incorporates a probability for every transition in the auto-
maton, normalized so that the probabilities of the transitions
leading to the same state add up to one. In other words, there
is a collection of functions P ¼ fp0; p1; p2; . . . ; pMg of the type
pm : Qm ! ½0; 1 such that they satisfy, for all q 2 Q,
X
2
XM
m¼0
X
i1;...;im2Q:
mð;i1;...;imÞ¼q
pmð; i1; . . . ; imÞ ¼ 1: ð5Þ
With this normalization, P defines a probability dis-
tribution4 over every LðqÞ. In order to define a
probability distribution over T, every probabilistic deter-
ministic tree automaton (PDTA) A ¼ ðQ;; ; P ; Þ also
provides a function  : Q! ½0; 1 which, for every
q 2 Q, gives the probability of the class LðqÞ and satisfies
X
q2Q
ðqÞ ¼ 1: ð6Þ
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Fig. 1. A graphical representation of the tree aðaðaðabÞÞbÞ. Fig. 2. Output states after the computation of the tree automaton A
on aðaðaðabÞÞbÞ.
4. Although additional constraints are necessary to guarantee its
consistency, see [28].
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Then, the probability of a tree t in the stochastic language
generated by A is defined as
pðtjAÞ ¼ ððtÞÞ ðtÞ; ð7Þ
where ðtÞ is the product of the probabilities of all the
transitions performed when A operates on t, that is,
ðtÞ ¼
p0ðÞ if t ¼  2 
pmð; ðt1Þ; . . . ; ðtmÞÞ
ðt1Þ   ðtmÞ if t ¼ ðt1    tmÞ 2 T  :
8><
>:
ð8Þ
For instance, in the example used to draw Fig. 2, the
probability of tree aðaðaðabÞÞbÞ computed by the PDTA is
ðq2Þp2ða; q1; q2Þ2p1ða; q2Þp0ðbÞ2p0ðaÞ. Any probability distri-
bution over T defined by a PDTA will be called a stochastic
rational tree language.
3 STRICTLY LOCALLY TESTABLE TREE
LANGUAGES
Strictly locally testable languages are characterized, in the
case of strings, by defining
1. the allowed set of substrings of length k and
2. the sets of allowed prefixes and suffixes of length
strictly smaller than k.
In the case of trees, as described by Knuutila [21], the
concept of k-fork plays the role of the substrings and the
k-root and k-subtrees play the role of the prefixes and
suffixes. Every k-fork contains a node and all its descen-
dents lying at a depth smaller that k. The k-root of a tree is
its topmost k-fork and the k-subtrees are all the subtrees
whose depth is smaller than k. These concepts are
illustrated in Fig. 3 and formally defined below.
For all k > 0 and for all trees t ¼ ðt1    tmÞ 2 T, the
k-root of t is the tree in T is defined as
rkððt1    tmÞÞ ¼  if k ¼ 1ðrk1ðt1Þ    rk1ðtmÞÞ otherwise:

ð9Þ
In case m ¼ 0, that, is t ¼  2 , then rkðÞ ¼ .
On the other hand, the set fkðtÞ of k-forks and the set skðtÞ
of k-subtrees of a tree t are defined for all k > 0 as follows:
fkððt1    tmÞÞ ¼
; if depthððt1    tmÞÞ< k 1
frkððt1    tmÞÞg[
Sm
i¼1 fkðtiÞ otherwise:

ð10Þ
skððt1    tmÞÞ ¼
ðt1    tmÞ [
Sm
i¼1 skðtiÞ if depthððt1    tmÞÞ < kSm
i¼1 skðtiÞ otherwise:
 ð11Þ
In the particular case t ¼  2 , then skðtÞ ¼ f1ðtÞ ¼  and
fkðtÞ ¼ ; for all k > 1. For instance, if t ¼ aðaðaðabÞÞbÞ, then
one gets r2ðtÞ ¼ faðabÞg, f3ðtÞ ¼ faðaðaÞbÞ; aðaðaðbÞÞÞg, and
s2ðtÞ ¼ faðabÞ; a; bg, as shown in Fig. 3.
A k-testable tree language consists of trees whose k-forks,
ðk 1Þ-subtrees, and ðk 1Þ-root belong to predefined sets.
More precisely, a tree language T  T is k-testable (with
k 2) if there exist three finite subsetsR;F ;S  T such that
t 2 T , rk1ðtÞ 2 R ^ fkðtÞ  F ^ sk1ðtÞ  S: ð12Þ
Without loss of generality, it can be assumed that R 
rk1ðF [ SÞ and S  sk1ðFÞ. With these assumptions, it can
be proven that any k-testable language is rational [21].
Indeed, the DTA ðQ;;; F Þ with
Q ¼ rk1ðF [ SÞ
F ¼ R
mð; t1; . . . ; tmÞ ¼
rk1ððt1    tmÞÞ if ðt1    tmÞ 2 F [ S
? otherwise

ð13Þ
recognizes the language T defined by (12). We will call the
automaton obtained in this way a k-testable DTA.
As proven by Knuutila [21], the k-testable class can be
identified in the limit [29] from positive samples and, given a
sample set  ¼ f1; 2; 3; . . . ; jjg of trees in the language T ,
using R ¼ rk1ðÞ, F ¼ fkðÞ, and S ¼ sk1ðÞ, defines the
minimal k-testable model that recognizes . As an illustra-
tion, consider the single-example sample  ¼ faðaðaðabÞÞbÞg
and k ¼ 3. Then, one gets the set of states Q ¼ faðabÞ;
aðaÞ; a; bg with acceptance subset F ¼ faðabÞg. The defined
transitions are 0ðaÞ ¼ a, 0ðbÞ ¼ b, 2ða; a; bÞ ¼ aðabÞ, 2ða;
aðaÞ; bÞ ¼ aðabÞ, and 1ða; aðabÞÞ ¼ aðaÞ.
In the following, we will call a probabilistic k-testable tree
automaton any PDTA whose structure (that is, the transi-
tions and states) is built according to (13) and will call the
distribution generated by a PDTA of this type a stochastic
k-testable tree language. Therefore, stochastic k-testable tree
languages are a proper subclass of stochastic rational tree
languages. However, as will be shown in the next section, a
k-testable model that approximates a given stochastic
rational tree language can be efficiently obtained.
4 APPROXIMATING PROBABILISTIC DTA BY
k-TESTABLE AUTOMATA
This section describes a procedure to build a probabilistic
k-testable tree automaton upon a given DTA so that the
relative entropy [27] to a second probabilistic automaton is
minimal. In the case of strings, Stolcke and Segal [30] describe
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Fig. 3. (a) Set of 3-forks contained in aðaðaðabÞÞbÞ. (b) Its 2-root (dash-
dotted) and 2-subtrees.
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a procedure to obtain a k-gram model from a probabilistic
context-free grammar, although its relation to the relative
entropy is not shown. Here, we will start by defining the states
and transitions of the k-testable tree automaton and, then, we
will describe how the probabilities are computed.
4.1 States and Transitions
Assume that we are given a general probabilistic DTA A ¼
ðQ;;; P ; Þ and, for a certain k > 1, we want to obtain a
probabilistic k-testable tree automaton A0 ¼ ðQ0;;0; P 0; 0Þ
such that the relative entropy (see Section 4.2) betweenA and
A0 is minimal. In order to find the states and transitions inA0,
one needs to know the set ½k of k-forks and ðk 1Þ-subtrees
that A may generate, that is,
½k ¼ frkðtÞ : t 2 T ^ ðtÞ 6¼?g ¼
[
q 6¼?
rkðLðqÞÞ: ð14Þ
The sets rkðLðqÞÞ can be efficiently built by means of an
iterative procedure:
r1ðLðqÞÞ ¼f 2  : 0ðÞ ¼ qg[
f 2  : 9i1; . . . ; im 2 Q : mð; i1; . . . ; imÞ ¼ qg:
And, for all k > 1,
rkðLðqÞÞ ¼ f 2  : 0ðÞ ¼ qg [ fðt1    tmÞ :
9i1; . . . ; im 2 Q : mð; i1; . . . ; imÞ ¼ q
^
8n ½tn 2 rk1ðLðinÞÞg:
ð15Þ
From (13), the set of states Q0 is simply given by
Q0 ¼ rk1ð½kÞ ¼ ½k1 and 0 contains 0mð; t1; . . . ; tmÞ ¼
rk1ððt1    tmÞÞ if ðt1    tmÞ 2 ½k (and equals ? other-
wise). For instance, let  in the automaton A contain the
following transitions:
0ðaÞ ¼ 2ða; q1; q2Þ ¼ q1;
0ðbÞ ¼ 2ða; q1; q1Þ ¼ q2;
ð16Þ
with the rest being undefined. In such a case, A is not
k-testable and ½1 ¼ fa; bg, Q0 ¼ ½2 ¼ fa; b; aðaaÞ; aðabÞg
and ½3 contains the 14 trees depicted in Fig. 4. Each tree
in ½3 corresponds to a defined transition in 0: For
instance, the first tree in the third line in the figure
corresponds to 2ða; aðabÞ; bÞ ¼ aðabÞ.
4.2 Probabilities
Next, we proceed to compute the probabilities inP 0 and0 that
minimize the relative entropy. Indeed, the procedure will also
be valid to obtain an approximate PDTA with the structure of
any given DTA. Recall that the relative entropy HðA;A0Þ
between two PDTA A and A0 is HðA;A0Þ ¼ GðA;A0Þ 
GðA;AÞ with
GðA;A0Þ ¼ 
X
t2T
pðtjAÞ log pðtjA0Þ: ð17Þ
The component that depends on the model A0, that is,
GðA;A0Þ can be computed as the addition of two terms [31]:
GðA;A0Þ ¼ 
X
i2Q
j2Q0
ij ðiÞ log 0ðjÞ ð18Þ
and
GðA;A0Þ ¼
XM
m¼0
X
2
X
i1;i2;...;im2Q
X
j1;j2;...;jm2Q0
Cmð;i1;i2;...;imÞ pmð; i1; i2; . . . ; imÞ
log p0mð; j1; j2; . . . ; jmÞ i1j1i2j2 . . . imjm ;
ð19Þ
where Cq is the expected number, according to the
automaton A, of nodes of type q in a tree and ij
represents the probability with respect to A that a node of
type i 2 Q expands as a subtree t such that 0ðtÞ ¼ j. All
the coefficients Cq and ij can be efficiently computed
using iterative procedures as described in [31]:
ij ¼
XM
m¼0
X
2X
i1;...;im2Q:
mð;i1;...;imÞ¼i
X
j1;...;jm2Q0:
0mð;j1;...;jmÞ¼j
pmð; i1; . . . ; imÞ i1j1i2j2 . . . imjm
ð20Þ
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Fig. 4. Set ½3 of 2-subtrees and 3-forks generated by the automaton A
with the transitions defined in (16).
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Ci ¼ðiÞ
þ
X
j2Q
Cj
XM
m¼1
X
2
X
j1;j2;...;jm2Q:
ð;j1;...;jmÞ¼j
pmð; j1; j2; . . . ; jmÞ
Xm
n¼1
Dði; jnÞ;
ð21Þ
where Dði; jÞ ¼ 1 if i ¼ j and zero otherwise.
In order to minimize G one has to take into account
that 0 is normalized according to (6). Then, we will add
a Lagrange multiplier  when differentiating with respect
to 0ðjÞ:
@G
@0ðjÞ þ  ¼ 0: ð22Þ
Then, one gets
0ðjÞ ¼ 1

X
i2Q
ij ðiÞ; ð23Þ
where  ¼ 1 as a consequence of (6) and the normal-
ization
P
j2Q0 ij ¼ 1.
On the other hand, the probabilities in P 0 are tied by
the set of normalizations (5). This means that, when
minimizing with respect to parameter p0mð; j1; . . . ; jmÞ, a
Lagrange multiplier 0mð;j1;...;jmÞ has to be included. In this
case, one gets
p0mð; j1; j2; . . . ; jmÞ ¼
1
0mð;j1;j2;...;jmÞX
i1;i2;...;im2Q
Cmð;i1;i2;...;imÞ pmð; i1; i2; . . . ; imÞ i1j1i2j2    imjm :
ð24Þ
The normalization (5), together with (20), entails that
j ¼
P
i2Q Ci ij.
It is worth remarking that (23) and (24) are also valid
in case A is any given nondeterministic tree automaton
provided that (20) and (21) are suitably rewritten.
As an illustration, Tables 1 and 2 describe a
k-testable automaton A0 with k ¼ 3 that approximates
the (non-k-testable) PDTA with  defined in (16) and
the following transition probabilities
ðq1Þ ¼ 1; ðq2Þ ¼ 0;
p0ðaÞ ¼ p0ðbÞ ¼ 0:75;
p2ða; q1; q2Þ ¼ p2ða; q1; q1Þ ¼ 0:25:
Table 3 shows how the relative entropy between the
original model and the approximate one is small
compared to the entropy of the automaton (in this
example, HðAÞ ¼ GðA;AÞ ¼ 1:6226 bits). The Kullback-
Leibler divergence or relative entropy between the exact
model A and the approximate one A0 is computed using
(18) to (21). As expected, the quality of the approximation
improves as k increases at the expense of a considerable
growth in the number of states so that moderate values of
k are to be preferred.
5 LEARNING STOCHASTIC STRICTLY LOCALLY
TESTABLE TREE LANGUAGES
A number of algorithms have been proposed in the past to
build automata from stochastic samples. In some cases, the
result is a nondeterministic automaton [17], [32]; in others,
the automata are deterministic [33], [34]. Here, a stochastic
sample  ¼ 1; 2; . . . jj consists of a sequence of (possibly
repeated) trees generated according to an unknown
probability distribution and a procedure to learn a
probabilistic model from  can be derived using the
results in former section.
Given a stochastic sample , we will denote with ^ the
set of (different) trees in . It is always possible to build a
trivial PDTA A such that, for every tree t in the sample,
pðtjAÞ coincides with the relative frequency of t in the
sample as follows:
Q ¼ subð^Þ;
mð; t1; . . . ; tmÞ ¼
ðt1    tmÞ if ðt1    tmÞ 2 Q;
? otherwise;

pmð; t1; . . . ; tmÞ ¼ 1 for all ðt1    tmÞ 2 Q;
ðtÞ ¼ 1jj
Xjj
n¼1
Dðt; nÞ:
ð25Þ
Note that ðtÞ ¼ t for all trees in the sample.
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TABLE 1
Probabilities 0 for the Approximate 3-Testable Automaton A0
Note that the possible arguments of 0 are the 2-roots of the trees in Fig. 4.
TABLE 2
Probabilities in P 0 for the Approximate 3-Testable Model
after the Same Example Automaton A
Each probability corresponds to a tree in Fig. 4. The probabilities in the
same block add up to 1.
TABLE 3
Kullback-Leibler Divergence (Bits) in the Example between the
Approximate Automaton A0 and the Original One A (Whose
Entropy Is HðAÞ ¼ 1:6226) for Different Values of k
The second column shows the number of transitions in 0, that is, the
size of the set ½k.
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On the other hand, as described after (13), the minimal
k-testable model A0 recognizing ^ has states Q0 ¼ ½k1 and
transitions 0mð; t1; . . . ; tmÞ ¼ rk1ððt1    tmÞÞ with
½k ¼
[jj
n¼1
fkðnÞ [ sk1ðnÞ: ð26Þ
Then, 0ðtÞ ¼ rk1ðtÞ for all t 2 ^.
In order to find the probabilities 0 in the corresponding
PDTA, one should note that, in this case, ij is 1 if rk1ðiÞ ¼ j
and zero otherwise. Then, using (23), one gets
0ðjÞ ¼ 1jj
Xjj
n¼1
X
i2Q
Dðrk1ðiÞ; jÞ Dði; nÞ
¼ 1jj
Xjj
n¼1
Dðj; rk1ðnÞÞ:
ð27Þ
Finally, in order to obtain P 0, one should take into
account that, in this case, Ci ¼ 1jj
P
n ði; nÞ, where ðt; Þ
counts the number of nodes in  that expand a subtree s
such that s ¼  . Then, one gets, for the denominator in (24),
1
jj
Xjj
n¼1
E½k1ððt1    tmÞ; nÞ; ð28Þ
where
E½k1ðj; nÞ ¼
X
i2Q
ði; nÞDðrk1ðiÞ; rk1ðjÞÞ ð29Þ
counts the number of nodes in n that expand a subtree s
such that 0ðsÞ ¼ 0ðjÞ.
On the other hand, rk1ði1Þ ¼ j1; . . . and rk1ðimÞ ¼ jm if
and only if rkðði1; . . . ; imÞÞ ¼ ðj1; . . . ; jmÞ. Taking this into
account, one gets, for the numerator in (24),
1
jj
Xjj
n¼1
X
i1im2Q
ðði1    imÞ; nÞDðrkðði1    imÞÞ; ðj1    jmÞÞ
ð30Þ
and, therefore,
p0mð; j1; . . . ; jmÞ ¼
P
n E
½kððj1    jmÞ; nÞP
n E
½k1ððj1    jmÞ; nÞ : ð31Þ
As expected, (27) and (31) show that the closest automaton
A0 to the sample  is obtained when each transition is
assigned a probability that is proportional to the number of
times the transition is performed when processing the
sample. In practice, it is useful to store the probabilities
given by these equations as pairs (numerator, denominator),
so that, if a new tree  is added to the sample , the
automaton A0 can be easily updated to account for the
additional information. For this incremental update, it
suffices to increment each term in the pair with the partial
sums obtained for  .
In our example with k ¼ 3, presented at the end of
Section 3, where  ¼ aðaðaðabÞÞbÞ, the relevant values (see
Fig. 3) are:
E½3ðaðaðaÞbÞ; Þ ¼ E½3ðaðaðabÞÞ; Þ
¼ E½3ðaðabÞ; Þ ¼ E½3ða; Þ ¼ 1
E½3ðb; Þ ¼ 2
E½2ðaðaÞ; Þ ¼ E½2ða; Þ ¼ 1
E½2ðaðaðaÞbÞ; Þ ¼ E½2ðaðabÞ; Þ ¼ E½2ðb; Þ ¼ 2:
Then, one gets for the five transitions involved:
p2ða; aðaÞ; bÞÞ ¼ p2ða; a; bÞ ¼ 1=2;
p0ðaÞ ¼ p0ðbÞ ¼ p1ða; aðabÞÞ ¼ 1;
and ðq2Þ ¼ 1. All other probabilities are zero. If we
compute, for instance, the probability of aðaðaðabÞÞÞbÞ with
this model, the result is 1/4.
6 SMOOTHED OFFSPRING ANNOTATED MODELS OF
SYNTACTICAL STRUCTURE
Context-free grammars may be considered the customary
way of representing syntactical structure in natural lan-
guage sentences. A set of rather radical hypotheses as to
how humans select the best parse tree [35] proposes that a
great deal of syntactic disambiguation may actually occur
without the use of any semantic information, that is, just by
selecting a preferred parse tree. It may be argued that the
preference of a parse tree with respect to another is largely
due to the relative frequencies with which those choices
have led to a successful interpretation. This sets the ground
for a family of techniques which use a probabilistic scoring
of parses to find the correct parse in each case.
Probabilistic scorings depend on parameters which are
usually estimated from data, that is, from parsed text corpora
such as the Penn Treebank [36]. The most straightforward
approach is that of treebank grammars [37]. Treebank gram-
mars are probabilistic context-free grammars (PCFG) in
which the probability that a particular nonterminal is
expanded according to a given rule is estimated as the relative
frequencyof thatexpansion bysimplycounting the number of
times it appears in a manually parsed corpus. Our probabil-
istic k-testable models can be regarded as offspring-annotated
models where the expansion probabilities are dependent on
the future expansions of children and include treebank
grammars as a special case. Other models, such as Johnson’s
[38] parent-annotated models (or, more generally, ancestor
annotated models) and IBM history-based grammars [23,
p. 423], [39]or Bod and Scha’s Data-Oriented parsing [40]offer
an alternate approach in which the probability of expansion of
a given nonterminal is made dependent on the previous
expansions. An interesting property of many of these models
is that, even though they may be seen as context-dependent,
they may still be easily rewritten as context-free models in
terms of specialized versions of the original nonterminals.
For instance, if  ¼ 1; 2; . . . ; jj is a treebank, that is, a
stochastic sample of parse trees, the alphabet  can be safely
partitioned into the subset s1ð^Þ of labels that may only
appear at leaves (usually lexical forms or part of speech tags)
and its complementary subset  s1ð^Þ of labels at internal
nodes (syntactic tags). Then, we can define a probabilistic
k-testablegrammar asG½k ¼ ðV ½k; T ; I; R½k; p½kÞ, whereV ½k ¼
fIg [ rk1ðfkð^Þ [ sk1ð^ÞÞ  s1ð^Þ is the set of nonterminals,
T ¼ s1ð^Þ is the set of terminals, I is the start symbol,R½k is the
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set of production rules, and p½k a probability function, builts
as follows:
. For every tree t 2 rk1ð^Þ, add the rule I ! t to R½k
and compute its probability as
p½kðI ! tÞ ¼ 1jj
Xjj
n¼1
Dðt; rk1ðnÞÞ:
. For every tree ðt1t2    tmÞ 2 fkð^Þ, add the rule rk1
ððt1t2    tmÞÞ ! t1 t2 . . . tm to R½k and compute its
probability as
p½kðrk1ððt1t2    tmÞÞ!t1 t2 . . . tmÞ
¼
P
n E
½kððt1t2    tmÞ; nÞP
n E
½k1ððt1t2    tmÞÞ; nÞ :
. For every tree ðt1t2 . . . tmÞ 2 sk1ð^Þ  T , add the
rule ðt1t2    tmÞ ! t1 t2 . . . tm to R½k, its probability
being one:
p½kððt1t2 . . . tmÞ!t1 t2 . . . tmÞ ¼ 1:
The above rules and probabilities are analogous to those
given by (27) and (31) and define a consistent probabilistic
context-free grammar.5 With this definition, when k ¼ 2, only
the label of the node is taken into account and the k-testable
model coincides with the simple rule-counting approach
used in treebank grammars [37]. As an illustration, consider a
tiny sample containing only the parse tree tdepicted in Fig. 5.
Then, r1ðtÞ ¼ S, f2ðtÞ ¼ fSðNPVPÞ, NPðNÞ, VPðVNPÞ, NP
ðNPPPÞ, PPðPNPÞg, s1ðtÞ ¼ fN; V ; Pg, and the PCFG is G½2
¼ ðfI; S;NP;VP;PPg; fN;V;Pg; I; R½2; p½2Þ with rules and
probabilities
I ! S ð1Þ
S ! NP VP ð1Þ
NP ! NP PP ð0:25Þ
NP ! N ð0:75Þ
VP ! V NP ð1Þ
PP ! P NP ð1Þ:
When k ¼ 3, one gets a child-annotated model, that is,
nonterminal symbols are of the form ð1 2 . . . mÞ. In our
example, r2ðtÞ¼SðNPVPÞ, f3ðtÞ ¼ fSðNPðNÞVPðVNPÞÞ,VP
ðVNPðNPPPÞÞ, NPðNPðNÞPPðPNPÞÞ, PPðPNPðNÞÞg, s2ðtÞ
¼ fNPðNÞ;N;V;Pg, and the PCFG is G½3 ¼ ðfI, SðNP VPÞ,
NPðNÞ, VPðVNPÞ, NPðNPPPÞ, PPðPNPÞg, fN;V;Pg,
I; R½3; p½3Þ with rules and probabilities
I ! SðNPVPÞ ð1Þ
SðNPVPÞ ! NPðNÞ VPðVNPÞ ð1Þ
VPðVNPÞ ! V NPðNPPPÞ ð1Þ
NPðNPPPÞ ! NPðNÞ PPðPNPÞ ð1Þ
PPðPNPÞ ! P NPðNÞ ð1Þ
NPðNÞ ! N ð1Þ:
In general, k-testable grammars with larger values of k
contain more specialized rules and, therefore, are less
ambiguous and allow for faster parsing. In contrast, typical
treebank grammars have 100 percent coverage (as remarked
in [37]) unlike with higher order grammars where sentences
without a valid parse tree are not uncommon. Therefore, the
use of smoothing techniques becomes necessary if one wants
to use these models for parsing. Two classical techniques of
this type are linear interpolation and backing-off [9].
Smoothing through linear interpolation is performed by
computing the probability of events as a weighted average
of the probabilities given by different models. For instance,
the smoothed probability of a k-testable model can be
computed as a weighted average of the probability given by
the grammar G½k and that given by the grammar G½k1:
p tjG½kINT
 
¼ ð1 	Þ p tjG½k
 
þ 	 p tjG½k1
 
: ð32Þ
In turn, pðtjG½k1Þ can be replaced by its smoothed version.
The parameter 	 2 ½0; 1 can be chosen to maximize the
likelihood of the sample. In practice, linear interpolation can
be slow as it is dominated by the lower-order, more
ambiguous, parse.
In contrast, backing-off allows one to avoid lower-order
parsing when possible:
p½kðtjG½kTREEÞ ¼
ð1 	Þ p tjG½k  if p tjG½k  > 0
	
 p tjG½k1
 
otherwise;

ð33Þ
where  is a normalization factor that can be computed as
 ¼ 1
X
t:pðtjG½kÞ>0
p tjG½k1
 
: ð34Þ
If the parameter 	 is small, this approach essentially parses
the sentence with the higher-order grammar unless no
parse tree is provided by this grammar. Because only in
such a case is the lower-order model called, backing-off is
faster than linear interpolation. However, the lack of a
single rule in the sample can force the parser to use the
lower-order model and then loose all the higher-order
information for a whole sentence.
Here, we introduce an alternative approach: the use of
rule-based backing-off. In this approach, the set of rules is
generalized with the probabilities
p ðrk1ððt1    tmÞÞ ! t1 t2    tmjG½kRULE
 
¼
ð1 	Þ p½kðrk1ððt1    tmÞÞ ! t1 t2    tmÞ
if p½kðrk1ððt1    tmÞÞ ! t1 t2    tmÞ > 0
	
ðrk1ððt1tmÞÞÞ
Q
i:rk2ðtiÞ6¼ti p
½k1ðrk2ðtiÞ ! tiÞ otherwise;
8><
>:
ð35Þ
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5. As shown in [41] and [42], maximum-likelihood PCFGs preserve
consistency.
Fig. 5. An example of parse tree.
Authorized licensed use limited to: UNIVERSIDAD DE ALICANTE. Downloaded on December 2, 2008 at 03:41 from IEEE Xplore.  Restrictions apply.
where t1; . . . ; tm are parse trees and
ðrk1ððt1    tmÞÞÞ ¼
1
X
rk1ððt1tmÞÞ!1m2R½k
Y
i:rk2ðiÞ6¼i
p½k1ðrk2ðiÞ ! iÞ: ð36Þ
Using this rule-based backing-off requires the imple-
mentation of specific parsers as building the whole
grammar is unfeasible due to the large number of implicit
rules (even if only those assigned a strictly positive
probability in the last case of (35) are considered). An
alternative scheme that requires only minor modifications is
using a quasi-equivalent grammar G0 built as follows:
1. Add the rules in R½k to R0 with probabilities
p0ðX ! 
Þ ¼ ð1 	Þ p½kðX ! 
Þ:
2. For every variable ðt1 t2    tmÞ in V ½k, add a rule
ðt1 t2    tmÞ ! t1 t2 . . . tm to R0 whose probability is
p0ððt1 t2    tmÞ ! t1 t2 . . . tmÞ ¼ 	
ððt1    tmÞÞ :
3. For every rule rk2ððt1 t2    tmÞÞ ! t1 t2    tm in
R½k1, add rk2ððt1 t2    tmÞÞ ! rk1ððt1 t2    tmÞÞ
to R0 and the probability
p0ðrk2ððt1 t2    tmÞÞ ! rk1ððt1 t2    tmÞÞÞ ¼
p½k1ðrk2ððt1 t2    tmÞÞ ! t1 t2    tmÞ:
As shown in Fig. 6, the parse trees generated by this
grammar G0 and their probabilities are, after an adequate
projection , identical to those generated by using (35): If a
node with label X has as single descendent a subtree Y ð
Þ
and the depth of label X is smaller than that of label Y ,
the projection operation  has to be applied so that
ðXðY ð
ÞÞÞ ¼ Y ð
Þ. Then, G0 can be used with a standard
chart parser provided that some care is taken to avoid
selecting a projected subtree whenever the same subtree
can be obtained without projection. This can be checked
by redefining the suitable comparison operator so that t1
is not a better tree than t2 if ðt1Þ ¼ ðt2Þ ¼ t2 (even if
pðt1jG0Þ > pðt2jG0Þ.
7 EXPERIMENTS
7.1 General Conditions
We have performed a series of experiments to assess the
structural disambiguation performance of offspring-anno-
tated models as compared to standard treebank grammars,
that is, to compare their relative ability for selecting the best
parse tree. To better put these comparisons in context, we
have also evaluated Johnson’s [38] parent annotation scheme.
To build training corpora and test sets of parse trees, we have
used English parse trees from the Penn Treebank, release 3,
with small, basically structure-preserving modifications
(consistently with previous work [37], [38]):
. insertion of a root node, I ¼ ROOT, in all sentences,
to encompass the sentence and final periods, etc.,
. removal of nonsyntactic annotations (prefixes and
suffixes) from constituent labels (for instance,
NP-SBJ is reduced to NP),
. removal of empty constituents, and
. collapse of single-child nodes with the parent node
when they have the same label.6
In all experiments, the training corpus consisted of all of
the trees (41,532) in sections 02 to 22 of the Wall Street
Journal portion of Penn Treebank, modified as above. This
gives a total number of more than 600,000 subtrees. The
test set contained all sentences in Section 23 having less
than 40 words.
All grammar models were written as standard context-free
grammars and a chart parser [43] was used to obtain the most
likely parse for each sentence in the training set. This parse
was compared to the corresponding gold-standard tree in the
test set using the customary PARSEVAL evaluation metric
[22], [23, p. 432] after deannotating the most likely tree
delivered by the parser. PARSEVAL gives partial credit to
incorrect parses by establishing three measures:
. Labeled precision (P ) is the fraction of correctly labeled
nonterminal bracketing (constituents) in the most
likely parse which match the gold-standard parse,
. Labeled recall (R) is the fraction of brackets in the
gold-standard parse which are found in the most
likely parse with the same label, and
. Crossing brackets (X) refers to the fraction of
constituents in one parse cross over constituent
boundaries in the other parse.
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6. As most cases are labeling mistakes.
Fig. 6. (a) Parse tree obtained with G½2, (b) parse tree obtained with G½3, invalid if the rule VPðMDVPÞ ! MD VPðVBNPÞ is missing in R½3, and
(c) parse tree obtained with G0, where backoff rules VPðMDVPÞ ! MD VP and VP! VPðVBNPÞ have been applied.
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The crossing brackets measure does not take constituent
labels into account and will not be shown here. Some authors
(see, e.g., [44]) have questioned partial-credit evaluation
metrics such as the PARSEVAL measures. In particular, if
one wants to use a probability model to perform structural
disambiguation before assigning some kind of interpretation
to the parsed sentence, it may well be argued that the exact
match between the gold-standard tree and the most likely
tree is the only possible relevant measure. It is, however,
known that the Penn Treebank, even in its release 3, still
suffers from problems. One of the problems worth mention-
ing (discussed in detail by Krotov et al. [45]) is the presence of
far too many partially bracketed constructs according to
rules like NP! NN NN CC NN NNS, which lead to very
flat trees, when one can, in the same treebank, find rules such
as NP! NN NN, NP! NN NNS, and NP! NP CC NP,
which would lead to more structured parses, such as that
depicted in Fig. 7.
Some of these flat parses may indeed be too flat to be useful
for semantic purposes and have little linguistic plausibility;
therefore, if one gets a more refined parse, one may consider it
to be the one leading to the correct interpretation or not, but it
surely contains more information than the flat, unstructured
one. For this reason, we have chosen to give, in addition to the
exact-match figure, the percentage of trees having 100 percent
recall because these are the trees in which the most likely
parse is either exactly the gold-standard parse or a refinement
thereof in the sense of the previous example.
7.2 Structural Disambiguation Results
The models which were evaluated are the following:
1. a standard treebank grammar[37], with no annota-
tion of node labels (15,140 rules),
2. a parent-annotated grammar [38], with information
at each node of the parent’s label (23,020 rules),
3. a linear interpolation of k ¼ 3 and k ¼ 2 k-testable
grammars with parameter 	 ¼ 0:7 selected to max-
imize the likelihood of the sample,
4. a 3-testable grammar (92,830 rules) smoothed with
tree-based backing-off, and
5. a 3-testable grammar smoothed with rule-based
backing-off (adding 10,250 rules of the second type
described at the end of former section) with
parameter 	 ¼ 0:005 selected to maximize the sum
of recall and precision.
As expected, the number of rules in the model increases as
more information is conveyed by the node label, although this
increase is not extreme. On the other hand, as the general-
ization power decreases, some sentences in the test would
become unparsable by the k-testable grammar if the
unsmoothed model was used. For instance, in our experi-
ments, the child-annotated model was able to parse 94.6 per-
cent of the sentences.
The results in Table 4 show that the best parsing
performance is obtained using a child-annotated grammar
with a rule-based backing-off. The results obtained with
parent-annotated models are comparable (except for 100 per-
cent recall). However, parsers using child-annotated gram-
mars are much faster because the number of possible parse
trees considered is drastically reduced.
It may be worth mentioning that parse trees produced by
child-annotated models tend to be more structured and
refined than parent-annotated and unannotated parses,
which tend to use rules that lead to flat trees in the sense
mentioned above. Favoring structured parses may be con-
venient in some applications (especially where meaning has
to be compositionally computed), but may be less convenient
than flat parses when the structure obtained is incorrect.
8 CONCLUSIONS
We have introduced a class of probabilistic models (the
strictly k-testable class) that describes tree languages and
can be easily estimated from treebank samples. We have
found an efficient procedure to compute the probabilities of
the k-testable model that approximates any given stochastic
rational tree language. The relative entropy between the
k-testable model and the original one can also be efficiently
computed and, as expected, the divergence becomes
smaller as k increases. These strictly locally testable models
can be updated incrementally and are adequate to apply
backing-off techniques [9] or to be used as starting point by
more complex learning algorithms [34], [46].
Fixed-depth probabilistic models may be seen as a special
PCFG in which nonterminals are specialized for each possible
offspring (up to a certain depth) and, so, are the expansion
probabilities of rules. This may help model linguistic
phenomena such as the differential distribution of determi-
nants in noun phrases acting like a subject or like an object. We
have introduced a procedure to build k-testable grammars
smoothed by using a rule-based backing-off approach. In
particular, we have compared the parsing performance of
these models with that of unannotated PCFG and of parent-
annotated PCFG [38]. As future work, we plan to study the
use of statistical confidence criteria to eliminate unnecessary
annotations by merging states, therefore, reducing the
number of parameters to be estimated.
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Fig. 7. Flat and structured parse of a sentence.
TABLE 4
Parsing Results with Different Grammars: Labeled Recall R,
Labeled Precision P , Fraction of Sentences with Total
Labeled Recall fR¼100=%, Fraction of Exact Matches
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