This paper proposes a new bivariate modeling approach for setting daily equity-trading risk limits using high-frequency data. We construct one-day-ahead Value-at-Risk (VaR) forecasts by taking into account the different dynamics of the overnight and daytime return processes and their covariance. The covariance is motivated by market microstructure effects such as price staleness and news spillover. Among the competitors we include a simpler bivariate model where the overnight return is redefined by moving the open price further into the trading day, and a univariate model based on the close-to-close return and an overnight-adjusted realized volatility. We illustrate the different approaches using data on the S&P 500 and Russell 2000 indices. The evidence in favour of modeling the covariance is more convincing for the latter index due to the lower trading volumes and, relatedly, the less efficient price discovery at market open for small-cap stocks.
INTRODUCTION
The world's major stock exchanges are open for a limited number of hours each trading day. Hence, although investors receive news on a continuous basis they are able to trade immediately for only a part of the day in those exchanges. The overnight 'surprise' or close-to-open return reflects local market news accumulated during non-trading hours, such as earnings announcements, and foreign news which are immediately reflected in prices in stock exchanges from other time zones. The information flow is greater during trading (daytime) hours than during non-trading (overnight) hours. 1 However, both the increasing globalization of securities markets and the proliferation of electronic trading systems are likely to emphasize the importance of the overnight information flow, as events from around the globe can trigger investor reactions in all markets. 2 The events that occur during overnight non-trading hours will typically be impounded into prices very rapidly as an exchange opens for a new trading day.
There is ample evidence that the return process exhibits different dynamics during non-trading and trading hours (French and Roll, 1986; Lockwood and Lin, 1990; Hasbrouck, 1991; Masulis and Ng, 1995; George and Hwang, 2001 ). The contrast has been acknowledged already in various theoretical models of security returns (Oldfield and Rogalski, 1980; Slezak, 1994; Hong and Wang, 2000) .
Assuming an absence of (or thin) trading during the overnight period, a relevant question is how best to exploit the observed close-to-open price variation for daily equity tail-risk forecasting.
Our main goal is to compare various methods for embedding overnight information into forecasts of equity portfolio tail-risk behavior. Value-at-Risk (VaR) has become a standard risk management tool for setting day-to-day loss limits of trading desks, and it is widely employed by commercial banks.
VaR is the αth quantile of a portfolio's value change over a given day, expressed in probability terms as the value V aR t,α for which P (r t ≤ V aR t,α |ℑ t−1 ) = α, with r t the return on day t, and ℑ t−1 the conditioning information set at the time the forecast is made. Thus for nominal coverage α equal to 0.01 the VaR is, effectively, the lower end of a 99% confidence interval. Appropriate day-ahead VaR forecasts can aid risk managers in ensuring that trading desks stay within predefined risk limits.
Many studies in the high-frequency equity volatility forecasting literature "bundle" the squared overnight return and the daytime realized volatility into an overnight-adjusted realized volatility measure that is unconditionally unbiased for the 24-hour daily price variation. This adjustment has been usually done either by upward-scaling the realized volatility, by summing together the squared overnight return and the realized volatility, or by forming a weighted average of the squared overnight return and the realized volatility. For instance, Hansen and Lunde (2005) suggest to optimally weight, in a minimum mean-squared-error sense, the squared overnight return and the daytime realized vari-ance. We refine this approach by modeling the overnight and daytime processes separately. This paper contributes to the parametric VaR modeling literature by proposing a novel bivariate approach that not only models the dynamics of the overnight and daytime returns separately, but also accommodates their covariance. Setting trading limits using VaR forecasts has become a routine task for risk managers in banks and other financial institutions. Our approach is motivated by continuoustime price theory where each 24-hour period is explicitly decomposed into an overnight and a daytime segment. Bivariate VaR modeling has two theoretically appealing features. One is that it acknowledges different return generating processes during trading and non-trading hours (and hence, different degrees of predictability for the overnight and daytime variation), and another is that it accommodates the potentially non-zero covariance between overnight and daytime returns. During the overnight segment, equity markets are closed for trading, although news do not cease. Market microstructure effects such as price staleness and news spillover can induce a non-zero ex-ante covariance between overnight and daytime returns which may contain useful information for establishing 1-day-ahead equity VaR limits.
After the market officially opens, it takes some time before all stocks begin trading. Thus, the stock index quotes available in the first k minutes of each trading day can contain numerous stale prices, namely, individual transaction prices from the previous day. 3 The fact that the first index quotes are stale means that their values do not yet fully reflect all overnight news. Put another way, the impounding of overnight information into the prices of all portfolio constituents can spill into the trading day, inducing a non-zero ex-ante covariance between overnight and daytime returns.
We formulate and test two main hypotheses. Hypothesis I states that the overnight-daytime covariance component of a bivariate VaR model has merit for setting 1-day-ahead equity trading limits.
Hypothesis II states that modeling the overnight and daytime segments of the day separately produces VaR forecasts superior to the widespread univariate modeling of an overnight-adjusted realized volatility measure. To the best of our knowledge, Hypothesis I is novel in the literature, and the original aspect of Hypothesis II is its formulation in the context of VaR for setting day-ahead equity trading limits. 4 An important aspect of the paper is that the merit of the bivariate modeling approach is assessed through the lens of equity portfolio risk management rather than statistical predictability.
Thus the paper not only contributes to academic research on tail risk prediction but also speaks to the managers of VaR-based trading books at banks and other financial institutions.
The hypotheses are examined through the lens of two distinct VaR backtesting methods. One is the unconditional Equal Predictive Ability test proposed by Giacomini and White (2006) which assesses the significance of differences in out-of-sample forecasting performance. This test has several appealing aspects: it naturally controls for parameter estimation uncertainty, it can be used to confront nested 3 Stoll and Whaley (1990) document empirically that in the 1980s it took around 5 to 6 minutes for large stocks to open for trading in the NYSE. With the advent of electronic trading, the average time for stocks to commence trading in today's markets is much shorter, but large cap stocks will typically begin trading faster than small cap stocks. 4 Studies that model both the overnight and daytime processes include Taylor (2007) Second, the evidence is also in favor of Hypothesis II, which conveys that the separate modeling of overnight and daytime returns has economic value for setting 1-day-ahead equity trading limits relative to the widespread univariate modeling approach. Indeed, it is shown that even simpler bivariate models that neglect the covariance are able to produce superior VaR forecasts than univariate models fitted to an overnight-adjusted realized volatility series. In this sense, our findings add a risk management perspective to extant evidence on the merit of modeling separately the overnight and daytime returns.
The remainder of the paper is organized as follows. Section 2 introduces the proposed bivariate 4 model alongside the competing models to obtain parametric location-scale VaR forecasts. Section 3 outlines the forecast evaluation tests. Section 4 discusses the empirical results. Section 5 concludes.
HIGH-FREQUENCY PARAMETRIC VALUE-AT-RISK
Risk managers face the task of setting risk limits for separate business lines or trading desks (e.g., equity, FX, fixed income) which amounts to predicting a specific quantile of the close-to-close return distribution. The 1% VaR quantile of a portfolio is the maximum daily loss that is expected to be exceeded only once every 100 days. VaR has a long history dating back to the 1990s when banks started using it as a one-dimensional snapshot of downside risk and real-time risk monitoring tool.
The widespread use of VaR was formally acknowledged by the Basel Accord in 1996 when it introduced a VaR-based capital requirement framework for positions held for trading intent (BCBS, 1996) .
VaR measures can be non-parametric (e.g., historical simulation VaR), semi-parametric (e.g., CAViaR) or parametric (e.g., GARCH-based VaR) depending on the assumptions the risk manager is prepared to make. Parametric VaR measures from location-scale models remain widely used; see, e.g. In the parametric modeling strategy, under the assumption that the daily volatility process is independent of the return innovation process ε t , the quantile process for the 24-hour return r t is obtained as a simple location-scale transformation of the quantile process of ε t .
Next we discuss several modeling approaches within the parametric location-scale framework to obtain 1-day-ahead VaR forecasts. The novel bivariate approach that we propose models separately the daytime and overnight returns, and their ex-ante covariance. As reasonable competitors, we consider two simpler bivariate modeling approaches that neglect the covariance, and a univariate modeling approach that relies on the close-to-close return and an overnight-adjusted realized volatility measure.
Bivariate Modeling Approach
As in the continuous-time finance literature, the diffusion of the log price process is assumed to belong to the class of semimartingales and formalized by the stochastic differential equation
where µ t denotes the instantaneous deterministic drift term, σ t the instantaneous or spot volatility process which is stationary and independent of the random Brownian motion W t , and dN t a counting process for the jumps of size κ t such that dN t = 1 if a jump occurs at time t and dN t = 0 otherwise. 
where the integrated variance (IV t ) and the jump component (J t ) represent the contribution of the continuous-time and discrete processes, respectively; n t is the random number of jumps on day t.
This model can be extended to accommodate the different dynamics of the overnight and daytime components of the continuous-time log price process. The original aspect of the proposed modeling approach for VaR is to accommodate covariance between the log-price differentials corresponding to the overnight and daytime periods. This is done by assuming the following model for dp t for 0 ≤ t ≤ T , dp t = 
and 
6
The latent quadratic variation of r t can thus be expressed as
where 
Bivariate Daily Return Level and Volatility Forecasts
In order to formalize the bivariate modeling approach for VaR prediction, let the conditional mean and variance of the daily return process, r t , be written as
and
respectively, where ℑ t−1 is the sigma-algebra generated by the information available to the forecaster at time t − 1; the individual components are defined as
. Equation (7) is the forecasting counterpart of the daily quadratic variation decomposition formalized in equation (5).
We model both overnight and daytime returns as location-scale processes. Forecasts of the overnight return and its variance are obtained, respectively, from the following AR and GARCH equations
where
The parameters ξ 0 and η o capture, respectively, asymmetry and fat-tailedness in the overnight return distribution. Equation (8a) is an AR (1) Forecasts of the daytime return and variance are obtained from the AR-ARIMA model
where M is the number of equal-length intraday intervals, and r t,j ≡ p t,j − p t,j−1 is the jth intraday return on day t; a large literature has established that realized volatilities exhibit long-range dependence and log-normality. Equation (9a) is an AR (1) 
where ϵ o,t and ϵ d,t denote overnight and daytime standardized innovations, respectively, associated to the AR-GARCH and AR-ARFIMA models outlined above;
5 Explicit long-memory modeling of log realized volatilities via ARFIMA specifications is a well-established approach dating back at least to Andersen et al. (2001 Andersen et al. ( , 2003 . Alternative easier-to-handle approximations to long memory have been put forward in the recent literature. Examples include the heterogeneous autoregressive (HAR) model of Corsi (2009) and the multiplicative error model (MEM) of Brownlees and Gallo (2010). 6 Engle (2002) proposes a DCC framework based on individual GARCH processes, but notes that nothing would change if this was generalized. Given the data available over each of the two daily segments, the overnight variance is latent and modeled as GARCH, and the daytime ex-post observed (realized) variance is modeled as ARFIMA.
correlation. The conditional covariance of interest is
h o,t and RV t|t−1 are the conditional variances derived from equations (8b) and (9b), respectively.
Bivariate VaR Forecasts
Let F t (·) be the conditional distribution of the daily return process r t given ℑ t−1 . The goal is to 7 The bivariate approach facilitates the VaR forecast at nominal coverage level α
where µ t|t−1 and QV t|t−1 are obtained from (6) and (7) by exploiting the daily return decomposition
) which is estimated sequentially over rolling windows.
Univariate 'Bundling' Modeling Approach
When applied to individual stocks or equity cash indices that are only traded for part of the day, the realized variance estimator RV t is based on prices observed from market open (O t ) to close (C t ).
Hence, it can underestimate the true notional daily quadratic variation QV t . To mitigate this problem, numerous volatility forecasting studies resort to 'bundling' the squared overnight return and daytime RV t into an overnight-adjusted realized volatility measure that spans a full 24-hour period. Hansen and Lunde (2005) propose the overnight-adjusted realized estimator variance
where ω * 1 and ω * 2 are weights that minimize the variance of RV Other studies employ more ad hoc overnight adjustments aimed towards scaling the RV t measure upwards so that it spans a 24-hour period; for instance, the estimator RV , which amounts to using the naive weights (ω 1 , ω 2 ) = (1, 1) in equation (13) t (1 − α). Commercial banks are required to report VaR at confidence level 99% to regulators but most banks adopt the 95% level for internal backtesting. We consider both levels using α = {0.01, 0.05}.
Ahoniemi and Lanne (2013) confront the above three overnight-adjusted realized variance estimators. By proxying the true daily volatility of the S&P 500 index with the daily squared return, they show that RV HL t stands out as the most accurate estimator in a purely statistical sense.
Univariate Daily Return Level and Volatility Forecasts
We parameterize the long memory behaviour of RV HL t with an ARFIMA (0, d, 1) equation. An AR (1) equation is fitted to a time-series of daily (close-to-close) returns under the assumption that all the dynamics in their conditional variance is ARFIMA type. This AR-ARFIMA model can be written as
where ϵ t is an i.i.d. standardized skewed Student-t(0, 1, ξ, η) innovation. This approach is relatively parsimonious but restrictive in that it does not acknowledge the different predictability of the overnight and daytime return processes, and therefore also precludes modeling their covariance.
Univariate Bundling-based VaR Forecasts
The forecasts obtained from the 'bundling' univariate approach serve as building blocks to construct 1-step-ahead VaR predictions for the daily return process as follows
where µ t|t−1 is the conditional mean forecast of the close-to-close return, obtained from the AR equation (14a) and QV t|t−1 is the close-to-close variance forecast from the ARFIMA equation (14b).
Alternative Bivariate (Without Covariance) Approaches
As noted earlier, one goal of this paper is to assess the validity of Hypothesis I, which maintains that modeling the covariance between overnight returns and daytime returns can be beneficial for setting equity-trading risk limits. This assessment cannot be carried out by comparing the bivariate and bundling approaches (outlined in Sections 2.1 and 2.2, respectively) since it would then not be possible to ascertain whether any improvements in VaR forecast accuracy afforded by the proposed bivariate approach stem from the separate modeling of overnight and daytime returns or from modeling the covariance. To disentangle these effects, we deploy two simpler bivariate modeling approaches.
Firstly, the 'bivariate without (w/o) covariance' modeling approach constructs the VaR predictions via equation (12) , as before, with the only difference that the daily variance forecast QV t|t−1 , is obtained from a more restrictive version of equation (7) 
VALUE-AT-RISK FORECAST EVALUATION

Predictive Ability Tests
Competing VaR models can be compared through Equal Predictive Ability (EPA) tests given that
VaR measurement is an out-of-sample forecasting exercise. The main idea is to evaluate a predictive loss function for each of two competing models and gauge the significance of the difference. This literature was initiated by Diebold and Mariano (1995) and West and McCracken (1998) inter alia, and extended to a conditional framework by Giacomini and White (2006) .
Let the in-sample (estimation) and out-of-sample (evaluation) periods comprise P and n days, respectively, with P + n = T . The forecasting object, V aR t,α , is the α-quantile of the conditional distribution of the daily return, r t . A natural evaluation tool is the piecewise-linear 'check' loss function
is the forecasting error, and θ P,t−1 is a rolling estimator of the vector θ 0 that collects the parameters of the conditional mean and variance equations (including the parameters that define the innovation distribution) used to compute the VaR forecasts.
We utilize the unconditional EPA test developed by Giacomini and White (2006) which extends the original Diebold and Mariano (1995) test by controlling for parameter uncertainty. This is accomplished by letting n go to infinity while P remains finite; thus, recursive forecasting is precluded.
Following Giacomini and White (2006), we employ a rolling forecasting scheme which has the additional advantage of providing some shield against instability in the data generating process. It follows that, since the EPA test considers the effect of estimation method and in-sample size, it serves to assess the relative performance of VaR forecasting methods, not just VaR forecasting models.
In the present context, the null hypothesis of the unconditional EPA test can be expressed as N (0, 1) .
We focus on the one-sided test version,
implies that on average over the out-of-sample period (n days) the loss associated with V aR biv exceeds that of V aR M and hence, the alternative model M at hand has superior predictive ability.
Correct Conditional Coverage Tests
We deploy two backtesting approaches to assess whether the following criterion of correct specification of an αth VaR model for daily portfolio returns r t is satisfied out-of-sample Our first backtesting approach is the dynamic quantile (DQ) test of Engle and Manganelli (2004) .
It can be cast as a test for overall statistical significance of the linear probability regression
where γ is a k × 1 parameter vector and v t a zero-mean iid error sequence. The Correct Conditional
Coverage hypothesis, 
where and Dumitrescu et al. (2012) . In our analysis, we adopt the dynamic binary (DB) probit regression
where Φ(·) is the cumulative standard Normal distribution, and β ≡ (β 0 , β 1 , ..., β k−1 ) ′ the parameter vector. In this probit setting, the Correct Conditional Coverage criterion (18) amounts to
or equivalently H 0 :
.. = β k−1 = 0, and assessed via the likelihood ratio statistic
log-likelihood of model (21) , and β n is the consistent and asymptotically normal ML estimator of β.
Under the null hypothesis it follows that
and it follows that DB d → χ 2 k as n → ∞. Dumitrescu et al. (2012) show that the probit-based test has less size distortions and better power properties than the original DQ test for small samples.
We follow Engle and Manganelli (2004) and Dumitrescu et al. (2012) in adopting the regressor set
as ℑ t−1 which allows the hit on day t to depend on the previous return, volatility, VaR and hit.
EMPIRICAL RESULTS
Data and Descriptive Statistics
Two stock market indices are chosen as well-diversified portfolios for our VaR forecasting analysis.
One is the S&P 500 index, which is by far the most common benchmark for exchange traded, mutual, Table 1 provides summary statistics for overnight and daytime returns over pre-Lehman and post-Lehman periods.
[Insert Figure 1 and Table 1 around here]
The standard deviation of daytime returns (r d,t ) is substantially higher than that of overnight returns (r o,t ), a finding well aligned with the wisdom that there is greater information flow during regular trading hours; both volatility measures increase dramatically post-Lehman. The relatively mild (negative) skewness and kurtosis of daytime (versus overnight) returns observed in the pre-Lehman period become notably more exacerbated post-Lehman. Overnight and daytime returns pertaining to the same day (r o,t , r d,t ) are significantly positively correlated over the two sample periods; however, the correlation increases substantially post-Lehman. The overnight and daytime squared returns, as crude ex-post volatility proxies over the two segments of the day are summarized in Panel B of Table 1 .
To make the comparison more informative, we report the hourly volatility given by the mean squared return scaled by the total hours spanned by each segment of the day, 17.5 hours (overnight) or 6.5 hours (daytime). Higher daytime return volatility is thus confirmed. 10 The autocorrelation function of squared returns shows a slower decay (i.e., more persistence) at daytime than overnight. In sum, there are important contrasts between the overnight and daytime return generating processes.
High positive skewness and kurtosis of RV in Panel C of Table 1 Over the 14-year sample period, the amount of daily volatility ascribed to the non-trading hours according to the ratio r 2 o,t /(r 2 o,t + RV t ) is 5.95% for Russell 2000 and 2.83% for S&P 500. For Russell 2000, the ratio more than doubles from 4.70% in the pre-Lehman period (2713 days) to 10.28% in the post-Lehman period (778 days); the increase is milder for S&P 500 from 2.77% to 3.02%.
VaR Predictions Combining Overnight and Intraday Information
We first proceed with the rolling forecasting exercise which involves n(=778) out-of-sample 1-dayahead VaR predictions from each of the modeling approaches described in Section 2. The estimation window length is P = T − n = 2713 days. The first forecast is based on the model parameter vector estimated with data from day 1 to P , denoted θ P , the second forecast is based on θ P +1 from days 2 through P + 1, and so forth. The construction of the 'bundled' overnight-adjusted measure RV HL requires weights which are estimated in a way that avoids look-ahead bias and preserves the out-ofsample nature of the exercise; the weights to obtain {RV HL t } P t=1 are based on information up to day P , those to obtain {RV HL t } t=P +1 t=2 exploit information from day 2 through day P + 1, and so forth. 11 Then we proceed with the formal evaluation of VaR models through the backtesting methods described in Section 3 which are deployed sequentially over windows ofñ < n = 778 forecasts (as opposed to backtesting all n forecasts at once). This dynamic evaluation approach allows us to gauge the extent to which changes in market conditions influence VaR performance. We employ J = 279 overlapping windows withñ = 500 forecasts in each; the first window begins on September 2, 2008.
In addition, we conduct the tests over J = 10 non-overlapping windows which implies a much smaller number of forecasts,ñ = 78, in each. Hence, there is a trade-off between the (non)overlapping aspect of the evaluation windows and the (small) large number of VaR forecasts available in each window. Table 2 summarizes the unconditional EPA test that assesses the accuracy of VaR forecasts from the bivariate model vis-à-vis each of three competitors -the nested 'bivariate w/o covariance' model, the 'bivariate 15min further' model, and the 'bundling' RV HL model. 12 The null hypothesis of the EPA test is that the forecasts from the proposed bivariate (with covariance) model are at least as good as those from the competitor at hand. Rejection rates are computed as ∑ J j=1 w j 1(p j < 0.05) where p j is the test p-value associated with the jth window, j = 1, ..., J, and w j ≡ 1/J. Panel A and Panel B pertain to the rolling and non-overlapping evaluation exercises, respectively.
[Insert Table 2 around here] 11 The estimation and forecasting are carried out in Oxmetrics 6 using the G@RCH 6.1 and ARFIMA 1.04 packages. 12 The results for k = {5, 30} are qualitatively similar to those for k = 15 and hence, we do not report them to preserve space. We also deployed the 'bundling' univariate model using RV To sum up, the rejection rates of the EPA test reported in Table 2 represent very little evidence against Hypothesis I, which leads us to conclude that there is considerable merit in modeling the covariance between overnight and daytime returns. Also, we observe that the VaR forecasts from the proposed bivariate model are clearly superior to those from the 'bundled' model. This evidence cannot refute Hypothesis II, and so we conclude that risk managers can benefit from modeling the overnight and daytime volatilities separately. This is confirmed by unreported EPA tests to assess the null that the bivariate w/o covariance model has superior predictive ability over the bundling model, which produce 0% rejection rates across both rolling and non-overlapping evaluation schemes. This is an important finding given the popularity of overnight-adjusted (bundled) estimators in the literature.
The inferior performance of this coarse approach for tail risk forecasting can be ascribed to the fact that it assumes that the overnight and daytime returns are generated by the same process.
We now turn to the Correct Conditional Coverage tests, namely, the DQ test based on the linear probability regression and the counterpart test based on the nonlinear probit regression. Table 3 reports the VaR backtesting rejection rates (over J sequential windows) obtained as ∑ J j=1 w j 1(p j < 0.05) where p j is the estimated p-value of the corresponding test over the jth window and w j ≡ 1/J.
[Insert Table 3 In order to assess the significance of differences in backtesting rejection rates across models, we deploy a difference-in-proportions (DIP) test based on the statistic
where P biv and P M are the population rejection rates of the bivariate model and a given competitor, respectively, estimated as (weighted) averages of the binary backtesting outcomes 1(p j < 0.05) over j = In Panel A of Table 3 , the rejection rate of criterion (18) pertain to the dynamic non-overlapping evaluation scheme. These rejection rates do not radically challenge the main evidence that modeling separately the daytime and overnight return processes as well as their covariance is likely to be beneficial for tail risk management. However, the number of binary backtesting outcomes, 1(p j < 0.05), j = 1, ..., J, to estimate the rejection rates is too small (J = 10 non-overlapping windows) which obviates the DIP test because neither the asymptotic standard Normal distribution nor the moving-block bootstrap distribution are applicable.
As borne out by Panels A2 and B2 of Table 3 , the period spanned by the first 10% windows of out- leads to a similar observation on the adverse influence of abrupt changes in market conditions on VaR forecast performance, despite important methodological differences with the present study.
The conditional coverage rejection rates examined thus far assign equal weights to all VaR backtesting outcomes. However, the actual economic loss function of a risk manager may penalize rejections according to the size and the sign of the coverage error. Panels A1 and B1 of Table 4 summarize the dynamic conditional coverage backtesting by weighting each rejection with the size of the coverage
.., J, appropriately standardized so that the weights add to unity.
Panels A2, A3, B2 and B3 take also into account the direction of the error. Panels A2 and B2 are relevant for active asset management when there is more aversion towards underpredicting downside tail risk (which entails uncovered losses) than towards overpredicting it (opportunity costs). Thus, the
. Panels A3 and B3 reverse the above asymmetry, namely, overpredictions are weighed more heavily than underpredictions. This weighting scheme is broadly evocative of loss functions of large banks which have permission to calculate the capital they must hold against their trading books if they are less inclined to maintain idle capital than to bear out regulatory penalties. 15 [Insert Table 4 around here]
As shown in Panels A1-A3 of Table 4 Thus, our findings are in line with the evidence in Barclay and Hendershott (2008) . If indeed the opening price of large-cap stocks conveys more information than that of (relatively lower volume) small-cap stocks, then it is plausible to find that the proposed bivariate (with covariance) modeling approach clearly excels for setting equity trading limits with the Russell 2000 portfolio. put forward in the literature, but the issue of how to incorporate overnight information for predicting 1-day-ahead VaR has been largely neglected. This paper seeks to contribute towards filling this gap.
CONCLUSION
We propose modeling the dynamics of the overnight and daytime returns, and their covariance.
Cross-dependencies between overnight and daytime returns can be theoretically motivated by market microstructure frictions, such as price staleness and news spillover, that are likely to occur at the beginning of the trading day and represent price discovery inefficiencies. The proposed model is confronted with simpler bivariate models that disregard the covariance, and with the widely-used univariate modeling approach that relies on an overnight-adjusted realized volatility measure.
The analysis is based on 14-year samples of intraday data for the S&P 500 and Russell 2000
indices. The first key finding is that modeling the covariance between daytime and overnight returns can be useful to set appropriate equity-trading risk limits, particularly, in the context of the small-cap Panels A2 and B2 weight more heavily (by absolute distance) rejections for which  is above α than rejections for which  is below α (squared distance). Panels A3 and B3 weight more heavily (by absolute distance) rejections for which  is below α than rejections for which  is above α (squared distance). For each test the lowest rejection rate achieved across models is shaded. Asterisks in Panel A indicate significance of a bootstrap difference-in-proportions (DIP) test statistic where the null hypothesis is that the rejection rate of the proposed bivariate model is at least as small as that of a competitor model. ** and * denote significance at the 5% and 10% levels, respectively. 
