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Abstrat
In this paper we onsider estimation and test of t for multiple autoregressive
time series models with nonindependent innovations. We derive the asymptoti
distribution of the residual autoorrelations. It is shown that this asymptoti
distribution an be quite dierent for models with iid innovations and models in
whih the innovations exhibit onditional heterosedastiity or other forms of
dependene. Consequently, the usual hi-square distribution does not provide
adequate approximation to the distribution of the Box-Piere goodness-of-t
portmanteau test in the presene of nonindependent innovations. We then
propose a method to adjust the ritial values of the portmanteau tests. Monte
Carlo experiments illustrate the nite sample performane of the modied
portmanteau test.
Keywords: Vetor weak AR model, Goodness-of-t test, Residual autoorrela-
tion, Diagnosti Cheking, Box-Piere and Ljung-Box portmanteau tests.
1. Introdution
In multivariate time series analysis, the Vetorial AutoRegressive (VAR) models are
muh employed (see Lütkepohl (1993)). The VAR models postulate that the d-dimen-
sional vetorXt of the observations at time t an be represented as a linear ombination
of p past values Xt−1, . . . , Xt−p plus an error ǫt. A theoretial argument in favor of
the VAR models is that any stationary proess an be approximated by a VAR(p)
model with suiently large p and unorrelated errors. The reason of the suess of
these models is however of pratial nature, and is ertainly due to the fat that it is
relatively easy to deal with a linear funtion of a nite number of past values.
It is however lear that the VAR models are not universal and that the hoie of the
order p is ruial. Thus it is important to hek the validity of a VAR(p) model, for
a given order p. In multivariate, the hoie of p is partiularly important beause the
number of parameters, pd2, quikly inreases with p, whih entails statistial diulties.
This paper is devoted to the so-alled portmanteau tests onsidered by Chitturi (1974)
and Hosking (1980) for heking the overall signiane of the residual autoorrelations
of a VAR(p) model (see also Ahn (1988), Hosking (1981a, 1981b), Li and MLeod
(1981)).
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For the statistial analysis of VAR models, the errors ǫt are generally supposed to be
independent (as in Lütkepohl (1993), Denition 3.1). This independene assumption
is restritive beause it preludes onditional heterosedastiity and/or other forms
of nonlinearity (see Franq, Roy and Zakoïan (2005) and Franq and Zakoïan (2005)
for the statistial inferene of univariate ARMA models with unorrelated but nonin-
dependent errors, and see Dufour and Pelletier (2005) for weak VARMA modelling).
The main goal of the present paper is to study the behaviour of the above-mentioned
goodness-of-t portmanteau tests when the ǫt's are not independent. We will see that
the results obtained by the standard portmanteau tests an be quite misleading in this
framework. A modied version of these tests is proposed.
Brüggemann, Lütkepohl and Saikkonen (2004) is an important reent referene
dealing with portmanteau tests and other tests for residual autoorrelation in VAR
models with iid innovations when some variables are ointegrated. In this paper we
do not onsider ointegrated variables, but the independene assumption of the ǫt's is
relaxed.
The rest of the paper is organized as follows. Setion 2 provides examples of AR
models with unorrelated but nonindependent errors, presents several expressions for
the least squares (LS) estimator of the AR oeients, and gives onditions ensuring
the onsisteny and asymptoti normality of the LS estimator. Setion 3 studies the
asymptoti behaviour of the AR residuals. We obtain the asymptoti distribution of
vetors of residual autoorrelations, under the assumption of the tted AR(p) is an
adequate linear model with a well hosen order p. The results are applied in Setion
4 to obtain the asymptoti distribution of the portmanteau tests and to modify the
ritial values of these tests when they are applied to VAR models with nonindependent
errors. Setion 5 is devoted to the pratial implementation of the modied version of
the tests. Setion 6 proposes numerial illustrations. The tehnial proofs are relegated
to the appendix.
The following notations will be used throughout. For a matrix A of generi term
A(i, j) we use the norm ‖A‖ = ∑ |A(i, j)|. The spetral radius of a square matrix A
is denoted by ρ(A), its trae is denoted by Tr. We denote by A ⊗ B the Kroneker
produt of two matries A and B, veA denotes the vetor obtained by staking the
olumns of A, and A⊗2 stands for A⊗A (see e.g. Harville (1997) for more details about
these matrix operators). The symbol ⇒ denotes the onvergene in distribution.
2. LS estimator of weak VAR models




A0iXt−i + ǫt for all t ∈ Z = {0,±1,±2, . . .} (2.1)
where the ǫt's are d-dimensional error terms, the Xt's are d-dimensional vetors, and
the A0i's are d× d matries. It is ustomary to say that (Xt) is a strong AR(p) model
if (ǫt) is a strong white noise, that is, if it satises
The authors are grateful to the Professor Lütkepohl whose questions he asked during the Madrid
EEA-ESEM 2004 ongress motivated the present paper.
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A1: (ǫt) is a sequene of independent and identially distributed (iid) random
vetors, Eǫt = 0 and Var (ǫt) = Σǫ.
We say that (2.1) is a weak AR(p) model if (ǫt) is a weak white noise, that is, if it
satises
A1': Eǫt = 0, Var (ǫt) = Σǫ, and Cov (ǫt, ǫt−h) = 0 for all t ∈ Z and all h 6= 0.
Assumption A1 is learly stronger than A1'. The lass of strong AR models is
often onsidered too restritive by pratitioners. Indeed Assumption A1 amounts to
assume that the best preditor of Xt is a linear ombination of its p past values. If
p is hosen large enough, it is reasonable to onsider that the best preditor of Xt is
well approximated by a funtion of Xt−1, . . . , Xt−p, but it is questionable to assume a
linear form for this funtion. It is well known that numerous non linear proesses admit
weak linear representations (see Example 2.1 below). Weak linear representations are
also obtained from transformations of strong linear proesses (see Example 2.2 below).
In Examples 2.1-2.3 below, Assumption A1' holds but A1 is not satised. Other
examples of univariate weak linear models an be found in Franq, Roy and Zakoïan
(2005), and referenes therein.
For the statistial analysis of multivariate AR time series models, it is therefore
of interest to replae the standard strong white noise assumption A1 by the more
exible weak white noise assumption A1'. In this paper we fous on the estimation
and validation stages of the statistial analysis of these weak multivariate AR models.
2.1. Examples of weak VAR models
The examples given in this setion are mainly hosen for their simpliity. The rst
one is a weak white noise inspired by examples given by Romano and Thombs (1996)
in the univariate ase. The seond is simply the ausal representation of a non ausal
AR(1) proess. This example shows that A1 must by replaed by A1' when one
wants to make, without loss of generality, the usual assumption that the roots of the
AR polynomial are outside the unit irle. The third belongs to the lass of GARCH
models.
Example 2.1. In the univariate ase, Romano and Thombs (1996) built weak white
noises (ǫt) by setting ǫt = ηtηt−1 · · · ηt−k where (ηt) is a strong white noise and k ≥
1. This approah an be extended to the d-multivariate framework by setting ǫt =
B(ηt) · · ·B(ηt−k+1)ηt−k, where {ηt = (η1 t, . . . , ηd t)′}t is a d-dimensional strong white
noise, and B(ηt) = {Bij(ηt)} is a d × d random matrix whose elements are linear
ombinations of the omponents of ηt. It is obvious to hek that ǫt is a white noise,
but in general this noise is not a strong one. Indeed, assuming for simpliity that k = 1















whih shows that the ǫt's are not independent.
Example 2.2. (Non ausal AR(1)) Let the AR(1) model
Xt = AXt−1 + ǫt, ǫt iid and E(ǫt) = 0, E(ǫtǫ
′
t) = Σǫ,
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where A is an invertible matrix whose all the eigenvalues λi, 1 ≤ i ≤ d, are greater
than one in modulus. This equation has a stationary and antiipative solution of the
form Xt = −
∑∞
i=1A






−i, h ≥ 0.
Let ǫ∗t = Xt − A−1Xt−1. We have E(ǫ∗t ) = 0, Var(ǫ∗t ) = ΓX(0) + ΓX(1)(A−1)′ +
A−1ΓX(1) + A
−1ΓX(1)(A
−1)′, and Cov(ǫ∗t , ǫ
∗
t−h) = 0 for h 6= 0. Thus Xt admits the
ausal AR(1) representation Xt = A
−1Xt−1 + ǫ
∗
t . However, in general, ǫ
∗
t is not a
martingale dierene. To see this, assume for simpliity that the matrix A is suh
that |a11| > 1 and a1j = aj1 = 0, ∀j ∈ {2, · · · , d}. We then have EX31 t−1 = (1 −
a311)
−1Eǫ31 t, EX1 tX
2
1 t−1 = a
−2
11 (1− a311)−1Eǫ31 t and E(ǫ∗1 tX21 t−1) = EX1 tX21 t−1 −
a−111 EX
3
1 t−1 6= 0 when Eǫ31 t 6= 0. In this ase ǫ∗t is not a martingale dierene beause
E(ǫ∗1 tX
2




ǫ∗1 t|ǫ∗t−1, . . .
)} 6= 0. Thus the white noise ǫ∗t is not strong.
Example 2.3. In the univariate ase, the GARCH models onstitute important exam-
ples of weak white noises. These models have numerous extensions to the multivariate
framework. The simplest of these extensions is ertainly the multivariate GARCH
model with onstant orrelation proposed by Jeantheau (1998). In this model the
proess (ǫt) veries the following relation ǫt = ∆tηt where ηt = (η1 t, . . . , ηd t)
′
is an iid

































The elements of the matries Ai and Bj , as well as the ci's, are supposed to be positive.
In addition suppose that the stationarity onditions hold (see Jeantheau (1998) for
more details). The stationary solution of this GARCH equation satises A1
′
, but
does not satisfy A1 in general. Consider for instane the ARCH(1) ase with A1 suh













1 t 6= 0, whih shows that the iid assumption
A1 is not satised.
2.2. Derivation of the LS estimator














Denote by θ0 = ve (A01 · · ·A0p) the vetor of the unknown AR parameters. For
any θ ∈ Rd2p, let A1 = A1(θ), . . . , Ap = Ap(θ) be d × d matries suh that θ =
ve (A1, . . . , Ap). With this notation (2.1) an be rewritten as
Xt =
{(
X ′t−1, . . . , X
′
t−p
)⊗ Id} θ0 + ǫt (2.3)
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using the elementary relation ve (ABC) = (C′ ⊗A)ve B for matries of appropriate
dimensions.
One of the most popular estimation proedure is that of the least squares (LS)
estimator. For linear proesses of the form (2.1), the LS estimator of θ oinides
with the gaussian quasi-maximum likelihood (QML) estimator. Given the observations
X1, . . . , Xn, the LS/QML estimators of θ and Σǫ are dened by
(θˆn, Σˆǫ) = argmin
θ,Σǫ
{












To give an expliit expression for these estimators, the d-dimensional AR(p) model
(2.1) an be rewritten as the dp-dimensional AR(1) model






































ΣˆX˜t−1 instead of ΣˆX˜t−1,X˜t−1 . Note that ΣˆX˜t−1 is a onsistent estimator of ΣX˜t =
EX˜tX˜
′







I(dp)2 − A˜0 ⊗ A˜0
)−1








It is easy to see that the LS estimators of the AR parameters of models (2.1) and
(2.4) are given by
̂˜A =







 = ΣˆX˜t,X˜t−1 Σˆ−1X˜t−1 , (2.5)
provided ΣˆX˜t−1 is non singular, and that the LS estimators of the varianes of the








= ΣˆX˜t − ΣˆX˜t,X˜t−1Σˆ−1X˜t−1 ΣˆX˜t−1,X˜t , (2.6)
with the onvention that Xt = 0 when t ≤ 0 or t > n.
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2.3. Asymptoti behavior of the LS estimator
To establish the strong onsisteny of the estimators dened in (2.5) and (2.6), we
need the following assumptions.
A3: Matrix Σǫ is positive denite.
A4: The sequene (ǫt) is stritly stationary and ergodi.
Note that A4 is entailed by A1, but not by A1
′
. A straightforward onsequene of
the ergodi theorem is stated in the following proposition.
Proposition 2.1. Under assumptionsA1-A2-A3 orA1'-A2-A3-A4, the matrix ΣˆX˜t
is almost surely non singular, and almost surely
̂˜A→ A˜0, Σ̂ǫ˜ → Σǫ˜ and θˆn → θ0
as n→∞.
To obtain the asymptoti normality of the LS estimator of θ, additional assumptions are
needed when (ǫt) is not iid. In the univariate ase, Franq and Zakoïan (1998) showed
the asymptoti normality under mixing assumptions. We will extend this result to
VAR models. The mixing oeients of a stationary proess X = (Xt) are denoted by
αX(h) = sup
A∈σ(Xu,u≤t),B∈σ(Xu,u≥t+h)
|P (A ∩B)− P (A)P (B)| .
The reader is referred to Davidson (1994) for details about mixing assumptions. Let
‖X‖r = (E‖X‖r)1/r, where ‖X‖ denotes the Eulidean norm.
A5: The proessX = (Xt) is suh that
∑∞
h=0{αX(h)}ν/(2+ν) <∞ and ‖Xt‖4+2ν
< ∞ for some ν > 0.
The asymptoti distribution of the LS estimator is given in the following proposition.
Proposition 2.2. Under assumptions A1A3 or under A1' and A2A5,
√
nve
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⊗ Σǫt . (2.11)
This standard result an be found in Johansen (1995, Theorem 2.3 p. 19).
Example 2.4. The following example illustrates the dierene between the asymp-
toti variane (2.10) in the weak ase and the asymptoti variane (2.11) of the strong
AR ase. Consider a bivariate AR(1) model Xt = AXt−1 + ǫt, with true AR(1)
parameter A0 = 0 and ǫt = B(ηt) . . . B(ηt−k+1)ηt−k of the form given in Example 2.1.
We have Xt = X˜t = ǫt. For simpliity assume that B(ηt) = Diag (η1 t, η2 t) and that
η is gaussian with Var(η1 t) = Var(η2 t) = 1 and Cov(η1 t, η2 t) = ρ ∈ (−1, 1). Thus,




2 t = 1 + 2ρ
2
, we nd that Var(ǫ1 t) = Var(ǫ2 t) = 1,
Cov(ǫ1 t, ǫ2 t) = ρ
k+1



























(ǫt−1 ⊗ ǫt) (ǫt−1 ⊗ ǫt)′
}
equal to
3k ρ(3ρ)k ρ(3ρ)k ρ2(1 + 2ρ2)k
ρ(3ρ)k (1 + 2ρ2)k ρ2(1 + 2ρ2)k ρ(3ρ)k
ρ(3ρ)k ρ2(1 + 2ρ2)k (1 + 2ρ2)k ρ(3ρ)k
ρ2(1 + 2ρ2)k ρ(3ρ)k ρ(3ρ)k 3k
 .
When k = 1 the matrix Σθˆn is equal to
ΣW :=
1
(ρ2 + 1)(1− ρ4) × −2ρ4 + 3ρ2 + 3 ρ2(ρ2 + 3) −3ρ4 − ρ2 ρ2(−2ρ4 − 3ρ2 + 1)ρ2(ρ2 + 3) 3ρ2 + 1 ρ2(−2ρ4 − 3ρ2 + 1) −ρ2(3ρ2 + 1)
−ρ2(3ρ2 + 1) ρ2(−2ρ4 − 3ρ2 + 1) 3ρ2 + 1 ρ2(ρ2 + 3)
ρ2(−2ρ4 − 3ρ2 + 1) −3ρ4 − ρ2 ρ2(ρ2 + 3) −2ρ4 + 3ρ2 + 3
 .












1 ρ2 −ρ2 −ρ4
ρ2 1 −ρ4 −ρ2
−ρ2 −ρ4 1 ρ2
−ρ4 −ρ2 ρ2 1
 .
Figure 2.1 displays the ratio ΣW (1, 1)/ΣS(1, 1) as funtion of ρ. It is lear from this
example that the asymptoti variane of the LS estimator may be quite dierent when
the noise is weak and when it is strong.
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ΣW (1, 1)/ΣS(1, 1)
ρ






Figure 2.1: Asymptoti variane of the rst omponent of LS estimator of the weak AR(1) model
given in Example 2.4 divided by the analog asymptoti variane in the strong AR(1) ase.
and
3. Asymptoti distribution of residual empirial autoorrelations
Let ǫˆt = ǫt(θˆn) be the LS residuals. We onsider the white noise "empirial"















t−h, 0 ≤ h < n. (3.1)
It should be noted that Ch is not a omputable statisti beause it depends on the
unobserved innovations ǫt = ǫt(θ0). We will onsider vetors of these autoovarianes.










({ve C1}′ , . . . , {ve Cm}′)′ .
Let the diagonal matries
Sǫ = Diag {σǫ(1), . . . , σǫ(d)} and Sˆǫ = Diag {σˆǫ(1), . . . , σˆǫ(d)} ,
where σ2ǫ (i) is the variane of the i-th oordinate of ǫt and σˆ
2
ǫ (i) is its sample estimate,
i.e. σǫ(i) =
√






i t. The theoretial and sample auto-




ǫ and Rˆǫ(h) =
Sˆ−1ǫ Γˆǫ(h)Sˆ
−1
ǫ , with Γǫ(h) := Eǫtǫ
′
































where 1m×p(i, j) denotes the m × p matrix with 1 as ij-th element and 0 elsewhere.



















with ut = (ǫ
′
t−1, . . . , ǫ
′
t−m)
′⊗ǫt and vt = Σ−1X˜t X˜t−1⊗ǫt. The following theorem gives the
limiting distribution of the residual empirial autoovarianes and autoorrelations.
Theorem 3.1. Under assumptions A1A3 or A1'A5,
√
nγˆm ⇒ N (0,Σγˆm) where Σγˆm = Σcm+ΦmΣθˆnΦ′m+Σcm,θˆnΦ′m+ΦmΣ′cm,θˆn (3.3)
and
√
nρˆm ⇒ N (0,Σρˆm) where Σρˆm =
{








Remark 3.1. In the strong AR ase, we have Σcm = Eutu
′

































Thus Σγˆm = Σcm − ΦmΣθˆnΦ′m. Using straightforward omputations, we have

















whih is the result obtained by Brüggemann, Lütkepohl and Saikkonen (2004).
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is denoted by Γm,m′ = {Γ(i, i′)}1≤i,i′≤m. They also introdue the vetors λi =
−(ψ0i−1, . . . , ψ0i−p)′, with the onvention ψ0i = 0 for i < 0, and the p ×m matries
Λm = (λ1, . . . , λm). Noting that X˜t = −
∑∞






















































λ′i′Σ−1X˜t := −σ−2ǫ Γm,∞Λ′∞ (Λ∞Λ′∞)−1
in the univariate ase.
Using these notations, Theorem 3.1 gives in the ase d = 1
Σρˆm = σ
−4

















− Γm,∞Λ′∞ (Λ∞Λ′∞)−1 Λm − Λ′m (Λ∞Λ′∞)−1 Λ∞Γ∞,m
}
,
whih is the result given in Franq, Roy and Zakoïan (2005, Theorem 3.2).
Example 3.1. For the weak AR(1) models onsidered in Example 2.4, we have
Φ1 = −Σǫ ⊗ I2 = −

1 0 ρk+1 0
0 1 0 ρk+1
ρk+1 0 1 0
0 ρk+1 0 1
 , Φm = ( Φ104m×4
)
.
Matrix Σcm is the variane of the noise ut =
(
ǫ′t−1, . . . , ǫ
′
t−m
)′ ⊗ ǫ′t. Thus Σcm is
a blok-diagonal matrix of the form Σcm = Diag {Σcm(1, 1), . . . ,Σcm(m,m)} , with
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diagonal elements Σcm(i, i) equal to
3k−i+1 ρi(3ρ)k−i+1 ρi(3ρ)k−i+1 ρ2i(1 + 2ρ2)k−i+1
ρi(3ρ)k−i+1 (1 + 2ρ2)k−i+1 ρ2i(1 + 2ρ2)k−i+1 ρi(3ρ)k−i+1
ρi(3ρ)k−i+1 ρ2i(1 + 2ρ2)k−i+1 (1 + 2ρ2)k−i+1 ρi(3ρ)k−i+1
ρ2i(1 + 2ρ2)k−i+1 ρi(3ρ)k−i+1 ρi(3ρ)k−i+1 3k−i+1

for i = 1, . . . , k and Σcm(i, i) = Σ
⊗2
ǫ for i ≥ k + 1. Sine vt =
(
Σ−1ǫ ǫt−1
) ⊗ ǫt ={



















em(1)⊗ Σ−1ǫ ⊗ I2
}
. (3.6)
Finally, using (3.5), (3.6), Φm = −{em(1)⊗ Σǫ ⊗ I2} and Sǫ = I2, we obtain







= Σcm + {1m×m(1, 1)⊗ I4}Σcm {1m×m(1, 1)⊗ I4}
−Σcm {1m×m(1, 1)⊗ I4} − {1m×m(1, 1)⊗ I4}Σcm
= Diag {04×4,Σcm(2, 2), . . . ,Σcm(m,m)} . (3.7)





we obtain Σcm = Im ⊗ Σ⊗2ǫ , and beause the derivations made in (3.7) remain valid
in the strong ase, Σρˆm = Diag
{




. It is interesting to note that when
k = 1 the asymptoti variane Σρˆm is the same in the strong and weak ases, thought
the asymptoti variane Σθˆn is dierent.
4. Portmanteau test
Box and Piere (1970) (BP hereafter) derived a goodness-of-t test, the portmanteau
test, for univariate strong ARMA models. Ljung and Box (1978) (LB hereafter)
proposed a modied portmanteau test whih is nowadays one of the most popular
diagnosti heking tool in ARMA modelling of time series. The multivariate version
of the BP portmanteau statisti was introdued by Chitturi (1974). Hosking (1981a)






























Im ⊗ Rˆ−1ǫ (0)⊗ Rˆ−1ǫ (0)
)
ρˆm.
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Under the assumption that the data generating proess (DGP) follows a strong AR(p)
model, the asymptoti distribution of the statistis Qm and Q˜m is well approximated
by the χ2d2(m−p) distribution (m > p). When the innovations are gaussian, Hosking




From Theorem 3.1 we an dedue the following result, whih gives the limiting
distribution of the standard portmanteau statistis under general assumptions on the
innovation proess of the tted AR(p) model.
Theorem 4.1. Under assumptions A1A3 or A1'A5, the statistis Qm and Q˜m







where ξm = (ξ1,d2m, · · · , ξd2m,d2m) is the vetor of the eigenvalues of the matrix
Ωm =
(




Im ⊗ Σ−1/2ǫ ⊗ Σ−1/2ǫ
)
and the Zi's are independent N (0, 1) variables.
The following examples show that, for the asymptoti distribution of Qm and Q˜m,
the χ2d2(m−p) approximation is no longer valid in the framework of weak AR(p) models.
Example 4.1. In the ase of a strong AR(1) model with A0 = 0, it is easy to see
that the eigenvalues of Ωm are 0 with algebrai multipliity d
2
and 1 with multipliity
d2(m − 1). Thus the asymptoti distribution of Qm is exatly a χ2d2(m−1) for this
strong AR(1) model. When A0 6= 0, the χ2d2(m−1) law is only an approximation of the
asymptoti distribution.
For the weak AR(1) model onsidered in Example 2.4-3.1, with Σǫ = I2, whih
orresponds to ρ = 0, we have Ωm = Diag {04×4,Σcm(2, 2), . . . ,Σcm(m,m)} , with
Σcm(i, i) = Diag
(
3k−i+1, 1, 1, 3k−i+1
)
for i = 2, . . . , k and Σcm(i, i) = I4 for i ≥ k + 1.

















where the Γ(b, p)'s denote independent gamma distributions with parameters b and p,
i.e. with density probability x 7→ bp (∫∞0 exp (−y) yp−1dy)−1 exp (−bx)xp−1I[0,∞)(x),

















Multivariate Portmanteau test 13
As illustrated in Figure 4.1, it is lear that the distributions of (4.1) and (4.2) obtained
in the weak ase may be quite dierent from the χ2d2(m−1) obtained in the strong ase.








Figure 4.1: Comparison of the asymptoti distribution of the portmanteau statisti Qm in the weak
AR ase (full line) and in standard strong AR ase (dotted line). The AR models are the bivariate




Example 4.2. Consider a bivariate AR(1) model Xt = AXt−1 + ǫt, with A = 0.
Assume that the innovation proess (ǫt) is an ARCH(1) model with onstant orrelation






























Suppose for simpliity that (η1,t, η2,t) is gaussian with variane I2. We obtain when
m = 2, c1 = 0.3, and c2 = 0.2
non zero eigenvalues of
Σρˆm
Distribution of Zm (ξm)
b11 = b21 = b22 = 0 (1,1,1,1) χ
2
4
b11 = 0.45, b21 =
0.4, b22 = 0.25






This table shows that the asymptoti distribution of the goodness-of-t portmanteau
tests may be quite dierent for AR models with GARCH innovations and strong AR
models.
It is seen in Theorem 4.1 that the asymptoti distribution of the BP and LB
portmanteau tests depends of nuisane parameters involving Σǫ and the elements of
Ξ. The matrix Σǫ an be onsistently estimated by its sample estimate Σˆǫ = Γˆǫ(0). To
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obtain a onsistent estimator of Ξ we will use an autoregressive spetral estimator, as
in Franq, Roy and Zakoïan (2004). In view of (3.2), the matrix Ξ an be interpreted as
2π times the spetral density of Υt evaluated at the frequeny zero (see e.g. Brokwell
and Davis, 1991, p.459). So we have
Ξ = A−1(1)ΣuA′−1(1),
when Υt admits the AR(∞) representation
A(B)Υt = Υt −
∞∑
i=1
AiΥt−i = ut (4.3)
where (ut) is a white noise of variane Σu. Sine Υt is not observable, we have to
onsider the vetors Υˆt obtained by replaing ǫt by ǫˆt in Υt, with the onvention ǫˆt = 0
when t ≤ 0 or t > n. Let Aˆr(z) = Id2(m+p)−
∑r
i=1 Aˆr,izi, where Aˆr,1, · · · , Aˆr,r denote
the oeients of the LS regression of Υˆt on Υˆt−1, · · · , Υˆt−r. Let uˆr,t be the residuals
of this regression, and let Σˆuˆr be the empirial variane of uˆr,1, . . . , uˆr,n. We need the
following assumption.
A7: The innovation proess (ǫt) of the VAR(p) model (2.1) is suh that the
proess (Υt) dened in (3.2) admits an AR(∞) representation (4.3) in whih
the roots of det(A(z)) = 0 are outside the unit disk, ‖Ai‖ = o(i−2), and
Σu = Var(ut) is non-singular. Moreover we assume that ‖ǫt‖8+4ν < ∞ and∑∞
k=0{αǫ(k)}ν/(2+ν) <∞ for some ν > 0.
We are now able to state the following theorem, whih is an extension of a result given
in Franq, Roy and Zakoïan (2004).
Theorem 4.2. Under Assumptions A1-A7,
Ξˆ := Aˆ−1r (1)Σˆuˆr Aˆ′−1r (1)→ Ξ
in probability when r = r(n)→∞ and r3/n→ 0 as n→∞.
Let Ωˆm be the matrix obtained by replaing Ξ by Ξˆ and Σǫ by Σˆǫ in Ωm. Denote by
ξˆm = (ξˆ1,d2m, · · · , ξˆd2m,d2m) the eigenvalues of Ωˆm. At the asymptoti level α, the LB
test (resp. the BP test) onsists in rejeting the adequay of the weak AR(p) model
when
Q˜m > Sm(1− α) (resp. Qm > Sm(1 − α))
where Sm(1− α) is suh that P{Zm(ξˆm) > Sm(1− α)} = α.
5. Implementation of the goodness-of-t portmanteau tests
Given d-multivariate observations X1, . . . , Xn, one an use the following steps to
implement the modied version of the portmanteau test for testing the AR(p) model
adequay.
1) Compute the empirial autoovarianes ΓˆX(h), for h = 0, . . . , p;
2) Compute the estimates Aˆi, . . . , Aˆp using (2.5) or using the Durbin-Levinson
algorithm;
Multivariate Portmanteau test 15
3) Compute the residuals ǫˆt = Xt −
∑p
i=1 AˆiXt−iI{t−i>0}, for t = 1, . . . , n, and the











 I{t−m>0} for t = 1, . . . , n;
5) Compute the rst p0 + 1 autoovarianes of Υ̂1, . . . , Υ̂n;






























8) Dene the estimator




















1m×p(i+ 1, 1)⊗ Σˆǫ
}(̂˜Ai)′ ⊗ Id;
9) Compute the eigenvalues ξˆm = (ξˆ1,d2m, · · · , ξˆd2m,d2m) of
Ωˆm =
(




Im ⊗ Σˆ−1/2ǫ ⊗ Σˆ−1/2ǫ
)
;















using the Imhof algorithm (1961). The BP test (resp. the LB test) rejets the
null hypothesis of a weak AR(p) model when the rst (resp. the seond) p-value
is less than the asymptoti level α.
An alternative to the Imhof algorithm onsists in approximating the distribution of
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6. Numerial illustrations
In this setion, by means of Monte Carlo experiments, we investigate the nite
sample properties of the modied and standard versions of the portmanteau tests. We
only present the results of the LB test. The results onerning the BP test are not
presented here, beause they are very lose to those of the LB test.
6.1. Empirial size
First onsider the strong bivariate AR(1) model dened by
Xt = AXt−1 + ǫt, ǫt iid N (0, I2), A = 0.95I2. (6.1)
We simulatedN = 1000 independent trajetories of length n = 100 and n = 1000 of this
strong AR(1) model. For eah of these N repliations we estimated the AR(1) matrix
oeient and we applied portmanteau tests to the residuals. The nominal asymptoti
level of the tests is α = 5%. For the standard LB test the model is therefore rejeted
when Q˜m is greater than χ
2
4(m−1)(0.95). We know that the asymptoti level of the
standard LB test is indeed α = 5% when A = 0, but this is only an approximation in
the ase A 6= 0. For the model (6.1), the roots of |I−Az| = 0 are near the unit disk, so
the asymptoti distribution of Q˜m is likely to be far from its χ
2
4(m−1) approximation.
Table 1 displays the relative rejetion frequenies of the null hypothesis H0 that the
DGP follows an AR(1) model, over the N repliations. When they are outside the 5%
signiant limits 3.65% and 6.35%, the relative rejetion frequenies are displayed in
bold type. As expeted the observed relative rejetion frequeny of the standard LB
test is very far from the nominal α = 5%. The results are worse for n = 1000 than for
n = 100. This is not surprising beause, as we have seen, the asymptoti level is not
α = 5% when A 6= 0. In aordane with the theoretial, the χ24(m−1) approximation
is better for larger m. In ontrast, the modied version of the LB test well ontrols
the error of rst kind.
From this example we draw the onlusion that, for strong AR models with oe-
ients far from 0, the modied version may be preferable to the standard one.
Table 1: Empirial size (in %) of the standard and modied versions of the LB test in the
ase of the strong AR(1) model (6.1).
m = 2 m = 3 m = 6
n = 100 n = 1000 n = 100 n = 1000 n = 100 n = 1000
modied LB 4.6 4.1 4.7 5.4 4.4 6.1
standard LB 13.8 22.6 8.4 14.2 4.3 10.0
We now repeat the same experiments on a weak AR(1) model of the form given in
Example 2.4-3.1-4.1, dened by
Xt = AXt−1 + ǫt, ǫt =
(
η1 tη1 t−1η1 t−2







iid N (0, I2), (6.2)
with A = 0.5I2. As expeted, the standard LB test poorly performs to assess the
adequay of this weak AR(1) model. The true AR(1) model is over-rejeted by the
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standard version of the LB test. Based on the standard LB test, the pratitioner is
likely to selet a too ompliated AR model. This ould entail erroneous interpretations
and a loss of eieny in terms of linear preditions.
Table 2: Empirial size (in %) of the standard and modied versions of the LB test in the
ase of the weak AR(1) model (6.2).
m = 2 m = 3 m = 6
n = 5000 n = 10000 n = 5000 n = 10000 n = 5000 n = 10000
modied LB 4,9 4,6 4,6 4,2 3.8 4,0
standard LB 48,8 46,0 44,1 40,9 38,8 34,0
6.2. Empirial power
In this part, we onsider N = 1000 repliations of size n = 1000 and n = 2000 of a
weak AR(2) model dened by
Xt = A1Xt−1 +A2Xt−2 + ǫt, ǫt =
(
η1 tη1 t−1η1 t−2








iid N (0, I2), A1 =
(
0, 2 0, 1








For eah of these N repliations we adjusted an AR(1) model and perform standard
and modied portmanteau tests based on m = 2, 3 or 6 residual autoorrelations. The
adequay of the AR(1) model is rejeted when the p-value is less than 5%. Table 3
displays the relative frequeny of rejetion over the N repliations. In this example
the power of the portmanteau tests is not very high beause A2 is lose to zero. At
rst sight one ould think that the modied version is slightly less powerful that the
standard version. Atually, the omparison made in Table 3 is not fair beause the
atual level of the standard version is generally greater than the 5% nominal level.
Table 3: Empirial power (in %) of the standard and modied versions of the 5% nominal
level LB test in the ase of the weak AR(2) model (6.3).
m = 2 m = 3 m = 6
n = 1000 n = 2000 n = 1000 n = 2000 n = 1000 n = 2000
modied LB 54,9 84,8 45,8 82,6 38.6 74,5
standard LB 84,7 97,5 77,9 96,8 64.2 92.1
Appendix A. Complementary proofs
We need the following lemma for the proof of (2.5) and (2.6):
Lemma A.1. Let A be symmetri positive denite and B symmetri positive semi-
denite of the same order m. Then
Tr (A−1B)− log det(A−1B) ≥ Tr (A−1A)− log det(A−1A) = m.
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Proof of Lemma A.1. There exists a non singular matrix P and a positive semi
denite diagonal matrix Λ = diag{λ1, . . . , λm} suh that
A = PP ′, B = PΛP ′
(see Magnus and Neudeker, Theorem 1.23, 1988). Then A−1B = (P ′)−1ΛP ′. Using
Tr (CD) = Tr (DC) for matries C and D of size d1 × d2 and d2 × d1, we obtain








Note that the λi are non-negative. Hene, using x− log x ≥ 1,
Tr(A−1B)− log det(A−1B) ≥
m∑
i=1
(λi − logλi) ≥ m. 
Proof of (2.5) and (2.6). Using elementary properties of the trae operator,
(θˆn, Σˆǫ) = argmin
θ,Σǫ
[






















where D = (Id, 0d×d, . . . , 0d×d) is suh that ǫt(θ) = Dǫ˜t(θ).






(X˜t − A˜X˜t−1)(X˜t − A˜X˜t−1)′
}
= c1 + c2 + c3 + c4


































(A˜∗ − A˜)X˜t−1X˜ ′t−1(A˜∗ − A˜)′
}
.




(X˜t − A˜∗X˜t−1)X˜ ′t−1 = ΣˆX˜t,X˜t−1 − ΣˆX˜t,X˜t−1Σˆ−1X˜t−1,X˜t−1 ΣˆX˜t−1,X˜t−1 = 0,
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so c2 = c3 = 0. Moreover, c4 is nonnegative for all values of A˜, and it is equal to zero
if and only if A˜ = A˜∗. Thus ˆ˜A = A˜∗ is the LS estimator of A˜, whih shows (2.5).
Now in view of lemma (A.1) we nd





















)− log det (Σ−1ǫ Σ∗ǫ)}
≥ n log(det(Σǫ∗)) + dn,


















the LS estimator of Σǫ is Σˆǫ = Σ
∗
ǫ , and (2.6) follows.
Proof of Proposition 2.1. First note that if ΣˆX˜t is singular, then there exists
λ ∈ Rdp, λ 6= 0, suh that
















whih entails λ′X˜t = 0 for t = 1, 2, . . . , n. Writing λ
′ = (λ′1, . . . , λ
′








where Rt is not orrelated with ǫt. If λ1 6= 0 then Var(λ′X˜t) = Var(λ′1ǫ1) +Var(Rt) ≥
λ′1Σǫλ1 > 0, in view of A3. Similarly, if λ1 = · · · = λr−1 = 0 and λr 6= 0 then
Var(λ′X˜t) = Var(λ
′
rǫt+1−r) + Var(Rt+1−r) ≥ λ′rΣǫλr > 0. Therefore λ′X˜t is not
almost surely equal to 0, and ΣˆX˜t is almost surely invertible.
In view of (2.2) and Assumptions A2 and A4, (Xt) and (X˜t) are stationary and
ergodi (see Billingsley, 1995, , Theorem 36.4.). The ergodi theorem implies that,
almost surely,
ΣˆX˜t,X˜t−1 → ΣX˜t,X˜t−1 := EX˜tX˜ ′t−1 and ΣˆX˜t → ΣX˜t := EX˜tX˜ ′t
as n→∞. Therefore
̂˜A→ EX˜tX˜ ′t−1 (EX˜tX˜ ′t)−1 = E (A˜X˜t−1 + ǫ˜t) X˜ ′t−1 (EX˜tX˜ ′t)−1 = A˜,
using Eǫ˜tX˜
′
t−1 = 0. The rest of the proof follows by the same arguments. 
Proof of Proposition 2.2. Using the Slutsky lemma,
√
n
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. Sine ǫ˜t is a measurable funtion
of X˜t and X˜t−1, it easy to see that αY (|h| + 1) ≤ αX˜(|h|) ≤ αX(|h| − p), setting
αX(ℓ) = 1/4 for ℓ ≤ 0. Thus A5 implies
∑∞
h=0{αY (h)}ν/(2+ν) < ∞ and, using the
Hölder inequality, ‖ Yt ‖2+ν<∞ for some ν > 0.



















ov (Yt, Yt−h) . (A.1)
The existene of the last sum is justied by the Davydov inequality (1968): there exists
a onstant K suh that∥∥∥∥E {ve (ǫ˜tX˜ ′t−1)}{ve (ǫ˜t−hX˜ ′t−h−1)}′∥∥∥∥ ≤ K‖ve (ǫ˜tX˜ ′t−1) ‖22+ναY (|h|)ν/(2+ν).
The asymptoti normality of
√
n
(̂˜A− A˜) follows from the entral limit theorem (CLT)
for mixing proesses given by Herrndorf (1984). To obtain the form of the asymptoti
variane Ω, note that
√
nve







Yt + oP (1)







where the last equality is obtained from the elementary relations ve (ab′) = b⊗ a for
any vetors a and b, and (A⊗B)(C ⊗D) = (AC)⊗ (BD) for matries of appropriate




















The asymptoti distribution (2.9) omes from (2.7) and the fat that
√








Note that (2.3) yields
Y = (X ⊗ Id) θ0 + ǫ,
where Y = ve (X1, . . . , Xn), X
′ =
(
X˜0, . . . , X˜n−1
)
and ǫ = ve (ǫ1, . . . , ǫn). Then it




































X˜t−1 ⊗ ǫt, (A.2)
whih gives (2.10). 
Proof of Theorem 3.1. First we will show the asymptoti normality of the joint






















It is lear that Υt is a measurable funtion of Xt, . . . , Xt−p−m. Thus the CLT applies

















































It is lear that the existene of these matries is ensured by the Davydov inequality
(1968). Then the result follows.
On the other hand, onsidering Ch and Γˆǫ(h) as values of the same funtion at the
points θ0 and θˆn, a Taylor expansion about θ0 gives



















where θ∗ is between θˆn and θ0. In view of the onsisteny of θˆn and the fat that
∂ǫt−h/∂θ
′
is not orrelated with ǫt when h ≥ 0, it is easy to see that, under mild
assumptions,
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Similarly to (A.4), it follows























X ′t−1, . . . , X
′
t−p
)⊗ Id} θ] = − (X ′t−1, . . . , X ′t−p)⊗ Id,
using the elementary relations a⊗b′ = ab′ for any vetors a and b, and (A⊗B)(C⊗D) =
(AC)⊗ (BD) for matries of appropriate sizes. Then the asymptoti joint distribution
of cm and θ̂n − θ0 shows that the asymptoti distribution of √nγ̂m, dened by (A.4),
is normal, with mean zero, and ovariane matrix
Varas(
√












nveC0 + oP (1). Moreover
√
n (ve C0−




Sˆǫ ⊗ Sˆǫ −Sǫ ⊗ Sǫ) =

























nve Γˆǫ(h) = OP (1).
In the previous equalities we also use (A ⊗ B)−1 = A−1 ⊗ B−1 when A and B are




γˆm = Im⊗(Sǫ ⊗ Sǫ)−1 γˆm +OP (n−1).
We now obtain (3.4) from (3.3). 
Proof of Theorem 4.2. The proof is similar to that given by Franq, Roy and
Zakoïan (2004) for Theorem 5.1. However, we will give the omplete proof of the
orresponding Lemma A3 and A4 whih are somewhat dierent from the original proof.







, we dene with obvious notations
ΣΥ,Υ = EΥtΥ
′
t, ΣΥ,Υr = EΥtΥ
′


























Now let us state the following Lemma. The proof of this Lemma is the same of
Lemma A2 in Franq, Roy and Zakoïan (2004).
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Note that to obtain this result we have to onsider the multipliative matrix norm
dened by: ‖A‖ = sup‖x‖≤1 ‖Ax‖ = ρ1/2(A′A), where A is a d1 × d2 matrix, ‖x‖ is







Lemma A.3. Let vi,t = xj1,t−1−iǫj2,t, v
′
i,t = xj′1,t−1−iǫj′2,t, ui,t = ǫj1,t−iǫj2,t and

















































Proof. We will only give the proof of (A.5), the proofs of (A.6) and (A.7) are
similar. Note also that without loss of generality, we an take the supremum over the
integers s > 0, and onsider the sum for positive h. Let i0 = (i1+1)∧(i2+1). Beause












)∣∣ ≤ K0 ∞∑
h=s+i0+p
‖Xt‖88+4ν
{αX(h− s− i0 − p)}
ν
2+ν .
By Assumption A7, the sum in the right hand side of the last inequality is bounded
























With the onvention αX(k) =
1











)∣∣ ≤ K0 s+i0+p−1∑
k=0
‖Xt‖88+4ν
{αX(k + 1− i0 − i1 − p)}
ν
2+ν ,
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s+i0+p−1∑
h=0
|E {vi1,tvi1,t−h}| ≤ K0
s+i0+p−1∑
h=0





∣∣E {vi1,tv′i2,t−s}∣∣ ≤ (s+ i0 + p)K0‖Xt‖44+2ν {αX(s− i1 − p)} ν2+ν ,
Noting that it an be shown that suph≥1 h {αX(h)}
ν
2+ν < ∞, the right hand sides of
the three last inequalities are learly bounded by onstants independent of s. Then,
the expression (A.5) is bounded. 
































We are now able to state the following Lemma.

















‖ tend to zero in probability as n→∞ when
r = o(n1/3).



































the matrix obtained by replaing Υr,t
by Υ∗r,t in the expressions of respetively ΣˆΥr,Υr , and ΣΥr ,Υr . Note that using the





































. Let xj,t the
j − th element the vetor Xt. For 1 ≤ i1, i2 ≤ m and 1 ≤ r1, r2 ≤ r, the elements of
the {d2(m+ p)(r1− 1)+ d2(i1− 1)+ d(j1− 1)+ j2}− th row and {d2(m+ p)(r2− 1)+








t = ǫj1,t−i1−r1ǫj2,t−r1ǫj′1,t−i2−r2ǫj′2,t−r2 and r0 = (r1+ i1)∧ (r2+ i2). In the same
way the element of the {d2(m+ p)(r1− 1)+ d2m+ d2(i1− 1)+ d(j1− 1)+ j2}− th row
and {d2(m+ p)(r2− 1)+ d2(i2− 1)+ d(j′1 − 1)+ j′2}− th olumn, the {d2(m+ p)(r1 −
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1)+ d2m+ d2(i1− 1)+ d(j1− 1)+ j2}− th row and {d2(m+ p)(r2− 1)+ d2m+ d2(i2−













t , where w
(4)
t = xj1,t−1−i1−r1ǫj2,t−r1ǫj′1,t−i2−r2ǫj′2,t−r2 and v
(4)
t =
xj1,t−1−i1−r1ǫj2,t−r1xj′1,t−1−i2−r2ǫj′2,t−r2 . By stationarity of (ǫ
(4)









































































for some onstant K0 independent of r1, r2, i1, i2 and r, n. Similarly, by stationarity of
(v
(4)
t ) and (w
(4)









































where K1 and K2 are onstants independent of r1, r2, i1, i2. The last three inequalities
hold beause by Lemma A.4
∑∞
h=−∞
∣∣∣Cov(ǫ(4)t , ǫ(4)t−h)∣∣∣, ∑∞h=−∞ ∣∣∣Cov(v(4)t , v(4)t−h)∣∣∣ and∑∞
h=−∞
∣∣∣Cov(w(4)t , w(4)t−h)∣∣∣ are uniformly bounded in r1 and r2. Let σij be the element








). From the moment
assumption on the proess (Xt) we know that the elements of Σr are bounded. Thus
using (A.8) we an dedue that
E(σij)
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‖ = oP (1),√






‖ = oP (1). (A.10)



























and ΣˆΥ˜,Υ˜ the matries obtained by replaing Υt by Υ˜t in ΣˆΥr ,Υr ,
ΣˆΥ,Υ
r
and ΣˆΥ,Υ. Now, we will show that replaing ǫˆt by ǫ˜t = ǫt(θˆ) does not modify
the asymptoti behaviour of the estimators. It an be easily shown that, almost surely,
there exist onstants K > 0 and ρ ∈]0, 1[ suh that, supθ∈Θ∗ |ǫt(θ)− et(θ)| ≤ Kρt.
Then we have for t ≥ r0,
∣∣∣ǫˆ(4)t − ǫ˜(4)t ∣∣∣
≤ Kρt−i1−r1 ∣∣ǫˆj2,t−r1 ǫˆj′1,t−i2−r2 ǫˆt−r2∣∣+Kρt−r1 ∣∣ǫ˜j1,t−i1−r1 ǫˆj′1,t−i2−r2 ǫˆt−r2∣∣
+Kρt−i2−r2
∣∣ǫ˜j1,t−i1−r1 ǫ˜j2,t−r1 ǫˆj′2,t−r2∣∣+Kρt−r2 ∣∣ǫ˜j1,t−i1−r1 ǫ˜j2,t−r1 ǫ˜j′1,t−i2−r2 ∣∣
























where Tl = Tl(t, r1, r2, i1, i2) denotes a set of indies t1, . . . , tl suh that
tk ∈ {t− i1 − r1, t− r1, t− i2 − r2, t− r2} for 1 ≤ k ≤ l.
In the same way, we have
∣∣∣vˆ(4)t − v˜(4)t ∣∣∣
≤ ∣∣xj1,t−1−i1−r1xj′1,t−1−r2∣∣ ∣∣ǫˆj2,t−r1 ǫˆj′2,t−r2 − ǫ˜j2,t−r1 ǫ˜j′2,t−r2∣∣
≤ ∣∣xj1,t−1−i1−r1xj′1,t−1−r2∣∣ {Kρt−r1 ∣∣ǫˆj′2,t−r2∣∣+Kρt−r2 |ǫ˜j2,t−r1 |}
≤ ∣∣xj1,t−1−i1−r1xj′1,t−1−r2∣∣Kρt−r0{Kρt−r0 + ∣∣ǫ˜j′2,t−r2∣∣+ |ǫ˜j2,t−r1 |}
≤ ∣∣xj1,t−1−i1−r1xj′1,t−1−r2∣∣ {K2ρ2(t−r0) +Kρt−r0 ∣∣ǫ˜j′2,t−r2 ∣∣+Kρt−r0 |ǫ˜j2,t−r1 |}
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and, ∣∣∣wˆ(4)t − w˜(4)t ∣∣∣
≤ |xj1,t−1−i1−r1 |
∣∣ǫˆj2,t−r1 ǫˆj′1,t−i2−r2 ǫˆj′2,t−r2 − ǫ˜j2,t−r1 ǫ˜j′1,t−i2−r2 ǫ˜j′2,t−r2∣∣



















∣∣) +Kρt−r0 ∣∣ǫ˜j2,t−r1 ǫ˜j′2,t−i2−r2∣∣}















‖ ǫ˜tk ‖2≤ E sup
θ∈Θ∗
‖ ǫt(θ) ‖6<∞. (A.11)




3 independent of t, r1, r2, i1 and i2, we have
the following inequalities ∥∥∥ǫˆ(4)t − ǫ˜(4)t ∥∥∥
2
≤ K∗1ρt−r0∥∥∥vˆ(4)t − v˜(4)t ∥∥∥
2
≤ K∗2ρt−r0∥∥∥vˆ(4)t − v˜(4)t ∥∥∥
2
≤ K∗3ρt−r0

































































































. In addition we need to dene the
following matrix
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The terms in the right hand side of the last inequality tend to zero when r = o(n1/3).
Indeed, from standard arguments, inequality (A.11) and the moment assumption on









(Σˆr − Σr) ‖= lim
n→∞
√
















































‖‖ Σˆr − Σr ‖= 0.























‖ = 0. (A.15)
Now we will show that we an replae ǫ˜t by ǫt. First using the notations introdued,




























) is of the form (ǫ
(4)
t − ǫ˜(4)t ), (v(4)t − v˜(4)t )
or (w
(4)
t − w˜(4)t ). A Taylor expansion about θ0 yields




where θ∗ = θ∗(t, n) is between θˆ and θ0.










∣∣ǫ˜j1,t−i1−r1 ǫ˜j2,t−r1 ǫ˜j′1,t−i2−r2∣∣} .
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∣∣xj1,t−1−i1−r1 ǫ˜j2,t−r1 ǫ˜j′1,t−i2−r2∣∣} .
Note that, in the previous inequalities, the L2-norm of the terms into brakets is
bounded, uniformly in t, n, r1, r2, i1 and i2 beause
E |ǫ∗t |8 ≤ E sup
θ∈Θ∗
∥∥∥∥∂ǫt∂θ′ (θ)
∥∥∥∥8 <∞, E ‖ ǫt ‖8<∞, and E ‖ ǫ˜t ‖8<∞.


































∥∥∥θˆ − θ0∥∥∥2D(3)n,r1,i1,r2,i2 ,
where E
∣∣∣D(k)n,r1,i1,r2,i2 ∣∣∣ ≤ K∗, k ∈ {1, 2, 3}, for some onstant K∗ independent













‖ are respetively bounded by r3
∥∥∥θˆ − θ0∥∥∥2OP (1), r ∥∥∥θˆ − θ0∥∥∥2OP (1),
and r2










‖ = oP (1),
√





‖ = oP (1).
The proof of the lemma follows from (A.10), (A.15) and (A.16). 
Reall that we have the AR(∞) model
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where
∑∞
i=1 ‖Ai‖ <∞ and det(A(z)) 6= 0 if |z| ≤ 1, and that we have the regression
Aˆr(B)Υˆt := Υˆt −
r∑
i=1
Aˆr,iΥˆt−i = Υˆt − AˆrΥˆr,t = uˆr,t
where Aˆr =
(









. Now introdue the regression of Υt on
Υt−1, ...,Υt−r dened by
Ar(B)Υt := Υt −
r∑
i=1
Ar,iΥt−i = Υt −ArΥr,t = ur,t, ur,t ⊥{Υt−1 · · ·Υt−r}
where Ar = (Ar,1 · · ·Ar,r) = ΣΥ,ΥrΣ−1Υr ,Υr . Writing A
∗
r = (A1...Ar) and using
standard omputations we have

























The arguments used to show that the terms in the right hand side of (A.17) and (A.18)
tend to zero when r = o(n1/3) an be extended diretly from Franq, Roy and Zakoïan





























































‖ = oP (1). (A.19)
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we an dedue that
√
r







































)∥∥∥ = oP (1).
Moreover, using Lemma A.5 in Franq, Roy and Zakoïan (2004), it an be shown
that
√






as r →∞. In view of (A.17) we an onlude that Aˆr(1)→ A(1). Similarly it an be
shown that Σˆuˆr ,uˆr → Σu,u in probability.
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