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Designing and discovering novel materials is challenging problem in many domains such as fuel 
additives, composites, pharmaceuticals, and so on. At the core of all this are models that capture 
how the different domain-specific data, information, and knowledge regarding the structures and 
properties of the materials are related to one another. This dissertation explores the difficult task 
of developing an artificial intelligence-based knowledge modeling environment, called Hybrid 
Ontology-Learning Materials Engineering System (HOLMES) that can assist humans in 
populating a materials science and engineering ontology through automatic information extraction 
from journal article abstracts. While what we propose may be adapted for a generic materials 
engineering application, our focus in this thesis is on the needs of the pharmaceutical industry. We 
develop the Columbia Ontology for Pharmaceutical Engineering (COPE), which is a modification 
of the Purdue Ontology for Pharmaceutical Engineering. COPE serves as the basis for HOLMES.  
The HOLMES framework starts with journal articles that are in the Portable Document 
Format (PDF) and ends with the assignment of the entries in the journal articles into ontologies. 
While this might seem to be a simple task of information extraction, to fully extract the information 
such that the ontology is filled as completely and correctly as possible is not easy when considering 
a fully developed ontology.  
  
In the development of the information extraction tasks, we note that there are new problems 
that have not arisen in previous information extraction work in the literature. The first is the 
necessity to extract auxiliary information in the form of concepts such as actions, ideas, problem 
specifications, properties, etc. The second problem is in the existence of multiple labels for a single 
token due to the existence of the aforementioned concepts. These two problems are the focus of 
this dissertation. 
In this work, the HOLMES framework is presented as a whole, describing our successful 
progress as well as unsolved problems, which might help future research on this topic.  The 
ontology is then presented to help in the identification of the relevant information that needs to be 
retrieved. The annotations are next developed to create the data sets necessary for the machine 
learning algorithms to perform. Then, the current level of information extraction for these concepts 
is explored and expanded. This is done through the introduction of entity feature sets that are based 
on previously extracted entities from the entity recognition task. And finally, the new task of 
handling multiple labels for tagging a single entity is also explored by the use of multiple-label 
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As the field of materials engineering grows, high-throughput experiments, computational models, 
and conventional experimentation continue to generate large amounts of diverse data, posing 
challenges for scientists and engineers to store, manage, and use all this data effectively (Integrated 
Computational Materials Engineering, 2008; Monticolo et al., 2015; Venkatasubramanian, 2009). 
A proper framework of information storage and retrieval would enable scientists to add further 
value, and with the assistance of artificial intelligence agents, allow them to explore their data and 
identify potentially new material candidates. Such knowledge management would allow 
workbench scientists to participate more actively in discovery informatics (Agresti, 2003). 
However, this requires an open, scalable, and flexible approach to data modeling. 
The Pharmaceutical Industry is in the same dilemma in terms of the amount of data that it 
deals with on a regular basis. According to the PhRMA ("2015 PhRMA Profile," 2015), there were 
around 7,000 total drugs in development all across the globe. To get this drug approved, a 
pharmaceutical company needs to submit a new drug application (NDA) (US Food and Drug 
Administration, 1999). Considering that the average document length of NDAs in the US is around 
100,000 pages, the amount of information being handled by pharmaceutical companies and the 
Food and Drug Administration (FDA) is enormous. Add to this that for each drug approved, 
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approximately 10,000 drugs are studied in the same pipeline. These large numbers suggest that the 
pharmaceutical industry, at least the scientific industry within pharmaceuticals, is a large data 
industry. 
There is also a problem of information diversity in the pharmaceutical sciences. Different 
parts of the industry require different information types, and the relationship between this 
information varies. This information includes the chemistry from the production of the active 
pharmaceutical ingredient (API) (Bari et al., 2007), the mechanics working between the excipients 
and the API (Guerrieri & Taylor, 2009), the scale up of production (S. Kim et al., 2003), the 
metabolism in the body (Prescott, 1980), clinical procedures for testing of API dosages (Cutlip et 
al., 2007), etc. And then, even with similarities knowledge involved in similar or corresponding 
parts of the industry within pharmaceutical engineering, the specificity of the required information 
varies according to the system. This then illustrates the variety, the volume and the velocity of the 
data that is in the pharmaceutical field. 
With the value and veracity of the information implied in its nature, this is a problem in 
Big Data (Jain, 2017). The problem is in the management of this information since researchers and 
developers often ask a number of varied questions during the pharmaceutical product development 
and engineering process. And they have to typically search through thousands of documents 
containing an enormous amount of diverse information to answer them. The kind of questions that 
arise are such as the following: 
• For the FDA in reviewing an NDA, one might ask, “What are the adverse effects of 
brivaracetam, Briviact, based on clinical testing? Rank them according to severity and list 
the percentage occurrence of each of the effects.” 
3 
 
• For a researcher trying to mitigate the negative effects of chemotherapy, “What is the 
pharmacokinetics of doxorubicin? Enumerate the studies and experiments performed to 
create the pharmacokinetic survey. Identify the experiments that are not in agreement 
with the generated pharmacokinetics.” 
• For an engineer in charge of the maintenance of equipment, “Identify documents where 
roller compaction was used with a temperature of 50 °C. Enumerate all feed materials 
and rank them according to usage rate.” 
• For a product manager assessing the production of a particular drug, “What is the current 
rate of production of infliximab, Remicade? What is the distribution over all production 
plants? Compare with the projections and goals for this year.” 
 Answering these questions with a computer require more semantic knowledge than 
conventional keyword-based search or those available currently in engines such as Google (Brin 
& Page, 1998; Singhal, 2012) and Wolfram Alpha (Evans, 2009; Talbot, 2009). In depth questions 
require a lot of formal logic integrated with connected information structures for the answers to be 
formulated. Such answers need what is known more as semantic search (Fu et al., 2016; Jiang et 
al., 2015). And more than standard semantic search, the search engine necessary for this requires 
more information in the pharmaceutical domain. 
These requirements are met by the use of computer ontologies, which have been favored 
by the Semantic Web community (B. J. Smith & Gaver, 2010). Ontological software has been 
developed with the scale and diversity of the World Wide Web in mind, so it is capable of handling 
the information diversity in the materials engineering domain. Ontologies seek to model technical 
domain knowledge as a set of rules, a hierarchy of concepts, and the relations between them. These 
models can then be turned into first-order logic models, which are both computable, to check if 
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they are logically consistent, and query-able in ways that allow for flexibly thinking about the data. 
These characteristics offer a foundation on which to build innovative and intelligent systems. 
 The use of ontologies to aid scientists has a large precedent in the biological and biomedical 
domain (Bard & Rhee, 2004); about 130 ontologies for the biomedical domain are stored in the 
website of the Open Biological and Biomedical Ontologies (OBO) as of 2007 (OBO Technical 
Working Group, 2018; B. Smith et al., 2007). These ontologies have been used to great effect in 
understanding a variety of topics including metabolic and regulatory pathways (Guo et al., 2005), 
genes (Ashburner et al., 2000), computational systems biology (Sauro & Bergmann, 2008) and 
deceases (Kibbe et al., 2015). 
 In the materials and manufacturing engineering domain, ontologies are a growing 
discipline. The most widely known is the Ontology for Computer-Aided Process Engineering 
(OntoCAPE) by Morbach et al. (2007). There is also a manufacturing system engineering ontology 
developed by Lin and Harding (2007). Ashino (2010) published his work on a materials ontology, 
which contains information using data exchange with materials databases. The contribution of 
Muñoz, et al. (2012, 2013) works on easing the decision-making in manufacturing industries by 
using an ontology to relate corporate/management decisions to effects in manufacturing. Our work 
in this paper uses a modification and extension of the Purdue Ontology for Pharmaceutical 
Engineering (POPE) (Hailemariam & Venkatasubramanian, 2010a, 2010b) as a basis for the 
conceptualization of the Hybrid Ontology-Learning Materials Engineering System (HOLMES) 
framework. 
 However, for ontologies to be useful in discovery informatics, they need to contain large 
amounts of accurate and connected data. To be able to achieve this, there are two straightforward 
options: to wait for ontologies to become the standard in information storage instead of data tables 
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or databases, or, as in the HOLMES framework presented here, to use approaches from the 
perspective of machine reading or information extraction targeting existing scientific literature to 
populate the ontologies. 
The most common way of populating ontologies is through manually identifying 
individuals and their connections to one another (Jupp et al., 2012; Vargas-Vera et al., 2001). This 
is similar to how a database is filled using a form that contains all the details to populate the 
database table. The problem with this is that it is a slow startup process and is impractical with the 
amount of information to be stored. An alternative approach is by matching the schema with that 
of a pre-existing database. There are, however, a number of problems that arise from this, the most 
significant one being that the information transferred does not gain anything from using the 
ontologies. This defeats the purpose of using an ontology over a database. The additional 
information still requires the manual identification of each piece of this missing data. 
One of the critical properties of the information available is that it is meant for human 
consumption, mostly in the form of webpages and/or PDF journals. In order for this information 
to be analyzed computationally, there is a need to convert this information into a computer-
readable format. Nowadays, this is normally done by having a person obtain the information 
through reading documents and then transcribing them into the necessary format. This is true for 
databases, spreadsheets, libraries, ontologies, etc. The automated conversion process from this 
human readable information into computer-parsable data, at least when it comes to textual 
information, is known as machine reading or natural language understanding. In recent years, 
studies leading to machine reading have been used to analyze literature (Agichtein & Gravano, 
2000; Carlson et al., 2010; Collins & Singer, 1999; Hu et al., 2018; Huang et al., 2004; J. D. Kim 
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et al., 2003; Kudo & Matsumoto, 2001; Leaman & Gonzalez, 2008; Mausam et al., 2012; Percha 
et al., 2012). 
Machine Reading is considered to be an AI-complete problem (Demasi et al., 2010; 
Yampolskiy, 2012), meaning that a solution to it provides the capacity to create AI. There has been 
a large amount of effort put into the field in the recent years. Compared to the early translators in 
IBM’s Georgetown experiment in 1954 (Hutchins, 2004), the field has undergone a transformation 
in size and complexity. Other than the more obvious reason of an increase in computational power, 
one of the main reasons this transformation came about is the creation of databanks for the English 
language. The first of these databanks is the Brown Corpus (Francis & Kucera, 1979), which 
contains annotated text in topics of linguistics, psychology, statistics, and sociology. Another 
databank came about in the late ’80s to the early ’90s with the development of the Penn Tree Bank 
(Taylor et al., 2003), which contains annotated text from the Wall Street Journal. This then 
presented opportunities to further the development in understanding and analyzing textual 
information, by changing the algorithms from rule-based approaches to statistical machine 
learning approaches, otherwise known as corpus linguistics. 
This gave rise to the field of information extraction (IE) in the late ’80s (Grishman & 
Sundheim, 1996). The goal in these formative years was to extract information about named 
entities (e.g., names of places, name of companies, and names of people). Since then, the number 
of training methods and models that perform the entity recognition (ER) have gone up from support 
vector machines (SVM) to hidden Markov models (HMM) to conditional random fields (CRF) 
(Sekine, 2004) and more recently Neural Networks (NN) (Irsoy & Cardie, 2013). 
Entity Recognition (ER) identifies which entities are relevant to a particular problem and 
then classifies them into the appropriate entity classes. This is one of the more accurate tasks in 
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the information extraction field. ER has reported accuracies (in terms of F1-scores) of 90% and 
higher on general applications dealing with simple classification of named entities (Collins & 
Singer, 1999; Cucerzan, 2007; Nadeau & Sekine, 2007; Sekine, 2004). More advanced extraction 
deals with opinions (Banea et al., 2013), multilingual extraction (Zhang et al., 2018), open domain 
dialogues (Bowden et al., 2018), etc. There are also several pieces of open-source software 
available for this generic entity recognition (Khashabi et al., 2018; The Apache Software 
Foundation, 2010; The Stanford Natural Language Processing Group, 2011). Biomedical 
applications of ER that identify biomedical entities such as cells, anatomical entities, organisms, 
etc., have accuracies ranging from 70% to 80% (Leaman & Gonzalez, 2008; Settles, 2004). The 
same accuracies have been reported from chemical ER, looking for chemical names such as 
ChemSpot (Rocktäschel et al., 2012) and ChemicalTagger (Hawizy et al., 2011). A combination 
of chemical name and biomedical ER called BANNER-CHEMDNER reports an accuracy of ~86% 
(Munkhdalai et al., 2015). 
The preliminary problem in chemical engineering, pharmaceutical engineering, or other 
scientific domains is that the annotated data available does not contain the jargon and analogies 
that are present in scientific publications. There needs to be a large enough training data set that 
contains some of these types of information so that statistical data can identify them even if they 
have not been used before. Creating this data set, however, is not trivial, as was exemplified in the 
biomedical industry in the creation of the GENIA corpus (J. D. Kim et al., 2003). 
The biomedical industry is one of the first scientific domains to apply the information 
extraction techniques in their domain with applications like Banner (Leaman & Gonzalez, 2008) 
and Abner (Settles, 2004). The domain has also created a lot of machine learning training data that 
corresponds to the needs of the domain, a more extensive one being the aforementioned GENIA 
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corpus (J. D. Kim et al., 2003). However, since the domain is also large, a more specific variety of 
these data sets can be found for the biomedical domain ("Biocreative Corpora," 2017; Johnson, 
2011). This makes the problem of too much information easier to handle, given the feasibility of 
segregating the information. But this segregation also gives rise to a need for a diversity of tools 
to completely process a single document. 
It would be very helpful if one could develop an intelligent system that could assist in this 
important task of using and populating ontologies as a way to answer semantic questions. This is 
the grand challenge addressed in this dissertation, but our goal is more modest. The dissertation 
focuses on two aspects of this big problem, namely, entity recognition (ER) and concept detection 
(CD), in pharmaceutical engineering literature. In particular, the focus is on a corpus of some 
12,000 abstracts from four leading pharmaceutical science and engineering journals, published up 
to 2014 and downloaded from the Web of Science, as our testbed. Despite the importance of this 
problem, there has not been much work towards such a goal. This problem remains largely as an 
unsolved problem. 
 
1.1. Overview of HOLMES 
Here, the dissertation presents a framework that splits machine reading into two components – a 
malleable knowledge base and a sequential information extraction system – so that information 
can be automatically added into ontologies. This framework, as mentioned earlier, is called 
HOLMES, which stands for Hybrid Ontology-Learning Material Engineering System. 
 The framework proposed aims to populate ontologies by extracting information from text 
documents. Several approaches have been pursued in this regard. One important framework, called 
9 
 
OntoPOP, uses a combination of information extraction techniques and then following it up with 
a rule-based system to map information to ontologies (Amardeilh, 2006). Cimiano (2006), on the 
other hand, presents a formal model of ontology and the idea of an “ontology learning layer cake” 
that separates different tasks, such as concept identification (strictly different from the concept 
detection discussed later), relation extraction, and axiom generation. Different techniques for 
populating each layer and evaluating these techniques are also summarized in Cimiano’s study. 
Pursuing another approach, Byrne (2008) starts by using named entity recognition (NER) to 
identify key terms in her corpus. Then she uses relation extraction to identify relations between 
the key terms identified. The methodology she uses is similar to the HOLMES framework, except 
for the difference of scale. The main difference is that her work is quite narrow in terms of the 
classes identified. 
 HOLMES’ current focus is on scientific journals, as they contain reliable peer-reviewed 
information. However, these are typically in the PDF format, which is not necessarily an easy 
format to extract data from. The PDF text can be extracted by software, but the extracted text is 
not organized any more than identifying how the words are aligned in the same line. There are also 
extractors that capture images, but the images are not flattened before extraction. This then leads 
to instances wherein the information from images is not extracted completely. 
 In contrast to other information extraction systems such as Ollie (Mausam et al., 2012) and 
RAPIDMINER (Hofman & Klinkenberg, 2013), the end goal of HOLMES is the automated 
allocation of the information from PDFs to the ontologies. HOLMES aims to extract as much 
information as possible, including relations between terms, mathematical equations, and 
flowcharts, with little to no human assistance (except for data verification). The further processing 
of this information for various applications is not included. The goal is not to limit the extraction 
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of the information to specific topics in pharmaceutical engineering such as drug delivery, cancer 
treatment, Alzheimer’s, metabolic pathways, etc., but to be able to extract all these along with their 
commonalities and differences. 
 
1.2. Some Challenges with this Approach 
Identifying concepts is a key part of the objective of the project of HOLMES. As concepts mostly 
contains auxiliary or supporting information with regard to most problems, concept detection is 
more commonly not part of other information extraction studies. However, in populating an 
ontology from text, concepts also need to be properly categorized. This goal of populating 
ontologies puts less of a limit on the type of information required compared to other information 
extraction tasks. 
 Concept Detection is similar to entity recognition in that it is also trying to identify key 
terms in a body of text. The major difference is in the usage of concepts rather than entities in a 
sentence. Most entities are found as either the subject or direct object of a sentence or a subordinate 
clause. This allows for parts of speech to be used as one of the main features in the identification 
of these entities. Concepts, on the other hand, can be used in more diverse parts of the sentence; 
there are even some instances wherein these concepts are adverbs and compound nouns. 
 Another problem with concepts—though this problem is more prominent on processes or 
actions—is that they are not consistent in either form or the tense of the words that convey them. 
Take for example the word distill, which conveys the same action as distilled or distilling, and can 
even take on the form of a noun in the word distillation. A more frequently used example in the 
11 
 
literature is the word research, which can take on other forms such as work, experiment, and study, 
all of which mean the same with regard to a specific publication. 
 A possible way around these problems is by using either a dictionary or a fully populated 
ontology. The problem with this approach is that it does not consider new terms that are used or 
developed for new concepts, nor does it consider recently renamed concepts or those that are not 
common and that it has not yet encountered. This is the reason that statistical concept detection is 
used and tested in this work. Also, the premise of using a dictionary or populated ontology is that 
it exists, which would imply that the problem that HOLMES is trying to solve—that there exists 
an unpopulated ontology that is to be filled with the extracted information—has already been 
solved beforehand. Though the basic framework ontology contains a lot of information, especially 
on how classes interact, a majority of the specifics are not in that ontology. Even as the ontology 
becomes more populated, and information extraction relies more on ontology matching, the 
statistical extraction still proves its value by identifying previously unseen terms that should be 
classified as entities or concepts. 
 This work focuses on the identification of a wider scope of possible entities and concepts 
compared to traditional entity recognition. This is in consideration of the HOLMES framework, 
which was designed to extract as much information as possible. In the framework, the task of 
concept detection lies in between the entity recognition and the relation extraction tasks. Its goal 
is to provide a richer information set before the identified entities and concepts are related to one 
another, thereby allowing the possibility to include more details to the entities that are identified. 
While the extraction performed by Scaria et al. (2013) for biomedical process extraction is sound 
and may be performing at a level ahead of other models by combining the relation extraction and 
concept detection tasks, it is also important to study the individual tasks to see their independent 
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performance. This also allows for the independent improvement of each task, which should enable 
a greater performance on the synergistic approach. Aside from process-concepts, which connect 
to actions (these process-concepts are also under the concept definition used in this work), other 
concepts are almost always connected to an entity. For this reason, entity features are used as an 
additional feature in our implementation. These entity features use attributes such as the token’s 
spatial properties, token composition, and the entity classification as part of their specifications. 
These attributes are explained further later in the ER section (Section 2.2.1). 
 One of the main challenges in developing machine learning algorithms for new domains, 
such as the ones tackled in this dissertation, is the lack of labeled data with which models can be 
obtained through training. In certain well-researched domains, one does not have this problem. For 
instance, the most used natural language databank, known as the Penn Treebank (Taylor et al., 
2003), has about seven million annotated words. GENIA, a biomedical domain specific data set, 
has data amounting to 89,862 terms for machine learning purposes (J. D. Kim et al., 2003). A more 
recent and verbose databank also exists in Google’s internal files (Mikolov et al., 2013), which 
contains approximately one billion words. This type of databank does not exist for the domain of 
pharmaceutical engineering or even for chemical engineering. Thus, it is a priority of this 
dissertation to leverage progress in machine learning for the domain. 
 However, this problem of limited annotated data is partially mitigated with the use of active 
learning (Settles, 2009). Active learning is a set of techniques which, given a partially trained 
model and a set of “unlabeled data,” can determine which unlabeled instances would be optimal 
to increase the performance of the model. This allows the system to prioritize the data so that 
annotators’ time is spent wisely (Settles, 2001). Another workaround with limited data is the use 
of the ontology reasoner and the open world assumption in ontologies. This allows us to limit the 
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ER and CD classes to just the classes that are directly descendants of the class “OWL:Thing,” 
which is the ancestor of all ontological classes. The same approach applies to the ontological 
properties. This lack of training data is more apparent in machine learning algorithms that require 
separation between a large number of classes. 
 Scientific publications, especially in abstracts, are highly congested with respect to 
meaning per word. Terms can be complex wherein parts of the term can be classified as different 
from the term itself. For example, “Fourier Transform Infrared Spectroscopy” is classified as 
“action < analytical-process.” In terms of grammar, it is known that the terms Fourier Transform 
and Infrared modify the word Spectroscopy to specify the type of spectroscopy that is being done. 
However, these terms alone, existing somewhere else in the corpus, will be classified differently 
from the way this specific term is classified. For the purpose of this paper, these complex terms 
are called nested terms. A more detailed example is mentioned in Section 5.2. 
The existence of nested terms thus signifies the need for multiple labels in identifying and 
categorizing terms in multi-domain documents. However, as far as was read from literature, there 
has been no study done in identifying the potential of multi-label classification in multi-domain 
documents or in ER for the pharmaceutical industry. This opportunity is explored by examining 
the performance of multi-label classifiers over the multi-class classifiers used in joint ER and CD, 
given the corresponding data set. 
 
1.3. Objectives of Thesis 
The thesis presents several new findings in the study of information extraction in the domain of 
pharmaceutical engineering. More specifically, the information extraction is geared towards fully 
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populating an ontology automatically. The contributions that were explored in this dissertation are: 
(i) the Hybrid Ontology-Learning Material Engineering System information extraction framework, 
(ii) the Columbia Ontology for Pharmaceutical Engineering, (iii) a fully annotated databank for 
pharmaceutical engineering information extraction, (iii) the task of concept detection for a wide 
range of concept classes, (iv) the introduction of entity features for use in concept detection, and 
(v) the investigation of multi-label classification in joint entity recognition and concept detection. 
 
1.4. Outline of Thesis 
This work starts by presenting the HOLMES framework in more detail (Chapter 2). This includes 
current research that is being done on each of the machine learning tasks in HOLMES and the 
problems that were encountered in the development of the framework. The progression and 
interaction between each task is also shown here. 
 The next section describes in detail the ontology that is being used in the formulation of 
HOLMES, the Columbia Ontology for Pharmaceutical Engineering (COPE) (Chapter 3). Here the 
main components of the ontology are described and several test cases that were used in the 
formulation are also shown. The classes and the properties are shown in Appendix A: and 
Appendix B:. 
 After that, the following section contains information on the annotated data collection 
(Chapter 4). This data is the data used in the experimental section following the data collection. 




 The section after involves the entity recognition and concept detection experiment (Chapter 
5). Here, the two main experiments that were done are presented. The first is the task of concept 
detection. This task is explored along with the use of entities as features in the task. The second 
task is the use of multi-label classification algorithms to solve joint entity recognition and concept 
detection tasks. This second task compares the effectiveness of the multi-label classification vs. 







Chapter 2.  
 




HOLMES is the name given to the framework that is meant to populate the ontologies. It stands 
for Hybrid Ontology-Learning Material Engineering System. As was stated in the introduction, 
HOLMES’ goal is for the automatic data population of ontologies. The ontologies here are the 
ones used in the context of artificial intelligence (Gruber, 1993)—ontology being a term that 
originated in philosophy in the study of categories (Marquis, 2014)—and are the automatic 
populated source of information that is meant for human understanding. HOLMES, therefore, is a 
framework for the conversion of this information into ontologies, or ontology-based information 
extraction. 
 Systems similar to HOLMES have been formulated, but the target is not ontology 
population, specifically of ontologies in the engineering domain. Instead, they focus on either goal-
oriented, database-driven, or generic information extraction. A system like ChemDataExtractor 
(Swain & Cole, 2016) aims to populate a database using their extraction tools, with some parts of 
this system relevant to HOLMES—ChemicalTagger (chemistry entity recognition) (Hawizy et al., 
2011) and OSRA (chemical formula extraction) (Filippov, 2012; Flippov, 2009). Other systems 
such as RAPIDMINER (Hofman & Klinkenberg, 2013) and GATE (Cunningham, 2002; 
Cunningham et al., 2002) aim towards generic information extraction by providing a software suite 
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geared towards standard procedures in information extraction, parts of which, such as word 
chunking and POS tagging, are also relevant in HOLMES. Several other freeware programming 
libraries provide the algorithms and models for such tasks—ComCompNLP (Khashabi et al., 
2018), Stanford NLP (The Stanford Natural Language Processing Group, 2011) and OpenNLP 
(The Apache Software Foundation, 2010) for Java, and NLTK (Bird et al., 2009) for Python. 
 Ontology-based information extraction (OBIE), in general terms, has been in discourse. 
Several cases of OBIE have been mentioned in the Introduction, OntoPOP (Amardeilh, 2006), the 
work by Cimiano (2006), and the work by Byrne (2008). These works aim towards populating a 
small generic ontology as a proof of concept. The shortcomings of these works, however, are in 
the type of information that they extract. The work by Cimiano lacks direction, as it uses clusters 
formed in the text as the basis for its conceptual framework, similar to how Topic Modeling (Blei 
& Lafferty, 2007) finds its topics. While the process is mathematically sound, the results do not 
always show this. Byrne’s work focuses more on basic concepts such as “object,” “people,” and 
“location,” which makes it difficult to formulate a more complex ontology that is useful to the 
engineering domain. 
In this chapter, the overall framework of HOLMES is explained along with each of its 
parts and the problems associated with each part. Since HOLMES is meant to populate ontologies, 
its goal is to identify the ontological individuals (nodes) and the relationship of these individuals 
with one another (edges), then relate them to the ontological classes (group of nodes) and 
properties (group of edges). The overall framework considers each task as being separate machine 
learning tasks that have specific commonalities. These machine learning tasks are, in the order 
that they are presented in this chapter: Document Image Analysis, Formula Processing, Graphical 



































































 For the conceptualization of the framework, the target sources are the peer-reviewed 
scientific journal articles. This provides for a more reliable source of information such that the 
amount of conflicts due to uncertainty, as compared to the web ("Uncertainty Reasoning for the 
World Wide Web," 2008), is minimized. The handling of veracity of extracted information is 
currently not completely explored in this dissertation. The uncertainty is considered when the 
information is extracted; however, equal weight is given to each data point when uncertainty is 
considered. 
 
2.1. Image Processing 
2.1.1. Document Image Analysis 
The scientific journal articles are usually formatted in portable document format (PDF), from 
submissions to online publications. The specifications of this format are indicated in ISO 32000-
1:2008 (International Organization for Standardization, 2008). Due to this specification, it is not 
straightforward to extract the information contained within a PDF document. Several toolsets are 
available that take advantage of the specification to extract information from PDFs. Examples of 
these toolsets are ParsCit software package (Councill et al., 2008), the Text and Image Extraction 
Toolkit (TET) (PDFLib, 2011), and PDFBox Apache (2016). The best-performing of these in 
preliminary tests, TET, extracts text using positional information from the text sections identified 
using machine vision. TET also contains support for Unicode, making it possible to replace 




Unicode values with tags or ASCII equivalents. It is also able to identify captions and labels them 
as such. 
 Yet even with all of these advances, the extraction still has a lot of room for growth. Several 
portions of text extracted using any of the aforementioned toolsets is sorted in a different location 
than where it should be. Some of the reasons for this unsorted text are due to changes in formatting, 
such as when bullet points are introduced, or a significant section of the text is cited and formatted 
differently (i.e., italicized) to indicate such. Then, when it comes to extracting images, using any 
of the aforementioned extractors, the images are not always extracted in its entirety (i.e., some 
images are partitioned into component images or basic shapes). This is due to the way that the 
images were created in the original document. 
 For the aforementioned reasons, information is extracted from PDFs using a different 
perspective, document image analysis. This is a field of research that involves pattern recognition 
and computer vision (Baird & Tombre, 2014; Kasturi et al., 2002; Nagy, 2000) to analyze the 
pages of a document. Several extraction papers focus on specific elements on the page (Doermann, 
1998; O'Gorman & Kasturi, 1995). In the context of full extraction of information, it is necessary 
to focus on the entire document and not specific elements. Works have also been done on full 
extraction (Agrawal & Doermann, 2010; Keysers et al., 2007), which is what is considered in the 
HOLMES framework. These works on document image analysis can be classified into two parts: 
document page segmentation and document zone classification. 
2.1.1.1. Document Page Segmentation 
Document page segmentation is the work of identifying which parts of the document belong 
together. Humans do this segmentation by looking for large white spaces which we use to identify 
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which of the segments constitute a single zone or section. One such computational method uses 
the texture of the document image based on wavelet methods that separate the text on a page from 
a picture in the background (Bloomberg, 1992). One disadvantage of this method is that it loses 
the positional information of the text with respect to the layout of the page. Another family of 
methods of document page segmentation, hierarchical methods, uses this property. In hierarchical 
methods, these white spaces are identified using various techniques, such as run length smoothing 
(Nikolaou et al., 2010; Papamarkos et al., 1996; Rais et al., 2011), whitespace analysis (Breuel, 
2002, 2003; K. Chen et al., 2013), constrained text-line detection (Cardoso, 2009; Liwicki et al., 
 
Figure 2: Different document section algorithms and their performance. 
These are the results of the paper by (Shafait et al., 2006). The bottom three algorithms perform the cleanest 
extraction of the different document sections. 
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2007; Louloudis et al., 2007; Louloudis et al., 2006), Docstrum (O'Gorman, 1993), and Voronoi-
diagram-based (Agrawal & Doermann, 2010; Kise et al., 1998). Most of these methods are made 
with considerations towards handwritten work. This is an advantage for the framework as it 
increases the possible sources of information. Handwritten work, however, is not among the main 
concerns of this work as there is no way to determine its validity before being added to the 
knowledge base. 
 Most considered in the conceptualization of HOLMES is the Voronoi-diagram-based 
method. This was done because it was one of the algorithms that performed above the others, 
constrained text-line and Docstrum being those that performed similarly, in the work by Shafait et 
al. (2006). An example of the results of different algorithms from their paper is shown in Figure 
2. Here, the three images at the top fail to properly identify individual bounding boxes for the 
classification. The bottom three are more stable in identifying these bounding boxes, with the text-
line algorithms being the most specific. 
 The Voronoi-based methods work by first identifying an area Voronoi diagram. This is 
done by identifying the closest white area that surrounds connected non-white pixels. The edges 
of these white areas are called Voronoi edges. These Voronoi edges are then analyzed to determine 
which edges constitute a possible zone divider (i.e., longest horizontal/vertical connected 
component Manhattan-based structures). The edges are connected to each other to create polygons, 
which are then converted to the closest rectangles. Figure 3 shows a sample document page, from 
a paper by Loftsson and Brewster (2012) on Cyclodextrins, as an example of the sectioning and 
the steps involved in generating these zones. 
 Another reason for the consideration of Voronoi-based methods is because of the use of 
the Voronoi area diagrams for the extraction of mathematical and chemical formulae, which will 
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be discussed later. The important thing to note is that it is important for each character to share one 
area. The key characters to note are i, j, =, :, and ;, which are frequently used in text. This is also 
necessary when applying character recognition on the images to determine the text content of each 
of the bounding boxes.  
 
Figure 3: Page Segmentation Example. 
A page from the work by Loftsson and Brewster (2012) after sectioning, where (a) shows the page 
flattened to an image, (b) shows the page with an area Voronoi diagram, (c) shows the page with the 
Voronoi stripped of irrelevant edges, and (d) shows the rectangles after analysis. 
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2.1.1.2. Document Zone Classification 
Document zone classification is the identification of the type of information that is contained 
within a bounded document zone. In HOLMES, the relevant zones are the headers, references, 
captions, body text, mathematical formula, chemical formula, graphs, and flowcharts. Each of 
these zones is given to different tasks in the framework as shown earlier in Figure 1. 
 Different algorithms are available for document zone classification. Decision-tree-based 
algorithms use decision trees wherein the number of possible classes goes down as one progresses 
further down the leaf of the tree. Consensus-based algorithms use color features and stroke features 
to calculate a similarity score and then cluster the sections according to this similarity score. 
(Keysers et al., 2007) used the k-means algorithm and specific features such as the Tamura texture 
histogram (Tamura et al., 1978). Other algorithms include, but are not limited to, incremental 
learning (Bouguelia et al., 2013), artificial neural networks and support vector machines (Ibrahim 
et al., 2009), hidden Markov models (Y. Wang et al., 2006), and partial least squares (Abd-
Almageed et al., 2008). 
 For the classification of these sections, the main work considered was the work by Y. Wang 
et al. (2006). It identifies a total of 69 features that are relevant to identifying the nine different 
section types that were mentioned in their paper: small text, large text, math, table, halftone, 
map/drawing, ruling, logo, and others. In the paper, they were able to reduce the number of features 
to 45 by focusing on the features identified through analyzing the zone in two of the four major 
directions, horizontal and one diagonal (with vertical and the other diagonal as the other major 
directions). They were able to achieve a 98.53% accuracy rate for their classification. 
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 The main algorithms used by Y. Wang et al. (2006) include a decision tree classifier as a 
control model and a hidden Markov model classifier. The hidden Markov model performs slightly 
better (98.52% vs. 97.53%) since it also considers the sections closest to the currently identified 
section to be related to it. Hidden Markov models work by using information about a hidden state 
of a section, which then affects the state of adjacent sections. This means that the classification 
involves the entire page instead of just individual sections. Hidden Markov models are discussed 
in more detail in Section 2.6.2. 
2.1.2. Formula Processing 
Another use of the image processing is in identifying the data content of zones identified as formula 
in the previous section. This task is called formula processing since it includes the processing for 
both mathematical and chemical formulae. Mathematical and chemical formulae are an essential 
part of the text that are not as easy to process as text. This is due to the nature of some parts of 
these formulae that are expressed as figures instead of an ASCII representation that a computer 
can easily parse. It is important that these formulae be extracted and placed into the ontology as 
they contain important information. Though these formulae are usually explained in the text, the 
details explained in the text do not fully describe the equation. The explanation in the text usually 
focuses on discussing what the variables in the equation represent. If it does explain the 
relationship between certain variables, it only explains the relation in terms of variable pairs and 
not the overall relationship. 
2.1.2.1. Mathematical Formula Processing 
For mathematical formula, the mathematical characters have to be identified first. This is done 
through the use of an optical character recognition (OCR) algorithm, as some PDF formulae are 
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published as images. The algorithms described here are from the work of Suzuki et al. (2003) in 
their work on the INFTY project and the basic paradigm is still applied in a more recent work 
(Zanibbi & Blostein, 2012). Initially, the 2-D layout of the equation is extracted as a graph, the 
edges of which are given weights based on the likelihood that the classes of those glyphs would 
occur in that spatial relationship (i.e., it is likely for alphanumeric characters to be in the superscript 
position and unlikely, albeit possible, for symbols like + to be in the subscript). The semantic 
meaning of the equation is then found by searching for the maximum weight-spanning tree of this 
graph via dynamic programming. 
 The formulation of the mathematical formula as a graph is dependent on the position of the 
characters identified in the OCR. The nodes in the graph are the characters that were identified, 
and they are connected to one another depending on their relative distances and positions to one 
another. One way to look at this, in terms of the previously discussed topic on document sectioning, 
is that the characters that are connected are the ones that have their area Voronoi sharing a pixel 
along their borders. This allows for the unification of the algorithm in document section analysis 
and mathematical formula extraction. The final syntax of the mathematical formula can be 
obtained by looking for which parts of the graph are connected to one another. By removing all 
graph edges that are not used, the problem becomes a minimum (or maximum in this case) 
spanning tree (MST) problem. However, the nodes can change the values of the edges. This leads 
to a more general version of the MST problem, the generalized minimum (or maximum) spanning 
tree (GMST) problem. 
 The dynamic program to solve the GMST problem does not always yield an optimal result. 
The GMST problem itself is considered as an unsolved NP-hard (non-polynomial hard) problem 
(Blum & Raidl, 2016; Golden et al., 2005; Haouari et al., 2004). This suggests that most 
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optimizations used to solve it are approximations at best, and even genetic algorithms (Abilasha 
& Mohan, 2016) would take a long time to obtain the optimal solutions given a large enough graph. 
In principle, however, the dynamic program is sufficient to solve most problems concerning 
mathematical equations, as the number of nodes in the graph is sufficiently small and the number 
of choices for the nodes has already been minimized by the OCR.  
 To help increase the accuracy of the dynamic program, the mathematic syntax is verified 
with a linear monadic tree grammar, as in the work by Fujiyoshi et al. (2010). The grammar is 
based on how mathematical formulae are usually structured, with superscripts and subscripts, and 
the form that these structures usually take. Their work has identified six different types of errors 
in which a GMST solution should be corrected by the grammar, as is shown in Table 1. Their work 
has a 45% detection and correction rate for the six types of errors, with a false alarm rate of 2.4%. 
These numbers still need to improve as these corrections are necessary and appear often enough 
in detection. 
Table 1: Types of Error in Mathematical Syntax. 
These types of error occur after solving the GMST problem for mathematical formula processing. Table retyped 
from the work by Fujiyoshi et al. (2010). 
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 Once the graph is verified, the variables in the equations are cross-referenced with the 
surrounding text to identify their meaning, and the formula is stored as annotated MathML. This 
would include variable references and definitions, equation relevance, possible assumptions in 
making the equation, range, and other parameters that define the equation. These parameters can 
then be counter-checked with the mathematical model part of the ontology. An example of storing 
mathematical formula in the ontology is shown in Section 3.2.1. 
2.1.2.2. Chemical Formula Processing 
For chemical formula, there have been multiple tries in extracting chemical formulae from visual 
objects or images. In 2009, one such program was created, called Optical Structure Recognition 
Application (OSRA) (Flippov, 2009), which is still one of the better programs that do chemical 
formulae extraction. The program analyzes a picture of the chemical structure and then outputs a 
Simplified Molecular Input Line-Entry System (SMILES) representation of the structure, or a 
single-string representation of the structure of a chemical formula (Weininger, 1987). 
 OSRA works by first identifying nodes and bonds, then the charges and atom labels, 
followed by the aromatic circles, the double and triple bonds, and the special nomenclature bonds, 
before finally calculating the confidence based on a basic equation with parameters obtained 
through linear regression. Only using this basic methodology, they are acquiring accuracies of 
~80% for various values of similarity cutoff. This can be readily improved by incorporating some 
of the complexity and simplicity discussed in the previous section regarding mathematical formula 
extraction. 
 The SMILES output of OSRA allows for easier storage and comparison of chemical 
formula. A system for storing chemical formula and then aligning matching metabolic information 
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with the use of ontologies was presented by Kumar (2014) at the American Institute of Chemical 
Engineers (AIChE) Conference in 2014. Although the aforementioned method has its advantages 
for large-scale data storage and retrieval, the ontologies inherently take advantage of some of its 
properties for efficient storage and retrieval, as further discussed in Section 3.2.2. 
2.1.3. Other Image Processing Tasks 
Images in the document are processed depending on the type of image it is. Two general types are 
discussed in this section: graphs and flowcharts. Graphs are those images that have a two-
dimensional coordinate system, and data points and/or curves that correlate these two axes. 
Flowcharts are the images that represent a directional flow of information; they may be fully 
connected or otherwise. In some instances, networks may also be recognized as flowcharts as they 
contain many of the same elements, nodes, and edges. All other figures are designated as unknown 
figures for future considerations. 
2.1.3.1. Graph Data Extraction 
Most 2-D graphical data can be considered as pixelated representations of equations. For two-
dimensional graphs, the conversion is relatively straightforward. This approach is commonly 
known as a plot or graph digitizer. There are several plot digitizers available, such as PlotDigitizer 
(Huwaldt, 2014), WebPlotDigitizer (Rohatgi, 2017), im2graph (Vaingast, 2014), and Dagra (Blue 
Leaf Software, 2016). However, all of these systems require that the observer manually sets up the 
axis points as well as the calibrating data points within the graph. Though some systems 
automatically obtain the other data points for smoothing, HOLMES requires every step to be 
automated. This implies that the tasks that were previously done manually, thus the identification 
of plot axes, scale and dimensions, data continuity, etc., need to be studied for automation. 
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 There are two additional issues in graphical data when it comes to pharmaceutical 
engineering, or more generally, in chemical engineering. One of these issues is due to the 
complexity of graphs in some problems (e.g., the plot of the Reynolds number vs. the coefficient 
of friction for pipe flow, or a psychrometric chart). Data sampling by a fixed-point interval to get 
a curve will not always work as multiple lines are present and there is no connotation as to which 
lines belong to which curves. This is especially true in greyscale (note that the problem of 
identifying such a figure as a graph is a problem in document section identification). This requires 
edge tracing and seeking sharp edges (discontinuity changes in slopes) to isolate individual lines. 
The other issue is the identification of sampling data from continuous sources such as sensor 
readings, etc. The sharp changes in this case suggest the existence of data points if no such marker 
exists. Once a curve is extracted successfully, the governing equation of that curve can then be 
derived by either basic curve fitting or by applying more complicated model learning methods 
such as genetic algorithms (Gulsen et al., 1995; Karr et al., 1995), kernel regression (Weinberger 
& Tesauro, 2007), ridge regression (Hoerl & Kennard, 2000), and support vector machine 
regression (Cherkassky & Ma, 2004; Flake & Lawrence, 2002). 
2.1.3.2. Flowchart Processing 
Flowcharts and similar images are either processes or some network structure. (Rusiñol et al., 
2013) used a series of graphic recognition techniques (to identify shapes), with optical character 
recognition to identify textual parts of a flowchart. They then separated the text from the non-
textual information. This new image is then further separated into nodes and edges by using 
features such as number of pixels and vertical symmetry. Figure 4 shows one flowchart where they 
successfully segregate the nodes and edges. From these nodes and edges, they generate a network 
of directed graphs which signify the progression shown in the flowchart. This suggests that it is 
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also possible to obtain information from directed graphs or similar networks using their work. This 
graph network also allows for an easier transition into ontologies as they are already encoded in a 
way similar to subject-predicate-object. 
 
Figure 4: Separation of Nodes and Edges of a Flowchart. 
Figure from the work by Rusiñol et al. (2013), where (a) shows the original flowchart, (b) the nodes extracted, 
and (c) the edges. 
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 The next logical step in improving this design is by integrating the natural language 
processing task (Section 2.2) for the text inside the flowchart and then encoding of the results in 
the ontologies. In terms of encoding the information, the text will be processed using the 
aforementioned natural language processing before encoding. If the flowchart is that of a process, 
the handling will be similar to the handling of processes defined in the text, as is shown in Section 
3.2.3. In the case that the extracted “flowchart” is a network, such as a directed graph, the storage 
is in data structures within the value ontology (Section 3.1.1). 
2.1.4. Unknown Figures  
 Other types of figures can exist in the main body of the text. Such figures, like some of the figures 
on this chapter (Figure 2, Figure 3, and Figure 4), may contain information that is helpful for the 
visualization of the content of the main text. While these figures, once processed, reveal 
information that may verify the interpretation of the text, there is no method identified in this 
dissertation that will work for all cases of such images. The way that HOLMES is currently 
designed to handle this information is by relating these images to the text that reference them. 
 
2.2. Natural Language Processing 
Natural language processing (NLP) is the analysis and parsing of human language such that 
computers are able to provide meaningful information from human language. In this instance, the 
language is the version of English used in scientific literature. The key semantics of the language 






Table 2: An example of the output of entity recognition and concept detection. 
This table shows the tokens and their corresponding labels in the entity recognition and concept detection tasks. The 
sentence is from the abstract of the paper by Castelli et al. (2002) 
Sentence: The different rate of kinetic release could be due to void liposomes, which 
represent a better uptaking system than aqueous solution in dialysis experiments 
Tokens Entity Recognition Concept Detection 
The O O 
 
different O B-Process-Concept B-Mathematical-Concept 
rate O I-Process-Concept 
 
of O O 
 
kinetic O B-Process-Concept 
 
release O I-Process-Concept B-Action-Verb 
could O O 
 
be O O 
 
due O O 
 
to O O 
 




, O O 
 
which O O 
 
represent O O 
 
a O O 
 
better O B-Process-Concept B-Mathematical-Concept 
uptaking O I-Process-Concept B-Action-Verb 
system O I-Process-Concept 
 
than O O 
 




in O O 
 
dialysis O B-Experiments B-Biological-Process 
experiments O I-Experiments 
 





 Even though NLP is targeted towards trying to understand human language, it is not yet in 
the realm of natural language understanding (NLU), which is one of the end goals of NLP research. 
The goal of NLU is for computers to be able to completely understand human language (Ram & 
Moorman, 1999; Schank, 1972). Though the methods in NLP are diverse in scope and application, 
actual natural language understanding isn’t close yet. In fact, there is no available and relevant 
way to measure as to when it is valid to say that natural language understanding has been achieved 
or how close current algorithms are to it. 
 As was mentioned earlier, NLU or machine reading is an AI-complete problem 
(Yampolskiy, 2012). One of the main challenges in performing natural language understanding is 
to have a large and reliable enough information handling system. Understanding also requires more 
than just reading and extracting the information (as in information extraction). It also requires the 
application, storage, and management of the information extracted (as in Knowledge 
Management). 
 A lot of work in NLP for the scientific domains is in the biomedical domain—from the 
existence of extensive data sets (2011; J. D. Kim et al., 2003) to a variety of methods that have 
been tested in these data sets (Campos et al., 2012; Tseytlin et al., 2016). In the HOLMES 
framework, the development of the NLP modules is based on the works done in the biomedical 
domain. 
2.2.1. Entity Recognition and Concept Detection 
The first in the NLP module is the entity recognition (ER) module. ER works by using statistical 
methods that need to be trained using pre-tagged data. Tagged data in this context is a series of 
sentences that have each word identified as part of an ontological class (a node), or as a non-node 
35 
 
word. A simple ER can be built using hidden Markov models with only the words and their 
corresponding tags as the variables (Collins, 2002). More complicated methods use feature vectors 
that use contextual information in text to help determine these named entities (Nadeau & Sekine, 
2007). 
 The accuracies of these methods vary depending on the application. These accuracies are 
usually measured using what is known as an F1-score, which is the harmonic mean between how 
many words are tagged accurately (precision) and how many of those that have to be tagged are 
actually tagged (recall). Details on these metrics are discussed later in Sections 5.1.4 and 5.2.4. 
One of the early ERs that identify people’s names, organizations’ names, and others, has an 
accuracy between 89% and 96% (Bikel et al., 1997). Another ER, by (Collins & Singer, 1999), 
with partially unlabeled data, has an F1-score between 81% and 91%. In the biomedical domain, 
one system called ABNER reports accuracies of 70% in 2004 (Settles, 2004). Another biomedical 
ER, called BANNER, reports accuracies of around 85% (Leaman & Gonzalez, 2008). An 
extension of BANNER, called BANNER-CHEMDNER, that also extracts chemical names reports 
accuracies of 85-87% (Munkhdalai et al., 2015). More recently, during the BIOCREATIVE 
competition, accuracies were reported to up to 90% (Pérez-Pérez et al., 2017). 
 While the ER is focused on identifying entities or objects, a large part of the relevant 
information in the text are concepts. Detecting these concepts is the role of concept detection (CD). 
Not much work has been done on generic concept detection, most of them being in the biomedical 
domain. One such study is the work by Scaria et al. (2013), where they identify biological 
processes as they occur in text with an overall F1-score of about 55%. This dissertation aims to 
expand on this work on processes to include other concepts such as chemical processes; physical, 
chemical, and biological properties; and mathematical formulations. This would help in acquiring 
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all of the information in a body of pharmaceutical text. In this regard, Section 5.1 shows the task 
of CD and the work that has been done towards accomplishing this task. 
 In both of the aforementioned tasks, there is an underlying problem when it comes to 
identifying key terms independently of each other. This problem was mentioned briefly in Chapter 
1 as the problem of complex or nested terms. This problem arises when a term has a sub-term (or 
a set of words/tokens that can be considered as one entity/concept) that may or may not be of the 
same classification as the primary term. This work approaches this problem by using multi-label 
classification as the method for identifying all of the sub-terms within the complex term (Section 
5.2). 
 ER and CD combined generate a list of terms which convey the meaning in the document. 
An example of this is shown in Table 2. This signifies the nodes in a graph, in connection with 
RDF graphs, or the ontological classes that are in COPE. These nodes, however, do not contain all 
of the information regarding the specific term. This lack of information means that the class that 
it belongs to will not be very specific (not a leaf class in the ontology). Adding more information 
to the nodes is done by relation extraction and clustering. This will then lead the term to become a 
more specific member in the ontology tree via the ontology reasoner. 
2.2.2. Relation Extraction and Clustering 
The next part in the NLP module is the relation extraction (RE). RE is where relations are identified 
between the entities detected with the ER. As of this publication, there has been very little general 
research in this area. Of note are three in particular because of the generality of scope that they 
presented in their work. The first is an algorithm, developed in the University of Washington, 
called Ollie (Mausam et al., 2012), which looks for complex relations in sentences including 
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relations within a complex sentence. The second is called Snowball (Agichtein & Gravano, 2000), 
which is more related to ER, except instead of features, it uses the relations based on relative word 
locations as its training data. The third is the work by Yu et al. (2017) which explores the global 
context for additional insights into the corresponding relations extracted. 
 Domain-specific relation extraction that has been studied so far depends highly on the 
application of study. A natural language study in the pharmaceutical domain identifies the relations 
between drugs and gene to identify the effects of drugs working together (Percha et al., 2012; 
Rindflesch et al., 2000; Segura-Bedmar et al., 2011). A similar study is used for protein-protein 
interactions (Huang et al., 2004). A full abstract relation extraction is also done by Verga et al. 
(2018). 
 Identifying which terms (both entities and concepts) have relations with each other is only 
the first step in dealing with relations. To be fully utilized in an ontology, these relations must also 
be classified into various classes, as with ER and CD. This classification into relation types is 
known as relation clustering (RC) or relation typing (Banerjee et al., 2007; Berant et al., 2014; X. 
Ren et al., 2015; Syed & Viegas, 2010; C. Wang et al., 2015). As can be inferred in these works, 
the amount of relation clusters or types is a low number compared to the overall (187—the number 
of ontological properties) and partial target (26—the number of relation types annotated) in this 
work. An example RE and RC is shown in Table 3. 
 There are two promising methods in doing RC that are currently considered in the 
framework. One work is done by C. Wang et al. (2015), who extend other methods by putting 
constraints on entity classes (from ER) that are allowed in a relation type. This work reports a 
normalized mutual information score that reaches 95% depending on the number of constraints 
applied. The other work is in the biomedical domain by Berant et al. (2014). This work focuses on 
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biological processes, yet it still classifies further into three more specific relation types. It focuses 
on whether processes cause, enable, or prevent another process. 
 Identifying the relation types of a particular term is synonymous to identifying the 
ontological property that the ontological object has. This will allow its classification in the 
ontology to be more specific. The more relations an object has, the more specific it can be in the 
ontology tree. This allows for the systematic population of the ontologies. 
2.3. Other Extracted Information 
After extraction of the body text and images, there is still some information that can be easily 
extracted from the document. The information content of these sections is not as rich as the main 
text and images. However, the information here is also important as it expounds on or explains the 
information on the text. The content handled in the HOLMES framework are the metadata, 
references, tables, headers, footers, and captions. 
2.3.1. Metadata and References 
One of the outputs of the document sectioning is the metadata. The scope of metadata in this case 
includes, journal information, author information, title, and date of publication. For the sake of 
simplicity, the references are also included in the processing of the information. The reason for 
this is that all of this information is structured and easily parsed. The ParsCit extraction software 
mentioned earlier contains, as part of its original implementation, tools that extract both metadata 
















































































































































































































































































































































































































































































































































































ParsCit identifies references through the use of several feature sets, with a total number of 
23 sets, separated into eight categories. Text extraction with heuristics is first used to identify 
where references are in a document. The individual references are then identified. A conditional 
random field package is then used to segregate the parts of the reference string. This is then post-
processed further, for a more accurate parsing of the names and number fields. This feature of the 
ParsCit algorithm can be used to supplement the document zone classification mentioned earlier 
by identifying where the references are. 
 It is important to note that even though the knowledge itself is extracted as part of the 
knowledge base, metadata is still an important aspect of this knowledge extraction. Identifying 
source documents as well as supplementary information with regard to the documents publication 
is part of the entire HOLMES framework. The framework uses this metadata information for the 
accurate assignment of tasks for annotation as well as for answering questions based on citations. 
2.3.2. Tables 
Tables are extracted as data in the form of a table. The headers and first columns are extracted by 
identifying whether or not a column or row has different font styles. Since the document sectioning 
from the previous section will identify different tables, the first columns and headers should always 
be at the start of the tables. Hence, if the first row or column has the same style as the majority of 
the table, it will not be considered as a header or first column. 
 To take into account the case when the document sectioning fails, the different font styles 
will also be considered in all columns and rows. If the similarities between the intermediate 
columns/rows and the first column/header are high, then this suggests that the intermediate 
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columns/rows are possible headers/first columns (i.e., such as when a table is split into two and 
only has one caption). 
 To identify individual data entries in a table without bounding boxes, cells, or table 
elements, the framework will consider centroids, left-most pixel, right-most pixel, top pixel, and 
bottom pixels. This information will then be used to generate the bounding lines (horizontal and 
vertical) for the elements. Bounding lines cannot intersect any intermediate cell except possibly 
for headers and first columns. This allows for a more concise extraction of the table elements. All 
data in tables are stored in the value ontology as a table identifying the headers and first columns. 
This data table is then cross-referenced to the captions, as well as the text in the NLP that point to 
the table. 
2.3.3. Headers and Footers 
Headers and footers contain further information that may or may not increase the readability and 
the information content of the work. Some footers contain definitions, references, further 
explanations, etc., that may be readable in and of itself, or completely dependent on the text where 
it was referred to. This suggests that the processing of this information either has to be left for last 
or immediately integrated into the NLP. Piecing together the location where the footnote has been 
referenced in the text either requires the recognition of the superscript (if it is numbered) while the 
text is being processed, or a preliminary assessment of the text (if only keywords are present). In 
the framework of HOLMES, the information from headers and footers are processed after the text 
to ensure that all information required to process them is already available. 
 Another part of the header and footer which is more basic is the page number, along with 
the other metadata. The metadata will be handled as in the previous section. The page numbers 
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can then be used to identify specific locations of the information gathered so that the manual 
(human-assisted) verification of the information content of HOLMES can be easier to accomplish. 
It is also useful in case the document ordering is incorrect. 
2.3.4. Captions 
Captions are extracted with the images or tables but cannot be extracted in the same way as the 
other two. This is because the majority of the content in the captions is in the form of natural 
language. However, some of the text in the captions are not complete sentences. Therefore, the 
majority of the extraction, especially in ER and CD, is in the form of identifying similar text in the 
body text, and assigning the text in the captions with the same text. The similar text has to be close 
to the body text that is referencing the caption. Relations between the terms extracted in the caption 
are then identified through proximity (from the document sectioning). It is possible to modify this 
approach by completing the sentences in the captions before doing the NLP, but the approach does 
not seem to have much merit in contrast to the simple comparison mentioned earlier in the 
paragraph. 
2.3.5. Coreference Resolution and Entity Linking 
While this is technically not an extraction task, coreference resolution is an important part of the 
HOLMES framework. This task allows for the connection of terms that are supposed to be 
connected to each other. Of course, certain terms should not be resolved with each other. One set 
of such examples are the terms from the action-verb class, since it will otherwise be difficult to 
identify which other entity/concept did the action and which one is the target of the action (i.e., 
because there are more than one of each). Using only the entities as terms for coreference help 
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mitigate this problem, but the problem still exists for some entities (e.g., valves, material flow, 
etc.). 
Studies in co-reference resolution mostly focus on entity recognition. This is expected since 
most previous studies have focused on extracting these entities. A summary of the works done in 
this task is in the work by Clark and Gonzàlez-Brenes (2008). Another work used multi-pass sieves 
in the determination of the coreferences (Hajishirzi et al., 2013). Another algorithm use techniques 
of Joint Encoding (Gupta et al., 2017) of types, descriptors as well as context. 
 
2.4. Integrated Tasks 
The machine learning tasks in the HOLMES framework are not completely independent of each 
other. There are existing tasks that supplement the result of other tasks in such a way as to possibly 
improve the tasks once they are integrated together. This section identifies some of the currently 
identified integrated tasks. 
2.4.1. Document Sectioning and Formula Processing 
As may be inferred in the image processing section (Section 2.1), the individual characters can be 
isolated with the Voronoi diagrams done in the document sectioning and need not be repeated. 
Another advantage of working these two tasks together is the generation of training data for the 
document sectioning upon successful processing of a mathematical or chemical formula. That is 
to say, if the formula processing fails to produce a formula with accurate mathematical grammar 
or chemical structure, then the image may be some other type. And if the formula processing is 
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able to obtain a result, then the image can be considered as training data for the document 
sectioning. 
2.4.2. Entity Recognition and Concept Detection 
ER and CD have an obvious synergy in that the methods and models that are used are similar. In 
fact, one of the studies in this dissertation focuses on use of the results of ER as part of the feature 
sets in CD (Section 5.1).  Though the opposite can also be considered, there is more work in ER 
so that performing the ER first is the logical choice. In those experiments, however, the joint 
approach seems to perform the best. 
2.4.3. Entity Recognition and Concept Detection, with Relation 
Extraction and Clustering 
One of the key features of the terms identified is that the terms extracted can only be connected to 
a restricted set of classes. This suggests that the algorithm for RE can use the partial results, with 
a term having different probabilities of belonging to certain classes, of the ER and CD tasks to 
improve the accuracies of all tasks. This will make the problem similar to the GMST problem 
mentioned earlier (Section 2.1.2.1) as the nodes (entity and concept classes) can vary, and the 
probabilities of the relationship class will also vary. The GMST problem in this is simpler since 
there is only forward linear chaining involved. There are also recent works that have looked into 
this joint extraction using knowledge bases (Xiang Ren et al., 2017). 
2.4.4. Metadata and Natural Language Processing 
The metadata can be integrated with the results of the NLP by processing the reference mentioned 
in the text and then cross-referencing the terms that were used in the referenced text to the current 
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article. This would allow for more connectivity that goes beyond the contents of the current article. 
This, however, requires a complex chaining of references and citations, but the end result is more 
complete information in the ontologies. This task is suggested to be integrated once the ontology 
contains significant information content. 
2.5. Programming Structure 
Though the programming structure may vary depending on a specific module, HOLMES includes 
a generic approach to utilize the previously extracted information in increasing the effectiveness 
of the information retrieval. The basic architecture is shown in Figure 5. The basic idea of the 
programming structure is that the algorithms that are used in tasks within HOLMES will be 
updated indefinitely until an accuracy of 100% is achieved, or simply indefinitely. Each upgrade 
to a specific task requires mostly just changing the module block or the third layer in the diagram. 
This makes the entire framework modular, and the modules can then be developed independently. 
This also considers the integrated tasks that were mentioned earlier by having the data layer as the 
layer that connects between multiple modules.  
 The annotator layer, the first layer in Figure 5, is used to correct information in both the 
training data and the extracted information. This layer allows for the interaction between the 
developer and the algorithms by checking results and then selecting key results to add into the 
training data. The results are identified by a particular confidence value. This confidence will 
identify whether the data is to be passed into the data layer and to the next module or to the 
annotator. This annotator layer also decides which data is to be annotated first. To improve the 
annotator layer, an active learning algorithm can be implemented depending on the tasks involved. 
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 The database layer contains all the information which the annotator accesses. This includes 
the training and testing data for the task in the module, as well as the results of the machine learning 
task in the module. This layer is where the annotator gets the data to be annotated from and where 
the annotated information is placed. The data in this database layer is connected directly to the 
associated task. 
 The module layer contains the tasks that were discussed in the previous sections of this 
chapter. These tasks interface with third-party databases and knowledge bases, such as the Penn 
Tree Bank (Taylor et al., 2003) and the GENIA corpus (J. D. Kim et al., 2003) mentioned earlier, 
as part of the implementation. They also interface with external algorithms such as the Stanford 
NLP (The Stanford Natural Language Processing Group, 2011) and OSRA (Flippov, 2009). This 
interaction is dependent on the needs of the module. 
 The flow layer contains the information as to which modules are connected to one another. 
More specifically, it identifies which modules come directly before the current module. It locates 
 
Figure 5: Software Stack. 
This is the software stack for each of the machine learning tasks in the framework. The only block that changes 
with each consecutive code improvement is the module block. 
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the results of those earlier modules that have high enough confidence and feeds this information 
to the module layer. This layer is changed only when there is a change in the framework. This 
information is available to all modules so that the flow of information retains the order set by this 
module. 
 The last layer, the data layer, is the layer where data is transferred from one module to 
another. The data layer contains information on the history of the data, which data it came from, 
and what module/task processed it to its current form (e.g., terms that are labeled with entities 
would have come from the ER module and the original data would have been the text that the ER 
processed). This allows for a backdoor backtracking of sources of errors within the framework. 
This also allows for connections to other information within the same document. 
 
2.6. Overview of General Machine Learning Algorithms 
2.6.1. Support Vector Machines 
Support vector machines (SVM) is an algorithm used in classification (Cortes & Vapnik, 1995; 
Kudo & Matsumoto, 2001; Nakagawa et al., 2001). For the purposes of HOLMES, the main use 
of SVMs are for classification. SVM uses the widest margin possible to separate classes from one 
another (Figure 6). The basic formulation for SVM is for two clusters. From this basic formulation, 
SVMs have been extended to multiple clusters. There are cases in SVM wherein the use of kernels 
needs to be implemented since the division of the classes is not necessarily linear. 
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SVMs have been known to be a robust model for use in classification (Hable & Christmann, 
2011; Xu et al., 2009). As a rule of thumb, the primary algorithm to test data on is SVM due to 
this robustness. This allows for identification of the responsiveness of the data set and for its 
classification before more complex algorithms are implemented. 
2.6.2. Hidden Markov Models 
Hidden Markov models (HMM) are linear chain models for classification (Collins, 2002). 
Depending on the application, the dimensionality of the chain varies—e.g., 1-D for entity 
recognition tasks (Zhou & Su, 2002) and POS tagging (Awasthi et al., 2006), and 2-D for the 
document classification (Y. Wang et al., 2006). The identifying feature of hidden Markov models 
is the existence of a hidden layer of nodes wherein the labels of the classified objects are 
determined by both the object itself and the state of this hidden layer. The classes of the objects do 
not affect neighboring objects; however, the states of neighboring objects are related (Figure 7). 
 
Figure 6: Support Vector Machine Example. 
The dividing line created by the SVM displays the largest gap between the dividing line and the closest 
members of each group. 
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This chaining allows for interpretation of a more segmented optimization in the generation of the 
model.  
HMMs can be viewed as a directed probabilistic graphical model. A graphical model is a 
graph in which nodes signify random variables under consideration and the edges denote 
conditional dependence between said variables. Graphical models serve as a visual representation 
of a complete distribution over a multi-dimensional space. Inference techniques are then used to 
determine the actual values of the random variables using the sample data. Linear chaining in 
HMMs use probability tables as the models to generate the output vector of solutions. This model 
is generated through the use of training data by calculating the percentages of the data that follow 
the projections. This probability is also modified by features (Section 2.6.4) that are added to the 
HMM model. 
 
Figure 7: Hidden Markov Model Probability structure. 
Hidden states exist, projecting their probability onto the other hidden states. These hidden states affect the 
output probabilities. Figure from (H. Wang, 2016). 
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2.6.3. Conditional Random Fields 
Conditional random fields (CRF) are a class of statistical modeling method used for structured 
prediction (Lafferty et al., 2001). CRFs have shown good performance in biomedical NLP 
application (McDonald & Pereira, 2005; Settles, 2004). CRFs take the context of a token into 
account when doing classification (i.e., the neighboring sample information is used in the 
prediction of the current samples). The neighboring samples in the case of text from scientific 
journals are the words surrounding the term currently being labeled, which influence the 
ontological class of the term. For example, the word bond could be used in the context of a 
chemical bond, a binding between two materials, or in the metaphorical sense; we cannot 
determine the exact entity for the given word without any knowledge of its context. CRFs have 
proven to be well-suited for such context-based sequence labeling tasks, which is why they were 
chosen for the NER task.  
 In contrast to HMMs, CRFs are a type of undirected probabilistic graphical model (Figure 
8). Usually, exact inferences to produce the graphical model are not possible for a generic graph, 
but it is possible in the case of a linear chain CRF. The CRF can be represented as a structured 
 
Figure 8: A linear chain CRF. 
Here, the Yjjs are the linear chain labels and the respective Xjs are the actual words or observations. If skip 
chaining was present in the CRF model, then a possible link between non-immediate neighbors (such as the link 
in red) would exist, adding context from neighboring samples to the current sample. 
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perceptron whose weights are then updated using the perceptron training algorithm (Collins, 
2002). 
2.6.4. Feature Spaces 
The process of selecting an appropriate feature space for the algorithms is much less of a science 
and involves employing a lot of heuristics and educated guesses. With this in mind, many different 
features were employed for the ER and CD tasks, ranging from the bag-of-words model to word 
shape. A total of 19 different basic features were used. Each term is mapped to all the sets of 
features: Unigram, Bigram, Trigram, Prefix, Suffix, POS tags, Number Normalization, Work 
Shape, Word Stem, Token, and some combinations of these features. These are then compiled 
together and used as the feature space of the model that is generated by the algorithms above. 
These features are the starting point for the development of the ER and CD with the discovery of 
the more relevant feature sets expected in the annotations and in the further development of 
HOLMES. These features are discussed further in Chapter 5. 
 For feature sets necessary for the other machine learning tasks that have not yet been fully 
explored, relation extraction features are based on the same features as the ER and CD. How these 
features perform have not yet been verified in this dissertation. For the image processing, the 
features have been mentioned in Section 2.1. 
2.6.5. Active Learning 
Active learning is based on the concept that the learning algorithm is allowed to choose which data 
it wants annotated, thus letting the algorithm perform better with less training data (Sekine, 2004; 
Settles, 2009). This choice is determined depending on the type of active learning done. For pool-
based sampling, which is what was considered in the HOLMES framework, the choice depends 
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on the “information gain.” The annotation is then performed in accordance to the ranking 
produced. 
 
2.7. Holmes Summary 
In this chapter, we have introduced the framework called HOLMES. The main objective of 
HOLMES is to automatically populate an ontology with information from a PDF journal article. 
It does this by first extracting the raw data (document image analysis). Images are then processed 
according to the type of image produced. Then from the text, key terms are labeled (via entity 
recognition, concept detection) and connected (via relation extraction and clustering). All of these 
labels are then associated with the most accurate ontology class and property. Other parts of the 
document, such as references, titles, and authors are also extracted and connected to the ontology 













3.1. Ontologies Overview 
Ontologies provide a means to make the information computer accessible. As was noted earlier, 
most of the data that is readily available comes in the form meant for human understanding (e.g., 
PDF articles, webpages, photos, etc.). While some of the information is readily accessible (e.g., 
metadata), the bulk of the information is not as easily processed. There is still a reliance on 
manually annotating and using this information for computer systems. Ontologies, however, are 
both human understandable and computer parsable. This is because the structure of the ontologies 
themselves are based on first-order logic. 
 Ontologies allow for a certain level of abstraction wherein inference can occur. This is 
done by assuming a universal classification system wherein each object or concept can be 
categorized into exactly one class. This is done by subdividing the knowledge into smaller and 
smaller sets, similar to the taxonomy being done in classical biology. This is repeated until the 
most specific classification of the knowledge is achieved. 
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 And while some objects or concepts can be categorized into exactly one class in a particular 
configuration of the ontology, most real-life objects belong to more than one class. As a simple 
yet robust example, consider the term ambient air. In most aerobic operations, ambient air works 
as a feed providing the necessary oxygen for the reaction to occur. However, in ambient water 
evaporators, air is used as a transport medium for mass and energy. 
 However, as many ontology experts would say, there is no one true ontology. There simply 
is no way to correctly divide the universe into smaller and smaller independent classes until it 
becomes as specific as possible. Several methods have been studied in the realm of philosophy in 
handling this problem. From the viewpoint of Aristotelian Realism to Kantian Conceptualism to 
the relatively newer Husserlian Descriptivism, each classification system has its own strengths and 
flaws. And while no system is perfect, it is in the strengths of these systems where one can find 
the problem-solving nature of ontologies. This problem, commonly referred to as category theory, 
is explained in further detail in the Stanford Encyclopedia (Marquis, 2014). 
 As an example, let us take an abstract representation of a real-life table. This table has 
properties of dimensions, materials used, hardness, etc. In the Aristotelian Realism category 
system, the table is classified as substance, and the properties of dimensions and hardness as 
qualities. In Kantian Conceptualism, the table becomes a compound of modality (nonexistent) and 
quantity (unity, as it is a single object), having relations to several qualities (dimensions -> 
limitations). Husserlian Descriptivism does not explicitly say how to classify this hypothetical 
table. However, it differs from both the previous classification schemes mentioned in that it uses 
two orthogonal upper ontologies that synergize with each other. 
 This research, however, does not delve into the formulation of ontologies, as interesting as 
it is. Instead, it simply uses an alteration of the Purdue Ontology for Pharmaceutical Engineering 
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(Hailemariam & Venkatasubramanian, 2010a, 2010b) to devise a system wherein information can 
be stored in a structured manner. The more relevant content of this ontology is information about 
chemicals and structures, independent and competing reactions, processes and unit operations, and 
general and chemical properties. This ontology follows a more Aristotelian approach in its 
conceptualization, using qualitative and quantitative questions to develop the classes and the 
relations between them. 
 The ontology is made up of several sub-ontologies that contain relevant information for 
the domain. This information is cross-linked to one another by the relations that they have with 
one another. For example, “a chemical is to be related to its individual properties” and “another 
chemical is used in several processes.” This cross-linking allows the ontology to retain information 
and allows for more dynamic storage compared to traditional databases. This also presents the 
information in a way that is similar to the way that humans normally think about it. 
 Ontologies were defined by (Gruber, 1993) as an “explicit specification of a 
conceptualization.” In the context of computer science, this conceptualization refers to 
information. Working out how this information is organized and stored with as little loss as 
possible is what ontologies were meant to do. In this regard, it has to be considered that no single 
ontology completely defines a domain. 
 One of the more prominent directions in the research on ontologies is in the semantic web. 
As the information in the World Wide Web is almost the sum total of all information in the world, 
just under 50 billion Google-indexed webpages since 2015 (Kunder, 2016), the knowledge 
management at his level seems obviously necessary. But in actuality, the semantic web has not 
managed to infiltrate the Internet completely until now because of several reasons: the size, the 
uncertainty, and the inconsistency, to name a few. 
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 Ontological classes, as the name implies, define the classifications of individuals in an 
ontology. Since an instance is a particular data entry in a graph database, this definition would 
associate classes as similar to tables in a conventional database. The main difference is that in 
databases, tables cannot contain other tables, as opposed to ontologies wherein classes have 
subclasses which are more specific than the superclass. The classes are then defined by a set of 
properties that an ontological individual should have in order to be considered a member of this 
class. In addition, the individual should also be a member of the superclass of this class. When all 
the requirements are satisfied, an ontology reasoner can classify the individual as a member of the 
specific class. 
 Individuals are the data in an ontology. Following the analogy with conventional databases, 
ontology individuals are synonymous to a table row. Individuals are automatically assigned to 
classes if their properties are specified to a certain degree. Even if there is a case that a class does 
not have enough properties, an instance can be forced to be a member of a specific class, although 
its properties remain unknown. However, this has to be specified for each instance one wants to 
force, since the ontology reasoner is not able to identify the most specific classes if an object does 
not have the minimum properties identified in its definition. 
 Properties in an ontology are separated into two major categories: object and data. 
Combined, the two are used to define the ontology. A third type called annotation properties also 
exists, but is used only for documentation purposes of the ontology. 
 Object properties are used to relate two classes with one another. Usually this relationship 
is directional, as the opposite relation is not always the same relation. A simple example would be 
sibling-relation and mother-relation analogy. Say A “is related to” B, then it follows from 
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conventional logic that B “is related to” A. But if the relation is “is an ancestor of,” then the 
transitivity is not followed. This fact is used in all the ontology object properties. 
 Data properties are used to give specific values to classes. One prominent distinction 
between data properties and object properties can be inferred from the following example. Take 
the scenario with two individuals with the last name “Johnson” and different first names. A query 
is sent out with an objective is to search for all people with a last name of Johnson. The property 
“last name” is either a data property or an object property. For the case of a data property, a search 
is going to be conducted for all data properties of a type “last name.” For the case of an object 
property, once we have the instance “Johnson” isolated, then we simply search for all objects that 
are connected to this instance using the object property “last name.” 
 The last important part of an ontology is the ontology reasoner. It is an inference engine 
that takes advantage of the description logic framework that ontologies are built upon. This allows 
first-order logical reasoning within the basic structure of the ontology. Data-filled ontologies can 
then derive logical conclusions from the said data. 
 
Figure 9: Graph Database Example. 
The collections of nodes and edges are described at the right. This graph database has 3 collections of nodes and 
3 collections of edges. 
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 In summary, ontologies can be thought of as intelligent graph databases that are used to 
semantically store information. Nodes, which contain the actual data, are what are known as 
individuals. Edges represent which nodes are connected to other nodes. A collection of nodes 
defines what is called an ontological class. A collection of edges represents what are called 
ontological properties. Figure 9 shows a representation of a graph database. 
 As was mentioned in the Introduction, the goal of the HOLMES framework is to present 
an automatic way of putting data into these ontologies. But it would be proper to mention that 
several other problems also exist in using ontologies. Graph databases by nature are slower than 
databases, which are their contemporary counterparts (Schmidt et al., 2008). There is no single 
 
Figure 10: Ontology Snapshot. 
A snapshot of one of the sub-ontologies of the Columbia Ontology for Pharmaceutical Engineering. This ontology is 
the Ontology of Values and Dimensions.  
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ontology that completely defines a particular domain, and matching these same domain ontologies 
is still an ongoing field of research (Shvaiko & Euzenat, 2013). However, the advantages—namely 
semantic capabilities and the flexibility of ontologies—more than make up for these deficiencies. 
 The ontology used in this work is a modification of the Purdue Ontology for 
Pharmaceutical Engineering, or POPE (Hailemariam & Venkatasubramanian, 2010a). It was 
developed using a tool called Protégé (Noy et al., 2001). The modification was done to transition 
from the closed-world perspective that POPE uses to an open-world specification. This allows for 
incomplete data to still populate the ontology. Several ontological classes within the ontology also 
allow for the definition of new classes that may exist in the current ontology. The new ontology is 
 
Figure 11: Overview of the Columbia Ontology for Pharmaceutical Engineering. 
The figure is depicted with overlapping regions representing either inclusion or partial inclusion in the ontology 
that a region overlaps. This shows the hierarchical relations between the main ontological classes in COPE. 
Note, though, that there are ontological properties that link non-overlapping ontologies with one another. 
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called the Columbia Ontology for Pharmaceutical Engineering (COPE) in deference to the original 
version. It contains 175 ontology classes and 187 ontology properties. COPE is used over other 
pre-existing ontologies, like OntoCAPE (Ontology for Computer-Aided Process Engineering), 
since the schema of this specific ontology can be controlled and modified to fit the framework that 
HOLMES would use, as it was developed with it. Figure 10 shows a sample class hierarchy of an 
ontology in COPE. 
 Figure 11 shows an overview of COPE. The ontology is currently divided into ten different 
sub-ontologies, five of which comprise what is called the Core. The Core ontologies are domain-
independent and contain information pertinent to all the other sub-ontologies. The Core is 
comprised of the Scientific Concepts Ontology, Value and Dimension Ontology, Mathematical 
Model Ontology, Physical Object Ontology, and General Properties Ontology. The remaining non-
Core ontologies are called: Process and Unit Operations Ontology; Physical, Chemical, and 
Biological Reactions Ontology; Pure Chemical Substance Ontology; Material Ontology; and 
Physical and Chemical Properties Ontology. 
 To summarize, ontologies are composed of classes and the properties that connect these 
classes to one another. This also give an additional interconnectedness between the data stored in 
the ontologies. It also contains a reasoner that applies first-order logic to find links that were not 
established beforehand. 
 The following is an overview of the sub-ontologies in the HOLMES framework. The 
discussions start with the Core ontologies followed by the non-Core ontologies. 
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3.1.1. Value and Dimensions Ontology 
This ontology describes value and the form in which value is presented. It also contains 
information about dimensions, as well as several data structures such as arrays and tables. It is also 
able to identify values as a distribution, a set, a pair, etc. 
3.1.2. Scientific Concept Ontology 
This ontology is more of a general information ontology. It contains information about people, 
sources, scientific domains, and definitions. This ontology is also meant for storing the goals, as 
well as the limitations, of the publications that are being stored. The publications themselves can 
also be stored in this ontology. The original purpose of this ontology was to create a citation map, 
but has since moved to contain more scientific concepts. 
3.1.3. Mathematical Model Ontology 
This ontology contains mathematical models. It handles the information for mathematical models, 
parameters, variables, and links the concepts within these models to the scientific concept 
ontology. It identifies a model by specifying either the algorithm or expression, as well as the 
assumptions involved and the parameters of the model. 
3.1.4. Physical Object Ontology 
This ontology describes physical objects and shapes. This ontology also contains spatial 
information, including relative and absolute position, rotation, and other information of similar 
nature. This allows for more information on molecular structure in the substance ontology as well 
as the material ontology. Theoretical objects that can be defined can also be included in this 
ontology, albeit they are more abstract than physical. 
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3.1.5. General Properties Ontology 
The general properties ontology contains simple information mostly on basic objects and 
descriptions. This is also the ontology which allows for the assignment of a specific property and 
property value to another ontological individual. 
3.1.6. Physical and Chemical Properties Ontology 
This ontology identifies and classifies physical and chemical properties. It identifies a property 
with the classification and description. It also identifies the physical or chemical property that an 
ontology instance is associated with, as well as its value. 
3.1.7. Materials Ontology 
This ontology describes materials explicitly in its constituent substances and phase systems. This 
ontology contains information about homogeneous and heterogeneous mixture of substances and 
identifies a material by the composition and fraction of each component. It also specifies the role 
of a material in a process or reaction. 
3.1.8. Pure Chemical Substance Ontology 
This is the ontology that describes the molecular composition of pure chemical substances. It 
identifies a substance by conventional classification in terms of structure, like inorganic or organic, 
basic organic or biological, etc. This ontology separates itself from the Material ontology by 
considering that the substance ontology only contains information about a single molecular 
structure. However, it also contains information about classification by other features of 
substances, for example conductor, semiconductor, electrolyte, etc. 
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3.1.9. Process and Unit Operations Ontology 
This ontology describes experiments, processes, and unit operations, and the corresponding 
equipment involved in the process. For each process, there is information on the parameters used 
in the process, the reactions that take place, the details on the material used, and the details on the 
material produced. It also contains information on the equipment, like the specifications, processes 
where the equipment is used and where it can be used, and the operating parameters. 
3.1.10. Physical, Chemical, and Biological Reaction Ontology 
This ontology describes physical, chemical, and biological reactions. It identifies reactions as 
processes that convert one material into another, or those that change the phase system. It also 
specifies the reaction rate and has an option to identify the set of elementary reactions of a given 
reaction. 
 
3.2. Data in Ontologies 
Data in the ontologies is richer in information content than those in databases. This is from the 
inherent nature of ontological individuals to have more direct and defined relations with other 
entries. Another key difference is that these individuals are allowed to contain relations that may 
not have been defined in the schema of the ontology. The disadvantage of this rich information is 
that there is more work in putting information into these ontologies than into a simple data table. 
In this section, we define some key information extracted from pharmaceutical engineering text 
and examine how it is placed inside the ontology. 
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3.2.1. Mathematical Equations and Models 
For the most part, mathematical equations and models are solely placed into the mathematical 
model ontology with some parts in the value ontology. The mathematical model ontology is based 
on the model ontology by Suresh et al. (2010). It contains information about assumptions, 
constants, and variables, and how these are related. 
 The most basic model that is put into the ontologies are mathematical equations. 
Mathematical equations may represent models of systems given particular assumptions that help 
simplify the problem. The mathematical equation is itself stored in the “equation” class. One of 
the properties of this class is that it has to have a left expression and a right expression. These 
expressions are stored in MathML format. All symbolic variables in the middle of operators are 
stored under the class “variables,” “constants,” or “sub-equations.” These variables are then tagged 
either as dependent or independent variables in the class definition. The relationship of these 
variables with one another is encoded in the MathML representation of the expressions. Processing 
inequalities are the same as processing equations with the only difference being the symbol in 
between the two expressions. An example of this is shown in Figure 12. 
 A mathematical model, in the context of the ontology schema, is a more complex form of 
mathematical equation. In mathematical models, there are definitions, assumptions, valid domains 
for variables, information sources, etc. This information also needs to be supplemented to ensure 
that the models are only used when appropriate and when enough information (independent 
variables) is supplied. It also allows for cross-verification by identifying the source of the model. 
Models can also be represented by images, which are then stored, instead of accompanying 
equations. Models also have the possibility of belonging into a class of models (e.g., 
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transformational models such as Laplace Transform and Fourier Transform, and equations of state 
such as ideal gas law and cubic equations of state). 
3.2.2. Chemical Formula 
Chemical Formulae are identified by their functional groups as well as how these functional groups 
are connected. It is from these functional groups that a chemical formula is stored in the ontology. 
Essentially, upon storage into the ontologies, a chemical can be broken down into the 
compositional functional groups, and then combined together using the ontological property “has 
 
Figure 12: Example Storage of Math Equations. 
Mathematical equations are stored by separating the left MathML and the right MathML and then identifying 




FG.” This allows for the computation of group contribution properties. An example of this storage 
of chemicals is shown in Figure 13. This does not imply that a chemical needs to be broken down 
before storage. It is possible that only the name of the compound is known, as in some 
pharmaceuticals. For as long as the individual is labeled as a substance (assigned into the substance 
class in the ontology), it can be inferred to belong in the list of substances. It is also possible to 
label that particular pharmaceutical as a member of another individual in the ontological class 
“substanceClass.” This individual is specially created for the identification of pharmaceutical 
substances. A similar approach can be done to long-chain polymers of repeating units.  
 
Figure 13: Example Storage of Chemical Formula. 




 More complicated chemical formula with non-repeating compositional components are 
found in long protein chains and enzymes. This is done by having the individual amino acids 
defined under the substance classes, all of which are members of the individual from the 
“substanceClass” made for identifying amino acids. These amino acids are then added in the 
correct sequence to the main substance using the ontological data property “backbone_location.” 
 Sometimes a material, instead of a particular substance, is used to define a particular object. 
Materials, as mentioned earlier, are distinctly different from substances in that materials usually 
consist of one or more substances, arranged in a particular way in space. Crystals with only one 
component are still considered materials for as long as the phase, or the thermodynamic state, is 
defined. Materials are stored by specifying the material generic name. However, specifying the 
name does not always translate to properties (e.g., steel). However, the main components are 
enough to identify these materials (in the case of steel, carbon and iron). Other additives that may 
be included—such as manganese, silicon, and copper—need only be specified when identifying 
the specific properties of the material. These materials are then stored in the material ontology. 
3.2.3. Biological and Chemical Processes 
Processes are stored mainly in the process ontology. As with most of the cases from earlier, a 
process may be identified using only its name (e.g., Tennessee Eastman Process). But this is not 
useful when sharing information. Instead, a process is defined by the step-by-step actions 
necessary to complete the process. There are cases wherein this is only a single step (e.g., phase 
change, though this is placed in the reaction ontology before being referenced in the process 
ontology), there are cases wherein there are multiple steps, and there are cases wherein the step-
by-step procedure is unknown (mostly from biological processes, or some newly discovered 
complex reactions). At the very least, the input and output of the process need to be defined. One 
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of the simpler, but not immediately obvious, examples is the sampling process. Here is a case 
wherein the input of the process is the object to be sampled, and the outputs are the sampled object 
and the sample itself. The analysis of the process is to be included in a different step. 
 Simple reactions are the basic identifier of independent steps in a process. Certain cases, 
such as reaction mechanism for complicated reactions or multi-stage reactions, are still identified 
as single steps in processes. To take this into account, all such reactions are stored in the reaction 
ontology. This reaction ontology specifies the input and output as well. 
 
Figure 14: A simple metabolic pathway. 
This is a sample metabolic pathway of a pharmaceutical that may be stored in the ontology. Each separate event 




 Complex processes, such as biological metabolic pathways in a human cell, are more 
difficult to place into the ontology, as these processes are usually comprised of multiple processes 
that occur in series and parallel. A simple metabolic pathway is shown in Figure 14. This 
information is placed in the ontology by identifying the sequence of events and parallel events. 
The completion of these events before the start of the next process is also identified. The 
identification is done on a process-by-process basis, identifying the sequence by identifying the 
prerequisites, co-requisites, and next processes. The degree of completion before proceeding is 
also mentioned in the process—this is in terms of time or another measure of degree of completion 
(e.g., extent of reaction or amount converted). 
 Another type of complex process is in the form of recipes used in pharmaceutical drug 
production. Recipes are usually based on the ANSI/ISA-88 standard for batch control. They are 
sequenced as Process -> Stage -> Operation -> Action. That is to say, a Process consists of at least 
one Stage, a Stage consists of at least one Operation, etc. Actions in this context are defined the 
same way as processes, established two paragraphs ago. Operations are a set of Actions; therefore 
they are complex processes. The same with Stage and Process, all of these are complex processes. 
To be able to identify the level of the segregation, these processes are then connected to an 
individual in the ontological class “processClass.” The specific “processClass” they belong to 
depends on the level in the recipe. To further follow the ANSI standard, overall recipes can also 
be identified using the “processClass.” The specific recipe level (General, Site, Master, and 
Control) can also be identified by a specific individual in “processClass.” 
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3.2.4. Other Data 
 Values in graphs and plots are stored in the ontology as either the image source or as a new 
table generated from digitizing the plot. This information can be found in the values and 
dimensions ontology. 
 
3.3. Improving the Data in the Ontologies 
The ontologies require data to be rich for it to become useful, and a single body of text may not 
necessarily include all of the information required to specify the type of information encoded in 
that text. It is therefore necessary to link together different information from different sources. 
 Using the reasoner allows for the improvement of the specifics of the data. It does this by 
matching the properties of each individual to the properties required to be a member of a particular 
class in the ontological schema. This provides an idea of membership to that class. Subclasses of 
that class are then checked to determine if they can be classified further. This allows for the classes 
to cross-checked afterwards to see if there are errors wherein the individuals belong to classes that 
they are not supposed to be contained in. In turn, the ontology schema is then further refined based 
on these errors. 
 Another possible way to improve the data is by adding more properties to an ontological 
individual. This may be done by either automatically obtaining information through the use of the 
HOLMES framework as discussed in Chapter 2, or by manually adding the links via an expert in 
the field. This second option is the more current approach to populating (adding data into) 
ontologies, such as in the work in port symbiosis (Lignos & Kokossis, 2014). 
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 The existence of the “blankClass” (i.e., “substanceClass” or “processClass”) for most 
ontological classes is to be able to catch classes that are not defined in the ontology. One of the 
original goals of HOLMES in the planning phase was to be able to identify when new classes start 
to form. This is partly the reason why some of the more obvious classifications, such as that for 
the recipe, was not included in the definition. This is to develop the problem of creating a new 
“class” when the “class” does not exist in the ontology but is appearing often in the current reading 
list. This also helps in improving the data in the ontologies in the long run. (Note: there is an 
ontology, Recipe Ontology, which was created to represent the recipes that follow ANSI/ISA-88; 







Chapter 4.  
 
Data and Annotations 
 
 
The data used is in the form of abstracts from pharmaceutical industry journals. This data was 
obtained using the export function of the Web of Science repository. There were three main sources 
of data that was obtained: the AAPS Journal, Molecular Pharmacology, and The Journal of 
Pharmacological Scientists. There are also other abstracts from a variety of other journals. A 
summary of the distribution is shown in Table 4. All abstracts from the Web of Science up to the 
first quarter of 2014 were obtained. The total number of abstracts collected, removing duplicates 
and null entries, is 12,040. Of these 12,040 abstracts, 1,730 were selected based on diversity of 
topics to be included in the initial data set for testing the natural language processing methods. 
 The annotation was done using the UAM Corpus Tools (O'Donnell, 2008). The labeled 
data for entity recognition consists of a total of 24,855 words/tokens in 417 sentences. These words 
Table 4: Data Sources. 
Number of articles obtained from each of the corresponding journals. 
Journal Name Count 
Journal of Pharmacological Sciences 1935 
The AAPS Journal 2691 





are then grouped into a total of 7,948 terms that all have their own labels. The total number of 
possible labels is 26, including superclasses. A summary of this data composition is shown in 
Table 5. Some of these labeled texts are nested terms, which are further explained in Section 5.2. 
These nested terms are important since they contain information that can be used to specify 
mechanisms, behavior, or other supplementary information about the entity. They also allow 
differentiation of these terms from other entities of a similar token composition. 
 To facilitate a more fluid discussion in the annotation, here is a list of terminologies used, 
along with their definitions: 
token – the most basic element of a textual document, it is either a word, a character, or 
some other textural representation that holds meaning by itself. 
term – a consecutive set of tokens that has at least one label classifying all the tokens in the 
set. The tokens in the set can have other labels that are not part of the current set, 
in which case, those that comprise one consecutive set with at least one label again 
is called a term (i.e., terms can exist within other terms). 
label/class – the classification sets that are applied to the data set. There are two 
classification sets used in this annotation—one for annotating terms and another for 
annotating relations. 
Table 5:  Data Composition Statistics. 
The annotated data relevant statistics in terms of the entity recognition. 
 Tokens 24855 
 Sentences 417 
 Classes 24 
 Terms 7948 
 Feature Sets 16 
 Total Features 131096 




relation – a relation is the existence of a semantic relationship between two terms which 
have a particular label. This relationship can either be due to the term existing 
within another term (complex/nested terms) or the inherent property of the 
sentence. 
POS – parts of speech, a label from previously calculated language models. These labels 
are from the definition in formal grammars of English as to the functions of these 
words. These labels are used as feature sets when defining a textual corpus. These 
labels also help in the annotation of the term labels. 
subject – the term that is the main proponent of either an action or description identified by 
the object. 
object – the term that is acted upon by the subject. 
 
4.1. Sentence Structure 
Before delving deeper into annotations, a summary of some of the necessary grammatical 
concepts is provided. Two of the more important concepts in this work are POS tags (for term 
annotation) and parse trees (for relation annotation). 
Several of these structures have already been derived with good accuracies (> 90% F1-
scores) by other studies such as the works of Awasthi et al. (2006) for POS tags. POS is identified 
using basic HMMs and bag-of-words models to achieve these good accuracies. The use of POS in 
annotation is diverse. One of the uses is to identify which words form a single term, although there 
are cases wherein this is not true for the work presented here, as shown in Table 6. Here, the POS 
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tags for the term “ejection force” are both NN (noun, singular or mass), and chunking will link 
these two into one term. However, the term “ejection” itself can be considered as separate. Another 
instance when POS does not necessarily identify terms is in the term “plug breaking force,” which 
has a POS of NN-VBG-NN (noun-verb-noun). This is a single term yet has two different POS tags 
that will not necessarily chunk together. However, this enables the identification of the terms 
“plug” and “breaking” without any issue. 
POS tags are also used as features in generating parse trees (Güngõr, 2004). This 
suggests that there is an increase in complexity, resulting in parse trees to have a lower 
performance compared to generation of POS. Another source of complexity associated with 
parse trees is that in a single complex sentence, there are more possible structures to consider. 
This is compounded in complex sentences wherein there is more than one subject-object 
relation (Figure 15). 
 
4.2. Entity and Concept Annotation 
Labeled data has been created from a random selection of 77 abstracts (3 of the abstracts were 
duplicates). A total of 7,948 entity-label pairs were identified using the UAM Corpus Tools 
(O'Donnell, 2008) to help label the text. There are 26 labels used and they are arranged in a 
tree-like structure, as shown in Figure 16. The labeling is done so that the information extracted 
is in line with the important aspects of the domain—namely chemicals, processes, anatomy, 
reactions, etc. So far, there are no previous annotations that have targeted all of the information 







Table 6: Sample POS tags. 
This is a sentence with the associated POS tags for each of the words. This example is taken from (Heda et al., 
2002). 





















































































































































 Some of the labeled texts are complex terms that have multiple labels per token. These 
complex terms are important since they contain information that can be used to specify 
mechanisms, behavior, or other supplementary information about the entity. This information 
also allows for the differentiation of these terms from other entities of a similar name. This 
presents the problem of how to extract these complex terms. This problem is taken into 
consideration in the experimental phases of the NER. 
4.2.1. Annotation Set 
For term labeling, there are a total of 26 labels, including superclasses that are used in the 
classification. This classification tree is shown in Figure 16. The class labels are defined as follows: 
action – This is the superset of all classes that correspond to actions in the label sets. Any 
term labeled as action does not fall into more specific classes that fall under it. 
 
Figure 16: Classification Schemas. 
The schema used for initial annotations as the primary division is based on how the words are more commonly 
used in a sentence. 
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Though they do not pertain to any specific class in the classification scheme 
presented, there are some terms that can be further classified into classes that are 
not included in our derivation. 
physical-process – This is the class label for all processes that undergo a change in the 
current state of the material but the element composition is retained from reactant 
to product. This class is the superclass for the reaction, biological-process, and unit-
operation classes. Any simple phase change is simply listed as a physical-process 
and not as part of the subclasses. A change in form, such as when molding clay or 
cutting wood, is also included in the physical-process class. 
reaction – This is the class encompassing all chemical reactions. For as long as the term 
refers to a particular reaction (e.g., nucleophilic substitution, reacted, oxidized), it 
is included in this class. 
biological-process – Since biological processes are fundamentally a combination of series 
and parallel reactions wherein the constituent processes may not be known, to make 
annotation easier, any process that is associated with a biological object is 
considered a biological-process. Terms such as healing, decomposition, and death 
are classified under this label. 
unit-operation – This class encompasses all physical-processes that require the use of a 
single equipment to accomplish the task of the process. The process in question 
may be a reaction (one using a reactor), but words used in-text make it obvious to 
readers when unit-operations are used instead of simple processes (i.e., distillation, 
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liquid-liquid extraction, and extrusion are examples of those that signify unit-
operations). 
mathematical-process - In terms of differentiation between three ambiguous labels in the 
hierarchy, the mathematical-process label refers to transformations or processes 
that are named, such as Fourier Transform, Linear Regression, Integration, and 
similar processes. The target and results of these processes are the mathematical-
models that contain mathematical-concepts. 
experiment – An experiment in the classification scheme is any activity that is related to 
the testing or trials using a specific methodology. It is a series of 
steps/actions/processes that can be considered as one cohesive whole. This is used 
when referring to the entirety of the journal articles. The terms that can be classified 
as such are the terms work, experiment, study, etc. 
computer-algorithm – The class computer-algorithm takes into account algorithms that are 
usually performed with the help of a computer. Though it can be argued that some 
of the mathematical-processes mentioned earlier may be performed through the use 
of computers, computer-algorithms are more strictly a set of mathematical 
guidelines which the computer can follow. Any other algorithm that does not 
simply translate to mathematical procedures—such as sorting, database 
management, algorithm training, etc.—is considered to be in this class of computer-
algorithms. Now while it may be argued that most mathematical-processes are also 
computer-algorithms and should therefore be subsets of them, the fact that not all 
of these mathematical-processes are computer-algorithms requires that the two 
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classes be separate. In this classification scheme, there is slightly more bias towards 
the mathematical-process label compared to the computer-algorithm label. 
analytical-process – This is the set of processes wherein the fundamental goal is not to 
identify the products of the process. Instead, the goal is to be able to characterize 
certain properties of the input materials in the process. This includes predetermined 
analyses such as FTIR, GC-MS, and HPLC, or newer ones that are being performed 
in the journal article currently being processed. 
action-verb – This is the class that handles all the verbs that are not related to any of the 
aforementioned processes. The only other verbs not included in this are the “be” 
verbs (e.g., is, are, were, and was) and those associated with mathematical 
concepts. 
object – The object label is used to distinguish all terms that refer to either physical or 
abstract objects. Most abstract objects fall under the named-entities class (e.g., 
companies, organizations, countries), but certain exceptions such as higher 
dimensional shapes and similar theoretical constructs fall into this category as well. 
substance – This is the label used for pure chemical substances. The difference between 
this and the materials class below is similar to the differentiation between 
substances and materials in ontologies (Section 3.1.8). It deals with chemical 
components (not mixtures), functional groups, or any other term that represents a 
single molecular structure. This is also the class for subatomic particles and objects. 
In the context of this classification, all forms of light belong to this label. 
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material - This group is separated from the substance group when one is able to distinguish 
the form of the substance. Say for instance, water is considered a material as it is 
the liquid state of H2O, which in this case is the substance. Pure metals such as iron 
can be considered both. However, the association is more linked to the substance 
class instead of the material. Any other object that is represented by a mixture of 
substances is given the material label for as long as the function is not immediately 
obvious in the term itself. Terms that have an immediately obvious function are 
table, chair, computer, and similar objects. These terms with function are either 
classified under the general object class or the equipment class, depending on their 
necessity in the action. 
equipment – The equipment label is for those objects that are used in the unit-operations 
and analytical-processes. The label is limited to this in that this equipment is 
necessary when performing the action, unlike similar objects such as a table or a 
box, which may be auxiliary in an action but are not necessary to the action. 
equipment-part – Equipment-parts is a class that is also considered to be a subclass of the 
equipment class. This is because these equipment-parts are also essential to the 
process, yet they are not the entirety of the equipment that is used. These items may 
be processors in a computer, or a cuvette for a UV-Vis Spectrophotometer. 
biological - Objects that refer to entire biological organisms or parts of a biological 
organism are labeled as biological. These include biological macromolecules such 
as proteins and enzymes, even though these may also be considered as substances. 
Pharmaceuticals, however, as long as they can exist outside of biologicals, are still 
considered to be in the substance class. Large pharmaceutical molecules, even when 
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formed from bioreactors, are considered as substances. This is to further help in 
differentiating between the drugs that were created from the target biological 
organism. This is necessary in many aspects of pharmaceutical engineering studies. 
named-entities – This is the label meant to handle entities that abstractly refer to a particular 
entity via a name. Examples of these are countries (a collection of individuals and 
governments), organizations (which also contain people but can also contain other 
organizations), and places (in which case, a place being labeled as a named-entity 
takes precedence over being an object-concept due to the name). Humans with 
names also belong to this class, while unnamed humans are labeled as biologicals. 
concept – The concept class refers to all concepts. While actions can be argued to be 
concepts, the classification schema specifically separates them for the purpose of 
relevance in extracting information. As was mentioned earlier, concepts (both those 
in this class and in actions) provide auxiliary information to entities. However, the 
major concept class subgroup that is important in pharmaceutical engineering is the 
action class. To help in recognizing the distinction between actions and non-action 
concepts, they are immediately separated at the first level of separation. 
value – The label value is assigned to terms that are strictly there to give a measurement or 
count of a particular property. While the property itself might be an object-property 
or a process-property, the value that is given is always assigned to this class. 
Descriptive values are also included, such as high, low, and average. Even though 
these terms can also be considered mathematical concepts due to the nature of the 
comparison, the value component takes precedence in the annotation when the 
terms consider non-specific comparisons. 
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scientific-concept – The class is to store any information regarding the problem, 
hypothesis, and conclusions made in the development of an article. It also includes 
terms that reflect other scientific domains or subdomains that are not already 
included in the classification (mostly physics subtopics as they are not included in 
the ontology—e.g., magnetism, nuclear physics, and electrochemistry). 
mathematical-concept – This class identifies terms that are associated with mathematics. 
Terms such as greater than, less than, increase, decrease, equivalent, equal, etc., 
belong in this class. Terms that inform about ordinal properties are also in this class. 
mathematical-model – The main difference between this class and the mathematical-
process and mathematical-concept classes is that the mathematical models are 
comprised of complete models, which can be in the form of named-equations such 
as Bessel Function, Navier-Stokes equation, Ideal Gas Equation, etc. Other terms 
that refer to models—such as results from regression analysis, distribution 
functions, and equilibrium—are also included. 
process-concept – The process-concept class contains information that is necessary for a 
process to proceed. This may be in the form of operating conditions, reaction time, 
and required specifications of equipment. This also includes the temporal order of 
a process. Extrinsic properties that are necessary to completely define the process 
are also included. 
biological-concept – Any form of concept that has an effect on biologicals (not biological-
processes) are included in this class. This includes concepts such as wound, seizure, 
disease, Alzheimer’s, cancer, etc. Other concepts included in the class are 
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taxonomy information, organism properties (such as blood type, count, and BMI), 
and organ properties (enflamed, sutured, etc.). 
object-concept – Object-concepts are concepts that relate to the objects themselves. This 
includes the spatial properties (location in terms of coordinate systems, dimensions, 
compass directions) and intrinsic properties of objects (density, energy of 
combustion, melting point, etc.). 
description – While this class has not been touched upon in the previous annotations, it 
remains a part of annotation classes as a catch-all for descriptive text. Terms are 
categorized into this class if the description cannot be classified into another non-
description class. Several terms mentioned earlier—e.g., high, low, and average—
belong to the value class. Terms that relate to the success of experiments or 
acceptability of results either fall into process-concept or scientific-concept. 
4.2.2. Guidelines for Annotations 
These guidelines are more of observations that were obtained while annotating, and there may be 
cases that are not covered by these annotation guidelines. However, the basic guidelines that were 
obtained and used in the labeling of the data set is shown here. 
1. Ignore any non-term words. These words are labeled as “others” in the preprocessing step 
before the machine learning algorithms in ER and CD are performed. 
2. Always assign a term to the most specific label that can classify the term. 
3. Verbs are assigned to either mathematical-processes or action-verb. The terms that are 
assigned to mathematical-processes are those verbs that are used in actions related to 
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mathematical concepts. Examples of such are the terms increased, decreased, maximize, 
etc. 
4. Nested terms cannot have a parent and child categorized into the same class. A child 
placed in the same class as its parent is difficult to detect using current multi-label 
machine learning methods. 
5. Mathematical-processes are different from mathematical-concepts in that concepts do not 
necessarily ask for an action to be performed. This is also true when comparing 
mathematical-process and mathematical-methods. 
6. Spatial terms are always annotated as object-concepts. These include terms that involve 
the absence of space, such as void, gap, hole, etc. 
7. Countries and locations are labeled as named-entities for as long as they are named, 
although they are also technically object-concepts (defined by their spatial coordinates on 
earth). 
8. Organisms, organs, organ systems, cells, and cellular components are all classified as 
biologicals. These include human and human groups (for as long as the group does not 
have a unique name—e.g.,  male, female, Asian, etc.). Compounds that can only be found 
in biological organisms are also labeled as biologicals. 
9. Any scientific term that cannot be categorized into the other classes are placed in the 
scientific-concept class. 
10. Any form of matter—even theoretical ones such as hypercubes, gravitons, photons, 
etc.— are placed into the object class. If they can be classified further, such as in the case 
of photons being substances, they are placed into the more specific class. 
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11. As a follow-up to the previous rule, it also suggests that laser, infrared, and UV light all 
fall into the substance class. 
12. Almost all temporal terms are process-concepts. Possible exceptions are terms like aging, 
birth, and death, which are more appropriately classified as biological-concepts if they 
refer to biologicals. 
 
4.3. Relation Annotation 
Another important annotation in HOLMES is the identification of entity-concept, entity-entity, 
and concept-entity pairs, and then the identification of the type of relationship that exists between 
the two within a sentence. A simple spreadsheet is implemented in the annotation of these relations. 
So far, the annotation for the relation-extraction task is in its infancy in relation to the HOLMES 
framework. Only 1,600 pairs have been identified with their relation labels identified. As was 
mentioned earlier, the task associated with this annotation is more of a sentence-based extraction, 
being highly dependent on the parse tree generated. Therefore, the annotation is meant as a guide 
for both the improvement of the generation of these parse trees, and the clustering of the 
relationship between related terms within the parse tree. This clustering is highly dependent on the 
entity/concept labels from the earlier annotations and is used in the preliminary experimentations. 
However, other features that may affect this classification have not yet been fully developed. 
 In the annotation of the relation labels, there are two types of relations that exist. One is 
between the terms within a nested or complex term. The other is the relation between the 
independent terms in a sentence. These independent terms are terms that are not part of a larger 
term. In short, they are the longest term in a complex term (Section 5.2). 
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 Nested Relations have the same content regardless of where the sentence is used. This type 
of relation is highly dependent on the words that are parts of the terms. Terms can only have 
relations with their direct descendants or their parents. 
 Linear Relations are relations between terms that are connected through the sentence. This 
relationship only exists for terms that are not part of a larger term within complex and nested terms. 
Also, not all term pairs generate a linear relation. In fact, only a small percentage of term pairs 
have this type of relation. 
4.3.1. Annotation Set 
For the annotation set for relations, the relationship of one entity or concept (in this case labeled 
as the subject) is identified in relation to a different entity or concept (in this case, the object). Note 
that the subject and object referred to here are not the same as subjects and objects in English 
grammar. Either subject or object may be in the form of verbs, adjectives, or adverbs, instead of 
being primarily nouns as in English. These terms are simply used for convenience as they are 
already used in English to identify the targets of a subject-object relation. The subject and object 
relation is only used with respect to the order that they appear in a sentence. The subject and object 
may have either a linear or nested relationship but the classes of the relationship remain the same. 
The only difference is the way that these relation labels are automatically extracted. This, however, 
has no bearing on the annotations. 
Ability – Ability refers to the relationship between an entity/concept (subject) and what it 
can do. This refers to both the capacity of the subject to perform an action or its 
innate role in a particular action. For example, a chemical may perform as an 
oxidizing agent in a particular reaction. 
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Analogs – This label is used when identifying two terms that are the same in the context of 
the sentence. This includes abbreviations of the longer term., such as USA and 
United States of America. 
Causality – When the subject is directly or indirectly caused by the object, the sentence 
identifies it as a causality. (In the case of a correlation due to sequencing, it would 
be typed as a temporal relation instead.) This is usually associated with events or 
processes in sequence. 
Comparison – Comparison refers to when a subject or object is being used in a comparison. 
The other term in the relation is usually in the form of comparative adjectives such 
as more than, greater than, less than, equivalent to, etc. While equality technically 
belongs to the analogs label, when the term equals is used, it is automatically 
identified as a comparison since the two terms used are not the analog terms. 
Composition – The composition label is the relation type that associates a part to a whole. 
The part may be the subject or the object as the relations have no specific direction. 
Identifying parts is important for compositional information in chemical 
compounds and mixtures, as well as for instances of members of organizations, 
structures, or countries. 
Count – Count refers to the actual counting of the subject or object. This count includes 
vague counts such as high and low for as long as the actual comparison is not in the 
sentence (i.e., saying something is high compares it to some average where it is 
higher, but this average is not necessarily mentioned in the sentence). 
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Descriptions – Descriptions connect the object to a description of that object. These 
descriptions include verbs that describe a person or an object. These include non-
count and non-comparison descriptions such as succeeded, completed, started, etc. 
Goals – The goals class is the class that connects a term that relates to a task and the 
objectives of that task. This can become vague due to the initial term being 
something other than a task. Terms that represent the product of reactions are goals 
of the reaction only if the product of the reaction is the desired product and not a 
side product. 
Limits – Limits identify either the range or domain of a particular term. Such limits define 
a minimum or maximum, or an approximate of these numbers. A standard deviation 
is classified as a limit if it is mentioned. 
Means – For any process, the means relation type identifies the terms (entities) that are 
necessary for a process to continue. The next relation type “method” shows an 
example of this. 
Method – A term is a method of another if it is the action used in another process or action. 
A basic example of the method relation (and means) is the term Fourier Transform 
Infrared Spectroscopy. While the term “Infrared,” a substance, is a necessary object 
to do the spectroscopy (means), “Fourier Transform” is the method used to do the 
spectroscopy (method). 
Source – The source relation type identifies where a term came from. This may be in the 
form of a process or an entity. This catches the cases wherein the process produces 
side products which are not goals for the process but are still produced because of 
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the process. The source type is used for entities when a term is directly from that 
entity or produced from that entity (e.g., blood from artery or white blood cells of 
a mouse). 
Spatial – Spatial refers to when one term defines the spatial positioning or spatial 
conditions of another term. This includes the lack of something in a space, such as 
a hole, an entrance, or an exit. Some terms define a spatial condition while not 
necessarily being a spatial term, such as door, windows, etc. These terms still define 
a spatial relation with the other term. 
Specificity – This is the relation type for identifying a more specific version of another 
term—for example, the term metals and the more specific term iron. It has to be 
kept in mind that even if two such terms exist, they may pertain to two different 
objects, in which case, the relation type is not specificity. 
State – The state relation identifies the term and one of its states. This may be in the form 
of a thermodynamic state or the state of a process (i.e., the process being successful 
or being 50% complete). 
Target – Target is the most common relation especially between a process and another 
term. A lot of the other relation types have cases that belong to this class. However, 
in the same manner as term annotations, the most specific class is the class that is 
used to annotate. Any other relation that does not fall into those other types would 
then be classified as target. 
Temporal – Temporal relations are relations that have to do with time. As long as one term 
refers either to actual time and date, scheduling, or any form of temporal ordering, 
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then the relation type is temporal. This means that even terms that are not 
necessarily temporal (i.e., first and second—which are also ordinal) are assigned as 
temporal if they serve as markers for such. 
4.3.2. Guidelines for Annotation 
The relation annotations are still in their infancy with only 1,600 linear relations annotated. While 
all nested terms have been annotated—2,156 for the 73 abstracts with annotated terms from the 
previous section (Section 4.2)—these nested terms follow more of a rule-based manner of 
identification, as they are term-based and not based on the context (the other words in the 
sentence). Earlier sentences sometimes provide insight into the relation typing in nested terms, but 
this is rare. Due to the current state of the relation typing annotation being in the initial stages, the 
guidelines are not as fixed nor as many as those in the term annotation. 
1. Separate the annotations for the nested relations and the linear relations as there is no 
single extraction method for both. 
2. The direction of the relation type is not considered in the annotations. This means that 
regardless of whether one term occurs before or after another, the relation type remains 
the same. 
3. The relation type none is not used in the annotations. It is assigned in preprocessing 
beforehand to identify these unlabeled relation types. 
4. Nested relations exist only for terms that are not linear to one another and have a parent-
child relationship (meaning that one term exists within the tokens of the other term). 
Otherwise, there is no relation between the terms. 
5. The relations are all connected in a single sentence in such a way that a minimum 
spanning tree is formed. There are no relations that create a cycle. In case it seems so, it 
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suggests that the relation type is already expressed in the sentence and does not need to 
be specified. 
4.4. Summary of the Annotations 
The annotations provide the initial data set necessary for the machine learning algorithms in the 
HOLMES framework. While the data set is not very large, it consists of enough data to justify 
performing some machine learning tasks on the data set. The classification labels used in the 
annotations were defined in this section, and guidelines used in the annotations were enumerated. 








Chapter 5.  
 
Entity Recognition and Concept Detection 
 
 
Entity recognition (ER) and concept detection (CD) are two of the more basic tasks in the 
HOLMES framework. However, there are certain problems in simply implementing the algorithms 
from current ER techniques. In this chapter, some of these problems are analyzed, and solutions 
are proposed and then implemented. Further improvements to the approach are also suggested. 
 
5.1. Concept Detection 
Identifying concepts is a key part of the objectives of the project of HOLMES. As was mentioned 
earlier, most concepts contain auxiliary or supporting information with regard to most problems, 
and concept detection is more commonly not part of other information extraction studies. 
However, when populating an ontology automatically from text, there is a need to properly 
categorize concepts as well. This goal of populating ontologies puts less of a limit on the type of 
information, thereby increasing the number of types required compared to other information 





Concept Detection is similar to ER in that it also tries to identify key terms in a body of text. The 
major difference is in the usage of the concepts compared to entities in a sentence. Most entities 
are found as either the subject or direct object of a sentence or a subordinate clause. This allows 
for the use of parts of speech as one of the main features in the identification of these entities. 
Concepts, on the other hand, can be used in more diverse parts of the sentence; there are even some 
instances wherein these concepts are adverbs and adjectives in compound nouns. 
Another problem with concepts—though this problem is more prominent in processes or 
actions—is that they are not consistent in terms of either the form or the tense of the words that 
convey them. The example mentioned earlier is the word distill. It conveys the same action as 
distilled or distilling and can even take on the form of a noun in the word distillation. A more 
frequently used example in the literature is the word for research, which can take on other forms 
such as work, experiment, and study—all of which mean the same thing with regard to a specific 
publication. 
 A possible way around these problems is by using either a dictionary or a fully-populated 
ontology. The problem with this approach is that it does not consider new terms that are used or 
developed for new concepts. It also does not consider recently renamed concepts or uncommon 
concepts that it has not yet encountered. This is the reason that statistical concept detection is used 
and tested in the experiments in this work. Also, the premise of using a dictionary or populated 
ontology is that it already exists, which is contrary to the proposition of the HOLMES framework 
—that there exists an unpopulated ontology that is to be filled with extracted information. Though 
the basic framework ontology contains a lot of information, especially on how classes interact, a 
majority of the specifics are not in that ontology (e.g., that IBM is a company that makes 
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computers). Even as the ontology becomes more populated and information extraction relies more 
on ontology matching, statistical extraction still proves its value by identifying previously unseen 
terms that are classified as concepts. 
 This work focuses on the identification of a wider scope of possible concepts. This is in 
consideration to the HOLMES framework, which was designed to extract as much information as 
possible. In the framework, the task of concept detection lies in between the entity recognition and 
the relation extraction tasks. Its goal is to provide a richer information set before identified entities 
and concepts are related to one another. This allows for the possibility of including more details 
on the entities that are identified. C. Wang et al. (2015) created a biomedical process extraction 
task that contains additional information as well as identified relations. It is still important to study 
independent tasks to see their independent performances. This also allows for the independent 
improvement of each task, which should enable a greater performance on the synergistic approach. 
Also, the combined approach only extracts the processes and not the associated process-concepts, 
such as operating parameters, which are also important to these given processes. This is due to a 
difference in approach, as they are extracting information that the scientist would require, while 
HOLMES extracts information for a computer to be able to process. 
 Aside from process-concepts, which connect to processes, other concepts are almost 
always connected to an entity. For this reason, entity attributes are used as an additional feature in 
our implementations. These entity attributes use the spatial, token composition, and the entity 
classifications as part of their specification. These attributes are explained further later in the 





The data set for the experiments is an updated version of the data set used in the HOLMES 
framework paper (Remolona et al., 2017). The update includes adding the class named-entities 
under the object class, thereby adding another abstract object class, and adding the class action-
verb under the action class, which denotes actions that can be identified by the verbs (e.g., 
observed, investigated, moved, tested). The full updated class hierarchy is shown in Figure 16 
(Section 4.2). The more significant property of the data set that is related to this work is the 
distribution of terms between entities and concepts. As of the writing of this dissertation, there are 
2,575 entities and 5,349 concepts (including actions) in the data set. A more precise distribution 
of the data can be found in Table 7. Note that the percentage distribution in the table is for its 
percentage against the overall number. The total percentage is greater than 100% since some of 
the percentages are superclasses—such as the physical-process containing the percentage 
contributions of reaction, biological-process, and unit-operation (i.e., the 6.81% of physical-
process contains the 1.55% of the biological-process). Also, the distribution here is the distribution 
of the data, including those in complex terms (terms that have parts with more than one 
classification based on the annotation). 
5.1.3. Methodology 
The experiments performed were designed to test the effectiveness of some of the common feature 
sets and learning algorithms previously used in the ER task and the CD task. The experiments were 
also meant to test the effectiveness of using the features derived from the properties of previously 
identified entities in the task. 
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 The experiments were ran using the Waikato Environment for Knowledge Acquisition 
(WEKA) machine learning library for Java (Hall et al., 2009). The algorithm used was support 
vector machines (SVM) since it is known as a robust machine learning algorithm. The features 
used by the SVM can be classified into two major types: the basic feature sets and the entity 
features. The basic feature types are the features that have been proven successful in the ER task. 
There are 19 types used in the experiments: four bigrams and four trigrams (in combinations of 
forward or backward, and base tokens or number normalized tokens), token, part-of-speech (token, 
forward bigrams, and backward bigrams), word shape, and prefix and suffix (of one, two, and three 
Table 7 : Distribution of Terms in the Data Set.  






























letters). A more detailed discussion of these features can be found in the work of Nadeau and 
Sekine (2007). 
The second type of features, the entity feature set, includes entity type, entity distance, and 
entity tokens. The distance feature set is the minimum distance of the current token to any 
previously identified entity. This is used since the smaller the distance, the greater the chance that 
the concept is related to the entity. The token feature set is determined by the token composition 
of the entity. This composition restricts the possible concept labels from being assigned to the class 
hierarchy that can be assigned to a particular class. The entity type feature set is the classification 
that the entity in question belongs to. The entity types mentioned here are the labels found under 
the object class in the class hierarchy shown in Figure 16. These are used as another restriction to 
the concept labels that can be assigned to a token. 
 The significance of these feature sets is also more apparent when we consider the “nested 
terms” or “complex terms” defined in a previous work (Remolona et al., 2017). These “complex 
terms” allow another term—either an entity or concept—to exist within the complex term. The 
example used in that work is the term “uridine 5’-triphosphate evoked store-operated Ca2+ entry.” 
This is composed of sets of words that can be considered as entities, such as uridine 5’-
triphosphate and Ca2+, whereupon the entirety of the term is a concept. More specifically, it is a 
biological-process. 
 Upon use of the data set, the features totaled 199,794 while the features of runs without 
entity features numbered only 131,096. This increase in the number of features is due to the fact 
that the number of entities that can be found in a single sentence can be more than one. One way 
to decrease this number is by incorporating a limit on the distance of an entity to a token such that 
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anything exceeding the limit is no longer part of the features considered. Setting this limit to five 
before and after the token, the total number of features is reduced to 154,351. 
 There was a total of four algorithm runs for this work. Three of the runs consisted of data 
sets wherein only the concepts are considered (partial, full, and concept only). One of these three 
runs did not use the entities as features (concept only). One run used only the limited number of 
entity features (154,351 – partial) while the last of the three used all of the entity features (199,794 
– full). The fourth run contained data sets wherein the objective is instead a joint entity recognition 
and concept detection, where both entities and concepts are unknown, and the feature sets were 
limited to the 131,096 mentioned earlier (joint). 
5.1.4. Results and Discussion 
In the studies conducted, the control test case was the “concept only” case. This case considered 
the concept detection algorithm as a completely separate and independent task from the entity 
recognition task. The other three cases, “partial,” “full,” and “joint,” were the test instances as they 
contained the entities as part of the design. These three were compared to each other and to the 
baseline case. This was to gauge the effectiveness of the current ER technologies in the task of 
concept detection, and then to test the effectiveness of using entities as features.  
Table 8 : Summary of Results for the Experiments. 
Concept Only refers to the control case without any entity feature sets. Partial and Full are the runs that used 
the entities as features with one having less overall features compared to the other. Joint refers to the run which 
identified both entities and concepts at the same time.  
Precision Recall F1 
Concept Only 0.639 0.387 0.482 
Partial 
Full 
0.556 0.485 0.518 
0.538 0.452 0.491 






 A summary of the results for all the runs is shown in Table 8. The metrics used in the 
analysis are precision, recall, and F1-score, as is standard for information retrieval (Piskorski & 





where 𝑃𝐿 is the precision for the label 𝐿, 𝐶𝐿 is the number of tokens correctly labeled as 𝐿, and 𝐸𝐼𝐿 
is the type I error for label 𝐿 (false positives). Recall is the metric for type II error and is computed 





where 𝑅𝐿 is the recall for label 𝐿, and 𝐸𝐼𝐼𝐿 is the type II error for label 𝐿 (false negatives). F1-score 





5.1.4.1. Overall Results 
As can be seen in Table 8, all runs have an F1-score bordering 0.50. This relatively low score is 
primarily due to the number of classes which these concepts can be classified into (16 concept 
classes—not including description for lack of data points, as well as the superclasses action and 
concept for the same reason—and then an additional six entity classes for the joint runs). As the 
classification range is increased, there is a corresponding increase in complexity that results in a 
lower accuracy for the classification. This low value of 0.50, however, is comparable to several 
biomedical domain runs—obtained using the BioText disease/treatment corpus—that have a full 
classification score of less than 0.55 (Leaman & Gonzalez, 2008). Also taking into consideration 
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that the domain of application is relatively new and that the application target is large, the results 
are within a reasonable range. This result is also comparable to the results in the biological process 
detection that is done in the work by (Berant et al., 2014), wherein the results produced had a 
question answering rate of 0.50. Though the biological process detection work has more tasks 
(breadth) to achieve question answering, this work has more depth in that it has more classes while 
having none of the synergistic behavior found in the process detection work. 
 Two other things of note when looking at the experimental results shown are: (i) the limits 
imposed by the annotation and (ii) that using the entities as features requires that the entities be 
known beforehand (either through annotation or by using ER). The limits imposed by the 
annotations can be mitigated by increasing the data set. The entities being known beforehand does 
not affect the “joint” result in that these results also attempt to predict the entities instead of only 
the concepts. From the summary (Table 8), the runs show that having an increased number of 
features with the “full” is actually detrimental in comparison to the “partial” (0.491 vs. 0.518). In 
fact, the “full” run (0.491) only has a minor improvement compared to the baseline, “concept only” 
(0.482), an increase of only 0.009. Overall, the recall scores are generally lower compared to 
precision (0.387 vs. 0.639 for “concept only,” 0.485 vs. 0.556 for “partial,” 0.452 vs. 0.538 for 
“full,” and 0.511 vs. 0.554 for “joint”). This indicates that even though it is possible to identify 
concepts, it is difficult to identify all or most of them. 
 The interesting part, in terms of overall performance, is that the “joint” F1-score (0.532) is 
the highest among all the runs done. This implies that the inclusion of the entities is sufficient for 
the improvement of the overall classification score. To further explore the result, the subscores are 
compared in the next section. 
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5.1.4.2. Subscore comparison 
In subscore comparison, the focus is in comparing the subscores vs. the baseline, as well as 
identifying the best in terms of performance on only the concepts. The overall performance is 
highly dependent on the highest percentage of the data, as shown in Table 7 (object-concepts and 
process-concepts being the highest). 
Table 9: Subscore Comparison Between Concept Only and Partial Runs. 
The Concept Only runs are labeled as “C.” Numbers in parentheses are those where the Concept Only showed 
a higher precision score compared to the Partial.  
Precision Recall F1-scores  
Partial C diff Partial C diff Partial C diff 
action-verb 0.403  0.414  (0.010) 0.364  0.356  0.008  0.383  0.383  (0.000) 
analytical-
process 
0.771  0.659  0.112  0.200  0.215  (0.015) 0.318  0.324  (0.006) 
biological-
concept 
0.754  0.803  (0.050) 0.344  0.319  0.025  0.472  0.456  0.016  
biological-
process 
0.839  0.743  0.095  0.248  0.262  (0.014) 0.382  0.387  (0.005) 
computer-
algorithm 
0.682  0.833  (0.152) 0.203  0.270  (0.068) 0.313  0.408  (0.096) 
experiment 0.825  0.817  0.009  0.401  0.404  (0.003) 0.539  0.540  (0.001) 
mathematical-
concept 
0.758  0.759  (0.001) 0.276  0.304  (0.028) 0.404  0.434  (0.030) 
mathematical-
model 
0.923  0.941  (0.018) 0.474  0.421  0.053  0.626  0.582  0.044  
mathematical-
process 
0.000  0.000  0.000  0.000  0.000  0.000  0.000  0.000  0.000  
object-
concept 
0.614  0.668  (0.053) 0.461  0.366  0.095  0.527  0.473  0.054  
physical-
process 
0.630  0.632  (0.002) 0.299  0.305  (0.006) 0.405  0.411  (0.006) 
process-
concept 
0.467  0.580  (0.114) 0.741  0.488  0.253  0.573  0.530  0.043  
reaction 1.000  0.750  0.250  0.050  0.150  (0.100) 0.095  0.250  (0.155) 
scientific-
concept 
0.391  0.421  (0.030) 0.052  0.046  0.006  0.091  0.083  0.008  
unit-operation 0.875  0.857  0.018  0.292  0.250  0.042  0.438  0.387  0.050  




 The subscores for the comparison between the “partial” run and the “concept only” run are 
shown in Table 9. It can be seen from the table that the precision scores for “partial” are generally 
lower than those for “concept only.” The opposite is true in terms of recall. This suggests that the 
entity features have increased the complexity such that the precision in classifying some labels 
have decreased. However, the correctly unlabeled percentage of the “partial” runs is higher (0.912 
vs. 0.793). This unlabeled percentage is related to the increase in recall but does not imply it. The 
Table 10: Subscore Comparison Between Full and Partial Runs. 
Numbers in parentheses are those where the Partial showed a higher precision score compared to the Full.  
Precision Recall F1-scores  
Full Partial diff Full Partial diff Full Partial diff 
action-verb 0.388  0.403  (0.016) 0.322  0.364  (0.042) 0.352  0.383  (0.031) 
analytical-
process 
0.741  0.771  (0.031) 0.148  0.200  (0.052) 0.247  0.318  (0.071) 
biological-
concept 
0.827  0.754  0.074  0.319  0.344  (0.025) 0.460  0.472  (0.012) 
biological-
process 
0.846  0.839  0.007  0.210  0.248  (0.038) 0.336  0.382  (0.046) 
computer-
algorithm 
0.750  0.682  0.068  0.162  0.203  (0.041) 0.267  0.313  (0.046) 
experiment 0.875  0.825  0.050  0.348  0.401  (0.053) 0.498  0.539  (0.041) 
mathematical-
concept 
0.817  0.758  0.059  0.241  0.276  (0.034) 0.373  0.404  (0.031) 
mathematical-
model 
0.963  0.923  0.040  0.342  0.474  (0.132) 0.505  0.626  (0.121) 
mathematical-
process 
0.200  0.000  0.200  0.020  0.000  0.020  0.036  0.000  0.036  
object-
concept 
0.592  0.614  (0.022) 0.410  0.461  (0.051) 0.484  0.527  (0.042) 
physical-
process 
0.591  0.630  (0.039) 0.248  0.299  (0.051) 0.349  0.405  (0.056) 
process-
concept 
0.454  0.467  (0.013) 0.732  0.741  (0.008) 0.561  0.573  (0.012) 
reaction 0.000  1.000  (1.000) 0.000  0.050  (0.050) 0.000  0.095  (0.095) 
scientific-
concept 
0.692  0.391  0.301  0.052  0.052  0.000  0.096  0.091  0.005  
unit-operation 0.833  0.875  (0.042) 0.208  0.292  (0.083) 0.333  0.438  (0.104) 




additional complexity is attributed to the additional number of terms that were successfully 
labeled. Another way to put this into perspective is that most items were supposed to be identified, 
yet they were not labeled correctly. This supports the analogous behavior between precision and 
recall. The F1-scores for the difference between the two is a little more balanced. 
 Another subscore comparison is between the “full” run and the “partial” run, which is 
shown in Table 10. The run that performed better in terms of precision is not apparent until one 
ranks absolute differences between the scores. Six of the top seven highest differences in precision 
Table 11: Subscore Comparison Between Partial and Joint Runs. 
Numbers in parentheses are those where the Joint showed a higher precision score compared to the Partial.  
Precision Recall F1-scores  
Partial Joint diff Partial Joint diff Partial Joint diff 
action-verb 0.403  0.413  (0.010) 0.364  0.434  (0.070) 0.383  0.423  (0.041) 
analytical-
process 
0.771  0.780  (0.009) 0.200  0.289  (0.089) 0.318  0.422  (0.104) 
biological-
concept 
0.754  0.711  0.043  0.344  0.344  0.000  0.472  0.464  0.009  
biological-
process 
0.839  0.729  0.110  0.248  0.243  0.005  0.382  0.364  0.018  
computer-
algorithm 
0.682  0.833  (0.152) 0.203  0.338  (0.135) 0.313  0.481  (0.168) 
experiment 0.825  0.791  0.034  0.401  0.453  (0.053) 0.539  0.576  (0.037) 
mathematical-
concept 
0.758  0.727  0.031  0.276  0.295  (0.020) 0.404  0.420  (0.016) 
mathematical-
model 
0.923  0.857  0.066  0.474  0.395  0.079  0.626  0.541  0.086  
mathematical-
process 
0.000  0.400  (0.400) 0.000  0.040  (0.040) 0.000  0.073  (0.073) 
object-
concept 
0.614  0.567  0.047  0.461  0.423  0.038  0.527  0.485  0.042  
physical-
process 
0.630  0.610  0.019  0.299  0.318  (0.020) 0.405  0.418  (0.013) 
process-
concept 
0.467  0.449  0.018  0.741  0.641  0.100  0.573  0.528  0.045  
reaction 1.000  0.500  0.500  0.050  0.050  0.000  0.095  0.091  0.004  
scientific-
concept 
0.391  0.375  0.016  0.052  0.052  0.000  0.091  0.091  0.000  
unit-operation 0.875  0.818  0.057  0.292  0.375  (0.083) 0.438  0.514  (0.077) 




performance among all the classes are in the “full” run (differences in mathematical-process – 0.2; 
scientific-concept – 0.301; biological-concept – 0.074; computer-algorithm – 0.068; experiment – 
0.050; and mathematical-concept – 0.059 for “full” and reaction – 1.0 for “partial”). The reason 
that the “partial” precision scores are higher overall is only because of the classes object-concept 
and process-concept (12.08% and 17.54% of the total data, respectively, as shown in Table 7). 
Therefore, in terms of precision subscores, the “full” run actually performed better. The additional 
Table 12: Subscore Comparison Between Full and Joint Runs. 
Numbers in parentheses are those where the Joint showed a higher precision score compared to the Full.  
Precision Recall F1-scores  
Full Joint diff Full Joint diff Full Joint diff 
action-verb 0.388  0.413  (0.026) 0.322  0.434  (0.112) 0.352  0.423  (0.072) 
analytical-
process 
0.741  0.780  (0.039) 0.148  0.289  (0.141) 0.247  0.422  (0.175) 
biological-
concept 
0.827  0.711  0.116  0.319  0.344  (0.025) 0.460  0.464  (0.003) 
biological-
process 
0.846  0.729  0.118  0.210  0.243  (0.033) 0.336  0.364  (0.028) 
computer-
algorithm 
0.750  0.833  (0.083) 0.162  0.338  (0.176) 0.267  0.481  (0.214) 
experiment 0.875  0.791  0.084  0.348  0.453  (0.105) 0.498  0.576  (0.078) 
mathematical-
concept 
0.817  0.727  0.090  0.241  0.295  (0.054) 0.373  0.420  (0.047) 
mathematical-
model 
0.963  0.857  0.106  0.342  0.395  (0.053) 0.505  0.541  (0.036) 
mathematical-
process 
0.200  0.400  (0.200) 0.020  0.040  (0.020) 0.036  0.073  (0.036) 
object-
concept 
0.592  0.567  0.025  0.410  0.423  (0.013) 0.484  0.485  (0.000) 
physical-
process 
0.591  0.610  (0.020) 0.248  0.318  (0.070) 0.349  0.418  (0.069) 
process-
concept 
0.454  0.449  0.005  0.732  0.641  0.091  0.561  0.528  0.033  
reaction 0.000  0.500  (0.500) 0.000  0.050  (0.050) 0.000  0.091  (0.091) 
scientific-
concept 
0.692  0.375  0.317  0.052  0.052  0.000  0.096  0.091  0.005  
unit-operation 0.833  0.818  0.015  0.208  0.375  (0.167) 0.333  0.514  (0.181) 




features that the “full” run contains actually improved the precision scores. In terms of recall, the 
“partial” run shows a better performance, as can be expected since more terms are classified with 
fewer features that restrict the classification. The F1-score performance favors the “partial” run.  
 The next comparison is the one between the “partial” and “joint” runs. This comparison is 
shown in Table 11. Even though there are entities that were also classified in the “joint” runs—
such as the substance class which comprises 10.82% of the data set—it is possible to have a 
subscore comparison by checking only the subscores of the classified concepts from the “joint” 
run. In the comparison, the precision subscores for the “partial” are better in almost all cases, 
except for four (action-verb – 0.01; analytical-process – 0.009; computer-algorithm – 0.152; and 
mathematical-process – 0.400). This suggests that the overall improvement of the precision score 
is mostly due to the high precision of entity recognition. In terms of subscores for recall, half of 
the run favored “joint” (action-verb – 0.07; analytical-process – 0.089; computer-algorithm – 
0.135; experiment – 0.053; mathematical-concept – 0.020; mathematical-process – 0.040; 
physical-process – 0.020; and unit-operation – 0.083). Yet, due to those subscores that are equal 
for recall in both runs (biological-concept, reaction, scientific-concept, and value), the “joint” run 
has better performance. The F1-score is also in favor of the “joint” run. 
 The last comparison is the one between the “full” and the “joint” runs (Table 12). The 
comparison is done since the “full” run has performed better compared to the “partial” run in terms 
of precision scores, where “partial” has better scores than the “joint” runs in the same performance 
criteria. In this case, the precision for “full” turned out as expected and performed better than the 
“joint.” The behavior of the recall and F1-score also turned out as expected and is lower in the 
“full” run for almost all cases. The only class wherein “full” has a higher recall than “joint” is the 
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process-concept class (0.091 difference). This is interesting in that this class is the one that 
improves the most with the addition of the entity features. 
 The general observation with regard to all of the comparisons is that there is no one data 
set that improved all three of the performance metrics. In terms of a balanced performance, the 
“partial” run is the most balanced, considering that the entities are already known beforehand. If 
both entities and concepts are unknown, a joint task performs better compared to a run of the 
algorithm for entity recognition followed by concept detection. Of course, improvement of the 
performance of either entity recognition or concept detection is better when there is only one task 
to optimize. Overall, the additional features improved the recall but at the cost of precision. 
 In terms of use in the HOLMES framework, the better precision score is always good when 
starting out since errant information in training data is unwanted. In the later stages of the 
HOLMES framework, a more balanced approach is better. Hence, the “partial” run is preferred in 
this case. Though improving in both precision and recall should be a key objective before 
implementing the framework, the start of the framework requires high precision so that the 
information extracted does not have to be validated often. This suggests that among the results 
obtained, the “concept only” is the best fit. 
5.1.4.3. Domain Comparison 
Another way to look at the data is in terms of the comparison of results limited to specific domains. 
One such topic would be concepts related to processes (action-verb, analytical-process, biological-
process, computer-algorithm, mathematical-process, physical-process, process-concept, reaction, 
and unit-operation). Looking into only the scores of these processes, the “partial” run results 
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performed the best compared to all the other runs, with an F1-score of 0.516. For this same group, 
recall improved when the entities were used as features (0.539 for “partial” and 0.514 for “full”). 
 Another concept group that was considered is mathematical information (value, 
mathematical-concept, mathematical-process, and mathematical-model). This group when 
considered alone has an F1-score of 0.598 in the “joint” run. This group also has a high precision 
score of 0.784 in the same run. Since the score overall is not much lower compared to just the 
score of the value class (0.809), it points out that the other classes belonging to this group also 
have high precision scores. Identifying mathematical information is straightforward using the tools 
available to ER. 
 Properties that focus on entities and the descriptions that can be found on them in the text 
are all included in the object-concept class. The precision and recall scores of this class are the 
ones that the algorithm is having the most trouble with. Even having the second highest count in 
terms of training examples for all concepts, its F1-score is consistently below 0.5. And while there 
are also some others that have low F1-scores, these classes have less training data, giving them 
higher variations in terms of the model’s performance in identifying them. Though having a 
deterministic way to identify properties of objects by building a library of object properties is 
possible, it is generally better to have a natural language processing (statistical) model such that 
newly named properties or those that have not previously been identified (i.e., a process requiring 
magnetic properties should have these identified but the domain only contains material strength 
property definitions). Also, it is important to note that the object-concept class contains other 
information about objects that are not entity properties, such as spatial location, object dimensions, 
compositional information, and definitions. Perhaps splitting the object-concept into more classes 
could increase overall performance. 
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5.2. Multi-label Classification for Joint Entity Recognition and 
Concept Detection 
With the addition of concept detection, the amount of terms that are extracted per sentence has 
increased. These concepts sometimes overlap with previously extracted entities as well as other 
concepts. This issue is what led to the existence of multiple labels for a single word. While 
extracting these terms might only seem to complicate the information extraction instead of actually 
helping it, it is important to consider that the sub-terms—or terms within other terms—are also 
found in other parts of the text as independent terms. A term having the same label as either a sub-
term or an independent term helps in reducing any confusion about its classification. In theory, 
increasing the complexity of extraction should also increase the accuracy of classification. 
5.2.1. Overview 
The problem in ER and CD requiring multi-label classification arises from the existence of nested 
terms. The initial example of a nested term is the term Fourier Transform Infrared Spectroscopy, 
wherein “Fourier Transform” signifies a mathematical-process, “Infrared” signifies light with 
lower frequency than visible light, and the entire term signifies an analytical process. Another 
example is shown in Table 13. 
 To further elaborate on the problem of nested terms, see Table 13-b where every token 
(word) has more than one label. Identification of these multiple terms using conventional ER is 
not possible since the inherent algorithms allow for only one label per token. This is why we look 
into the algorithms involved in multi-label classification. While there are many different 
algorithms for similar problems, the Hierarchy of Multi-label Classifiers (HOMER) algorithm is 




Table 13: Nested Terms. 
a) Example of a nested term. The labels are for the word or set of words directly above it (e.g., uridine 5’ 
triphosphate evoked -> process-concept, and uridine 5’ triphosphate -> substance). b) BIO format for labels as 
applied to nested terms. The same term as in the example labeled using the BIO format. c) Nested Term Relations. 
The relations due to nested terms. 
a) 
uridine 5’ triphosphate evoked store-operated Ca2+ channel entry 
biological-process 
process-concept process-concept biological  
substance   substance   
 
b) 





















B-substance I-substance I-substance     
     






process   
B-biological I-biological     
B-substance       
 
c) 
TERM  PARENT 
uridine 5’ triphosphate 
evoked 
-> uridine 5’ triphosphate evoked store-operated Ca2+ 
channel entry 
store-operated -> uridine 5’ triphosphate evoked store-operated Ca2+ 
channel entry 
Ca2+ channel -> uridine 5’ triphosphate evoked store-operated Ca2+ 
channel entry 
uridine 5’ triphosphate -> uridine 5’ triphosphate evoked 





The data is gathered from three sources in pharmaceutical science and engineering: The AAPS 
Journal, Molecular Pharmacology, and The Journal of Pharmacological Sciences. This collection 
is based on the discussion in Chapter 4. The actual data used is slightly different from the data 
discussed in the chapter since it contains two fewer classes. The details on the original data set are 
found in a supporting work (Remolona et al., 2017). 
 For text processing, the annotations require tagging the significant terms in sentences. 
There is a need for a system which allows for a systematic identification, followed by an encoding 
of these terms. This system should allow for groups of words—or terms—to be tagged, as well as 
words themselves. In addition, the words are chunked into terms using the Beginning-Inside-
Outside (BIO) chunk tagging. This system of tagging was introduced by (Ramshaw & Marcus, 
1995). Beginning signifies the start of a term. Inside refers to the other parts, or the inside, of the 
term. And finally, Outside refers to words that are not included in a term. This allows us to identify 
two or more consecutive terms separately. 
5.2.3. Methodology 
Our computational experiments are designed to assess the accuracy of the current state of 
automated knowledge extraction systems and algorithms in the domain of pharmaceutical 
engineering. The initial tests are for evaluating the performance metrics of the joint named entity 
recognition and concept detection. Experiments are also conducted to resolve the possibility that 




Table 14: Named Entity Recognition Results. 
a) Named Entity Recognition Expected Output. The NER output with the BIO formatting for the sentence 
“Antidepressant drugs, especially tricyclics have been widely used in the treatment of chronic pain, but not in acute 
pain.” b) Terms derived from NER results. Consecutive labeled words are used together to form terms. The terms 


















































Key Terms Possible Labels 
Antidepressant drugs process-concept material 
Tricyclics biological  
widely used process-concept  
Treatment biological-concept  
chronic pain biological biological-concept 
Not value  
acute pain process-concept biological-concept 
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 There are two main classifying algorithms that are used for the joint entity recognition and 
concept detection task. The first is a multi-class classifier that uses the support vector machines 
(SVM) classifier (Kudo & Matsumoto, 2001) from the WEKA Machine Learning Library (Hall et 
al., 2009). The second is a multi-label classifier called HOMER (Tsoumakas et al., 2008). HOMER 
is a type of problem transformation multi-label classifier and is one of the higher scoring 
algorithms based on tests comparing multi-label classifiers done by (Madjarov et al., 2012). The 
HOMER algorithm is available in the Mulan library extension of WEKA. 
 Multi-class classification takes into account the problem of assigning a single label from a 
set of classes to a set of unlabeled words. Multi-label classification tries to identify multiple labels 
from the set of classes to a set of unlabeled words. In terms of sets, for a set of classes, 𝑌, the 
difference between multi-class and multi-label is that for every word in the data set, 𝑥 ∈ 𝑋, a multi-
class classifier will assign a maximum of one class, 𝑦 ∈ 𝑌, while a multi-label classifier will assign 
a set of classes, 𝐿, where 𝐿 ⊂ 𝑌. 
 The classifying algorithms are applied to the data set in two different formats using a 4-
fold cross-validation. The first format is a standard format for WEKA, wherein we separate the 
data into words, and each word retains the label of the terms that it is included in. For the multi-
class classifier, the word retains only the label of the longest term it is a part of. For the multi-label 
classifier, it retains all of the labels of all the terms that it is a part of. For the purpose of this 
section, this format set is called a non-BIO format. The second format follows the BIO formatting 
(Ramshaw & Marcus, 1995). In this format, the word that constitutes the start of a term is indicated 
with a “B-” attached to the label of that word. The rest of the words in the term is identified with 
an “I-” attached to the label. The same distinction as with the first format can be identified in this 
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format when comparing multi-class and multi-label classifiers. An example of this is shown in 
Table 13-b. 
5.2.4. Results and Discussion 
In the investigations, multi-class classification was used as a baseline to evaluate the effectiveness 
of multi-label classification in scientific text documents. Multi-label is used as a means to both 
reduce confusion in nested terms as well as to identify possible relations within these nested terms. 
Take for example, as shown in Table 13, the term “uridine 5’triphosphate evoked store-operated 
Ca2+ channel entry.” This is a nested term wherein the term can be broken down into different 
parts. These parts can then be related to one another in various ways, as in Table 13-c. 
 In addition to the precision, recall, and F1-score metrics that were used earlier, multi-label 
classification uses more metrics to verify the previous metrics due to the increased complexity in 
multi-label classification. In multi-class classification, the former metrics are taken as a weighted 
average over all labels. The weights in the average are determined in terms of the denominator 
used in the metric being considered. For example, the precision metric reported is the average over 
all labels weighted by the sum of the number of true positives and the sum of the number of type 
I errors. This is equivalent to the micrometrics used in multi-label classification. This is the metric 
used in the majority of the comparisons. 
Micro-precision is the example-label averaged precision. Using the same variables as the 
formula for calculating the precision, the micro-precision is: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑖𝑐𝑟𝑜 =
∑ 𝑃𝑇𝑦𝑦∈𝑌




On the other hand, micro-recall, similar to the micro-precision metric, is the example-label 
averaged recall. In the same way that precision was relabeled by putting a summation over all 
labels, the formula for micro-recall is as follows: 
𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑖𝑐𝑟𝑜 =
∑ 𝑃𝑇𝑦𝑦∈𝑌
∑ 𝑃𝑇𝑦𝑦∈𝑌 + ∑ 𝐸𝐼𝑦𝑦∈𝑌
 
Macro-precision is the label averaged precision. It takes the precision of each label and 
takes a non-weighted average of the values. In the same vein, macro-recall is the label averaged 

















where |𝑌| is the total number of labels in set 𝑌. 
Coverage is the average depth at which one has to search the rankings of the labels per 






𝑟𝑎𝑛𝑘(𝑥, 𝑦) − 1)
𝑥∈𝑋
 
where 𝑟𝑎𝑛𝑘(𝑥, 𝑦) is the rank of the label 𝑦 for the word 𝑥 according to the calculated results, and 
L is the correct set of results. 
Average precision is a metric that is different from the previous precision metrics because 
it also adds importance to the ranking of the label. It computes the fraction of incorrect labels that 
are ranked higher than the correct label for that rank. While this ranking for correct labels is not 
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𝑓(𝑥, 𝑦′, 𝑦) = {
𝑟𝑎𝑛𝑘(𝑥, 𝑦) ≥ 𝑟𝑎𝑛𝑘(𝑥, 𝑦′) 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 0
  
 The results shown in suggest an increase in performance of the multi-label classifiers (i.e., 
HOMER – 0.636) over the multi-class classifiers (i.e., SVM – 0.485) in the BIO format. The 
improvement on the recall (0.585 vs. 0.462) is generally expected since the multi-label is capable 
of allowing more than one label per term, increasing the chance that a term contains a correct label. 
The improvement in precision (0.698 vs. 0.512) is somewhat surprising as there are more 
opportunities for additional unwanted labels being included in the classification, thereby 
Table 15: Results Summary. 
 a) Recall and Precision Scores. Basic results reporting the recall and precision scores of the multi-class (SVM) 
and the multi-label (HOMER) classifiers. b) Coverage and Average Precision Scores. Comparing the coverage 




F1 Recall Precision 
 BIO 
 SVM 0.485 0.462 0.512 
 HOMER 0.636 0.585 0.698 
 Non-BIO 
 SVM 0.541 0.555 0.527 
 HOMER 0.532 0.458 0.635 
 
b) 
HOMER Coverage Average Precision 
BIO 9.55 0.210 
Non-BIO 3.86 0.265 
 






potentially affecting the performance negatively. For the non-BIO format data, SVM performed 
better in recall (0.555 vs. 0.458). This is counter to the intuition that recall should be higher for a 
multi-label classifier. The higher precision of HOMER is along the lines of the BIO case (0.635 
vs. 0.527).  
provides the performance for individual labels. Certain labels such as the biological-process (0.229 
vs. 0.225), equipment (0.303 vs. 0.229), object-concept (0.428 vs. 0.416) and unit-operation (0.333 
vs. 0.212) are slightly lower in performance in terms of recall. 
 The increase in performance for precision does not translate as cleanly to the individual 
classes when looking at the results for the BIO format. In this case, each label is considered 
separately for the “B-” and “I-” parts. Recall from the Methodology section that the “B-” stands 
for the beginning of a term and is appended to every other word within the term. Due to this 
appended modifier, the scores for a particular class are divide into two parts. Only 17 of the 48 
label scores in multi-label are above the scores of the corresponding label in multi-class, the most 
significant being the B-biological (0.727 vs. 0.464) and the “B-” and “I-” for the process-concept 
(0.388 vs. 0.365 for “B-” and 0.652 vs. 0.510 for “I-”) and value (0.748 vs 0.548 for “B-” and 
0.898 vs 0.846 for “I-”) labels. The remaining 12 labels that scored higher are B-analytical-process 
(1.00 vs. 0.571), I-analytical-process (0.686 vs. 0.650), B-concept (0.508 vs. 0.333), I-concept 
(0.436 vs. 0.353), I-equipment-part (1.0 vs. 0.0), I-experiment (0.835 vs. 0.734), B-mathematical-
concept (0.704 vs. 0.658), B-mathematical-model (1.00 vs. 0.846), I-mathematical-model (0.917 
vs. 0.857), B-scientific-concept (0.525 vs. 0.200), B-substance (0.751 vs. 0.725), and B-unit-
operation (0.875 vs. 0.800). The reason that the micro-precision is higher is due to the higher 
counts of the actual data points that constitute these labels, as is shown in Table 7, Section 945.1 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The performance in recall also did not translate directly to individual classes (Table 16). There are 
only 11 out of the 48 label scores in the multi-label that outscore their counterparts for multi-class 
classification. Of these 11 label scores, only the labels for B-mathematical-concept (with recall 
scores of 0.353 vs. 0.311) and B-object-concept (0.312 vs. 0.270) were of a significantly high 
count in terms of actual data points (444 and 927, respectively). The other nine labels are B-concept 
(0.070 vs. 0.036), I-concept (0.131 vs. 0.065), B-equipment-part (0.188 vs. 0.00), I-equipment-
part (0.246 vs. 0.00), I-mathematical-model (0.417 vs. 0.360), B-reaction (0.332 vs. 0.083), B-
scientific-concept (0.090 vs. 0.038), B-unit-operation (0.369 vs. 0.286), and I-unit-operation 
(0.542 vs. 0.500). 
There are several other metrics supporting this misalignment of the components that are 
considered in multi-label classifiers. Two metrics of note are the average precision and coverage. 
These factors identify the amount of results that have to be filtered through to get to the relevant 
results. Examining the average precision of HOMER (Table 15), the low values suggest that there 
are a lot of higher-ranked labels in the classification that are not relevant. Considerable post-
processing is therefore required to identify the relevant labels. 
 The coverage tells a similar story (Table 15). Comparing the coverage of the Non-BIO 
format to the average number of labels per word, there is only an excess of 3.71 labels each (3.86 
minus the 0.15 excess on the average number of labels; the formula for coverage already considers 
the first label in the -1 term in calculations). The fact that there is a label of “O” for non-labeled 
words is already considered by the classifier. This means that there are about four out of every five 
labels that need to be removed from consideration. This is especially true for the results in the BIO 
format, which has an excess of 9.4 labels (9.55 – 0.15, as before). 
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 This then suggests that even though the multi-label classifier performed better in terms of 
the standard metrics of precision, recall, and F1-scores, the results are skewed. This can be 
attributed to the number of data points that the multi-label classifier has in contrast to the multi-
class classifier. The total number of labels is 7,968, but the total number of base labels—i.e., the 
label of the longest term in the nested term—is only 5,284. It has to be noted, though, that the 
relations between the labels in consecutive terms are not considered in multi-label classifiers. 
Improving these scores on these metrics can be done using a number of different ways. One way 
is the consideration of rules as a post-processing step to reduce the number of irrelevant terms 
(e.g., ensuring that the first word in the term has a “B-” label for the BIO format). Another way is 
the incorporation of correlations between the labels of consecutive labels in the classifier’s model 
learning algorithm (i.e., the equivalent of using hidden Markov models of HMMs over SVMs for 
multi-label classification). 
 It is recommended that the two methods, multi-class and multi-label classification, work 
hand in hand in identifying the nested terms for named entity recognition. The SVM classifier or 
any other multi-class classifier performs well in identifying the primary entity, as is proven by 
previous researches in the biomedical domain and is partially shown in the experiments done. 
Removing this base class from the options in multi-label classifiers then reduces the complexity 
of filtering through the results. 
 A few algorithms are currently studied for the multi-label classification of text. One uses 
an algorithm that is supervised by a word knowledge ontology (Tao et al., 2012). While this may 
be useful in the classification, this study focuses on extracting text to populate such an ontology 
and would therefore be an egg vs chicken kind of debate. After this work, there is a newer 
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algorithm that focuses on using convolutional and recurrent neural networks to do this task (G. 
Chen et al., 2017). 
5.3. Summary of Entity Recognition and Concept Detection 
In this chapter, the term extraction of the HOLMES framework has been discussed along with 
several of the issues that were found while performing the extraction. One such issue is that the 
task of concept detection is not fully explored. Here, we have provided the results of the initial 
explorations on the task. While the performance of concept detection (~55%) is not yet up to par 
in comparison with entity recognition (~80–90%), it is due to the differences in the types of 
information extracted and the semantic clues that identifying these concepts that the performance 
varies. 
The secondary issue is the problem arising in the annotation of concepts along with entities. 
Identifying these two combined leads to cases wherein there are shorter terms that exist within 
longer terms, or complex terms. This creates a problem in token tagging as each individual term 
can have more than a single tag, compared to conventional ER wherein there is at most one tag per 
token. We have shown here an attempt at extracting these nested terms, as well as identifying all 
tags for any particular token, through the use of multi-label classification. Though the performance 
of the multi-label classification is again not very high (~60%), these scores combine both the 
difficulty in extracting the concepts as well as having to identify multiple classes for a token. Also, 
these results have not considered the re-combination of the token labels to form coherent terms-











As we enter the new era of data and knowledge explosion, old ways of modeling knowledge—i.e., 
storing, searching, and managing knowledge—and using it for decision-making are woefully 
suboptimal. We need a new paradigm for knowledge modeling and management. In this regard, 
ontologies are expected to play a big part in the future of process systems engineering, chemical 
engineering, and pharmaceutical engineering. However, one of the limiting factors today is that 
properly populated ontologies are scarce in most application domains. Properly populated 
ontologies are those that contain large amounts of concepts with enough connections among them 
to mimic the underlying semantics. However, developing such ontologies is a very challenging 
task that requires considerable investment in time, effort, and expert knowledge. One needs 
automation tools that can assist an ontology engineer to quickly develop and curate domain-
specific ontologies. 
6.1. Overview of Contributions 
As was mentioned earlier, this work has six main contributions: (i) the Hybrid Ontology-Learning 
Material Engineering System information extraction framework, (ii) the Columbia Ontology for 
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Pharmaceutical Engineering, (iii) a fully annotated databank for pharmaceutical engineering 
information extraction, (iv) the task of concept detection for a wide range of concept classes and 
the introduction of entity features for use in concept detection, and (v) the investigation of multi-
label classification in joint entity recognition and concept detection. 
6.1.1. Hybrid Ontology-Learning Materials Engineering System 
(HOLMES) 
This dissertation is an early attempt towards such a future. We consider our conceptual 
framework—a general approach for populating scientific ontologies and its implementation as the 
prototype HOLMES—as the beginnings of a long intellectual journey that we expect will take at 
least a decade, if not more, to come to fruition, where descendants of HOLMES can be used readily 
in practical applications. The hybrid architecture of HOLMES integrates tasks such as the Image 
Processing tasks of Document Image Processing, Formula Processing, Graph Processing, and 
Flowchart Extraction; and Natural Language processing tasks, such as Entity Recognition, 
Concept Detection, Relation Extraction, and Relation Clustering. The technologies for a majority 
of these components are available, as discussed in Chapter 2, though overall, they are not yet 
coherent. The HOLMES framework uses the aforementioned tasks to generate data for the 
population of ontologies. 
6.1.2. Development of the Columbia Ontology for Pharmaceutical 
Engineering 
The ontology presented was created using the OWL 2.0 standard based on the Purdue Ontology 
of Pharmaceutical Engineering (ref). The ontology contains subontologies on Physical Objects, 
Materials, Substances, Scientific Concepts, General Properties, Physical and Chemical Properties, 
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General Properties, Value and Dimension, Mathematical Models, Experimental and Unit 
Operations, and Physical Chemical and Biological Reactions. The ontology was also shifted into 
an open world perspective to facilitate the addition of incomplete information from the HOLMES 
extraction. Changes were al so done into the class structure and object properties to facilitate the 
handling of these same information. 
6.1.3. Data Annotation 
Towards these tasks in HOLMES and their development in the pharmaceutical domain, we 
develop a databank of annotated abstracts with terms and their corresponding labels identified 
(Chapter 4). The databank also contains several term-term pairs annotated with the relation types. 
Both of these annotations are a key data set in the development and testing of the machine learning 
algorithms necessary for the improvement of the tasks in HOLMES. More specifically, these 
annotations are used in all the natural language processing tasks. 
So far, the annotations have produced 7,968 terms that are labeled in 26 classes. These 26 
classes are associated with the ontologies mentioned in Chapter 3. This data set is adequate for 
minute testing in ER and CD, but there needs to be more progress in this step. Data sets for the 
richer and more widely used databanks number around 100,000, which saturates most feature sets 
into giving the optimal condition. Arriving at this large enough number changes the problem from 
a question of data collection and annotation into that of feature development or engineering, should 
the accompanying ER and CD be improved. 
6.1.4. Concept Detection Task 
The first explorations in the HOLMES framework are those concerning the extraction of auxiliary 
information. This is necessary if one wants to extract all the information from a document 
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automatically. The task of concept detection was introduced in this work as a way to completely 
recover this auxiliary information. Here, we show that the task of concept detection using entity 
recognition techniques does not necessarily perform well, except in the case of extracting 
mathematical information. Concepts relating to processes and objects are still difficult to extract. 
Also, we introduce the handling of entities as features in the concept detection task. 
6.1.5. Multi-label Classification in Text Extraction 
Upon the introduction of the concept detection task, a new problem arose in the form of a single 
token having multiple labels, due to the existence of terms within other terms. The nested terms 
are brought about by the existence of sub-terms that have a different classification than the terms 
that they belong to. As such, we applied multi-label classification algorithms to attempt to solve 
this problem. In comparing normal algorithms (SVM) with the multi-label algorithm (HOMER), 
it was found that the HOMER algorithm did perform better. However, extracting the actual labels 
from the HOMER results is actually still a lot of work. It was suggested that hidden Markov model 
type algorithms be implemented in a multi-label setting, as it may improve performance in the 
same manner that hidden Markov models improve the SVM performance in other natural language 
applications. 
 
6.2. Future Work 
As mentioned earlier, the HOLMES approach is a long journey that is expected to take at least a 
decade to become fully realized. Each individual task in the framework is collection of future work 
that aims to adapt these tasks to the overall framework as well as improve the individual 
performance. Most of the problems have already been mentioned in this work (Chapter 2); 
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however, this does not include the unforeseen problems that will arise as the development moves 
further. 
One of the tasks that still needs a lot of study is the relation clustering task. One of the main 
drawbacks towards this task is that it is a fairly new task compared to the other tasks in the 
HOLMES framework. Also, the nested relation types do not yet have an algorithm for their 
extraction, which is necessary as this type of extraction is more related to the term rather than the 
surrounding tokens within the same sentence. That is to say, the relation types in a nested term 
remain the same regardless of how the term is used in the sentence. As such, a rule-based approach 
may be more appropriate for this task. 
Overall, assigning the extracted information to the ontology seems like a straightforward 
task. But as the amount of information extracted increases, this becomes a problem of ontology 
matching, wherein the extracted information forms its own ontology. Then the task becomes that 
of identifying how to incorporate this new ontology into the current ontology. This problem 
consists of more than just matching data points, as there are cases wherein information may 
contradict each other. 
In the case that the overall framework of HOLMES is completely developed, along with 
the improvement of the results to a good enough state (around 85–90% extraction), this then is the 
start of a wider development. Tasks such as the application of HOLMES framework to another 
domain, the development of applications that can use the HOLMES information, as well as the 
development of an extraction system that automatically develops its own ontology—these things 
are only the start once HOLMES is fully realized. 
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In terms of the application of HOLMES into other domains, the entire scientific community 
would benefit if there is a system wherein automatic extraction of information is done. And this 
information is easily extracted through semantic means. It is similar to having a personal assistant 
with a significant background in the area of study. Extending HOLMES to other engineering 
domains and tasks might not be straightforward but is a problem worth investing into. 
In terms of using the HOLMES information, the scientific community already uses 
ontologies for engineering in a variety of ways. None of these are widespread because of the 
difficulty in putting information into ontologies; however, the use of the information is 
straightforward. This now allows for the development of more complicated uses of ontologies that 
may not have been attempted before because of the difficulty of data acquisition. 
But it is in the goal of using of HOLMES as a starting point for natural language 
understanding (NLU) where a lot of potential lies for future development. If information 
management is a very important key in the problem of NLU, then having a system automatically 
generate its own way of managing information is a key step towards understanding how our 
language is expressed. This thereby allows for the identification of key points wherein the 
extracted information structure is always incorrect. Of course, this problem would only arise in the 
later stages of HOLMES when the amount of information extracted can generate its own ontology. 
Instead of merging this ontology into the preexisting one, we may use it as a means of organizing 
information obtained from our information extraction system, and then combine the multiple 
ontologies that it builds on its own. It is a wonderful thought experiment for now, but a large area 
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Appendix A: Ontology Classes 
The ontology classes are written in the way that they are specified into the ontology, with the main 
ontology as the header. Here, the classes are organized according to the hierarchy in the ontology. 
All the ontologies follow the template shown below. 
A.1. Template Ontology 
⎯ RootClass1 
⎯ SubClass1 Level1 
⎯ SubClass2 Level1 
⎯ SubClass1 Level2 
⎯ SubClass2 Level2 
⎯ SubClass3 Level1 
⎯ SubClass3 Level2 
⎯ RootClass2 
 


















































A.5. Physical and Chemical Properties Ontology (PropertiesPC) 


















































A.8. Pure Chemical Substance Ontology (Substance) 
















































































































Appendix B: Ontology Properties 
For the sake of simplifying the tables below, the main ontologies are referenced using their truncated names. These truncated names are 
shown in Appendix A: as the names in parenthesis after the complete name. The properties are referenced in the ontology that defined 
them. Some of these properties have other uses, as defined in the ontologies that imported the defining ontologies (e.g., name is used in 
a lot of the other ontologies). 
B.1. Object Properties 
Main 
Ontology 





Material phase_composition Material Material PhaseComponent 
 substance_composition ChemicalComponent Substance Substance 
 has_solvent Material Substance Substance 
 has_concentration ChemicalComponent Material ConcentrationMeasure 
  PhaseComponent   
 has_phase PhaseComponent Material AggregationState 
 has_role Material Material MaterialRole 
 role_effects MaterialRole Thing Thing 
 composition_range_model Material Model Model 
 phase_system Material Material PhaseSystem 
Model algorithm_substitutions Algorithm Model Substitutions 
 derived_from Model Model Model 








 has_algorithm Model Model Algorithm 
 has_assumption Model Model Assumption 
 has_model SuperModel Model Model 
 assumption_implication Assumption Model Model 
 has_transformation_model Model Model Model 
 has_model_definition Model Model Expression 
 has_parameters Expression Model Parameters 
 has_target_term Equation Model Variables 
 differential_term DifferentialEquation Model Variables 
 function_term FunctionEvaluation Model Variables 
 integral_term Integral Equation Model Variables 
 has_steps Algorithm Model AlgorithmStep 
 has_first_step Algorithm Model AlgorithmStep 
 next_step AlgorithmStep Model AlgorithmStep 
 previous_step AlgorithmStep Model AlgorithmStep 
 replace_object_source Substitutions Thing Thing 
 replace_object_target Substitutions Thing Thing 
 represents Parameters Properties Properties 
Objects from_basic_shape ComplexShapeComponent Object BasicShape 
 has_axes_filled_value_range BasicShape 
Value UniformDistribution   TrimAxisofComplexComponents 
 has_complex_components CombinationDefinedShape Object ComplexShapeComponent 
 has_conversion_to_cartesian_matrix CoordinateAxis 
Value MultipleValueArray   CoordinateSystem 
 has_coordinate_system BasicShape Object CoordinateSystem 
 has_dimensional_axes CoordinateSystem Object CoordinateAxes 
 has_properties Object 
Thing Thing   Shape 
 has_scaling_factor ComplexShapeComponent Value Value 








 has_transformation_matrix ComplexShapeComponent Value MutlipleValueArray 
 has_translation_matrix ComplexShapeComponent Value MutlipleValueArray 
 has_trim_axis ComplexShapeComponent Object TrimAxis 




  Process ProcessExperiments 
 flow_rate_range Ports Value UniformDistribution 
 for_target_product ProcessUnitOperations Substance Substance 
 from_process ProcessStep Process Processes 
 has_operating_parameters Equipment Process OperatingParameters 
  Ports Process OperatingParameters 
 has_parts Equipment Process EquipmentParts 
 has_physical_location Fixtures Object CoordinateSystem 
 has_results ProcessExperiments Value MutlipleValueArrayTable 
 has_specifications Equipment 
Process EquipmentSpecification   EquipmentParts 
 is_held_by Equipment Process Fixtures 
 is_of_type Equipment Process EquipmentType 





 packaging_type PackagingEquipment Object Object 
 parameter_of OperatingParameters Process Equipment 
 part_of EquipmentParts Process Equipment 
 previous_version ManufacturingOperatingRange Process ManufacturingOperatingRange 
 specifications_of ConstructionMaterialSpecifications Process Equipment 
 type_name EquipmentType Scientific Name 
 uses Thing Thing Thing 
 uses_equipment ProcessExperiments 








 uses_in_ports ProcessStep Process Ports 
 uses_out_ports ProcessStep Process Ports 
Properties property_of PropertyInstance Thing Thing 
 property_type PropertyInstance Properties Properties 
Reaction has_catalyst Reaction Substance Substance 
 has_elementary_reaction ReactionSet Reaction ElementaryChemicalReaction 
 has_product Reaction Thing Thing 
 has_rate_constant ChemicalReaction Reaction RateConstant 
 forward_rate_constant ChemicalReaction Reaction RateConstant 
 reverse_rate_constant ChemicalReaction Reaction RateConstant 
 has_reactant Reaction Thing Thing 
 has_reaction Thing Reaction Reaction 
 has_reaction_sets ComplexChemicalReaction Reaction ReactionSet 
 solubility_product DissolutionPhysicalReaction Reaction RateConstant 
Scientific affiliated_with Person Scientific Affiliation 




  Scientific ScientificProblem 
 due_to ScientificProblems Thing Thing 
 grants_permissions PersonQualification Scientific PeoplePermissions 
 has_address Affiliation 
Scientific Address   Person 
 has_definitions ScientificDomain Scientific ScientificDefinitions 
 has_hypothesis ScientificProblems Scientific ScientificHypothesis 
 has_members PersonClass Scientific Person 
  Classes Thing Thing 
 has_name Affiliation 
Scientific Name   Person 
  Website 








  Classes 
 conference_name ConferenceProceedings Scientific Name 
 has_alternate_name Address 
Scientific Name   FullName 
 has_given_name FullName Scientific Name 
 has_last_name FullName Scientific Name 
 has_middle_name FullName Scientific Name 
 journal_name AcademicJournalArticle Scientific Name 
 has_persons Thing Scientific Person 
 has_author Source Scientific Person 
 has_editors Book Scientific Person 
 has_problem ScientificHypothesis Scientific ScientificProblems 
 has_qualifications Person Scientific PersonQualification 
 has_source Thing Scientific Source 
 has_termporal_bearing Thing Thing Thing 
 has_domain ScientificHypothesis Scientific ScientificDomain 
  ScientificProblems Scientific ScientificDomain 
 is_defined_by Thing Scientific ScientificDefinitions 
 is_published_by Book Scientific Affiliation 
 member_of_class Person Scientific PersonClass 
 name_of Name Thing Thing 
 requires_qualification PeoplePermissions Scientific PersonQualification 
 tested_by_doing ScientificHypothesis Scientific Thing 
Substance composed_of Compounds Substance Elements 
 composed_of_multiple_instances_of Polymers Substance BasicOrganicCompound 
 has_fragments BasicOrganicCompound Substance BasicOrganicFragment 
  BiologicalCompound Substance BiologicalFragment 
 has_functional_groups BasicOrganicFragment Substance FunctionGroups 
Value basis_dimension PoweredDimension 








 has_denominator_basis DerivedDimension Value Dimension 
 has_numerator_basis DerivedDimension Value Dimension 
 has_dimension Value Value Dimension 
 has_headers MultipleValueArrayTable Value TableHeaders 
 has_prefix PrefixedDimension Value DimensionPrefix 
 has_value MultipleValue Value Value 
  MultipleValueArray Value ArrayVariable 
  SingleValue Value Value 
  Value Value Value 
 
B.2. Data Properties 
Main 
Ontology 
Property Name Domain 
Range 
Datatype Allowed Values 
Material is_solvent Substance boolean 
 
Model code_snippet AlgorithmStep string 
 
 
compression_type ModelImages string 
 
 
has_MathML Expression string 
 
 
left_MathML Relation string 
 
 
parameter_MathML Parameters string 
 
 
right_MathML Expression string 
 
 
has_relation Equation string =   
Inequality string !=     
<     
<=     
<>     













is_dependent_variable Variables boolean 
 
 
replace_data_source Substitutions string 
 
 
replace_data_target Substitutions string 
 
 











has_label CoordinateAxis string 
 
Processes date_performed TargetedOperatingParameters dateTime 
 
 
modified_on ManufacturingOperatingRange dateTime 
 
 
number_of_stages DistillationSeparationEquipment int 
 
 
port_configuration Ports string 
 
Properties none 
   




TermolecularChemicalReaction int 3   




reaction_set_sequence_number ElementaryChemicalReaction int 
 
Scientific address_data_properties Address string 
 
 
address_line Address string 
 
 
apartment/suite/unit/building/floor/etc Address string 
 
 
stree_address/P.O._box/company_name Address string 
 
 
city Address string 
 
 
country Address string 
 
 
state/province/region Address string 
 
 
zipcode/postal_code Address string 
 
 
affiliation_type Address string 
 
 










added_on Source dateTime 
 
 
created_on Source dateTime 
 
 
date_mentioned Thing dateTIme 
 
 
has_DOI Source string 
 
 
has_name Thing string 
 
 
has_name_type NameParts string 
 
 
has_title Source string 
 
 
has_description Thing string 
 
 
has_URI Thing string 
 
 
has_file_location File string 
 
 






information_type Thing string 
 
 
is_perpetual Thing boolean 
 
 
journal_issue AcademicJournalArticle string 
 
 
journal_volume AcademicJournalArticle int 
 
 
name Name string 
 
 
pages AcademicJournalArticle string 
 
Substance atomic_mass Elements float 
 
 
atomic_number Elements int 
 
 
backbone_location OrganicFragment int 
 
 
chemical_class FunctionalGroup string 
 
 
cycle_locate Cycle int 
 
 
cycle_number Cycle int 
 
 
electron_configuration Elements string 
 
 
electronegativity Elements float 
 
 
group_name FunctionalGroup string 
 
 
has_charge IonicSubstance int 
 
 
has_partial_charge_of BasicOrganicFragment float 
 
 









Value additive_constant DerivedDimension int 
 
   
float 
 




array_index ArrayVariable integer 
 
 
dimension_of_header TableHeaders int 
 
 






ElectricalCurrent string current   
Length string length   
LuminousIntensity string luminous intensity   
Mass string mass   
Temperature string temperature   
Time string time  
multiplier DerivedDimension int 
 
   
float 
 






   
float 
 




power PoweredDimension int 
 
 
























Appendix C: Glossary 
 
Active Learning The algorithm that allows machine learning optimization to deduce 




(API) The API of a component is the ingredient that is responsible 
for the therapeutic effect of a drug. 
AI-complete AI-completeness defines the scope of the problem that is being 
described in comparison with the general problem of artificial 
intelligence. An AI-complete problem is a problem that when 
solved, will have an equivalent effect to solving the main paradigm 
of artificial intelligence. 
Annotations These are the labels that are assigned by human annotators to a 
dataset to give the dataset relevance in terms of machine learning. 
These labels are usually human defined and are sometimes subject 
to the judgement of the person annotating. Upon further studies, it 
was determined that the effect of these human errors in annotating 
actually does not reflect as much in the overall machine learning for 
as long as there were enough annotators. 
Artificial Intelligence (AI) It is intelligence that is associated to artificial constructs such 






mimic humans. The degree of similarity varies depending on the 
subject matter. 
Average Precision A metric in multi-label classification that uses the rank of the token 
in comparison to its true rank. 
Beginning-Inside-
Outside 
(BIO) These three words are the associated labels appended to the 
classification labels used in the entity recognition and concept 
detection to differentiate the location of the tokens in a term with 
one another. Beginning stands for the first token in a term. Inside 
refers to evey other token in a term that is not the first token. 
Outside refers to tokens that are not part of a term. 
Big Data The big data problem is a problem that occurs when four conditions 
are met: a big Volume of data is present, this data is being generated 
at a large Velocity, the data Veracity cannot easily be verified, and 
the data present has a large Variety. Now, after these four 
conditions, it is only a valid big data problem, if there is Value to be 
had in solving the problem. 
Classification Tree A representation of the relationship of the classes used in 
classifying both the entities and the concepts arranged into a 
hierarchy, where a higher-level class is also the superclass of the 









(COPE) The ontology used to formulate HOLMES. This ontology 
contains information regarding relevant topics such as Process and 
Unit Operations Ontology; Physical, Chemical, and Biological 
Reactions Ontology; Pure Chemical Substance Ontology; Material 
Ontology; and Physical and Chemical Properties Ontology 
Concept A term that refers to abstract ideas that help in defining entities as 
well as other concepts. These ideas are mainly in the form of 
processes that entities undergo as well as the supporting information 
that would make these processes reproducible. 
Concept Detection The information extraction task of identifying relevant portions of 
text related to concepts that help define either processes or 
materials, including the process themselves. 
Conditional Random 
Fields 
A machine learning problem formulation where there is a more 




An information extraction task that is used to identify that a 
noun/pronoun is referencing exactly the same entity or concept as 
another noun/pronoun. 
Coverage A metric in multi-label classification that uses the number of labels 







Databank Data repository consisting of annotated data used in machine 
learning applications. Databanks mentioned in this work include the 
GENIA corpus, Brown corpus, Penn Treebank, and Google's 
internal databank. 
Databases A information storage system/application that is optimized in 
storing information in the form of data tables. These have been the 
standards in information storage for businesses and corporations. 
Discovery 
Informatics 
The theory that there is new knowledge in your data that has not 
been uncovered due to the 4 V's mentioned in Big Data. 
Document Image 
Analysis 
The analytics of a rendered image of a document to identify relevant 
parts of that document image. These relevant parts are in the form 
of body text, captions, images, math/chem formulae, etc. 
Document Sectioning The image processing technique that divides a document image into 
subsections that corresponds to different parts of a document. 
Drug A mixture of excipients, API's as well as the final encapsulation. 
The final product in drug production, ready to be consumed. 
Entity A term that is used to describe a physical object. Exceptions to this 
are the named-entities which may represent abstract concepts. 
Entity Linking The identification of the different uses of a particular entity and the 






Entity Recognition (ER) The natural language processing task that identifies entities 
such as chemicals, proper names, places, etc. 
Excipient A component of pharmaceutical drugs that acts as either bulking 
agents, diluents, binders, etc. Usually inert but in some cases may 
prevent the API from degrading. 
F1-score The harmonic mean of precision and recall as a balanced 
measurement between the two. 
Features The input to main machine learning algorithms both to generate the 
answers and to train the model. These are extracted from the raw 
data to provide a more in-depth analysis of the data being analyzed. 
First order logic A basic logic formulation wherein simple solutions to set theory are 
applied. Simple paradigms like implication, conjunction, and 
intersection are used together with variable representations of non-
logical objects. 
Flowchart Processing Processing of information that is contained within flowcharts. 
Information from flowcharts flow in a certain pattern as indicated 
by the directional arrows used. The identification of the arrows as 
well as the subsequent natural language processing of the text in the 






Formula Processing Formula processing includes both mathematical and chemical 
formula processing. Though both are different in terms of use, the 
physical arrangement of variables and characters as well as the 
special symbols in between create a similarity when trying to parse 
these formulae from images. 
Graph The word graph can be used to denote either a plot of a function or a 
network of nodes and edges. Most of the time in this work, the latter 
is considered, however, there is a subsection, Section 2.1.3.1, that 
deals with graphs as plots of functions 
Graph Database The umbrella term for information storage that innately uses a 
network or a graph as the primary structure. Ontologies, as well as 
RDF graphs and triple stores, are a subclass of graph databases. 
Hidden Markov 
Models 
(HMM) These are a machine learning problem formulation wherein 
consecutive tokens to be labeled are related to one another by a 
hidden state that is not part of the dataset. This hidden state 
determines the possible outcomes of states for the next term thus 
making a more complex optimization compared to simple SVM's. 
HOLMES Hybrid Ontology-Learning Materials Engineering System - the 
framework presented in this dissertation on the extraction of 






HOMER Hierarchy of Multilabel Classifiers - a multilabel classifier that 
performed best according to Tsoumakas et al. (2008). 
Image Processing A field in computer science where the focus of the algorithms is the 
interpretation of images. This includes modifying images, 
extracting information from images, as well as videos. 
Information Data that has been analyzed, interpreted and structured such that 
several data together contain a more profound meaning than the 




A field in computer science for the extraction of sets of relevant 
data usually from text but can be any media. 
Keyword Search A search of similar documents, websites, etc. containing the words 
or tokens in the search field. Similarity scores are based on actual 
text + number of times a result was opened by other users. Other 
techniques are also incorporated but the main feature is that the 
search terms are taken individually. 
Knowledge A more complete set of information, knowledge pertains to the 
ability to be able to adapt to situations that may not necessarily be 








The task of ensuring that the knowledge is properly handled such 
that it is easy to model, store, access, test, validate, update, use, 
share, and manage. 
Machine Learning A branch of Computer Science dealing with how to enable a 
computer to generate complex mathematical models that do either 
classification or regression. 
Machine Reading The AI-complete task of having a computer completely understand 
written text. The difficulty in machine reading is having a reliable 
way to store the information that is extracted such that knowledge is 
not lost, but instead is gained, in the storage. 
Metadata Data not readily visible to the end user/readers of documents. The 
context of metadata in this thesis is the metadata that is stored in 
PDF files. This data is also sometimes visible in the text in the form 




A classification system wherein a single token is assigned a single 
label from a set of multiple classes. 
Multi-label 
Classification 
A classification system wherein a single token can be assigned a set 






Named Entity An abstract association of particular names to entities. Named-
entities are usually associated with a physical object such as when 
the named entity refers to a person or a place. However, certain 
instances, such as names of Companies, are not associated with a 
physical object but an abstract idea. One determining factor would 
be the existence of the proper nouns used to identify them. 
Neural Networks A machine learning problem formulation wherein the model that 
relates the input to the output is mimicking how neurons transmit 
information. While neural networks mimic neurons, the same 
cannot be necessarily said about mimicking the brain. 
New Drug 
Application 
(NDA) The document used for the application of a newly 
discovered or applied drug. This application is submitted to the 
USFDA for review and is more than 100,000 pages long. It contains 
all the relevant information about the drug being applied - from 
drug discovery and clinical trials, to scale-up and manufacturing. 
Ontologies A graph database wherein a framework is also established as a 
graph. The framework is built to describe the nature of the data in 
the graph database. It is also used as a way to give meaning to the 




(OntoCAPE) A verbose ontology for process engineering. With 






larger variety of topics. The top three layers of OntoCAPE 
contained 472 classes and 210 relations in 2009. The complexity of 
this ontology made it difficult and impractical to use it as the basis 
for the formulation of HOLMES. 
Optical Character 
Recognition 
The machine learning problem of trying to identify text from 
printed images. Due to the consistency in printed text, OCR for 
these usually perform better than for handwriting. This thesis uses 
the concepts of OCR in the context of formula extraction, hence, 
dealing with only printed text. 
Parse Tree A sentence broken down into its constituent phrase composition 
with these phrases connected to one another via a tree. This 
structure allows for the identification of directly related subject-
object phrases as well as adjective, adverbs to noun relations. 
Parsing The separation of a body of text into its constituents. The separation 
may be in terms of tokens or in terms of the phrases in the 
sentences, such as in parse trees. 
Parts of Speech (POS) A label assigned to a particular token that is related to how 
the token is used in the sentence. 
Pharmaceutical 
Industry 
A commercial industry that deals with the development and 










(PhRMA) The organization that assesses the state of the 
pharmaceutical industry in the USA every year. They are also a 
trade group comprised of the major players in the pharmaceutical 
industry in the country. 
Phrase A set of tokens that are combined to form a single term or 
conceptual unit. 
Pixel The smallest display unit in a computerized visual image. This is 
the number that is used when identifying resolution. 
Portable Document 
Format 
(PDF) The typical way that a journal article is formatted. It follows 
a particular set of rules on how to construct but leaves a certain 
leeway that makes it difficult to immediately extract the data 
content. 
Precision A metric in classification for identifying the type I errors or false 
positives. It is the number of correctly identified divided by those 
that were identified as a member of some class. 
Purdue Ontology for 
Pharmaceutical 
Engineering 
(POPE) The basis ontology for the Ontology used in this paper. It 
contains the relevant information regarding the pharmaceutical 
industry, but the closed world assumption used in its conception 






Recall A metric in classification for identifying the type II errors or false 
negatives. It is the number of correctly identified divided by those 
that should have been identified as a member of some class. 
Relation Clustering The natural language processing task of clustering or classifying 
relations due to the similarity in meaning that they convey. This is 
also known as entity typing. 
Relation Extraction The natural language processing task of identifying which entities 
or concepts have a semantic relationship with one another from a 
body of text. 
Semantic Search A search of relevant documents, webpages, etc. that uses the 
meaning of the tokens used in the search. This requires a more 
verbose knowledge base containing the necessary semantics for it to 
work. Different fields may require a different semantic structure and 
thus may not work as a semantic framework for other fields. The 
main goal of this thesis is to enable such semantic search using 
automated or semi-automated extraction of information. 
Sentence A combination of phrases connected together to convey meaning. 
Support Vector 
Machines 
A robust machine learning algorithm that is initially meant for the 
separation between two classes. This has been extended through 






Token A series of characters that either form a word or a single/set of 
symbol/s that can be used to identify separation of meaning between 
words. These include characters such as parenthesis, elipses, 
periods, quotes, etc. 
United States Food 
and Drug 
Administration 
The approving agency when it comes to new pharmaceutical drugs 
in the United States. They regulate the drugs that are being sold into 
the market, ensuring that proper standards are observed. 
Voronoi Diagrams An area composed of a single connected non-white element (may be 
more than one pixel) and all the white pixels which are closer to the 
element than any other element. 
Weka Machine 
Learning Library 
A machine learning library that contains several techniques to solve 
machine learning problems. Weka stands for Waikato Environment 
for Knowledge Analysis. 
  
