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Green operatorDue to its relatively low computational cost, the equivalent inclusion method is an attractive alternative
to traditional full-ﬁeld computations of heterogeneous materials formed of simple inhomogeneities
(spherical, ellipsoidal) embedded in a homogeneous matrix. The method can be seen as the discretization
of the Lippmann–Schwinger equation with piecewise polynomials. Contrary to the original approach of
Moschovidis and Mura, who discretized the strong form of the Lippmann–Schwinger equation through
Taylor expansions, we propose in the present paper a Galerkin discretization of the weak form of this
equation. Combined with the new, mixed boundary conditions recently introduced by the authors, the
resulting method is particularly well-suited to homogenization. It is shown that this new, variational
approach has a number of beneﬁts: (i) the resulting linear system is well-posed, (ii) the numerical solu-
tion converges to the exact solution as the maximum degree of the polynomials tends to inﬁnity and (iii)
the method can provide rigorous bounds on the apparent properties of the statistical volume element,
provided that the matrix is stiffer (or softer) than all inhomogeneities. This paper presents the formula-
tion and implementation of the new, variational form of the equivalent inclusion method. Its efﬁciency is
investigated through numerical applications in 2D and 3D elasticity.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
A wide range of tools are available for the determination of the
macroscopic properties of heterogeneous materials. Standard
micromechanical techniques, based on the solution of Eshelby
(1957), are found at one end of this range. Examples of such tech-
niques are the scheme of Mori and Tanaka (1973) [see also Benven-
iste (1987)] and the self-consistent scheme (Walpole, 1969;
Kröner, 1977). Although not based on the solution of Eshelby
(1957), the generalized self-consistent scheme (Christensen and
Lo, 1979; Hervé and Zaoui, 1993) also falls into this category. The
main asset of these schemes is their ﬂexibility, as they apply to lin-
ear as well as non-linear behaviours (Suquet, 1997), while leading
to analytical or semi-analytical models; various types of couplings
can also be included. The weakness of such models lies in the lim-
ited amount of microstructural information they can account for in
a quantitative way: volume fractions and possibly distributions of
orientations, but no higher-order correlations.
Full-ﬁeld calculations can be found at the other end of this
range. These computation return the ‘exact’ (up to some numerical
error) local strains and stresses of a speciﬁc realization of thematerial. Standard (ﬁnite elements, boundary elements) as well
as non-standard [based for example on the Fast Fourier Transform
(Moulinec and Suquet, 1998)] homogenization techniques can be
used for this computation. Contrary to the micromechanical tech-
nique, the amount of microstructural information that full-ﬁeld
calculations can account for is limited by the resolution (or
ﬁneness of the mesh) only, thus leading to models with greater
accuracy. However, such type of computations are also much more
demanding both in terms of memory and processing time, to the
effect that advanced techniques such as parallelization or multi-
threading are usually invoked. This can be problematic for stastical
analyses requiring computations on numerous microstructures
(Kanit et al., 2003; Ostoja-Starzewski, 2006).
The equivalent inclusion method is an intermediate technique
which is both more accurate than micromechanical approaches,
and less costly than full-ﬁeld computations. Like the latter, it
requires a realization of the material under investigation, and
produces estimates of the local strain and stress ﬁelds. Because
the total number of degrees of freedom remains limited, the
required memory and processing time are lowered. It should also
be noted that the preparation of the computation is straightfor-
ward, as no mesh of the microstructure is required. The price to
pay is, of course, a loss of accuracy with respect to full-ﬁeld com-
putations. Still, the accuracy gain over micromechanical
approaches can be signiﬁcant.
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ing work of Eshelby (1957), who derived the exact solution to the
problem of a single ellipsoidal inhomogeneity, embedded in an
inﬁnite matrix. To this end, he introduced a strictly equivalent
ellipsoidal inclusion, with appropriate eigenstrain. Moschovidis
and Mura (1975) then extended this work to ﬁnd an approximate
solution to the problem of multiple inhomogeneities, embedded in
an inﬁnite matrix. Similarly, each inhomogeneity is susbtituted
with an inclusion, which is equivalent only in an approximate
sense. The eigenstrains to which the inclusions are submitted are
found by solving a linear system, resulting from a discretization
of the so-called consistency equation by means of Taylor expan-
sions. Since this consistency equation is equivalent to the Lipp-
mann–Schwinger equation (Korringa, 1973; Zeller and Dederichs,
1973; Kröner, 1974), the equivalent inclusion method can be seen
as a particular discretization of this integral equation.
Although many applications of the equivalent inclusion method
found in the literature deal with pairs of inhomogeneities (Mosch-
ovidis and Mura, 1975; Rodin and Hwang, 1991; Shodja et al.,
2003), some authors have successfully applied this technique to
problems involving many inclusions (Fond et al., 2002; Benedikt
et al., 2006). It has also recently been used to enrich the shape
functions of ﬁnite element models with non-conforming meshes
(Novák et al., 2012).
The equivalent inclusion method is limited to composites with
ellipsoidal inhomogeneities and homogeneous matrix. While this
might be too stringent a restriction for many real materials, this
method is a valuable tool for the quantiﬁcation –on model micro-
structures– of the inﬂuence of some speciﬁc microstructural
parameters, such as particle-size distribution, or local orientational
order.
In this paper, a variational form of the equivalent inclusion
method is introduced. It is based on a Galerkin discretization
(through piecewise polynomials) of a modiﬁed Lippmann–Schwin-
ger equation, which is better-suited to numerical homogenization
than the standard Lippmann–Schwinger equation (Brisard et al.,
2013b). The new, variational form of the equivalent inclusion
method improves upon its original, Taylor-based form in many re-
spects. Indeed, the resulting linear system is well-posed, and con-
vergence with respect to the degree of the polynomial
approximations can be proved. By contrast, none of these results
has been established for the Taylor-based equivalent inclusion
method, and examples can be found where increasing the degree
of the polynomials actually lowers the accuracy of the approxima-
tions (Fond et al., 2001). Furthermore, the principle of Hashin and
Shtrikman (1962a), extended to the modiﬁed Lippmann–Schwin-
ger equation (Brisard et al., 2013b), can be used to show that the
Galerkin-based equivalent inclusion method provides rigorous
bounds on the macroscopic properties.
The present paper is organized as follows. Section 2 provides
some background information regarding the original (Taylor-
based) equivalent inclusion method and its relation to the Lipp-
mann–Schwinger equation, as well as its application to numerical
homogenization. Section 3 introduces the variational framework
for the proposed alternative version of the equivalent inclusion
method. The discretized equations are derived from a Galerkin
approach. Using the principle of Hashin and Shtrikman (1962a)
[see also Hill (1963b) and Willis (1977)], it is then shown that
the newly introduced method can provide bounds on the macro-
scopic properties. Section 4 provides technical details on the
implementation of the method. In particular, the calculation of
the self-inﬂuence and inﬂuence pseudotensors is presented.
Finally, some applications are proposed in Section 5 to illustrate
the efﬁciency of the method.
In the remainder of this paper, we refer to the original (Taylor-
based) form of the equivalent inclusion method as EIM-T. Likewise,EIM-G refers to the new (Galerkin-based) form of the equivalent
inclusion method.
2. Background
The present section provides background information on the
equivalent inclusion method and its application to numerical
homogenization. The presentation below differs from the original
paper by Moschovidis and Mura (1975), in that the Green operator
for strains C10 is used in place of the potentials Uij andWij. Further-
more, derivation of the EIM-T is traditionally based on eigenstrains
(Moschovidis and Mura, 1975). By contrast, the EIM-G presented in
this paper is most conveniently derived using prestresses (more
precisely, polarizations). As a consequence, slightly altering the
terminology introduced by Eshelby (1957), an inclusion is deﬁned
in the present paper as a region in a homogeneous medium (no
material mismatch), subjected to eigenstrains or prestresses. By
contrast, an inhomogeneity is a region in a heterogeneous medium
which is occupied by a homogeneous material whose mechanical
properties differ from those of the matrix.
Section 2 is organized as follows. In Section 2.1, the tuple nota-
tion is ﬁrst introduced, which will allow for more compact formu-
las in the remainder of this paper. Then, in Section 2.2, the
fundamentals of the equivalent inclusion (EIM-T) method are
brieﬂy recalled. Following Moschovidis and Mura (1975), the deri-
vation of the method is based on eigenstrains; unlike these
authors, our formulation of the consistency equation makes expli-
cit use of the Green operator for strains. This reveals important
connections between the EIM-T and the well-known Lippmann–
Schwinger equation (Korringa, 1973; Zeller and Dederichs, 1973;
Kröner, 1974). Finally, applicability of this method to numerical
homogenization is discussed in Section 2.3.
2.1. On the tuple notation
In the remainder of this paper, quantities indexed with a dot
(e.g. k; l; x; y; . . .) denote d-tuples; in particular, 0 denotes the
null tuple
0 ¼ ð0; . . . ;0Þ|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
d times
:
Depending on the context, the components of the tuple can be
naturals or reals. For example, k ¼ ðkiÞ16i6d 2 Nd denotes a multi-
index, while x ¼ ðxiÞ16i6d 2 Rd denotes the coordinates of the vec-
tor x with respect to the global basis ðeiÞ16i6d. Similarly,
x0 ¼ ðx0jÞ16j6d 2 R
d denotes the coordinates of x with respect to an
auxiliary basis ðe0jÞ16j6d.
For any tuple a; aþ (resp. a) denotes the sum (resp. product) of
its components
aþ ¼ a1 þ    þ ad; and a ¼ a1    ad:
In particular, dx is the following volume element
dx ¼ dx1   dxd:
It is understood that all binary operators (þ;;6,. . .) should ap-
ply component-wise to tuples. For example,
a þ b ¼ c; where ci ¼ ai þ bi for all i ¼ 1; . . . ; d;
similarly
a 6 b if ; and only if ; ai 6 bi for all i ¼ 1; . . . ; d:
Exponentiation of tuples is then deﬁned as follows
xn ¼ xn11    xndd ;
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depends on the components x1; . . . ; xd of the vector x in a speciﬁed
basis. In particular, xn would not be a meaningful notation, since
x0 n – x
n . From the binomial theorem
a þ bð Þn ¼
X
06l6n
n
l
 
al b
nl
 ; ð1Þ
where the following multi-binomial coefﬁcient has been deﬁned
n
l
 
¼ n1
k1
 
   nd
kd
 
¼ n1!
k1! n1  k1ð Þ!   
nd!
kd! nd  kdð Þ! :2.2. The equivalent inclusion method
The N-inhomogeneity problem. The equivalent inclusion method
allows the computation of the approximate strain ﬁeld in an
assembly of inhomogeneities, embedded in an inﬁnite matrix,
and submitted to a uniform strain at inﬁnity.
The microstructure under consideration is formed of N inhomo-
geneities X1; . . . ;XN  Rd (d: dimension of the physical space),
embedded in an inﬁnite matrix X0 ¼ Rd n ðX1 [    [XNÞ. Inhomo-
geneity a is centered at xa (a ¼ 1; . . . ;N), and va denotes the indi-
cator function of inhomogeneity a, translated back to the origin. In
other words, x 2 Xa if, and only if, vaðx xaÞ ¼ 1; besides, va ¼ vb
if inhomogeneities a and b are identical (up to a translation).
Assuming a linear elastic behaviour for all constituants, Ca
(resp. C0) denotes the elastic stiffness of inhomogeneity a (resp.
the matrix). The local stiffness, deﬁned over the whole space Rd
then reads
CðxÞ ¼ C0 þ
XN
a¼1
vaðx xaÞ Ca  C0ð Þ: ð2Þ
With this notation at hand, the problem to be solved by the
equivalent inclusion method reads (Fig. 1, left)
rx  r ¼ 0 ðx 2 RdÞ; ð3aÞ
rðxÞ ¼ CðxÞ : eðxÞ ðx 2 RdÞ; ð3bÞ
eðxÞ ¼ rsxu ðx 2 RdÞ; ð3cÞ
uðxÞ  E1  x ðkxk ! þ1Þ; ð3dÞ
under the constraint that e E1 be square-integrable to ensure
well-posedness (Brisard et al., 2013b). In Eq. (3), u (resp. e;r) de-
notes the local displacement (resp. strain, stress); furthermore,
rsu denotes the symmetric gradient of the displacement. Boundary
conditions (3d) will be called KUBC1 [Kinematic Uniform Boundary
Conditions at inﬁnity, see Brisard et al. (2013b)].
The N-inclusion problem. Prior to solving problem (3), Moschovi-
dis and Mura (1975) consider the following auxiliary N-inclusion
problem, in which X1; . . . ;XN are inclusions rather than inhomoge-Fig. 1. Left: the N-inhomogeneity problem. Right: the N-inclusion problem.neities, submitted to the uniform strain at inﬁnity E1 and the
eigenstrain g (Fig. 1, right)
rx  r ¼ 0 ðx 2 RdÞ; ð4aÞ
rðxÞ ¼ C0 : eðxÞ  gðxÞð Þ ðx 2 RdÞ; ð4bÞ
eðxÞ ¼ rsxu ðx 2 RdÞ; ð4cÞ
uðxÞ  E1  x ðkxk ! þ1Þ: ð4dÞ
It should be noted that gðxÞ ¼ 0 for all x 2 X0; besides, contrary
to the single-inclusion problem of Eshelby (1957), the eigenstrain g
is allowed to vary spatially within each inclusion. The solution to
the N-inclusion problem (4) depends linearly on E1 and g. It is con-
veniently written in terms of the Green operator for strains C10 of
the homogeneous, inﬁnite medium C0. It is recalled that this oper-
ator returns the opposite of the strain induced in the reference, un-
bounded medium by any prestress - (Korringa, 1973; Zeller and
Dederichs, 1973; Kröner, 1974). In other words
C10 - ¼ rsu; ð5Þ
where ‘’ stands for the standard convolution product, and u is the
solution to the following partial differential equation in Rd
r  C0 : rsuþ-ð Þ ¼ 0; ð6Þ
with rsu square integrable and uðxÞ ! 0 as kxk ! þ1. From Eqs.
(5) and (6), it is readily found that the local strain e solution to
the N-inclusion problem (4) is given by the convolution product
e ¼ E1 þ C10  C0 : gð Þ: ð7Þ
From inhomogeneities to inclusions. To solve the
N-inhomogeneity problem (3), Moschovidis and Mura (1975) pro-
ceed in two steps. As a ﬁrst step, they introduce an equivalent
N-inclusion problem [see Eq. (8) below]. Equating the elastic stress
induced in the homogeneous medium by E1 and g to the stress in-
duced in the heterogeneous medium by E1 and the material mis-
match, they derive the so-called consistency equation, with the
eigenstraing as unknown.As a second step, they thenpropose apro-
cedure to discretize the consistency equation, thus allowing the
numerical computation of approximate solutions to the
N-inhomogeneity problem (3). These two steps are brieﬂy summa-
rized below.
An equivalent formulation of the N-inhomogeneity problem (3)
is ﬁrst introduced
rx  r ¼ 0 ðx 2 RdÞ; ð8aÞ
rðxÞ ¼ C0 : ðeðxÞ  gðxÞÞ ðx 2 RdÞ; ð8bÞ
gðxÞ ¼ C10 : CðxÞ  C0ð Þ : eðxÞ ðx 2 RdÞ; ð8cÞ
eðxÞ ¼ rsxu ðx 2 RdÞ; ð8dÞ
uðxÞ  E1  x ðkxk ! þ1Þ; ð8eÞ
where the quantity g [deﬁned by Eq. (8c)] can be viewed as an
eigenstrain applied to X1; . . . ;XN , which are no longer inhomogene-
ities, but inclusions. It should be noted that the eigenstrain g does
not affect the matrix X0 since by construction, gðxÞ ¼ 0 for x 2 X0
[see Eq. (8c)]. The solution to Eqs. (8a), (8b), (8d) and (8e) is given
by Eq. (7), which, upon substitution in Eq. (8c), leads to the so-called
consistency equation (Moschovidis and Mura, 1975)C C0ð Þ1 : C0 : g ¼ E1  C10  C0 : gð Þ: ð9Þ
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eigenstrain g as unknown. Its discretization is addressed in the
next paragraph. It should be noted that if the local strain e is cho-
sen as main unknown, Eq. (9) reduces to
eþ C10  C C0ð Þ : eð Þ ¼ E1;
which is known as the Lippmann–Schwinger equation (Korringa,
1973; Zeller and Dederichs, 1973; Kröner, 1974).
Finally, it will be seen in Section 3 that the most natural choice
of main unknown for the derivation of the EIM-G is neither the lo-
cal eigenstrain g, nor the local strain e, but the local polarization s,
deﬁned as follows [see Willis (1977) among others]
s ¼ C C0ð Þ : e ¼ C0 : g: ð10Þ
It is readily observed that s is homogeneous to a prestress, and
that sðxÞ ¼ 0 for all x 2 X0. With s as main unknown, Eq. (9) reads
C C0ð Þ1 : sþ C10  s ¼ E1: ð11Þ
Discretization of the consistency equation. Following Moschovidis and
Mura (1975), an approximate solution to Eq. (9) is found by use of
piecewise polynomial expansions of degree p for the eigenstrain g
gðxÞ ¼
XN
a¼1
X
k2Ip
vaðx xaÞðx  xa;Þkgka ð12Þ
for all x 2 Rd, where Ip is the following set of multi-indices k
Ip ¼ k 2 Nd; kþ 6 p
 
:
For a ¼ 1; . . . ;N and k 2 Ip;gka is a set of d2 constants gka;ij, such
that gka;ij ¼ gka;ji (i; j ¼ 1; . . . ; d); however, gka should not be consid-
ered as a true second-rank, symmetric tensor. Indeed, Eq. (12) is
not intrinsic (because exponentiation is not an intrinsic operation).
In particular, gka does not follow the required transformation laws
under a change of basis. Such objects will be called pseudotensors in
the remainder of this paper.
Substituting the assumed form (12) for g into Eq. (7), it is read-
ily seen that the local strain e resulting from the imposed uniform
strain at inﬁnity E1 and the piecewise polynomial eigenstrain g
deﬁned by Eq. (12) reads
eðxÞ ¼ E1 þ
XN
b¼1
X
l2Ip
Dlb ðx xbÞ : glb ; ð13Þ
where the fourth-rank pseudotensor Dlb is deﬁned as follows
Dlb ðxÞ ¼
Z
y2Rd
vbðyÞyl C10 ðx yÞ : C0dVy: ð14Þ
In the above expression, dVy denotes the d-dimensional volume
element at y 2 Rd. Dlb ðxÞ depends on the shape of inclusion b, but
not on its position in space; for ellipsoidal inclusions, these
pseudotensors can be calculated explicitely [see Moschovidis and
Mura (1975) and references therein].
Substitution of Eq. (14) into Eq. (9) leads to the following set of
equations which must hold for all a ¼ 1; . . . ;N and x 2 Xa
Ca  C0ð Þ1 : C0 : gðxÞ ¼ E1 
XN
b¼1
X
l2Ip
Dlb ðx xbÞ : glb : ð15Þ
Clearly, these equations can only be solved for the glb in an
approximate sense. Indeed, the left-hand side of Eq. (15) is polyno-
mial over Xa, while the right-hand side is not. Following Moschovi-
dis and Mura (1975), it is natural (since the left-hand side is
polynomial) to approximate the right-hand side of Eq. (15) with
a Taylor expansion in the neighborhood of the center xa of Xa
Dlb ðx xbÞ ’
X
k2Ip
x  xa;ð ÞkDk lab : glb ; ð16Þwhere
Dk lab ¼
1
k1!    kd!
@k1    @kdDlb
@xk11    @xkdd

xaxb
and, upon substitution into Eq. (15)X
k2Ip
ðx  xa;Þk Ca  C0ð Þ1 : C0 : gka
¼ E1 
XN
b¼1
X
k ;l2Ip
x  xa;ð ÞkDk lab : glb :
The above identity must be satisﬁed for all x 2 Xa. Equating all
monomials results in the following set of algebraic equations with
unknowns gka (a ¼ 1; . . . ;N; k 2 Ip)
Ca  C0ð Þ1 : C0 : gka þ
XN
b¼1
X
l2Ip
Dk lab : g
l
b ¼
E1 if k ¼ 0;
0 otherwise:

ð17Þ
The system of equations (17) deﬁnes the original form of the
equivalent inclusion method (EIM-T), ﬁrst derived by Moschovidis
and Mura (1975). From the solution to these equations, an approx-
imate expression of the local strain eðxÞ, solution to the N-inhomo-
geneity problem (3) can be computed by means of Eq. (13).
Since the seminal paper of Moschovidis and Mura (1975), alter-
native linear systems of equations have been proposed. Instead of
the inclusions centers xa, Benedikt et al. (2006) compute Taylor
expansions of Dlb [see Eq. (16)] at selected points of interest (where
the stresses are seeked); they show that the resulting estimates are
more accurate. However, this approach requires a new inversion of
the linear system (17) if a new set of points of interest is consid-
ered. Shodja et al. (2003) use point collocation in place of Taylor
expansions, which makes the assembly of the linear system much
simpler.
Closed-form expressions of the pseudotensors Dk lab are available
(Mura, 1987); alternatively, they can be computed numerically
(Nakasone et al., 2000). Then the linear system of Eq. (17) can be
assembled and solved numerically for the coefﬁcients of the poly-
nomial expansion of the eigenstrain, gka [see Eq. (12)].
The EIM-T presented above has two shortcomings. First, there is
no guarantee that the linear system given by Eq. (17) is indeed
invertible; the EIM-T therefore lacks robustness, as it might fail
in some circumstances. Second, increasing the degree p of the
expansions does not necessarily improve the quality of the approx-
imate solution given by Eqs. (12) and (13). This has already been
reported by many authors (Rodin and Hwang, 1991; Fond et al.,
2001; Benedikt et al., 2006). Also, convergence (as p! þ1) of this
numerical method is not established.
In Section 3, an alternative to Taylor expansions is proposed to
carry out the discretization of the consistency equation, and over-
come these problems. Following a Galerkin approach based on the
weak form of Eq. (11), a new system of equations is derived for the
polynomial expansion of the unknown local polarization s. This
new system replaces the system obtained by Moschovidis and
Mura (1975) [see Eq. (17)]; for this new system, well-posedness
and convergence (as p! þ1) to the true polarization can then
be investigated with the help of standard mathematical tools
[see e.g. Ern and Guermond (2004)].
Before this variational approach is introduced in Section 3,
application of the EIM to homogenization problems is ﬁrst
dicussed in Section 2.3. It is shown that a slight modiﬁcation
[introduced by Brisard et al. (2013b)] of the standard Lippmann–
Schwinger equation (11) makes it much better-suited to this kind
of problems. Galerkin discretization will therefore be carried out
on the modiﬁed Lippmann–Schwinger equation [see Eq. (21)].
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Provided that the degree p of the polynomial expansions is not
too high, each inhomogeneity has relatively few degrees of free-
dom; in other words, the linear system (17) remains small, even
for large assemblies of inhomogeneities. The EIM is therefore an
attractive tool for numerical homogenization, where hundreds to
thousands of inhomogeneities must be considered simultaneously.
Attention must however be paid to the boundary conditions, as
was already noted by Fond et al. (2002).
We seek to determine (numerical estimates of) the apparent
stiffness of a statistical volume element X  Rd [SVE, following
the terminology of Ostoja-Starzewski (2006)]. As previously, the
microstructure is formed of inhomogeneities X1; . . . ;XN embedded
in a homogeneous matrix. However, contrary to Section 2.2, the
SVE X is now a bounded domain.
It is recalled that the apparent stiffness Capp relates the macro-
scopic stress r to the macroscopic strain e
r ¼ Capp : e; ð18Þ
where overlined quantities denote volume averages over the
bounded domain X
e ¼ 1jXj
Z
X
e and r ¼ 1jXj
Z
X
r:
In Eq. (18), the macroscopic strain and stress are computed
from the solution to the following auxiliary problem, which states
that the SVE is in (elastic) equilibrium (Fig. 2, left)
rx  r ¼ 0 ðx 2 XÞ;
rðxÞ ¼ CðxÞ : e ðxÞ ðx 2 XÞ;
eðxÞ ¼ rsxu ðx 2 XÞ:
In addition, appropriate boundary conditions must be speciﬁed.
The boundary conditions most frequently met are kinematic uni-
form (KUBC), static uniform (SUBC) and periodic (PBC) boundary
conditions [see among others Hill, 1963a; Hill, 1967; Mandel,
1972 and Gusev, 1997]. With kinematic uniform and periodic
boundary conditions, the loading parameter is the macroscopic
strain (E ¼ e is speciﬁed), while with static uniform boundary con-
ditions, the loading parameter is the macroscopic stress (R ¼ r is
speciﬁed). For a ﬁnite-size SVE, these boundary conditions produce
three different estimates of the apparent stiffness: CappKUBC;C
app
SUBC;C
app
PBC.
However, under statistical homogeneity and ergodicity assump-
tions, all estimates converge to the effective stiffness Ceff as the size
of the SVE tends to inﬁnity (Sab, 1992).Fig. 2. Left: evaluation of the apparent stiffness traditionally requires the deter-
mination of the elastic equilibrium of the SVE X, with appropriate boundary
conditions imposed at the boundary @X (boundary conditions of type KUBC are
represented here). Right: in order to evaluate the apparent stiffness by means of the
EIM, the SVE X must be embedded in an inﬁnite homogeneous medium with same
stiffness as the matrix, with imposed strain E1 at inﬁnity (boundary conditions of
type KUBC1). In this case, the loading parameter E1 is not the macroscopic strain e.As previously mentioned, the EIM is an attractive technique to
compute numerical estimates of the apparent stiffness of the SVE
X. This would of course require to embed the bounded domain X
in an inﬁnite, homogeneous medium with same stiffness as the
matrix (Fig. 2, right). However, the EIM-T is a discretization of
the N-inhomogeneity problem (3) with boundary conditions of
type KUBC1, which is not strictly speaking a standard auxiliary
problem, for two reasons. First, elastic equilibrium is speciﬁed in
the whole space Rd (as opposed to the bounded domain X  Rd);
second, neither macroscopic strain nor macroscopic stress can be
speciﬁed. Indeed, there is no simple relationship between the sole
loading parameter E1 [see Eq. (3d)] and the macroscopic strain or
stress (in particular, e – E1).
Notwithstanding, the N-inhomogeneity problem (3) can still be
used to deﬁne an apparent stiffness CappKUBC1 of the SVE X. Indeed,
from the linearity of this problem with respect to E1, both r and
e depend linearly on the strain at inﬁnity E1
e ¼ AKUBC1 : E1; r ¼ BKUBC1 : E1;
where AKUBC1 and BKUBC1 are fourth-rank localization tensors. The
apparent stiffness results from the elimination of the loading
parameter E1 [see e.g. Fond et al. (2001, 2002)]
CappKUBC1 ¼ BKUBC1 : A1KUBC1 ; ð19Þ
and this deﬁnition is consistent in the sense that CappKUBC1 ! Ceff as
jXj ! þ1 (under statistical homogeneity and ergodicity assump-
tions). To sum up, the macroscopic strain and stress must be com-
puted for six independent values of the loading parameter E1
(strain at inﬁnity); from these six computations, the localization
tensors AKUBC1 and BKUBC1 can be computed, and the apparent stiff-
ness CappKUBC1 can be retrieved. However, evaluating e and r from the
EIM estimate of the prestress involves complex surface integrals at
the boundary @X of the SVE (Fond et al., 2001; Fond et al., 2002).
These operations are costly and potentially inaccurate. Further-
more, there is no guarantee that the apparent stiffness thus deﬁned
is symmetric, positive deﬁnite for ﬁnite-size SVEs. Using an energy
approach to deﬁne the apparent stiffness partially resolves these is-
sues (Rodin and Hwang, 1991).
Mixed boundary conditions (MBC) were introduced and ana-
lyzed in detail by Brisard et al. (2013b) as a way to circumvent
the above-mentioned shortcomings of the boundary conditions
of type KUBC1. The resulting system (20) of partial differential
equations is very similar to the initial problem (3) with boundary
conditions of type KUBC1. Yet, it is better-suited to homogeniza-
tion problems, since the loading parameter E is now the macro-
scopic strain [in other words, the solution to problem (20)
satisﬁes e ¼ E]. Besides, the macroscopic stress can readily be de-
rived from the average polarization, the computation of which
does not involve complex surface integrals. Furthermore, the cor-
responding apparent stiffness is symmetric, positive deﬁnite, and
we have
CappSUBC 6 C
app
MBC 6 C
app
KUBC;
where inequalities should be understood in the sense of quadratic
forms.
The N-inhomogeneity problem with mixed boundary condi-
tions is depicted in Fig. 3. The SVE X is embedded in an inﬁnite,
homogeneous medium with same stiffness as the matrix. It is then
submitted to a uniform strain E at inﬁnity, as well as a surface load
t  n applied to the boundary @X of the SVE, where t is a constant,
second-rank, symmetric tensor and n is the outward normal to @Xrx  r ¼ 0 ðx 2 RdÞ; ð20aÞ
rðxÞ ¼ CðxÞ : eðxÞ ðx 2 RdÞ; ð20bÞ
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srtðxÞ  nðxÞ ¼ t  nðxÞ ðx 2 @XÞ; ð20dÞ
uðxÞ  E  x ðkxk ! þ1Þ; ð20eÞ
e ¼ E; ð20fÞ
where srt denotes the stress-jump across the boundary @X of the
SVE X. From the above set of equations, it is apparent that t is not
a loading parameter, but should be chosen so as to ensure that
Eq. (20f) holds. In other words, the unique loading parameter in
the N-inhomogeneity problem with boundary conditions of type
MBC is the strain at inﬁnity E, which is forced to coincide with
the average strain over the SVE.
At ﬁrst sight, problem (20) might seem more complex than
problem (3) because of the additional unknown t. However, it
can be shown (Brisard et al., 2013b) that for ellipsoidal SVEs X,
Eqs. (20) are equivalent to the following modiﬁed Lippmann–
Schwinger equation, from which the supplementary unknown,
constant tensor t is absent
C C0ð Þ1 : sþ C10  ðs vsÞ ¼ E; ð21Þ
where v denotes the indicator function of X and s again denotes the
polarization [see Eq. (10)]. Furthermore, the local strain e and stress
r are readily retrieved from the solution s to Eq. (21) (Brisard et al.,
2013b)
e ¼ E C10  s vsð Þ and r ¼ C0 : eþ s: ð22Þ
The above formulation as an integral equation shows that the
N-inhomogeneity problems with boundary conditions of type
MBC [see Eqs. (21) and (22)] and KUBC1 [see Eqs. (11) and (7)]
are very similar, and can be discretized through the same tech-
niques [including Taylor expansions used by Moschovidis and
Mura (1975) for Eq. (9)]. From Eq. (22)2 and the constraint e ¼ E,
the following identity is readily found
s ¼ CappMBC  C0
	 

: E; ð23Þ
where CappMBC denotes the apparent stiffness associated with mixed
boundary conditions. As a consequence, unlike the original
Lippmann–Schwinger equation (11), estimation of the apparent
stiffness from a numerical solution to the modiﬁed Lippmann–
Schwinger equation (21) does not involve complex surface
integrals. Indeed, only the volume average of the polarization is
required, which is trivial to compute provided a simple form is as-
sumed for the numerical estimate of the polarization [see Eq. (26)].Fig. 3. The N-inhomogeneity problem with mixed boundary conditions (MBC).
Similarly to the situation depicted in Fig. 2 (right), the SVE X is embedded in an
inﬁnite medium with same stiffness as the matrix. It is submitted to a uniform
strain at inﬁnity E, as well as a surface load t  n applied at the boundary @X of the
SVE X. The constant, second-rank, symmetric tensor t is a free parameter which is
chosen so as to ensure that the unique loading parameter E coincides with the
macroscopic strain e.Slightly modifying the equation to be solved numerically therefore
allows to overcome one of the shortcomings of the EIM-T.
Adopting a Galerkin approach (rather than Taylor expansions)
for the discretization of this equation allows to overcome all other
shortcomings of the EIM-T listed in Section 2. This will be shown in
Section 3, where a variational form of the EIM is proposed, based
on the modiﬁed Lippmann–Schwinger Eq. (21), and piecewise
polynomial approximations of the local polarization [see Eq. (26)].
To close this section, it should be noted that other types of
mixed boundary conditions have been proposed in the past by var-
ious authors [see among others Hazanov and Huet (1994), Coenen
et al. (2012) and Salmi et al. (2012)]. However, such boundary con-
ditions usually apply at the boundary @X of the (bounded) SVE.
This precludes the use of the Green operator for strains C10 of the
whole space to solve the underlying system of partial differential
equations. By contrast, the mixed boundary conditions introduced
in Brisard et al. (2013b) and used in the present paper apply partly
at inﬁnity. Eq. (21) shows that this approach allows to associate a
very simple integral equation of the Lippmann–Schwinger type to
the underlying (seemingly complex) system of partial differential
equations (20). It should be emphasized that with these boundary
conditions, the Green operator for strains C10 of the whole space
arises naturally, without any approximation. This is essential, since
rigorous bounds on the apparent stiffness can then be produced
through this approach, as shown in Section 3.2. Finally, the fact
that the Green operator of the whole space (rather than the
bounded SVE X) appears in the integral equation (21) is what
makes the EIM practical. Indeed, C10 has very simple expressions;
besides, it is translation invariant, which makes assembly of the
underlying linear system (37) [or indeed (17)] less costly.3. Derivation of the proposed method
It is ﬁrst noted that the equivalence between the N-inhomoge-
neity problem (20) with boundary conditions of type MBC and the
modiﬁed Lippmann–Schwinger equation (21) holds for ellipsoidal
SVEs only (Brisard et al., 2013b). Therefore, it will be assumed in
the remainder of this paper that X is an ellipsoid.
3.1. Galerkin discretization of the consistency equation
The point of departure is the following weak form of the mod-
iﬁed Lippmann–Schwinger equation (21), which is found by
premultiplying with a test function - 2 V, and averaging over
the SVE X
Find s 2 V such that aðs;-Þ ¼ f ð-Þ for all - 2 V; ð24Þ
where V is the set of square integrable, second-rank, symmetric
tensors, supported in Rd nX0; a and f are bilinear and linear forms,
respectively, given by
aðs;-Þ ¼ - : C C0ð Þ1 : sþ- : C10  s vsð Þ
	 

;
f ð-Þ ¼ E : -:
It should be noted that since the SVE X is an ellipsoid, the the-
orem of Eshelby (1957) applies, and for all x 2 X
C10  vsð Þ
	 
ðxÞ ¼ PX : s;
where PX denotes the Hill tensor of the domain X with respect to
the reference medium C0. Therefore, the bilinear form a reduces to
aðs;-Þ ¼ - : C C0ð Þ1 : sþ- : C10  s
	 
- : PX : s:
The above continuous variational problem is then discretized
following a standard Galerkin procedure. More precisely, Eq. (24)
is replaced with
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where Vp is the ﬁnite dimension set of piecewise polynomial polar-
izations sp deﬁned as followsspðxÞ ¼
XN
a¼1
X
k2Ip
vaðx xaÞðx  xa;Þkska : ð26Þ
Comparison with Eqs. (10) and (12) shows that the present
variational form of the EIM uses the same piecewise polynomial
approximation of the polarization as the classical EIM of
Moschovidis and Mura (1975).
The discrete variational problem (25) reduces to a linear sys-
tem, with the coefﬁcients ska of the polynomial expansion (26) as
unknowns. Introducing the following expansion of the test func-
tion -p 2 Vp
-pðxÞ ¼
XN
a¼1
X
k2Ip
vaðx xaÞðx  xa;Þk-ka ; ð27Þ
the linear system to be solved is derived from the substitution of
Eqs. (26) and (27) into Eq. (25). Recalling that all inclusions are
completely included in X, so that
R
X va ¼
R
Rd
va (a ¼ 1; . . . ;N), it is
readily found that
-p ¼ 1
Xj j
XN
a¼1
X
k2Ip
Mka -ka ; ð28Þ
where Mka denotes the moment of order k of inclusion a
Mka ¼
Z
x2Rd
vaðxÞxk dVx: ð29Þ
Consequently, the value of the linear form f at -p 2 Vp reads
f ð-pÞ ¼ 1
Xj j
XN
a¼1
X
k2Ip
Mka -ka : E: ð30Þ
Similarly
-p : C C0ð Þ1 : sp ¼ 1Xj j
XN
a¼1
X
k ;l2Ip
Mkþla -ka : Ca  C0ð Þ1 : sla ;
ð31Þ
and
-p : C10  sp
	 
 ¼ 1
Xj j
XN
a;b¼1
X
k ;l2Ip
-ka : T
k l
ab ðrabÞ : slb ; ð32Þ
where rab ¼ xb  xa and Tk lab ðrÞ denotes the following inﬂuence
pseudotensor
Tk lab ðrÞ ¼
Z
x;y2Rd
vaðxÞvbðyÞxk yl C10 ðrþ y  xÞdVxdVy: ð33Þ
For k ¼ l ¼ 0, these pseudotensors coincide with TII and TIJ
introduced by Berveiller et al. (1987) and Molinari and El Mouden
(1996). It is assumed that the inclusions do not overlap. Therefore,
if a – b, then rþ y  x is always non-zero in the above integral, and
the integrand is never singular. By contrast, if a ¼ b, then r ¼ 0, and
the integrand is singular. This suggests to single out so-called self-
inﬂuence pseudotensors, deﬁned as followsSk la ¼ Tk laa ð0Þ ð34Þ
and it is noted that jXaj1S00a is the Hill tensor of inclusion a with
respect to the reference medium C0. Eq. (32) then reads-p : C10  sp
	 
 ¼ 1
Xj j
XN
a;b¼1
a – b
X
k ;l2Ip
-ka : T
k l
ab ðrabÞ : slb
þ 1
Xj j
XN
a¼1
X
k ;l2Ip
-ka : S
k l
a : s
l
a ; ð35Þ
Evaluation of the bilinear form a for sp;-p 2 Vp is then carried
out from Eqs. (28), (31) and (35)
aðsp;-pÞ ¼ 1
Xj j
XN
a¼1
X
k ;l2Ip
Mkþla -ka : Ca  C0ð Þ1 : sla
þ 1
Xj j
XN
a¼1
X
k ;l2Ip
-ka : S
k l
a : s
l
a
þ 1
Xj j
XN
a;b¼1
a–b
X
k ;l2Ip
-ka : T
k l
ab ðrabÞ : slb
 1
Xj j2
XN
a;b¼1
X
k ;l2Ip
Mka Mlb-ka : PX : slb : ð36Þ
Gathering Eqs. (30) and (36), it is found that the discretized var-
iational problem (25) is equivalent to the following linear system
with unknowns ska (one equation for each value of a ¼ 1; . . . ;N
and k 2 Ip)
X
l2Ip
Mkþla Ca  C0ð Þ1 þ Sk la 
Mka Mla
jXj PX
 !
: sla
þ
XN
b¼1
b–a
X
l2Ip
Tk lab ðrabÞ 
Mka Mlb
jXj PX
 !
: slb ¼Mka E: ð37Þ
For inhomogeneities with simple geometries, closed-form
expressions of the moments Mka , self-inﬂuence pseudotensors
Sk la and inﬂuence pseudotensors T
k l
ab ðrÞ can be derived (see Sec-
tion 4); assembly of the above system is therefore straightforward.
Following an approach similar to that of Brisard and Dormieux
(2012) (see in particular Section 4.2 in this reference), it can be
shown that this system is well-posed.
To sum up, the EIM-G is deﬁned through the discretization (26)
and the linear system (37). The solution to this system provides the
coefﬁcients of the expansion of the approximate polarization, sp. In
turn, estimates of the strain and stress in the inclusions can be
computed as follows
epðxÞ ¼ Ca  C0ð Þ1 : spðxÞ ðx 2 XaÞ ð38Þ
and
rpðxÞ ¼ C0 : epðxÞ þ spðxÞ ðx 2 XaÞ:
For points belonging to the matrix, Eq. (38) is meaningless
(since C C0 is singular), and the approximate strains must be
computed from the convolution product ep ¼ E C10  sp; this in-
volves complex numerical integration, which are not necessary
for the determination of the approximate apparent stiffness,
Capp;pMBC . Indeed, from Eq. (23)
Capp;pMBC : E ¼ C0 : Eþ sp ¼ C0 : Eþ
1
Xj j
XN
a¼1
X
k2Ip
Mka ska : ð39Þ
To close this section, it should be noted that for p ¼ 0 (constant
polarization in each inclusion), the equations of the EIM-G are very
close to those found by previous authors (Rodin and Hwang, 1991;
Rodin, 1993; Molinari and El Mouden, 1996; El and Molinari,
2000). In the present work however, periodization of the unit-cell
Fig. 4. Variables for the calculation of the self-inﬂuence pseudotensor of inclusion
Xa.
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conditions and the corresponding correction term involving the
Hill tensor PX of the domain X [see Eq. (36)].
3.2. Bounds on the apparent stiffness
Provided that the matrix is stiffer (resp. softer) than all inhomo-
geneities, the above approach leads to an upper bound (resp. lower
bound) on the apparent stiffness of the SVE X. Indeed, an extre-
mum principle of the Hashin and Shtrikman (1962a) type has been
proved for the modiﬁed Lippmann–Schwinger equation (21)
(Brisard et al., 2013b). More precisely, introducing for - 2 V the
following functional
Hð-Þ ¼ f ð-Þ  1
2
að-;-Þ;
it can readily be shown that H is stationary at the solution s to Eq.
(21), and
HðsÞ ¼ 1
2
E : CappMBC  C0
	 

: E: ð40Þ
It was further shown in Brisard et al. (2013b) that H is mini-
mum (resp. maximum) at s, provided Ca 6 C0 (resp. Ca P C0) for
all a ¼ 1; . . . ;N.
In particular, if one of these conditions is fulﬁlled, HðsÞ can be
compared to HðspÞ, where sp is the EIM-G estimate of s. Since sp
is the solution to the discretized variational problem (25), it veri-
ﬁes aðsp; spÞ ¼ f ðspÞ, and from Eq. (39), it is readily found that
HðspÞ ¼ 1
2
E : Capp;pMBC  C0
	 

: E: ð41Þ
If the matrix is stiffer than all inhomogeneities, then H is min-
imum at s, and HðsÞ 6 HðspÞ. Gathering Eqs. (40) and (41)
CappMBC 6 C
app;p
MBC ;
the EIM-G estimate of the apparent stiffness is in fact an upper
bound. Conversely, if the matrix is softer than all inhomogeneities,
then the EIM-G estimate of the apparent stiffness is a lower bound.
To sum up, if the matrix is stiffer (resp. softer) than the inhomo-
geneities, then the variational form of the EIM returns upper (resp.
lower) bounds on the apparent stiffness. This result further guaran-
tees that the quality of the solution will not deteriorate as the order
p of the method is increased. Indeed, the discretized variational
problem (25) can be seen as the optimization of H over the ﬁ-
nite-dimension subspaceVp of V. As p grows, so does the subspace
Vp, and the quality of the approximate optimum is therefore im-
proved. This desirable property is not necessarily observed with
the EIM-T (Fond et al., 2001), which is not based on a variational
setting.
4. Implementation of the method
The key point for the implementation of the method is the com-
putation of the self-inﬂuence and inﬂuence pseudotensors. The
complex integrals involved [see Eqs. (33) and (34)] must be evalu-
ated with the help of a computer algebra system.1 Examples of such
computations can be found in Brisard et al. (2013a).
4.1. Computation of the self-inﬂuence pseudotensors
The self-inﬂuence pseudotensors Sk la are deﬁned as follows [see
Eqs. (33) and (34)]1 The present work was carried out with the Maxima computer algebra system,
version 5.30.0, http://maxima.sourceforge.net/ (last visited 2013–06-05).Sk la ¼
Z
x;y2Rd
vaðxÞvaðyÞxk yl C10 ðy  xÞdVxdVy:
In the above expression, principal values are taken according to
Eq. (A.1) in order to remove the singularity at x ¼ y
Sk la ¼
Z
x2Rd
vaðxÞxk lim
d!0
Z
y2Rd
kyxk>d
vaðyÞylQ 0ðy  xÞdVydVx
þ
Z
x2Rd
vaðxÞxkþl P0dVx: ð42Þ
The last term reduces toMkþla P0. For convex inclusions, the fol-
lowing change of variables is performed to compute the ﬁrst term
(see Fig. 4 and Appendix B.1 for more details)
y ¼ xþ rn; with knk ¼ 1 and 0 6 r 6 Raðx;nÞ; ð43Þ
where Raðx;nÞ is deﬁned as the largest value of r such that
vaðxþ rnÞ ¼ 1 for vaðxÞ ¼ 1. It can then be shown that
Sk la ¼Mkþla P0 þ
Z
x;y2Rd
vaðxÞvaðyÞxk yl  xl
	 

Q 0ðy  xÞdVydVx þ
Z
x2Rd
knk¼1
vaðxÞxkþl logRaðx;nÞQ 0ðnÞdSndVx;
ð44Þ
where dSn denotes the surface element at n on the unit sphere. For
spherical inclusions, the last term vanishes, while the second term
can be computed analytically (see Appendix B.2).
4.2. Computation of the inﬂuence pseudotensors
The inﬂuence pseudotensors Tk lab ðrÞ are given by Eq. (33) (see
also Fig. 5). As inclusions a and b do not overlap, only the regular
part Q 0 of C
1
0 is involved in this computation [see Eq. (A.1)].
Direct evaluation of integral (33) is complex (if possible at all). In
particular, themethodproposedbyBerveiller et al. (1987)–basedon
Fourier transforms– for the evaluation of the lowest-order inﬂuence
pseudotensor Tk lab ðrÞwith k ¼ l ¼ 0 does not generalize to higher
orders. In thepresentparagraph, analternative approach is therefore
proposed, based on multipole expansions.
Let r ¼ rn (knk ¼ 1) be a ﬁxed vector, and r0 ¼ r nþ nð Þ. From
the homogeneity of degree d of the regular part Q 0 of C10 , it is
found that
Q 0ðr0Þ ¼ rdQ 0ðnþ nÞ;
wich is expanded in a Taylor series with respect to the powers of
the components of n. The resulting expansion is then inserted in
Eq. (33), with n ¼ y  xð Þ=r. Each term of the series being a mono-
mial in the variables xi=r and yj=r (i; j ¼ 1; . . . ;d), its integral for
x 2 Xa and y 2 Xb can readily be computed (provided Xa and Xb
have simple shapes).
This procedure returns the inﬂuence pseudotensors Tk lab ðrÞ as
series of the negative powers of r. In practice, this series must be
Fig. 5. Variables for the calculation of the inﬂuence pseudotensor of inclusions Xa
and Xb .
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mate. However, experience shows that for spherical inclusions,
all computed expansions have a ﬁnite number of non-zero terms.
This suggests that the present computation would in fact be exact
in that case, although this conjecture remains unproved for the
time being.
The above procedure involves rather tedious, but very system-
atic, algebra. As such, it lends itself to straightforward implemen-
tation in a computer algebra system; the resulting expressions
are then imported into a numerical code, in charge of assembling
and inverting the global matrix.
While it is possible to compute literal expressions of the inﬂu-
ence tensors in any basis, the resulting expressions are intractable,
and lead to cluttered code. For the sake of clarity and simplicity,
closed-form expressions of the inﬂuence tensors were computed
in a local basis ðe01; . . . ; e0dÞ, where the d-th direction e0d coincides
with the line of centers of the two inclusions (r ¼ re0d); the result-
ing pseudotensors are denoted T0k lab ðrÞ. A change of basis must be
performed to retrieve the components of Tk lab in the global basis
ðe1; . . . ; edÞ; this is performed numerically, during the assembly of
the global matrix. It should be noted that this change of basis does
not reduce to a standard linear algebra operation, since Tk lab is not a
tensor (see Appendix C).5. Applications
In the present section, two applications of the variational form
of the equivalent inclusion method (EIM-G) derived in Sections 3
and 4 are proposed. The ﬁrst application (see Section 5.1) is a plane
strain elasticity application, while the second application (see Sec-
tion 5.2) is a 3D elasticity application.
It is recalled that the EIM-G requires the SVE to be of ellipsoidal
shape (Brisard et al., 2013b). Therefore, circular (resp. spherical)
SVEs are considered in Section 5.1 (resp. 5.2).Fig. 6. Left: graphical representation of one out of the 1000 SVEs considered in
Section 5.1. Circular, monodisperse pores are embedded in a homogeneous matrix;
the porosity is / ¼ 0:4. Right: graphical representation of one out of the 100 SVEs
considered in Section 5.2. Spherical, polydisperse pores are embedded in a
homogeneous matrix (only the pores are shown in this image); the porosity is
/ ¼ 0:45.5.1. Monodisperse assemblies of circular pores in plane strain elasticity
The present example deals with porous media in plane strain
elasticity. The circular SVE X contains N circular pores of radius
a. The porosity is / ¼ 0:4; with N ¼ 160 pores, the radius R of the
SVE X is R ¼ 20a (see Fig. 6). The shear modulus and Poisson ratio
of the matrix are l0 (arbitrary value) and m0 ¼ 0:3.
To account for statistical ﬂuctuations of the apparent mechani-
cal properties of each individual SVE, 1000 conﬁgurations were
considered. The (mean) apparent shear modulus of these
microstructures is then estimated through the EIM-G, and the re-
sults are reported in Table 1 for various values of p (it is recalled
that p is the maximum degree of the polynomial expansions used
to approximate the polarization s). Due to the large number of
independent conﬁgurations considered here, the amplitude of the99% conﬁdence interval is smaller than one unit in the last place
of each value reported in Table 1.
Since the reference medium (the matrix) is stiffer than the
inclusions, results presented in Section 3.2 apply, and the
estimates of lapp are in fact upper bounds on this quantity. This
is consistent with the fact that this bound decreases as p increases,
as expected (the functional H is minimized on sub-spaces of
increasing dimension).
Observation of the results presented in Table 1 shows that
increasing p signiﬁcantly improves the upper bound on lapp. In-
deed, from p ¼ 0 to p ¼ 3, the upper-bound is reduced by approx-
imately 20%, while the total number of degrees of freedom is
multiplied by a factor 10.
In order to quantify the error on the apparent shear modulus,
the above results were compared to ﬁnite element (FEM) esti-
mates computed on the same 1000 conﬁgurations. Strictly speak-
ing, EIM-G and FEM computations are not equivalent. Indeed,
kinematic uniform boundary conditions were adopted for conve-
nience for the FEM models, while EIM-G models require mixed
boundary conditions (see Section 2.3 for a deﬁnition of these
two types of boundary conditions). Since the SVEs under consid-
eration are very large (R=a ¼ 20), ﬁnite-size effects should be
negligible, and the apparent shear moduli resulting from these
two sets of boundary conditions are expected to coincide (Hill,
1963a).
The FEM estimate of the apparent shear modulus was found to
be 0:244l0; again, the 99% conﬁdence interval is narrow enough to
ensure that this value is correct up to one unit in the last place.
Using this value as a reference, Fig. 7 shows in semi-log scale the
relative error on lapp as a function of the number of degrees of free-
dom. Observing Fig. 7, it seems that the EIM-G converges exponen-
tially with respect to the number of degrees of freedom. This
empirical result was expected, as similar asymptotic behaviors
are also observed with the p-version of the FEM, which is very
similar in spirit to EIM-G (Szabó et al., 2004).
Comparison of the respective sizes of the EIM-G and FEM mod-
els emphasizes the efﬁciency of the EIM-G. Indeed, each of the
1000 FEM model contained about 320000 degrees of freedom (this
ﬁgure was variable from one conﬁguration to another), while with
only 4800 degrees of freedom, the EIM-G achieves a relative error
of approximately 1:2%. In other words, the EIM-G can provide at a
relatively low cost estimates of some quantities of interest with a
small (but ﬁnite) error. Of course, if high accuracy is required, then
the FEM should be preferred to the EIM-G.
To close this section, it should also be noted that the Hashin and
Shtrikman (1962b) upper-bound on lapp reads in this case:
lHSþ ¼ 0:349l0. Clearly, this bound is a poor estimate in plane
Table 1
Upper bounds on the apparent shear modulus of a monodisperse assembly of circular
pores in plane strain elasticity, for increasing orders p of the EIM-G. For each value of
p, the corresponding number of degrees of freedom (DOFs) is also reported.
Order p Bound on lapp DOFs
0 0:310l0 480
1 0:278l0 1440
2 0:257l0 2880
3 0:247l0 4800
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Fig. 7. Relative error on lapp as a function of the number of degrees of freedom of
the EIM-G, in semi-log scale. Convergence seems to be exponential.
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circular inclusions. Even the 0th order EIM-G bound leads to an
improvement of 11%.5.2. Polydisperse assembly of spherical pores in 3D elasticity
The present example deals with porous media in 3D elasticity.
The spherical SVE X contains N1 ¼ 20 (resp. N2 ¼ 40;N3 ¼ 140)
spherical pores of radius a1 (resp. a2 ¼ 0:7a1; a3 ¼ 0:4a1). The total
porosity is / ¼ 0:45, so that the radius R of the SVE X is R ¼ 4:56a1
(see Fig. 6, right). The shear modulus and Poisson ratio of the ma-
trix are l0 (arbitrary value) and m0 ¼ 0:3.
To account for statistical ﬂuctuations, 100 such SVEs were gen-
erated. It should be noted that ﬂuctuations were smaller in the
present, 3D case than in the previous, plane strain one. In both
cases, the amplitude of the statistical error (99% conﬁdence inter-
val) was identical, even if the number of generated conﬁgurations
was ten times smaller in the 3D application.
The (mean) apparent shear modulus lapp of these microstruc-
tures is then estimated through the EIM-G, and the results are re-
ported in Table 2 for various values of p. Again, the results are
accurate (with probability 99%) within one unit in the last place.
For the same reasons as previously, they can be considered as
upper bounds on lapp (which is again consistent with the fact that
this bound decreases as p increases).
However, observing Table 2, it seems that the relative improve-
ment of the bounds is much lower in the present case than in the
previous, plane strain case, for the same increase of the number ofTable 2
Upper bounds on the apparent shear modulus of a polydisperse assembly of spherical
pores in 3D elasticity, for increasing orders p of the EIM-G. For each value of p, the
corresponding number of degrees of freedom (DOFs) is also reported.
Order p Bound on lapp DOFs
0 0:381 1200
1 0:371 4800
2 0:363 12200degrees of freedom. It is necessary to thoroughly investigate this
apparent loss of efﬁciency; this investigation will be carried out
in future work.
6. Conclusion
In the present paper, we proposed a new form of the equivalent
inclusion method (EIM). Recognizing that the EIM can be seen as
an approximation of the Lippmann–Schwinger equation, we pro-
posed a Galerkin discretization of the weak form of this integral
equation as an alternative to the discretization of its strong form,
based on Taylor expansions, initially proposed by Moschovidis
and Mura (1975). All details are provided for the implementation
of this new method.
Combined with the new, mixed boundary conditions recently
introduced by the authors (Brisard et al., 2013b), the resulting
numerical method is an attractive tool for homogenization. In
particular, provided that the matrix is stiffer or softer than all
inhomogeneities, it can provide rigorous bounds on the macro-
scopic properties, at a relatively low cost. Numerical examples
show that the method is extremely efﬁcient in plane strain elas-
ticity, less so in three dimensional elasticity. We intend to inves-
tigate in future work the origins of this loss of efﬁciency, and how
to overcome it. We will also extend the method to ellipsoidal
inhomogeneities, which should allow us to capture local orienta-
tional order effects.
Appendix A. On the inﬁnite body Green’s operator for strains
It is recalled that the Green’s operator for strains C10 decom-
poses into a regular part Q 0 and a singular part P0
ðC10  sÞðxÞ ¼ lim
d!0
Z
y2X
kyxkPd
Q 0ðx yÞ : sðyÞdVy þ P0 : sðxÞ;
ðA:1Þ
where P0 is the Hill tensor of d-dimensional spheres. Litteral
expressions of P0 and Q 0ðrÞ can be found in reference textbooks
[see e.g. Torquato (2002), Buryachenko (2007) and Kanaun and Le-
vin (2008)]. For d ¼ 3,
P0 ¼ 1 2m06l0 1 m0ð Þ
Jþ 4 5m0
15l0 1 m0ð Þ
K ðA:2Þ
and
Q 0ðrÞ ¼
1
16pl0 1m0ð Þr3
dijdklþ 12m0ð Þ dikdjlþ dildjk
	 

þ3 dijnknlþ dklninj
	 
þ3m0 diknjnlþ dilnjnkþ djkninlþ djlnink	 

15ninjnknl

ei	ej	ek	el; ðA:3Þ
where l0 (resp. m0) is the shear modulus (resp. Poisson ratio) of
the reference medium, r ¼ krk;n ¼ r=r and J (resp. K) is the
spherical (resp. deviatoric) fourth-rank projection tensor. More
precisely, J ¼ 1d i	 i and K ¼ I J, where i (resp. I) is the second-
(resp. fourth-) rank identity tensor. For d ¼ 2 (plane strain
elasticity),
P0 ¼ 1 2m04l0 1 m0ð Þ
Jþ 3 4m0
8l0 1 m0ð Þ
K ðA:4Þ
and
Q 0ðrÞ ¼
1
8pl0 1 m0ð Þr2
dijdkl þ 1 2m0ð Þ dikdjl þ dildjk
	 

þ2 dijnknl þ dklninj
	 
þ2m0 diknjnl þ dilnjnk þ djkninl þ djlnink	 

8ninjnknl

ei 	 ej 	 ek 	 el: ðA:5Þ
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sides, the following identity will prove useful in the present paperZ
knk¼1
Q 0ðnÞdSn ¼ 0; ðA:6Þ
where dSn denotes the surface element at n on the unit sphere.
Appendix B. Computation of the self-inﬂuence pseudotensors
In this section, a procedure is presented for the computation of
the self-inﬂuencepseudotensors of spherical inclusions. The general
expression [see Eq. (42)] of the self-inﬂuence pseudotensors is ﬁrst
transformed so as to handle the principal values (see Appendix
B.1). It is then shown that the resulting integral can be computed
analytically in the case of spherical inclusions (see Appendix B.2).
B.1. Proof of Eq. (44)
These pseudotensors are deﬁned by Eq. (42), where the princi-
pal value must be computed. Let
Q la ðxÞ ¼ lim
d!0
Z
y2Rd
kyxk>d
vaðyÞylQ 0ðy  xÞdVy; ðB:1Þ
so that
Sk la ¼Mkþla P0 þ
Z
x2Rd
vaðxÞxk Q la ðxÞdVx: ðB:2Þ
Assuming inclusion a is convex, it is possible to perform in Eq.
(B.1) the change of variables speciﬁed by Eq. (43)
Q la ðxÞ ¼ lim
d!0
Z
knk¼1
Z Raðx;nÞ
d
ðx þ rnÞlQ 0ðrnÞrd1drdSn;
where dSn denotes the surface element at n on the unit sphere.
From the homogeneity of Q 0 (see Appendix A)
Q la ðxÞ ¼ lim
d!0
Z
knk¼1
Z Raðx;nÞ
d
ðx þ rnÞl
r
dr
 !
Q 0ðnÞdSn;
where the singularity is removed with the help of the following
substitution
ðx þ rnÞl
r
¼ ðx þ rnÞ
l  xl
r
þ x
l
r
:
Indeed, Eq. (1) readily shows that the ﬁrst term is regular as
r ! 0
ðx þ rnÞl  xl
r
¼
X
06h6l
h–0
l
h
 
rhþ1nh x
lh
 ;
and
lim
d!0
Z Raðx;nÞ
d
ðx þ rnÞl  xl
r
dr ¼
Z Raðx;nÞ
0
ðx þ rnÞl  xl
r
dr
¼
X
06h6l
h–0
l
h
 
Raðx;nÞhþ
hþ
nh x
lh
 :
Therefore,
Q la ðxÞ ¼
Z
knk¼1
Z Raðx;nÞ
0
ðx þ rnÞl  xl
r
Q 0ðnÞdrdSn
þ xl lim
d!0
Z
knk¼1
log
Raðx;nÞ
d
Q 0ðnÞdSn ðB:3Þand, from Eq. (A.6), the integral in the last term reduces to
Z
knk¼1
log Raðx;nÞð ÞQ 0ðnÞdSn; ðB:4Þ
while the change of variables speciﬁed by Eq. (43) can be reversed
in the ﬁrst termZ
y2Rd
vaðyÞ yl  xl
	 

Q 0ðy  xÞdVy: ðB:5Þ
This completes the proof, since Eq. (44) is readily retrieved from
Eqs. (B.2)–(B.5).
B.2. Application to spherical inclusions
Let aa denote the radius of the spherical inclusion Xa. It can
readily be veriﬁed that
Raðx;nÞ ¼ x  nþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2a  kxk2 þ x  nð Þ2
q
: ðB:6Þ
In expanded form, the self-inﬂuence pseudotensor of convex
inclusions reads [see Eq. (44)]
Sk la ¼MkþlP0 þ
X
06h6l
h–0
l
h
  Z
x2Rd
knk¼1
vaðxÞ
Raðx;nÞhþ
hþ
 
nh x
kþlh
 Q 0ðnÞdSndVx
!
þ
Z
x2Rd
knk¼1
vaðxÞ log Raðx;nÞð Þxkþl Q 0ðnÞdSndVx: ðB:7Þ
The third term in Eq. (B.7) vanishes. Indeed, from the identities
Q 0ðnÞ ¼ Q 0ðnÞ andZ
knk¼1
f ðnÞdSn ¼
Z
knk¼1
f ðnÞ þ f ðnÞ
2
dSn; ðB:8Þ
for any function f, it is found that
Z
knk¼1
log Raðx;nÞð ÞQ 0ðnÞdSn¼
Z
knk¼1
log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Raðx;nÞRaðx;nÞ
p
Q 0ðnÞdSn:
From Eq. (B.6), Raðx;nÞRaðx;nÞ ¼ a2a  kxk2, and the above
integral reduces to
log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2a  kxk2
q Z
knk¼1
Q 0ðnÞdSn ¼ 0; ðB:9Þ
where Eq. (A.6) has been used. Turning now to the second term of
Eq. (B.7), Eq. (B.8) can again be used to transform the integral over
the unit sphereZ
knk¼1
Raðx;nÞhþnh Q 0ðnÞdSn
¼
Z
knk¼1
Raðx;nÞhþ þ ð1ÞhþRaðx;nÞhþ
2
nh Q 0ðnÞdSn:
Using Eq. (B.6), it is readily seen that all odd powers ofﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2a  kxk2 þ x  nð Þ2
q
vanish in the integrand
Raðx;nÞhþ þ ð1ÞhþRaðx;nÞhþ
2
¼ ð1Þhþ
X
j
hþ
2j
 
x  nð Þhþ2j a2a  kxk2 þ x  nð Þ2
 j
: ðB:10Þ
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of Sk la is ﬁnally found for spherical inclusions
Sk la ¼MkþlP0
þ
X
06h6l
h–0
0
2j6hþ
ð1Þhþ
hþ
l
h
 
hþ
2j
  Z
x2Rd
knk¼1
vaðxÞ x  nð Þhþ2j
a2a  kxk2 þ x  nð Þ2
 j
xkþlh n
h
 Q 0ðnÞdSndVx
!
:
The above sum reduces to integrals of trigonometric polynomi-
als. Its computation therefore involves only simple (though te-
dious) algebra, and can easily be implemented in a computer
algebra system.Appendix C. Change of basis for the inﬂuence pseudotensors
As already argued in Section 4, literal expressions of the inﬂu-
ence pseudotensors are computed in a convenient, local basis
ðe0jÞ16j6d. In order to retrieve the pseudotensors in the global basisðeiÞ16i6d, a change of basis must be carried out, keeping in mind
that the inﬂuence pseudotensors are not tensors. This is detailed
below.
In the remainder of this section, it will be convenient to intro-
duce the following notation: k denotes doubly indexed tuples of
size d d; k ¼ ðkijÞ16i;j6d. Given k, two d-tuples are further
introduced
kþ ¼ ðki1 þ    þ kidÞ16i6d and kþ ¼ ðk1j þ    þ kdjÞ16j6d;
which are the horizontal and vertical projections of k, respectively.
For x 2 Rd, let x (resp. x0) be the coordinates of x in the global
(resp. local) frame; x is related to x0 through the classical formula
xi ¼ Rijx0j;
where R is the rotation tensor which maps the global basis onto the
local basis (e0i ¼ R  ei). Then, from the multinomial theorem
xpi ¼ Rijx0j
 p
¼
X
kþ¼p
p!
k1!    kd! Ri1x
0
1
	 
k1    Ridx0d	 
kd ;
and xp is expressed as a function of x
0

xp ¼
X
kþ¼p
p1!   pd!
k11!    kdd!R
k11
11   Rkdddd x0kþ :
Using the above identity, the variables x0 and y
0
 are substituted
to x and y in Eq. (33)
Tpqab ðrÞ ¼
X
hþ¼p
X
kþ¼q
p1!    pd!
h11!   hdd!
q1!    qd!
k11!    kdd!R
h11þk11
11   Rhddþkdddd

Z
x;y2Rd
vaðxÞvbðyÞx0hþ y0kþ C10 ðrþ y  xÞdx0dy0;
where it is recalled that detR ¼ 1. The integrals in the above sums
are the inﬂuence pseudotensors T0hþkþab ðrÞ, expressed in the local
basis
T0pqab ðrÞ ¼
Z
x;y2Rd
vaðxÞvbðyÞx0p y0q C10 ðrþ y  xÞdx0dy0;
which shows that the inﬂuence pseudotensors in the global basis
can be expressed as a linear combination of the inﬂuence pseudo-
tensors in the local basis
Tpqab ðrÞ ¼
X
rþ¼pþ
X
sþ¼qþ
Kpqrs T
0rs
ab ;where
Kpqrs ¼
X
hþ¼p
hþ¼r
X
kþ¼q
kþ¼s
p1!   pd!
h11!   hdd!
q1!    qd!
k11!    kdd!R
h11þk11
11   Rhddþkdddd :
Finally, recalling that C10 is a true tensor, and introducing the
components Tpqab;ijklðrÞ [resp. T 0rsab;IJKLðrÞ] of Tpqab ðrÞ [resp. T0rsab ðrÞ] in
the global (resp. local) basis, it is found that
Trsab;ijklðrÞ ¼ RiIRjJRkKRlL
X
rþ¼pþ
X
sþ¼qþ
Kpqrs T
0rs
ab;IJKL:
The above formulas can be used to compute the inﬂuence ten-
sor in any basis, provided all inﬂuence tensors have been computed
in the local basis.
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