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con pocos  recur sos se  puede  llegar   a  la  solución esperada.  Este 
ar tículo tiene como objetivo mostrar  la importancia que tiene hoy 
en día el procesamiento paralelo y distr ibuido para la solución de 
diversos  problemas que  se presentan  en  la  vida diar ia  tomando 
como enfoque pr incipal el manejo de  un cluster. 
Palabras Clave—Hardware, Arquitectur as  par alelas  y  sistemas 
operativos. Sistemas distr ibuidos, Redes y teleinformática, Cluster, 
Procesamiento paralelo  y Computación  distr ibuida. 




and even more with  scant  resources  it  can  get  good  results.This 
ar ticle has as objective to shown the importance now a days about 
the  par allel  and   distr ibuited  processing  for   solving  difer ents 
problems  that  are  commun  in  regular   life  taking  as  the main 
approach  the cluster manage. 
Keywords—Har dware,  Pa r allel  a rch itectu r es  and   oper a t ing 
systems.  Distr ibuted   systems,  Networ ks  and  telein formation, 





E n  la  actualidad  y  basándose  en  los  principios  de  la computación se han planteado algoritmos secuenciales 
para  tratar de dar solución a gran cantidad de problemas. A 




Para  resolver  estos  problemas  complejos  nacieron  los 
llamados supercomputadores, los cuales cuentan con arreglos 
de microprocesadores  que  trabajan  en  sincronía  empleando 
procesamiento paralelo. 
En  los  últimos  años,  el  personal  académico  de  diversas 
universidades y centros de investigación se han dado a la tarea 































1955 con mejoras  y ampliaciones, y  se dice  que durante su 
vida  operativa  efectuó  más  cálculos  matemáticos  que  los 
realizados por toda la humanidad anteriormente. 
Durante  los  años  50  el  considerado  padre  de  la 
supercomputación Seymour Cray trabajó en ERA (Engineering 
Research Associates). Allí  fue  uno  de  los  responsables  del 
diseño del UNIVAC 1103 (Universal Automatic Computer), 





máquinas  paralelas, aunque  con muy poco éxito  comercial. 





alrededor  de  los  computadores  de  la  época  evolucionados 
respecto a los primitivos y ello propiciado por el progreso de 
la electrónica en cuanto al tamaño de los circuitos, su costo de 





Los  banqueros,  los  administradores  de  universidades  y  los 
ejecutivos  publicitarios  se  sorprendían  ante  la  velocidad 
sensacional con que los grandes computadores de millones de 




capacidad  ilimitada,  los  ingenieros  y  científicos  sabían  que 
deberían esperar futuros avances antes de que pudieran usar 
los computadores para manejar problemas complicados. Los 
ingenieros  automotrices  aún  no  podían  construir  prototipos 
tridimensionales  de  automóviles  en  una  computadora.  Los 
físicos no podían investigar las actividades de un átomo durante 






Wisconsin,  con  el  compromiso  de  dedicarse  a    construir 
exclusivamente supercomputadores y además de uno en uno 
por  encargo. El  primer  sistema  Cray­1  fue  instalado  en  el 
laboratorio “Los Alamos” en 1976 y era el único en su diseño 













transcurrir del  tiempo,  los cuales  fueron adquiriendo costos 
bastante  elevados  que  no  todas  las  entidades  investigativas 





la NASA,  para  resolver  problemas  computacionales  que 
aparecen en las ciencias de la tierra y el espacio. Los pioneros 





En  1996,  hubo  también  otros  dos  sucesores  del  proyecto 





16  microprocesadores  Intel  Pentium  Pro  y  tuvieron  un 
rendimiento  sostenido  de más  de  un  gigaflop  con  un  costo 
menor a $50,000 dólares.
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Hoy en día, la existencia de superordenadores que trabajen 
en tiempo real, se ha convertido en una necesidad [5]. Se busca 
entonces  que  los  nuevos  supercomputadores  alcancen 








genéricamente  consiste  en  utilizar  n  computadores  para 
multiplicar,  idealmente  por  n  la  velocidad  computacional 
obtenida de un único computador. Por supuesto, esta es una 
situación ideal que muy rara vez se consigue en la práctica. 
Normalmente,  los  problemas  no  pueden  dividirse 









gran  número  de  computadores  organizados  en  cluster 
incrustados  en  una  infraestructura  de  telecomunicaciones 
distribuida. 
Para  resolver  estos  problemas  se  debe  considerar  que  se 
pueden solucionar bajo una arquitectura que funciona a partir 
de procesamiento paralelo, el cual no es más que la ejecución 















barato  y  fácil  de  conseguir  se  pudo  perfilar  que  podrían 
conseguirse  resultados muy  parecidos  a  los  obtenidos  con 
aquellas máquinas mucho más costosas [12]. 
Un cluster  se puede definir como el  trabajo  realizado por 
dos  o más  computadores  que  en  conjunto  se  encargan  de 
proveer  una  determinada  solución. Tiene  como  finalidad 
agrupar  el  poder  de  cómputo de  los  nodos  implicados  para 
proporcionar  una mayor  escalabilidad,  disponibilidad  y 
fiabilidad [13] y [14]. La escalabilidad es la capacidad de un 
equipo  para  hacer  frente  a  volúmenes  de  trabajo  cada  vez 
mayores sin, por ello, dejar de prestar un nivel de rendimiento 




















directamente  ligadas  al  rendimiento  que  un  cluster  puede 
presentar  o  a  la  forma  en  que  trabaja  éste  (migración  de 





y  distribuir  la  potencia  de  cálculo  disponible,  de  tal  forma 
que los usuarios se beneficien de la potencia de computadores 









presentan  como  un  solo  sistema  virtual)  y  escalamiento 
horizontal (se utiliza para proporcionar una sola interfaz a un 



























que  los  nodos  se  comportan  como una  sola máquina,  y  así 
incrementar el aprovechamiento de cada uno de los nodos [22]. 



























dividida  en  procesos  lo  que  ocurre  en  gran  número  de 
aplicaciones  hoy  en  día,  también  puede  balancear  las 
aplicaciones entre sí, balanceando los procesos en la mínima 
unidad de balanceo. 
Además OpenMosix  funciona a nivel  de kernel por  tanto 
puede conseguir toda la información que necesite para decidir 
cómo está de cargado un sistema y qué pasos se deben seguir 
para  aumentar  el  rendimiento,  además  puede  realizar  más 
funciones que cualquier aplicación a nivel de usuario. 



































elementos  que  se  tenían  a  la  mano.    Se  dispuso  de  6 
computadores,  todos  con  las  mismas  características  de 
hardware:  Procesador  Intel  Pentium  4,  1.50 GHz AT/AT 
Compatible,  512 Mb  de memoria  RAM, Controlador  Fast 
Ethernet integrado 3Com 3C920 (compatible 3C905C­TX) y 
un Switch ENH908­NWY 10/100Mbps NWay Switch. 
Como  se  escogió  trabajar  con  OpenMosix,  el  sistema 
operativo  a  utilizar  debía  ser Linux,  pues OpenMosix  está 
desarrollado específicamente para este sistema.  Se trabajó con 
la versión  2.4.26 de Linux. 
Si  se  realiza  apropiadamente,  un  cluster  puede  ser 





automáticamente  a  los  otros  nodos  que  se  encuentran  en 
funcionamiento, sin perder la efectividad de éste. 
VI. ANÁLISIS DE RESULTADOS 




el  algoritmo que  fue  utilizado  para  realizar  las  pruebas  del 
Cluster OpenMosix fue el Algoritmo de PI de Plouffe y Bellard 
llamado Mospi,  el  cual  se  encarga  del  cálculo  de  dígitos 
decimales del número PI. Este algoritmo fue  implementado 
por  la  facultad  de  Informática  y  Comunicaciones  de  la 







cada proceso se hicieron 10 corridas,  con  lo cual  se obtuvo 
una  muestra  considerable  de  datos  que  explican  el 
comportamiento del algoritmo en el Cluster. 






































2  18,12  7,12 %  7,12 % 
3  13,64  24,72 %  30,09 % 
4  14,14  ­3,67 %  27,52 % 
5  12,96  8,35 %  33,57 % 


























2  6,35  ­3,08 %  ­3,08 % 
3  6,16  2,99 %  0 % 
4  5,89  4,38 %  4,38 % 
5  5,96  ­1,19 %  3,25 % 
















































aunque  la  diferencia  con  los  demás  nodos  no  es  muy 
considerable. 
Esta  situación comienza a variar en el cálculo de los 750 
dígitos  de  Pi,  en  donde  se  observa  que  se  obtiene  una 
disminución  del  tiempo  de  ejecución  de  hasta  un  37% 
aproximadamente,  lo  cual  es  algo  que  nos  comienza  a 
demostrar  la  real  eficiencia  de  un  cluster.  Sin  embargo  los 
porcentajes de mejora relativa indican que añadir más nodos 
no  produciría mayor  diferencia,  pudiendo  sí  provocar  el 
aumento de tráfico en la red, lo que causaría una disminución 
del rendimiento. 























varias  direcciones,  una  de  las  cuales  es  la  utilización  de 







mediana  o  gran  dimensión  gracias  a  su  escalabilidad  y 








2  38,82  13,06 %  13,06 % 
3  26,3  32,25 %  41,10 % 
4  24,89  5,36 %  44,26 % 
5  23,73  4,66 %  46,85 % 








2  86,93  38,70 %  38,70 % 
3  63,88  26,52 %  54,95 % 
4  58,51  8,41 %  58,74 % 
5  50,76  13,25 %  64,21 % 
6  48,34  4,77 %  65,91 %
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programación  libre  se muestran  como mejor  solución  pues 

















software  específico  para  cómputo  paralelo  y  el  de  la  baja 
disponibilidad  de  los  computadores  que,  como  se  ha 
mencionado,  no  tienen  como  prioridad  la  ejecución  de 
programas paralelos [25]. 




constituye  uno  de  sus  principales  activos.  Los  clientes 
(usuarios) están a pocos movimientos de la competencia, por 
lo que siempre deben estar disponibles. 
Si  bien  el  procesamiento  paralelo  ofrece  una  ventaja 
definitiva  en  cuanto  a  costos,  su  principal  beneficio,  la 
escalabilidad, es decir, su capacidad de crecimiento, puede ser 
difícil  de  alcanzar. Esto  se  debe  a  que conforme  se  añaden 
procesadores,  las  disputas  por  los  recursos  compartidos  se 
intensifican [26]. 
La evolución de los clusters se puede enfocar sobre los tres 
componentes  fundamentales  de  ellos:  hardware  (nodos), 
software y redes (interconexión). 
La  tendencia  es  desarrollar  mejores  herramientas  de 
programación y administración, mejorar los precios y aumentar 









con  el  mismo  hardware  en  los  diferentes  equipos  que 
conformarán el cluster. Por otro lado, se hace necesario trabajar 




migrar  procesos  y/o  tareas  de  un  equipo  que  se  encuentre 















sus  comentarios  y  sugerencias  aportaron  para  que  la 
culminación de este artículo fuera un hecho. 
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