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Abstract: The efficiency of an optimization method for acoustic emission/microseismic (AE/MS) source location is 
determined by the compatibility of its error definition with the errors contained in the input data. This compatibility can be 
examined in terms of the distribution of station residuals. For an ideal distribution, the input error is held at the station where it 
takes place as the station residual and the error is not permitted to spread to other stations. A comparison study of two 
optimization methods, namely the least squares method and the absolute value method, shows that the distribution with this 
character constrains the input errors and minimizes their impact, which explains the much more robust performance by the 
absolute value method in dealing with large and isolated input errors. When the errors in the input data are systematic and/or 
extreme in that the basic data structure is altered by these errors, none of the optimization methods are able to function. The 
only means to resolve this problem is the early detection and correction of these errors through a data screening process. An 
efficient data screening process is of primary importance for AE/MS source location. In addition to its critical role in dealing 
with those systematic and extreme errors, data screening creates a favorable environment for applying optimization methods. 
Key words: source location; residual; error; least squares method; absolute value method; acoustic emission (AE); 
microseismic (MS) 
 
 
 
1  Introduction 
 
Errors in acoustic emission/microseismic (AE/MS) 
source location data are inevitable because of a variety 
of practical reasons. A common practice in dealing 
with these input errors is to incorporate an 
optimization scheme, such as the least squares method 
or the absolute value method, for source location. The 
perception is that the impact of these input errors will 
be automatically diminished or minimized as a result 
of the optimization process.  
Although optimization methods are important and 
used widely for AE/MS source location, the perception 
that these methods can automatically handle the input 
errors is misleading from a theoretical point of view 
and can be very harmful from a practical point of view. 
The intention of this paper is to provide readers a 
perspective view of the optimization process and the 
general principles for handling source location errors.  
The discussion is divided into three parts. The first 
part discusses how the source location errors are 
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defined by the optimization methods and their relations 
with the input errors. It is to show that the difference 
among the optimization methods is how the error is 
defined. Therefore, an optimization method in essence 
is an error definition and its effectiveness depends on 
whether the error defined by the method is compatible 
with the errors contained in the input data.  
The focus of the second part is the distribution of 
station residuals. This section explores how the errors 
in the input data might be mapped as station residuals 
and what is the ideal distribution of station residuals 
that would minimize the impact of the input errors. 
The efficiency of the least squares method and the 
absolute value method for the AE/MS source location 
purpose is then analyzed and compared in this regard.  
In the third part, the application condition of the 
optimization methods is further examined in terms of 
the typical errors encountered in AE/MS source 
location. This section demonstrates that none of the 
optimization methods will be able to function if the 
errors in the input data are systematic or extreme in 
that it damages the basic data structure. The only 
means to resolve this problem is to detect these errors 
by data screening and to make the necessary 
corrections prior to the source location process.  
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2  Basic concepts on source location 
residuals 
 
Ideally, a source location error refers to the 
difference between the actual location and the 
calculated location. In reality, however, the actual 
locations of AE/MS events are generally not known. 
As a result, source location errors are mostly measured 
indirectly by some parameters related to the physical 
data utilized for the source location.  
When the signal arrival times recorded from a 
sensor array are utilized for source location, the place 
which would best match the recorded arrival times is 
considered as the event location. The mismatched 
portions between the recorded arrival times and the 
calculated arrival times are termed as residues. Source 
location, from a mathematical point of view, is 
therefore a process of searching for the point with the 
minimum residual.  
2.1 Event residual 
It is known from the previous discussion that the 
residual used for defining an event location is a 
measurement of total error. In statistics, a total error is 
not an arbitrary term; it is defined precisely by a 
regression method. Two best known regression 
methods are the least squares method and the absolute 
value method. The least squares method, also known 
as the L2 norm approach, defines the total error as the 
sum of the squares of individual errors. In the case of 
AE/MS source location, it may be expressed by the 
following equation: 
1/22( ) / ( )iRes n m                                        (1) 
where Res is the event residual, i  is the residual 
associated with the ith station, n is the number of 
stations, and m is the degree of freedom. If multiple 
arrivals from the same station are used, for instance, 
when both P- and S-wave arrival times are used, i  
can be interpreted as the residual associated with the 
ith arrival time and the number of arrival times, n.  
The least squares method has long been used in 
science and engineering to obtain the so-called best fit 
for over-determined problems. Based on statistical 
considerations, the best fit is unbiased only for linear 
approximations with the assumption that the errors 
associated with each variable follow a normal 
probability distribution (Hines and Montgomery, 1980; 
Burden et al., 1981).  
A difficulty with the least squares method for 
AE/MS source location is that the input errors do not 
often follow a normal distribution as assumed by the 
method. For instance, the number of stations used for 
source location is often limited. If a large error occurs 
at one station, the assumption of the normal 
distribution is violated.  
The absolute value method, or L1 norm approach, 
defines the event residual as the sum of the absolute 
values of the individual errors:  
( | |) / ( )iRes n m                                 (2) 
An important advantage of the absolute value 
method is that it is relatively insensitive to large errors. 
This method was introduced to the analysis of source 
locations in the 1980s (Anderson, 1982; Prugger and 
Gendzwill, 1989). 
2.2 Station residual  
By definition, a station residual is the difference 
between the observed arrival times and calculated 
arrival times which can be expressed by the following 
equation: 
i i it tc                                           (3) 
where it  and itc  represent the observed and calculated 
arrival times, respectively. The calculated arrival time 
consists of origin time, t, and travel time itt : 
i itc t tt                                                (4) 
It can be shown that the origin time for the least 
squares method can be expressed by the following 
equation (Ge, 1995): 
( / ) ( / )i it t n tt n                                              (5) 
and, therefore, a precise expression of the station 
residual for the least squares method is  
( / ) ( / )i i i i it tt t n tt n                                  (6) 
The origin time for the absolute value method is the 
median of all (ti – tti)s and is denoted by tm. The station 
residual for the absolute value method, therefore, is  
i i i mt tt t                                             (7) 
It is understood from the above discussion that, 
although both the least squares method and the 
absolute value method share the same format of the 
station residual as defined in Eq. (3) and the same 
format of the calculated arrival time as defined in Eq. 
(4), the contents of these equations are different for the 
two methods because the origin time is uniquely 
defined by each regression method as shown in Eqs. (6) 
and (7) (Ge, 1995).  
2.3 Error space and source location 
It is known from Eqs. (6) and (7) that the data 
required for the residual calculation include observed 
arrival times, it , calculated travel times, itt , and  
number of travel times, n. As such, for a given set of 
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arrival times associated with a set of sensors, an error 
can be calculated for any point by comparing the 
observed and the calculated arrival times. An error 
space can then be defined as the one in which every 
point is defined by its event residual, and the point 
with the minimal error is the event location.  
It is understood from the concept of the error space 
that the error spaces for different regression methods 
will be different even when the identical input data are 
used. Because of this, the calculated event locations 
may be different for different regression methods for 
the same set of data. Furthermore, one cannot 
determine which solution is more reliable by 
comparing the event residuals when they are associated 
with two different error spaces.  
2.4 An illustration of event residuals and station 
residuals 
The event utilized for illustration here is a 
calibration event resulting from a pencil break on a 
rocket motor case (Ge, 1996). The detailed information 
of this event, sensor coordinates, recorded arrival times, 
and P- and S-wave velocities, is presented in Table 1. 
Fig. 1 is the plan view of the sensor array layout and 
the real event location. The x- and y-coordinates of the 
event are 100 and 0 mm, respectively. For easy 
reference, the event is coded as Event 1 in the 
subsequent discussion. 
 
Table 1 Station coordinates and recorded arrival times for Event 1. 
Coordinates (mm) 
Station 
x y 
Arrival time (0.1 μs) 
1 0 0 0 
2 636 0 1 449 
3 318 626 1 831 
4 318 –625 1 831 
5 –318 626 2 059 
6 –318 –625 2 146 
Note: vP = 5 230 m/s, vS = 3 080 m/s. 
 
A Simplex code developed by the author was 
utilized to calculate the source location. Prior to the 
source location calculation, the input data were 
carefully screened. Special attention was paid to 
identifying arrival types as any mistake on the arrival 
type may cause large and systematic location errors. 
According to a theory developed by Ge and Kaiser 
(1990), the first station was triggered by a P-wave 
arrival and all other stations were triggered by S-wave 
arrivals. The triggering status for this event is therefore 
PSSSSS, where P and S denote the corresponding 
 
 
Fig. 1 A plan view of the sensor array layout and the real event 
location. 
 
P- and S-waves triggered for station. The triggering 
status, PSSSSS, is also known as the event based 
velocity model as it specifies the appropriate velocity 
used for each arrival. 
The solutions corresponding to this event velocity 
model for the least squares method and for the absolute 
value method are presented in Table 2. It can be seen 
from Table 2 that the calculated locations for both 
methods are very accurate with location errors of 7 mm. 
It is, however, noted that these locations are dissimilar. 
This difference is expected because these calculated 
locations were determined using the two distinct 
regression methods. As it has been discussed earlier, 
each regression method, in essence, is an error 
definition and forms its own error space. The 
minimums of different error spaces are different in 
general.  
 
Table 2 Source location results for Event 1. 
Calculated 
location
(mm) 
Station residual  
(0.1 μs) Method Velocitymodel
x y 
Location 
error 
(mm) 
Event  
residual 
(0.1 μs) 
1 2 3 4 5 6
L1 PSSSSS 95 5 7 42 130 0 0 –29 –50 0
L2 PSSSSS 103 6 7 60 105 18 5 –33 –69 –26
 
The station residuals are small for both methods, 
which means that the observed arrival times are well 
matched by the calculated arrival times. According to 
Eq. (3), a positive station residual means that the 
calculated arrival time is earlier (smaller) than the 
observed arrival time, and a negative station residual 
indicates a later (larger) calculated arrival. The station 
residuals are very small for this calibrated event and 
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can be regarded as random errors. Theoretically, the 
average station residuals for the least squares method 
should be zero and this is readily observed from Table 2. 
For the absolute value method, station residuals should 
be equally divided by their signs. If the decimal digits 
were displayed for stations 2, 3 and 6, this 
phenomenon would also be shown in Table 2. 
 
3  Analysis of station residuals 
 
The event residual has been used almost universally 
as a principal means to assess the source location 
accuracy. It is, however, important to know that the 
event residual alone may not be a reliable indication of 
the source location accuracy. Solutions with large 
residuals can be very accurate as it will be shown in 
the subsequent discussions. On the other hand, small 
residual solutions may possess large location errors. 
For instance, the events outside the sensor array are 
most likely to incur large location errors even when the 
event residuals are small (Ge, 1988).  
The most valuable part of residuals is that they may 
contain rich information about input errors and how 
these errors may affect the source location result. In 
the study of these problems, the magnitude of event 
residuals does not provide much information; the key 
is the distribution of station residuals. The following 
three questions will be discussed in this section to 
provide a fundamental understanding of this critical 
issue:  
(1) How does the error that occurs at a station affect 
the residual at this station and others?  
(2) What is the ideal distribution of the station 
residuals that would minimize the impact of input 
errors?  
(3) Which regression method is most likely to 
produce an ideal distribution for the AE/MS source 
location and why?   
3.1 Relationship between input errors and station 
residuals 
To understand the relations between errors 
contained in the input data and station residuals, let us 
reconsider Event 1.  
It is known from the earlier discussion that both the 
least squares method and the absolute value method 
yield the accurate locations with the event velocity 
model of PSSSSS. To further examine the performance 
of these methods, some major but isolated errors are 
introduced to the input data. This is accomplished by 
using the P-wave velocity for the stations triggered by 
the S-wave arrivals. Mistaking an S-wave triggering as 
a P-wave triggering is a common problem in AE/MS 
source location (Ge and Kaiser, 1990). To make the 
test statistically reliable, all five stations triggered by 
S-waves are examined in turn and the results are 
presented in Table 3. 
 
Table 3 Distributions of the station residuals for L1 and L2 
methods. 
Station residual (0.1 μs) 
Method Solution Velocity model
Location 
error (mm) 1 2 3 4 5 6
L1-1 PSSSSS 7 –130 0 0 –29 –50 0
L1-2 PPSSSS 27 154 683 0 –82 –2 0
L1-3 PSPSSS 224 –1 –1 532 –252 0 418
L1-4 PSSPSS 8 129 –4 0 858 –47 –2
L1-5 PSSSPS 30 0 0 –135 0 796 –53
L1 
L1-6 PSSSSP 29 0 0 0 –137 –128 873
L2-1 PSSSSS 7 105 18 5 –33 –69 –26
L2-2 PPSSSS 86 136 431 –219 –289 –34 –25
L2-3 PSPSSS 209 –92 –169 425 –319 –147 304
L2-4 PSSPSS 216 –110 –170 –282 401 274 –112
L2-5 PSSSPS 146 –207 39 –316 55 584 –154
L2 
L2-6 PSSSSP 94 –209 26 84 –348 –201 650
 
In Table 3, there are six solutions for each 
regression method. The first one corresponds to the 
correct velocity model and the other five are based on 
the velocity models, where one of the S-wave 
triggering stations was mistaken as a P-wave triggering 
station. For the purpose of distinction, the stations 
which were wrongly assigned with a P-wave velocity 
and the residuals associated with these stations are in 
boldface.  
For the absolute value method, the impact of the 
input errors appears constrained. Among five 
erroneous models, only one (L1-3) exhibits a large 
location error, which is 224 mm. The errors for other 
four models are within 30 mm, which are quite small 
in consideration of the average signal travel distance, 
which is about 700 mm. In contrast, the result for the 
least squares method is much worse. The location 
errors for these five erroneous velocity models range 
from 86 to 216 mm with an average of 150 mm.  
Why are the solutions given by the least squares 
method much worse than those given by the absolute 
value method? In order to answer this question, two 
issues must be further studied. The first issue is the 
physical meaning of station residuals and the second 
issue is the distribution of station residuals.  
It is understood from the earlier discussion that 
station residuals are the difference between observed 
Maochen Ge / J Rock Mech Geotech Eng. 2012, 4 (1): 1–10                                                                                                                                                                 5 
 
arrival times and calculated arrival times, which are 
defined by Eq. (3). If a station residual has a positive 
sign, it indicates that the calculated arrival time is 
smaller than the observed arrival time, or in other 
words, the calculated arrival time is earlier than the 
observed arrival time. A negative station residual 
denotes an opposite situation.  
When the P-wave velocity is assigned to the station 
triggered by an S-wave arrival, the calculated travel 
time will be much shorter because the P-wave velocity 
is much higher than the S-wave velocity. As a result, 
the calculated arrival time will be much earlier than the 
observed arrival time. Because of this, the stations 
which were wrongly assigned with the P-wave velocity 
will have positive residuals. This fact can be verified 
by observing the results listed in Table 3. 
3.2 Effect of residual distribution on source location 
accuracy 
The input error and the amount of the station 
residual caused by this input error at the erroneous 
station can be quantitatively estimated if the calculated 
location is not significantly impacted by the input error. 
With this in mind, we may assume the actual location 
of Event 1 as the calculated location. Because of this, 
the station residual for the erroneous station can be 
calculated as the travel time difference between P- and 
S-waves, over the distance between the event and the 
station. Listed values in Table 4 are the expected 
station residuals for Event 1, assuming that the input 
errors have no impact on the event location. The 
station residuals for the erroneous stations are also 
included in Table 4 for the comparison purpose. 
To illustrate how to use Table 4 to study the relation 
between the input error and the station residual, 
consider solution L1-4 in Table 3. Solution L1-4 is the 
absolute value solution for the problem that the P-wave 
velocity was mistakenly used for station 4. The 
location error for this solution is very small, only 8 mm, 
which is compatible with the accuracy of solution L1-1, 
the original solution. The distribution of the station 
residuals for this solution is almost identical to that of 
the original solution with the exception of the station 
with the input error. The residual for the station with 
input error is 85.8 μs, which is very close to the 
expected residual of 88.3 μs as shown in Table 4. This 
distribution implies that the input error was retained at 
the station where the error occurred and did not spread 
to other stations.  
On the other hand, if the station residuals are  
significantly lower than the expected residuals, the 
corresponding solutions will post large location errors, 
such as L1-3, an absolute value solution, and all the 
least squares solutions. Many of these residuals are 
transferred to other stations as shown in Table 3.  
It is clear from the above discussion that an ideal 
distribution of station residuals is the one that the 
station residuals are a fair reflection of the input errors 
associated with these stations. If a solution cannot 
retain the input error where it incurs and the error 
spreads to other stations, there will be a large location 
error.  
3.3 Analysis of the error handling capability of the 
absolute value and least squares methods  
It is apparent that the absolute value method is quite 
efficient in isolating the input errors, much more robust 
than the least squares method. This ability can be 
explained by a further study of the error definition. As 
it has been discussed earlier, the station residual is 
defined as the difference between the observed and 
calculated arrival times. For the calculated arrival time, 
it consists of two terms: calculated travel time and 
origin time. The origin time for the least squares 
method is defined by Eq. (5). According to Eq. (5), the 
origin time is the difference between the average of 
observed arrival times and the average of the 
calculated travel times. By this definition, if a large 
error occurs at any station, either in the observed 
arrival time or the calculated travel time, the error will 
affect the calculated arrival times for all other stations. 
In other words, the input error will be transferred to all 
other stations in the form of residuals. This problem 
will become severe when the number of stations is 
small.  
The origin time for the absolute value method is the 
median of all (ti – tti)s. The median, as it is less 
affected by those extreme values, is a more stable 
indicator of the central tendency from a mathematical 
point of view. In the case of source location, the severe 
impact of an input error on the origin time is less likely 
with this definition, unless (1) the difference between 
the observed arrival time and the calculated travel time 
for the station with a large error is the median of all (ti – 
tti)s, or (2) the new median is very different from the 
original one. From both a theoretical and practical 
points of view, the probability for these situations is 
low, especially for the first situation. Therefore, the 
absolute value method is more robust in handling those 
large and isolated input errors. 
 
6                                                                                                                                                               Maochen Ge / J Rock Mech Geotech Eng. 2012, 4 (1): 1–10 
 
 
Table 4 Expected station residuals due to the input error. 
Travel time  
(0.1 μs) 
Station residual for erroneous 
station (0.1 μs) 
Station 
Distance from the real event 
location to station (mm) S-
wave 
P-
wave
Expected station residual (travel time difference 
between P- and S-waves) (0.1 μs) 
L1 method L2 method 
2 536 1 741 1 025 716 683 431 
3 662 2 149 1 266 883 532 425 
4 662 2 149 1 266 883 858 401 
5 752 2 442 1 438 1 004 796 584 
6 753 2 444 1 440 1 004 873 650 
 
4  Large input errors 
 
The input errors that have been discussed so far are 
limited to those large but isolated errors. The condition 
of “isolated” is critical for the residual analysis. If 
input errors are systematic or extreme in that they 
would alter the basic structure of the input data, none 
of the conventional optimization methods will be 
helpful.  
4.1 Systematic errors 
The AE/MS events in most monitoring projects are 
automatically detected. The automatic event recognition 
usually relies on two criteria: threshold and event time 
window. An event is defined if there are at least a 
specified number of arrivals with signal voltages that 
exceed the threshold level during the event time 
window. The threshold level and the length of an event 
time window can be dynamically determined and reset 
during monitoring.   
A common practice associated with this event 
recognition method is the P-wave arrival assumption 
for all triggering. The assumption is based on a simple 
fact that P-waves have the fastest travel velocity 
among all seismic wave groups. The practice, however, 
ignores two important factors: the energy associated 
with seismic signals and the polarization effect of 
seismic waves. The energy associated with an AE/MS 
event is mostly carried out by S-waves. Because of this, 
the amplitude of S-waves is generally much higher 
than the amplitude of P-waves. A phenomenon 
frequently observed in waveform analysis is that, while 
P-waves are weak or even barely detectable, S-waves 
are strong and robust. Furthermore, P-waves are 
inherently weak in the direction perpendicular or near 
perpendicular to the wave propagation direction due to 
the polarization effect. Because of these two reasons, 
many triggerings are due to S-waves rather than P-
waves.  
To illustrate the S-wave effect, a microseismic event 
is presented in Fig. 2. Observation of the P- and S-
wave arrivals for each station shows that the S-waves 
are stronger than the P-waves for six out of ten stations. 
If the magnitudes of the P-wave arrivals at the first 
station were chosen to be the threshold level, these six 
stations (1, 2, 4, 8, 9 and 10) would more likely be 
activated by S-wave arrivals rather than P-wave 
arrivals. In any case, station 4 would always be 
triggered by the S-wave arrival regardless of the 
threshold setting as the P-wave arrival is not detectable 
at this station. 
 
 
Fig. 2 Example of signals from a microseismic event (after 
Talebi and Young, 1989). 
 
Fig. 3 is the distribution of the triggering status for 
over 400 events retained by a gold mine in Canada. 
There are three triggering status: P-wave, S-wave and 
erroneous arrivals. Erroneous arrivals refer to those 
dropped out from the source location process because 
of excessive errors. S-wave triggering for this database 
is about 40%. A similar result was also observed at 
many other mine sites as well as a number of AE 
studies carried out by the author. 
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Fig. 3 Distribution of station status in terms of types of waves 
picked for 434 events. 
 
When a large number of sensors were triggered by 
S-waves, but wrongly assigned with P-waves velocities, 
it introduces systematic errors to the source location 
data. To illustrate the effect of the systematic errors, let 
us consider Event 1 again. It is known from the earlier 
discussion that stations from 2 to 6 were triggered by 
S-waves. A systematic error will be introduced to this 
event if all these S-wave triggered stations are assigned 
with the P-wave velocity. The source location results 
for this scenario are presented in Table 5. 
 
Table 5 Source location results for Event 1 with a P-wave 
velocity model. 
Calculated 
location 
(mm) 
Station residual (0.1 μs)
Method Velocity model 
x y 
Location 
error 
(mm) 
Event 
residual 
(0.1 μs) 
1 2 3 4 5 6
L1 PPPPPP 173 20 78 199 –903 0 75 0 0 16
L2 PPPPPP 3 0 97 297 –459 –215 38 38 261 337
 
In comparison with the source location results 
presented in Table 2 where the correct velocity model 
is employed, the location errors and the event residual 
for both the absolute value method and the least 
squares method are significantly larger. The most 
interesting observation is the distributions of station 
residuals. For both the absolute value method and the 
least squares method, the first station possesses the 
largest residual. If the magnitude of a station residual 
was an indication of the severity of the problem, it 
would imply that the first station, the only station 
assigned with the correct velocity, was the source of 
the problem. This upside down result is not a surprise. 
It is simply a reminder of a common sense: garbage in, 
garbage out. When the data base is significantly 
contaminated, there is no foundation for optimization. 
4.2 Outliers 
Another type of extreme error frequently 
encountered in AE/MS source location is outliers. 
Outliers can be defined as the arrivals, which are not 
triggered by a source, triggering the majority of 
stations within an event time window. The causes of 
outliers are multifaceted. The most common causes are 
the interference of seismic activities and noises. 
Human errors, from wiring problems to errors in the 
recording of station coordinates, can also be a factor.  
The event presented in Table 6 is an example of 
interference of seismic activities recorded at a mine 
site (Ge, 1993). There were 11 triggerings within 36.5 
ms. With the monitoring condition at this mine, an 
event with more than 10 triggerings within a short 
period of time is usually considered strong and reliable. 
The signal arrivals within this short time window, 
however, were originated from two physical sources, 
about 500 m apart in elevation. The sensors involved 
in this event were located in two different mining areas. 
In order to distinguish for clarity, the sensors 
associated with the deep source were bolded. If the 
source location process was applied to this event, the 
result would be false, the worst outcome for any 
AE/MS monitoring project.  
 
Table 6 Microseismic Event 94 recorded at mine site. 
Sensor coordinates (m) Sensor 
x y z 
Arrival time  
(10 μs) 
8 5 779 5 550 2 722 0 
23 5 675 5 628 2 566 160 
52 5 709 5 572 2 102 330 
57 5 692 5 559 2 038 810 
30 5 726 5 597 2 542 915 
47 5 604 5 635 2 142 1 070 
50 5 584 5 629 2 102 1 625 
11 5 649 5 438 2 727 1 835 
10 5 840 5 438 2 720 2 010 
49 5 714 5 555 2 140 2 965 
53 5 639 5 533 2 099 3 650 
Note: The sensors associated with the deep source were bolded. 
 
Outliers are extremely harmful for a meaningful 
source location. The presence of even one outlier in an 
event, regardless of the size of the event, is likely to 
ruin the solution. The following examples are utilized 
to show this devastating effect. 
On April 29, 1991, four major microseismic events, 
caused by a nearby blast, were recorded during a 6-
second period at a mine site (Ge, 1993). Among these 
four events, three were contaminated by outliers. The 
information for these four events is presented in 
Tables 7–10. 
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Table 7 Sensor coordinates and arrival times for Event 39. 
Sensor x (m) y (m) z (m) t (10 μs)
15 5 588 5 545 2 850 0 
52 5 709 5 572 2 102 6 820 
57 5 692 5 559 2 038 7 325 
49 5 714 5 555 2 140 7 555 
59 5 684 5 654 1 964 7 620 
47 5 604 5 635 2 142 7 940 
50 5 584 5 629 2 102 7 960 
45 5 706 5 559 2 197 8 125 
53 5 639 5 533 2 099 8 130 
60 5 724 5 555 1 964 8 380 
43 5 639 5 555 2 196 8 715 
44 5 596 5 607 2 197 8 810 
 
Table 8 Sensor coordinates and arrival times for Event 40. 
Sensor x (m) y (m) z (m) t (10 μs)
30 5 726 5 597 2 542 0 
52 5 709 5 572 2 102 6 055 
57 5 692 5 559 2 038 6 130 
47 5 604 5 635 2 142 6 308 
59 5 684 5 654 1 964 6 445 
50 5 584 5 629 2 102 6 790 
53 5 639 5 533 2 099 6 885 
60 5 724 5 555 1 964 6 920 
45 5 706 5 559 2 197 7 245 
44 5 596 5 607 2 197 7 390 
40 5 628 5 559 2 276 8 030 
41 5 662 5 581 2 271 8 185 
 
Table 9 Sensor coordinates and arrival times for Event 41. 
Sensor x (m) y (m) z (m) t (10 μs)
57 5 692 5 559 2 038 0 
59 5 684 5 654 1 964 185 
47 5 604 5 635 2 142 245 
50 5 584 5 629 2 102 495 
53 5 639 5 533 2 099 590 
60 5 724 5 555 1 964 1 070 
43 5 639 5 555 2 196 1 210 
44 5 596 5 607 2 197 1 245 
41 5 662 5 581 2 271 1 570 
40 5 628 5 559 2 276 1 970 
39 5 608 5 615 2 272 2 165 
52 5 709 5 572 2 102 3 250 
 
For Event 39 (Table 7), the first triggered sensor, 
sensor 15, is an outlier which is featured by an 
unusually large time gap (68.2 ms) between this sensor 
and the next one. The location of the sensor is also 
incompatible with the other triggered sensors. A quick  
Table 10 Sensor coordinates and arrival times for Event 43. 
Sensor x (m) y (m) z (m) t (10 μs) 
49 5 714 5 555 2 140 0 
59 5 684 5 654 1 964 15 
57 5 692 5 559 2 038 170 
47 5 604 5 635 2 142 400 
50 5 584 5 629 2 102 430 
53 5 639 5 533 2 099 560 
45 5 706 5 559 2 197 565 
60 5 724 5 555 1 964 725 
43 5 639 5 555 2 196 1 020 
44 5 596 5 607 2 197 1 195 
41 5 662 5 581 2 271 1 655 
40 5 628 5 559 2 276 2 110 
 
inspection of the z-coordinates shows that this sensor 
is approximately 800 m below the others. With the 
sensor array layout at the mine, it is known that this 
sensor could not be triggered by the same physical 
source recorded by the rest of 11 sensors. Similarly, 
the first triggered sensor in Event 40 (Table 8) is also 
an outlier. 
In Event 41, sensor 52 is an outlier. This conclusion 
was drawn by comparing the triggering patterns of the 
four events presented in Table 11. The sensors 
arranged by triggering sequence were aligned in terms 
of the sensor numbers. It is evident from the table that 
these four events have a very similar triggering pattern. 
Sensor 52, however, has a very inconsistent sequence. 
According to the triggering sequences of Events 39 
and 40, this sensor should be one of the earliest 
triggered sensors instead of the last triggered one. To 
confirm this conclusion as well as the conclusions for 
the first two outliers, the source locations for these four 
events were calculated for two conditions: excluding 
and including the outliers. When the outliers were 
included in the calculation, the locations were all 
outside of the mine boundary, and the errors were in 
the order of more than 10 km. However, when the 
outliers were excluded, all four events were clustered 
near the blast site with very similar locations (Table 12). 
If the blast site (5 725 m, 5 660 m, 2 088 m) is used as 
an approximation of the origin of these events, the 
errors for these three events are only 13, 13 and 5 m, 
respectively.  
 
Table 11 A comparison of triggering patterns for four 
microseismic events. 
Event Sensor numbers (in triggering sequence) 
39 15 52 57 49 59 47 50 45 53 60 43 44     
40 30 52 57 47 59  50  53 60 45 44 40 41   
41   57  59 47 50  53 60 43 44 41 40 39 52
43   49 59 57 47 50 53 45 60 43 44 41 40   
Note: Bolded sensor numbers represent the identified outliers. 
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Table 12 Source location results without outliers. 
Coordinates (m) Event Arrival status 
x y z 
39 DPPPPPPPPPPP 5 720 5 651 2 080 
40 DPPPPPPPPPPP 5 717 5 669 2 084 
41 PPPPPPPPPPPD 5 727 5 663 2 092 
43 PPPPPPPPPPPP 5 736 5 675 2 088 
Note: P represents P-wave arrivals, and D outliers. 
 
4.3 How to handle large input errors 
A popular perception in managing the AE/MS 
source location data is that optimization methods will 
automatically take care of input errors and rescue the 
analysis from miscalculation. The discussion of 
systematic errors and outliers, however, has drawn an 
opposite conclusion: one cannot rely on optimization 
methods when the input errors are systematic and 
substantial. The only means to resolve this problem is 
an early detection and early correction, that is, the 
source location data must be carefully screened prior to 
source location. Large and systematic errors have to be 
detected and corrected during this screen process.  
The following is a very brief discussion of the data 
screening techniques. The main purpose is to 
demonstrate the underlying methodology. For a 
detailed discussion of the theories and methods for 
AE/MS source location data screenings, readers may 
refer to Ge and Kaiser (1990, 1992), Ge (2005), and 
Ge et al. (2009). 
4.3.1 Detecting systematical errors by arrival time 
difference analysis 
The main cause of the systematic error in AE/MS 
source location is the misidentification of S-wave 
arrivals as P-wave arrivals. An efficient means for 
detecting this problem is the arrival time difference 
analysis (Ge and Kaiser, 1990). According to this 
theory, there exists a theoretical limit of the arrival 
time difference for a given velocity model. For 
instance, if the P-wave arrival is assumed for all 
stations, the theoretical limit of the arrival time 
difference for the arrivals between any two stations is 
d/vp, where d is the distance between these two stations 
and vp is the P-wave velocity. If this limit is exceeded, 
the second arrival will be most likely triggered by an 
S-wave if no significant timing error is involved. 
As an example, let us consider Event 1 again. The 
observed arrival time differences between the first 
triggered and other stations for this event as well as the 
corresponding theoretical limits of the P-wave arrival 
time differences for these stations are listed in Table 13. 
According to the theory of arrival time difference 
analysis, the observed arrival time differences should 
be less than the theoretical limits if these stations were 
triggered by P-wave arrivals. However, it shows that 
the observed arrival time differences are all 
significantly larger than the corresponding theoretical 
limits of the P-wave arrival time differences in Table 13. 
According to the theory of the arrival time difference 
analysis, sensors 2–6 were triggered by S-waves. If the 
P-wave arrival was originally assumed for these 
stations, the corrections can be made immediately 
during the data screening process. 
 
Table 13 A comparison of theoretical limits and observed 
arrival time difference for Event 1. 
Limit of P-wave arrival time difference (0.1 μs) 
Station 
Theoretical Observed 
2 1 216 1 449 
3 1 342 1 831 
4 1 342 1 831 
5 1 342 2 059 
6 1 342 2 146 
 
4.3.2 Simple techniques for outlier detection 
Outliers, complex in causes and appearances, often 
manifest signs which are inconsistent with the source 
location environment. Two most commonly observed 
signs are excessively large arrival time differences and 
excessively large distances with the other sensors in 
the array. The outliers in Events 39 and 40 are such 
examples. An efficient means for detecting these 
outliers is to check whether the observed arrival time 
differences for each sensor and the distances between 
this and other sensors are excessive for the given 
sensor array layout. In order to define “excessive”, a 
good understanding of the source location environment 
is essential. Unfortunately, little attention has been 
paid to this problem, and in the author’s opinion it has 
been one of the major deficiencies in AE/MS source 
location practices.  
The severity of large and systematic errors is not 
only due to their devastating effects on source location, 
but also due to the fact that they are not rare and 
isolated problems as demonstrated in the previous 
examples. Because of these reasons, one of the major 
tasks in AE/MS source location is to resolve the 
problems of large and systematic input errors. As the 
problems cannot be addressed by the conventional 
optimization methods during the source location 
process, the only means in dealing with these errors is 
the early detection and correction, that is, the source 
location data must be carefully screened. Large and 
systematic errors have to be detected and corrected 
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during this screening process prior to using the data to 
determine the source location.  
 
5  Conclusions 
 
Errors in AE/MS source location data are inevitable 
and the ability to deal with these errors holds the key 
for reliable and accurate AE/MS source location. In 
order to develop an effective error management 
strategy, one has to understand how the input errors are 
handled by the optimization methods incorporated in 
the source location algorithms.  
An optimization method, in essence, is an error 
definition, and the difference among the regression 
methods is how the error is defined. Because of this, 
the efficiency of an optimization method is determined 
by whether the error defined by the method is 
compatible with the errors contained in the input data.  
The compatibility between an optimization method 
and the input errors can be examined in terms of the 
distribution of station residuals. For an ideal 
distribution, it will hold the input error at the station 
where it occurs as the station residual and will not 
allow the error to spread to other stations. The 
distribution with this character constrains the input 
errors and minimizes their impact.  
A comparison study of the least squares method and 
the absolute value method shows that the absolute 
value method is more robust in dealing with large and 
isolated input errors. The underlying reason is that the 
absolute value method is a median based optimization 
method, which is less affected by those extreme values. 
As a result, it is able to constrain the large and isolated 
errors. The problem with the least squares method is 
that the errors often do not follow the normal 
distribution as assumed by the method. The method 
tends to be overly sensitive to large input errors when 
the number of data points is limited.  
When the errors in the input data are systematic 
and/or extreme in that the basic data structure is altered 
by these errors, none of the optimization methods will 
be able to function. The only means to address this 
problem is the early detection and correction of these 
errors through a data screening process. An efficient 
data screening process is of the primary importance for 
AE/MS source location. In addition to its critical role  
in dealing with those systematic and extreme errors, it 
creates a favorable environment for applying 
optimization methods. 
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