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RÉSUMÉ
Nous présentons de nouveaux algorithmes optimaux, au sens de la
théorie de la décision, pour la segmentation d’un objet d’intensité
aléatoire apparaissant sur un fond non recouvrant d’intensité aléa-
toire. Nous étudions les solutions optimales pour des lois Gaus-
siennes et Gamma.
ABSTRACT
We propose in this paper new optimal snake-based processors to track
the shape of a target with random white intensity appearing on a
random white spatially disjoint background. We study the optimal
solutions for Gaussian and Gamma laws.
1 Introduction
La segmentation d’un objet est un problème classique en
traitement d’images. Il apparaît dans de nombreuses applica-
tions : poursuite d’objet dans une séquence d’images, recon-
naissance de forme ... La technique récente des contours actifs
(snakes) s’adapte bien à ce type de problèmes. Les premières
approches qui ont été étudiées reposaient essentiellement sur
les informations des contours de l’image de telle sorte que le
snake évolue vers les zones de fort gradient d’intensité [1].
D’autres approches ont été proposées par la suite pour pallier
les limitations qui apparaissent quand l’objet à segmenter n’est
pas simplement délimité de son contexte par des contours nets.
C’est en particulier le cas des approches régions [2] [3] pour
lesquelles le snake évolue afin de séparer deux régions aux
propriétés différentes. Récemment, de nouvelles méthodes op-
timisant des critères statistiques précis ont été proposées [4].
Nous proposons ici de présenter une nouvelle approche [5]
permettant d’obtenir des algorithmes optimaux, au sens de la
théorie de la décision, pour la segmentation d’un objet d’in-
tensité aléatoire apparaissant sur un fond d’intensité aléatoire.
Après une présentation générale de l’approche, nous analyse-
rons les solutions optimales au sens du maximum de vraisem-
blance lorsque les statistiques en présence suivent des densi-
tés de probabilité Gaussiennes et Gamma dont la pertinence
sera discutée. Nous terminerons par l’étude d’algorithmes op-
timaux au sens du maximum a posteriori.
2 Approche générale
Dans la suite nous utiliserons une notation mono-
dimentionnelle, sans perte de généralité. Les vecteurs seront
représentés en caractère gras. La scène s D fsi ji 2 [1; N]g
est constituée de N pixels. Soit !, un vecteur de dimen-
sion N représentant le support de la cible, de telle sorte que
!i D 1 lorsque le pixel numéro i est à l’intérieur de la cible
et !i D 0 sinon. ! partitionne donc l’image en deux régions
Sa D fi jwi D 1g et Sb D fi jwi D 0g constituées respective-
ment de Na. !/ et Nb. !/ pixels. Les intensités des pixels de
la cible ai (respectivement du fond bi ) sont la réalisation de va-
riables aléatoires, indépendantes entre elles, caractérisées par
leur densité de probabilité (pdf) Pa
a (respectivement Pb
b ).
u est un vecteur dont les composantes, u j , sont les para-
mètres de la pdf Pu (pour une loi normale, les composantes du
vecteur  seront la moyenne et l’écart type).
Notre modèle d’images peut donc être décrit par :
si D ai !i C bi.1Ä !i /
L’objectif de la segmentation est alors l’estimation de la
forme ! de la cible dans la scène. Si nous appelons H!
l’hypothèse qui consiste à attribuer une certaine forme à la
cible, le processeur optimal au sens du maximum a poste-
riori (MAP) est obtenu par la maximisation de la proba-
bilité : P[H !; 
a; bjs]. La loi de Bayes nous permet
d’écrire :
P.H !; 
a; bjs/ D P.sjH !; a; b/
P. a; b; H !/
P.s/
(1)
où P.sjH !; a; b/ est la vraisemblance de s, c’est-à-
dire la probabilité d’observer la scène lorsque la silhouette
de la forme est supposé être ! et que les paramètres sont
a et b. Si nous supposons les hypothèses H! équi-
probables et indépendantes des vecteurs a et b (eux même
indépendants entre eux), nous pouvons écrire :
P.H !; 
a; bjs/ D K  m. !; a; bjs/ (2)
où K est une constante et,
m. !; a; bjs/ D
Y
Sa
Pa
a .si /P. 
a/

Y
Sb
Pb
b.si / P. 
b/:
Maximiser la probabilité P.H !; 
a; bjs/ est donc équi-
valent à maximiser m. !; a; bjs/.
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Les divers paramètres, u j (u D a ou u D b) étant inconnus,
nous choisissons de les estimer au sens du MAP. Ils doivent
alors vérifier l’équation suivante :
@m. !; a; b; s/
@u j
j j u. !/ D 0
où a. !/ et b. !/ sont les valeurs qui maximisent l’équa-
tion 2. Le critère à maximiser est alors m. !; a. !/; b. !/js/.
Dans la suite, nous utiliserons souvent L. !; a; bjs/ qui
est le logarithme de m. !; a; b/. L’évolution du snake sera
régie par la minimisation de :
J a ; b . !; s/ D Äln

m. !; a. !/; b. !/js/ :
La fonction ! qui minimise ce critère, réalise une segmenta-
tion optimale au sens du MAP de la cible.
Nous décrivons ici simplement le contour actif, et donc !, par
la donnée de p nœuds joints entre eux par une interpolation li-
néaire.
Nous minimisons par la suite le critère précédent à l’aide
d’un algorithme stochastique simple (du type Monte Carlo).
Il consiste à tirer aléatoirement, suivant une loi uniforme, un
nœud, une amplitude et une direction de déformation (limitée
par une amplitude de déformation maximale d). Ces tirages
aléatoires permettent le déplacement d’un nœud et par consé-
quent, la définition d’un nouveau support !0 et d’une nou-
velle valeur du J a ; b. !
0/. Ce déplacement sera conservé
si cette nouvelle énergie est inférieure à la précédente, il sera
rejeté sinon. Cette opération est répétée autant de fois que né-
cessaire. Nous ne discuterons pas plus la pertinence de cet al-
gorithme dont on peut toutefois souligner que rien n’assure
sa convergence vers le minimum glogal de J a; b . !/. Un
algorithme de type recuit simulé pourrait éventuellement être
mieux adapté.
3 Maximum de vraisemblance
Si nous supposons que les densités de probabilité des divers
paramètres sont équiprobables, la maximisation de la probabi-
lité a posteriori P.H !; 
a; bjs/ (équation 1) se ramène à
la maximisation de la probabilité a priori P.sjH !; a; b/
(vraisemblance). L’estimation des paramètres se fait alors au
sens du maximum de vraisemblance.
Nous allons commencer par déterminer le processeur opti-
mal lorsque les statistiques en présence sont blanches et Gaus-
siennes. La robustesse de ce processeur sera ensuite illustrée
sur une scène réaliste.
Nous nous intéresserons ensuite aux lois Gamma qui sont in-
téressantes à divers titres. En effet, il est bien connu [6] que les
intensités des images speckle sont distribuées suivant une telle
densité de probabilité. C’est le cas, en particulier, des images
SAR (Synthetic Aperture Radar). De plus, les lois Gamma
peuvent être considérées comme une approximation de la sta-
tistique de certaines images pré-traitées. En effet, il est clas-
sique en traitement d’image d’utiliser la somme des carrés de
combinaisons linéaires de pixels. Il est également bien connu,
que lorsque le nombre de pixels intervenant dans les combinai-
sons linéaires augmente, la densité de probabilité de l’image
pré-traitée converge vers une loi Gamma. On peut citer par
exemple, l’énergie de certains filtres linéaires comme le So-
bel, Prewitt ou le Laplacien.
3.1 Cas Gaussien
Nous supposons ici, que les statistiques en présence sont
blanches et Gaussiennes. Les vecteurs paramètres peuvent
donc s’écrire : a D [ma; a]T et b D [mb; b]T . La log-
vraisemblance s’écrit :
L MV . !; 
a; b; s/ D ÄNa. !/ln.a/
Ä 1
2a
2
X
Sa
.si Ä ma/2
Ä Nb. !/ln.b/
Ä 1
2b
2
X
Sb
.si Ä mb/2
Si nous estimons les paramètres au sens du maximum de
vraisemblance, nous obtenons :
mu. !/ D
1
Nu.!/
X
Su
si I  u 2. !/ D
1
Nu.!/
X
Su
[si Ä mu.!/]2
En injectant ces estimées dans l’équation précédente et en
prenant l’opposé, le critère à minimiser devient :
J .!; s/ D Na.!/ ln[ a2. !/] C Nb.!/ ln[ b2. !/] (3)
Nous pouvons remarquer que ce critère peut être instable. En
effet, il diverge lorsque l’estimation de l’une des deux va-
riances est nulle. Dans ce cas nous montrerons dans la section
suivante que l’introduction de priors sur les paramètres a et
b à estimer permet de pallier simplement cet inconvénient.
3.2 Densité de probabilité Gamma
Supposons maintenant que les intensités des pixels de
la cible et du fond sont distribuées suivant des densités de
probabilité Gamma, définies pour x > 0 par :
P[x] D  xÄ1 ex p[Äx]=0./:
0./ est la fonction gamma et  et  sont des réels positifs.
Les vecteurs paramètres, définis précédemment, se réduisent
ici à des scalaires : a D a et b D b. En utilisant la
même démarche que précédemment, nous obtenons,a. !/ D
=ma. !/ et 
b. !/ D =mb. !/. Le critère est alors :
Jm.!; s/ D Na.!/ ln[ma. !/] C Nb.!/ ln[mb. !/]
Il est intéressant de noter que Jm.!; s/ ne dépend pas de
. Cette propriété signifie que le même critère est optimal
quelque soit l’ordre des densités de probabilité Gamma uti-
lisées.
3.3 Exemples de résultats
La robustesse du modèle Gaussien est illustrée sur une
scène réaliste (figure 1). Sur l’image de gauche nous avons
superposé à la scène le snake initial. Sur celle de droite, nous
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montrons le snake final, après minimisation du critère. Le
snake utilisé comporte p D 12 nœuds, l’amplitude maximale
des déformations est d D 2 et la convergence s’est effectuée
en moins de 2000 itérations.
Sur la figure 2 nous avons synthétisé un avion et un fond par
des distributions Gaussiennes corrélées de paramètres, ma D
mb D 1 et a D b D 0; 5, et de longueurs de corrélation
différentes la D 1 et lb D 2. Nous avons utilisé le processeur
optimal dans le cas des lois Gamma qui a été appliqué sur la
scène pré-traitée par un filtre Laplacien (de noyau 3  3 dont
toutes les valeurs sont égales à 1 sauf la valeur centrale qui est
égale à Ä8). L’état initial et final du snake ont été superposés
à la scène sur la figure 2. Les paramètres utilisés sont p D 12,
d D 2 et la convergence s’est effectué en moins de 2000
itérations.
Sur la figure 3 nous montrons les résultats obtenus sur une
image réelle SAR de type ERS1 d’une zone agricole. Les
snakes initial et final sont superposés à la scène (p D 4, d D 3,
convergence effectuée en moins de 1500 itérations).
FIG. 1 — Scène réaliste. Snake initial (image de gauche) et
snake final (image de droite).
FIG. 2 — La scène est constituée d’un avion et d’un fond
modélisés par deux distributions corrélées. Le processeur
optimal pour des lois Gamma est appliqué sur l’image pré-
traitée par un filtre Laplacien. Snake initial (à gauche) et
snake final après sa convergence sur l’image pré-traitée (à
droite).
4 Maximum a posteriori
Dans cette section, nous allons nous limiter au cas Gaus-
sien. Comme nous l’avons déjà signalé dans la section précé-
dente, la solution optimale au sens du maximum de vraisem-
FIG. 3 — Image SAR de type ERS1 d’une zone agricole.
Snake initial (à gauche) et snake final (à droite).
blance peut être instable (équation 3). En effet lorsque l’es-
timation d’une des deux variances tend vers zéro, le critère
diverge. Il peut donc être intéressant d’utiliser un prior P. )
qui pénalise les valeurs nulles de l’écart type  . Cela peut fa-
cilement être justifié si on rappelle qu’une image est le résultat
d’une quantification. De ce fait, il existe un écart type mini-
mal min au dessous duquel l’image numérique est uniforme.
C’est pourquoi il est naturel de fortement pénaliser tout les
écarts types inférieurs à min (via un prior). De même, on peut
définir un écart type max , écart type maximal que l’on peut
obtenir dans une image. La définition de max permet seule-
ment d‘assurer à P. / son caractère de densité de probabilité
(
R
P. / d D 1).
4.1 Choix d’un prior
Différents choix sont possibles, en particulier les fonctions
représentées sur la figure 4. Dans ces divers cas, les solutions
P(x) P(x) P(x)
x x xAA B  A
1/(B-A) C
B
FIG. 4 — Exemples de prior pouvant être utilisé pour l’écart
type  (x sur la figure).
obtenues sont très proches. Nous allons présenter les résultats
obtenus lorsque le prior utilisé est la fonction Porte puis
lorsqu’il correspond à la fonction Gamma inverse.
4.1.1 Fonction Porte
La fonction porte est représentée à gauche sur la figure 4.
Ce prior est défini par : P. / D 1=.B Ä A/ si  2 [A; B]
et P. / D 0 sinon. A et B peuvent correspondre aux écarts
types min et max définis précédemment.
Si on a a; b 2 [A; B] alors P.H!; a; bjs/ est proportion-
nelle à la vraisemblance P.sjH!; /.
Après calcul, et estimation des divers paramètres au sens du
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MAP, nous obtenons le critère :
J . !; s/ D Na. !/ log[. M APa /2] C a
C Nb. !/ log[. M APb /2] C b
avec,(
.u
M AP /2 D u 2 et u D Nu=2 si u 2 [A; B]
.u
M AP /2 D A2 et u D Nuu 2=.2A2/ sinon
où  u est l’écart type estimé dans la section précédente au sens
du maximum de vraisemblance.
4.1.2 Gamma inverse
La loi Gamma inverse est une pdf qui possède les princi-
pales qualités de la pdf de la section précédente et qui permet
d’obtenir des résultats simples. Cette loi est définie par l’équa-
tion :
P.x/ D 
2
x2
ex pfÄ
2
x
g:
Si nous supposons que la variance  2 a pour loi de probabilité
a priori (prior), une loi Gamma inverse, on a :
P. / D 2 
2
 3
ex pfÄ
2
 2
g
L’utilisation de ce prior, nous permet alors d’obtenir le critère
suivant :
J . !; s/ D Na.!/ ln[ a2 C 2a2]
C Nb.!/ ln[ b2 C 2b2] (4)
4.2 Simulations
Afin d’illustrer les résultats obtenus avec l’approche au sens
du MAP, nous allons segmenter un objet uniforme sur un fond
complexe. Comme nous l’avons déjà fait remarquer, le proces-
seur optimal obtenu dans la précédente section diverge lors-
qu’une région est uniforme. Plusieurs initialisations ont été
réalisées, et en particulier avec une initialisation interne et une
externe à la région uniforme. Dans les deux cas, la conver-
gence ne s’est correctement effectuée qu’avec l’approche du
MAP. Nous présentons sur la figure 5 les résultats obtenus,
pour une initialisation externe, avec le processeur de l’équa-
tion 4 (a D b D 10Ä3, p D 12, a D 2, convergence effec-
tuée en moins de 2000 itérations).
5 Conclusion
Nous avons présenté une nouvelle approche pour la seg-
mentation de cibles. La modélisation de la cible et du fond par
deux champs aléatoires indépendants nous a permis de décrire
des situations difficiles. L’estimation des paramètres au sens
du maximum de vraisemblance dans un premier temps, puis
du maximum a posteriori dans un second, nous a conduit à des
critères à optimiser optimaux dans le cadre de la théorie pro-
babiliste de la décision. La robustesse des algorithmes obtenus
a été illustrée sur diverses images.
FIG. 5 — Segmentation d’un objet uniforme, grâce à l’utili-
sation d’un prior.
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