Drought is a slow and creeping worldwide phenomenon which has adversely affected arid and semiarid regions of the world. Drought indices like Streamflow Drought Index (SDI) and Standardized Precipitation Index (SPI) offer quantitative methods for combating probable consequences of drought. In this article, the results of the drought indices trend showed that the case study suffers from hydrological drought more than meteorological drought. The correlation analysis between hydrological and meteorological drought was assessed in monthly and seasonal time scales. To this end, some multivariate techniques were used to summarize the SPI and SDI series of all stations into one new dataset. Three assessment criteria involving higher correlation among drought indices, higher eigenvalue in expansion coefficients, and following fluctuation and variation of original data were used to find the best new datasets and the best multivariate method. Results asserted the superiority of singular value decomposition (SVD) over other multivariate methods. EC1 in the SVD method was able to justify about 80% of the variability in drought indices for monthly time scales, as well as summer and spring for seasonal time series, which followed all fluctuations in original datasets. Therefore, the SVD method is recommended for aggregating drought indices.
INTRODUCTION
Drought, the greatest natural phenomenon threatening the world's human population, has extensive negative impacts spanning environmental, economic and social aspects (Bernard et al. ; Heudorfer & Stahl ) . Drought is conventionally grouped as meteorological, hydrological, agricultural, or socioeconomic (Yang ; Li et al. a, b) . Among these, the hydrological element is the most important part and is highly influenced by activities such as industry, agriculture, urban water supply and hydropower generation (Vasiliades et al. ; Ye et al. ) .
Many researchers claim that drought is an abnormal event with complexity related to climate parameters, water balance status, and spatial and temporal dimensions (Heim ; Lennard et al. ; Li et al. a, b) .
Thus, it is vital to focus on the definition of drought and the quantification of its intensity and duration. To address this issue, it is necessary to perceive drought's characteristics and indices (duration, severity, spatiotemporal variability and frequency) because they offer a quantitative method for determining the onset of a drought event (Yoo et al. (Keyantash & Dracup ) and Effective Drought Index (Byun & Wilhite ) . Each of these indices has its own strengths and weaknesses. Most of them are data demanding and have complex computational processes (Nalbantis & Tsakiris ) .
Drought is defined as the lack of precipitation in all its forms (streamflow, snowmelt, reservoir level and groundwater level) which is observed in the land phase of the hydrological cycle. Among these variables, streamflow is the most remarkable variable from the viewpoint of water quantity (Nalbantis & Tsakiris ) . Thus, the role of precipitation and streamflow, as the most common variables in drought research, must be highlighted (Kazemzadeh & Malekian ) . Considerable (, ) and Nalbantis & Tsakiris () used SDI in monthly time scales of 3, 6, 9, and 12 months and assessed drought severity based on streamflow data. Arabzadeh et al.
() concluded that SDI can accurately identify the expected frequency of drought in seasonal time scales.
As drought has complicated spatiotemporal patterns, This literature review illustrates a gap in assessing the correlation between SPI and SDI as the most common drought indices in both monthly and seasonal time scales by means of aggregation methods. In addition, a comparison among different multivariate methods is a crucial prerequisite for data decomposing, according to the diversity of results in finding the best multivariate method in previous research. Therefore, the major challenges in this study are attributed to assessing drought indices correlation along with compressing the large datasets into independently standardized components. In this regard, SPI and SDI indices were used, which are most frequently applied in different fields of drought. Eleven rain gauge stations and nine hydrometric stations were used for precipitation and streamflow data, and were decomposed to new datasets by multivariate methods.
The major innovation of this study is related to evaluating the capabilities of some well-known multivariate methods such as PCA, ICA, SVD, and averaging method, not only for determining the coupled relationship between SPI and SDI indices but also for decomposing the dimensions of input data and determining the best multivariate method. Furthermore, multivariate methods are compared by means of eigenvalues in different components to define the method which can accurately reflect the fluctuation and variation in the original data and confirm higher correlation among SPI and SDI indices. Also, sensitivity analysis of the proposed indices in different sets of SPI and SDI time scales (monthly and seasonal) has been performed.
STUDY AREA AND DATA

Case study
Iran is located in the mid-latitude belt of arid and semi-arid regions. Thus, drought periods and their effects are of great concern to politicians and planners (Raziei et for agriculture production, domestic supplies, fish farming, and serves to sustain the environment.
METHODS
The following subsections define the material and methods and involve a brief description of SPI and SDI drought indices for monthly and seasonal time scales, some stochastic tests to assess the trend in datasets, using multivariate methods intended for introduction of new datasets, and choosing the best multivariate method based on assessment parameters. Figure 2 illustrates the flowchart of the computational framework.
Drought indices
SPI
To calculate the SPI, precipitation dataset was prepared for 39 years at different time scales. Each of the datasets was fitted to the gamma distribution which fits well to the climatological precipitation time series. The two-parameter gamma probability density function is calculated as
Equation (1):
where α and β are the shape and scale parameters, respectively. Parameter x is the precipitation amount and Γ(α) is the gamma function as Equation (2):
Parameters α and β are estimated for each station in each time scale. Maximum likelihood estimations of α and β are according to Equation (3): where A ¼ ln ( x) À P ln (x)=n and n is the number of precipitation dataset. The resulting parameters are used to find the cumulative probability. If the gamma function is undefined for x ¼ 0 and precipitation distribution may contains zeroes, the cumulative probability is calculated as Equation (4):
where q is the probability of zero precipitation and F(x) is the cumulative probability of the incomplete gamma function which is transformed to the standard normal random variable z with mean and variance equal to zero and one, respectively (Thom ; Abramovitz & Stegun ). 
SDI
In calculation of SDI, Log-normal distribution fits well to the hydrological streamflow time series as Equation (5):
are mean and variance of streamflow dataset, respectively. Table 1 (Nalbantis & Tsakiris ).
Classification of SDI values is illustrated in
Non-parametric stochastic tests
Spearman's rho test
The Spearman correlation coefficient of the linear regression between series of i and j is obtained as Equation (6):
where n is the number of data items. For n (sample size) >30, the distribution will be normal and the test statistic z is computed as Equation (7):
If jzj ≻ z a at the significance level of a, the null hypoth-
Kendall's tau test
Kendall's correlation is commonly used to assess the significance trends in hydrometeorological time series (Kendall et al. ) . According to this test, the null hypothesis H0 assumes that there is no trend and this is tested against the alternative hypothesis H1, which assumes that there is a trend. The Kendall s statistic is computed as
Equation (8):
The standard test statistic z is calculated as Equation (9): where σ 2 is the variance for s. This test statistic is used to test the null hypothesis, H0. If jzj ≻ z a=2 then the null hypothesis is invalid and the trend is significant.
Multivariate methods
ICA
ICA method is based on maximization of the output entropy or minimization of mutual information between the outputs.
It aims to decompose the time series of data in matrix x i (t), which consists of a mixing matrix A and a number of statistically independent source signals s j (t) as Equation (10) (Herault & Jutten ; Ziehe ):
where t is the time index and x i is the mixing model which can be represented as the matrix in Equation (11):
where data in matrix X are samples of the x i (t), the N × M matrix A has elements A i,j and matrix S is analogous to the construction of X. According to Equation (11), ICA is based on factoring the observed signals data matrix X into the mixing matrix A and the source signals matrix S.
PCA
The introduction of PCA follows the familiar route of to Equation (12):
where Z has (i, j) dimension with i th observation and j th principal component; A is p × p matrix with eigenvector elements of the covariance of X, and having
matrix whose non-negative entries are the eigenvalues of X T X.
SVD
The SVD method can decompose any n × m matrix as A.
The first step is to find U, S and V via Equation (13) 
where U is an n × n orthonormal matrix, V is an m × m combine two or more variables in the same PCA but some research has proven that SVD is superior to combined PCA. SVD is a robust statistic technique, which isolates linear combinations of variables to obtain coupled relationships between two spatiotemporal fields that tend to be linearly related to one another. It is a fundamental matrix operation, a generalization of the diagonalization procedure in PCA to matrices that are not square or symmetric (Lipovetsky ).
Expansion coefficient assessment
Expansion coefficient (EC) is used to find the spatial patterns of variability and gives a measure of the importance of each pattern as assessed by Equation (14) 
where EC i is the i th expansion coefficient, E T i is the i th eigenvector, X k is the k th original variable, and e ij is the k th element of the i th eigen component. The first expansion coefficient equivalent to EC 1 , justifies a large amount of variation of hyper-cloud buildup by the variables (Sharma ). The eigenvalues corresponding to each EC are calculated using Equation (15):
where C is correlation matrix of original data, λ is eigenvalue and I is identity matrix. As the eigenvalues were calculated, the eigenvector will be formed to correspond to each eigenvalue. Due to seasonal and monthly time scales, these assessments were done based on two scenarios. In the first scenario, the correlation coefficients between SDI and SPI were assessed for seasonal time scales in each hydrological
RESULTS AND DISCUSSION
year, and for the second scenario this stochastic relationship was used for drought indices in overlapping periods of 3, 6, 9, 12 and 24 months. Multivariate methods for seasonal time scales 
EC for seasonal drought indices
The results of ECs based on eigenvalue for two selected multivariate methods, SVD and PCA, for seasonal drought indices are shown in Figure 4 . Figure 4(c) shows the contribution of each variant in forming the SVD results. The ECs in the SVD method come from squared diagonals of matrix S (matrix of singular eigenvalues). As the SVD method is based on the eigenvalues of the covariance matrix SPI × SPI, the squared matrix S is in a 9 × 9 dimension.
EC1 has the highest eigenvalue for all seasons; in consequence, it is able to justify a great part of the total variance in the original variables and can explain the most percentage of variability in the original SPI and SDI data.
According to Figure 4(c) , EC1 has less contribution for fall and winter, of about 70% and 64%, respectively, while spring and summer have a high eigenvalue of about 81%.
The reason for the increase in the EC1 for summer and spring is the lower variety of SDI and SPI indices existing in this range, which represents the lower variability in seasonal precipitation and streamflow data, as shown in along with an averaging method, one can determine the most robust technique in this case study.
EC for monthly drought indices
The results of ECs based on eigenvalue for two selected multivariate methods, SVD and PCA, for monthly drought indices are shown in Figure 6 . It is obvious that most of the dataset features can be explained by EC1 and other ECs only cover some of the data. In the SVD technique, EC1 has a high eigenvalue for all monthly time series of around 80%, while PCA has a lower eigenvalue for both SPI and SDI data with a range of eigenvalues from 53%
to 70% according to Figure 6 including the EC's operational based standardized values, which are expected to have higher eigenvalues in order to contain a large part of the original data. This study asserts the superiority of the SVD technique which is aptly suited for the above expected features over other multivariate methods.
The p values of Spearman's rho and Kendall's tau showed that the study area has suffered from hydrological drought more than meteorological drought. The SVD technique showed more capability of finding the coupled pattern for SPI and SDI, which has the highest correlation coefficients for both monthly and seasonal time scales.
The higher eigenvalue of about 80% in spring, summer and all monthly time scales for the SVD method asserts its dominance over the PCA method, with a varied eigenvalue from 53% to 70%. Additionally, the SVD technique reflected the higher fluctuation of fall and winter datasets by lower eigenvalues for these seasons, however PCA could not demonstrate these fluctuations. Thus, SVD explains the greatest percentage of variability in the original SPI and SDI data, better than PCA as the most common multivariate method in drought indices' assessment research.
