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ABSTRACT
In this paper, we present a deep learning-based (DL-based) algorithm, as a purely mathematical platform, for providing intuitive
understanding of the properties of electromagnetic (EM) wave-matter interaction in nanostructures. This approach is based
on using the dimensionality reduction (DR) technique to significantly reduce the dimensionality of a generic EM wave-matter
interaction problem without imposing significant error. Such an approach implicitly provides useful information about the role of
different features (or design parameters such as geometry) of the nanostructure in its response functionality. To demonstrate
the practical capabilities of this DL-based technique, we apply it to a reconfigurable optical metadevice enabling dual-band
and triple-band optical absorption in the telecommunication window. Combination of the proposed approach with existing
commercialized full-wave simulation tools offers a powerful toolkit to extract basic mechanisms of wave-matter interaction in
complex EM devices and facilitate the design and optimization of nanostructures for a large range of applications including
imaging, spectroscopy, and signal processing. It is worth to mention that the demonstrated approach is general and can be
used in a large range of problems as long as enough training data can be provided.
Keywords: deep learning, physical understanding, dimensionality reduction, nanophotonics, metamaterials, plasmonics
1 Introduction
To manipulate the inherent properties (e.g., amplitude, phase, polarization, and frequency) of electromagnetic (EM) waves in
the subwavelength regime, nanophotonic structures (especially metamaterials and metasurfaces) have emerged as a promising
candidate1–4. The development of reliable fabrication techniques to realize such nanostructures has opened up new opportunities
for forming reliable flat optical components to replace the existing bulky optical elements. Numerous interesting functionalities
have been demonstrated so far including planar lenses5, calculus metasurfaces6–12, meta-holograms13, and nonlinear meta-
modulators14, 15. However, systematic realization of mature optical functionalities using complex nanostructures requires
significant knowledge about the influence of nanostructure features on the interaction of EM waves, which currently can only
be found using cumbersome numerical calculations. Despite extensive efforts in forming new approaches for design and
optimization of nanostructures9(e.g., using brute-force techniques16, evolutionary techniques like genetic algorithms17, 18 or
particle swarm optimization19, semi-analytical modeling?, 20–27, pattern recognition method28, and even neural network-based
techniques?, 29, 29–35, 35–40), systematic approaches for understanding the physics of wave-matter interaction in nanostructures
and/or the effect of structural properties on their output response are still missing. On the other hand, available design and
optimization approaches (e.g., the brute-force techniques) either suffer from significant computation complexity or over-simplify
the problem in both response and design domains (e.g., due to sever down-sampling). Such computation complexity and
oversimplification hinders the use of the existing design tools to provide a detailed understanding of the dynamics of light-matter
interaction inside nanostructures unless a large set of simulations is performed.
Here, we present a new design and optimization approach based on deep learning (DL) that provides detailed information
about the role of design parameters in the output response of any nanostructure as well as intuitive understanding of the physics
of wave-matter interaction in these nanostructures without imposing stringent computation complexity. Our approach is based
on reducing the dimensionality of the problem in both design and response spaces while preserving the vital information. By
training proper neural networks (NNs) for implementation of these dimensionality reduction (DR) processes, we find a complex
analytic formula that relates the design parameters to the output response of the nanostructure. Despite their inherent complexity,
such analytic relationships provide valuable intuitive information about the role of each design parameter in the overall response
of the nanostructure at minimal computation costs. This is in contrast to existing design and optimization techniques, which
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Figure 1. Procedure of revealing the underlying physics of a generic nanostructure using the DR algorithm. First, a set of
random values is fed into the full-wave EM solver as design parameters. The output response (e.g., reflection spectra) of the
corresponding simulated structures are lunched to a DR algorithm forming the reduced response space. In the next step, the
reduced response-space data points and the associated random design parameters are used for training of a pseudo-encoder for
DR of the design space. Finally, the trained pseudo-encoder provides physical intuition of the investigated EM structure and the
role of each design parameter on the overall output response.
require costly iterative computations for each design problem without providing intuitive understanding about the role of design
parameters41–43. This approach also allows for trading off the computation accuracy and complexity. Thus, it can be used for
obtaining quick high-level information about the physics of light-matter interaction (e.g., the role of a given design parameter
on the overall device performance) or running longer simulations to achieve more detailed information about a specific feature
of the structure. By providing the required information for intuitive understanding of the light-matter interaction or design
of a class of patterned nanostructures for any desired application with orders of magnitude less computation complexity, this
approach can have a transformative impact on several applications that rely on nanostructures including imaging, spectroscopy,
signal analysis, sensing, and LiDAR among others.
The design and optimization approach and its important properties are discussed in Section 2. The results of the application
of this technique to practical nanostructures is presented in Section 3. Understanding the underlying physics of investigated
nanostructures as well as more detailed properties of this technique is discussed in Sections 4 and 5, and final conclusions are
made in Section 6.
2 Deep learning-based Approach for Design and Optimization of Nanostructures
Figure 1 shows the schematic representation of our platform for analysis, design, optimization, and understanding the physics
of nanostructures. Our main focus in this paper is to use such a simulation platform to extract the underlying physics of
light-matter interaction through running a complete design and optimization process. Our approach (depicted in Fig. 1) uses the
high level of correlation of light-matter interaction in the spatial and spectral domains to considerably reduce the dimensionality
of the response space of the problem. Furthermore, the correlation that often exists among the effect of structural design
parameters on the response space is used to reduce the dimensionality of the design space.
In the first step, a full-wave EM simulation software (based on the finite element method (FEM) implemented in the
COMSOL environment, unless otherwise stated) is used to provide sufficient number of randomly generated instances (or
so-called the input dataset) to train our DR approach. Each instance is calculated using a given set of randomly selected design
parameters (i.e., a point in the design space), and thus, it relates the design space to the response space. After feeding a DR
network using a subset of the available training data, we reduce the dimensionality of the response space. By setting the level of
acceptable error, we find the minimum accessible dimensionality of the reduced response space. These reduced features are
related to the intact dimensions in the original response space through the analytic formulas provided by the dimensionality
expansion methods.
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Figure 2. Schematic representation of an autoencoder architecture used in the DR technique. The leftmost half part (i.e., the
encoder) reduces the dimensionality (the bottleneck layer represents the reduced space) while the right part (i.e., the decoder)
recovers the data from the reduces space back to the original space. xi and xˆi represent inputs and outputs, respectively.
We applied principal component analysis (PCA)44, kernel PCA (KPCA)45, and autoencoder46 to reduce the dimensionality
of our response space47 (more details are provided in the Supplementary Information). PCA is a linear DR algorithm that
projects the data points on the eigenvectors of the covariance matrix of the responses. During the projection, first d eigenvectors
with the highest eigenvalues are selected, where d represents the dimensionality of the reduced response space44. KPCA is the
nonlinear version of PCA in which a kernel function maps datapoints using a nonlinear function and then projects the datapoints
on the basis vectors of the covariance matrix of the kernelized space45. As another DR method, the autoencoder (shown in Fig.
2) encodes the high-dimensional input on the leftmost part to low-dimensional data in the middle layer using a multilayer NN.
The same NN can be used to decode and recover the data (back to the original response space) with some error48. In other
words, autoencoder is a feedforward NN in which it has same number of inputs and outputs. The number of neurons in the
middle layer represents the dimension of the low-dimensional data represent the desired reduced dimensionality. This layer is
also known as the bottleneck of the autoencoder. As shown in Section 3, our simulations show that the performance of the
autoencoder surpasses those of the PCA and KPCA.
After training an autoencoder for the DR of the response space (see Fig. 3(a)), we reduce the dimensionality of the design
space using a pseudo-encoder architecture (see Fig. 3(b))48 to relate the design and response spaces with minimal computation
complexity. Since the input and output of the DR mechanism in Fig. 3(b) are different parameters (in contrast to the case for an
autoencoder), we call this architecture a pseudo-encoder. In this manner, we directly include the information about the response
of the nanostructure into the reduced design space, which is a major advantage of the pseudo-encoder architecture. Once the
DR in both spaces are performed, we form a complete NN-based architecture that directly relates the design parameters to
the nanostructure response by integrating the two trained NNs for the DR algorithms shown in Figs. 3(a) and 3(b). Once the
underlying NNs are trained, we will obtain complex analytic formulas to study in details the roles of the design parameters in
the output features. In addition, the weights of the NNs at different layers in for both the autoencoder and the pseudo-encoder
can provide valuable information about the role of design parameters on the output response.
3 Analysis of Nanostructures Using the DR-based Technique
To show the applicability of the proposed approach, we consider here two simple design problems for the implementation of a
reconfigurable multifunctional metadevice enabling dual-band and triple-band absorption in the telecommunication window.
Figure 4 shows the schematic of the supercell structure of the metadevice, which can be electrically tuned to obtain the
desired reflection spectrum when illuminated with a TM-polarized light (i.e., magnetic field normal to the direction of grating).
Considering the maximum sampling value for the periodicity, the supercell in this design can consist of up to two unit cells
to effectively suppress the higher diffraction orders in the telecommunication window. Each unit cell is comprised of a gold
(Au) nanoribbon incorporating germanium antimony telluride (GST), a well-developed phase-change alloy. Upon non-volatile
conversion of GST from the amorphous to the full crystalline state, a drastic change happens in its refractive index, which
consequently induces a remarkable change in the reflection response. Meanwhile, the intermediate phase transition of GST
can be realized by exciting it with an external stimulus (e.g., an electrical current). The nanostruture in Fig. 4 has 7 design
parameters, i.e., the widths of the two Au nanoribbons in the supercell (w1 and w2), unit cell periodicities (p1 and p2), the
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Figure 3. Reducing dimensionality of response and design spaces using autoencoder and pseudo-encoder platforms, respec-
tively. (a) Reducing the optical response feature and represent optical response in reduced response space. (b) Architecture of a
pseudo-encoder, that maps the design parameters to the reduced design parameters.
crystalline states of the two GST nanostripes (m%1 and m
%
2 in which the superscript number represents the crystallization
fraction), and the thickness of the GST nanostripes (h). It is notable that a specific crystallization fraction (which is associated
to the refractive index of GST) can be realized by applying a predefined gate voltage. Here, we assume the thicknesses of the
silicon dioxide (SiO2) layer and Au nanoribbons are defined by the fabrication limitations, and thus, we do not consider it as a
separate design parameter.
The training of the DR algorithm for the response space is performed with 1700 instances obtained using the FEM
simulations for structures with randomly selected design parameters. To obtain these instances, the reflection spectrum (i.e.,
reflection as a function of frequency) of the structure in Fig. 4 is calculated and sampled over the 150-300 THz range (with 3.75
THz spacing between adjacent samples) to obtain the response-space results. Thus, the number of parameters in the design
space is 7, and the number of samples in the response space is 40. Details of these simulations are provided in Methods. In
addition, we simulated 300 extra structures (with randomly selected design parameters) to obtain the validation dataset.
We applied the three DR algorithms (discussed on Section 2) with different number of reduced dimensions to the training
dataset and tested them with the (unseen) validation dataset. The mean squared error (MSE) for different number of dimensions
(d) in the reduced response space for the three DR algorithms is represented in Fig. 5(a). In these simulations, the polynomial
kernel with degree of 7 is selected for the KPCA method. The autoencoder (see Fig. 2) consists of 7 layers in total and the
number of nodes in the hidden (or intermediate) layers are 40, 30, 20, d, 20, 30, and 40, respectively. Here d represents the
dimension of the reduced response space, which is the number of nodes in the bottleneck of the autoencoder in Fig. 2. The
activation function for all nodes is fixed to tangent sigmoid function. As it is shown in Fig. 5(a), the autoencoder outperforms
PCA and KPCA for all values of d. This reveals the effectiveness of autoencoder in keeping nonlinear properties of the response
space. KPCA works slightly better than PCA for lower dimensions (d); however, it has higher MSE as the dimensionality
increases because of overfitting. Figure 6 represents the reconstructed spectra using different DR methods for three values of d
(d = 2, 7, and 16 for Figs. 6(a), 6(b), and 6(c), respectively, with respective errors for different cases shown in Figs. 6(d), 6(e),
and 6(f)). As seen from Fig. 6(b), the autoencoder is able to reconstruct the response spectrum after reducing the dimensionality
of the response space from 40 to 7. Figure 5(a) also confirms that the autoencoder with d = 7 is a good choice for the DR of the
response space with MSE < 0.05.
In the next step, we train the pseudo-encoder with the training dataset and test it with the validation data set using the
approach discussed in48. To simplify the computation, we only consider one layer for the encoder part of the pseudo-encoder.
Figure 5(b) shows the MSE as a function of the dimension in the reduced design space D. It is clear that by reducing the
dimension of the design space from 7 to 4, MSE < 0.02 is achieved.
Figure 7(a) shows the pseudo-encoder architecture with the design parameters and the reduced response space being its
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Figure 4. Three-dimensional (3D) illustration of the hybrid plasmonic/phase-change material metasurface studied in this paper.
The design parameters are the thickness of GST nanostripes (h), the crystallization fraction of the GST nanostripes (m%1 and
m%2 ), the unit cell periodicities (p1 and p2), and Au nanoribbon widths (w1 and w2) while the thickness of the Au nanoribbon is
fixed at 30 nm. Each supercell can consist of one or two unit cells each comprised of a GST nanostripe encapsulated between
the Au nanoribbon and the Au back-reflector separated from each other by symmetric SiO2 spacers. m%1 and m
%
2 are dependent
on the gate voltages V1 and V2, respectively. The whole structure is illuminated with a TM-polarized light at the near-infrared
frequency range.
input and output, respectively. The weights of the first layer in pseudo-encoder represent the importance of different design
parameters. In this manner, each input node (corresponding to each deign parameter) is connected to the nodes in the second
layer with the strengths shown by the weights. Thus, design parameters with more significant roles have larger weights in this
layer. Figure 7(b) shows the weights in the first layer of the pseudo-encoder. It is clear that the GST thickness h has the strongest
role in the output response. Thus, the response of the structure is more sensitive to this parameter. Besides, wi (i = 1,2) and
pi (i = 1,2) have almost similar accumulative intensities (or weights) and thus, similar influence on the response space. It is
clear that the response space is slightly affected by the less important design parameter m%i (i = 1,2). This understanding of
the relative importance of the design parameters in the output response is very helpful for initializing any wise optimization
process, even with traditional approaches.
4 Understanding the Physics of Light-matter Interaction in Nanostructures
Herein, we illustrate that the interpretation of the weights of the pseudo-encoder can effectively reveal the underlying physics
of light-matter interactions in nanostructures. For this purpose, we perform a comprehensive analysis of the fundamental modes
of the metasurface in Fig. 4 using full-wave EM simulations in the given frequency range. Further information on the material
properties as well as details of the FEM simulation process are provided in the Methods.
Figure 8(a) shows upon excitation of a unit cell of the structure in Fig. 4 with a TM-polarized light, the Au nanoribbon/GST
nanostripe and GST nanostripe/Au back-reflector can support short-range surface plasmons (SR-SPPs), which are EM waves
bound to and travel along the metal-dielectric interface with short propagation lengths. It should be noted that the effective
index contrast at the interfaces of Au nanoribbon end-faces and air implies that each nanoribbon approximately acts as a lateral
mirror-like cavity. Accordingly, a constructive interference happens between SR-SPP modes travelling back and forth (i.e.,
in the x-direction in Fig. 4) between the two ends of the Au nanoribbon. Furthermore, the difference between the refractive
indices of GST and SiO2 enhances the effect of the lateral Fabry-Perot cavity in the intermediate GST nanostripe at the interface
between the GST and the (lower) Au back-reflector plane. Thus, a similar mode profile exists within that region, which can be
ascribed to a confined constructive SPP.
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Figure 5. (a) MSE for different DR algorithms on the response space. The autoencoder has 7 layers with dimensions 40, 30,
20, d, 20, 30, and 40, where d represents the number of reduced dimensions. The KPCA is trained with a polynomial kernel of
degree 7. (b) MSE of the pseudo-encoder for different dimensions of the reduced design space. The number of nodes (or the
dimension) of the different layers of the pseudo-encoder are 7, d, 10, 20, 20, 30, 30, 40, and 7 at each layer where d represents
the dimensionality of the reduced design space.
The two aforementioned SPPs are the fundamental modes of the metasurface defining any arbitrary response from the
structure. We expect that the parameter simultaneously modifying the field profiles of these modes plays the key role in
engineering the spectral response of the metasurface. The DR algorithm introduces h as the most influential parameter (see Fig.
7(b)). To justify such a claim, we study the effect of three different h values on the field profile of the metasurface for a fixed set
of other parameters. Figure 8(b) shows that when the two Au-GST interfaces (at the top and bottom of the GST nanostripe) are
far (i.e., large h), the fundamental modes are spatially separated in a unit cell. By decreasing the distance of these interfaces
(i.e., h), the coupling between the SR-SPP and the confined SPP modes sustained by individual interfaces increases until these
highly coupled modes form a supermode as the dominant mode of the structure (see Fig. 8(a)). Fig. 8(c) shows that further
decrease in parameter h results in fading of one of the modes. To further verify our conclusion, we finely sweep h and present
the reflection spectrum in Fig. 10(a). This figure illustrates that by changing h, no abrupt change happens in the reflection
spectrum profile. Such a gradual transition verifies the absence of the well-known gap-surface-plasmon resonance, a highly
confined magnetic mode, which originates from the circulating displacement current between a metal nanoribbon and a metal
back-reflector. This can be ascribed to the remarkable refractive index of GST in any crystallization fraction. Thus, we firmly
conclude the metasurface only supports the two above-mentioned SPP modes (and no gap-surface-plasmon mode). This makes
h the most important design parameter with the maximum influence on the variation of the reflection spectrum.
Figure 7(b), shows that wi (i = 1,2) and pi (i = 1,2) have the secondary dominant effects on the EM response after h.
This is in-line with the well-known fact that the resonance frequency of a SPP mode is highly dependent on the width of the
nanocavity. Moreover, we found that even by continuously increasing w, only the well-known odd order SPP modes could
be excited (see Fig. 9)?. This observation justifies that variation of w does not change the inherent nature of these individual
SPP modes and keeps them rather decoupled. Figure 10(b) corroborates that while other parameters in a unit cell are fixed,
decreasing (increasing) the width (w) reasonably blueshifts (redshifts) the resonance. However, the reflection response is not
as sensitive to w as to h since the nature of both individual SPP modes remains intact while w is varied. More apparently, by
modifying the width around w = 350 nm while having other parameters fixed (i.e., h = 170 nm, p = 580 nm, and m0%), the
resonance profile in Fig. 10(b) has a broader linewidth compared to its counterpart in Fig. 10(a). This comparison well justifies
the more sensitive nature of the reflection spectrum to h. On the role of p, it is notable that light diffraction from the surface of
the structure is the origination of the confined SPP mode excited at the interface of the GST nanostripe/Au back-reflector. As a
result, the behavior of the overall reflection spectrum relies on the periodicity (i.e., p) of each unit cell. Figure 10(c) illustrates
that by increasing p, the lower portion of the incident light couples to the confined SPP mode, and some part of it reflects in
the form of higher diffraction orders. On the other hand, decreasing the periodicity can reasonably increase the coupling of
adjacent unit cells, which changes the overall reflection response.
Finally, Fig. 7(b) shows that m%i (i = 1,2) has the minimum effect on the EM response among the investigated parameters.
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Figure 6. Reconstructed reflection amplitude (left) and reconstruction MSE versus frequency (right) for dimensionality
reduction using PCA, KPCA, and autoencoder. Results for reducing the dimensionality from 40 to (a),(b) 2, (c),(d) 7, and (e),(f)
16. The hyper-parameters for KPCA and autoencoder are the same as parameters used in fig. 5.
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Figure 7. Detailed architecture of the adopted pseudo-encoder. (a) The number of nodes of the pseudo-encoder are 7, 4, 10,
20, 20, 30, 30, 40, and 7 at each layer. (b) Weights of the first layer of the pseudo-encoder in (a) which is yellow highlighted.
This is also seen from Fig. 10(d) as slightly changing m (while keeping all other parameters fixed) results in no major change
in the reflection spectrum amplitude. Nevertheless, Fig. 10(d) suggests that the location of the minimum of the reflection
spectrum (or the absorption peak) depends on m%; increasing (decreasing) m% (i.e., larger GST refractive index) results in a
red (blue) shift in the absorption peak. Accordingly, choosing a unit cell with a proper crystallization fraction (m%) ensures
near-unity absorption at the desired frequency. More importantly, a structure with a supercell with two different values of m
(m%1 and m
%
2 in Fig. 4) can have a multi-band absorption governed by the constructive and/or destructive overlap between the
distinct resonance peaks corresponding to the two values of m%. This design approach can be extended to structures with more
sophisticated supercells to form more complex absorption spectra.
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Figure 8. EM field distributions in a unit cell of the structure in Fig. 4. Magnetic field (presented by the thermal colormap)
and electric field profile (represented by arrows and coded by the rainbow colorbar) for a unit cell with (a) h = 150 nm, (b) h =
250 nm, and (c) h = 50 nm, respectively. The other structural parameters are fixed as p = 550 nm, w = 340 nm, and m60%. The
frequency of incident TM-polarized light is f = 194 THz.
5 Discussion
The intuitive understanding of the role of design parameters on the response of a given nanostructure obtained in Section 4 can
facilitate the design of more sophisticate nanostructures using any optimization technique. The computation complexity of
any optimization approach depends heavily on the discretization of the values of different design parameters. Our approach
suggests that maximum discretization shall be used for the most influential design parameter (e.g., h in the structure in Fig.
4) while a more sparse discretization is acceptable for less important design parameters (e.g., m%i (i = 1,2) in the structure
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Figure 9. EM field distributions in a unit cell of the structure in Fig. 4. Magnetic field (presented by the thermal colormap)
and electric field profile (represented by arrows and coded by the rainbow colorbar) for a unit cell with (a) w = 100 nm (first
order mode), (b) w = 300 nm (third order mode), and (c) w = 500 nm (fifth order mode), respectively. The other structural
parameters are fixed as p = 550 nm, h = 150 nm, and m60%. The frequency of incident TM-polarized light is f = 194 THz.
in Fig. 4). To test this approach, we used our findings in Section 4 about the structure in Fig. 4 to design a multifunctional
metadevice providing dual-band absorption (at two distinct frequencies of f1 = 195 THz and f2 =235 THz) and triple-band
absorption (at three distinct frequencies of f1 = 170 THz, f2 = 205 THz, and f3 = 240 THz). For device optimization, we used
the exhaustive search of design parameters using the analytic formulas obtained by the trained system that relates the design
space to the response space with DR. We also used non-uniform discretization of the design parameters through our findings
in Section 4 to minimize the computation complexity. The optimized supercell offered by this approach has two unit cells
with similar structural parameters h = 180 nm, pi = 550 nm (i = 1,2), and wi = 340 nm (i = 1,2). (m0%1 ,m
50%
2 ) and (m
0%
1 ,m
0%
2 )
are obtained for the dual- and the triple-band absorption functionalities, respectively. Figure 11 shows the response of the
designed multifunctional metadevice. As shown, by slightly changing m%1 and m
%
2 , the locations of the absorption peaks do
not considerably change around the optimized values. This is anticipated regarding the discussion in Section 4; the overall
reflection response of the structure has minimum sensitivity to m%1 and m
%
2 and thus, it is robust against random variations of
external stimulus (here the gate voltage) or other destructive environmental effects (such as GST oxidization).
Another important observation is that by retraining the algorithm using a different set of training data (for the same structure),
the weights slightly change, but the trends of their variations remain the same. This means that the intuitive understanding of
the roles of the designing parameters in its response is to a good degree independent of the training process. We repeated this
process at least 20 times with different sets of training data for the structure in Fig. 4 and found the same conclusions in all
trials. Nevertheless, we think that for sophisticated nanostructures with many design parameters, training the algorithm with
different training sets may reveal different information about the device operation. This is especially valuable for the complex
nanostructures in which simple simulations (e.g., like the ones that resulted in Fig. 11) cannot be used to understand the role of
design parameters. It is also not practical to simulate enough structures to learn the role of a specific design parameter due to
computation complexity of such complex nanostructures. It is also worth mentioning that the technique discussed here is not
limited to nanostructures; it can be extended to cover many different problems (e.g., fluid mechanics, heat transfer, acoustic
wave propagation, etc.) as long as enough training data can be provided.
6 Conclusion
We demonstrated here a DL-based technique for the understanding of the physics of wave-matter interaction in nanostructures.
By using the DR algorithm in the response space and the design space (using an autoencoder and a pseudo-encoder, respectively),
we could obtain an analytic formula that relates the design parameters to the response of the nanostructure while providing
access to the weights of the neural notworks at all layers. By analyzing these weights, important information about the roles
of different design parameters in the overall response of the nanostructure can be obtained. This intuitive information can be
used to understand the physics of light-matter interaction while facilitating the device optimization process by suggesting a
non-uniform discretization of the design parameters to reduce the computation requirements. As such, the approach presented
here can have an important impact in the design and understanding of the EM wave-matter interaction in nanostructures while
being extendable to several other applications.
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(a) (b)
(c) (d)
Figure 10. Reflection amplitude profile of a unit cell of the metasurface shown in Fig. 4 with different structural parameters
under illumination of a TM-polarized light. Reflection amplitude versus (a) GST nanostripe thicknesses while geometrical
parameters are chosen p = 580 nm, w = 350 nm, and m0%, (b) Au nanoribbon widths while other geometrical parameters are
fixed as h = 170 nm, p = 580 nm, and m0%, (c) periodicity of the unit cell while other geometrical parameters are chosen h =
170 nm, w = 350 nm, and m0%, and (d) crystallization fraction while geometrical parameters are fixed as h = 170 nm, p = 580
nm, and w = 350 nm.
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(a) (b)
Figure 11. Absorption spectra of the designed optimized multifunctional metadevice. (a) Spectra of the original dual-band
absorber (solid blue line) at two distinct frequencies of f1 = 195 THz and f2 =235 THz, and (b) triple-band absorber (solid blue
line) at three distinct frequencies of f1 = 170 THz, f2 = 205 THz, and f3 = 240 THz. Red dashed curves justify that by slightly
modifying m%i (i = 1,2) around the optimized values, the spectra change moderately.
Methods
All full-wave EM simulation results shown in the main text were obtained by using COMSOL Multiphysics 5.3, a commercial-
ized full-wave simulation package based on the FEM. The proposed metasurface in Fig. 4 was simulated in a two-dimensional
environment with periodic boundary conditions in the y direction. The structure is assumed infinite in the x direction and
was excited with a TM-polarized plane-wave propagating in the +z direction. The optical properties of the amorphous and
the fully crystalline GST were obtained from49 and those of the intermediate states were calculated using the well-known
Lorentz-Lorenz relation formulated as50:
εe f f ( f )−1
εe f f ( f )+2
= (m%/100)× εc( f )−1
εc( f )+2
+((m%/100)−1)× εa( f )−1
εa( f )+2
, (1)
where for a specific frequency f , εc( f ) and εa( f ) are the permittivities of the fully crystalline and the amorphous GST,
respectively, and m%, ranging from 0% (i.e., m0% or amorphous) to 100% (i.e., m100%, fully crystalline), is the crystallization
fraction of GST. The optical properties of other materials were obtained from2.
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Supplementary Information
S1 Principal Component Analysis (PCA)
PCA is a linear dimensionality reduction method, which maps the data into a linear subspace so that the variance is maximized.
In other words, PCA projects data points onto the eigenvectors of the covariance matrix of the data points with larger eigenvalues.
PCA results in minimum MSE during reconstruction. Thus, it gives the best representation of the data in the lower-dimensional
space in terms of MSE. Considering X as the response space matrix whose rows are samples of the reflection amplitude for an
specific design, the first step in this algorithm is to centralize the dataset (i.e., subtract mean from data points):
Xˆ = X−Xmean, (S1)
where Xmean is the mean matrix of the data points, and Xˆ is the centralized matrix. The eigenvectors of the covariance matrix of
Xˆ represent the principal components. These vectors are found using the singular value decomposition as:
Xˆ =UΣV T , (S2)
Here, columns of matrix U represent the basis vectors of the covariance matrix XˆT Xˆ . In addition, Σ is a diagonal matrix, and
its diagonal elements (σ ) are the singular values associated with the columns of U . Therefore, by keeping the first k columns of
U with the largest singular values, the projected matrix is:
PXˆ =UTd Xˆ , (S3)
where Ud contains the first d columns of U and PXˆ is the projection of the data in the lower-dimensional space. To reconstruct
the projected response, we first make the projection inverse and then add the mean to the matrix as:
RX =UdPXˆ +Xmean, (S4)
Finally, the reconstruction error is
1
N
N
∑
i=1
||Xi−RXi||22, (S5)
where N is the number of data points, and Xi represents the ith row of the response-space matrix.
S2 Kernel PCA (KPCA)
The nonlinear version of PCA is known as kernel PCA (KPCA). Figure S1 shows how PCA and KPCA project data points into
the lower-dimensional space. As we discussed before, PCA projects the data points on a linear subspace. However, if there
are nonlinear properties in the dataset, PCA might result in a poor performance. KPCA transforms the original data into a
higher-dimensional space using a nonlinear mapping φ(xi) for all data points and then projects the transformed data into the
lower-dimensional space. KPCA provides better results when we are interested in nonlinear relation in the dataset.
The kernel function is defined as k(xi,x j) = φ(xi)φ(x j)T . Two well-known kernels are polynomial kernel k(xi,k j) =
(xixTj + c)
m and Gaussian Kernel k(xi,k j) = e−||xi−x j ||
2
2/2γ , where m and γ are the free parameters. The best parameters then
could be found using the cross-validation technique. In this work, we used the polynomial kernel to reduce the dimension of
the data and compared the results with the other methods. To implement the kernel PCA, we should do the following:
• Compute the Gram Matrix K where Ki j = k(xi,x j). Note that the dataset is centralized and has zero mean. The Gram
Matrix is as below:
Kˆ = K−1NK−K1N +1NK1N (S6)
where 1N is a N×N matrix with all elements equal to 1/N.
• Find the basis vectors of the transformed space by using eigen-decomposition of the Gram Matrix.
• Project the data points on the first d eigenvectors with higher eigenvalues.
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Linear PCA Kernel PCA
𝜑(𝑥, 𝑦)
Figure S1. Linear PCA projects the data points onto the direction of largest principal component. Kernel PCA, however,
maps the data points into another space using a nonlinear kernel function and then projects them on principal components of
the new space.
S3 Autoencoder
Autoencoder is a neural-based dimensionality reduction network. Figure 2 shows a schematic of an autoencoder with a
multilayered NN to map the high-dimensional input on the leftmost layer to the low-dimensional data in the middle layer. The
same NN can be used to decode and recover the data back to the original space with a specific error. Actually, the data from
the input layer are first compressed and subsequently are uncompressed into those closely matches the original data. For the
simplest case(i.e. mono-layer encoder and mono-layer decoder) high-dimensional and low-dimensional data relation are:
z = σ(Wx+b), (S7)
X ′ = σ ′(W ′x+b′), (S8)
Which x, z, W , W ′, b, b′, σ , and σ ′ represent high-dimensional data, low-dimensional data, encoder weight matrix, decoder
weight matrix, encoder bias, decoder bias, encoder activation function, decoder activation function respectively .To find the
optimum weights for autoencoder The MSE loss function should be minimized:
L = ||X−X ′||2 = ||X−σ ′(W ′(σ(Wx+b))+b′)||2, (S9)
S4 Comparison of PCA, KPCA, and Autoencoder
Figure S2 and S3 demonstrate the performance of PCA, KPCA, and autoencoder for reconstructing the reflection spectra from
the reduced space. The results represent the effectiveness of the dimensionality reduction in recovering reflection spectra after
finding the optimum low-dimensional space.
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Figure S2. Comparison of the reflection spectra of the original and reconstructed data after reducing the dimensionality of the
response space employing different methods (PCA, KPCA, and autoencoder) with d = 7.
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Figure S3. Comparison of the reflection spectra of the original and reconstructed data after reducing the dimensionality of the
response space employing different methods (PCA, KPCA, and autoencoder) with d = 2.
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