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AN`LISE ESTAT˝STICA DE MODELOS MISTOS VIA
REML/BLUP NA EXPERIMENTA˙ˆO EM MELHORAMENTO
DE PLANTAS PERENES
Marcos Deon Vilela de Resende
1. Introduçªo
No melhoramento de plantas perenes, as tØcnicas de avaliaçªo genØtica
desempenham papel fundamental, pois permitem a prediçªo dos valores
genØticos aditivos e genotípicos dos candidatos a seleçªo, propiciando uma
seleçªo mais acurada. Tais tØcnicas sªo relevantes tanto para o melhoramento
intrapopulacional quanto interpopulacional visando à utilizaçªo de híbridos
heteróticos.
As tØcnicas ótimas de avaliaçªo genØtica envolvem, simultaneamente,
a prediçªo de valores genØticos e a estimaçªo de componentes de variância.
De maneira genØrica, o procedimento ótimo de prediçªo de valores genØticos Ø
o BLUP (melhor prediçªo linear nªo viciada) ao nível individual (Henderson &
Quaas, 1976). Para o caso balanceado, os preditores BLUP ao nível individual
eqüivalem aos índices de seleçªo multi-efeitos (Resende & Higa, 1994a), os
quais envolvem todos os efeitos aleatórios do modelo estatístico associado às
observaçıes fenotípicas. A prediçªo usando BLUP ou os índices multi-efeitos
assume que os componentes de variância sªo conhecidos. Entretanto, na prÆtica
sªo necessÆrias estimativas fidedignas dos componentes de variância
(parâmetros genØticos) de forma a se obter o que se denomina BLUP empírico
(Harville & Carriquiry, 1992). Atualmente, o procedimento padrªo de estimaçªo
de componentes de variância Ø o da mÆxima verossimilhança restrita (REML),
desenvolvido por Patterson & Thompson (1971).
A estimaçªo de parâmetros genØticos associados à seleçªo no contexto
do melhoramento de plantas anuais Ø bem descrito em vÆrias obras publicadas
no Brasil (Vencovsky, 1987; Vencovsky & Barriga, 1992; Ramalho et al. ,
1993; Cruz & Regazzi, 1994; Cruz, 1997; Ramalho et al., 2000). Por outro
lado, a estimaçªo e prediçªo no contexto do melhoramento de plantas perenes
demanda o uso da metodologia de modelos mistos (REML/BLUP) ao nível
individual, a qual vem sendo aplicada ao melhoramento de espØcies florestais
como o eucalipto, o pinus, a acÆcia-negra e a seringueira (Resende et al., 1993;
1996; Bueno Filho, 1997; Resende & Fernandes, 1999; Resende et al., 1998;
Costa et al., 1999; Kalil et al., 2000), de espØcies produtoras de alimentos
estimulantes (contendo alcalóides como a cafeína e a teobromina) tais quais a
erva-mate, o cacau e o cafØ (Resende et al., 2000a; Resende & Dias, 2000;
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Resende et al., 2000b), de fruteiras como a acerola (Paiva et al., 2000, Resende,
2000) e de palmÆceas como a pupunha (Farias Neto & Resende, 2000), mas
necessita ser difundida e disseminada. As tØcnicas de estimaçªo baseadas no
mØtodo de quadrados mínimos tais como a anÆlise de variância nªo sªo as mais
recomendadas para aplicaçªo ao melhoramento de plantas perenes.
Este artigo tem como objetivo descrever, em termos prÆticos, os modelos
mistos e suas estruturas de mØdias e variâncias, estimadores e preditores
associados aos principais delineamentos experimentais e de cruzamentos
empregados no melhoramento de plantas perenes. Sªo contemplados os
delineamentos experimentais de blocos ao acaso e lÆtice, delineamentos de
cruzamento em polinizaçªo aberta e controlada, medidas simples e repetidas,
modelos univariados e multivariados, avaliaçªo de progŒnies intrapopulacionais
e híbridas, avaliaçªo de clones, uma e vÆrias populaçıes, avaliaçªo em
experimentos simples e repetidos atravØs dos locais (contemplando a interaçªo
genótipo x ambiente), avaliaçªo simultânea de caracteres. Todas estas situaçıes
sªo sobrepostas gerando em torno de 30 modelos diferentes. Sªo consideradas
variÆveis contínuas (modelos lineares) e variÆveis discretas (modelos nªo lineares
associados à tØcnica de modelos lineares generalizados). Sªo tambØm abordados
com detalhes, aspectos referentes ao uso dos softwares ASREML (Gilmour et
al., 2000) e DFREML (Meyer, 1998).
Todos os aspectos considerados neste trabalho sªo essenciais na prÆtica
do melhoramento de plantas perenes. Adicionalmente, sªo fundamentais aos
trabalhos acadŒmicos e tØcnico-científicos, referindo-se ao conteœdo da
metodologia dos trabalhos científicos que forem desenvolvidos atravØs do uso
da abordagem de modelos lineares e nªo lineares mistos.
Acredita-se que este trabalho sirva de referŒncia ao melhoramento de
plantas perenes no Brasil tais quais: (i) espØcies florestais: eucalipto, pinus,
acÆcia-negra, grevílea,  seringueira, leucena, etc; (ii) espØcies produtoras de
alimentos estimulantes: erva-mate, cacau, cafØ, guaranÆ, chÆ-da-índia, etc;
(iii) fruteiras: caju, acerola, cupuaçu, maçª, graviola, etc; (iv) palmÆceas: coco,
dendŒ, açaí, pupunha, juçara, tamareira, palmeira real, etc.
2. Modelos lineares mistos, BLUP e REML
Um modelo linear  misto geral Ø da forma (Henderson, 1984):
eZaXby ++= (1),
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com as seguintes distribuiçıes e estruturas de mØdias e variâncias:
RZGZVyVarRNe
XbyEGNa
+==
=
')(),0(~
)(),0(~
em que:
y: vetor de observaçıes;
b: vetor paramØtrico dos efeitos fixos, com matriz de incidŒncia X;
a: vetor paramØtrico dos efeitos aleatórios, com matriz de incidŒncia Z;
e: vetor de erros aleatórios;
G: matriz de variância  covariância dos efeitos aleatórios;
R: matriz de variância  covariância dos erros aleatórios;
0: vetor nulo.
Assumindo como conhecidos G e R, a simultânea estimaçªo dos efeitos
fixos e prediçªo dos efeitos aleatórios pode ser obtida pelas equaçıes de modelo
misto dadas por:



=




+ −
−
−−−
−−
yRZ
yRX
a
b
GZRZXRZ
ZRXXRZ
1
1
111
11
'
'
ˆ
ˆ
''
''
A soluçªo deste sistema para bˆ  e aˆ  conduz a resultados idênticos aos
obtidos por:
yVXXVXb 11 ')'(ˆ −−−= : estimador de quadrados mínimos generalizados (GLS)
ou melhor estimador linear nªo viciado (BLUE) de b;
)ˆ()ˆ('ˆ 11 bXyCVbXyVGZa −=−= −− : melhor preditor linear nªo viciado (BLUP)
de a; em que C = GZ = matriz de covariância entre
a e y.
Quando G e R nªo sªo conhecidas, os componentes de variância a eles
associados podem ser estimados eficientemente empregando-se o procedimento
REML (Patterson & Thompson, 1971; Searle et al., 1992). Exceto por uma
constante, a funçªo de verossimilhança restrita a ser maximizada, Ø dada por:
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)/'logloglog(log
2
1
)/'loglog(log
2
1
22
221
ee
ee
PyyvGRC
PyyvHXXHL
σσ
σσ
++++−=
+++−= −
em que:
11111
')'(;' −−−−− −=+= HXXHXXHHPZGZRH ;
v = N-r(x) = graus de liberdade, em que N Ø o nœmero total de dados e r(x) Ø
o posto da matriz X;
C = matriz dos coeficientes das equaçıes de modelo misto.
A funçªo (L)  de verossimilhança restrita expressa em termos do logaritmo,
pode ser maximizada (visando obter as estimativas REML dos componentes de
variância) empregando-se diferentes algoritmos tais quais: (i) Expectation 
Maximization (EM) de Dempster et al. (1977);  (ii) Derivative Free (DF) de
Graser et al. (1987);  (iii) Average Information  (AI) de Gilmour et al. (1995).
Estes algoritmos geraram as denominaçıes EM-REML, DF-REML e AI-REML.
Dentre estes, o algoritmo EM Ø o mais acurado, mas tambØm o mais lento. O
algoritmo DF Ø rÆpido e acurado quando o nœmero de componentes de variância
nªo Ø muito grande. Para modelos complexos, o algoritmo AI Ø mais rÆpido e
acurado do que o DF (Johnson & Thompson, 1995).
Sendo geral, o modelo (1) contempla vÆrios modelos inerentes às
diferentes situaçıes, tais quais:
(a)  Modelo univariado, ajustando apenas o vetor de efeitos aditivos (a)
a :  vetor de efeitos genØticos aditivos;
22 ; ea IRAG σσ == , em que:
2
aσ : variância genØtica aditiva;
A :  matriz de correlaçªo genØtica aditiva entre os indivíduos em avaliaçªo;
2
eσ : variância residual.
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(b)  Modelo univariado com medidas repetidas, ajustando os efeitos aditivos
(a*) e de ambiente permanente (p) (Modelo de Repetibilidade)
:,
;)(;)(
2
*
1
222*
queemepZaZXb
IRIpVarAaVareZaXby epa
+++=
===++= σσσ
2
pσ = variância dos efeitos permanentes.
(c)  Modelo multivariado, ajustando os efeitos aditivos
No caso bivariado tem-se:
:,
0
0
;
;;
;;
0
0
2
2
2
2
2
2
2
1
2
1
2
1
221
121
221
121 queemRouRG
RIRGAG
a
a
a
Z
Z
Z
e
e
O
ee
ee
O
aa
aa
O
OO




=



=



=
⊗=⊗=



=


=
σ
σ
σσ
σσ
σσ
σσ
12a
σ = covariância genØtica aditiva entre os caracteres 1 e 2;
12e
σ = covariância ambiental entre os caracteres 1 e 2.
(d)  Modelo geoestatístico para anÆlise espacial
R = S : matriz nªo diagonal que considera a correlaçªo entre resíduos,
por exemplo, linhas auto-regressivas e colunas auto-regressivas, para contemplar
a autocorrelaçªo espacial entre as observaçıes.
Os modelos geoestatísticos permitem estudar a variabilidade espacial
do solo nas Æreas experimentais, atravØs do uso de procedimentos que permitem
um melhor critØrio de estratificaçªo ambiental (para seleçªo massal ou para
melhor definiçªo dos efeitos fixos no procedimento BLUP). Neste contexto, a
anÆlise espacial Ø realizada simultaneamente (Cullis et al., 1998) à prediçªo
BLUP. Conhecimentos e modelos de sØries temporais sªo muito œteis nesta
Ærea de pesquisa. TambØm, muitas tØcnicas empregadas na Ærea de geologia
tais quais a construçªo de semivariogramas e a realizaçªo de krigagens sªo
empregados na anÆlise espacial.
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De maneira genØrica, as variância dos erros de estimaçªo e prediçªo
dos efeitos fixos e aleatórios sªo dadas por 


−
−
aa
bbVar
ˆ
ˆ
= C-1 , para um
modelo incluindo os efeitos fixos (b) e aleatórios (a), em que C-1 Ø a inversa da
matriz dos coeficientes das equaçıes de modelo misto.
A partir da variância do erro de prediçªo (PEV) dos valores genØticos a
acurÆcia Ø dada por [ ] 2/12
ˆ
/1 aiaa PEVr i σ−= .
3. Programas computacionais
A implementaçªo computacional da metodologia de modelos mistos
baseia-se fortemente em mØtodos numØricos, notadamente em Ælgebra linear
numØrica visando a obtençªo da soluçªo iterativa das equaçıes de modelo
misto (obtençªo do BLUP) e no cÆlculo numØrico para a maximizaçªo/
minimizaçªo de funçıes de vÆrias variÆveis visando a obtençªo das estimativas
REML.
Os algoritmos para obtençªo de estimativas REML podem ser agrupados
de acordo com a ordem das derivadas usadas. Assim, tem-se  (i) nªo derivativo
(DF-REML), baseado em procura direta;  (ii) baseado em derivadas parciais de
primeira ordem (EM-REML);  (iii) basedo em derivadas parciais de primeira e
segunda ordens (AI-REML). O algoritmo AI Ø um procedimento derivativo
melhorado, o qual fundamenta-se no uso dos mØtodos de Newton, que usam as
derivadas primeira e segunda da funçªo de verossimilhança. Tal algoritmo
fundamenta-se na utilizaçªo da informaçªo advinda da mØdia das derivadas
segundas observadas e esperadas da funçªo de verossimilhança, de forma que
o termo que contØm os traços dos produtos da matriz inversa Ø cancelado,
restando uma expressªo mais simples para computaçªo. TØcnicas de matrizes
esparsas sªo empregadas no cÆlculo dos elementos da inversa da matriz dos
coeficientes, os quais sªo necessÆrios para as derivadas primeiras da funçªo
de verossimilhança. Este algoritmo Ø tambØm denominado Quasi-Newton
(Gilmour et al., 1995), o qual aproxima a matriz Hessiano (matriz de derivadas
segundas) pela mØdia das informaçıes observadas e esperadas. A informaçªo
observada Ø uma medida da curvatura da funçªo (ou do seu log) de
verossimilhança e a informaçªo esperada Ø a própria informaçªo de Fisher.
Os algoritmos DF ganharam popularidade devido as suas flexibilidades
quanto aos modelos (Meyer, 1989; 1991) e vÆrios softwares foram
desenvolvidos, tais quais o DFREML (Meyer, 1988; 1998) e o MTDFREML
(Boldman et al., 1995). Entretanto, as dificuldades de convergŒncia em modelos
mais complexos geraram um novo interesse em mØtodos baseados em primeira
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e segunda derivadas da funçªo de verossimilhança. Assim, o algoritmo AI foi
incorporado ao DFREML (Meyer, 1998) e desenvolveu-se o software ASREML
(Gilmour et al., 2000). Quando o nœmero de parâmetros a serem estimados Ø
pequeno, os algoritmos DF sªo vantajosos computacionalmente. Por outro lado,
quando o nœmero de parâmetros Ø grande os algoritmos EM sªo mais eficientes
que o DF. Nesta mesma situaçªo, o algoritmo AI supera o DF e o EM.
Os trŒs softwares mencionados (ASREML, DFREML e MTDFREML) sªo
os mais utilizados no melhoramento de plantas no Brasil e permitem a anÆlise
de arquivos com nœmero de dados superior a 100.000. Por incorporarem o
algoritmo AI e tambØm a tØcnica de regressªo aleatória, os softwares DFREML
e ASREML tŒm sido os mais utilizados e eficientes. O software ASREML
contempla, adicionalmente, a tØcnica de anÆlise espacial associada ao BLUP e
permite tambØm a anÆlise de modelos nªo lineares para variÆveis binomiais,
empregando a tØcnica de modelos lineares generalizados. Este software permite,
praticamente, a anÆlise de qualquer modelo, mesmo os mais complexos, e
dificilmente serÆ superado.
Neste artigo, sªo apresentados aspectos da utilizaçªo do software
DFREML (Meyer, 1998). Os programas do DFREML (Versªo 3.0b) foram
escritos em Fortran 90 (as linguagens de programaçªo mais recomendadas
para o desenvolvimento de softwares na Ærea de componentes de variância
sªo Fortran 90 e C++) e possuem duas versıes específicas: Unix e PC (DOS).
Quatro programas constituem o DFREML: DFPREP que se destina à
recodificaçªo dos efeitos fixos e aleatórios na ordem de processamento e à
construçªo da matriz de parentesco; DFUNI destinado a anÆlises univariadas
permitindo o ajuste de vÆrios efeitos aleatórios nªo correlacionados, adicionais
aos efeitos aditivos; DXMUX destinado a anÆlise multivariada, mas permitindo
tambØm o ajuste de diferentes modelos para os caracteres individuais, os quais
podem diferir tanto nos efeitos fixos quanto aleatórios. Este programa permite
o ajuste de, no mÆximo, dois efeitos aleatórios adicionais nªo correlacionados;
DXMRR: destinado a anÆlise de medidas repetidas (dados longitudinais),
estimando funçıes de covariância e regressıes aleatórias.
Os arquivos de dados ou de pedigree devem possuir a extensªo .PRN ou
.DAT ou .TXT. O arquivo de resultados mais importantes do DFREML Ø o
DF66#DAT, o qual apresenta as estimativas dos componentes de variância e
seus desvios padrıes, o Log L e as soluçıes para os efeitos fixos e aleatórios
(valores genØticos preditos).
Nos tópicos seguintes sªo apresentadas as formas (seqüŒncias de colunas
nos arquivos de dados) dos arquivos para vÆrios modelos empregados no
melhoramento de plantas perenes.
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4. Prediçªo de valores genØticos intrapopulacionais
(intraespecíficos)
Os valores genØticos aditivos intrapopulacionais preditos sªo œteis tanto
para o melhoramento intrapopulacional (intraespecífico) quanto para o
melhoramento interpopulacional (interespecífico). Para o melhoramento
intrapopulacional, norteia a seleçªo visando ao melhoramento progressivo da
espØcie. Para o melhoramento interpopulacional, permite a escolha criteriosa
dos indivíduos a serem empregados nos cruzamentos, bem como conduz ao
próprio melhoramento do híbrido, em funçªo dos melhoramentos realizados
nas espØcies puras. A seguir, sªo apresentados alguns modelos de avaliaçªo
genØtica (estimaçªo de componentes de variância e prediçªo de valores
genØticos) em espØcies perenes. Sªo apresentadas, tambØm, as formas de
organizaçªo das colunas de dados visando à utilizaçªo do software DFREML
(Meyer, 1998).
4.1 Delineamento em blocos ao acaso, progŒnies de polinizaçªo
aberta, uma só populaçªo
4.1.1 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em blocos ao acaso, com vÆrias plantas por parcela, uma
mediçªo por indivíduo, um só carÆter e uma só populaçªo
Modelo linear misto (modelo aditivo univariado)
y = Xb + Za + Wc + e, em que
y, b, a, c e e: vetores de dados, dos efeitos de blocos (fixos), dos efeitos
genØticos aditivos (aleatórios), de efeitos de parcela (aleatórios)
e dos erros aleatórios, respectivamente.
X, Z e W: matrizes de incidŒncia para b, a e c, respectivamente.
Distribuiçıes e estruturas de mØdias e variâncias
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ou seja:
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Equaçıes de modelo misto
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= : herdabilidade individual no sentido restrito no bloco;
)/( 22222 ecacc σσσσ ++= : correlaçªo devida ao ambiente comum da parcela;
2
aσ : variância genØtica aditiva;
2
cσ : variância entre parcelas;
2
eσ : variância residual (ambiental dentro de parcelas + nªo aditiva);
A : matriz de correlaçªo genØtica aditiva entre os indivíduos em avaliaçªo.
As soluçıes para as equaçıes de modelo misto devem ser obtidas por
mØtodos iterativos de resoluçªo de sistemas de equaçıes lineares, tais como o
mØtodo de Gauss Seidel. A soluçªo direta via inversªo da matriz dos coeficientes
Ø impossível na prÆtica.
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Para o caso balanceado, as soluçıes obtidas para â, a partir das equaçıes
de modelo misto, eqüivalem às prediçıes obtidas pelo índice multi-efeitos
(Resende & Higa, 1994a), dado por:
)()()(
........3.....2.1 YYYYbYYbYYbI jiijiijijK +−−+−+−= , em que:
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aρ : correlaçªo genØtica aditiva intraclasse ( aρ = 0,25 para famílias de meios
irmªos);
222
, dpcfa e σσσ : variância entre famílias, entre parcelas e dentro de parcelas,
respectivamente.
........
,,, YeYYYY jiijijk : valor fenotípico individual, mØdia da parcela, mØdia da
progŒnie, mØdia do bloco e mØdia geral, respectivamente.
Assim, para o caso balanceado, este índice Ø BLUP, ao passo que as
formas de seleçªo combinada usando o valor individual como desvio da mØdia
da parcela (Bueno Filho, 1992; Resende & Higa, 1994b) ou como desvio da
mØdia do bloco (Pires et al., 1996) nªo sªo BLUP (Resende & Fernandes, 1999).
Estimadores iterativos dos componentes de variância por REML via
algoritmo  EM
)](/[]''ˆ''ˆ''ˆ'[ˆ 2 xrNyWcyZayXbyye −−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ += , em que:
C22  e C33  advØm de:
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C: matriz dos coeficientes das equaçıes de modelo misto;
tr: operador traço matricial;
r(x): posto da matriz X;
N, q, s: nœmero total de dados, nœmero de indivíduos e nœmero de parcelas,
respectivamente.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo Pai Mªe Bloco Parcela VariÆvel 1     . . .     VariÆvel n
Neste caso, Ø necessÆrio apenas um arquivo, o qual funciona ao mesmo
tempo como arquivo de pedigree e como arquivo de dados. Deve ser executado
os subprograma DFPREP e em seguida o DFUNI.
Os estimadores e preditores apresentados podem ser utilizados com
eficiŒncia em testes de progŒnies de irmªos germanos (obtidas sob o
delineamento de cruzamento em pares simples) desde que a dominância do
carÆter seja baixa.
4.1.2  Avaliaçªo de progŒnies de meios irmªos, no delineamento
em blocos ao acaso, com vÆrias plantas por parcela, vÆrias
mediçıes por indivíduo, um só carÆter e uma só populaçªo
Modelo linear misto (modelo aditivo univariado, de repetibilidade)
y = Xb + Za + Wc + Tp + e, em que
p: vetor de efeitos permanentes (ambiente permanente dentro de parcela +
efeitos genØticos nªo aditivos);
T: matriz de incidŒncia para p.
Neste modelo, os efeitos fixos de blocos (b-1 graus de liberdade), mediçıes
(m-1 graus de liberdade) e interaçªo mediçªo x bloco [(b-1) (m-1) graus de
liberdade], podem  ser ajustados em um œnico efeito (denominado combinaçªo
bloco-mediçªo com mb elementos ou níveis e mb-1 graus de liberdade),
procedimento este que Ø estatisticamente correto e computacionalmente
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desejÆvel e necessÆrio. Os efeitos temporÆrios da interaçªo progŒnies x mediçıes
e progŒnies x mediçıes x blocos sªo incorporados ao vetor e, em conjunto com
o efeito de ambiente temporÆrio propriamente dito. Os efeitos c de parcela,
neste modelo, referem-se ao ambiente permanente entre parcelas.
Distribuiçıes e estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyTpyWcyZayXbyye −−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
qCtrpp ep /]ˆˆ'ˆ[ˆ 4422 σσ += , em que:
C22, C33 e C44 advØm de:
20 Documentos, 47










=








=
−
−
44434241
34333231
24232221
141312111
44434241
34333231
24232221
14131211
1
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
C
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo   Pai   Mªe   Bloco-Mediçªo   Parcela   Permanente   VariÆvel 1  . . . VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona simultaneamente como
arquivo de dados e como arquivo de pedigree. Devem ser executados
sequencialmente os subprogramas DFPREP e DFUNI.
4.1.3 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em blocos ao acaso, com vÆrias plantas por parcela, uma
mediçªo por indivíduo e um só carÆter, avaliado em vÆrios
locais (experimentos) com algumas progŒnies ou
tratamentos comuns
Modelo linear misto (modelo aditivo multivariado)
y = Xb + Za + Wc + e, em que:
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Este modelo multivariado trata um mesmo carÆter em diferentes locais
como sendo diferentes caracteres (Resende et al., 1999).
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Estruturas de mØdias e variâncias
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Para o caso envolvendo trŒs experimentos, tem-se:


















=
















2
2
2
2
2
2
2
2
2
3
2
1
3
2
1
3
2
1
3
2
1
3
2
1
32313
23212
13121
00000000
00000000
00000000
00000000
00000000
00000000
000000
000000
000000
e
e
e
c
c
c
aaa
aaa
aaa
I
I
I
I
I
I
AAA
AAA
AAA
e
e
e
c
c
c
a
a
a
Var
σ
σ
σ
σ
σ
σ
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σσσ
σσσ
em que:
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222
321
, aaa e σσσ : variâncias genØticas aditivas, nos locais (ou experimentos) 1, 2
e 3, respectivamente;
231312
, aaa e σσσ : covariâncias genØticas aditivas, envolvendo as combinaçıes
de locais 1-2, 1-3 e 2-3, respectivamente, ou variâncias
genØticas aditivas livres das interaçıes genótipos x ambientes;
222
321
, ccc e σσσ : variâncias entre parcelas, nos locais 1, 2 e 3, respectivamente;
222
321
, eee e σσσ : variâncias residuais, nos locais 1, 2 e 3, respectivamente.
Equaçıes de modelo misto
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Os componentes de variância estªo associados aos parâmetros h2, c2 e
ra, da seguinte maneira:
jiijijiiiiii aaaayiieyicyia chch σσρσσσσσσσ =−−=== ;)1(;; 2222222222 , em
que:
ji
ij
ij
aa
a
a
σσ
σ
ρ = = correlaçªo genØtica entre o desempenho nos locais i e j;
2
yiσ =variância fenotípica ao nível de indivíduo no local i.
A variância da interaçªo genótipo x ambiente, para o caso balanceado,
Ø dada por .)1()(
2
1 22
jiijji aaaaaae
σσρσσσ −+−=
Modelos multivariados e equaçıes de modelo misto deste tipo podem
tambØm ser usados na seguintes situaçıes:  (i) avaliaçªo de indivíduos de
diferentes geraçıes, em diferentes locais (para indivíduos de diferentes geraçıes
avaliados em um mesmo local, basta ajustar adequadamente os efeitos fixos
de blocos - anos e usar o modelo univariado);  (ii) avaliaçªo de indivíduos em
diferentes estÆgios (juvenil e adulto), cada estÆgio em diferentes experimentos.
Estimadores dos componentes de variância por REML
Nesta situaçªo, devido à complexidade do modelo e ao elevado nœmero
de componentes de variância a serem estimados, os algoritmos recomendados
sªo o DF e o AI (preferencialmente este). Neste caso, a funçªo geral a ser
maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Experimento    Indivíduo    Pai    Mªe    Bloco    Parcela    VariÆvel 1 . . . VariÆvel n
Neste caso, sªo necessÆrios dois arquivos: um de dados, conforme
estrutura apresentada acima e outro de pedigree formado pelas colunas
Indivíduo    Pai    Mªe.  Deve ser executado o subprograma DFPREP e em
seguida o DXMUX.
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AnÆlises alternativas
A metodologia de anÆlise apresentada anteriormente permite a seleçªo
de indivíduos para cada ambiente específico, porØm, usando tambØm a
informaçªo de suas famílias em outros ambientes. Uma outra alternativa Ø a
seleçªo de indivíduos  visando ao  plantio dos mesmos nos vÆrios ambientes.
Nesta   situaçªo,  a  seleçªo  deve  ser  baseada  no  comportamento  mØdio ao
longo  dos  ambientes,  inferido pelos valores genØticos mØdios dados por:
a1*= (a11+a12)/2 e a2*= (a22+a21)/2  para os indivíduos avaliados nos locais
1 e 2,  respectivamente.  Neste caso,  a  variância  genØtica  aditiva  estimada
eqüivale a Var [(a11 + a12 + a22 + a21)/2] = (1/4)
)2()4/1()(
1221122121
2222
aaaaaaa σσσσσσσ ++=+++ . Neste caso, o modelo Ø dado
y* =Xb +Za* +Wc* + e*, e os estimadores e preditores eqüivalem àqueles
apresentados no item 4.1.1, sendo que os arquivos devem ser montados
conforme uma estrutura univariada.
Outra  situaçªo  refere-se  à  avaliaçªo  da   eficiŒncia da seleçªo
indireta ou mesmo à  prÆtica da seleçªo de indivíduos mais estÆveis. Neste
caso, a seleçªo deve ser baseada no  valor genØtico  indireto predito  e  a
variância genØtica aditiva  estimada  eqüivale à  variância livre  da  interaçªo
genótipo  x  ambiente. Nesta  situaçªo,  o  modelo  Ø  dado  por y** = Xb +
Za** + Wc** + Sf** + e**, e os estimadores e preditores equivalem àqueles
apresentados no item 4.1.2, porØm substituindo-se Tp por Sf** e 2pσ  por 
2
**fσ .
Neste caso, 2 **fσ  estima (1/4) de 
2
aeσ  ao passo que 
2
**aσ  eqüivale a 
2
aσ  ou seja,
a variância genØtica aditiva livre da interaçªo genótipo x ambiente.
Considerando os trŒs modelos alternativos apresentados neste tópico,
tem-se as seguintes eqüivalŒncias, para o caso balanceado:
(i) 2
**
2
aa σσ = ;
(ii) 2 **
2 4)1()(
2
1
211221 faaaaaae σσσρσσσ =−+−= ;
(iii) 2/)( 2222
21 aaaea
σσσσ +=+ ;
(iv) 22 **
22
222
2
* )2/1()2/1(4
2
21
aeaaea
aaa
a σσσσ
σσσ
σ +=+=
++
= ;
(v) 2/)( 222 ** 21 ccc σσσ += ;
(vi) 2/)( 222 ** 21 eee σσσ += ;
(vii) ;)2/1( 2 **2 **2* fcc σσσ +=
(viii) 2
**
2
* ee σσ = .
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Em resumo, tem-se as seguintes opçıes de modelo de acordo com os
respectivos objetivos:
(i) seleçªo de diferentes materiais genØticos para plantios em ambientes
específicos: modelo y;
(ii) seleçªo de materiais genØticos para plantio em locais em que nªo foram
testados: modelo y**;
(iii) seleçªo de um mesmo material genØtico para plantio nos vÆrios locais
em que foram conduzidos os experimentos: modelo y*.
Em termos computacionais, Ø mais indicado ajustar inicialmente o modelo
y** e verificar a significância da interaçªo genótipo x ambiente. Caso a interaçªo
nªo seja significativa, pode-se adotar o modelo y*, o qual conduzirÆ praticamente
ao mesmo resultado. TambØm, neste caso, se a interaçªo for nªo significativa,
12a
ρ tenderÆ a 1 e, portanto, os modelos y* e y tambØm conduzirªo praticamente
ao mesmo resultado.
4.1.4 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em blocos ao acaso, com vÆrias plantas por parcela, vÆrias
mediçıes por indivíduo e um só carÆter, avaliado em vÆrios
experimentos com algumas progŒnies ou tratamentos
comuns
Modelo linear misto (modelo aditivo multivariado, de repetibilidade)
Considerando o caso bivariado, tem-se:



+




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



+




+




=


2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
0
0
0
0
0
0
0
0
e
e
p
p
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c
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a
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b
b
X
X
y
y
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Estruturas de mØdias e variâncias
;
0
0
0
0
0
0
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22
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2
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1
2
1


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

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

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

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
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Var
σ
σ
σ
σ
σ
σ
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σσ
, em
que:
.
22
21 pp
e σσ : variância permanente dentro de parcelas (ambiental + genØtica
nªo aditiva) nos locais 1 e 2, respectivamente.
Equaçıes de modelo misto





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

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
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Os componentes de variância estªo associados aos parâmetros h2, c2, r
e ra, da seguinte maneira:
jiijijiiiiiiii aaaayiiipyicyieyia chch σσρσσρσσσσρσσσ =−−==−== ;)(;;)1(; 222222222222 , em
que ri Ø a repetibilidade no local i.
Estimadores dos componentes de variância por REML
Nesta situaçªo, sªo recomendados os algoritmos AI (preferencialmente
este) e DF. A funçªo geral a ser maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Experimento   Indivíduo   Pai   Mªe   Bloco-Mediçªo   Parcela   Permanente   VariÆvel 1 . . . VariÆvel n
Sªo necessÆrios dois arquivos, o de dados e um de pedigree, formado
pelas colunas   Indivíduo    Pai    Mªe.  Devem ser executados os subprogramas
DFPREP e DXMUX.
4.2 Delineamento em blocos ao acaso, progŒnies de polinizaçªo
controlada, uma só populaçªo
4.2.1 Avaliaçªo de progŒnies de irmªos germanos obtidas sob
cruzamentos dialØlicos, fatoriais ou hierÆrquicos, no
delineamento em blocos ao acaso, com vÆrias plantas por
parcela, uma mediçªo por indivíduo, um só carÆter e uma
só populaçªo
Modelo linear misto (modelo aditivo-dominante univariado)
y = Xb + Za + Zd + Wc + e, em que
d: vetor aleatório dos efeitos de dominância.
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Estruturas de mØdias e variâncias
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, em que:
.'''
2222
ecda IWWIZZDZZAV σσσσ +++=
Equaçıes de modelo misto
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22
ad heσ : variância genØtica de dominância e herdabilidade individual no sentido
amplo, respectivamente;
D : matriz de correlaçªo genØtica de dominância entre os indivíduos em avaliaçªo.
O sistema apresentado prediz isoladamente os efeitos aditivos (â) e de
dominância (dˆ ). Os valores genotípicos totais, dados por dâg ˆˆ += , podem ser
preditos diretamente pelas equaçıes de modelo misto:








=
















+
+ −
yW
yZ
yX
c
g
b
IWWZWXW
WZGZZXZ
WXZXXX
e
'
'
'
ˆ
ˆ
ˆ
'''
'''
'''
3
21
λ
σ , em que:
22
da DAG σσ +=
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ'ˆ'[ˆ '2 xrNyWcyZdyZayXbyye −−−−−=σ ;
sCtrcc ec /]ˆ'ˆ[ˆ 4422 σσ += ;
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ ;
qCDtrdDd ed /](ˆˆ'ˆ[ˆ 331212 −− += σσ .
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo      Pai      Mªe      Bloco      Parcela      VariÆvel 1    . . .    VariÆvel n
Para ajuste dos efeitos de dominância, os mesmos devem ser considerados
como segundo efeito aleatório por indivíduo. Neste caso, alØm dos arquivos
de dados e de pedigree, deve ser fornecido um arquivo adicional com nome
padrªo DF45#DAT, referente à inversa da matriz de parentesco de dominância.
Este arquivo nªo formatado deve fornecer todos os elementos nªo zero do
triângulo inferior da matriz inversa e deve conter trŒs colunas: um código inteiro
(de 1 ao nœmero de indivíduos na anÆlise) referente ao nœmero da coluna na
matriz; um código inteiro referente ao nœmero da linha (maior ou igual ao nœmero
da coluna) na matriz (de 1 ao nœmero de indivíduos na anÆlise); uma variÆvel
verdadeira (real) fornecendo o elemento da inversa da matriz de parentesco de
dominância.
Para a estimaçªo da variância genØtica de dominância, outra alternativa
pode ser empregada, a qual nªo requer o fornecimento dos elementos da inversa
da matriz de parentesco de dominância. Isto pode ser feito ajustando o efeito
de família de irmªos germanos como um efeito aleatório adicional nªo
correlacionado que pode ser designado efeito de dominância comum a uma
família de irmªos germanos. O vetor de soluçıes para este efeito de dominância
comum apresenta dimensªo eqüivalente ao nœmero de famílias de irmªos
germanos e a variância deste vetor contempla … da variância de dominância,
ignorando a epistasia. Assim, a variância devida ao efeito de dominância comum
deve ser multiplicada por quatro para obtençªo da variância de dominância.
Este procedimento, entretanto, nªo permite a prediçªo dos efeitos de dominância
para cada indivíduo, mas, prediz os efeitos aditivos livres das influŒncias dos
efeitos de dominância. O arquivo de dados deve estar organizado conforme
especificado a seguir:
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Indivíduo    Pai    Mªe    Bloco   Parcela    Família de Irmªos Germanos    VariÆvel 1   . . .   VariÆvel n
O  modelo  linear   misto   passa   a   ser   dado   por   y = Xb + Za +
Wc + Sf + e, em que f Ø o efeito de dominância da família de irmªos germanos
e S a matriz de incidŒncia deste efeito. A variância de f contempla (1/4) 2dσ .
Os subprogramas a serem utilizados pelo DFREML sªo o DFPREP e o
DFUNI.
4.2.2 Avaliaçªo de progŒnies de irmªos germanos obtidas sob
cruzamentos dialØlicos, fatoriais ou hierÆrquicos, no
delineamento em blocos ao acaso, com vÆrias plantas por
parcela, vÆrias mediçıes por indivíduo, um só carÆter e
uma só populaçªo
Modelo linear misto (modelo aditivo-dominante univariado, de
repetibilidade)
y = Xb + Za + Wc + Sf +Tp + e
Estruturas de mØdias e variâncias
;
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Equaçıes de modelo misto
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Estimadores iterativos de componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyTpySfyWcyZayXbyye −−−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
vCtrff ef /]ˆˆ'ˆ[ˆ 4422 σσ +=
sCtrpp ep /]ˆˆ'ˆ[ˆ 5522 σσ += , em que v Ø o nœmero de famílias de irmªos
germanos.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo    Pai    Mªe    Bloco-Mediçªo    Parcela    Família   Permanente   VariÆvel 1  . . .  VariÆvel n
Devem ser utilizados os subprogramas DFPREP e  DFUNI.
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4.2.3 Avaliaçªo de progŒnies de irmªos germanos obtidas sob
cruzamentos dialØlicos, fatoriais ou hierÆrquicos, no
delineamento em blocos ao acaso, com vÆrias plantas por
parcela, uma mediçªo por indivíduo e um só carÆter, avaliado
em vÆrios experimentos, com tratamentos comuns
Modelo linear misto (modelo aditivo-dominante multivariado)
Considerando o caso bivariado, tem-se:
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Distribuiçıes e estruturas de mØdias e variâncias
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que:
12fσ : covariância entre os efeitos de dominância associado às famílias de irmªos
germanos nos ambientes 1 e 2 (eqüivale a … 2dσ , livre da interaçªo).
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Equaçıes de modelo misto
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Estimadores dos componentes de variância por REML
Sªo recomendados os algoritmos AI (preferencialmente este) e DF. A
funçªo geral a ser maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Experimento   Indivíduo   Pai   Mªe  Bloco   Parcela   Família   VariÆvel 1 . . . VariÆvel n
Sªo necessÆrios dois arquivos, o de dados, conforme estrutura
apresentada acima e um de pedigree formado pelas colunas  Indivíduo     Pai
Mªe. Devem ser executados os subprogramas DFPREP e DXMUX.
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4.2.4 Avaliaçªo de progŒnies de irmªos germanos obtidas sob
cruzamentos dialØlicos, fatoriais ou hierÆrquicos, no
delineamento em blocos ao acaso, com vÆrias plantas por
parcela, vÆrias mediçıes por indivíduo, um só carÆter, uma
só populaçªo, avaliada em vÆrios experimentos com
progŒnies ou tratamentos comuns
Modelo linear misto (modelo aditivo-dominante multivariado, de
repetibilidade)
y = Xb + Za + Wc + Sf + Tp + e, que para o caso bivariado eqüivale a:
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Estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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,
em que:
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Estimadores dos componentes de variância por REML
Neste caso, Ø recomendado o algoritmo AI. A funçªo geral a ser
maximizada Ø aquela descrita no item 2.
Software
Para esta situaçªo recomenda-se o uso do software ASREML, o qual
exige um arquivo de programa específico com extensªo. as.
4.3 Delineamento em blocos ao acaso, progŒnies de polinizaçªo
aberta, vÆrias populaçıes
4.3.1 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
blocos ao acaso, com vÆrias plantas por parcela, uma
mediçªo por indivíduo e um só carÆter
Nesta situaçªo, duas formas de experimentaçªo existem: (i) progŒnies
alocadas hierarquicamente dentro de procedŒncias (arranjo de  famílias
compactas);  (ii) progŒnies de vÆrias procedŒncias alocadas aleatoriamente
dentro de cada bloco.
Adicionalmente, existem duas opçıes para se tratar o efeito de
populaçıes: (a) efeito fixo; (b) efeito aleatório. Na situaçªo (ii) (a), ou seja,
famílias aleatorizadas dentro de blocos e procedŒncia como efeito fixo, basta
ajustar no vetor de efeitos fixos, os efeitos de blocos e de procedŒncias, sendo
que a interaçªo de efeito fixo, procedŒncia x bloco, tende a ser desprezível.
Procedendo desta forma, as observaçıes individuais sªo ajustadas para
estimativas BLUE dos efeitos de bloco e procedŒncias e basta adotar o modelo,
estimadores e preditores descritos no tópico 4.1.1.
Na situaçªo (i) (a), pode-se, vantajosamente, no procedimento BLUP,
ajustar as observaçıes individuais para as estimativas BLUE dos efeitos das
procedŒncias nos blocos, ou seja, considerar o ambiente homogŒneo da grande
parcela de procedŒncia como o efeito fixo para o qual as observaçıes de campo
devam ser ajustadas. Neste caso, deve-se ajustar a combinaçªo bloco-
procedŒncia como efeito fixo (com bp níveis, em que b Ø o nœmero de blocos e
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p o nœmero de procedŒncias) e tambØm empregar o modelo, estimadores e
preditores descritos no tópico 4.1.1.
Quando se consideram as procedŒncias tanto como efeitos genØticos
fixos ou aleatórios, deve-se, para efeito da seleçªo de indivíduos, somar os
valores genØticos individuais preditos aos efeitos de procedŒncias. Procedendo
desta forma, os indivíduos de diferentes procedŒncias podem ser comparados
diretamente por seus novos valores genØticos preditos.
Na situaçªo (i) (b) tem-se os modelos, estimadores e preditores descritos
a seguir.
Modelo linear misto (modelo aditivo univariado, multi-populaçıes)
y = Xb + Za + Wc1 + Qr + Uc2 + e, em que:
y, b, a, c1, r, c2 e e:   vetores de dados, dos efeitos fixos (blocos), dos efeitos
aleatórios genØticos aditivos, dos efeitos aleatórios de
parcelas referentes a progŒnies (subparcelas), de
populaçıes (ou raça), dos efeitos aleatórios de parcelas
referentes a procedŒncias e erros aleatórios,
respectivamente.
X, Z, W, Q e U: matrizes de incidŒncia para b, a, c1, r, c2 e e, respectivamente.
Distribuiçıes e estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ''ˆ'[ˆ 212 xrNyUcyQryWcyZayXbyye −−−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
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1
sCtrcc ec σσ +=
tCtrrr er /]ˆˆ'ˆ[ˆ 4422 σσ +=
2
552
22
2 /]ˆˆ'ˆ[ˆ
2
sCtrcc ec σσ += , em que:
s1,  t e s2:= nœmero de parcelas referentes a progŒnies, nœmero de procedŒncias
e nœmero de parcelas referentes a  procedŒncia, respectivamente.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo     Pai     Mªe     Bloco     Parcela1     ProcedŒncia     Parcela2    VariÆvel 1   . . .   VariÆvel n
Neste caso, Ø necessÆrio apenas um arquivo o qual funciona ao mesmo
tempo como arquivo de pedigree e como arquivo de dados. Deve ser executado
o subprograma DFPREP e em seguida o DFUNI.
A significância da inclusªo do efeito (c2) da parcela de procedŒncia pode
ser avaliada atravØs do teste da razªo de verossimilhança. Se este efeito nªo
for significativo, deve-se retirÆ-lo do modelo e dos preditores e estimadores
apresentados anteriormente. Estas mesmas consideraçıes sªo vÆlidas para a
situaçªo (ii) (b), em que a interaçªo bloco x procedŒncia, de efeito aleatório
tende a ser nªo significativa, podendo ser retirada do modelo.
indivíduos de uma mesma procedŒncia, em
diferentes blocos;
parcela de procedŒncia.
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É importante relatar que os modelos apresentados estimam uma
herdabilidade mØdia dentro das populaçıes. Para se estudar comparativamente
as herdabilidades e coeficientes de variaçªo genØtica das vÆrias populaçıes
deve-se ajustar um modelo do tipo apresentado em 4.1.1. para cada populaçªo.
4.3.2 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
blocos ao acaso, com vÆrias plantas por parcela, vÆrias
mediçıes por indivíduo e um só carÆter
Considerando-se as situaçıes (i) (a),  (i) (b),  (ii) (a) e  (ii) (b) descritas no
tópico 4.3.1, tem-se que:
- na situaçªo (ii) (a), basta ajustar no vetor de efeitos fixos, os efeitos de
procedŒncia e da combinaçªo bloco-mediçªo e adotar o modelo, estimadores
e preditores apresentados no tópico 4.1.2.
- na situaçªo (i) (a), deve-se ajustar no vetor de efeitos fixos, o efeito da
combinaçªo bloco-procedŒncia-mediçªo (com bpm níveis, em que p, b e m
sªo os nœmeros de procedŒncias, blocos e mediçıes, respectivamente).
Neste caso, as observaçıes individuais em uma dada mediçªo sªo ajustadas
para a mØdia da procedŒncia no bloco, em uma dada mediçªo. O modelo,
estimadores e preditores apresentados no tópico 4.1.2. devem ser
empregados.
Na situaçªo (i) (b) tem-se os modelos, estimadores e preditores descritos
a seguir:
Modelo linear misto (modelo aditivo univariado, multi-populaçıes, de
repetibilidade)
y = Xb + Za + Wc1 + Tp + Qr + Uc2 + e, em que:
b :   vetor de efeitos fixos (no caso, combinaçıes bloco-mediçªo, significando
que os valores individuais em uma dada mediçªo serªo ajustados para a
mØdia do bloco na mediçªo);
p :   vetor de efeitos permanentes (ambiente permanente dentro de parcela +
efeitos genØticos nªo aditivos);
T :   matriz de incidŒncia para p.
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Distribuiçıes e estruturas de mØdias e variâncias
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como nulas.
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Equaçıes de modelo misto
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= : correlaçªo entre medidas repetidas devidas aos
efeitos permanentes (ambiental + genØtico
nªo aditivo).
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Neste modelo, a repetibilidade Ø dada por 222222
22222
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= .
Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ''ˆ''ˆ'[ˆ 212 xrNyUcyQryTpyWcyZayXbyye −−−−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
1
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sCtrcc ec σσ += ;
qCtrpp ep /]ˆˆ'ˆ[ˆ 4422 σσ +=
tCtrrr er /]ˆˆ'ˆ[ˆ 5522 σσ += ;
2
662
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2 /]ˆˆ'ˆ[ˆ
2
sCtrcc ec σσ += .
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo   Pai   Mªe   Bloco   Parcela1   Permanente  ProcedŒncia  Parcela2  VariÆvel 1  . . .  VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona ao mesmo tempo como
arquivo de pedigree e de dados. Deve ser executado o subprograma DFPREP e,
em seguida, o DFUNI.
Na situaçªo (ii) (b), a interaçªo aleatória procedŒncia x bloco tende a ser
nªo significativa, sendo que o modelo, preditores e estimadores apresentados
para o caso (i) (b) podem ser utilizados, porØm eliminando-se o componente c2
e suas variâncias. A significância ou nªo de c2 pode ser verificada pelo teste da
razªo de verossimilhança.
 Tanto na situaçªo (i) (b) quanto (ii) (b), as interaçıes procedŒncia x
mediçªo, progŒnie/procedŒncia x mediçªo, procedŒncia x mediçªo x bloco e
progŒnie/procedŒncia x mediçªo x bloco sªo incluídas no vetor residual e, o
qual contempla o efeito total de ambiente temporÆrio. É importante relatar
tambØm que o próprio modelo de repetibilidade assume que a interaçªo com
mediçıes seja aproximadamente nula (ou seja, assume correlaçªo genØtica
igual tendendo a 1, atravØs das mediçıes).
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Em todas as situaçıes apresentadas neste tópico, o mØrito genØtico
total de cada indivíduo Ø dado pelo somatório do efeito genØtico aditivo predito
com o efeito da procedŒncia a que pertence tal indivíduo.
4.3.3 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
blocos ao acaso, com vÆrias plantas por parcela, uma
mediçªo por indivíduo e um só carÆter, avaliado em vÆrios
experimentos com algumas progŒnies ou tratamentos
comuns
Para as situaçıes descritas em (i) (a) e (ii) (a) do tópico 4.3.1, basta
adotar o modelo, estimadores e preditores descritos no tópico 4.1.3.  Para as
situaçıes (i)(b) ou (ii) (b) incluindo a interaçªo procedŒncia x bloco (efeito c2),
tem-se os modelos, estimadores e preditores descritos a seguir.
Modelo linear misto (modelo aditivo bivariado, multi-populaçıes)
y = Xb + Za + Wc1 + Qr +Uc2 + e, que para o caso bivariado eqüivale a:



+




+




+




+




+




=


2
1
22
21
2
1
2
1
2
1
12
11
2
1
2
1
2
1
2
1
2
1
2
1
0
0
0
0
0
0
0
0
0
0
e
e
c
c
U
U
r
r
Q
Q
c
c
W
W
a
a
Z
Z
b
b
X
X
y
y
y, b, a, c1, r, c2 e e:   vetores de dados, dos efeitos fixos (blocos), dos efeitos
aleatórios genØticos aditivos, dos efeitos aleatórios de
parcelas referentes a progŒnies, dos efeitos aleatórios de
populaçıes, dos efeitos aleatórios de parcelas referentes
a procedŒncias e de erros aleatórios, respectivamente,
os quais sªo desdobrados para os experimentos (locais) 1
e 2.
 X, Z, W, Q e U: matrizes de incidŒncia para b, a, c1, r, c2 e e, respectivamente.
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Estruturas de mØdias e variâncias
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em que:
22
21 aa
e σσ : variâncias genØticas aditivas nos locais 1 e 2, respectivamente;
12a
σ :          covariância genØtica aditiva entre os locais 1 e 2 ou variância aditiva
livre da interaçªo genótipo x ambiente;
22
1211 cc
e σσ : variâncias entre parcelas (referentes a progŒnies) nos locais 1 e 2,
respectivamente;
22
21 rr
e σσ : variâncias entre procedŒncias nos locais 1 e 2, respectivamente;
12r
σ :      covariância genØtica entre os locais 1 e 2, ao nível do efeito de
procedŒncias;
22
2221 cc
e σσ :variâncias entre parcelas (referentes a procedŒncias) nos locais 1 e
2, respectivamente;
22
21 ee
e σσ : variâncias residuais nos locais 1 e 2, respectivamente;
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Equaçıes de modelo misto
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Os componentes de variância estªo associados aos parâmetros
ijij ra
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ρ = : correlaçªo genØtica entre o desempenho dos indivíduos nos
locais i e j;
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r
r σσ
σ
ρ = :  correlaçªo genØtica entre o desempenho das procedŒncias
nos locais i e j;
2
iy
σ :   variância fenotípica ao nível de indivíduo no local i.
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A variância da interaçªo indivíduo x local, para o caso balanceado, Ø
dada por:
.)1()(
2
1 22
jiijji aaaaaae
σσρσσσ −+−=
A variância da interaçªo procedŒncia x local, para o caso balanceado, Ø
dada por:
.)1()(
2
1 22
jiijji rrrrrre
σσρσσσ −+−=
Estimadores dos componentes de variância por REML
Nesta situaçªo, devido à complexidade do modelo e ao elevado nœmero
de componentes de variância a serem estimados, os algoritmos recomendados
sªo o DF e o AI (preferencialmente este). Neste caso, a funçªo geral a ser
maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Experimento   Indivíduo  Pai   Mªe  Bloco   Parcela1  ProcedŒncia  Parcela2 VariÆvel 1 . . . VariÆvel n
4.3.4 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
blocos ao acaso, com vÆrias plantas por parcela, vÆrias
mediçıes por indivíduo e um só carÆter, avaliado em vÆrios
experimentos com algumas progŒnies ou tratamentos
comuns
Para as situaçıes descritas em (i) (a) e (ii) (a) do tópico 4.3.1, basta
adotar o modelo, estimadores e preditores descritos no tópico 4.1.4.  Para as
situaçıes (i)(b) ou (ii) (b) incluindo a interaçªo procedŒncia x bloco (efeito c2),
tem-se os modelos, estimadores e preditores descritos a seguir.
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Modelo linear misto (modelo aditivo bivariado, multi-populaçıes, de
repetibilidade)
y = Xb + Za + Wc1 + Qr +Tp + e, que para o caso bivariado eqüivale a:
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y, b, a, c1, r, p e e:   vetores de dados, dos efeitos fixos (blocos), dos efeitos
aleatórios genØticos aditivos, dos efeitos aleatórios de
parcelas referentes a progŒnies, dos efeitos aleatórios de
populaçıes, dos efeitos aleatórios  permanentes e de erros
aleatórios, respectivamente, os quais sªo desdobrados para
os experimentos (locais) 1 e 2.
 X, Z, W, Q e T: matrizes de incidŒncia para b, a, c1, r, p e e, respectivamente.
Estruturas de mØdias e variâncias


















=








































=






















2
2
2
2
2
2
2
2
2
2
2
1
2
1
2
1
12
11
2
122
11
2
1
2
1
2
1
12
11
2
1
2
1
2
1
2
1
212
121
12
11
212
121
000000000
000000000
000000000
000000000
00000000
00000000
000000000
000000000
00000000
00000000
;
0
0
0
0
0
0
0
0
0
0
e
e
p
p
rr
rr
c
c
aa
aa
I
I
I
I
II
II
I
I
AA
AA
e
e
p
p
r
r
c
c
a
a
Var
bX
bX
e
e
p
p
r
r
c
c
a
a
y
y
E
σ
σ
σ
σ
σσ
σσ
σ
σ
σσ
σσ
2
2
2
22
2
22
2
22
2
222
2
1
2
11
2
11
2
11
2
111
222122
111111
'''')(
'''')(
eprca
eprca
ITITQIQWIWZAZVyVar
ITITQIQWIWZAZVyVar
σσσσσ
σσσσσ
++++==
++++==
, em que:
22
21 aa
e σσ : variâncias genØticas aditivas nos locais 1 e 2, respectivamente;
12a
σ :          covariância genØtica aditiva entre os locais 1 e 2 ou variância aditiva
livre da interaçªo;
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22
1211 cc
e σσ : variâncias entre parcelas (referentes a progŒnies) nos locais 1 e 2,
respectivamente;
22
21 rr
e σσ : variâncias entre procedŒncias nos locais 1 e 2, respectivamente;
12r
σ :      covariância genØtica entre os locais 1 e 2, ao nível do efeito de
procedŒncias;
22
21 pp
e σσ : variâncias permanentes nos locais 1 e 2, respectivamente;
22
21 ee
e σσ : variâncias residuais nos locais 1 e 2, respectivamente;
Equaçıes de modelo misto










=




















+
ℜ+
+
+
−
−
−
−
−
−−−−−−
−−−−−−
−−−−−−
−−−−−−
−−−−−
yRT
yRQ
yRW
yRZ
yRX
p
r
c
a
b
CTRTQRTWRTZRTXRT
TRQQRQWRQZRQXRQ
TRWQRWCWRWZRWXRW
TRZQRZWRZGZRZXRZ
TRXQRXWRXZRXXRX
1
1
1
1
1
1
1
2
11111
111111
111111
111111
11111
'
'
'
'
'
ˆ
ˆ
ˆ
ˆ
ˆ
'''''
'''''
'''''
'''''
'''''
1
,
em que:




=



=



=



=ℜ



=
⊗=⊗=⊗ℜ=ℜ⊗=⊗= −−−−−−−−−−−
2
2
2
2
02
2
102
2
2
2
111
0
1111
10
1
1
111
2
1
2
1
12
11
212
121
212
121
0
0
;
0
0
;
0
0
;;
;;;;
e
e
O
p
p
c
c
rr
rr
O
aa
aa
O
OOO
RPCG
IRRIPPIICCAGG
σ
σ
σ
σ
σ
σ
σσ
σσ
σσ
σσ
Os componentes de variância estªo associados aos parâmetros
ijij ra
epch ρρ,,, 2212 , da seguinte maneira:
:,;;
;)1(;;;
222
2222
1
2222222
1
2222
1
queemr
rpchpch
jiijijjiijijii
iiiiiiii
rrrraaaayir
yiiiieyipyicyia
σσρσσσρσσσ
σσσσσσσσ
===
−−−−====
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ji
ij
ij
aa
a
a σσ
σ
ρ = : correlaçªo genØtica entre o desempenho dos indivíduos nos locais
i e j;
ji
ij
ij
rr
r
r σσ
σ
ρ = :  correlaçªo genØtica entre o desempenho das procedŒncias nos
locais i e j;
2
iy
σ :               variância fenotípica individual no local i.
A variância da interaçªo indivíduo x local, para o caso balanceado, Ø
dada por:
.)1()(
2
1 22
jiijji aaaaaae
σσρσσσ −+−=
A variância da interaçªo procedŒncia x local, para o caso balanceado, Ø
dada por:
.)1()(
2
1 22
jiijji rrrrrre
σσρσσσ −+−=
Estimadores dos componentes de variância por REML
Nesta situaçªo, devido à complexidade do modelo e ao elevado nœmero
de componentes de variância a serem estimados, os algoritmos recomendados
sªo o DF e o AI (preferencialmente este). Neste caso, a funçªo geral a ser
maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Experimento   Indivíduo  Pai  Mªe   Bloco   Parcela1  ProcedŒncia  Parcela2  VariÆvel 1  . . .  VariÆvel n
50 Documentos, 47
4.4 Delineamento em lÆtice, progŒnies de polinizaçªo aberta, uma
populaçªo
4.4.1 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em lÆtice, com vÆrias plantas por parcela, uma mediçªo
por indivíduo, um só carÆter e uma só populaçªo
Modelo linear misto (modelo aditivo univariado, em lÆtice)
y = Xb + Za + Wc + H¶ + e, em que
y, b, a, c, ¶ e e: vetores de dados, dos efeitos de repetiçıes (fixos), de efeitos
genØticos aditivos (aleatórios), dos efeitos de parcela (aleatório), dos efeitos
aleatórios de blocos dentro de repetiçıes e de erros aleatórios, respectivamente.
X, Z, W e H: matrizes de incidŒncia para b, a, c e ¶, respectivamente.
Distribuiçıes e estruturas de mØdias e variâncias
),0(~
),0(~
),0(~
),0(~,
),(~,
22
22
22
22
ee
cc
aa
INe
IN
INc
ANAa
VXbNVby
σσ
σσ
σσ
σσ
∂∂∂
As covariâncias entre todos os efeitos aleatórios do modelo sªo assumidas
como nulas.
Assim:










=










∂










=










∂
RR
BBH
CCW
GGZ
RHBWCZGV
e
c
a
y
Vare
Xb
e
c
a
y
E
000
000'
000'
000'
0
0
0
0
, em que:
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.''''''
2222
2
2
2
2
RHBHWCWZGZIHIHWWIZZAV
IR
IB
IC
AG
eca
e
c
A
+++=+++=
=
=
=
=
∂
∂
σσσσ
σ
σ
σ
σ
Equaçıes de modelo misto








=










∂








+
+
+ −
yH
yW
yZ
yX
c
a
b
IHHWHZHXH
HWIWWZWXW
HZWZAZZXZ
HXWXZXXX
'
'
'
'
ˆ
ˆ
ˆ
ˆ
''''
''''
''''
''''
3
2
1
1
λ
λ
λ
, em que:
2
222
2
2
32
222
2
2
22
222
2
2
1
11
;
1
∂
∂−−−
==
∂−−−
==
∂−−−
==
∂
ch
c
ch
h
ch e
c
e
a
e
σ
σλ
σ
σλ
σ
σλ
2222
2
2
∂+++
=
σσσσ
σ
eca
ah :     herdabilidade individual no sentido restrito, na
repetiçªo;
)/( 222222 ∂+++= σσσσσ ecacc : correlaçªo devida ao ambiente comum da parcela;
)/( 222222 ∂∂ +++=∂ σσσσσ eca : correlaçªo devida ao ambiente comum do bloco
dentro de repetiçªo;
2
aσ : variância genØtica aditiva;
2
cσ : variância entre parcelas;
2
∂σ : variância entre blocos dentro de repetiçıes;
2
eσ : variância residual (ambiental dentro de parcelas + nªo aditiva);
A:   matriz de correlaçªo genØtica aditiva entre os indivíduos em avaliaçªo.
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyHyWcyZayXbyye −∂−−−−=σ ;
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ ;
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ += ;
ησσ /]ˆˆ'ˆ[ˆ 4422 Ctre+∂∂=∂ , em que:
C22 , C33  e C44 advØm da inversa da matriz dos coeficientes das equaçıes
de modelo misto.
tr :          operador traço matricial;
r(x) :        posto da matriz X;
N, q, s, h : nœmero total de dados, nœmero de indivíduos, nœmero de
parcelas e nœmero de blocos, respectivamente.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo     Pai     Mªe     Repetiçªo    Parcela    Bloco   VariÆvel 1     . . .    VariÆvel n
Neste caso, Ø necessÆrio apenas um arquivo o qual funciona ao mesmo
tempo como arquivo de pedigree e como arquivo de dados. Deve ser executado
o subprograma DFPREP e, em seguida, o DFUNI.
4.4.2 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em lÆtice, com vÆrias plantas por parcela, vÆrias mediçıes
por indivíduo, um só carÆter e uma só populaçªo
Modelo linear misto (modelo aditivo univariado, de repetibilidade, em
lÆtice)
y = Xb + Za + Wc + Tp + H¶ + e, em que:
p: vetor de efeitos permanentes (ambiente permanente dentro de parcela +
efeitos genØticos nªo aditivos);
T: matriz de incidŒncia para p.
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Neste modelo, pode ser ajustado um œnico efeito (denominado combinaçªo
repetiçªo-mediçªo), procedimento este que Ø estatisticamente correto e
computacionalmente desejÆvel e necessÆrio.
Distribuiçıes e estruturas de mØdias e variâncias
),0(~
),0(~
),0(~
),0(~
),0(~,
),(~,
22
22
22
22
22
ee
pp
cc
aa
INe
IN
INp
INc
NAa
VXbNVby
σσ
σσ
σσ
σσ
σσ
∂∂∂
As covariâncias entre todos os efeitos aleatórios dos modelos sªo
assumidas como nulas.
Assim:












=












∂












=












∂
RR
BBH
PPT
CCW
GGZ
RHBTPWCZGV
e
p
c
a
y
Var
Xb
e
p
c
a
y
E
0000
0000'
0000'
0000'
0000'
;
0
0
0
0
0
, em que:
.''''
22222
2
epca
p
IHHITTIWWIZZAV
IP
σσσσσ
σ
++++=
=
∂
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Equaçıes de modelo misto










=










∂










+
+
+
+ −
yH
yT
yW
yZ
yX
p
c
a
b
IHHTHWHZHXH
HTITTWTZTXT
HWTWIWWZWXW
HZTZWZAZZXZ
HXTXWXZXXX
'
'
'
'
'
ˆ
ˆ
ˆ
ˆ
ˆ
'''''
'''''
'''''
'''''
'''''
4
3
2
1
1
λ
λ
λ
λ
, em
que:
.
11
;
1
;
1
2
2
242
2
232
2
222
2
21
∂
=
∂
−
==
−
==
−
==
−
=
σ
σρλ
σ
σρλ
σ
σρλ
σ
σρλ e
p
e
c
e
a
e
pch
22222
2
2
∂++++
=
σσσσσ
σ
epca
ah : herdabilidade individual no sentido restrito, na
repetiçªo, em uma dada mediçªo;
22222
2222
∂
∂
++++
+++
=
σσσσσ
σσσσ
ρ
epca
pca
:   repetibilidade individual na repetiçªo;
22222
2
2
∂++++
=
σσσσσ
σ
epca
pp : coeficiente de determinaçªo dos efeitos
permanentes dentro de parcela;
22222
2
2
∂++++
=
σσσσσ
σ
epca
cc :   correlaçªo devida ao ambiente comum de parcela;
22222
2
2
∂
∂
++++
=∂
σσσσσ
σ
epca
:  correlaçªo devida ao ambiente comum do bloco.
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyHyTpyWcyZayXbyye −∂−−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
qCtrpp ep /]ˆˆ'ˆ[ˆ 4422 σσ +=
ησσ /]ˆˆ'ˆ[ˆ 5522 Ctre+∂∂=∂ , em que:
C22, C33, C44 e C55  advØm da inversa da matriz dos coeficientes das
equaçıes de modelo misto.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo  Pai   Mªe   Repetiçªo-Mediçªo   Parcela    Permanente    Bloco   VariÆvel 1   . . .   VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona simultaneamente como
arquivo de dados e como arquivo de pedigree. Devem ser executados
seqüencialmente os subprogramas DFPREP e DFUNI.
4.4.3 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em lÆtice, com vÆrias plantas por parcela, uma mediçªo
por indivíduo e um só carÆter, avaliado em vÆrios
experimentos com algumas progŒnies ou tratamentos
comuns
Modelo linear misto (modelo aditivo multivariado, em lÆtice)
Considerando o caso bivariado, tem-se:



+


∂
∂



+




+




+




=


2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
0
0
0
0
0
0
0
0
e
e
H
H
c
c
W
W
a
a
Z
Z
b
b
X
X
y
y
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Estruturas de mØdias e variâncias
;
0
0
0
0
0
0
0
0
22
11
2
1
2
1
2
1
2
1
2
1


















=


















∂
∂
bX
bX
e
e
c
c
a
a
y
y
E
   
















=
















∂
∂
∂
∂
2
2
2
2
2
2
2
2
2
1
2
1
2
1
2
1
2
1
2
1
2
1
212
121
0000000
0000000
0000000
0000000
0000000
0000000
000000
000000
e
e
c
c
aa
aa
I
I
I
I
I
I
AA
AA
e
e
c
c
a
a
Var
σ
σ
σ
σ
σ
σ
σσ
σσ
,
em que:
.
22
21 ∂∂ σσ e = variância permanente entre blocos dentro de repetiçıes nos locais
1 e 2, respectivamente.
Equaçıes de modelo misto










=










∂









+
+
+
−
−
−
−
−−−−−
−−−−−
−−−−−
−−−−
yRH
yRW
yRZ
yRX
c
a
b
BHRHWRHZRHXRH
HRWCWRWZRWXRW
HRZWRZGZRZXRZ
HRXWRXZRXXRX
1
1
1
1
11111
11111
11111
1111
'
'
'
'
ˆ
ˆ
ˆ
ˆ
''''
''''
''''
''''
, em
que:



∂
∂
=∂=


=


=



=


=
2
1
2
1
2
1
2
1
2
1
ˆ
ˆ
ˆ;
ˆ
ˆ
ˆ;
ˆ
ˆ
ˆ;
ˆ
ˆ
ˆ;
c
c
c
a
a
a
b
bb
y
y
y




=



=



=



=
⊗=⊗=⊗=⊗=
∂
∂
−−−−−−−−−
2
2
2
2
2
2
2
2
111111111
2
1
2
1
212
121
2
1
0
0
;
0
0
;;
0
0
;;;
σ
σ
σ
σ
σσ
σσ
σ
σ
O
c
c
O
aa
aa
O
e
e
O
OOOO
BCGR
IBBICCAGGIRR
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Os componentes de variância estªo associados aos parâmetros h2, c2,
¶2 e ra, da seguinte maneira:
jiijijiiiiiiii aaaayiiiyicyieyia chch σσρσσσσσσρσσσ =−−∂==−== ∂ ;)(;;)1(; 2222222222222
Estimadores dos componentes de variância por REML
Nesta situaçªo sªo recomendados os algoritmos AI (preferencialmente
este) e DF. A funçªo geral a ser maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas de dados para anÆlise no software DFREML
Experimento     Indivíduo     Pai     Mªe    Repetiçªo    Parcela    Bloco    VariÆvel 1   . . .    VariÆvel n
Sªo necessÆrios dois arquivos, o de dados e um de pedigree formado
pelas colunas   Indivíduo    Pai    Mªe.  Devem ser executados os subprogramas
DFPREP e DXMUX.
4.4.4 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em lÆtice, com vÆrias plantas por parcela, vÆrias mediçıes
por indivíduo e um só carÆter, avaliado em vÆrios
experimentos com algumas progŒnies ou tratamentos
comuns
Modelo linear misto (modelo aditivo multivariado, de repetibilidade, em
lÆtice)
y = Xb + Za + Wc + Tp +H¶ + e que, para o caso bivariado eqüivale a:
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Estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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Estimadores dos componentes de variância por REML
Neste caso, Ø recomendado o algoritmo AI. A funçªo geral a ser
maximizada Ø aquela descrita no item 2.
Software
Para esta situaçªo recomenda-se o uso do software ASREML, o qual
exige um arquivo de programa específico com extensªo. as.
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4.5. Delineamento em lÆtice, progŒnies de polinizaçªo aberta,
vÆrias populaçıes
4.5.1 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
lÆtice, com vÆrias plantas por parcela, uma mediçªo por
indivíduo e um só carÆter
Para as situaçıes descritas em (i) (a) e (ii) (a) do tópico 4.3.1, basta
adotar o modelo, estimadores e preditores descritos no tópico 4.4.1.  Para as
situaçıes (i)(b) ou (ii) (b) incluindo a interaçªo procedŒncia x bloco (efeito c2),
tem-se os modelos, estimadores e preditores descritos a seguir.
Modelo linear misto (modelo aditivo univariado, multi-populaçıes, em
lÆtice)
y = Xb + Za + Wc1 + H¶ + Qr + Uc2 + e, em que:
b = vetor de efeitos fixos (repetiçıes, significando que os valores individuais
serªo ajustados para a mØdia da repetiçªo);
¶ = vetor de efeitos aleatórios dos blocos dentro de repetiçıes;
H = matriz de incidŒncia para ¶.
Distribuiçıes e estruturas de mØdias e variâncias
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As covariâncias entre todos os efeitos aleatórios do modelo sªo assumidas
como nulas.
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Assim:
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Equaçıes de modelo misto
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
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SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo   Pai   Mªe    Repetiçªo    Parcela1    Bloco  ProcedŒncia  Parcela2  VariÆvel 1  . . .  VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona ao mesmo tempo como
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arquivo de pedigree e de dados. Deve ser executado o subprograma DFPREP e
em seguida o DFUNI.
O mØrito genØtico total de cada indivíduo Ø dado pelo somatório do efeito
genØtico aditivo predito com o efeito da procedŒncia a que pertence tal indivíduo.
4.5.2 Avaliaçªo de progŒnies de meios irmªos (polinizaçªo aberta)
de vÆrias populaçıes (procedŒncias), no delineamento em
lÆtice, com vÆrias plantas por parcela, vÆrias mediçıes por
indivíduo e um só carÆter
Considerando-se as situaçıes (i) (a),  (i) (b),  (ii) (a) e  (ii) (b) descritas no
tópico 4.3.1, tem-se que:
- na situaçªo (ii) (a), basta ajustar no vetor de efeitos fixos, os efeitos de
procedŒncia e da combinaçªo repetiçªo-mediçªo e adotar o modelo,
estimadores e preditores apresentados no tópico 4.4.2.
- na situaçªo (i) (a), basta ajustar no vetor de efeitos fixos, o efeito da combinaçªo
repetiçªo-procedŒncia-mediçªo (com bpm níveis, em que p, b e m sªo os
nœmeros de procedŒncias, repetiçıes e mediçıes, respectivamente). Neste
caso, as observaçıes individuais na  mediçªo sªo ajustadas para a mØdia da
procedŒncia na repetiçªo, em uma dada mediçªo. O modelo, estimadores e
preditores apresentados no tópico 4.4.2. devem ser empregados.
Para as situaçıes (i)(b) e (ii) (b), excluindo (em caso de nªo significância)
o efeito c2 em ambas, tem-se os modelos, estimadores e preditores descritos a
seguir.
Modelo linear misto (modelo aditivo univariado, multi-populaçıes, de
repetibilidade, em lÆtice)
y = Xb + Za + Wc1 + Tp + Qr + H¶ + e, em que:
b : vetor de efeitos fixos (no caso, combinaçıes repetiçªo-mediçªo, significando
que os valores individuais na mediçªo serªo ajustados para a mØdia da
repetiçªo na mediçªo);
p : vetor de efeitos permanentes (ambiente permanente dentro de parcela +
efeitos genØticos nªo aditivos);
T : matriz de incidŒncia para p.
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Distribuiçıes e estruturas de mØdias e variâncias
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As covariâncias entre todos os efeitos aleatórios do modelo sªo assumidas
como nulas.
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Equaçıes de modelo misto
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Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
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SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo   Pai   Mªe   Repetiçªo    Parcela1  Permanente  ProcedŒncia  Bloco  VariÆvel 1. . . VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona ao mesmo tempo como
de pedigree e de dados. Deve ser executado o subprograma DFPREP e em
seguida o DFUNI.
O mØrito genØtico total de cada indivíduo Ø dado pelo somatório do efeito
genØtico aditivo predito com o efeito da procedŒncia a que pertence tal indivíduo.
4.6 Avaliaçªo apenas de populaçıes
4.6.1 Avaliaçªo de vÆrias populaçıes (procedŒncias), no
delineamento em blocos ao acaso, com vÆrias plantas por
parcela, uma mediçªo por indivíduo e um só carÆter
Modelo linear misto (modelo aditivo univariado, multi-populaçıes, sem
parentesco)
y = Xb + Za + Wc + Qr + e, em que:
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y, b, a, c, r e e:   vetores de dados, dos efeitos de blocos (fixos), de efeitos
genØticos aditivos dos indivíduos (aleatórios), de efeitos de
parcela (aleatórios), de efeitos de procedŒncias (aleatórios)
e de erros aleatórios, respectivamente.
X, Z, W e Q: matrizes de incidŒncia para b, a, c, r e e, respectivamente.
Distribuiçıes e estruturas de mØdias e variâncias
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Equaçıes de modelo misto








=


















+
+
+ −
yQ
yW
yZ
yX
r
c
a
b
IQQWQZQXQ
QWIWWZWXW
QZWZAZZXZ
QXWXZXXX
'
'
'
'
ˆ
ˆ
ˆ
ˆ
''''
''''
''''
''''
3
2
1
1
λ
λ
λ
, em que:
.
1
;
1
;
1
2
2
2
222
32
2
2
222
22
2
2
222
1
r
e
c
e
a
e
r
rch
c
rch
h
rch
σ
σλ
σ
σλ
σ
σλ =−−−==−−−==−−−=
2222
2
2
erca
ah
σσσσ
σ
+++
= : herdabilidade individual no sentido restrito no
bloco, em uma dada mediçªo;
2222
2
2
erca
rr
σσσσ
σ
+++
= : coeficiente de determinaçªo dos efeitos de
procedŒncia;
2222
2
2
erca
cc
σσσσ
σ
+++
= : correlaçªo devida ao ambiente comum de
parcela.
Estimadores dos componentes de variância por REML via algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyQryWcyZayXbyye −−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
tCtrrr er /]ˆˆ'ˆ[ˆ 4422 σσ += , em que:
C22, C33 e C44 advØm de:
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









=








=
−
−
44434241
34333231
24232221
141312111
44434241
34333231
24232221
14131211
1
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
CCCC
C
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo    Pai    Mªe    Bloco  Parcela   ProcedŒncia   VariÆvel 1   . . .   VariÆvel n
É necessÆrio apenas um arquivo, o qual funciona simultaneamente como
arquivo de dados e como arquivo de pedigree. Devem ser executados
seqüencialmente os subprogramas DFPREP e DFUNI. As colunas referentes a
Pai e Mªe devem ser preenchidas com zero, a herdabilidade deve ser conhecida
a priori e seu valor fixado no DFREML.
O mØrito genØtico total dos indivíduos Ø dado pela soma 
.ˆ* râa +=
4.7. Avaliaçªo simultânea de caracteres
4.7.1 Avaliaçªo de progŒnies de meios irmªos, no delineamento
em blocos ao acaso, com vÆrias plantas por parcela, uma
mediçªo por indivíduo e vÆrios caracteres, em um só local
Considerando o caso bivariado, tem-se:



+




+




+




=


2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
0
0
0
0
0
0
e
e
c
c
W
W
a
a
Z
Z
b
b
X
X
y
y
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Distribuiçıes e estruturas de mØdias e variâncias
;
0
0
0
0
0
0
22
11
2
1
2
1
2
1
2
1
















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















bX
bX
e
e
c
c
a
a
y
y
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



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
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



=








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
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2
2
2
2
2
2
1
2
1
2
1
2
12
12
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0
0
0
0
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0000
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000
000
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e
e
e
e
cc
cc
aa
aa
I
I
I
I
II
II
AA
AA
e
e
c
c
a
a
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σ
σ
σ
σ
σσ
σσ
σσ
σσ
2
2
2
22
2
222
2
1
2
11
2
111
222
111
'')(
'')(
eca
eca
IWIWZAZVyVar
IWIWZAZVyVar
σσσ
σσσ
++==
++==
em que:
22
21 aa
e σσ :  variâncias genØticas aditivas dos caracteres 1 e 2, respectivamente;
12a
σ : covariância genØtica aditiva envolvendo os caracteres 1 e 2,
respectivamente;
1221
22
, ccc e σσσ : variâncias entre parcelas, para os caracteres 1 e 2 e
covariância entre os 2 caracteres ao nível do efeito de
parcela, respectivamente;
1221
22
, eee e σσσ : variâncias residuais, para os caracteres 1 e 2 e covariância
entre os 2 caracteres ao nível do efeito residual,
respectivamente.
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Equaçıes de modelo misto








=
















+
+
−
−
−
−−−−
−−−−
−−−
yRW
yRZ
yRX
c
a
b
CWRWZRWXRW
WRZGZRZXRZ
WRXZRXXRX
1
1
1
1111
1111
111
'
'
'
ˆ
ˆ
ˆ
'''
'''
'''
, em que:
;
ˆ
ˆ
ˆ;
ˆ
ˆ
ˆ;
2
1
2
1
2
1 


=



=


=
c
c
c
b
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y
y
y
;;;
;;;
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2
2
2
2
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1111111
212
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

=



=



=
⊗=⊗=⊗= −−−−−−−
cc
cc
O
aa
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O
ee
ee
O
OOO
CGR
ICCAGGIRR
σσ
σσ
σσ
σσ
σσ
σσ
Os componentes de variância estªo associados aos parâmetros h2, c2 e
ra, da seguinte maneira:
jiijijiiiiii aaaayiieyicyia chch σσρσσσσσσσ =−−=== ;)1(;; 2222222222 , em
que:
ji
ij
ij
aa
a
a
σσ
σ
ρ = = correlaçªo genØtica aditiva entre os caracteres i e j;
Estimadores dos componentes de variância por REML
Nesta situaçªo sªo recomendados os algoritmos AI (preferencialmente
este) e DF. A funçªo geral a ser maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas de dados para anÆlise no software DFREML
Experimento   Indivíduo    Pai    Mªe   Bloco   Parcela VariÆvel 1   . . .   VariÆvel n
Sªo necessÆrios dois arquivos, o de dados e um de pedigree, formado
pelas colunas   Indivíduo    Pai    Mªe.  Devem ser executados os subprogramas
DFPREP e DXMUX.
A estimaçªo e prediçªo simultânea de caracteres utiliza os mesmos
modelos apresentados nos itens 4.1.3, 4.1.4, 4.2.3, 4.2.4, 4.3.3, 4.3.4, 4.4.3
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e 4.4.4, diferindo apenas nas estruturas de variâncias, as quais devem assumir
as covariâncias entre caracteres referentes aos efeitos de parcela e residuais,
como diferentes de zero.
Outras situaçıes podem ocorrer, como a avaliaçªo simultânea de vÆrios
caracteres, em vÆrios locais. Neste caso, as estruturas de variâncias devem
assumir as covariâncias referentes aos efeitos de parcela como zero, nas
combinaçıes envolvendo caracteres em diferentes locais e, como diferentes
de zero nas combinaçıes envolvendo os vÆrios caracteres em um só local. O
mesmo comentÆrio aplica-se ao efeito residual.
5. Prediçªo de Valores GenØticos e Genotípicos Interpopulacionais
(Interespecíficos)
5.1. Híbridos envolvendo duas espØcies ou populaçıes
Neste caso, o valor genotípico de um híbrido Ø dado por:
)12()12()12()12( daG ++= µ
)12()12(2112)12(21 )(2
1)(
2
1
maah ++++++= δµµ , em que:
)12(µ : mØdia geral da populaçªo híbrida;
)12(a : efeito genØtico aditivo de um indivíduo híbrido;
)12(d : efeito de dominância de um indivíduo híbrido;
21 µµ e : mØdia geral das populaçıes 1 e 2, respectivamente;
)12(h : heterose no cruzamento entre as populaçıes 1 e 2;
2112 aea : efeitos  genØticos  aditivos  dos genitores das populaçıes 1 e 2,
respectivamente, em cruzamento com a populaçªo recíproca;
)12(δ :  efeito de dominância associado à família de irmªos germanos (capacidade
específica de combinaçªo entre os genitores das populaçıes 1 e 2);
)12(m : efeito da segregaçªo mendeliana, contemplando uma fraçªo aditiva e
outra dominante.
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Verificam-se assim, as igualdades:
)12(21)12( )(2
1 h++= µµµ
)12()12(2112)12()12( )(2
1
maada +++=+ δ
 A partir deste modelo geral, quatro situaçıes prÆticas podem ser
consideradas:
(i) Prediçªo do comportamento da progŒnie híbrida com base em
informaçıes prØvias de m1, m2, a12, a21 e h(12)
Neste caso, )ˆˆ(2
1
ˆ)ˆˆ(
2
1
ˆ
2112)12(21)12( aahG ++++= µµ , ou seja, tendo-se
informaçıes sobre as mØdias das populaçıes, da heterose entre as mesmas e
dos efeitos genØticos aditivos interpopulacionais dos genitores a serem cruzados,
pode-se predizer a descendŒncia híbrida. Se a correlaçªo entre os efeitos
genØticos aditivos interpopulacionais (a12 e a21) e intrapopulacionais (a11 e a22)
for alta, os œltimos podem ser utilizados em lugar dos primeiros.
(ii) Seleçªo e recombinaçªo de genitores em programas de seleçªo
recorrente recíproca ou seleçªo recorrente intrapopulacional nas duas
populaçıes
Neste caso, a seleçªo dos genitores a serem recombinados deve basear-
se no valor genØtico aditivo interpopulacional dado por:
12)12(12)12(21)12( ˆˆˆ
ˆ)ˆˆ(
2
1
ˆ aaha +=+++=∗ µµµ  na populaçªo 1 e
21)12(21)12(21)21( ˆˆˆ
ˆ)ˆˆ(
2
1
ˆ aaha +=+++=∗ µµµ  na populaçªo 2.
No caso de alta correlaçªo genØtica entre os efeitos aditivos
interpopulacionais e intrapopulacionais, os œltimos )ˆˆ( 2211 aea podem ser usados
em lugar da )ˆ( 2112 âea e programas de seleçªo recorrente intrapopulacional
podem ser adotados, com eficiŒncia.
(iii) Capitalizaçªo da capacidade específica de combinaçªo via plantios
comerciais por sementes
Neste caso, torna-se necessÆria a avaliaçªo de progŒnies de irmªos
germanos interpopulacionais (híbridos) obtidos sob cruzamentos dialØlicos,
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fatoriais ou hierÆrquicos e o valor genotípico predito da descendŒncia no plantio
comercial Ø dado por
)12(2112)12(
)12(2112)12(21)12(
ˆ)ˆˆ(
2
1
ˆ
ˆ)ˆˆ(
2
1
ˆ)ˆˆ(
2
1
ˆ
δµ
δµµ
+++=
+++++=
aa
aahG
(iv) Seleçªo de híbridos superiores para a clonagem
Neste caso, torna-se necessÆria a avaliçªo de progŒnies de irmªos
germanos interpopulacionais, obtidos sob cruzamentos fatoriais, dialØlicos ou
hierÆrquicos ou a realizaçªo de testes clonais com indivíduos híbridos. Nesta
situaçªo, os valores genotípicos totais dos indivíduos sªo dados por
)12()12()12()12(
ˆ
ˆˆ
ˆ daG ++= µ .
Em geral, dois esquemas de avaliaçªo de progŒnies sªo utilizados:
(a) Apenas avaliaçªo de progŒnies interpopulacionais
Nesta situaçªo, dois modelos de anÆlise podem ser adotados:
   (a.1.) Avaliaçªo integral de a(12) e d(12) a partir de cruzamentos dialØlicos,
fatoriais ou hierÆrquicos
Neste caso, tem-se o seguinte modelo linear misto (modelo univariado
aditivo-dominante).
y = Xb + Za(12) + Zd(12) + Wc + e, em que:
y, b, a(12), d(12), c, e: vetores de dados, de efeitos de blocos (fixos), de efeitos
genØticos aditivos (aleatórios), de efeitos de dominância
(aleatórios), de efeitos de parcela (aleatórios) e de erros
aleatórios, respectivamente.
X, Z e W: matrizes de incidŒncia para b, a(d) e c, respectivamente.
Estrutura de mØdias de variâncias










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














=










2
2
2
2
)12(
)12(
)12(
)12(
000
000
000
000
0
0
0
0
)12(
)12(
e
c
d
a
I
I
D
A
e
c
d
a
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Xb
e
c
d
a
y
E
σ
σ
σ
σ
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2222
''')(
)12()12( eeda IWIWZDZZAZyVar σσσσ +++= , em que:
2
)12(a
σ : variância genØtica aditiva interpopulacional;
2
)12(d
σ : variância de dominância interpopulacional;
2
cσ : variância entre parcelas;
 2
eσ : variância ambiental dentro de parcelas;
A e D: matrizes de correlaçªo genØtica aditiva e de dominância entre os indivíduos
em avaliaçªo, respectivamente.
Equaçıes de modelo misto








=

















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+
+
+
−
−
yW
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yZ
yX
c
d
a
b
IWWZWZWXW
WZDZZZZXZ
WZZZAZZXZ
WXZXZXXX
'
'
'
'
ˆ
ˆ
ˆ
ˆ
''''
''''
''''
''''
)12(
)12(
3
2
1
1
1
λ
λ
λ
, em que:
.
1
;
1
;
1
2
22
2
2
32
)12(
2
22
2
2
22
)12(
22
2
2
1
)12(
)12(
)12(
)12(
)12(
)12(
c
ch
hh
ch
h
ch a
c
e
a
a
d
ea
a
e
−−
==
−
−−
==
−−
==
σ
σλ
σ
σλ
σ
σλ
22
)12( )12(aheh : herdabilidades individuais interpopulacionais no sentido restrito e
amplo, respectivamente.
c2 : correlaçªo intraclasse devida ao ambiente comum da parcela.
Estimadores iterativos de mÆxima verossimilhança restrita (REML) pelo
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ )12()12(2 xrNyWcyZdyZayXbyye −−−−−=σ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 2212)12(1)12(2 )12( −− += σσ
qCDtrdDd ed /](ˆˆ'ˆ[ˆ 3312)12(1)12(2 )12( −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 4422 σσ +=
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SeqüŒncia de colunas no arquivo de dados para anÆlise pelo software
DFREML
Indivíduo      Pai      Mªe      Bloco      Parcela      VariÆvel 1      . . .      VariÆvel n
Este arquivo funciona ao mesmo tempo como arquivo de pedigree e de
dados. Devem ser executados seqüencialmente os subprogramas DFPREP e
DFUNI.
Exemplo:
Considere a avaliaçªo dos seguintes indivíduos híbridos de Eucalyptus
urophylla x E. grandis, para o carÆter altura de plantas aos quatro anos de
idade.
Indivíduo Bloco Pai Mªe Altura
(E. grandis) (E. urophylla) (metros)
7 1 1 2 25,3
8 2 1 2 22,7
9 1 3 4 14,6
10 2 3 4 17,7
11 1 5 6 19,7
Como existe uma só planta por parcela o modelo passa a ser:
y = Xb + Za + Zd + e
As matrizes de incidŒncia sªo:



=
01010
10101
'X










=
10000000000
01000000000
00100000000
00010000000
00001000000
'Z
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As matrizes de parentesco A e D sªo da forma:




















100000000
01000000
01000000
00010000
00010000
0000100000
0000010000
000001000
000000100
000000010
000000001
11
211
211
211
211
1
1
11
11
11
11
rr
rrr
rrr
rrr
rrr
r
r
rr
rr
rr
rr
em que r2 = ‰ em A e r2 = … em D e r1 = ‰ em A e r1 = 0 em D.
As equaçıes de modelo misto sem os efeitos de parcela eqüivalem a:








=
















+
+
−
−
yZ
yZ
yX
d
a
b
DZZZZXZ
ZZAZZXZ
ZXZXXX
'
'
'
ˆ
ˆ
ˆ
'''
'''
'''
12
12
2
1
1
1
λ
λ
Assumindo 125,300,1,75,2 222 )12()12( === eda e σσσ , tem-se
.125,31364,1,55,0,4,0 21
22
)12( )12( ==== λλ ehh a  Resolvendo-se as
equaçıes de modelo misto, tem-se:
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Efeitos Soluções
Blocos
1
ˆb 19,8667
2
ˆb 20,1803
Efeitos genéticos aditivos
â1 1,2865
â2 1,2865
â3 -1,2532
â4 -1,2532
â5 -0,0333
â6 -0,0333
â7 2,3113
â8 1,5482
â9 -2,2446
â10 -1,5149
â11 -0,0667
Efeitos de dominância
1
ˆd 0
2
ˆd 0
3
ˆd 0
4
ˆd 0
5
ˆd 0
6
ˆd 0
7
ˆd 0,7929
8
ˆd 0,3767
9
ˆd -0,7687
10
ˆd -0,3706
11
ˆd -0,0242
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Verifica-se que somente os efeitos de dominância associados aos
indivíduos com observaçıes puderam ser preditos. Para os genitores, somente
os efeitos aditivos foram preditos.
De posse das prediçıes, as quatro situaçıes prÆticas podem ser
consideradas:
(i) Prediçªo do comportamento da progŒnie híbrida
A mØdia do cruzamento entre os genitores 1 e 6 pode ser predita por:
metros
aa
aahG
6501,20
6266,00235,20
)0333,02865,1(
2
1
2
1803,208667,19
)ˆˆ(
2
1
ˆ
)ˆˆ(
2
1
ˆ)ˆˆ(
2
1
ˆ
61)12(
61)12(2116
=
+=
−+
+
=
++=
++++=
µ
µµ
(ii) Seleçªo de genitores para seleçªo recorrente recíproca
O valor genØtico aditivo dos dois melhores genitores de E. urophylla
eqüivalem a  =+==+=+= ∗∗ 6)12(62)12(2 ˆ3100,212865,10235,20ˆˆˆ ââeaa µµ 20,02351
 0,0333 = 19,9902. Assim, recombinando esses indivíduos na populaçªo de
E. urophylla, a contribuiçªo desta populaçªo para o ganho no híbrido Ø dada por
[(21,3100 + 19,9902)/2]/(20,0235)-1, que eqüivale a 3,13%.
(iii) Exploraçªo da capacidade específica de combinaçªo atravØs de plantios
por sementes
O valor genotípico predito da descendŒncia do cruzamento entre os
genitores 1 e 2 Ø dado por .ˆ)ˆˆ(2
1
ˆ
ˆ
)12(21)12()12( δµ +++= aaG  No caso, d(12) eqüivale
à mØdia de 87 ˆˆ ded , ou seja à mØdia dos efeitos de dominância dos indivíduos
que compıem a família 1 x 2.  Assim, tem-se:
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metros
ddaaG
5214,22
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2
1)2865,12865,1(
2
16501,20
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2
1)ˆˆ(
2
1
ˆ
ˆ
8721)12()12(
=
++++=
++++= µ
(iv) Seleçªo de indivíduos híbridos superiores para a clonagem
O valor genotípico do melhor indivíduo para clonagem Ø dado por:
metros
daG
7543,23
7929,03113,26501,20
ˆ
ˆˆ
ˆ
77)12(7
=
++=
++= µ
(a.2.) Avaliaçªo de a(12) e d(12) a partir de cruzamentos dialØlicos, fatoriais
ou hierÆrquicos
A construçªo e inversªo da matriz de parentesco de dominância Ø uma
limitaçªo dos programas computacionais disponíveis. Assim, uma forma de
contornar este problema Ø o ajuste do efeito da capacidade específica de
combinaçªo ou efeito de dominância comum a uma família de irmªos germanos.
Este ajuste nªo requer o uso da matriz de parentesco de dominância e fornece
de maneira mais fÆcil a prediçªo de d(12) e a estimaçªo de 
2
)12(d
σ Entretanto, nªo
fornece o valor genotípico de cada indivíduo híbrido.
Modelo linear misto (modelo univariado de capacidade específica de
combinaçªo)
y = Xb + Za(12) + Wc + Sd(12) + e, em que:
d(12)  Ø o efeito aleatório de dominância associado à família de irmªos
germanos;
S Ø a matriz de incidŒncia para d (12).
A variância de d(12) contempla (1/4) 
2
)12(d
σ . Assim, 2 )12(dσ = 4
2
)12(δσ .
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Estrutura de mØdias de variâncias
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Equaçıes de modelo misto
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Estimadores iterativos REML pelo algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ )12()12(2 xrNySyWcyZayXbyye −−−−−= δσ
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 2212)12(1)12()12(2 −− += σσ
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
fCtre /]ˆˆ'ˆ[ˆ 442)12()12(2 )12( σδδσ δ += , em que f Ø o nœmero de famílias de irmªos
germanos.
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SeqüŒncia de colunas no arquivo de dados para anÆlise pelo software
DFREML
Indivíduo      Pai      Mªe      Bloco      Parcela     Família    VariÆvel 1  . . .   VariÆvel n
Este arquivo funciona ao mesmo tempo como arquivo de pedigree e de
dados. Devem ser executados seqüencialmente os subprogramas DFPREP e
DFUNI.
(b) Avaliaçªo simultânea de progŒnies interpopulacionais e intrapopulacionais
Muitas vezes sªo geradas, simultaneamente, progŒnies intrapopulacionais
e interpopulacionais de cada matriz. Este esquema Ø vantajoso, pois permite,
adicionalmente, a obtençªo de informaçıes sobre a correlaçªo genØtica (ra)
entre os efeitos aditivos intrapopulacionais e interpopulacionais e sobre a
magnitude da mØdia e variaçªo intrapopulacionais associados a cada populaçªo.
Nesta situaçªo, deve-se considerar um modelo multivariado tratando os
materiais genØticos intrapopulacionais e interpopulacionais como caracteres
distintos. Isto Ø justificÆvel quando ra nªo eqüivale a 1.
Quando cruzamentos dialØlicos, fatoriais ou hierÆrquicos sªo realizados,
tem-se a modelagem descrita a seguir.
Modelo linear misto (modelo multivariado de capacidade específica de
combinaçªo)
y = Xb + Za + Wc + Sd + e
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y11, y12, y22 : vetores de dados correspondentes às progŒnies intrapopulacionais
da populaçªo 1, interpopulacionais do cruzamento 1 x 2 e
intrapopulacionais da populaçªo 2, respectivamente;
b11, b12, b22 : vetores de efeitos fixos (mØdias dos materiais genØticos nos
blocos) associadas aos experimentos avaliando os trŒs conjuntos
de materiais genØticos, respectivamente. (De preferŒncia, os trŒs
tipos de materiais genØticos devem ser alocados em um mesmo
bloco);
a11, a12, a22 : vetores aleatórios referentes aos valores genØticos aditivos dos
indivíduos na populaçªo 1, interpopulacªo 1 x 2 e populaçªo 2,
respectivamente;
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c11, c12, c22: vetores aleatórios referentes aos efeitos de parcela associados à
avaliaçªo dos trŒs materiais genØticos, respectivamente;
d11, d12, d22: vetores aleatórios das capacidades específicas de combinaçªo
intrapopulacional da populaçªo 1, interpopulacional e
intrapopulacional da populaçªo 2, respectivamente;
e11, e12, e22: vetores de erros aleatórios associados à avaliaçªo dos trŒs materiais
genØticos, respectivamente.
Estrutura de variâncias
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em que:
222
221211
, aaa e σσσ : variâncias genØticas aditivas intrapopulacional 1,
interpopulacional 1 x 2 e intrapopulacional 2, respectivamente;
 
1112a
σ : covariância genØtica aditiva entre os efeitos intrapopulacional 1 e
interpopulacionais 1 x 2;
1122a
σ  = 0 :  covariância entre os efeitos aditivos intrapopulacionais 1 e 2;
1222a
σ : covariância genØtica aditiva entre os efeitos interpopulacionais 1 x 2 e
os efeitos intrapopulacionais 2;
222
221211
, δδδ σσσ e : variâncias dos efeitos da capacidade específica de combinaçªo
intrapopulacional 1, interpopulacional 1 x 2 e intrapopulacional
2, respectivamente.
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Sendo 0
1122
=aσ , pode-se optar tambØm pelo ajuste de dois modelos
bivariados (um envolvendo y11 e y12 e outro envolvendo y12 e y22) ao invØs do
modelo trivariado.
A partir do modelo apresentado, pode-se obter informaçıes sobre a
correlaçªo entre os efeitos aditivos intrapopulacionais (capacidade geral de
combinaçªo) e efeitos aditivos interpopulacionais (capacidade geral de
hibridaçªo) pelas relaçıes )./()/(
221212221222121111121112 aaaaaaaa
e σσσρσσσρ ==
Equaçıes de modelo misto
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 Estimadores dos componentes de variância por REML
Nesta situaçªo, devido à complexidade do modelo e ao elevado nœmero
de componentes de variância a serem estimados, sªo recomendados os
algoritmos DF e AI (preferencialmente este). Neste caso, a funçªo geral a ser
maximizada Ø aquela descrita no item 2.
SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Populaçªo   Indivíduo   Pai    Mªe    Bloco   Parcela   Família  VariÆvel 1  . . . VariÆvel n
Sªo necessÆrios dois arquivos: um de dados conforme a estrutura
apresentada e outro de pedigree contendo apenas as colunas  Indivíduo   Pai
Mªe.  Devem ser executados, seqüencialmente, os subprogramas DFPREP e
DXMUX.
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5.2. Híbridos envolvendo trŒs ou mais espØcies
Híbridos envolvendo trŒs ou mais espØcies tŒm sido comuns no
melhoramento do Eucalyptus no Brasil (Assis, 2000). Nesta situaçªo, sªo
envolvidos na anÆlise vÆrios tipos de híbridos. Por exemplo, um híbrido triplo
envolvendo E. urophylla, E. dunnii e E. grandis envolve em sua genealogia os
híbridos E. urophylla x E. grandis, E. dunnii x E. grandis e E. urophylla x E. dunnii.
TambØm cada indivíduo de uma espØcie Ø envolvido em vÆrios cruzamentos
interpopulacionais, de forma que uma avaliaçªo completa deve envolver toda
esta mistura de híbridos, procurando identificar os melhores.
 Um modelo para esta situaçªo deve contemplar os efeitos fixos da
heterose associada a cada tipo de híbrido, por exemplo, efeito de heterose
envolvendo as vÆrias combinaçıes de híbridos entre duas espØcies e as
combinaçıes envolvendo trŒs espØcies.
Modelo linear misto (modelo univariado de heterose fixa)
y = Xb + Th + Za + Wc + Sd + e, em que:
b : vetor de efeitos fixos (mØdias de blocos);
h : vetor de efeitos fixos da heterose associada a cada tipo de híbrido;
a : vetor de efeitos aditivos interpopulacionais aleatórios, expressos como desvios
da mØdia do tipo de híbrido em questªo;
c : vetor dos efeitos aleatórios de parcela;
d : vetor aleatório dos efeitos da capacidade específica de combinaçªo entre
os dois genitores envolvidos no cruzamento, expressos como desvios da
mØdia do tipo de híbrido em questªo.
e : vetor de erros aleatórios;
X, T, Z, W e S :  matrizes de incidŒncia para b, h, a, c e d, respectivamente.
Neste caso, os valores genotípicos preditos de cada cruzamento visando
explorar a capacidade específica de combinaçªo Ø dado por
δSaZThXbg +++=ˆ , em que a  refere-se à mØdia dos efeitos aditivos
interpopulacionais dos genitores envolvidos no cruzamento. Indivíduos superiores
dentro dos melhores cruzamentos devem ser submetidos a teste clonal.
As equaçıes de modelo misto sªo similares àquelas descritas no tópico
(a.2), bastando incluir o efeito fixo da heterose, fato que requer uma coluna a
mais no arquivo de dados, codificando os vÆrios tipos de híbridos.
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6. Testes Clonais
6.1 Avaliaçªo de clones nªo aparentados no delineamento em
blocos ao acaso com vÆrias plantas por parcela (vÆlido
tambØm para linhagens nªo aparentadas de espØcies
autógamas)
Modelo linear misto (modelo univariado de clones repetidos)
y = Xb + Zg + Wc + e, em que
y, b, g, c e e : vetores de dados, de efeitos fixos (blocos), de efeitos genotípicos
de clones (aleatórios), de efeitos de parcela (aleatórios) e de erros
aleatórios, respectivamente.
X, Z e W : matrizes de incidŒncia para b, g e c, respectivamente.
Distribuiçıes e estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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= : herdabilidade individual no sentido amplo no bloco;
2
gσ : variância genotípica entre clones;.
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2
cσ : variância entre parcelas;
2
eσ : variância residual ou ambiental dentro de parcelas.
Estimadores iterativos de componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ'[ˆ 2 xrNyWcyZgyXbyye −−−−=σ
qCtrgg eg /)]ˆˆ'ˆ[ˆ 2222 σσ +=
sCtrcc ec /]ˆ'ˆ[ˆ 3322 σσ +=
Estimaçªo e prediçªo pelo software DFREML
O modelo de estimaçªo e prediçªo apresentado Ø similar a um modelo
de genitor (sire model) e nªo a um modelo individual (animal model).  Como
o software DFREML trabalha com um modelo individual, para anÆlises de testes
clonais, tal programa pode ser utilizado ajustando um modelo de repetibilidade.
Neste caso, a variância de ambiente permanente contemplarÆ a variância
nªo aditiva total livre do componente de ambiente permanente (jÆ que as medidas
repetidas em um mesmo clone sªo realizadas em diferentes rametes), e o
efeito de ambiente permanente contemplarÆ os efeitos nªo aditivos. Assim,
para obtençªo dos efeitos genotípicos totais (aditivo + nªo aditivo) de cada
clone basta somar os efeitos aditivos e de ambiente permanente ajustados
pelo programa. Este procedimento Ø vÆlido quando os clones nªo sªo
aparentados. A forma do arquivo para este tipo de anÆlise Ø apresentada a
seguir:
Indivíduo       Pai       Mªe       Bloco       Permanente       Parcela       Vetor de Dados
Neste caso, o programa ajustarÆ os efeitos aditivos, permanente de
dominância (aleatório adicional), de parcela (aleatório adicional) e fixo de bloco.
No caso de testes clonais instalados no delineamento em lÆtice, basta
substituir o efeito fixo de bloco pelo efeito de repetiçıes e incluir no modelo, o
efeito aleatório de blocos dentro de repetiçıes.
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6.2 Avaliaçªo de clones aparentados no delineamento em blocos
ao acaso, com vÆrias plantas por parcela
Modelo linear misto (modelo univariado aditivo-dominante)
y = Xb + Za + Zd + Wc + e, em que
d: vetor aleatório dos efeitos de dominância.
Distribuiçıes e estruturas de mØdias e variâncias
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Equaçıes de modelo misto
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22
ad heσ : variância genØtica de dominância e herdabilidade no sentido amplo,
respectivamente;
D : matriz de correlaçªo genØtica de dominância entre os indivíduos em avaliaçªo.
O sistema apresentado prediz isoladamente os efeitos aditivos (â) e de
dominância (dˆ ). Os valores genotípicos totais, dados por dâg ˆˆ += , podem ser
preditos diretamente pelas equaçıes de modelo misto:
88 Documentos, 47

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





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















+
+ −
yW
yZ
yX
c
g
b
IWWZWXW
WZGZZXZ
WXZXXX
e
'
'
'
ˆ
ˆ
ˆ
'''
'''
'''
3
21
λ
σ , em que:
22
da DAG σσ +=
 Estimadores iterativos dos componentes de variância por REML via
algoritmo EM
)](/[]''ˆ''ˆ''ˆ''ˆ'[ˆ 2 xrNyWcyZdyZayXbyye −−−−−=σ
sCtrcc ec /]ˆˆ'ˆ[ˆ 4422 σσ += ;
qCAtraAa ea /)](ˆˆ'ˆ[ˆ 221212 −− += σσ ;
qCDtrâDd ed /](ˆ'ˆ[ˆ 331212 −− += σσ .
 SeqüŒncia de colunas no arquivo de dados para anÆlise no software
DFREML
Indivíduo      Pai      Mªe      Bloco      Parcela      VariÆvel 1      . . .      VariÆvel n
Para ajuste dos efeitos de dominância, os mesmos devem ser considerados
como segundo efeito aleatório por indivíduo. Neste caso, alØm dos arquivos
de dados e de pedigree, deve ser fornecido um arquivo adicional com nome
padrªo DF45#DAT, referente à inversa da matriz de parentesco de dominância.
Este arquivo nªo formatado deve fornecer todos os elementos nªo zero do
triângulo inferior da matriz inversa e deve conter trŒs colunas: um código inteiro
(de 1 ao nœmero de indivíduos na anÆlise) referente ao nœmero da coluna na
matriz; um código inteiro referente ao nœmero da linha (maior ou igual ao nœmero
da coluna) na matriz (de 1 ao nœmero de indivíduos na anÆlise); uma variÆvel
verdadeira (real) fornecendo o elemento da inversa da matriz de parentesco de
dominância.
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7. Modelos nªo Lineares para VariÆveis Binomiais e Categóricas
Em teoria, variÆveis categóricas e binomiais (tais como a presença ou
ausŒncia de determinados atributos nos indivíduos) nªo sªo bem descritas por
modelos estatísticos lineares. Para estas variÆveis, os modelos nªo lineares
podem ser mais apropriados.
A tØcnica de modelos lineares generalizados (GLM), desenvolvida por
Nelder & Wederburn (1972), permite a generalizaçªo ou flexibilizaçªo dos
modelos lineares clÆssicos de variÆveis contínuas, de forma que toda a estrutura
para a estimaçªo e prediçªo em modelos lineares normais, pode ser estendida
para os modelos nªo lineares. Os modelos lineares clÆssicos sªo, em verdade,
casos especiais de modelos lineares generalizados.
Neste caso, a variÆvel observacional pode ser definida pelo modelo
ey += µ , em que m refere-se à esperança de y e e refere-se ao vetor de erros
aleatórios.
No caso especial em que y segue uma distribuiçªo normal e g(m) Ø uma
ligaçªo identidade, obtØm-se o tradicional modelo linear misto eZaXby ++= ,
em que 
2)(,)(,)( eIReCovGaCovXbyE σ====  e, consequentemente,
2
'')( eIZGZRZGZyCov σ+=+= .
Para o caso em que y segue uma distribuiçªo binomial, tem-se o caso da
estimaçªo e prediçªo em modelos lineares generalizados com efeitos fixos e
aleatórios, conforme Schall (1991).
A funçªo de ligaçªo logito, g(m), aplicada aos dados y Ø linearizada,
conforme a expansªo em sØrie de Taylor de primeira ordem fornecendo y*, da
seguinte forma:
)(')()()(* µµµ gygygy −+==
Assim tem-se:
)1(
*
ii
ii
ii
yy
µµ
µη
−
−
+=
)1(1log ii
ii
i
i y
µµ
µ
µ
µ
−
−
+



−
= .
De posse da variÆvel observacional (ou dependente) ajustada y*, tem-se
que o modelo linear misto eqüivale a )('* µegZaXby ++= , em que:
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2121
'*)()]('[,)(,*)( ee WZGZyCoveWegCovGaCovXbyE σσµ −− +==== .
O modelo eZaXby ++=*  tem a mesma estrutura de primeira e segunda
ordem que o modelo eZaXby ++=  de forma que os algoritmos de estimaçªo
e prediçªo para o caso normal podem ser adaptados, apenas substituindo y por
y* e ReCov =)(  por .)]('[ 21 eWegCov σµ −=
Assim, tem-se a seguintes equaçıes de modelo misto:



=






+ −
−
−−−
−−
*'
*'
ˆ
ˆ
''
''
1
1
111
11
ySZ
ySX
a
b
GZSZXSZ
ZSXXSX
L
L
, em que:
1−S  = matriz com termos diagonais dados por ;
1)1( 2
Le
ii σ
µµ −
2
Le
σ  = variância residual na escala contínua de tolerância (liability);
LL aeb  = efeitos fixos e aleatórios na escala de tolerância.
No caso em que a refere-se a um vetor de valores genØticos aditivos,
tem-se que 2)(
La
AGaCov σ== , em que A Ø a matriz de correlaçªo genØtica
aditiva entre os indivíduos e 2
La
σ  Ø a variância de La  Neste caso, os estimadores
REML sªo dados por:
2
2221
1
2
2221
1
2
/)()(
)ˆˆ()'ˆˆ(
ˆ;
/)(
ˆ'ˆ
ˆ
L
L
L
L
L e
a
LLLL
e
a
LL
a
CAtrqxrN
aZbXySaZbXy
CAtrq
aAa
σ
σ
σ
σ
σ
−
−
−
−
+−−
−−−−
=
−
=
Em resumo, o processo de estimaçªo envolve:
(a) estimaçªo de Nn /1=µ , em que 1n  Ø o nœmero de indivíduos que
recebem o escore 1, dentre N indivíduos avaliados;
(b) obtençªo de y*, a partir de y e m (neste passo, a variÆvel passa do
intervalo (0,1) para a reta real, ou seja, a funçªo Ø linearizada);
(c) estimaçªo de LL aeb ˆ , dados os valores atuais ou correntes de
22
,
LL ae
e σσµ ;
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(d) obtençªo de 22 ˆˆ
LL ae
e σσ  iterativamente e, após a convergŒncia,
proceder à obtençªo atualizada de LL aeb ˆˆ ;
(e) obtençªo de LL aZbX ˆˆˆˆ +== θη ;
(f) obtençªo de novo valor predito de m, usando a funçªo de ligaçªo, atravØs
de θ
θ
µ
ˆ
ˆ
1
ˆ
e
e
L
+
= (neste passo, a variÆvel volta ao intervalo (0,1));
(g) atualizaçªo de S-1  via 211
1
1
ˆ
1)ˆ1(ˆ
eL
S
σ
µµ −=−  e de y*  via
)ˆ1(ˆ
ˆ
ˆ
)ˆ1(ˆ
ˆ
ˆ1
ˆlog*
11
1
11
1
1
1
µµ
µθ
µµ
µ
µ
µ
−
−
+=
−
−
+



−
=
yyy ;
(h) voltar ao passo (c), enquanto nªo se atingir a convergŒncia.
É interessante notar que este algoritmo Ø essencialmente hierÆrquico,
havendo, a cada iteraçªo compreendendo os passos de (a) a (h), a necessidade
de convergŒncia no passo (d).
Software
Dentre os softwares mencionados neste artigo, o ASREML Ø o œnico
adequado para a anÆlise de variÆveis binomiais. Para a versªo Windows, o
arquivo executÆvel necessÆrio Ø o ASRWIN.EXE. Para utilizaçªo do referido
aplicativo na anÆlise de modelos mistos ao nível de plantas individuais, sªo
necessÆrios 3 arquivos: um arquivo de dados, um arquivo de pedigree (com os
nœmeros de identificaçªo dos genitores precedendo os nœmeros de identificaçªo
dos descendentes) e um arquivo de comandos (este contendo o modelo de
anÆlise, o qual deve ser escrito pelo usuÆrio). Os arquivos devem ser preparados
em formato ASCII, sendo que os arquivos de dados e de pedigree podem ser
salvos usando o programa Notepad (ou bloco de notas, usando documento
texto, ou seja extensªo .txt) ou mesmo o EXCEL usando a opçªo de salvar
como Texto (OS/2 ou MS-DOS), o  que produz uma extensªo .txt.
O arquivo de comandos deve conter a extensªo .as e deve ser escrito
com base em 5 seçıes: (i) linha de título; (ii) definiçªo das colunas do arquivo
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de dados; (iii) definiçªo dos arquivos de pedigree e de dados; (iv) definiçªo do
modelo estatístico; (v) definiçªo do modelo de variância (esta seçªo nªo Ø
necessÆria em alguns casos). Este arquivo com extensªo .as pode ser composto
e salvo facilmente dentro do próprio ASREML, atravØs da modificaçªo de
arquivos prØ-existentes. Os arquivos de resultados mais importantes do
programa sªo aqueles com extensªo .sln (o qual apresenta a soluçªo para
todos os efeitos do modelo com seus respectivos desvios padrıes) e .asr (o
qual sumariza os dados e a seqüencia das iteraçıes, apresenta as estimativas
dos componentes de variância, a anÆlise de variância para os efeitos fixos e
suas soluçıes).
Para a anÆlise de variÆveis binomiais, considere como exemplo um
experimento instalado no delineamento em blocos ao acaso, com 33 progŒnies
de meios irmªos (polinizaçªo aberta) e 6 blocos, em que foi avaliada a variÆvel
sobrevivŒncia (Sob). Tendo-se salvos os arquivos de dados e de pedigree com
os nomes Dados.txt e Pedigree.txt, tem-se o seguinte arquivo com extensªo
.as :
Titulo
 Individuo !P
 Pai
 Mae 33
 Bloco 6
 Sob
Pedigree.txt !SKIP 1 !MAKE
Dados.txt !SKIP 1
 Sob !BIN !LOGIT ~ Bloco !r Individuo
Este arquivo de comando possui a seguinte interpretaçªo:
(i) Linha 1 : Título qualquer;
(ii) Linhas 2 a 6 : Identificaçªo de colunas no arquivo de dados, contendo
os respectivos nœmeros  de níveis;
(iii) Linhas 7 e 8 : Identificaçªo dos arquivos de pedigree e de dados;
(iv) Linha 9 : Especificaçªo do modelo de anÆlise para a variÆvel Sob;
Ainda no arquivo com extensªo .as, tem-se que os comandos advŒm
após o símbolo ! . Assim, tem-se:
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P: indica que o nœmero de indivíduos deve ser lido no arquivo de pedigree;
SKIP: indica que deve ser ignorada a primeira linha dos arquivos, pois refere-
se apenas às  identificaçıes;
MAKE: indica que deve ser feita a matriz de parentesco;
BIN: indica que a variÆvel apresenta distribuiçªo binomial;
LOGIT: indica que deverÆ ser usada a funçªo de ligaçªo logito;
r Individuo: indica que os efeitos de indivíduos sªo aleatórios;
~ Bloco: indica que os efeitos de blocos sªo fixos.
 No caso, a seçªo (v) nªo foi necessÆria. Outra opçªo de anÆlise refere-
se à adoçªo de um modelo de genitor, sendo preditos (1/2) dos efeitos genØticos
dos genitores e estimado (1/4) da variaçªo genØtica aditiva. Neste caso, nªo Ø
necessÆrio o arquivo de pedigree e o arquivo .as apresenta como conteœdo:
Titulo
 Individuo 1188
 Mae 33
 Bloco 6
 Sob
Dados.txt !SKIP 1
 Sob !BIN !LOGIT ~ Bloco !r Mae
O nœmero 1188 refere-se ao nœmero total de indivíduos, considerando
que havia 6 plantas por parcela.
A seguir serÆ ilustrada a aplicaçªo do software para a anÆlise de uma
variÆvel contínua, como o peso de frutos em cacau. Considerando a situaçªo
descrita no item 4.6 (cruzamentos dialØlicos com medidas repetidas em cada
indivíduo), tem-se o seguinte arquivo .as, considerando cruzamentos envolvendo
5 mªes e 5 pais, experimentaçªo em 4 blocos, 4 mediçıes por indivíduo, 10
famílias de irmªos germanos, 80 parcelas e 1200 indivíduos no total:
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Título
 Individuo !P
 Pai 5
 Mae 5
 Bloco 4
 Medicao 4
 Familia 10
 Permanente 1200
 Parcela 80
 Peso
Pedigree.txt !SKIP 1 !MAKE !REPEAT
Dados.txt !SKIP 1
 Peso ~ Bloco Medicao !r Individuo Familia Permanente Parcela
No caso, os efeitos de bloco e mediçªo foram ajustados como fixos. O
comando REPEAT indica que se trata de um caso de medidas repetidas.
Após compostos os arquivos de dados, de pedigree e de comandos, basta
executar este œltimo e, entªo, abrir os arquivos de resultados.
As variÆveis categóricas sªo, provavelmente, uma aproximaçªo da
variÆvel real de interesse, sendo que, muitas vezes, as categorias surgem porque
nªo Ø possível medir a variÆvel real de interesse. Tomar as variÆveis categóricas
como normais Ø tanto mais apropriada quanto mais normais forem os escores.
Assim, quanto maior o nœmero de categorias, menor Ø a relevância da
transformaçªo das variÆveis ou dos modelos para se adequarem as variÆveis.
Considere a avaliaçªo da variÆvel nœmero de frutos (denominada Frutos)
de cacaueiros em dois locais, no delineamento em blocos ao acaso com 18
progŒnies de meios irmªos e cinco blocos em cada local. Assumindo normalidade,
tem-se que a composiçªo do arquivo de comandos .as para a anÆlise do modelo
bivariado, eqüivale a:
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Titulo
 Individuo !P
 Pai
 Mae 18
 Bloco 10
 Parcela 180
 Frutos1 !M 0
 Frutos2 !M 0
Pedigree.txt !SKIP 1 !MAKE
Dados.txt !SKIP 1
!ASUV
 Frutos1 Frutos2 ~ Trait Tr.Bloco !r Tr.Individuo Tr.Parcela !f mv
 2 1 2
 0 !s2=ve1
 0 !s2=ve2
 Tr.Individuo 2
 Tr 0 US va1 va12 va2
 Individuo
 Tr.Parcela 2
 Tr 0 US vc1 vc2
 Parcela
 !end
O comando !M0 deve ser incluído visando converter os valores zero do
arquivo em valores inexistentes ou perdidos. No arquivo, os dados referentes a
cada local devem ser colocados em duas colunas distintas, prenchendo-se os
dados inexistentes com zero (neste caso).
Por outro lado, o comando !ASUV Ø usado quando os dados sªo
apresentados em uma forma multivariada mas a anÆlise requerida refere-se a
um œnico carÆter. Com esta opçªo, se existem valores perdidos no arquivo de
dados, deve-se incluir o comando !f mv no final da linha do modelo linear. O
comando !ASUV deve ser colocado em uma linha logo após a linha de
denominaçªo do arquivo de dados e antes da linha referente ao modelo linear.
As linhas após o modelo linear referem-se à definiçªo do modelo (estrutura)
de variância. No caso, ve1 e ve2 referem-se aos valores iniciais para as variâncias
residuais nos locais 1 e 2, respectivamente, e vc1 e vc2 referem-se aos valores
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iniciais para as variâncias entre parcelas nos locais 1 e 2, respectivamente.
Por outro lado, va1, va2 e va12, referem-se aos valores iniciais para as variâncias
genØticas aditivas nos locais 1 e 2 e covariância genØtica aditiva entre os
locais 1 e 2, respectivamente.
8. Ajuste de CovariÆvel e AnÆlise de Covariância
O ajuste de covariÆveis Ø importante como forma de reduzir o erro
experimental, atravØs da eliminaçªo de certas diferenças ambientais aleatórias
entre parcelas dentro de blocos, como por exemplo, a sobrevivŒncia diferenciada
entre parcelas, nªo devidas a causas genØticas. Nesta situaçªo, o nœmero de
plantas na parcela deve ser ajustado como uma covariÆvel. Outro exemplo, em
que o ajuste de uma covariÆvel pode ser necessÆrio, refere-se à situaçªo em
que os indivíduos sªo avaliados em diferentes idades, para uma determinada
característica. Neste caso, a idade deve ser ajustada ao modelo, como uma
covariÆvel.
Considerando um modelo estatístico tradicional e incluindo como uma
covariÆvel x, o nœmero de plantas na parcela, tem-se (Ramalho et al., 2000):
Yij = m + pi + rj + b )( xxij − + eij, em que:
Yij: observaçªo da variÆvel dependente de interesse, referente à progŒnie
i no bloco j.;
m, pi, rj, ej:  efeitos da mØdia geral, da progŒnie i, do bloco j e do erro experimental,
respectivamente;
xij: nœmero de plantas na parcela ij (variÆvel dependente), com mØdia x ;
b: coeficiente de regressªo linear entre x e y;
Verifica-se que o componente b )( xxij − estaria inflacionando o erro
experimental, caso nªo fosse realizado o ajuste da covariÆvel.
Dentre os requisitos para uso da anÆlise de covariância ou ajuste de uma
covariÆvel, citam-se, conforme Steel e Torrie (1980) e Ramalho et al. (2000):
(i) As covariÆveis x sªo efeitos fixos, medidos sem erros e independentes
dos efeitos de tratamentos (progŒnies). Isto implica que nªo pode haver
diferenças significativas entre progŒnies para a covariÆvel x;
(ii) A regressªo de x em y, após a remoçªo das diferenças entre blocos e
tratamentos, Ø linear e independente dos tratamentos e blocos. Isto
significa que o efeito de x Ø no sentido de aumentar ou diminuir y por
uma constante (b) multiplicada por )( xxij − ;
(iii) O erro experimental possui distribuiçªo normal com mØdia zero e
variância 2
e
Iσ .
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Dessa forma, o ajuste do nœmero de plantas por parcela como covariÆvel
na metodologia de modelos mistos somente Ø recomendÆvel quando a
sobrevivŒncia no experimento nªo apresentar controle genØtico, ou seja, quando
a mesma ocorrer de forma aleatória. Para verificar esta suposiçªo, recomenda-
se a anÆlise de variância e a verificaçªo da significância da fonte de variaçªo
progŒnies. A significância desta fonte de variaçªo indica que existem diferenças
genØticas entre progŒnies para o carÆter e, portanto, o ajuste do nœmero de
plantas como covariÆvel nªo Ø recomendado. Neste caso, Ø melhor realizar a
prediçªo de valores genØticos para a sobrevivŒncia e posteriormente utilizÆ-la
tambØm na seleçªo, conforme Resende (1999).
No contexto dos modelos mistos, a verificaçªo do controle genØtico da
sobrevivŒncia pode ser realizada utilizando-se os próprios valores estimados da
herdabilidade e de seu desvio padrªo. Embora a nªo significância das diferenças
de sobrevivŒncia entre progŒnies, signifique que tal variÆvel nªo estÆ afetando
a comparaçªo das mesmas para o outro carÆter de interesse (variÆvel
dependente), o ajuste da covariÆvel pode ser relevante por permitir um melhor
ajuste dos dados de plantas individuais e, por conseguinte, aumentar a acurÆcia
da prediçªo dos valores genØticos individuais. Logicamente, o efeito benØfico Ø
tanto maior quanto maior for a variaçªo na covariÆvel e maior for a associaçªo
entre x e y.
Na metodologia de modelos mistos, o ajuste de covariÆveis Ø realizado
previamente à estimaçªo e prediçªo. Assim, os modelos, estimadores e
preditores apresentados independem do ajuste ou nªo de covariÆveis e sªo
vÆlidos em geral. Para anÆlise pelo software DFREML, basta acrescentar, no
arquivo de dados, antes da primeira coluna de dados (primeiro carÆter), uma
coluna referente à covariÆvel. No caso da sobrevivŒncia, esta coluna
contemplaria o nœmero de plantas na parcela.
Finalmente, Ø importante ressaltar que o ajuste da covariÆvel nªo Ø
totalmente suficiente para considerar o efeito da competiçªo diferenciada devida
às falhas. Isto, porque o estande da parcela nªo considera as posiçıes das
falhas.
9. EspØcies com Sistema Reprodutivo Misto
Os modelos, estimadores e preditores apresentados nos itens 4.1.1,
4.1.2, 4.1.3, 4.1.4, 4.3.1, 4.3.2, 4.3.3, 4.3.4, 4.4.1, 4.4.2, 4.4.3, 4.4.4,
4.51 e 4.5.2 sªo adequados tambØm para populaçıes com sistema reprodutivo
misto. Neste caso, as herdabilidades estimadas devem ser corrigidas levando-
se em consideraçªo a taxa de autofecundaçªo e os coeficientes de parentesco
corrigidos apresentados por Resende et al. (1995). Posteriormente, as
herdabilidades (ou variâncias e covariâncias genØticas) corrigidas devem ser
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fixadas nos programas computacionais, visando à prediçªo dos valores
genØticos.
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