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Abstract
In this paper, we study the connectivity of a one-dimensional soft random geometric
graph (RGG). The graph is generated by placing points at random on a bounded line
segment and connecting pairs of points with a probability that depends on the distance
between them. We derive bounds on the probability that the graph is fully connected
by analysing key modes of disconnection. In particular, analytic expressions are given
for the mean and variance of the number of isolated nodes, and a sharp threshold
established for their occurrence. Bounds are also derived for uncrossed gaps, and it
is shown analytically that uncrossed gaps have negligible probability in the scaling at
which isolated nodes appear. This is in stark contrast to the hard RGG in which
uncrossed gaps are the most important factor when considering network connectivity.
1 Introduction
The original random geometric graph (RGG) model, also known as the unit disk or Gilbert
graph or Boolean model [1], was proposed as an extension of the Erdo˝s-Re´nyi (ER) random
graph [2] in which the spatial locations of nodes are taken into consideration. It is generated
by distributing points (or nodes) randomly on some set, typically Rd or a bounded subset of
it, and connecting node pairs whose distance is smaller than some threshold. Instead, if the
edge between a pair of nodes is present with a probability H(r) that depends on the distance r
between them, independent of all other edges, the resulting model has been variously termed
a random connection model [3, 4], a soft RGG [5, 6], or a Waxman graph [7]. We will call
them “soft” RGGs, and term H(·) the connection function. The “hard” RGG is the Gilbert
model, where H(r) = 1 if r ≤ rc, and H(r) = 0 otherwise; rc > 0 is a parameter of the
model. The terms points and nodes will be used interchangeably henceforth.
Hard RGG models have been widely applied, e.g., to disease spread [8], climate dynamics
[9], infrastructure networks [10], and neuronal networks [11]; see the survey in [12] for more
examples. An extensive and rigorous mathematical study of their properties is presented
in [13].
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The one-dimensional setting is motivated by vehicular ad-hoc networks (VANETs), which
are expected to be essential for autonomous vehicles; these will be fitted with on-board radios
to enable the exchange of location and velocity data, manoeuvring intentions, and safety
critical data such as crash warnings. The road is modelled as a line, with nodes representing
vehicles and an edge between two nodes indicating that two vehicles can communicate directly
with each other. A key question is connectivity: When is every vehicle in the network (defined
as a stretch of road) able to communicate with every other vehicle via a single- or multi-hop
path? The hard RGG case has been studied in [14, 15, 16, 17].
It is also of interest to identify the type of event that leads to disconnection. In two or
more dimensions, the most likely cause for full connectivity to fail, in both hard and soft
RGGs, is the existence of isolated nodes [13, 5]. In 1-D hard RGGs, it is the partition of the
network into two or more connected clusters with no edges between them. Indeed, note that
if a node v on the line is isolated, then there are no edges between nodes to the left of v and
those to its right in the hard RGG. Such a partition can occur even without isolated nodes
being present. It is not obvious which of these mechanisms dominates in soft RGGs, and has
not been previously resolved. This is the main topic of this paper.
The rest of this paper is laid out as follows. The model is introduced in Section 2. A precise
definition of isolated nodes and uncrossed gaps is given in Section 3, along with simulation
results suggesting that these are the primary causes of disconnection. This motivates the
rigorous analysis of node isolation presented in Section 4, and of uncrossed gaps in Section 5.
Sections 4 and 5 also give the most significant result in this paper, namely that isolated nodes
are a more important factor than uncrossed gaps when analysing network connectivity, even
with a rapidly decaying connection function. Section 6 concludes the paper with a discussion
of future directions.
2 Model
Node locations in RGGs are typically modelled by point processes [18], and most commonly
by a Poisson process, which we define before describing the model. All sets and functions
referred to in this paper are assumed to be Borel measurable, even if not explicitly stated.
Definition 2.1 (Poisson Point Process).
Let λ : Rd → R+ be a function whose integrals on bounded subsets of Rd are finite. A Poisson
point process (PPP) Φ on Rd with intensity λ(·) is a random set of points such that Φ(B),
the number of points in B ⊂ Rd, has a Poisson distribution with mean Λ(B) = ∫
B
λ(x)dx,
while the numbers of points in disjoint sets are mutually independent random variables. If
λ(x) is identically equal to a constant λ, we say that the PPP is homogenous with intensity
λ.
Our Model The nodes of the RGG are the points of a homogenous PPP Φ of intensity λ = 1
on an interval [0, L], where L ∈ (0,∞). The edge between points x and y in Φ is present
with probability H(|x − y|), independent of the point configuration and of all other edges.
Here, |x − y| denotes the Euclidean distance between x and y, and H : R+ → [0, 1] is the
connection function.
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Figure 1: The probability that two nodes, a distance r apart, are connected for different
values of η as defined in Eqn. (1) with β = rc = 1.
The model is parametrised by the scalar L and the function H(·). We impose mild
restrictions on H in Sections 4 and 5, but do not assume a specific functional form. There
is no loss of generality in assuming that λ = 1 as this simply defines the unit of length.
Consequently, λL is a dimensionless quantity rather than having units of length. Another
common scaling in the literature is to set L = 1, while making λ a free parameter. These are
equivalent up to a suitable rescaling of H(·) [19].
The choice of a Poisson process is made primarily for analytical tractability, but is realistic
for traffic in its free flow state [20], and hence for VANETs. The most widely used connection
functions in the wireless communications literature are of the form
H(r) = βexp (−(r/rc)η) , (1)
where rc > 0 specifies the link range, while η > 0 is related to the path loss exponent;
β ∈ (0, 1] specifies the edge probability for short-range connections and is usually taken to be
1. The most common examples are the Waxman and Rayleigh connection functions, which
correspond to β = 1, and η = 1 and η = 2 respectively:
HWax(r) = e
−(r/rc), HRay(r) = e−(r/rc)
2
. (2)
The hard RGG is recovered in the limit of η tending to infinity. Figure 1 depicts edge
probabilites as a function of distance, for different connection functions from this class. More
general connection functions, many of which have the same general shape, may be found in
[21].
Our goal is to derive expressions for the probability that a soft RGG generated by our
model is fully connected. This appears intractable, so we restrict attention to two specific
modes of disconnection, namely isolated nodes and uncrossed gaps. These are defined in the
next section, and shown to account for most disconnections in extensive simulations. But
even for these events, exact expressions for their probabilities cannot be obtained in closed
form. Hence, we study an asymptotic regime where L tends to infinity while the connection
function is rescaled as HL(·) = H(·/RL); we seek to identify a scaling regime RL, tending
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to infinity at a specified rate with L, which is critical for the emergence of isolated nodes or
uncrossed gaps.
It is known in two or more dimensions that, for natural analogues of our model, the
existence of isolated nodes exhibits a sharp change at a scaling of RL = lnL. That is, for RL
growing significantly faster than lnL there are longer range connections and no isolated nodes
with high probability, whilst for RL growing significantly slower than lnL there are infinitely
many isolated nodes in the limit. We show in Section 4 that a similar change at a lnL scaling
is also observed in 1-D if the connection function is integrable. In Section 5, we show, under
the additional condition that the connection function is monotonically decreasing and has
unbounded support, that uncrossed gaps have a vanishingly small probability of occurring
in this scaling regime. This is true even for rapidly decaying connection functions, and is in
stark contrast to the hard RGG model, where uncrossed gaps are at least as likely as isolated
nodes.
3 Simulations
A soft RGG in 1-D may fail to be connected in many ways. We conjecture that the two main
obstructions to full connectivity are the presence of isolated nodes or uncrossed gaps, defined
below. In the following, V denotes a realisation of Φ, i.e., a point configuration comprising
the node set of the graph.
Definition 3.1 (Isolated Node).
A node x ∈ V is said to be isolated if there is no edge between the point x and any point
y ∈ V \ {x}.
Definition 3.2 (Uncrossed Gap).
An uncrossed gap is said to occur at x ∈ V if V ∩ (x, L] is non-empty and there are no edges
between V ∩ [0, x] and V ∩ (x, L].
Notice that in a hard RGG, if v ∈ V is isolated and u is the rightmost point of V in [0, v)
(if there is one), then there is an uncrossed gap at u, and another one at v. Thus, a hard
RGG may have uncrossed gaps without isolated nodes but not conversely; it is disconnected
exactly when there is an uncrossed gap. The situation for soft RGGs is more complicated.
It may be disconnected even if there are no isolated nodes or uncrossed gaps, as illustrated
in Figure 2. Nevertheless, we conjecture that isolated nodes and uncrossed gaps together
account for most of the probability of the graph being disconnected, converging to all of it
in a suitable limiting regime. While we have been unable to prove this, we present some
evidence below from simulations.
In order to gain an understanding of the causes of disconnection, we ran simulations for
different system sizes and link ranges, for both Waxman and Rayleigh connection functions.
We denote by Piso the proportion of simulation runs (for a fixed set of parameter values)
in which the graph contained an isolated node, by Pucg the proportion with an uncrossed
gap and by Piso∪ucg the proportion with either. Comparing these with Pdis, the proportion
of simulation runs in which the network fails to be fully connected, yields insights into the
primary causes of disconnection.
4
(a) Isolated Node
(b) Uncrossed Gap
(c) Split
Figure 2: Three different disconnection modes.
The simulations were run for two different system sizes, L = 1 000 and L = 10 000; since
the Poisson process of node locations has unit intensity, L is the expected number of nodes.
The link range rc is varied, and the proportions of simulations exhibiting isolated nodes,
uncrossed gaps or disconnection are plotted against the mean node degree (i.e. the average
number of edges per node) corresponding to that value of rc. (We chose not to plot the
results against rc as the meaning of this parameter is somewhat opaque, whereas the mean
node degree is intuitive.) The findings are displayed in Figure 3 for Waxman and Rayleigh
connection functions as described in Eqn. (2). The plots are based on 5 000 simulations for
each set of parameter values. In both figures, we observe a fairly sharp transition between
mean degrees for which disconnection (and its individual causes) have probability close to 1
and those for which it has probability close to 0. For isolated nodes, this transition occurs
close to a mean degree of lnL, exactly as for Erdo˝s-Re´nyi random graphs.
Figure 3a shows that in a system with 1 000 nodes on average and a Waxman connection
function, isolated nodes and uncrossed gaps are approximately equally prevalent. But as
the system size increases to 10 000 nodes on average, Figure 3b shows that isolated nodes
become dominant. We also see that Piso∪ucg is almost exactly the same as Pdis, supporting our
intuition that node isolation and uncrossed gaps are the dominant modes of disconnection.
Figures 3c and 3d show that, for a Rayleigh connection function, the main obstruction to
full connectivity appears to be uncrossed gaps. As the hard RGG is obtained in the limit as
η tends to infinity, and uncrossed gaps are the cause of disconnection in hard RGGs, it seems
intuitive that they should dominate for large enough values of η. This intuition is supported
by the simulations. Nevertheless, it is at odds with the analysis presented in Section 5, which
shows that isolated nodes dominate asymptotically whenever the connection function has
unbounded support. It appears then that the asymptotics don’t kick in even at the large
system sizes simulated. It remains an open question to resolve this apparent discrepancy.
Once again, comparing Piso∪ucg with Pdis shows that the main contribution to disconnec-
tion comes from isolated nodes and uncrossed gaps. The remainder of the paper will focus
on a theoretical analysis of these two events.
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Figure 3: The proportion of simulations in which the network is disconnected (Pdis),
compared with the proportion of simulations suffering from isolated nodes (Piso), uncrossed
gaps (Pucg), or either of the two (Piso∪ucg). Each plot is based on 5 000 simulations of a soft
RGG whose nodes are generated according to a unit rate PPP on a line segment of length
L = 1 000 or L = 10 000, and whose edges are created according to a Waxman or Rayleigh
connection function (Eqn. (2)).
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4 Isolated Nodes
In this section, we derive bounds on the probability that there are isolated nodes, namely,
nodes which have no edge to any other node. We then explore an asymptotic regime in
which L, the expected number of nodes in the system, tends to infinity, while the range of
the connection function grows as a function of L. We seek to identify a scaling regime for
the connection function at which a sharp threshold for the existence of isolated nodes can be
discerned.
In order to eliminate boundary effects and simplify calculations, we modify our model
slightly by identifying the endpoints of the line segment [0, L], thereby enforcing periodic
boundary conditions (PBCs). This is equivalent to modifying the line segment to be a 1-
dimensional torus (or a circle). The effect of this modification on the number of isolated
nodes is negligible, as it only affects nodes close to the boundary. We do not formalise this
assertion here as this would add significant complexity but without much insight.
Denote by ρ(x, y) the circular (or toroidal) distance between x and y, and by ρ∞(x, y) =
|x− y| the Euclidean distance between them. Define
h = H ◦ ρ,
where ◦ denotes composition of functions; h(x, y) is the probability that two points at
locations x and y on the line segment with PBCs are connected. Note that h(x, y) is
symmetric, and invariant to translations on this line segment, i.e. h(x, y) = h(y, x) and
h(x, y) = h(x− t, y − t) for some translation t. Denote by Px the Palm measure conditional
on the Poisson process having a point at x, i.e., Px(E) is the probability of an event E
conditional on there being a node at x. The Palm measures conditional on any finite set of
points are denoted analogously. We write Ex,Ex,y etc. for the corresponding expectations.
We make the following assumption about the connection function throughout this section.
Assumption A: The function H : R+ 7→ [0, 1] is integrable, i.e.,
‖H‖1 =
∫ ∞
0
H(x)dx <∞.
We now derive expressions for the expectation and variance of the number of isolated
nodes. We will use these, along with Markov’s and Chebyshev’s inequalities, to obtain
probability bounds on the existence of isolated nodes.
We start with the expected number of isolated nodes. Let χ(x) denote the indicator
that there is a point of the Poisson process at x and that it is isolated. Now, conditional
on there being a point at x, the remaining points constitute a unit rate Poisson process on
[0, L] by Slivnyak’s theorem [18, Theorem 8.10]. Consequently, the set of neighbours of x
(the points to which an edge is present) constitute an inhomogenous Poisson process, with
intensity measure H(ρ(x, ·)) = h(x, ·). The event that the point at x is isolated is the event
that this Poisson process is empty. Recall that for a Poisson process Xν with intensity ν(·)
on [0, L], the probability that this process is empty is given by P(Xν = ∅) = e−
∫ L
0 ν(x)dx. The
probability that the node at x is isolated is the expectation of the indicator of this event:
Ex[χ(x)] = Px(χ(x) = 1)
= e−
∫ L
0 h(x,y)dy = e−
∫ L
0 h(0,y)dy,
(3)
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which does not depend on x, as expected by the symmetry in the model.
Let Niso denote the number of isolated nodes. By integrating Eqn. (3) over x ∈ [0, L]
with respect to the intensity of the Poisson process, which was assumed to be unity, we get
E[Niso] =
∫ L
0
Ex(χ(x))dx = Le−2
∫ L/2
0 H(y)dy, (4)
where the last equality holds because we are working with toroidal distance. As L tends
to infinity, the exponent tends to −2‖H‖1, which is a finite constant. Hence, E[Niso] scales
linearly in L. This leads us to ask if the random variable Niso does so as well, i.e., if it behaves
as an extensive quantity, in the language of thermodynamics. The answer depends on whether
correlations decay quickly enough, and can be addressed by calculating the variance of Niso.
As a first step towards computing the variance, we condition on there being points at
x and y; by Slivnyak’s theorem again, the Palm measure Px,y corresponds to a unit rate
Poisson process on [0, L] \ {x, y}. The set of these points that are neighbours of either x
or y constitute an inhomogenous Poisson process of intensity h(x, ·) + h(y, ·)− h(x, ·)h(y, ·).
The event that the points at both x and y are isolated is the event that this point process is
empty, and that there is no edge between x and y. Hence,
Ex,y[χ(x)χ(y)] = (1− h(x, y))e−
∫ L
0 [h(x,z)+h(y,z)−h(x,z)h(y,z)]dz
≤ e−
∫ L
0 [h(x,z)+h(y,z)−h(x,z)h(y,z)]dz,
(5)
since 0 ≤ h(x, y) ≤ 1. Using that the expected number of ordered pairs of distinct isolated
nodes is found by integrating Eqn. (5) with respect to x and y weighted by the joint density
of the node pairs (equal to unity here), along with translation invariance,
E[Niso(Niso − 1)] =
∫ L
0
∫ L
0
Ex,y[χ(x), χ(y)]dxdy
= L
∫ L
0
E0,x[χ(0)χ(x)]dx
≤ L
∫ L
0
e−
∫ L
0 [h(0,z)+h(x,z)−h(0,z)h(x,z)]dzdx.
(6)
Recall that the squared coefficient of variation of a random variable, denoted c2V , is defined
as the ratio of its variance to its squared mean. Hence, we obtain from Eqns. (3), (4), (5),
(6) that
c2V (Niso)−
1
E[Niso]
=
1
L
∫ L
0
E0,x[χ(0)χ(x)]
E0[χ(0)]2
dx− 1
≤ 1
L
∫ L
0
(
e−
∫ L
0 [h(0,z))+h(x,z)−h(0,z)h(x,z)]dz
e−2
∫ L
0 h(0,z)dz
− 1
)
dx
=
1
L
∫ L
0
(
e
∫ L
0 h(0,z)h(x,z)dz − 1
)
dx.
(7)
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Since h is bounded above by 1, we have∫ L
0
h(0, z)h(x, z)dz ≤
∫ L
0
h(0, z)dz
≤ 2
∫ ∞
0
H(z)dz <∞.
In other words, the above integral is bounded, uniformly in x. Hence, there is a finite constant
C, which does not depend on x or L, such that
e
∫ L
0 h(0,z)h(x,z)dz ≤ 1 + C
∫ L
0
h(0, z)h(x, z)dz.
It follows that
1
L
∫ L
0
(
e
∫ L
0 h(0,z)h(x,z)dz − 1
)
dx ≤ 1
L
∫ L
0
(
C
∫ L
0
h(0, z)h(x, z)dz
)
dx
=
C
L
∫ L
0
h(0, z)
(∫ L
0
h(x, z)dx
)
dz
=
4C
L
∫ L/2
0
H(z)dz
∫ L/2
0
H(y)dy
≤ 4C
L
‖H‖21.
The interchange of the order of integration in the third line is justified by Tonelli’s theorem.
Substituting the above in Eqn. (7), we obtain that
c2V (Niso) ≤
1
E[Niso]
+
4C
L
‖H‖21. (8)
We already noted that E[Niso] scales linearly in L. Therefore, the right hand side above tends
to zero as L tends to infinity, Now, by Chebyshev’s inequality, we have for any  > 0 that
P (|Niso − E[Niso]| > E[Niso]) ≤ c
2
V (Niso)
2
,
which tends to zero as L tends to infinity. Thus, Niso concentrates around its expected value,
and scales linearly with L, making it an extensive quantity.
We now turn to the question of identifying a scaling regime where the probability of seeing
isolated nodes in the graph exhibits a sharp transition.
4.1 Scaled Connection Function
Consider a family of 1-D soft RGGs as above, indexed by L, and with scaled connection
functions HL(z) = H(z/RL), where RL is an increasing function of L. For now, the only
assumption we make is that RL tends to infinity and RL/L tends to zero as L tends to
infinity. Let hL = HL ◦ ρ. We shall study these graphs in the asymptotic regime L→∞.
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We begin by rewriting Eqn. (4) as
E[Niso] = L exp
(
−2
∫ L/2
0
HL(y)dy
)
= L exp
(
−2
∫ L/2
0
H(y/RL)dy
)
Making the change of variables u = y/RL, we get
E[Niso] = L exp
(
−2RL
∫ L/2RL
0
H(u)du
)
. (9)
Since RL/L was assumed to tend to zero,
∫ L/2RL
0
H(u)du tends to ‖H‖1 as L tends to infinity,
and we get
lim
L→∞
E[Niso] = lim
L→∞
Le−2RL‖H‖1 ,
provided the limit on the right exists.
We see from the above expression that the scaling required is RL growing logarithmically
in L. Indeed, taking RL = γ lnL, we get
E[Niso]
L→∞−−−→

0, if 2γ‖H‖1 > 1,
1, if 2γ‖H‖1 = 1,
∞, if 2γ‖H‖1 < 1.
(10)
Thus, the mean number of isolated nodes exhibits a sharp transition at γ = 1/2‖H‖1. We
wish to show that the random variable denoting the number of isolated nodes does so as well.
It is immediate from Markov’s inequality, which states that P(X ≥ 1) ≤ E[X] for any
non-negative random variable X, that
P(Niso ≥ 1) L→∞−−−→ 0 if 2γ‖H‖1 > 1. (11)
In words, such a choice of γ ensures that large networks have a vanishingly small chance of
containing isolated nodes.
To investigate the behaviour for γ smaller than this threshold, we must return to the
coefficient of variation. We can rewrite Eqn. (7) as
c2V (Niso)−
1
E[Niso]
≤ 1
L
∫ L
0
(
e
∫ L
0 h
L(0,z)hL(x,z)dz − 1
)
dx. (12)
Defining
gL(x) =
∫ L
0
hL(0, z)hL(x, z)dz,
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we have ∫ L
0
gL(x)dx =
∫ L
0
∫ L
0
hL(0, z)hL(x, z)dzdx
=
∫ L
0
hL(0, z)
(∫ L
0
hL(x, z)dx
)
dz
=
(∫ L
0
hL(0, y)dy
)2
=
(
2
∫ L/2
0
H
(
y
RL
)
dy
)2
=
(
2RL
∫ L/2RL
0
H(y)dy
)2
≤ 4R2L‖H‖21.
(13)
The interchange of the order of integration in the second line is justified by Tonelli’s theorem.
For α > 0, define the set Ψα = {x ∈ [0, L) : gL(x) > α}. Since gL is non-negative, it follows
from Eqn. (13) that the Lebesgue measure of the set Ψα, denoted m(Ψα), is bounded as
follows:
m(Ψα) ≤ 4R
2
L‖H‖21
α
. (14)
Now, if x is not in Ψα, then g
L(x) ≤ α, and so there is a constant Cα > 0 such that
eg
L(x) ≤ 1 + CαgL(x). Hence,∫
Ψcα
(
eg
L(x) − 1
)
dx ≤ Cα
∫
Ψcα
gL(x)dx
≤ 4CαR2L‖H‖21,
(15)
where Ψcα denotes the complement of Ψα in [0, L]. We have used Eqn. (13) and the non-
negativity of gL to obtain the last inequality.
Integrating eg
L(x) − 1 over Ψα, we have∫
Ψα
(
eg
L(x) − 1
)
dx =
∫
Ψα
(
exp
(∫ L
0
hL(0, z)hL(x, z)
)
− 1
)
dx
≤
∫
Ψα
(
exp
(∫ L
0
hL(0, z)
)
− 1
)
dx
=
∫
Ψα
(
exp
(
2RL
∫ L/2RL
0
H(z)dz
)
− 1
)
dx
≤ m(Ψα)
(
e2RL‖H1‖ − 1)
≤ 4R
2
L‖H‖21
α
(
e2RL‖H1‖ − 1).
(16)
We have used the fact that hL(·, ·) ≤ 1 to obtain the inequality on the third line, and Eqn.
(14) to obtain the last inequality. Now, substituting Eqns. (15) and (16) into eqn. (12), and
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noting that Ψα ∪Ψcα = [0, L], we get
c2V (Niso) ≤
1
E[Niso]
+
4CαR
2
L‖H‖21
L
+
4R2L‖H‖21
αL
(
e2RL‖H1‖ − 1).
Thus, for the scaling RL = γ lnL, we have
c2V (Niso) ≤
1
E[Niso]
+
4Cαγ
2‖H‖21 ln2 L
L
+
4γ2‖H‖21 ln2 L
αL
(
e2γ‖H1‖ lnL − 1).
Suppose 2γ‖H‖1 < 1. Then, as L tends to infinity, E[Niso] tends to infinity by Eqn. (10),
while the second and third terms in the sum on the RHS tend to zero. Hence,
c2V (Niso)
L→∞−−−→ 0, if 2γ‖H‖1 < 1. (17)
But, by Chebyshev’s inequality,
P(Niso = 0) ≤ P(|Niso − ENiso| ≥ ENiso) ≤ c2V (Niso),
and so, it tends to zero as L tends to infinity, for γ < 1/2‖H‖1. Combining this with the
result established in Eqn. (11), we conclude that
P(Niso = 0)
L→∞−−−→
{
0, if 2γ‖H‖1 < 1,
1, if 2γ‖H‖1 > 1.
(18)
Remarks.
1. The mean degree of the nodes, given by
∫ L
0
hL(0, z)dz, is asymptotic to 2γ‖H‖1 lnL,
while the mean number of nodes in the interval [0, L] is equal to L. Thus, the theorem
states that there is a sharp threshold for the existence of isolated nodes when the mean
degree is equal to the natural logarithm of the mean number of nodes. This threshold
is exactly the same as for the hard RGG (see, e.g, [22, 23]).
2. As was stated above, a superficially different scaling is seen in the densification regime.
Here, the line segment remains fixed as [0, 1], whilst the intensity λ of the PPP increases
to infinity, and the scaling parameter R(λ) decreases to zero. The results given here
can be translated to this regime using a suitable rescaling of H(.). See [19] for a more
detailed discussion.
3. The threshold for the emergence of isolated nodes is insensitive to the connection func-
tion H and depends only on its integral, which is the expected number of connections.
This lack of sensitivity is also seen in the threshold for soft RGGs in two dimensions
which depends only on the integral of H as was shown in [19].
The threshold phenomenon arises in the limit of large system sizes (with the connection
function scaling suitably). It does not provide explicit probabilities for the occurrence of
isolated nodes in finite-sized networks. Moreover, the bounds provided by Markov’s and
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Figure 4: Probability of isolated nodes being present: comparison of simulations (circles)
with Poisson approximation (black solid line). Each circle is a proportion from 5 000
simulation runs.
Chebyshev’s inequalities are rather weak. Finally, the limit result does not say what happens
at γ = 1/2‖H‖1.
In [5], it was shown for soft RGGs in two or more dimensions, and for a large class
of connection functions, that the number of isolated nodes can be well approximated by a
Poisson random variable; in particular, the probability that there are no isolated nodes is
well approximated by e−λ, where λ is the mean of this Poisson distribution. We conjecture
that the same is true in our model, and provide a precise statement below.
Conjecture 4.1. Fix τ ∈ R+ and consider a soft RGG on [0, L], with connection functions
H(·/RL), where RL = ln(τL)/2‖H‖1. Let NLiso denote the number of isolated nodes, whose
dependence on L has been made explicit in the notation. Then, for any sequence L tending
to infinity, the sequence NLiso converges in distribution to a Poisson distribution with mean
1/τ . In particular, P(NLiso = 0) tends to e−1/τ .
Evidence in support of this conjecture is presented in Figure 4, where we have compared
the proportion of simulations with no isolated nodes with this Poisson approximation for
systems with L = 1 000 and L = 10 000. The proportion of 5 000 simulations in which at
least one isolated node was present is plotted against the mean node degree, for both the
Waxman (blue circles) and Rayleigh (red circles) connection functions. The plots demonstrate
that the probability of isolated nodes appearing in the network is insensitive to whether the
connection function is Waxman or Rayleigh, and depends only on the mean degree. The
plots also show that the probability of occurrence of isolated nodes rises sharply as the mean
degree falls below lnL, and that the transition becomes sharper as the system size grows.
Finally, the solid black line in the plots depicts the function 1− exp
(
−Le−k¯
)
, where k¯ is the
mean degree. This function is the Poisson approximation for the probability of at least one
isolated node being present, as stated in Conjecture 4.1. The plots show that the Poisson
approximation is very close to the observed prevalence of isolated nodes in the simulations.
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5 Uncrossed Gaps
In the previous section, we showed that the probability that isolated nodes exist exhibits a
sharp transition, from being close to 1 to being close to 0, as the mean degree is increased.
Moreover, the point at which this transition occurs depends only on the mean degree, and is
insensitive to the connection function.
Our primary interest is in the probability of disconnection, not just in whether isolated
nodes exist. We noted in Section 3 that there are other modes of disconnection (Figure 2),
and conjectured that uncrossed gaps are the other main mode. Hence, we now turn to
estimating the probability that there are uncrossed gaps. We will focus on the scaling regime
identified in the last section, namely RL = γ lnL, and H
L(·) = H(·/RL). In this section, we
need to assume the following about the connection function.
Assumption B The connection function H : [0,∞)→ [0, 1] is monotone decreasing and has
unbounded support, i.e.,
∫∞
r
H(x)dx > 0 for all r ≥ 0.
Our main result in this section is that the probability of seeing uncrossed gaps becomes
negligible as L tends to infinity, for RL = γ lnL and any γ > 0. In particular, it holds
for γ = 2‖H‖1, when isolated nodes begin to emerge. Consequently, the main cause of
disconnection of soft RGGs in 1-D is isolated nodes, just as in higher dimensions; 1-D hard
RGGs are anomalous in this regard.
We remark that, while we believe the assumption about unboundedness of the support
of H to be essential (indeed, our result does not hold for hard RGGs), the assumption of
monotonicity appears to be an artefact of our proof technique.
In order to avoid boundary effects near 0 and L, we extend the Poisson process from
[0, L] to the infinite real line. (In this case, it is less convenient to work with the circle, since
the existence of a single uncrossed gap on the circle does not guarantee disconnection.) We
want to calculate the probability that there are no edges crossing the origin, under the Palm
measure corresponding to having a point of the Poisson process at the origin. We denote
probabilities and expectations under this measure by P0 and E0 respectively, as before.
Let Φ denote a Poisson point process on R of unit intensity. For A ⊂ R, we write ΦA
to denote the restrictions of Φ to A. Denote by X0 the indicator of the event that there is
a point at the origin and that it marks an uncrossed gap, i.e., there are no edges between
Φ(−∞,0) ∪ {0} and Φ(0,∞). We wish to compute E0[X0]. As it is not amenable to exact
calculation, we obtain a bound on it below.
Fix α, δ > 0 and set nL = bδRLc. Denote by Xα0 the indicator of the event that there
are no edges between Φ(−αRL,0) ∪ {0} and Φ(0,∞). Clearly, X0 ≤ Xα0 . Moreover, conditional
on Φ(−αRL,0), the set of points on (0,∞) which have an edge to some point in (−αRL, 0]
constitute a Poisson process with intensity
λΦ(−αRL,0)(y) = 1− h¯
L(0, y)
∏
z∈Φ(−αRL,0)
h¯L(z, y)
= 1− H¯L(y)
∏
z∈Φ(−αRL,0)
H¯L(y − z),
(19)
where h¯L(0, y) = 1−hL(0, y) and H¯L(y) = 1−HL(y). Hence, the number of such points is a
Poisson random variable with mean
∫∞
0
λΦ(−αRL,0)(y)dy. Since X
α
0 is the indicator that this
14
random variable takes the value zero, we obtain that
E0
[
Xα0
∣∣ Φ(−αRL,0)] = exp(−∫ ∞
0
λΦ(−αRL,0)(y)dy
)
. (20)
We also have by Eqn. (19) and Assumption B that
λΦ(−αRL,0)(y) ≥ 1− H¯
L(y + αRL)
1+|Φ(−αRL,0)|, (21)
where |ΦA| denotes the number of points of Φ in the set A. Hence, if we condition further on
there being at least nL points of Φ in (−αRL, 0), then we obtain by substituting Eqn. (21)
in Eqn. (20) that
E0
[
Xα0
∣∣ |Φ(−αRL,0)| ≥ nL] ≤ exp(−∫ ∞
0
(
1− H¯L(y + αRL)1+nL
)
dy
)
= exp
(
−RL
∫ ∞
0
(
1− H¯(z + α)1+nL)dz). (22)
We have used the change of variables z = y/RL to obtain the last equality.
Define H−1(x) = sup{z : H(z) ≥ x} to be the generalised inverse of H; H−1 maps
(0, H(0)] to [0,∞). Since RL = γ lnL and nL = bδRLc for fixed constants γ, δ > 0, nL tends
to infinity as L tends to infinity. Consequently,
H−1
(
1
1 + nL
)
→∞ as L→∞, (23)
because the support of H is unbounded by Assumption B. Since H is monotone decreasing,
we have for all y ≤ H−1
(
1
1+nL
)
that H(y) ≥ 1
1+nL
, and hence, H¯(y)1+nL ≤ e−1. Therefore,
RL
∫ ∞
0
(
1− H¯(z + α)1+nL)dz ≥ RL ∫ H−1( 11+nL )
0
(
1− H¯(z + α)1+nL)dz
≥ (1− e−1)γH−1
(
1
1 + nL
)
lnL = ω(lnL),
where the last equality follows from Eqn. (23). We use the notation f(x) = ω(g(x)) to
denote, for functions f, g : R+ → R+, that g(x)/f(x) tends to infinity as x tends to infinity.
Substituting the above expression into Eqn. (22), we obtain that
E0
[
Xα0
∣∣ |Φ(−αRL,0)| ≥ nL] = o(L−κ), (24)
for arbitrary κ > 0.
Next, we bound the probability of the event that |Φ(−αRL,0)| is smaller than nL. Since
|Φ(−αRL,)| is a Poisson random variable with mean αRL, a standard use of the Bernstein
inequality (also known as Chernoff’s inequality) yields that
P(|Φ(−αRL,0)| < nL) ≤ P(|Φ(−αRL,0)| ≤ δRL)
≤ inf
θ≤0
e−θδRLE
[
eθ|Φ(−αRL,0)|
]
= exp
(− sup
θ≤0
[
θδRL − αRL(eθ − 1)
])
= exp(−γIα(δ) lnL),
(25)
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where Iα(δ) = −δ ln αδ + α − δ. It is easy to see that, for fixed α > 0, Iα(δ) tends to α
as δ decreases to zero. Hence, given arbitrary κ, γ > 0, we can choose α and δ such that
γIα(δ) > κ. Then,
P(|Φ(−αRL,0)| < nL) ≤ e−κ lnL = L−κ. (26)
Combining Eqns. (24) and (26), and noting that Xα0 is a {0, 1}-valued random variable, we
obtain that
E0[Xα0 ] = E0
[
Xα0
∣∣ |Φ(−αRL,0)| ≥ nL]P(|Φ(−αRL,0)| ≥ nL
+ P(|Φ(−αRL,0)| < nL)E0
[
Xα0
∣∣ |Φ(−αRL,0)| < nL]
≤ E0
[
Xα0
∣∣ |Φ(−αRL,0)| ≥ nL]+ P(|Φ(−αRL,0)| < nL)
≤ L−κ(1 + o(1)).
Finally, the expected number of uncrossed gaps on [0, L], which we denote E[Nucg], is
obtained by integrating E0[X0] over [0, L] with respect to the unit intensity measure of the
Poisson process of node locations. Since X0 ≤ Xα0 , we conclude that
E[Nucg] = LE0[X0] ≤ L1−κ(1 + o(1)).
As κ > 0 is arbitrary, we see by choosing κ > 1 that E[Nucg] tends to zero as L tends to
infinity. Thus, the probability of an uncrossed gap is vanishing in the limit L → ∞ for any
choice of γ > 0 and RL = γ lnL. This implies in particular that, at the critical scale of the
connection function at which isolated nodes begin to appear, the probability of seeing an
uncrossed gap is negligible. In other words, the primary mechanism responsible for causing
disconnection in 1-D soft RGGs is the isolation of individual nodes.
As this is in sharp contrast to the situation for 1-D hard RGGs, in which disconnection is
always due to uncrossed gaps, we comment briefly on the intuition behind the result. When
the connection function is scaled as above, the isolation of a node is primarily determined
by what happens in an interval of order RL around it. In the case of a hard RGG, this
interval has to be empty. In the case of a soft RGG, it is not empty, but contains fewer
nodes than expected, only RL, for some  much smaller than 1. Isolation is then achieved by
all RL of these potential edges being absent. Both these events (having fewer nodes in the
interval, and having no edges to these nodes) have probability which is exponentially small
in RL; at the scaling RL = γ lnL, this works out to a probability of order 1/L (of isolation
per node). However, for there to be an uncrossed gap at the index node, (RL/2)
2 potential
edges between the RL/2 nodes on each side of the index node have to be absent. This event
has probability decaying exponentially in R2L, and is hence much less likely than the event of
node isolation.
The intuition sketched out above is fleshed out in the appendix. It is shown in Appendix
A that, conditional on a node x being isolated, the probability that it also marks an uncrossed
gap is vanishing in the above scaling regime. The scaling of the connection range at which
uncrossed gaps appear is calculated (non-rigorously) in Appendix B, and shown to be much
shorter than for isolated nodes. It is also shown there that, as the connection function tends
towards that of the hard RGGs, the scaling regime for uncrossed gaps approaches that for
isolated nodes.
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6 Concluding Remarks
In this paper, we proposed a model for soft random geometric graphs in one dimension in
Section 2, and studied its connectivity properties. Our random graph model is restricted to
point sets generated according to a homogenous Poisson process, but allows for very general
connection functions.
In Section 3, we presented empirical evidence from simulations that the main modes of
disconnection of our graphs are the presence of isolated nodes, and the presence of uncrossed
gaps which partition the network into two or more disjoint clusters. Motivated by this
evidence, in the next two sections we provided a rigorous mathematical analysis of the prob-
abilities of isolated nodes or uncrossed gaps being present, in a suitable asymptotic scaling
regime.
The analysis in Section 4 showed that the probability of the occurrence of isolated nodes
shows an abrupt transition from nearly 1 to nearly 0 as the mean node degree increases. The
transition is insensitive to the connection function, and occurs when the mean node degree
is equal to the natural logarithm of the mean number of nodes.
The analysis in Section 5 showed that uncrossed gaps have negligible probability in the
scaling regime in which isolated nodes exhibit their transition. In other words, if any un-
crossed gaps are present, then isolated nodes are present in abundance, but not conversely.
Consequently, between the two, it is the presence of isolated nodes that is pivotal for de-
termining connectivity. This was shown, not just for specific connection functions, but any
function satisfying the mild assumptions of monotonocity, integrability, and unbounded sup-
port.
The finding that connectivity is determined by isolated nodes rather than uncrossed gaps
is in stark contrast to hard random geometric graphs (the Gilbert or hard disk model), where
it is uncrossed gaps that dominate. This does not contradict our analysis, since the Boolean
connection function has bounded support. Nevertheless, it motivates the question of what
happens with connection functions which approximate the Boolean threshold function, while
having unbounded support. Simulation results presented in Section 3 (Figure 3) show that
isolated nodes are more prevalent for Waxman and uncrossed gaps for Rayleigh connection
functions; the latter are closer to the Boolean model. Thus, for the Rayleigh connection
function, and the system sizes simulated in this paper, which are quite large, it appears that
our limiting analysis of uncrossed gaps does not apply.
This discrepancy between theory and simulations points to the need for an analysis of
large but finite systems, to supplement the limit analysis presented in this paper. It is one
of the prominent open problems raised by this work.
For the case of isolated nodes, we conjectured such a result in Section 4, in the form of a
Poisson approximation for the number of isolated nodes. We presented simulation results in
Figure 4 supporting this conjecture. A rigorous proof of this conjecture is an open problem,
as is a similar result for uncrossed gaps. Finally, it also remains to be demonstrated rigorously
that node isolation is the dominant mechanism for disconnection in the large system limit, not
only in comparison to uncrossed gaps, but to all other possible forms of disconnection. Further
open problems are to extend the analysis to more general point processes for modelling the
node locations, and to temporal networks, namely those evolving dynamically over time,
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either through node mobility or through the formation and dissolution of links.
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A Conditional probability of uncrossed gaps
We now look at the intuition behind why isolated nodes dominate uncrossed gaps as the
cause of disconnection in soft RGGs, whereas the opposite is true of hard RGGs. We do this
by conditioning on there being an isolated node at the origin, and computing the conditional
probability that it also marks an uncrossed gap. In order to simplify calculations, we work
with the Poisson process on the infinite real line.
Denote by P0 the Palm probability corresponding to the presence of a point at the origin,
and by Pˆ0 the measure obtained by conditioning further on this point being isolated. The
corresponding expectations are denoted E0 and Eˆ0. Then, under Pˆ0, the remaining points
constitute an inhomogenous Poisson process, with intensity function
µ(x) = 1− h(0, x) = 1−H(|x|), x ∈ R.
We now follow the same approach as in the previous section. Conditional on Φ(−∞,0), the point
process restricted to the negative real line, the set of points on (0,∞) which are connected
to some point in Φ(−∞,0) constitute an inhomogenous Poisson process with intensity
Λ(x) = (1−H(x))
(
1− exp( ∑
z∈Φ(−∞,0)
g(z, x)
))
, (27)
where g(x, y) = ln(1−h(x, y)). The total number of points is thus a Poisson random variable,
with mean equal to
∫∞
0
Λ(x)dx. The event that the origin marks an uncrossed gap is the
event that this Poisson random variable takes the value zero, which has probability
P(0 is uncrossed) = Eˆ0
[
exp
(
−
∫ ∞
0
Λ(x)dx
)]
≥ exp
(
−
∫ ∞
0
Eˆ0[Λ(x)]dx
)
.
(28)
We have used Jensen’s inequality to obtain the inequality above.
Now, by invoking Campbell’s formula for the Laplace functional of the inhomogenous
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Poisson process Φ(−∞,0) [18, Theorems 4.6 and 4.9], we obtain from Eqn. (27) that, for x > 0,
Eˆ0[Λ(x)] = (1−H(x))
(
1− exp
(∫ 0
−∞
(
eg(z,x) − 1))(1− h(0, z))dz))
= (1−H(x))
(
1− exp
∫ 0
−∞
−h(z, x)(1− h(0, z))dz
)
= (1−H(x))
(
1− exp
(
−
∫ ∞
0
(1−H(z))H(x+ z)dz
))
.
(29)
In the scaling regime in which the connection function H(·) is replaced by HL(·) = H(·/RL),
we can rewrite the above as
Eˆ[Λ(x)] = (1−H(x/RL))
(
1− exp
(
−RL
∫ ∞
0
(1−H(z))H((x/RL) + z)dz
))
,
and so ∫ ∞
0
Eˆ[Λ(x)]dx = RL
∫ ∞
0
(1−H(y))(1− e−RL ∫∞0 (1−H(z))H(y+z)dz)dy. (30)
Define H−1(x) = inf{y ≥ 0 : H(y) ≤ x}, and note that integrable. By the assumption
that H is monotone decreasing, 1−H(z) ≥ 1− x for all z > H−1(x). Hence,∫ ∞
0
(1−H(z))H(y + z)dz ≥ 1
2
∫ ∞
H−1(1/2)
H(y + z)dz.
Substituting this in Eqn. (30), invoking the inequality 1−H(y) ≥ 1/2 for all y ≥ H−1(1/2)
once more, and using the monotonicity of H(·), we get∫ ∞
0
Eˆ[Λ(x)]dx ≥ RL
∫ ∞
H−1(1/2)
1
2
(
1− e−(RL/2)
∫∞
H−1(1/2)H(y+z)dz
)
dy
≥ RL
2
∫ 2H−1(1/2)
H−1(1/2)
(
1− exp
(
−RL
2
∫ ∞
3H−1(1/2)
H(z)dz
))
dy.
(31)
Now, the integral in the exponent is a strictly positive constant, by the assumption that H
has unbounded support. Hence,
exp
(
−RL
2
∫ ∞
3H−1(1/2)
H(z)dz
)
→ 0 as RL →∞,
and it follows that
lim inf
RL→∞
1
RL
∫ ∞
0
Eˆ[Λ(x)]dx ≥ γ = 1
2
∫ 2H−1(1/2)
H−1(1/2)
1dy
=
1
2
H−1(1/2).
(32)
Since H has unbounded support, γ is a strictly positive constant, and we conclude that∫∞
0
Eˆ[Λ(x)]dx, the expected number of nodes in [0,∞) which have a neighbour in (−∞, 0),
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tends to infinity as RL tends to infinity. This does not prove that there is at least one such
node with high probability, but it is at least strongly suggestive of it. Thus, Eqn. (32) gives
us strong reason to believe that the point at the origin, which was conditioned to be isolated,
has very small probability of marking an uncrossed gap. This provides some partial intuition
for why uncrossed gaps are rare in soft RGGs at the scaling threshold for the emergence of
isolated nodes, whereas they are more prevalent that isolated nodes in hard RGGs.
B Scaling for emergence of uncrossed gaps
In Appendix A, we provided intuition for why uncrossed gaps are rare in the scaling regime
at which isolated nodes emerge in 1-D soft RGGs. Here, we seek to identify the scaling
regime at which uncrossed gaps emerge. We begin by calculating a bound on the expected
number of uncrossed gaps within an interval [0, L], in a soft RGG whose nodes are placed
according to a unit rate PPP on the infinite real line; edges are then created independently,
with probability H(r) for nodes that are distance r apart. We suppose that Assumption B
from Section 5 continues to hold.
Define X0 to be the indicator that there is a point at the origin and that it marks
an uncrossed gap, i.e., there are no edges between Φ(−∞,0) ∪ {0} and Φ(0,∞). We wish to
calculate E0[X0], where E0 denotes expectation under the Palm measure conditional on the
PPP having a point at the origin; thus, E0[X0] is the probability that the point at the origin
constitutes an uncrossed gap. The expected number of uncrossed gaps in [0, L] is then given
by E[Nucg] =
∫ L
0
E0[X0]dx = LE0[X0].
The set of points on (0,∞) which have an edge to some point in (−∞, 0] constitute a Cox
process, which we denote by N(·); conditional on Φ(−∞,0), they constitute a Poisson process
with intensity
Λ(y) = 1− (1− h(0, y))
∏
z∈Φ(−∞,0)
(1− h(z, y)) = 1− exp(g(0, y) +∑z∈Φ(−∞,0) g(z, y)), (33)
where g(x, y) = log(1 − h(x, y)). We use a capital letter to denote the intensity to make it
explicit that the intensity is random, as it is a function of the random measure Φ.
Now, the event that there are no edges from (−∞, 0] to (0,∞) is precisely the event that
the Cox process of points in (0,∞) reached by such edges is empty, i.e., that |N((0,∞))| = 0.
This is exactly the event whose indicator we defined as X0. Hence, we obtain using the tower
rule (law of iterated expectation) that
E0[X0] = E0[E0[X0|Φ(−∞,0)]] = E0
[
exp
(
−
∫ ∞
0
Λ(y)dy
)]
, (34)
where Λ(·) is given by Eqn. (33).
A lower bound on this expectation is easy to compute using Jensen’s inequality, which
states that, if X is a random variable and f is a convex function, then
f(E[X]) ≤ E(f(X)).
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Applying this to Eqn. (34) with f(x) = e−x, we get
E0[X0] ≥ exp
(
−E0
[∫ ∞
0
Λ(y)dy
])
= exp
(
−
∫ ∞
0
E[Λ(y)]dy
)
, (35)
where the interchange of integral and expectation is justified by Tonelli’s theorem. We have
also replaced E0 by E, as the conditioning on having a point of the PPP at the origin has
been taken into account in the expression for Λ.
The expectation of Λ(y) can now be calculated using Campbell’s formula for the char-
acteristic functional of the Poisson point process [18, Definition 4.7]. Letting g(x, y) =
ln(1− h(x, y)), we obtain from Eqn. (33) that
E[Λ(y)] = 1− (1− h(0, y))E[exp(∑z∈Φ(−∞,0) g(z, y))]
= 1− (1− h(0, y)) exp
(∫ 0
−∞
(
eg(z,y) − 1) dz)
= 1− (1− h(0, y)) exp
(
−
∫ 0
−∞
h(z, y)dz
)
= 1− (1−H(y)) exp
(
−
∫ ∞
y
H(z)dz
)
.
(36)
Integrating this over y ∈ (0,∞), we obtain∫ ∞
0
E[Λ(y)]dy =
∫ ∞
0
1− (1−H(y)) exp
(
−
∫ ∞
y
H(z)dz
)
dy
=
∫ ∞
0
(
1− e−
∫∞
y H(z)dz
)
dy +
∫ ∞
0
H(y)e−
∫∞
y H(z)dzdy
=
∫ ∞
0
(
1− e−
∫∞
y H(z)dz
)
dy + 1− e−
∫∞
0 H(z)dz.
(37)
Now, considering the scaled version of the connection function, HL(z) = H(z/RL), we can
rewrite the above as∫ ∞
0
E[Λ(y)]dy =
∫ ∞
0
(
1− e−
∫∞
y H
L(z)dz
)
dy + 1− e−
∫∞
0 H
L(z)dz
=
∫ ∞
0
(
1− e−
∫∞
y H(z/RL)dz
)
dy + 1− e−
∫∞
0 H(z/RL)dz
≤
∫ ∞
0
(
1− e−RL
∫∞
y/RL
H(z)dz
)
dy + 1.
(38)
Note that 1− e−x ≤ x for all x ∈ R, and so,
1− e−RL
∫∞
y/RL
H(z)dz ≤ min
{
1, RL
∫ ∞
y/RL
H(z)dz
}
.
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Hence, for arbitrary x > 0, we have∫ ∞
0
1− e−RL
∫∞
y/RL
H(z)dz
dy ≤ RLx+
∫ ∞
RLx
RL
∫ ∞
y/RL
H(z)dzdy
= RLx+RL
∫ ∞
x
∫ RLz
RLx
H(z)dydz
≤ RLx+R2L
∫ ∞
x
zH(z)dz.
(39)
We shall henceforth restrict attention to the generalised Rayleigh connection function,
H(r) = β exp(−(r/rc)η), for a fixed η > 0. For this connection function, we rewrite the last
integral on the RHS of Eqn. (39) as∫ ∞
x
zH(z)dz =
∫ ∞
x
βze−(z/rc)
η
dz
=
βr2c
η
∫ ∞
( xrc )
η
u
2
η
−1e−udu
=
βr2c
η
Γ
(
2
η
,
(
x
rc
)η)
,
(40)
where the second line comes from the substitution u =
(
z
rc
)η
and Γ(α, y) denotes the incom-
plete Gamma function,
Γ(α, y) =
∫ ∞
y
zα−1e−zdz.
Observe that
Γ(α, y)
yα−1e−y
=
∫ ∞
y
(x
y
)α−1
e−(x−y)dx
=
∫ ∞
0
(
1 +
z
y
)α−1
e−zdz,
which tends to 1 as y tends to infinity, by the Dominated Convergence Theorem. Hence,
taking x = rc(lnRL)
1/η in Eqn. (40), we see that∫ ∞
rc(lnRL)1/η
zH(z)dz =
βr2c
η
Γ
(
2
η
, lnRL
)
∼ βr
2
c
η
(lnRL)
2
η
−1
RL
as RL →∞.
Here, for functions f and g on R+, we write f(x) ∼ g(x) as x→∞ to denote that f(x)/g(x)
tends to 1 as x tends to infinity. Substituting the above in Eqn. (39), we get∫ ∞
0
1− e−RL
∫∞
y/RL
H(z)dz
dy ≤ rcRL(lnRL)1/η + (1 + o(1))βr
2
c
η
RL(lnRL)
2
η
−1.
Combining the above with Eqns. (35) and (38), we obtain the following lower bound on
the probability that there is an uncrossed gap at the origin:
E0[X0] ≥ exp
(
−CRL(lnRL)max{
1
η
, 2
η
−1}
)
,
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where C > 0 is a fixed constant that does not grow with RL.
The expected number of uncrossed gaps in [0, L] is given by E[Nucg] = LE0[X0]. Hence,
it follows from the equation above that
E[Nucg] ≥ L exp
(−CRL(lnRL)θ) where θ = max{1
η
,
2
η
− 1
}
. (41)
The above expression motivates us to consider the scaling regime
RL = γ
lnL
(ln lnL)θ
. (42)
A straightforward calculation shows that
CRL(lnRL)
θ = γC lnL
(
1 +
θ ln ln lnL+ ln γ
ln lnL
)θ
= γC lnL(1 + o(1)).
If we conjecture that the inequality in Eqn. (41) is an approximate equality, then it follows
that the expected number of uncrossed gaps exhibits a sharp threshold at γ = 1/C, in the
sense that
E[Nucg]→
{
0, γ > 1/C,
+∞, γ < 1/C,
as L tends to infinity.
Thus, our calculations lead us to conjecture that uncrossed gaps appear when the con-
nection range scales as RL = C lnL/(ln lnL)
θ; here θ is the related to the power law in
the exponent, η of the generalised Rayleigh connection function, while C is a constant that
depends in a complicated way on the parameters of the connection function. We now make a
few remarks about this scaling regime. Firstly, C and θ depend on details of the connection
function, and are not universal, in contrast to the threshold for isolated nodes. Secondly, RL
is significantly smaller than the lnL threshold for isolated nodes, confirming that uncrossed
gaps appear only when connection functions are of much shorter range than required for the
appearance of isolated nodes. Finally, the hard RGG model is a limiting case of the gener-
alised Rayleigh connection function as η tends to infinity; correspondingly, θ = 1/η tends to
zero, and the threshold value of RL tends to a constant multiple of lnL. Thus, we recover
the lnL scaling for the emergence of uncrossed gaps in the hard RGG in the limit.
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