Abstract. We consider a diffusive interface surface tension model under compressible flow. The equation of interest is the Cahn-Hilliard or Allen-Cahn equation with advection by a non-divergence free velocity field. These are two reduced models which show important properties of the full-scale surface tension model. We prove that both model problems are well-posed. We are especially interested in the behavior of solutions with respect to droplet breakup phenomena. Numerical simulations of 1, 2, and 3D all illustrate that the Cahn-Hilliard model is much more effective for droplet breakup. Using asymptotic methods we correctly predict the breakup condition for the Cahn-Hilliard model. Moreover, we prove that the Allen-Cahn model will not break up under certain circumstances due to a maximum principle.
Introduction
We consider the following three models for studying the influence of flow field and surface tension on droplet breakup phenomena: the advective Cahn-Hilliard equation In these models, V is a prescribed velocity field and
The variable λ is chosen so that Ω u is a constant M . Or, if we ignore the boundary term,
In full surface tension problems, the V is obtained via other equations, but the proposed model problem is simplified by having a prescribed V . We consider these equations in order to understand their properties, which can be applied to coupled full problems. A comparison of these simplified models has not been studied in the literature and provides important insight on the behavior of the full problem. In this section we review some full surface tension models and discuss how the model problem is derived from them.
1.1. Different surface tension models. There are many numerical methods that deal with surface tension in two-phase fluids. This problem is known for its computational stiffness; it contains two different time scales, the small surface tension time scale, and the convection time scale. Three main algorithms exist for twophase fluids. The front tracking method tracks the interface explicitly, yet requires extensive processing when the interface splits and merges. Since droplet breakup mainly involves merging and splitting of the interface, it is unsuitable for the need. The level-set algorithm uses a implicit surface function to track the boundary. The diffusive interface algorithm uses a phase variable to describe the transition between materials. These algorithms, and many variants, have been studied both theoretically and numerically.
The basic level-set model for two immiscible fluids uses a function φ, where φ = 0 denotes the boundary between the two fluids. For example, [34] combines the NavierStokes equation for two fluids with a force at the interface:
This equation is then coupled with the level set equation for the interface:
In this model, V is the velocity field, D is the deformation tensor
3 ∇ V I, p is the pressure and f denotes external force. These parameters are the same as the original Navier-Stokes model. κ(φ) = ∇ · ∇φ |∇φ| is the curvature of the boundary, τ is the surface tension coefficient, and H is the Heaviside function, or in the numerical implementation, a smoothed Heaviside function. Equation (1.6) is the Navier-Stokes equation with a surface tension term κ nδ(d), where n is unit outward normal vector at the front, d is normal distance to the front, and δ is the Dirac delta function. Recent models are designed to improve computational speed [35, 33] ; see also [28, 13] for the compressible case.
The original Cahn-Hilliard equation [12] and the Allen-Cahn equation [3] are some of the most well-known dynamic models for diffuse interface dynamics associated with surface energies. The Cahn-Hilliard equation can be written as an H −1 gradient descent for a Ginzburg-Landau free energy E(u):
where E(u) = (ǫ|∇u| 2 + 1 ǫ g(u)), (1.9) and g(u) is a double-well potential that characterizes the two phases. It is normally taken as an even-order polynomial, for example 10) in which case f (u) = g ′ (u) = 2u(1 − u)(1 − 2u). The Allen-Cahn equation, on the other hand, is the L 2 gradient descent for the same energy:
Papers such as [31, 2, 14] analyze the convergence and stability of the Cahn-Hilliard equation.
The combination of Cahn-Hilliard dynamics and fluid mechanics give rise to several related models for fluid interfaces. For example, the Navier-Stokes-Cahn-Hilliard model [10, 11, 19, 21, 40, 25, 1, 15] couples the incompressible fluid mechanics with a diffuse interface model. One variation of the model for an incompressible fluid (see [21] ) is
12)
The f u term in Equation (1.12) represent the influence of diffuse interface on the velocity field, and is different in different models. For example, in [19, 21] we have f u = −u∇K(u), and in [1] we have f u = ∇ · ( 1 2 |∇u| 2 I − ∇u ⊗ ∇u). Another variation of the above model to include compressible or quasi-incompressible fluids is found by replacing Equation (1.13) with
The additional advection term in Equation (1.14), compared to the original CahnHilliard, represents the mechanics of fluid flow, which is combined with the CahnHilliard type surface effect.
Model problem.
The system equations (1.12-1.15) can be studied numerically, although it is difficult to prove properties of this system due to its coupled nature. We note that even simpler models have been considered for advection with interfacial tension [24, 27] in which the dynamics are driven by an Allen-Cahn type model rather than a Cahn-Hilliard model. A common tool in applied mathematics is that of developing reduced models for which one can prove rigorous results or perform asymptotic analysis, in order to understand the behavior of pieces of a more complex model. Such models may not describe the full physics of the real world problem, but can provide tremendous insight into the mathematical behavior and also provide both rigorous and asymptotic results that can be used in the development and testing of more complex numerical codes. Model problems have a long history in applied mathematics and we mention a few classical examples that have partially inspired our choice of problems. For example, the classical Kirchoff elliptical vortex for two dimensional fluids has been carefully studied under the influence of a fixed strain velocity field [29, 8] , similar to the fixed field considered in this paper, although we focus on compressible examples as well as incompressible examples. A second example is a turbulent transport model that use a fixed background flow in order to derive renormalization formulas and other statistical properties associated with turbulent diffusion [4, 5] . Another area of research in which interfacial dynamics is important is image processing. Many highly nonlinear PDEs have been proposed to address problems of denoising in image analysis. By combining these PDEs with a nonlinear transport term (Burgers flux), the second author and Greer were able to obtain some clear analytical and computational results on singularity formation for these nonlinear diffusion equations [16] . We note that the combined PDE is not directly used in image processing, although this model provides significant insight into the expected dynamics of more complex models that use these diffusions.
Following the ideas above, we choose to study the dynamics of the interface as defined by the Cahn-Hilliard or Allen-Cahn motion in a fixed prescribed velocity field. Since the interface is represented by u, we consider a reduced model of Equation (1.14) with a prescribed velocity field. This gives us the model problem Equation (1.1). We also use a different scaling for K(u) compared to Equation (1.14), but the scaling is varied in the literature (e.g. [40, 25, 26] ), and the properties we discuss will remain similar for all scalings. Model problem Equation (1.2) comes in a similar pattern, but it uses an Allen-Cahn based surface effect rather than a Cahn-Hilliard based surface effect. Equation (1.3) is based on Equation (1.2). If we integrate the original AllenCahn equation, we can see that it does not automatically conserve mass. Thus, an additional term λ is often added to the equation for this reason [32] . We can add a similar term here, but we would like to add λu instead of λ to keep u localized. These models are also studied in the sharp interface limit [24, 26] . The sharp interface limit for the Allen-Cahn equation is motion by mean curvature and the sharp interface limit for the Cahn-Hilliard is the Mullins-Sekerka flow. The analysis of these equations provide insight to their corresponding sharp interface limit problems.
Properties of V play an important role here. When V = 0 we obtain the original diffuse interface equation. Our main interest is when V is expanding, or general problems in which ∇ · V = 0. We note that the incompressible case is well studied, however the compressible case less so. For simplicity we choose the Neumann condition ∂u ∂n = 0 on ∂Ω. In papers like [11, 21] , the velocity field satisfies a Navier-Stokes equation, thus the velocity field V is divergent free. In our situation, V is not divergence free. The flow is expanding where ∇ · V > 0 and contracting where ∇ · V < 0.
In these advective equations, mass conservation acts in a different way due to boundary condition of the velocity field. For example, if we integrate Equation (1.1), we would have
Under a Neumann boundary condition, the right hand side becomes 0. Only when we exert a no-flow condition V · n = 0 on the boundary can we have mass conservation. In fact, this no-flow condition would simplify many proofs below. We assume this is satisfied by having a small layer of V that vanishes near the boundary. We also assume V is smooth enough in the following arguments.
In the next section we analyze the basic property and droplet breakup condition of the advective Cahn-Hilliard equation. Section 3 analyzes the advective Allen-Cahn equation. Section 4 shows numerical simulation results for both models.
Property of the advective Cahn-Hilliard equation
In this section we prove basic properties of the advective Cahn-Hilliard equation. We begin with the existence and uniqueness property of the equation, then move on to the analysis of the breakup condition.
Existence and uniqueness.
The following existence and uniqueness theorem is similar to that of the original Cahn-Hilliard equation [36] . In the proof below and related arguments, the symbol C denotes a generic constant.
The proof for this theorem follows the same steps as the Galerkin method for proving other equations like the Navier-Stokes equation and original Cahn-Hilliard equation, with the only difference in the a priori estimate; see [37, 36] . We only present the different a priori estimates here.
The weak form of Equation (1.1) is
where
Thus we can get the upper bound for u in L 2 (0,T ;H 2 (Ω)). To get the upper bound of u in L ∞ (0,T ;L 2 (Ω)), we see that
where M = Ω u is the total mass. Thus,
The rest of the proof is similar to [37, 36] . By using the Gronwall inequality we get an upper bound for u in L ∞ (0,T ;L 2 (Ω)). This suffices to show the continuity and uniqueness.
Energy estimate.
The original Cahn-Hilliard equation has an energy term that serves as a Lyapunov function:
This term can be estimated by multiplying K(u) on both sides of Equation (1.1) and then integrating by parts. Following the same pattern, we get
We can estimate the new term by
The first term, 9) due to the fact that
The right-hand side of Equation (2.9) is bounded from below by
The second term of Equation (2.8) is bounded by
Putting everything together, we have 12) which, using Gronwall's inequality and the bound of |u| 2 2 above, gives
We can see that the energy of u is bounded at every finite time interval [0,T ], and increases at most exponentially.
Droplet breakup.
When the the external flow field is sufficiently large, the advective Cahn-Hilliard model exhibits droplet breakup as illustrated in Figure  2 .1. Similar phenomena have been observed in numerous reaction-diffusion systems; see for example [30, 22] , [20] and references therein. In this section we perform a detailed study of the breakup phenomenon for the advective Cahn-Hilliard model in one dimension. We recall the one dimensional case of Equation (1.1):
We choose a specific form of f (u) in our discussion:
Other forms of f (u) follow a similar discussion. In [30] , Nishiura and Ueyema proposed a set of conditions for the occurrence of self-replication in reaction-diffusion models. Roughly stated, they are:
1. The disappearance of the steady state due to a fold-point (or saddle-node) bifurcation.
2. The existence of the so-called dimple-eigenfunction at the threshold, which is responsible for the initiation of the breakup process.
3. The steady state is stable on one side of the fold point and is unstable on the other.
The importance of these conditions is that the breakup of a droplet can be understood in terms of the analysis of the steady state solution of Equation (2.14) which satisfies
The breakup analysis for Equation (2.14) is very similar to [22] , where the Brusselator and other reaction-diffusion systems having mesa-type structures were shown to exhibit self-replication. For simplicity, we will only consider a special case 17) and get the following asymptotic result:
Result 2.2. Consider Equation (2.14) in the limit ε ≪ 1, with V (x) given by Equation (2.17) , and with even initial conditions for u. For a given mass
where V c0 ≈ 1.326 is a constant whose precise value is given below in Equation (2.31) . If V < V c then there exists a steady state u(x,t) = u(x) in the form of a droplet. If V > V c , no such steady state exists. As V is slowly increased past V c , the droplet will split in the middle and breakup into two droplets.
The derivation of this result consists of an analytic verification of the NishiuraUeyema Conditions 1 and 2. Due to space limitations, we omit the verification of Condition 3 but refer the reader to [22] where Condition 3 is proved for a similar model.
Verification of Nishiura-Ueyema Condition 1. We seek a steady state solution u(x) which is even. It then follows that K is also even and, upon integrating Equation (2.16) on the interval [0,x], we obtain
We now change variables K = 1 ε w to obtain a system
Since we assumed that u is even, we consider only the half-line x ≥ 0; the boundary conditions become where M is a given total mass of u. Since the time-dependent PDE Equation (2.14) conserves the mass of u, M is also the initial mass of u(x,t) at t = 0.
We will construct a solution to Equation (2.19, 2.20) for which u(x) has a sharp interface located at some position x = l > 0 with u ∼ 0 for x > l. Some typical such profiles for u(x) are shown in Figure 2 .2. Such a solution has a transition layer consisting of the interface near x = l and an outer region to the left of x = l. In the transition layer, we rescale the space variable
To leading order we have W y ∼ 0, so that W ∼ W 0 is constant. We then obtain an ODE for U :
The interface corresponds to a heteroclinic orbit of the ODE (2.21) which connects the two saddle equilibria of Equation (2.21). Such a heteroclinic connection exists if and only if
, where U ± are the equilibria points that satisfy f (U ± ) − W 0 = 0 with U + = U − . Using f (u) = 2u(1 − u)(1 − 2u), this yields U + = 1, U − = 0, and W 0 = 0; the explicit solution for U (y) is then given by
In the outer region away from the interface, to leading order we have
Substituting Equation (2.22) into Equation (2.19) we obtain
The boundary condition is obtained from matching to the outer solution, u(l) = U (−∞) = 1. The solution to Equation (2.23) is given by
where u 0 = u(0). Thus we obtain the following relationship between l and u 0 ,
It remains to relate l to M. Since u ∼ 0 to the right of the interface, the mass of u is asymptotically given by where we ignored the O(ε) contribution to the mass from the interface. Writing Equation (2.24) as
and substituting into Equation (2.26) we obtain
so that
It follows that the solution to the outer problem (2.23) only exists if u m < u(0) < 1. In terms of M , the critical threshold for existence is obtained by substituting u 0 = u m into Equation (2.29); namely V c =
Vc0
M 2 where the constant V c0 is given by
This shows the existence of the fold-point for V 0 as given by Result 2.2. Verification of Nishiura-Ueyema Condition 2. Here, we follow closely an analogous derivation in [22] . The key is to demonstrate that when V 0 is close to the threshold value V c , an additional boundary layer in the shape of an inverted spike forms at the center of the droplet. To see this, suppose that V 0 is sufficiently close to V c so that near x = 0, we may expand
The small parameter δ will be related to ε below. The equation for w 1 then becomes
The consistency condition for Equation (2.33) is that x/δ ≪ ∞; this will be satisfied below. We now expand in Taylor series, 
To determine the right scaling for δ, rescale
so that Equation (2.35) becomes
We now choose α,δ so that Equation (2.36) becomes
i.e.
38)
Matching with the outer solution, in the limit z → ∞ we impose the boundary condition u xx ε 2 ≪ 1, or U zz ∼ 0. Thus the boundary conditions for Equation (2.37) become
The Equations (2.37) and (2.40) together comprise the core problem which fully describes the growth of the inverted spike at the origin. The scaling α = O(ε 1/2 ) quantifies the width of the the core spike in terms of the O(ε) interface width. This core problem is identical to the core problem for the Brusselator and other reactiondiffusion systems; we refer the reader to [22] In particular, the profile U − describes the shape of the finger within the boundary layer at the center of the droplet, which is responsible for the initiation of the splitting process. Similarly, as was shown in [22] , the linearized problem at the fold point has a zero eigenvalue; the corresponding eigenfunction is given by φ = ∂u/∂ [u(0)]. Moreover, φ = 0 due to mass conservation. As explained in [22] , it follows from Lemma 2.3 that φ has precisely one positive root; its profile is shown in Figure 2 .4. This proves that criterion 2 of Nishiura-Ueyema conditions is satisfied. This concludes the derivation of our result.
We use two methods to verify the droplet breakup condition from Result 2.2. We take ε = 0.01 and we let V 0 be a slowly varying parameter in time, according to the formula V 0 = 0.001t. Using the initial condition 
In higher dimensions, similar result can be deducted for the radially symmetric case. In fact, it is only necessary to modify Equation (2.16) slightly:
The asymptotic solution would be the same as Equation (2.24), but the relationship between l and M become M l 0
Cr n−1 u(r)dr instead where C is the volume of the n − 1 dimensional unit sphere. Thus, the relationship Equation (2.18) becomes V c = Vc0 M 2/n in n dimensions.
Property of the advective Allen-Cahn equation
In this section we prove the existence, uniqueness and maximum principles for the advective Allen-Cahn equation and the advective nonlocal Allen-Cahn equation. The maximum principle shows that the droplet breakup will not appear in many cases.
Existence and uniqueness.
The existence and uniqueness for the advective Allen-Cahn equation can be done similarly to that of the advective CahnHilliard equation. However, a different method must be used for the advective nonlocal Allen-Cahn equation with mass conservation due to the extra nonlocal term. A semigroup method is used to show finite time existence of the solution, then a maximum principle analysis gives the bound of the λ in the non-local term.
) is a polynomial of order 2p, then Equations (1.2) and (1.3) with initial value
The proof contains two parts. The first part follows a similar process to that used in [6, 18] , which involves using their following propositions. In Equation (1.3), we can take A = ǫ∆ on the domain of H 2 (Ω) functions with Neumann boundary condition, 1 > α > 
Proposition 3.2. Consider the equation
. Thus, we can estimate the three terms of N (u 1 ) − N (u 2 ) individually.
Since f is a polynomial of order 2p − 1 we have
where h is a polynomial of order 2p − 2.
and
We can apply Proposition 3.2 from here and get a unique solution in u ∈ D(A). Then,
(Ω). This implies ∇u ∈ W 1,6 (Ω), which is Hölder continuous. This in turn shows u ∈ C 2+δ (Ω) for some δ > 0. The local Lipschitz condition for Equation (1.2) is similar.
This proposition shows a maximum interval of existence [0,T max ) for the advective Allen-Cahn equations. To show global existence, we need maximum principle below to show a bound for λ and f (u), then we can directly apply Lemma 3.4 using the fact that
(3.8)
Maximum principle analysis.
The maximum principle-like analysis works only for the advective Allen-Cahn equation, since it is second-order and parabolic. The advective Cahn-Hilliard equation, on the other hand, is of fourthorder and thus does not possess the maximum principle. 
If we setû(x,t) = exp ξt u(x,t), then Equation (1.2) becomeŝ 9) and Equation (1.3) becomeŝ
For the advective Allen-Cahn Equation (1.2), we can simply take ξ close to 0. Since g(u) is a double-well potential, f (u) < 0 when u < 0. We can deduce that there is no interior negative minimum. Similarly, there is no interior maximum larger than 1. Thus, if the initial value is within [0,1], so is the solution.
For the advective nonlocal Allen-Cahn Equation (1.3) it becomes a little more complicated. Within any time interval [0,T], λ is bounded, so we can take a proper ξ in Equation (3.10) to use the maximum principle. Thus,û has no negative minimum within any interval (0,T]. If initial value is nonnegative, so is the solution.
The positive side is more tricky. If u takes its maximum value u max on the interior and ∇ · V ≥ 0, then at that point we have 1 ǫ f (u max ) + λu max < 0. On the other hand, due to the definition of λ Equation (1.5), we know that
is an even-ordered polynomial, there exists an u M > 0 so that
for all u max ≥ u M and u ≤ u max . Thus, if the initial value is smaller than u M , so is the solution. For example, if we take double-well potential g(u) = u 2 (1 − u) 2 , then u M = 1.5. For a general flow, we take ξ = inf(∇ · V ) in Equation (3.10) . With a similar analysis, u ≤ u M whenû takes its maximum, hence the result.
For the advective Cahn-Hilliard Equation (1.1), the maximum principle analysis does not work. In fact, there are cases when it fails: the solution becomes negative even when the initial value is not; see numerical results in Figure 4 .5, Figure 4 .13, and Figure 4 .15.
In the simple 1D case, we can show the following fact: Note that, if we expect a symmetric condition, i.e. V is odd and u is even, and u(x,0) takes its only maximum value at x = 0, then u x (0,t) = 0 and we can apply this theorem on Ω ∩ [0,∞). Thus for any t, u(x,t) takes the maximum value at x = 0, and the droplet breakup does not occur.
To prove this, we see that Equation (1.2) leads to 11) and Equation (1.3) leads to
Since 2V x + f ′ (u) and λ are bounded, V xx u ≥ 0, we can use a process similar to that above to show that no positive maximum can be achieved in the interior of Ω. Thus u x (x,t) ≤ 0 for all t. When V xx is not nonnegative, breakup may occur. See In higher dimensions, it is easy to consider the case of radially symmetric data. General results require a more detailed analysis, but this analysis is suffice to show that an Allen-Cahn type equation is unsuitable for the model of droplet breakup. We can prove this by taking w = r n−1 u r , so that Equation (1.2) gives
(3.13) Using the same method as that of 1D case, we can show that no positive maximum exist under given condition. Thus, w ≥ 0 for all x and t, which is equivalent to u r ≥ 0. When n = 1, the condition on V would be the same as in the 1D Theorem 3.6.
Numerical simulation

Algorithm.
In this section we present numerical simulations in 1, 2, and 3D. We compare some of the results with the theory from previous sections. Specifically, we focus on different behaviors when the strength of the velocity field changes, and different droplet breakup conditions for different models. All of our numerical results are consistent with the theories in previous sections.
The Cahn-Hilliard equation poses numerical challenges due to the stiffness of both the 4th-order term and the nonlinear term. Thus many algorithms, both linear and nonlinear, have been proposed to solve it, for example the finite element method [7] and semi-implicit discretization [38, 39, 9] . In this paper we apply a simple semiimplicit splitting scheme [38] on the fourth-order term of the advective Cahn-Hilliard Equation (1.1). The equation can be written as where the advection term is discretized by the upwind scheme. The parameter A is chosen as 1 in the implementation. Equations (1.2) and (1.3) are discretized as 
respectively. The stability condition now is related to V and the value of A. For example, the graph of stability of the advective Cahn-Hilliard equation related to time step ∆t and the maximum norm of V is shown in Figure 4 .1. ∆x has some insubstantial effects on the stability, but not so much as a CFL condition would require. In fact, the coefficient of u n+1 is I + ∆tǫ∆ 2 , and is on the order of (∆x) −4 when ∆x is small. This is of a higher order than the advective term V · ∇u n , thus providing the main constraint for stability. This stability condition with V = 0 is consistent with similar results for the plain Cahn-Hilliard equations as in [17] .Reference [9] shows that a scheme of this kind would have an error of O(C∆t), but the constant C would be very large. With the additional advection term, C becomes related to V max = || V || L ∞ , and thus when V max increases, a smaller time step would be required. Moreover, when V is not very large, the most important constraint on ∆t comes from the stability of the original Cahn-Hilliard equation. Using A = 2 instead of A = 1 largely increases the maximum time step required for stability.
To get a clear view of the convergence result, we consider the limit of ∆x → 0 and ∆t → 0 individually and plot an example of the graphs of |u ∆x,∆t (t) − u ∆x,∆t/2 (t)| 
1D result: the advective Cahn-Hilliard equation.
We begin from the basic 1D case where u(x,0) = χ [−α,α] and V = V 0 x. The value of V 0 is tuned to show different types of solutions. The parameter ǫ is taken to be 0.01, and g(u) = u 2 (1 − u) 2 . α is taken as 0.3. We run the simulation on the interval [−5,5] with 2048 grid points. The time step is taken to be ∆t = 1 × 10 −6 , with 5000 time steps in total. The result of the advective Cahn-Hilliard Equation (1.1) contains two different types of solutions when V changes. When V is small, the solution develops a dimple in the middle, then stops, and does not break up further. When V is large, the solution eventually breaks up, and the smaller droplets continue to move apart; see The threshold value of V 0 is drawn on Figure 4 .6, depending on the initial size of the droplet. The curve is an inverse quadratic curve of V 0 M 2 = 1.326, which fits the prediction of Equation (2.18).
1D result: the advective Allen-Cahn equation.
As V increases, two different types of result appear for Equation (1.2). When V is small, the solution develops towards a constant given by the solution of V 0 u + decreases and settles into a non-constant steady state depicting a single droplet. When V is large, the solution decays to a small constant consistent with mass conservation; see 
2D result.
Since the 1D case shows interesting results, it is natural to perform simulations in higher dimensions where we have additional geometry. We tried two different cases for 2D results, respectively under an expanding velocity field and a sheer flow. The velocity field is prescribed as the Cahn-Hilliard model shows a surface tension based breakup while Allen-Cahn model fails to do so in all cases.
3D result.
For the 3D case, we used a parallel machine in the National Energy Research Scientific Computing Center (NERSC) to solve the problem. Due to the complexity of the problem, an operator splitting scheme is used. Instead of solving Equation (4.1) directly, every time step is split into an advection step
and Cahn-Hilliard (or Allen-Cahn, respectively) step The operator splitting and advection step are done by an ALE-AMR code [23] . The Cahn-Hilliard step is solved by a specifically written finite element package.
The simulation is run on a equation, even small noise in the initial value would lead to quite different behavior in terms of droplet breakup. However, the advective Cahn-Hilliard equation requires much stronger noise, or noise over time to make the result change. With strong enough noise, the droplet breakup shows some irregularity and breaks symmetry. 
Conclusion
In this paper we focus on the properties and numerical simulation of the CahnHilliard and Allen-Cahn equations with advection of a prescribed compressible flow. We have shown existence and uniqueness properties, and breakup conditions for both equations. For the advective Cahn-Hilliard equation, the droplet breakup condition is studied using a formal asymptotic analysis. Breakup will happen when the velocity field is large enough, and the threshold strength varies inverse quadratically with droplet size. For the advective Allen-Cahn equation, the breakup condition is studied using a maximum principle analysis. Breakup will not happen in this case without some kind of perturbation. Numerical results are provided in one, two, and three space dimensions, with various initial conditions and different kinds of background flow. We also test numerical simulations with noise. The theoretical breakup condition fits well with the numerical condition.
Eventually we need to simulate the droplet breakup phenomenon with surface tension. Thus, for the future work it is necessary to couple this model with other compressible fluid models. It is important to consider the impact of the phase field variable on the velocity field itself, and see how this model works within the full problem.
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