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RÉSUMÉ 
Les applications mobiles deviennent des logiciels complexes qui doivent être dé-
veloppés rapidement tout en évoluant de manière continue afin de répondre alLx 
nouveaux besoins des utilisateurs ainsi qu 'aux mises à jour régulières du contexte 
d 'exécution, à savoir le y tème d 'exploitation des périphériques mobile . S'adap-
ter à ses contraintes peut provoquer la présence de mauvais choix d 'implémenta-
tion ou de conception que nous appelons défauts de code. La présence de défauts 
de code au sein d ' une application peut dégrader la qualité et les performances 
d 'une application en compliquant les tâches de maint nance et d 'évolution. Il 
e t alors important de connaître ses défauts mais aussi de pouvoir le détecter 
et les corriger afin de permettre aux développeurs cl 'améliorer la qualité et lés 
performances de leur application. 
Les défauts de code sont bien connus pour les applications orientés objets et 
de nombrelLx outils permettent leurs détections, mais ce n'est pas le cas pour 
les applications mobiles. Les connaissances concernant les défauts de code dans 
1 s applications mobiles sont lacunaires, notamment au niveau de l'impact de 
la correction de ces défauts sur l'application, de plus les outils permettant la 
détection et la correction des défauts sont inexistants ou peu matures. 
Nou présentons clone ici une classification de 17 défauts de code pouvant appa-
raîtr dans les applications Android , ainsi qu 'un out il permettant la détection et 
la correction des défauts de code sur Android . Nous appliquons et validons notre 
méthode sur de grandes quantités d'applications (plus de 3000) dans deux études 
qui évaluent la présence et l'évolut ion du nombre des défauts de code dans des 
appli at ions populaires. De plus, nous prés ntons aussi deux approches destinées 
à évaluer l'impact de la correction des défauts de code sur les performances et 
la consommation d 'énergie des applications. ou avons appliqué ces approches 
sur de applications libres ce qui nous a permis d'observer que la correction des 
défauts de code e t bénéfique dans la plupart des cas. 
1\IOTS-CLÉS : performance, consommation d 'énergie, Android , applications mo-
biles , cl rauts de code. 
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INTRODUCTION 
Dans ce chapitre, nous introduisons le contexte nécessaire à la compréhension du 
sujet ainsi que les motivations et problématiques qui ont justifiées l 'élabora tion 
de' cette thèse. Nous finissons par présenter les principales contributions de ces 
trois années. 
0.1 Contexte du sujet 
Dans cette section, nous présentons le contexte nécessaire pour aborder ce mé-
moire, en particulier les expressions-clefs qui composent le titre de cette t hèse, 
à savoir défauts de code et application mobile. Nous présentons aussi brièvement 
le système mobile sur lequel nous avons travaillé tout au long de cette thèse, 
c'est-à-dire le système Android. 
0.1.1 Défauts de code 
Les défauts de code (Fowler et al., 1999) ( Code sm ells en Anglais) sont des pro-
b'lèmes d 'implémentation qui proviennent de mauvais choix conceptuels. Dans 
leur définition d 'origine, ils sont qualifiés de symptômes de problèmes profonds 
qui peuvent rendre plus complexes la maintenance et l'évolution d 'un logiciel. Ils 
sont des violations de principes fondamentaux de conception qui ont un impact 
négatif sur la qualité du logiciel (Suryanarayana et al. , 2014) et tendent à contri-
buer à la det te technique des logiciels et à générer des coûts de développement 
supplémentaires. Par exemple, un défaut de code peut être une méthode trop 
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longue (Fowler et al. , 1999) qui , par conséquent , sera complexe à comprendre et 
à maintenir. Par la suite, d 'autres défauts de code ont aussi été reconnus comme 
pouvant affecter d 'autres aspects comme la performance (Brylski , 2013; Cham-
bers et Scaffidi , 2013) ou la consommation d 'énergie (Vetro et al., 2013; Gott-
schalk et al. , 2012a) . Ils peuvent donc générer des usages inut iles de certaines 
ressources (comme le processeur, la mémoire, la batterie, etc .) (Brylski , 2013) 
et , par conséquent , empêcher le déploiement de solution efficace et durable. Ces 
défauts de code peuvent apparaitre spécifiquement dans les applications mobiles 
à cause du cadre d 'application ou de la machine virtuelle (Brylski, 2013). On re-
trouvera ici des défauts de code comme l'u tilisation de condition mutuellement 
exclusive (Vetro et al. , 2013) dans un SI , qui retournera donc toujours VRAI et 
donnera donc lieu à l'exécut ion d 'instructions inutiles pour évaluer la condi tion . 
Notons ici que les défauts de code ne sont généralement pas des bogues, c'est-à-
dire qu 'ils n 'entraînent pas forcément la terminaison inattendue de l'application. 
Toutefois, ils participent à dégrader la qualité des applications. Ajoutons aussi, 
dans un souci de précision, que dans le cadre de cette thèse, nous considérons 
a ussi quelques défauts de conception (Brown et al., 1998) (ou anti-patrons) qui 
sont des mauvaises pratiques de plus haut niveau. Le défauts de conception 
sont d 'ailleurs souvent composés de défauts de code (Moha et al., 2010). On 
y retrouve par exemple, le BLOB (Brown et al. , 1998) qui est une classe com-
plexe monopoli ant plusieurs processus importants de l'application et qui est, par 
conséquent , difficile à maintenir et faire évoluer. Toutefois , dans la suite de cette 
thèse, pour des raisons de lisibilité, nous ne ferons plus la distinction entre ces 
deux types de défau ts et utiliserons défauts ou défauts de code pour les qualifier. 
Cette non-distinction est aussi courante dans la littérature, les auteurs utilisant 
l'un ou l'autre des terme (Verloop , 2013; Linares-Vasquez et al. , 2014; Tufano 
et al. , 2015; Mannan et al., 2016). 
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0.1.2 Applications mobiles 
Par applications mobiles, nous désignons les logiciels spécifiquement développés 
pour être exécutés sur périphérique mobile comme un téléphone ou une tablet te. 
Ces périphériques ont le plus souvent un système d 'exploitation spécifiquement 
\ 
conçu pour les appareils mobiles, comme par exemple Android , iOS ou Windows 
Phone. Ces applications sont généralement développées en ut ilisant des langages 
orientés objets multi plates-formes et courants (J ava , C# , Objective-C), toute-
fois elles doivent être adaptées aux systèmes sur lesquelles elles tournent, no-
tamment en utilisant le cadre d'applications du système, mais aussi prendre en 
compte les contraintes des périphériques sur lesquelles elles tournent (quantité 
de mémoire, puissance de calcul et autonomie limitée, disponibilité et qualité du 
réseau non garant ie .. . ). P ar conséquent, les applications mobiles ont tendance 
à être plus légères et à utiliser plus massivement le cadre d 'applications, des li-
brairies externes ou même la réut ilisation de classes par rapport aux applications 
non-mobiles (Minelli et Lanza, 2013 ; Ruiz et al. , 2012 ; Xu, 2013). 
Ces applications sont généralement distribuées via des plates-formes de téléchar-
gement proposant des interfaces intégrées aux systèmes d 'exploitation des péri-
phériques . Ces plates-formes distribuent le code binaire des applications et ne 
permettent généralement pas l 'accès au code source des applications. 
Les applications mobiles connaissent un succès retentissant ces dernières années, 
notamment avec la démocratisation des téléphones intelligents , à tel point qu'on 
estime que plus de 168 milliards d 'applications seront téléchargées en 2017 1 . 
1. Number of mobile app downloads worldwide from 2009 to 2017 : https: 1 / www . stat i sta . 
com/ statisti cs / 266488/forecast - of -mobile - app-downl oads 
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0.1.3 Android 
Pour aborder les applications mobiles, nous avons choisi de nous baser sur les 
applications du système Android (toutefois notons que certains des travaux pré-
sentés ici sont en cours de réplication sur iOS pour un autre projet). Android est 
un système d 'exploitation, développé par Google, pour les appareils mobiles. Il 
est basé sur un noyau Linux et les applica tions Android sont habituellement déve-
loppées en J ava . Nous avons choisi de travailler sur Android car c'est un système 
d 'exploitation libre. C'est aussi le système mobile le plus populaire avec environ 
plus de 85% de parts de marché dans le monde pour les téléphones intelligents 2 . 
De plus, ce système nous offrait l 'opportunité d'accéder à un grand nombre d'ap-
plications plus simplement que ses concurrents. On peut aussi constater au tra-
vers de notre état de l'art (chapitre 2) que la grande majorité de la communauté 
scientifique utilise aussi ce système, sans doute pour les mêmes raisons. L'ar-
chitecture Android est résumée dans la Figure 0.1. Dans le cadre de cette thèse, 
deux couches nous intéressent tout particulièrement. Tout d 'abord, le cadre d'ap-
plication Android (en vert) sur lequel repose l 'ensemble des applications. Ainsi 
la plupart des défauts de code que nous abordons dans cette thèse sont liés à 
ce cadre d 'application, notamment parce qu 'ils apparaissent dans des classes qui 
héritent de ce cadre. De plus, comme nous l 'avons évoqué précédemment, les ap-
plications sont fortement dépendantes de ce cadre (Minelli et Lanza, 2013; Ruiz 
et al., 2012; Xu, 2013). Il est donc possible que ce cadre d 'application ait une 
influence sur la présence et la répartition des défauts de code des applications. 
La deuxième couche qui nous intéresse est la couche du moteur d'exécution (en 
jaune) qui représente la machine virtuelle qui va exécuter le code. Bien que la plu-
part des application Android utilisent le langage J ava, ce système n'utilise pas 
2. F lat Smartphone Growth Pro]ectecl for 2016 as Mature Markets Veer into Declines, Accor-
cling to IDC : http: 1 /www. ide. corn/ getdoc. j sp?containerid=prUS41699616 
----------------------
5 
la machine virtuelle J ava classique mais des machines vir tuelles personnalisées, 
à savoir Dalvik et ART 3 . Ces machines vir tuelles sont opt imisées pour répondre 
aux besoins des périphériques mobiles, en part iculier elles se basent sur l'ut ili-
sation de registres plutôt que de piles afin de diminuer la quantité de mémoire 
utilisée. Les premières versions d ' Android utilisent Dalvik alors que depuis la ver-
sion 5.0 (Lollipop), ART est l'environnement par défaut . La différence principale 
entre les deux étant que Dalvik utilise de la compilation à la volée alors qu 'ART 
utilise de la compilation anticipée . ART améliore les performances en terme de 
temps d 'exécut ion, diminue la consommation d 'énergie et possède un ramasse-
miet tes plus efficace. De plus, ART fournit aussi un environnement de débogage 
amélioré. Ces différences entre les machines virt uelles ont aussi un impact sur la 
présence de certains défauts de code liés à la performance comme nous le verrons 
dans le chapitre 3. 
0.2 Motivation : améliorer la qualité des applications mobiles 
Comme nous l'avons vu précédemment, les §,pplications mobiles connaissent un 
succès grandissant avec des milliards d 'applications téléchargées chaque année. 
Les applications mobiles sont aussi mises à jour plus régulièrement que les appli-
cations de bureau pour répondre aux demandes du marché (Mcllroy et al. , 2016). 
Or , la fréquence d 'apparitions des défauts de code tend à augmenter lorsque les 
applications connaissent des changements de code fréquents sur de courtes pé-
riodes de temps (Tufano et al., 2015). Une étude de Gartner (Kowall , 2013) a 
aussi démontré que la qualité de l'application a une importance majeure dans son 
succès. Ainsi, on y apprend que 51% des utilisateurs d 'applications mobiles dé-
clarent avoir abandonné un· achat en ligne car l 'application était trop lente, mais 
3. ART and Da lvik : https: //source . android. com/ devices / tech/ dalvik 
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Layer). Source : https: // source. android .com/source/index. html 
7 
aussi que 79% des utilisateurs n 'e sayeront pas plus de deux fois une application 
ne fonctionnant pas correctement avant de passer à la concurrence. Dès lors, il 
devient essentiel pour les développeurs d 'améliorer la qualité de leurs applica-
tions en utilisant tous les moyens à leurs dispositions. Puisque que la présence 
de défauts de code a tendance à réduire la qualité des applications, il est alors 
particulièrement important de les connaître et de pouvoir les détecter pour les 
applications mobiles qui sont mises à jour régulièrement. 
0.3 Problématiques de la thèse 
Dans cette section, nous abordons les trois problématiques qui nous ont permis 
structurer l'ensemble de cet te thèse. À savoir le manque de définitions des défauts 
de code spécifiques à Android , l 'absence d 'approche de détection de défauts code 
pour les applications Android, et la méconnaissance de l'impact de la présence 
des défauts de code dans les applications. 
0.3.1 Problématique 1 : Manque de spécifications des défauts 
de code spécifiques à Android 
La présence des défauts de code orientés objets dans les applications mobiles a 
fait l'objet de plusieurs études (Mannan et al., 2016 ; Verloop , 2013; Linares-
Vasquez et al. , 2014), toutefois ce n 'est pas le cas pour les défauts de code spé-
cifiques à Android. À notre connaissance, seule une publication par Reimann et 
al. (Reimann et al., 2014b; Reimann et al. , 2014a) s'est penchée sur le problème 
en fournissant un catalogue de 30 quality sm ells reportant des défauts de code 
mais aussi des mauvaises pratiques diverses dans la gestion des ressources, du ré-
seau ou encore l 'interface graphique. Ce catalogue fournit aussi une classification 
en fonction de la qualité affectée (accessibilité, efficacité, stabilité, sécurité . . . ) 
8 
et du contexte (réseau , interface graphique, base de données . .. ). Ce fut une res-
source précieuse pour nous mais toutefois insuffisante pour pouvoir prétendre 
à une réelle connaissance des défauts de code spécifiques à Android. On peut 
d 'ailleurs étendre cette observat ion aux autres systèmes puisqu 'ils ne sont pas 
considérés dans la littérature concernant les défauts de code. 
0.3 .2 P roblématique 2 : Absence d 'approche de détection de 
défauts de code pour les applications Android 
De nombreux outils permettent la détection de code orientés objets sur An-
droid (Moha et al., 2010; Tsantalis et al. , 2008; Lin , 2015), mais ils ne per-
mettent malheureusement pas la détection de défauts de code spécifiques aux 
application mobiles . En plus des raisons techniques (la plupart de ces approches 
existaient avant l'avènement des applicat ions mobiles), cela est sans doute lié à la 
problématique 1, puisqu 'il est compliqué de détecter ce qui n 'est pas clairement 
défini. Le catalogue précédemment cité est bien supposé être accompagné d 'un 
outil permettant la détection et la correction des mauvaises pratiques (Reimann 
et al., 2014b) toutefois, dans la pratique, nous n'avons pas réussi à le faire fonc-
t ionner sur une application Android. De plus, puisqu 'aucune étude ou valida tion 
n 'a été menée avec cet outil , il n 'existe pas de preuve que la totalité des mauvaises 
pratiques présentées soit détectable avec l'approche proposée. Toutefois, une ins-
pection du code source de l'application semble montrer que 6 des 30 mauvaises 
pratiques sont disponibles dans l'out il 4 . Au début de cet te thèse, il ne semblait 
donc pas exister d 'approche mature permet tant la détection des défauts de code 
spécifiques à Android. 
4. SVN de l'out il Refactory : goo . gl/2 IL2KA 
c--------------------------- ---- -- ----------------------------------
0.3.3 
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Problématique 3 : Impact de la présence des défauts de 
code méconnus dans les applications mobiles 
Cette problématique est elle aussi probablement la conséquence des deux pro-
blématiques précédentes. Il existe toutefois certains travaux évaluant l'impact 
de mauvaises pratiques semblables à des défauts de code sur la consommation 
d 'énergie ou le temps d 'exécution des méthodes (Pérez-Castillo et Piattini , 2014; 
Li et Halfond , 2014; Tonini et al., 2013; Mundody et K , 2014). Toutefois, ces 
études se limitent généralement à exécuter la mauvaise pratique en boucle (plu-
sieurs millions de fois) dans une application jouet et à comparer les résultats 
obtenus lorsque la mauvaise pratique n'est pas présente. Bien que très utile pour 
prouver l'existence d'un impact, nous estimons que cela est insuffisant pour mo-
t iver les développeurs à corriger ces mauvaises pratiques. En effet, cela ne prouve 
pas que les effets seront toujours observables dans des applications réelles et lors 
d'une utilisation classique. 
0.4 Contributions 
Dans cette section, nous présentons brièvement les contributions que nous avons 
apportées afin de résoudre nos problématiques. Afin de répondre à la problé-
matique 1, nous avons tout d 'abord proposé une classification de 17 défauts de 
code. Tandis que vous avons ensuite proposé l 'approche outillée PAPRIKA pour 
détecter et corriger les défauts de code et ainsi résoudre la problématique 2. Nous 
avons aussi proposé deux outils , CuRRY et HOT-PEPPER, pour mesurer les per-
formances et la consommation d 'énergie afin de répondre à la problématique 3. 
Enfin, nous présentons aussi une contribution annexe de la thèse sur les patrons 
infonuagiques à la fin de cette section. 
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0.4.1 Une classification des défauts de code 
Afin de répondre à notre première problématique, nous avons créé une classi-
fication regroupant 17 types de défauts de codes différents pouvant apparaître 
dans les applications Android. Quatre de ces défauts de code sont orientés objets 
et 13 d 'ent re eux sont spécifiques à Android. À notre connaissance, huit des ces 
défauts de code n 'apparaissaient pas dans la littérature scientifique avant nos tra-
vaux. Cette classification repose aussi sur cinq critères orthogonaux permettant 
de mieux comprendre et d 'ouvrir la voie à la détection des différents défauts. Elle 
est présentée plus en détails dans le chapitre 3. 
0.4.2 PAPRIKA : Détection des défauts de code dans les appli-
cations Android 
Afin de répondre à la deuxième problématique, nous avons conçu P APRIKA, qui 
est une approche outillée permet tant la détection de défauts de code orientés ob-
jets et spécifiques à Android. Elle st actuellement capable de détecter tous les 
défauts de code de la classification. C'est une approche flexible pour laquelle il 
est facile d 'écrire des requêtes afin de détecter de nouveaux défauts de code. De 
plus, cette approche profite des connaissances accumulées lors des précédentes 
analyses pour calibrer les seuils de détection lorsque des métriques sont utilisées. 
L 'approche propose aussi la correction automatique de trois des défauts de code. 
Cette approche est présentée plus en détails clans le chapit re 4. Elle nous a per-
mis d 'obtenir les résultats d 'analyse de larg s volumes d 'applications qui sont 
prés ntées clans le chapit re 8 et le chapitre 9. 
0.4.3 
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CURRY : Analyse de l'impact des défauts de code sur les 
performances 
Afin de répondre à la troisième problématique, nous nous sommes penchés sur 
l'impact des défauts de code sur les performances. Nous proposons donc une ap-
proche nommée CURRY, qui permet de comparer les performances de plusieurs 
versions d 'une même application. Ces versions diffèrent par la présence ou non 
de défauts de code, il devient alors possible de déterminer l 'impact de la présence 
des défauts de code. Cette approche est particulière car elle fournit des résultats 
au niveau global de l'application en s'intéressant à des métriques liées à l'expé-
rience utilisateur et non pas seulement à des métriques locales. À l'aide de tests 
statistiques, CURRY permet aux développeurs de choisir la version la plus per-
fm·mante de ce point de vue. Cette approche est présentée plus en détails dans 
le chapitre 5 alors que les résultats d'une étude l'utilisant sont présentés dans le 
chapitre 10. 
0.4.4 HoT-PEPPER: Analyse de l 'impact des défauts de code 
sur la consommation d'énergie 
HoT-PEPPER est similaire à l 'approche précédente mais-pour évaluer la consom-
mation d 'énergie d'une application cette fois. Bien que reposant sur les mêmes 
principes et utilisant les mêmes versions, cette approche nécessite en plus l'uti-
lisation d'un ampèremètre qui se branche entre le téléphone et la batterie afin 
de mesurer précisément la consommation d 'énergie. Cette approche est présentée 
plus en détails dans le chapitre 6 alors que les résultats d'une étude l'utilisant 
apparai saient dans le chapitre 11. 
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0.4.5 Autre contribution : Impact des patrons infonuagiques 
sur la Qualité de Service (QdS) 
Au début de la thèse, nous avons travaillé sur les patrons et anti-patrons in-
fonuagiques . Cela a donné lieu à une publication (Recht et al., 2014) et une 
présentation à la conférence internationale CloudCom'14 5 . Nous avons ensuite 
réorienté la thèse vers les applications mobiles. Nous avons effectué ce choix car 
le code source des applications infonuagiques est difficile à obtenir, et il nous 
semblait donc plus intéressant d 'apporter des contributions dans le domaine des 
applications mobiles. Il aurait été plus intéressant pour nous de concentrer nos 
efforts sur desanti-patrons ou défauts de code comme pour les applications mo-
biles mais malheureusement ceux-ci ne sont pas bien définis dans la littérature. 
Bien que le domaine soit différent , il est à noter que cette publication fut utile 
pour la poursuite de la thè e. En effet, la méthode d 'analyse des résultats utili-
sée fut réutilisée pour les publications sur l'impact des défauts de code Android 
sur les performances et sur la consommation d 'énergie. Nous présentons cette 
contribution dans l'Appendice A. 
0.5 P lan de la thèse 
La suite de cette t hèse est divisée en quatre parties. La Partie I regroupe des 
informations contextuelles et l'état de l'art. La Partie II présente plus en détails 
l s contribut ions de cette t hèse. La Partie III montre les validations et résultats 
que nous avons obtenus grâce à nos cont ributions. Enfin, dans la Partie IV, nous 
présentons nos conclusions ainsi que les perspectives de recherche. 
5 . http: //2014.cloudcom.org 
Première partie 
État de l'art 
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CHAPITRE I 
INFORMATIO S CONTEXTUELLES SUR LES MÉTRIQUES 
Ce chapitre fournit des informations contextuelles nécessaires à la compréhension 
des approches que nous proposons. Les informations fournies ici complètent donc 
le contexte du chapitre tout en étant plus spécifique aux travaux de cette thèse. 
En part iculier, nous présentons ici les métriques que nous utilisons pour mesurer 
les performances et la consommation d 'énergie. 
1.1 Mesure de la performance 
Afin de mesurer l'impact de la présence des défauts de code, nous avons choisi 
d 'utiliser des métriques liées à l 'expérience utilisateur. Des ressources sont déjà 
disponibles pour évaluer l'impact de cette présence à un niveau local (and, 2015a; 
and, 2015b) , c'est-à-dire au niveau du temps d 'exécution d 'une méthode. Ces 
tests sont aussi exécutés sur des applications jouets qui appellent la même mé-
thode en boucle. Bien qu 'étant utile pour prouver l 'impact de la correction des 
défauts de code, cela reste insuffisant pour prouver que cet impact sera visible 
sur une application en condition d 'ut ilisation réelle. Nous avons donc conçu l'ap-
proche CURRY afin de pouvoir déterminer l'impact de la correction sur l'expé-
rience utilisateur. Cette approche décrite au chapitre 5 utilise les métriques sui-
vantes: 
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Temps d'affichage des trames : Le temps d 'affichage d 'une trame est le temps 
pris par la syst ème pour dessiner une trame sur l'écran. P ar défaut , les systèmes 
Android fournissent 60 trames par seconde, toutefois cette valeur peut baisser si 
le calcul des trames est t rop long. Dans ce cas, des trames ne sont pas affichées, 
ce qui peut avoir pour conséquence une sensation de lenteur et de manque de 
réactivité de l'application pour l 'utilisateur . C 'est d 'ailleurs un ressenti qui ap-
paraît régulièrement dans les commentaires utilisateurs (Liu et al. , 2014) . Afin 
d 'at teindre 60 trames par seconde, toutes les entrées, calculs, opérations réseaux 
et opérations d 'affichage doivent s'effectuer en moins de 16 ms par t rames (dis, 
2015; Haase, 2015a) . Par conséquent , le temps d 'affichage des t rames est un indi-
cateur global de la performance d 'une applica tion , qui peut affecter l'expérience 
utilisateur. De nombreux types d 'optimisations peuvent potentiellement amélio-
rer ce temps, en particulier celles qui concernent la correction des défauts de code 
comme nous le montrons dans le chapitre 10. 
Nombre de trames différées : Dans le cas où une trame prend plus de 16 ms 
à être affichée, l'affichage de la trame est alors différée. En effet , le t ampon de 
trame est envoyé toutes les 16 ms, ce qui signifie que la trame différée ne sera 
pas affichée (on conserve l'ancienne t rame) avant 32 ms même si elle ne prend 
que 17 ms à être totalement calculée. Une application dont toutes les t rames 
pendraient 17 ms à être calculées, n 'afficherait alors que 30 t rames par seconde 
plutôt que les 60 recommandées (dis, 2015; Haase, 2015a) . Une trame peut être 
différée plusieurs fois de suite si, par exemple, elle prend plus de 32ms ou 48ms à 
être affichée. Cette métrique est directement dérivée du temps de trame, elle per-
met de fournir des informations supplémentaires sur les lenteurs que pourraient 
ressentir un utilisateur . 
Quantité d e mémoire utilisée :La quantité de mémoire u t ilisée (en Ko) par 
une application peu t affecter le système au complet. En effet, la mémoire est 
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souvent limitée sur les appareils mobiles (512 Mo est encore une configuration 
courante) alors qu 'ils doivent faire fonctionner plusieurs applications à la fois. 
Quand le système ne dispose plus de la mémoire nécessaire pour faire fonctionner 
les applications actives ou les services internes, il doit alors libérer de la mémoire 
en déclenchant le ramasse-miet tes . Si le ramasse-miettes n 'est pas capable de 
libérer assez de mémoire, alors le système commence à tuer les processus des ap-
plications les moins récemment ut ilisées. Les applications concernées nécessitent 
alors un redémarrage à froid lors de la prochaine utilisation, qui est beaucoup 
plus long qu 'un démarrage à chaud et affecte donc l 'expérience utilisateur. Des 
quantités excessives de mémoire utilisées sont d 'ailleurs régulièrement reportées 
dans les commentaires des utilisateurs (Liu et al., 2014) . Il est donc recommandé 
de limiter la quantité de mémoire utilisée de chaque application afin de permettre 
à l'ut ilisateur de changer rapidement d 'applications actives (Haase, 2015a; ram , 
2015) . 
Nombre d'appels au ramasse-miettes : Le ramasse-miettes permet le net-
toyage et la gestion automatique de la mémoire, il permet de libérer la mémoire 
des obj ets qui ne sont plus utilisés par une application. Avec la machine virtuelle 
Dalvik, un appel au ramasse-miettes peut prendre jusqu 'à 20 ms sur des péri-
phériques considérés comme rapides (Haase, 2015a). Ainsi, des appels répétés au 
ramasse-miet tes dus à une mauvaise gestion de la mémoire par une application 
peuvent dégrader les performances du système. En particulier , cela peut mener 
à une augmentation du nombre de t rames différées et par conséquent affecter 
l'expérience utilisateur (Haase, 2015a; ram, 2015). 
Lien avec les défauts de code : Comme nous le verrons au chapitre 3, nous 
disposons de défauts de code qui peuvent affecter le temps d 'exécution d 'une 
méthode (Interna[ Getter/ Setter ou Member Ignoring Method par exemple). Ce 
type de défauts peut donc avoir un impact sur le temps d 'affichage d 'une trame, 
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et par conséquent le nombre de trames différées, puisque le temps d'exécution 
des méthodes est inclus dans ce temps d 'affichage (il inclut le temps de toutes les 
méthodes appelées sur le processus principal). 
D 'autres défauts comme Hashmap Usage sont réputés pour directement augmen-
ter la quantité de mémoire utilisée ou le nombre d 'appels au ramasse-miettes. 
De plus, des effets de bord sur l'une ou l 'autre des métriques sont théoriquement 
possibles pour l'ensemble des défauts de code. 
1.2 Mesure de la consommation d'énergie 
Pour mesurer la consommation d 'énergie, nous utilisons un ampèremètre qui 
nous fournit des valeurs instantanées d 'intensité (I) de courant ainsi que les spé-
cifications de la batterie sur le voltage (V) . Le voltage est supposé constant en 
sortie de la batterie, toutefois l'intensité varie au cours du temps. Ainsi pour ob-
tenir la consommation d 'énergie globale sur une période de temps donnée, nous 
u tilisons donc l'équation suivante : 
Eglobale = l:: (V * 6.t * !moyenne ) (1.1) 
6.t représente la durée entre deux mesures de l 'ampèremètre. Le résultat est une 
quantité d 'énergie en Joules. 
CHAPITRE II 
ÉTAT DE L'ART 
Dans ce chapitre, nous présentons un éta t de l'art sur tous les suj ets relatifs à 
cette thèse, en particulier sur les défini tions de défauts de code spécifiques aux 
applications mobiles, la détection et la correction des défauts de code ainsi que 
l'analyse de l 'impact des défauts de code sur les performances et la consomma-
tion d 'énergie. Notons que nous nous intéressons ici majoritairement aux dé-
fauts de code spécifiques aux applications mobiles mais que nous aborderons 
aussi les défauts de code orientés objets. En effet , les publications dédiées uni-
quement aux applications mobiles sont assez rares. Mannan et al. ont d 'ailleurs 
étudié les publications concernant ces défauts dans les conférences les plus répu-
tées de la communauté du génie logiciel (ICSE, FSE, OOPSLA/ SPLASH, ASE, 
ICSM/ ICSME, MSR, et ESEM) entre 2008 (début d 'Android) et 2015 (Mannan 
et al. , 2016). Ils n 'ont trouvé uniquement que cinq papiers sur les défauts de code 
qui évoquent la plat e-forme Android contre 52 avec des défauts de code sur les 
applications de bureau uniquement. Il n 'exist e aucune publication concernant les 
défauts de code sur iOS ou Windows Phone dans ces conférences . Cela montre 
bien que les connaissances que nous possédons sur les défauts de code dans les 
applications mobiles sont pour le moment lacunaires . 
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2.1 Définit ions de défauts de code spécifiques aux applications 
mobiles 
Comme vu précédemment , en dehors de not re approche, nous n 'avons trouvé 
que les travaux de Reimann et al. (Reimann et al., 2014b) qui ont pour ob-
jectif la définition de nouveaux défauts de code sur Android . En revanche, il 
existe de nombreuses ressources en ligne (Mariotti , 2015a; Mariotti , 2015c; Ma-
riotti, 2015b; McAnlis , 2015a; i-Lewis, 2015 ; and , 2015b; Haase, 2015b; MeAn-
lis, 2015c; LRU, 2015; Lockwood , 2013) , comme des blagues de développeurs ou la 
documentation Android , qui listent des mauvaises pratiques permettant d 'inférer 
des défauts de code. Ce sont d 'ailleurs ces ressources qui ont permis d 'alimenter 
le catalogue de ces t ravaux ainsi que notre classification. Nous décrivons plus en 
détails 13 défauts de code spécifiques à Android dans le chapitre 3. 
2.2 Détection et correction des défauts de code spécifiques aux 
applications mobiles 
Concernant la littérature scientifique, une fois de plus seul Reimann et al. (Rei-
mann et al., 2014b) semblent proposer une approche de détection et de correction 
des défauts de code spécifiques à Android. Nous n 'avons pas réussi à tester l 'outil, 
toutefois théoriquement il fonctionne en analysant et modifiant le modèle Eclipse 
Modeling Pramewor'k (EMF) d 'une application . Il est nécessaire d 'avoir accès au 
code source de l'application et d'avoir généré son modèle EMF. La correction 
des défauts de code nécessite alors l'implémentation en Java de la détection et 
de la correction des défauts en parcourant ce modèle. Pour le moment , 6 des 30 
mauvaises pratiques propos' es sembl nt être disponibles dans l 'outil. Cette dé-
tection ne semble pas repo er sur des métriques uj ettes à interprétation (comme 
la longueur ou la complexité) mais sur la présence ou non de certains éléments 
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dans le modèle. En comparaison, notre approche P APRIKA ne nécessite pas le 
code source pour la détection (mais tout de même pour la correction) . Nous sto-
ckons le modèle de l'application dans une base de données , ce qui nous permet 
de proposer des mécanismes sta tistiques et de la logique floue pour la détection 
lorsqu 'elle se base sur des métriques. De plus, nous proposons déjà la détection 
de 17 défauts de code et l'ajout de nouveaux défauts se fait t rès facilement en 
u tilisant le langage de requête de la base de données qui fa it office de langage 
spécifique au domaine. PAPRIKA permet aussi l'analyse à large échelle de milliers 
d 'applications à la fois plutôt qu 'une analyse par projet . 
L'environnement de développement Android Studio intègre par défaut l'out il 
LINT (Lin , 2015) . C 'est un outil permet tant de détecter des mauvaises pratiques 
en analysant des projets. Par exemple, il est ainsi capable de détecter des res-
sources erronées ou mal optimisées, des erreurs de syntaxe dans les fichiers XML 
ou encore des défauts de code. LINT dispose d 'un analyseur statique de code 
ce qui lui permet donc de détecter des défauts de code orientés objets et spé-
cifiques à Android. On retrouve ainsi une détection de variantes çles défauts de 
code comme Leaking Inner Glass, Internai Getter/ Setter, !nit OnDraw, et Over-
Draw que nous présentons dans le chapitre 3. Une fois de plus contrairement à 
PAPRIKA, l'ajout de nouvelles règles de détection nécessitent d 'implémenter des 
algorithmes en J ava . De plus, les règles de détection utilisent toutes des seuils 
prédéfinis (mais modifiables par l'ut ilisateur) qui peuvent sembler arbit raire (par 
exemple, une méthode est considérée comme longue si elle a plus de 80 lignes de 
code). Ici aussi, LINT (Lin, 2015) propose une analyse par projet unique, et ne 
permet donc pas facilement d 'analyse à plus large échelle. 
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2.3 Étude sur la présence des défauts de code dans les applica-
tions mo biles 
Les études sur la présence des défauts de code dans les applications mobiles 
portent essentiellement sur les défauts de code orientés objets puisque les dé-
finitions et outils de détection de code spécifiques à Android sont encore dans 
leurs débuts. Ainsi , Linares-Vâsquez et al. (Linares-Vâsquez et al. , 2014) ont 
u t ilisé la méthode DECOR pour détecter 18 défauts de code dans des applica-
tions mobiles basées sur le langage Java Mobile Edition (J2ME) (JME, 2015). 
Cette étude à large échelle sur 1, 343 applications montre que la présence des dé-
fauts de code affecte négativement les métriques de qualité logiciel, en part iculier 
les métriques qui sont réputées pour être liées à la présence de bogues, comme 
une complexité excessive. Ils ont aussi découvert que certains défauts sont plus 
courants dans certaines catégories d 'applications J ava mobile. 
Concernant Android , Verloop (Verloop , 2013) a utilisé des outils de réusinage po-
pulaires pour J ava comme PMD (pmd, 2015) ou J DEODORANT (Tsantalis et al., 
2008) pour détecter des défauts comme Large Glass ou Long M ethod dans des 
applications libres. Il a découvert que les défauts de code apparaissent à des fré-
quences différentes dans les classes spécifiques à Android (appelées core classes) 
en comparaison des autres classes. Par exemple, Long M ethod est détecté deux 
fois plus souvent dans ces classes en terme de ratio. 
Mannan et al. (Mannan et al., 2016) ont comparé la présence de défauts clas-
siques orientés objets dans 500 applications Android et 750 applications de bu-
reau développées en Java. Ils observent qu 'il n 'y pas de différences maj eures entre 
ces types d 'applications dans le type et la densité de pré erree des défauts de code. 
Toutefois, ils observent aussi que la distribution des défauts de code est plus va-
riée dans les applications Android alors que sur les applications de bureau , elle 
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est dominée par des défauts de duplications internes et externes. Enfin , ils ap-
pellent à la publication de plus de travaux concernant les défauts de code dans 
les applications mobiles. 
Saglam (Saglam , 2014) a étudié la corrélation entre la présence de défauts dans 
les applications et les notes moyennes de ces applications sur les plates-formes 
de téléchargement. En particulier , il a observé que les applications contenant des 
Member Ignoring Method ont tendance à avoir plus de mauvaises notes dans des 
proportions significatives . Il suppose donc que la suppression des défauts de code 
pourrait augmenter les notes utilisateurs sur le long terme. C'est donc une étude 
qui établit un lien entre présence des défauts de code et expérience utilisateur 
dans les applications Android . 
Notons aussi qu 'il existe des études qui , bien que n 'utilisant pas directement les 
défauts, fournissent des détails intéressants sur les métriques et les structures de 
code pertinentes pour la détection de défauts de code. 
Ainsi l 'outil SAMOA (Minelli et Lanza, 2013) permet aux développeurs d 'ana-
lyser leurs applications Android avec le code source. Cet outil collecte des mé-
triques comme le nombre de paquetages, de lignes de code ou encore la complexité 
cyclomatique. Il permet aussi de visualiser les appels à des méthodes d 'interfaces 
de programmation externes, ainsi que d 'observer l'évolution des métriques à tra-
vers le temps et de les comparer avec d 'autres applications analysées. Ils ont ef-
fectué une étude sur 20 applications et ont découvert que ces applications étaient 
significativement différentes des applications de bureau. En effet, les applications 
Android tendent à contenir moins de classes, mais utilisent intensivement des li-
braires externes. Le code ainsi produit serait donc plus complexe à comprendre 
durant les phases de maintenance et d 'évolution. 
Gjoshevski and Schweighofer (Gjoshevski et Schweighofer, 2015) ont utilisé 140 
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règles LINT dans une étude afin de savoir si la taille d 'une application (en nombre 
de lignes de code) est liée à la dette technique mais aussi pour savoir quelles sont 
les règles les plus courantes dans les applications Android . Ils ont donc analysé 
30 applications Android libres et ont conclu que la taille en nombre de lignes de 
code n 'a pas d 'impact sur la dette technique des applications. De plus, les règles 
les plus courantes dans les applications analysées sont Visibility m odifi er, Avoid 
commented- out tines of code, et Magic num ber. 
Ruiz et al. (Ruiz et al., 2012) ont analysé des applications Android pour com-
prendre la réutilisation de classes dans ce type d'applications. À cette fin , ils ex-
traient le code binaire et analysent les signatures des méthodes. Ils ont découvert 
que la réutilisation de classes à t ravers l'héri tage interne, les librairies externes 
et le le cadre d 'application Android est plus fréquente que dans les autres types 
d 'applications. Xu (Xu, 2013) a aussi examiné le code binaire de 122, 570 An-
droid applications. Dans cette étude, l 'auteur détermine les erreurs et les pièges 
courants qui sont fréquents pour les développeurs dans le manifeste et les permis-
sions du système Android. Il a aussi observé que la réflection et l'obfuscation sont 
couramment utilisés dans ces applications, ce qui rend donc la rétro-ingénierie 
plus complexe. Ici aussi il constate que les librairies externes sont massivement 
utilisées par les applications Android. 
Les études que nous présentons dans cett e thèse viennent compléter ces t ravaux 
en se basant sur tout sur les défauts de code spécifiques à Android avec de larges 
volumes d 'applications. 
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2.4 Analyse de l'impact des défauts de code sur la performance 
et la consommation 
Il y a rela tivement peu d 'études dans la littérature sur l'impact des défauts de 
code sur la performance ou la consommation d 'énergie. Même en se concentrant 
uniquement sur les mauvaises pratiques , on retrouve peu d 'études sur les perfor-
mances, toutefois des tests de comparaisons sont disponibles en ligne, notamment 
sur la documentation Android (and, 2015a; McAnlis , 2015c; and, 2015b; Haase, 
2015b). Mais ces tests sont généralement effectués sur des applications jouets 
et se contentent d 'exprimer des différences en terme de temps d 'exécution ou 
de consommation de mémoire d 'une seule méthode. Concernant la consomma-
tion d 'énergie, on trouve plus de ressources sur les mauvaises pratiques de haut 
niveau comme le wakelocks (lorsque qu 'une ressource matérielle comme l'écran 
reste allumée pour de mauvaises raisons) (Gottschalk et al. , 2012b; Banerj ee 
et al., 2016), 1 'utilisation massive de publicités (Gui et al., 2016) ou la mau-
vaise utilisation du réseau de données (Balasubramanian et al., 2009; Duribreux 
et al., 2014; Li et al., 2016) . La suite de cette section aborde les études rela tives 
aux défauts de code qui traitent souvent à la fois les aspects de performance et 
de consommation d 'énergie dans une seule publication. 
Li and Halfond (Li et Halfond , 2014) ont étudié l'impact de pratiques de pro-
grammation sous Android permettant de réduire la consommation d 'énergie. Ils 
ont comparé dans une application témoin, répétant la même opération en boucle, 
l 'impact de la présence de Internat Getter/ Setter et Member Ignoring Method. Ils 
ont constaté une diminution de la consommation d 'énergie de 33% pour Internat 
Getter/ Setter et 15% pour Member Ignoring Method lorsque ces défauts de code 
sont corrigés . Ils ont aussi découvert que lorsqu 'une application utilise plus de 
mémoire elle consomme aussi légèrement plus d 'énergie. 
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Tonini et al. (Tonini et al., 2013) ont étudié le temps d 'exécution et la consomma-
tion d'énergie de Internat Getter/ Setter et différentes syntaxes pour les boucles 
f or dans les applications Android. Cette comparaison a été effectuée en exécu-
tant 30 fois une portion de code contenant les différentes pratiques en matière de 
boucles et de présence de Internat Getter/ Setter. Ils ont confirmé que la correc-
tion de Internat Getter/ Setter améliorait le temps d 'appel de la méthode de 30% 
et réduit la consommation d 'énergie de 27%. 
Mundody et K (Mundody et K , 2014) ont fait un travail similaire avec le temps 
d 'exécution et la consommation d 'énergie pour Interna[ Getter/ Setter et diffé-
rentes syntaxes de boucles. En utilisant le test-t de Student (Student, 1908), ils 
ont constaté que la correction de Internat Getter/ Setter avait un impact signi-
ficatif et positif sur le temps d 'exécution et la consommation d 'énergie d 'une 
application en corrigeant ce défaut dans deux applications. Toutefois , il n 'y a pas 
de détail sur le nombre de corrections et le processus utilisé pour instrumenter 
les applications. 
Ricardo Pérez-Castillo et Mario Pia ttini (Pérez-Castillo et Piattini , 2014) ont 
analysé l 'impact de la correction de BLOB sur la consommation d 'énergie des 
applications Android. Ils ont découvert que la correction de ce défaut de code 
augmente la consommation d'énergie, en ajoutant des méthodes, des classes et 
en augmentant le nombre de lignes de code. Il peut donc y avoir des effets de bord 
négatifs à la correction de cer tains défauts de code. 
Rodriguez et al. (Rodriguez et al., 2015) ont analysé l' impact que la présence de 
certains défauts de code p ut avoir sur la consommation d 'énergie d 'application 
Android. Ils se concentrent sur quatre défauts de code orientés objet , à savoir 
Cod Glass, Brain Method, No Encapsulated Field, et No Self-Encapsulated Field. 
Ils ont comparé les versions de trois applications contenant ou ne contenant pas 
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les défauts de code. Ils ont ainsi découvert que la correction de ces défauts de code 
qui affectent la maintenance, peut augmenter la consommation d 'énergie dans les 
cas où de nombreux objets sont créés mais la réduire dans le cas contraire. 
Gottschalk et al. (Gottschalk et al., 2012a) proposent une approche de réusi-
nage capable de détecter et corriger automatiquement certaines mauvaises pra-
tiques liées à la consommation d 'énergie, comme l'utilisation excessive du GPS. 
Bien que l 'approche proposée ne soit pas spécifique aux pla tes-formes mobiles , 
ils l'illustrent avec un exemple sur la plate-forme Android . La détection des mau-
vaises pratiques reste toutefois assez simpliste et ne spécifie pas comment la cor-
rection pourrait être effectuée. Ils n 'ont pas évalué l'impact de la correction de 
ces mauvaises pratiques. 
Bien que tous ces travaux soient pertinents et représentent des contributions 
intéressantes, ils se fo calisent souvent sur l 'impact de la correction à un niveau 
local, contrairement à nos travaux qui u tilisent des métriques de plus haut niveau 
liées à l'expérience utilisateur mais aussi des scénarios complets d 'utilisation sur 
des applications libres . De plus, certains des résultats de ces études sont à prendre 
avec précaution puisque les protocoles de mesures de la consommation d 'énergie 
sont rarement décrits en détails. 
2.5 Conclusion 
En parcourant cet état de l'art , nous pouvons faire le consta t que les connais-
sances et les approches concernant l'étude des défauts de code sur Android sont 
encore très lacunaires, en particulier concernant les défauts de code spécifiques 
à Android . Nous nous sommes donc fixés pour but de fournir non seulement des 
résul tats qui complètent les études déjà réalisées mais aussi des approches com-
plètes permettant la mise en œuvre facile d 'études fu tures dans ce domaine. 
Deuxième partie 
Contributions 
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CHAPITRE III 
CLASSIFICATIO DES DÉFAUTS DE CODE 
Dans ce chapitre, nous décrivons et classifions les défauts de code 00 et spéci-
fiques à Android détectés par l'approche PAPRIKA. À ce jour, PAPRIKA est ca-
pable de détecter 17 types de défauts de codes différents, dont 4 sont des défauts 
de codes classiques de 1'00 et 13 défauts de code spécifique à Android . Afin .de 
faciliter la compréhension de ces défauts de code, nous les avons tout d 'abord ca-
tégorisés selon les propriétés de qualité affectées par la présence de ces défauts de 
code. On retrouve ainsi deux grandes catégories : les défauts de code affectant la 
maintenance et les défauts de code affectant la performance. Puisque la majorité 
des défauts de codes détectés par notre approche sont liés aux performances, nous 
subdivisons cette catégorie en 4 sous-catégories : micro-optimisations, gestion de 
la m émoire, affichage de l 'interface utilisateur {UI) et blocage de processus léger. 
Ces sous-catégories sont décrites dans la suite de ce chapitre. Il est à noter que 
notre volonté première a été d 'étendre la liste de défauts de code liés à la mainte-
nance en y ajoutant certains spécifiques à Android . Toutefois, ces défauts de code 
sont inexi tants dans la littérature et les retours de développeurs nous portent à 
croire que les défauts de code 00 sont toujours d 'actualité et ne nécessitent donc 
pas de mise à jour concernant la maintenance des applications Android (Verloop , 
2013). Nous avons donc concentré nos effor ts sur la recherche de défauts de code 
liés aux performances. À notre connaissance, seul cinq de ces défauts sur les 13 
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de cette catégorie avaient déjà été évoqués dans la littérature scientifique avant 
nos recherches et aucun outil ne proposait leur détection. 
3.1 Catégories et définitions des défauts de code 
3.1.1 Défauts de code affectant la maintenance 
Les défauts de code affectant la maintenance sont des défauts de codes connus 
dans le monde de 1'00 pour compliquer les tâches de maintenance et d'évolution 
d 'une application. En rendant le code source plus complexe qu 'il ne devrait l'être, 
ils rendent plus difficile sa compréhension et augmentent les efforts à fournir pour 
modifier ce code. Les quatres défauts de code suivants sont issus de la littérature 
scientifique. 
Blob Class (BLOB) - 00 
Un Blob class, parfois aussi appelé Gad class, est une classe avec un large nombre 
d 'attributs et/ ou de méthodes (Brown et al. , 1998). C'est une classe qui cen-
tralise le traitements et a donc beaucoup de responsabilités en comparaison des 
autres classes qui ne contiennent que des données ou se charge de l'éxécut ion de 
processus imples . La cohésion est très faible au sein d 'un Blob puisque que ses 
méthodes et ses attributs concernent différents concepts et processus de l'appli-
cation. Ce type de classes est souvent associé à des nombreuses classes dites de 
données, ce qui augmentent le couplage avec ces classes. Par conséquent, les blobs 
sont difficiles à réutiliser, modifier ou à tester. 
31 
Swiss Army Knife (SAK) - 00 
Un Swiss Army Knife est une interface de classe très complexe qui regroupe de 
nombreuses méthodes. Cet te interface est conçue de manière à couvrir différentes 
abstract ions et de nombreux besoins pour une seule classe l'implémentant . Ce 
type d 'interfaces et les classes qui en héritent sont difficiles à comprendre et à 
maintenir à cause de la complexité qui découle du grand nombre de méthodes . 
De plus, seule une partie des méthodes héritées se révèle ut ile aux classes qui 
héritent d 'un Swiss Army Knife (Brown et al., 1998) . 
Long Method (LM) - 00 
Une Long Method est comme son nom l'indique, une méthode qui contient de 
nombreuses lignes de code. Ces méthodes sont souvent t rès complexes, et par 
conséquent difficiles à comprendre et à maintenir . De plus, souvent ces méthodes 
effectuent plus de traitement que ce que leurs noms suggèrent rendant encore 
plus difficile la maintenance de la méthode. Ces longues méthodes peuvent géné-
ralement être divisées en méthodes plus petites et spécialisées afin de résoudre le 
problème (Fowler , 1999). 
Complex Class (CC) - 00 
Une Complex Glass est une classe qui contient plusieurs méthodes complexes. 
Cet te fois aussi, ces classes sont difficiles à comprendre et à maintenir . Elles 
doivent donc être réusinées afin d 'obtenir plusieurs classes aux méthodes moins 
complexes (Fowler , 1999). Afin de calculer la complexité d 'une classe, on somme 
la complexité interne de chacune des méthodes qui la composent. Pour calculer 
la complexité d'une méthode, on peut par exemple ut iliser la Complexité Cy-
clomatique de McCabe (McCabe's Cyclomatic Complexity en anglais) (McCabe, 
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1976). 
3.1.2 Défauts de code affectant la performance : Micro-optimisations 
Les défauts de code qui affectent légèrement les performances d 'une méthode et 
qui peuvent être corrigés de manière systématique sont classés dans la catégo-
rie micro-optimisations. Général ment , une micro-optimisation peut s 'obtenir en 
modifiant une seule ligne de code au sein de la méthode. Deux défauts de code 
parmi les trois suivants sont issus de la littérature scientifique et de la docu-
mentation Android (and, 2015a; Brylski , 2013) , tandis que nous avons défini le 
dernier à partir d 'une vidéo présentant les recommandations des développeurs de 
la plate-forme Androicl (McAnlis , 2015b). 
Internal Gett er/ Setter (IGS) - Anclroicl 
Un Internat Getter/ Setter est un défaut de code spécifique à Android, qui se 
produit lorsqu 'un attribut est utilisé au sein même de la classe qui le déclare 
au travers cl 'un accesseur (getter en Anglais, par exemple var = getField 0) 
et / ou d 'un mutateur (setter en Anglais , par exemple setField(var) ). Bien que 
courante, cette pra tique peut dégrader la performance de l'application. L 'utilisa-
tion d'Internat Getter/ Setter est habituelle dans les langages 00 comme C++, 
C# ou Java et n 'a pas d 'impact significa tif puisque les compila teurs ou les ma-
chines virtuelles peuvent optimiser automatiquement ces cas en remplaçant l'ap-
pel cl 'une fonction par le code de cette fonction ( intining en anglais) dan e 
circonstances. fai , ce n ' t pas le cas pour la machine virtuelle Dalvik sou An-
droicl (dal, 2011) qui est seulement capable d'effectuer cette optimisation clans 
des cas très imples. Par conséquent, les appels à des accesseurs ou des mutateurs 
sont, dans la majorité des cas, convertis en appels virtuels qui sont au moins trois 
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fois plus lents qu 'un accès direct à la variable. Ce défaut de code peut donc être 
corrigé simplement en accédant direct ement à l 'attribut de la classe à l'intérieur 
de celle-ci (var = this .myField, this .myField = var) tout en conservant les 
accesseurs et mutateurs pour les classes externes . 
Member Ignoring Method (MIM) - Android 
Sur Android , pour des raisons de performances, il est recommandé d 'utiliser des 
méthodes statiques dès que possible sans se soucier de la sémantique (and , 2015a; 
Brylski, 2013) . Plus précisément , une méthode devrait être sta tique si elle n 'est 
pas un ·constructeur ou si elle n 'utilise aucun attribut ou aucune méthode non 
statique. L 'usage de méthodes stat iques est aussi considéré comme facilitant la 
compréhension du code, puisque cela signifie que la méthode appelée ne modifiera 
pas l'ét at de l'objet. 
Init OnDraw (IOD) - Android 
La méthode OnDraw des classes héritant de View est responsable de la mise à jour 
de l'interface graphique. Lorsque la vue est active, cette méthode est appelée à 
chaque rafraîchissement (jusqu'à 60 fois par seconde). Par conséquent , il est im-
portant de minimiser le temps d 'exécution de cette méthode afin de maximiser les 
performances et la fluidité de l'application. Sachant qu 'un grand nombre d 'alloca-
tions mémoire va augmenter la éonsommation de mémoire et le nombre d 'appels 
au ramasse-miettes ( coûteux en temps d 'exécution) , il est important d 'éviter 
d 'effectuer des allocations mémoire (via l'usage de new ou d 'une fabrique) dans 
les méthodes OnDraw (McAnlis, 2015b). 
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3.1.3 Défauts de code affectant la gestion de la mémoire 
Les quatre défauts de code qui ont un effet direct sur l 'utilisation ou la gestion de 
la mémoire entrent dans la catégorie gestion de la m émoire. Les deux premiers 
défauts sont issus de la littérature scientifique (Brylski , 2013) alors que nous 
avons défini les deux derniers à partir des recommandations des développeurs de 
la plate-forme Android (McAnlis, 2015c; and, 2015b; Haase, 2015b) . 
No Low Memory Resolver (NLMR) - Android 
Dès lors que le système Android commence à manquer de mémoire vive pour fonc-
tionner correctement, il appelle automatiquement la méthode onLowMemory () 
pour chaque activi té en cours d 'exécution. Cette méthode, qui doit être implé-
mentée par le développeur de l'application, a pour responsabilité de libérer de 
la mémoire pour chaque activité en libérant les ressources superflues. Si cette 
méthode n 'est pas implémentée, alors le système commence à tuer automatiqu -
ment des processus peu actifs pour libérer la mémoire nécessaire. Cela produit 
des fins de programme non souhaitées par l'utilisateur et oblige les applications 
à effectuer un coûteux démarrage à froid lors de la prochaine ut ilisation (Brylski, 
2013) . En effet, l'u t ilisateur peut naviguer presque instantanément entre les ap-
plications tant que toutes les ressources nécessaires à leur fonctionnement sont 
en mémoire. Mais si certains processus ont été tués alors il devient nécessaire de 
redémarrer l 'application totalement. 
Leaking Inner Class (LIC) - Android 
En J ava, une cl as e intern (Inn er Glass en anglais) est une classe qui est défi-
nie et contenue au sein d'une autre ela se, appelée la classe externe. Les classes 
internes non statiques et les classes anonyme possèdent automatiquement une 
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référence vers la classe externe. Ainsi, il est nécessaire que la classe externe soit 
instanciée pour avoir une instanciation de la classe interne. Ce comportement 
peut facilement générer des fuites de mémoire (M emory Leak en anglais) sur les 
systèmes Android (Brylski , 2013; Lockwood , 2013). En effet , si la classe interne 
est référencée par une instance d 'objet autre que sa classe externe, il devient né-
cessaire de garder en mémoire la classe externe aussi même si elle n 'est plus utile 
au programme. Le ramasse-miettes ne peut alors pas libérer la mémoire occupée 
par cet te classe externe. Cela peut rapidement saturer la mémoire si ces inst ances 
sont nombreuses ou si la classe externe référence elle aussi de nombreux obj ets , 
comme c'est souvent le cas pour des Activités, par exemple. 
Unsuited LRU Cache Size (UCS)- Android 
Sur Android , il est possible d'utiliser facilement un système de cache de type 
LRU (Least R ecently Used) afin d 'optimiser l 'utilisation de la mémoire. Pour 
cela, l 'API d 'Android met à disposition l'objet LruCache (LRU, 2015) qui est 
souvent utilisé pour stocker des données volumineuses comme des t ableaux de 
bits . Toutefois, la mémoire disponible d 'un type de périphérique à un autre peut 
grandement varier sous Android, c'est pourquoi il es t recommandé d 'ajuster la 
taille du cache en fonction de la mémoire disponible sur le périphérique (McAnlis, 
2015c) . Ainsi, l'initialisat ion d 'un cache sans vérifier la mémoire disponible du 
périphérique, via la méthode getMemoryClas s disponible sur l'API Android , est 
considérée comme une mauvaise pratique. 
Hashmap Usage (HMU)- Android 
Afin de remplacer la tradit ionnelle HashMap J ava, l'API d 'Android fournit les 
classes ArrayMap et Si mpleArrayMap . Ces deux Map sont adaptés aux besoins 
des périphériques mobiles, et sont donc optimisés afin de consommer moins de 
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mémoire tout en déclenchant moins souvent le ramasse-miettes (and, 2015b) . 
De plus, les opérations d 'ajouts ou de suppressions sont aussi performantes que 
pour une HashMap . Ces optimisat ions sont efficaces pour une taille de Map allant 
jusqu 'à plusieurs centaines de valeurs, la HashMap restant plus adapté en terme 
de performance pour les plus grandes quantités. Par conséquent , on considère 
l 'utilisation de petites et moyennes HashMaps comme un défaut de code (and, 
2015b; Haase, 2015b). 
3.1.4 Affichage de l 'IHM 
Les trois défauts de code qui affectent le processus d 'affichage sur Android sont 
catégorisés dans Affichage de l 'IHM. Une fois de plus nous avons définis ces dé-
fauts de code à partir des recommandations des développeurs de la plate-forme 
Android (McAnlis, 2015a; Ni-Lewis, 2015). 
UI Overdra.v• (UIO) - Android 
L ' UI Overdmw apparaît lorsque le système utilise des cycles du processeur pour 
générer l'affichage de pixels qui n 'apparaîtront finalement pas lor de l'affichage 
final de l 'image sur l'écran. Cela peut être provoqué par la superposition de plu-
sieurs couches d 'interfaces graphiques ou quand le calcul est effectué pour re-
dessiner des pixels qui ne nécessitent pas d 'être redessiner. En effet, s' il n 'y a 
pas d'effets de transparence alors seule la dernière couche dessinée sera visible 
par l 'utilisateur. Pour éviter ce ituations, l'API Android propose la méthod 
canvas. cl iprect () qui permet de définir précisément quelle zone doit être des-
sinée en excluant le autres parties qui ne seront alors pas dessinées ou redessi-
nées . Il existe aussi une méthode canvas. quickrej ect () qui , à l 'inverse, permet 
d 'exclure des zones de l'interface graphique qui ne seront pas considérées lors du 
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prochain calcul de l'affichage. Ainsi, la non utilisation de ces méthodes peut ré-
duire les performances de l 'application (McAnlis, 2015a) . 
Invalidate ·without Reet (IWR) - Android 
La plupart du temps, le système Android va automatiquement détecter si un 
changement affecte une vue et nécessite donc le rafraîchissement de celle-ci. Tou-
tefois, pour cer taines animations ou pour des vues personnalisées , il devient né-
cessaire de forcer le rafraîchissement de la vue. Sur Android, cette action se réa-
lise simplement en appelant la méthode invalidate 0 sur les vues concernées . 
Cet te phase de rafraîchissement s'exécute sur le processus léger principal de l'ap-
plication. Ce processus est sollicité par toutes les vues et un rafraîchissement est 
une opération coûteuse. Il est donc nécessaire de réduire au maximum le temps 
de monopolisation de ce processus afin de ne pas nuire à l'expérience utilisa-
teur en bloquant l'affichage, surtout si la méthode invalidate 0 est appelée 
fréquemment. Afin de réduire le temps d 'affichage, il est recommandé de préciser 
exactement quelles sont les parties de la vue qui doivent être redessinées en ut i-
lisant un Reet comme argument pour chaque appel à invalidate () (Ni-Lewis, 
2015) . Ainsi l'utilisation de invalidate 0 sans cet argument Reet est considérée 
comme une mauvaise pratique po.uvant affecter les performances. 
Unsupported Hardware Acceleration (UHA) 
Lorsque c'est possible, le système Android utilise l'accélération graphique ma-
térielle pour les opérations d 'affichages. Cela signifie que les calculs pour gérer 
l 'affichage sont effectués sur le processeur graphique plutôt que sur le proces-
seur tradit ionnel. En effet , le processeur graphique est bien plus performant pour 
ce type d'opérations et cela permet de laisser le processeur disponible pour les 
aut res processus du système. Toutefois, certaines opérations graphiques ( e.g. , la 
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méthode drawPath de la classe android. graphies. Canvas ) ne peuvent pas être 
effectués sur le processeur graphique. Il est donc recommandé d 'éviter ces opé-
rat ions autant que possible et d 'utiliser les alternatives qui peuvent s 'exécuter 
sur le processeur graphique (Ni-Lewis, 2015). Par exemple, la méthode drawPath 
peut souvent êt re remplacé par plusieurs appels à drawLine . 
3.1.5 Blocage de processus 
Les trois défauts de code pouvant mener à un message 11 L 'application ne répond 
plus 11 (Application Not R esponding (ANR) en anglais) en bloquant le proces-
sus léger principal de l'applicat ion sont catégorisés dans la catégorie blocage de 
processus. Nous avons définis ces t rois défauts de code à part ir elu retour d 'ex-
périence d 'un développeur sur son blague et de la documentation Anclroicl (Ma-
riotti, 2015a; Mariotti , 2015c; Mariott i, 2015b ). 
Heavy !LyncTask (HAS)- Android 
Sous Anclroicl , une AsyncTask est une tâche asynchrone disponible clans l 'API 
qui est destinée au lancement de courtes tâches de fond pour l'application. C'est 
une classe pra tique pour les développeurs qui n 'ont alors pas besoin de lancer 
un processus manuellement afin d 'effectuer certaines tâches. Toutefois, trois des 
qua tre étapes d 'exécution d 'une AsyncTask sont exécutées sur le processus prin-
cipal et non en tâche de fond. Par conséquent, il est nécessaire d 'éviter de bloquer 
ou d'effectuer de longs traitements sur ces trois étapes qui ont représentées par 
les méthodes onPostExecute , onPreExecut e , et onProgressUpdate (Mariotti, 
2015a). Dans le cas contraire cela peut provoquer : i} un manque de réactivité 
de l 'interfa e utilisateur , dégradant l'expérience de ce dernier ii} une fenêtre de 
dialogue 11 L'application ne répond plus 11 qui propose de forcer la fermeture de 
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1 'application. 
Heavy Service Start (HSS) - Android 
Heavy Service Start est similaire à RAS. Sur Android, les services sont destinés 
à effectuer des opérations lourdes en tâche de fond. Toutefois, lors du démarrage 
d'un service la méthode OnStartCommand est exécutée sur le processus principal 
et peut donc bloquer celui-ci. Le fonctionnement de cette méthode est parfois 
mal compris par les développeurs qui pensent que l 'exécution est effectuée sur 
un autre processus, alors que ce processus doit être créé explicitement par le 
développeur (Mariotti, 2015c). Dans le contraire, cela peut mener à un message 
"L'application ne répond plus". 
Heavy BroadcastReceiver (HBR) - Android 
Android permet la communication d 'une application avec le système ou avec 
d'autres applications via l'utilisation de BroadcastReceiver . Cette opération 
peut être assimilée à une tâche de fond mais, comme dans les cas vus précédem-
ment , une mauvaise implémentation peut déclencher un message "L'application 
ne répond plus ". En effet , la méthode onReceive d 'un BroadCastReceiver s'exé-
cute sur le processus principal. Il est donc aussi recommandé d'éviter les opéra-
tions bloquantes ou longues à exécuter dans cette méthode (Mariotti, 2015b). 
3.2 Classification des défauts de code 
Il existe déjà de nombreux catalogues de défauts de code 00 dans la littérature, 
le plus célèbre étant celui de Beek (Fowler et al. , 1999). Toutefois, la plupart de 
ces catalogues ne proposent aucune classification. Des classifications de défauts 
de code existants ont donc été proposés (Mantyla et al., 2003; Wake, 2003), 
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mais celles-ci se limitent le plus souvent aux défauts de code 00 et ne sont donc 
pas applicables aux défauts de code présentés précédemment ou à Android de 
manière générale. C'est pour cette raison que nous avons choisis de créer notre 
propre classification, applicable à tous les défauts de code détectés par PAPRIKA . 
Cette classification facilite la compréhension des défauts de code tout en prenant 
en compte les spécificités des systèmes mobiles et en particulier d 'Android. 
ous proposons donc une taxonomie hybride qui regroupe à la fois les défauts de 
code 00 et Android. Cette taxonomie repose sur cinq critères orthogonaux qui 
sont décrits dans les paragraphes suivants. 
00 et spécifique à Android Naturellement, nous différencions d'abord les dé-
fauts de code spécifiques à Android de ceux qui peuvent s'appliquer à n 'importe 
quel langage 00. Les défauts de code spécifique à Android ne concernent donc 
que les applications codées en Java en utilisant l'API Android. Ces défauts de 
code sont soit dus à des spécificités Je l'API ::;uiL Ju::; à. la machine vir tuelle qui 
exécute le code (Dalvik ou ART selon les versions d'Android). 
Détection Objective et Subjective Nous classifions aussi les défauts de code en 
fonction du degré d 'objectivité de la métrique sur laquelle repose la détection. 
En effet, la détection de certains défauts de code sont basés sur des métriques to-
talement objectives qui ne peuvent prendre que deux valeurs (VRAI ou FAUX) 
tandis que la détection des autres reposent sur des métriques qui varient dans 
un intervalle (e.g., la complexité cyclomatique ou le nombre de lignes de code). 
Concrètement, la d'tection de défauts de code subjectifs nécessite de définir des 
seuils qui vont guider la détection , par exemple pour déterminer à partir de com-
bien de lignes de codes peut-on considérer une méthode comme étant effective-
ment longue. Bien que ces seuils puissent être cal ulés avec rigueur à partir de 
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méthodes sta tistiques, leur efficacité reste arbitraire puisque la validité de la dé-
cision dépendra finalement du p oint de vue de l'utilisateur. Un développeur pou-
vant estimer qu 'une méthode est longue à partir d 'environ 30 lignes tandis que 
son collègue estimera que 60 lignes est plus adapté comme seuil. Au contraire, 
lorsque la détection est objective cela repose sur une métrique qui ne dépend pas 
du point de vue de l'utilisateur. Par exemple, l 'usage d 'un accesseur interne à une 
classe ne peut pas être contest é . 
Niveaux de sévérité Nous ut ilisons aussi t rois niveaux de sévérité (suspect, pro-
blématique et cri t ique) pour classifier les défauts de code. Les défauts de code 
critiques devraient absolument être évités en toute circonstance parce qu 'ils ne 
font que dégrader la qualité ou les performances de l'application sans apporter 
de bénéfice. Les défauts de code problématiques affectent aussi négativement la 
qua lité ou les p erformances de l'application et il donc préférable de les éviter. 
Toutefois, les développeurs de l'application peuvent avoir des raisons pour les 
maintenir dans l'application, par exemple : i) Ils ne sont pas faciles à corriger , et 
donc la correction serait coûteuse en terme de temps; ii) Leurs corrections pour-
raient générer d 'autres problèmes au sein de l'application , que ce soit en terme 
de conception ou de p erformance; iii) Ils ont été prévus lors de la concept ion 
de l 'application et leur présence est donc volontaire . Enfin , les défauts de code 
suspects nécessitent un examen approfondi et un jugement subj ectif de la par t 
des développeurs afin de déterminer si les occurrences détectés sont à considérer 
comme des cas réels de défauts de code ou non. Il est ainsi préférable de les éviter 
dans les applications Android, mais il arrive que leur présence soit to talement 
justifiée ou que l 'impact sur la quali té ou les performances de l'application ne 
soit pas assez significatif pour justifier une correction du défau t. 
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Classes affectées Finalement , nous classifions les défauts de code selon le type 
de classes qui peuvent être affectées par le .défaut de code en question. En effet , 
certains défauts peuvent se retrouver dans n 'importe quelle classe tandis que 
d 'autres sont spécifiques aux classes qui héritent du cadre d 'applica tion Android 
(AFIC pour Android Framework Inherited Classes en anglais) . La plupart du 
temps , ces défauts apparaîssent uniquement dans les méthodes surchargées des 
AFICs. P ar exemple, Ini t OnDraw n'apparaît que dans les méthodes DnDraw des 
activités Android. 
Commentaires La classificat ion des défauts de code utilisant tous ces critères 
apparaît dans la table 3.1. 
La plupart des défa uts de code que nous détectons sont objectifs (10 sur 17) 
et utilisent donc des métriques booléennes qui nous permettent de savoir si les 
conditions sont réunies pour la présence ou non du défaut. Les défauts de code 
concernant la maintenance et le blocage de processus sont au contraire tous sub-
jectifs . En effet, on peut constater que des notions d longueurs ou de complexités 
apparaissent dans la défini t ion de ces défauts. 
On peut remarquer que, concernant le niveau de sévérité, il y seulement deux 
défauts de code critiques alors que la majorité sont considérés comme suspects. 
De plus, les défauts de code subj ectifs ne sont jamais catégorisés comme critiques 
puisque les seuils qui sont utilisés pour leur détection peuvent être débattus. 
D 'un autre côté, les défauts de code objectifs ne sont pas tous critiques . Ici, la 
présence du défaut n 'est pas remise en question , toutefois il peut exister de 
raisons valables pour les conserver dans l'application. 
Sept défauts de code concernent uniquement des AFICs tandis que les dix autres 
(dont quatre sont 00) peuvent apparaîtr dans n' importe quel type de classes . 
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Enfin remarquons que IOD ne se situe pas dans la catégorie Affichage de l'IHM 
malgré ce que pourrait laisser penser son nom qui le relie directement aux mé-
thodes OnDraw (). Nous avons choisi de le catégoriser dans les micro-opt imisations 
puisque ce défaut de code n 'est pas .directement relié à la manière dont l 'écran est 
dessiné mais plutôt à un problème de performance due à la création d'instances 
d 'obj ets à chaque rafraîchissement . 
CHAPITRE IV 
DÉTECTION DES DÉFAUTS DE CODE: PAPRIKA 
Dans ce chapitre, nous présentons l'approche outillée qui est au coeur de cette 
thèse : PAPRIKA. Le but premier de cette approche est de fournir permettre la 
détection des défauts de code du chapit re précédent . Toutefois, PAPRIKA propose 
aussi la correction de certains défauts de code ainsi que la possibilité de calcu-
ler un score de qualité pour chaque application. C 'est une approche qui se veut 
flexible et novatrice . En effet , à notre connaissance c'est la seule approche fonc-
t ionnelle capable de détecter des défauts spécifiques à Android. De plus , elle ut i-
lise les connaissances acquises sur l 'ensemble des applications analysées pour pro-
poser les seuils de dét ection de manière fiable et non arbit ra ire. Cette approche 
qui permet aussi bien l'analyse d'applicat ion libres que propriétaires puisqu 'elle 
ne nécessite pas l 'accès au code source de l'application. Elle consist e en cinq 
étapes (dont deux opt ionnelles) , comme on peut l'apercevoir dans la Figure 4.1 , 
que nous allons décrire en détails dans ce chapitre. 
La première ét ape consiste en l'analyse de l'APK de l 'application à inspecter 
pour en ext raire le modèle de l'application et les métriques associées . Cet te étape 
utilise aussi des métadonnées en argument (par exemple, nombre de t éléchar-
gements, note moyenne des ut ilisateurs) indisponible dans l 'APK mais que l'on 
peut par exemple trouver sur le Google P lay Store. Dans la deuxième étape, la 
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représentation obtenue est automatiquement visitée afin de convertir le modèle 
obtenu précédemment (incluant classes, méthodes, attributs , etc.) en un graphe 
qui possède les métriques de qualité sur ses noeuds. Le graphe résultant est sto-
cké dans une base de données. La troisième étape permet l 'exécution des requêtes 
destinées à la détection des défauts de code dans les applications analysées . 
Concernant les étapes optionnelles, la première permet la correction de certains 
défauts de code alors que la seconde fourn it à l'utilisateur le moyen d 'évaluer la 
qualité de son application par rapport au reste de la ba e de données. De plus, 
cette étape peut aussi permettre de suivre l 'évolution de la qualité d 'une appli-
cation sur plusieurs versions. Ces étapes sont optionnelles car elles ne sont pas 
nécessairement activés lors de l'utilisation de P APRIKA mais peuvent être activées 
par l 'utilisateur. Chacune de ces étapes sera décrites en fonction de ses entrées et 
sorties accompagnées d 'une description et de détails sur l 'implémentation. 
4 .1 Étape 1 : Génération du modèle de l'application 
4.1.1 Entrées 
Un fichier APK de l 'application à analyser et les métadonnées correspondantes. 
4.1.2 Sortie 
Un modèle PAPRCKA contenant entités, métriques et propriétés. 
4.1.3 Description 
Cette étape consiste à générer un modèle représentant l 'application tout en ex-
trayant des métriques de qualité brute depuis le paquet contenant l'application. 
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Ce modèle est construit de manière incrémentale pendant l'analyse du code bi-
naire afin de définir des entités auxquelles sont associées des propriétés annexes, 
extraites du Google Play Store. Le modèle ainsi construit par PAPRIKA est com-
posé de huit entités : 
1. App qui représente l'application analysée , 
2. Class qui représente une classe (possiblement interne) appartenant à l'ap-
plication, 
3. Method qui représente une méthode appartenant à une classe, 
4. Argument qui représente un argument de méthode, 
5. Variable qui représente une variable de classe, 
6. Externa!Ciass qui représente une classe ut ilisée par l'application mais ap-
partenant à l 'API J ava, Android ou une libraire ext erne, 
7. Externa!Method qui représente une méthode utilisée par l'application mais 
appartenant à une l;:xterna!Ciass , 
8. Externa!Argument qui représente un argument appartenant à une Externai-
Method . 
Les trois dernières ent ités ont généralement les mêmes propriétés et relations que 
les entités internes correspondantes . Toutefois, certaines propriétés sont moins 
détaillées et les métriques (par exemple, couplage ou complexité) ne sont pas 
calculées pour ces enti tés puisqu 'elle ortent du cadre de l'application et ne sont 
donc pas sous la responsabilité du développeur. 
Des propriétés sont attachées à chacune de ces entités sous la forme d 'attributs 
qui sont répertoriés dans le Tablea u 4.1. L'identifiant unique de l'application 
est généralement le hachage SHA-256 eff ctué sur l'APK cl l 'application, les 
autres propriétés qui ne concernent que l 'application sont à passer en argument 
lors de l'u tilisation de P APRIKA et proviennent généralement elu Google Play 
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Store. Les autres propriétés servent à compléter le modèle de l'application. Les 
entités sont aussi liées entre elles par les relations décrites dans le Tableau 4.2. On 
retrouve ici les relations d 'appartenances,d 'usage,d 'héritage et d 'implémentation 
ainsi qu 'une relation pour modéliser le graphe d'appel des méthodes . 
Tableau 4. 1 Liste des propriétés des entités de PAPRIKA 
1 Nom 1 Entités 1 Commentaires 
name Ali Nom de l 'entité 
app_key Ali Identifiant unique de l 'applicat ion 
ra t i ng A pp Note de l 'application 
date_download A pp Dat e de téléch argement de l ' APK 
date_analysis A pp D a te de l 'ana lyse 
package A pp Nom du paquet principal 
s ize A pp Taille de 1 'APK (MB) 
developer A pp Nom du développeur 
category A pp Ca tégorie de l 'application 
priee A pp Prix de 1' application 
nb_download A pp Nombre de t éléchargements 
sdk A pp Version du SDK lors de la compila tion 
target _sdk A pp Version du SDK visée par l'application 
vers ion_ code A pp Numéro de ver sion interne 
vers ion_name A pp Numéro de ver sion publique 
parent_name Class Héritage de classe 
modif ier Class public , protected ou private 
Variable 
Method 
t ype Variable T yp e (objet) de la variable 
full 
-
name Method method_name#class_name 
return_type Method Type de r etour de la méthode 
pos ition Argument Position de l 'ar gument dans la signa ture 
Pendant l 'extraction de ces ent ités et relations, PAPRIKA analyse ou calcule des 
métriques qui seront associées aux entités. Les 42 métriques actuellement dispo-
nible dans PAP RIKA sont recensées dans le Tableau 4.3 . PAPRIKA peut contenir 
à la fois des métriques 00 classiques mais aussi des métriques spécifiqu es à An-
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Tableau 4.2 Liste des rela tions entre entités de PAPRIKA 
1 Nom Entités 1 Commentaires 
APP 
-
OWNS _CLASS App- Class Application possède Classe 
CLASS_OWNS_METHOD Class- Method Classe possède Mét hode 
CLASS_OWNS_VARIABLE Class- Attribute Classe possède Variable 
METHOD_OWNS_ARGUMENT Method- Argument Méthode possède Argument 
EX TENDS Class- Class Classe hérite de Classe 
I MPLEMENTS Class- Class Classe implémente Interface 
CALLS Method - Method Méthode appelle Méthode 
USES Method- Variable Méthode utilise Variable 
droid. L s métriques booléennes servent à distinguer les différents types d 'entités 
tandis que les métriques numériques servent à compter certaines entités (par 
exemple, nombre de service) ou sont des métriques calculées (par exemple, cou-
plage). Contrairement a ux propriétés , les métriques requièrent souvent des cal-
culs ou des manipulations pour être extraites du code binaire. Par exemple, il est 
nécessaire de parcourir l 'arbre d 'héritage afin de déterminer si une classe hérite 
d 'une classe importante du cadre d 'application Android tel que : 
Activity, qui représente un écran unique sur l'interface utilisateur. Une ac-
tivité peut démarrer d 'aut res activités de l'application ou même d 'autres 
applicat ions. 
View, qui est un composant de l 'interface ut ilisateur. Une vue représente 
une zone rectangulaire sur l'écran et gère l'affichage et les événements au 
sein de cette zone. 
Ser·vice, qui e t une tâche de fond dest inée a ux longs t raitements ou aux 
traitements distants. 
AsyncTask, qui est destinée aux tâches de fond cour tes qui nécessitent un 
affichage des résultats sur l 'interface utilisateur. 
Content provider, qui permet la gestion des données à partager avec d 'autres 
applications et le système. 
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Broadcast receiver, qui permet d 'écouter et de répondre aux annonces de 
diffusion générale du système ou d 'autres applications. 
- Application, qui est utilisée pour maintenir un état global de l'application. 
Certaines métriques sont dites dérivées (Garcia et al. , 2006) , comme par exemple 
ClassComplexi t y ou LackofCohesionl nMethods . Elles nécessitent généralement 
plus de calculs et sont basées sur d 'autres métriques brutes; elles sont calculées à 
la fin du processus lorsque toutes les métriques brutes sont disponibles. 
On peut constater que les entités, propriétés et métriques permet tent d 'avoir un 
modèle élaboré et presque complet de l 'application. En effet , seules les instruc-
tions sont manquantes afin de pouvoir reconstituer l'application depuis notre 
modèle. 
4.1.4 lm p lémentation 
Nous utilisons le cadre d 'application SooT (Vallée-Rai et al., 1999) et son mo-
dule DEXPLER (Bartel et al., 2012) afin d 'analyser les APKs Android. SooT 
convertit le code binaire de Dalvik spécifique à Android en une représentation 
interne très proche du langage Java. SooT peut aussi générer le graphe d 'appel 
des fonctions du code ainsi analysé. Il est nécessaire de fournir à SooT le code 
du SDK Android utilisé, afin de permettre la génération de ce graphe d 'appel et 
d 'avoir un modèle complet . Le modèle PAPRIKA se construit de manière incré-
mentale en visitant la représentation interne de SooT. Les propriétés collectées 
depuis le Google P lay Store sont ajoutées à ce modèle et servent aussi à préci-
ser l 'analyse en déterminant le paquet principal de l 'application. En parallèle et 
de manière similaire, PAPRIKA procède à l'ext ract ion des métriques brutes en se 
basant sur le modèle SooT. La plupart des métriques doivent être calculées à la 
fin de l 'exploration d 'une ou plusieurs enti tés et nécessitent donc des traitements 
52 
Tableau 4 .3 Liste de métriques des entités de P APRI KA 
1 Nom 1 Type 1 E nt ité 1 Com m entaires 
NumberOfClasses 00 A pp :"J'o 111b n.~ de classes 
NumberOf 1 nnerClas ses 00 A pp :"oUlbrc de clASses in1 cmcs 
NumberOfinterfaces 00 A pp :\'ombre d 'interfaces 
NumberOfAbstractClasses 00 A pp .\'o mbre de classes abstra ites 
NumberOfVariables 00 A pp \'o mbre de va riables 
NumberOfMethods 00 App, Class )[ombre de méthodes 
OeptbOf lnheri tance 00 Class P rofondeur d 'héritage 
NumberOf!mplementedl nterfaces 00 Class l\ombrc d 'i nterfaces inlpléwcntl..-œ 
NumberOfA ttributes 00 Class Notnhre cl'attribnts 
NumberOfChildren 00 Class Nombre d'enfants de la dassc 
ClassComplexi ty 00 Class So m me d L--s col!lplcxitl:s d t.'S 1néthodcs 
CouplingBetweenObj ects 00 Class Couplngc, Chidmnbcr ct l<cmcrcr (Cit idnmbcr C'L I<c mcrcr, U)9LI) 
LackofCohesioninMethods 00 Class LC0~12 {Chiclaml>cr ct Kcmcrcr , l004 } 
IsAbstract 00 Class, Method Booléen pour Iltéthodc abstraite 
IsFinal 00 Class, Variable, Method I3ooléeu pour IuCthode fi na le 
IsStatic 00 Class, Variable, Method Booléen pour méthode statique 
IsinnerClass 00 Class Boolê<.'n pour classe illlernc 
Islnterface 00 Class Doolécn pour interface 
NumberOfParameters 00 Method Xou1brc <le paramèt res 
NumberOfDeclaredLocals 00 Method :\ombre cie varinblcs locales 
NumberOf Instructi ons 00 Method ::\ombre d ' ii LS trucLions 
NumberOf Di re c t Calls 0 0 Method No mbre d 'appels cffcctuf>s pnr ln m6thode 
NumberOfCallers 00 Method Nombre d 'nppcls pa r d 'autres méthodes 
Cyclomati cComplexi t y 00 Method Compléxi té clc :\lcCa bc { ~lcCnbc, 1076) 
I s Ge tter 0 0 Method 13oolécn pour acccsseur 
IsSetter 00 Method I3oolécn pour muta teur 
I s lni t 00 Method I3ooléen pour constn1ctetlr 
I s Synchroni zed 00 Method I3oolécn pour méthode sy nchronisée 
I s Override 00 Method I3ooléen p011r Inéthodc surcl1argüe 
NumberOfActivi ti es Android A pp No1J1brc d 'Acti vités 
NumberOf AsyncTasks Audroid A pp Nombre d 'Asynctnsks 
NumberOfBroadcas tRecei vers Audroid A pp Nombre cie 13roadca .. -;tilcccivcrs 
NumberOfContentProviders Audroid A pp No1ubrc de Coni.CJII.Provi, lcrs 
NumberOfServices Android A pp No mbre de Services 
NumberOfViews Audroid App Nmnbrc de Vues 
IsActivity Android Class Booléen pour Activit6 
IsAppli cation Android Class 13oolécu pour Application 
IsAsyncTask And roid Class Ooolécn pour Asy ncTask 
IsBroadcastRecei ver And raid Class Dooléen pour BroadcastRccciver 
IsContentProvider Audroid Class Booléen pour Coutcnt P rovidcr 
IsServi ce Android Class Boolécu pour Service 
IsVi ew Audroid Class Doolécu pour Vues 
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supplémentaires de la part de PAPRIKA . Il est important de noter que ces ét apes 
ne sont pas exécutées séquentiellement mais plutôt de manière opportuniste lors 
de la visite du modèle SOOT, afin d 'optimiser les performances et afin de réduire 
le temps d 'exécut ion. 
Traditionnellement , les approches de détection de défaut de code s'effectuent sur 
le code source (Verloop , 2013) plutôt que sur le code binaire. En effet , bien que 
l 'utilisation du code binaire permette l'analyse d 'applications propriétaires cela 
soulève quelques problèmes techniques . Par exemple, il nous est impossible d 'uti-
liser des métriques courantes comme le nombre de lignes de code d 'une méthode 
ou le nombre de variables locales déclarées. Nous ut ilisons donc des métriques 
abstraites, qui sont des approximations des métriques manquantes . P ar exemple, 
nous nous basons sur le nombre d 'instructions afin d 'estimer le nombre de lignes 
de code. 
De plus, comme ment ionné précédemment, de nombreuses applications dispo-
nibles sur les magasins d 'applications en ligne comme le Google Play Store sont 
obfusquées . Cette obfuscation a pour but de réduire la t aille de l 'application 
mais aus i de rendre la rétro-ingénierie de l'application plus compliquée. Ainsi la 
plupart des méthodes, at t ributs et classes sont renommés avec des lettres sans 
signification . Notre analyse ne peut donc pas reposer sur ces données lexicales 
manquantes. Nous devons donc utiliser quelques stratégies détournées afin d 'ob-
tenir cer taines informations. Par exemple, alors qu 'il est habituel de recenser les 
accesseurs et mutateurs en se basant sur le nom, nous utilisons plutôt le nombre 
et le type d 'instructions exécutées ainsi que les informations sur les variables 
u tilisées à l'intérieur d 'une méthode. 
Précisons aussi que cela signifie qu'un code qui serait ajouté durant la phase 
d 'obfuscation mais ne ferait pas partie du code source sera t out de même analysé 
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par notre approche. 
4.2 Étape 2 : Conversion du modèle de P APRIKA en graphe 
4.2.1 Entrée 
Un modèle PAPRIKA contenant entités, propriétés , métriques et relations. 
4.2.2 Sortie 
Un modèle sous forme de graphe stocké dans une base de données. 
4.2.3 Description 
Contrairement aux approches habituelles de détection de défauts de code qui 
consiste à analyser les applications indépendamment , PAPRIKA a été conçu dans 
l'optique de pouvoir analyser des applications à large échelle afin de profiter de 
l 'ensemble des données pour la détection. P ar conséquent , nous avons choisi de 
stocker les modèles de chaque application analysée dans une base de données. 
Notre choix s'est porté sur l 'ut ilisation d 'une base de données graphe car c'est une 
solution flexible et efficace, qui correspond bien au mo<;lèle annotée de métriques 
qui est générée par P APRIKA. En effet , les bases de données graphes ne reposent 
pas sur un schéma rigide et il nous est possible de représenter chaque entité par 
un noeud tandis que le métriques et les propriété ont des attributs de chaque 
noeud. Les relations entre entités peuvent quant à ell s, être représentées par des 
relations unidirectionnelles entre noeuds du graphe. 
------ ------ ---
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4.2.4 Implémentation 
Nous avons choisi d 'utiliser la base de données graphe NE04J (neo, 2015) . Nous 
utilisons la version embarquée J ava de NE04J, ainsi tous les traitements sont 
directement intégrés dans PAPRIKA. Notre choix s'est porté sur la technologie 
N E04J pour plusieurs raisons : 
Elle offre de très bonnes performances même sur les grand jeux de données, 
spécialement pour la version embarquée J ava (Holzschuher et Peinl, 2013); 
- Elle propose le langage de requête CYPHER (cyp, 2015) qui est à la fois 
simple, flexible et puissant; 
Au besoin, la base de données propose une interface graphique simple et 
lisible pour représenter un graphe comme on peut le constater sur la Fi-
gure 4.2; 
La base peut contenir jusqu'à 235 noeuds et relations, ce qui est largement 
suffisant pour nos besoins ; 
C 'est une des bases de données graphes les plus matures, réputées et utili-
sées; 
- L'API proposée permet une conversion presque directe du modèle PAPRIKA 
en graphe. 
Afin de diminuer le temps d'exécution sur les requêtes qui concernent des grands 
jeux de données, nous utilisons plusieurs index. En particulier, nous créons auto-
matiquement un index sur l'identifiant unique qui est présent sur chaque noeud 
d'une application . 
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Figure 4 .2 Capt ure d'écran de la représentation graphe d 'une part ie de l'appli-
cation Firefox 
1 
1 
1 
- ---------
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4.3 Étape 3 : Détection des défauts de code 
4.3 .1 Entrées 
Une base de données contenant le modèle des applications à analyser , la requête 
associée à un défaut de code et un fichier Fuzzy Control Language (F CL) option-
nel. 
4.3.2 Sortie 
Un fichier listant les défauts de code détectés dans les applications. 
4.3.3 Description 
Une fois que le modèle de l'application est enregistré et indexé dans la base de 
données, il est possible d 'utiliser le langage de requête de la base pour détecter 
les défauts de code. Pour les défauts de code subj ectifs P APRIKA propose un 
système de logique floue qui e t détaillé dans l'implémentation. La requête peut 
être adapté pour retourner des informations différentes sur le résultats, mais par 
défaut PAPRIKA propose deux niveaux de détails. Il est ainsi possible de faire des 
requêtes qui vont agréger les résultats pour chaque application dans la base, par 
exemple pour recueillir le nombre de MIM détectés dans chaque application. Ce 
mode de fonctionnement est plutôt destiné à l 'analyse de gros volumes d 'appli-
cations, il permet ainsi de comparer les applications ent re elles et d 'effectuer des 
observations statistiques sur les résultats . Le second mode de fonctionnement est 
plus détaillé, il fournit les informations néce saires afin de pouvoir identifier pré-
cisément la position de chaque instance de défauts de code. Il permet ainsi par 
exemple de déterminer quelles sont les méthodes qui sont des MIM dans chaque 
application. On retrouvera aussi les métriques associées aux défauts de code ainsi 
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que les éventuels résulta ts en cas d 'utilisation de logique floue. Ces résulta ts sont 
retournés sous forme de fichier CSV. Pour les défauts de code subj ectifs qui sont 
détectés en ut ilisant des rat ios ou des intervalles, nous avons besoin d 'un seuil qui 
va déterminer les valeurs considérées comme anormalement élevées des valeurs 
qui peuvent être considérées comme normales (Cingolani et Alcala-Fdez, 2013). 
Toutefois, l'approche basique qui consiste à considérer qu 'un défaut de code est · 
valide dès lors que les seuils sont dépassés est limité. En effet , les résulta ts ob-
tenus sont alors uniquement booléens. Or , comme évoqué dans le chapit re 3, les 
avis des développeurs sont rarement aussi tranch és . Pour se rapprocher du rai-
sonnement humain, nous avons donc introduit l'usage de la logique floue dans 
PAPRIKA . L 'ut ilisation de la logique floue nous permet de donner un indice de 
confiance lors de la détection d s défauts de code subjectifs. 
4.3 .4 Implémentation 
Que la logique floue soit ut ilisée ou pas, il est nécessaire de calculer les seuils 
qui serviront à la détection. Pour cela, nous ut ilisons une boîte de Tukey (Tu-
key, 1977) qui nous p rmet d 'identifier les valeurs anormalement hautes pour 
chacune des métriques. En effectuant une seule requête dans la base de données, 
nous calculons donc le premier quartile ( Q1), le troisièm e quartile ( Q3), ainsi 
que la distance entre Q1 et Q3, c'est-à-dire l'étendue interquartile (IQR). Ce cal-
cul statistique utilise l'ensemble des applications analysées et stockées dans la 
base de données . Tout s les valeurs supérieures à Q3 + 1.5 x I QR sont des don-
nées aberrantes que nous considérons comme hautes (HIGH), alors que toutes 
les valeurs supérieures à Q3 + 3 x I QR sont des données extrêmement aber-
rantes que nous considérons comme extrêmement haute (VERY _ HIGH). PA-
PRIKA peut fonctionn r av c l 'un ou l 'autre des seuils pour détecter le défauts 
de code comme on peut l'apercevoir en section 4.3.4 . En prenant pour exemple 
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Figure 4 .3 Exemple de boîtes de Tukey utilisées pour la détection de BLOB 
: 
LCOM number_of_methods number_of_attributes 
la requête du BLOB List ing 4.2 avec des seuils à HIGH, on obtient les boîtes de 
Tukey sur les trois métriques (LCOM, nombres de méthod~s et nombres d 'at-
tributs) présenté en Figure 4.3. Ici lack_of_cohesion_in_methods= 25 tandis 
que number_of_methods = 15 et numbers_of_attributes = 9. Sans logique floue, 
toutes les entités qui dépassent tous les seuils à la fois sont alors considérées 
comme des défauts de code. 
Le processus est plus raffiné lorsque l 'utilisation de la logique floue a été choisie. 
Dans ce cas, nous utilisons jFuzzyLogic (Cingolani et Alcala-Fdez, 2013) afin de 
calculer l'indice de confiance du défaut de code. Pour chaque défaut de code, il est 
alors nécessaire d 'utiliser un fichier écrit en Fuzzy Contro l Language (FCL) qui 
détermine les paramètres qui seront utilisés pour calculer l 'indice de confiance. 
Listing 4. 1 pr ' sente le fichier FCL utilisé pour la détection de BLOB. 
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Listing 4.1 Fichier FCL pour la détection de BLOB 
FUNCIION BLOCl< BLOB 
VAR INPUT 
Jac k of co h es ion in methods REAL ; 
nurnber_o f_rnet hods : REAL ; 
nurnber of attr i butes : REAL ; 
END VAR 
VAROUIPUT 
res : REAL; 
END VAR 
FUZZIFY Jac k of co h es ion in methods 
1EBM hi g h 
END FUZZIFY 
(25 , 0 ) (4 0 , 1 ) ; 
FUZZIFY number of rnethods 
1EBM high .- (14.5 ' 0) (22 ' 1) ; 
END FUZZIFY 
FUZZIFY nurnber of att ribut es 
'IEBMhi g h .- (8 . 5, 0) ( 13 , 1 ); 
END FUZZIFY 
DEFUZZIFY res 
MEIHD: IM; 
1EBM b Job := ( 0 , 0 ) ( 1 , 1); 
DEFAULT := 0 ; 
END DEFUZZIFY 
RI.JŒB[.()(K 0 1 
AND 
ACT 
PRCD· 
' 
MIN· 
' 
ACX::U : l\1AX; 
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RUlE 1 : IF lac k_ of_ co hes ion _ in _ met hod s IS hi g h AND number_ o f 
met hods IS h ig h AND num ber_o f_att ribu tes IS h ig h THEN 
r es IS bl ob ; 
END RIJI.El3[.(XK 
END FUNCIION J3lOCI< 
- -
Les noms des variables doivent correspondre entre la requête CYPHER et le fi-
chier FCL. On définit tout d 'abord les métriques qui seront ut ilisées ainsi que 
les seuils. Ici , on définit la fonction d 'appartenance à chacune des métriques 
avec les valeurs numériques des seuils HIGH et VERY _HIGH. Les valeurs in-
férieures ou égales à HIGH donneront une valeur d 'appar tenance égale à 0 tan-
dis que les valeurs supérieures à VERY_ HIGH auront une valeur d 'apparte-
nance égale à 1. On exécute donc une requête CYPHER classique avec le seuil 
le plus bas et les résultats subissent ensuite un traitement pour obtenir l'in-
dice de confiance. Toutes les valeurs comprises entre ces bornes prennent une 
valeur d 'appartenance entre 0 et ~ de manière linéaire (mais il serait possible 
d 'u tiliser d 'autres modèles comme une courbe de Gauss, par exemple) comme 
on peut l'apercevoir sur la Figure 4.4. Ensuite, ces valeurs d 'appartenance sont 
combinées selon les règles définies dans le RULEBLOCK , dans ce cas les va-
leurs sont multipliées les unes avec les autres. De plus, nous considérons qu 'une 
classe est BLOB lorsqu 'elle a un manque de cohésion élevée entre ses méthodes 
ainsi qu 'un nombre élevé d 'attributs et de méthodes . Enfin, la valeur finale est 
retournée selon les règles données dans DEFUZZIFY, ici on utilise la règle du 
sommet le plus à gauche (LM pour LeftMost) car pour des valeurs données notre 
modèle de calcul de logique floue reste assez simple comme on peut l'aperce-
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voir sur la F igure 4.5 (avec pour valeurs lack_of_cohesion_in_methods= 60, 
number_of_methods= l7, numbers_of_attributes= l7). Tous les fichiers FCL 
que nous utilisons actuellement incluent des règles similaires . En logique floue, 
il n 'existe pas de règle absolue lors du choix de la logique. En effet , ces choix 
doivent souvent être définis par un expert du domaine afin de donner un résultat 
s'approchant du raisonnement humain. Dans notre cas, nous avons choisis ces 
règles après avoir essayé toutes les combinaisons de paramètres possibles . Cette 
combinaison nous semble la plus proche du raisonnement que nous effectuons en 
tant que développeur. En particulier , les résultats fournis avec ces règles utilisent 
bien tout l'intervalle 0- 1 et donnent le même poids à toutes les métriques . Évi-
demment , il est tout à fait possible de modifier ces règles, notamment pour les 
adapter à d 'autres défauts de code. 
En plus des requêtes de détect ion de défauts de code déjà intégrées, notre outil 
propo e aussi de nombreuses requêtes permettant d 'obtenir des informations sur 
les applications analysées, en particulier des statistiques sur les métriques . De 
plus , PAPRII<A est facilement extensible puisqu'il permet à l'utilisateur d 'exécu-
ter ses propres requêtes écrites avec CYPHER. 
Requêtes 
Dans la présentation des requêtes qui uivent nous utilisons toujours le seuil 
HIGH, mais il est possible d 'utiliser VERY _ HIGH ou une valeur numérique à 
la place de ses seuils. De plus, le retour des requêtes est simplifié afin de facili-
ter la lecture mais à l'u tilisation plus de détails sont fournis ou une agrégation 
est effectuée afin de compter les instances de défauts de code pour chaque ap-
plication. L'utilisation de la logique floue repose sur ces requêtes mais une étape 
supplémentaire est eff ctu' e par Paprika comme présenté précédemment. 
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Figure 4 .5 Exemple de fonction résultat pour BLOB 
0,325 ~ 
0, 300 1 
0,2:75 ] 
0. 2'50 
0,225 
:!" 0,200 ! 
~ O, lïS 
;; 
~ 0.1'50 ! 
;[ 0.125 
0.100 1 
O.Oï S · 
0,0'50 ' 
0,025 
res:0,33 (leftMostMax) 
0.000 1!,;, .............. ~~~~~ ......~ .....'!:!'! ......., .. . _ ................. -. ........ __ .., __ ... ___ ,.. ___..,._ .,..........,.,,.....,.,,,...., . ............... _ ... _.,.. __., ___ .., ___.,._ ...... ...,.,.. .............. d 
o.o 0, 1 0,2 0,3 0, 4 0.5 0,6 0.7 0.8 0,9 1.0 
Listing 4.2 Requête CYPHER pour la détect ion de BLOB avec un seuil à HIGH 
l\I1AIŒI (c l : C l a s s) 
\\flERE c l . lac k o f c o h es io n i n met hods > HIGH 
AND c l . n umber o f m et hods > HIGH 
AND c l . n urnb er o f at t ri but es > HIGH 
REIURN c l 
Pour la détection du BL OB, nous retournons les instances de classes qui ont 
à la fo is un nombre élevé de méthodes, d 'attributs et un manque de cohésion 
considéré comme élevées ent re les méthodes . 
Listing 4 .3 Requête CYPHER pour la détection de SAK aveç un seuil à HIGH 
l\I1AIŒI ( cl : C lass) 
\\HEREHAS( cl. i s_ i n te r face) 
AND c l.nurnber o f rn et hods > HJGH 
REIURN c l 
Un Swiss Army Knif e est une interface avec un nombre anormalement élevé de 
méthodes . 
Listing 4.4 Requête CYPHE R pour la détection de LM avec un seuil à HIGH 
l\I1AIŒI (rn : Met hoc!) 
m:ŒRErn . nurnber of in st ru ct ion s > HIGH 
REIURN rn 
Une Long Method est une méthode avec un nombre d 'instructions élevé . 
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List ing 4 .5 Requête CYPHER pour la détection de CC avec un seuil à HIGH 
MA'IŒ (cl: C lass ) 
m:tERE c l . c lass _ co rnpl ex it y > HIGH 
REIURN c l 
De la même manière, une Complex Glass est une classe avec une haute com-
plexité. 
Listing 4 .6 Requête CYPHER pour la détection de IGS 
MA'IŒ (c l : C lass)- [:CLASS_OWNS_l.\llEilJ::q - > (rn l: Met hod )- [: CALLS]- > (rn2 : 
Method) 
m:tERE (rn2. i s_sette r OR rn2. i s_gette r ) 
AND c l -[:CLASS_OWNS_l\IIEiliil - >rn2 
REIURN ml 
La requête la plus simple pour détecter les Internal Getter/ S etter consiste à trou-
ver des méthodes qui appellent une autre méthode qui est un accesseur ou un 
mutateur tout en s'assurant que ces deux méthodes appartiennent à la même 
classe . 
Listing 4 . 7 Requête CYPI-IER optimisée pour la détection de IGS sur un en-
semble d 'applications 
MA'IŒ ( a : A pp) 
wrrn a . app_key as key 
MA'IŒ (c l: C lass {ap p_ key : key}) - [: CLASS_OWi\iS_l\IIEiliil- > (rnl: Met hod 
ap p_ key: key })- [:CALLS]- > (rn2: Method {app_key : key}) 
WHERE (rn2. i s_sette r 0R rn2 . i s_gette r ) 
AND c 1 - [: CLASS _ OWNS_l\IIEiliil - >rn2 
---------- ----------------------
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REIURN ml 
Bien que la requête précédente fonctionne correctement pour Internai Getter/ -
Setter, elle n 'est pas très performante sur de gros volumes d 'applications. Le 
graphe d 'appel peut être très complexe pour chaque application et les possibilités 
sont nombreuses. Par défaut , la base de données va aussi possiblement explorer 
les éventuelles relations entre méthodes qui n 'appartiennent pas à une applica-
t ion, ce qui n'est évidemment pas nécessaire. On s'assure donc dans cette requête 
de n 'explorer le graphe d'appel que d'une seule application à la fois. Cette opti-
misation permet de diminuer le temps d 'exécut ion de la requête pas un facteur 
30. 
Listing 4.8 Requête CYPHER pour la détection de MIM 
lVIA'IGI (ml: Method) 
W'IEHE rnl.nurnber of ca ll e r s > O 
AND 1 or HAS(rnl. i s_stat i c) 
AND NOT ml - [:USES]- > ( : V a r ia b le ) 
AND NOT HAS(ml . i s_ ini t) 
AND NOT (ml) - [:CALLS] - > ( :Ext e rnal fethod) 
AND NOT (ml ) - [ :CALLS]- > ( : Met hod) 
REIURN ml 
Bien que comportant beaucoup de conditions, la requête pour Member Ignoring 
Method est assez simple. On se contente de regarder les méthodes appelées qui 
ne sont pas statiques , non surchargées, qui n 'utilisent aucune variable d 'instance, 
ne sont pas des constructeurs , et n 'appellent aucune autre méthode externe ou 
interne à l'application. On exclut ici les appels à d 'autres méthodes statiques 
pour d be oins de simplification de la requête . 
List ing 4.9 Requête CYPHER pour la détection de lOD 
IVIAJ:ŒI ( : Class { isV iew: t r u e} )- [ :CLASS_OWNS_~->(m: fethod{name: ' 
onDraw'}) - [:CALLS]- > ({ name:' < ini t > '}) 
REIURN m 
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Pour Init OnDraw, il suffit de regarder les méthodes onDraw des Vues qui font 
appel à des constructeurs. 
Listing 4.10 Requête CYPHER pour la détection de NLMR 
IVIAJ:ŒI (c l : C lass) 
V\.HERE HAS( c 1 . is_act i vi ty) 
AND ar (c l : Class) - [: CLASS_OWNS_~-> (:Met hod { name: ' 
onLow femory ' } ) 
AND NOT c l - [:EXTENDS] - > (: C lass) 
REIURN c l 
Pour No Law M emory Resolver, on détecte les activités qui n 'implémentent pas la 
méthode onLowMemory. De plus, on exclut les activités qui héritent d 'une autre 
activité interne de l 'application. En effet , celle-ci pourrait implémenter la mé-
thode pour l 'ensemble de la hiérarchie et on laisse donc au développeur la res-
ponsabilité de savoir quelle classe est la plus pertinente pour l'implémentation de 
cette méthode. 
Listing 4 .11 Requête CYPHER pour la détection de LIC 
IVIAJ:ŒI (cl: C lass) 
WHERE HAS( c 1 . i s_ inn er_ c l ass) 
AND NOT HAS( c 1 . i s _ s tat i c ) 
REIURN m 
Une Leaking Inner Glass est simplement une classe interne qui n 'est pas statique. 
Listing 4 .12 Requête CYPHER pour la détection de UCS 
Match (m : Met hod)- [:CALLS]- > (e:Externa11et hod {full_narne:' < ini t ># 
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an dr oid . u t i l . Lr uCache '}) 
'WHERE TOT (rn) - (: CALLS] - > (:Extern a lM et hod { f u ll _ narne : 'getMe rn oryC lass# 
a ndr o id. ap p . Act ivityManager ' } ) 
REIURN rn 
Pour Unsuited LRU Cache Size, on recherche les méthodes qui ini tialisent un 
LruCache depuis l'API Android mais qui ne font jamais appel à getMemoryClass . 
Évidemment, il est nécessaire pour le développeur de s'assurer , qu 'à l'exécut ion, 
l'appel à getMemoryClass est en effet intéressant puisque nous ne disposons pas 
de la taille au niveau st a tique. 
Listing 4.13 Requête CYPHER pour la détection de HMU 
l.\!JA'KH (rn : Met hod ) - [ :CALLSJ- > ( e: Exte rn a lMet hod { fu ll _ name: ' < in i t >#j ava. 
u t i l . HashMap ' } ) 
REIURN m 
Pour Hashmap Usage, on recherche les méthodes qui utilisent une HashMap de 
1' API J ava . Ici aussi, nous laissons la responsabilité au développeur de vérifier si 
la taille à l'exécution mérite une correction du défaut de code. 
Listing 4 .14 Requête CYPH ER pour la détection de UIO 
l.\!JA'KH (: C lass { is_ v iew : t rue} ) - ( :CLASS_OvVNS_~-> (rn : i\IIet hod {name: " 
onD raw " }) - [ :l.VlEIH::D_OWNS_ARGUMENT] - > (: Argument{ pos i t io n : 1 , narne :" 
a ndr o id . grap h ics . Canvas " } ) 
'WHERE NOT n - (:CALLS]- > (: ExternalMet hod { f ull _narne: \ " c li p R ect# a ndroid. 
g r a ph i c.s . Can v as \ " } ) 
AND NOT n - (:CALLS) - > (: Exte r na lMet hod {fu ll _ narne: \ " q u ickReject# 
android. graphies. Canvas \ "}) 
REIURN rn 
Tout comme pour !nit OnDraw, nou t ravaillons ici avec les méthodes onDraw 
d s vues. Mais cet te fois, pour UI Overdraw, on s' intéresse à l'u tilisation qui 
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est faite du Canvas (la classe qui représente la zone effective qui sera dessinée) . 
En particulier, on obtient une détection dès lors que la méthode onDraw ne fait 
jamais appel à clipRect or quickReject. 
Listing 4.15 Requête CYPHER pour la détection de IWR 
lVIA'ICH ( : Class { i s_ v iew : true} )- [ : CLASS_OWNS_~-> (rn : Method{name : ' 
onDraw ' } ) - [:CALLS]- > (e : ExternalMethod{narne: ' inv a lid ate ' } ) 
V\lHERE NOT e - [:lVIEJHI)_OWNS_ARGUNIENI'] - > ( : ExternalArgurnent) 
REnJRN rn 
Pour Invalidate Without Reet, on s'intéresse aussi aux méthodes onDraw des 
vues. La détection s'effectue dès lors qu 'il y a un appel à la méthode externe 
invalidate sans aucun argument . Ce qui signifie qu'aucune zone n 'a été définie 
pour la phase de rafraîchissement et que donc toute la vue sera dessinée. 
Listing 4.16 Requête CYPHER pour la détection de UHA 
lVIA'ICH (rn: Method) - [ :CALLS]- > ( e : ExternalMethod) 
V\lHERE e . fu ll _ narne = "drawPi ct ur e# a ndroid . grap hi es. Canvas" 
OR e . full narne "drawPosText# a ndroid.gr a phi cs .Canvas " 
OR e . fu Il narne 
OR e. full narne 
OR e . fu Il name 
"drawT ext OnPat h# a ndroid. g r a phi es . Canvas" 
"drawP at h# a ndroid . grap hie s . Canvas " 
"setLinearText# a ndroid. grap hi es . P a int" 
OR e . fu Il name = " set MaskF il t e r# a ndroid . grap hi cs. P a in t" 
OR e . full name = " set P at hEffeet# a ndroid. g r a phi cs .P a in t" 
OR e . full name = " set R aster i zer# a ndr o id. g r ap hi cs. P a in t " 
OR e . fu Il narne " setS u bpi xe ! Text# an droid . g r ap hi cs . Pain t 11 
REnJRN rn 
Pour Unsupported Hardware Acceleration, il suffit de vérifier qu 'aucune méthode 
de l 'application ne fait appel à une méthode externe qui n 'est pas supportée par 
le processeur graphique. 
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Listing 4.17 Requête CYPHER pour la détection de HAS avec un seuil à HIGH 
MA'IŒI ( c : C lass { is_a sync_ t a sk: tr u e}) - [ :CLASS_OWN"S_~->(m : Method) 
VVHERE (rn. narne= ' onP reExec ut e ' OR m. narne = ' onP ro gressUpdate' OR rn. narne= ' 
on P ostExecute ' ) 
AND rn . number of in s tructions > HIGH 
AND m. cyc lornat ic_ cornp lex i ty > HIGH 
REIURN rn 
Pour Heavy AsyncTask on détecte les méthodes spécifiques aux Asyn cTask qui 
peuvent bloquer le processus principal. Notre heuristique consiste à retourner 
les méthodes qui sont complexes et ont des inst ructions nombreuses. Une fois de 
plus, le développeur doit vérifier la pertinence de la détection puisque le blocage 
ne peut se produire qu'à l'exécution. 
Listing 4 .18 Requête CYPHER pour la détection de HSS avec un seuil à HIGH 
MA'IŒI ( c: C lass { i s_servi c e : tr u e}) - [: CLASS_OWNS_~-> (m : Met hod {narne 
: ' onStartCornrnand ' }) 
AND rn.nurnber o f in s tructio n s > IUGH 
AND rn. cyc lomati c_co rnp lexit y > I-liGH 
REIURNm 
Même principe que précédemment pour Heavy Service Start sauf qu 'ici ça ne 
peut pas s'appliquer sur une méthode. 
Listing 4 .19 Requête CYPHER pour la détection de HBR avec un seuil à HIGH 
MA'IŒI ( c: Cl a s s { i s _ bro a d cas t_r ece i v e r: true} )- [:CLASS_OWNS_~->(m: 
Method{name : ' onRece ive ' } 
AND rn . number of in st ru c tion s > IUGH 
AND rn . cyc lorn a ti c_co rnpl ex ity > HIGH 
REIURN rn 
Même principe que précédemment pour Heavy BroadcastReceiver. 
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4.4 Étape optionnelle 1 Correction des défauts de code 
4.4.1 Entrées 
Code source de l'application , liste de défauts de code détectés par PAPRIKA. 
4.4.2 Sortie 
Code source de l'application sans les défauts de code. 
4.4 .3 Description 
P APRIKA propose actuellement la correction automatique de t rois défauts de 
code, à savoir Internai Getter/ S etter, Member Ignoring Method et Hashmap 
Usage. Le choix de ces défauts de code n 'est pas un hasard. En effet , il existe 
une manière de corriger systématiquement chacun de ces défauts sans affecter 
le comportement ou la conception de l 'application. De plus, nous avons choisi 
les deux premiers car ils font partie de la catégorie crit ique, et donc devraient 
être toujours corrigés dans les applications. Nous avons aussi choisi Hashmap 
Usage car , bien qu'il ne soit que problématique, nous avons remarqué qu 'il est 
bénéfique de le corriger dans la majorité des cas lors de nos expérimenta tions. 
Cette correction optionnelle es t quelque peu externe au processus de PAPRIKA 
car , contrairement à l'approche originale, il est nécessaire de t ravailler sur le code 
source afin d 'effectuer les corrections. 
4.4.4 Implémentation 
La correction s 'effectue à l'aide de SPOON (P awlak et al. , 2015) . SPOON est une 
librairie qui permet l'analyse statique et la transformation de code source J ava . 
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Pour la transformation, SPOON utilise un modèle sous forme d 'arbre abstrait de 
syntaxe (AST) qu 'il génère à part ir du code source. Cette AST est accessible 
de manière simplifiée au travers d 'une API au développeur qui peut manipuler 
le modèle à sa guise . À la manière de ce qui est proposé par SooT, SPOON per-
met de naviguer et d 'accéder aux éléments du programme comme les classes, les 
méthodes ou la ligne de code au t ravers de son modèle interne. L'utilisateur doit 
implémenter les transfo rmations qu 'il souhaite effectuer sur l'applicat ion à l 'aide 
d 'un processeur SPOON. Ce processeur est en fait un programme indépendant qui 
va parcourir l'application avant sa compilation, et effectuer les transformations 
sur le code source selon les fi ltres u tilisés par le développeur. Dans notre cas, c'es t 
la détection effectuée par PAPRII<A qui sert de fi ltre. La transformation va donc 
s'effectuer uniquement sur les instances de méthode détectée par notre approche. 
Il est donc nécessaire d 'écrire un processeur SPOON pour chaque type de défaut 
de code. Chaque processeur est ensuite exécuté indépendamment afin d 'eff ctu r 
la correction. 
L'intégration à un projet est t rès aisée, il suffit d 'installer SPOON, son plugin 
GRAD LE et les processeurs fournis par PAPRII<A dans le dépôt MAYEN de la ma-
chine qui va compiler le projet . Ensuite, il suffi t d 'ajouter la dépendance au mo-
dule d 'extension SPO ON-ANDROID et la liste des processeurs que l'on souhaite 
utiliser pour le projet . À chaque compila tion du projet , la correction s 'effectuera 
automatiquement sur le code source. 
Notons ici que nous avons choisi S POON plutôt que So o T car il est plus aisé pour 
transformer le code. De plus, nous souhaitions pouvoir effectuer les transforma-
tions sur le code source afin que les développeurs puissent en profiter lors des 
futures évolutions de l'application. A l'inverse, il aurait été possible de d 'utili-
ser SPOON plutôt que SooT lors de la phase d 'analyse de P APRIKA. ous avons 
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d 'ailleurs envisagé plusieurs fo is d 'utiliser un moteur d'analyse basée sur SPOON. 
Toutefois , au début du développement de PAPRIKA , SPOON n 'était pas totale-
ment compatible avec Android et surtout cela nous empêcherait de pouvoir ana-
lyser les applications sans disposer du code source. Or les applications les plus 
populaires sur Android sont pour la plupart propriétaires comme on peut l'ob-
server dans notre ensemble de données du chapitre 8. Nous avons aussi consta té 
que les applications libres disponibles sont généralement de plus petite taille et ne 
sont maintenues que par quelques développeurs. Nous avons donc conservé SooT 
pour l'analyse afin de ne pas brider les possibilités de PAPRIKA, ce qui nous a 
permis de faire des études sur des ensembles de données représentatifs du Google 
P lay Store comme nous le verrons dans les chapitres suivants. 
4.4.5 Exemple de processeur IGS 
Le Listing 4.20 est un exemple d 'ut ilisation de processeur SPOON pour corri-
ger Internal Getter/ Setter. On a ici les lignes essentielles de la correction. Tout 
d 'abord , la méthode surchargée isToBeProce s sed va déterminer quelles sont les 
méthodes à transformer. Notre implémentation consiste à transformer unique-
ment les méthodes qui apparaissent dans le fichier de résulta ts de PAPRIKA en 
comparant le nom de la méthode, la classe d 'appartenance et les types d 'argu-
ments. 
Enfin, la méthode process va effectuer la transformation du code. Après un 
parcours de la méthode pour déterminer à quel endroit s'effectue l'appel du mu-
tateur ou de l'accesseur, on le remplace simplement par un accès direct au champ 
de classe grâce aux lignes apparaissant dans le bloc try. 
Listing 4.20 Extrait du processeur corrigeant les IGS 
publi c c l ass IG SProcesso r ex t end s Abstract Processo r < Ct l nvocat io n > 
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@O verri de 
public boo lean isToB ePr o cesse d ( Ctl\llet hod in v o k ) { 
} 
@Ov erri d e 
public void p r o cess (CtMet hod in vok) { 
} 
4.5 
4.5.1 
try { 
CtStat e me n t igsSett e r = g e tF a cto r y() .Code (). 
c r ea t e Co d eS nipp etSt a tem e n t ( 
ge tF ie ld + "~=~ " + in vo k . ge tArgurn e n t s () 
. ge t ( O) ); 
in vok. r e p l a ce ( igs S e tt e r) ; 
} 
Étape opt ionnelle 2 : Calcul de la qualité de l 'application 
Entrée 
Liste des défauts de code détectés pour chaque application. 
4. 5.2 Sortie 
Score de qualité, éventuellement sur plusieurs versions de l'application . 
- ----- ------------------------------------------------
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4.5.3 Description 
En plus de son fonctionnement classique qui fournit les informations sur le nombre 
de défauts de code détectés et leurs localisations , PAPRIKA permet aussi à l'ut i-
lisateur de comparer la qualité des différentes versions de son application par 
rapport à l 'ensemble des applications analysées . À cet effet , P APRIKA fournit un 
score de qualité pour chaque type de défauts de code d 'une application. Ce score 
est basé sur la rela tion qui existe entre le nombre de défauts de code d 'une ap-
plica tion et le nombre d 'entités qui constituent l'application. Les rela tions sont 
présentées dans le Tableau 4.4. P ar exemple, il existe une rela tion entre le nombre 
de Heavy B roadcastReceiver et le nombre de BroadcastReceiver. Dans sa dernière 
version, PAPRIKA propose aussi un score global en fonction du nombre total de 
défauts de code et de la taille de l'application analysée, c'est-à-dire son nombre 
de classes. De plus, lorsque plusieurs versions d 'une même application sont ana-
lysées , PAPRIKA propose un suivi des scores dans le temps qui permet de déter-
miner si une application a tendance à augmenter ou diminuer sa qualité en terme 
de défauts de code. 
4.5.4 Implémentation 
Pour calculer nos scores de qualité, nous bâ tissons un modèle d 'e timation du 
nombre de défauts de code d 'une application en ut ilisant une régression linéaire. 
Le modèle issu de la régression linéaire représente donc la rela tion entre le nombre 
de défauts de code et le nombre d 'entités d 'une application. Cet te régression est 
estimée par la méthode des moindres carrés que l 'on applique sur l 'ensemble des 
applications analysées par PAPRIKA. Comme nous le verrons dans le chapitre 8 
et le chapitre 9, les régressions que nous exploitons ainsi ont un coefficient de cor-
rélation supérieur à 0.80 et sont donc significatives. En particulier , dans le cas de 
76 
Tableau 4.4 Relation entre défauts de code et nombre d 'entités 
Défauts de code Entités associées 
BLOB Classe 
Swiss Army Knife Interface 
Long Method Méthode 
Complex Class Classe 
Internai Getter/ Setter Méthode 
Member Ignoring Method Méthode 
No Low Memory Resol ver Activité 
Leaking Inner Class Classe interne 
Unsuited LRU Cache Size Classe 
Hashmap Usage Classe 
Init OnDraw Vue 
Invalidate Without Reet Vue 
Unsupported Hardware Acceleration Classe 
Heavy AsyncTask Asyntask 
Heavy Service Start Service 
Heavy BroadcastReceiver Broadcas tRecei ver 
Tous Classe 
la régression entre ce nombre total de défauts de code et nombre de classes, nous 
obtenons un coefficient de corrélation de 0.96 sur notre base de données conte-
nant plus de 3000 applications populaires du Google P lay Store. Cette régression 
nous sert donc de référence pour estim r le nombre de défauts de code qu 'une 
application possède en fonct ion de sa taille. Évidemment, bien que cette régres-
sion soit globalement vraie pour l'ensemble de la base de données, il existe des 
différences par rapport à cette référence pour chaque application . C'est cette dif-
férence que nous exploitons pour calculer notre score de qualité. Nous mesurons 
cet te différence en calculant la valeur résiduelle pour chaque application (c'est-à-
dire, la différence entre le résultat de l'application et la valeur que nous devrions 
obtenir avec notre modèle), comme illustré sur la Figure 4.6. Par exemple, la 
seconde application de ce graphique possède une valeur résiduelle de -10. Pour 
calculer le score, nous prenons l'opposé de la valeur résiduelle. Ainsi plus la valeur 
résiduelle est grande positivement, c'est-à-dire plus il y a de défauts de code par 
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rapport au nombre d 'entités , et plus le score de qualité de l'application est faible. 
À l'inverse, une application qui aura moins de défauts de code en comparaison de 
notre référence aura un score de qualité élevé. Ainsi, il est possible de comparer 
chacune des applications avec l 'ensemble des autres applications. 
De plus, dans le cas des différentes versions d 'une application, nous procédons 
à une agrégation du score à t ravers le temps. Pour cela, pour une version X , 
nous calculons la moyenne des scores de toutes les versions précédentes et de la 
version X. Ainsi, le score de qualité donné pour une version X prend en compte 
le score des versions précédentes. Il es t alors possible de donner une tendance de 
l'évolut ion de la qualité de l'application dans le t emps comme nous le verrons 
dans le chapitre 9. 
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Figure 4 .6 Valeur résiduelles issues d'une régression linéaire 
CHAPITRE V 
MESURE DE L'IMPACT DES DÉFAUTS DE CODE SUR LES 
PERFORMANCES 
Dans le cadre de cette thèse, nous l'avons utilisé de manière complémentaire à 
P APRIKA afin de mesurer l'impact de la présence des défauts de code sur les 
performances d 'une application et nous la décrirons donc dans ce contexte. Tou-
tefois, les phases de mesures et de comparaisons restent génériques et pourraient 
être utilisées aisément à d 'autres fins. 
Dans notre cas, les différentes versions d 'une applicat ion sont des versions où uni-
quement certains types ou tous les défauts de code ont été corrigés. En exécutant 
de manière répétée un même scénario pour toutes ces applications, nous sommes 
capables d 'observer des différences sur des métriques liées à la performance et 
ensuite de déterminer les versions les plus performantes . Les métriques de perfor-
mance que nous utilisons sont liées à l 'expérience de l 'utilisateur. En effet , nous 
utilisons des métriques qui concernent l 'affichage (temps d 'affichage d 'une trame 
et nombre de trames différées) qui peuvent affecter la fluidité de l'application en 
ajoutant des ralentissements visibles par l ut ilisateur, ainsi que des métriques sur 
l 'utilisation de la mémoire (quanti té de mémoire utilisée et nombre d 'appels au 
ramasse-miettes) qui peuvent ralent ir le charg rn nt t diminuer la r' activité de 
l'application. otre processus de mesure peut être divisé en t rois étapes, comm e 
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on peut l'apercevoir dans la Figure 5.1. 
La première étape fait appel à PAPRIKA et à ses fonctionnalités de détection et 
de correction de code. Le but ici étant de produire des versions de l'application 
qui ne contiendront pas un seul type ou l'ensemble des types de défauts de code 
afin de pouvoir les comparer . Notons que CURRY a été développé avant l'automa-
tisation de la correction des défauts dans P APRI KA , et que par conséquent nous 
effectuons i ~i une correction manuelle. Bien que cela soit toujours possible, il est 
maintenant possible de profiter des fonctionnalités de correction automatique de 
PAPRIKA pour produire ces versions. 
La deuxième étape est une phase qui consiste à exécuter n fois un scéna~io d 'uti-
li ation de l 'application fourni par l'u tilisateur tout en collectant les métriques 
de performances précédemment évoquées . 
Enfin, dans la troisième étape, nous agrégeons les données brutes de ces expé-
rimentations afin d'en extraire des métriques raffinées, ces nouvelle métriques 
subissent ensuite des tests statistiques afin de fournir les résultats qui permet-
t ront de déterminer l'application la plu p rformante sur chacune des métriques. 
5.1 Étape 1 Génération des v rsions 
5.1. 1 Entrées 
Le code source de l'application et les métadonnées correspondante . 
5.1.2 Sortie 
Plusieurs versions de 1 'application dont un seul type ou tous 1 s d ' fauts de ode 
ont été corrigés. 
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5.1.3 Description 
La première étape consiste à produire les différentes versions qui seront utili-
sées lors de la phase d 'instrumentation. Ces versions doivent être similaires à 
l'application d 'origine en conservant notamment le même comportement lors de 
l 'exécution, toutefois les défauts de code sont corrigés dans chacune des versions. 
Nous produisons une version pour chacun des types de défauts de code corrigés, 
ainsi qu 'une version où tous les défauts de code sont corrigés. 
Nous produisons aussi une version qui va consigner chaque invocation d'un défaut 
de code lors de l'exécution de l'application. Cette version un peu particulière, 
servira à interpréter plus finement les résultats finaux en déterminant quels sont 
les défauts de code les plus appelés durant le scénario . 
Nous conservons aussi la version qui ne contient aucune correction, qui sera elle 
aussi instrumentée et servira de référence lors des comparaisons. 
5.1.4 Implémentation 
Pour l 'implémentation nous utilisons PAPRIKA. La première étape consiste à dé-
tecter les défauts de code dont nous souhaitons évaluer l'impact. Puis , dans un 
second temps, à produire les différentes versions en supprimant les défauts de 
code. Dans les cas où PAPRIKA ne fournit pas une correction automatique, il est 
alors possible de produire les versions manuellement en se basant sur les résultats 
de PAPRIKA. Nous avons d 'ailleurs procédé de cette manière pour l'étude présen-
tée dans le chapitre 10, toutefois notons que la correction manuelle es t une étape 
longue, pénible et suj ette à erreurs. 
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5.2 Étape 2 : Instrumentation 
5.2.1 Entrées 
Les différentes versions de l'application ainsi qu 'un scénario d 'utilisation de l'ap-
plication. 
5.2 .2 Sortie 
Un ensemble de fichier contenant les métriques de performances brutes . 
5.2.3 Description 
Cette phase consiste à exécuter un scénario d 'utilisation de l'application n fois 
pour chaque version afin d 'obtenir les métriques de performances brutes, c'est-
à-dire le temps d 'affichage de chaque trame, la quantité de mémoire utilisée à 
intervalle de temps régulier ainsi que le registre d 'ut ilisation du ramasse-miettes. 
Nous obtenons donc chacune de ces données dans un fichier différent pour chaque 
exécution . 
Un scénario d 'utilisation unique est à fournir pour l'application. C'est un scénario 
de tests au tomatiques de l'application qui va simuler le comportement d 'un uti-
lisateur utilisant l'application. Il est possible de le produire avec différents outils 
d 'automatisation de tests comme RoBOTIUM 1 ou CALABASH 2 . Nous recomman-
dons un scénario le plus complet possible qui explore le maximum de fonction-
nalités de l 'application et qui simule les enchaînements que ferait un utilisateur 
1. http ://www.robotium.org 
2. http: 11 cala ba . sh 
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de l 'application. Ainsi les résultats obtenus reflètent au plus près l'expérience de 
l'utilisateur. Ce scénario s'exécute sur un périphérique Android connecté à l'ordi-
nateur utilisant CURRY. CuRRY se charge de le lancer n fois pour chaque version 
tout en collectant les métriques. 
5.2.4 Implémentation 
Ce processus est implémenté grâce à un script P ython qui exécute des com-
mandes de débogage sur le téléphone via ADB (Android D ebug Bridge) , comme 
nous pouvons l 'apercevoir dans la Figure 5.2. Chaque expérimentation consiste 
à lancer en parallèle le scénario d'utilisation et les commandes nécessaires à la 
collecte des données. 
La commande Logcat est lancée au début de chaque expérimentation, elle tourne 
en cont inu et nous obtenons un fichier qui liste les différentes types d'appels au 
ramasse-miettes . 
La commande Gfxinfo est lancée à chaque seconde, elle permet de collecter 
toutes les informations sur le temps d'affichage des trames . Cette commande 
fonctionne comme un tampon qui affiche les informations sur les 128 dernières 
t rames dessinées, ce tampon est vidé à chaque appel de la commande. En utili-
sant une seconde comme délai, on s'assure donc de collecter les informations sur 
toutes les trames avec une certaine marge puisqu'il n 'y a jamais plus de 60 t rames 
par seconde. 
Enfin, nous lançons la commande Meminfo pour obtenir la quantité de mémoire 
utilisée toutes les deux secondes, il est possible de configurer ce paramètre dans 
le script. 
Le script se charge aussi de relancer l 'expérimentation autant de fois que de-
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mandé en fermant l 'application et en nettoyant la mémoire entre deux expéri-
menta tions. Notons que si une expérimenta tion se termine de manière involon-
t a ire (par exemple à cause d 'une erreur de l'application) , le script se relance pour 
obtenir n expérimentations valides. 
Registre ra masse-miettes 
Temps affichage t rames 
Quantité mémoire utilisée 
t ~ 
Teste -- ':.,~ Robotium 
Exécute 
Figure 5.2 Processus de collecte des données de C URRY 
5.3 Étape 3 : Traitement des métriques 
5.3.1 Entrées 
Fichiers contenant les métriques de performances brutes . 
5.3.2 Sortie 
Résultats sur les performances de chaque version d 'une application. 
5.3.3 Description 
Les informations ob tenues par les commandes de débogage ne sont t outefois pas 
exploitables en l'éta t et nous devons donc les mettre en forme afin de pouvoir 
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effectuer nos tests statistiques . De plus , il est nécessaire d 'agréger les résultats des 
n expérimentations. Pour cela, nous les combinons dans un seul fichier CSV après 
traitement . Enfin , c'est dans cette phase que nous effectuons des tests statistiques 
qui nous permettront de déterminer la version plus performante sur chacune des 
métriques. 
Pour chacune des métriques, nous effectuons tout d 'abord une moyenne sur les n 
expérimentations ce qui nous permet d 'obtenir aussi les différences en pourcen-
tage entre les versions, en particulier entre la version non corrigée et les versions 
contenant des corrections. 
Ensuite, concernant le temps d 'affichage des trames ainsi que la quantité de mé-
moire utilisée, nous utilisons le test statistique de Mann-vVhitney U (Sheskin , 
2003). C' st un test non-paramétrique qui permet de déterminer si deux en-
sembles de valeurs indépendants sont similaires ou si l'une des deux distributions 
tend à avoir des valeurs supérieures à l'autre. Nous avons choisi ce test car il 
est adapté au grand nombre de valeurs que nous possédons pour ces métrique à 
chaque expérimentations et aussi parce qu 'il n fait aucune hypothèse sur le type 
de distributions des deux ensembles. Ce test retourne une valeur ntre 0 et 1, une 
valeur proche de 0 signifie que le ensembles sont différents tandis qu'une valeur 
proche de 1 qu 'ils sont similaires. Nous exécutons généralement nos tests avec un 
niveau de confiance à 95%, c'est-à-dire avec une p-value < 0.05. 
Concernant le nombre d 'appels au ramasse-miettes et le nombr de trames diffé-
rées, nous ne disposons que d 'une valeur par expérimentation. Nous avons donc 
choisi un test non-paramétrique, qui lui aussi ne fait aucune hypothèse sur la 
distribution, mai quie t plus adapté pour de plus petits ensembles de valeurs (à 
partir de dix valeurs), à savoir le test de taille d 'effet Cliff 's 6 (Romano et al., 
2006) . Les résultats de ce test nous permettent de savoir si deux ensembles sont 
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disjoints. En particulier , il retourne une valeur qui va de -1 (si toutes les valeurs 
du premier groupe sont inférieures à celle du second groupe) à +1 (si toutes les 
valeurs du premier groupe sont supérieures aux valeurs du second groupe) . La 
valeur est égale à 0 si les deux groupes sont identiques (Cliff, 1993) . 
Il est plus courant d 'utiliser le test de Cohen's d pour mesurer une taille d 'effet, 
toutefois Cliff 's 8 est réputé plus robuste et fiable (Romano et al., 2006). Il existe 
toutefois une correspondance entre les résultats de ces deux tests (en regardant 
le pourcentage de valeurs des ensembles qui ne se chevauchent pas) qui facilite 
l 'interprétation des résultats comme on peut l 'apercevoir dans le Tableau 5.1. Co-
hen (Cohen, 1992) stipule que un effet de taille moyen représente une différence 
qui sera visible pour un observateur attentif, alors qu'un effet de taille fort sera 
beaucoup plus visible. Un effet de faible taille est existant mais pas forcément 
visible pour l 'observateur. 
5.3.4 
Tableau 5.1 Correspondance entre Cohen 's d to Cliff 's 8. 
!Norme de CoheniCohen's dl% de non-chevauchement iCliff 's 81 
Faible 0.20 14. 7% 0.147 
Moyen 0.50 33 .0% 0.330 
Fort 0.80 47.4% 0.474 
lm plémentation 
C'est ici aussi un script en P ython qui se charge du traitement des données et 
de l'exécution des tests statistiques . Concernant le traitement des données , il est 
nécessaire de compter et de filtrer 1es appels au ramasse-miettes , nous excluons 
par exemple les appels volontaires au ramasse-miettes puisqu 'ils sont souhaités 
par le développeur et ne sont pas affectés par la présence de défauts de code. Le 
temps d'affichage des trames doit être calculé pour chaque trame en additionnant 
les valeurs de sous-processus de l'affichage (temps de calcul , temps d 'exécution, 
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temps de dessin) et ces valeurs doivent être extraites des résult ats de Gf xinfo 
qui contient beaucoup de bruit. De même pour Meminf o, même si cette fois il est 
possible d 'extraire direct ement la quantité de mémoire utilisée. Nous calculons 
le nombre de trames différées en observant le nombre de trames qui mettent plus 
de 16.67 ms à s 'afficher. Il est possible que plus d 'une trame soit différée à la fois 
et donc que l'effet s'accumule sur plusieurs trames. Ensuite, ces résultats sont 
sauvegardés sous forme de fichier CSV et les tests statistiques sont lancés sur ses 
fichiers. Les résultats sont alors disponibles pour l'utilisateur à qui nous laissons 
le soin de les interpréter, comme nous le faisons dans le chapit re 10. 
CHAPITRE VI 
MESURE DE L'IMPACT DES DÉFAUTS DE CODE SUR LA 
CO SOMMATIO D'É ERGIE 
Au cours de cette thèse, nous avons aussi choisi de mesurer l'impact des défauts 
de code sur la consommation d 'énergie. Pour cela, nous proposons une approche 
similaire à celle du chapitre pr' cédent comme le montre la Figure 6.1. Les diffé-
rences se trouvent dans les étapes 2 et 3 qui font appel à l'approche HOT-P EPPER 
afin de pouvoir mesurer la consommation d 'énergie. En particulier , bien que la 
deuxième étape utilise aussi un scénario d 'u tilisation , il est ici nécessaire d 'utili-
ser un support physique (un ampèremètre) pour mesurer l'intensité du courant à 
intervalle régulier. Les mesures fournies par cet équipement nous permettent de 
calculer la consommation d 'énergie de chaque version durant la troisième étape, 
et ainsi de comparer les résulta ts d 'une manière similaire à ce qui a été vu précé-
demment . 
6. 1 Étape 1 : Génération des versions 
6.1.1 Entrées 
Le code source de l'application et les métadonnées correspondantes . 
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6.1.2 Sortie 
Plusieurs versions de l'application dont un seul type ou tous les défauts de code 
ont été corrigés. 
6.1.3 Description 
Cette étape est totalement similaire à la première étape du chapitre précédent 
(section 5.1) , de même pour l 'implémentation. 
6.2 Étape 2 : Instrumentation 
6.2.1 Entrées 
Les différentes versions de l'application ainsi qu 'un scénario d 'utilisation de l 'ap-
plication. 
6.2.2 Sortie 
Un ensemble de fichiers contenant les métriques de performances brutes. 
6.2.3 Description 
La phase d 'instrumentation diffère de celle de CURRY par l 'utilisation nécessaire 
d'un ampèremètre afin de mesurer l 'intensité du courant fourni par la batterie. 
Il est nécessaire de brancher ce périphérique en série entre la batterie et le télé-
phone, ce qui nécessite d'effectuer un montage comme sur la Figure 6.2 et sur la 
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photo de la Figure 6.3. Nous utilisons l'ampèremètre Yocto-Amp 1 mais il serait 
possible d 'utiliser d 'autres modèles. C 'est un montage assez intrusif et qui néces-
site un peu de matériel , mais c'est un moyen fiable d 'obtenir la consommation 
d'énergie. Nous avons aussi envisagé l'utilisation de solutions logicielles telles 
que BATTERY HISTORIAN 2 de Google mais ces out ils ne sont pas assez précis 
pour mesurer une différence lors de nos expérimentations. La solution physique 
est d 'ailleurs utilisée par les ingénieurs de Mozilla qui fournissent les plans des 
circuits et des supports afin de faciliter le montage 3 . HOT-PEPPER propose un 
serveur qui va communiquer avec l'ampèremètre et récupérer les valeurs à la fré-
quence choisie par l'utilisateur (75 mesures par seconde par défaut). Ce serveur 
se charge, tout comme C URRY , de gérer l'exécution du scénario en boucle et il 
collecte aussi le temps d 'exécution pour chaque expérimentation . 
6.2.4 Implémentation 
Le serveur est codé en Python et utilise l'interface de programmation du Yocto-
Amp pour communiquer avec ce dernier. Nous récupérons la valeur de l'ampère-
mètre ·à intervalle régulier tout au long du déroulement de l'expérimentation. La 
batterie ne peut pas être chargée durant les expérimentations, par conséquent elle 
va e décharger et il est généralement impossible de faire les n expérimentations 
en une fois . Nous effectuons donc cela en plusieurs phases de x expérimenta tions . 
Afin d 'obtenir les meilleurs résultats possibles, nous prenons aussi les précau-
tions suivantes que nous recommandons à toute personne souhaitant utiliser une 
1. Yocto-Amp 
yocto- amp 
http ://www.yoctopuce .com/EN/ products / usb-electrical-sensors / 
2. BATTERY I-IISTOR!AN : https: / /gi thub. com/google/battery- historian 
3. Supports aux montages: https: 1 /gi thub. corn/ JonHylands/fxos - battery-harness 
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approche similaire : 
1. Désactiver le contrôle automatique de la luminosité sur le téléphone et la 
mettre au minimum, 
2. Désactiver ou supprimer les applications qui se lancent en tâche de fond , 
3. Désactiver le Bluetooth , le GPS et les autres composants qui pourraient 
consommer de l'énergie mais ne sont pas nécessaires à l'application, 
4. Mettre le son au minimum, sans le couper , 
5. Mettre un fond d 'écran noir et non dynamique, 
6. Utiliser une version d 'Android la plus épurée possible, sans sur-couche lourde, 
7. Utiliser un réseau Wi-Fi stable et non pas le réseau de la carte SIM (couper 
le Wi-Fi si non nécessaire) , 
8. Charger la batterie au maximum avant les expérimentations , et recharger 
au maximum à intervalle régulier toutes les x expérimentations, 
9. Éteindre le téléphone pendant 5 minutes après toutes les x expérimenta-
tions, afin de laisser les composants refroidir , 
10. Utiliser une connexion pour USB plutôt que Wi-Fi pour lancer les scéna-
rios . 
6.3 Étape 3 : Traitement des métriques 
6.3.1 Entrées 
Fichiers contenant les métriques de performances brutes . 
6.3.2 Sortie 
Résulta ts sur les performances de chaque version d 'une application. 
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Ampèremètre 
(Yocto Amp) 
Batterie 
Serveur 
Hot-Pepper 
Téléphone 
F igure 6.2 Schéma du montage néce saire afin de mesurer la consommation 
d 'énergie 
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Figure 6.3 Photo du montage nécessaire pour se connecter entre la batterie et 
le téléphone 
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6.3.3 Description 
Cette étape est similaire à ce qui est effectué sur C URRY. Toutefois il existe 
quelques différences, tout d 'abord il s'agit ici de calculer une quantité d 'énergie 
en utilisant les mesures d 'intensité. Pour cela, nous utilisons l'Équation 1.1 du 
chapitre 1 en prenant la somme des mesures d 'intensité multipliée par la durée 
de l 'intervalle de mesure et par le voltage (constant et dépendant des spécifi-
cations de la bat terie). Nous obtenons ainsi une quantité d 'énergie consommée 
pour chaque expérimentation, nous utilisons donc la moyenne et Cohen's d qui 
sont adaptés pour ce nombre de mesures. 
6.3.4 Implémentation 
Ces calculs sont directement gérés par HoT-P EPP ER, l 'interprétation des résul-
ta ts est laissée à l'utilisateur, toutefois nous suggérons tout de même automati-
quement la version la plu efficace en fournissant le code code source corrigé ainsi 
que l 'APK . On peut retrouver un exemple d 'utilisation dans le chapit re 11. 
Troisième partie 
Validations et expérimentations 
97 

CHAPITRE VII 
VALIDATIO DE PAPRIKA 
Dans ce chapitre, nous présentons les diverses validations effectuées afin de prou-
ver l'efficacité de notre approche de détection des défauts de code. Dans un pre-
mier temps, la validation a été effectuée sur une application témoin puis, par la 
suite, nous avons effectué une validation empirique sur différentes applications 
en demandant l 'avis d 'experts sur les résultats de P A PRI KA . Le but de la pre-
mière validation est de s'assurer que les défauts de code renvoyés par P APRIKA 
correspondent bien à l'intention des requêtes présentées dans le chapit re 4, tandis 
que les deux validations suivantes valident aussi cet aspect technique mais aussi 
la validi té des définit ions et la pert inence de l'utilisation de la logique floue en 
demandant l'opinion d 'exper ts. 
7.1 Validation sur une application témoin 
Dans cette section, nous présentons les résulta ts d 'une validation empirique que 
nous effectuons sur une application témoin afin de garantir l 'efficacité de P A-
PRIKA. Il est à noter que cette étude détaillée a été publiée en milieu de thèse et 
ne concerne que 8 des 17 défauts de code présentés précédemment avec le seuil 
HIGH et sans logique floue. Toutefois nous ut ilisons toujours l 'application témoin 
actuellement afin de tester P AP RIKA techniquement , en nous assurant que la pré-
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cision et le rappel soient toujours à 1 pour l'ensemble des défauts de code et en 
émettant l'hypothèse que le seuil HIGH soit valide pour la détection. On ne pose 
donc pas ici la question de la subjectivité des seuils choisis qui est abordée dans 
les validations suivantes . 
7.1.1 Sujets 
Nous appliquons PAPRIKA sur 8 défauts de code, à savoir BLOB, Swiss Army 
Knife, Gomplex Glass, Leaking Inner Glass, Long Method, Internat Getter/ Setter, 
Member Ignoring Method et No Law memory Resolver. 
7.1.2 Objet 
L'application témoin est l 'objet de cette étude. Nous avons développé cette ap-
plication afin qu'elle contienne tou le type de défauts de code, en v illant à 
introduire des difficultés pour la détection (par exemple en jouant avec l 'héritage 
ou les surcharges de méthodes). Lors de cette étude, l'application contenait 62 
instances de défauts de code parmi le 8 listés précédemment. Le code source 
de cette application est disponible sur GitHub 1 . La version étudiée po sède 51 
classes, dont 6 activités ainsi que 205 méthodes. Les classes générées à la compi-
lation comme BuildConfig et R sont inclus dans ce compte. Noton qu'elles sont 
désormais ignorées par PAPRIKA lors de la détection puisque nous considérons 
que le développeur n'a pas le contrôle sur le code généré. 
1. Code source de l'application t' rnoin 
paprika-witness-app 
https://github.com/GeoffreyHecht/ 
----------
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7.1.3 Conception expérimentale 
Nous avons effectué une analyse de sensibilité des résultats avec divers seuils, 
ainsi qu'une comparaison rapide avec d 'autres outils et une évaluation de l'im-
pact de l'obfuscation sur notre application témoin. Les seuils statistiques ont été 
calculés sur les 15 applications présentées dans le Tableau 7.1. Elles ont été té-
léchargées depuis le Google Play Store en Juin 2013. Il est à noter que les seuils 
que nous utili ons actuellement sont légèrement différents car calculés sur des 
ensembles de données contenant plus de 3000 applications. 
Tableau 7.1 Applications utilisées pour le calcul des seuils pour la validation 
sur l'application témoin 
1 Nom 1 Téléchargements 1 Note 1 Classes 1 Méthodes 1 
Adobe Reader 100,000 ,000+ 4.3 902 5,214 
Android Temperature 500,000+ 4 373 2,238 
Face book 500,000,000+ 3.9 9,117 46 ,867 
Fitnet Apps 50+ 4.9 13 74 
FLY HD MP4 Video 1,000,000+ 4.3 364 2,332 
Free 5000 Movies 1,000,000+ 3 3 5 
Opera Mini browser 100,000,000+ 4.4 182 1,830 
Savoir Maigrir 50,000+ 2.9 449 2,190 
Simulator Laser 5,000,000+ 2.1 225 1,205 
Skype 100,000,000+ 4.1 2,364 12,901 
Superbuzzer Trivia 500,000+ 3.9 858 5,265 
Tcheck' it 5,000+ 2.2 1,306 9,268 
Twitter 100,000,000+ 4.1 4,335 29 ,309 
Video Chat Rooms 100,000+ 4.1 7 94 
Zoom Camera Free 5,000,000+ 4 415 2,131 
7.1.4 Analyse de sensibilité 
Cette analyse de sensibili té utilise plusieurs types de seuils, à savoir la médiane, 
la moyenne, Q3 et Q3 + 1.5 x I QR qui sont utilisées pour les défauts de code 
subjectifs. Les résultats apparaissent dans le Tableau 7.2. Comme nous pouvons 
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nous y attendre, l'utilisation du seuil Q3+ 1.5 x IQR fournit des résultats parfaits 
au regard ce que nous attendons de cette application témoin. 
Tableau 7.2 Analyse de sensibili té sur l'application témoin 
1 Seuil 1 Précis ion 1 R appe l 1 Fl-mesure 1 
Médiane 0.348 1 0.5161 
Moyenne 0.8 1 0.8889 
Q3 0.7619 1 0.865 
Q3+ 1.5*IQR 1 1 1 
Globalement, nous nous attendions à la présence de 62 défauts de code soi-
gneusement ajoutés manuellement dans l'application. L 'utilisation du seuil à 
Q3 + 1.5 x IQR nou permet de tous les détecter et de n 'avoir aucun faux positif, 
contrairement aux autres seuils qui ont tendance à avoir un rappel qui baisse avec 
la valeur du seuil. 
7.1.5 Comparaison avec d 'autr s outils 
Bien que PAPRII<A soit le seul outil capable de d'tecter des défauts de code spé-
cifiques à Android , nous l 'avons comparé à d'autres outils capable de détecter 
des défauts de code 00, afin de valider nos choix techniques . L s méthodes de 
détection et les métriques utilisées sont différentes, il n 'est donc pas pertinent de 
comparer les résultats bruts. Nous les comparons donc d'un point de vue pra-
tique. Tout d 'abord nous l'avons comparé à PMD 2 qui est un outil populaire 
pour les applications Java . Il st capable de d- tecter des défauts de code en fonc-
tion de règles prédéfinie . Il contient actuellement 347 règles, dont ExcessiveMe-
thodLength quie t imilaire à Long Method. Cette règle utilise principalement un 
seuil arbitraire statique qui peut être modifié dan le préférences de PMD. Par 
défaut , une méthode est classée comme ExcessiveMethodLength si elle contient 
2. PMD : http : 1 /pmd. sourceforge. net 
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plus de 100 lignes de code. Toutefois, cette valeur semble arbitraire et peu appro-
priée pour les applications Android puisqu 'il s'avère que 75% des méthodes ont 
moins de 15 instructions (Recht et al., 2015b). En particulier , seuls trois cas sur 
les huit que nous détectons apparaissent avec ce seuil. Évidemment, il est tou-
jours possible de modifier ce seuil mais PMD ne fournit aucun mécanisme d 'aide 
avec de dét erminer une valeur objective. 
Pour résoudre ce problème, d 'autres approches comme JDEODORANT 3 ou PTI-
DEJ 4 font usage d 'une analyse statistique sur l'application en cours d 'analyse 
pour déterminer les seuils de détection. Avec ce moyen, JDEODORANT est ca-
pable de détecter une des deux instances de BLOB que nous détectons. Pour 
cela, il ut ilise la moyenne du ratio de la cohésion sur le couplage pour chaque 
classe (Fokaefs et al., 2011). Toutefois notons qu'avec cette technique, si nous 
supprimons toutes les classes sauf les BLOB (ou si nous fusionnons toutes les 
classes pour n 'avoir que deux BLOB de cohésions équivalentes), alors JDEODO-
RANT ne détect era plus aucune inst ance de BLOB puisque statistiquement les 
deux classes ne sont plus des données aberrantes. On voit ici l'avantage de l'uti-
lisation de la base de données de P APRIKA qui détectera quand même ces deux 
classes puisqu 'elles apparaîtront comme des données aberrantes par rapport à 
l'ensemble des autres classes de toutes les applications analysées . 
3. JDeodora nt : http: 1 / www . j deodorant . corn 
4. P t idej : http: 1 / www. ptidej . net 
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7.1.6 Impact de l 'obfuscation sur la détection des défauts de 
code 
Nous avons aussi évalué l 'impact de l'obfuscation sur ces résultats . Nous avons 
donc analysé les APKs des applications après avoir été obfusquées et optimisées 
avec le très populaire Proguard 5.1 5 et Stringer J ava Obfuscator 1.6.11 6 . Pro-
guard est un obfuscateur J ava libre compatible pour Android. Il est disponible 
par défaut dans une version embarquée dans la plupart des environnements de dé-
veloppement comme Netbeans , Eclipse et surtout Android Studio. Stringer J ava 
Obfuscator est un outil commercial qui permet entre autre de crypter les chaînes 
de caractères, il est aussi compatible avec la plupart des environnements de dé-
veloppement. Les deux outils supportent le renommage des classes, méthodes et 
variables ainsi que certaines optimisations de code comme la suppression du code 
mort . Comme on peut l 'apercevoir dans la documentation de Proguard, ces outils 
ne pratiquent pas d 'obfuscation du flux d'exécution afin de ne pas affecter néga-
tivement les performances et la taille de l'application. Toutefois la phase d'op-
timisation peut restructurer le code source, notamment en supprimant le code 
mort. Comme nous pouvons l 'apercevoir dans le Tableau 7.3, Stringer n 'a aucun 
impact sur la détection alors que Proguard n 'affecte que légèrement le rappel de 
notre détection. 
L'impact de Proguard sur le rappel peut être expliqué par deux facteurs. Tout 
d 'abord, le processus d'optimisation de Proguard supprime une instance de Long 
M ethod en optimisant les ressources de style de l 'application dans la classe R gé-
nérée par Android. otons que cet aspect n 'est plus d 'actualité avec la nouvelle 
version de PAPRIKA. Ensuite, le processus d'obfuscation nous empêche de détec-
5. Proguard : http: 1 /proguard . sourceforge. net 
6. SL ringer J ava Obfuscator: https: 1 /jfxstore. com/stringer 
- ---------------------------~ 
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Tableau 7.3 Impact de l'obfuscation sur la détection des défauts de code 
Outil 1 Précision 1 Rappe l 1 Fl-mesure 1 
0 bfuscation S tringer 1 1 1 
Obfuscation/ Optimisation Stringer 1 1 1 
Optimisation Proguard 1 0.9838 0.9918 
Obfuscation/ Optimisation Proguard 1 0.9032 0.9491 
ter les classes internes et par conséquent toutes les instances de Leaking Inner 
Glass. L'impact reste donc assez limité mais est à prendre en compte dans les ré-
sultats de PAPRIKA sur les applications obfusquées, il est à noter que de manière 
générale nous sommes capables de détecter les classes internes dans la plupart 
des applications que nous analysons . 
7.1.7 Menaces à la validité 
Dans cette sous-section, nous discutons les problèmes principaux qui peuvent 
menacer la validité de cette validation et qui doivent donc être pris en compte 
afin de mitiger les conclusions. Pour cela, nous présentons les menaces en suivant 
les recommandations proposées dans (Cook et Campbell , 1979) . 
Validité interne : Les menaces à la validité interne sont pertinentes pour les 
études qui cherchent à effectuer des relations de causes à effets. Dans ce cas, cela 
pourrait être dû aux seuils que nous utilisons. Toutefois , cette validation est plus 
à caractère technique et par conséquent elle est n 'est pas menacée ici puisque 
nous ne cherchons pas à interpréter la pertinence des résultats présentés. 
Validité externe : Les menaces à la validité externe sont les approximations 
qui pourraient émerger de nos conclusions surtout lorsqu 'elle impliquent des 
généralisations sur des contextes différents. Nous avons fait attention à ne pas 
effectuer des conclusions qui généralisent la fiabilité des résultats de P APRIKA . 
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Il est évident que l'application témoin n'est pas représentative de l'ensemble des 
applications, toutefois cette étude permet de prouver que PAPRIKA fonctionne en 
accord avec ces spécifications. 
Fiabilité : Les menaces à la fiab ilité concernent la possibilité de reproduire cette 
étude et les analyses qui en découlent. Nous fournissons tout le matériel néces-
saire afin d 'aider à la reproduction de cette étude, de plus les outils statistiques 
utilisés sont clairement décrits. Notons toutefois que la vérification ici des défauts 
de code est manuelle, et donc potentiellement suj ettes à erreur. 
Validité conceptue lle : La validité conceptuelle de cette validation aurait pu 
être influencée par les mesures et tests statistiques effectués durant nos ana-
lyses. Nous avons tenté de minimiser ce facteur en utilisant les indicateurs clas-
siques (précision , rappel et F1-mesure) du domaine de l'extraction d 'informa-
tions (Goutte et Gaussier , 2005). 
Validité des conclusions : La menace principale aux conclusion de cette étude 
pourrait provenir des tests statistiques que nous avons utilisés, nous avons réduit 
ce risque en ut ilisant seulement des tests statistiques couramment employés dans 
la communauté elu génie logiciel (Maxwell, 2002). 
7.2 Validation empirique par des experts 
Dans cette section , nous présentons les résultats d 'une étude mpirique desti-
née à valider l'efficacité de PAPRIKA en terme d 'exactitude, précision, rappel et 
F1-mesure. Pour cette analyse , nous avons comparé les résultats obtenus par PA-
PRII<A av c les opinions de développeurs Android sur différentes instances pré-
sentant ou non des défauts de ode. Une fois de plus , nous suivons les recomman-
dations de Wohlin et al. (Wohlin et al ., 2012) pour présenter les résultats de 
cette validation. 
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7.2.1 Hypothèses 
Afin de pouvoir évaluer l'efficacité de notre approche, nous avons formulé les 
hypothèses suivantes : 
H 1• Exactitude: La détection de PAPRIKA a au moins une exactitude de 75%, 
c'est-à-dire que plus de trois quarts des occurrences de défauts de code sont cor-
rectement classifiées. 
H 2 • Précision : La détection de PAPRIKA a au moins une précision de 75%, 
,c'est-à-dire que plus de trois quarts des occurrences de défauts de code sont des 
vrais positifs. 
H 3 • Rappel : La détection de P APRIKA a au moins un rappel de 75%, c'est-à-dire 
que plus de trois quarts des défauts de code existants dans le code source sont 
détectés. 
H 4 • Fl : La détection de PAPRIKA a au moins une F1-mesure de 75%. La F1-
mesure regroupe la précision et le rappel et c'est donc une bonne estimation de 
la pertinence d 'un classifieur (Goutte et Gaussier , 2005) . Une haute valeur de F1 
signifie que la solution analysée combine une haute précision et un haut rappel. 
7.2 .2 Sujets 
Les suj ets de notre validation sont les 14 développeurs Android qui ont évalué la 
présence des défauts de code dans des portions de code provenant d'applications 
Android existantes. Aucun des suj ets n 'a été impliqué dans le développement 
de PAPRIKA et ils n 'étaient d'ailleurs souvent pas au courant de la nature des 
défauts de code Android qu 'ils ont dû analyser malgré leurs expériences dans le 
développement de telles applications. 
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7.2.3 Objets 
Les objets de cette étude sont les 17 types de défauts de code détectés par PA-
PRIKA , que nous avons déjà présenté dans le chapit re 3. 
7.2.4 Conception expérimentale 
Pour valider notre approche, nous avons donc demandé à 14 experts en dévelop-
pement Android d 'inspecter un total de 76 occurrences potentielles de défauts de 
code qui ont été extraites de sept applications au code source libre. 
L'analyse manuelle du code source complet d 'une application demande beaucoup 
de temps et peut être source d 'erreurs d 'inattention , nous avons décidé de faire 
évaluer des potentielles instances de défauts de code qui étaient marqués comme 
défauts de code ou non par PAPRIKA. Tous les instances ont été sélectionnées 
de manière aléatoire. Nous avons différencié les instances positives qui ont été 
détectées par PAPRIKA , des instances que nous appelons négatives qui sont en 
fait des portions de code qui pourraient théoriquement contenir un défaut de 
code mais que PAPRIKA n 'a pas identifié comme en contenant . 
Afin de sélectionner les instances, nous avons tout d 'abord analysé avec PA-
PRIKA 45 applications téléchargées depuis le dépôt d 'application libre F-Droid 
(https: 1 / f-droid . org) , afin d 'obtenir tout type de défauts de code. Les seuils 
utilisés par cette validation ont été calculés avec l'ensemble de données présentées 
dans le chapitre 8. Toutefois , nous n 'avons malheureusement pas trouvé d'occur-
rences d ' Invalidate Without Reet puisque ce défaut est as ez rare. Il ne fait donc 
pas partie de cette validation, mais les résultat sur l'application témoin laisse à 
penser que PAPRIKA détecte ce défaut de code de manière efficace. 
ous avons ensuite réduit ce nombre d 'applications libres à sept afin d 'obtenir la 
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détection de chaque type de défauts de code dans au moins deux applications. Les 
applications ainsi sélectionnées apparaissent dans le Tableau 7.4. Pour chaque dé-
faut de code, nous avons choisi aléatoirement des instances positives et négatives 
dans ces applications en se basant sur les résultats donnés par PAPRIKA. Une fois 
sélectionné, nous avons extraits la port ion de code intéressante--c'est-à-dire, la 
portion de code permettant l'identification par un humain du défaut de code-
dans le code source de chaque application. 
Tableau 7.4 Liste des applications libres utilisées pour la validation 
1 Nom 1 Paquet 1 # Version 1 
SoundWaves org. bot t iger . podcast 38 
Terminal Emulator j ackpal. android ter rn 71 
A maze corn. am aze. fi lemanager 29 
WordPress org.wordpress .android 103 
Sky Map com.google.android. stardroid 1113 
Vanilla Music ch. blinkenlights.android . vanilla 1031 
ADW.Launcher org.adw. launcher 34 
Nous avons ensui te séparé les instances sélectionnées en deux ensembles expéri-
mentaux arbit raires. Le premier ensemble regroupe les défauts de code LIC, LM, 
MIM, NLMR, SAK, UCS, UHA et UIO tandis que le second ensemble est consti-
tué de BLOB, CC, HAS, HBR, HMU, HSS , IGS et lOD. Nous avons ensuite 
créé un formulaire en ligne pour chaque ensemble afin de collecter les réponses 
des participant s. Chaque question du formulaire était composée d 'une portion 
de code et de la définition d 'un défaut de code. Le participant devait alors don-
ner son opinion sur la présence du défaut de code dans la portion de code. Ces 
questionnaires de forme oui/ non sont toujours disponibles en ligne pour consul-
tation 7 . 
Nous avons formé deux groupes d 'experts, chaque groupe devant se prononcer sur 
7. Questionnaires de la validation : ht t p : 1 / sofa . uqam. ca/paprika/ j ournal 16. php#Forms 
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un des ensembles expérimentaux (un groupe de défauts de code) . La séparation 
en deux ensembles permet de réduire le temps nécessaire pour chaque participant 
et réduit aussi le nombre de définitions de défauts de code à assimiler. 
7.2.5 Processus de validation 
La valida tion s'est donc effectuée en utilisant les formulaires précédemment men-
tionnés. Les experts se sont prononcés sur la présence d 'un évent uel défaut de 
code pour chaque quest ion. Les participants ne possédaient aucune information 
sur les résultats données par l'analyse de P APRIKA. Ils n 'étaient donc pas au cou-
rant du nombre de cas positifs, négatifs ou faisant appel à la logique floue. 
Nous avons effectué la valida tion dans une pièce prévue à c t ffet en ne per-
mettant pas d 'interactions entre les différents participants. Chaque expert a été 
interrogé indépendamment et nous avons supervisé individuellement les réponses 
apportées pour chaque portion de code. En effet, nous voulions être disponibles 
pour clarifier toutes les questions qui pourraient concerner les définitions des 
défauts de code. De plus, nous voulions observer le raisonnement suivi par les ex-
perts notamment lorsque la logique floue était ut ilisée par PAPRIKA . Les experts 
ont pris entre 30 et 50 minutes pour effectuer la validation. 
7.2.6 Résultats de la validation 
Afin de calculer l'exactitude, la précision, le rappel et la F l -mesure de notre 
approche, nous avons comparé les opinion des développeurs avec les résultats 
obtenus par PAPRIKA. Notons ici que ces résultats ne comparent que les résultats 
de notre approche et les réponses des développeurs. Ainsi par exemple, le rappel 
n'est pas appliqué à l'ensemble d s instances de défauts de code mais seulement 
en comparaison de ce que les experts estiment être des défauts de code. Nous 
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excluons ici les cas avec logique floue qui seront abordés dans la section suivante. 
Dans les autres cas, pour calculer l'exactitude, la précision, le rappel et la FI-
mesure pour chacun des défauts de codes, nous avons appliqué les formules sui-
vantes (avec vp qui correspond au nombre de vrais positifs, vn au nombre de vrais 
négatifs, fp au nombre de faux positifs, et enfin , fn le nombre de faux négatifs) : 
vp+vn 
E xactit'ude = f f 
vp+vn+ p+ n 
(7. I ) 
P , . . vp rec2swn = f 
vp+ p 
(7.2) 
vp 
Rappel = f 
vp+ n 
(7.3) 
Précision x Rappel FI- mesure= 2 x ______ __:_::___ 
Précision + Rappel (7.4) 
Le Tableau 7.5 montre les résultats pour chacune de ces variables. 
Nous pouvons observer que globalement PAPRIKA a une excellente exactitude 
(0.9), précision (0.88), rappel (0.93), et FI-mesure (0.9). Par conséquent, PA-
PRIKA donne la majorité du temps des vrais positifs et des faux négatifs pour 
tous les défauts de code. Toutes nos hypothèses sont donc validées et nous esti-
mons donc que PAPRIKA est une approche fiable et efficace pour les développeurs. 
Toutefois, on peut observer quelques différences entre les défauts de code. P ar 
exemple, on obtient une exactitude de IOO% pour le BLOB ainsi qu'une FI-
mesure de 1 alors que le FI-mesure de Member Ignoring Method est seulement 
de 0.76. 
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Nous nous attendions à une exactitude moindre pour les défauts de code que nous 
considérons comme problématiques ou suspicieux, car comme évoqué précédem-
ment bien que le mécanisme de détection de PAPRIKA soit fiable, il es t possible 
que chaque participant utilise un seuil subj ectif et personnel pour déterminer la 
présence ou non de ces défauts de code. 
À l'inverse, nous nous attendions à de meilleurs résultats pour Leaking Inner 
Classes et surtout Member Ignoring Method qui sont deux défauts de code qui 
n 'utilisent pas de notion de seuils. Après inspection des résultats, il s'avère que 
les résulta ts présentés aux experts sont effectivement des vrais positifs ou des 
faux négatifs mais qu 'ils sont parfois difficiles à détect er visuellement au sein du 
code d 'une classe. Il est donc fort probable, qu 'il y ait donc erreur humaine plus 
qu 'une opinion différente des résultats de P APRIKA pour les quelques réponses 
contradictoires. 
7.2.7 Menaces à la validité 
Dans cett e sous-section , nous discutons les problèmes principaux qui peuvent 
menacer la validité de cet te validation et qui doivent donc être pris en compte 
afin de mitiger les conclusions. Pour cela, nous présentons les menaces en suivant 
les recommandations propo ées dans (Cook et Campbell , 1979) . 
Validité interne : Dans notre cas, les menaces principales sont : l'expérience 
des part icipants dans le domaine, l 'échange d 'information ent re participants , le 
manque d 'objectivité vis-à-vis des auteurs de l'étude, ainsi que la difficulté de 
compréhension des informations contenues dans les formulaires en ligne. Concer-
nant l'expérience des part icipants, nous avons choisi des développeurs habitués 
au développement sur la plate-forme Android . Il est à noter que la majorité des 
participants ne connaissaient pas la plupart des défauts de code, nous avons donc 
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veillé à fournir des définitions et informations détaillées dans chacun des formu-
laires . L 'échange d 'information a été réduit en interrogeant les part icipants de 
manière indépendante mais aussi en utilisant différents formulaires et en sur-
veillant les participants pendant leurs participations à l'étude. Le manque d 'ob-
jectivité a été réduit en ne mentionnant pas aux participants que les défauts de 
code qu 'ils examinaient étaient les résultats de notre approche mais simplement 
en leur demandant de se prononcer sur la présence ou non du défaut. Nous avons 
a ussi veillé à réduire notre influence sur l'étude en sélectionnant les instances de 
défaut de code de manière aléatoire, sans prendre en compte les différentes in-
formations annexes que PAPRIKA peut fournir (comme les valeurs des métriques) 
et qui auraient pues guider nos choix . Enfin, concernant l'incompréhension, nous 
avons essayé d 'at ténuer au maximum les doutes qu 'auraient pu avoir les partici-
pants en clarifiant toutes les incompréhension qui ont pues intervenir durant les 
expérimentions, notamment concernant les définitions des défauts de code. 
Validité externe : La menace principale concerne ici la représentativité des 
résultats présentés. Pour minimiser ce risque, nous avons analysé 45 applications 
libres et différentes avant de réduire la sélection des cas à 7 applications qui 
pouvaient contenir la majorité des différents de défauts de code que PAPRIKA es t 
capable de détecter. Ce jeu d 'applications réduit peut clone être considéré comme 
représentatif des différents types de défauts de code qui pourraient apparaître ou 
non clans une application. L'expérience des participants clans le développement 
Androicl leur a permis de comprendre facilement les portions de code cont nant 
les défauts de code de ces 7 applications. Cette expérience a aussi été mise à 
contribution lorsque les développeurs ont eu à donner leurs avis, ce qui nous offre 
une latitude de généralisation plus importante. 
Validité conceptuelle : La validité concep tuelle de cette validation aurait pu 
être influencée par l s rn sures et tests tatistiques effectués durant nos analyses. 
' L__ 
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Nous avons tenté de minimiser ce facteur en utilisant les indicateurs classiques 
(exactitude, pr 'cision, rappel et Fl-mesure) du domaine de l'extraction d 'infor-
mations (Goutte et Gaussier , 2005). 
Fiabilité : Ici aussi, nous fournissons tout le matériel nécessaire afin d 'aider à la 
reproduction de cette étude, de plus les outils statistiques utilisés ont clairement 
décrits. 
Validité d es conclusions: La menace principale aux conclusions de cette étude 
pourrait provenir des tests statistiques que nous avons utilisés, nous avons réduit 
ce risque en ut ilisant seulement des tests statistiques couramment employés dans 
la communauté du génie logiciel (Maxwell , 2002). 
7.3 Validation empirique de la logique floue 
La validation précédente fut aussi l'occasion pour nous de valider la pertinence de 
l'utilisation de la logique floue pour nos résultats . La conception et les menaces 
à la validité de la section précédente sont donc aussi valables pour la section 
présente. 
En plus des cas précédemment mentionnés de forme oui/ non, nous avons aussi 
inclus de ca flous provenant de deux applications pour chaque d ' faut de code 
subj ectif. Toutefois, nous n 'avons t rouvé aucun cas utilisant la logique floue pour 
Heavy Service Start, il a donc été exclu des résultats qui suivent. Ces résultats ont 
aussi été l'occasion pour nous d 'effectuer une analyse de sensibilité afin d'observer 
les bénéfices de l'usage de la logique floue par rapport aux seuils traditionnels. 
Pour analyser les résultats , nous comparons simplement le ratio d oui/ non de 
réponses des participants à la valeur floue donnée par PAPRIKA. On ob erve alors 
une différence de seulement 0.173 en moyenne entre ces deux résultats. La boite 
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de Tukey de la Figure 7.1 , qui a été t racée avec les différences de chaque type de 
défauts de code subj ectifs, nous confirme que la différence se situe la plupart du 
temps entre 0.08 et 0.26 , avec toutefois un maximum à 0.32. Par conséquent, nous 
estimons que les résulta ts fournis par PAPRIKA représentent bien les différentes 
opinions des experts. De plus , il s'avère que nous avons pu observer que les cas 
de logique floue étaient ceux sur lesquels nos experts ont eu le plus de mal à se 
prononcer sachant qu 'ils ne pouvaient répondre que par oui ou non. Cette obser-
vation nous donne donc encore plu confiance dans la pertinence de l'utilisation 
de la logique floue. 
0 . 35.----------------------------.----------------------------~ 
0.30 ...................... .. . ....... .......... .......... .. ....... l ........ .. ..... .. .... ................... ........ .. . 
i 
0.25 
0.20 ........ . 
0.15 
0.10 
0.05 .............. ~. 
0. 00 ~--------------------------~----------------------------~ 
Figure 7.1 Boîte de Tukey représentant la différence absolue entre le valeurs 
flou s de PAPRIKA et le ra tio oui/ non 
Nous avons aussi comparé les résul ta t ent re les défauts de ode subj ectifs et ob-
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jectifs dans le Tableau 7.6. Nous nous attendions à une différence en faveur des 
défauts de code subj ectifs mais finalement la différence observée pour cette vali-
dation est négligeable. En effet, les très bons résul tats que nous pouvons observer 
pour les défauts de code utilisant des seuils sont liés à l'utilisation de la logique 
floue, comme on peut le voir dans l'analyse de sensibilité qui suit. 
Tableau 7 .6 Exactitude, Précision , Rappel et Fl-mesure de PAPRIKA pour les 
défauts de code subjectifs et objectifs 
-=~~~~~~~~ Subjectif Objectif 
Exactitude 0.89 0.90 
Précision 0.83 0.90 
rappel 0.96 0.90 
Fl-mesure 0.89 0.90 
7.3.1 Analyse de sensibilité pour les défauts de code subjectifs 
Nous avons aussi effectué une analyse de sensibilité qui confirme que l'utilisation 
de la logique floue pour les défauts de code subj ectifs est pertinente. Pour cela, 
nous avons comparé l 'exactitude, la précision , le rappel et la Fl-mesure des résul-
tats de notre approche avec la logique floue avec une approche utilisant un seuil 
unique à Q3 + 1.5 IQR (c'est-à-dire, l'é tendue interquartile) appelée HIGH et 
avec une approche VERY _HIGH qui u tilise cette fois Q3 + 3 IQR. Les résultats 
de cette comparaison apparaissent dans le Tableau 7.7. 
De manière prévisible, le seuil HIGH présente le meilleur rappel mais la pire 
des précisions puisqu'il inclut plus de cas que la logique floue ou l 'approche 
VERY _HIGH. De manière contra ire, l'approche avec le seuil VERY _HIGH aug-
mente la précision mais réduit le rappel en excluant les cas entre Q3 + 1.5 IQR 
et Q3 + 3 IQR. Mais surtout , on observe que c'est l'approche u tilisant la logique 
floue qui présente les meilleurs résultats en terme d 'exactitude et de Fl-mesure. 
Cela prouve que les instances traitées de manière floue par PAPRIKA sont en effet 
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les cas les plus discutés par nos experts, et que donc l'utilisation de la logique 
floue est justifiée. Notre approche est donc le meilleur compromis, et cela per-
met au développeur de donner la priorité à la correction des défauts de code en 
fonction de valeur de logique floue que PAPRIKA lui donne. 
Tableau 7. 7 Analyse de sensibili té pour les défauts de code subj ectifs 
FLOUE HIGH VERY HIGH 
Exactitude 0.90 0.81 0.86 
Précision 0. 83 0.71 1.00 
Rappel 0.97 1.00 0.70 
Fl-mesure 0 .90 0.83 0.82 
CHAPITRE VIII 
DÉTECTION DES DÉFAUTS DE CODE SUR UNE FOULE 
D'APPLICATIONS MOBILES 
Ce chapitre décrit les résultats d'une étude· empirique que nous avons effectuée 
sur plus de 3000 applications afin d'y étudier la présence de défauts de code 
Android et 00. 
Cette étude a pour but d'analyser la présence de défauts de code dans des appli-
cations populaires de la plate-forme Android en prenant en compte 1 s tendances 
de répartition des défauts parmi les applications, mais aussi l 'impact de cette pré-
ence sur la popularité d'une application ainsi que les relations entre le défauts 
de code t l s classes qui héritent du cadre d'application Android. Cette étude a 
été réalisée sur les 17 défauts de code présentés dans le chapitre 3. 
Plus précisément, nous avons répondu aux cinq questions de recherches sui-
vantes : 
RQ 1 : Pouvons-nous observer une tendance dans la distribution des défauts de 
code au sein des applications Android? 
RQ 2 : Pouvons nous utiliser la proportion de défauts de code d'une application 
pour évaluer la qualité d'une application A ndroid ? 
RQ3 : Pouvons-nous observer une relation entre la présence des défauts de code 
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et la popularité d 'une application ? 
RQ4 : Est-ce que les classes qui héritent du cadre d 'application Android (AFIC), 
comme les vues ou les activités, ont tendance à contenir plus de défauts de code 
que les autres classes ? 
RQs : Existe-t-il des relations entre les différentes occurr-ences de défauts de 
code? 
8.1 Ensemble de données 
Nous avons conçu cette étude autour d 'un grand ensemble d'applications An-
droid disponibles sur le Google Play Store. Cet ensemble est constitué de 3553 
applications qui sont différentes tant en terme d 'attributs internes comme leur 
taille qu 'en terme d 'attributs externes du point de vue de l 'utilisateur comme la 
note de l'application ou le nombre de téléchargements sur le magasin en ligne. Ces 
applications proviennent de l'ensemble de données AndroZoo (Allix et al., 2016) 
qui archive les APK disponibles sur le Google Play Store. Ces applications ont 
été téléchargées entre Juin 2013 et Juin 2014. Toutes ces applications proviennent 
des tops 150 des 26 catégories disponibles. Ce top est directement géré par Google 
qui catégorise to utes les applications en utilisant plusieurs critères (par exemple, 
le nombre de téléchargements , la qualité de l'application, la fréquence de inter-
actions entre l'u tilisateur et l'application, le nombre de désinstallations ou encore 
les notes et commentaires donnés par les utilisateurs). La liste des applications 
utilisées pour cette étude st disponible en ligne 1 , elle fournit aussi des informa-
tions sur l s attributs internes et externes de ces applications. Précisons que le 
champ taille (size en anglais) est ici la taille de l'application en kilo-octets, ct que 
1. Information sur l'eusernble de données http: 1 /sofa . uqam. ca/paprika/ j ournal16. 
php#Apps 
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cela inclut l'ensemble des ressources de l'application comme les images, fichiers 
de données ou librairies tierces . Il est à noter que toutes les applications des tops 
150 du Google Play Store ne sont pas disponibles sur AndroZoo ce qui explique 
le nombre de 3553 applications analysées. 
ous avons classé les applications analysées en utilisant les critères suivants : 
8.1.1 Catégorie 
ous clas ons les applications selon leur catégorie d 'appartenance sur le maga-
sin en ligne (par exemple, jeux vidéo, finance, loisirs, réseaux sociaux). Chacune 
des 26 catégories de l 'ensemble de données est représentée par au moins 80 ap-
plications. La Figure 8.1 représente la distribution des applications pour chaque 
catégorie. 
8.1.2 otes 
Nous caract'risons aussi les applications de cette étude en fonction de la note 
globale calculée à partir des notes individuelles des utilisateur . La Figure 8.2 
représente donc la distribution des applications en fonction de la note des utili-
sateurs. On peut observer que la majorité des applications ont notées au des-
sus de 3, 5 ur 5 (environ 90% de l ' nsemble) . C'est ici la conséquence de notre 
choix d 'analyser les applications les plus populaires de chaque catégorie, qui sont 
par conséquent des applications généralement bien notées, puisque le classement 
prend en compte cette note. On peut toutefois observer sur la Figure 8.2 que les 
notes de nos applications ont tendance à suivre une distribution normale, comme 
on pourrait l 'attendre d 'un tel en emble de données. Là note donnée aux ap-
plications est basée sur échelle de Likert et, par conséquent, la note globale est 
calculée comme la moyenne des valeurs ordinales individuelles ( ntre 0 et 5). Bien 
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que cela ne soit pas souhaitable d 'un point de vue théorique sur les mesures (Fen-
ton et Pfleeger , 1998) , cette note donne toutefois un aperçu du sent iment des 
utilisateurs finaux par rapport aux applications analysées. 
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Figure 8 .2 Distribution des applications selon les notes moyennes 
8.1.3 Taille 
Afin d 'analyser la relation qui pourrait exister entre la complexité d 'une applica-
t ion et la présence de défauts de code, nous caractérisons aussi nos applications 
en prenant en compte la taille de l'application en terme de nombre de classes . 
L'utilisation du nombre de classes es t plus pertinente que la taille en octets, car 
comme évoqué précédemment, la taille en octets prend en compte les ressources 
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de l'application. Notre ensemble de données est t rès variable en terme de nombre 
de classes . On retrouve donc des applications qui vont de 1 à plus de 9000 classes. 
Nous disposons aussi d 'autres informations sur la taille, notamment le nombre 
de AFIC pour chaque application. Ces informations sont disponibles dans la liste 
des applications. 
8.1.4 Nombre de téléchargements 
Le nombre de téléchargements est également un bon indicateur de la popularité 
d'une application auprès des utilisateurs finaux, c'est pourquoi nous l'utilisons 
aussi pour catégoriser nos données. Ce nombre de téléchargements est une des 
métriques utilisées sur le Google Play Store pour gérer les tops de chaque caté-
gorie. Tout comme la note globale, ce nombre est mis en avant pour caractériser 
le succès d'une application. Il est à noter que ce nombre n 'est disponible qu 'en 
terme cl 'intervalles (plus de 10/ 100/ 1000/ ... téléchargements). 
Une première observation intéressante est la corrélation existante entre le nombre 
de classes d 'une application et le nombre de téléchargements. On peut l'aperce-
voir dans la Figure 8.3 qui repré ente le nombre moyen de classes pour chaque 
intervalle en terme de nombres de téléchargements. On peut donc observer que 
plus une application est grande, plus elle est populaire. Les applications popu-
laires proposent sans doute des fonctionnalités plus nombreuses et complexes 
que les petites applications. Cette observation nous conforte dans notre opinion 
concernant la complexité grandissante des applications mobiles . 
8.2 Résultats 
Nous avons donc appliqué le processus d 'analyse de P APRII<A sur les 3553 appli-
cations de notre ensemble de données. Ensuite, nous avons généré plus de 120 
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Figure 8 .3 Nombre moyen de classes en fonction du nombre de téléchargements 
126 
graphiques afin d 'analyser les résultats et de répondre à nos questions de re-
cherche. Sans surprise, la proportion de défauts de code peut grandement varier 
d'une application à une autre et d 'un défaut de code à un autre. Par exemple, 
l'application GooGLE EARTH a, en moyenne, 0.04 M ember Ignoring M ethod par 
méthode, alors que TwiTTER à une moyenne de 0.14 par méthode. Nous avons 
toutefois pu déterminer des tendances globales (qui représentent le cas moyen) 
sur l'ensemble de nos applications pour chaque défaut de code. Notons que la 
logique floue e t prise en compte dans les résulta ts suivants. Nous avons simple-
ment considéré la valeur floue donnée par P APRIKA (entre 0 et 1) dans tous les 
calculs, alors que les instances non floues sont considérées comme des 1. 
8.2.1 Pouvons-nous observer une tendance dans la distribution 
des défauts de code au sein des applications Android? 
(RQl) 
Le Tableau 8.1 montre le total et la proportion de chaque défaut de code détecté 
pour l'ensemble des applications. Pour calculer la proportion, nous considérons 
la somme des valeurs (floues ou non) de chaque occurrence de type de défaut de 
code que nou divisons par le nombre d 'entités concernées par le défaut de code. 
Les entités concernées ' ont celles déjà présentées dans le Tableau 4.4 du cha-
pitre 4. On a donc, par exemple, la classe qui es t utilisée comme unité d 'analyse 
pour BLOB, Complex Glass, Unsuited LR U Cache Size, HashMap Usag e et Un-
supportedHardwareAcceleration. Nous divisons donc le nombre total de chacun 
de ces défauts de code par le nombre de classes de l'application. Pour d 'aut res 
comme No Low M emory R esolver, c'est un nombre plus spécifique au défaut qui 
est utilisé, ici le nombre d 'activités. 
ous pouvons observer que No Low M emory R esolver est présent dans la plu-
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part des activités. En effet, la méthode onLowMemory() n 'est pas implémentée 
dans 68% des cas. Bien que l 'absence de cette méthode puisse être justifiée dans 
les cas où absolument aucune ressource ne peut être libérée par l'application, il 
est peu probable qu 'une si grande proportion soit justifiée. Nous émettons donc 
l'hypothèse que les développeurs ne sont pas au courant des bénéfices de l'implé-
menta tion de la méthode onLowMemory{) ou alors ils estiment que les gains ne 
seront pas assez importants. De plus , nous avons pu faire la même observation 
lors de notre validation sur des applica tions libres. Il y avait aussi présence une 
régulière de No Low Memory R esolver bien que des ressources auraient pu être 
libérées au niveau de l'activité. 
Leaking Inner Glass est aussi un défaut de code très courant avec une présence 
dans 32% des classes internes concernées qui pourraient facilement être statiques 
ou utiliser une référence faible pour corriger le défaut. 
M ember Ignoring M ethod concerne environ 10% de toutes les méthodes des ap-
plications. Dans les 90% de m ' thodes restantes, 21.06% sont déjà des méthodes 
statiques et les autres ne peuvent pas devenir des méthodes sta tiques car elles 
font appel à une autre méthode non statique ou utilise une variable d 'instance 
d la classe. Cela est à mettre en parallèle avec les méthodes statiques qui repré-
sentent 17.4% de l'ensemble des méthodes . On pourrait donc obtenir 27.4% de 
méthodes sta tiques en corrigeant les défauts de code. Les développeurs oublient 
donc régulièrement de mettre leurs méthodes sta tiques alors qu 'ils pourraient 
améliorer les performances en le faisant dès que possible. 
Concernant les défauts de code 00, on retrouve Swiss Army K nif e, Long Me-
thod t Gomplex Glass dans des proportions similaires, ent re 6% et 9%, alors 
que BLOB apparaît pour environ 3.5% de classes. Ces proportions restent non 
négligeables, mais sans surprise pour nous puisque que nous avons déjà eu des 
-----------------
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proportions simila ires lors des premières analyses de PAPRIKA (Recht et al., 
2015a; Recht et al., 2015b). 
Les défauts de code pouvant entraîner un blocage de processus sont aussi assez 
courants. On retrouve 13.72% pour Heavy BroadcastReceiver, 6.96% pour Heavy 
AsyncTask et 3.55% Heavy Service Start. Bien que ces défauts soient détectés 
avec les mêmes métriques, on observe des différences entre ces trois types. Cela 
peut s'expliquer par les différents buts et utilisations des classes concernées. En 
effet, les BroadcastReceivers doivent souvent traiter les différents et potentiel-
lement nombreux Context et Intent dans la méthode onReceive ce qui pourrait 
expliquer pourquoi cette méthode est souvent longue et complexe. D'un autre 
côté, Heavy AsyncTask et Heavy Service Start ne peuvent apparaître que dan 
des méthodes de rappels (ca llback method en anglais) qui sont supposées rester 
courtes. Heavy AsyncTask peut apparaître dans trois méthodes différentes alors 
que Heavy Serv·ice Start ne concerne qu'une méthode, ce qui peut expliquer la 
différence de pourcentage observée. 
Les t rois défauts de code qui concernent l'affichage de l'IRM sont assez peu com-
muns. UI Overdraw apparaît tout de même dans 6.85% des vues, mais Invalidate 
Without R eet et UnsupportedHardwareAcceleration apparaissent seulement dans 
moins de 0.5% des vues. En effet, l'usage de la méthode invalidate et des mé-
thodes n 'utilisant pas l'accélération graphique est peu fréquent dans l'ensemble 
de nos applications. 
!nit OnDraw, qui est aussi lié aux vues, apparaît lui dans seulement 2.82%. Les 
développeurs semblent donc suivre les recommandations de Google dans ce cas. 
Nous pouvons faire la même observation pour Internal Getter/ Setter qui est pré-
sent dans seulement 1.04% de toutes les méthodes. 
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HashMap Usage est présent pour 2.46% des classes car les HashMaps ne sont 
pas toujours utilisées. Toutefois, l'utilisa tion de l'alternative recommandée qu 'est 
l 'ArrayMap est totalement négligeable puisque nous avons trouvé seulement 12 
appels à son constructeur dans toutes nos applica tions. En proportion, HashMap 
reste très populaire. 
Enfin, le défaut de code le moins courant est Unsuited LRU Cache Size avec 
quelques dizaines de cas car les caches sont assez peu ut ilisés. 
Au niveau de l 'ensemble des défauts de code et du nombre de classes des ap-
plications , on peut obtenir une régression linéaire significative (avec Pearson , 
valeur-r : 0.96, valeur-p : 0) comme on peut l'observer sur la Figure 8.4. Cette 
régression que nous avons obtenu par la méthode des moindres carrés montre 
que les développeurs ont tendance à introduire des défauts de code dans leurs ap-
plications proportionnellement aux nombres de classes qui la composent. Notons 
que bien cette observation n 'est valable que lorsque l 'on ut ilise les 17 défauts de 
code, ce n 'est pas toujours le cas lorsque que l'on se concentre sur un seul type de 
défauts. Par exemple, il n 'y a pa de relation linéaire entre le nombre de classes 
et le nombre de Heavy AsyncTask. Même en prenant, le nombre d 'entités spéci-
fiques il n 'est pas toujours possible d 'observer une relation. Ainsi , il ne semble 
pas y avoir de relations entre le nombre d'A yncTasks et de Heavy A sync Task. 
En fait , Leaking Inner Glass, Member Ignoring M ethod, Swiss Army Knif e, Com-
plex Glass et Long M ethod semblent être les seuls à être concernés pas une telle 
régression linéaire. 
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2000 4000 8000 10000 
Number of classes 
Figu re 8 .4 Régression linéaire entre le nombre total de défauts de code et le 
nombre de classes. Chaque point représente est une application . 
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8.2.2 Pouvons-nous utiliser la proportion de défauts de code 
d'une application pour évaluer la qualité d'une application 
Android? (RQ2) 
La régression linéaire précédente nous permet donc de prédire le nombre de dé-
fauts de code d 'une application et d 'évaluer la qualité d 'une applicat ion comme 
nous l'avons présenté dans la section 4.5. Comme nous l'avons décrit , il nous st 
alors possible d 'utiliser la valeur résiduelle pour établir un score de qualité pour 
chaque applica tion. 
La distribution du score de qualité que nous obtenons est présentée dans la Fi-
gure 8.5. Comme prévu, une très large proportion d 'applications possède un score 
proche de zéro puisque not re régression linéaire est très significative. On observe 
toutefois que nous avons plus d 'applications avec un score positif (2, 126 exac-
tement) qu 'avec un score négatif (1 , 427). Cela signifie que la valeur absolue du 
score à tendance à être plus grande pour les applications avec un mauvais score 
que pour les applications avec un bon score. On a donc des application qui ont 
tendance à être de très mauvaises qualités mais un peu moins nombreuses que les 
applications de bonnes quali tés . 
En regardant dans le dét ailles applications, on ob erve que les deux meilleurs ap-
plications de notre jeu de données ont été développées par Face book avec un score 
de 6882 pour Messenger et de 6160 pour l'application Facebook. L'entrepri e Fa-
cebook a donc probablement des processus de qualités robustes destinés à éviter 
les défauts de code dans ses applications. Notons qu c' st sans doute dans cette 
optique que Facebook propose I N FER 2 qui permet de faire de analyses statiques 
de code pour les applications mobiles . Les applications développées par Google 
2. Facebook I NFER : https: //github. c om/ facebook/infer 
0.0020 
0.0015 
0 .0010 
0.0005 
0 .0000 
- 8000 - 6000 -4000 - 2000 0 
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- score 
2000 4000 6000 8000 
Figure 8 .5 Distribution du score de qualité dans notre ensemble de données 
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ont souvent aussi un excellent score avec, par exemple, Youtube et Google Books 
parmi les dix meilleures applications avec des scores de 3134 et 3374, respecti-
vement. De manière similaire, plusieurs applications avec un mauvais score pro-
viennent des mêmes développeurs. Ainsi, parmi les dix pires applications, deux 
d'entre elles ont été développées par mtt et quatre par eduPad . L 'application 
avec le pire score de quali té est Bandsintown Concerts avec -5875. 
Le score moyen est aussi différent d 'une catégorie à une aut re comme on peut 
l 'apercevoir dans la Figure 8. 6. La catégorie communication possède en moyenne 
un bon score de 236 et par conséquent moins de défauts de code en proportion, 
peu importe la taille de l'application. Les applications de sports et éducation ont 
en revanche le pire des scores moyens avec -210. Ces catégories contiennent des 
différences majeures d'une application à l'au tre, contrairement aux catégories 
comme librairies, démos ou comics qui tendent à avoir un score similaire d'une 
application à l'aut re. Nous n 'avons pas pu identifier les causes de ces différences 
puisque nous n 'avons pas accès au code source des applications, mais il serait 
intéressant de creuser ces découvertes avec d'autres études pour comprendre et 
expliquer ces différences. Nous pensons tout de même qu'en l'état, le score est 
une information pertinente pour les développeurs qui peuvent ainsi comparer 
leur application aux autres, au sein de l'ensemble ou d'une catégorie. 
8.2.3 Pouvons-nous observer une relation entre la présence des 
défauts de code et la popularité d 'une application? (RQ3) 
Nous avons aussi étudié la relation entre notre score et la popularité des appli-
cations, avec les indicateurs disponibles à notre disposition , c'est-à-dire la note 
moy nne et le nombre de téléchargements. 
Concernant la note moyenne, la Figure 8.7 montre qu 'il ne semble pas exister 
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de relat ion entre les scores et les notes . Nous obtenons un résul ta t similaire en 
ut ilisant simplement le nombre de défauts de code à la place du score. Bien que 
tous les défauts de code détectés ont normalement un impact sur les performances 
et la maintenance de l'application, il semblerait que cela n 'affecte pas l 'avis des 
utilisateurs. Nous supposons ici que les utilisateurs ont plutôt tendance à noter 
l'application en fonction d'autres critères comme les fonctionnali tés , la facilité 
d 'ut ilisation , la stabilité ou encore sur des cri tères esthétiques . 
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Figure 8. 7 Boîte de Tukey des scores pour chaque note 
~ 0 
.j .,; 
Au contraire, on observe une relation entre notre score et le nombre cl télé-
chargements d 'une application. Comme on peut l 'observer dans Figure 8.8, il y 
a une tendance nette à une augmentation du score avec le nombre de téléchar-
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gements (on exclut de ce raisonnement les cas 50+ and 1000000000+ nombres 
de téléchargements qui ne sont repré entés que par une seule application dans 
notre ensemble d 'applications) . Nous ne prétendons pas qu 'avoir moins de dé-
fauts de code augmente le nombre de téléchargements d 'une application , mais 
il est plus probable que les équipes de développement t ravaillent plus la qualité 
des applications dès lors qu 'elles deviennent populaires . Cela rejoint les observa-
tions que nous avons pu faire précédemment sur les applications de Facebook et 
Google. Notons que cette relation est nette avec l'utilisation du score mais qu 'elle 
ne fonctionne plus en utilisant le nombre de défauts de code brutes pour chaque 
application. 
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8.2.4 Est-ce que les classes qui héritent du cadre d'application 
Android (AFIC) ont t endance à contenir plus certains dé-
fauts de code que les autres classes? (RQ4) 
Afin de déterminer si les AFIC tendent à contenir plus de défauts de code, nous 
avons calculé le ratio de chaque type de défauts de code avec l'AFIC et nous 
l 'avons comparé au ratio que l'on obtient sur l 'ensemble des classes (AFIC et 
non-AFI C donc) . Évidemment dans la réponse à cet te question, nous n 'évoquons 
que les défauts de code qui peuvent théoriquement affecter tous types de classes 
comme présentés dans le chapitre 3 puisque les autres sont spécifiques à un AFIC. 
Ces ratios ainsi que les chiffres bruts servant à les calculer apparaissent dans le 
Tableau 8.2. E tant donné que certains défauts de code peuvent apparaître plus 
d 'une fois par classe (lorsqu 'ils concernent des méthodes) , il est possible d 'obte-
nir un taux de présence supérieur à 100%. De manière générale, il y a toujours 
une différence de ratio ent re les classes AFIC et l'ensemble des classes. On ob-
serve aussi 'galement d 'une AFIC à une autre. En par ticulier , on peut remar-
quer que les vues ont tendance à être plus souvent affectées par BLOB (14.61% 
des vues), Long Method (106.18%), Member Ignoring Method (23.54%), Gomplex 
Glass (26.03%) en comparaison de l'ensemble des classes. C 'est aussi le cas pour 
les services et les activités et BLOB (7.28% des services et 12.95% des activi-
tés), Long Method (95.20% and 110.34%), M ember Ignoring Method (22.27% 
and 38.14%) et Gom plex Glass (14.84% and 23 .51%). On peut expliquer cette 
différence par le fait que les vues, services et activités sont des blocs de construc-
t ion essent iels le toutes le applications Android. Ces classes ont donc tendance à 
contenir des méthodes complexes et nombreuses afin de gérer les fonctionnalités 
principales de l'application. On remarque que c'est aussi le cas de ContentPro-
vider , sauf pour BLOB qui n 'apparaît que dans 1.61% des cas . On peut expli-
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quer ce faible pourcentage par le fait que les classes héritant de ContentProvider 
n 'implémentent que rarement autre chose que les cinq méthodes à surcharger de 
cette classe. En revanche, les implémentations de ces méthodes sont souvent assez 
longues et complexes. BroadcastReceiver et AsyncTask ont tendance à contenir 
Leaking Inner Glass (18.85% et 37.43%), ce qui est peu surprenant puisque ce 
sont des classes qui sont souvent utilisées pour démarrer des processus légers à 
l'aide de classes internes. On rema:çquera en revanche que les classes Non-AFIC 
sont moins affectées par Leaking Inner Glass (9.63% de toutes les classes), tout 
simplement parce qu 'elles ont généralement moins de classes internes . Internat 
· Getter Setter est très courant dans les vues (14.06%) parce que ces classes liées à 
l'interface graphique contiennent beaucoup d'attributs afin de gérer cette inter-
face. Au contraire, les autres AFIC ont tendance à posséder moins de Internat 
Getter Setter parce que les développeurs ajoutent rarement des attributs en plus 
de ceux obtenus lors de l'héritage. Sans surprise, UnsupportedHardware Accele-
ration apparaît presque uniquement dans les vues (1.02%) parce que ce sont ces 
classes qui sont dédiées au rendu de l 'interface graphique. On en retrouve toute-
fois parfois dans les activités (0.04%) mais presque jamais dans les autres AFIC . 
Unsuited LR U Cache Size est vraiment rare, peu importe le type de classes, ce 
qui rejoint nos observations précédentes. Enfin, on peut constater que HashMap 
Usage est légèrement plus courant avec ContentProvider (4.26%) ce qui est lo-
gique puisque ces classes permettent de gérer l 'accès à un ensemble structuré de 
données, qui se trouve être souvent une HashMap. 
8.2.5 Existe-t-il des relations entre les différentes occurrences 
de défauts de code? (RQ5) 
Nous avons aussi exploré les relations potentielles qui pourraient exister entre les 
différents types de défauts de code. Pour cela , nous avons regardé quelles sont 
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les instances qui sont affectées par plusieurs défauts de code (par exemple, une 
classe qui contiendrait deux types de défauts de code ou alors qui contiendrait 
aussi une méthode avec un défaut de code différent). Les résultats sont dispo-
nibles dans le Tableau 8.3. Une fois de plus, il est possible de dépasser les lOO% 
car une classe peut contenir plus d 'une méthode avec un défaut de code. Comme 
nous pouvions l 'attendre, les défauts de code qui utilisent des métriques (comme 
la complexité ou le nombre d 'instructions) ont tendance à apparaître dans les 
mêmes classes et méthodes . On a ainsi par exemple, 88.97% de BLOB qui sont 
aussi Gomplex Glass, et inversement 36.15% de Gomplex Glass qui sont BLOB. 
En effet, les métriques que nous utilisons sont liées à une notion de complexité, 
avec par exemple les méthodes qui ont de nombreuses instructions qui ont aussi 
tendance à avoir une complexité élevée. On peut aussi remarquer que certains 
défauts de code sont de simples spécialisations d 'autres, c'est le cas pour Heavy 
BroadcastR eceiver, Heavy Service Start et Heavy AsyncTask qui sont touj ours 
des Long Method. Comme on a pu le voir dans le chapitre 4, ce sont effective-
ment des méthodes longues avec un critère de complexité et un filtre sur le nom 
et la classe de la méthode. Même si Internat Getter S etter n 'utilise pas de mé-
triques de complexité, on le retrouve souvent lié à BLOB et Gomplex Glass car les 
classes complexes ont souvent de nombreux attributs ce qui augmente la probabi-
lité d 'utilisation d 'accesseurs et de mutateurs. C 'est aussi le cas pour HashMap 
Usage qui apparaît aussi souvent dans des classes complexes . Heavy Broadcast 
Receiver et Heavy A syncTask apparaissent souvent avec Leaking Inner Glass car 
comme. évoqué pour la question de recherche précédente, les classes internes sont 
très courantes dans BroadcastReceiver et AsyncTask. !nit OnDraw, UI Overdraw 
et Invalidate Without Reet apparaissent souvent dans les mêmes vues. Il y a donc 
des instances de vues qui sont très affectées par des défauts de code affectant 
les performances, ce qui semble signifier que les développeurs qui ont tendance à 
ignorer un des défauts de code ignorent les autres aussi. 
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8.3 Menaces à la validité 
Dans cet te sous-section, nous discutons les problèmes principaux qui peuvent 
menacer la validité de cette étude et qui doivent donc être pris en compte afin 
de mitiger les conclusions. Pour cela nous présentons les menaces en suivant les 
recommandations proposées dans (Cook et Campbell , 1979) comme précédem-
ment . 
Validité interne : Dans le cas présent , la validité interne pourrait être menacée 
par la stratégie de détection choisie par PAPRIKA . ous avons donc essayé de 
n 'ut iliser que des métriques robustes pour évaluer la pré erree des défauts dans 
toutes les applications analysées . L 'utilisation de la base de données complète 
pour déterminer les seuils réduit aussi l'influence que nous pourrions avoir sur 
les résultats. Toutefois la validité des résultats de PAPRIKA reste soumise à la 
fiabilité des validations précédemment effectuées. 
Validit é externe: Dans cet te étude, nous avons analysé un grand nombre d 'ap-
plications hétérogènes qui proviennent toutes du Google Play Store. Évidemment 
le critère de sélection des applications (c'est-à-dire ne prendre que les plus popu-
laires) a un eff t sur les résultats, mais il nous fournit aussi un moyen neutre 
de sélectionner les applications tout en apportant de la diversité tant sur les at-
tributs internes que les attributs externes . Nous avons aussi considéré un t rès 
large ensemble de défauts de code Android et 00, ce qui nous laisse croire que 
les résultats sont significatifs. otons aussi que bien notre régression ne respecte 
pas l'homoscédasticité, c'est à dire que notre estimation de la norme est moins 
précise pour les applications avec un grand nombre de classe . 
Validité conceptuelle : Ici la validité conceptuelle pourrait être menacée par 
not re définition de la taille d 'une application lorsque nous prenons en compte le 
nombre de défauts de code. Toutefois, l'ut ilisation du nombre de classes pour es-
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t imer la taille et la complexité d 'une applica t ion est une pra tique courante dans 
le monde du génie logiciel, c'est par exemple utilisé dans les approches qui font 
de l'analyse de points de fonction (IFP UG). L'utilisation de la valeur résiduelle 
pourrait menacer la validité conceptuelle, toutefois la fiabilité de notre régres-
sion nous fait penser que c'est un indicateur fiable pour estimer la qualité d 'une 
application. 
Fiabilité : Ici aussi, nous fournissons tout le matériel nécessaire afin de per-
mettre la reproduction de cette étude, de plus les out ils sta tistiques u tilisés sont 
clairement décrits. 
Validité d es conclus ions : La menace principale aux conclusions de cette étude 
pourrait provenir des tests statistiques que nous avons u tilisés, nous avons r ' duit 
ce risque en utilisant seulement des tests statistiques couramment employés dans 
la communauté du génie logiciel (Maxwell , 2002). 
8.4 Conclusion 
Cette étude a été l'occasion de prouver l 'efficacité de PAPRIKA et son fonction-
nement possible à large échelle. En analysant 3553 applications populaires du 
Google P lay Store, nous avons découvert plusieurs résultats significatifs. Tout 
d 'abord, la fréquence d 'apparit ion des défauts de code e t différente d 'un type 
de défaut à un autre, mais il y a une tendance à ce que le nombre de défauts de 
code augmente linéairement avec le nombre de classes. Cette observation , nous 
a permis de comparer la qualité des différentes applications de notre ensemble 
de données . Nous avon alors découvert qu'il y a une relation entre la quali té 
d 'une application et le nombre de tT chargements de celle-ci. Finalem nt, nous 
avons aussi découvert que 1 s clas es qui héritent du cadre d 'application Android 
ont tendance à être plus souvent affectées par certains types de défauts de code, 
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mais aussi que certains défauts de code ont tendance à apparaître dans les mêmes 
instances de classes ou de méthodes. Nous croyons que les résultats de notre ap-
proche et les résultats que nous avons présentés ici peuvent être aussi utiles aux 
développeurs qu 'au magasin en ligne d 'applications afin d 'améliorer la quali té 
des applications. 

CHAPITRE IX 
ÉVOLUTION DE DÉFAUTS DE CODE DANS LE TEMPS 
Ce chapitre décrit les résultats d'une étude empirique que nous avons effectuée 
sur 3568 versions de 106 applications Android afin d 'y étudier l 'évolution de la 
présence des défauts de code dans le temps. Il est à noter que cette étude est 
postérieure à l'étude précédente. Et, à cette date, nous n 'avons étudié que 7 d é-
fauts de code (BLOB, Long Method, Gomplex Glass, Member Ignoring Method, 
Leaking Inner Glass, UI Overdraw et Heavy Broadcast Receiver) sans utilisation 
de logique floue et avec un seuil à Q3 + 1.5 IQR. 
Cette étude a pour but d 'analyser l 'évolution de la présence des défaut de code 
dans des applications populaires de la plate-forme Android au fil des versions. 
Nous souhaitions aussi voir apparaître des tendances d'évolution communes à 
plusieurs applications, ainsi que de démontrer que les résultats donnés par P A-
PRIKA sont utiles pour suivre l 'évolution de la qualité d 'une application. Pour 
cela, nous avons répondu aux trois questions de recherche suivantes : 
RQ 1 : Pouvons-nous trouver des tendances d'évolution des défauts de code sur 
plusieurs versions d'une application ? 
RQ 2 : Existe-t-il des relations entre les tendances d'évolution des défauts de 
code ? 
RQ3 : Pouvons-nous utiliser PAPRIKA pour suivre la qualité d 'une application à 
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travers le temps ? 
9.1 Ensemble de données 
Cette étude aussi a été conçue autour d 'un grand ensemble de versions d 'appli-
cations populaires du Google Play Store. Nous profitons donc de la capacité de 
P APRII<A à analyser directement le code binaire des applications. La difficulté 
principale lors de la construction de cet ensemble de données fu t de trouver des 
versions de mêmes applications en quantité suffisante. 
Nous considérons donc 106 applications qui sont différentes tant en terme d 'at-
t ributs internes que d 'attributs externes. ous avons pu récolter un total de 3568 
versions de ces applications qui proviennent une fois de plus d ' AndroZoo et furent 
collectées entre Juin 2013 et Juin 2014. Ce sont aussi les applications des tops 150 
de chaque catégorie du Google Play Store, mais cette fois nous avons fi ltré la liste 
d'applications pour ne maintenir que les applications dont nous pos édons plus 
de 20 versions afin que l 'étude dans le temps soit pertinente. La liste des applica-
tions étudiées et leurs versions est disponible en ligne 1. 
Afin d 'illustrer la diversité de cet ensemble de données, nous le présentons sous 
différents points de vue. 
9.1.1 Catégorie 
Tout d'abord, nous avons clas é le applications selon la catégorie associée sur le 
Google Play Store parmi les 24 existante . La Figure 9.1 montre le nombr d 'ap-
plications pour chaque catégorie. Les applications ne changent pas de catégorie à 
1. Liste des applications et des versions: https :/ j goo.gl/ l'viktCYM 
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travers le temps. Par exemple, Twitter era toujours dans la catégorie Social. Les 
proportions que l'on retrouve aussi nous semble représentatives des applications 
les plus populaires et les plus mises à jour du magasin en ligne. En par t iculier , 
on remarque que la majorité des applications appart iennent à quatre catégories : 
Social, Communication, Productivity and Photogm phy. 
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Figure 9.1 Distribution des applications Android en fonction de la catégorie 
9.1.2 otes 
Nous décrivons aussi notre ensemble de données en fonction de la moyenne des 
notes a t tribuées par les u tilisateurs . La distribut ion des applications en fonction 
des notes apparaît sur la Figure 9.2. Ici, la plupart de nos applications ont une 
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note supérieure à 4.0 ce qui est sans doute dû à notre fi ltrage sur le nombre de 
versions. 
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Figure 9 .2 Distribution des applications Android en fonction de la note 
9.1.3 Nombre de téléchargements 
Le nombre de téléchargements est aussi un bon indicateur de la popularité d 'une 
application. Une observation intéressante sur notre ensemble de données est qu 'il 
existe une corrélation entre le nombre de téléchargements et le nombre de classes 
de l'application. L s applications les plus populaires sont donc les plus complexes 
et fournissent certainement le plus de fonctionnalités. 
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Versions 
Le nombre de versions d 'une application peut indiquer la maturité de celle-ci et 
refléter le succès de l'application auprès des utilisateurs finaux. Toutefois, nous 
ne disposons que d 'informations de temps relatives à propos des versions (l 'ordre 
dans le temps) mais pas de mesure de temps absolue ou de l'intervalle entre deux 
versions. Nous ne pouvons donc pas spéculer sur la relation entre la fréquence de 
sortie des versions ou l'évolution du score dans le temps . La Figure 9.4 présente 
le nombre de versions en fonction du nombre de téléchargements. En moyenne, 
chaque application possède un peu moins de 34 versions. 
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Taille 
Comme nous l'avons vu précédemment , en prenant le nombre de classes de l 'ap-
plication comme taille, nous avons une grande variété de cas . Notre ensemble de 
données varie de 8 à plus de 9000 en fonction des versions. De manière générale, 
les applications ayant le plus de classes ont aussi les meilleurs notes, le plus de 
téléchargements et plus grand nombre de versions. 
9.2 Résultats 
Pour obtenir les résultats, nous avons donc appliqué PAPRIKA sur les 3568 ver-
sions et généré les graphes concernant l'évolut ion du nombre de défauts de code 
pour chaque application. Au final, nous avons obtenu plus de 700 graphiques à 
analyser et qui sont résumés dans cette étude. Comme nous le supposions, l'évo-
lution du nombre de défauts de code varie d'une application à l'autre et il n 'est 
pas possible de dégager une tendance généralisable à l 'ensemble des applications . 
Nous obtenons une conclusion similaire même en prenant en compte le ratio entre 
le nombre de défauts de code et les entités concernées. Par exemple, l'applica-
tion CAMERA360 a 0.75 Member Ignoring Method en moyenne par classe tandis 
que l'application To Do CALENDAR PLA NNER en a en moyenne 2.5 par classe. 
Comme pour l 'étude précédente, nous avons calculé le score de chaque version. 
La différence étant qu 'ici nous avons suivi son évolution à travers le temps et que 
nous nous sommes concentrés sur un score spécifique à chaque type de défauts de 
code et non sur un score global. 
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9.2.1 Pouvons-nous trouver des tendances d'évolution des dé-
fauts de code sur plusieurs versions d 'une application? 
(RQl) 
En analysant les graphiques d 'évolution du score pour chaque applicat ion et 
chaque type de défauts de code, nous avons découvert cinq tendances d 'évolu-
t ion que l'on retrouve couramment sur les applications. 
A) Baisse constante : Généralement , la taille de l'application augmente au fi l des 
mises à jour et des nouveaux défaut de code sont constamment introduits. 
De plus, ce type d 'évolut ion implique qu'aucune forme de maintenance n 'a 
été mise en place pour supprimer les défauts de code des versions précédentes . 
Par conséquent , le core de l'application diminue parce que les nouveaux dé-
fauts de code introduits viennent s 'ajouter aux anciens. C 'est la tendance 
que nous avons rencontré le plus souvent dans notre ensemble de données, 
elle peut appa raître tout au long de la vie de l 'application ou seulement pour 
quelques versions. La Figure 9.5 montre une telle baisse constante de la qua-
lité pour le défaut de code Long Method. 
B) Augmentation constante : Malgré le fait que la taille de l 'application évolue 
avec le temps, il arrive que l'évolution semble plus contrôlée et moins arbi-
traire. Cette situation peut se produire lorsque l'équipe de développement 
suit des standards de développement rigoureux et prend en compte l'exis-
tence des défauts de code. Dans cette situation , nous obtenons une augmen-
tation constante du score, que la taille de l'application varie ou pas à travers 
le temps. Par exemple, comme on peut l 'ap rcevoir sur la Figure 9.6, le score 
de l'application FLlPBOARD ne cesse d'augmenter. Pour autant, l'application 
n 'a changé que deux fois de taille dans le· 26 versions considérées (aux ver-
sions 19 et 24). Il y a donc sans doute eu des phases de maint nance qui ont 
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Figure 9.5 Évolution du score de l'application PICSART pour Long Method 
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Figure 9.6 Évolution du score de l'application FLlPBOARD pour Gomplex Glass 
C) Stabili té : Dans ce cas, le score de l 'application reste constant sur plusieurs 
versions. La ratio de défauts de code introduits et de la taille de l'applica-
tion reste stable sur plusieurs versions. Cela peut aussi être dû au fait que les 
versions ne comportent que des changements mineurs qui n 'introduisent ni 
nouvelles ela es ni nouveaux défauts de code. Cette tendance n 'est généra-
lement que temporaire, et ne concerne donc que quelqu s versions . On peut 
l 'observer pour les 10 premières versions de FIREFOX ur Leaking Inner Glass 
sur la Figure 9.7. 
-- --- - -- -------
~ 
0 
u 
VI 
>--~ 
ra 
:::J 
rr 
0 
-20 
-lOO 
157 
. . 
--~- - ·~···~· ··-:· · ··:····:···-~··- ... ···: · · ·~· · ··:· ·· ·:·· · ·:-··-:-· · · ~ · 
. . . 
version 
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D) Baisse soudaine : Dans certains cas, le score de l'application chute abrupte-
ment sur une version . C'est un point de variation majeure dans l 'évolution de 
l'application et cela s'accompagne d 'une variation importante du nombre de 
classes de l 'application. On assiste donc souvent à une mise à jour majeure de 
l'application. Cette chute du score se propage sur les versions suivantes jus-
qu'à l'apparition d 'un autre profil d'évolution. On peut observer cette forme 
d 'évolution pour l'application EVERNOTE sur la Figure 9.8. Ici la baisse ou-
daine e produit entre la version 5 et 6, ensuite le score se stabilise mais reste 
faible jusqu'à la version 10 qui est suivie d'une augmentation constante. 
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Figure 9.8 Évolution du score de l'application de EVERNOTE pour BLOB 
E) Augmentation soudaine C'est l'inverse de la tendance précédente (D) et 
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cette tendance se caractérise donc par une augmentation brutale du score 
sur une version. On peut l'observer sur la F igure 9.9 avec une augmentation 
soudaine pour l'application SKYPE sur Leaking Inner Glass à la version 5. On 
va aussi avoir cette augmentation de qualité qui va se propager sur les versions 
suivantes. Ici aussi on observe ce changement de score avec un changement 
de taille important entre les versions. Mais ce n 'est pas toujours le cas, et 
cela peut être dû à un réusinage de l 'application afin de supprimer les défauts 
de code, ce qui se répercute sur le score et dont l 'effet persiste sur plusieurs 
versions. 
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Fig ure 9.9 Évolution du score de l 'application SKYP E pour Leaking Inner Glass 
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9.2.2 Existe-t-il des relations entre les tendances d 'évolution 
des défauts de code? (RQ2) 
Notre estimation de la qualité d'une application est basée sur la corrélation entre 
le nombre de défauts de code et l'entité concernée. Alors que certains défauts de 
code ont une meilleure corrélation avec le nombre de classes comme le BLOB, 
d 'autres sont liés à d 'autres entités comme le nombre de vues ( UIO) ou encore le 
nombre de classes internes ( LIG) , par exemple. 
Nous pouvons observer que lorsque la même entité est concernée par le défaut de 
code, alors les tendances d 'évolutions des différents défauts de code sont souvent 
similaires. Dans le cas présent , nous considérons que Long M ethod et Member 
lgnoring Method sont corrélées au nombre de classes, bien que dans la réalité ce 
soit plutôt le nombre de méthodes. Toutefois, cette approximation reste valable 
en vue du coefficient de corrélation que nous obtenons pour nos régressions (0 .8 
dans chaque cas). La Figure 9.10 montre le genre de similarité que l'on peut 
observer dans l'évolution du score, ici avec BLOB, Gomplex Glass, Long Method 
t M ember lgnoring Method pour l'applica tion Irvro. On remarque donc que les 
scores baissent et augmentent de la même manière et que les chang ments de 
tendance se produisent aux mêmes versions. Trois de ces défauts de code sont 
liées à la notion complexité, il n 'est donc pas étonnant de les retrouver corréler au 
travers de toute l 'application. Toutefois, la présence de Member lgnoring Method 
est plus surprenante. Il est probable que les développeurs ne se soucient d 'aucun 
de ces défauts de code en particulier , et qu 'ils soient donc introduits ou supprimés 
dans d s proportions similaires. 
Ce type de relations n'est pas le seul que nous avons observé plusieurs fois. En 
ffet, dans certains cas, le score calculé pour BLOB va évoluer de manière inver e 
du score de Long Method et/ ou Gomplex Glass. La Figure 9.11 montre une telle 
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Figure 9.10 Évolution du score de l'application IMo pour BLOB, CC, LM et 
MIM 
évolution pour BLOB et Long M ethod sur l'application R ETRO CAMERA. Nous 
avons découvert que cette situation se produit lorsqu 'un BLOB "absorbe" une ou 
plusieurs Long Method et j ou Complex Glass. En effet, un BLOB est souvent une 
Complex Glass et contient plusieurs Long Method. Par conséquent , sa présence 
tend à réduire l'apparition de ces deux défauts de code dans les autres classes et 
méthodes en les agrégeant en un seul endroit. 
otons que nous n 'avons pas observé de relat ions similaires entre Leaking In-
n eT Glass, UI Over-dmw et Heavy Bmadcast Receiver-. Ces défauts de code sont 
liés aux classes internes, vues et BroadcastReceivers et dépendent donc énormé-
162 
200~~~~~,-~~~~~Œll~~~~--------,--------, 
100 
0 ... .. ...... . 
-100 
-200 . . . . . . . . . . . . . . . .. . .. . -~ ... ........ ............ ~ - .. ... .... ..... ...... . 
-300 
-400 .. ... ................ ... ... ... ..... ... ... . ........ . 
-500~--------~----------~--------~----------~--------~ 
60,----------,----------.----------.-----------r---------. 
50 
40 
co 
g 30 
co 
20 ........ . .. ... : . .. . ... .... . ...... .. .. . -~ 
0~--------~----------~--------~----------~--------~ 0 5 10 15 20 25 
version 
Figure 9.11 Évolution du core de l'application RETRO CAMERA pour BLOB 
et Long M eth ad 
ment de la manière dont l'application mobile est développée. En particulier , les 
nombres de vues et de BroadCastReceivers ne changent pas souvent au cours de 
l 'évolution d'une application et les changements ne se produiront pas forcément 
à la même version, ce qui explique l 'absence de relations observées. 
9.2.3 Pouvons-nous utiliser PAPRIKA pour suivre la qualité d 'une 
application à travers le temps? (RQ3) 
Ici, nous montrons comment il est po sible d 'utiliser notre approche outillée pour 
suivre l'évolu tion de la qualité d 'une application, au travers d 'une étude de cas 
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sur l'application TwrTTER. 
À la date de cette analyse, TwiTTER possédait une note moyenne de 4.1 et avait 
été téléchargée plus de 100 millions de fois, ce qui démontre sa grande popularité. 
La question que nous nous posons est la suivante : Comment la qualité de TwiT-
TER en terme de défauts de code évolue à t ravers du temps? À cette fin , nous 
avons analysé 75 versions de l 'application avec PAPRIKA. 
Pour expliquer les changements observés, nous analysons aussi les changements 
en terme de nombre de classes entre les différentes versions de TwiTTER. La Fi-
gure 9.12 montre l'évolution du nombre de classes pour chaque version. Depuis 
cette information de taille, nous pouvons observer plusieurs changements intéres-
sants, que nous allons ut iliser t out au long de cette étude de cas . Tout d 'abord, 
il y a de nombreuses classes ajoutées entre les versions 9 et 12 (d 'environ 530 à 
2800 classes) Ensuite, il y a augmentation régulière de la t aille entre les versions 
19 et 47 ainsi que des versions 48 à 74. Toutefois, dans ces deux cas il y a une 
baisse ponctuelle de la taille durant cette période (version 31 et 59) qui suggère 
un réusinage mineur. Enfin, il y a une baisse soudaine la taille de TwiTTER à la 
version 48 (d 'environ 4700 à moins de 3000 classes) . Il y a sans doute donc eu un 
réusinage majeur pour cette version. 
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F igure 9.13 Évolution du score de l'application Tw!TTER pour Gomplex Glass 
Avec ces informat ions, il devient possible d 'interpréter les changements de score 
des défauts de code. Par exemple, la Figure 9.13 montre l 'évolution du score 
pour Gomplex Glass pour chaque version. Nous nous concentrons ici sur les chan-
gements de situation liés aux évolutions de taille citées précédemment. Tout 
d'abord, l'ajout de nombreuses classes après la version 9 correspond à une aug-
mentation du score, ce qui signifie que les classes ajoutées contenaient très peu 
de défauts de code. Cette phase d 'amélioration continue jusqu'à la version 31 qui 
correspond à une phase de baisse constante du score. Cela correspond au réusi-
nage mineur qui a eu lieu pour cette version comme on peut l 'apercevoir sur la 
Figure 9.12. On retrouve le même schéma à la version 59, ce qui est cohérent 
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avec l 'évolution de la taille de l'application . Enfin, la baisse soudaine de la taille 
à la version 48 s'est vu accompagnée d 'une augmentation du score. Cela indique 
que de nombreux défauts de code ont été supprimés durant ce réusinage majeur . 
La qualité augmente ensui te jusqu 'à la version 59 que nous avons précédemment 
mentionnée. 
Il est donc possible d 'utiliser PAPRIKA pour faire de telles analyses, les dévelop-
peurs peuvent ainsi améliorer le processus de développement afin de l 'opt imiser 
pour obtenir la meilleure qualité possible de l'application . 
9.3 fenaces à la validit é 
Dans cette sous-s ction, nous di cutons 1 s problèmes principaux qui peuvent 
menacer la validité de cet te étude et qui doivent donc être pris en ompte afin 
de mitiger les conclusions. Cette discussion est similaire à cell que nous avons 
effectuée pour l'étude précédente . 
Validité interne : Cette fois aussi, la validité interne pourrait être menacée 
par la stratégie de détection choisie par PAPRIKA . Nous avons donc essayé de 
n 'utiliser que d rn' t riques robustes pour évaluer la présence d s d' fauts dans 
toutes les applications analysées . L'utilisation de la base de données complète 
pour déterminer les seuils réduit aussi l 'influence que nous pourrions avoir sur 
les résultats. Toutefois, la validité des résultats de P APRI KA reste oumise à la 
fiabilité de validations précédemment effectuées. 
Validité externe : Dans cette étude au si, nou avons analy é un grand nombre 
d 'applications hétérogènes qui proviennent toutes du Google P lay Store. Évi-
demment, le critère de sélection des applications (c'est-à-dire ne prendre que les 
plus populaires) a un ffet sur les r 'sul tat , mais il nous fourni t a ussi un moyen 
neutre de sélectionner les applications tout en apportant de la diversité tant sur 
l 
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les attributs internes que les a ttributs externes. Le filtr que nous avons appliqué 
quant au nombre de versions était aussi nécessaire afin d 'obtenir des résultats 
intéressants dans le temp . 
Validité conceptuelle : Ici aussi la validité concept uelle pourrait être menacée 
par notre défini tion de la taille d 'une application lorsque nous prenons en compte 
le nombre de défauts de code. Toutefois, l'u tilisation du nombre de classes pour 
estimer la taille et la complexité d 'une application est une pratique courante 
dans le monde du génie logiciel comme évoqué précédemment . L'utilisation du 
nombre d 'entités concernées uit la même logique. L'utilisation de la valeur ré-
siduelle pourrait aussi menacer la validité conceptuelle, toutefoi la fiabilité des 
régressions utilisées nous laisse penser que ce sont des indicateurs fiables . 
Fiabilité : Ici aussi, nous fournissons tous les détails nécessaires afin de per-
mettre la reproduction de cette étude, de plus les outils statistiques utilisés sont 
clairement décrits . 
Validité des conclusions : La menace principale aux conclusions de cette étude 
pourrait provenir de la manière dont nous avons interprété nos graphiques, tou-
tefois nous estimons que les observations que nous avons faites sont clairement 
visibles sur chacun des graphiques présentés . 
9.4 Conclusion 
Cette étude a été l'occasion de prouver l'utilité de P APRIKA pour uivre l ' ' volu-
t ion des défauts de code au fil des versions. L' analyse de plus de 3000 versions 
nous a permis d 'obtenir plusieurs résulta ts . Tout d 'abord , nous avons découvert 
qu 'il existe des relations entre l 'évolution des différents défauts de code. Ensui te, 
nous avons découvert qu 'il existe cinq tendances d 'évolutions majeures des dé-
fauts de code en u tilisant no tre score qui se base sur la régression linéaire. Enfin , 
----- - ------------~ 
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nous avons montré comment il est possible d'utiliser PAPRIKA pour analyser une 
application en détails et expliquer les changements observés. Nous croyons que 
les résultats présentés ici peuvent susciter un intérêt auprès des développeurs qui 
seront plus à même d 'interpréter les résultats en disposant du code source et des 
informations de leurs gestionnaires de versions. 
CHAPITRE X 
IMPACT DES DÉFAUTS DE CODE SUR LA PERFORMA CE 
Ce chapitre décrit les résultats d'une étude empirique que nous avons effectuée 
sur deux applications afin d'évaluer l'impact de la correction de trois types de 
défauts de code sur la performance à l'aide de l'approche présentée dans le cha-
pitre 5. Les trois défauts de code étudié ont Intemal Getter/ Setter, Member 
Ignoring Method et HashMap Usage. Nous les avons choisis pour le mêmes 
raisons qui font qu'aujourd'hui PAPRIKA propose leur correction. Car ils sont 
simples à corriger sans changer le comportement de l 'application et que la majo-
rité du temps leur présence n 'est pas du tout souhaitable dans les applications. 
De plus, bien qu'il soit recommandé de les éviter pour des raisons de perfor-
mance, ces évaluations n 'ont été effectuées qu'avec des tests de performances qui 
mesurent le temps d'exécution ou l'usage mémoire d'une méthode comme nous 
l'avons abordé dans l'état de l'art . Ces informations sont intéressantes mais in-
suffisantes pour conclure que la correction de ces défauts de code aura un intérêt 
pour l'u tilisateur final. C'est pourquoi nous ut ilisons donc CURRY et ses mé-
triques de plus haut niveau qui sont liées à l'expérience utilisateur. Il nous est 
ainsi possible de savoir si la correction des défauts de code n'a qu'un impact local 
ou alors si l'amélioration des performances va se répercuter au niveau global et 
être ainsi plus intéressantes pour le développeur. Pour cela, nous avons cherché à 
répondre aux cinq questions de recherche suivantes : 
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RQ1 : Est-ce que la correction de Internal Getter/ Setter, Member Ignoring Me-
thod ou HashMap Usage améliore les performances au niveau de l 'affichag e? 
RQ2 : Est-ce que la correction de Internal Getter/ Setter , Member Ignoring Me-
thod ou HashMap Usage améliore les performances au niveau de l 'utilisation de 
la mémoire? 
RQ3 : Est-ce que la correction des trois défauts de code améliore significative-
m ent les performan ces au niveau de l 'affichage en comparaison de la correction 
d 'un seul défaut de code ? 
RQ4 : Est-ce que la correction des trois défauts de code améliore significative-
ment les performances au niveau de l 'utilisation de la mémoire en comparaison 
de la correction d 'un seul défaut de code ? 
RQ5 : Est-ce que la correction des défauts de code a toujours un impact en utili-
sant le moteur ART plut6t que Dalvik ? 
10.1 Conception de l'étude 
Dans cette section, nous détaillons la manière dont nous avons conçu l'étude en 
détails afin de permettre sa réplication. 
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10.1.1 Objets 
Nous avons étudié deux applications libres dans cet te étude. La première appli-
cation est Sound Waves Podcast 1, c'est un client de baladodiffusion (podcast en 
anglais) qui permet à l'ut ilisateur de rechercher , télécharger et écouter des fi-
chiers audio sur son appareil Android. Il utilise les moteurs de recherche iTunes 
et gPodder afin de trouver une grande variété de contenus. Cette étude a ét é ef-
fectuée sur la version 0.112 disponible sur GitHub 2 qui était la dernière version 
au moment de cet te étude. Cette application contient environ 520 classes (classes 
internes comprises) et 2, 672 méthodes. 
La seconde application de cette étude est Terminal Emulator for Android 3 , une 
application qui permet à l'utilisateur d 'interagir avec l 'interface de ligne de com-
mande Linux disponible sur Android . Nous avons utilisé la d rnière version dis-
ponible sur GitHub 4 . Terminal Emulator contient 141 classes et 978 méthodes. 
Ces applications ont été choisies après l'analyse de 50 applications libres dispo-
nibles ur le dépôt F-Droid 5 . Nous avons choisi ces applications car les trois types 
de défauts de code sont présents dans des quantités qui permettent la correction 
manuelle puisque c'est une tâche qui prend beaucoup de temps, et qu 'à cette 
époque PAPRIKA ne proposait pas la correction automatique. 
1. P age Google Play Store de Sound waves https: 1 / play .google . com/ store/apps / 
details?id=org.bottiger.podcast 
2. Github de Soundwaves: https: 1 / github. com/ bottiger/ SoundWaves 
3. P age Google Play Store de Termina l Emu lator: https: 1 / play .google . com/ store/ apps / 
details?id=jackpal . androidterm 
4. Git hub de Termina l Ernu lator https: //github .com/ jackpal/ 
Android-Terminal-Emulator 
5. F-Droid : https ://f-droid . org/ 
172 
Cette étude ne concerne que le paquetage principal de ces deux applications, à sa-
voir org. bottiger. podcast et j ackpal. androidterm. Toutes les bibliothèques 
externes, comme Picasso 6 , sont donc exclues de cette étude puisqu 'elles sont im-
portées en ut ilisant Gradle, et que par conséquent les développeurs n 'ont aucun 
contrôle sur le code. 
10.1.2 Sujets 
Les sujets de cette étude sont les défauts de code Internal Getter/ Setter, Mem -
ber Jgnoring Method et HashMap Usage décrits dans le chapitre 3. Nous avons 
détecté 60 instances de défauts de code dans SoundWaves: 24 Internal Getter/ -
Setter, 29 Member Ignoring Method et 7 HashMap Usage. Par ailleurs, nous avons 
détecté 20 instances de défa uts de code dans Terminal Emulator : 6 Internal Get-
ter/ Setter, 10 Member Jgnoring Method et 4 HashMap Usage. 
10 .1.3 Conception 
Pour déterminer l'impact de la correction des défauts de code, nous avons uti-
lisé l'approche CuRRY. Nous avons utilisé les scénarios décrits dans la sous-
section 10.1.4. Les métriques ont été collectées pendant 60 exécutions du scé-
nario. Au total, nous avons donc produit cinq versions pour chaque application 
comme on peut le voir sur le Tableau 10.1. V0 est la version de GitHub sans au-
cune modification. V1 , V2 , et V3 sont des versions dérivées de V0 avec la correction 
d 'un seul des défauts de code. Sur la version V:1, tous les défauts de code sont 
corrigés. Nous n 'utilisons que deux applications car la production des versions 
et les expérimentations demandent beaucoup de temps. Par exemple, l'exécution 
des 60 scénarios peut prendre plus de cinq heures pour une seule version. Afin de 
6. Picasso : http: 1 /square. gi thub. io/picasso 
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répondre à la RQ5 , nous avons instrumenté Sound Waves Podcast sous ART et 
Dalvik. 
Nous avons effectué toutes les expérimentations sur un Motorola Moto G XT1032 
8GB avec la version 4.4.4 (KitKat) d 'Android. Ce téléphone possède un proces-
seur Qualcomm Snapdragon 400 Quad core à 1.2 GHz, 1 Go de RAM et un écran 
de 4.5 pouces avec une résolution de 720 x 1280 pixels. C ' st un téléphone de 
milieu de gamme pour l'année 2015. 
10.1 .4 
Tableau 10.1 Versions expérimentales 
1 Version 1 Défauts corrigés 
Va Aucun 
vl Internal Getter/ Setter 
v2 M ember Ignoring Method 
v3 HashMap Usage 
v4 Tous (IGS + MIM + HMU) 
P rocédure 
Détection t correction des défauts de code : 
Nous avons d ' tecté les défauts de code en ut ilisant PAPRIKA. La correction a 
été faite manuellement pour produire les différentes versions de chaque applica-
t ion. Notons que HashMap Usage est corrigé en utilisant ArrayMap du paquetage 
android . support. v4 . ut il pour s'assurer que v3 et V4 gardent la même compa-
tibilité de versions que VQ . L' implémentat ion dans android . ut il est seulement 
disponible pour l 'API 19 et les versions supérieures. La liste des défaut de code 
détectés et corrigés es t disponible en ligne 7 . 
7. Li~te des défaut de code corrigés: http ://sofa . uqam . ca/ papr ika/ mobilesoft16 .php# 
CodeSmells 
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Tableau 10.2 Nombre de défauts de code corrigés, nombre d 'entités concernées 
et nombre moyen d 'invocations des défauts de code durant le scénario 
1 # corrigés 1 # méthodes 1 # classes 1 moy. # invoc. 1 
rn 
<l) 
> IGS 24 21 11 3145 ~ MIM 29 29 21 4361 
-o p HMU 7 4 4 21 ;:::! 
0 Total 60 53 33 7527 U) 
~ IGS 6 2 4 2832 p MIM 10 10 8 29 
"§ HMU 4 2 2 12 .... 
~ Total 20 8 16 2873 
Comme on peut l'apercevoir dans le Tableau 10.2, nous avons détecté et cor-
rigé un total de 80 défauts de code dans 49 classes pour les deux applications. 
Par conséquent , ces classes contiennent parfois plus d 'une instance de défauts de 
code et certaines méthodes peuvent aussi contenir plus d 'un défaut . Dans Sound-
Waves, les HashMaps sont déclarées deux fois dans des méthodes et 5 fois dans 
les classes tandis que 3 des 4 HashMaps de Terminal emulator sont déclarées 
dans des classes , mais elles sont toujours utilisées dans au moins une méthode. 
Évidemment, il ne peut y avoir qu 'un seul Member Ignoring Method par méthode. 
Puisque que Terminal Emulator contient beaucoup moins de classes, l'applica-
tion contient aussi moins de défauts de code que Soundwaves. 
Nous avons instrumenté la version d 'origine des applications pour compter le 
nombre d 'invocations de chaque défaut de code, comme on peut l'apercevoir dans 
le Tableau 10.2. Ces versions sont légèrement différentes de V0 à cause du code 
integré pour obtenir cette information , par conséquent le nombre d 'invocations 
peut être légèrement différent des autres versions. Les valeurs présentées ici per-
mettent toutefois de donner un ordre de grandeur. 
On peut observer que Internat Getter/ Setter et Member Ignoring Method sont 
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fréquemment invoqués dans Soundwaves, respectivement 3145 et 4361 fois. Seul 
Internat Getter/ Setter est fréquent pour Terminal Emulator avec 2832 invoca-
t ions contre 29 pour M ember Ignoring M ethod. Ces valeurs élevées apparaissent 
car certaines des méthodes concernées sont directement ou indirectement appe-
lées depuis les méthodes onDraw 0 des vues et activités . Elles peuvent donc être 
appelées jusqu 'à 60 fois par seconde. HashMap Usage est moins fréquent , toute-
fois la structure va rester en mémoire pendant une durée indéterminée. L'effet 
sur l'utilisation de la mémoire et le nombre d 'appels au ramasse-miettes va donc 
lui aussi persister dans le temps. 
Scénarios d 'utilisation : 
Pour les scénarios nous avons ut ilisé ROBOTIUM . Pour SoundWaves, nous avons 
un scénario composé de 185 ét apes (avec 90 opérations d 'attente) qui u tilise la 
plupart des fonct ionnalités de l'application et explore la plupart des vues et me-
nus. Par exemple, le scénario inclut la recherche d 'un fichier audio avec l'aide 
de mots-clés et l 'abonnement à un fournisseur de contenu audio. Ce scénario 
dure environ 235 secondes . Le scénario de Terminal Emulator contient 201 étapes 
(avec 91 opérations d 'attente) et il dure environ 167 secondes. On y r trouve par 
exemple, l 'utilisation de la ligne de commande ls et l 'ut ilisation de plusieurs fe-
nêtres de commandes. Le t éléchargement et la lecture d 'un fichier audio ne sont 
pas ut ilisés dans SoundWaves, car trop dépendants de la qualité dur ' eau et car 
cela utilise le lecteur par défaut d ' Android pour lire la musique, ce qui sort du 
contexte de notre applicat ion. Les opérations d 'attente sont utilisées pour s'assu-
rer que les vues et les images sont totalement chargées avant d 'ut iliser une autre 
fonctionnalité, ainsi c'est toujours exactement le même scénario qui s 'exécute. 
Nou avon aussi simulé les gestes de l'utilisateur , comme le défilement ou le glis-
. http ://www . r obot i um . or g 
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sement, afin d 'être au plus proche d 'une vrai expérience utilisateur. Les deux 
scénarios sont disponibles en ligne 9 . 
10.1.5 Variables et hypothèses 
Variables indépendantes : Le nombre de Internat Getter/ Setter, Member 
Ignoring Method ou HashMap Usage corrigés dans chaque version, ainsi que l 'en-
vironnement ART ou Dalvik, sont les variables indépendantes de cet te étude. 
Variables dépendantes : Les variables dépendantes sont les métriques liées 
aux performances des applications présentées dans le chapitre 1. 
Hypothèses : Pour répondre à nos cinq questions de recherche, nous formulons 
les hypothèses nulles suivantes, que nous avons utilisés sur les deux applications. 
Ici Vo, Vx (xE {1 ... 3}) et% sont les versions décrites dans le Tableau A.l. 
HRC6'vx : Il n 'y pas de différence entre le temps d'affichage d'une trame 
(FT) des versions Vo et Vx ; 
HR~b vx : Il n 'y pas de différence entre le nombre de trames différées (DF) 
des versions Vo et Vx ; 
- HR(10uvx : Il n 'y pas de différence entre la quantité de mém oire utilisée (MU) 
des versions Vo et Vx ; 
- HR~~ vx : Il n 'y pas de différence entre le nom bre d'appels au ramasse-
miettes ( GC) des versions Vo et Vx ; 
HRCr vx : Il n'y pas de différence entre le temps d'affichage d'une trame 
(FT) des versions V4 et V.c ; 
HR~{ vx : Il n 'y pas de différence entre le nombre de trames différées (DF) 
9. cénarios d'utili sation : h t t p: 11 sofa. uqam. c a / paprika/mobilesoft16. php#Scenarios 
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des versions V4 et Vx ; 
- HR(14uvx: Il n 'y pas de différence entre la quantité de mémoire utilisée (MU) 
des versions V4 et Vx ; 
HR~f vx : Il n 'y pas de différence entre le nombre d'appels au ramasse-
miettes (GC) des versions V4 et Vx. 
10.2 Résultats 
Dans cette section , nous détaillons les résultats et répondons à nos cinq questions 
de recherche. 
10.2.1 Aperçu des résultats 
La Figure 10.1 montre l'utilisation mémoire moyenne de toutes les versions de 
SoundWaves en fonction du temps , en reportant les 120 dernières secondes du 
scénario. Nous pouvons déjà constater que l'utilisation de la mémoire suit une 
courbe similaire pour l'ensemble des versions. Les performances sont d 'ailleurs 
assez similaires sur cette métrique, avec toutefois un léger avantage pour les ver-
sions V3 et 1;4. Nous obtenons des résultats similaires pour Terminal Emulator. 
Les valeurs moyennes de toutes les métriques sur 60 éxpérimentations pour les 
deux applications sont présentées dans Tableau 10.3. Tout d 'abord , on peut re-
marquer que dans la plupart des cas, la correction des défauts de code améliore 
les valeurs moyennes (en les fa isant baisser), mais il existe tout de même des 
cas discordants qui peuvent surprendre. Par exemple, la correction de Internai 
Getter/ Setter (V1 ) augmente légèrement la quantité de mémoire utilisée pour les 
deux applications. Pour ces deux applications, c'est V4 qui est la meilleure version 
concernant l'ut ilisation de la mémoire. D 'ailleurs de manière générale, V4 est une 
excellente version pour toutes les métriques car elle a tendance à accumuler les 
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Figure 10 .1 Utilisation mémoire moyenne de toutes les versions de SoundWaves 
sur les 120 dernières secondes 
effets de l'ensemble des corrections. Pour les autres versions, les résultats ne sont 
pas similaires dans les deux applications. V2 est la meilleure version pour Sound-
Waves concernant les métriques liées à l'affichage. Mais sur Terminal Emulator, 
V2 est la meilleure version seulement sur le temps d'affichage d 'une trame alors 
que V1 est la meilleure sur le nombre de trame différées. V4 est la meilleure version 
pour le ramasse-miettes sur Terminal Emulator, tandis que c'est V3 pour Sound-
Waves. Nous nous attentions à de telles différences, étant donné les différences 
dans le scénario, le nombre et les emplacements des défauts de code corrigées pour 
les deux applications. Dans le reste de cette étude, nous nous concent rons sur les 
métriques et applications où l'on observe une différence significative entre les ver-
sions. Même si l 'on peut déjà observer un impact positif en faveur des versions 
corrigées, la moyenne e t insuffisante pour se prononcer sur la significativité des 
résultats. C'est pourquoi, nous avons aussi utilisé les pourcentages (Tableau 10.4 
et Tableau 10.6) et des tests statistiques (Tableau 10.5 et Tableau 10.7) fournis 
par CURRY. 
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Tableau 10.3 Valeurs moyennes des métriques sur 60 expérimentations 
A pp Version Temps trame Mémoire (KB) Tr·ame différées Ramasse-miettes 
rn Vo 5.36 39,071.78 54.08 485.68 Q) 
> vl 5.32 39,119.85 50.27 494.07 ~ 
""d v2 5 .30 39,152.48 47.40 473.70 § V3 5.33 38,920.65 51.73 467.90 
0 v4 5.31 38,887.32 48.60 468.13 Cl) 
Vo 3.83 13,223.11 39.78 78.22 
~ vl 3.81 13,227.36 39.18 76.83 ~ 
·s V2 3.80 13,217.89 40.07 77.43 
.... 
v3 3.82 13,227.78 40.67 77.12 ~ 
~ 3.82 13,141.58 40. 27 76.25 
Tableau 10.4 Pourcentages de différence des métriques entre les versions de 
SoundWaves 
Temps trame Mémoire Trame différées Ramasse-miettes 
Vo,Vl -0.61% 0.12% -7.06% 1.73% 
Vo,V2 -1.12% 0.21% -12.36% -2 .47% 
VQ,V3 -0.50% -0 .39% -4.35% -3.66% 
Vo,\14 -0.83% -0.47% -10.14% -3.61% 
v1,V4 -0.22% -0.59% -3.32% -5.25% 
V2,V4 0.30% -0.68% 2.53% -1.18% 
v3,V4 -0.33% -0 .09% -6.06% 0.05% 
ous pouvons déjà constater en regardant le Tableau 10.5 et le Tableau 10.7 
que les différences entre versions ne sont pas toujours significatives, en particu-
lier concernant le temps d 'affichage d 'une trame et l 'u tilisation de la mémoire. 
Pour les trames différées et le ramasse-miettes, on constate dans le Tableau 10.4 
et le Tableau 10.6, que les différences sont plus importantes que pour les autres 
métriques et bien souvent en faveur des nouvelles versions des applications. Tou-
tefois, nous pouvons voir que pour le ramasse-miettes dans Sound Waves, Cliff 
6 (Tableau 10.5) nous signale un fort impact négatif alors que les pourcentages 
(Tableau 10.4) ont tendance à donner un impact positif pour les versions cor-
rigées. En effet, si on prend le valeurs individuellement , le nombre d appels au 
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Tableau 10.5 Mann-Whitney U et Cliff c5 (f pour Faible, M pour Moyen , F pour 
Fort) pour toutes les versions de SoundWaves 
Mann-Whitney U t est Cliff's delta 
Temps trame Mémoire Trame différées Ramasse-miettes 
Va ,Vi 0.065 0.786 -0.314 (f) 0.708 (F) 
Va ,V2 0.744 < 0.05 -0.285 (F) 0.729 (F) 
Vo,Vs 0.633 0.303 -0 .190 (f) 0.729 (F) 
Vo ,\14 0.618 0.123 -0.364 (M) 0.728 (F) 
vl,\14 0.183 0.312 0.0002 0.539 (F) 
v2, V4 0.475 < 0.05 -0 .019 0.520 (F) 
Vs,V4 0.953 0.250 -0.149 (M) 0.140 
ramasse-miet tes pour Va est souvent légèrement inférieur à ce qu 'on obtient pour 
les aut res versions, ce qui explique les résul tats de Cliff 5. Mais cet te version V0 
possède aussi quelques val urs extrêmes qui dépassent de loin ce que l'on retrouve 
sur les autres versions, ce qui explique les différences que nous observons sur les 
pourcentages. 
Dans le cas de Sound Waves, nous avons aussi collecté les résul tats en u tilisant le 
moteur ART. Le ramasse-miettes est exclu de cette comparaison car les améliora-
tions apportées par ARr (art, 2015) le rendent non pertinent pour notre analyse. 
En effet, nous ne relevons que deux appels partiels au ramasse-miettes durant le 
scénario sous ART, et cela pour toutes les versions. Nous ne présentons pas en 
détails les résultats pour ART mais ils sont disponibles en ligne 10 . Mais, pour 
résumé, nous n 'observons pas de différence significative sur le nombre de trames 
différées et l'ut ilisation de la mémoire pour toutes les versions. Toutefois, il existe 
un impact significat if, mais très léger (aux alentours de 1%), pour toutes les ver-
sions. En comparaison de Dalvik, l'utilisation de la mémoire augmente d'environ 
10. Résultats de l'étude sous ART http: 1 /sof a . uqam. ca/paprika /mobilesoft16 . php# 
Results 
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20% mais il y a un gain de 8% sur le temps d 'affichage des trames et 18% de 
trames différées en moins. 
Les résultats qui n'ont pas été abordés dans cette aperçu sont discutés plus en 
détails dans les réponses aux questions de recherche. 
Tableau 10.6 Pourcentages de différence des métriques entre les versions de 
Terminal Emulator 
Temps trame Mémoire Trame différées Ramasse-miettes 
Va ,Vi -0. 54% 0.03% -1.51% -1.77% 
Vo,V2 -0.58% -0.04% 0.71% -1.00% 
Vo,\13 -0.24% 0.04% 2.22% -1. 41% 
1/à,\1,1 -0.20% -0.62% 1.21% -2.51 % 
V1 ,V4 0.34% -0.65% 2.76% -0.76% 
V2 ,114 0.39% -0.58% 0.50% -1.53% 
v3 ,V4 0.04% -0.65% -0.98% -1. 68% 
Tableau 10.7 Mann-Whitney U et Cliff 8 (f pour Faible) pour toutes les versions 
de Terminal Emulator 
Mann-Whitney U test Cliff 's delta 
Temps trame Mémoire Trame différées Ramasse-miett es 
Vo ,V1 < 0.05 0.934 -0 .031 -0.282 (f) 
Vo ,V2 < 0.05 0.797 0.060 -0.059 
Vo ,V3 0.122 0.985 0.102 -0.151 (f) 
Vo ,V4 < 0.05 < 0.05 0.070 -0.147 (f) 
v1 ,V4 0. 487 < 0.05 0.113 0.075 
V2,114 0.841 < 0.05 0.045 -0 .121 
V3,V4 0.406 < 0.05 -0.018 -0.05 
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10.2.2 Est-ce que la correction de Interna[ Getter/Setter, Mem-
ber Ignoring M ethod ou H as hM ap Usage améliore les per-
formances au niveau de l'affichage? (RQl ) 
Internat Getter/ Setter 
Les résultats des tableaux précédents tendent à montrer un impact très léger 
ou non significatif sur le temps d 'affichage des trames pour les deux applica tions, 
nous acceptons donc HRC6 v1. Concernant le nombre de trames différées, nous re-
jetons HRe6 v1 et confirmons que la correction de Internat Getter/ Setter réduit 
bien le nombre de t rames différées comme nous pouvons l'observer pour Sound-
Waves dans le Tableau 10.4 et le Tableau 10.5 . De plus, bien que l'amélioration ne 
soit pas significative pour Terminal Emulator (Tableau 10.6 et Tableau 10.7) , on 
peut tout de même constater que V1 reste la meilleure version pour cette métrique 
avec -1. 51%. Les résultats observés montrent que la plupart des t rames ne sont 
pas concernées par la correction des défauts de code, ce qui explique le manque 
d 'impact sur le temps des trames, en revanche les trames concernées sont moins 
souvent différées. De plus, pour ces trames, les accesseurs et mutateurs sont ap-
pelés directement ou indirectement par la méthode onDraw () de certaines vues. 
Par conséquent , ils peuvent être appelés jusqu'à 60 fois par secondes. 
Member Ignoring Method 
Pour les mêmes raisons, nous acceptons HRC6 v2 mais rej etons HRe6 v2 . Nous 
observons qu'il y un a impact positif sur le nombre de trames différées pour la 
correction de M ember Ignor-ing M ethod. Les résultats ne sont pas significatifs 
pour Terminal Emulator-, mais ce n 'est pas surprenant vu le faib le nombre d 'in-
vocations des méthodes concernées. Une fois de plus, dans So·und Waves les appels 
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depuis onDraw () sont les responsables des effets observés. 
HashMap Usage 
Nous acceptons HRC6 v3 mais rejetons HR~6 v3 au vu des résultats significatifs de 
Sound Waves. Cet effet peut être expliqué par 1 'effet de bord de la correction sur 
le nombre d 'appels au ramasse-miettes, qui es t connu pour augmenter le nombre 
de trames différées, comme expliqué dans le chapitre 1. 
Résumé 
Nos résultats montrent que la correction de chacun des trois défauts de code n 'a 
pas d 'impact sur le temps d 'affichage des trames mais réduit de manière signifi-
cative le nombre de trames différées . Par conséquent , cela contribue à améliorer 
les performances en matière d 'affichage. 
10.2.3 Est-ce que la correction de Internal Getter/ Setter, M em-
ber Ignoring Method ou HashMap Usage améliore les per-
formances au niveau de l'utilisation de la mémoire? (RQ2) 
Internat Getter/ Setter 
Les résultats des deux applica tions ne montrent aucun impact de la correction 
de Internat Getter/ Setter sur l 'utilisation de la mémoire, par conséquent nous 
acceptons HRV"ouv1 . En revanche, les résul tats sont partagés entre nos deux appli-
cations pour le nombre d'appels au ramasse-miettes . Sur SoundWaves, il y a une 
augmentation significative de 1. 73% alors qu 'on assiste à une réduction significa-
tive de 1.77% sur Terminal Emulator. Par conséquent , nous rejetons l 'hypothèse 
nulle HR~~ VI· En revanche, nous ne nous prononçons par sur le signe de l'effet 
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constaté, qui peut être positif ou négatif. Cet effet pourrait apparaître surpre-
nant puisque la définition de Intemal Getter/ Setter ne fait jamais mention d 'un 
effet sur la mémoire. Toutefois, cela peut être expliqué par le fait que la ma-
chine virtuelle Dalvik utilise un cache pour les emplacements d 'appels virtuels 
de méthodes, afin de procéder à des optimisations ( dal, 2011). Puisque la cor-
rection supprime certains appels virtuels, cela peut affecter le comportement du 
ramasse-miettes . Plus de recherches seraient nécessaires afin de comprendre dans 
quels cas l'effet est positif et dans quel cas il devient négatif. 
Member Ignoring Method 
Ici aussi les résultats de Terminal Emulator sont peu significatifs à cause du peu 
de méthodes invoquées. Pour SoundWaves, la différence est notée comme signi-
ficative par Mann-Whitney U, mais elle est seulement de 0.21% (Tableau 10.4) , 
par conséquent nous acceptons HR(10uv2 · Nous rejetons HR~~ v2 mais nous ne 
prononçons pas sur le signe de l'impact, comme expliqué dans l'aperçu des résul-
tats (10.2.1), Cliff o et les valeurs moyennes ne permettent pas le même constat. 
ous ne connaissons pas l 'existence de pécificité de la machine virtuelle Dalvik 
qui pourraient expliquer cet effet sur le ramas e-miettes. Toutefois, nous émet-
tons l'hypothèse d'un lien dû à l 'usage d 'un paramètre objet implicite vers la 
classe dès lors qu 'une méthode non-statique est appelée. 
HashMap Usage 
Ici aussi les différences dans la quantité de mémoire utilisée sont vraiment légères 
pour les deux applications (-0.39% et 0.05%) et non significatives. Par consé-
quent, nous acceptons HR(10uv3 · Les HashMap Usage corrigés ne concernent que 
des structures contenant moins de 50 objets, ce que qui peut expliquer que la 
diff'rence ne soit pas observable du point de vue global. Nous avons aussi des 
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résultats conflictuels avec le ramasse-miet tes pour Sound Waves, mais V3 est la 
meilleure version avec une réduction moyenne de 3.66%. De plus , nous observons 
aussi un effet significatif et positif pour Terminal Emulator. Nous rejetons donc 
HR~~ v 3 pour HashMap Us·age. On observe un effet sur le ramasse-miettes , même 
s'il y a très peu de ces défauts de code. 
Résumé 
Globalement , nos résultats montrent que la correction de HashMap Usage réduit 
le nombre d'appels au ramasse-miettes, et par conséquent améliore les perfor-
mances au niveau de l 'utilisation de la mémoire. Pour autant ce n 'est pas le cas 
pour Internai Getter/ Setter et Member Ignoring Method. 
10.2.4 Est-ce que la correction des trois défauts de code amé-
liore significativement les performances au niveau de l'af-
fichage en comparaison de la correction d'un seul défaut 
de code? (RQ3) 
Concernant le temps d 'affichage des trames, nous conservons les hypothèses nulles 
HR~I vx puisque la correction des trois défauts de code n'a pas d 'impact signi-
ficatif. Cela s'explique par le fait que la correction individuelle n 'a pas non plus 
d 'impact. 
En nous basant sur les résulta ts du Tableau 10.4 et du Tableau 10.5, nous rejetons 
HRe[ va et HRef v3 mais acceptons HRe[ v 1 et HRe[ vz· Dans les deux applica-
tions , les effets des défauts de code ont tendance à s'accumuler et par conséquent 
même si ce n 'est pas la meilleure des versions, la version V4 reste excellente quand 
on la compare à l'ensemble des versions . C'est donc un choix rai onnable. 
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10.2.5 Est-ce que la correction des trois défauts de code amé-
liore significativement les performances au niveau de l 'uti-
lisation de la mémoire en comparaison de la correction 
d 'un s ul défaut de code? (RQ4) 
Concernant l' ut ilisation de la mémoire, les t rès bons résultats de V1 sur Terminal 
Emulator, nous permettent de rejeter tout s 1 s hypothèses HRlf,1uvx · ~ est aussi 
la meilleure version de SoundWaves avec -0.62% pour cette, même si comme on 
peut le voir dans la F igure 10.1 c'est une amélioration mineure. Ces résultats sont 
intéressants car nous avions accepté toutes les hypothèses concernant l'utili ation 
de la mémoire pour la RQ2. C'est probablement dû aux effets tr's légers des 
corrections qui se sont accumulés et sont finalement devenus significatifs. 
Concernant le ramasse-miettes, nous rejetons toutes les hypothèses nulles HRff v x 
sauf HRff v3 . Tout fois, les performance sur ette métrique sont égales ou un 
peu meilleure pour V3 que pour ~- Pour SoundWave , nou fai on la même 
observation que dans la ous-section 10.2.1 : prises individuellement, la plupart 
des valeurs pour V0 , V1 , V2 et V3 sont légèrement inférieures, mais en moyenne les 
au tres valeurs sont largement plus grandes. Par conséquent, nous ne pouvons 
pas confirmer ou rejeter un effet positif pour cette application , mais l'effet est 
toujours posit if sur Terminal Emulator. 
En résumé, la corre tion des trois défauts a tendance à améliorer le performances 
concernant la mémoire en comparaison des autres versions. 
10.2.6 
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Est-ce que la correction des défauts de code a toujours 
un impact en utilisant le moteur ART plutôt que Dalvik? 
(RQ5) 
Nos résultats sur SoundWaves tendent à montrer qu'il n'y aucun impact de la 
correction sur le nombre de trames différées et l'utilisation de la mémoire. Nous 
acceptons donc toutes les hypothèses HR$6 vx et HR(10uvx pour ART. Concer-
nant le temps d'affichage des t rames, Mann-Whitney U nous donne un impact 
significatif. Nous rejetons donc toutes les hypothèses HRf6 vx· Mais l'impact est 
très léger car il n'y a une amélioration que d'environ 1% pour tous les défauts de 
code, cela explique que l'on observe aucun effet sur le nombre de trames différées. 
10.3 Menaces à la validité 
Dans cette sous-section , nous discutons les problèmes principaux qui peuvent 
menacer la validité de cette étude. 
Validité interne : Durant cette étude, nous avons été très prudents en inter-
prétant les résultats. Nous avons aussi cherché à expliquer les causes de nos ob-
servations en parcourant le code source et le processus des machines virtuelles . 
Nous sommes conscients que la correction de plusieurs défauts de code peut me-
ner à des interactions non prévues, nous avons donc été très prudents lors de nos 
interprétations. 
Validité externe : D'autres études sur d'autres applications t avec des défauts 
de code différents sont nécessaires afin de pouvoir prétendre avoir une connais-
sance étendue de l'impact des défauts de code sur la performance. D'ailleurs, les 
valeurs que nous avons trouvées sont spécifiques à nos applications, aux scénarios 
t au téléphone choisi, et ne sont donc pas généralisables. Nous n 'affirmons donc 
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pas que nos résultats permettent la prédiction des effets de la correction. Toute-
fois , nous avons prouvé que dans certains contextes, l'impact de la correction est 
existant sur les métriques choisies . Il y a donc un potentiel effet global plausible 
pour la plupart des applications. 
Validité conceptuelle : Dans cette étude, les menaces à la validi té conceptuelle 
peuvent être liées aux erreurs de mesures . C'est pourquoi nous avons répété les 
expérimentations 60 fois plutôt que de prendre des valeurs uniques. De plus, nous 
avons cherché à réduire au maximum les ri ques d 'erreurs en ut ilisant seulement 
les services nécessaires à l'expérimentation. ous avons aussi utilisé un vrai péri-
phérique plutôt qu 'un émulateur puisque l'émulation des processeurs t encore 
au stade expérimental (emu, 2015). 
Fiabilité : Nous avons essayé de fournir toutes les informations nécessaires afin 
de permettre la réplication de cette étude. De plus, nous fournissons en ligne les 
scénarios, l'approche et l'ensemble des données nécessaires à la réplication 11 . 
Validité des conclus ions : Nous avons fait attention de respecter toutes les 
hypothèses des tests stati tiques. C'est pourquoi C RRY utilise seulement des 
tests non-paramétriques qui ne font pas d 'hypothèse sur la distributionze des 
métriques. Nous avons aussi été prudents de ne pas généraliser nos conclusions, 
surtout quand les résultats de nos applications n 'étaient pas similaires . 
10.4 Conclusion 
Cette étude prouve que la correction des défauts de code Intemal Getter/ Setter, 
Member Ignoring Method ou HashMap Usage peut avoir un impact sur l' xpé-
rience de l'u tilisateur en améliorant le performances. ous complétons donc les 
11. l\Ia téria ux de l'ét ude : http: 1 /sofa. uqam. ca/paprika/mobilesoft16. php 
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connaissances qui étaient disponibles sur l'impact des performances au niveau 
local. Évidemment , l'impact ne sera pas significatif sur toutes les applications et 
dépend fortement du scénario utilisateur. Toutefois, nous recommandons la cor-
rection systématique de ces défauts de code, d 'autant plus qu 'elle est maintenant 
automatique avec P A P RI KA. 

CHAPITRE XI 
IMPACT DES DÉFAUTS DE CODE SUR LA 
CO SOMMATION D'ÉNERGIE 
Ce chapitre t imilaire au chapitre précédent mais cette fois nous avons consi-
déré l'impact de la présence des défauts de code sur la consommation d 'énergie 
plutôt que sur les performances . Nous avons donc utilisé l 'approche HOT-PEPPER 
du chapitre 6 pour évaluer cet impact sur les trois mêmes défauts de code, à savoir 
Internai Getter/ Setter, Member Ignoring M ethod et HashMap Usage. Nous avons 
profité de la correction automatique de PAPRIKA pour effectuer ces expérimen-
tations sur cinq applications. Toutefois, précisons que les processus de sélection 
des applications, de création des scénarios et d 'expérimentations restent longs, ce 
qui explique le nombre d 'applications. Notons aussi que les résultats présentés ici 
n 'ont pas encore été publiés et qu 'ils restent donc préliminaires . Toutefois, nous 
les estimons a sez fiables et la rédaction d 'un article les exploi tant est d 'ailleurs 
en cours. Comme nous l'avons montré dans notre état de l'art , l'impact de la 
correction des défauts de code dans de vrais applications reste encore largement 
méconnu, c' st pourquoi nous avons cherché à répondre aux quatre questions de 
rech rche suivantes : 
RQ 1 : Est-ce que la correction de Internai Getter/ Setter réduit la consommation 
d 'énergie de l'application ? 
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RQ2 : Est-ce que la correction de Member Ignoring Method réduit la consomma-
tion d 'énergie de l 'application ? 
RQ3 : Est-ce que la correction de HashMap Usage réduit la consommation 
d 'énergie de l 'application ? 
RQ4 : Est-ce que la correction des trois défauts de code améliore significative-
ment la consommation d 'énergie en comparaison de la corTection d 'un seul défaut 
de code? 
11.1 Conception de l'étude 
Dans cette section, nous détaillons la manière dont nous avons conçu l'étude en 
détails afin de permettre sa réplication. 
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11.1.1 Objets 
Nous avons étudié cinq applications libres dans cette étude. Ces applications sont 
SoundWaves Podcast l, Aizoban 2 , Opacclient 3 , Calculator 4 and Todo 5. Elles ont 
été choisies après l'analyse de plus de 1900 applications du dépôt F-droid , en 
tentant de suivre les critères suivants : 
Des applications qui contiennent au minimum deux types de défauts de 
code parmi les trois étudiés, 
Des applications appar tenant à des catégories et ayant des types d 'ut ilisa-
t ions diversifiés, 
Des applications qui soient populaires en terme de nombre de télécharge-
ments et de notes, 
Des applications stables, facilement compilables et permettant la produc-
t ion facile d 'un scénario d 'utilisation. 
Sound Waves Podcast est la même application que celle du chapit re précédent , 
nous utilisons la version 0.130. Aizoban est un catalogue de mangas qui permet 
à l'ut ilisateur de télécharger et lire dés mangas sur Android , nous ut ilisons la 
version 1.2.5 . Opacclient qui permet d 'effectuer des réservations dans plus de 500 
bibliothèques publiques de 30 pays, nous utilisons la version 4. 5.9. Calculator est 
1. https ://play. google . com/ store / apps / details? id=org .bottiger .podcast 
2. https ://f-droid.org/ repository/browse / ?fdfilter=manga&fdid=com . jparkie . 
aizoban 
3. ht t ps ://play .google . com/ store / apps / details? id=de .geeksfactory . opacclient& 
hl=en 
4. https ://play. google .com/ store / apps / details? id=com . android2 . calculator3&hl= 
en 
5. https: //f-droid.org/ repository/browse /?fdfilter=todo&fdid=com .xmission. 
trevin.android . todo 
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la calculatrice par défaut du système Android CyanogenMod 6 , nous utilisons la 
version 5.1.1. ToDa est une application permett ant de gérer une liste de tâches à 
effectuer , nous utilisons la version 1.0. La taille en terme de nombre de classes et 
le nombre de méthodes de chaque application sont donnés dans le Tableau 11.1. 
Tableau 11.1 Nombre de classes, de méthodes et de défauts de code corrigés 
dans chaque application 
1 App 1 Classes 1 Méthodes 1 HMU 1 IGS 1 MIM 1 Total 1 
Aizoban 524 2773 39 190 110 339 
Calculator 147 830 0 10 8 18 
Web Opac 367 2176 48 77 43 168 
SoundWaves 520 2,672 5 47 14 66 
Toda 161 610 9 3 0 12 
11.1.2 Sujets 
Les suj ets de cet te étude sont les défauts de code Internat Getter/ S etter, M em -
ber Ignoring Method et HashMap Usag e décrits dans le chapitre 3. Le nombre 
d 'instances détectées dans chaque application est donnée dans le Tableau 11.1. 
Notons que certaines applications ne contiennent parfois pas un certain type de 
défaut de code, mais toujours au moins deux types. 
11.1.3 Conception 
Pour déterminer l 'impact sur la consommation d 'énergie, nous avons utilisé l'ap-
proche HOT-PEPPER. Nous avons fait chaque expérimentation 20 fois pour cha-
cune des versions des applications en respectant toutes les précautions énoncées 
dans le chapitre 6. Nous avons ici aussi produit cinq versions pour chaque appli-
cation comme pour le Tableau 10.1 du chapitre précédent. V0 est la version de 
6. http: 1 /www. cyanogenmod. org 
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GitHub sans aucune modification. V1, V2, et V3 sont des dérivées de Va avec la 
correction d 'un seul des défauts de code. Sur la version V4 , tous les défauts de 
code sont corrigés. 
Ici les expérimentations ne concernent que le moteur Dalvik. Nous les avons ef-
fectuées sur un téléphone Google Nexus 4 avec le système CyanogenMod 11 qui 
repose sur Android 4.4.4 (KitKat). Le Nexus 4 possède un processeur Qualcomm 
Snapdragon S4 (1.5 GHz quad-core), un écran de 4,7 pouces avec une résolution 
de 768x1280 pixels ainsi que 2 Go de RAM. 
11.1.4 Procédure 
Détection et correction des défauts de code : 
Comme détaillé dans le chapitre 6, nous avons utilisé P APRIKA pour détecter 
et corriger l'ensemble des défauts de code des applications. Toutes les versions 
générées sont issues de la version V0 , nous avons aussi vérifié manuellement les 
corrections pour s'assurer que P APRIKA fonctionne correctement. 
Scénarios d 'u tilisation : 
Les scénarios d'utilisation ont été créés manuellement en utilisant CALABASH 7 
qui est similaire à RoBOTIUM utilisé précédemment. Ici aussi nous avons essayé 
de produire des scénarios complets simulant le comportement d'un u tilisateur. Le 
Tableau 11.2 rassemble le nombre d 'étapes moyen de chaque scénario ainsi que le 
temps d 'exécution et d'attente moyen pour chaque application. Le Tableau 11.3 
montre le nombre moyen de défauts de code invoqués durant l'exécution des 
scénarios. Comme on peut le voir, nous avons des scénarios variés tant en terme 
7. http ://calaba.sh 
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de temps d 'exécution que de défauts de code invoqués, ce qui s'explique par la 
diversité de nos applications. 
Tableau 11.2 Nombre moyen d 'étapes, temps d 'attent e et d 'éxécut ion moyen 
pour chaque scénari os 
1 
A pp 1 Etapes 1 Attente 1 Exécut ion 
1 
Aizoban 169 17s 3 min 54 s 
c alculator 325 Os 14 min 15 s 
0 pacClient 136 79s 3 min 03 s 
So undWaves 172 53s 9 min 43 s 
Toda 248 1s 4 min 38 s 
Tableau 11.3 om bre moyen de défauts invoquées durant l'exécution du scéna-
rio 
A pp # HMU # IGS # MIM 
Aizoban 10 1300 0 
Calculator 0 6122 1350 
SoundWaves 420 8053 6560 
Toda 40 20 0 
Web Opac 6 133 40 
11.1. 5 Variables t hypothèses 
Variables indép endantes : Le nombre de Internat Getter/ Setter·, Mem ber 
Ignoring Method ou HashMap Usage corrigés dans chaque version. 
Variables dépendantes : Les variables dépendantes sont les métriques liées 
à la consommation que nous récupérerons, c'est-à-dire le temps d 'exécution du 
cénario, les valeurs d 'intensité a insi que le voltage de la batterie. ous utilisons 
ensui te la formule présentée dans le chapitre 1 afin de calculer la consommation 
d'énergie à par tir de ces valeur . 
H y pothè ses : Pour répondre à nos cinq questions de recherche, nou formu-
lons les hypothèses nulles suivantes, que nous avons utilisées sur l 'ensemble des 
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applications. Ici Va , V1 , "\12 , V3 et V4 sont les versions décrites dans le Tableau A.l. 
HR~~ v x : Il n 'y pas de différence de consommation d 'énergie entre les ver-
sions Va et V,'( ; 
HR~f v x : Il n 'y pas de différence de consommation d 'énergie entre les ver-
sions V4 et V,'< ; 
11.2 Résultats 
Dans cet te section, nous dét aillons les résulta ts et répondons à nos quatre ques-
t ions de recherche. 
11.2.1 Aperçu des résultats 
Le Tableau 11.4 montre la consommation moyenne d 'énergie en J oules pour 
chaque application. Certaines versions n 'ont pas de résul tat car le défaut de code 
n 'étant tout simplement pas présent dans l 'application. On peut déjà remarquer 
que les versions corrigées consomment généralement moins que la version de base. 
La version sans aucun défaut de code est d 'ailleurs la meilleure pour deux des 
cinq applications Calculator et Todo). Le Tableau 11.5 avec les pourcentages pré-
cise ces résultats . On remarque donc que la différence peut a tteindre 4,83% pour 
Todo. Dans le cas où la différence n 'est pas à l'avantage de la correction, c'est-
à-dire pour V2 avec Aizoban et SoundWaves, le pourcentage de différence reste 
faible (0.08% et 0.29%). En observant le Tableau 11.6 , on remarque que dans la 
plupart des cas, les résultats sont significatifs et aussi en faveur des applications 
corrigées . Ce tableau présente aussi la comparaison entre V4 et la meilleure des 
versions. Nous expliquons ces résul tats plus en détails en répondant aux questions 
de recherche. 
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Tableau 11.4 Consommation moyenne d 'énergie (en Joules) de chaque applica-
tion 
A pp Va V1 V2 v3 114 
Aizoban 423.87 419.25 424.61 415.37 418.04 
Calculator 300.16 299.63 298.80 - 295.10 
SoundWaves 859. 24 846 .96 866.71 855 .90 848. 17 
Todo 369.60 362.05 - 360.73 351.75 
Web Opac 391.93 383.78 376. 78 383.86 378.21 
Tableau 11.5 Pourcentage de différence de la consommation moyenne d 'énergie 
(en J ) de chaque version par rapport à Vo 
A pp Va, V1 Vo ,V2 Vo ,1/3 Vo ,1/4 
Aizoban -1.09% + 0.08% -2.00% -1.38% 
Calcula tor -0 .18% -0 .45% - -1.69% 
SoundWaves -1.43% + 0.29% -0.38% -1.29% 
Todo -2.04% - -2.40% -4.83% 
Web Opac -2.08% -3.86% -2 .06% -3.50% 
Tableau 11.6 Cliff 6 pour toutes les versions,Vm représente la meilleure version 
parmi l'ensemble que nous comparons à V4 (f pour Faible, M pour Moyen, F pour 
Fort) 
Apps Vo , Vl Va ,v2 Vo ,V3 Vo,V4 Vm ,1/4 
Aizoban 0.46 (M) -0.06 0. 58 (F ) 0.58 (F ) -0.01 
Calcula tor 0.11 0.18 (f) - 0.42 (M) -
SoundvVaves 0.26 (f) -0.24(f) 0.08 0.26 (f) 0 
Todo 0.62 (F) - 0.66 (F) 0.92 (F) -
Web Opac 0.46 (M) 0.69 (F) 0.43 (M) 0.60 (F) -0.11 
11.2.2 
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Est-ce que la correction de Internal Getter/ Setter réduit 
la consommation d 'énergie de l'application? (RQ1) 
On peut constater dans le Tableau 11 .5 et le Tableau 11.6 que les résultats sont 
significatifs et en faveur des applications sans Internat Getter/ Setter sauf dans 
le cas de l 'application Catcutator, malgré les 6122 invocations du défaut de code. 
C'est aussi la meilleure version pour SoundWaves. Toutefois, nous rejetons quand 
même HR~f v1 au vu des résultats sur les autres applications, et confirmons donc 
que la correction de Internat Getter/ Setter peut réduire la consommation d 'éner-
gie. 
11.2.3 Est-ce que la correction de Member Ignoring Method ré-
duit la consommation d 'énergie de l 'application ? (RQ2) 
Les résultats pour M ember Ignoring Method sont plus mitigés avec des résultats 
positifs pour Calculator (faible) et Web Opac (fort) tandis qu 'il y avoir une faible 
augmentation de la consommation sur SoundWaves. Toutefois , sur SoundWaves, 
cela se traduit par une augmentation de seulement 0,29% alors que l'on obtient 
une baisse de 3.86% pour Web Opac qui est la meilleure version de l'applica-
tion. Nous considérons donc que la correction de Member Ignoring Method peut 
réduire la consommation d 'énergie et rejetons HR~f v2 · Toutefois des études sup-
plémentaires sont nécessaires pour confirmer ces résultats et comprendre dans 
quel contexte les résultats sont positifs ou négatifs . 
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11.2.4 Est-ce que la correction de H as hM ap Usage réduit la 
consommation d 'énergie de l 'application? (RQ3) 
Les résultats pour HashMap Usage sont tous en faveur des versions corrigées 
et significatifs pour trois des quatre applications concernées (Aizoban, Toda et 
Web Opac) . C'est d 'ailleurs la meilleure version pour Aizoban. Nous rejetons 
donc HR~ff 113 et considérons que la correction de HashMap Usage peut réduire 
la consommation d 'énergie d 'une application. 
11.2.5 Est-ce que la correction des trois défauts de code amé-
liore significativement la consommation d 'énergie en com-
paraison de la correction d 'un seul défaut de code? (RQ4) 
Le Tableau 11.6 compare aussi la version ~1 à la meilleure des versions pour 
chaque application. On remarque ici qu 'il n 'y a pas de différence significative, 
et donc la version avec tous les défauts de code corrigées n'est jamais pire que 
les autres versions. C'est aussi la meilleure des versions pour Calculator et Toda. 
Toutefois, nous ne rejetons pas HR~fvx car la différence avec les autres versions 
reste minime. Nous avons donc la même conclusion que pour le chapitre précé-
dent, bien que V4 ne soit pas significativement meilleure que les autres versions, 
cela reste une excellente version qui proposera une réduction de la consommation 
similaire à la m illeure des versions. 
11.3 l\!Ienaces à la validité 
Dans cette sous-section, nous discutons les problèmes principaux qui peuvent 
menacer la validité de cette étude. Les menaces présentées ici sont similaires 
à celles du chapitre précédent, toutefois viennent s'ajouter les menaces liées à 
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l'aspect physique des mesures . 
Validité interne: Durant cet te étude, nous avons été très prudents en interpré-
tant les résultats . Puisque nous n 'avons modifié que les défau ts de code dans le 
code source, il nous est possible de faire le lien entre la correction et les obser-
vations effectuées. Notons que nous avons vérifié manuellement les modifications 
apportées par PAPRIKA pour s'assurer de l'exactitude de ce lien. 
Validité externe: Ici aussi d 'autres études sur d 'aut res applications et avec des 
défauts de code différents sont nécessaires afin de pouvoir prétendre avoir une 
connaissance étendue de l'impact des défauts de code sur la consommation. Les 
valeurs que nous avons trouvées sont spécifiques à nos applications , aux scénarios 
et au téléphone choisi, et ne sont donc pas généralisables . Nous n 'assumons donc 
pas que nos résultats permettent la prédiction des effets de la correction. Tou-
tefois, nous avons prouvé que dans certains contextes, l 'impact de la correction 
est existant sur la consommation d 'énergie. Il y a donc un potent iel effet global 
plausible pour la plupart des applications. 
Validité conceptuelle: Dans cette étude, les menaces à la validité conceptuelle 
peuvent être liées aux erreurs de mesures . C 'est pourquoi nous avons répété les 
expérimenta tions 20 fois plutôt que de prendre des valeurs uniques. De plus, 
nous avons cherché à réduire au maximum les risques d 'erreurs en minimisant 
de manière rigoureuses les facteurs ext ernes qui pourraient interférer dans nos 
mesures. Notons aussi que les mesures de notre ampèremètre pourraient ne pas 
être exactes puisque ce sont des mesures physiques, toutefois nous avons utilisé 
deux amp ' remètres différents qui donnaient des mesures similaires lors des tests 
de HOT-PEPP ER. De plus, nous utilisons majoritairement des valeurs relatives 
qui ne fausseront pas les conclusions, d 'autant plus que les valeurs obtenues lors 
des 20 expérimentat ions étaient souvent similaires . 
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Fiabilité : Nous avons essayé de fournir toutes les informations nécessaires afin 
de permettre la réplication de cette étude. Elles sont disponibles en ligne 8 . 
Validité des conclusions : ous avons fait attention de respecter toutes les 
hypothèses des tests statistiques. C'est pourquoi HOT-PEPPER utilise seulement 
des tests non-paramétriques qui ne font pas d'hypothèses sur la distribution des 
métriques. Nous avons aussi été prudent de ne pas généraliser nos conclusions. 
11 .4 Conclusion 
Cette étude qui utilise HoT-PEPPER prouve que la correction des défauts de 
code Interna[ Getter/ Setter, Member Jgnoring Method ou HashMap Usage peut 
réduire la consommation d'énergie d 'une application de manière significative. Ici 
aussi, nous complétons donc les connaissances qui étaient disponibles sur l 'impact 
sur la consommation au niveau local. Évidemment, ici aussi l 'impact ne sera pas 
significatif sur toutes les applications et dépend fortement du scénario utilisateur. 
Mais dans tous les cas, nous recommandons la correction systématique de ces 
défauts d code avec PAPRIKA pui qu'il ne semble y avoir aucun effet négatif. 
8. Ma téria ux de l'étude : https: 11 gi thub. com/SOMCA/hot-pepper-data 
Quatrième partie 
Conclusion et perspectives 
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CONCLUSION 
Les applications mobiles sont relativement nouvelles dans l'univers du génie logi-
ciel, elles diffèrent des applications de bureaux traditionnelles par leurs composi-
tions et leurs besoins en terme de développement. De plus, elles reposent souvent 
sur des cycles d 'évolution très courts afin de satisfaire des utilisateurs exigeants 
et afin de s'adapter à leurs environnements qui sont eux aussi en constante évo-
lution . Il est donc nécessaire de fourni r aux développeurs de ces applications les 
connaissances et les outils adaptés afin de leur permettre de fournir des appli-
cations de grande qualité . Les défauts de code sont des indicateurs de qualité 
bien connus pour les applications classiques et leur correction est souvent un bon 
moyen d 'améliorer et d 'assurer la pérennité d 'un logiciel facilement. Évidemment 
des processus de développement logiciel rigoureux et des tests réguliers doivent 
être mis en œuvre en parallèle car la correction des défauts de code n 'est qu 'un 
facteur de qualité parmi d 'autres. Malheureusement dans le cadre des applica-
t ions mobiles, les connaissances sur les défauts de code sont encore lacunaires et 
les outils pour les détecter et les corriger peu matures ou inexistants. Les res-
sources en ligne traitant des défauts de code et autres mauvaises pratiques simi-
laires existent et montrent l'intérêt de la communauté des développeurs d 'appli-
cations mobiles pour le suj et. Mais elles sont éparpillées et elles reposent souvent 
sur des assertions qui restent à prouver. Cela rend donc la prise en compte des 
recommandations qui y sont faites difficiles et incertaines pour les développeurs . 
Nos études tendent à prouver que les développeurs ne suivent pas fréquemment 
ces recommandations d 'ailleur , même quand elles proviennent de sources sûres 
comme la documentation d ' Android. Il y a donc un travail de collecte et de struc-
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t uration des connaissances nécessaires à réaliser . Ce rôle incombe sans doute à 
la communauté scientifique qui l 'a déjà effectué pour les défauts de code dans 
d 'autres domaines, ce qui a permis la prise en compte des défauts de code dans 
des outils courants tels que les environnements de développement . otons que 
nous ne sommes pas les seuls à avoir cet avis, et que plusieurs des chercheurs que 
nous citons dans notre état de l'art font le même constat. 
Nous avons donc tenté au travers de cette thèse , de faire avancer à la fois la 
connaissance et les outils afin de compléter les savoirs actuels sur les défauts de 
code dans les applications mobiles . Pour commencer , nous avons donc proposé 
une classification de 17 défauts de code pour la plate- forme Android , en 
particulier cette classification comporte 13 d ' fauts de code spécifiques à Android 
dont la plupart n 'apparaissaient pas dans la li ttérature scientifique avant nos 
travaux. Nous estimons que cette clas ification est destinée à évoluer et à être 
complétée, toutefoi elle permet de commencer à structurer les connaissances 
éparses sur les défauts de code de la pla te-form Android. 
Ensuite, nous fournissons une approche outillée nommée PAPRIKA ca-
pable de détecter ces défauts de code de manière efficace en analysant le 
code binaire des applications. C'est une approche flexible qui permet la détection 
de nombreux défauts de code et qui pourrait être étendue facilement en écrivant 
des requêtes de juste quelques lignes. De plus , elle innove dan son traitement des 
métriques, en utilisant une base de données pour calculer les seuils de détection et 
en proposant l'utilisation de la logique floue pour proposer des résultats similaires 
au raisonnement humain. ous avons validé notre approche de divers s manières, 
notamment en faisant appel à des experts, et nous l'avons exploité afin d 'analyser 
de grandes quantités d' applications populaire . En effet, notre approche permet 
d 'analy er n 'importe quelle application puisqu 'elle se base sur le code binaire et 
non le code source. Cela facilite donc la production d 'études et nous espérons 
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d 'ailleurs que notre outil sera utilisé par la communauté scientifique ou des déve-
loppeurs dans le futur. Cette approche propose aussi depuis peu la correction 
de trois des défauts de code directement sur le code de l 'application, évidem-
ment l 'implémentation de la correction d 'autres défauts de code est possible mais 
elle dépend de la complexité de la correction des défauts en question. Bien que 
perfectible, ces premières corrections sont un premier pas dans la prise en charge 
des défauts de code par des outils automatisés . Cette approche nous a permis de 
mener deux études à large échelle, et ainsi de découvrir entre autre qu 'il existe 
des tendances d 'évolution de la présence des défauts de code au fil des versions, 
que certains défauts de code ont tendance à être plus présents dans les classes 
héritées du cadre d 'application Android ou encore que les applications les plus 
téléchargées ont tendance à contenir moins de défauts de code. 
Nous proposons aussi l'approche CURRY qui permet de mesurer l'impact 
des défauts de code sur la performance. En comparant plusieurs versions 
d 'une même applica tion , CURRY permet de détecter la version la plus efficace 
sur des métriques qui sont liées à l 'expérience utilisateur. En particulier , cet te 
approche prend en compte des métriques liées à l'affichage et à l'utilisation de 
la mémoire, ce qui diffère des résultats des études précédentes qui ne présentent 
généralement que des métriques bas-niveau comme le temps d'exécution ou la 
quantité de mémoire utilisée par une méthode. Cette approche repose aussi sur 
l 'utilisation d 'un cénario utilisateur permettant de tester des applications réelles 
d 'une manière proche de ce que ferait l'utilisateur de l'application. Nous avons 
donc étudié l 'impact de la correction de trois défauts de code dans deux appli-
cations Android , et en avons conclu que de manière générale la correction des 
défauts de code est recommandable. Toutefois , notons que plus d 'études seraient 
nécessaires afin de confirmer nos résultats. 
De la même manière, nous proposons l'outil HoT- PEPPER qui permet de me-
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surer l'impact des défauts de code sur la consommation d'énergie . À 
l'aide d 'un ampèremètre et d 'un scénario utilisateur, cette approche nous permet 
de déterminer si une version d 'une application consomme moins qu 'une autre ver-
sion. Une fois de plus, nous avons étudié l'impact de la correction sur trois défauts 
de code mais cet te fois sur cinq applications. Ici, nous concluons qu 'il est préfé-
rable de corriger les défauts de code afin de diminuer la consommation d 'énergie, 
toutefois d 'autres études seraient nécessaires pour confirmer ces résultats. 
Ces deux dernières approches sont donc destinées à motiver les développeurs à 
corriger les défauts dans leurs applications ou à les éviter durant le développe-
ment , en confirmant que leur absence sont bénéfiques pour l'u tilisateur et pour-
ront donc améliorer les avis des utilisateurs sur les applications . 
Le travail présenté dans cette thèse, représente donc un avancement sur 1 s connais-
sances et les outils qui pourront servir de bases aux fu tures recherches sur les 
défauts de code dans les applications mobiles. 
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Les perspectives de recherche pour compléter nos travaux sont nombreuses. Évi-
demment cela passe par une amélioration des outils mais aussi par la production 
d 'études complémentaires. Nous organisons ce chapit re en abordant tout d 'abord 
les perspectives à court terme puis celles à long terme. 
11.5 P ersp ectives à court t erme 
11.5 .1 Amélioration de la classification 
La classification pourrait être complétée avec de nouveaux défauts de code et 
si néce saire de nouvelles catégories . Une première étape serait d 'y ajouter des 
défauts de code qui ne sont pas liés à la performance ou à la maintenance, avec par 
exemple des défauts de code qui affectent l'expérience ut ilisateur ou la sécurité 
de l'application. Il es t aussi possible de compléter la liste des défauts de code 
orientés objets qui sont toujours pert inents pour les applications mobiles. 
11.5.2 Amélioration de PAPRIKA 
Tout d 'abord , il serait nécessaire de compléter et d 'améliorer le processus de 
correction de défauts de code de P AP RIKA. Afin de le rendre plus fluide, il serait 
pratique de permettre à PAPRIKA d 'analyser le code source pour la détection des 
défauts, afin de permettre la détection et la correction en une seule étape plutôt 
que deux. 
Concernant l'analyse pure de code binaire, nous estimons que P A P RIKA est assez 
mature, toutefois il serait sans doute possible d 'optimiser certaines requêtes. Une 
évolution souhaitable serait l'intégration de P APRIKA dans les environnements 
de développement, toutefois l 'u t ilisation de la base de données rend ce proces-
sus plus complexe que pour les outils d 'analyse classiques puisqu' il faut théori-
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quement de nombreuses applications dans la même base pour rendre l 'approche 
intéressante. Il convient donc de réfléchir à cette intégration en proposant par 
exemple un processus d 'analyse à distance. En effet, PAPRIKA pourrait proposer 
des analyses en ligne et gérer ainsi la base de données complète des applications 
sur un serveur tout en ne donnant que des résultats locaux aux utilisa teurs. Cela 
erait aussi un bon moyen d 'augmenter la taille et la diversité des données par 
rapport à ce dont nous disposons actuellement. Cette base pourrait aussi tout 
simplement envoyer les informations concernant les seuils et la logique floue de 
manière périodique aux clients tout en permettant une analyse hors-ligne. 
11.5.3 Impact d s défauts de code 
Concernant l'impact des défauts de code, il est évident que plus d 'études seraient 
nécessaires . Il faudrait notamment étudier plus d'applications, plus de défauts 
et obtenir plus de résultats pour ART. Cela demande des moyens et du temps, 
mais il serait aussi intéressant de répliquer nos expérimentations sur d'autres pé-
riphériques mais aussi en utilisant d 'aut res versions d 'Android. Nous avons tenté 
de fournir des approches très génériques qui pui sent être adaptées à différents 
contextes, ce qui devrait facili ter ces travaux. Il serait aussi intéressant de pouvoir 
analyser de gros volumes d'applications , toutefois cela reste complexe à cause de 
la nécessité du scénario (mais il est sans doute possible d 'automatiser cette étape 
dans une certaine mesure) mais aussi à cause des manipulations physiques dans 
le cas de la consommation d 'énergie . 
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11.6 Perspectives à long terme 
11.6.1 Correction de défauts de code complexe 
Les corrections proposées par PAPRIKA sont encore assez simples, et il serait in-
téressant de s'attaquer à des défauts de code qui demandent une correction plus 
complexe. En effet , actuellement les trois défauts peuvent se corriger d 'une ma-
nière systématique et comme nous l'avons vu la correction est souhaitable dans 
la majorité de cas. Toutefois, ce n'e t pas le cas pour tous les défauts qui peuvent 
dans certains cas se corriger de plusieurs façons (par exemple pour savoir com-
ment un Heavy Service Start doit être réusiner) ou alors ne pas nécessiter une 
correction systématique (lorsque l 'on va estimer que la correction peut produire 
des effets de bord plus néfastes que la présence du défaut). Il convient donc d 'ap-
porter plus d 'intelligence dans la correction mais aussi de donner le choix aux 
développeurs dans certains cas . Il sera alors sans doute nécessaire de rendre l'ap-
proche plus flexible, avec par exemple de l'intelligence artificielle pour apprendre 
des corrections ultérieures effectuées manuellement. Il sera sans doute aussi né-
cessaire de proposer des choix multiples de corrections aux développeurs qui sont 
souvent les plus à même de juger de la pertinence d 'une correction. Il faudra 
alors intégrer un processus de suivi à long terme des corrections avec un retour 
vers PAPRIKA une fois que celles-ci sont effectuées , ainsi les corrections pourront 
s 'adapter et s 'améliorer au fil des versions. 
11.6.2 Détection et correction de défauts sur d'autres plate-
formes 
otons aussi qu'il sera~t intéressant de proposer PAPRIKA pour d 'autres systèmes 
mobil s comme iOS ou Windows Phone. Sarra Habchi a d 'ailleurs commencé 
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des travaux dans ce sens à l'INRIA de Lille en permettant l'analyse de code 
Objective-e et Swift et la détection de plusieurs défauts de code spécifiques à iOS 
en modifiant notre approche. Bien que l 'approche puisse être facilement adaptée 
aux autres plate-formes en principe (il suffi t normalement de remplacer le mo-
teur d 'analyse de code et d 'écrire de nouvelles requêtes), les défis ne sont pas à 
négliger. Tout d 'abord, il n 'existe pas forcément d 'équivalent à SooT ou SPOON 
pour les autres langages. Il devient alors nécessaire de créer ces équivalents. Cela 
peut déjà s 'avérer complexe pour l'analyse de code source (ou du code binaire 
lorsque compilé) mais ça l'est encore plus pour la correction qui doit s'assurer 
que le code produit oit correct. Enfin , il y a aussi beaucoup de travail prélimi-
naire à effectuer pour pouvoir écrire les requêtes . En effet , les ressources sont 
peu nombreuses pour les autres plateformes et la recherche de défauts de code 
spécifique à la pla teforme era donc encore plus compliquée que pour Android . 
11.6.3 Exploitation des bases de données 
En plus de fournir d 'autres études sur les défauts de code sur Android , il serait 
aussi intéressant d 'utiliser les modèles des applica tions que nous analysons pour 
obtenir d 'autres connaissances. En effet , ces modèles sont très complets et pour-
raient ainsi servir à d 'autres études. En particulier , nous avons déjà envisagé de 
faire émerger des ensembles de bonnes et de mauvaises pratiques en utilisant de 
l 'intelligence artificielle sur l'ensemble des données analysées . Il erait alors pos-
sible de découvrir de nouveaux défauts de code mais aussi des patrons et des anti-
pa trons. Toutefois , nos premiers travaux dans ce sens n 'ont pas été concluants car 
not re modèle est a sez complexe et nou manquons des connaissances néces aires 
en intelligence artificielle. ous sommes donc ouver t aux collabora tions futures 
afin d 'exploiter toutes ces données. Évidemment , nos données pourraient être ex-
ploitées à d 'autre fins que la recherche de défauts de code. Comme nous l'avons 
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déjà évoqué, le modèle de chàque application stockée dans la base de données 
est très complet. On pourrait imaginer l'exploit ation pour obtenir des informa-
tions sur l 'ut ilisation de librairies externes, l 'évolution des architectures ou des 
métriques ou encore pour faire des analyses sémantiques sur les applications non 
obfusquées. 
11.6.4 Anti-patrons d 'interaction avec des services distants 
Dans le cadre de cet te thèse, nous avons aussi effectué des recherches sur les anti-
patrons d 'interaction entre applications mobiles et services dist ants, en particu-
lier avec des services infonuagiques afin de faire le lien avec nos t ravaux présentés 
en Appendice A. Malheureusement , nous n 'avons pas eu le temps de proposer 
une approche permettant la détection de ces derniers. Il s'avère que les applica-
tions mobiles interagissent souvent avec de tels services et que par conséquent 
il existe des bonnes et des ma uvaises pratiques qui régissent ces interactions. Il 
serait donc nécessaire d 'effectuer le même travail que ce que nous avons fait pour 
les défauts de code dans les applications mobiles, c'est-à-dire définir clairement 
les ant i-pa trons d 'interactions mais aussi de permettre leur détection , leur cor-
rection et évaluer l'impact de la présence des anti-patrons sur les applications. 
Un nouvel étudiant de maît rise à l'UQAM, Abdelkarim Belkhir devrait travailler 
sur ce suj et à partir de janvier 2016. 
11.6.5 Collaboration avec des professionnels 
Enfin d'une manière plus globale pour l'ensemble de nos recherches, il serait né-
cessaire de collaborer avec les professionnels pour avoir des retours sur la perti-
nence de nos résultats et l 'intérêt de nos out ils. Nous pourrions aussi ainsi com-
prendre les raisons de la présence des défauts de code et interpréter plus finement 
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no résultats, ce qui fait défaut pour le moment puisque nous ne disposons géné-
ralement pas du code source ni des avis des développeurs. De la même manière, 
ces retours pourraient servir à améliorer le processus de correction en collec-
tant les retours des développeurs sur cet aspect . Cela pourrait aussi permettre 
d'améliorer les outils d 'analyses de l'impact, en effet peut-être que d 'autres mé-
triques seraient plus pertinentes que celle que nous utilisons. L'utilisation d 'un 
ampèremètre est aussi contraignante, d 'autant que toutes les batteries de télé-
phone ne sont pas amovibles. Pour être moins intrusif et plus simple à utiliser 
par les professionnels, HoT-P EPPER pourrait intégrer un modèle d 'estimation de 
la consommation d 'énergie à la place de mesures physiques. La mise en place de 
telles collaborations demande du temps afin de s'assurer que les professionnels 
soient vraiment impliqués dans le processus et il sera néces aire de les convaincre 
que cela leur sera bénéfique sur le long terme. 
Cinquième partie 
Annexe 
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,------ -------------------
APPENDICE A 
IMPACT DES PATRONS INFONUAGIQUES SUR LA 
QUALITÉ DE SERVICE (QDS) 
Dans le cadre de cette étude sur les patrons infonuagiques nous avons choisi 
d 'étudier l 'impact sur la qualité de service de trois patrons à la fois recommandés 
par la littérature scientifique et l 'industrie. Nous présentons donc brièvement 
cette publication dans cette annexe. 
A.l Patrons choisis 
Deux des patrons sont spécifiques aux base de données relationnelles. Le premier 
patron choisi est le Local Database Proxy (Strauch et al. , 2012) qui u tilise la 
réplication et une gestion maître/ esclave. Les requêtes en lecture sont orientées 
vers les bases de données esclaves tandis que les requêtes en écriture sont dirigées 
vers le maître. C'est un composant de l'application , le proxy, qui détermine le 
routage de la requête . Ce patron est conseillé lorsque l'application effectue un 
grand nombre de lectures et peu d 'écritures dans la base de données. L'élasticité 
peut être gérée en augmentant le nombre de bases de données esclaves. 
Le deuxième patron est le Local Sharding-Based Router (Strauch et al., 2012) 
qui consiste à séparer les tables de la base de données en shards indép ndants 
et à les répart ir sur différentes instances de base de données. Ce sharding est 
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habituellement effectué sur l'identifiant dans la table, par exemple les entrées 
1 à 10 000 seront dans une base et les entrées 10 001 à 20 000 dans la base 
suivante. Ici un routeur local à l'application se charge d 'effectuer le routage de 
la requête vers la base, que ce soit une lecture ou une écriture . Ce patron est 
conseillé lorsque beaucoup d 'écritures sont nécessaires et qu 'il es t possible de 
séparer les données indépendamment en shards. En revanche, il n 'est pas du tout 
adapté pour les requêtes qui feraient de l'agrégation ur toute une table. Il est 
possible de rajouter ou de supprimer des instances pour gérer l'élasticité mais 
cela demande des traitements supplémentaires afin d 'équilibrer les shards. 
Enfin , le dernier patron de cette étude est une file d 'attente de messag s avec 
priorité (Homer et al. , 2014) . Comme vu dans l'état de l 'art , ce patron est re-
commandé pour réduire le couplage entre composants et am' liorer la flexibilité 
de l'application. 
A.2 Application analysée 
Nous avons bâ ti notre propre application pour l'étude afin de pouvoir implémen-
ter et combiner facilement les différents patrons . C'est une application distribuée 
de type client-serveur centrée sur la base de donn, es. Elle est écrite en J ava et 
hébergée sur un serveur d 'application Glassfish t et utilise des appels REST pour 
assurer la communication. Le système de gestion de base de données utilisé est 
MySQL 2 ce qui nous a permis d 'utiliser la ba ede données exemple Sakila 3 qui 
contient 16 tables, 7 vues et environ 50 000 entrées . L'application et la base de 
données ont été déployées sur 10 machines vir tuelles réparties sur troi serveurs, 
1. https://glassfish.java.net/fr 
2. http: / / www. mysql . fr 
3. http://dev .mysql .com/doc/sakila/en 
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ceci afin de simuler les instances d 'un réseau infonuagique. Il es t à noter que notre 
application n 'est pas vraiment déployée sur une infras tructure infonuagique, nous 
avons fait ce choix afin d 'être certain de n 'évaluer que les patrons et non pas une 
part ie de l'infrastructure. 
Enfin, l'application ut ilise plusieurs algorit hmes pour les deux premiers patrons. 
Ces algorit hmes et les différentes versions de l'application sont récapitulés dans le 
Tableau A.1, ces versions peuvent être combinées. Pour le Local Database Proxy, 
le choix de l'esclave où faire la lecture s'effectue soit aléatoirement , soit en Round-
Robin (instance 1 puis 2 puis 3 en boucle) soit avec un algorithme plus réactif qui 
sélectionne la base de données ayant le temps de réponse le moins élevé et le 
moins de connexions actives. 
Pour le Local Sharding-Based R outer, c'est l 'algorithme de sharding qui diffère 4 . 
La première méthode consiste à utiliser un simple modulo sur l 'ident ifiant. Le 
lookup utilise un t ableau (plus grand que le nombre d' instances) remplit aléatoi-
rement avec un numéro d 'instance de base de données et un modulo pour déter-
miner le choix de la case du tableau (et donc de l 'instance). Enfin , le consistent 
hashing utilise les algorithmes de hachage MD5 ou SHA-1 ; pour chaque requête, 
on génère une clef de hachage u tilisant l'identifiant de la requête et l'identifiant 
du shard, c'est le shard qui a la plus longue clef qui prend en charge la requête. 
A.3 Expérimentations 
L'application a subi des tests de charge avec différents types de requêtes (lecture, 
écriture, agrégation) et une intensité variant de 1 à 10 000 requêtes . Nous avons 
utilisé le temps de réponse ainsi que le nombre moyen et maximum de requêtes 
4. Plus de déta ils sur les algorit hmes de hard ing: http : 1 / kennethxu . blogspot. fr / 2012/ 
11 / sharding- algorithm . html 
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Tableau A.l Différentes versions 
Patron Algorithme Version 
Basic Version EO 
Random Allocation El 
Local Database Proxy Round-Robin E2 
Custom Load Balancing E3 
Modulo Algorithm E4 
Local Sharding-Based Router Lookup Algorithm E5 
Consistent Hashing E6 
Priority Message Queue E7 
traitées par minute comme métriques pour évaluer la QdS. Chaque test a été 
effectué 5 fois et les moyennes ont été utilisées comme résultats. 
Pour déterminer si les patrons ont un impact réel ou non , nous avons utilisé des 
tests statistiques, à savoir le test non-paramétrique de Mann- Whitney U (Shes-
kin , 2003) et mesuré la taille d 'effet avec Cliff's c5 (Romano et al. , 2006). 
A.4 Résultats et conclusions 
La Figure A.l et la Figure A.2 sont des exemples de résulta ts collectés 5 . Ils illus-
trent parfaitement les conclusions de la publication. À savoir, les patrons amé-
liorent généralement la QdS clans le cas où le contexte (lecture ou écriture) du 
patron est respecté mais la QdS peut être dégradée dans le ca contraire. Le choix 
du patron est plus important que le choix de l'algorithme et le choix de l'algo-
rithme a un effet mineur sur la QdS. La combinaison de plusieurs patrons (file 
d'attente de messages et un patron de base de données par exemple) a aussi un 
effet non-n'gligeable et généralement positif sans qu 'il soit possible de générali-
ser. Ces conclusions démontrent que les patrons ont une influence importante sur 
la Qc!S et cet aspect devrait donc être pris en compte lors de la conception cl 'une 
5. L'ensemble des rés ultats collectés ·ont disponibles à l'adresse : http :/ / goo.gl/ B9upx8 
application. 
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