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Abstract
We study low regularity solutions of the Chern–Simons–Higgs equations. The Lorentz gauge condition
makes them hyperbolic equations with the null form. Under the Coulomb gauge condition they are formu-
lated in the hyperbolic equation coupled with elliptic equation. The div–curl decomposition is used in the
temporal gauge.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Chern–Simons–Higgs; Gauge condition; Null form; Elliptic feature; Div–curl decomposition
1. Introduction
Planar physics in two spatial dimension presents many interesting surprises, both experimen-
tally and theoretically. The behavior of electrons and photons differs in interesting ways from
the standard behavior we are used to in classical electrodynamics. Lower-dimensional theories
cannot be considered as mere lower limits of four-dimensional ones; they have rather revealed
characteristics that are intrinsic to its dimensionality. There exists a new type of gauge theory,
completely different from Maxwell theory, in Minkowski spacetime R2+1. This new type of
gauge theory is known as a “Chern–Simons theory.” Chern–Simons–Higgs model was proposed
by Hong, Kim and Pac [12] and Jackiw and Weinberg [14] to study vortex solutions of the
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is important in the physics of high temperature superconductivity.
From now on, the summation convention will be used for summing over repeated indices.
Greek indices are used to denote 0,1,2, while Latin indices for 1,2. Indices are raised and
lowered with respect to the Minkowski metric. The Lagrangian density of the abelian Chern–
Simons–Higgs model is given by
L= κ
4
μνρAμFνρ + DμφDμφ − V
(|φ|2), (1.1)
where Dμ = ∂μ −
√−1Aμ is the covariant derivative associated with the gauge field Aμ ∈ R,
Fμν = ∂μAν −∂νAμ is the curvature and φ ∈ C is Higgs field. μνρ is the totally skew-symmetric
tensor with 012 = 1, κ > 0 a Chern–Simons coupling constant and V (|φ|2) is Higgs potential
term. We are working on the Minkowski spacetime with metric gμν = diag(1,−1,−1). The
Euler–Lagrange equations of (1.1) are
Fμν = 1
κ
μνρI
ρ,
DμD
μφ = −φV ′(|φ|2), (1.2)
where Iρ = 2 Im(φDρφ).
The energy density corresponding to the Lagrangian is
E(t, x) =
2∑
μ=0
∣∣Dμφ(t, x)∣∣2 + V (∣∣φ(t, x)∣∣2), (1.3)
where the typical example for V (x) is V (x) = κ−2x(1 − x)2. The law of conservation of the
total energy implies that
E(t) =
∫
R2
E(t, ·) =
∫
R2
E(0, ·), t  0. (1.4)
Note that the terms |F |2 = 12FμνFμν are missing in (1.3) comparing with Maxwell–Higgs model
studied in [8,17,23].
The system of Eqs. (1.2) is invariant under the following gauge transformations:
φ → φeiχ , Aμ → Aμ + ∂μχ.
Therefore a solution of the system (1.2) is formed by a class of gauge equivalent pairs (Aμ,φ).
We consider three cases, i.e., Lorentz gauge ∂μAμ = 0, Coulomb gauge ∂iAi = 0 and temporal
gauge A0 ≡ 0. Corresponding to the given choice, the system (1.2) shows different features which
are crucial in our study.
For the static configuration, this model with a potential V (|φ|2) = κ−2|φ|2(1 − |φ|2)2 admits
a system of first order self-dual equations whose solutions minimize the total static energy (1.4).
To make the energy finite there are two possible boundary conditions; either |φ| → 1 as |x| → ∞
or |φ| → 0 as |x| → ∞. The former boundary condition is called “topological” while the latter
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behavior as κ → 0 have been widely studied in [4,6,11,24,25,28,29].
In this paper we study Cauchy problem of “non-topological” solution. In such a situation
Higgs potential V (|φ|2) is harmless term under our regularity condition. Actually, semilinear
wave equations with quintic order power type nonlinearity are locally well posed for Hs (s > 12 )
initial data using Strichartz estimates (see, e.g., [22]). For simple presentation the potential V ≡ 0
will be assumed.
In [5], global existence of the solution to Chern–Simons–Higgs system was showed with
the initial data Aμ(0, x) ∈ Hs(R2), φ(0, x) ∈ Hs+1(R2), ∂tφ(0, x) ∈ Hs(R2), s  1, under the
Coulomb gauge condition. Under the Lorentz gauge condition Chern–Simons–Higgs system can
be rewritten in the form of the second order hyperbolic equations with null form [13] in which
we showed that there exists a local solution with the regularity
Aμ ∈ C
([0, T ];H 34 +(R2)), φ ∈ C([0, T ];H 54 +(R2))∩ C1([0, T ];H 14 +(R2)).
The following are our main results.
Theorem 1.1 (Lorentz gauge). Let (a, b) = ( 34 + , 98 + ) or ( 12 , 32 ) and
aμ ∈ Ha
(
R2
)
, φ0 ∈ Hb
(
R2
)
, φ1 ∈ Hb−1
(
R2
)
,
satisfying the constraint (3.4). Then the initial value problem for (3.1)–(3.4) has a unique, local
in time solution which belongs to
Aμ ∈ C
([0, T );Ha(R2)), φ ∈ C([0, T );Hb(R2))∩ C1([0, T );Hb−1(R2)).
Theorem 1.2 (Coulomb gauge). Let  > 0 and
ai ∈ H
(
R2
)
, φ0 ∈ H 1+
(
R2
)
, φ1 ∈ H
(
R2
)
,
satisfying the constraint (4.10). Then the initial value problem for (4.6)–(4.8) has a unique, local
in time solution which belongs to
Ai ∈ C
([0, T );H(R2)), φ ∈ C([0, T );H 1+(R2))∩ C1([0, T );H(R2)).
Theorem 1.3 (Temporal gauge). Let s  1/2 and
aj ∈ Hs
(
R2
)
, φ0 ∈ Hs+1
(
R2
)
, φ1 ∈ Hs
(
R2
)
,
satisfying the constraint (5.3). Then the initial value problem for (5.1)–(5.3) has a unique, local
in time solution which belongs to
Aj ∈ C
([0, T );Hs(R2)), φ ∈ C([0, T );Hs+1(R2))∩ C1([0, T );Hs(R2)).
Remark. It is interesting to try the corresponding results for the non-relativistic Chern–Simons–
Higgs system in which the evolution is governed by the nonlinear Schrödinger equations [1].
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we prove Theorem 1.2. In Section 5 Theorem 1.3 will be proved and the global existence of the
solution in temporal gauge condition will be discussed.
We conclude this section by giving a few notations. We denote spacetime derivatives by ∂ =
(∂t , ∂1, ∂2) and ∇ is used for space derivative. We denote by f̂ or Ff the Fourier transform of f .
We use the standard Sobolev spaces Hs(R2) with the norm ‖f ‖Hs = ‖J sf ‖L2 (where J s =
(I − 	)s/2) and H˙ s(R2) with the norm ‖f ‖H˙ s = ‖(−	)s/2f ‖L2 . Define the spacetime norm
‖f ‖Lpt Lqx ([0,T ]×R2) = (
∫ T
0 ‖f (t, ·)‖pLq(R2) dt)1/p . We will use c,C to denote various constants.
When we are interested in local solutions, we may assume that T  1. Thus we shall replace
smooth function of T , C(T ) by C. We use A B to denote an estimate of the form A CB .
2. Preliminaries
We recall some estimates used for the proof of Theorems 1.1–1.3. We refer to [2,9,22]. Espe-
cially the low regularity solution of Dirac Klein–Gordon equation was studied in [2].
Lemma 2.1. Let f ∈ Lp1 ∩Ws,p3 , g ∈ Lp4 ∩Ws,p2 , where s > 0, 1 < p < ∞, p1,p4 ∈ (1,+∞]
and 1/p = 1/p1 + 1/p2 = 1/p3 + 1/p4. Then
‖fg‖Ws,p(R2)  c
(‖f ‖Lp1 (R2)‖g‖Ws,p2 (R2) + ‖f ‖Ws,p3 (R2)‖g‖Lp4 (R2)).
We also have the homogeneous version
‖fg‖W˙ s,p(R2)  c
(‖f ‖Lp1 (R2)‖g‖W˙ s,p2 (R2) + ‖f ‖W˙ s,p3 (R2)‖g‖Lp4 (R2)).
Proof. See [15,16]. 
Lemma 2.2. Let u be the solution to the following initial value problem in two space dimensions:
u = F, u(0, ·) = u0, ∂tu(0, ·) = u1.
Then
‖u‖Lst Lqx (ST )  c
(
‖u0‖Hγ (R2) + ‖u1‖Hγ−1(R2) +
T∫
0
∥∥F(t)∥∥
Hγ−1(R2) dt
)
,
where ST = [0, T ] × R2 and 2 q < ∞, s = 4qq−2 , γ = 32 ( 12 − 1q ).
Lemma 2.3. Let u be the solution of the following initial value problem in two space dimensions:
u = F, u(0, ·) = u0, ∂tu(0, ·) = u1.
For any , T > 0 there exists c such that
( T∫ ∥∥u(t, ·)∥∥4
L∞(R2) dt
)1/4
 c
(
‖u0‖H 3/4+ (R2) + ‖u1‖H−1/4+ (R2) +
T∫ ∥∥F(t)∥∥
H−1/4+ (R2) dt
)
.0 0
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tional differentiation on Rn and R1+n, corresponding to the multiplier |ξ | and (|τ | + |ξ |), with
τ ∈ R and ξ ∈ Rn,
D̂αf (ξ) = |ξ |αf̂ (ξ), D˜α+F(τ, ξ) =
(|τ | + |ξ |)αF˜ (τ, ξ).
The operator D− corresponds to the degenerate symbol ||τ | − |ξ || and is defined by
D˜α−F(τ, ξ) =
∣∣|τ | − |ξ |∣∣αF˜ (τ, ξ).
Here we denote the Fourier transform in Rn and R1+n with ̂ and ˜, respectively. The following
lemma is crucial to investigate the spacetime regularity properties of the null forms in terms of
the regularity of the initial data. Let
Q0(φ,ψ) = ∂αφ∂αψ, Qαβ(φ,ψ) = ∂αφ∂βψ − ∂αψ∂βφ.
Lemma 2.4. Consider the solutions φ,ψ of homogeneous wave equations in Minkowski space-
time R2+1
φ = 0, φ(0, ·) = φ0, ∂tφ(0, ·) = φ1,
ψ = 0, ψ(0, ·) = ψ0, ∂tψ(0, ·) = ψ1.
Then the estimate∥∥Dβ0Dβ++ Dβ−− Q0(φ,ψ)∥∥L2(R1+2)
 c
(∥∥Dα1φ0∥∥L2(R2) + ∥∥Dα1−1φ1∥∥L2(R2)) · (∥∥Dα2ψ0∥∥L2(R2) + ∥∥Dα2−1ψ1∥∥L2(R2))
holds when α1, α2, β0, β+, β− satisfy the following conditions:
β0 + β+ + β− = α1 + α2 − 5/2, β0 > −1/2, β− −3/4,
α1 + α2  1/2, αi  β− + 3/2 for i = 1,2,
(α1 + α2, β−) = (1/2,−3/4), (αi, β−) = (3/4,−3/4).
Also the estimate∥∥Dβ0Dβ++ Dβ−− Qij (φ,ψ)∥∥L2(R1+2)
 c
(∥∥Dα1φ0∥∥L2(R2) + ∥∥Dα1−1φ1∥∥L2(R2)) · (∥∥Dα2ψ0∥∥L2(R2) + ∥∥Dα2−1ψ1∥∥L2(R2))
holds when α1, α2, β0, β+, β− satisfy the following conditions:
β0 + β+ + β− = α1 + α2 − 5/2, β0 > −3/2, β− −1/4,
α1 + α2  3/2, αi  β− + 3/2 for i = 1,2,
(α1 + α2, β−) = (3/2,−1/4), (αi, β−) = (5/4,−1/4).
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 c
(∥∥Dα1φ0∥∥L2(R2) + ∥∥Dα1−1φ1∥∥L2(R2)) · (∥∥Dα2ψ0∥∥L2(R2) + ∥∥Dα2−1ψ1∥∥L2(R2))
holds when α1, α2, β0, β+, β− satisfy the following conditions:
β0 + β+ + β− = α1 + α2 − 5/2, β0 > −1/2, β− −1/4,
α1 + α2  3/2, αi  β− + 3/2 for i = 1,2,
(α1 + α2, β−) = (3/2,−1/4), (αi, β−) = (5/4,−1/4).
For a proof, we refer [9]. The operator D− is not considered here. To make use of the null
structure more effectively, the Xs,b type spaces should be used. Klainerman and Machedon used
wave-Sobolev spaces Hs,b for the study of nonlinear wave equation [18,19].
3. Proof of Theorem 1.1
The system (1.2) with the Lorentz gauge condition can be written as
∂0Aj = ∂jA0 + 1
κ
ij Ii, j = 1,2, (3.1)
DμD
μφ = 0, (3.2)
∂0A0 = ∂1A1 + ∂2A2, (3.3)
∂1A2 = ∂2A1 + 1
κ
I0, (3.4)
where kj is the skew-symmetric tensor with 12 = 1 and for convenience we let κ = 2. Note that
Eqs. (3.1) imply that the constraint (3.4) is satisfied automatically if the initial data satisfy
∂1A2(0, ·) − ∂2A1(0, ·) = Im
(
φ(0, ·)D0φ(0, ·)
)
.
Dimensional analysis of the equations shows that critical exponents are sc = 0 for Aμ and
sc = 12 for φ. Although no spinors are present the scaling properties are such that φ has ‘frac-
tional dimension,’ a feature shared by the Maxwell–Dirac and Klein–Gordon–Dirac equation [2].
In [13], the following system was used to show some smoothing properties of Eqs. (3.1)–(3.4):
φ = 2iAα∂αφ + AαAαφ,
Aα = αβγ Im(Dγ φDβφ − DβφDγ φ) + αβγ Fβγ |φ|2,
(3.5)
subject to the initial condition at t = 0
Aμ(0, ·) = aμ, ∂tAμ(0, ·) = bμ, φ(0, ·) = φ0, ∂tφ(0, ·) = φ1,
with constraints
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(
φ0φ1 − ia0|φ0|2
)
,
b1 = ∂1a0 − Im
(
φ0∂2φ0 − ia2|φ0|2
)
, b2 = ∂2a0 + Im
(
φ0∂1φ0 − ia1|φ0|2
)
. (3.6)
Note the following identities:
DαφDβφ − DβφDαφ = Qαβ(φ,φ) + i
(
Aα∂β
(|φ|2)− Aβ∂α(|φ|2)), (3.7)
DαDβφ = DβDαφ + iFβαφ, (3.8)
where null forms Qαβ(φ,φ) = ∂αφ∂βφ − ∂βφ∂αφ appear and (3.8) shows that the second order
terms ∂αβφ are cancelled out. Using the above identities together with Lorentz gauge condition,
we can check the second equation of (3.5)
Aα = ∂βFβα = βαγ ∂β
(
Im(φDγ φ)
)
= αβγ Im(Dγ φDβφ − DβφDγ φ) + αβγ Fβγ |φ|2.
Using equations (3.5) in [13], we could find the solution (Aμ,φ) with the regularity
Aμ ∈ C
([0, T );H 3/4+(R2)), φ ∈ C([0, T );H 5/4+(R2))∩ C1([0, T );H 1/4+(R2)).
The first part of Theorem 1.1 ((a, b) = (3/4 + ,9/8 + )) can be obtained by more careful use
of spacetime estimates in the formulation (3.5).
The regularity condition of Aμ ∈ H 3/4+ is sharp in the sense of using Strichartz estimate
Lemma 2.3. We observe another null form structure which makes it possible that Aμ belongs
to C([0, T );H 1/2(R2)). To show our second formulation of (3.1)–(3.4), consider the following
initial value problem:
∂μB
μ = 0,
∂μBν − ∂νBμ = μνρAρ,
(3.9)
with a initial data Bμ(0, x) = cμ satisfying constraint ∂1c2 − ∂2c1 = a0. We can check that
Fμν = νμρBρ,
AμA
μ = Q0
(
Bμ,B
μ
)+ 2Qμν(Bμ,Bν),
Aα∂αφ = Q10(B2, φ) + Q02(B1, φ) + Q21(B0, φ).
Then our second formulation of (3.1)–(3.4) will be the following equations (where Q0,Qμν,B
are used schematically):
φ = 2iQμν(B,φ) + φQ0(B,B) + 2φQμν(B,B),
Bγ = − Im(φDγ φ)= − Im(φ∂γ φ)+ ∂B|φ|2, (3.10)
subject to the initial condition at t = 0
Bμ(0, ·) = cμ, ∂tBμ(0, ·) = dμ, φ(0, ·) = φ0, ∂tφ(0, ·) = φ1,
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d0 = ∂1c1 + ∂2c2, ∂1c2 − ∂2c1 = a0,
d1 = ∂1c0 − a2, d2 = ∂2c0 + a1. (3.11)
Theorem 1.1 follows by standard arguments from a priori estimates of the following proposi-
tions.
Proposition 3.1. Let (Aμ,φ) be a solution of the Chern–Simons–Higgs equations in a strip
[0, T ] × R2 in (2 + 1)-dimensional Minkowski spacetime with (a, b) = ( 34 + , 98 + ) or ( 12 , 32 )
Aμ ∈ C
([0, T );Ha(R2)), φ ∈ C([0, T );Hb(R2))∩ C1([0, T );Hb−1(R2)).
Define
J (T ) = sup
0tT
(∥∥Aμ(t, ·)∥∥Ha(R2) + ∥∥φ(t, ·)∥∥Hb(R2) + ∥∥∂tφ(t, ·)∥∥Hb−1(R2)).
Then there exist constants C > 0 and T ∗ > 0, depending only on J (0), such that if T < T ∗ then
J (T ) CJ(0).
Proposition 3.2. Let (Aμ,φ) and (A′μ,φ′) be two solutions of the Chern–Simons–Higgs equa-
tions verifying the hypothesis of Proposition 3.1 in a strip [0, T ] × R2 and let J (T ) as in
Proposition 3.1 and J ′(T ) be the corresponding quantity for the primed solution. Also define
(T ) = sup
0tT
(∥∥Aμ(t, ·) − A′μ(t, ·)∥∥Ha +∥∥φ(t, ·) − φ′(t, ·)∥∥Hb +∥∥∂tφ(t, ·) − ∂tφ′(t, ·)∥∥Hb−1).
Then there exist constants C > 0 and T ∗ > 0, depending only on J (0) and J ′(0), such that if
T < T ∗ then (T ) C (0).
Proposition 3.2 follows by the similar argument to Proposition 3.1. We shall only present the
proof of Proposition 3.1.
(I) We start to prove the case of (a, b) = (3/4 + ,9/8 + ) for which Eqs. (3.5) will be
considered. We use the notation
∫ T
0 ‖u‖Ws,p which means
∫ T
0 ‖u(t, ·)‖Ws,p(R2) dt . Let
X(T ) =
T∫
0
∥∥Aα∂αφ∥∥H 1/8+ + ∥∥A2φ∥∥H 1/8+ + ∥∥F |φ|2∥∥H−1/4+ + ‖Aφ∂φ‖H−1/4+ . (3.12)
First we want to obtain the relation J (T ) C(J (0)+X(T ))2. Applying the energy estimates to
the equations for Aμ in (3.5), we have (Q stands for Qij ,Q0j ,Q0)
∥∥A(t)∥∥
H 3/4+  J (0) +
t∫ ∥∥Q(φ,φ)∥∥
H−1/4+ +
∥∥∂α(Aβ |φ|2)− ∂β(Aα|φ|2)∥∥H−1/4+ .
0
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T∫
0
∥∥Q(φ,φ)∥∥
H−1/4+ CT
1
2
(
‖φ0‖H 9/8+/2 + ‖φ1‖H 1/8+/2 +
T∫
0
‖φ‖H 1/8+/2
)
×
(
‖φ0‖H 9/8+/2 + ‖φ1‖H 1/8+/2 +
T∫
0
‖φ‖H 1/8+/2
)
CT 12
(
J (0) + X(T ))2. (3.13)
On the other hand, the energy estimate to the equation for φ in (3.5) gives
‖φ‖H 9/8+  C
(
J (0) +
T∫
0
‖A∂φ‖H 1/8+ +
∥∥A2φ∥∥
H 1/8+
)
.
Combining the above estimates we obtain J (T ) C(J (0) + X(T ))2. We will derive relation
X(T ) CT 12
(
1 + J (0) + X(T ))10.
Then a bootstrap argument completes the proof of Proposition 3.1. By Lemma 2.1, the first
integral of (3.12) is bounded as follows:
T∫
0
‖A∂φ‖H 1/8+ 
T∫
0
‖A‖L∞‖∂φ‖H 1/8+︸ ︷︷ ︸
(i)
+
T∫
0
‖A‖
W 1/4+,p′ ‖∂φ‖Lp︸ ︷︷ ︸
(ii)
,
where 1/p + 1/p′ = 1/2. For (i), Lemma 2.3 is used:
(i) J (T )
T∫
0
‖A‖L∞  J (T )T δ
(
J (0) +
T∫
0
∥∥Q(φ,φ)∥∥
H−1/4+ +
∥∥Aφ∂φ + F |φ|2∥∥
H−1/4+
)
.
Combining with null form estimate (3.13), we have
T∫
0
‖A‖L∞‖∂φ‖H 1/8+  CT 1/2
(
1 + J (0) + X(T ))4. (3.14)
For (ii), we choose p = 12/5 then applying Lemma 2.2,
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‖A‖W 1/8+,12‖∂φ‖L12/5 
( T∫
0
‖A‖24/23
W 1/8+,12
)23/24( T∫
0
‖∂φ‖24
L12/5
)1/24
 T 34
( T∫
0
‖A‖24/5
W 1/8+,12
)5/24( T∫
0
‖∂φ‖24
L12/5
)1/24
CT 34
(
J (0) +
T∫
0
‖A‖H−1/4+
)(
J (0) +
T∫
0
‖φ‖H 1/8+
)
CT 34
(
1 + J (0) + X(T ))2. (3.15)
For the second integral of (3.12), we have
T∫
0
∥∥A2φ∥∥
H 1/4+ 
T∫
0
∥∥A2∥∥
L4‖φ‖W 1/4+,4︸ ︷︷ ︸
(iii)
+
T∫
0
∥∥A2∥∥
H 1/4+‖φ‖L∞︸ ︷︷ ︸
(iv)
.
Using Sobolev inequalities, we obtain:
(iii)
T∫
0
‖A‖2
H 3/4+‖φ‖H 5/4+ CT J(T )3, (3.16)
(iv)
T∫
0
‖A‖L6‖A‖W 1/4+,3‖φ‖H 1+ CT J(T )3  CT
(
1 + J (0) + X(T ))6. (3.17)
For the third quantity of (3.12), the fact that Fμν = μνρJ ρ will be used. In fact, the following
a priori estimate can be observed:∥∥F |φ|2∥∥
H−1/4+ 
∥∥Im(φDφ)|φ|2∥∥
H−1/4+ 
∥∥φ|φ|2∂φ∥∥
H−1/4+ +
∥∥|φ|4A∥∥
H−1/4+ . (3.18)
The last two quantities can be easily bounded by 2J 5(T ). For the fourth quantity of (3.12), we
have
T∫
0
‖Aφ∂φ‖H−1/4+ 
T∫
0
‖φ‖L∞‖A‖L8‖∂φ‖L8/3 CT J 3(T ). (3.19)
Combining the above estimates (3.14)–(3.19), we obtain X(T )  CT 12 (1 + J (0) + X(T ))10.
Then a bootstrap argument completes the proof of Proposition 3.1.
(II) Next we prove the case of (a, b) = (1/2,3/2) for which Eq. (3.10) will be considered.
We define
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0tT
(∥∥B(t, ·)∥∥
H 3/2 +
∥∥∂tB(t, ·)∥∥H 1/2 + ∥∥φ(t, ·)∥∥H 3/2 + ∥∥∂tφ(t, ·)∥∥H 1/2),
X˜(T ) =
T∫
0
‖φ∂φ‖H 1/2 +
∥∥φ2∂B∥∥
H 1/2 +
∥∥Qμν(B,φ)∥∥H 1/2 + ∥∥φQ(B,B)∥∥H 1/2 .
Applying the energy estimate to Eq. (3.10), we easily obtain the relation J˜ (T )  C(J˜ (0) +
X˜(T )). We will derive a priori estimate X˜(T )  CT 1/2(1 + J˜ (0) + X˜(T ))3 for which the fol-
lowing estimates are the most complicated.
T∫
0
∥∥φQ(B,B)∥∥
H 1/2  C
T∫
0
‖φ‖L∞
∥∥Q(B,B)∥∥
H 1/2 + ‖φ‖W 1/2,4
∥∥Q(B,B)∥∥
L4
 CJ˜ (T )T 12
(
J˜ (0)+Y(T ))2 +( T∫
0
‖φ‖2
W 1/2,4
)1/2( T∫
0
‖Q(B,B)‖2
H˙ 1/2
)1/2
 CT 12
(
J˜ (0) + Y(T ))3,
where Lemma 2.4 is used. The other terms can be controlled in easier way to derive X˜(T ) 
CT 1/2(1 + J˜ (0) + X˜(T ))3. We omit them.
4. Proof of Theorem 1.2
In this section, we construct solutions of system (1.2) assuming the Coulomb gauge condition,
∂iAi = 0. The Coulomb gauge condition provides an elliptic feature in the sense that if (Aμ,φ)
is a solution of (1.2), then the components Aμ can be determined from Iν by solving the elliptic
equations
	A0(t, x) = κ−1(∂1I2 − ∂2I1),
	Aj (t, x) = κ−1kj ∂kI0, (4.1)
where kj is the skew-symmetric tensor with 12 = 1.
Equations (1.2) with the Coulomb gauge condition can be rewritten as
∂0Aj = ∂jA0 + κ−1ij Ii, j = 1,2, (4.2)
DμD
μφ = 0, (4.3)
∂1A1 + ∂2A2 = 0, (4.4)
∂1A2 = ∂2A1 + κ−1I0. (4.5)
Note that equations (4.2) imply that constraint (4.5) is satisfied automatically if the initial data
satisfies
∂1A2(0, ·) − ∂2A1(0, ·) = 2κ−1 Im
(
φ(0, ·)D0φ(0, ·)
)
.
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A0(t, x) = − 1
κ
∫
R2
G(x − y) · I(t, y) dy, t  0,
where G(x) = (1/2π |x|2)(x2,−x1) and I = (I1, I2). We introduce the divergence free projection
operator P . Applying the operator P to Eq. (4.2) we have
∂tA = κ−1P(−I2, I1),
where A = (A1,A2). Therefore we have the following system:
∂tA = κ−1P(−I2, I1), (4.6)
φ = 2iA0∂tφ + iφ∂tA0 + A20φ − 2iA · ∇φ − |A|2φ, (4.7)
A0(t, x) = − 1
κ
∫
R2
G(x − y) · I(t, y) dy, (4.8)
subject to the initial data
Aj(0, ·) = aj , φ(0, ·) = φ0, ∂tφ(0, ·) = φ1, (4.9)
with constraints
∂j aj = 0, ∂1a2 − ∂2a1 = 2κ−1 Im
(
φ0φ1 − iA0(0, ·)|φ0|2
)
. (4.10)
The above hyperbolic–elliptic system was considered in [5]. The elliptic feature of Schrödinger–
Chern–Simons equation was taken into account in [1] and the modified Schrödinger map equa-
tion was treated in [15].
The following inequality is well known as Hardy–Littlewood–Sobolev’s inequality which is
used in the proof of Theorem 1.2. For 0 < r < 2, define the fractional integral operator:
Trf (x) =
∫
R2
f (y)
|x − y|2−r dy.
Then we have
Lemma 4.1. Suppose 1 < p < 2/r and 1/q = 1/p − r/2. Then there exists a constant c depend-
ing only on p and q such that
‖Trf ‖Lq(R2)  c‖f ‖Lp(R2).
Theorem 1.2 follows by standard arguments from a priori estimates of the following proposi-
tions.
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[0, T ] × R2 in (2 + 1)-dimensional Minkowski space with
Ai ∈ C
([0, T );H(R2)), φ ∈ C([0, T );H 1+(R2))∩ C1([0, T );H(R2)).
Define
H(T ) = sup
0tT
(∥∥Ai(t, ·)∥∥H(R2) + ∥∥φ(t, ·)∥∥H 1+ (R2) + ∥∥∂φ(t, ·)∥∥H(R2)).
Then there exist constants C > 0 and T ∗ > 0, depending only on H(0), such that if T < T ∗ then
H(T ) CH(0).
Proposition 4.3. Let (Ai,φ) and (A′i , φ′) be two solutions of the Chern–Simons–Higgs equations
verifying the hypothesis of Proposition 4.2 in a strip [0, T ] × R2 and let H(T ) as in Proposi-
tion 4.2 and H ′(T ) be the corresponding quantity for the primed solution. Also define
(T ) = sup
0tT
(∥∥Ai(t, ·) − A′i (t, ·)∥∥H + ∥∥φ(t, ·) − φ′(t, ·)∥∥H 1+ + ∥∥∂φ(t, ·) − ∂φ′(t, ·)∥∥H ).
Then there exist constants C > 0 and T ∗ > 0, depending only on H(0) and H ′(0), such that if
T < T ∗ then (T ) C (0).
Proposition 4.3 follows by the similar argument to Proposition 4.2. We shall only present the
proof of Proposition 4.2.
Proof. We define
X(T ) =
T∫
0
∥∥Aα∂αφ∥∥H +
T∫
0
‖∂tA0φ‖H +
T∫
0
∥∥A2μφ∥∥H + ‖φ∂φ‖H + ∥∥Aφ2∥∥H . (4.11)
The energy estimates show that H(T ) C(H(0) + X(T )). We will derive relation
X(T )CT
(
1 + H(0) + X(T ))4.
Lemma 2.1 bounds the first integral of (4.11) as follows:
T∫
0
∥∥Aα∂αφ∥∥H 
T∫
0
∥∥Aα∥∥
L∞‖∂αφ‖H +
T∫
0
∥∥J Aα∥∥
L2/‖∂αφ‖L2/1− . (4.12)
First of all, we show how to control ‖A0‖L∞ . Using the Sobolev embedding and Lemma 4.1, we
know from Eq. (4.8)
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∥∥J δA0∥∥Lq  2∑
j=1
∥∥T1(J δ Im(φDjφ))∥∥Lq  2∑
j=1
∥∥J δ Im(φDjφ)∥∥Lp

2∑
j=1
∥∥J δ Im(φ∂jφ)∥∥Lp︸ ︷︷ ︸
(i)
+
2∑
j=1
∥∥J δ(Aj |φ|2)∥∥Lp︸ ︷︷ ︸
(ii)
,
where δq > 2, q > 2 and 1/q = 1/p−1/2. The quantities (i), (ii) can be treated in the following
way:
(i) ‖φ‖La
∥∥J δ∂φ∥∥
L2 +
∥∥J δφ∥∥
La
‖∂φ‖L2 ,
(ii)
∥∥J δAj∥∥L2∥∥|φ|2∥∥La + ‖Aj‖L2∥∥J δ|φ|2∥∥La ,
where 1/p = 1/a + 1/2. Here we put δ =  and choose proper exponents q,p, a, e.g., q = 4/,
p = 4/ + 2, a = 4/. Then we may conclude that
‖A0‖L∞  ‖φ‖2H 1+ + ‖Aj‖H‖φ‖2H 1+ 
(
1 + H(T ))3  (1 + H(0) + X(T ))3.
To apply the above argument to the second equation of (4.1) and control ‖Ai‖L∞ , we need
some regularity information of A0(t, ·). For later use, we derive
A0(t, ·) ∈ L∞
([0, T ];Lq(R2)) for 2 < q < ∞,
∇sA0(t, ·) ∈ L∞
([0, T ];L2(R2)) for 0 < s  1.
First of all, we have
‖A0‖Lq 
2∑
j=1
∥∥T1(Im(φDjφ))∥∥Lq  2∑
j=1
∥∥Im(φDjφ)∥∥Lp  ‖φ‖L2p/(2−p)‖Dφ‖L2, (4.13)
where 1/q = 1/p − 1/2 with 2 < q < ∞. Fourier transform of (4.8) shows that
Â0(t, ξ) = iĜ1(ξ)F
(
Im(φD1φ)
)+ iĜ2(ξ)F(Im(φD2φ)), (4.14)
where Ĝj = jk ξk|ξ |2 . Therefore, for 0 < s < 1 we have
F[∇sA0]= 2∑
j=1
cj |ξ |sĜj (ξ)F
(
Im(φDjφ)
)= 2∑
j=1
cj
ξ j
′
|ξ |2−s F
(
Im(φDjφ)
)
,
where j ′ = 2 if j = 1 and j ′ = 1 if j = 2. Since F−1[ ξj
′
|ξ |2−s ] = c x
j ′
|x|2+s (see [26, Chapter 3]), we
obtain
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j=1
∥∥T1−s(Im(φ∂jφ) − Aj |φ|2)∥∥L2  2∑
j=1
∥∥Im(φ∂jφ)∥∥Lp + 2∑
j=1
∥∥Aj |φ|2∥∥Lp
 ‖φ‖Lb‖∂jφ‖L2 + ‖A‖L2
∥∥|φ|2∥∥
Lb
,
where 1/2 = 1/p − (1 − s)/2 and 1/p = 1/b + 1/2, i.e., b = 2/(1 − s). So we obtain∥∥∇sA0∥∥L2  ‖φ‖2H 1 + ‖A‖L2‖φ‖2H 1 .
Next we show that ∇A0 ∈ L2. From Eq. (4.14) we get
F(∂kA0) = iξkÂ0 = ijF
(
RjRk Im(φDiφ)
)
,
where Riesz transform is defined as R̂j f = iξj|ξ | f̂ . Therefore, we have
‖∂kA0‖L2  ‖φDφ‖L2  ‖φ‖H 1+‖∂φ‖L2 + ‖φ‖2H 1+‖Ai‖L2 .
With the above several information of A0, we apply the same argument to the second equation
in (4.1), then the following estimates can be derived easily:
Ai(t, ·) ∈ L∞
([0, T ];L∞(R2)),
Ai(t, ·) ∈ L∞
([0, T ];Lq(R2)) for 2 < q < ∞,
∇sAi(t, ·) ∈ L∞
([0, T ];L2(R2)) for 0 < s  1.
Then two integrants in (4.12) can be taken care of∥∥Aα∥∥
L∞‖∂αφ‖H 
(
1 + H(0) + X(T ))4,∥∥J Aμ∥∥L2/‖∂μφ‖L2/(1−)  ∥∥J Aμ∥∥H˙ 1−‖∂μφ‖H  (1 + H(0) + X(T ))4.
Therefore we obtain
T∫
0
∥∥Aα∂αφ∥∥H  T (1 + H(0) + X(T ))4.
Next we consider the integral
∫ T
0 ‖∂tA0φ‖H which is hard to control. Applying ∂t on both
sides of the first equation of (4.1) we have the following equation:
	∂tA0 = ∂1 Im(D0φD2φ) − ∂2 Im(D0φD1φ) + ∂1 Im(φD0D2φ) − ∂2 Im(φD0D1φ). (4.15)
Note the following identities:
∂μ(φψ) = Dμφψ + φDμψ,
DαDβφ = DβDαφ + iFβαφ.
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∂1 Im(φD0D2φ) − ∂2 Im(φD0D1φ)
= ∂1 Im
(
φD2D0φ − iF02|φ|2
)− ∂2 Im(φD1D0φ − iF01|φ|2)
= ∂1 Im
(
∂2(φD0φ) − D2φD0φ − iF02|φ|2
)− ∂2 Im(∂1(φD0φ) − D1φD0φ − iF01|φ|2)
= ∂2 Im
(
D1φD0φ + iF01|φ|2
)− ∂1 Im(D2φD0φ + iF02|φ|2).
Note that third order terms ∂1∂2 Im(φD0φ) are canceled out. Combining with (4.15) and consid-
ering (4.2) we get
	∂tA0 = ∂2 Im
(
D1φD0φ − D0φD1φ + iF01|φ|2
)
− ∂1 Im
(
D2φD0φ − D0φD2φ + iF02|φ|2
)
= ∂2 Im
(
D1φD0φ − D0φD1φ − i Im(φD2φ)|φ|2
)
− ∂1 Im
(
D2φD0φ − D0φD2φ + i Im(φD1φ)|φ|2
)
. (4.16)
Now the second quantity of (4.11) can be treated as follows.
‖φ∂tA0‖H 
∥∥J ∂tA0∥∥Lp‖φ‖Lr︸ ︷︷ ︸
(iii)
+‖∂tA0‖Lp
∥∥J φ∥∥
Lr︸ ︷︷ ︸
(iv)
,
where 1/2 = 1/p+1/r . Using Eq. (4.16) and Lemma 4.1, we may obtain the following estimate:
∥∥J ∂tA0∥∥Lp  2∑
j=1
∥∥T1J (DjφD0φ)∥∥Lp + 2∑
j=1
∥∥T1J (F0j |φ|2)∥∥Lp

2∑
j=1
∥∥J (DjφD0φ)∥∥Lq + 2∑
j=1
∥∥J (F0j |φ|2)∥∥Lq

2∑
j=1
‖Djφ‖La
∥∥J (D0φ)∥∥L2 + ‖D0φ‖La∥∥J (Djφ)∥∥L2
+
2∑
j=1
∥∥J (Im(φDj ′φ)|φ|2)∥∥Lq

2∑
j=1
‖Djφ‖H(a−2)/a
∥∥J (D0φ)∥∥L2 + ‖D0φ‖H(a−2)/a∥∥J (Djφ)∥∥L2
+
2∑∥∥J Djφ∥∥L2∥∥φ3∥∥La + ∥∥J (φ3)∥∥La‖Dφ‖L2, (4.17)j=1
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(d = 2/(1 − b)) in (4.17). Here we choose (a − 2)/a = , i.e., a = 2/(1 − ) which implies that
q = 2/(2 − ), p = 2/(1 − ) and r = 2/. By applying the similar argument, we may obtain
easily
(iv)H 3(T )
(
H(0) + X(T ))3.
The remaining integrals in (4.11) can be controlled in easier way. We omit them. 
5. Proof of Theorem 1.3
Under the condition of temporal gauge (A0 ≡ 0), the equations can be written as
∂0Aj = κ−1ij Ii, j = 1,2, (5.1)
φ = 2
√−1Aj∂jφ + AjAjφ −
√−1∂jAjφ, (5.2)
∂1A2 = ∂2A1 + κ−1I0. (5.3)
The constraint (5.3) propagates with Eqs. (5.1), (5.2), i.e.,
∂t
(
∂1A2 − ∂2A1 − κ−1I0
)= 0
as long as (5.1), (5.2) are satisfied (we will let κ = 2 in the following part).
When we try to prove local existence of system (5.1)–(5.3) in the class of A ∈ C([0, T );Hs)
for s  0 and apply a energy estimate to (5.1), the quantity ∫ T0 ‖I‖Hs should be controlled.
Then the natural choice of the regularity condition of φ should be φ ∈ C([0, T );Hs+1) ∩
C1([0, T );Hs). The right-hand side of (5.2) consists of the problematic terms. For example,
the energy estimate of (5.2) requires the estimation of ∫ t0 ‖φ∂jAj (s)‖Hs ds. Roughly speaking
we need one derivative more regularity of ∂jAj . For the definite of the presentation we will let
s = 1/2 (s > 1/2 case is easier to prove).
In the case of the Coulomb gauge, the elliptic features of the gauge fields were used to show
some smoothing properties of the gauge fields Aμ. Here we shall consider the div–curl decom-
position of the gauge field Aj by which the different regularity properties will be observed. We
decompose the gauge potential Ai as divergence free part and curl free part as follows:
Ai = Adi + Aci , such that divAdi = 0, curlAci = 0,
where Ad1 = −∂2B , Ad2 = ∂1B for a potential B .
Let (Ai,φ) be a solution of the Chern–Simons–Higgs equations in a strip [0, T ] × R2 with
Adi ∈ C
([0, T );H 1/2(R2)),
Aci ∈ C
([0, T );H 3/2(R2)),
φ ∈ C([0, T );H 3/2(R2))∩ C1([0, T );H 1/2(R2)). (5.4)
Two observations are taken into account.
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	B = Im(φ∂0φ). (5.5)
The Calderon–Zygmund inequality says that the regularity condition φ∂0φ ∈ H 1/2(R2) guaran-
tees Adi = ∇B ∈ H˙ 3/2(R2). Together with the fact Adi ∈ H 1/2 we can deduce
Adi ∈ H 3/2
(
R2
) (
↪→ L∞(R2)). (5.6)
Then the following estimate can be obtained:
T∫
0
∥∥Adi ∂φ∥∥H 1/2 
T∫
0
∥∥Adi ∥∥L∞‖∂φ‖H 1/2 + ∥∥Adi ∥∥W 1/2,4‖∂φ‖L4

T∫
0
∥∥Adi ∥∥L∞‖φ‖H 3/2 + ∥∥Adi ∥∥H 1‖φ‖H 3/2 .
Moreover, taking time derivative of (5.5) and using Eq. (5.2) we have
∂t	B = Im(φD0D0φ) = Im(φDjDjφ).
Hence
∂t∇B = ∇(	)−1∂j Im(φDjφ).
Using (5.4) and (5.6), we obtain
∥∥∇B(t, ·)∥∥
H 1/2 
∥∥∇B(0, ·)∥∥
H 1/2 +
T∫
0
‖φ‖L∞‖∂φ‖H 1/2 + ‖φ‖W 1/2,4‖∂φ‖L4 + ‖A‖H 1/2‖φ‖L∞
+ ‖A‖L∞
∥∥φ2∥∥
H 1/2 .
Note that in the Yang–Mills equations the constraint improves the regularity of the curl-free
part of gauge potential (see [8,27]). That makes their argument finished in the close form. In
Chern–Simons equations the regularity of the curl-free part of gauge potential is improved by
the dynamic equations (5.1).
(b) As is usual in the study of gauge field theories [17,27] we shall use the projection 1 −P =
	−1(∇ div) to curl-free fields. Applying 1 −P to (5.1), we obtain
∂tA
c = 	−1∇ Im(D2φD1φ − D1φD2φ + φD2D1φ − φD1D2φ). (5.7)
Considering Ai = Ad + Ac and the identities (3.7) and (3.8), we obtaini i
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H 3/2 
∥∥Ac(0, ·)∥∥
H 3/2
+
t∫
0
∥∥(Q21(φ,φ))∥∥H 1/2︸ ︷︷ ︸
(i)
+∥∥Ad∇(|φ|2)∥∥
H 1/2︸ ︷︷ ︸
(ii)
+ ∥∥Ac∇(|φ|2)∥∥
H 1/2︸ ︷︷ ︸
(iii)
+∥∥F12|φ|2∥∥H 1/2︸ ︷︷ ︸
(iv)
. (5.8)
First of all, it follows from Lemma 2.4 that
T∫
0
∥∥∇ 12 Q(φ,φ)∥∥
L2  T
1
2
(∥∥φ(0, ·)∥∥
H 3/2 +
∥∥∂tφ(0, ·)∥∥H 1/2 +
T∫
0
‖φ‖H 1/2
)2
.
Next, the observation (a) allows us to assume Ad ∈ H 3/2(R2) which is used as follows:
(ii) T
(∥∥Ad∥∥
W 1/2,4
∥∥∇(|φ|2)∥∥
L4 +
∥∥Ad∥∥
L∞
∥∥∇(|φ|2)∥∥
H 1/2
)
,
(iv) T
∥∥∇Ad |φ|2∥∥
H 1/2 
∥∥Ad∥∥
H 3/2
∥∥|φ|2∥∥
L∞ +
∥∥∇Ad∥∥
L4
∥∥|φ|2∥∥
W 1/2,4 .
The third quantity (iii) can be easily controlled:
T∫
0
∥∥Ac∂(|φ|2)∥∥
H 1/2 
T∫
0
∥∥Ac∥∥
L∞
∥∥∂(|φ|2)∥∥
H 1/2 +
∥∥Ac∥∥
W 1/2,6‖∂φ‖L4‖φ‖L12 .
Combining observations (a) and (b), the following propositions can be derived and we just state
them.
Proposition 5.1. Let (Ai,φ) be a solution of the Chern–Simons–Higgs equations in a strip
[0, T ] × R2 with initial data Adi (0, ·) ∈ H 1/2, Aci (0, ·) ∈ H 3/2 and φ(0, ·) ∈ H 3/2, ∂tφ(0, ·) ∈
H 1/2 satisfying (5.3) and with
φ ∈ C([0, T );H 3/2(R2))∩ C1([0, T );H 1/2(R2)),
Adi ∈ C
([0, T );H 1/2(R2)), Aci ∈ C([0, T );H 3/2(R2)).
Define
J (T ) = sup
0tT
(∥∥Adi (t, ·)∥∥H 1/2 + ∥∥Aci (t, ·)∥∥H 3/2 + ∥∥φ(t, ·)∥∥H 3/2 + ∥∥∂φ(t, ·)∥∥H 1/2).
Then there exist constants C > 0 and T ∗ > 0, depending only on J (0), such that if T < T ∗ then
J (T ) CJ(0).
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verifying the hypothesis of Proposition 5.1 in a strip [0, T ] × R2 and let J (T ) as in Proposi-
tion 5.1 and J ′(T ) be the corresponding quantity for the primed solution. Also define
(T ) = sup
0tT
(∥∥φ(t, ·) − φ′(t, ·)∥∥
H 3/2 +
∥∥∂φ(t, ·) − ∂φ′(t, ·)∥∥
H 1/2
)
+ sup
0tT
(∥∥Adi (t, ·) − A′di (t, ·)∥∥H 1/2 + ∥∥Aci (t, ·) − A′ ci (t, ·)∥∥H 3/2).
Then there exist constants C > 0 and T ∗ > 0, depending only on J (0) and J ′(0), such that if
T < T ∗ then (T ) C (0).
6. Global existence
The global solution was constructed in [5] under the Coulomb gauge condition and temporal
gauge by gauge transformation. Here we consider the global solution of (5.1)–(5.3) directly. It is
a preliminary study to go forward to prove the global solution of the nonabelian Chern–Simons–
Higgs equation [7,20]. The local solution with the initial data
φ(0, ·) ∈ H 2, ∂tφ1(0, ·) ∈ H 1, Adi (0, ·) ∈ H 1, Aci (0, ·) ∈ H 2
can be easily constructed following the argument in Section 5:
Adi ∈ C
([0, T );H 1), Aci ∈ C([0, T );H 2), φ ∈ C([0, T );H 2)∩ C1([0, T );H 1).
(6.1)
Following the idea of [5], we define a quantity for a solution (Ai,φ) of the system (5.1)–(5.3):
y(Ai,φ)(t) =
(
1 + ∥∥DjD0φ(t, ·)∥∥2L2 + ∥∥DjDkφ(t, ·)∥∥2L2)1/2.
First of all, we have the conservation of energy
2∑
α=0
∥∥Dαφ(t, ·)∥∥2L2(R2)  2∑
α=0
∥∥Dαφ(0, ·)∥∥2L2(R2) = E(0).
Note that
∂t
∥∥φ(t, ·)∥∥2
L2  2
∥∥φ(t, ·)∥∥
L2
∥∥∂tφ(t, ·)∥∥L2  2∥∥φ(t, ·)∥∥L2E1/2(0),
where D0φ = ∂tφ in the temporal gauge. Hence it follows that ‖φ(t, ·)‖L2  C(1 + t). Making
use of the inequality (see [10])
‖φ‖Lp(R2)  C‖φ‖2/pL2(R2)
( 2∑
j=1
‖Djφ‖L2(R2)
)1−2/p
for 2 < p < ∞,
we obtain ‖φ(t, ·)‖Lp  C(1 + t)2/p for 2 < p < ∞.
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quantity y(Ai,φ)(t) is uniformly bounded on each finite interval [0, T ].
Proof. Noticing that φ,Ai is a solution of Eqs. (5.1)–(5.3), the following identity can be derived:
1
2
∂t
∫
|DjD0φ|2 + |DjDkφ|2 dx = Re
∫
DjDkφ(iFkjD0φ + iFj0Dkφ + iFk0Djφ)dx
− Re
∫
DjDkφ
(
iφk0l Im(DjφDlφ + φDjDlφ)
)
dx
+ Re
∫
DjD0φ(iF0jD0φ + iFjkDkφ)dx. (6.2)
The terms of the form FμνDρφ can be bounded schematically as
‖FμνDρφ‖L2 
∥∥|φ|∥∥
L∞‖Dφ‖2L4  y(t)
∥∥|φ|∥∥
L∞,
where Fμν = μνρ Im(φDρφ) and ‖Dφ‖2L4  ‖Dφ‖L2‖DjDφ‖L2 are used. Moreover we obtain
‖DφDφ + φDDφ‖L2  ‖Dφ‖2L4 +
∥∥|φ|∥∥
L∞‖DDφ‖L2  y(t)
(
1 + ∥∥|φ|∥∥
L∞
)
.
Then it follows from (6.2) that
d
dt
y(t) Cy(t)
(
1 + ∥∥|φ|∥∥2
L∞
)
. (6.3)
The next lemma allows us to control ‖|φ|(t, ·)‖L∞ in (6.3) which plays an important role in the
Gronwall’s inequality. We refer [3] for a proof.
Lemma 6.2. For each u ∈ H 2(R2) there exists a constant C such that the following inequality
holds true:
‖u‖L∞  C
(
1 + ‖u‖H 1
)√
log
(
1 + ‖u‖H 2
)
.
Therefore, the quantities we should estimate are ‖|φ|‖H 1 and ‖|φ|‖H 2 . For the estimate
of ‖|φ|‖H 1 we need the following Lemma 6.3. For each A :Rn → Rn satisfying Aj ∈ L2loc(Rn),
the space H 1A(R
n) consists of all functions f :Rn → C such that
f ∈ L2(Rn) and (∂j − iAj )f ∈ L2(Rn).
Note that even if f ∈ H 1A, it is not necessarily true that f ∈ H 1. The following diamagnetic
inequality can be found in [21].
Lemma 6.3. Let A :Rn → Rn be in L2loc(Rn) and f be in H 1A(Rn). Then |f |, the absolute value
of f , is in H 1(Rn) and the diamagnetic inequality,∣∣∇|f |(x)∣∣ ∣∣(∇ − iA)f (x)∣∣,
holds pointwise for almost every x ∈ Rn.
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H 1  1 + t + E1/2(0).
To control ‖|φ|‖H 2 we follow the idea of the convexity inequality for gradient in [21]. Let com-
plex valued function f = a + ib. Then we have
∂k∂j |f | =
{
Re( 12|f |3 (∂kf ∂jf |f |2 − f 2∂kf ∂jf )) + Re( f|f |∂k∂jf ) if |f | = 0,
0 otherwise.
Here, Re(∂kf ∂jf |f |2 − f 2∂kf ∂jf ) becomes
2(a∂j b − b∂j a)(a∂kb − b∂ka).
If j = k, then we conclude that
∂j ∂j |f | Re
(
f
|f |∂k∂jf
)
which implies
∥∥	|f |∥∥
L2  ‖	f ‖L2 . (6.4)
On the other hand, we derive from Eq. (5.1)
∥∥Aj(t, ·)∥∥L2  ∥∥Aj(0, ·)∥∥L2 +
t∫
0
‖φ‖L4‖Dφ‖L4  C
(
1 + t + y(t))3,
∥∥∇Aj(t, ·)∥∥L2  ∥∥∇Aj(0, ·)∥∥L2 +
t∫
0
‖Dφ‖2
L4 + ‖φ‖L∞
∥∥D2φ∥∥
L2  C
(
1 + t + y(t))4,
where the covariant type Gagliardo–Nirenberg inequality ‖|u|‖L∞  ‖|u|‖1/2L2 ‖|D2u|‖
1/2
L2
is used.
Therefore we have
‖Aj‖L4  C‖Aj‖1/2L2 ‖∇Aj‖
1/2
L2
C
(
1 + t + y(t))7/2.
Considering (6.4) and 	φ = DjDjφ + iφ∂jAj + iAjDjφ + iAj ∂jφ, we get∥∥|φ|∥∥
H 2 
∥∥|φ|∥∥
L2 +
∥∥	|φ|∥∥
L2  ‖φ‖L2 + ‖	φ‖L2
 ‖φ‖L2 + y(t) + ‖∂jAj‖L2‖φ‖L∞ + ‖A‖L4‖Dφ‖L4 + ‖A‖L4‖∂φ‖L4

(
1 + t + y(t))8.
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d
dt
y(t) Cy(t)
(
1 + (1 + t)2 ln(1 + t + y(t)))
which shows that y(t) is uniformly bounded on each finite interval [0, T ]. 
We will denote some positive increasing functions on R+ as f (t), g(t). Then we may deduce
from the uniform bound of y(t) on each finite interval [0, T ]
∥∥Aj(t, ·)∥∥H 1  f (t), ∥∥∂φ(t, ·)∥∥L2  ‖Dφ‖L2 + ‖A‖L4‖φ‖L4  f (t).
Moreover we have
∂j ∂kφ = DjDkφ + i∂jAkφ + iAk∂jφ + iAjDkφ,
∂j ∂tφ = DjD0φ + iAjD0φ,
which implies that ‖φ(t, ·)‖H 2 and ‖∂tφ(t, ·)‖H 1 are uniformly bounded on each finite interval
[0, T ]. Also we may deduce from (5.1)
∥∥Adi (t, ·)∥∥H 1  C +
t∫
0
∥∥Im(φDφ)∥∥
H 1  f (t),
∥∥Ac(t, ·)∥∥
H 2  C +
t∫
0
∥∥Q21(φ,φ)∥∥H 1 + ∥∥Ad∇(|φ|2)∥∥H 1 + ∥∥Ac∇(|φ|2)∥∥H 1
+ ∥∥Im(φD0φ)|φ|2∥∥H 1
 C +
t∫
0
f (t) + ∥∥Ac∥∥
H 1‖φ∇φ‖L2 +
∥∥Ac∥∥
L∞‖φ∇φ‖H 1
 C +
t∫
0
f (t) + g(t)∥∥Ac∥∥
H 2,
where we use ‖Ad‖H 2  ‖Ad‖H 1 + ‖Im(φD0φ)‖H 1 considering Eq. (5.5). Therefore we con-
clude that ‖Ad‖H 1 and ‖Ac‖H 2 are bounded in a given time interval.
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