Time-reversible molecular dynamics algorithms with bond constraints are derived. The algorithms are stable with-and without a thermostat. Time-reversibility is achieved by applying a central-difference expression for the velocities in the expression for Gauss' principle of least constraint. The imposed time-symmetry results in a quadratic expression for the Lagrange multiplier which is easily linearized by a simple iteration scheme. The algorithms were tested on a dumbbell model for Toluene at two state points, one corresponding to highly viscous liquid and the other to room temperature conditions. All the derived timesymmetrical algorithms are stable with respect to the constraints and conserve energy with and without a thermostat. The equilibrium particle distributions and the mean-square particle displacements were compared with the corresponding functions obtained by GROMACS. The agreement is perfect within statistical errors.
INTRODUCTION
Holonomic constraints are used in many contexts of complex dynamics. Most commonly perhaps, are holonomic constraints used in Molecular Dynamics (MD) simulations of molecular systems in order to decouple and freeze the fast modes. In this context the advantage of applying the constraints is that one can use a larger time steps. Another example is the use of constraints in order to ensure a certain conformation, or for calculating reaction rate. Since J-P Ryckaert and co-workers developed the SHAKE algorithm [1] , a series of refined numerical algorithms for holonomic constrained MD have appeared [2] [3] [4] [5] [6] [7] [8] . Whereas SHAKE ensures the constraints by a rescaling of the coordinates, the later algorithms are based on Gauss' principle of least constraint [9] . The constraints are not obtained directly in the dynamics, but achieved indirectly by ensuring that there is no accelerations of the constrained mass units in the directions of the constraints. The derived expressions depend linearly on the Lagrange multipliers and are not time-symmetrical. The basic algorithms do not conserve energy, nor the bond lengths. For this reason the simulations are performed with a thermostat (NVT-MD), and a series of "penalty" procedures have been developed [1] [2] [3] , [5, 6] . The derived algorithms are robust and implemented in many program packages, and widely used for simulating complex molecular systems. In the present article we derive simple time-reversible algorithms for MD with bond constraints and with-and without a thermostat. The algorithms conserve the energy and are stable. The algorithms are derived in Section II, and tested on a Lennard-Jones (LJ) dimer (united atom) model for Toluene in Section III. The results are summarized in Section IV.
TIME-REVERSIBLE DISCRETE DYNAMICS WITH CONSTRAINTS Holonomic constraints
For simplicity we consider a system consisting of N dimers with masses m A and m B with constant distance, d, between the two subunits. The dynamics of the system of dimers with the holonomic constraints is given by Gauss' principle of least constraint [2] . The constraint between one of the dimers with position r 1 (t) and r 2 (t) at time, t is
where r 12 = r 1 − r 2 . Differentiation of this equation gives
which express that the velocity v 12 (t) along the bond direction is zero. A second time differentiation gives
which gives the holonomic constraint for the central acceleration a 12 (t). Let the subunit at r 1 (t) have the mass m A and the subunit at r 2 (t) the mass m B . Expressing the restoring bond forces as ±λr 12 , the Hamilton equations for the two subunits are [2] m A dr 1 dt = p 1 (4) dp
where the forces on a mass unit, i, can be separated into intra-and intermolecular forces; for a dimer, (i, i + 1)
By substitution of the equations for the dynamics into the Eq. (3) one obtains the expression for the holonomic constraint, given by λ(t) [2] 
where the intramolecular forces in Eqs. (8) and (9) do not contribute tof 12 (t)
and the reduced mass µ as usual is defined by
In MD simulations the discrete time dynamics is usually performed by a simple central-difference algorithm. This time-symmetrical algorithm can be expressed in several ways; e.g. by L. Verlet [10] 
from which a new set of positions at time, t + h is obtained from the two previous sets of positions at time t and t − h and the forces at time t. Another formulation of the algorithm is the "Leap Frog algorithm"(LFA) [11] and there are several other formulations of the central-difference algorithm. The algorithm has two significant qualities: it is time-reversible and the trajectories are obtained directly from the forces in Eq. (13) without any dependence of the velocities. In fact there exists no unique expression for the velocity at the time where the forces are calculated from the positions [12] . In the LFA one has a corresponding central-difference expression for the velocity at the n'th time step, (n − 1/2)h, and the updating of positions is performed in two steps, first by updating the velocity to time (n + 1/2)h and then the positions to time (n + 1)h. The Verlet algorithm is the central-difference algorithm for Newtons formulation of classical dynamics, and the LFA is the corresponding central-difference algorithm for Hamilton's formulation. The above implementation of the holonomic constraints leaves two fundamental problems: Since the velocities do not enter into the dynamics, any round-off error in the dynamics will lead to a drift in the velocities which makes the algorithms numerical unstable. Another problem is to ensure time-reversibility. In the LFA formulation a natural time symmetric, and central-difference mean, for the velocity difference, v 2 12 (t) in Eq. (10) is
where, from Eqs. (4)-(7) 
where
Equation (16) has two roots, but only the root
is consistent with Eq. (10) as h → 0 (the "negative" root diverges as O(h −2 ) and the discriminant is negative after one time step, i.e., the constrained discrete dynamics has no real solution in this case.) The fact that the linear expression Eq. (10) for the constraint is changed to a quadratic expression due to the requirement of time-symmetry complicates the dynamics, especially with connected constraints. However, since the coefficient α is small the equations are readily solved iteratively (see Sec. III).
Time-reversible discrete dynamics with bond-constraints and a thermostat
The Molecular Dynamics can be simulated with a time reversible Nosé-Hoover thermostat [11] . The dynamics for the Nosé-Hoover thermostat is given by a coupling of the momenta to the thermostat. The constrained Hamilton equations with bond-and temperature constraints are
where ξ(t) is a "friction" with a coupling constant/strength a to the thermostat, k(t) is the kinetic energy per degree of freedom in the system, and k 0 (T ) is the kinetic target energy. The additional friction term enters into the equation for λ and Eq. (10) is modified to
In a discrete LFA formulation of the NVT-MD one knows the positions, forces and friction, ξ, at time t, and the velocities at time t − h/2. Time-reversibility of the NVT-dynamics is ensured in the same manner [11] as with bond constraints by a central mean
The new term in the dynamics modifies the expression Eq. (15) for v 12 (t + h/2) to
and gives rise to new terms and modifications of Eqs. (17)- (20). With the abbreviations (29)
the modified expressions are
The NVT-MD dynamics with bond constraints is performed as the corresponding NVE-MD (ξ = 0) dynamics using Eq. (34)-(36) for both ensembles without further complications.
Improved and numerically stable algorithms
So far we only ensured time-symmetry. The constraint Eq. (2), however, is not taken into account by the leastconstraint method in Sec. IIa and IIb. Since the velocities do not influence the trajectories obtained by the equivalent central-difference algorithm (Verlet algorithm Eq. (13)), this indicates that a drift in the bond distances will not be corrected by the method in Sec. IIa and IIb. This indeed is confirmed by simulations, and the drift ruins the simulations even over a short time interval. Even if the system is started from a perfect state, the round-off errors by the (double-precision) arithmetic from the n'th step, ǫ n , accumulate via a drift in the velocities along the constrained bonds and sooner or later require corrections. This fact can be seen from the derivation below. From the next step in the LFA
one obtains by squaring the corresponding expression for r 12
If Eq. (15) is substituted into this and the terms are arranged after powers of λ one gets using Eqs. (17)-(19)
Similarly to Eq. (38) we have for the previous LFA time step
which yields
and from Eq. (41) and Eq (39)
If one uses Eq. (16) to determine λ, Eq. (42) reduces to (Method 0)
where ǫ n is the error introduced at the n'th step. This equation shows that a drift of the bond lengths, as expected, is carried over to the next step of the simulation. (A change in the bond length by a drift is given by r 12 (t) − r 12 (t − h), and Eq. (43) show that a drift is carried over to the next step as (
But even if the simulation starts from a perfect state any error will increase linearly as the integration progresses. If one assumes that the errors introduced at different steps of the method are independently distributed stochastic variables, the variance of the total error increases with n 3 where n is the number steps of the integration algorithm. If the individual errors have a bias, then the total bias will increase with n 2 . (Actually, our calculations indicate that the round-off errors are not uncorrelated, but that does not change these general conclusions about the instability of Eq. (43).)
If instead of Eq. (16) one had used Eq. (10) with v 12 (t − h/2) in place of v 12 (t) for determining λ, Eq. (42) would have given a rather complicated expression which, however, can be compressed to
That is, by violating time-symmetry in the dynamics an additional error term, caused by the method rather than by the round-off errors, appears. The extra error term is admittedly of order h 3 and as such consistent with Eq. (13). However, in view of the unstable nature of Eq. (43) the effect of the extra error is disastrous (Sec. III).
Fortunately it is possible to improve the stability of the dynamics. From Eq. (43) one notices that if γ in Eq. (19) or Eq. (36) is replaced by
an improved relation is obtained
where drift in the bond length is not carried over at the next time step. We shall call this Method 1. The (recursion) relation, Eq. (46) has the statistical properties of a random walk. If one again assumes that the errors introduced at different steps of the method are independently distributed stochastic variables, one finds that the variance of the total error increases with n. If the individual errors have a bias, then the total bias will also increase with n. One could also aim for (Method 2)
which is obtained using
Since the steps in Eq. (47) are twice as long as in Eq. (46), although the increase in both variance and bias is still linear in n, the rate of increase is halved. The price paid is that Eq. (47) sustains an odd-even oscillation and that
Method 0, method 1, and method 2 give the same result for r 12 (t+h) if r 12 (t) 2 = r 12 (t−h) 2 . They only differ in the way they handle previously introduced numerical errors. In particular, one notices that at the first step both method 0 and method 2 depends on r 12 (−h), which is indirectly given as r 12 (0) − hv 12 (−h/2). If | r 12 (0) − hv 12 (−h/2) | = d this introduces an error at step 1. This problem can be solved by always using method 1 for the first step.
It is possible to improve the numerical stability further, which can be seen from the (recursion) relation
where | δ |< 1. If there were no previous errors, the result would be the same as for method 0, method 1, and method 2. The closer δ is to 0 the better is the stability. The optimal choice is δ = 0 which is achieved from Eq. (45) with (Method 1a)
Since
one can consider the extra contribution to λ as a restoring harmonic force with a force constant which is chosen such that the system reaches the point of equilibrium in one time step, h. A larger value of δ corresponds to a smaller force constant. A negative value of δ gives a larger force constant.
One can of course also consider the introduction of this extra term as just another form of rescaling. However, here the rescaling is introduced as an integrated part of the method, not as a deus ex machina, necessitated by deficiencies of the original method. Also, we are able to make the rescaling simultaneously with calculating the next step by the integrating algorithm with no additional computational effort. Finally by making the rescaling at each step one avoids that errors grow large.
If one uses Eqs. (28)-(36) for a NVT system with bond-constraints in stead of Eqs. (15)-(19), then one will still get Eq. (43). Again, one can improve the result by making the same changes to γ(ξ) in Eq. (36) as before. In conclusion, all of the methods: 0, 1, 1a and 2 work with-and without a thermostat and without any appreciable increase of computer time.
MOLECULAR DYNAMICS WITH CONSTRAINTS
The expressions for constrained MD derived in Section II are used for a dumbbell model [13] with N =1000 dumbbells for a simple "united atom" model of Toluene with a big phenyle group (A) constrained to a small methyl group (B). The model is tested at a high density and low temperature state, ρσ 3 AA = 0.9316, kT /ǫ AA = 0.4647, where the fluid is highly viscous [13] . Lengths, energies, and times are given in units of the particle A; for details see [14] . The simulations started from an equilibrium state with all bead distances equal to d. MD was performed in doubleprecision arithmetic. The result of the first test is given in Table I. TABLE I 
iterations 4 iterations -----------------------------------------1
0.45278×10 
-----------------------------------------
The second column is the mean difference, Σ(r i,i+1 −d)/N of the N constrained bond distances after n time steps using the linear expression Eq. (10) with v(t) = v(t − h/2). It is not clear to us how people previously solved the problem of the misfit of time between positions and forces at time t + nh and the velocities at time t + (n − 1/2)h. But since the method of Gauss' principle of least constraint in general is presented as being linear in the Lagrange multiplier λ, one must have ignored the requirement of time-symmetry in connection with the term v(t) 2 that automatically leads to a quadratic expression for λ. As can be seen from the second column in Table I , the broken time-symmetry rapidly leads to a divergence in the bond distances in accordance with Eq. (44), and the improved extrapolation, v(t) = v(t − h/2) + h/2f (t), does not help. The divergence is not due to round-off errors, but caused by the broken time-symmetry; the data in the last column demonstrates this. It is obtained (Method 0) from the time-symmetrical expression, Eq. (20) together with Eqs. (17)-(19) for the coefficients in the quadratic equation. Here the small errors are caused by round-off at the arithmetic operation, but they accumulate according to Eq. (43) and will sooner or later spoil the simulation.
The three other columns demonstrate the effectiveness of the simple iterative solution of the quadratic equation obtained by
The iterations converge rapidly due to the fact that the quadratic term in λ is proportional to to h 2 , and deviations from the quadratic solution are of the same order as the round-off error after only four iterations. Tabel II. Mean difference < r > −d in the bond lengths after the n'th step and for NVT-MD.
0.23315×10 0.55526×10
0.18877×10
0.71965×10
The second test is performed using the improved expressions, Eq. (45) (Method 1), Eq. (50) (Method 1a) and Eq. (48) (Method 2). The test was performed for NVE-MD as well as NVT-MD (Table II) . The NVT-MD simulations started from the same positions as used for the NVE-MD simulations. The first thing to notice is that the inclusion of a thermostat does not destroys the effectiveness of the quadratic expressions for the bond constraint; in fact it seems to improve the algorithm, as can be seen by comparing the last column in Table I with the second column in Table II . Sooner or later accumulated round-off errors, however, ruin the simulations (Method 0) although it is possible to maintain the stability over millions of time steps without any adjustment. The next three columns in Table II show that the algorithms derived in Sec. IIc stabilize the simulation to an extent that one can simulate the system over hundred of millions time steps, and Method 1a must simply be characterized as totally stable. A similar result was obtained for the NVE-MD.
The mean values of the thermostat parameter, Σξ(i)/n of the n=2 14 × 1000 time steps are given in the last lines of Table II . For a reversible dynamics at an equilibrium state this average should be close to zero. As can be seen from the values all the quadratic expressions obey this requirement. In accordance with this fact we notice that there is no drift in the energies for the NVE-MD using any of the quadratic and time-reversible methods. The particle distributions obtained from the different quadratic expressions are identical within the accuracy of the simulations. Figure 1 shows the distributions together with the radial distribution functions, obtained by using the program package GROMACS with the LINCS-constraint method [5] , (the agreement is so good that it is not possible to see any difference in g(r) from a figure). The mean-square displacements (msd) were determined from the n=2 14 ×1000 time steps. The diffusion constants, D, obtained from the diffusive regime are given in Table II they agree within the accuracy of the simulations. The simulations were repeated for a state point ρσ 3 AA = 0.5, kT /ǫ AA = 1., which approximately corresponds to room temperature conditions and with the same conclusion that all methods conserves energy (NVE-MD) and the constraint with-and without a thermostat and agree with the corresponding data obtained by NVT-GROMACS+LINCS. Constrained dynamics are used in many different context. Here we have tested the algorithms on a constrained intramolecular bond length. The main reason for constraining the fast intramolecular modes is that one can integrate the molecular motions over much longer time. Typically one needs a time step of order ten times smaller if one wishes to include a constrained mode in the dynamics. The present simulations were mainly performed for a time step h = 0.0025, which for the Toluene model corresponds to a time step h = 4.55 × 10 −15 s. The limit of stability was tested by increasing the value of h. For h = 0.005 all four quadratic algorithms were stable with no difference in the obtained data by increasing the time step (radial distribution functions and mean-square displacements). For h = 0.01 the radial distribution functions were the same as for h = 0.0025 (Figure 1 ), but there were small but significant changes in the mean-square displacements. All four algorithms failed for h = 0.0125.
SUMMARY
Gauss' principle of least constraint introduced into MD in [2] results in an equation for the Lagrange multiplier λ with a quadratic dependence on the velocities. A time-symmetrical expression used in time-reversible MD for the velocities implies that the time-symmetrical MD with constraints is quadratic in λ, too. The dynamics is stable over million of time steps if the time-symmetrical expression (Eq. (20)) is used, and with no drift in the energy of the NVE-MD simulation (Table I ) . If, on the other hand time-symmetry is broken, the linear expression for λ introduces a drift in the bond lengths, the NVE simulations fail after only a few hundred time steps and it is not possible to perform proper NVE-MD with the usual bond-scaling procedure [1] [2] [3] , [5, 6] . The quadratic expressions appear to complicate MD for systems with many and connected constraints, but it is easy to overcome this obstacle by simple iterations (Eq. (51)). Analysis of the discrete dynamics (Sec. IIc) demonstrates that even when MD is started from a perfect configuration, the round-off errors introduced per time step accumulate and sooner or later ruin the MD. But it is possible to define Lagrange multipliers that ensure that the drift is not carried over a the next time step (Eqs. (45) and (48)); this stabilizes the NVE-MD as well as the NVT-MD (Table II) to a degree where it is possible to perform hundreds of millions time steps without any adjustments (Method 1 and 2 ). Finally, it is possible to introduce a restoring bond force directly in the expression(s) for modified Lagrange multipliers (Eq. (50)) by which the round-off errors do not accumulate at all (Method 1a). There are no detectable difference in any of the obtained data for the different quadratic methods (radial distribution functions and msd) and using NVE or NVT. The derived expressions were tested at a high density and low temperature point of state for a dumbbell model of Toluene, as well as a point of state corresponding to room temperature and a low pressure. The simulations were compared with corresponding simulations performed with the software package NVT-GROMACS+LINCS and all the obtained data agreed.
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