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SPECIAL L-VALUES OF ABELIAN t-MODULES
JIANGXUE FANG
Abstract. We prove a formula for the ∞-adic special L-value of abelian t-modules. This gives
function field analogues of the class number formula. We also express it in terms of the extension
groups of shtukas.
1. Introduction and statement of the main results
Let k be a finite field of q elements. Without mention to the contrary schemes are understood to
be over k and tensor products over k. For any finite k[t]-module M , let
|M | = detk[t]
(
1⊗ t− t⊗ 1, M ⊗k k[t]
)
,
where the k[t]-module structure on M ⊗k k[t] is given by k[t]. Let R be the integral closure of k[t]
in a finite extension K of k(t) and let z be the image of t in R. For any n ≥ 1, consider in k((t−1)),
the infinite sum ∑
I
1
|R/I|n
where I runs over all nonzero ideals of R, converges to an element of 1 + t−1k[[t−1]], which is
denoted by ζ(R, n). By the product formula,
ζ(R, n) =
∏
m∈Max(R)
(
1−
1
|R/m|n
)−1
where Max(R) is the set of all maximal ideals of R.
Definition 1.1. The n-th tensor power of Carlitz module is the functor
C⊗n : {R-algebras} → {k[t]-modules}
that associates each R-algebra B to a k[t]-module C⊗n(B) whose underlying k-vector space is Bn
and whose k[t]-module structure is given by
ϕ : k[t]→ Endk(B
n), ϕ(t)(x1, . . . , xn−1, xn) = (zx1 + x2, . . . , zxn−1 + xn, zxn + x
q
1)
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for any x1, . . . , xn ∈ B.
Lemma 1.2. We have
|C⊗n(R/m)| = |R/m|n − 1,
and then
ζ(R, n) =
∏
m∈Max(R)
|R/m|n
|C⊗n(R/m)|
.
For any matrix (aij) over a k-algebra, denote by (aij)
(qs) = (aq
s
ij ). Let Mn(R) be the ring of
n×n-matrixes over R and let Mn(R){τ} be the ring over Mn(R) generated by τ with the relation
τP = P (q)τ for any P ∈Mn(R).
Definition 1.3. An abelian t-module over R is a k[t]-module scheme E over R whose underlying
k-vector space scheme is isomorphic to Gna for some n and the k[t]-module structure on E is given
by
ϕE : k[t]→ Endk(E) = Mn(R){τ}, t 7→
r∑
s=0
Asτ
s
for some A0, . . . , Ar ∈Mn(R) such that (A0 − zIn)
n = 0. The integer n is called the dimension of
E.
For an abelian t-module E over R, define the ∞-adic special L-value of E over R by
L(E/R) =
∏
m∈Max(R)
|Lie(E)(R/m)|
|E(R/m)|
∈ 1 + t−1k[[t−1]].
The n-th tensor power of Carlitz module is an abelian t-module and ζ(R, n) = L(C⊗n/R).
Let K∞ = K ⊗k(t) k((t
−1)). There exists a unique power series
expE X =
∑
s≥0
esX
(qs)
with X = (X1, . . . , Xn)
T and es ∈Mn(K∞) such that e0 = In and
expE(A0X) =
r∑
s=0
As(expEX)
(qs).
The valuation of k((t−1)) extends to a valuation val on K∞, K
n
∞ andMn(K∞) in the natural way.
By Proposition 2.14 of [1], we have
lim
s→∞
val(es)
qs
= +∞
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and we get a continuous and open k[t]-linear map
expE : Lie(E)(K∞)→ E(K∞).
Lemma 1.4. We have Aq
n
0 = z
qnIn and infs∈Z val(A
s
0) + s > −∞.
Proof. Let P = A0 − zIn. Then P
n = 0. We have Aq
n
0 = (zIn + P )
qn = zq
n
In. For any s ∈ Z,
there exists t ∈ Z such that 0 ≤ s− tqn < qn. Then As0 = A
s−tqn
0 A
tqn
0 = z
tqnAs−tq
n
0 and hence
val(As0) + s = val(z
tqnAs−tq
n
0 ) + s = val(A
s−tqn
0 ) + s− tq
n.
This proves infs∈Z val(A
s
0) + s > −∞. 
Then
∑
s≪+∞ asA
s
0(x) converges for any
∑
s≪+∞ ast
s ∈ k((t−1)) with as ∈ k and any x ∈
Lie(E)(K∞). This gives a k((t
−1))-vector space structure on Lie(E)(K∞).
Definition 1.5. Suppose S is a commutative ring. A perfect complex of S-modules is a bounded
complex of projective S-modules of finite type. Let Dper(S) be the full subcategory of D(S) con-
sisting of all objects which can be represented by a perfect complex. For any perfect complex
C = (Ci)i∈Z, the determinant det(C) of C is defined by
⊗
i∈Z det(C
i)(−1)
i
. For any two isomor-
phisms f, g : det(C1) ≃ det(C2) for some C1, C2 ∈ D
perf(S), denote by [f : g] the element of S×
such that f = [f : g]g.
Definition 1.6. Let V be a finite dimensional k((t−1))-vector space. A lattice in V is a finite
free sub-k[t]-module Λ of V such that the natural morphism Λ ⊗k[t] k((t
−1)) → V is isomorphic.
Let Λ1 and Λ2 be two lattices of V . Any isomorphism det(Λ1) ≃ det(Λ2) defines an isomorphism
det
(
Λ1 ⊗k[t] k((t
−1))
)
≃ det
(
Λ2 ⊗k[t] k((t
−1))
)
. Let ρ be the composition
det(V ) ≃ det
(
Λ1 ⊗k[t] k((t
−1))
)
≃ det
(
Λ2 ⊗k[t] k((t
−1))
)
≃ det(V ).
Then the image of [ρ : 1] in k((t−1))×/k× does not depend on the choice of the isomorphism
det(Λ1) ≃ det(Λ2). Denote by [Λ1 : Λ2] the monic representative of [ρ : 1] in k((t
−1))×.
Define
H(E/R) =
E(K∞)
expE(Lie(E)(K∞)) + E(R)
.
In this paper, we prove the following theorem.
4 JIANGXUE FANG
Theorem 1.7. Let E be an abelian t-module over R. Then Lie(E)(R) and exp−1E (E(R)) are
lattices of Lie(E)(K∞) and H(E/R) is a finite k[t]-module. Moreover,
L(E/R) = [Lie(E)(R) : exp−1E (E(R))] · |H(E/R)| ∈ k((t
−1))×.
Remark 1.8. The statement of Theorem 1.7 is similar to the statement of the class number formula.
Let F be a number field and OF be the ring of integers in F . Consider the exponential map
exp : (OF /Z)⊗Z R→ (OF ⊗Z R)
×/R×>0.
Both OF /Z and exp
−1(O×F ) are lattices of (OF /Z)⊗Z R. The class number formula is printed as
lim
s→1
(s− 1)ζF (s) =
2r1(2π)r2RFhF
wF
√
|∆F |
= λ · [OF /Z : exp
−1(O×F )]
for some λ ∈ Q×.
Remark 1.9. This theorem generalizes results of Taelman [5] for Drinfeld modules which are abelian
t-modules of dimension one and results of Anderson and Thakur [2] for ζ(k[t], n). In [5], Taelman
use a variant of Anderson’s trace formula and we use the determinants of extension group of shtukas
considered in [3].
Definition 1.10. Let T and S be two k-schemes. Denote by FS : S → S the morphism defined
by OS → OS , a 7→ a
q. A T -shtuka on S is a diagram
M
i
−→M ′
j
←−M
where M and M ′ are quasi-coherent OS×T -modules, i is OS×T -linear and j is FS × 1-linear. The
category of T -shtukas on S is abelian. We can define the extension groups Ext•(M1, M2) of two
T -shtukas M1 and M2 on S. The unit T -shtuka 1S×T on S is defined to be
1S×T = [OS×T
1
−→ OS×T
FS×1←−−−− OS×T ].
The extension k(t) →֒ K defines a surjective morphism X → P1 of smooth projective curves.
Let Y = Spec R. For any integer d, denote by OX(d∞) the pullback of OP1(d∞) via X →
P1. For d ≫ 0, A1, . . . , Ar ∈ Mn(Γ(X, OX((q − 1)d∞))). Thus A1, . . . , Ar define morphisms
OX(−qd∞)
n = F ∗XOX(−d∞)
n → OX(−d∞)
n of vector bundles on X . The morphism OX →
OX , a 7→ a
q defines a FX -linear map τ : OX(−d∞)
n → OX(−qd∞)
n. Then we get FX -linear
maps A1τ, . . . , Arτ : OX(−d∞)
n → OX(−d∞)
n for d≫ 0.
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For any quasi-coherent OX -moduleM on X , denote byM[t] the inverse image ofM under the
projection X ⊗ k[t]→ X .
Definition 1.11. Let d≫ 0 and e ≥ 1 such that A0 ∈Mn(Γ(X, OX(e∞))).
(1) Let E˜ be the Spec k[t]-shtuka on X :
(
OX(−d∞)
n[t]
)r
i˜
−→
(
OX(−d∞)
n[t]
)r−1⊕
OX((e − d)∞)
n[t]
j˜
←−
(
OX(−d∞)
n[t]
)r
where
i˜(x1, . . . , xr−1, xr) = (−x2, . . . ,−xr, (t−A0)(x1));
j˜(x1, . . . , xr−1, xr) = (−τ(x1), . . . ,−τ(xr−1),
r∑
s=1
Asτ(xs))
for any x1, . . . , xr ∈ OX(−d∞)
n[t].
(2) Let
E• =
(
OX(−d∞)
n[t]
t−
∑r
s=0
Asτ
s
−−−−−−−−−→ OX((e − d)∞)
n[t]
)
.
(3) For any place w of X , let Kw be the completion of K at the place w. Define a sheaf of
k[t]-modules E on X by
E(U) =
{
(x, (γw)w) ∈ E(OX(U))×
∏
w∈U\Y
Lie(E)(Kw) | expE(γw) = x for any w
}
for any open subset U of X .
Theorem 1.12. Suppose d≫ 0.
(1) The complex E•[1] is a sheaf and there is a natural surjective morphism of sheaves E•[1]→ E
on X whose kernel is a skyscraper sheaf K on X supported on X − Y . We have
H0(X, E) = exp−1E (E(R));
H1(X, E) = H(E/R).
(2) We have
Ext(1X⊗k[t], E˜) ≃ RΓ(X, E
•);
Ext2(1X⊗k[t], E˜) ≃ H(E/R);
Exts(1X⊗k[t], E˜) = 0 for s 6= 1 and 2.
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The surjective morphism E•[1] → E induces a surjective homomorphism Ext1(1X⊗k[t], E˜) →
exp−1E (E(R)) whose kernel is K.
(3) Suppose furthermore A0 ∈Mn(Γ(X, OX(∞))). One can take e = 1. Then E
•[1] ≃ E and
Ext1(1X⊗k[t], E˜) ≃ exp
−1
E (E(R)).
The paper is organized as follows. In section 2, we express the v-adic special values of shtukas in
terms of the determinant of the extension groups of shtukas under some local analytic conditions.
In section 3, we prove the class number formula for an abelian t-module. In section 4, we express
exp−1E (E(R)) and H(E/R) in terms of the extension groups of some shtuka.
Acknowledgements. I would like to thank Lenny Taelman for his excellent course about the
Woods Hole trace formula in Morningside Center. My research is supported by the NSFC.
2. v-adic L-values of shtukas on curves
In this section, let T = Spec A be a smooth affine curve over k. Let i : E → E ′ be a morphism
of vector bundles on X × T such that i is isomorphic at the generic point. Let j0 : E → E and
j1, . . . , jr : E → E
′ be FX × 1-linear maps of OX×T -modules and let j =
∑r
s=1 jsj
s−1
0 : E → E
′.
Let Z(det(i)) be the zeros of det(i) in X×T . Fix v ∈ |T | such that Z(det(i))∩X×{v} is finite.
Take a finite subset S of |X | such that S × {v} ⊃ Z(det(i)) ∩X × {v}. Let Av be the completion
of A at v and choose a uniformizer of Av which is also denoted by v. For any x ∈ |X | − S, let
ix, jx, (j1)x, . . . , (jr)x : Ex → E
′
x and (j0)x : Ex → Ex be the restriction of i, j, j1, . . . , jr and j0 on
Spec k(x)⊗Av, respectively. Then ix : Ex → E
′
x is isomorphic for any x ∈ |X | − S.
Lemma 2.1. Define the v-adic L-function away from S of the diagram E
i
−→ E ′
j
←− E to be
Lv(X − S, (E , E
′, i, j), T ) =
∏
x∈|X|−S
detAv
(
1−
r∑
s=1
T si−1x (js)x(j0)
s−1
x , Ex
)−1
∈ 1 + TAv[[T ]].
Then Lv(X − S, (E , E
′, i, j), T ) ∈ 1 + TAv〈〈T 〉〉.
Proof. Consider the T -shtuka
Er
i˜
−→ Er−1 ⊕ E ′
j˜
←− Er
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on X , where
i˜(x1, . . . , xr−1, xr) = (−x2, . . . ,−xr, i(x1));
j˜(x1, . . . , xr−1, xr) = (−j0(x1), . . . ,−j0(xr−1),
r∑
s=1
js(xs))
for any x1, . . . , xr ∈ E . For any x ∈ |X | − S, let i˜x and j˜x : E
r
x → E
r−1
x ⊕ E
′
x be the restriction
of i˜ and j˜ on Spec k(x) ⊗ Av, respectively. We have Z(det(˜i)) = Z(det(i)) and then i˜x : E
r
x →
Er−1x ⊕ E
′
x is isomorphic for any x ∈ |X | − S. The v-adic L-function away from S of the T -shtuka
(Er , Er−1 ⊕ E ′, i˜, j˜) on X is defined to be
Lv(X − S, (E
r , Er−1 ⊕ E ′, i˜, j˜), T ) =
∏
x∈|X|−S
detAv (1− T (˜ix)
−1j˜x, E
r
x)
−1 ∈ 1 + TAv[[T ]].
By [3] Proposition 3.2 (a), Lv(X − S, (E
r, Er−1 ⊕ E ′, i˜, j˜), T ) ∈ 1 + TAv〈〈T 〉〉. By Lemma 2.3 (3),
we have
Lv(X − S, (E , E
′, i, j), T ) = Lv(X − S, (E
r, Er−1 ⊕ E ′, i˜, j˜), T ) ∈ 1 + TAv〈〈T 〉〉.(2.1)

Definition 2.2. We have
Lv(X − S, (E , E
′, i, j), T ) = (1− T )sL∗v(X − S, (E , E
′, i, j), T )
for some s ∈ N and L∗v(X −S, (E , E
′, i, j), T ) ∈ 1+TAv〈〈T 〉〉 such that L
∗
v(X −S, (E , E
′, i, j), 1) ∈
A×v . The v-adic special L-value L
∗
v(X − S, (E , E
′, i, j)) of the diagram (E , E ′, i, j) away from S is
defined to be L∗v(X − S, (E , E
′, i, j), 1) ∈ A×v .
Lemma 2.3. Let A be an abelian category. LetM, M ′ ∈ ObA and let i, j1, . . . , jr ∈ Hom(M,M
′)
and j0 ∈ End(M). Define i˜, j˜ : M
r → M r−1 ⊕M ′, φ1, σ : M
r → M r and φ2 : M
r−1 ⊕M ′ →
M r−1 ⊕M ′ by
i˜(x1, . . . , xr−1, xr) = (−x2, . . . ,−xr, i(x1));
j˜(x1, . . . , xr−1, xr) = (−j0(x1), . . . ,−j0(xr−1),
r∑
s=1
js(xs))
φ1(x1, . . . , xr−1, xr) = (j0(x1)− x2, . . . , j0(xr−1)− xr, x1);
σ(x1, . . . , xr−1, xr) = (−x2, . . . ,−xr, x1);
φ2(x1, . . . , xr−1, x
′) = (x1, . . . , xr−1, x
′ −
∑
s+t≤r, 1≤s,t
js+tj
s−1
0 (xt))
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for any x1, . . . , xr ∈ M and x
′ ∈ M ′. Let pr : M
r → M and pr : M
r−1 ⊕M ′ → M ′ be the
projections to the last factors.
(1) The commutative diagram
M r
i˜

σ
//M r
pr
//
id
Mr−1
⊕i

M
i

M r−1 ⊕M ′
id
// M r−1 ⊕M ′
pr
// M ′
defines quasi-isomorphisms
(
M r
i˜
−→M r−1 ⊕M ′
)
≃
(
M r
id
Mr−1
⊕i
−−−−−−→M r−1 ⊕M ′
)
≃
(
M
i
−→M ′
)
.
(2) Let j =
∑r
s=1 jsj
s−1
0 . The commutative diagram
M r
i˜−j˜

φ1
// M r
pr
//
id
Mr−1
⊕i−j

M
i−j

M r−1 ⊕M ′
φ2
//M r−1 ⊕M ′
pr
// M ′
defines quasi-isomorphisms
(
M r
i˜−j˜
−−→M r−1 ⊕M ′
)
≃
(
M r
id
Mr−1
⊕i−j
−−−−−−−−→M r−1 ⊕M ′
)
≃
(
M
i−j
−−→M ′
)
.
(3) Suppose A is the category of S-modules for some commutative ring S. Suppose M and M ′
are finite free S-modules and i : M →M ′ is an isomorphism. Then
detS(1− i˜
−1j˜, M r) = detS(1− i
−1j, M);
detS(1− T i˜
−1j˜, M r) = detS(1−
r∑
s=1
T si−1js(j0)
s−1, M).
Proof. (1) is a special case of (2) when j0, . . . , jr are zero map. Define φ : M
r →M r−1 ⊕M ′ by
φ(x1, . . . , xr−1, xr) = (x1, . . . , xr−1, i(xr)−
r∑
s=1
jsj
s−1
0 (xr) +
∑
s+t≤r, 1≤s,t
js+tj
s−1
0 (xt)).
Then (2) follows from the fact φφ1 = i˜ − j˜, φ2φ = id ⊕ i − j and the bijectivity of φ1 and φ2.
The first equality of (3) follows form the fact det(σ) = det(φ1) = det(φ2) = 1. Applying this
results to k[T ]-linear maps i ⊗ 1 : M ⊗k k[T ] → M
′ ⊗k k[T ], T j0 : M ⊗k k[T ] → M ⊗k k[T ] and
T j1, . . . , T jr : M ⊗k k[T ]→M
′ ⊗k k[T ], we get the second equality of (3). 
Suppose X−S = Spec RS . LetM andM
′ be the RS⊗̂Av-modules defined by E and E
′. For any
w ∈ S, let Ow be the ring of integers in Kw. Choose a uniformizer of Ow and denote it also by w.
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LetMw andM
′
w be the Ow⊗̂Av-modules defined by E and E
′. Let V = HomRS⊗̂Av(M,ΩRS ⊗̂Av)
and V ′ = HomRS⊗̂Av (M
′,ΩRS ⊗̂Av). We have the commutative diagram of Av-modules
RΓ(X, E)⊗A Av //
i−j

i

⊕
w∈SMw
//
i−j

i

HomAv (V , Av)
i−j

i

RΓ(X, E ′)⊗A Av //
⊕
w∈SM
′
w
// HomAv (V
′, Av),
where the morphism
⊕
w∈SMw → HomAv (V , Av) (resp.
⊕
w∈SM
′
w → HomAv(V
′, Av)) asso-
ciates each (fw) ∈
⊕
Mw and g ∈ V (resp. (fw) ∈
⊕
M′w and g ∈ V
′) to the sum of residue of
〈g, fw〉 at w.
Since S×{v} ⊃ Z(det(i))∩X×{v}, then i : HomAv (V , Av) ≃ HomAv (V
′, Av) is an isomorphism.
It defines a quasi-isomorphism
RΓ(X, E
i
−→ E ′)⊗A Av ≃
⊕
w∈S
(Mw
i
−→M′w)
and an isomorphism
α : det
(
RΓ(X, E
i
−→ E ′)⊗A Av
)
≃
⊗
w∈S
det
(
Mw
i
−→M′w
)
.
By Lemma 2.3 (1), i˜ : HomAv(V
r, Av) ≃ HomAv(V
r−1 ⊕ V ′, Av) is an isomorphism and it defines
an isomorphism
α˜ : det
(
RΓ(X, Er
i˜
−→ Er−1 ⊕ E ′)⊗A Av
)
≃
⊗
w∈S
det
(
Mrw
i˜
−→Mr−1w ⊕M
′
w
)
.
Let ϕ be the composition
det
(
RΓ(X, E
i
−→ E ′)⊗A Av
)
≃ det
(
RΓ(X, E)⊗A Av
)⊗
det
(
RΓ(X, E ′)⊗A Av
)−1
≃ det
(
RΓ(X, E
i−j
−−→ E ′)⊗A Av
)
.
Similarly, we have an isomorphism
ϕ˜ : det
(
RΓ(X, Er
i˜
−→ Er−1 ⊕ E ′)⊗A Av
)
≃ det
(
RΓ(X, Er
i˜−j˜
−−→ Er−1 ⊕ E ′)⊗A Av
)
.
By the same method in Lemma 4.3 of [3], for any n ∈ N
i and i− j : wtMw → w
tM′w
are injective and they have same image and hence same cokernel which are finite free Av/v
nAv-
modules for t large enough. The natural quasi-isomorphism
(
Mw/v
nMw
i
−→M′w/v
nM′w
)
≃
(
Mw/w
tMw + v
nMw
i
−→ (M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
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defines an isomorphism
det
(
Mw/v
nMw
i
−→M′w/v
nM′w
)
(2.2)
≃ det
(
Mw/w
tMw + v
nMw
i
−→ (M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
.
The natural quasi-isomorphism
(
Mw/v
nMw
i−j
−−→M′w/v
nM′w
)
≃
(
Mw/w
tMw + v
nMw
i−j
−−→ (M′w/v
nM′w)/(i− j)(w
t(Mw/v
nMw))
)
defines an isomorphism
det
(
Mw/v
nMw
i−j
−−→M′w/v
nM′w
)
(2.3)
≃ det
(
Mw/w
tMw + v
nMw
i−j
−−→ (M′w/v
nM′w)/(i− j)(w
t(Mw/v
nMw))
)
.
Similar as ϕ, we have an isomorphism
det
(
Mw/w
tMw + v
nMw
i
−→ (M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
(2.4)
≃ det
(
Mw/w
tMw + v
nMw
i−j
−−→ (M′w/v
nM′w)/(i− j)(w
t(Mw/v
nMw))
)
.
Then (2.2), (2.3) and (2.4) define an isomorphism
det
(
Mw/v
nMw
i
−→M′w/v
nM′w
)
≃ det
(
Mw/v
nMw
i−j
−−→M′w/v
nM′w
)
.
Taking the inverse limit, we get an isomorphism
ψ :
⊗
w∈S
det
(
Mw
i
−→M′w
)
≃
⊗
w∈S
det
(
Mw
i−j
−−→M′w
)
.
Using the same method, we have an isomorphism
ψ˜ :
⊗
w∈S
det
(
Mrw
i˜
−→Mr−1w ⊕M
′
w
)
≃
⊗
w∈S
det
(
Mrw
i˜−j˜
−−→Mr−1w ⊕M
′
w
)
.
Suppose i−j : HomAv (V , Av)→ HomAv(V
′, Av) is an isomorphism. By the above commutative
diagram, it defines a quasi-isomorphism
RΓ(X, E
i−j
−−→ E ′)⊗A Av ≃
⊕
w∈S
(Mw
i−j
−−→M′w)
and an isomorphism
β : det
(
RΓ(X, E
i−j
−−→ E ′)⊗A Av
)
≃
⊗
w∈S
det
(
Mw
i−j
−−→M′w
)
.
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By Lemma 2.3 (2), i˜− j˜ : HomAv (V
r, Av)→ HomAv (V
r−1⊕V ′, Av) is also an isomorphism, hence
we get an isomorphism
β˜ : det
(
RΓ(X, Er
i˜−j˜
−−→ Er−1 ⊕ E ′)⊗A Av
)
≃
⊗
w∈S
det
(
Mrw
i˜−j˜
−−→Mr−1w ⊕M
′
w
)
.
Lemma 2.4. Suppose i − j : HomAv(V , Av)→ HomAv (V
′, Av) is an isomorphism. We have
L∗v(X − S, (E , E
′, i, j)) = [ψα : βϕ] ∈ A×v .
Proof. By Lemma 2.3, (1) and (2), we get isomorphisms
ηi : det
(
RΓ(X, Er
i˜
−→ Er−1 ⊕ E ′)⊗A Av
)
≃ det
(
RΓ(X, E
i
−→ E ′)⊗A Av
)
;
ξi :
⊗
w∈S
det
(
Mrw
i˜
−→Mr−1 ⊕M′w
)
≃
⊗
w∈S
det
(
Mw
i
−→M′w
)
;
ηi−j : det
(
RΓ(X, Er
i˜−j˜
−−→ Er−1 ⊕ E ′)⊗A Av
)
≃ det
(
RΓ(X, E
i−j
−−→ E ′)⊗A Av
)
;
ξi−j :
⊗
w∈S
det
(
Mrw
i˜−j˜
−−→Mr−1w ⊕M
′
w
)
≃
⊗
w∈S
det
(
Mw
i−j
−−→M′w
)
.
By the functoriality of determinants, we have
ξiα˜ = αηi and ξi−j β˜ = βηi−j .
By Lemma 2.3, we have a diagram
det
(
RΓ(X, Er
i˜
−→ Er−1 ⊕ E ′)
)
det(σ) det(id)−1
//
ϕ˜

det
(
RΓ(X, Er
id⊕i
−−−→ Er−1 ⊕ E ′)
)

// det
(
RΓ(X, E
i
−→ E ′)
)
ϕ

det
(
RΓ(X, Er
i˜−j˜
−−→ Er−1 ⊕ E ′)
)
det(φ1) det(φ2)
−1
// det
(
RΓ(X, Er
id⊕i−j
−−−−→ Er−1 ⊕ E ′)
)
//
(
RΓ(X, E
i−j
−−→ E ′)
)
.
The right square commutes trivially. The left square commutes from the fact det(σ) = det(φ1) =
det(φ2) = 1. This proves ηi−j ϕ˜ = ϕηi. Similarly, we have ξi−jψ˜ = ψξi.
By Theorem 5.1 of [3], we have
L∗v(X − S, (E
r, Er−1 ⊕ E ′, i˜, j˜)) = [ψ˜α˜ : β˜ϕ˜] ∈ A×v .
By (2.1), we have
L∗v(X − S, (E , E
′, i, j))
= L∗v(X − S, (E
r , Er−1 ⊕ E ′, i˜, j˜))
= [ψ˜α˜ : β˜ϕ˜] = [ξi−jψ˜α˜ : ξi−j β˜ϕ˜] = [ψξiα˜ : βηi−j ϕ˜] = [ψαηi : βϕηi] = [ψα : βϕ].
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
Lemma 2.5. Keep the assumption of Lemma 2.4. Suppose for any w ∈ S, there exists Av-linear
isomorphisms exp :Mw ≃Mw and exp :M
′
w ≃M
′
w which satisfy the following three conditions.
(1) exp ◦i = i− j ◦ exp :Mw →M
′
w.
(2) For any t ∈ N, exp(wtMw) = w
tMw, exp(w
tM′w) = w
tM′w, (exp−id)(w
tMw) ⊂
wt+1Mw and (exp−id)(w
tM′w) ⊂ w
t+1M′w.
(3) For any s ∈ N, (exp−id)(wtMw) ⊂ w
t+sMw and (exp−id)(w
tM′w) ⊂ w
t+sM′w for t
large enough.
Let log : Mw ≃ Mw and log : M
′
w ≃ M
′
w be the inverse map of exp. Let
⊕
w∈SM
′
w
pi
−→ C
be the cokernel of
⊕
w∈SMw
i
−→
⊕
w∈SM
′
w. Denote by ι the natural map RΓ(X, E
′) ⊗A Av →⊕
w∈SM
′
w. Then we have a commutative diagram
RΓ(X, E)⊗A Av //
i−j

i

⊕
w∈SMw
//
i−j

i

HomAv(V , Av)
i−j

i

RΓ(X, E ′)⊗A Av
ι
//
pi log ι

piι

⊕
w∈SM
′
w
//
pi log

pi

HomAv (V
′, Av)
C C
,
whose four vertical triangles are distinguished. They define four isomorphisms
det(C) ≃ det
(
RΓ(X, E
i−j
−−→ E ′)⊗A Av
)−1
;(2.5)
det(C) ≃ det
(
RΓ(X, E
i
−→ E ′)⊗A Av
)−1
;(2.6)
det(C) ≃
⊗
w∈S
det
(
Mw
i−j
−−→M′w
)−1
;(2.7)
det(C) ≃
⊗
w∈S
det
(
Mw
i
−→M′w
)−1
.(2.8)
Let δ be the composition
det(C) ≃ det
(
RΓ(X, E
i
−→ E ′)⊗A Av
)−1 ϕ−1
−−→ det
(
RΓ(X, E
i−j
−−→ E ′)⊗A Av
)−1
≃ det(C).
We have
L∗v(X − S, (E , E
′, i, j)) = [δ : 1] ∈ A×v .
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Proof. Let µ be the composition
det(C) ≃
⊗
w∈S
det
(
Mw
i
−→M′w
)−1 ψ−1
−−−→
⊗
w∈S
det
(
Mw
i−j
−−→M′w
)−1
≃ det(C).
By Lemma 2.4, we have L∗v(X − S, (E , E
′, i, j)) = [δ : µ]. To prove this lemma, it suffices to show
that µ is the identity map. Recall the construction of ψ, we only need to prove for each n ∈ N the
composition µn
det(C/vnC) ≃ det
(
Mw/w
tMw + v
nMw
i
−→ (M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)−1
(2.4)−1
−−−−−→ det
(
Mw/w
tMw + v
nMw
i−j
−−→ (M′w/v
nM′w)/(i− j)(w
t(Mw/v
nMw))
)−1
≃ det(C/vnC)
is the identity map for t large enough. By the commutative diagram
0 //Mw/w
tMw + v
nMw
i
//
exp

M′w/i(w
tMw) + v
nM′w
pi
//
exp

C/vnC // 0
0 //Mw/w
tMw + v
nMw
i−j
//M′w/i(w
tMw) + v
nM′w
pi log
// C/vnC // 0,
for t large enough, we have
[µn : 1] = det
(
exp, Mw/w
tMw + v
nMw
)−1
det
(
exp, M′w/i(w
tMw) + v
nM′w
)
∈ Av/v
nAv.
For 0 ≤ s ≤ t, let Vs = w
s(Mw/v
nMw)/w
t(Mw/v
nMw). Then we get a filtration V0 ⊃ · · · ⊃
Vt = 0 ofMw/w
tMw+v
nMw by finite free Av/v
nAv-modules. By condition (2), (exp−id)(Vs) ⊂
Vs+1 and hence det
(
exp, Mw/w
tMw + v
nMw
)
= 1. Similarly, det
(
exp, M′w/w
tM′w +
vnM′w
)
= 1. By Lemma 4.3 of [3], for each n, there exist s ∈ N such that wt+s(M′w/v
nM′w) ⊂
i(wt(Mw/v
nMw)) for t large enough. By condition (3), we have
(exp−id)(wt(M′w/v
nM′w)) ⊂ w
t+s(M′w/v
nM′w) ⊂ i(w
t(Mw/v
nMw)).
for t large enough. Thus for t≫ 0,
det
(
exp, wt(M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
= 1.
By the short exact sequence
0→ wt(M′w/v
nM′w)/i(w
t(Mw/v
nMw))→ (M
′
w/v
nM′w)/i(w
t(Mw/v
nMw))→M
′
w/w
tM′w+v
nM′w → 0
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of finite free Av/v
nAv-modules, we have
det
(
exp, (M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
= det
(
exp, wt(M′w/v
nM′w)/i(w
t(Mw/v
nMw))
)
det
(
exp, M′w/w
tM′w + v
nM′w
)
= 1
for t≫ 0. This completes the proof of the lemma. 
3. Proof of Theorem 1.7
Before proving Theorem 1.7, we state three useful lemmas.
Lemma 3.1. Let S → S′ be a flat homomorphism of commutative rings. Suppose (C′1, C1, C
′′
1 , u1, v1, w1)
and (C′2, C2, C
′′
2 , u2, v2, w2) are distinguished triangles in D
perf(S) and (C′, C, C′′, u, v, w) is a dis-
tinguished triangle in Dperf(S′). Any isomorphisms
γ′ : detS(C
′
1) ≃ detS(C
′
2), γ : detS(C1) ≃ detS(C2) and γ
′′ : detS(C
′′
1 ) ≃ detS(C
′′
2 )
induces isomorphisms
γ′ ⊗ 1 : detS′(C
′
1 ⊗S S
′) ≃ detS′(C
′
2 ⊗S S
′), γ ⊗ 1 : detS′(C1 ⊗S S
′) ≃ detS′(C2 ⊗S S
′),
γ′′ ⊗ 1 : detS′(C
′′
1 ⊗S S
′) ≃ detS′(C
′′
2 ⊗S S
′).
For any isomorphism of triangles
(C′1 ⊗S S
′, C1 ⊗S S
′, C′′1 ⊗S S
′, u1 ⊗ 1, v1 ⊗ 1, w1 ⊗ 1)
(f ′1,f1,f
′′
1 )−−−−−−→ (C′, C, C′′, u, v, w);
(C′2 ⊗S S
′, C2 ⊗S S
′, C′′2 ⊗S S
′, u2 ⊗ 1, v2 ⊗ 1, w2 ⊗ 1)
(f ′2,f2,f
′′
2 )−−−−−−→ (C′, C, C′′, u, v, w),
we have
[det(f2)(γ⊗1) det(f1)
−1 : 1][1 : det(f ′2)(γ
′⊗1) det(f ′1)
−1][1 : det(f ′′2 )(γ
′′⊗1) det(f ′′1 )
−1] ∈ S× ⊂ S′×.
Suppose furthermore S and S′ are regular rings. Fix an isomorphism γs : detS(H
sC1) ≃
detS(H
sC2) for each s ∈ Z. Then we have
[det(f2)(γ ⊗ 1) det(f1)
−1 : 1]
∏
s∈Z
[det(Hsf2)(γs ⊗ 1) det(H
sf1)
−1 : 1](−1)
s+1
∈ S×.
For any OX -module F , let F [t
−1], F [t] and F((t−1)) be the pull back of F under the projections
X ⊗ k[t−1] → X , X ⊗ k[t] → X and X⊗̂k((t−1)) → X , respectively. For any k-vector space M ,
let M [t] = M ⊗k k[t] and M((t
−1)) =M⊗̂kk((t
−1)).
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Lemma 3.2. Let M be a k-vector space with a k-linear transformation θ. Then θ defines a
k[t]-module structure on M .
(1) We have a short exact sequence
0→M [t]
t−θ
−−→M [t]
p
−→M → 0
of k[t]-modules, where p(
∑
smst
s) =
∑
s θ
s(ms) for any ms ∈M .
(2) Consider the direct system (Ms, θ)s∈N where Ms = M and the morphisms Ms →Ms+1 are
all θ. Let p : M [t] =
⊕
s∈NMs → lim−→
(Ms, θ) be the natural surjective map. We get a short exact
sequence
0→M [t]
1−tθ
−−−→M [t]
p
−→ lim
−→
s
(Ms, θ)→ 0
of k[t]-modules.
Proof. (1) follows form Proposition 3, [4].
(2) The injectivity follows form the fact (1 − tθ)(m) − m ∈ ts+1M [t] for any m ∈ tsM [t].
For any 0 6= m =
∑b
s=amst
s with ma, mb 6= 0, define the length l(m) of m to be b − a. If
m ∈ ker(p), we prove that m ∈ (1 − tθ)M [t] by induction on l(m). If l(m) = 0, then m = mat
a
for some 0 6= ma ∈ M and a ∈ Z. The condition p(mat
a) = 0 means that θc(ma) = 0 for some
c ∈ N. Thus mat
a = (1 − tθ)
∑c
e=0(tθ)
emst
s. If l(m) > 0, then l(m − (1 − tθ)mat
a) < b − a
and m − (1 − tθ)mat
a ∈ ker(p). By induction hypothesis, m − (1 − tθ)mat
a ∈ (1 − tθ)M [t]. So
m ∈ (1− tθ)M [t]. 
Lemma 3.3. Let M be a finite k[t]-module. Any isomorphism γ : k[t] ≃ detk[t](M) induces an
isomorphism γ ⊗ 1 : k((t−1)) ≃ det
(
M ⊗k[t] k((t
−1))
)
. Since M is finite, then M ⊗k[t] k((t
−1)) =
0 and we have a canonical isomorphism ρ : det
(
M ⊗k[t] k((t
−1))
)
≃ k((t−1)). Then we have
[ρ(γ ⊗ 1) : 1]|M | ∈ k× ⊂ k((t−1))×.
Recall that R is the integral closure of of k[t] in the function field K of X and K∞ = K ⊗k(t)
k((t−1)) and Y = Spec R. Let E be an abelian t-module over R of dimension n defined by
ϕE(t) = A0 +A1τ + . . . Arτ
r ∈Mn(R){τ}
such that (A0 − zIn)
n = 0 where z is the image of t in R.
16 JIANGXUE FANG
Choose e ∈ N such that A0 ∈ Mn(Γ(X,OX(e∞))). Then e ≥ 1. Let O∞ =
∏
w∈X−Y Ow. We
get maps 1 − t−1A0 and 1 − t
−1
∑r
s=0 Asτ
s : OX(−d∞)
n((t−1)) → OX((e − d)∞)
n((t−1)) and
z−dOn∞((t
−1))→ ze−dOn∞((t
−1)) for d≫ 0.
Since lims→∞
val(es)
qs
= +∞, we have 0 ≤ sups−val(es) < +∞. Fix c ∈ N such that c ≥
sups∈N−val(es) + e and A1, . . . , Ar ∈ Mn(Γ(X,OX(c∞))). For any x ∈ K
n
∞ with val(x) > c − e
and for any s ≥ 1, we have
val(esx
(qs)) = val(es) + q
sval(x) ≥ val(es) + 2val(x) > val(x).
This shows val(expE(x) − x) > val(x) for any x ∈ K
n
∞ such that val(x) > c − e. Thus
expE(z
−dOn∞) ⊂ z
−dOn∞ and the expE induces the identity map on z
−dOn∞/z
−1−dOn∞ for d > c−e.
Thus expE defines an automorphism on z
−dOn∞ for d ≫ 0. It induces a k((t
−1))-linear automor-
phism on z−dOn∞((t
−1)) for d≫ 0 which is also denoted by expE . Then for d≫ 0,
expE ◦(1− t
−1A0) = (1− t
−1
r∑
s=0
Asτ
s) ◦ expE : z
−dOn∞((t
−1))→ ze−dOn∞((t
−1)).
Let logE be the inverse map of expE . The above argument also shows that for any s ∈ N,
(expE −id)(z
−dOn∞) ⊂ z
−d−sOn∞ for d≫ 0.
Let ze−dOn∞((t
−1))
pi
−→ C be the cokernel of z−dOn∞((t
−1))
1−t−1A0−−−−−−→ ze−dOn∞((t
−1)). Then
ze−dOn∞((t
−1))
pi logE−−−−→ C is the cokernel of z−dOn∞((t
−1))
1−t−1
∑r
s=0
Asτ
s
−−−−−−−−−−−→ ze−dOn∞((t
−1)). Let
ι : RΓ(X,OX((e − d)∞))
n((t−1)) → ze−dOn∞((t
−1)) be the natural map. For any d ∈ Z, we have
a distinguished triangle
RΓ(X, OX(−d∞))→ z
−dO∞ →
K∞
R
.
Since 1− t−1A0 and 1− t
−1
∑r
s=0 Asτ
s on
(
K∞
R
)n
((t−1)) are isomorphic, we have a commutative
diagram
RΓ(X, OX(−d∞))
n((t−1)) //
1−t−1
∑r
s=0
Asτ
s

1−t−1A0

z−dOn∞((t
−1)) //
1−t−1
∑r
s=0
Asτ
s

1−t−1A0

(
K∞
R
)n
((t−1))
1−t−1
∑r
s=0
Asτ
s

1−t−1A0

RΓ(X, OX((e − d)∞))
n((t−1)) //
pi logE ι

piι

ze−dOn∞((t
−1)) //
pi logE

pi

(
K∞
R
)n
((t−1))
C C,
whose four vertical triangles are distinguished.
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Lemma 3.4. For d≫ 0, we have L(E/R) = [δ1 : 1] where δ1 is the composition
det(C) ≃ det
(
RΓ
(
X, OX(−d∞)
n((t−1))
1−t−1A0−−−−−−→ OX((e− d)∞)
n((t−1))
))−1
≃ det
(
RΓ
(
X, OX(−d∞)
n
)
((t−1))
)−1
⊗ det
(
RΓ
(
X, OX((e − d)∞)
n
)
((t−1))
)
≃ det
(
RΓ
(
X, OX(−d∞)
n((t−1))
1−t−1
∑r
s=0
Asτ
s
−−−−−−−−−−−→ OX((e− d)∞)
n((t−1))
))−1
≃ det(C).
Proof. For d≫ 0, the diagram
OX(−d∞)
n[t−1]
1−t−1A0−−−−−−→ OX((e − d)∞)
n[t−1]
t−1
∑r
s=1
Asτ
s
←−−−−−−−−−− OX(−d∞)
n[t−1]
satisfies the assumptions of Lemma 2.5 at the place t−1 of k[t−1]. By Lemma 2.5, the ∞-adic
special L-value
∏
m∈Max(R)
detk[[t−1]]
(
1− (1− t−1A0)
−1
r∑
s=1
t−1Asτ
s, (R/m)n[[t−1]]
)−1
of the above diagram away from X − Y converges to [δ1 : 1]. Then the lemma holds by
∏
m∈Max(R)
detk[[t−1]]
(
1− (1− t−1A0)
−1
r∑
s=1
t−1Asτ
s, (R/m)n[[t−1]]
)−1
=
∏
m∈Max(R)
detk[[t−1]]
(
1− t−1A0, (R/m)
n[[t−1]]
)
detk[[t−1]]
(
1− t−1
∑r
s=0 Asτ
s, (R/m)n[[t−1]]
)
=
∏
m∈Max(R)
detk[t]
(
t−A0, (R/m)
n[t]
)
detk[t]
(
t−
∑r
s=0Asτ
s, (R/m)n[t]
)
=
∏
m∈Max(R)
|Lie(E)(R/m)|
|E(R/m)|
= L(E/R) ∈ 1 + t−1k[[t−1]].

For d≫ 0, we also have two distinguished triangles
RΓ
(
X, OX(−d∞)
n
)
((t−1))
t−A0−−−→ RΓ
(
X, OX((e − d)∞)
n
)
((t−1))
piι
−→ C;(3.1)
RΓ
(
X, OX(−d∞)
n
)
((t−1))
t−
∑r
s=0
Asτ
s
−−−−−−−−−→ RΓ
(
X, OX((e − d)∞)
n
)
((t−1))
pi logE ι−−−−−→ C.(3.2)
By Lemma 3.4, we have the following.
Corollary 3.5. We have L(E/R) = [δ2 : 1] where δ2 is the composition
det(C) ≃ det
(
RΓ
(
X, OX(−d∞)
n
)
((t−1))
)−1⊗
det
(
RΓ
(
X, OX((e− d)∞)
n
)
((t−1))
)
≃ det(C)
where the two isomorphisms are defined by (3.1) and (3.2), respectively.
18 JIANGXUE FANG
By Lemma 1.4, we can define a k((t−1))-linear map q
q : ze−dOn∞((t
−1))→ Lie(E)(K∞),
∑
s≪+∞
xst
s 7→
∑
s≪+∞
As0(xs)
for any xs ∈ z
e−dOn∞. For any x ∈ Lie(E)(K∞), z
−qnsx ∈ ze−dOn∞ for s≫ 0. Then q(z
−qnsxtq
ns
) =
Aq
ns
0 (z
−qnsx) = x. This shows q(ze−dOn∞[t]) = Lie(E)(K∞). The surjective map q factors as
ze−dOn∞((t
−1))
pi
−→ C
p
−→ Lie(E)(K∞). Let z
e−dOn∞[t]
pi1−→ D be the cokernel of z−dOn∞[t]
t−A0−−−→
ze−dOn∞[t]. Then z
e−dOn∞[t]
pi1 logE−−−−−→ D is the cokernel of z−dOn∞[t]
t−
∑
r
s=0
Asτ
s
−−−−−−−−−→ ze−dOn∞[t]. There
exists a unique k[t]-linear map η : D → C such that the following diagram commutes:
z−dOn∞[t]
t−A0
//

ze−dOn∞[t]
pi1
//

D
η

pη
// Lie(E)(K∞)
z−dOn∞((t
−1))
t−A0
// ze−dOn∞((t
−1))
pi
// C
p
// Lie(E)(K∞).
Since pηπ1 is surjective, then so is pη and p. By Lemma 3.2 (1), we have two short exact sequences
0→
(K∞
R
)n
[t]
t−A0−−−→
(K∞
R
)n
[t] −→ Lie(E)
(K∞
R
)
→ 0;
0→
(K∞
R
)n
[t]
t−
∑r
s=0
Asτ
s
−−−−−−−−−→
(K∞
R
)n
[t] −→ E
(K∞
R
)
→ 0
Let p¯ be the natural map Lie(E)(K∞) → Lie(E)(
K∞
R
) and let expE : Lie(E)(K∞) → E(
K∞
R
) be
the map induced by expE : Lie(E)(K∞)→ E(K∞). By the commutative diagram
RΓ
(
X, OX(−d∞)
n
)
[t] //
t−
∑r
s=0
Asτ
s

t−A0

z−dOn∞[t]
//
t−
∑r
s=0
Asτ
s

t−A0

(
K∞
R
)n
[t]
t−
∑r
s=0
Asτ
s

t−A0

RΓ
(
X, OX((e− d)∞)
n
)
[t] // ze−dOn∞[t]
//
(
K∞
R
)n
[t],
we get two quasi-isomorphisms
RΓ
(
X, OX(−d∞)
n[t]
t−A0−−−→ OX((e− d)∞)
n[t]
)
[1] ≃
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
;(3.3)
RΓ
(
X, OX(−d∞)
n[t]
t−
∑
r
s=0Asτ
s
−−−−−−−−−→ OX((e − d)∞)
n[t]
)
[1] ≃
(
D
expEpη−−−−−→ E
(K∞
R
))
.(3.4)
Since X is projective, then (3.3) and (3.4) show that
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
and
(
D
expEpη−−−−−→ E
(K∞
R
))
∈ Dperf(k[t]).(3.5)
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By (3.3) and (3.4), the composition
det
(
RΓ
(
X, OX(−d∞)
n[t]
t−A0−−−→ OX((e− d)∞)
n[t]
))−1
≃ det
(
RΓ
(
X, OX(−d∞)
n[t]
))−1⊗
det
(
RΓ
(
X, OX((e − d)∞)
n[t]
))
≃ det
(
RΓ
(
X, OX(−d∞)
n[t]
t−
∑r
s=0
Asτ
s
−−−−−−−−−→ OX((e − d)∞)
n[t]
))−1
defines an isomorphism
γ : det
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
≃ det
(
D
expEpη−−−−−→ E
(K∞
R
))
.
By (3.1), (3.3), (3.2) and (3.4), we have two natural quasi-isomorphisms
g1 :
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
⊗k[t] k((t
−1)) ≃ C;
g2 :
(
D
expEpη−−−−−→ E
(K∞
R
))
⊗k[t] k((t
−1)) ≃ C.
By Corollary 3.5, we have
L(E/R) = [det(g2) ◦ (γ ⊗ 1) ◦ det(g1)
−1 : 1] ∈ k((t−1))×.(3.6)
Let K be the kernel of the surjective map D
pη
−→ Lie(E)(K∞). We get two distinguished triangles
K →
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
→
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
;(3.7)
K →
(
D
expEpη−−−−−→ E
(K∞
R
))
→
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
,(3.8)
in D(k[t]). Let L be the kernel of the surjective map C
p
−→ Lie(E)(K∞). We get a short exact
sequence
0→ L→ C
p
−→ Lie(E)(K∞)→ 0(3.9)
of k((t−1))-vector spaces. The map η : D → C induces a k[t]-linear map K → L and hence a
k((t−1))-linear mapK⊗k[t]k((t
−1))
f1
−→ L. The identity map of Lie(E)(K∞) as k[t]-modules induces
a k((t−1))-map Lie(E)(K∞)⊗k[t] k((t
−1))→ Lie(E)(K∞). Let h1 and h2 be the composition
h1 :
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
⊗k[t] k((t
−1))→ Lie(E)(K∞)⊗k[t] k((t
−1))→ Lie(E)(K∞);
h2 :
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
⊗k[t] k((t
−1))→ Lie(E)(K∞)⊗k[t] k((t
−1))→ Lie(E)(K∞).
Since Aq
n
0 = z
qnIn, we have Lie(E)(R) = R
n as k[tq
n
]-modules. Then Lie(E)(R) is a finite
generated k[tq
n
]-module and hence it is a finite generated k[t]-module. Since A0 is invertible on
Kn∞, then Lie(E)(R) ⊂ Lie(E)(K∞) is a torsion free k[t]-module. The inclusion Lie(E)(R) ⊂
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Lie(E)(K∞) defines a k((t
−1))-linear map Lie(E)(R)⊗k[t] k((t
−1))→ Lie(E)(K∞). As k((t
−qn))-
vector spaces, we have
Lie(E)(R) ⊗k[t] k((t
−1)) ≃ Lie(E)(R)⊗k[tqn ] k((t
−qn)) ≃ Rn ⊗k[tqn ] k((t
−qn)) ≃ Kn∞ ≃ Lie(E)(K∞).
Then the k((t−1))-linear map Lie(E)(R) ⊗k[t] k((t
−1)) → Lie(E)(K∞) is an isomorphism. This
proves Lie(E)(R) is a lattice of Lie(E)(K∞). Then h1 is a quasi-isomorphism by the fact
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
≃ Lie(E)(R) ∈ Dperf(k[t]).
By (3.5) and (3.7), K ∈ Dperf(k[t]). By (3.5) and (3.8),
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
∈ Dperf(k[t]).
Consider the natural morphism of triangles
(3.7)⊗k[t] k((t
−1))
(f1,g1,h1)
−−−−−−→ (3.9);
(3.8)⊗k[t] k((t
−1))
(f1,g2,h2)
−−−−−−→ (3.9).
Since g1 and h1 are isomorphisms, so is f1. Since g2 is an isomorphism, so is h2. The distinguished
triangles (3.7) and (3.8) defines two isomorphisms
det
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
≃ det(K)−1
⊗
det
(
D
p¯pη
−−→ Lie(E)
(K∞
R
))
;
det
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
≃ det(K)−1
⊗
det
(
D
expEpη−−−−−→ E
(K∞
R
))
.
The isomorphism γ defines an isomorphism
γ1 : det
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
≃ det
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
.
Applying Lemma 3.1 to k[t] →֒ k((t−1)), we have
[det(g2)(γ ⊗ 1) det(g1)
−1 : 1](3.10)
= [det(f1)(iddet(K) ⊗ 1) det(f1)
−1 : 1][det(h2)(γ1 ⊗ 1) det(h1)
−1 : 1]
= [det(h2)(γ1 ⊗ 1) det(h1)
−1 : 1]
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We have
H0
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
= Lie(E)(R);
H0
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
= exp−1E (E(R));
H1
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
= H(E/R);
Hs
(
Lie(E)(K∞)
p¯
−→ Lie(E)
(K∞
R
))
= Hs
(
Lie(E)(K∞)
expE−−−→ E
(K∞
R
))
= 0, otherwise .
Since h2 is an isomorphism and
(
Lie(E)(K∞)
expE−−−→ E
(
K∞
R
))
is perfect, then exp−1E (E(R)) is a
lattice of Lie(E)(K∞) and H(E/R) is a finite k[t]-module.
Fix an isomorphism γ2 : det
(
Lie(E)(R)
)
≃ det
(
exp−1E (E(R))
)
and γ3 : k[t] ≃ det
(
H(E/R)
)
.
By Lemma 3.1, Lemma 3.3 and Definition 1.6, we have
[det(h2)(γ1 ⊗ 1) det(h1)
−1 : 1](3.11)
= [det
(
H0(h2)
)
(γ2 ⊗ 1) det
(
H0(h1)
)−1
: 1][det
(
H1(h2)
)
(γ3 ⊗ 1) det
(
H1(h1)
)−1
: 1]−1
= [Lie(E)(R) : exp−1E (E(R))] · |H(E/R)| ∈ k((t
−1))×/k×.
Since L(E/R), [Lie(E)(R) : exp−1E (E(R))] and |H(E/R)| are monic, then by (3.6), (3.10), (3.11)
and Definition 1.6, we have
L(E/R) = [Lie(E)(R) : exp−1E (E(R))] · |H(E/R)| ∈ k((t
−1))×.
4. Proof of Theorem 1.12
Recall the Spec k[t]-shtuka E˜ onX , the complex E• onX⊗k[t] and the sheaf E onX in Definition
1.11.
Let jY : Y → X be the inclusion. Since K∞ =
∏
w∈X−Y Kw, then K
n
∞ can be viewed as a sheaf
on X supported on X − Y . So is z−dOn∞[t] and z
e−dOn∞[t]. Consider the morphism
0 // OX(−d∞)
n[t] //
t−
∑r
s=0
Asτ
s

jY ∗O
n
Y [t]× z
−dOn∞[t]
f
//
t−
∑r
s=0
Asτ
s

Kn∞[t]
t−
∑r
s=0
Asτ
s

// 0
0 // OX((e − d)∞)
n[t] // jY ∗O
n
Y [t]× z
e−dOn∞[t]
f
// Kn∞[t] // 0,
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of short exact sequences, where f(x, y) = x − y. Recall that ze−dOn∞[t]
pi1 logE−−−−−→ D is the cokernel
of z−dOn∞[t]
t−
∑r
s=0
Asτ
s
−−−−−−−−−→ ze−dOn∞[t]. By Lemma 3.2 (1), E
•[1] is a sheaf and
0→ E•[1]→ jY ∗E(OY )×D → E(K∞)→ 0(4.1)
is exact, where the last map is (x, y) 7→ x− expE pη(y). Recall the definition of E, we get a short
exact sequence
0→ E→ jY ∗E(OY )× Lie(E)(K∞)→ E(K∞)→ 0,(4.2)
where the last map is (x, y) 7→ x−expE(y). The kernel of the surjective map pη : D → Lie(E)(K∞)
is K. By (4.1) and (4.2), pη induces a surjective morphism E•[1] → E with kernel K. We have a
long exact sequence
o→ K → H1(X, E•)→ H0(X, E)→ 0→ H2(X, E•)→ H1(X, E)→ 0.(4.3)
By (3.4) and (3.8), we have a quasi-isomorphism
RΓ(X, E) ≃
(
Lie(E)(K∞)
expEpη−−−−−→ E
(K∞
R
))
.
This proves
H0(X, E) = exp−1E (E(R));(4.4)
H1(X, E) = H(E/R).
By Proposition 5 of [4], we have
Ext(1X⊗k[t], E˜) ≃ RΓ(X, E
•).
By (4.3) and (4.4), we have a short exact sequence
0→ K → Ext1(1X⊗k[t], E˜)→ exp
−1
E (E(R))→ 0
and
Ext2(1X⊗k[t], E˜) ≃ H(E/R);
Exts(1X⊗k[t], E˜) = 0 for s 6= 1 and 2.
Suppose A0 ∈ Mn(Γ(X, OX(∞))) and let e = 1. By z
−1Γ(X, OX(∞)) ⊂ O∞, we have z
−1A0 =
In +Q for some Q ∈Mn(O∞) such that Q
n = 0. Hence z−1A0 and zA
−1
0 are invertible matrixes
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in Mn(O∞). So A
−1
0 ∈ Mn(O∞). So A0 defines an isomorphism z
−dOn∞ ≃ z
1−dOn∞ for each d.
Then
lim
−→
(z1−dOn∞, A
−1
0 ) = lim−→
(z1−dOn∞, A
−qn
0 ) = lim−→
(z1−dOn∞, z
−qn) = Lie(E)(K∞).
Recall that q is the map
z1−dOn∞[t]→ Lie(E)(K∞),
∑
s
xst
s 7→
∑
s
As0(xs)
for any xs ∈ z
1−dOn∞. By Lemma 2.5 (3), we have a short exact sequence of k[t]-modules
0→ z1−dOn∞[t]
1−tA−1
0−−−−−→ z1−dOn∞[t]
q
−→ Lie(E)(K∞)→ 0.
By the isomorphism A0 : z
−dOn∞[t] ≃ z
1−dOn∞[t], we have a short exact sequence of k[t]-modules
0→ z−dOn∞[t]
t−A0−−−→ z1−dOn∞[t]
q
−→ Lie(E)(K∞)→ 0.(4.5)
Then pη : D → Lie(E)(K∞) is an isomorphism and K = 0. So
Ext1(1X⊗k[t], E˜) ≃ exp
−1
E (E(R)).
This completes the proof of Theorem 1.12.
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