The objectives of this study were: 1 ) to evaluate the National Research Council equation used to predict microbial N flow to the duodenum in lactating cows, and 2 ) to determine whether improved equations could be developed by using dietary parameters used in the field. Treatment means from 55 trials with lactating and nonlactating cattle with duodenal cannulas were subjected to the backward elimination procedure of multiple regression. Variation within and among trials was accounted for by weighting the observations and including trial effects in all models. The equations to predict microbial N flow based on net energy for lactation (NE L ) intake were different from the equation based on NE L intake used by the dairy National Research Council. Dry matter intake (DMI) estimated microbial N flow as well as did NE L intake, indicating that DMI drives predictions based on NE L intake. When multiple dietary factors [i.e., DMI; dietary percentages of crude protein, forage, and neutral detergent fiber; and all two-way interactions] were included, the resulting equation [microbial N (grams per day) = 16.1 + 22.9 × DMI (kilograms per day) -0.365 × DMI 2 -1.74 × dietary neutral detergent fiber (percentage of dry matter)] tended to fit the data better than the equations based on NE L intake but not better than the equation based on DMI alone. The multiple-factor equation appeared to be the best overall equation for prediction; in contrast to the equation based on DMI, this equation is sensitive to diet composition. An asymptotic multiple-factor equation was developed, which may be more appropriate when extrapolating beyond the data range. ( Key words: empirical prediction, models, microbial protein, cattle) Abbreviation key: NFC = nonfiber carbohydrates, NSC = nonstructural carbohydrates, RMSE = root mean square error, VIF = variance inflation factor.
INTRODUCTION
Protein available to the ruminant animal for absorption is supplied by dietary protein that escapes ruminal digestion, by endogenous protein secretions, and by microbial protein that flows from the rumen. Microbial protein supplied an average of 59% of the protein available for absorption in dairy cattle (17) . Protein requirements estimated by NRC ( 5 0 ) are dependent on a prediction of microbial N flow to the duodenum. Microbial N flow is predicted by using an empirical equation based on TDN or NE L intake generated from data reported prior to 1984. Dry matter intake in the NRC data file ranged from 3.5 to 20 kg/d and averaged only 11.5 kg/d, whereas most dairy cattle consume more than 20 kg of DM/d at some point during the lactation cycle. Experimental procedures, which can affect the prediction of microbial N flow ( 9 ) , have changed over the past 15 yr. As experimental procedures, feeding management, and DMI of cattle have changed, the use of the NRC equation in the field has required that we extrapolate beyond the range of the data file used to generate the equation.
The concentration of TDN or NE L in feedstuffs must either be known or estimated to determine the energy intake by cattle and predict microbial N flow at the duodenum (49) . Because the NE L concentration of the diet is a function of the TDN concentration (49) , only NE L will be discussed in this paper. The NE L concentration of a feed can be estimated by its chemical composition (78) . The estimated energy concentration of a diet could then be used to predict microbial N flow, but predictions based on estimated regressors compound errors. A more direct approach to predicting microbial N flow would be to use parameters that describe the chemical composition of the diet as independent variables.
The components of NE L that are most likely related to microbial protein synthesis are those that supply energy and N to the microbes [i.e., the amount and ruminal digestibility of CP, nonfiber carbohydrate ( NFC; NFC = OM -NDF -CP -fatty acids ÷ 0.9), and NDF in the diet]. Fat contributes NE L to the diet but provides little energy for microbial growth (81) . Fat concentration and postruminal digestion are likely to vary predictions of dietary NE L concentrations that are not related to microbial N flow.
Equations reported by Clark et al.
( 1 7 ) and Erdman and Komaragiri ( 2 5 ) demonstrated the strong relationship between the amount of OM digested ruminally and the duodenal flow of microbial N. A difficulty with using equations based on ruminal OM digestion is how to determine OM digestibility; it cannot be measured routinely in the field. In recent years, more mechanistic approaches to predicting microbial N flow to the duodenum of cattle-based on the amount of energy and N available to ruminal microbes-have been explored (4, 51) . Predictions of microbial N flow were adjusted for factors such as N source and ruminal pH. The energy and N available to ruminal microbes is a function of the amount of substrate consumed by the cow and the rates of digestion and passage of this substrate, which are difficult to measure accurately (29) . Firkins et al. ( 2 9 ) concluded that empirical approaches might be better than mechanistic models for use in applied situations until we are able to account for more sources of variation.
The objectives of this research were: 1 ) to evaluate the current NRC equation to predict microbial N flow to the duodenum of lactating cows with a data file constructed from current literature, 2 ) to determine whether improved equations to predict microbial N flow could be developed by using dietary parameters measured routinely, and 3 ) to develop empirical equations to predict ruminal OM and carbohydrate digestibility and predict microbial N flow based on the predicted digestion of these feed fractions.
MATERIALS AND METHODS

Data File Generation
A data file containing 213 treatment means was generated from 55 published studies (1, 2, 3, 6, 7, 8, 10, 11, 12, 14, 15, 16, 18, 19, 20, 24, 26, 30, 33, 34, 36, 37, 38, 39, 40, 41, 42, 44, 45, 46, 48, 52, 53, 54, 55, 56, 57, 59, 60, 62, 63, 67, 69, 72, 73, 74, 75, 77, 80, 82, 83, 84, 85, 86) that used duodenally cannulated cattle to measure microbial N flow to the duodenum. Data were excluded based on criteria discussed by Titgemeyer et al. (76) , which included: 1 ) adequate description of methods, 2 ) the use of lignin as a marker without correction for incomplete recovery, 3 ) failure to measure bacterial marker concentration, 4 ) indications of flow-marker failure (e.g., unreasonably low digestibilities), and 5 ) inadequate duodenal sampling to account for diurnal variation in flow. Individual treatment means were from lactating dairy cows, nonlactating cattle, or cows of unreported lactation status ( n = 126, 83, and 4, respectively). Animals used in all studies were fed TMR, and diet composition was reported; when NE L concentrations of TMR were not reported, they were calculated using NRC tabular values for feeds (50) . Dry matter intake was reported or could be calculated for all studies.
Statistical Models
The first model to be estimated with the algorithms described in a later section was based on NE L intake.
e ijk [1] where Y ijk = microbial N flow (grams per day); T i = the effect of trial ( i = 1 to 55); X j = NE L intake (megacalories per day); b 0 to 3 = regression coefficients; and e ijk = residual error. Intake of NE L was calculated as the product of the reported DMI and the NE L concentration of the TMR. Model [1] was evaluated for direct comparison to the equation used by the NRC to predict microbial N flow to the duodenum of dairy cows (50) . Microbial N flow was also predicted based on DMI using Model [1] where X j = DMI (kilograms per day). Homogeneity of regression ( 6 1 ) was used with Model [1] to determine whether equations were different for diets containing supplemental fat compared with diets that were not supplemented with fat.
To determine which components of NE L intake (i.e., DMI or NE L concentration of TMR) were most important for predicting microbial N flow, the following model was used. [2] where Y ijkl = microbial N flow (grams per day); T i = the effect of trial ( i = 1 to 55); D j = DMI (kilograms per day); E k = NE L concentration of TMR (megacalories per kilogram of DM); DE jk = the interaction of D j and E k ; b 0 to 5 = regression coefficients; and e ijkl = residual error. A model based on independent variables that could be measured routinely in the field (Model [3] ) was also evaluated to determine whether this would pro- [2] . [3] where Y ijklm = microbial N flow (grams per day); T i = the effect of trial; D j = DMI (kilograms per day); N k = dietary NDF percentage; P l = dietary CP percentage; F m = percentage of forage in the diet; DN jk , DP jl , DF jm , NP kl , NF km , and PF lm = interactions of corresponding main effects; b 0 to 14 = regression coefficients; and e ijklmn = residual error. The NDF, CP, and forage percentages were on a DM basis. Only two-way interactions were included in Model [3] to reduce overparameterization of the initial model. The NE L concentration of the diet was a predicted value and, therefore, was not included. Dietary NFC and RDP (RDP = N intake -nonammonia-nonmicrobial N flow at the duodenum) were excluded because they were calculated by difference and were correlated with other variables in Model [3] ( Table 1 ). The percentages of forage and of NDF in the diets were correlated (Table 1) , but both were needed to discern effects of nonforage NDF, which varied across studies. The percentage of fat in the diet was not included because data were limited ( Table 2 ). Prediction equations for true ruminal OM digestibility, ruminal NDF digestibility, and apparent ruminal nonstructural carbohydrate ( NSC; determined by enzymatic methods) digestibility were developed from Model [3] except that Y ijklmn = nutrient digestibility (percentage of nutrient intake) and D j = DMI (percentage of BW); all other effects were as defined previously. Apparent NSC digestibility was used because true digestibilities of NSC were not reported. Dry matter intake as a percentage of BW was included as an independent variable that was related to rate of passage from the reticulorumen (22, 31, 64) and could be measured routinely in the field. Predicted digestibilities of OM, NDF, and NSC were multiplied by the corresponding intakes of these nutrients to determine the amount of each nutrient (kilograms per day) digested in the rumen. The amount of OM or carbohydrate (NDF + NSC) digested in the rumen was used in Model [1] , except that X j = amount of nutrient digested, to determine whether this more mechanistic approach would improve predictions relative to those based on the more direct approaches described previously.
Nonlactating cattle were often fed diets that contained very poor quality roughages or very high proportions of concentrates, which would not be routinely fed to lactating dairy cows. Therefore, the data file was sorted to generate a subset of data including only lactating cows; this subset of data was applied to all models. An F-test was used to compare the residual mean square of predictions ( 7 0 ) derived from this subset to the residual mean square of predictions based on all the data. When no differences ( P > 0.05) between residual mean squares was observed, the model based on all the data was considered appropriate for predictions for lactating cows.
Models to predict microbial N flow to the duodenum that included a quadratic term were modified to an appropriate asymptotic model (see Results and Discussion) and parameters were estimated with the Marquardt option of the NLIN procedure of SAS (68) . An asymptotic F-test was used to determine whether the asymptotic models reduced the residual mean square relative to the quadratic models. The correlation among variables in the data file was determined using the CORR procedure of SAS (68) .
Algorithms
The backward elimination procedure of multiple regression ( 6 1 ) was done using the GLM procedure of SAS ( 6 8 ) to develop equations to predict duodenal flow of microbial N and ruminal digestibility of OM, NDF, and NSC in cattle. Each step of backward elimination procedures is less dependent on the previous step than for alternative model-selection methods [e.g., stepwise or forward selection (61) ]. For models where a dependent variable was predicted with a single independent variable and its squared and cubed terms (i.e., Model [1] ), the highest order term was removed sequentially from the model until the remaining highest order term in the model was significant ( P < 0.05), and until all variance inflation factors ( VIF) were less than 100 or only one independent variable remained in the model. This algorithm ensured that main effects would remain in the model if interactions with these effects were significant. Variance inflation factors less than 100 should limit model overparameterization (61) . For models where a dependent variable was predicted with multiple independent variables, their squared terms, and all possible two-way interactions (i.e., Models [2] and [3] ), the following algorithm was used: 1 ) nonsignificant ( P > 0.05) interactions were removed sequentially from the model; 2 ) nonsignificant ( P > 0.05) main effects were removed sequentially from the model if no interactions (including squared terms) with these main effects remained in the model; 3 ) if all of the VIF were less than 100 or only one independent variable remained in the model, this model was accepted; 4 ) if any VIF were greater than 100, the term in the model with the greatest P-value and any interactions with this term, if this term was a main effect, were removed from the model; and 5 ) steps one to four were repeated until a model was accepted at step three. This algorithm ensured that model overparameterization was controlled and that, when interactions or squared terms were in the model, the corresponding main effects remained in the model. Two deviations from this algorithm occurred. When Equation [10] was developed, step 4 of the algorithm would have removed DMI and all interactions with DMI from the model. This nearly doubled the root mean square error ( RMSE; 12.5 vs. 23.4) and coefficient of variation (9.2 vs. 17.1%). Instead of deleting DMI and all interactions with DMI, only the interaction with DMI that had the largest P-value (i.e., DMI × NDF, P = 0.05) was deleted; the resulting model was accepted based on step 3 of the algorithm. Ultimately, DMI was significant ( P < 0.05) in all equations derived from Models [2] and [3] to predict microbial N flow. The second deviation from this algorithm was that a nonsignificant term (i.e., NE L intake × NE L intake) remained in the equation to predict microbial N flow from NE L intake for cows fed supplemental fat (Equation [5] ). Homogeneity of regression procedures required that this term remained in the model for cows fed fat so that it could be included in the equation for cows not fed fat (Equation [4] ), in which it was significant ( P < 0.05).
Weighting of Data and Trial Effects
All data were weighted by a factor of n/s 2 (the reciprocal of the variance of the means) prior to analysis; weights were scaled so that the average weight was one. This weight accounted for unequal replication and for unequal variance of the means across experiments (70) . Ordinary least squares procedures require a common variance of errors to yield maximum likelihood parameter estimates (70) . With unequal variances, properly weighted observations restore the common variance requirement and result in better parameter estimates compared with using unweighted data.
Trial was included in all models as a discrete variable to account for the effect of individual experiments. Insufficient degrees of freedom were available to include interactions of other variables with trial in the models. Trial effects remove variation caused by independent variables (known or unknown) not included in the prediction equation (e.g., starch source, procedural variations). Insufficient data were available to enter additional discrete variables (e.g., starch source, protein source, processing methods) into the models; furthermore, some variation within these discrete variables would be continuous. Because the trial effect was entered as a class variable, the design matrix was less than full rank. The GLM procedure of SAS uses a generalized inverse to yield a biased solution vector, essentially setting the last effect in a class equal to zero. However, the average of all trial effects is an unbiased estimate of the average trial effect. Also, for application purposes, trial number would not be known and it would be necessary to assume an average effect of trial. Therefore, for prediction equations derived from Models [1] , [2] , and [3] , an average effect of trial was used. The intercept of prediction equations assuming an average trial effect was calculated as the sum of b 0 (Models [1] , [2] , and [3] ) and the average of the trial effects ( T i values; Models [1] , [2] , and [3] ).
Residuals Analysis
Residual plots (weighted predicted vs. weighted residual values) were evaluated visually for all models to determine whether any patterns existed in residuals (23) . Linear regression of predicted values on residuals was used to determine whether linear bias existed in predicted values; best linear unbiased regression procedures eliminated mean bias from equations. Regressions were further evaluated based on RMSE and coefficients of variation. When an average trial effect was assumed, the variance accounted for by including individual trials in models was considered part of the unexplained variation and subsequently included in the RMSE. Variance accounted for by trials was determined from the expectations for the type III mean square for trial; these expectations were generated using the Random option in the GLM procedure of SAS (68) . These expectations were set equal to the type III mean square for trial obtained by fitting the data with trial in the model; the resulting equation was solved to calculate the variance accounted for by trial. The RMSE that included variation accounted for by trial effects as part of the unexplained variation was calculated as (error variance + variance accounted for by trial) 0.5 .
RESULTS AND DISCUSSION
Data File Description
Descriptive statistics for the data are reported in Table 2 . Some studies did not report all variables of interest; therefore, the number of observations across variables was not constant. Minimum and maximum values for the dietary descriptors indicate that a wide variety of diets was fed. As the deviation from the mean of independent variables increases, the shape of prediction curves can be largely determined by a few data points; caution should be used when applying prediction equations in situations in which inputted variables are near or beyond the limits of the data file. Table 3 provides descriptive statistics for the data file used to develop the NRC equation for prediction of microbial N flow to the duodenum of lactating cows (49) . The differences in the data files (Tables 2  and 3 ) reflect the inclusion of nonlactating cattle in our data file and the changing genetics and feeding management of cattle; results from our data file should be more applicable to current feeding situations.
Equations Based on All Cattle Versus only Lactating Cows
The NRC ( 4 9 ) recommends using different equations to predict microbial N flow to the duodenum when beef cattle are fed diets containing less than 40% roughage compared to when predictions are for dairy cows or for all cattle fed more than 40% roughage. For all models evaluated, equations developed based on only lactating cows did not explain variation in microbial N flow for lactating cows better than equations based on all cattle ( P > 0.05). Therefore, only equations based on all cattle are presented. The advantages of equations based on all cattle include: 1 ) less potential for bias resulting from variation in independent variables (see later discussion), 2 ) they are based on more observations, and 3 ) they are more broadly applicable.
Prediction of Microbial N Flow Based on NE L Intake
As in the equations used by the dairy NRC (50), NE L intake was closely related to microbial N flow. The prediction equation based on NE L for all cattle that were not fed supplemental fat (Equation [4] in Table 4 ; Figure 1 ) was different ( P < 0.05) from the equation for all cattle that were fed supplemental fat (Equation [5] in Table 4 ; Figure 1) . Although the equations presented in Tables 4 and 5 were developed with weighted data, future predictions based on these equations would not be weighted; therefore, unweighted data were plotted when microbial N flow was the dependent variable. Chalupa and Ferguson ( 1 3 ) suggested that cattle that were fed supplemental fat would synthesize less microbial protein per unit of energy intake because fat does not supply energy for microbial growth ( 8 1 ) or because fat directly inhibits microbial metabolism and ruminal digestion (43, 57) . Predictions of microbial N flow based on Equations [4] and [5] are consistent with the idea that additional NE L intake from fat will not stimulate microbial N flow to the duodenum.
Because the trial effects were significant, Equations [4] and [5] are based on trial-adjusted parameter estimates and assume an average trial effect. When observed data were not adjusted for trial effects, the best-fit equations did not fit some points well upon visual appraisal ( Figure 1A) . However, when observed values were adjusted for trial effects, a better visual fit was obtained ( Figure 1B) . Because coefficients of multiple determination ( R 2 ) were high (>0.88) for all equations and because of limitations associated with coefficients of determination (78), equations were evaluated based on the RMSE and coefficients of variation (Table 4) .
A plot of weighted predictions versus weighted residuals (weighted observed values -weighted predicted values) did not reveal any patterns for Equations [4] and [5] (Figure 2 ). Patterns in residuals can indicate that the assumptions of regression procedures are not met or that the model is missing required independent variables (23). We accounted for the assumption of equal variance of the means by using appropriate weights (70) . Another assumption of regression procedures is that independent variables are known without error; this assumption was not met. The potential bias introduced when this assumption is not met can be estimated as the standard error of the independent variables divided by the range in the independent variables (23) . Therefore, the potential bias would be decreased when all cows were included in the data file, because of the wide range in the data.
When trial effects were not included in Model [1] , the resulting prediction equations were:
Microbial N (grams per day) = -6.24 ( ±11.4)
for cattle not fed supplemental fat, and
Microbial N (grams per day) = 47.4 ( ±11.0) + 0.183 ( ±1.54) × NE L intake (megacalories per day) + 0.152 ( ±0.037) × NE L intake 2 [7] for cattle fed fat. Predictions based on Equations [6] and [7] were biased, as indicated by patterns in the residuals (Figure 3 ). Linear patterns in the residuals indicate that the intercept is not appropriate (23) . 1 Variance from trial was known. 2 Variance from trial was considered unexplained variation, and an average trial effect was assumed. 3 NE L I = NE L intake (Megacalories per day), DMI = DMI in kilograms per day, and NDF = NDF percentage of dietary DM. 4 Root mean square error. The inclusion of trial effects in all initial models helped to ensure that intercepts were appropriately adjusted. The NRC equation ( 5 0 ) to predict microbial N flow for dairy cattle overestimated flow relative to the observed data and the current prediction equations (Figure 1 ) for various reasons. First, some of the data included in the NRC data file ( 4 9 ) were excluded from our data file for reasons outlined previously. Second, some of the discrepancy shown in Figure 1 could result from the choice of microbial markers. Although 91% of the microbial N flow observations in the data file used by the NRC ( 4 9 ) were based on diaminopimelic acid flows at the duodenum, 90% of the observations in our data file were derived using purines as the microbial marker. Diaminopimelic acid appears to overestimate microbial N flow relative to purines (9, 35) . At the average NE L intake for the NRC ( 4 9 ) data file (17.4 Mcal/d), the NRC equation predicts microbial N flow to be 168 g/d; Equations [4] and [5] (Table 3) . Because DMI and not NE L concentration of diets drove predictions of microbial N flow based on NE L intake (see later discussion), the animals with the greater DMI (i.e., the animals included in the NRC data file) would be expected to have the greater flow of microbial N at the duodenum, given the same NE L intake. Finally, the NRC ( 5 0 ) predicts microbial N flow using the equation developed previously ( 4 9 ) except that NE L intake is calculated from predicted NE L output. This calculation assumes that estimates of intake and output of NE L are equivalent, which is not always true (79).
Prediction of Microbial N Flow Based on DMI and Dietary NE L Concentration
An equation based on DMI (Equation [8] in Table  4 ; Figure 4 ) explained as much variation in microbial N flow as did equations based on NE L intake (Equations [4] and [5] ). This provides indirect evidence that it is DMI and not the dietary NE L concentration that is driving predictions of microbial N based on NE L intake. Also, the equations based on DMI for cattle fed supplemental fat and those not fed fat were not different ( P > 0.05). Therefore, a single equation based on DMI (Equation [8] ) can represent all cattle.
When Model [2] was entered into the backward elimination regression procedure, all terms involving NE L concentration of the diet were removed using the algorithm described. The resulting prediction equation (Equation [8] ; Figure 4 ) was the same as the equation obtained when only trial, DMI, DMI 2 , and DMI 3 were included in the backward elimination regression algorithm. This result provides additional evidence that DMI and not NE L concentration of the diet drives predictions of microbial N flow for Equations [4] to [7] . In fact, dietary NE L concentration was not correlated with NE L intake in our data file ( r = -0.05, P = 0.47, n = 213). When an asymptotic model was used to fit the relationship of microbial N flow to DMI for all animals, the resulting prediction equation (Equation [9] in Table 4 ; Figure 4 ) did not fit the data better than Equation [8] ( P > 0.05). No patterns in the weighted residuals for Equations [8] or [9] (data not shown) were observed. When DMI was controlled by limit feeding, as DMI increased, microbial N flow to the duodenum increased in several studies (22, 31) . Increased DMI could increase microbial N flow by increasing the intake of OM that is potentially digestible in the rumen (31, 48) . However, increased DMI resulted in an increase in the flow of microbial N to the duodenum in sheep when the intake of OM potentially digestible in the rumen was not changed (22) . Increased DMI could increase the flow of microbial N to the duodenum by increasing the rate of passage from the rumen, which could increase the efficiency of microbial growth (22, 30, 31, 48) . The quadratic (Equation [8] ) or asymptotic (Equation [9] ) responses to DMI may be explained if the rate of passage becomes high enough to limit ruminal digestibility of substrate for microbial growth (30, 31, 48) . Quadratic or asymptotic responses could also result from increasing amounts of ruminally degraded OM decreasing ruminal pH (66) .
Collectively, Equations [4] , [5] , [8] , and [9] indicate that predictions of microbial N flow based on DMI were as precise as predictions based on NE L intake. However, diet composition can affect microbial N flow independently of DMI (58, 84) . The NE L concentration of the diet was correlated with several dietary factors that can affect microbial N flow (Table 1), TABLE 5 . Best fit equations for the prediction of microbial nutrient digestibility (percentage of nutrient intake) in cattle and for prediction of microbial N flow (grams per day) to the duodenum of cattle based on the intake of OM or carbohydrate digested ruminally. 1 Variance from trial was known. 2 Variance from trial was considered unexplained variation, and an average trial effect was assumed. 3 including concentrations of NDF (26, 57) or CP and RDP (3, 15) . Including estimated NE L concentration in regression equations introduced as much variation as the variation explained by the inclusion of dietary factors known to affect microbial N flow. Additional factors that could explain why dietary NE L concentration was not significant when predicting microbial N flow include: 1 ) DMI and NE L concentration were correlated (Table 1) ; 2 ) NE L concentrations did not account for site of digestion; and 3 ) fat, which has nearly three times the NE L concentration of grain (50), provides little energy for microbial growth but appears to increase the flow of microbial N per unit of OM digested in the rumen (27, 71) .
Prediction of Microbial N Flow Based on DMI and Measured Diet Composition
Model [3] provided a starting point for the backward elimination procedure of multiple regression that eliminated the need to predict microbial N flow from the estimated NE L concentration of the diet and still allowed diet composition to affect predictions.
The prediction equation resulting from Model [3] contained significant regression coefficients for DMI, DMI 2 , and NDF percentage of the diet (Equation [10] in Table 4 ; Figure 5 ). When these data were fit to an asymptotic model, the resulting prediction equation (Equation [11] in Table 4 ) fit the data as well as did, but not better than ( P > 0.05), Equation [10] . However, Equation [10] tended to account for more variation than Equations [4] and [5] when predicting microbial N flow ( P < 0.10; Table 4 ). Although Equation [10] did not fit the data better than Equation [8] ( P > 0.05; Table 4), Equation [10] has the advantage of being sensitive to both DMI and diet composition. No patterns in the weighted residuals for Equations [10] (Figure 6A ) and [11] ( Figure 6B) were observed, indicating no linear bias in the predictions.
Increasing the NDF percentage in the diet could decrease microbial N flow to the duodenum if it resulted in less ruminally degraded carbohydrate. Neutral detergent fiber was less degradable in the rumen than was NSC (Table 2) . However, dietary NDF percentage was not a significant factor for predicting ruminal OM digestibility (see later discus- . The best fit asymptotic regression line ( ----) was based on Equation [9] [microbial N (grams per day) = 570 × ( 1 -1.06 × e -0.0337 × DMI ( kilograms per day) )]. sion). Limited variability in dietary NDF percentages or the NDF source fed could explain the lack of response in ruminal OM digestibility within some studies (3, 18, 37, 44) .
Dietary RDP percentage (8, 15) and source (3, 6, 75) can affect microbial protein flow. Furthermore, the variation in RDP concentration of feed sources is large (51) . The RDP concentrations of diets in the data file were calculated by difference, which generally increases random variation, and were not able to be used as predictors. Dietary CP percentage is measured routinely; therefore, dietary CP percentage was included in Model [3] because it was correlated with dietary RDP percentage ( Table 1) . These sources of variation could explain why CP was not a significant variable in the prediction equations based on Model [3] .
Within the range of the data (Table 2) , Equations [10] and [11] were equivalent in their ability to predict microbial N flow to the duodenum. However, in practice, greater DMI than the maximum for this data file can be observed, and DMI of cows will continue to increase as genetics, nutrition, and feed management improve. If it becomes necessary to extrapolate beyond the data range, Equation [11] may be safer because of limits on the efficiency of microbial protein synthesis discussed previously; however, caution should be used when extrapolating beyond the data range.
Prediction of Microbial N Flow Based on Ruminal Organic Matter Digestion
Ruminal OM digestibility is not measured routinely in the field and must first be predicted if used in equations to predict microbial N flow to the duode- num. When Model [3] was used to predict true ruminal OM digestibility, trial was the only term that was significant. Therefore, when an average trial effect was assumed, constant predictions of true ruminal OM digestibility were obtained [53.4% (RMSE = 11.8)] . No patterns in the weighted residuals for these predictions (data not shown) were observed. Predictions based only on an average trial effect are not sensitive to the diet composition. Within trials, factors that accounted for variation in the ruminal digestibility of OM include the addition of feed additives ( 8 2 ) and the source and processing method of dietary starch (55, 59, 83) and protein (12, 15, 30) .
Microbial N flow was predicted using the calculated kilograms per day of OM digested in the rumen (using the constant OM digestibilities × measured OM intake) as the independent variable (Equation [12] in Table 5 ; Figure 7 ). An asymptotic model (Equation [13] in Table 5 ; Figure 7 ) did not fit the data better than Equation [12] ( P > 0.05). No patterns were observed in plots of weighted residuals against predicted values for Equations [12] or [13] (data not shown), indicating that predictions were not biased. Equation [12] did not explain more variation in microbial N flow at the duodenum than Equations [10] and [11] ( P > 0.05; Tables 4 and 5 
Prediction of Microbial N Flow Based on Ruminal Carbohydrate Digestion
Because the ruminal digestion of lipid ( 8 1 ) and protein ( 6 6 ) provide little energy for microbial Figure 7 . Prediction of microbial N flow to the duodenum (unweighted treatment means adjusted for trial effects are shown) from the amount of OM truly digested in the rumen by lactating dairy cattle ( π) and nonlactating ( ÿ) cattle. Trial adjustments and the best fit quadratic regression line ( ) were based on Equation [12] [microbial N (grams per day) = -31.8 + 39.8 × OM truly digested in the rumen (kilograms per day) -1.01 × OM truly digested in the rumen 2 ]. The best fit asymptotic regression line ( ----) was based on Equation [13] [microbial N (grams per day) = 587 × ( 1 -1.06 × e -0655 × OM truly digested in the rumen ( kilograms per day) )]. ) were based on Equation [16] [microbial N (grams per day) = -149 + 108 × carbohydrate digested in the rumen (kilograms per day) -7.41 × carbohydrate digested in the rumen 2 ]. The best fit asymptotic regression line ( ----) was based on Equation [17] [microbial N (grams per day) = 276 × ( 1 -1.67 × e -0.346 × carbohydrate digested in the rumen ( kilograms per day) )]. growth, and because the protein concentration of the diet was not significant in previous regressions, the relationship between microbial N flow and ruminal carbohydrate digestion could be better than the relationship between microbial N flow and ruminal OM digestion. Nonstructural carbohydrate and NDF are the primary carbohydrates available for microbial digestion when typical diets are fed. The ruminal digestibility of NSC and NDF was predicted based on equations derived using Model [3] as the starting point. The equation to predict ruminal NDF digestibility (Equation [14] in Table 5 ) included several coefficients. Although empirical predictions do not necessarily have a biological interpretation, one conclusion that can be made from Equation [14] is that both forage and NDF percentages affect ruminal NDF digestibility, indicating the importance of nonforage sources of NDF in supplying energy for microbial growth (28) .
The equation to predict apparent ruminal NSC digestibility derived from Model [3] is shown in Table  5 (Equation [15] ). Equations [14] and [15] were used to estimate the amount of carbohydrate digested in the rumen. When the predicted amount of carbohydrate digested in the rumen was used to predict microbial N flow to the duodenum using Model [1] (Equation [16] in Table 5 ; Figure 8 ), the resulting equation fit the data as well as ( P > 0.05) did an asymptotic equation (Equation [17] in Table 5 ; Figure 8 ).
Equation [16] did not account for more variation in microbial N flow than Equations [10] to [12] ( P > 0.05; Tables 4 and 5 ). Although ruminal carbohydrate digestion should be a better predictor of the energy available for microbial protein synthesis than true ruminal OM digestion, it failed to predict microbial N flow better than ruminal OM digestion. This could be the result of factors other than energy availability limiting microbial protein synthesis (e.g., N source). Also, we were not able to predict true ruminal NSC digestibility because these values were not reported. Finally, more equations were used to predict the amount of carbohydrate digested ruminally than to predict the amount of OM digested ruminally, increasing the potential to compound prediction errors.
Trial Effects
Trial effects must be considered to obtain unbiased estimates when an unbalanced data file is used (32) . Trial effects were significant ( P < 0.05) for all of the equations presented; all intercepts were adjusted to represent the average trial. Future prediction equations should attempt to better define factors that are included in trial effects. Factors that change the availability of substrate or the rumen environment in a continuous way need to be quantified with continuous measurements. For example, knowing the density of processed grain ( a continuous variable) may be more useful than knowing that it is steam-flaked rather than dry-rolled; measurements of feed particle size ( a continuous variable) may be more useful than knowing that the feed was ground or chopped. Such continuous measurements could be determined routinely in the field.
Model Validation
Model equations should be validated before they are used widely. When trial effects are significant, validations based on data from a few trials may result in particularly favorable or unfavorable validations (if trials near or far from the average trial used to define the model are used for validation, respectively). Two studies evaluating seven treatments were used by Bannink et al. ( 5 ) to compare the abilities of three mechanistic models to predict microbial N flow to the duodenum of lactating cows based on root mean square prediction errors expressed as a percentage of the mean observed values. When these same seven treatments, which were not included in our data file, are used, the root mean square prediction error for Equations [10] and [11] was 10.4%. The mechanistic models evaluated ( 5 ) had root mean square prediction errors of 9.1, 13.1, and 21.0%. As more data become available, more trials need to be evaluated this way to increase the confidence that the evaluation is not biased by trial effects.
The inference range of prediction equations and validations based on microbial N flow measured at the duodenum is limited. When an equation is developed and validated with data obtained by using a particular methodology (e.g., microbial markers and duodenal cannulas), the equation can be used to predict measurements that would be obtained using that same methodology. Further validation is needed as methods to measure microbial N flow at the duodenum are developed.
CONCLUSIONS
Equations developed here are improvements over the current NRC equation to predict microbial N flow in cattle. They include a wider range of data and are more representative of current feeding practices. Our procedures accounted for trial effects and for unequal variation and replication across trials; equations developed by the NRC did not account for these factors. The current equations recommended for estimating microbial protein flow to the duodenum (Equations [10] and [11] ) are based on simpler inputs than more mechanistic models, making our equations more applicable in many field situations in which more complicated inputs often are not available from feed analysis. Separate equations were not needed to predict microbial N flow for lactating cows versus nonlactating cattle. Variation accounted for by trial and correlation among independent variables were great enough to prevent some factors (e.g., amount and sources of RDP and NSC) known to affect microbial N flow from explaining significant variation when predictions of microbial N flow were developed. Studies should continue to address these factors to facilitate refinement of both empirical and mechanistic predictions of microbial N flow. As more data become available, Equations [10] and [11] require further validation.
