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Prefacio
El libro que se presenta a continuación es el fruto de varios años de trabajo y de investigación. Los más
recientes, dedicados a plasmar en las páginas los conocimientos que se tienen de los temas, de una manera
cuidadosa, pedagógica, y moderna. Los años anteriores, a consolidar las experiencias en el trabajo diario de
señales y sistemas con los conceptos teóricos, adquiridos y madurados con antelación. La sensación que uno
tiene al leer el documento es la de saborear un buen vino tinto francés, probablemente un Burdeos, que al
envejecer ha sabido pulirse al extremo de ser perfecto, y que al descorcharlo se desprenden los aromas y los
bouquets que contiene. El profesor Germán Castellanos ha sabido conjugar el aparato matemático teórico
con la experiencia adquirida a través de los numerosos proyectos de investigación con aplicaciones a señales
de voz, electrocardiográficas, etc. Su formación de postgrado en uno de los centros más representativos del
mundo en el análisis de señales se lo ha permitido. Este es un libro escrito con la cabeza fŕıa de la escuela
rusa, pero a un pulso caliente, como el talante latino, colombiano, boyacense incluso.
El autor escogió para escribir el tema de señales, y basó su exposición en buenas uvas: los sistemas
ortogonales, las variables aleatorias, y los procesos estocásticos de Markov. Podemos decir que el coupage
es excelente, y se augura un producto de excepción. Sin embargo, es el trato mimoso del enólogo lo que va
a conferir al vino su calidez y su suntuosidad. Aśı, el tratamiento que el profesor Castellanos da a los temas
es cariñoso y de una claridad expositiva envidiable. De cada tema, se escogen ejemplos selectos, que nos
dan la nota de cata de cada caṕıtulo. Se evoluciona desde ejemplos claros y básicos, a los más elaborados,
y aśı aprendemos que la obra del profesor es una obra completa. En efecto, la parte más matemática
correspondiente a las demostraciones de los teoremas se deja solo entrever, primero, por la complejidad
misma, y segundo, para no perder el hilo de la exposición. Es ya en esos matices cuando vemos la calidad
de la obra, que respira un aire fresco y un tratamiento moderno. Vemos ah́ı que el autor ha pensado en este
libro también como un documento de trabajo del estudiante de postgrado, y es ah́ı donde hay que agradecer
el esfuerzo de este verdadero enólogo de las señales.
El libro trata temas dif́ıciles, como son los de ergodicidad y descomposición espectral, la convergencia y la
continuidad de procesos aleatorios. En el caṕıtulo 4 se muestran los procesos de Markov, con la perspectiva
moderna de los Modelos Ocultos de Markov, que tantas aplicaciones están encontrando en todas las áreas
de la ciencia aplicada. El profesor Castellanos sabe qué vino quiere hacer degustar, y dedica unas páginas
interesantes al entrenamiento, la clasificación y comparación de modelos. En ese momento podemos disfrutar
del bouquet exquisito del libro. Otro momento donde el libro desprende todos sus aromas es en los caṕıtulos
finales, donde el autor nos indica el objetivo último de esta obra: los métodos de detección y filtración de
señales aleatorias, y de sistemas dinámicos.
Después de leer y releer la obra, disfrutando de la calidad de la exposición, no queda más que agradecer
al profesor Castellanos su labor, y la de sus colaboradores de su grupo de trabajo académico. Y esperar que
el enólogo nos sorprenda de nuevo con otro muy exquisito libro, que sin duda estudiantes e investigadores
van a demandar muy prontamente.
Gerard Olivar, Manizales, 2007

Introducción
Several years ago I reached the
conclusion that the Theory of
Probability should no longer be treated
as adjunct to statistics or noise or any
terminal topic, but should be included
in the basic training of all engineers
and physicists as a separate course
Papoulis
El interés por el estudio de las señales aleatorias
1 sigue siendo actual, aún cuando su aplicación asociada
a la tecnoloǵıa e ingenieŕıa cuenta con varias décadas de desarrollo. Particular importancia tienen los
métodos y técnicas de análisis en presencia de aleatoriedad en señales y sistemas, que estén relacionados con
las tecnoloǵıas de proceso discreto, en las cuales el empleo de métodos efectivos matemáticos se ha hecho
masivo, gracias a la aparición de dispositivos digitales de alto rendimiento.
El estudio del fenómeno de aleatoriedad en señales y sistemas está directamente relacionado con el análisis
de las propiedades de interacción cuando se tiene algún grado de incertidumbre o información incompleta.
La principal fuente de aleatoriedad está asociada, entre otros factores, con las perturbaciones de medida,
la presencia de señales extrañas, y tal vez el más importante, la información útil que llevan las mismas
señales. En este sentido, es cada vez mayor el interés por el empleo de métodos de proceso digital de
señales, basados en matemática estad́ıstica, que se orientan principalmente a la solución de dos tareas: la
representación adecuada del conjunto de señales para la solución de un problema concreto, que tenga en
cuenta las condiciones reales de la aplicación y, segundo, el proceso óptimo de las señales recogidas.
El material dispuesto en el presente texto describe las formas básicas de representación y proceso de
señales aleatorias, con especial énfasis en los modelos de análisis matemático estad́ıstico, que se considera,
tienen un aporte significativo en la formulación y solución de aplicaciones en las áreas de sismoloǵıa, análisis
de bioseñales, sistemas de medida, sistemas de control y seguimiento, radiocomunicación, entre otros. Por
eso, el contenido presentado corresponde a la evolución en el análisis de aleatoriedad desde las señales
hasta su asociación con los respectivos sistemas de proceso. En cada sección se presentan, tanto ejemplos
como problemas (incluyendo algunos ejercicios en el computador), que tienen como intención mejorar y
complementar la percepción del material teórico analizado.
El contenido del texto es el siguiente: el caṕıtulo I describe los fundamentos de representación determińıs-
tica de señales y sistemas. El caṕıtulo II presenta la caracterización de variables aleatorias y las técnicas
básicas de estimación. Aunque el material de ambos caṕıtulos se supone conocido, por ejemplo de los cursos
de Teoŕıa de Señales y Teoŕıa de Probabilidades, es pertinente su inclusión a fin de recordar aspectos y
definiciones importantes que se hacen necesarios para el entendimiento de los caṕıtulos posteriores. El caṕı-
tulo III describe las particularidades en la representación de procesos aleatorios en el tiempo, incluyendo
su análisis experimental. Debido a la importancia de los procesos estocásticos de Markov, estos se analizan
por a parte en el caṕıtulo IV, con especial atención en el análisis experimental mediante los modelos ocultos
de Markov. El caṕıtulo V corresponde al análisis de la transformación de señales aleatorias en sistemas, aśı
como la formación de procesos aleatorios mediante sistemas lineales. El caṕıtulo VI presenta los principales
métodos de detección y filtración de señales aleatorias, entendida como la optimización de la forma de
representación de los dispositivos de proceso.
Por último, la necesidad de aumentar la efectividad del funcionamiento de los sistemas de control, en
condiciones de factores aleatorios, ha estimulado el desarrollo de métodos de optimización orientada a
1Aleatorio. Del Lat́ın aleatorĭus, propio del juego de dados. Real Academia de la Lengua
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mejorar el registro y precisión de la información sobre las propiedades de la planta a diseñar, aśı como
de los reǵımenes de su funcionamiento. En este sentido, el caṕıtulo VII describe el análisis de sistemas
estocásticos, en particular, se analiza la filtración Kalman.
El material está orientado a los estudiantes de posgrado, que requieran profundizar en el análisis de
procesos aleatorios. Además, se puede emplear como material de ayuda en el curso de Procesos Estocásticos.
El material teórico presentado tiene carácter de referencia, y por esto no se da la deducción de varias de las
expresiones, brindándose la literatura necesaria para la profundización de cada tema en particular.
Finalmente, se agradece a los profesores Julio F. Suárez, Gerard Olivar y Sergey Adzhemov por sus
consejos y correcciones hechos para dar mayor precisión y entendimiento del presente trabajo. Se aprecia
también la colaboración que prestaron los estudiantes del programa posgrado, Jorge Jaramillo, Luis G.
Sánchez, Julián D. Arias, Mauricio Álvarez, David Avendaño, Andrés F. Quiceno y todos aquellos, quienes
pacientemente leyeron, siguieron y colaboraron con la evolución de los diferentes borradores del texto.
Los Autores, 2007
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2.2.4. Prueba de hipótesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2.2.5. Estimación de dependencias funcionales . . . . . . . . . . . . . . . . . . . . . . . . . 98
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3. Señales aleatorias 115
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3.1.3. Descomposición espectral de señales aleatorias . . . . . . . . . . . . . . . . . . . . . 127
3.1.4. Densidad espectral de potencia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.1.5. Convergencia y continuidad de procesos aleatorios . . . . . . . . . . . . . . . . . . . 138
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3.2.4. Estimación de parámetros de regresión . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3.3. Estimación espectral no paramétrica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
3.3.1. Método de los periodogramas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
3.3.2. Algoritmo de cálculo del método de periodograma . . . . . . . . . . . . . . . . . . . 164
3.3.3. Ventanas de estimación espectral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
3.4. Estimación espectral paramétrica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
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K-L Karhunen-Loève (Transformada)
RBG Ruido blanco Gaussiano

Caṕıtulo 1
Representación de señales y sistemas
La representación, entendida como una idea que sustituye a la realidad, en el casode señales y sistemas se orienta a la descripción de sus principales propiedades de
interacción. En este caṕıtulo se analizan los métodos de representación discreta e integral
como formas fundamentales de la descripción de señales y sistemas.
1.1. Representación discreta de señales
Definición 1.1. Un espacio métrico corresponde a la pareja X = (X; d), que consta del
conjunto X o espacio de elementos (puntos) y la distancia d, que es una función real positiva
semidefinida, que para cualquier pareja de elementos x; y 2 X , cumple los axiomas:
1. d(x; y) = 0, si y solo si, x = y; elementos con propiedades geométricas iguales.
2. d(x; y) = d(y; x); axioma de simetŕıa
3. d(x; z)  d(x; y) + d(y; z); axioma triangular
1.1.1. Espacio de representación de señales
En general, un conjunto de señales de análisis es el constituido por todas las funciones de
valor complejo definidas en forma continua sobre un eje real, por ejemplo el del tiempo,L = fx = x (t) : x (t) 2 C ; t 2 Rg, donde L = fx : K g es el conjunto formado por todos
los x, para los cuales el atributo o relación K es cierto: K ) x 2 L. La mayoŕıa de los
espacios de funciones de señales se restringen a los espacios convencionales de Lebesgue:Lp = Lp (R) = 8><>:x 2 L : kxkp = 0ZR jx (t)jp dt1A1=p <19>=>; ; p  1 (1.1)L1 = L1 (R) = x 2 L : kxk1 = supt jx (t)j <1
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donde kxkp es la norma definida para x en el espacio Lp. Un espacio lineal L, en el cual
se define una norma, se denomina normalizado. La restricción de p  1; p 2 Z, en (1.1),
implica que la clase Lp (R) es un espacio normalizado, el cual es completo con respecto a
la respectiva norma, esto es, cualquier sucesión fundamental de elementos converge.
La generación de espacios de señales, a partir de alguna condición común con inter-
pretación f́ısica (enerǵıa, transformación a algún espacio complejo, etc.), implica establecer
el modelo matemático formal de relación K entre los elementos del conjunto. Un conjun-
to de funciones provisto de una distancia adecuada, conforma un espacio de señales. Un
ejemplo de distancia entre dos señales, x (t) ; y (t) 2 C , definidas en T , es:d (x; y) = kx  yk2 = 0ZT jx (t)  y (t) j2dt1A1=2 (1.2)
El conjunto de funciones relacionados por la distancia (1.2), denominado espacio con
métrica cuadrática, para los cuales la respectiva norma sea acotada, kxk2 < 1, o espacioL2 (T ) que es un espacio de Hilbert, está provisto del siguiente producto interno:hx; yiL2(T ) = ZT x (t) y (t) dt
El espacio de funciones, dado por la distancia (1.2), tiene amplio uso en la representación
de señales debido a la interpretación f́ısica simple de su norma, la cual se asocia a la enerǵıa
de las señales. Cuando x 2 L2 (T ), se tiene que, kxk2 = hx; xiL2(T ) , Ex, que es la enerǵıa
de la señal. Por cierto, la señal x (t) se denomina señal de enerǵıa cuandoEx = kxk2 = ZT jx (t)j2 dt <1; (1.3)
La representación discreta de una señal x 2 L2 (T ) de enerǵıa, que cumpla (1.3), implica
hallar la transformación del espacio L2 (T ) en el espacio C n , donde el valor de n se elige a
partir del compromiso entre la precisión y la economı́a de la representación. La forma gen-
eral para hallar esta representación consiste en la selección de un subespacio con dimensiónn a partir de L2 (T ). Teniendo en cuenta que L2 (T ) es un espacio completo separable [1],
la señal x 2 L2 (T ) puede ser representada de manera aproximada con cualquier precisión,
si la dimensión de representación se escoge suficientemente grande, por medio de un con-
junto de valores o coeficientes xk, (k!1), expresados en combinación lineal del siguiente
espacio de funciones ordenadas, que se elige adecuadamente:x (t) = 1Xk xkk (t) ; (1.4)
donde k (t) es el conjunto de funciones elegidas a priori, que conforman una base del
espacio vectorial L2 (T ), las cuales son denominadas funciones base.
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1.1.2. Descomposición en funciones ortogonales
Definición 1.2. Un espacio de señales complejas fk (t) 2 C g se define ortogonal, dentro
del intervalo de representación (ti; tf ), si para el producto interno hm; ni se cumple:hm; ni = tfZti m (t)n (t) dt = tfZti m (t)n (t) dt = (0; m 6= nEm; m = n (1.5)
siendo Em = En = kk2 un valor de enerǵıa.
Como se deduce de la expansión ortogonal (1.4), una señal de enerǵıa x (t) se puede
representar de forma aproximada en términos de un conjunto de funciones base fn (t) :n = 0 : : : ; Ng, para el cual los coeficientes xn caracterizan el peso de la correspondiente
función ortogonal n (t). Los valores xn se determinan de acuerdo con la condición del
mı́nimo error cuadrático medio:"2N (t) = 1tf   ti tfZti x (t)  NXn=0xnn (t)2 dt, siendo "2N (t)  0 (1.6)
Como resultado se obtienen los siguientes coeficientes de descomposición:xn = hx; nikk2 = tfZti x (t)n (t) dttfZti jn (t)j2 dt = 1tf   ti tfZti x (t)n (t) dt (1.7)
Una señal de potencia (o enerǵıa) se descompone mediante un conjunto de funciones
base, que genera un espacio completo, cuando los coeficientes xn se determinan por (1.7).
El conjunto de los coeficientes fxng se denomina espectro de la señal x (t), mientras
cada producto xnn (t) se define como su respectiva componente espectral. Cualquiera de
las dos formas, la serie generalizada de Fourier (1.4) o el espectro fxng (1.7), determinan
uńıvocamente la señal x (t).
1.1.3. Ejemplos de conjuntos ortogonales completos
El conjunto ortogonal más conocido corresponde a la serie exponencial de Fourier, que se
define por las funciones exponenciales complejas del tipo:n (t) = ejn!0t; (1.8)
donde !0 = 2=En; siendo En = (tf   ti) y n 2 f0;1;2; : : :g, que corresponde a cada
término de la serie o armónico.
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Cabe anotar, que todas las expresiones anteriores también son válidas para la repre-
sentación espectral de las funciones periódicas, reemplazando el intervalo de definición de
las señales aperiódicas [ti; tf ℄ por el valor del peŕıodo T de las funciones periódicas.
En la Tabla (1.1) se muestran los coeficientes de Fourier para algunas señales comunes.
Señal Definición Coeficiente xn
Cuadrada simétrica
8><>:1; jtj < T4 1; T4 < jtj < T2 (sin(n=2); n 6= 00; n = 0
Pulsos rectangulares
8<:+1; jtj < 20; 2  jtj < T2 T sin(n=T )
Triangular simétrica 1  4jtj=T; jtj < T=2 (sin(n=2); n 6= 00; n = 0
Tabla 1.1. Coeficientes de descomposición espectral de Fourier
Se considera que los motivos principales, por los cuales las series de Fourier tienen amplia
aplicación, son los siguientes [2]:
- Se representan mediante oscilaciones simples determinadas para todo valor de t.
- Se descomponen en oscilaciones armónicas sin y os, que son las únicas funciones del
tiempo que conservan su forma al pasar por cualquier dispositivo lineal; sólo vaŕıan
su fase y su amplitud.
- La descomposición en senos y cosenos permite aplicar el método simbólico usualmente
desarrollado para el análisis de circuitos lineales.
En la aproximación de señales continuas se emplean diferentes polinomios y funciones
especiales ortogonales. Escogiendo adecuadamente estas funciones en la descomposición
ortogonal (1.4), se obtiene la representación aproximada para la señal a partir de un número
pequeño de elementos de la serie.
De otra parte existen funciones, que conforman sistemas base completos fn (t)g, siendo
ortonormales en los intervalos indicados con valor de peso
pw (t), esto es, que se cumpla
la condición:fn (t)g = qw (t) n (t) ; 8n (1.9)
donde w (t) es la función de peso y f n (t)g son las funciones sobre los cuales se forman
los sistemas base ortogonales. Como consecuencia de (1.9), la definición de ortogonalidad
(1.5) sobre el intervalo T , cambia por:ZT  m (t) n (t)w (t) dt = 8<:0; m 6= nEn; m = n ; En = qw (t) n (t)2 = ZT qw (t) n (t)2 dt
1.1. Representación discreta de señales 5
Aśı mismo, cambia la definición de los coeficientes (1.7) de la expansión (1.4):xn = 1pw (t) n (t)2 ZT x (t)qw (t) n (t) dt: (1.10)
Particular importancia tienen las funciones de Walsh, para las cuales { (l) corresponde
al elemento l en representación del valor { en código Gray, mientras rn (t) son las funciones
de Rademascher [3]. La descomposición de una señal, x (t), en este caso tiene la forma:x (t) = 1Xn=0xnwaln (t) (1.11)
donde los coeficientes de la serie Fourier-Walsh (1.11), que se determinan de acuerdo con
(1.7) y (1.10),xn = 1=2Z 1=2 x (t) waln (t) dt
conforman el espectro de la señal x (t) por la base Walsh, el cual es denominado S-espectro
(sequency spectrum).
Ejemplo 1.1. Determinar el S-espectro de la señal x (t) = sin 2t; 1 < t <1, empleando
el conjunto fwaln (t) ; 0  t < 1; n = 0; 1; : : : ; 31g.
Debido a la imparidad de la función x (t) respecto al punto t = 1=2; todos los coeficientes
para las funciones pares wal2n (t) = 0, al igual que los coeficientes de las funciones impares3; 7; 11; 15; 19; 23; 27; 31. Los demás coeficientes tienen los siguientes valores:x1 = 1=2Z 1=2 x (t) wal1 (t) dt = 1=2Z 1=2 sin (2t) wal1 (t) dt = 2 1=2Z0 sin (2t) dt = 2  0:637x5 = 1=2Z 1=2 sin (2t) wal5 (t) dt = 4 1=8Z0 sin (2t) dt  2 3=8Z1=8 sin (2t) dt   0:264
En forma similar, se obtienen los siguientes coeficientes:x9   0:052; x13   0:127; x17   0:012; x21   0:005;x25   0:026; x29   0:063
De igual manera, se puede establecer el S-espectro de la señal x (t) = os 2t; para la cual
se obtiene los siguientes coeficientes: x2  0:637; x6  0:264; x10   0:052; x14  0:127;x18   0:012; x22  0:005: Los demás coeficientes son iguales a cero. En la Figura 1.1 se
observan las respectivas representaciones.
En general, el S-espectro de la función x (t) = sin (2t+ ) se obtiene a partir de la relación:sin (2t+ ) = sin (2t) os  + os (2t) sin 











función os 31 n
31 n
Figura 1.1. Representación espectral por la base Walsh
por lo cual es claro, que cambiando el desfase  cambian los valores de los coeficientes de
descomposición de la serie de Walsh.
Problemas
Problema 1.1. Sean las señales y (t) y x (t) elementos de un espacio real de Hilbert, tales que son
linealmente independientes, y por tanto la igualdad y = x no tiene lugar para ningún valor real de. Demostrar la desigualdad de Cauchy-Buniakovski, j hx; yi j < kxk  kyk.
Problema 1.2. En un espacio de Hilbert están dados los vectores u y v, tal que k v k= 1. En
analogı́a con la geometrı́a de los vectores comunes en un plano, el vector w = hu; vi se denomina
proyección ortogonal del vector u en la dirección v. Demostrar que el vector y = u w es ortogonal al
vector v.
Problema 1.3. Demostrar la ortogonalidad del conjunto formado por el principio sgn [sin (2m)℄ ;m 2 Z:
Problema 1.4. Una señal compleja periódica x (t) en el intervalo de tiempo  T=2  t  T=2 tiene
la forma, x (t) = x1 (t) + jx2 (t) : Demostrar que si la función x1 (t) es par, mientras la función x2 (t)
es impar, entonces los coeficientes xn de la serie de Fourier, para cualquier n, serán valores reales.
Problema 1.5. Calcular los coeficientes de la serie compleja de Fourier para las siguientes fun-
ciones periódicas dadas en el intervalo [ ; ℄:a): x (t) = t: b): x (t) = j sin tj: ): x (t) = sgn (t) :
Problema 1.6. Determinar el espectro de la serie Haar-Fourier para la sucesión periódica de pulsos
cuadrados con amplitud a = 2m;m 2 Z; apertura  = 1=a, y periodo unitario, empleando el sistemaharn (t) ; 0  t < 1; n = 0; 1; 2; : : : ; N;N = 2k   1; k 2 Z;	 siendo m = 3 y k = 4:
Ejercicio en el CP 1.1. Desarrollar un programa gráfico que convierta la serie trigonométrica
de Fourier utilizando desde 1 hasta 15 armónicos y 50 puntos por periodo.
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1.2. Representación integral de señales y sistemas
1.2.1. Densidad espectral
La representación discreta, analizada en el numeral §1.1, sirve en el caso de descomposición
de señales periódicas o de las señales aperiódicas, definidas sobre intervalos finitos de tiem-
po. Esta última restricción es superable al emplear la representación integral, la cual resulta
en forma de transformadas integrales, que se lleva a cabo para conjuntos base continuos.
Espećıficamente, la generalización de (1.4), para cualquier conjunto base o transformada
directa generalizada de Fourier, se puede escribir en el dominio T como sigue:v (s) = ZT x (t)  (s; t) dt; s 2 S (1.12)
siendo s el parámetro generalizado del dominio S y  (s; t) el núcleo base conjugado. La
función v (s), que es una representación continua de x (t) similar a los coeficientes xn en
(1.4), corresponde a la densidad, la cual caracteriza la distribución de x (t) con relación
a  (s; t) en las diferentes regiones de S. De forma similar, se determina la transformada
inversa generalizada de Fourier :x (t) = ZS v (s) (s; t) ds; t 2 T (1.13)
Al reemplazar x (t) de (1.13) en (1.12) e intercambiando el orden de integración se obtiene
la condición conjunta que cumplen los núcleos base conjugados:x (t) = ZS ZT x( ) (s;  ) (t; s) dds = ZT k (t;  ) x( )d = fk fx (t)g (1.14)
donde el núcleo de la integral se define como:k (t;  ) = ZS  (s;  ) (t; s) ds
En forma general, el funcional lineal fkfx (t)g no es acotado ni continuo, por lo tan-
to no es de esperar que exista una función, perteneciente a L2 (T ) y definida en  , que
cumpla la condición (1.14) para cualquier señal x (t). La solución a este problema está en
la representación de x (t) mediante la función generalizada singular Æ (t) de la forma [4]:fk fx (t)g = x (t) = ZT Æ (t   ) x( )d; t 2 T
Dado un núcleo base, de (1.14) se establece la restricción para su núcleo conjugado:ZS  (t; s)  (s;  ) ds = Æ (t   ) (1.15)
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De la misma manera, al reemplazar (1.12) en (1.13) se tiene la condición:ZT  (s; t) (t; )dt = Æ (s  ) (1.16)
que debe cumplir tanto  (s; t), como  (t; ) para conformar un par de núcleos conjugados
base. Sin embargo, el análisis de (1.15) y (1.16) muestra que ambos núcleos al mismo
tiempo no pueden pertenecer a L2 (R). Algunos núcleos base tienen la propiedad por la
cual la transformada de la función en el dominio t 2 T , siendo integrable y perteneciente aL2 (T ), siempre genera funciones en el dominio s 2 S también integrables (pertenecientes aL2 (S)). La correspondencia completa entre las funciones determinadas en los dominios de t
y s se provee mediante núcleos autoconjugados (también denominados inversos o mutuos),
esto es [4],  (s; t) =  (t; s).
La transformada integral de Fourier, o Transformada de Fourier (TF), se obtiene asum-
iendo en calidad de base (1.8) la función,  (t; s) = ej2st a la cual le corresponde el
núcleo base conjugado,  (t; s) = e j2st, definido para los argumentos T  ( 1;1) yS  ( 1;1), que corresponde a la Transformada Inversa de Fourier (TIF):x (t) = 12 1Z 1X (!) ej!td! M= F 1 fX (!)g (1.17)
De igual manera, se puede obtener la Transformada Directa de Fourier (TDF):X (!) = 1Z 1 x (t) e j!tdt M= F fx (t)g (1.18)
El par de transformadas (1.17) y (1.18) representa la señal x (t) como una suma continua
de funciones exponenciales cuyas frecuencias están en el intervalo ( 1;1).
La transformada de Fourier X (!) corresponde a la función de densidad espectral de
enerǵıa (DEE ), cuya existencia depende de las condiciones de Dirichlet [5]:
1. x (t) tiene un número finito de máximos y mı́nimos en cualquier intervalo de tiempo
finito,
2. x (t) tiene un número finito de discontinuidades finitas en cualquier intervalo de tiem-
po finito,
3. x (t) es absolutamente integrable.
Con relación a la última condición, se puede decir que la transformada de Fourier rep-
resenta uńıvocamente cualquier señal real de enerǵıa. Aśı mismo, se considera que las
condiciones de Dirichlet son suficientes para la convergencia de la TF en la representación
de una señal de potencia en el intervalo (0; T ).
Las principales propiedades de la TF se muestran en la Tabla 1.2.
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Propiedad Descripción
Linealidad F
(Xn anxn (t)) =Xn anXn (!) ; 8an = onst:
Conjugada compleja Ffx (t)g = X( !)
Dualidad FfX (t)g = 2x( !)
Escala de coordenadas Ffx(t)g = X(!=)jj
Desplazamiento en el tiempo (retardo) Ffx(t  t0)g = X (!) e j!t0
Desplazamiento de frecuencia (modulación) Ffx (t) ej!0tg = X(!  !0)
Diferenciación F
 ddtx (t) = j!X (!)
Integración F
8<: tZ 1 x ( ) d9=; = 1j!X (!) + X (0) Æ (!)
Teorema de Rayleigh Ex = 1Z 1X (!)X( !)d! = 12 1Z 1 jX (!) j2d!
Teorema de Parsevall
Ex = 1Z 1X (!)X (!) d!= 12 1Z 1 jX (!) j2d! = 2 1Z 1 x2 (t) dt
Multiplicación Ffx1 (t) x2 (t)g = X1 (!) X2 (!)
Convolución Ffx1 (t)  x2 (t)g = X1 (!)X2 (!)
Tabla 1.2. Propiedades de la transformada de Fourier
Ejemplo 1.2. Determinar la DEE de la función pulso cuadrado x (t) = a ret (t).
Al realizar el cálculo de la TDF, (1.18), se obtiene:X (!) = 1Z 1 a ret (t) e j!tdt = a =2Z =2 e j!tdt = aj! (ej!=2   e j!=2) = a sin(!=2)!=2= a sin(!=2):
En general, se pueden formar nuevos conjuntos base a partir del desplazamiento en el
tiempo de un sistema base original, aśı (s; t) =  (t  s) (1.19)
entonces, el sistema base es función de una sola variable, dada por la diferencia de ambos
argumentos, (t  s):
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Si se considera T; S 2 ( 1;1); entonces, la señal original es la integral de convolución:x (t) = 1Z 1 v (s) (s  t) ds M= v (t)   (t) (1.20)
El núcleo conjugado, en caso de existir, se puede hallar mediante la TF de (1.20), que
aplicando la propiedad de convolución en el tiempo, se obtiene que X (!) = V (!)  (!),
de lo que resulta que V (!) =  (!)X (!), donde (!) = 1=(!) : Por lo tanto, el núcleo
conjugado también depende de la diferencia de argumentosvx (s) = 1Z 1 x (t)  (t  s) dt (1.21)
En calidad de ejemplo concreto, en (1.19), se puede analizar el desplazamiento de la
función base  (t  s) = Æ (t  s), entonces (f) =  (f) = 1, con lo cual se obtiene quevx (s) = 1Z 1 x (t) Æ (t  s) dt = x (s) (1.22)
Transformada de Laplace. El análisis de algunas señales x(t), mediante la TF se di-
ficulta cuando no cumplen la condición débil de Dirichlet, esto es, no son absolutamente
integrables. En este caso, se puede hallar la convergencia, si la señal se multiplica por una
función que acote los valores extremos, por ejemplo, por una curva exponencial del tipo,e t, en la cual la constante  > 0 se escoge de tal manera que asegure la condición de
integrabilidad absoluta del producto x(t)e t, entonces, la DEE, (1.17), toma la forma,X (!; ) = 1Z 1 x (t) e t e j!tdt (1.23)
Sin embargo, para asegurar la convergencia de (1.23), se debe ajustar la señal en el
tiempo, x(t), tal que 8t < 0, su aporte sea 0. De otra manera, el multiplicando e t puede
conllevar a la divergencia de la integral. Por lo tanto, el ĺımite inferior de la densidad
acotada siempre es 0:X (!; ) = 1Z0 x (t) e t e j!tdt = 1Z0 x (t) e (+j!)tdt = X (+ j!) (1.24)
Si se halla la TF inversa de la densidad espectral X (+ j!), se obtiene que12 1Z 1 X (+ j!) ej!td! = x (t) e t
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Aśı mismo, si ambas partes de la integral anterior se multiplican por et, juntando los fac-
tores de multiplicación exponencial y haciendo el cambio de variable ! ! + j!, entonces,
se llega a la expresión:12j +j1Z j1 X (+ j!) e(+j!)td (+ j!) = x (t)
En la práctica, es usual el empleo de la notación p , + j!, entonces la anterior integral
y la densidad (1.24), conforman el par de Transformadas de Laplace (TL):1Z0 x (t) e ptdt = X (p) , L fx (t)g (1.25a)12j +j1Z j1 X (p) eptdp = x (t) , L  1 fX (p)g (1.25b)
De (1.25b), se observa que la TL inversa se realiza mediante la integración en el plano
complejo p sobre toda la recta  = onst. También es claro, que el reemplazo de p = j!







































































































































































































































































































xn y1 y2ynseñalesproceso deK y 2 Yx 2 X
Figura 1.2. Transformación de señales
A su paso por los sistemas, las señales
sufren cambios en cada una de las etapas
del proceso. Debido a la diversidad de for-
mas posibles de señal es preferible tener una
representación común para su análisis. La
transformación de la señal se puede analizar
como el enlace entre la entrada y la salida
de un sistema o circuito (Figura 1.2), pues
en śı corresponde a la representación de un
conjunto inicial de señales X en términos de
otro conjunto; el de salida Y.
En forma general, para la descripción de la transformación K se deben conocer todas las
posibles parejas ordenadas entrada - salida, fx;K fxgg, lo cual en la mayoŕıa de los casos
prácticos no es realizable, entre otras razones, porque se puede tener una alta cantidad de
enlaces, además, por la dificultad en su ordenamiento. Sin embargo, cuando se restringe el
análisis a las transformadas lineales, la transformación se puede describir completamente
empleando un subconjunto reducido de todas las posibles parejas entrada - salida, como
consecuencia de la propiedad de superposición de las transformadas lineales. Los modelos
lineales son el referente de sistemas más empleados, de hecho, es común el análisis de
sistemas no lineales, a través de su linealización.
12 Caṕıtulo 1. Señales y sistemas
Una transformación lineal K , que corresponde a la imagen determinada en un espacio
lineal X, tiene las siguientes propiedades:
1. Aditividad, K fx1 + x2g = K fx1g+ K fx2g, 8x1;x2 2 X,
2. Homogeneidad, K fxg = K fxg,
o lo que es equivalente K fx1 + x2g = K fx1g+ K fx2g, donde ;  = onst. De lo
anterior resulta que K f0g = 0 y K f xg =  K fxg, por lo tanto, el conjunto de vectores
linealmente transformados corresponde a un espacio lineal con el mismo conjunto de escalas
que el conjunto de definición de la transformada.
De otra parte, si los espacios de entrada y salida son idénticos, la transformación lineal
se denomina operador lineal, esto es, cuando el dominio de representación original coincide
con el dominio de la imagen de la transformada. En los operadores lineales la multiplicación
de dos operadores se determina como:
K = K1K2 ) K fxg = K1fK2fxgg
que corresponde a la conexión en cascada de ambos operadores. Cabe anotar que el conjunto
x 2 X, tal que K fxg = 0, se denomina núcleo o kernel (kerK ) del operador K .
Transformaciones lineales sobre espacios finitos
Un caso de análisis frecuente corresponde a las transformaciones lineales sobre subespacios
funcionales de L2(T ) cuyos resultados se pueden generalizar a todo L2(R).
Representación con vectores respuesta. Sea el espacio de entrada X generado por
la base linealmente independiente f'i : i = 1; : : : ; ng, para la cual existe la base conjugada
con elementos fi : i = 1; 2; : : : ; ng. Sea el espacio imagen Y con dimensión n que contiene
los valores de la transformación K . Luego, a partir de la expansión generalizada de Fourier,8x 2 X, se obtiene que x(t) =Pni=1 hx; ii'i(t); t 2 T , por lo que al considerar la linealidad
de K , entoncesy(t) = K fx(t)g = nXi=1 hx; ii i(t) (1.26)
donde f i :  i(t) = K f'i(t)g ; i = 1; : : : ; ng, que son las respuestas para cada una de las
funciones base del espacio X, dadas en calidad de entrada de K . Luego, se puede considerar
el conjunto f ig como la representación de K en términos de la base fig en X.
Representación por sucesión de funcionales lineales. Otra forma de representación
de K se da por la sucesión ordenada de n vectores en X. Sea f'i : i = 1; : : : ; ng el conjunto
de vectores linealmente independientes, que generan a Y, a los cuales le corresponde la base
1.2. Representación integral de señales y sistemas 13
conjugada fbi : i = 1; : : : ; ng. Entonces, cualquier vector de Y se representa como:y(t) = nXj=1 hy; bji b'j(t) (1.27)
teniendo en cuenta (1.26) y (1.27), se obtieney(t) = K fx(t)g = nXj=1 hx; ji b'j(t); i(t) = nXj=1 hbj ;  iii(t)
Por lo tanto, la sucesión ordenada fjg representa a K en términos de la base dada de
Y. Asumiendo la independencia lineal de fjg, entonces, la representación del operador se
puede entender como una sucesión ordenada, en la cual cada elemento es una transformada
de rango unitario (funcional lineal) fj(bx) = hx; ji, con j = 1; : : : ; n; la suma por todos
elementales representa toda la transformación: K fx(t)g =Pnj=1 fj(x) b'j(t).
Representación matricial. Por cuanto los vectores  i en el primer método, ó j en el
segundo método, se describen por un conjunto de n coeficientes (vector fila) la transforma-
ción lineal puede ser representada por una tabla de relación de nn escalares, esto es, en
forma de un arreglo matricial.
Sea i = nXj=1ji'̂j(t); ji = h i; bji = hK f'ig ; bji (1.28)
Luego, al reemplazar (1.28) en (1.26) se tiene que:y(t) = nXi=1 nXj=1jii'j(t) = nXj=1 j'i(t); (1.29)
donde i = hx; ii; y i = hy; bji =Pni=1 jii.
La expresión (1.29) se escribe en forma matricial como  = K, donde y  son vectores
con dimensión n que representan a x sobre X e y sobre Y por sus respectivas bases. Cabe
anotar que la transformación lineal K se representa completamente mediante K, que es
una matriz de orden n con elementosji = hK f'ig ; bji (1.30)
1.2.3. Representación integral de sistemas lineales
En el caso de transformaciones lineales, la descripción de la relación entrada-salida en
grupos de reducidos elementos se puede generalizar a todo el sistema lineal empleando la
propiedad de superposición. De otra parte, la presunción de linealidad en la transformación
exige que la señal a la salida sea proporcional a la entrada, pero de ninguna manera que
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dependa de procesos remanentes o transitorios existentes en el sistema. En lo sucesivo, el
análisis de transformaciones se realiza para sistemas invariantes en el tiempo.
Operadores lineales en espacios integrables. El análisis de los sistemas puede lle-
varse a cabo mediante cualquiera de las distintas formas de representación de las señales.
En el caso discreto, se puede emplear la representación de transformaciones lineales so-
bre espacios de dimensión finita, correspondientes al modelo de señal dado en (1.4). Sin
embargo, se tiene que la implementación práctica de los métodos de análisis es compleja,
debido a que se hace necesario una gran cantidad de mediciones para los espacios de entra-
da en la descripción de cada transformación; sumado al hecho de que la misma cantidad
de transformaciones puede ser muy alta. Por tal razón, esta forma de análisis de sistemas
es empleada en casos espećıficos de espacios de entrada con bajo número de dimensiones y
transformaciones relativamente simples.
El análisis de sistemas es preferible llevarlo a cabo, basados en la representación integral
de señales, empleando operadores lineales, los cuales se definen sobre la transformación
lineal acotada y determinada en espacios integrables L2 (T ). La interpretación f́ısica de
esta restricción tiene que ver con el cumplimiento de la condición de estabilidad de los
sistemas, que implica que a una señal de entrada con enerǵıa le debe corresponder también
otra señal de enerǵıa a la salida.
Empleando el modelo de bases continuas en la representación generalizada de Fourier
(1.13), las respectivas señales de entrada y salida se describen como:x (t) = ZS vx (s) (t; s) ds; (1.31a)y (t) = ZS vy (s) (t; s) ds: (1.31b)
Aśı, se define el operador K , tal quey (t) = K fx (t)g = ZS vy (s) (t; s) ds
donde  (t; s) = K f (t; s)g.
La densidad de salida, que de acuerdo con (1.12) es vy (s) = R T y (t)  (s; t) dt y al reem-
plazar (1.31b), resulta envy (s) = ZT ZS vx() (t; )  (s; t) ddt = ZSK (s; ) vx () d;
donde el núcleo de la anterior integral, definido como,K (s; ) = ZT  (t; )  (s; t) dt (1.32)
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representa la transformación K y corresponde al sentido de los coeficientes (1.30), en
los cuales los coeficientes i y j se convierten en las variables  y s de (1.32), mientras
las expresiones de representación de entrada y salida, en términos de la base '(t; s), se
obtienen de las respectivas representaciones integrales. Aśı por ejemplo, se puede tomar la
base dada en (1.21), para la cual se cumple que  (t; s) = Æ (t  s), con T; S  ( 1;1).
En este caso, de acuerdo con (1.22), se tiene que vx (s) = x (s) y vy (s) = y (s). La reacción
a la función base, especialmente notada como (t; ) , h (t; s) (1.33)
se denomina respuesta a impulso, que como función en el tiempo describe la reacción del
operador cuando a la entrada se tiene la función Æ dada en el momento de tiempo s. Luego,
de (1.32) se tieneK (s; ) = 1Z 1 Æ (s  t)h (t; ) dt = h (s; ) (1.34)
con lo cual, la salida (1.31b) se determina comoy (t) = ZT h (t;  )x ( ) d (1.35)
La expresión (1.35) es la primera forma de análisis de sistemas, que corresponde al empleo
en calidad de núcleo de su reacción a la función Æ(t), conocida como el método de la integral
de superposición. En otras palabras, para describir el comportamiento de un sistema en el
dominio del tiempo, se puede probar aplicando la función elemental Æ (t) a la entrada; la
salida resultante suficiente para la descripción de la respuesta del sistema.
Otra base frecuentemente empleada corresponde a  (t; s) = ej2st, T; S  ( 1;1). En
este caso, se obtiene que vx (s) = F fx (t)g = X (s) ; además, vy (s) = F fy (t)g = Y (s).
De acuerdo con (1.34), se tiene (t; s) = ZT h (t;  ) ej2sd , H (t; s) (1.36)
Por consiguiente, de (1.34) y (1.35) se obtieneY (f) = 1Z 1H (f; )X()d (1.37)
donde H (f; ) = 1Z 1 1Z 1 h (t;  ) e j2ftej2dtd .
La respuesta de frecuenciaH (f; ) ; denominada la función de transferencia, corresponde
a la segunda forma de análisis de sistemas conocida como el método de análisis espectral.
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La relación entre la función de respuesta a impulso y la función de transferencia, aśı como
con las respectivas bases de representación en la transformación lineal de señales se muestra
























































































































































































































































t : x(t); '(t; s)
s : vx(s); (t; s)
h(t) = K f'(t; s)g
H(s) = K f(t; s)g
y(t) = K fx(t)g
vy(s) = ZS K(s; )vx()d
K (s; )
Figura 1.3. Transformación lineal e invariante de señales
Cabe anotar, que en algunos casos es importante representar las señales de entrada y
salida con diferentes bases, aśı '(t; s) puede corresponder a la entrada, mientras, b'(t; s) a
la salida, con lo cual la respectiva densidad de salida es:vy (s) = ZS K (s; ) vx () d
donde K (s; ) = ZT ̂ (s; t) (t; ) dt;  (t; s) = K f' (t; s)g
El tercer método de análisis de sistemas lineales se basa en su descripción generalizada
mediante ecuaciones diferenciales, también lineales, pero de orden finito y conocido como
el método del operador diferencial de orden finito,0 (t) y (t)+1 (t) dydt +  +m (t) dmydtm = 0 (t) x (t)+1 (t) dxdt +  +n (t) dnxdtn ; (1.38)
siendo, respectivamente, las funciones continuas de entrada y salida fm (t)g y fn (t)g.
Sistemas lineales e invariantes en el tiempo. La condición de invariabilidad, implica
que el operador dependa sólo de la diferencia de los argumentos, y (t  t0) = K fx (t  t0)g,
que en los sistemas lineales, implica que la respuesta a impulso h (t;  ) dependa solamente
de la diferencia de los argumentos, h (t;  ) = h (t   ), con lo que (1.35) se convierte eny (t) = ZT h (t   ) x ( ) d (1.39)
Aśı mismo, la descripción, dada en términos de la frecuencia lineal, f , para el operador
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invariante en el tiempo, contiene el ajuste de los argumentos en (1.37):H (f; ) = 1Z 1 1Z 1 h (t   ) e j2ft+j2dtd = 1Z 1 h () e j2f 1Z 1 ej2(f )dd= H (f) Æ (f   )
por consiguienteY (f) = 1Z 1H (f) Æ (f   )X()d = H (f)X (f) (1.40)
Asumiendo x (t) = ej2ft, la convolución dada en (1.39) se define como:y (t) = 1Z 1 h ( ) x (t   ) d = 1Z 1 h ( ) ej2f(t )d = ej2ft 1Z 1 h ( ) e j2fd= ej2ftF fh (t)g = ej2ftH (2f)
Luego, la función de transferencia H (2f) ; expresada en términos de frecuencia angular,
corresponde a la TF de la función respuesta al impulso:H (2f) = F fh (t)g = 1Z 1 h (t) e j2ftdt
Por último, aplicando la TIF a (1.40), la salida se puede expresar en forma alterna:y (t) = 12 1Z 1H (2)X (2) e j2td!
El método del operador diferencial asume que en los sistemas invariantes en el tiempo
los parámetros de entrada y salida en la ecuación diferencial (1.38) son constantes, con lo
cual la correspondiente función respuesta a impulso de (1.39) se determina como [4]:h (t   ) = 8>><>>: mXk=1kepk(t ); t  0; t <  (1.41)
donde pk son las ráıces del polinomio, Q (p) =Pmk=1 kpk = 0.
Al operador de (1.41) le corresponde la función de transferencia, que se expresa en la
siguiente forma racional:H (f) = mXk=1 kj!   pk = P (p)Q (p) ; k; k 2 R; P (p) =Xnk=1 kpk
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R y (t)Cx (t)
(a) Diagrama básico
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(b) Función de transferencia
Figura 1.4. Análisis espectral del circuito RC
Aplicando la relación del divisor de voltaje, se tiene:y (t) = ZR+ Z ej!t
donde la impedancia de la capacitancia es Z = 1=j!C: Aśı,H (!) = (1=j!C)R+ (1=j!C) = 11 + j! (1)
siendo  = RC: Al convertir en forma polar la expresión (1) se obtienen las respectivas
magnitud, jH (!) j = 1 + (! )2 1=2, y desfase, que se muestran en la Figura 1.4(b).
1.2.4. Representación de sistemas no lineales
El comportamiento de sistemas variantes en el tiempo, pero que trabajan en régimen no
lineal, se describe por ecuaciones diferenciales también no lineales. La integración exacta
de tales ecuaciones, en la mayoŕıa de casos prácticos, es imposible. Actualmente, existe una
serie de métodos de solución aproximada, los cuales básicamente, representan el dispositivo
en análisis como una secuencia de conexiones lineales e invariantes sin retroalimentación.
En este caso, se deben hacer los ajustes necesarios derivados de la aparición de nuevas com-
ponentes espectrales al paso de señales por sistemas no lineales. Aunque, cuando se tienen
sistemas no lineales con lazos de retroalimentación (osciladores, sistemas de seguimiento,
etc.), su análisis se hace mucho más complejo. Algunos de los métodos de representación
corresponden a los descritos a continuación:
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Análisis del régimen de estado estable. En este caso, se toma el modelo de es-
tabilidad asintótica del sistema, aunque, de igual forma se puede asumir la variabilidad
o invariabilidad de sus parámetros en el tiempo. El análisis puede realizarse tanto en el
tiempo como en la frecuencia.
El método espectral se puede emplear cuando el sistema es abierto y consiste de una
conexión en cascada de dispositivos lineales invariantes o no lineales variantes en el tiempo.
En primera instancia, puede considerarse el modelo de un dispositivo no lineal con una
función de transformación entrada-salida, descrita por y (t) = K fx (t)g, a cuya salida le
corresponde la TF:Y (!) = 1Z 1 K fx (t)ge j!tdt (1.42)
que determina de forma anaĺıtica la función que aproxima la caracteŕıstica del dispositivo
no lineal.
En general, la señal de entrada se puede representar mediante su descomposición es-
pectral, por ejemplo, mediante la serie de Fourier, luego se obtiene para cada una de las
componentes, su respectiva salida después de cada dispositivo, teniendo en cuenta que la
señal total de salida superpone todas las respuestas elementales del sistema:y = K f nXk=1 xnejk!0tg
La segunda forma de representación de un sistema, en régimen de estado estable, cor-
responde a su desarrollo en el tiempo. Si se asume la invariabilidad del sistema, todas las
derivadas en el tiempo de los respectivos parámetros deben ser cero, con lo cual se puede
analizar el régimen de estado estable con base en la respectiva ecuación diferencial, que
describe el sistema, la cual después de hacerse cero se convierte en una ecuación algebraica
simple. La solución de esta clase de ecuaciones se puede realizar por métodos gráficos o de
aproximaciones sucesivas numéricas [6].
Ejemplo 1.4. Hallar la DEE de la corriente de salida relacionada con el voltaje de entrada
mediante la expresión,i (t) = k  u1e t + u0 > 0; t1  t  t20; otros valores de t
donde k es una constante.
La densidad espectral de enerǵıa del voltaje de entrada, teniendo en cuenta el valor del
retardo t1 tiene la formaU (!) = 1Zt1 u1e (t t1)e j!tdt = u1 ej!t1+ j!
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mientras a la salida, a partir de (1.42), le corresponde la densidad espectral,I (!) = t2Zt1 ku1e (t t1) + u0 e j!tdt = ke j!t1 t2 t1Z0  u1e t + u0 e j!tdt= ku1 e j!t1+ j! e (+j!)   (+ j!) e (t2 t1) + j!j!
cuya forma se hace compleja, como resultado de la no linealidad del proceso.
Ejemplo 1.5. Analizar el régimen estable de una señal compuesta de dos componentes
armónicos: x (t) = x1 os (!1t) + x2 os (!2t), a su paso el sistema mostrado en la Figura 1.5,
compuesto por un elevador al cuadrado (con función entrada-salida y (t) = kx2 (t)) y un filtroRC pasabajos, como el descrito por la función de transferencia (1) del ejemplo 1.3.x(t) y(t) z(t)k( )2
FPB
Figura 1.5. Detector cuadrático
A la salida del elevador al cuadrado se tieney (t) = kx2 (t) = k (x1 os (!1t) + x2 os (!2t))2= kx21 os2 (!1t) + 2kx1x2 os (!1t) os (!2t) + kx22 os2 (!2t)= k2  x21 + x22+ k2x21 os (2!1t) + k2x22 os (2!2t) + kx1x2 (os (!3t) + os (!4t))
donde !3 = !1   !3 y !4 = !1 + !3.
Teniendo en cuenta las expresiones obtenidas para la magnitud y desfase del filtro RC en el
ejemplo 1.3, la salida del detector cuadrático tiene la forma,z (t) = k2  x21 + x22+ k2 x21p1 + 4!21 2 os (2!1t+ 1) + k2 x22p1 + 4!22 2 os (2!2t+ 2)++ k x1x2p1 + !32 2 os (!3t+ 3) + k x1x2p1 + !42 2 os (!4t+ 4)
donde 1;2 =   artan (2!1;2 ) ; 3;4 =   artan(!1  !2 ). Si se asume un valor suficien-
temente grande la constante  , la salida del filtro pasabajos (FPB) se puede aproximar al
siguiente valor:z (t)  k2  x21 + x22
Método de series funcionales. También conocido como el método de Wiener [7], puede
ser catalogado como heuŕıstico y se fundamenta en la posibilidad de representar sistemas
no lineales e invariantes en el tiempo en forma de series.
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Sea un sistema con entrada x (t) y salida y (t); ambas relacionadas por el operador K :y (t) = K fx (t)g
En general, el operador K depende del carácter del sistema, su objeto de análisis y
tipo de entradas. En el caso concreto, se escoge una clase de sistemas con memoria finita,
asumiendo que el operador es biyectivo. Esta restricción no aplica en sistemas en los cuales
existan puntos de equilibrio dependientes de las condiciones iniciales de entrada (sistemas
con memoria infinita).
Una forma de representación de la no linealidad en un sistema, más angosta que las
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Figura 1.6. Representación por series de
Volterra
En particular, cuando se tienen ecua-
ciones diferenciales de primer orden [9],dydt = f (t; y (t)) + g (t; y (t) ; x (t))
la representación (1.43) es viable, por ejem-
plo, cuando la función f (t; y (t)) con re-
specto a y se puede aproximar por la serie
de Taylor, mientras la función g no dependa
de y (t).
Con el objeto de simplificar el análisis, el
modelo de representación se puede limitar
hasta los sistemas invariantes en el tiempo,
cuando se asume que es cierta la propiedad
K fx (t+  )g = y (t+  ) ; 8 , por esta
razón, la serie funcional de Volterra (1.43)
toma una forma más simple,y (t) = h0 + 1Z 1 h1 (1)x (t  1) d1+ 1Z 1 1Z 1 h2 (1; 2) x (t  1)x (t  2) d1d2 +    (1.44)
Las funciones hk (1; : : : ; k) son denominadas los núcleos de Volterra, que al igual que
en los sistemas lineales, representan la respuesta a la función Æ(t). El primer término h0
se puede tomar como componente constante de la representación, o bien, como las condi-
ciones iniciales, por cuanto y (t) = h0, cuando x (t) = 0. En cuanto al segundo término,
22 Caṕıtulo 1. Señales y sistemasR h1 (1)x (t  1) d1, si cumple la condición de realización f́ısica, h1 (t) = 0;8 t < 0,
entonces éste corresponde a la parte lineal del sistema.
El tercer término,
R R h2 (1; 2)x (t  1) x (t  2) d1d2; corresponde a la convolu-
ción doble de la señal de entrada x (t) con la respuesta a impulso h2 (1; 2). Si se asume
la independencia de los términos h2 (1; 2) = h(1)h(2), entonces el tercer término es:Z Z h2 (1; 2) x (t  1)x (t  2) d1d2= Z h (1) x (t  1)d1 Z h (2) x (t  2)d2 = y (t) y (t) = y2 (t)
esto es, el tercer término puede ser entendido como la descripción de un sistema cuadrático.
En general, asumiendo que todos los núcleos de Volterra cumplen las condiciones:
– Realización f́ısica. hk (1; : : : ; n) = 0;8k < 0; k = 1; : : : ; n
– Simetŕıa. hk (1; : : : ; n) = hk (n; : : : ; 1) =    , esto es, el núcleo es el mismo
cualquiera que sea el orden de sus argumentos.
entonces, un sistema no lineal dado con memoria finita puede ser representado por la serie
de Volterra (1.44), en la cual cada término puede ser asociado con su respectivo operador
elemental Hk; como se muestra en la Figura 1.6:y (t) = h0 +Xk>0Hk fx (t)g (1.45)
donde Hk fx (t)g = R    R hk (1; : : : ; k) x (1)    x (k) d1 : : : dk.
Ejemplo 1.6. Analizar la convergencia del sistema invariable en el tiempo, descrito por la
función linealidad y (t) = z (t)  1 + z2 (t) 1, representado en la Figura 1.7.
- - -x(t) z(t) y(t)h(t) ()2
Figura 1.7. Sistema cuadrático simple
La descomposición de la función, mediante análisis en la serie de Taylor, tiene la forma:y (t) = 1Xk=0 ( 1)k (z (t))2k+1 (1)
Reemplazando, por el núcleo básico de primer orden z (t) = h (t)x (t), se obtiene la respectiva
serie de Volterray (t) = 1Xk=0 ( 1)k0 1Z 1 h ()x (t  ) d1A2k+1 = 1Xk=0H2k+1 fx (t)g (2)
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donde los núcleos son de la forma h2k+1 (1; : : : ; 2k+1) = ( 1)k h (1)   h (2k+1).
Por cuanto la serie de Taylor (1), obtenida para el sistema cuadrático simple, converge solo
para valores de z (t) < 1, entonces la respectiva serie (2) converge en aquellos momentos
del tiempo cuando jz (t)j  1. Lo anterior implica, que en el ejemplo del sistema cuadrático
simple, la serie de Volterra se puede emplear para señales de entrada, cuya salida z (t) no
exceda el valor de 1.
Cabe anotar que la convergencia de la serie de Taylor se exige para todo el dominio de
representación t. Aśı por ejemplo, si en la Figura 1.7, en vez del elevador a cuadrado, se
tiene un limitador bilateral del tipo y (t) = a sgn (z (t)), entonces para esta función con
rompimiento en el punto t = 0, la serie de Taylor no existe en ese mismo punto, y por lo
tanto, tampoco existe la representación en series de Volterra.
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Problemas
Problema 1.7. Demostrar que el siguiente conjunto de señales es ortogonal y calcular su TF directa:n (t) = sin
(t  nT ); n = 0;1;2; : : : ; 1 < t <1.
Problema 1.8. Calcular los coeficientes de la serie de Fourier y la TF de la función dada en la
forma, x (t) =P1n= 1 Æ (t  nT ).
Problema 1.9. Hallar la TF de un pulso Gaussiano x (t) = a exp (t=)2 y verificar el efecto de
extensión recı́proca de escala para  = 1 y  = 2. Calcular la diferencia de las DEE en los puntos de
intersección.
Problema 1.10. Las señales xp (t) = xp( t) y xi (t) =  xi( t) se relacionan con la función y (t)
como: xp (t) = y (t) + y ( t)xi (t) = y (t)  y ( t)
Hallar la relación entre las respectivas DEE Xk (!) = F fxk (t)g ; k 2 fp; ig con la densidad Y (!).
Problema 1.11. Sea X (!) = F fx (t)g. Hallar la señal y (t) = F 1 fY (!)g, para cada uno de los
siguientes casos: a) Y (!) = X2 (!), b) Y (!) = X (!)X (!) y ) Y (!) = X (!).














rR3 R1C1R2C2x (t)x (t) C1R1R2 y (t) x (t)y (t) y (t)CCf R2R1RfC2R2R1 y (t)x (t) a) d))b)
Figura 1.8. Circuitos de filtración
Problema 1.13. Determinar la respuesta a impulso para cada uno de los circuitos descritos por las
siguientes ecuaciones diferenciales:T dydt   y = kx y = kx+ T dxdt y = kx+ 2k1T dxdt + T 2 d2xdt2  T 2 d2ydt2 + 2k1T dydt + y = kxT 2 d2ydt2   2k1T dydt + y = kx 1!2 d2ydt2 + y = kx
Problema 1.14. Comparar los espectros de entrada y salida del dispositivo no lineal con tensión de
salida i = a0 + a1 (u  u0) + a2 (u  u0)2 + a3 (u  u0)3, cuando el voltaje de entrada tiene la formau = u1 (t) + u0, asumiendo que la componente variable corresponde a un pulso triangular,u1 (t) = bt; 0  t  T0 otros valores de t
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1.3. Discretización de señales y sistemas
1.3.1. Discretización uniforme
El empleo de sistemas discretos en campos donde las señales son continuas supone su
previa acomodación, esto es, la discretización de las señales. El modelo conveniente para la
discretización ideal, o muestreo de una señal continua x(t), está dado por su multiplicación
con alguna señal periódica de discretización xd(t); con el fin de obtener la señal discretizadax(kt):x(kt) = x(t)xd(t) =Xk x(kt)Æ(t  kt) (1.46)
donde xd (t) =P1k= 1 Æ (t  kt), siendo t el peŕıodo de discretización.
A partir de la expresión (1.46) se observa que la señal discretizada x(t) se define solamente
en los momentos equidistantes de tiempo t = kt, luego entonces, parte de la información
de la señal original x(t) se pierde durante su discretización.
Teorema 1.3. (Discretización de Kotelnikov.) Sea una señal continua x(t), para la cual
no se consideran componentes espectrales mayores a !max = 2fmax[rad=s℄, donde fmax
es el máximo valor de frecuencia para la cual X(!) 6= 0; entonces, toda la información de
la señal continua estará enteramente contenida en los valores x(nt), asegurando que se
cumpla la desigualdad:t  1=2fmax (1.47)
El teorema 1.3 permite representar la señal continua x(t) en forma de la serie:x(t) = 1Xk= 1x(kt)sin (!max(t  kt))!max(t  kt) (1.48)
Al comparar la serie (1.48) con la representación (1.4), se observa que las funciones base
de descomposición son las siguientes:k(t) = sin (!max(t  kt))!max(t  kt)
La serie de Kotelnikov (1.48) permite el restablecimiento de la función inicial x(t),
en cualquier momento del tiempo t (dentro del intervalo de análisis). Sin embargo, el
restablecimiento de x(t) exige realizar la sumatoria sobre una cantidad infinita de términos,
lo cual prácticamente es imposible. De otra manera, la implementación del teorema de
discretización conlleva inevitablemente a errores de representación.
Cabe anotar, que los valores sucesivos de los tiempos discretización uniforme, descritos
por la malla fnt : n 2 Zg, están separados a un intervalo constante e igual a t,
cumpliendo (1.47), por lo que en la práctica es común normalizar su valor, esto es,x(nt) = xd[n℄
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1.3.2. Transformadas ortogonales discretas
La realización de cualquier forma de representación integral de señales mediante sistemas
reales de proceso digital, dada una señal discreta x[n℄, se encuentra con algunas dificultades
insuperables. En particular, se necesitan procesadores con memoria infinita para guardar,
tanto la infinita cantidad de valores de la serie de entrada x[n℄, como el conjunto de valores
del continuo de la respectiva representación espectral H(ej
). En consecuencia, empleando
el modelo de las respectivas bases continuas, en la representación generalizada de Fourier
en (1.12), y para efectos de realización práctica, el conjunto de transformadas ortogonales
discretas se define estrictamente sobre sucesiones discretas, x[n℄; con longitud finita N , o
bien sobre sucesiones periódicas con periodo N , de la siguiente forma:x[k℄ = N 1Xn=0 v[n℄k[n℄; k = 0; 1; : : : ; N   1 (1.49a)v[n℄ = 1N N 1Xk=0 x[k℄n[k℄; n = 0; 1; : : : ; N   1 (1.49b)
Entre los diferentes conjuntos ortogonales analizados en la sección §1.1.3, en el proceso
digital de señales moderno, encuentran aplicación las trasformadas discretas de Fourier
(con sus respectivos casos particulares de la T. Hartley y la T. discreta de cosenos), de
Walsh y Haar, entre otras. En el caso de la Transformada discreta de Fourier (TDF), en
calidad de sistema base se emplea la base ortogonal exponencial (1.8), pero en su forma
discretizada:k(n) = ejkn2=N ,W knN ; n = 0; 1; : : : ; N   1 (1.50)
El factor de pivote WN = ej2=N cumple la condición de ortogonalidad:N 1Xn=0W knN W mnN = 8<:N; (k  m) = lN; l 2 N0; (k  m) 6= lN (1.51)
Aśı mismo, este factor es periódico con peŕıodo N , tanto en el sentido de la variable de
frecuencia n, como el de la variable de tiempo k:W knN =W (k+N)nN =W k(n+N)N (1.52)
Teniendo en cuenta las ecuaciones (1.50), (1.51) y (1.52), se determina el par de trans-
formadas discretas de Fourier, en función del factor de pivote, de la siguiente forma:x[k℄ = N 1Xn=0 X[n℄W knN ; k = 0; 1; : : : ; N   1 (1.53a)X[n℄ = 1N N 1Xk=0 x[k℄W knN ; n = 0; 1; : : : ; N   1 (1.53b)
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El sistema de transformadas (1.53a) y (1.53b) establecen la relación mutua e uńıvoca
entre los valores de la serie de entrada x[k℄ y su representación discreta espectral X[n℄. Por
cuanto el factor de pivote es periódico, entonces el espectro discreto de Fourier de la señal
también es periódico, esto es, X(n) = X (n+mN) ; m = 1;2; : : :.
1.3.3. Representación ortogonal de sistemas en tiempo discreto
Respuesta discreta a impulso. Los sistemas lineales en tiempo discreto se describen
por medio de ecuaciones de diferencias con parámetros constantes:NXn=0 any[k   n℄ = MXn=0 bnx[k   n℄ (1.54)
donde a0 = 1, los términos y[k   n℄ y x[k   n℄ corresponden a los valores de las señales
discretizadas de salida y entrada, respectivamente. Si se cumple que an 6= 0, 8n 6= 0;
entonces el sistema se denomina recursivo. La señal a la salida de tal sistema depende
no solamente de las señales de entrada, sino de valores de la señal de salida en momentos
anteriores. En cambio, cuando se tiene que los coeficientes an = 0, n = 1; 2; : : : ; N , entonces,
se habla de un sistema no recursivo, cuya señal de salida se determina solamente por la
acción de entrada hasta el momento actual de tiempo.
La respuesta a impulso de un sistema discreto h[n℄ se define como la salida cuando la
entrada corresponde a la función x[n℄ = Æ[n℄. La señal a la salida de un sistema discreto
lineal e invariante en el tiempo se define como:y[n℄ = 1Xk= 1h[n; k℄x[k℄ = 1Xk= 1h[n  k℄x[k℄; (1.55)
Asumiendo la condición de realización f́ısica del sistema, que implica h[n; k℄ = 0; 8 k > n,
entonces, se obtiene que, y[n℄ =P1k=0 h[k℄x[n  k℄; n = 0; 1; : : :
En los filtros no recursivos, la respuesta a impulso contiene una cantidad finita de térmi-
nos, que no excede el valor de M + 1, donde M es el ĺımite superior de la suma en (1.55),
correspondiente a los elementos de la entrada; estos sistemas se denominan de respuesta a
impulso finita:hRIF [n℄ = NXi=n0iÆ[n  i℄; 8n0; N <1 (1.56)
Por el contrario, los sistemas discretos recursivos que poseen una respuesta a impulso
infinita se denominan de respuesta a impulso infinita:hRII = NXi=n0iÆ[n  i℄; jN   n0j ! 1 (1.57)
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Función de transferencia discreta. Como en caso continuo, en los sistemas discretos
lineales e invariantes en el tiempo con respuesta a impulso dada h[n℄, se determina la señal
de salida y[n℄, asumiendo que se tiene como señal de entrada x[n℄ = exp[jn




teniendo en cuenta (1.36), entonces y[n℄ = ejn
 H(ej
); donde H(ej
) es la respuesta de
frecuencia o función de transferencia discreta, que en forma general, puede ser compleja
como se demuestra en el caso de los sistemas continuos, aśı,Y ej
 = X ej
H ej
 ;





































Figura 1.9. Análisis de sistemas discretos
Los métodos de análisis de sistemas dis-
cretos, básicamente, corresponden a los
mismos métodos del caso continuo, los
cuales se representan en la Figura 1.9.
De acuerdo con el desarrollo matemáti-
co anteriormente descrito de la función de
transferencia, para su determinación exis-
ten varios métodos. El primer método em-
plea la función de impulso unitario Æ[n℄
como señal de entrada, un segundo méto-
do emplea la función exponencial, ejn
; en
correspondencia con la misma definición y,
por último, sin especificar la señal de entra-
da se puede analizar la ecuación de difer-
encias que concretamente describe el sis-
tema [10].
De otra parte, el método matricial es
común en la descripción de sistemas dis-
cretos, cuando el operador H se repre-
senta en forma de matriz. Sean, en cali-
dad de funciones propias de un operador,
las siguientes funciones discretas m[k℄,m; k = 0; 1; : : : ; N   1, esto es,
H fm[k℄g = H[m℄m[k℄;
La filtración discreta se puede entender como la multiplicación de los coeficientes v[n℄;
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obtenidos de la representación de la señal de entrada con la base m[k℄; por los respec-
tivos coeficientes de la función de transferencia H[m℄. La multiplicación corresponde a los
coeficientes espectrales de la señal de entrada.
Las restricciones de implementación práctica hacen que en el proceso de señales se utilicen
solamente bases discretas del tipo ortogonal, para los cuales la señal de salida puede ser
representada por la siguiente expresión matricial:
YN1 = 1NHNHNNXN
donde Y y X se forman de las respectivas señales discretizadas de salida y entrada, 
es una matriz ortogonal, con filas determinadas por las funciones discretas ortogonalesm[k℄; m; k = 0; : : : ; N   1, donde N es el conjunto de la base y H es la matriz ortogonal
compuesta por los coeficientes H[m℄. De lo anterior, se deduce que la transformación lineal
discreta se representa por la matriz
H = 1NHH (1.58)
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Problemas
Problema 1.15. Sea la señal de video x(t) = x0 exp ( t)u(t). Seleccionar el valor del intervalo de
muestreo , de tal manera que la magnitud de la DEE en la frecuencia lı́mite !max se disminuye
hasta el valor de 0:01X(0).
Ejercicio en el CP 1.2. Sea una señal seno x(t) definida en el intervalo de tiempo [0; 1℄. Hallar
su representación discretizada a una velocidad de muestreo 0:01.




N=2,3,4,5,6,7,8; % Escala de tiempo
for n = 1:5*N
m(n)=exp(-j*2*pi*n/N);
end
m % valores del factor de pivote
Problema 1.16. Calcular la convolución lineal de las siguientes sucesiones finitas:
x = [2   2 1℄T ; h = [1 2℄T. x = [2   2 1℄T ; h = [1 2 0 0℄T.
Problema 1.17. Dado un filtro de respuesta a impulso finita, para un valor de N = 9, que
se aproxima a un FPB ideal con frecuencia de corte 
 = 0:2 y respuesta a impulso deseadah[n℄ = sin(0:2n)=(n). Hallar la respectiva función de transferencia para los casos de ventanas:a) rectangular, b) Hamming.
Problema 1.18. Sea un circuito diferenciador ideal (transformador de Hilbert), para un valor deN = 15, con respuesta a impulso deseadah[n℄ = (0; n par2n ; n impar
Hallar la respectiva función de transferencia para los siguientes casos de ventana:a) rectangular, b) Hamming.
Problema 1.19. Hallar las funciones de transferencia de los circuitos, descritos en los problemas
1.12 y 1.13.
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1.4. Representación dinámica de sistemas
1.4.1. Sistemas lineales en variables de estado
A partir del método de ecuaciones diferenciales (1.38), que describe un sistema lineal con
una entrada y una salida, en el numeral §1.2.3 se analiza la función de respuesta a impulsoh (t) como forma de descripción del sistema. Sin embargo, el mismo método de ecuaciones
diferenciales puede emplearse directamente en la representación de los sistemas dinámicos










































































































-u(t) y(t)0 dmydtm dm 1y (t0)dtm 10 dm 1ydtm 1 dm 2y (t0)dtm 20 dm 2ydtm 2 dydt y (t0)n 1 n 2 1 0R R R
Figura 1.10. Modelo de un sistema lineal de orden m.
– Las condiciones iniciales del sistema deben ser conocidas para determinar su respuesta
en cualquier intervalo de tiempo t0  t  t1. Además, deben estar en un número tal
que describan completamente la influencia de la señal de entrada, hasta el instantet0, sobre la señal de salida después del momento t0.
El estado del sistema se define como la cantidad mı́nima de elementos de referencia
del sistema necesaria para la descripción completa de su señal de salida, mientras las
mismas variables de referencia se denominan variables de estado. En la práctica, el
estado del sistema se describe por un vector de orden finito y, por lo tanto, se habla
de un sistema dinámico con dimensión finita.
– La solución de la ecuación diferencial se puede implementar mediante los siguientes
dispositivos de operación básica: integradores, sumadores, dispositivos no lineales,
amplificadores de ganancia variable, etc. La conexión de estos dispositivos de opera-
ciones básicas se considera el modelo del sistema dinámico.
La forma generalizada de una ecuación diferencial de orden m,0u (t) = 0y (t) + 1 dydt + : : : mdmydtm ; (1.59)
implica la selección de y (t) ; : : : ; dm 1yÆdtm 1 en calidad de variables de estado, cuya
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su solución se puede modelar empleando un procesador analógico equivalente como
el mostrado en la Figura 1.10.
Ejemplo 1.7. Sea el circuito RC representado en la Figura 1.3, en el cual la señales de saliday (t) y entrada u (t) están relacionadas por la ecuación diferencialRC dydt + y (t) = u (t) (1.60)
El cálculo de la señal de salida (voltaje) en el intervalo t  t0, implica el conocimiento de la
señal de entrada para t  t0, además del voltaje inicial y (t0), presente en el condensador en
el momento t0. De esta manera, es suficiente introducir una sola variable de estado, que es
la que corresponde al voltaje y (t). Aśı mismo, la expresión (1.60) es la ecuación de estado
del circuito RC en análisis, en concordancia con la cual, se representa el respectivo modelo
equivalente en la Figura 1.11.







bb u(t)t  t0 t  t0y(t)y (t0)dydtRC dydt+ 1RC R
Figura 1.11. Modelo equivalente del circuito RC
Un sistema, dado por la ecuación (1.59) de orden m, puede ser descrito por ecuaciones
diferenciales de primer orden. Frecuentemente, tal sistema de ecuaciones diferenciales, que
es denominado ecuación vectorial diferencial de primer orden, es más fácil de analizar que
la ecuación inicial de orden m. Aśı por ejemplo, en vez de la ecuación (1.59) se puede
analizar el siguiente sistema:x1 (t) = y (t)x2 (t) = dydt = dx1dtx3 (t) = d2ydt2 = dx2dt   =   xn (t) = dm 1ydtm 1 = dxm 1dt
por lo tanto, se tiene quedumdt = dmydtm = 0x (t)  mXk=1k 1 dk 1ydtk 1 = 0u (t)  mXk=1k 1xk (t) ; t  t0 (1.61)
Si se introduce el vector columna de funciones x (t) 2 fxk : k = 1; : : : ;mg ; para t  t0,
entonces en vez de la ecuación (1.59) de ordenm, se analiza la siguiente ecuación equivalente
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de primer orden y con dimensión m,dxdt = Ax (t) +Bu (t) (1.62)
donde las matrices Amm y Bn1 tienen la forma
A = 26666664 0 1 0    00 0 1    0              0 0 0    1 m  m 1  m 2     1
37777775 ; B = 266664 00...0377775 (1.63)
cuya solución requiere el vector de condiciones iniciales x (t0). El vector x (t) se denomina
vector de estado del sistema, mientras la expresión (1.62) corresponde a la ecuación de
estado del sistema. La señal de salida y (t) del sistema lineal en análisis se determina por
medio del vector de estado en la forma,y (t) = Cx (t) (1.64)
donde la matriz C1m se define como, C = [1 0    0℄.
La generalización de ecuación diferencial (1.59), para los sistemas lineales, corresponde
a la ecuación (1.38) e incluye la diferenciación de la señal x (t), la cual debe evitarse en el
análisis de sistemas estocásticos reales, entre otras razones porque es frecuente en calidad
de señal de entrada tomar el ruido blanco, cuyas derivadas en el tiempo no existen.
En este sentido, asumiendo la invariabilidad de los respectivos coeficientes, la ecuación
(1.38) se puede representar de forma alterna,dmydtm +m 1dm 1ydtm 1  m 1 dudtm 1 +  +1dydt  1dudt = 0u (t) 0y (t) ; t  t0 (1.65)
La integración de ambas partes de la igualdad (1.65), con condiciones iniciales cero, da
como resultado,dm 1ydtm 1 +m 1dm 2ydtm 2  m 2dm 2udtm 2 +   +1y (t) 1u (t) = xm (t) ; t  t0 (1.66)
dondexm (t) = tZt0 ( 0y ( ) + 0u (t)) d (1.67)
De la misma manera, la ecuación (1.66) se puede escribir en la formadm 1ydtm 1 +m 1dm 2ydtm 2  m 1dm 2udtm 2 +  +2 dydt  2dudt = xm (t) 1y (t) 1u (t) ; t  t0
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cuya integración conlleva a la ecuación,dm 2ydtm 2 + m 1dm 3ydtm 3   m 1dm 3udtm 3 +   + 2y (t)  1u (t) = xm 1 (t) ; t  t0
dondexm 1 (t) = tZt0 (xm (t)  1y ( ) + 1u (t)) d (1.68)
La sucesión descrita de operaciones, repetida m veces, da como resultado,y (t) = x1 (t) ; x1 (t) = tZt0 (x2 (t)  m 1y ( ) + m 1u (t)) d (1.69)
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-      R y(t)x1 t  t0R Ru(t)
0 1 m 1
0 1 m 1
xm xm 1 x2t  t0
Figura 1.12. Modelo de un sistema de dimensión múltiple.
El modelo del procesador analógico, que realiza estas transformaciones, se muestra en la
Figura (1.12). La salida y (t) ; t  t0, se determina si además de tener la entrada u (t) ; t  t0,
se fijan las condiciones iniciales xk (t0), k = 1; : : : ;m de las salidas de los respectivos
integradores. Por lo tanto, estas señales se pueden seleccionar en calidad de variables de
estado del sistema dinámico descrito por la ecuación (1.38). En correspondencia con las
expresiones (1.67), (1.68) y (1.69), las ecuaciones para estas variables de estado son:x1 (t) = y (t)x2 (t) = dx1dt + m 1y (t)  m 1u (t)   =   xm (t) = dum 1dt + 1 (t)  1u (t)dxmdt =  0y (t) + 0u (t)
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El sistema de ecuaciones de estado obtenidas para el sistema (1.38), al ser representadas
mediante la ecuación equivalente de primer orden (1.61), implica de nuevo el cálculo de las
correspondientes matrices en (1.63).
En particular, se obtiene que
A = 26666664 m 1 1 0    0 m 2 0 1    0               1 0 0    1 0 0 0    0
37777775 ; B = 266666664m 1m 2...10
377777775
La representación de la salida sigue siendo la misma que en (1.64). Aunque la ilustración
del modelo de sistema de dimensión múltiple de la Figura 1.12, puede ser simplificada,






Amm C1mZ m1 y(t)
Ax(t)Bm1 Bu(t)
Figura 1.13. Modelo matricial de un sistema lineal con dimensión m
Las ecuaciones (1.62) y (1.64) se emplean para la representación de sistemas variantes,
esto es, con parámetros variables en el tiempo, descritos en forma generalizada por la
expresión (1.38). Sin embargo, en este caso las matrices (1.63) son dependientes del tiempo,
por lo cual la descripción del modelo, asumiendo t  t0 y dado el vector de condiciones
iniciales x (t0), es:8<:dxdt = A (t)x (t) +B (t)u (t)y (t) = C (t)x (t) (1.70)
Ejemplo 1.8. Sea el par de sistemas unidos, como se muestra en la parte superior de la
Figura 1.14(a), descritos por el modelo8<:dxidt = Ai (t)xi (t) +Bi (t)ui (t)yi (t) = Ci (t)xi (t) ; 8t  t0; i 2 f1; 2g ; xiri1 (t), ri 2 fm;ng
Hallar los parámetros del modelo conjunto (parte inferior de la Figura 1.14(a)).
La ecuación vectorial única del sistema conjunto tiene la misma estructura que (1.70) con los


















































Figura 1.14. Ejemplo de sistemas
siguientes vectores únicos de estado y señales de entrada y salida, respectivamente:x (t) = "x1 (t)  x2 (t)# ; z (t) = "z1 (t)  z2 (t)# ; z 2 fu;yg
mientras, la correspondiente estructura de matriz de parámetros tiene la forma,
P (t) = P1 (t) 0
0 P2 (t) ; P 2 fA;B;Cg ; Pi 2 fAi;Bi;Cig ; i 2 f1; 2g
Ejemplo 1.9. Hallar las correspondientes matrices del modelo de ecuación de estados del
sistema para el circuito mostrado en la Figura 1.14(b).
La ecuación diferencial del circuito RLC 1.14(b) corresponde a la expresiónLC d2iLdt2 +RC diLdt + iL (t) = ie (t) +RCdiedt
En calidad de variables de estado se escogen el voltaje en el condensador x1 = u y la tensión
en la bobina, x2 = iL, descritas respectivamente por las siguientes ecuaciones diferenciales:duCdt = 1C (ie (t)  iL) ; diLdt = 1L (uC +Rie (t) RiL)
De las anteriores ecuaciones, se observa que las matrices son constantes en el tiempo, motivo
por el cual el modelo (1.70) se puede completar hasta la formadxdt = Ax (t) +Bu (t) (1a)y (t) = Cx (t) +Du (t) (1b)
luego, para u (t) = ie (t), se tienen las siguientes matrices:
A =  0  1/C1/L  R/L ; B = 1/CR/L
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Si en calidad de variables de estado se escogen los voltajes yi 2 fv1; v2g sobre los puntos 1 y2, mostrados en el circuito RLC de la Figura 1.14(b), entonces se tienen las ecuaciones:v1 = uC + v2 = uC +R (ie (t)  iL) ;v2 = R (ie (t)  iL)
con lo que las matrices respectivas se describen como C = 1  R0  R ; D = RR.
1.4.2. Solución de la ecuación de estado
Ecuación homogénea con coeficientes constantes. Se asume la ecuación diferencialdxdt = Ax (t) ; t  t0 (1.72)
con condiciones iniciales x (t0) ; t  t0. Cuando x (t) =) x (t), esto es, se considera una
función escalar, para (1.72) se tiene la solución, x (t) = eA(t t0)x (t0). La misma estructura
de solución se considera para el caso, x (t) = eA(t t0)x (t0), considerando la expansión:eAt = I + At + (At)22! +    + (At)nn! . Además, si la matriz A es de orden n  n, entonces
cualquier polinomio o serie convergente de A, puede ser descrita en forma de combinación
lineal de los términos I , A; : : : ;An.
Sea la notación de la función matricial  (t  t0) , eA(t t0), denominada matriz de
transición de estado, y de la cual se exigen las siguientes condiciones:8>>>><>>>>: (t0   t0) = Iddt (t  t0) = A (t) (t  t0)ddtT (t; t0) =  AT (t0) (t; t0)
Por lo tanto, la solución del caso homogéneo tiene forma x (t) =  (t  t0)x (t0).
Ecuación homogénea con coeficientes variables. Entonces, las matrices del modelo
(1.70) son variantes en el tiempo. Se considera la matriz de transición de estado como
función de dos variables,  (t; t0) = eA(t;t0), que cumple la siguiente ecuación diferencial:ddt (t; t0) = A (t) (t; t0) ;  (t0; t0) = I
con las siguientes propiedades adicionales, para t0 < t1 < t2,8<: (t2; t0) =  (t2; t1) (t1; t0) ; 1 (t1; t0) =  (t0; t1)
En realidad, una expresión compacta para (t; t0) es dif́ıcil de obtener. Sin embargo, en la
práctica, es más importante saber que ésta expresión existe y que posee ciertas propiedades.
38 Caṕıtulo 1. Señales y sistemas
Si es necesario hallar la matriz de transición de estado, se recurre a métodos numéricos. En
general, la solución del caso homogéneo con parámetros variables se representa mediante
la expresión, x (t) =  (t; t0)x (t0) ; t  t0.
Ecuación no homogénea con coeficientes variables. La solución de (1.62) es:x (t) =  (t; t0)x (t0) + tZt0  (t;  )B ( )u ( ) d (1.73)
donde la matriz de transición de estado  (t; t0) cumple las condiciones [11]: (t0; t0) = I ; ( (t;  )) 1 =  (; t) ;ddt (t;  ) = A (t) (t;  )ddtT (t;  ) =  AT ( )T (t;  ) (t;  ) (; ) =  (t; )
La solución (1.73) contiene dos componentes: la primera, que corresponde a las oscila-
ciones libres, y la segunda, que corresponde a las oscilaciones forzadas. Por cierto, para
que el sistema se mantenga estable, el primer término debe atenuarse en el tiempo, de tal
manera que el vector de estado se determine, más bien, por la componente forzada, que se
obtiene como solución del mismo modelo (1.62), pero con condiciones iniciales 0.
El cálculo de la matriz  (t) se realiza empleando la transformada de Laplace, (1.25a),
sobre (1a), con lo que se obtiene la siguiente ecuación algebraica vectorial,sX (s)  x (t0) = A 1X (s) +BU (s)
Entonces, la imagen del vector de las variables de estado es
X (s)  x (t0) = (sI  A) 1 x (t0) + (sI  A) 1 BU (s)
luego, x (t) = L  1 n(sI  A) 1 x (t0)o+ L  1 n(sI  A) 1 BU (s)o.
Asumiendo la invariabilidad de las matrices, entonces la matriz de transición de estado
se calcula como,  (t) = L  1 n(sI  A) 1o.
Ejemplo 1.10. Calcular la matriz de transición de estado para un sistema de segundo orden.
Los sistemas lineales se caracterizan por los valores propios k; k = 1; : : : ; n de la matriz
A, que corresponden a las ráıces del polinomio caracteŕıstico, det (I  A) = 0. Cuando
todas las ráıces del polinomio son diferentes, k 6= l; 8k; l = 1; : : : ; n entonces la matriz de
transición de estado es igual a (t) = e1tA  2I1   2   e2tA  1I1   2
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En particular, sea el sistema de segundo orden, n = 2, descrito por el par de ecuaciones
diferenciales dx1/dt = x2; dx2/dt =  a1x1   a2x2 + u (t), con lo que se obtienen las matrices
A =  0 1 a1  a2 ; B = 01
Los valores propios del sistema se determinan de la ecuación, det (I  A) = 2+a2+a1 = 0,
que tiene la solución 1;2 =  a2=2qa22Æ4  a1.
El reemplazo de los valores obtenidos para los valores propios en la matriz de transición de
estados, en el caso particular de un sistema de segundo orden, da como resultado, (t) = e a2t/2 264 a22 sint+ ost 1 sint a1 sint   a22 sint+ ost375 ;  =qa1   a22Æ4
Los sistemas lineales variantes en el tiempo con múltiples entradas y salidas, a partir de
(1.35), se describen por la matriz cuadrada de la respuesta impulso h (t;  ) en la forma,y (t) = tZ 1 h (t;  )u ( ) d (1.74)
En muchos casos reales, cuando t0 !  1, en (1.73) se puede despreciar el primer
término, con lo cual de (1.62) y (1.73) se obtiene,y (t) = C (t) tZ 1  (t;  )B ( )u ( ) d (1.75)
Aśı mismo, de las expresiones (1.74) y (1.75) se deduce que,h (t;  ) = 8<:C (t) (t;  )B ( ) ;   t0;  > t (1.76)
Cabe anotar que las matrices, que determinan la respuesta a impulso en (1.76), dependen
del método elegido de disposición del vector de estado del sistema considerado en cada caso
concreto, y por lo tanto, para un mismo sistema las matrices pueden ser diferentes. Sin
embargo, la respuesta a impulso matricial h (t;  ) es única para un sistema dado.
En general, existe una transformación lineal de las coordenadas de estado, en la forma
z = Fx, tal que del sistema conformado por las ecuaciones (1.62) y (1.64) se obtiene el
modelo,8<: _z = bAz +Buy = bCTx
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dondebA = 26666664 0 1 0    00 0 1    0              0 0 0    1 an  an 1  an 2     a1
37777775 ; bB = FB; bC = 26666410...0377775 ; F = 266664 CTCTA...CTAn 1377775 (1.77)
En concordancia con los valores de las matrices en (1.77), el modelo (1.62) se puede
reemplazar por la ecuación diferencial escalar del tipo,dnydtn + a1 dn 1dtn 1 +   + any = b1dn 1udtn 1 +   + bnu; bi = i 1Xk=0 ai kĝk + ĝi (1.78)
En los sistemas lineales, cuando las matrices A (t) ;B (t) y C (t) muestran dependencia
del tiempo, se puede encontrar la correspondiente representación en forma de ecuación
diferencial (1.78), con los siguientes coeficientes:bi (t) = i 1Xk=0 i kXl=0 Cn 1n+l 1ai k l ddtl ĝk (t) + ĝi (t)
La representación del sistema por las expresiones (1.77) y (1.78), frecuentemente es más
cómoda para su análisis mediante procesadores digitales.
Problemas
Problema 1.20. Hallar el modelo equivalente de los circuitos mostrados en la Figura 1.8.
Problema 1.21. Hallar la matriz de transición de estados de los circuitos de la Figura 1.8.
Problema 1.22. Hallar la estabilidad del sistema con retroalimentación mostrado en la Figura
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
Figura 1.15. Ejemplo de sistema con retroalimentación
Caṕıtulo 2
Representación de variables aleatorias
El concepto general de medida
comprende, como caso particular, el
concepto de probabilidad
Kolmogorov
El desarrollo de la teoŕıa de funciones en espacios métricos implica el estudio de aquellaspropiedades de las funciones, las cuales dependen de la medida de conjuntos en los que
las funciones toman cualquier grupo de valores. Aśı por ejemplo, se tienen las propiedades
de ortogonalidad de un conjunto de funciones y su completitud, analizadas en §1.1.2. Si se
consideran los valores aleatorios como funciones, determinadas en un espacio de eventos
elementales, entonces todos métodos de Teoŕıa de Probabilidades aplicadas a estas funciones
son un caso espećıfico del empleo de la Teoŕıa Generalizada de Medida. En particular, gran
parte de los métodos de análisis probabiĺıstico se basan en el empleo del concepto de
independencia de variables aleatorias, que se puede entender como una propiedad de los
espacios métricos.
2.1. Valores y funciones de probabilidad
La aleatoriedad implica incertidumbre. La representación de las variables aleatorias con-
siste en la descripción y caracterización de sus principales propiedades que midan esa
incertidumbre inherente.
2.1.1. Espacio probabiĺıstico de variables
Cualquier modelo de un experimento analizado a priori se caracteriza por un conjunto
de posibles resultados u observaciones. El subconjunto formado por un solo elemento se
denomina evento o suceso elemental y todo el conjunto 
 se denomina espacio de eventos
elementales. Los posibles subconjuntos de eventos Ak 2 
, pueden ser de dos clases: eventos
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incompatibles, cuando:n[i=1Ai = 
; Ak \Al = ;; k; l = 1; : : : ; n
y eventos complementarios, fAkg, tales queA [A = 
 y A \A = ;
Definición 2.1. (-álgebra B) El sistema conformado por los subconjuntos de 
 se de-
nomina álgebra B, si se cumple que para fAi 2 B : i = 1; : : : ; ng se observa la igualdad[ni=1Ai = B
esto es, de la sucesión de eventos Ai, por lo menos ocurre una. Aśı mismo, se cumple que\ni=1Ai = B
por lo que todos los sucesos Ak ocurren de manera simultánea. La definición se completa
con la condición por la cual teniendo A 2 B, resulta que A 2 B. Por lo anterior, el álgebra B
es una clase de conjuntos cerrados con relación a una cantidad contable de las operaciones
básicas de unión, intersección y complemento (-álgebra).
En general, el espacio probabiĺıstico f
;B; Pg está conformado por las siguientes tres
componentes: el espacio de los eventos elementales 
, la -álgebra B de los subconjuntos
de Borell del espacio 
 (-álgebra de los eventos) y la estabilidad de las frecuencias de
aparición en términos relativos de los eventos o medida de probabilidad P (A), determinada
para A 2 B, con una masa total unitaria, esto es, P (
) = 1. La medida de probabilidad se
determina a partir de los siguientes principios, denominados axiomas de Kolmogorov [12]:
Axioma I. A cada evento A 2 B le corresponde un valor real P (A), denominado proba-
bilidad de A, tal que, 0  P (A)  1.
Axioma II. P (
) = 1.
Axioma III. Si A \B = ;, entonces, P (A [B) = P (A) + P (B).
De los anteriores axiomas se deducen las siguientes propiedades:
(a). Si A es un evento imposible, entonces P (A) = 0.
(b). P A = 1  P (A).
(c). Si A  B entonces, se cumple la desigualdad, P (A)  P (B).
(d). Si se cumple que Ai \Ak = ;; i; k = 1; : : : ; n, luego,P  n[k=1Ak = nXk=1P (Ak) (2.1)
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En forma general, si Ai \Ak 6= ;; i; k = 1; : : : ; n, entonces,P  n[k=1Ak  nXk=1P (Ak)
(e). Dada cualquier pareja de sucesos A y B, se cumpleP (A [B) = P (A) + P (B)  P (A \B)
Dos eventos A y B son dependientes si la probabilidad P (A) depende de que suceda el
evento B. La probabilidad de la aparición conjunta de ambos eventos se da comoP (A \B) = P (A)P (BjA) = P (B)P (AjB)
Las probabilidades marginales P (A) y P (B) se denominan a priori, mientras las condi-
cionales P (BjA) y P (AjB) - a posteriori.
Cuando se asume la independencia mutua de aparición de cada uno de los eventos A yB, las respectivas probabilidades a priori y a posteriori se determinan por las expresiones:P (BjA) = P (B) y P (AjB) = P (A), y por lo tanto, P (A \B) = P (A)P (B), relación
que se puede generalizar en la definición de independencia del conjunto de sucesos fAkg:P  n\k=1Ak = nk=1P (Ak) (2.2)
En cambio, si el conjunto fAkg es dependiente se cumple que:P  n\k=1Ak = P (A1)P (A2jA1)P (A3jA1 \A2)   P Anj n 1\k=1Ak
Ejemplo 2.1. Se reciben 10 números en una serie aleatoria con valores equiprobables del0 al 9, generados de forma independiente. Hallar la probabilidad de que el primer número
obtenido de la serie sea múltiplo de 3.
Los posibles eventos Ak son 3 (3; 6 y 9), ambos dados con probabilidad de generación igual
a P (Ak) = 0:1, son independientes y excluyentes, por lo tanto, la aparición de cada uno de
ellos, acordes con la expresión (2.1), es igual aP (3; 6; 9) = 0:1 + 0:1 + 0:1 = 0:3:
Ejemplo 2.2. Del anterior ejemplo, hallar la probabilidad de aparición de que por lo menos
uno de los valores de la serie aleatoria sea múltiplo de 3.
En este caso, los eventos son independientes pero no excluyentes. La aparición de cualquier
suceso Ak excluye la aparición de la posibilidad de no aparición de todos los demás eventos;
situación que se puede analizar como el complemento de (2.2),P ( n[k=1Ak) = 1  P ( n\k=1 Ak) = nk=1P   Ak = 1  nk=1 (1  P (Ak))
que en el caso particular de n = 10 y P (Ak) = 1=n, resulta en P ([nk=1Ak) = 0:271.
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La medida de probabilidad P (A) se completa con los siguientes dos teoremas:
Teorema 2.2. (Probabilidad completa) La probabilidad del evento A, de que aparezca
con una de las n posibles hipótesis B1; : : : ; Bn o sucesos incompatibles que conforman
un grupo topológico completo, esto es, A = [nk=1 (A \Bk) y teniendo en cuenta que(A \ Bk) \ (A \ Bl) 6= ;;8k 6= l, se define comoP (A) = nXk=1P  n[k=1 (A \ Bk) = nXk=1P (A \ Bk)= nXk=1P (Bk)P (AjBk) (2.3)
Teorema 2.3. (Bayes) Sea el conjunto de hipótesis fBk : k = 1; : : : ; ng un grupo completo,
empleando la regla de multiplicación se encuentra queP (BkjA) = P (Bk)P (AjBk)P (A)
Si se reemplaza la probabilidad a priori P (A) por su valor dado en (2.3), se obtiene la
siguiente expresión, denominada fórmula de Bayes:P (BkjA) = P (Bk)P (AjBk)nPk=1P (Bk)P (AjBk) (2.4)
Ejemplo 2.3. Las resistencias de un sistema se obtienen de dos puntos de producción difer-
entes: la fábrica A1 (que produce el 70%) y la fábrica A2 (30%). Se conoce que la fábrica A1
en promedio produce el 83% de resistencias con calidad aceptable, mientras la fábrica A2,
tan solo el 63%. Determinar las siguientes probabilidades:
1. La probabilidad de que la primera resistencia escogida al azar sea de cada una de las
fábricas: A1 y A2.
2. La probabilidad de que las dos primeras resistencias escogidas al azar sean de cada una
de las fábricas: A1 y A2.
3. La probabilidad de que por lo menos una resistencia de las dos primeras escogidas al
azar sean de cada una de las fábricas: A1 y A2.
4. La probabilidad de que la primera resistencia escogida al azar sea de calidad y producida
por cada una de las fábricas: A1 y A2.
5. La probabilidad de que la primera resistencia escogida al azar tenga calidad aceptable.
6. La probabilidad de que si la primera resistencia escogida al azar tiene la calidad acept-
able, entonces sea de cada una de las fábricas: A1 y A2.
Los valores respectivos de probabilidad se hallan para cada caso de la siguiente forma,
caso 1. Se tiene un solo evento, que por definición es igual aP (A1) = 70100 = 0:7; P (A2) = 0:3
caso 2. Se tienen dos eventos independientes y no excluyentes. La probabilidad de que ambos
ocurran se calcula por la expresión (2.2),P (A1(1) \A1(2)) = 0:7  0:7 = 0:49P (A2(1) \A2(2)) = 0:3  0:3 = 0:09
2.1. Valores y funciones de probabilidad 45
caso 3. La probabilidad de que se tenga por lo menos un resistencia de dos hechas por
una de las fábricas, A1 y A2, se calcula por la expresión obtenida en el ejemplo 2.2,
respectivamente como:P (A1(1) [ A1(2)) = 1  (1  P (A1)) (1  P (A1)) = 1  (1  0:7)2 = 0:91P (A2(1) [ A2(2)) = 1  (1  0:3)2 = 0:09
caso 4. Los eventos considerados son dependientes y no excluyentes; la resistencia de buena
calidad  hecha por cada una de las fábricas Ai; i = 1; 2; con probabilidad condicionalPAi (), cuyo valor de probabilidad se halla respectivamente por la expresión:P (A1 [ ) = P (A1)PA1 () = 0:7  0:83 = 0:581
De igual manera se tiene, P (A2 [ ) = P (A2)PA2 () = 0:3  0:63 = 0:189.
caso 5. En el caso de selección de una resistencia con aceptable calidad , como hipótesis Bk
se asume que la resistencia se hizo en cada una de las fábricas: Ai (P (Bk) = P (Ak) ;
para k = 1; 2). Empleando la expresión de probabilidad completa (2.3) se tiene,P () = P (A1 \  [ A2 \ ) = P (B1)PA1 () + P (B2)PA2 ()= 0:7  0:83 + 0:3  0:63 = 0:77
caso 6. El valor de la probabilidad de la hipótesis Bk (la resistencia se hizo en la fábricaAk) con la condición de que la resistencia se termina con calidad aceptable se calcula
por el teorema de Bayes (2.4),P (A1) = P (A1)PA1 ()P (A1)PA1 () + P (A2)PA2 () = 0:7  0:830:7  0:83 + 0:3  0:63 = 0:755P (A2) = P (A2)PA2 ()P (A1)PA1 () + P (A2)PA2 () = 0:3  0:630:7  0:83 + 0:3  0:63 = 0:245
Cuando se establece alguna regla o relación funcional que asigna un número real a cada
posible observación o trayectoria de la variable aleatoria asignada, la totalidad de sus valo-
res posibles constituye el conjunto fxi 2  : i = 1; 2; : : : ; g confinado en un espacio X 2 R
y conocido como espacio de observaciones o muestra. Las variables aleatorias pueden ser
discretas o continuas dependiendo de la naturaleza de las observaciones del experimento.
Si en cualquier intervalo finito del eje real, la variable  puede asumir solamente un número
finito de valores distintos y a priori conocidos, se conoce a la variable como aleatoria
discreta. Si, por el contrario,  puede tomar cualquier valor en un intervalo dado del eje
real, se denomina variable aleatoria continua. En este caso, en cualquier intervalo del eje
real la cantidad de valores que puede tomar  es infinita.
Un valor aleatorio en f
;B; Pg corresponde a cualquier B-función medible  (!) 2 
 (se
nota simplemente por ). La distribución de la variable aleatoria  corresponde a la medidaF (x) = P ( < x :  2 B). Cuando se cumple que el valor de probabilidadP ( = x) = F (x+x)  F (x) > 0; x! 0;
entonces x se denomina el átomo de la distribución.
La variable  tiene distribución continua y absoluta si existe la función p > 0, que
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sea normalizada en el sentido en que
R p()d = 1, denominada función densidad de
probabilidad (FDP), para la cual se cumple que:8>>><>>>:F (x) = xZ 1 p () d;p () = dF()=d (2.5)
Se considera que una variable aleatoria n; n = 1; 2; : : : ; converge en el sentido proba-
biĺıstico a un valor o función , si para cualquier valor tan pequeño como sea de " > 0, la
probabilidad de ocurrencia de la desigualdad corresponde al ĺımitelmn!1"!0 P (jn   j < ") = 1; 8" > 0
2.1.2. Valores medios y momentos
Una forma adecuada para describir una variable aleatoria  corresponde a los valores y
momentos que determinan las particularidades de su respectiva FDP, p (x).
Los momentos iniciales se definen por la siguiente expresión:E fng , 1Z 1 ndF (x) = 1Z 1 xnp (x) dx = mn; n 2 N (2.6)
Momento de primer orden. Valor medio conocido como la esperanza matemática:m1 = E fg = 1Z 1 xp (x) dx (2.7)
Si la variable aleatoria es discreta, la integral (2.7) se reduce a la sumatoria en la forma:m1 = PNi xiP ( = xi). Por cierto, cuando los eventos son equiprobables, xi = 1=N;8i,
entonces, el primer momento inicial corresponde al promedio.
Las siguientes son las principales propiedades del valor medio8>><>>:E fg = ;  = onstE fg = m1;  = onstE f  g = m1 m1
El concepto de esperanza matemática de la variable aleatoria  se puede generalizar,
para el caso de cualquier función determińıstica f (), en la forma:E ff ()g = 1Z 1 f (x) dF (x) = 1Z 1 f (x) p (x) dx (2.8)
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De otra parte, a fin de evitar la influencia que tiene el valor medio en el cálculo de los
momentos de orden superior n > 1 se definen los momentos centralizados de orden n:E f(  m1)ng = 1Z 1 (x m1)n p (x) dx = n; 8n  2; n 2 N (2.9)
Momentos de segundo orden. Corresponde al valor cuadrático medio,m2 = 1Z 1 x2p (x) dx; (2.10)
De forma análoga, la sumatoria m2 = PNi x2iP ( = xi) determina este momento para
las variables discretas.
El momento central (2.9) para n = 2 se conoce como varianza:2 = 1Z 1 (x m1)2 p (x) dx = 1Z 1 x2   2xm1 +m21p (x) dx= 1Z 1 x2 p (x) dx  2m1 1Z 1 (x) p (x) dx+m21 1Z 1 p (x) dx
Teniendo en cuenta las definiciones, (2.7) y (2.10), se obtiene2 = m2   2m21 +m21 = m2  m21 , 2 (2.11)
Si la magnitud aleatoria es discreta, cuando ésta toma los valores k con las probabili-
dades asociadas P (k), a partir de (2.11), la respectiva varianza se calcula como:2 = NXk=1x2kP ( = xk)  NXk=1xkP ( = xk)!2
El valor 2 caracteriza el nivel de concentración de la FDP, p (x), en los alrededores de
la esperanza matemática; interpretación que resulta de la desigualdad de Chebyshev :P (jx m1j  ")  2."2 (2.12)
esto es, al disminuir el nivel de dispersión de la variable aleatoria , aumenta la probabilidad
de que sus valores no salgan fueran de los ĺımites del intervalo [m1   ";m1 + "℄, siendo
48 Caṕıtulo 2. Variables aleatorias"  0. Cabe anotar que si la FDP es simétrica, p (x) = p( x), entonces, E fg = 0; luego,2 = 1Z 1 (x m1)2 p (x) dx = 1Z 1 x2p (x)dx= 2 1Z0 x2p (x) dx (2.13)
En general, la varianza tiene las siguientes propiedades:8>>>>>><>>>>>:2  0; si 2 = 0)  ! onst:2 = 1Z 1 (x  m1)2 p (x) dx = 22 ; por ierto; 2+ = 2 ; 8 = onst:2 = E 22	 = E 2	E 2	 = 22 (2.14)
Ejemplo 2.4. Una moneda se lanza tres veces. Determinar la función acumulativa corres-
pondiente a todos los posibles sucesos.
De forma condicional, cuando la moneda muestre la cara se denota por 0 y cuando muestre
el sello, por 1. Asegurando la independencia de los lanzamientos, los sucesos se agrupan de
acuerdo a la cantidad de caras y sellos que muestren sin importar su orden de salida: suceso
cero: que haya 3 caras y ningún sello; ocurriŕıa una vez de ocho posibles (1=8); suceso uno:
que haya 2 caras y un sello; ocurriŕıa tres veces de ocho posibles (3=8); suceso dos: que haya1 cara y 2 sellos; saldŕıa tres veces de ocho posibles (3=8); suceso tres: que no haya ninguna
cara y tres sellos: una vez de ocho posibles (1=8). De acuerdo al orden descrito de los sucesos,
la variable aleatoria toma los valores 0; 1; 2; 3, con función distributiva (representada en la
parte inferior de la Figura 2.1(a)) descrita como:F (x) = (u (x) + 3u (x  1) + 3u (x  2) + u (x  3))=8
La FDP respectiva está representada en la parte superior de la Figura 2.1(a) que corresponde
a la derivada de la función distributiva e igual a:p (x) = (Æ (x) + 3Æ (x  1) + 3Æ (x  2) + Æ (x  3)=8)
Ejemplo 2.5. Dada la señal binaria periódica aleatoria, representada en la parte superior
de la Figura 2.1(b). Hallar los 2 primeros momentos iniciales y la varianza.
Por cuanto, p (x) = P1Æ (x  x1)+P2Æ (x  x2), donde P1 = 1 P2, entonces, los respectivos
momentos se calculan como:m1 = 1Z 1 x (P1Æ (x  x1) + P2Æ (x  x2)) dx = P1x1 + P2x2;m2 = 1Z 1 x2p (x) dx = 1Z 1 x2 (P1Æ (x  x1) + P2Æ (x  x2)) dx = P1x21 + P2x22;2 = P1P2 (x1   x2)2 = P1 (1  P1) (x1   x2)2
Cuando P1 = P2 = 0:5 =) 2 = (x1   x2)2=4, asumiendo 1 =  2 = 1 =) 2 = 1:
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Figura 2.1. Ejemplo de FDP y función de distribución
Definición 2.4. Un conjunto de valores aleatorios  2 C , determinados en un espacio
probabiĺıstico f
;B; Pg, tal que su segundo momento sea finito, Ef2g <1, conforma un
espacio lineal normalizado de Hilbert L2f
;B; Pg provisto del producto escalar,h; i = Efg
con norma kk2 =  Ef2g1=2, mediante la cual se determina la distancia entre las respec-
tivas variables aleatorias:d(; ) = k   k2; ;  2 L2f
;B; Pg
Además, toda variable aleatoria , perteneciente a L2f
;B; Pg, es una variable aleatoria
de Hilbert.
Definición 2.5. Las variables aleatorias de Hilbert,  y , se definen ortogonales cuando
se cumple que Efg = 0.
Momento de tercer orden. El momento central de tercer orden 3 puede servir de
criterio para estimar el grado de asimetŕıa de la FDP con respecto al eje de abscisa que
pasa por la coordenada con valor igual al primer momento de la variable aleatoria.
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Frecuentemente, se emplea el coeficiente de asimetŕıa definido por la siguiente relación
de momentos de tercer orden:1 = 3q32 = 33= m3   3m1m2 + 2m313 (2.15)
Cabe anotar, que cuando la FDP es simétrica, entonces 3 = 0 y, por lo tanto, 1 = 0.
Por lo tanto, se puede juzgar que entre mayor sea el valor del coeficiente, mayor es la
asimetŕıa de la FDP.
Momento de cuarto orden. Se determina el coeficiente de exceso,2 = 422   3= m4   4m2m1 + 6m2m21   3m414   3; (2.16)
el cual es igual a 0 cuando corresponde a la FDP Gaussiana. El exceso compara el compor-
tamiento del pico principal de cualquier FDP simétrica (1 = 0) con el pico de la densidad
Gaussiana. Si resulta que 2 > 0, entonces el pico principal de la FDP en análisis es más
grande y agudo que el pico de la densidad Gaussiana; asumiendo ambas FDP con igual
valor medio y varianza.
El momento de orden n para la variable aleatoria jj es su momento absoluto de orden n,
aunque los momentos de mayor orden se emplean con muy poca frecuencia. Sin embargo, es
importante tener en cuenta que cualquiera que sea el orden del momento, su valor es único
(en caso de existir) para una FDP dada. La afirmación inversa, según la cual a un conjunto
dado de momentos la FDP se determina de forma única, no siempre es cierta (problema de
los momentos [13]). Aunque en la mayoŕıa de los casos prácticos, la afirmación se cumple
en ambos sentidos.
Por último, cabe anotar que para algunas FDP, los momentos definidos tanto en (2.6)
como en (2.9), puede ocurrir que no existan para ciertos valores de n.
Cumulantes. Basados en la definición dada, en la ecuación (2.7), se determina el valor
medio de la función ej!, el cual se denomina función caracteŕıstica: (j!) , E nej!o = 1Z 1 p (x) ej!xdx (2.17)
que en esencia corresponde a la función de densidad espectral (1.18) de la función densidad
de probabilidad, aunque con el signo invertido en el exponente.
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Mediante la función caracteŕıstica también se pueden determinar los valores de los mo-
mentos iniciales, en particular, al diferenciar para ! = 0,dkd!k !=0 = jk 1Z 1 xkej!xp (x) dx!=0 = jk 1Z 1 xkp (x) dx= jkmk
de lo cual resulta que,mk = 1jk dkd!k !=0
Luego, los momentos (2.6) se pueden definir mediante el valor medio de la descomposición
por la serie de MacLaurin: (j!) = E( 1Xk=0 1k!k (j!)k) = 1 + 1Xk=1 mkk! (j!)k
Los valores semi-invariantes o cumulantes m0k se definen del anterior promedio al evitar
la influencia de la constante, para lo cual en (2.17) se halla el promedio de la función
transformada en la forma 	 (j!) = ln (j!):8>>><>>>:m0k = j k  dk	 (j!)d!k !!=0	 (j!) = 1Pk=1 m0kk! (j!)k (2.18)
Se observa de la expresión (2.18) que_	 (j!) = _ (j!) (j!) ; 	 (j!) =  (j!)  (j!)   _ (j!)22 (j!)
De la definición de la función caracteŕıstica, se tiene que  (0) = 1, luego,_	 (0) = _ (0) ; 	 (0) =  (0)   _ (0)2
Teniendo en cuenta la expresión (2.17), se obtienen los primeros dos momentos,8>>>>><>>>>>: _ (0) = jm1 ; (0) =  m2;	 (0) =  m2   (jm1)2 =   m2  m21 =  2=  2 (2.19)
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Los cumulantes y momentos iniciales se relacionan mediante las siguientes expresiones:m01 = m1;m02 =m2  m21 = 2 ;m03 = m3   3m1m2 + 2m31; : : :m1 = m01;m2 =m02 +m021;m3 = m03 + 3m01m02 +m031; : : :
La asimetŕıa y exceso se determinan a través de los cumulantes, respectivamente como,8<:1 = m03m02 3=2;2 = m04m02 2 (2.20)
Entre otros valores medios importantes están la moda (mo), definida como el valor
con mayor probabilidad de aparición de una variable aleatoria , al cual le corresponde el
máximo de la FDP y la mediana (me), definida como el valor que satisface la condición:P ( < me) = meZ 1 p (x)dx = 1Zme p (x)dx = 12
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 (j#) =1Z 1 p (x) ej#dx p (x) = 12 1Z 1  (j#) e j#xdxmk = j k dk(j#)d# 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mn =1Z 1 xnp (x)dx
mn = E fngm0k
Figura 2.2. Relación entre la distribución y las caracteŕısticas de aleatoriedad
Las diversas relaciones de cálculo que existen entre la función de distribución (o la FDP),
la función caracteŕıstica, los momentos y los cumulantes, se muestran en la Figura 2.2.
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2.1.3. Funciones de probabilidad
Como se antes se dijo, en la conformación del espacio probabiĺıstico de señales, las variables
aleatorias, que tienen regularidad estad́ıstica, se pueden describir por medio de las funciones
de probabilidad definidas en términos de , en particular, las siguientes:
Función de distribución acumulativa, F (x). Se define como la probabilidad de que
la variable aleatoria continua tome valores menores que  = x0:F (x) = P f1 <   xg = P f  xg
Mientras en el caso de variables aleatorias discreta fxig 2  con las respectivas proba-
bilidades asociadas, Pi = P ( = xi), la distribución se expresa como:F (x) = NXi=1 Piu (   i)
La función de distribución acumulativa tiene las siguientes propiedades:
(a). 0  F (x)  1, 8x
(b). F (xm)  F (xn) ; 8xm < xn,
(c). F ( 1) = 0, mientras F (1) = 1.
Función densidad de probabilidad. La variable aleatoria , que tiene función de dis-
tribución absolutamente continua, esto es, la probabilidad de ocurrencia de cualquiera de su
cantidad infinita de valores, sobre un intervalo tan angosto como se quiera, es infinitamente
pequeña, entonces, existe una función p(x), tal queF(x) = xZ 1 p (x) dx; (2.21)
La función p (x) que cumple con (2.21) es la función densidad de probabilidad de la
variable continua , y corresponde al ĺımite de la relación de la probabilidad de ocurrencia
de los valores de la variable, dados en el intervalo [x; x+x℄, sobre la longitud del mismo,
cuando x! 0:p (x) = lmx!0P fx   < x+xg/x
de lo anterior resulta queP fx   < x+xg = p (x)x+ " fxg ; " fxg  0 (2.22)
siendo " fxg una cantidad residual de mucho menor valor que x. La cantidad p (x)x
corresponde al átomo de la FDP.
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Las principales propiedades de la FDP son las siguientes:
(a). p (x)  0;8x 2 
(b).
Z p (x) dx = F (max fxg) = 1,
(c).
x2Zx1 p (x) dx = F(x2)  F(x1) = Pfx1   < x2g
Cabe anotar, que en el caso de que no exista la derivada (2.5), para la definición de p(x),
se recurre a la operación de ĺımite.
De otra parte, para las variables aleatorias discretas se tiene que:p() = ddx  Xi Piu (x  xi)! =Xi PiÆ(x  xi);
La FDP puede es discreto-análoga cuando se determina de forma combinada: sobre una
malla de valores fxi 2  : i = 1; : : : ; ng con las respectivas probabilidades fPi : i = 1; : : : ; ng
y sobre un intervalo x 2 , para el cual se define un conjunto continuo de valores con
densidad de probabilidad px(x), con lo cual la FDP de la variable discreto-análoga es la
suma ponderada (donde los coeficientes de peso a; b deben cumplir la condición a+ b = 1):p(x) = apx(x) + b nXi=1 PiÆ(x  xi)
Ejemplo 2.6. Un punto realiza la trayectoria oscilatoria x = a sin!t. Hallar la FDP de la
variable x en cualquier momento t, asumiendo, que la probabilidad de encontrarse el punto
en el intervalo (x; x + dx) es proporcional a la longitud del intervalo dx e inversamente
proporcional a la velocidad en el correspondiente momento de tiempo. Hallar la distribución
integral y la probabilidad de que el punto se encuentra en el intervalo  a + b  x  a   ,
(b < 2a;  < 2a).
La condición de proporcionalidad para la probabilidad de encontrarse el punto en un intervalo
dado se interpreta como,P fx    x+ dxg = k dxdx/dt = kdt
por lo cual, p (x) = ddxP fg = k dtdx . Por cuanto, dx/dt = a! os!t, entonces,dtdx = 1a! os!t = 1a!p1  sin2 !t = 1a!q1   xa2 = 1!pa2   x2
Asumiendo que jxj < a, la FDP se determina como, p (x) = k=(!pa2   x2), donde la
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Figura 2.3. Cálculo de la FDP   y distribución integral  .
constante k se calcula de la condición de unidad de área para cualquier FDP,aZ a k!pa2   x2 dx = k! ar os xa a a = k! = 1
entonces, k = !/, con lo que finalmente se obtiene que, p (x) = (pa2   x2) 1.
La Figura 2.3 muestra la función densidad de probabilidad obtenida (ĺınea continua), en la
cual se observa que su valor mı́nimo es minfp (x)g = 1/a que ocurre para x = 0, cuando
la velocidad del punto es la máxima posible, mientras en los valores de x = a, la densidad
tiende a infinito, entonces, en esos puntos la FDP no tiene sentido.
La distribución integral (ĺınea punteada), que existe en todo el intervalo de análisis, se calcula
de la siguiente integral:F (x) = xZ a p (x) dx = xZ a dxpa2   x2 = 1 arsin xa x a= 1 arsin xa    2 = 12 + arsin xa
Variables aleatorias Gaussianas. En la práctica, el modelo de FDP más empleado
corresponde a la densidad Normal o Gaussiana (Figura 2.4(a)):p () = 1p2b exp  (   a)22b2 ! , N (a; b) ;  1 <  <1; (2.23)
Los primeros momentos de la FDP Gaussiana, en concordancia con el modelo (2.23),
se obtienen empleando la respectiva función caracteŕıstica,  (j!) = exp  j!a   b2!2Æ2,
mientras la función logaŕıtmica caracteŕıstica es igual a, 	 (j!) = j!a   b2!2Æ2.
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Por lo tanto, el momento inicial de primer orden, de acuerdo con (2.19), es igual am1 = j 1 _ (0) = j 1 _	 (0) = j 1 (ja) = a
Mientras, el momento central de segundo orden se calcula como,2 = 2 =   	 (0) =   d2d!2  j!a   b2!22 !!=0 = b2
Aśı mismo, se calculan los momentos de tercer y cuarto orden, de acuerdo con la expresión
(2.20): 3 = 0; 4 = 322 = 34 .















(a) p() (b)F ()
Figura 2.4. Distribución normal
La correspondiente función distributiva para un valor dado 0, que se muestra en la
Figura 2.4(b), se determina como:F (0) = 0Z 1N (m1; ) d = 1p2 0Z 1 exp (  m1)222 ! d; (2.24)
En la Figura 2.4 se muestran tanto la FDP como la distribución Gaussiana para diferentes
valores de m1i y i ; if1; 2g, en la que m11 < m12; mientras, 1 < 2 .
En general, las siguientes son las razones por las cuales se emplea ampliamente la función
densidad de probabilidad Gaussiana [14]:
1. Es un buen modelo matemático para la mayoŕıa de los fenómenos aleatorios; es más,
se puede demostrar que en muchos casos el modelo real converge al tipo Gaussiano
(teorema del ĺımite central).
2. La FDP normal es una de las pocas que puede describir fenómenos aleatorios com-
puestos por un número cualquiera de variables aleatorias.
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3. Cualquier combinación lineal de variables aleatorias Gaussianas, también es Gaus-
siana.
4. Como se observa de (2.23), la FDP de Gauss se describe solo con dos parámetros: la
media m1 y la varianza 2 .
5. El análisis matemático de los variables aleatorias muchas veces tiene solución solo
para el caso Gaussiano.
Las principales propiedades de la FDP Gaussiana son las siguientes:
(a). La curva normal es de forma simétrica con respecto a la media m1. En particular, a
los valores de xa  = m1   a y de xa+ = m1 + a les corresponde un mismo valor de
densidad.
(b). El valor máximo de la curva está en max (p (x)) = p(x = m1) = p2 1, que
es el valor de la variable aleatoria asignada e igual al primer momento inicial . Dado = 1, entonces, max (p (x)) = 0:39.
(c). El valor de  por la abscisa, que corresponde al punto de desdoblamiento de la curva,
es 0:6max (p (x)), con lo cual las 2=3 partes de todas las observaciones se distribuyen
dentro del intervalo de los valores(m1   ;m1 + ).
(d). Cualquier variable aleatoria con FDP Gaussiana, con alta probabilidad, toma valores
cercanos a su esperanza, lo que se expresa por la ley de los sigmas:P fj  m1j  kg = 8>><>>:0:3173; k = 10:0455; k = 20:0027; k = 3 (2.25)
Por cierto, tiene lugar la siguiente desigualdad:P fj  m1j  kg < 4=9k2
que para k = 3 implica que Pfj  m1j  kg < 4=81  0:05. En otras palabras,
la probabilidad de desviación de la variable aleatoria del valor medio mayor a 3 es
menor que 0:05.
(e). En el caso de la ley de 3, de la expresión (2.25) se pueden seleccionar los valores
extremos que se consideran cumplen con la condición de estructura Gaussiana:max =m1 + 3 ; min = m1   3
La FDP Gaussiana normalizada se refiere al caso cuando la varianza 2 es uno y la media
es cero, esto es, (2) 1=2 exp  2Æ2. En este caso, la probabilidad de error para todos los
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valores de la variable aleatoria  hasta x0 está dada por:Pf  x0g = x0Z 1N (0; 1) d = 1p2 x0Z 1 e  22 d , (x0) ; (2.26)
Mediante el cambio de variables en (2.24), para la FDP Gaussiana se cumple que la
probabilidad de ocurrencia de la variable aleatoria en el intervalo (x1; x2) es igual a:P(x1   < x2) =  x2  m1 !   x1  m1 !
En la práctica se tabula la función0 (x0) = 1p2 x0Z0 e  22 d (2.27)
conocida como la Integral de Laplace [1] y relacionada con () en (2.26) por la expresión,() = 1=2 + 0 (). El cálculo de la integral, para valores pequeños de , se realiza
empleando la aproximación:() = 12 + 1p2     32:3 + 52!225 +   + 2n+1n! (2n+ 1) 2n +   !
Otros ejemplos de modelos de FDP de amplio uso, para variables aleatorias continuas,
son los siguientes:
Densidad Gamma (  densidad)p(x; b; ) = 8><>: 1b   () x  ab  1 exp x  ab  ; x  0; b > 0;   0:5; x; a; b;  2 R0; otros valores
(2.28)
siendo x 2 [0;1), donde a se le conoce como el parámetro de posición, que generalmente
se asume igual a cero, b > 0 es de escala y  es el de forma.
La función Gamma   (n) ó función de Euler, que se define como,  (n) = 1Z0 yn 1 exp ( y) dy; n > 0
Los momentos de orden k para la   densidad están dados por la expresiónmk = (+ 1)    (+ k   1)k ; 2 = =2
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La   densidad tiene importancia en la Teoŕıa de Colas y describe el tiempo necesario
para la aparición de  sucesos independientes que ocurren con igual intensidad .
Ejemplo 2.7. Un ferry comienza su ruta cada que se completan 9 automóviles, los cuales se
consideran que llegan a la estación de manera independiente con una intensidad media de 6
unidades por hora. Determinar la probabilidad de que el tiempo entre los recorridos sucesivos
del ferry sea menor que una hora.
Asumiendo que la variable aleatoria del tiempo entre las recorridos tiene   densidad con
parámetros: x = 1;  = 9; y  = 6, el cálculo de la respectiva probabilidad da como resultadoP (1; 1=6; 9) = 0:153.
Como casos particulares de la   densidad se consideran, entre otras, la FDP de Erlang,
cuando  2 Z+, (entonces, se cumple que   () = (  1)!), la densidad 2  con n grados
de libertad, cuando  = 0:5 y  = n=2. El caso especial, cuando  = 1:0, corresponde a la
FDP exponencial, cuyo modelo se muestra en el ejemplo 2.8 y el cual se emplea en análisis
de confiabilidad. Sin embargo, el parámetro  asociado al tiempo medio entre fallas se
asume constante, generando una fuerte restricción en el modelo exponencial.
Si se considera que  (t) = var en el tiempo, particularmente,  (t) = =b ((x  a) =b) 1,
el modelo resultante de FDP corresponde a la densidad de Weibull.p (x; a; b; ) = /b ((x  a)/b) 1 exp (  ((x  a)/b)) ; x  a; b > 0;  > 0 (2.29)
La intensidad de fallas y la respectiva FDP toman diferentes formas variando el parámetro. Particularmente, cuando  < 1, la FDP (2.29) es una curva monótona decreciente y con
el transcurso del tiempo la intensidad de las fallas disminuye. Para  = 1, la intensidad de
fallas es constante y la FDP de Weibull coincide con la exponencial, mientras para  > 1
la densidad tiene forma de pico y la intensidad de fallas aumenta con el tiempo.
Densidad de Student (t densidad). Corresponde a la FDP de la variable:t = 0s1/n nPk=1 2k
donde k son valores independientes, tales que fk 2 N (0; 1) : k = 0; : : : ; ng. La densidad
de la variable aleatoria t es igual a,p (x;n) =   ((n+ 1) =2)pn  (n=2) 1 + x2=n (n+1)=2 ;  1 < x <1 (2.30)
En variadas aplicaciones, se tiene que n 2 N, aśı, para n = 1, la función (2.30) corres-
ponde a la FDP de Cauchy (que no tiene momentos ni de primer ni de segundo orden!):p (x; ) = 1 2 + (x  n) ;  > 0
60 Caṕıtulo 2. Variables aleatorias
La forma de la t densidad es similar a la curva de Gauss (para n  40 converge en la
normal), no obstante, en lugar de depender de la media y la varianza, se expresa solamente
en función del valor n ó grados de libertad. La principal aplicación de la t densidad es la
prueba de hipótesis para los valores medios.2  densidad. Sea la variable aleatoria 2 =Pnk=1 2k, conformada por los valores inde-
pendientes 2k, fk 2 N (0; 1)g, entonces la FDP con n grados de libertad:p(x;n) = 8><>: 12n2    n2 xn2 1 exp   x2  ; x > 00; x  0 (2.31)













Figura 2.5. Densidad 2
En la Figura 2.5, se muestran ejemplos
para diferentes valores de n de la densidad2, la cual corresponde al caso particular
de la   densidad cuando b = 2 y  = k=2.
Esta FDP se determina sobre el dominio
de valores 0   >1 y le corresponden los
momentos de orden k:mk = n (n+ 2)    (n+ 2 (k   1))
con varianza 22 = 2n.
Al aumentar el valor de n, la 2 densidad
tiende a la FDP normal, pero con menor ve-
locidad que la t densidad, por lo que para
valores grandes de x y n, se demuestra queF2(n)  p2x p2n  1
La 2 densidad cumple el principio de aditividad, 2 (n1 + n2) = 2 (n1) + 2 (n2).
El área principal de aplicación de esta FDP es la prueba de hipótesis. Cuando el númeron de variables aleatorias a considerar es igual a 3: 2 = 21+22+23 , asumiendo su estructura
Gaussiana y su total independencia mutua, la respectiva FDP se denomina de Maxwell,
mientras, para n = 2, corresponde a la FDP de Rayleigh y cuando es n = 1, se obtiene la
FDP de la potencia de la variable original . La densidad de Rayleigh también corresponde
al caso particular de la FDP de Weibull, cuando a = 0 y  = 2.
FDP de Fisher (F  densidad). Corresponde a la FDP de la variable aleatoria = n1/n1.n2/n2 (2.32)
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donde ni son valores aleatorios independientes con 2 distribución y ni; i = 1; 2 grados
de libertad. Un ejemplo particular, corresponde al caso cuando se tienen dos conjuntos de
observaciones: el primero, fxi : i = 1; : : : ;m1g y segundo, fyi : i = 1; : : : ;m2g, ambas con
FDP Gaussiana N m1; 2 ;  2 fx; yg. Entonces, la estad́ıstica1m1   1 m1Xi=1 (xi   ~m1x), 1m2   1 m2Xi=1 (yi   ~m1y)
siendo ~m1 = m 11 Pm1i=1 i,  2 fx; yg, le corresponde la F densidad con (m1;m2) grados
de libertad.
De otra parte, si se tiene la variable aleatoria  descrita por la F densidad con (m1;m2)
grados de libertad, entonces la variable aleatoria  = 12 ln  le corresponde la z densidad
con (m1;m2) grados de libertad, para la cual se tienen los siguientes momentos:m1 = 0; 2 = 12m1 +m2m1m2
En general, la F densidad se determina para el dominio 0   < 1 y tiene aplicación
en el análisis de varianza, la prueba múltiple de hipótesis y el análisis de regresión.
Densidad logonormal. Sea el par de variables aleatorias relacionadas por la transfor-
mación:  = ln , donde la variable aleatoria  es de estructura Gaussiana N m1; 2,
entonces se puede demostrar que la FDP para  tiene la formap (x) = 8>><>>: 1xp2 exp  (lnx m1)222 ! ; x > 00; x  0
con momentos,mk = exp12k22 + km1 y 2 = exp 2  1 exp 2 + 2m1
Si  es del tipo N (0; 1), entonces la variable  = exp ( +m1) tiene FDP logonormal
con parámetros (m1; ). La FDP logonormal encuentra aplicación en tareas estad́ısticas
relacionadas con mediciones experimentales de la f́ısica, geoloǵıa, economı́a, bioloǵıa, etc.
Densidad uniforme. Corresponde al caso en que todos los valores de la variable aleatoria
tienen igual probabilidad de ocurrencia:p (x) = 8><>: 1b  a; x 2 [a; b℄0; x =2 [a; b℄ (2.33)
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cuya función de distribución tiene la forma:F (x) = 8>><>:0; x < a(x  a)/(b  a) ; x 2 [a; b℄1; x > b
La densidad uniforme le corresponden los momentos:mk = bk+1   ak+1(b  a) (k + 1)
con varianza 2 = (b  a)2.12.
Al realizar la transformación lineal  = (   a)/(b  a) se llega a la FDP uniforme en el
intervalo [0; 1℄. Esta propiedad explica su amplia aplicación en los métodos de simulación,
por ejemplo el de Monte Carlo.
Ejemplo 2.8. Hallar los valores de la media y la varianza de las siguientes FDP:
Exponencial. Dada por el modelo de FDP (Figura 2.6a)p (xi) = e x; x  00; x < 0 (1)
a la cual le corresponden los valores de media y varianza, respectivamente,m1 =  1Z0 xe xdx = 1; 2 =  1Z0 x2exdx  12 = 22   12 = 12
Binomial. Descrita por el modelo (Figura 2.6b):pk = Pf = kg =8<:0; k < 0CknAk (1  a)n k ; k  n0; k > n (2)
con primer momento inicial: m1 = Xnk=0kCknak(1   a)n k = na, y segundo momento
centralizado 2 =Xnk=0k2Cknak(1  a)n k = na(1  a).
Poisson. Para el caso asintótico de la FDP binomial, obtenido cuando n ! 1, y a ! 0,
siendo na =  = onst:, (el parámetro  se denomina valor promedio de ocurrencia del
evento), se puede demostrar que esta densidad se convierte en (Figura 2.6):pk = kk! e u(k); (3)





















Figura 2.6. Ejemplos de distribuciones de probabilidad
A la densidad (3) le corresponden los siguientes momentos:m1 = 1Xk=0kkk! e = ;2 = 1Xk=0k2kk! e2 = 1Xk=0kkk! e  + 1Xk=0k(k   1)kk! e  = 
En la Figura 2.7 se muestran las relaciones que existen entre las diferentes densidades
analizadas de probabilida, en la cual algunos enlaces corresponden a simplificación o genera-
lización de los modelos de aleatoriedad, o bien al empleo de la transformación G fg. En
ĺıneas punteadas están indicadas las FDP discretas.
Transformación de modelos de FDP. Sea la variable aleatoria x 2  que se procesa
en un dispositivo, cuya salida está dada por la relación y = f (x) ; y 2 . La transformación
de la variable aleatoria se obtiene como:Pf  xg = Pf  f 1 (y)g = Pf  yg
además,F (y) = Pf  yg = Pff (x)  yg = Pfx  f 1 (y)g = Fff 1 (y)g
entonces, finalmente se obtienedF (y)dy = dF (y)dx dxdy = dF  f 1 (y)dx dxdy :







































































































































np(1  p) > 90:1 < p < 0:9n!1






Rayleigh n = 2Potencia n = 1n = 3




G fgExponencial  = 1Weibull  = var
Figura 2.7. Relación entre diferentes FDP. G fg transformación funcional
Como es conocido, se debe cumplir que p()  0, entonces, la definición de la FDP a la
salida del dispositivo, expresada con respecto a las caracteŕısticas de la variable aleatoria
a la entrada, se ajusta de la siguiente manera:p (y) = p (x) jdxjjdyj ; (2.34)
donde el empleo de valores absolutos en (2.34) se hace para asegurar que en ningún momento
la FDP sea negativa.
Cabe anotar, que el cálculo de los momentos después de la transformación se puede
realizar sin necesidad de conocer la FDP de salida, en particular,E f(  m1)ng = 1Z 1 (y  m1)n p (y) dy = 1Z 1 (f (x) m1)n p (x) dx (2.35)
Ejemplo 2.9. Sea  = f() = 1  e ; 0    2; p() = e : Hallar el respectivo valor de 
y la correspondiente FDP de salida, p ().
Por cuanto,
2Z0 p()d =  2Z0 e d =  e 20 =   e 2 +  = 1:
Entonces,  = 1=0:865 = 1:156. Además,  = f 1 () =   ln (1  ) ; jdjjdj = 1= (1  ) ;
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luego, p () = eln(1 )1= (1  ) =  = 1max   min = 1:156.
De lo anterior se deduce que la FDP p () corresponde al modelo uniforme.
Ejemplo 2.10. Hallar el valor medio y la varianza de la variable aleatoria de salida y 2 ,
dados los momentos m1 y 2 de la variable aleatoria entrada x 2 ; ambas variables
relacionadas por la dependencia lineal y = ax+ b.
De acuerdo con la expresión (2.35), se tiene queE fyg = 1Z 1 (ax+ b) p (x) dx = a 1Z 1 xp (x) dx+ b 1Z 1 p (x) dx= am1 + bE n(y  m1)2o = 1Z 1 (ax+ b m1)2 p (x) dx = 1Z 1 (ax  b  am1   b)2 p (x) dx= a2 1Z 1 (x m1)2 p (x) dx = a22
Descomposición de FDP. En el análisis y transformación de variables aleatorias, puede
ser de ayuda la descomposición ortogonal (1.4) de las diferentes FDP:p (x) = 1Xk= 1xkwp (x)k (x) (2.36)
siendo xk los coeficientes de descomposición (1.7), k (x) la base ortogonal de descomposi-
ción y wp (x) una función ventana de ajuste, que corresponde a la versión normalizada de
la función de peso w (x), definida en (1.9). En la práctica, en calidad de función ventana
se toma una función de probabilidad conocida, por ejemplo la FDP normalizada, N (0; 1).
Por cuanto el objetivo de la representación es la aproximación de las funciones de proba-
bilidad, de tal manera que se pueda brindar la precisión deseada con el menor número de
elementos de la serie en (2.36), entonces se emplean polinomios ortogonales, por ejemplo,
los de Chebyshev, Hermite, Laguerre, Legendre, entre otros [3]
Ejemplo 2.11. Sea una FDP simétrica, p (x) = p ( x), definida sobre el intervalo cerrado
[   x  ], e igual a p (x) = 0 para todos los valores de x fuera del intervalo. Hallar la
descomposición de la respectiva varianza por la serie de Fourier.
La descomposición por la serie (1.8), teniendo en cuenta la paridad de la FDP, se reduce solo
a los términos reales,p (x) = a02 + 1Xn=1 an osnx
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donde a0 se halla de la condición de unidad de área para p (x),1Z 1  a02 + 1Xn=1an osnx! dx = 1
entonces,
a02 x  + 1Pn=1 ann sinnx  = 1.
Luego, a0 = 1/, y por lo tanto, la descomposición de la FDP, mediante la serie de Fourier,
toma la formap (x) = 12 + 1Xn=1 an osnx
De la propiedad (2.13), se sabe que 2 = 2m1 , con lo cual se obtiene el siguiente valor de
varianza:2 = 2 1Z 1 x2 12 + 1Xn=1 an osnx! dx = 23 + 4 1Xn=1 ( 1)n ann2
En la práctica, se realizan las siguientes presunciones sobre la FDP a representar:
(a). las funciones son unimodales, en el sentido en que presentan un solo máximo,
(b). Las FDP presentan ramales por ambos lados del máximo, que caen suficientemente
rápido hasta cero, en la medida en que aumenta el valor absoluto del argumento.
Un ejemplo corresponde a la descomposición mediante los polinomios de Hermite:p (x) = wp (x) 1Xk= 1 xkpk!Hk (x) (2.37)
para la cual, se tiene la ventana w (x) = e x2 , entonces wp (x) = N (0; 1). Los coeficientesxk = 1pk! 1Z 1 p (x)Hk (x) dx = 1pk!E fHk (x)g
son denominados cuasimomentos [15]. Donde los valores x0 = 0 y x1 = x2 = 0, debido a
la condición de normalización de la función de densidad de probabilidad.
Si en la descomposición (2.37), la serie polinomial se limita hasta los primerosN términos,
entonces se obtiene la serie de Edworth:p (x)  wp (x) 1 + NXn=3 xkpk!Hk (x)! = wp (x)1 + 13! H3 (x) + 24! H4 (x)
siendo i ; i = 1; 2; los momentos definidos en (2.15) y (2.16), respectivamente.
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2.1.4. Modelos de funciones de probabilidad con dimensión múltiple
Sea un fenómeno  descrito por n  2 variables aleatorias reales fxk 2  : k = 1; : : : ; ng,
o proceso aleatorio con dimensión múltiple, para el cual los valores medios y momentos se
encuentran empleando la integración múltiple por cada variable, incluyendo la función de
densidad conjunta que también es de dimensión n.
Modelos de probabilidad de dos dimensiones. En el caso particular de dos dimen-
siones, la función de distribución acumulativa conjunta corresponde a la probabilidad de
ocurrencia simultánea de las desigualdades x1  1; x  2:F (1; 2) = P fx1  1; x2  2g = 1Z 1 2Z 1 p (x1; x2) dx1dx2; 1; 2 2 R (2.38)
Las siguientes propiedades se cumplen para las funciones de probabilidad de dos dimen-
siones:
(a). 0  F (1; 2)  1. Por cierto, F (1; 1) = F ( 1; 2) = F ( 1; 1) = 0,
mientras, el otro caso extremo tiene valor F(1;1) = 1
(b).
xiF (1; 2)  0; i = 1; 2: De lo cual resulta que F (1; x2)  F (2; x2), asumien-
do que 2 > 1; 1; 2 2 x1, o bien, F (x1; 1)  F (x1; 2), 82 > 1; 1; 2 2 x2.
(c). p (x1; x2) = 2x1x2F (x1; x2) ;
(d). p (x1; x2)  0;
Las funciones de probabilidad de dimensión simple se expresan a través de las respectivas
funciones de dos dimensiones, de la siguiente manera:8>>>>>><>>>>>>:F (1) = lm2 !1F (1; 2) = 1Z 1 1Z 1 p (x1; x2) dx1dx2p (x1) = F(x1)x1 = 1Z 1 p (x1; x2) dx2; (2.39)
De forma similar a lo obtenido en (2.22), para los valores suficientemente pequeños de1 2 x1 y 2 2 x2, tiene lugar la aproximación:F (1  x1 < 1 +1; 2  x2 < 2 +2)  p(x1; x2)12
Cuando las variables aleatorias x1 y x2, que pertenecen al fenómeno , son estad́ıstica-
mente independientes, la condición necesaria y suficiente se expresa por medio de la relación
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común con la FDP conjunta:p (x1; x2) = p (x1) p (x2) (2.40)
De otra parte, el nivel de dependencia estad́ıstica entre dos diferentes variables de un
fenómeno aleatorio continuo aleatorio  está dado por la FDP condicional8>>>>>>>>>><>>>>>>>>>>:
p (x1 j x2) = p (x1; x2)p(x2) = p (x1; x2)1Z 1 p (x1; x2) dx2p (x1 j x2) = p (x1; x2)p(x1) = p (x1; x2)1Z 1 p (x1; x2) dx1 (2.41)
Momentos de correlación. Además de los valores de aleatoriedad definidos para vari-
ables con dimensión simple, en el caso particular de variables múltiples con dos dimensiones,
se define el momento conjunto de primer orden [16]:E fg (x1; x2)g , 1Z 1 1Z 1 g (x1; x2) p12 (x1; x2) dx1dx2 (2.42)
siendo g (x1; x2) la función generatriz del momento conjunto.
La función generatriz más común corresponde al caso en que los momentos y los cumu-
lantes de las variables aleatorias con dimensión múltiple se determinan como los coeficientes
de descomposición en la serie exponencial de las respectivas funciones caracteŕısticas o de
sus logaritmos, por lo tanto similar al caso de análisis de una dimensión, los primeros
coeficientes de descomposición son los más importantes y significativos.
Sea la función g (x1; x2), que contiene las variables aleatorias 1 y 2, cuyo valor medio se
determina por (2.42). La descomposición de la función g (x1; x2) mediante la serie de Taylor
en la vecindad de los puntos (m11 ;m12), donde se supone ocurre la mejor estimación de
la función original, tiene la forma:g (x1; x2) = g (m12 ;m12) + gx1 (x1  m11) + gx2 (x2  m12) +   
Si la FDP con dos dimensiones p12 (x1; x2) está concentrada en la cercańıa de los pun-
tos (1; 2) y cambia suavemente en esta vecindad en proporción a (1 ; 2), entonces la
descomposición obtenida por Taylor, se puede limitar hasta los dos primeros términos:E fg (x1; x2)g ' g (m12 ;m12) + 12  21 2gx21 + 211 2gx1x2 + 22 2gx22! (2.43)
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siendo11 = E f(1  m11) (2  m12)g , K12 (2.44)
El valor del momento conjunto central de segundo orden 11 se denomina momento o
función de covarianza conjunta entre las variables m y n, la cual se puede asimilar con
el grado de dispersión o varianza mutua entre el par de variables aleatorias de dimensión
simple. La expresión (2.43) muestra el papel importante que cumplen los momentos de
menor orden, en particular, la esperanza, la varianza y el momento de correlación.
Se observa de (2.44) que la función generatriz es de la forma g (x1; x2) = x1x2, por
lo tanto, se define el momento inicial conjunto entre las variables m y n o función de
correlación:m11 = E f12g = 1Z 1 1Z 1 x1x2p1;2 (x1; x2) dx1dx2 M= R12 (2.45)
Al calcular los promedios conjuntos de dos variables, sin tener en cuenta sus respectivas
escalas ni valores medios (obtenidos para el caso de dimensión simple), se emplea el ı́ndice
de correlación o función de covarianza normalizada, que se define como: M= E f(1  m11) =1 (2  m12) =2g= 1Z 1 1Z 1 (x1  m11)1 (x2  m12)2 p1;2 (x1; x2) dx1dx2 (2.46)
Entre las principales propiedades del coeficiente de correlación están las siguientes:
(a).  = E f0m0ng ; siendo 0k = (k  m1k) =k ; k = fm;ng la forma normalizada
estad́ısticamente de la variable k, de tal manera que E f0kg = 0 y 20k = 1:
(b).  1    1, por cuanto,E n 0m  0n2o = E n02m  20m0n + 02n o = 1 2+ 1= 2 (1 )  0
A partir de la definición 2.5, se tiene que un valor 0 para la función de correlación (2.45),
implica que ambas variables, m y n, son ortogonales entre śı. Si la respectiva función
de covarianza (2.44) es cero, entonces se dice que las variables m y n son linealmente
independientes. Por cierto, de la definición (2.44) se deduce que dos variables aleatorias
ortogonales cumplen la condición de independencia lineal si sus respectivos valores medios
son iguales a cero. Por último, se tiene un tipo de independencia más fuerte cuando las
variables aleatorias m y n son estad́ısticamente independientes, entonces se cumple que = E f0m0ng = 0. En este caso, la FDP conjunta corresponde a la expresión (2.40), de la
cual resulta que, E fm; ng = m1nm1m , por lo que la independencia estad́ıstica implica
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la independencia lineal. El caso contrario no siempre es cierto, por cuanto la independencia
estad́ıstica es una condición más fuerte que la independencia lineal.
Ejemplo 2.12. Hallar los momentos 11 y 2 de las variables dependientes  y .
Teniendo en cuenta la expresión (2.44), se tiene11 = 1Z 1 1Z 1 (x1  m11) (x2  m12) p1;2 (x1; x2) dx1dx2= E f12g  m11E f2g  m12E f1g+m11m12= E f1; 2g  m11m12
De la definición de la varianza se tiene,2 = E n(  )2o  (E f  g)2 = E 2  2 + 2	  (E fg E fg)2= E 2	E f2g+E 2	 E2 fg  2E fgE fg  E2 fg= E 2	 E2 fg+E 2	 E2 fg E f2g= 21 + 22 E f2g
El anterior resultado se puede generalizar para la suma de m variables dependientes:2 mXl=1 l! = mXl=1 mXn=1Knl
Variables conjuntas Gaussianas. Por definición, dos variables aleatorias 1 y 2 se
denominan conjuntamente Gaussianas si su FDP conjunta tiene la forma:p12 (x1; x2) = k exp ax21 + bx1x2 + x22 + dx1 + ex2 ; k 2 R
tal que la forma cuadrática de la exponencial,
 ax21 + bx1x2 + x22 + dx1 + ex2  0, 8x1 yx2. La FDP Gaussiana conjunta expresada en función de sus momentos toma la forma:p12 (x1; x2) = 1212p1  2 exp  22 (x1  m1)2 + 212 (x1  m1) (x2  m2)  21 (x2  m2)222122 (1  2) !
(2.47)
Las siguientes son las propiedades de la FDP Gaussiana de 2 dimensiones (Figura 2.8(a)),
las cuales se pueden generalizar a casos con dimensión múltiple de mayor orden.
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p (x1; x2)x1x2

























(b) Elipse de probabilidad constante
Figura 2.8. Distribución de Gauss de dos dimensiones
(a). Si dos variables aleatorias 1 y 2 no están correlacionadas, esto es,  = 0, entonces
de (2.47) resulta que su FDP conjunta es igual a la multiplicación de la densidad
de probabilidad de cada una de las variables: p12 (x1; x2) = p1 (x1) p2 (x2). De
acuerdo con (2.40), las variables son estad́ısticamente independientes entre śı.
(b). Dos variables aleatorias, 1 y 2, conjuntas Gaussianas dependientes (con valor de
correlación  6= 0), siempre se pueden expresar en forma de dos nuevas variables
aleatorias, 1 y 2, que no tengan correlación (independientes), usando la siguiente
transformación lineal (elipse de probabilidad constante de la Figura 2.8(b)):1 = (1  m11) os+(2  m12) sin; 2 =   (1  m11) sin+(2  m12) os
(c). Si dos variables aleatorias son conjuntamente Gaussianas, entonces, cada una de
estas también tiene FDP Gaussiana. La afirmación inversa sólo se cumple cuando las
variables aleatorias son independientes entre śı.
Ejemplo 2.13. Sea la FDP conjunta Gaussiana (2.47) de un fenómeno aleatorio descrito
por las variables aleatorias (x; y) con parámetros m ; 2 ;  2 x; y y xy. Determinar las
densidades marginales p (x) ; p (y), aśı como las FDP condicionales p (yjx) y p (xjy).
La densidad marginal se halla a partir de la expresión (2.39), en la cual para la FDP conjunta
Gaussiana (2.47), se puede realizar el siguiente cambio de variables:(x mx).p2x = u; (x my).p2y = v
con lo cual se obtienep (x) = 1p2xq1  2xy exp  u21  2xy 1Z 1 exp  11  2xy v2 + 2xyu1  2xy dv
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Teniendo en cuenta que1Z 1 exp   p2x2  qx dx = pp exp q24p2
se halla la densidad respectiva marginalp (x) = 1p2x e u2 = 1p2x exp   (x m1x)222x !
De la expresión anterior, es clara la estructura Gaussiana del variable x con media m1x y
varianza 2x. De forma similar, se encuentra la densidad marginal alterna por la variable y,
que también resulta ser de estructura Gaussiana con momentos m1y ; 2y. Aśı mismo, de (2.41)
se hallan las correspondientes FDP condicionales:p (yjx) = 1yp2q1  2xy exp   12  1  2xy y  m1y   xy yx (x m1x)2!p (xjy) = 1xp2q1  2xy exp   12  1  2xy y  m1x   xy xy (y  m1y)2!
las cuales corresponden a las respectivas variables Gaussianas con parámetrosmyjx =my + xy yx (x m1x) ; yjx = yq1  2xymxjy =mx + xy xy (y  m1y) ; xjy = xq1  2xy
Transformación de FDP en modelos con dos dimensiones. Sea el par de variables
aleatorias i; i = 1; 2, definidas por la relación mutua: i = gi (1; 2) ; i = 1; 2, siendogi; i = 1; 2 funciones determińısticas conocidas. Por cuanto, la distribución conjunta se da
por la relación:F12 (y1; y2) = P f1 < y1; 2 < y2g = P fg1 (1; 2) < y1; g2 (1; 2) < y2g
entoncesF12 (y1; y2) = Z ZD p12 (x1; x2) dx1 (2.48)
donde el área de integración D se determina por las desigualdades:g1 (x1; x2) < y1; g2 (x1; x2) < y2
La FDP transformada se obtiene diferenciando la expresión (2.48):p12 (y1; y2) = 2F12.y1y2 (2.49)
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La densidad obtenida (2.49) se puede calcular directamente, sin necesidad de determinar
inicialmente la función F12 (y1; y2), empleando las respectivas expresiones de relación
inversa, esto es, i = g 1i (1; 2) ; i = 1; 2: Particularmente,p12 (y1; y2) = p12 g 11 (y1; y2) ; g 12 (y1; y2) jJ (y1; y2)j (2.50)
dondeJ (y1; y2) =  (x1; x2) (y1; y2) = 24g 11 .y1 g 11 .y2g 12 .y1 g 12 .y235 =   (y1; y2) (x1; x2) 1 (2.51)
es el Jacobiano de la transformación de las variables aleatorias fig en las variables, fig,i = 1; 2, respectivamente.
Ejemplo 2.14. Sea la FDP conjunta p12 (x1; x2) correspondiente a las variables aleatorias1; 2. Dados los coeficientes constantes a; b; ; d, hallar la FDP de 2 dimensiones p12 (y1; y2),
para las variables aleatorias 1; 2, transformadas mediante las relaciones1 = a1 + b2; 2 = 1 + d2
La solución exige que el determinante del sistema, compuesto por los coeficientes a; b; ; d, sea
diferente de cero. Entonces el sistema compuesto por el par de ecuaciones algebraicas linealesy1 = ax1 + bx2; y2 = x1 + dx2 tiene la única solución:x1 = a1y1 + b1y2; x2 = 1y1 + d1y2
en la cual, los coeficientes a1; b1; 1; d1 se expresan a través de el respectivo conjunto a; b; ; d.
En este caso, el Jacobiano de la transformación (2.51) tiene la forma:J (x1; x2) =  (x1; x2) (y1; y2) =   (y1; y2) (x1; x2) 1 = 1y1/x1 y1/x2y2/x1 y2/x2 = 1a b d= 1ad  b
Por lo tanto, en correspondencia con (2.50), se obtienep12 (y1; y2) = 1jad  bjp12 (a1y1 + b1y2; 1y1 + d1y2)
Ejemplo 2.15. Sean dos variables Gaussianas independientes x e y con valores medios cero,m1x = m1y = 0, e igual varianza, 2x = 2y = 2, que corresponden a la representación
cartesiana de un conjunto de puntos. Hallar las densidades de las variables transformadasr y ', que representan al módulo y fase de las coordenadas polares y relacionadas con las
cartesianas en la forma, x = r os'; y = sin'.
Debido a la independencia estad́ıstica de las variables cartesianas, entonces la FDP conjunta
corresponde a la multiplicación de las FDP marginales originales (ver ec. (2.40)),p (x; y) = p (x) p (y) = 122 exp   x2 + y222 !
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La FDP conjunta de dos dimensiones de las variables r y ', a aprtir de la ec. (2.50), son
iguales a p (r; ') = p (x (r; ') ; y (r; '))J (r; '), siendoJ (r; ') = 264xr x'yr y'375 = os'  r sin'sin'  r os' = r
Cada una de la distribuciones marginales de las variables transformadas se halla integrando
su FDP conjunta de dos dimensiones por la variable aleatoria alterna,p (r) = Z  p (r; ') d' = r22 exp  r222 Z  d'= r2 exp  r222 ; r > 0 (1)
La FDP obtenida para el módulo corresponde a la densidad de Rayleigh, cuando n = 2 en
la expresión (2.31) para la 2 densidad. De manera similar, se halla la FDP de la fase,p (') = 1Z0 p (r; ')dr = 12 1Z0 r2 exp  r222 dr= 12 ;   < ' < 
A partir de las relaciones obtenidas para la transformación para FDP de dos dimen-
siones, se pueden hallar los momentos conjuntos de las funciones i = gi (; ) ; i = 1; 2;
de manera directa tomando como base la densidad conjunta p (x; y) de las respectivas
variables aleatorias  y . En este caso la esperanza matemática, la varianza y la función
de correlación se determinan de forma correspondiente por las siguientes expresiones:m1i = 1Z 1 1Z 1 gi (x; y) p (x; y) dxdy; i = 1; 2 (2.52a)2i = 1Z 1 1Z 1 (gi (x; y) m1i)2 p (x; y) dxdy; i = 1; 2 (2.52b)R12 = 1Z 1 1Z 1 (g1 (x; y) m11) (g2 (x; y) m12) p (x; y) dxdy (2.52c)
En particular, de (2.52a), (2.52b) y (2.52c) se tienen las siguientes propiedades:
(a). Sea  una variable no aleatoria, entoncesE fg = ; E fg = E fg
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(b). Para cualquier par de variables aleatorias  y , se cumple queE fg = E fgE fg  Rxy
Por cierto, si se cumple que ambas variables  y  son no correlacionadas, esto es,
tienen correlación nula, Rxy = 0, entonces, E fg = E fgE fg.
(c). Sea  una variable no aleatoria, entonces2 = 0; 2 = 22 ;  = jj 
(d). Para cualquier par de variables aleatorias  y ,2 = 2 + 2  2Rxy ( )
Si ambas variables aleatorias  y  tienen correlación cero, entonces se cumple que,2 = 2 + 2
(e). Para cualquier par de variables aleatorias independientes  y 2 = 22 +m212 +m212
Ejemplo 2.16. Hallar la media, la varianza y función de correlación de las variables aleato-
rias fi; i = 1; 2g, expresadas en función de las variables  y , en la forma aditiva,i = k1i + k2i; kni = onst:; n; i = 1; 2:
Basados en las propiedades, expuestas anteriormente, se obtieneE fig = E fk1i + k2ig = k1iE fg+ k2iE fg2i = 2k1i+k2i = k21i2 + k22i2 + 2Rxy= k21i2 + k22i2 + 2k1ik2iR12 = E f(1  m11 ) (2  m12 )g = E f12g  E f1gE f2g= E f(k11 + k21) (k12 + k22)g   (k11E fg+ k21E fg) (k12E fg+ k22E fg)= k11k122 + k21k222 + (k21k12 + k11k22)R= k11k122 + k21k222 + 
Modelos de probabilidad de n dimensiones. Los diversos modelos de FDP se genera-
lizan para el caso de un número finito de dimensiones n, correspondiente a las variables
aleatorias x1; : : : ; xn del proceso . En este caso, la generalización de (2.38) para la distribu-
ción con dimensión F (x1; : : : ; xn) corresponde a la probabilidad de que conjuntamente
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cada variable aleatoria xk tome el respectivo valor menor que k, k = 1; : : : ; n, esto es,P fx1  1; x2  2; : : : ; xn  ng = F (1; 2; : : : ; n)= 1Z 1 2Z 1    nZ 1 p (x1; x2; : : : ; xn) dx1dx2    dxn
La generalización de las propiedades obtenidas para las FDP de 2 dimensiones, extendida
al caso de variables aleatorias con mayor dimensión, corresponde a las expresiones:
(a). 0  F (1; 2; : : : ; n)  1. DondeF ( 1; x2; : : : ; xn) = F (x1; 1; : : : ; xn) = F (x1; x2; : : : ; 1) = 0F (1;    ;1; xm+1;    ; xn) = F (xm+1;    ; xn) ; 8m  n
(b).
xiF (1; 2; : : : ; n)  0; i = 1; 2; : : : ; n. De lo cual, resulta queF (x1; : : : ; k1; : : : ; xn)  F (x1; : : : ; k2; : : : ; xn) ; 8k1  k2, k1; k2 2 xk
(c). Si existe la respectiva función densidad de probabilidad, entoncesp (x1; x2; : : : ; xn) = nF (x1; x2; : : : ; xn)x1x2    xn  0
Además, se cumple que,1Z 1 1Z 1    1Z 1 p (x1; x2; : : : ; xn) dx1dx2    dxn = 1
Las variables aleatorias con dimensión n se denominan mutuamente no correlacionadas
si para las respectivas funciones de probabilidad se cumple queF (x1;    ; xn) = nYk=1F (xk) (2.53a)p (x1; x2; : : : ; xn) = nYk=1 p (xk) (2.53b)
Las expresiones (2.53a) y (2.53b) generalizan la relación (2.40). No obstante, aunque se
puede afirmar que de un conjunto de variables aleatorias no correlacionadas con dimensiónn resulta la independencia estad́ıstica por todas las posibles parejas de variables aleatoriasxi y xj , i; j = 1; : : : ; n, la afirmación inversa, en forma general, no es cierta [12], excepto
para la FDP Gaussiana [15].
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El conjunto de variables aleatorias fxi : i = 1; : : : ; ng se puede entender como las coor-
denadas puntuales o componentes del vector aleatorio  sobre un espacio con dimensión n.
En este caso, para cumplir la condición de independencia estad́ıstica de cualquier par de
vectores aleatorios fxi : i = 1; : : : ; ng 2  y fyi : i = 1; : : : ; ng 2  es necesario y suficiente
que la densidad conjunta de sus componentes sea igual al producto de las FDP de las
componentes de cada uno de los vectores:p (;) = p (x1; : : : ; xn; y1; : : : ; yn) = p (x1; : : : ; xn) p (y1; : : : ; yn)
El valor medio de la variable xk, para el caso de modelos de FDP con dimensión múltiple
se generaliza en la forma,m1 (xk) = 1Z 1    1Z 1 xkp (x1; : : : ; xn) dx1 : : :dxn
La respectiva covarianza del par de variables xk y xl, 8k; l = 1; : : : ; n, es igual a,11 (xk; xl) = 1Z 1    1Z 1 (xk  m1 (xk)) (xl  m1 (xl)) p (x1; : : : ; xn) dx1 : : :dxn;
Cabe anotar, que para el caso de k = l, el momento 11 (xk; xk) coincide con la varianza
de xk, esto es, 11 (xk; xk) = 2xk .
En forma general, los momentos centralizados conjuntos de cualquier orden se determinan
por la expresiónk1k2:::kn (x1; : : : ; xn)= 1Z 1    1Z 1 (x1  m1 (x1))k1    (xn  m1 (xn))kn p (x1; : : : ; xn) dx1 : : :dxn
siendo kl 2 N; l = 1; : : : ; n.
Usualmente, cuando se tiene una cantidad de variables n > 2, es preferible emplear la
matriz de covarianza, definida como
Knn , 26664Kx1x1 Kx1x2    Kx1xnKx2x1 Kx2x2    Kx2xn           Kxnx1 Kxnx2    Kxnxn37775 (2.54)
De la definición (2.44) para la función de covarianza resulta que Kxkxl = Kxlxk , además
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K = 266642x1 Kx1x2    Kx1xn2x2    Kx2xn     2xn 37775
Si el conjunto de variables fxk : 1; : : : ; ng cumple las condiciones de independencia es-
tad́ıstica, entonces los momentos cruzados centrales de primer orden son iguales a cero, con
lo cual se obtiene la siguiente matriz diagonal:
K = 266642x1 0 0 02x2    0     2xn37775
Modelos Gaussianos con n dimensiones. Los modelos de distribución Gaussiana
conjunta con dimensión n > 2, es preferible, expresarlos en forma matricial:p (x) = 1(2)n=2 jKj1=2 exp 12 (x m1x)T K 1 (x m1x) (2.55)
siendo x y m los vectores columna conformados por los elementos fxk : k = 1; : : : ; ng yfm1xk : k = 1; : : : ; ng, respectivamente. Además, jKj = det(K).
De la expresión (2.55) se observa, que cuando el conjunto de variables aleatorias Gaus-
sianas fxkg tiene covarianza nula, esto es, fKxkxl = 0 : 8k 6= l; k; l = 1; : : : ; ng, entonces,
las variables cumplen la condición de independencia estad́ıstica dada en (2.53b).
En forma general, se puede demostrar que las siguientes son las respectivas relaciones
recursivas en los momentos iniciales y centralizados para la FDP Gaussiana :mk = k(k   1)2 2Z0 mk 2; m1; 2 d2 +mk1 (2.56a)k = k(k   1)2 2Z0 k 2d2 = 8<:1 3 5 : : : (k   1)k ; k 2 par0; k 2 impar (2.56b)
2.1.5. Medidas de información en variables aleatorias
Información en señales discretas. La medida de información contenida en un proceso
aleatorio, que toma los valores discretos fxn : n = 1; : : : ; Ng, cumple las restricciones:
1. La cantidad de información debe ser un valor aditivo, esto es, en dos procesos aleato-
rios independientes la medida es igual a la suma de las cantidades en cada proceso.
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2. La cantidad de información en un proceso no aleatorio (determińıstico) es cero.
3. La cantidad de información no debe depender de algún factor subjetivo.
De lo anterior, la información propia de un evento xi, también denominado śımbolo, se
asume mediante la medida, I (xi) =   log2 p (xi), donde p (xi) es la probabilidad a priori
de aparición del valor xi. El logaritmo se toma en base 2 y, en consecuencia, las unidades
de información son bits (en adelante el ı́ndice de la base se omitirá).
Otras medidas de información se determinan por las siguientes relaciones:
– Información propia condicional de la variable xm, conocida la variable aleatoria yn,I (xmjyn) =   log p (xmjyn)
– Información mutua de dos variables o información de yn con respecto a xm,I (xm; yn) = log p (xmjyn) (2.57)
– Información propia del evento conjunto (xm; yn),I (xm; yn) =   log p (xm; yn)
– Cantidad media de información, presente en xn como elemento del alfabeto fxng,I (X; ym) = NXn=1 I (xn; ym) p (xnjym) = NXn=1 p (xnjym) log p (xnjym)p (xn)
– Cantidad media de información mutua sobre los elementos correspondientes a un
alfabeto Y = fym : m = 1 : : : ;Mg para un valor determinado de xn,I (xn;Y ) = MXm=1 I (xn; ym) p (ymjxn) = MXm=1 p (ymjxn) log p (ymjxn)p (ym)
– Valor medio de la cantidad completa de información mutua entre conjuntos (Y;X),I (X;Y ) = NXn=1 MXm=1 p (xn; ym) log p (xnjym)p (xn) = MXm=1 p (ym) I (X; ym)
Si xn se relaciona estad́ısticamente con los valores ym y zk; k = 1; : : : ;K, conocidas las
FDP condicionales p(xn; ym; zk), la información condicional mutua se determina por,I (xm; ynjzk) log p (xmjyn; zk)p (xmjzk) = log p (xm; ynjzk)p (xmjzk) p (ynjzk)
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Las siguientes relaciones son válidas para las cantidades puntuales de información:I (xn; ym) = I (ym;xn) ; I (xn; ym)  I (xn) ; I (xn; ym)  I (ym)I (xn; ym; zk) = I (xn; ym) + I (xn; zkjym) = I (xn; zk) + I (xn; ymjzk)I (xn; ym) = I (xn)  I (xnjym) = I (ym)  I (ymjxn) = I (xn) + I (ym)  I (xn; ym)I (xn; ym) = I (xn) + I (ym)  I (xn; ym)I (X; ym)  0; I (xn; Y )  0I (X;Y ) = I (Y;X)  0;I (X;Y;Z) = I (X;Y ) + I (X;ZjY )I (Y;Z;X) = I (Y ;X) + I (Z;XjY )
De (2.8), se define el valor medio de la información propia para un alfabeto discreto:I(X) = E fI (xn)g = NXn=1 p (xn) I (xn) =   NXn=1 p (xn) log p (xn) , H (X) (2.58)
El valor H (X) se denomina entroṕıa de la variable aleatoria X y corresponde a la medida
cuantitativa de su incertidumbre. La entroṕıa es la principal caracteŕıstica de un fuente de
información: entre más alto sea el valor de la entroṕıa mayor es la información contenida
por el conjunto X.
La entroṕıa tiene las siguientes propiedades:
(a). Definida positiva: H (X)  0,
(b). Aditividad. Sea H (Y jX) la entroṕıa condicional de los valores del conjunto Y , dado
un conjunto de eventos X, entonces, la entroṕıa H (Y;X) del conjunto de eventos
conjuntos X y Y se define como:H (Y;X) = H (X) +H (Y jX) = H (Y ) +H (XjY ) (2.59)
Por cierto, si los conjuntos X e Y son independientes, entonces H (Y jX) = H (Y ),
por lo tanto, se cumple que H (Y;X) = H (X) +H (Y ).
(c). Valor acotado. Si el conjunto de valores X = fxn : n = 1; : : : ; Ng, la máxima entroṕıa
contenida está acotada por el valor H (X)  lgN , donde la igualdad tiene lugar
cuando todos los valores xn son equiprobables e independientes estad́ısticamente.
Ejemplo 2.17. Desarrollar un programa que simule dos observaciones con longitud N , para
las variables aleatorias Xi 2 fxl : l = 1; : : : ; Lg ; i = 1; 2, que permita analizar el compor-
tamiento de sus respectivos valores de entroṕıa para los siguientes casos:
– Ambas variables tienen FDP Gaussiana, con valor medio cero. Estimar las entroṕıas
para valores de relación de las varianzas: 2X1 = k2X2 ; k = 1; : : : ; 10.
– La variable X1 tiene FDP Gaussiana, mientras la variable X2 se genera con FDP uni-
forme; ambas con los mismos valores medio y de varianza.
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(a) Igual FDP (Gaussiana).








Figura 2.9. Entroṕıa en función de k = 2X2=2X1 , N = 4096 y L = 8.
En la Figura 2.9(a), se muestran los resultados para el caso de generación de ambas variables
Gaussianas con media m1X1 = m1X2 = 0, pero 2X1 = k1X2 . Se observa que la estimación
de la entroṕıa converge a un mismo valor para ambos casos de análisis. La Figura 2.9(b)
corresponde al caso de diferentes FDP (Gaussiana y uniforme) y muestra que el valor de la
entroṕıa, para dos sucesiones aleatorias con iguales valores medio y de varianza, depende de
la estructura de aleatoriedad.
Ejemplo 2.18. Demostrar que para dos sucesos con probabilidades respectivas, p1 y p2, la
mayor entroṕıa se obtiene para p1 = p2.
Al reemplazar en la definición de entroṕıa (2.58), p2 = 1  p1, se tiene queH =   (p1 ln p1 + p2 ln p2) =   (p1 ln p1 + (1  p1) ln (1  p1))
El máximo valor de p1 se obtiene al diferenciar e igualar a cero la anterior ecuación,dHdp1 =  p1 1p1 + ln p1   ln (1  p1) = 0
Como resultado, al resolver la ecuación se obtiene que p1 = 0:5, luego, p1 = p2.
La entroṕıa condicional se define como:H (Y jX) =   NXn=1 MXm=1 p (xn; ym) log p (ymjxn) =  p (xn) MXm=1p (ymjxn) log p (ymjxn)
para la cual se cumple que, 0  H (Y jX)  H (Y ).
El valor medio de la información mutua I (X;Y ) se relaciona con la entroṕıa como:I (X;Y ) = H (X) H (XjY ) = H (Y ) H (Y jX) = H (X) +H (Y ) H (X;Y )I (X;Y )  H (X) ; I (X;Y )  H (Y )
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La entroṕıa es una medida adecuada de la incertidumbre contendida en la FDP y su
uso es preferible en aquellos casos cuando la densidad es asimétrica, con muchos picos de
concentración, que es cuando los momentos pierden su efecto interpretativo del proceso.
De otra parte, la medida de incertidumbre H (X) depende de la relación estad́ıstica
entre los elementos fxi 2 Xg, por lo que se puede definir qué tanto de la entroṕıa máxima
potencial no se contiene en el conjunto X, a través de la medida de relación denominada
redundancia:R = Hmax  H (X)Hmax = logN  H (X)logN ; 0  R  1 (2.60)
Información en señales continuas. Por cuanto la cantidad de valores, que se contienen
en cualquier rango continuo, es infinita, aśı sea dado sobre un intervalo finito, entonces la
cantidad de información en una variable continua también es infinita, aśı como su entroṕıa.
Por lo tanto, se define la entroṕıa diferencial de la variable aleatoria continua x:h (x) = E log 1p (x) = ZX p (x) log 1p (x)dx (2.61)
la cual no se puede analizar como una medida de información propia, a diferencia de lo
que ocurre con la entroṕıa de las variables discretas. La medida h (x) no tiene las mismas
propiedades que la entroṕıa de las variables discretas, en particular la entroṕıa diferencial
puede tomar valores negativos. El sentido informativo no está en la misma entroṕıa difer-
encial h (x), sino en la diferencia de dos valores de h (x), motivo por el cual se da el nombre
de entroṕıa diferencial.
Ejemplo 2.19. Hallar la entroṕıa diferencial para los casos de FDP uniforme (2.33) y Gaus-
siana (2.23).
En correspondencia con (2.61), se tiene
– FDP uniforme.hU (x) =   bZa p (x) ln p (x) dx =   1b  a ln 1b  a bZa dx = ln (b  a)
Por cuanto se puede demostrar que b  a = 2p3x, entonces, hU (x) = ln  2p3a
– FDP Gaussiana.hN (x) =   bZa U (m1x; x) lnU (m1x; x) dx == lnp2e
Como se observa de las relaciones obtenidas, la diferencia de valores entre las ambas
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entroṕıas corresponde ah = hN (x)  hU (x) = lnp2eN (x)   ln2p3U(x)
Si se asumen las varianzas de ambas distribuciones iguales 2U(x) = 2U(x) = 2x, entonces
el valor final de diferencia se obtiene comoh = ln p2e2p3 = 0:17
De los resultados obtenidos se observa que la entroṕıa diferencial de una variable aleatoria
continua, con función densidad de probabilidad Gaussiana o uniforme, no depende del valor
medio de la variable aleatoria (por cuanto, un valor constante no lleva información) y solo
depende en forma proporcional de la varianza de los valores aleatorios.
La propiedad de aditividad se conserva en el caso de la entroṕıa diferencial. La entroṕıa
diferencial condicional de las variables x e y, definida comoh (xjy) = E log 1p (xjy)
tiene las misma propiedades que la entroṕıa condicional de las variables discretas.
Aśı mismo, de todas las posibles FDP de la variable aleatoria x, que tengan un valor fijo de
potencia 2x, la mayor entroṕıa diferencial posible ocurre para la densidad de probabilidad
Gaussiana.
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Problemas
Problema 2.1. Hallar el exceso 2 para las FDP: uniforme, Poisson, Binomial y Gaussiana.
Problema 2.2. Sea la variable aleatoria  una función lineal de :  =  + , donde  y  son
constantes. Encontrar la FDP de la variable  para el caso en que la densidad p() sea Gaussiana.
Problema 2.3. La variable  con FDP uniforme, p () = 1= (+ ),  <  < ,  < , pasa por un
detector cuadrático  = 2. Determinar y representar:
(a). La función de distribución F ().
(b). La función de distribución y la función densidad de probabilidad de :
Problema 2.4. La variable aleatoria  se describe por la FDP binomial. Hallar los valores de la
media y la varianza de la magnitud  = exp (), para los casos: p 6= q y p = q.
Problema 2.5. Sea la variable aleatoria  con FDP p () =  exp (  jxj),  1 < x <1, donde  y son constantes. Encontrar la relación que deben cumplir las constantes.
(a). Calcular la función de distribución de la magnitud .
(b). Dibujar la función de distribución y la FDP para  = 2.
Problema 2.6. Sea la fase aleatoria  uniformemente distribuida en el intervalo (0; 2). Calcular
la FDP de la variable aleatoria de amplitud  (t) = A osn (!t+), donde ! y t son constantes.
Considérese n = 1; n = 2.
Problema 2.7. La variable aleatoria  tiene FDP de Laplace, p () = 0:5t exp ( tjj), t > 0. Hallar
la media y la varianza de la variable aleatoria.
Problema 2.8. Hallar  y 2 de la variable entera aleatoria distribuida entre [0; N ℄, para la cualXNk p (k) = 1:
Problema 2.9. Hallar los momentos iniciales de la FDP de Weibull, definida en (2.29). Analizar los
casos particulares de  = 1 (FDP exponencial).
Problema 2.10. Demostrar que para la FDP de Cauchy no existe ningún momento inicial.
Problema 2.11. Sea  una variable aleatoria, para la cual converge el segundo momento inicial,
asumiendo que  es una constante. Hallar para qué valor de  se obtiene el mı́nimo valor de m1 ,
donde  =    .
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2.2. Estimación en variables aleatorias
Hasta ahora, las definiciones, dadas para los diferentes valores y momentos de aleatoriedad,
han supuesto que la cantidad de información, dispuesta sobre cualquier señal aleatoria, es
completa. Debido a restricciones de costos, tiempo y posibilidad de tomar toda la informa-
ción sobre los objetos pertenecientes a la señal aleatoria en análisis, en la realidad se tiene
alguna trayectoria x o conjunto de segmentos fxig tomados de la variable observada x 2 .
Por esto, es necesario calcular de manera aproximada cada valor de aleatoriedad a partir de
la trayectoria disponible. En particular, a partir del análisis mediante una función g (xi)
sobre los resultados experimentales de una observación con longitud n, fxi : i = 1; : : : ; ng
se obtiene la caracteŕıstica estad́ıstica, o estimación, ~ del valor aleatorio , entonces:~ = g (x1; : : : ; xn) (2.62)
Es necesario considerar, que al repetir el proceso de estimación, debido a la aleatoriedad
que presentan los valores en cada k observación fxlk : l = 1; : : : ; ng, entonces la estimación~ = g (x1k; : : : ; xnk) también es otra variable aleatoria.
Las caracteŕısticas probabiĺısticas de ~ dependen de factores tales como, la estructura de
aleatoriedad de cada variable fx 2  : x1; : : : ; xng, de la longitud de la observación n y del
tipo de función g (xi) empleada para el análisis de los datos. En este sentido, usualmente,
la precisión en la aproximación del cálculo de la caracteŕıstica se describe por la potencia
del error definida en la forma:"2 = E n(~   )2o (2.63)
que también corresponde a una variable aleatoria, motivo por el cual, a la función g (xi)
se le imponen las siguientes restricciones propias de todas las estimaciones:
1. Ausencia de sesgo. Caracteriza el comportamiento de la estimación cuando se amplia
la longitud de la observación, n!1:Ef~g = lmN!1E fg (x1; : : : ; xn)g = 
2. Consistencia. Analiza la convergencia en el sentido probabiĺıstico del valor de la
estimación al aumentar la longitud de la observación:lmn!1P nj~   j < "o = P fjg (x1; : : : ; xn)  j < "g = 1
Basados en la desigualdad de Chebyshev (2.12), se puede demostrar que la condición
suficiente para la consistencia de la estimación es [15]:lmn!1E n(~   )2o = 0
3. Efectividad. Cuando se tienen longitudes limitadas de la observación, los diversos
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métodos de estimación conocidos pueden presentar diferentes valores de potencia
de error (2.63). Entonces, se considera que entre menor sea el valor obtenido del
error, para el correspondiente método de estimación, los valores calculados estarán
agrupados en distancias más cercanas alrededor del valor :"2 = min~ E n(~   )2o (2.64)
4. Suficiencia. Cuando la función densidad de probabilidad de la observación p(; ~) se
puede representar en la forma:p (;x1; : : : xn) = p(; ~)h (x1; : : : xn) = p (; g (x1; : : : xn))h (x1; : : : xn)
donde h (x1; : : : xn) no depende de . Esto es, toda la información contenida en la
observación con relación al parámetro , también está contenida en ~.
En la práctica es usual el empleo del error relativo de estimación:~ = ~    (2.65)
con lo que las primeras tres propiedades de la estimación se expresan en la respectiva forma:
(a). Ef~g = 0
(b). lmn!12(~) = 0
(c). 2(~k) = min~ 8k 2(~)
Debido a la naturaleza aleatoria de la estimación y, en particular de su potencia de
error (2.63), es necesario determinar un intervalo de valores (y no solamente un valor), en
el cual con un nivel de confianza, a priori dado, se localice el valor de la estimación. De
otra parte, el intervalo con longitud (min; max), cuyo centro sirve de estimación de una
caracteŕıstica aleatoria, el cual con una probabilidad de  está contenido el valor verdadero
de la caracteŕıstica, se denomina intervalo de confianza con valor de significación . En
concordancia con lo anterior, existen dos clases de estimaciones: las puntuales, cuando el
resultado de la aproximación corresponde a un valor y las estimaciones de intervalo cuando
la aproximación se da dentro de un rango de valores.
2.2.1. Estimación puntual de momentos
La suposición, aunque sea con suficientes argumentos, sobre un tipo concreto de FDP,p (x), aún no significa que se tengan los valores concretos de sus respectivos momentos,
con lo cual, hay necesidad de estimarlos sobre los valores de la observación x1; : : : ; xn.
Existen diversos métodos para la construcción de estimadores puntuales, sobre una ob-
servación dada, entre los principales están los siguientes:
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Métodos de los momentos. Se basa en la equivalencia asumida de los momentos de
estimación con los momentos de la FDP teórica, obteniéndose el sistema de ecuaciones:mk  ~mk; k = 1; 2;    ; d
en función de la cantidad d de las variables desconocidas, 1; 2;    ; d.
En caso de existir una solución única, ~ = g (x1k; : : : ; xnk), para el sistema de ecuaciones
y cuando la función g es continua, entonces la estimación obtenida ~k es consistente. En
particular, se puede tomar la siguiente equivalencia de momentos:mk = Zx2 kp (d) = 1n nXl=1 xkl ; k = 1; 2; : : : ; d (2.66)
Ejemplo 2.20. Dada la observación fxk : 1; : : : ; ng, analizar las propiedades de estimación
del método de momentos (2.66) para el caso de la media y la varianza.
La esperanza matemática del error (2.65) de estimación para un momento inicial de k orden
se determina como: ~mk = ~mk  mkE f ~mkg = E f ~mk  mkg = E( 1n nXl=1 xkl) mk = 1n nXl=1 E xkl 	 mk= 1nnmk  mk = 0
De lo anterior se deduce que la estimación ~mk no tiene sesgo.
De manera similar, se halla la varianza del error (2.65) de estimación:2 ( ~mk) = 2 ( ~mk) = 2 1n nXl=1 xkl! = 1n2n2  xk = 1nE n xk  mk2o= 1nE x2k   2mkxk +m2k	 = 1nE x2k  m2k	 = 1n  m2k  m2k
Al hacer n!1 se tiene 2 ( ~mk) = 0. Por lo tanto, la estimación es consistente.
Haciendo k = 1 se obtiene la estimación de la media, para la cual se tiene queE f ~m1g = m1 ; 2 ( ~m1) = m2  m21n = 2n
La estimación de los momentos centralizados se obtiene como:~k = 1n nXl=1 (xl   ~m1)k
con error absoluto de estimación: ~k = ~k   k. Se puede demostrar que para cualquierk, E f~kg 6= 0. Sin embargo, de acuerdo a la última expresión obtenida para la varianza
de estimación, se tienen los valores asintóticos: E f~kg ! 0; 2 (~k)! 0; 8n!1.
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En general, las estimaciones obtenidas mediante el método de los momentos,(2.66), no
son efectivas [17].
Método de máxima verosimilitud. Sea x 2 () una variable aleatoria con FDP
que depende únicamente del parámetro . Cuando se tiene la observación compuesta por
los valores aleatorios independientes x1; : : : ; xn, la probabilidad, de que cualquier posible
trayectoria conste precisamente de estos n valores discretos, está dada por el producto:() = p (x1; ) p (x2; )    p (xn; )
Mientras, en el caso de variables continuas, la probabilidad de que la observación conste
de n valores en intervalos pequeños x1  x  x1 +x; : : : ; xn  x  xn +x está dada
por la expresión: (x; )n = p (x1; )x    p (xn; )x = xn nYi p (xi; ) (2.67)
El valor de  se denomina función de verosimilitud que depende de cada trayectoriax1; : : : ; xn y del parámetro desconocido . En el método de verosimilitud se escoge la
aproximación del valor desconocido de , para un valor de  tan grande como sea posible.
Si  es una función derivable de , entonces, una condición necesaria para que  tenga un
máximo está en qued/d = 0
Cualquier solución de la anterior ecuación corresponde a la estimación de máxima verosimil-
itud para el parámetro , en la cual se reemplazan los valores de la observación por cada
una de las variables independientes aleatorias 1; : : : ; n para obtener la variable aleatoria ~
denominada estimador de máxima verosimilitud con respecto a . Cuando la FDP incluyer parámetros desconocidos 1;    ; r, es preferible conformar un sistema de r ecuaciones
en la forma:d ln ()d1 = 0;    ; d ln ()dr = 0; (2.68)
La ventaja de esta transformación está que las derivadas de los productos se reemplazan
por la derivación de sumas. No obstante, en algunos casos, la solución del sistema es dif́ıcil
de lograr.
Las estimaciones de máxima verosimilitud tienen las siguientes propiedades:
a. Cuando existe la estimación suficiente ~ (1; 2; : : : ; N ) para el parámetro , entonces,
cada solución de la ecuación de verosimilitud es función de ~ (1; 2; : : : ; N ).
b. Si para  existe una estimación efectiva ~ (1; 2; : : : ; N ), entonces, la ecuación de
verosimilitud, (2.68) tiene una única solución: ~ (1; 2; : : : ; n).
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Teorema 2.6. Sea la FDP p (; ), tal que cumpla las siguientes condiciones:
1. Para casi todos los  existen las derivadas:k ln p (; )k ; k = 1; 2; 3;
2. Se cumple la desigualdad:k ln p (; )k   Gk(); k = 1; 2; 3;
siendo las funciones Gk () ; k = 1; 2 integrables, esto es,sup Z Gk () p (; ) d <1
3. Para cada  la siguiente integralI () = Z  ln p (; ) 2p (; ) d (2.69)
es positiva y acotada. Entonces, la ecuación de verosimilitud (2.68) tiene solución~ (1; : : : ; N ) que es una estimación consistente y asintóticamente efectiva.
Ejemplo 2.21. Sea la trayectoria de valores aleatorios estad́ısticamente independientes,f10; 11; 8; 12; 9g, de un proceso que se asume con FDP exponencial, p (; ) = 1 exp ( =)u (), > 0. Hallar la estimación de máxima verosimilitud para .
La función de verosimilitud de  es igual a () = NYn=1 p (; n) = 5Yn=1 1 exp n =  5 exp 50  ;  > 0
Al derivar la anterior expresión por el parámetro  se obtiene:dd =  5 6 exp 50 +  5502 exp 50 
Cuando se hace la derivada igual a 0, al resolver por ~, se obtiene el valor concreto de la
estimación: ~ = 50=5 = 10.
En el caso de tener una variable aleatoria  con FDP normal, con valores desconocidos
de media y varianza, la función de verosimilitud se determina por la expresión: = 1p2    1p2 e (1  m1)22 (N  m1)22 =  1p2!N=2 e h; (2.70)
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donde h =   122 NPk=1 (k  m1)2 :
Hallando el logaritmo se tiene: = ln () =  N2 ln p2  N2 ln 2  h (2.71)
El máximo del funcional ln () por el parámetro m1 corresponde a hallar el mı́nimo del
último término (dependiente del parámetro desconocido m1), que contiene la suma de los
cuadrados
PNk=1 (k  m1)2. Por lo tanto, en el caso concreto de la FDP normal, el método
de máxima verosimilitud coincide con el método de los mı́nimos cuadrados, mostrado en
el ejemplo 2.23. Aśı, para hallar la estimación de la media, se deriva e iguala a cero la
ecuación (2.71) por el parámetro desconocido m1,d ln ()dm1 = 12 NXk=1 (k  m1) = 0;
entonces,NXk=1 (k  m1) = NXk=1 k  Nm1 = 0
Al resolver para m1, expresando la solución en términos de ~m1, se obtiene,~m1 = 1N NXk=1 k (2.72)
De igual manera, se obtiene la ecuación para la estimación de la varianza,d ln ()d2 =   12~2  N   1~2 NXk=1 (k   ~m1)2! = 0 (2.73)
La solución para 2 , en términos de ~2 , resulta en la respectiva estimación:~2 = 1N NXk=1 (k   ~m1)2
Método del mı́nimo 2. Sean 1; 2; : : : ; N las observaciones independientes correspon-
dientes a la variable aleatoria  , que contienen el parámetro desconocido  y están dadas
sobre un espacio X, tal que pueda ser dividido en r conjuntos incongruentes de la forma,X1; X2; : : : ; Xr. Se asume que la cantidad de observaciones de la trayectoria 1; 2; : : : ; N ,
que se localizan dentro del conjunto i corresponde a Ni. Si el conjunto X es finito (o
sea, la variable aleatoria puede tomar una cantidad finita de valores), entonces, se puede
considerar que cada Xi es un conjunto conformado por un solo punto.
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De esta manera, se realiza la agrupación de los resultados de la observación, formando
la siguiente variable aleatoria (2.31),2 = NXi=1 (Ni  Npi ())2Npi ()
donde pi () = p (Xi) (i = 1; 2; : : : ; r). En este caso, la estimación ~ (1; 2; : : : ; N ) se
denomina estimación por el método del mı́nimo 2, la cual se obtiene al minimizar por  la
magnitud 2. Asumiendo que  es un parámetro con dimensión d, entonces, para encontrar
la estimación por el método del mı́nimo 2 se conforma el sistema de ecuaciones:NXi=1 Ni  Npi ()pi () + (Ni  Npi ())22Npi () ! pi ()k = 0; k = 1; 2;    ; d
Cabe decir que las propiedades asintóticas de las estimaciones del método del mı́nimo2 son muy cercanas a las estimaciones de máxima verosimilitud.
2.2.2. Intervalos de confianza
En algunos casos, es importante además de la estimación del parámetro desconocido, deter-
minar la región donde se presume se encuentra el verdadero valor del parámetro. Aunque
esa región se construye sobre la observación, sus valores cambian de una a otra trayectoria
en forma aleatoria. Por lo tanto, se puede definir la probabilidad con que en una región
concreta se localice el verdadero valor del parámetro. Escogiendo un cierto valor suficien-
temente pequeño  > 0, que corresponde al valor de significación, se puede construir una
regla que permita para cada trayectoria estimar la región de medida, en la cual con una
probabilidad de 1  el valor del parámetro se encuentra. Esta región se denomina intervalo
de confianza, mientras el valor 1   es el coeficiente o nivel de confianza.
Sean x1; x2; : : : ; xn las observaciones independientes de la variable aleatoria , cuya
densidad contiene el parámetro desconocido  2 R, para el cual se tiene la estimación~ (x1; x2; : : : ; xn). Sea q (dt) una densidad de la estimación ~, suponiendo que el valor
verdadero del parámetro coincide con ~, esto es,q (dt) = Q n~ (x1; x2; : : : ; xn) 2 dto
donde Q (dx1; dx2; : : : ; dxn) 2 Rn es la distribución, que se determina por:Q (dx1; dx2; : : : ; dxn) = P (dx1)P (dx2)   P (dxn) (2.74)
Sea q (dt) una densidad sin átomos, entonces para un valor dado de  se pueden escoger
los valores a1 (; ), a2 (; ), donde a1 (; ) < a2 (; ), para los cuales se cumple,Zft<a1(;)g q (dt) + Zft>a2(;)g q (dt) = 
92 Caṕıtulo 2. Variables aleatorias
Este método de selección no tiene solución única. De otra parte, asumiendo la continuidad
por  de las funciones a escoger y que cada una de las ecuaciones ai (; ) =  (i = 1; 2)
tenga solución única i (; ) (i = 1; 2), entonces, las relaciones son equivalentes:Q na1 (; ) < ~ < a2 (; )o = 1  Q n1 ~;  <  < 2 ~; o = 1  
De esta manera, conociendo la distribución de la estimación ~ (x1; x2; : : : ; xn), para
un valor dado de  > 0 se puede construir el intervalo de confianza entre los valores1 ~;  ; 2 ~;  para un nivel de confianza 1  .
Si q (dt) tiene átomos, los valores a1 (; ) y a2 (; ) se escogen de la desigualdad:Zft<a1(;)g q (dt) + Zft<a2(;)g q (dt)  
La desigualdad está dada, por cuanto, no pueden existir valores de a1 y a2, para los
cuales tenga lugar la igualdad [17]. Seguidamente, el proceso es similar al descrito anterior-
mente para la obtención del intervalo de confianza. En forma general, al tomar como base
diversas estimaciones ~ pueden darse diferentes intervalos de confianza, pero en cualquier
caso, es importante que su longitud sea lo más pequeña posible. Por esto, en su construc-
ción se emplean estimaciones efectivas o, por lo menos, asintóticamente efectivas que sean
obtenidas, por ejemplo del método de máxima verosimilitud.
La construcción del intervalo de confianza asume una distribución P (dx) sin átomos y
que se puede hallar una función g (; x1; x2; : : : ; xn), xi 2 , con las siguientes propiedades:
a. La función g (; x1; x2; : : : ; xn), es continua y monótona con relación a .
b. La función de distribución Q fg (; x1; x2; : : : ; xn) < g no depende de ; 8 2 R.
Para un valor dado de  > 0, se escogen los valores a1 () y a2 (), tales que:Q fa1 () < g (; x1; x2; : : : ; xn) < a2 ()g = 1  
De acuerdo con la propiedad b, los valores ai () (i = 1; 2) no dependen de . Al notar pori (i = 1; 2) los valores que satisfacen las relaciones g (; x1; x2; : : : ; xn) = ai (), respectivas,
que dependen de la observación ; x1; x2; : : : ; xn y , se obtiene queQ (1 <  < 2) = 1  
por lo tanto, (1; 2) corresponde al intervalo de confianza con nivel de confianza 1  .
Aśı por ejemplo, sea dada la distribución integral F (x) continua y monótona para ,F (x) = xZ 1 p (d) ; x 2 R
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Entonces, se puede comprobar que la función
Qnk=1 F (xk) cumple las condiciones a yb, por lo que esta se puede emplear para la construcción de los intervalos de confianza.
Debido a la continuidad de F ():Q fF (xk) < g = 8>><>>:0;   0; 0    11;  > 1
donde la variable correspondiente a la suma
Pnk=1 log F (xk) tiene FDP con   densidad:Q(  log a2 <   nXk=1 log F (xk) <   log a2) =   log a1Z  log a2 1  (n)n 1e d
Se pueden escoger los valores a1 y a2 (a1 < a2) para un valor dado  > 0, de tal manera
que la integral de la derecha en la última igualdad sea igual a 1  , obteniéndose que:Q(a1 < nYk=1F (xk) < a2) = 1  
Por cuanto, la función
Qnk=1 F (xk) es monótona por , entonces, existen ciertos valores1 y 2, que dependen solamente de  y x1; : : : ; xn, tales que determinen el intervalo de
confianza (1; 2) para  con nivel de confianza 1  .
En la práctica, es frecuente el uso de los percentiles de nivel 1   , entendidos como el
valor x1  para el cual F (x1 ) = 1   . Aśı por ejemplo, en el caso de la FDP normal
estándar, N (0; 1), el percentil de nivel  = 1  " se calcula como:() = 1p2 Z 1 e 2=2d = 
Estimación Bayesiana de intervalos. Sea el parámetro aleatorio  con FDP a priorip (), cuya estimación ~ (x1; : : : ; xn) está construida sobre la trayectoria de valores indepen-
dientes x1; : : : ; xn. Se asume que la distribución Q (dt) de la estimación ~ es absolutamente
continua, como también lo es la respectiva función g (; t) que en este caso se toma igual a
la FDP condicional definida en (2.41), la cual de acuerdo con (2.4), se determina como,g(; ~) = p(j~) = p () p(~j)Z p () p(~j)d
donde p(~j) es la FDP condicional de la estimación ~ para un valor fijo de , con lo cual la
probabilidad de que el parámetro  esté localizado dentro de los ĺımites (1; 2) está dada
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por la expresión,P 1    2j~ = 2Z1 p(j~)d
Luego, dado el valor de  se pueden determinar los valores ĺımites, 1(~; ) y 2(~; ),
para los cuales se cumpla la igualdad:P 1(~; )    2(~; )j ~ = 1  
2.2.3. Estimación de parámetros en la distribución normal
Estimación de la media cuando se conoce la varianza. Sea el conjunto de valores
independientes x1; : : : ; xn, de una trayectoria que se considera suficientemente grande, aśı
que n > 30, correspondientes a la variable aleatoria normal x 2  con FDP, descrita comop (; ) = N (; 2 ), donde  es el parámetro desconocido, mientras  conocida.
Sea la estimación de la esperanza matemática obtenida por el método de los momentos
en (2.66), k = 1. De los resultados obtenidos en el ejemplo 2.20, se deduce que ~ es una
variable aleatoria con distribución normal y momentos: (x1; : : : ; xn) = ~m1 = m1;~2 = 2.n
luego, la estimación ~ no presenta sesgo, es consistente y, adicionalmente, efectiva [17]. En
concordancia con lo anterior, la FDP es Gaussiana con parámetros p(; ) = N (m1; 2 ).
De esta manera, para un valor dado  > 0, teniendo en cuenta (2.74) se deben hallar los
valores (2 =  1 = ), tales que se cumpla la igualdad:Q f ~m1    <  < ~m1 + g = P f ~m1    <  < ~m1 + g = P fj   ~m1j < g= 
Teniendo en cuenta la definición de FDP para la variable x 2  se obtiene:Q (dx1; : : : ; dxn) = 22 n2 exp(  122 nXk=1 (xk   )2) (dx1; : : : ; dxn)= ~m1+Z~m1  p (x) dx = 2 p!  1 = 20s n~2 1A  1= 
siendo (x) la integral de Laplace, definida en (2.27). Aśı, la distancia obtenida, entre los
puntos ( ~m1   ; ~m1 + ), corresponde al intervalo de confianza con nivel 1  .
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Estimación de la varianza para una media conocida. En este caso,p (; ) = 1p2 exp( (  m1)22 ) ;  2 R
donde la varianza de la estimación ~, de acuerdo con el ejemplo 2.20, se determina por
la expresión Ef~   g2 = 2=n, entonces, se puede demostrar, que el valor n~2=2 tiene2 FDP con n grados de libertad.
El intervalo de confianza con nivel 1   es el cálculo de los valores a1 y a2, tales que:Q na1 < n~2=2 < a2o = 1  
donde Q (dx1; : : : ; dxn) = (2) n=2 exp 12 nPk=1 (xk  m)2 (dx1; : : : ; dxn). Luego,Q  n ~a2 <  < n ~a1! = Q  n~2a2 < 2 < n~2a1 != 1  
tal que (n~2.a2; n~2.a1) es el intervalo de confianza buscado.
Estimación de la varianza cuando se conoce la media. Sea la estimación ~ = ~m1
sin sesgo y consistente. La construcción del intervalo de confianza parte del hecho de que
la variable ( ~m1   )=~2, donde ~2 está dada en el ejemplo 2.20 (k = 2), tiene FDP del
tipo Student con n  1 grados de libertad, descrita comopn 1 (x) =   n2pn  (n  1)2  1 + x2 n2
Con lo cual, el valor  se determina de la relación2 Z0 pn 1 (x) dx = 1  
Por lo que se obtiene Q (  < ~m1   p~2 < ) = 1  , dondeQ (dx1; : : : ; dxn) = 22 n=2 exp(  122 nXk=1 (xk   )2) (dx1; : : : ; dxn)
De esta manera, el intervalo de confianza para la estimación del parámetro  con nivel1   corresponde al segmento   ~m1  p~2; ~m1 +p~2.
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Estimación conjunta de la varianza y la media. Sean desconocidos los parámetros
de la FDP normal, m1 y 2 , estimados, bien sea por el método de los momentos o el de
máxima verosimilitud:~m1 = 1n nXk=1xk ; ~2 = ~2 = 1n nXk=1 (xk   ~m1)2
En este caso, la estimación de 2 resulta sesgada, por lo que hay necesidad de introducir
el factor n=n   1, para que la corrección del sesgo ~~2 = n~2=n  1, entonces, ( ~m1; ~~2 )
corresponden a las respectivas estimaciones no sesgadas de los parámetros (m1; 2 ).
2.2.4. Prueba de hipótesis
Sea una estructura estad́ıstica relacionada con la variable x 2 , para la cual la función
de densidad de probabilidad p (x) es desconocida. Cualquier suposición que defina uńıvo-
camente a una clase de pertenencia la densidad p (x) se denomina hipótesis [18]. Una
hipótesis H se determina como simple si el conjunto H consiste de un único parámetro .
En caso contrario, H es una hipótesis compuesta. En la práctica, se hace necesario la veri-
ficación en la correspondencia entre los resultados reales del experimento con la hipótesis
que se tiene sobre su estructura aleatoria. En este sentido, se realiza el procedimiento de
verificación o prueba de hipótesis, el cual permite de las observaciones analizadas tomar o
rechazar una hipótesis dada.
La prueba estad́ıstica de hipótesis pertenece a la clase de estimación puntual y se realiza
dividiendo el espacio de observaciones x 2  en dos espacios que no se intercepten: X0\X1 =;, correspondientes a las dos hipótesis alternativas. Si los resultados de las observaciones
pertenecen a x 2 X0 (intervalo de toma de hipótesis), entonces se considera que la respectiva
hipótesis se confirma por los datos emṕıricos y, por lo tanto, se acepta H0 como cierta.
En caso contrario, cuando x =2 X0 (intervalo cŕıtico), entonces, la hipótesis dada H0 no
corresponde a las observaciones experimentales y, por lo tanto, se rechaza. Por cuanto, los
valores de cada trayectoria de x 2  son aleatorios, se definen las respectivas probabilidades
a priori de acierto de la prueba de la hipótesis P (x 2 X0) y P (x =2 X0), dado un valor de .
Sin embargo, la misma prueba de hipótesis puede generar errores de primer género (rechazar
una hipótesis cuando realmente era cierta) y de segundo género (tomar la hipótesis como
cierta cuando realmente era falsa), entonces, el procedimiento de prueba se debe optimizar
para obtener el valor mı́nimo de ambos géneros de error.
Cabe anotar que, en la mayoŕıa de los casos prácticos, es imposible optimizar el proced-
imiento de la verificación de la hipótesis, en el sentido de minimizar ambos géneros de error
para cualquier valor tan pequeño como se quiera [17].
El valor máximo permitido  del error de primer género para un criterio dado se denomina
valor de significación del criterio, sup2H P (X0)  . En el caso del error de segundo género,
en vez de analizar su valor, notado por , se analiza la magnitud, w = 1  , denominada
potencia del criterio de la prueba de hipótesis H0 contra la hipótesis alternativa H1
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La comparación de los diferentes criterios propuestos se realiza empleando métricas de
efectividad asintóticas, basadas en el estudio de la convergencia de la función de potencia
en las cercańıas del parámetro  2 H. Se considera óptimo aquel criterio, que para un valor
dado de significación , brinde el máximo valor de potencia del criterio, el cual define la
siguiente función cŕıtica ' (x):Z ' (x)p0 (x) dx = ; ' (x) = 8<:1; p1 (x)  p0 (x)0; p1 (x) < p0 (x) (2.75)
siendo p0 (x) y p1 (x) las respectivas FDP de P0 y P1.
En la práctica, para el desarrollo del criterio (2.75), denominado de Neyman-Pearson, en
calidad de estad́ıstica suficiente se emplea la relación de verosimilitud (2.67), que implica
la verificación de la desigualdad p1 (x)  p0 (x) para una observación concreta x 2 . Si
la desigualdad se cumple, entonces la hipótesis H0 se rechaza, en caso contrario se acepta.
La constante  2 R se determina a partir de la condición: P (x  ) = , siendox = p1 (x) =p0 (x) la respectiva relación de verosimilitud.
Ejemplo 2.22. Dada la trayectoria de la variable aleatoria Gaussiana x 2  de longitudn y varianza conocida 2 , realizar la prueba de hipótesis H0 sobre el valor medio de una
variable aleatoria, m1 =m0 contra la hipótesis alternativa H1 sobre el valor m1 = m1 para
el criterio de Neyman-Pearson empleando la estad́ıstica suficiente (2.67).
La función de verosimilitud del parámetro de distribución m1 para ambas hipótesis, teniendo
en cuenta (2.70), se determina como (mi;x) =  22 n=2 exp   122 nXk=1 (xk  mi)2! ; i = 0; 1
con lo cual la relación de verosimilitud es igual ax = m1  m02 nXk=1xi   n  m21  m2022 ;
cuyo valor se compara con el umbral h0 = lnh, en concordancia con (2.71). La hipótesis nula
se toma en favor de m1 = m0 y se acepta como cierta si se cumple que,m1  m02 nXk=1xk   n  m21  m2022 H1><H0 lnh (1)
La desigualdad (1) se puede escribir en formas de las siguientes desigualdades, que dependen
de la relación entre los valores m0 y m1:m0 < m1 : ~m1 = 1n nPk=1xk < m1  m02 + 2 lnhn (m1  m0) = h1m0 > m1 : ~m1 = 1n nPk=1xk > m1  m02 + 2 lnhn (m1  m0) = h2
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De las anteriores desigualdades, se observa que para tomar la decisión sobre el valor medio
es necesario comparar su valor estimado con los umbrales hi; i = 1; 2, los cuales se escogen
de acuerdo al criterio de optimización empleado.
2.2.5. Estimación de dependencias funcionales
Sea  2 Rp y  2 Rq dos vectores aleatorios dependientes. Se exige establecer la dependencia
entre entre  y , a partir de los resultados de observación (x1; x2; : : : ; xn) para el vector 
y de la observación (y1; y2; : : : yn) del vector  .
Sea m(yk; yl) alguna métrica en Rq . Se debe hallar una funciónf() : Rp ! Rq
para la cual E fm (; f ())g toma su mı́nimo valor. En principio, se puede escoger la norma
Eucĺıdea, descrita en (1.2), tal quem (yk; yl) = kyk   ylk2 en Rq
por lo que la solución se da en términos de la función teórica de regresión y = f (x),
descrita comof (x) = E fj = xg (2.76)
donde x se denomina la variable de regresión, mientras y es la respuesta.
La solución de (2.76) exige el conocimiento, por lo menos a nivel de estimación, sobre la
función de densidad de probabilidad conjunta de los vectores  y , lo cual en la práctica
no es real. En este sentido, se pueden tomar las siguientes aproximaciones de solución:
– En calidad de estimación de la función teórica de regresión, y = f (x) ; se define una
función de aproximación de la clase ~f = ff : Rp ! Rqg
– Se asume que la función f (x) = f (x; ), de manera uńıvoca se determina por una
cierta cantidad de parámetros  2 Rm , siendo m un valor fijo. Por cierto, se asume
además la dependencia lineal entre f (x;) y .
En consideración con lo anterior, resulta el siguiente modelo lineal de regresión:y = 0f0 (x) + 1f1 (x) + : : :+ m 1fm 1 (x) (2.77)
donde fi (x) son funciones conocidas que se determinan por la naturaleza del experimen-
to, m es el orden del modelo de regresión y  = (0; 1; : : : m 1) corresponde al vec-
tor de parámetros a ser estimado sobre la base de los resultados de las observaciones(x1; x2; : : : ; xn) y (y1; y2; : : : ; yn), teniendo como restricción la desigualdad m < n.
Los siguientes modelos son los que mayor aceptación tienen en el análisis de regresión
estad́ıstica:
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1. Modelos de aproximación emṕıricos [17,19].y = 0 + 1x; y =Xk kxk; y = 0 + 1 ln xy = 0 + 1x+ 2 1x; ln y =Xk kxk; ln y = 0 + 1 ln x;1=y =Xk kxk; y = 0 + 1.px y = 0 + 1102 lnx
2. Funciones de descomposición lineal. Usualmente, se emplean las funciones ortogonales
en la representación del tipo (1.4), particularmente, las funciones de Chebyshev.
3. Funciones de ajuste (spline). Cuando el modelo de regresión se da por intervalos
mediante polinomios de interpolación o alguna función con estructura a priori dada.
El modelo lineal es, tal vez, el de más amplio empleo en los métodos de regresión es-
tad́ıstica:y = x+ " (2.78)
siendo " el vector aleatorio de errores de observación. En general, se supone que no hay
errores sistemáticos de medida y, por lo tanto, el valor medio de la variable aleatoria esEf"kg = 0; para k = 1; : : : ; n, con potencia desconocida de error de observación, definida
como Ef"k; "lg = 2"Ækl.
En caso de asumir que los errores de medición les corresponde la correlación expresada
en la forma E n";"To = 2" , siendo conocida la matriz  , se puede realizar el cambio
de variables: 0 =  1=2, donde  = fy;x;"g, que conlleva al modelo con momentos en
la forma Ef"0g = 0 y Ef"0; "Tg = 2"0I , donde I es la matriz unidad, en este caso con
dimensión n n.
Si en el modelo (2.78) q = 1 y el orden de regresión m es conocido, la estimación ~ del
vector de parámetros  del modelo puede realizarse por diferentes métodos. Sin embargo,
el más empleado corresponde al método de mı́nimos cuadrados:min nXk=1 "yi   m 1Xl=0 fl (xk) l#2 = nXk=1 "yi  m 1Xl=0 fl (xk) ~l#2 (2.79)
Sea el hiperespacio lineal en Rm conformado por los valores del parámetro , cuya esti-
mación ~ es obtenida por (2.79), entonces se tendrá la siguiente interpretación geométrica:
– si  2 Rm y rank fxg = m, entonces el vector x~ corresponde a la proyección del
vector de observaciones y 2 Rn ; m < n en el hiperespacio  2 Rm : x~ = pr y . La
estimación ~ será única.
– si  2 Rm , rank fxg < m y el vector pr y no pertenece al espacio de valores de
la transformación lineal Gfxg, entonces el vector x~ corresponde a la proyección del
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vector pr y . La estimación ~ será única.
– si  2 Rm , rank fxg < m y pr y 2 Gfxg, entonces el mı́nimo en (2.79) se obtiene
en todo vector ~ = ~0 + h, donde ~0 es cualquier vector del hiperespacio  2 Rm ,
ortogonal a Gfxg. La estimación ~ por mı́nimos cuadrados no es única.
El empleo del método de mı́nimos cuadrados para la obtención de las estimaciones pun-
tuales de los parámetros desconocidos de los modelos lineales de regresión, a diferencia
de otros métodos de estimación, dados en el numeral §2.2.1, no exige información a priori
sobre el tipo de FDP, la cual muchas veces no se tiene en las etapas iniciales de proceso de
datos.
Ejemplo 2.23. Sea la relación y = f(x), que deber ser confirmada a partir de un conjunto
dado de n observaciones, tales que cada elemento yi de la función y o respuesta es obtenido
para un valor fijo xi, correspondiente a la variable x o factor. En el caso de aceptar la
hipótesis de dependencia lineal o análisis de regresión lineal, se deben hallar los parámetros
de la recta y = a+ bx, que para un criterio de error de representación dado, generalmente el
error cuadrático medio (2.79), se alcance el valor mı́nimo (principio de Lagrange):min nXi=1 (yi (a  bxi))2; x 2 (xmin;xmax) ; y 2 (ymin; ymax)
De tal manera, que la recta obtenida permite, con cierto valor de probabilidad, pronosticar
el valor de y para un valor de x, dadas las observaciones fxi; yig.
Sean los resultados de medida yi distribuidos normalmente, p(y)  N (y ; yi), tal que la
probabilidad de obtener el valor yi sea igual a:Pa;b (yi)  1y exp ( yi   a  bxi)2.22y
la cual depende de los coeficientes a y b. Por lo tanto, la probabilidad de obtener el conjunto
de resultados de medida y1; : : : ; yn, asumiendo su independencia estad́ıstica, es igual aPa;b (y1; : : : ; yn) = Pa;b (y1) : : : Pa;b (yn)  1ny exp 2Æ2
siendo 2 =Pni=1 (yi   a  bxi)2.2y.
La estimación de las constantes a y b, por el método de máximo de probabilidad a posteriori
corresponde a la mayor probabilidad de Pa;b (y1; : : : ; yn), esto es, cuando la suma 2 es
mı́nima o método de mı́nimos cuadrados, descrito por la expresión (2.79). El valor óptimo se
halla diferenciando parcialmente la suma por las variables a y b, e igualando a cero:2a =  2Æ2y nXi=1 (yi   a  bxi) = 02b =   22y nXi=1 xi (yi   a  bxi) = 0
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Las anteriores expresiones se pueden representar como un sistema de ecuaciones, teniendo
como variables a y b (ecuaciones normales), de la forma:an+ b nXi=1 xi = nXi=1 yia nXi=1 xi + b nXi=1 x2i = nXi=1 xiyi
por lo que se obtiene ( denota la suma por i = 1; : : : ; n):a =  x2i  (yi)  (xi) (xiyi) (1a)b = n (xiyi)  (xi) (yi) (1b)
siendo  = n  2i    2i 2.
 p p p
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Figura 2.10. Interpretación geométrica de la regresión lineal
Geométricamente, el coeficiente a, obtenido en (1a), corresponde a la distancia desde el
origen de las coordenadas hasta el punto, donde se intercepta la ĺınea de regresión con la
ordenada, mientras el coeficiente b, obtenido en (1b), corresponde a la tangente del ángulo 
de inclinación de la ĺınea de regresión, como se muestra en la Figura 2.10.
Ejemplo 2.24. Realizar la prueba de hipótesis sobre la validez de ecuación de regresión
lineal simple obtenida en el ejemplo 2.23.
Se asume que el valor que pondera qué tanto el conjunto de resultados de medida, contenidos
en las parejas f(xi; yi) : i = 1; : : : ; ng, confirma la hipótesis sobre la dependencia lineal entrex e y , corresponde al coeficiente de correlación dado en (2.46), = xyxy (2)
donde la suma, xy = 1nPni=1 (xi   ~m1x) (yi   ~m1y) es un término paralelo al segundo mo-
mento centralizado de una variable dado en (2.9), definida como la desviación combinada,
pero para la cual no se cumplen todas las condiciones (2.14). Reemplazando la anterior defini-
ción en (2) y teniendo en cuenta la estimación de la varianza dada en (2.73), se obtiene la
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estimación del coeficiente de correlación lineal en la formae = Pi (xi   ~m1x) (yi   ~m1y)Pi (xi   ~m1x)2Pi (yi   ~m1y)21=2 (3)
Por cuanto,  1    1, si jej ! 1, entonces los puntos están ubicados en las cercańıas de
una ĺınea recta. En cambio, si j~j ! 0, los puntos no están correlacionados y, por lo tanto,
no se agrupan sobre ninguna recta. A partir de coeficiente de correlación (3), el modelo de
la regresión ortogonal se construye por la expresión:y = ~m1y + 2e0 +p20 + 4e2 (x   ~m1x)
la cual está directamente relacionada con el concepto de la elipse de dispersión, mostrada en
la Figura 2.8(b).
La estimación de los coeficientes de regresión es analizada estad́ısticamente, mediante la
prueba de hipótesis H0 :  = 0, esto es, si hay diferencia o no, desde el punto de vista
estad́ıstico, en la estimación del coeficiente de regresión con respecto al valor 0 [19]. Se puede
demostrar que cuando  = 0, la estad́ıstica e se describe mediante la   densidad (2.28), de
la forma [20]:  12 (n  1)	  12 (n  2)	p  1  e2(n 4)=2
que es equivalente a la distribución de Student (2.30) con n   2 grados de libertad para la
variable aleatoria(n  2)1=2 ep(1  e2)
El caso más importante de análisis es la prueba de hipótesis H0 :  = 0 contra H1 :  6= 0.
La hipótesis H0 se rechaza con un nivel de significación . Por lo anterior, los ĺımites del
intervalo de análisis se fijan:t̂ = ~b/eb  t1  12 fn  2g (4)
siendo ~b la estimación del coeficiente de regresión. Si la desigualdad (4) se cumple, entonces
se puede decir que ~ significativamente se diferencia de cero.
La estimación del coeficiente de correlación (prueba de existencia sobre la correlación), se
realiza de manera similar:t̂ = ~pn  21  ~2  t1  12 fn  2g
Si la anterior condición se cumple, entonces la hipótesis H0 : ~ = 0, se rechaza.
La prueba completa sobre la validez de ecuación de regresión, se efectúa mediante la F estad́ıstica
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de Fisher (2.32):eF = 1k   2 kPi=1ni ( ~m1yi   ~yi)21n  k kPi=1 niPl=1 (yil   ~m1y )2 (5)
donde ~yi = a+b~xi. El criterio implica que si la suma de los valores medios de las desviaciones
de grupo de la regresión directa, dividida sobre la suma de las desviaciones de los valores y con
respecto a los valores medios de grupo, alcanza o excede los ĺımites de significación, entonces
la hipótesis sobre linealidad hay que rechazarla. La estimación (5) exige que la longitud del
vector y sea mayor, en k valores a la respectiva longitud del vector x, esto es, que a cada
valor xi le corresponde ni valores del vector y , lo que en la práctica, frecuentemente ocurre.
Si la hipótesis sobre la linealidad no puede ser tomada, entonces se pueden realizar pruebas
sobre modelos no lineales, en primera instancia, de tipo polinomial:y = a+ bx+ x2 + : : :
Aunque su implementación exige el empleo de métodos computacionales. Sin embargo, de-
spués de cierto orden, la varianza empieza a crecer desmesuradamente, por lo que el algoritmo
no siempre converge.
En general, empleando el método de los mı́nimos cuadrados (2.79), se puede construir, prác-
ticamente, cualquier forma de dependencia no lineal. En este caso, se emplea alguna transfor-
mación de linealización, por cuanto, solamente las funciones lineales pueden ser reconstruidas
por el método de mı́nimos cuadrados.
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Problemas
Problema 2.12. Dada una observación de valores independientes con volumen n, constatar que
la estimación del parámetro  de la FDP exponencial, calculada por cualquiera de los métodos de
los momentos o de máximo verosimilitud, converge en el mismo valor. Calcular la varianza de la
estimación y analizar su efectividad.
Problema 2.13. Dado el valor del coeficiente de confianza, 1   = :95, hallar los valores extremos
del intervalo de confianza del parámetro  de un variable aleatoria con FDP exponencial, dada una
observación independiente de valores con volumen n.
Problema 2.14. Dada una observación de valores independientes con volumen n, mediante el méto-
do de máxima verosimilitud hallar la estimación del valor medio de una variable aleatoria con FDP
Rayleigh, descrita por (1) en el ejemplo 2.15.
Problema 2.15. Probar la hipótesis nula H0 sobre el valor de la varianza, 2 = k0, de una variable
aleatoria Gaussiana, con volumen n y valor m1, contra la hipótesis alternativa H1 sobre el valor2 = k1, siendo k0 < k1.
Problema 2.16. Basados en el criterio de Neyman-Pearson realizar la prueba de hipótesis sobre el
tipo de FDP con parámetros conocidos, para un valor dado de significación . Sea la hipótesis nula,p (xjH0) = (2) 1=2 exp   x2Æ2, la FDP normal, mientras la hipótesis alternativa corresponde a la
densidad exponencial simétrica p (xjH1) = (1/2) exp (  jxj).
Problema 2.17. Un dosı́metro, durante un tiempo T = 10s, registra la cantidad k = 20 partı́cu-
las. Realizar la prueba de hipótesis mediante el criterio de Neyman-Pearson para un valor dado
de significación , siendo la hipótesis nula H0, que considera que el resultado de la observación
está condicionado por la radiación de fondo, contra la hipótesis alternativa H1 que corresponde a
la suma del fondo mas una fuente de radiación. Los valores medios de partı́culas por segundo son
conocidos e iguales a n0 = 0:2 y n1 = 0:8, de forma correspondiente.
Problema 2.18. Probar la hipótesis nula H0 sobre el valor del parámetro  = k0 de un variable
aleatoria con FDP exponencial con volumen n, contra la hipótesis alternativa H1 sobre el valor = k0, siendo k0 < k1.
Problema 2.19. Dadas dos observaciones independientes de variables aleatorias Gaussianas, con
volúmenes n1 = 16 y n2 = 25, se obtiene las correspondientes estimaciones del coeficiente de cor-
relación r1 = 0:5 y r2 = 0:7. Realizar la prueba de hipótesis, con valor de significación  = 0:05, por
la cual ambas observaciones corresponden a un mismo conjunto general.
Problema 2.20. Estimar los coeficientes de la regresión lineal y = ~a+~bx, dadas las observaciones,xi 6.4 8.0 7.4 6.8 7.2 6.7 7.7 8.2yi 2.2 5.2 4.8 3.3 4.0 3.0 4.2 5.3
Realizar la prueba de hipótesis sobre la validez de ecuación de regresión lineal simple obtenida y
estimar el intervalo de confianza para un valor dado 1   = 0:9.
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2.3. Teoŕıa de decisión estad́ıstica
La estimación óptima de procesos aleatorios está basada en la teoŕıa de decisión estad́ıs-
tica, en la medida en que la información extráıda del proceso aleatorio se emplea para la
obtención de algún objetivo de análisis, cuyo resultado es una decisión.
Aunque la variedad de tareas, en las cuales se hace necesario la toma de decisión, es
amplia se tiene una formulación matemática con las siguientes propiedades:
(a). Cualquier solución está orientada a la obtención de un objetivo concreto, que bien
puede estar definido por una cantidad, finita o infinita, de variantes con sus respectivas
bondades y restricciones, sobre las cuales se estima la calidad de la decisión a tomar.
(b). La decisión se toma, basados tanto en la información como en la evidencia estad́ıstica
a priori y obtenidos durante el proceso de solución.
(c). La toma de decisión dentro de un conjunto de posibles variantes puede contemplar la
incertidumbre, determinada por la respectiva probabilidad de toma de cada decisión.
La decisión seleccionada dentro de todas las posibles variantes, que brinde la mayor
bondad de solución de acuerdo a un objetivo propuesto, se denomina óptima.
2.3.1. Definiciones básicas
Funciones de decisión. Sea la tarea de estimación de procesos aleatorios, en la cual se
tiene la trayectoria de un vector aleatorio y(t) 2 Y. Aśı mismo, sea x(t) 2 X un proceso
aleatorio vectorial, cuyas trayectorias no son conocidas al observador y que corresponden
al valor verdadero del proceso, pero cuya información está contenida en los resultados de
observación y(t).
Sea el vector D 2 D de cada posible solución, que se puede tomar con respecto a x(t)
por los resultados de observación y(t), esto es, cada solución establece una relación entre
los puntos de y. Sea g 2 G la transformación de la forma D = g (y).
Las funciones de decisión pueden ser, tanto determińısticas cuando la transformación no
contiene ninguna medida de incertidumbre, como randomizada cuando la transformación
implica que para cada y , cualquier D se toma con una medida de probabilidad condicionalp (Djy).
Funciones de pérdida. Como resultado de la toma de una u otra decisión pueden
ocurrir errores, por lo cual se establece una medida cuantitativa de la respectiva ganancia o
pérdida, en forma de dependencia ffx;dg denominada función de pérdida, que se selecciona
en concordancia con la naturaleza f́ısica de la tarea a resolver. Debido a que la soluciónD = g(y) depende de la trayectoria del proceso aleatorio y(t), entonces el valor actual de
pérdida ffx;g(y)g es también aleatorio. Por lo tanto, las funciones de decisión es debido
seleccionarlas de acuerdo a la comparación de las caracteŕısticas de aleatoriedad de la
función de pérdida. Aśı por ejemplo, para el caso de la tarea de estimación, la decisión D
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representa la estimación ex(t) que corresponde al vector proceso aleatorio x(t). Al introducir
la medida de error "(t) = x(t)   ex(t), entonces, la función de pérdida se describe comoffx; exg = ff"g. Por cierto, a la función de pérdidas se denomina permitida si presenta
las siguientes propiedades:
(a). ff"g es función escalar de n variables, correspondientes a la dimensión del procesox(t),
(b). ff" = 0g = 0,
(c). ff"g = ff "g, la función de pérdida es simétrica, en el sentido en que no importa
en que dirección se tenga el error, la pérdida se considera la misma.
(d). ff"mg > ff"ng;8 ("m)  ("n), donde "m y "n son los valores de error de esti-
mación,  es una función escalar positiva semidefinida convexa, con argumento de n
variables, y corresponde a la medida de distancia del error ", desde el origen de las
coordenadas de un espacio eucĺıdeo con dimensión n. La función ff"g es monótona
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Figura 2.11. Funciones de pérdida.
En la práctica, amplio uso tienen las siguientes tres formas de funciones permitidas de
pérdida:a: Cuadrática, Figura 2.11(a); f(") = k"k2B (2.80a)b: Por módulo, Figura 2.11(b); f(") = k"kB (2.80b): Simple, Figura 2.11(); f(") = 8<:0; k"kB < e=21=e; k"kB  e=2 (2.80c)
donde kk es la norma del vector, " es una constante y B es una matriz positiva semidefinida
de dimensión n  n, compuesta por los elementos bij que son factores de peso. En la
estimación de señales es usual el empleo de la norma del errork"2Bk = "TB"
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Funciones de riesgo. Como anteriormente se dijo, los valores concretos de la función
de pérdida f(x;D) son aleatorios, y por lo tanto, las funciones de decisión se seleccionan
basados en la comparación de las propiedades estad́ısticas de la función de pérdida, la cual
se denomina función de riesgo (o riesgo, simplemente) y corresponde a las pérdidas que en
promedio se obtienen sobre el conjunto de decisiones posibles.
La selección de la decisión óptima se lleva a cabo mediante la minimización de los riesgos
por todas las posibles funciones de decisión. En la teoŕıa de toma de decisiones, en calidad
de criterio de calidad generalizado, se emplea el riesgo medio, que para el caso de las
funciones de decisión randomizadas corresponde a la esperanza matemática de la función
de pérdidas en la forma,R = E fffx;Dgg = ZZZ ffx;Dgp(Djy)p(x;y)dDdydx (2.81)
donde p(Djy) es la densidad de probabilidad condicional de la toma de decisión D para un
valor dado del vector y, que caracteriza la función de decisión, p(x;y) es la FDP conjunta
de los vectores x e y . Teniendo en cuenta quep(x;y) = p(x)p(y jx) = p(y)p(xjy)
entonces, el riesgo medio (2.81) se puede representar en forma alterna comoR = ZZZ f(x;D)p(Djy)p(x;y)p(y)dDdydx (2.82a)R = ZZZ f(x;D)p(Djy)p(y;x)p(x)dDdydx (2.82b)
donde p(xjy) es la FDP condicional del proceso no observado x(t) para un valor dado y(t),
además, p(x) y p(y), son la FDP marginales de x e y, respectivamente, mientras, p(y jx)
es la FDP condicional del proceso observado y para una valor de x, que es la función de
verosimilitud de x.
Las expresiones (2.81), (2.82a), y (2.82b) caracterizan las pérdidas en promedio por todas
las posibles decisiones D 2 D, aśı como todos los posibles valores de x e y . La optimización
de la función de decisión consiste en la selección de aquella función p(Djy) que brinde el
mı́nimo riesgo medio, determinado por la función (2.81).
Cuando se analizan funciones no randomizadas de decisión, a cada y le corresponde una
determinada solución D = g(y) y la FDP condicional es p(Djy) = Æ(D  g(y)), con lo cual
el riesgo medio es igual a,Rg = E fffx;g(y)gg = ZZ ffx;g(y)gp(x;y)dydx (2.83)
En general, el riesgo medio (2.83) es una función no lineal con relación a la función de
decisión g(y). Las respectivas funciones (2.82a) y (2.82b) del riesgo medio para el caso de
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las funciones de decisión no randomizadas tienen la forma,Rg = ZZ f(x;g(y))p(xjy)p(y)dydx (2.84a)Rg = ZZ f(x;g(y))p(y jx)p(x)dydx (2.84b)
de los cuales se puede determinar el riesgo condicional rg(x) por x, que corresponde al
promedio de la función de pérdida por la función de verosimilitud p(y jx) para un valor
dado de x,rg(x) = Z f(x;g(y))p(y jx)dy (2.85)
El promedio del riesgo condicional rg(x) por todos los posibles valores de x, de acuerdo
a (2.84b), resulta en el riesgo medio,Rg = Z rg(x)p(x)dx (2.86)
El riesgo condicional rg(x) caracteriza la calidad del sistema que emplea la función de
decisión g(y), para un valor dado de x. Aśı que se prefiere aquella función de decisióng(y) que presente el menor valor de rg(x). Se define la función de decisión g1(y) como
uniformemente mayor que g2(y), cuando se cumple que rg1(x)  rg2(x)8x 2 X, además,rg1(x) < rg2(x) por lo menos para un valor de x [21]. De otra parte, la función decisión g
se denomina permitida, si en G no existe otra función decisión g1, que sea uniformemente
mayor que g .
La clase G de funciones de decisión se denomina completa, si para cualquier gi =2 G
se halla una función de decisión g 2 G uniformemente mayor que g1. En este sentido, si
se tiene una clase completa G de funciones de decisión completa, entonces la función de
decisión preferible es suficiente con esta clase sin necesidad de analizar las funciones g =2 G
y, por lo tanto, la construcción de clases completas es una tarea importante en la teoŕıa de
decisión estad́ıstica.
Cuando se tiene alguna función de decisión g(y), que minimice el riesgo condicionalrG(x), es suficientemente diferente para los valores de x. Por esta razón, la decisión óptima
se selecciona basados en diferentes aproximaciones, entre ellas, las de Bayes, minimax,
máximo de verosimilitud, etc.
Cuando las observaciones son un conjunto de valores aleatorios, o bien son procesos
continuos sobre un intervalo de tiempo de análisis, pero con dimensión alta o infinita,
entonces en la teoŕıa de decisión estad́ıstica se emplea el concepto de estad́ısticas suficientes,
que corresponde a la clase de transformaciones (y), que contienen toda la información,
considerada necesaria para la toma de decisión y que está inmersa en las observacionesy 2 Y. Para estas transformaciones la función de decisión óptima g((y)), que depende de ,
brinda el mismo valor de riesgo que la decisión óptima g(y). En este caso, la transformación(y), que es la suficiente estad́ıstica, presenta importancia para hallar las funciones de forma
2.3. Teoŕıa de decisión estad́ıstica 109
de decisión óptimas del tipo, tanto bayesianas, como no bayesianas.
En el caso de la aproximación bayesiana, para la toma de decisión, las estad́ısticas sufi-
cientes corresponden a funciones vectoriales conocidas  = fi(y) : i = 1; : : : ; ng, por medio
de las cuales la FDP conjunta se puede representar en la formap(x;y) = f(y)f(1(y)); : : : ; n(y);x)
donde el factor de multiplicación f(x) no depende de x, y la función f está relacionada
con y , solamente mediante las funciones 1(y); : : : ; n(y).
Como se observa, en este caso f tiene una cantidad finita de variables. Además, la FDP
condicional a posteriori va a depender solamente de i(y); : : : ; n(y),p(xjy) = f(1(y); : : : ; n(y);x)R f(1(y); : : : ; n(y);x)dx
Por lo tanto, las funciones i(y) son suficientes para el cálculo de la FDP a posteriori
condicional,p(xjy) = p(xj1(y); : : : ; n(y))
que al reemplazar en (2.84a) implica que el algoritmo óptimo de estimación también está
relacionado con y solamente a través de la estad́ıstica suficiente, g(y) = g(1(y); : : : ; n(y)).
En la aproximación no bayesiana para la toma de decisión mediante las estad́ısticas
suficientes, de manera similar, la función de verosimilitud tiene la forma, p(y jx) = f(y).
Una estad́ıstica suficiente se considera que es más preponderante, entre mayor valor de
compresión brinde de los datos observados y(t), esto es, entre menor sea su dimensión de
representación. La transformación suficiente de mı́nima dimensión se denomina estad́ıstica
mı́nima suficiente para una clase dada de tareas. Como ejemplos de estad́ısticas mı́nimas
suficientes se tiene la relación de verosimilitud en la tarea de detección binaria de señales,
y el funcional de verosimilitud en la estimación de parámetros de las señales.
La tarea más importante de estimación corresponde al riesgo condicional por y o riesgo
a posteriori rg(y), que es la esperanza media condicional para una función de decisión
dada g desde la trayectoria de y, mientras, el riesgo rg(y) se forma por el promedio de la
función de pérdida sobre toda la función de densidad de probabilidad a posteriori, para
una trayectoria conocida y ,rg(y) = Z f(x;g(y))p(xjy)dx (2.87)
El riesgo (2.87) determina el valor medio de pérdidas como resultado de la toma de la
decisión D = g(y) 2 D, que corresponde a una observación para y. El riesgo medio Rg, en
concordancia con (2.84a) es el promedio del riesgo a posteriori rg(y) por todos los posibles
valores de y ,Rg = Z rg(y)p(y)dy (2.88)
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2.3.2. Decisión Bayesiana
En general, la búsqueda de la función de decisión óptima considera dos casos extremos de
análisis sobre el estado de conocimiento a priori para un proceso vectorial no observado x:
conocimiento completo a priori, cuando se tiene la FDP, p(x), y conocimiento incompleto
a priori, cuando p(x) es totalmente desconocida. En el primer caso, se construyen las
funciones de decisión bayesiana, en el segundo las denominadas no bayesianas.
En la aproximación bayesiana se cumplen las dos siguientes condiciones:
1. El proceso x es aleatorio y la respectiva FDP marginal p(x) existe.
2. La FDP a priori p(x) es conocida al observador
En este caso, la decisión óptima se halla al minimizar el riesgo medio (2.83),R̂g = ming Rg = ming ZZ f(x;g(y))p(x;y)dxdy (2.89)
La función ĝ , que cumple (2.89), se denomina función de decisión bayesiana, al igual que
las correspondientes decisión y riesgo medio obtenido. De esta manera, el criterio bayesiano
de optimización consiste en la minimización del riesgo medio para una FDP p(x), dada a
priori. Debido a que el mismo riesgo medio varia en dependencia de la estructura de función
de pérdida f(x;g(y)), entonces el criterio de optimización, en forma general, depende de
la forma de la función de pérdida. Sin embargo, es conocido que el conjunto total de las
decisiones bayesianas, con relación a todas las posibles FDP a priori p(x), conforma una
clase completa.
Como se observa de (2.88), el procedimiento de minimización del riesgo medio Rg porg implica la minimización por g del riesgo a posteriori rg(y), definido en (2.87), que está
condicionado por el criterio positivo semidefinido de la FDP p(y), lo que implica que el cri-
terio de optimización bayesiano es equivalente al criterio del mı́nimo del riesgo a posteriori,brg(y) = ming rg(y) = ming Z f(x;g(y))p(xjy)dx (2.90)
desde el punto de vista anaĺıtico, la tarea (2.90) en algunos casos tiene solución.
En la estimación de procesos aleatorios x, la función de pérdida usualmente se determina
por un error ", cuyo valor pueda ser minimizado seleccionando la estimación ex. La esti-
mación que cumple esta exigencia se denomina óptima bayesiana, o simplemente óptima
cuando de forma tácita se asume que es bayesiana, la cual en forma general, depende de
la selección de la función de pérdida f("). Sin embargo, para una clase amplia de tareas,
las estimaciones, que son óptimas para una clase de función de pérdida, conservan esta
propiedad para la clase completa de funciones de pérdida. Esto es, se puede hablar de
invariabilidad de la estimación óptima. En particular, según teorema de Sherman [12] se
tiene que si f(") es una función permitida de pérdida y la FDP a posteriori del procesox es del tipo unimodal y simétrica con relación a la moda, entonces la estimación óptima
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bayesiana corresponde a la esperanza matemática condicional del vector x. Este caso tiene
lugar, por ejemplo, en la estimación lineal de procesos Gaussianos.
Ejemplo 2.25. Sea la función cuadrática de pérdida (2.80a) y el riesgo bayesiano (2.89).
Hallar el valor de la estimación ex que brinde el menor error para una observación dada y .
El riesgo medio bayesiano para el criterio de error dado, tiene la formaRg = ZZ (x   ex)TB(x   ~x)p(x;y)dxdy
Por lo tanto, el riesgo a posteriori tiene la formarg(y) = Z (x   ex)TB(x   ex)p(xjy)dx (1)
donde B es una matriz positiva definida, cuyos elementos tienen las unidades de la función de
pena por error sobre las unidades del producto de los errores de las respectivas componentes
del proceso vectorial estimadox. Como se observa en (1), el riesgo a posteriori está relacionado
con el momento central de segundo orden de la FDP a posteriori, lo que significa que el mı́nimo
valor de posible riesgo a posteriori, en el caso de la función cuadrática de pérdida, se suple con
la estimación ex con el mı́nimo valor de la traza de la matriz de momentos centrales escalares
de segundo orden (si el proceso es escalar, entonces con el mı́nimo valor cuadrático medio).
En este caso, el valor de la estimación que brinde el menor error cuadrático medio, dada la
observación y , se obtiene haciendo igual a cero el gradiente rg(y) por la variable ex,rg(y)ex = 2 Z B(ey   x)p(xjy)dx = 0 (2)
La igualdad (2) se cumple cuando ~x Z p(xjy)dx = Z xp(xjy)dx.
Asumiendo que se cumple la condición de normalización para p(xjy), entonces se tieneex = Z xp(xjy)dx (3)
Por lo tanto, la estimación con mı́nimo error cuadrático medio corresponde al valor de la FDP
a posteriori p(xjy). De (3), se observa que la estimación óptima no depende de la matriz B,
lo que significa se tiene un óptimo general por todas las componentes del proceso x.
Ejemplo 2.26. En el ejemplo anterior, suponer que se tiene la función simple de pérdida,
definida en (2.80c).
En este caso, la minimización del riesgo a posteriori (2.90), que toma la formarg(y) = 1" Z
E1 p(xjy)dx
corresponde a la selección del valor ~x, que maximiza la expresión1"   rg(y) = 1"   1" Z
E1 p(xjy)dx = 1" ZE0 p(xjy)dx
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donde la integración se realiza sobre el espacio E1, en el cual k"kB  "/2, o sobre el espacio
E0, donde se cumple k"kB < "/2. El empleo de la función simple de pérdidas implica un
valor relativamente pequeño para el intervalo " (" ! 0). Entonces, para obtener el máximo
de la última expresión como valor de la estimación óptima ~x, en cada trayectoria y dada,
se debe seleccionar el valor de x, para el cual p(xjy) toma el máximo valor posible, esto es,
la estimación ex corresponde a la moda p(xjy). Esta estimación se denomina estimación por
máximo de densidad de probabilidad a posteriori.
Conocida la trayectoria y , la estimación óptima ~x se halla como la ráız de la ecuaciónp(xjy)x x=ex = 0 (4)
El valor de la estimación óptima ~x se puede obtener mediante la maximización de la funciónp(xjy) con relación a x. Basados en el teorema de Bayes, (2.4), se tiene la relación condicionalp(xjy) = p(xjy)p(x)jp(y), esto es, ln p(xjy) = ln p(x;y) ln p(y) = ln p(xjy)+ln p(x) ln p(y).
Debido que p(y) no depende la variable x, la maximización de p(xjy) se reduce a hallar
el valor máximo de la densidad de probabilidad conjunta p(x;y). De esta manera, el valor
óptimo de la estimación se puede hallar como la ráız de una de las siguientes ecuaciones:p(x;y)x x=ex = p(y jx)p(x)x x=ex = 0 (5a) ln p(x;y)x x=ex =  ln p(y jx)x +  ln p(x)x x=ex = 0 (5b)
La solución de la función de pérdida, en tareas de aplicación concretas, en parte, se realiza
atendiendo al principio de implementación simple de los algoritmos óptimos de estimación.
Desde este punto de vista, como se observa de (3) y (4), la estimación óptima, para el caso de
la función simple de pérdida, se determina por las propiedades locales de FDP a posteriori de
las componentes de estimación del vector x, en la cercańıa de su máximo global, en cambio,
cuando se tiene la función cuadrática de pérdida, la estimación se determina por la forma
de cambio de la FDP a priori, pero en todo el intervalo del vector x. Por esta razón, es de
esperar que para algunas tareas de estimación sea preferible la realización del algoritmo (4),
que exigen menor detalle de la descripción de la FDP a posteriori, que la requerida para (3),
aunque es posible que su rendimiento sea peor.
2.3.3. Decisión no Bayesiana
La aproximación Bayesiana implica que sobre el proceso x, siendo aleatorio, se conoce
su medida probabiĺıstica, en particular, su FDP. En caso contrario, se emplean diferentes
métodos no Bayesianos de selección de la mejor función de decisión.
Método de máxima verosimilitud. Se considera que las mejores estimaciones bayesia-
nas se obtienen por el método del máximo de probabilidad a posteriori, cuando la estimación
se calcula mediante la maximización de la FDP conjunta p(x;y) = p(yjx)p(x). Sin embargo,
en la práctica es usual que no se tenga información a priori alguna sobre el proceso x, caso
en el cual, es imposible obtener la solución de las ecuaciones (5a) y (5b) del ejemplo 2.26.
Por lo tanto, una forma aproximada de la estimación óptima ex se halla simplificando el
sistema de ecuaciones que contengan solo la función de verosimilitud. En este caso, la
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estimación obtenida se denomina de máximo verosimilitud y se determina por la solución
de una de las siguientes ecuaciones,p (y jx)x x=ex = 0 (2.91a) ln p (y jx)x x=ex = 0 (2.91b)
El método de máxima verosimilitud se puede analizar como un caso particular de la
estimación Bayesiana. Aśı por ejemplo, si en alguna de las expresiones (2.91a) ó (2.91b), se
asume que el proceso aleatorio x tiene FDP Gaussiana y para un aumento ilimitado de las
varianzas de todas las componentes del vector x, cuando se cumple que  ln p (x)/x = 0,
entonces la expresión (5b) se transforma en (2.91b). A propósito, al mismo resultado se
llega asumiendo que la FDP es uniforme.
En general, el cambio de (5a) a (2.91a), o bien de (5b) a (2.91b) es aceptable y está
condicionado al hecho de que la observación, y, contenga tanta información sobre el ver-
dadero valor de x, que su estimación ~x tenga de forma significativa una menor dispersión
con respecto al valor verdadero x, la cual debe ser menor que la dispersión determinada de
forma a priori por la densidad p(x). Además, se debe tener seguridad que p(x) no contiene
picos muy altos en las regiones de definición de x. En algunos casos, cuando la información
de la FDP a priori es insuficiente, se asumen aproximaciones Gaussianas o uniformes y se
obtienen estimaciones denominadas seudobayesianas [12].
El error cuadrático medio de estimación, para el método de máxima verosimilitud, es
mayor que para el caso de estimación seudobayesiana, y por su puesto mucho mayor que
para el caso Bayesiano. La razón de este comportamiento del error de estimación está
en que la construcción del estimador Bayesiano incluye la información a priori del vector
estimado, x, mientras en el caso de máxima verosimilitud, ésta se ignora o bien se toma
igual para el peor caso.
Método minimax. De la expresión (2.86), se observa que a cada vector x le corresponde
un valor de riesgo condicional rg(x), lo que significa que este valor cambia para cada una
de las señales, y por lo tanto, existirá un valor máximo rg(x)max para todos los posibles
valores de x.
La función de decisión ĝ(y) determina la solución minimax, si se cumple quesup r̂g (x)  sup rg (x)
Asumiendo la existencia de los valores extremos, la anterior relación toma la forma,ming maxx rg (x) = maxx r̂g (x) (2.92)
El método de estimación minimax, descrito por (2.92), implica que se realiza la mini-
mización por todo g del riesgo condicional rg(x), para el peor de los casos, por todos los
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valores de x. Además, la función de decisión ĝ(x) minimiza, por todos los x, el máximo valor
de la función de riesgo condicional rg(x). La principal particularidad del método (2.92) está
en que garantiza un cierto valor de éxito, referido al peor de los casos a ser considerado.
Sin embargo, la estimación puede resultar demasiado lejana de las situaciones con mayor
probabilidad de ocurrencia.
La solución minimax en muchas tareas de aplicación real significa un procedimiento
bastante complejo de resolver. Aunque si se asocia el método minimax al Bayesiano, la
complejidad de solución disminuye. Aśı por ejemplo, la función de decisión minimax bg(x),
dadas ciertas restricciones de carácter muy suave (que son simples de cumplir), corre-
sponde a la función Bayesiana con respecto a la distribución a priori menos favorable, que
a propósito, frecuentemente resulta ser la FDP uniforme.
Ejemplo 2.27. Sea x(t) un proceso aleatorio escalar, cuyos valores deben localizarse dentro
del intervalo de trabajo  a < x < a, x 2 R, en caso contrario, el sistema se considera
desintonizado y debe generarse una señal de alarma, por lo menos, mientras el proceso no
regrese al intervalo indicado de trabajo. Hallar la estimación óptima ~x(t), dada la trayectoria
de observación y(t) con valores pertenecientes al intervalo (t0; t), que corresponde a una
función conocida del proceso estimado mas una perturbación.
La respectiva decisión d = g(y) es el resultado de la filtración, esto es, g(y) = ex (t), que se
determina por alguna de las funciones de pérdida, por ejemplo, la forma simple (2.80c),f (e) = 0; jej  ; jej > 
donde e(t) = x(t)  ex (t),  = onst: y  = onst.
El sistema puede generar error en dos situaciones: una, cuando la estimación está dentro del
intervalo permitido, mientras el valor verdadero no lo está (error de primer tipo), o cuando
la estimación está fuera del intervalo, pero el valor verdadero aún se conserva en el intervalo
de sintonización (error de segundo tipo). En el primer caso, la función de pérdidas se asume
igual A = onst, y para el segundo caso, B = onst.
Problemas
Problema 2.21. Sea la trayectoria y = fyk : k = 1; : : : ; ng, n ! 1, con distribución N (; 1), sobre
la cual se estima el parámetro , para una función de riesgo f(") = (   ")2. Calcular la función de
pérdida para los siguientes casos de función de decisión Bayesiana: D1 = m1, D2 = me(), D3  0.
Problema 2.22. Resolver el problema anterior empleando los métodos de máxima verosimilitud y
minimax para la selección de la mejor función de decisión.
Problema 2.23. Sea la observación y = fyk : k = 1; : : : ; ng con FDP Gaussiana N  ;p,  > 0.
Estimar el parámetro  empleando la función de pérdida f(") dada en (2.80a) [20].
Caṕıtulo 3
Representación de señales aleatorias
La Teoŕıa de procesos estocásticos
estudia las variables aleatorias, que
dependen de un parámetro susceptible
de cambiar de valor
B.R. Levin
La señal aleatoria  (s) corresponde a un proceso, que se desarrolla sobre la variable s.Cuando la variable del argumento de la señal aleatoria, que usualmente es el tiempo,
discurre continuamente, entonces se habla de funciones aleatorias. Si en cambio, la variable
del tiempo corresponde a una malla de valores discretos, s1;s2; : : : ; sn; entonces se habla de
sucesiones o series aleatorias. El análisis de las señales aleatorias, en gran medida, depende
de si cambia o no su estructura de aleatoriedad con respecto a su variable del argumento.
3.1. Señales aleatorias en el tiempo
tti  n (t) 1 (t)2 (t)3 (t)
 (t)
Figura 3.1. Trayectorias de una señal
aleatoria
Los fenómenos, que se desarrollan a lo largo
del argumento correspondiente al tiempo y
descritos por una señal aleatoria  (t), se
pueden analizar a partir de un conjunto lon-
gitudinal de mediciones o registros de valo-
res fi (t) 2  : i = 1; : : : ; Ng como se ilus-
tra en la Figura 3.1. En este caso, se define
como trayectoria u observación a cada una
de las mediciones simultáneas i de un mis-
ma señal aleatoria. Se define como ensamble
o conjunto a todas las posibles trayectorias,i (t), medidas o registradas en un interva-
lo de observación, que se relacionan con un
mismo fenómeno aleatorio,  (t).
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En cualquier caso, las señales aleatorias pueden ser descritas mediante un ensamble de
múltiples observaciones, entonces, se generan dos clases diferentes de promedios: se pueden
efectuar mediciones sucesivas a lo largo de una misma observación  (t) a partir de las cuales
se hallan sus momentos y valores de aleatoriedad o valores promedios de tiempo E fni (t)g,
aśı mismo, se pueden examinar todas las observaciones del ensamble, en un momento de
tiempo dado ti con lo cual se hallan los valores promedios de ensamble E fn (ti)g.
3.1.1. Estacionariedad de las señales aleatorias
Las caracteŕısticas básicas de la estructura de aleatoriedad de las señales corresponden a los
momentos y valores de aleatoriedad descritos en el numeral §2.1, los cuales pueden cambiar
en el tiempo. Aśı por ejemplo, la FDP con dimensión múltiple p (1; 2; : : : ; n; t1;t2; : : : ; tn)
corresponde a los valores instantáneos de las respectivas FDP singulares n (tn).
Un proceso se considera estacionario cuando su estructura de aleatoriedad no cambia en
el tiempo, en particular, un proceso estocástico se define como estacionario en el sentido
angosto, si sus funciones de probabilidad no son variables en el tiempo, esto es:p (i; t) = p (i; t+t) ; 8t
condición, que prácticamente es bastante dif́ıcil de comprobar.
En cambio, un proceso estocástico (t) se define como estacionario en el sentido amplio,
cuando todos sus momentos y valores de aleatoriedad no vaŕıan para cualquiera que sean
los tiempos de análisis (t1;t2; : : : ; ). E fn (tn)g = onst:E f( (tm) m1 (tm)) ( (tn) m1 (tn))g = onst
En consecuencia, los momentos (2.6), (2.9), (2.44) y (2.45) de las señales estacionarias
se asocian con los siguientes promedios de tiempo:
- Valores mediosE fn (t)g = 1Z 1 n (t) dt , n (t); n 2 N (3.1)
- Valores medios centralizadosE nn (t)   (t)o = 1Z 1  (t)   (t)n dt; n  2; n 2 N (3.2)
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- Valores de correlaciónK (tm; tn) = E f( (tm) m1 (tm)) ( (tn) m1 (tn))g= 1Z 1 ( (tm) m1 (tm)) ( (tn) m1 (tn)) dt= R (tm; tn) m1 (tm)m1 (tn) (3.3a)R (tm; tn) = E f (tm) (tn)g = 1Z 1  (tm) (tn)dt (3.3b)
Cuando en los núcleos de valores de correlación se tiene el caso de dos variables aleatorias
diferentes,  (t) 6=  (t), se habla de la función de correlación mutua, mientras en el caso de
análisis de una misma función,  (t) =  (t), se dice de función de correlación propia. Si se
tienen dos variables aleatorias  (t) y  (t) con los respectivos valores de correlación propiaR (tm; tn) y R (tm; tn), en analoǵıa con la matriz (2.54), de forma adicional se considera
la matriz de correlación:
R = "R (tm; tn) R (tm; tn)R (tm; tn) R (tm; tn) #
Ejemplo 3.1. Sea la suma de dos señales aleatorias (t) = 1 (t) + 2 (t)
El valor medio del proceso resultante se determina como:E f (t)g = E f1 (t) + 2 (t)g = E f1 (t)g+E f2 (t)g= m11 (t) +m12 (t)
Mientras, la función de correlación de la señal aleatoria resultante será:R (tm; tn) = E f1 (tm) m11 (tm)gE f2(tn) m12(tn)g
que se calcula como= Ef1(tm) m11(tm) + 2(tm) m12(tm)gE f1(tn) m11(tn) + 2(tn) m12(tn)g= E f1(tm) m11(tm)gE f1(tn) m11 (tn)g+E f1(tm) m11(tm)gE f2(tn) m12(tn)g+E f2(tm) m12(tm)gE f1(tn) m11(tn)g+E f2(tm) m12 (tm)gE f2(tn) m12 (tn)g
con lo cual se tiene queR (tm; tn) = R1 (tm; tn) +R12 (tm; tn) +R21 (tm; tn) +R2 (tm; tn)
Al considerar que las variables 1 (t) y 2 (t) son no correlacionadas, entoncesR (tm; tn) = R1 (tm; tn) +R2 (tm; tn)
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Asumiendo que se analiza la suma de la señal aleatoria 1 (t) con otra señal no aleatoria x (t),
se obtiene el siguiente valor medio:E f (t)g = E f1 (t) + x (t)g= E f1 (t)g+ x (t)
con la respectiva función de correlaciónR (tm; tn) = R1 (tm; tn)
Si la variable x (t) se convierte en constante x (t) = :, se obtienen los momentos:E f (t)g = E f1 (t) + g = m1 (t) +m1R (tm; tn) = R1 (tm; tn) + 2
Se puede demostrar, que para la suma  (t) = a1 (t) + b2 (t) se tienen los momentos:E f (t)g = am11 (t) + bm12 (t)R (tm; tn) = a2R1 (tm; tn) + b2R2 (tm; tn) + ab (R12 (tm; tn) +R21 (tm; tn))
Ejemplo 3.2. Hallar la función de correlación de la siguiente suma de señales aleatorias (t) = NXn=1 n (t)
donde n (t) = n os!nt+ns sin!nt, siendo  y s valores aleatorios no correlacionados
con media cero e igual varianza 2nC = 2nS = 2n :
La función de correlación de n (t) = n os!nt+ ns sin!nt se calcula como:Rn (t1; t2) = E fn(t1)n(t2)g= E f(n os!nt1 + ns sin!nt1) (n os!nt2 + ns sin!nt2)g= 2nC os!nt1 os!nt2 + 2nC sin!nt1 sin!0t2= 2n os!n (t1   t2)
que da como resultadoR (t1; t2) = NXn=1Rn (t1; t2) = NXn=12n os!n (t1   t2)
Transformación lineal de señales aleatorias. Sea un sistema con entrada x y saliday, descrito por un operador lineal K , tal que cumpla las siguientes condiciones:
1. y = K fxg = K fxg;  = onst:
2. y = K fx1 + x2g = K fx2g+ K fx1g
En los casos de transformación de variables, son importantes los valores de aleatoriedad
y momentos de los procesos de entrada o salida, dada la descripción del sistema en la forma = K fg.
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En particular, el valor medio y la función de correlación de la salida son de la forma:m1 (t) = E f (t)g = E fK f (t)gg = K fE f (t)gg (3.4a)R(tm; tn) = E f(tm) m1(tm)gE f(tn) m1(tn)g= E fK f(tm) m1(tm)ggE fK f(tn) m1(tn)gg= K fE f(tm) m1(tm)ggK fE f(tn) m1(tn)gg= K(tm)K(tn) fE f(tm) m1(tm)gE f(tn) m1(tn)gg= K(tm)K(tn) fR (tm; tn)g (3.4b)
Cabe anotar que la suposición de estacionariedad simplifica las expresiones (3.4a) y
(3.4b), obtenidas para la transformación de señales, aśı:E f (t)g = E fK f (t)gg = K fE f (t)gg = m1 (3.5a)
K(tm)K(tn) fR (tm; tn)g = K K() fR( )g ;  = tm   tn (3.5b)
De otra parte, la reacción de un sistema lineal e invariante en el tiempo (1.39), de acuerdo
con (1.33), se describe por la reacción del operador lineal del sistema a la función Æ(t), o
respuesta a impulso h(t), por lo que si a la entrada del sistema se tiene la señal aleatoria (t), mientras a la salida se tiene la señal aleatoria  (t) ; entonces, se observan las siguientes
relaciones en el tiempo entre los momentos de entrada y salida del sistema:m1 (t) = 1Z0 m1(t   )h( )d (3.6a)R (tm; tn) = 1Z0 1Z0 R (tm   m; tn   n)h(m)h(n)dmdn (3.6b)
Ejemplo 3.3. Dados, para la variable  (t), la media m1 (t) = at2 y la función de correlaciónR(tm; tn) = 2 exp  jtm   tnj
Hallar los momentos m1 ; R (tm; tn) y varianza de la señal aleatoria en los siguientes dos
casos de análisis de transformación lineal:a)  (t) = ddt ; b)  (t) = tZ0  (t) dt
En el caso a), el valor medio es igual a:m1 (t) = K fE f (t)gg = ddtm1 (t)= 2at
La función de correlación del proceso de salida se halla diferenciando dos veces la función de
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correlación del proceso de entrada, de la siguiente manera:tm > tn : R (tm; tn) = 2e (tm tn)tmR (tm; tn) =  2e (tm tn)2tmtnR (tm; tn) = 22e (tm tn)tm < tn : R (tm; tn) = 2e (tn tm)tmR (tm; tn) = 2e (tn tm)2tmtnR (tm; tn) =  22e (tn tm)
Juntar ambos casos de análisis (tm > tn y tm > tn ) es imposible. Por lo tanto, se puede
inferir que la función de correlación R (tm; tn) no tiene la segunda derivada para el valortm = tn, luego, el proceso  (t) no es diferenciable.
En el caso b), la media m1 (t) = at3Æ3. Mientras, la función de correlación se define comoR(tm; tn) = 2 tmZ0 tnZ0 e jm njdmdn
Luego, se tienen los siguientes casos de análisis:R(tm; tn) = 2 tmZ0 tnZ0 e jm njdndmtn > tm : tnZ0 e jm njdn = mZ0 e (m n)dn+ tnZm e (n m)dn= 1e (m n)m0   1e(m n)tnm = 1 2  e m   e (tn m) ;tmZ0 1 2  e m   e (tn m) dm= 1 2m + 1e m   1e (tn m)tm0= 12 2tm   1 + e tm + e tn   e (tn tm)R(tm; tn) = 22 2tm   1 + e tm + e tn   e (tn tm)
El análisis de tm > tn, muestra que de manera similar se obtiene:R (tm; tn) = 22 2tn   1 + e tm + e tn   e (tm tn)
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Al juntar ambas expresiones obtenidas en una sola función, que generalice para todo valor
de tm y tn, se tiene:R(tm; tn) = 22 2minftm; tng   1 + e tm + e tn   e jtm tnj
Finalmente, basados en lo anterior se puede encontrar la varianza, haciendo tm = tn = t2 (t) = 22  t  1 + e tÆ2
Ejemplo 3.4. Un proceso aleatorio corresponde a la transformación  (t) = f (t), siendof una función determińıstica y  una variable aleatoria. Determinar si el proceso  (t) es
estacionario.
La estacionariedad en el sentido amplio, exige la invariabilidad en el tiempo de los valores de
aleatoriedad, por ejemplo del primer momento inicial (3.1) y la varianza (3.2),E f (t)g = E ff (t)g = f (t)E fgE  (t)   (t)2 = E f (t)  f (t)2= f2 (t)E fg
que resultan variantes en el tiempo, y por ende, el proceso  (t) no es estacionario.
En la práctica, es frecuente la remoción del valor medio, y la consecuente normalización
del proceso aleatorio  (t) sobre la desviación estándar,s (t) =  (t)   (t)
Sin embargo, hay que tener en cuenta que la FDP del proceso estandarizado es diferente
de la densidad de probabilidad inicial, en particular, teniendo en cuenta la expresión para
la transformación de variables (2.34), se obtienep () = 1 ps +  (t)
3.1.2. Ergodicidad de las señales aleatorias
Sea el proceso estacionario, en el cual se conocen los valores del primer momento inicial de
cada una de las n trayectorias. Considerando la estacionariedad del proceso, la esperanza
matemática del mismo en cualquier corte de tiempo ti, como se muestra en la Figura 3.1,
se determina de la formam1(ti) = 1n nXk=1 k (ti)
El cálculo de primer momento, por alguna de las observaciones definida en un intervalo
de análisis T , se puede realizar segmentando el intervalo en una malla se subintervalos,
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determinados sobre los momentos de tiempo tk = kt, k = 1; : : : ; n, esto es, n = T/t. La
estimación de la esperanza sobre la malla de subintervalos se determina de la expresión:em1i = 1n nXk=1 i (tk)t
que al hallar el ĺımite, resulta enem1in!1  1T TZ0 i (t) dt
Por cuanto, se asume que las propiedades de aleatoriedad de los procesos estacionarios se
mantienen invariantes en el tiempo, entonces, cuando se tiene un número n suficientemente
grande, para cada trayectoria se cumple la igualdadem1i = m1(ti); i = 1; : : : ; n
Generalizando la expresión anterior, un proceso aleatorio estacionario se define como
ergódico, cuando los valores promedios de tiempo y de ensamble son idénticos, esto es,E fni (t)g = E fn (ti)g (3.7)
La media de cada observación del ensamble es igual a la media de la observación media del
ensamble. De (3.7), se entiende que un proceso ergódico es estacionario, pero no viceversa.
La estimación de los momentos (3.1) para una señal ergódica  (t) se describe comoeE fn (t)g = 1Z 1 n (t)w (t) dt; n 2 Z (3.8)
siendo w (t) la función de peso, que cumple la restricciónlmT !1 TZ0 w (t) dt = 1 (3.9)
La función de peso rectangular es la más frecuentemente empleada en la estimación de
los momentos en (3.8),w (t) = 8<:1=T; 0  t  T0; otros valores de t (3.10)
La función de peso (3.10) corresponde a la respuesta a impulso (1.35) de un filtro lineal,
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cuya respectiva función de transferencia es denominada caracteŕıstica espectral.(!) = F fw (t)g = 1Z 1w (t) e j!tdt
que en el caso particular de (3.10) es igual a(!) = e j!T=2 sin(!T=2)
Los valores de aleatoriedad dados en (3.1), (3.2), (3.3a) y (3.3b) para los procesos ergódi-
cos, teniendo en cuenta la estimación (3.10), toman las respectivas expresiones:E fn (t)g = lmT !1 1T TZ0 n (t) dt; n 2 N (3.11a)E nn (t)   (t)o = lmT !1 1T TZ0  (t)   (t)n dt; n  2; n 2 N (3.11b)R ( ) = lmT !1 1T ZT ( (t)) ( (t+  )) dt (3.11c)K ( ) = lmT !1 1T ZT  (t)   (t) (t+  )   (t) dt= R ( ) m21 (3.11d)
Los momentos de las señales ergódicas se relacionan con el siguiente sentido f́ısico:
– Valor medio  (t) es la componente constante.
– El valor medio al cuadrado  (t)2 corresponde a la potencia de la componente directa.
– Valor cuadrático medio 2 (t) es la potencia promedio.
– La varianza 2 es la potencia de la componente alterna.
– La desviación estándar  corresponde al valor rms.
– La función de correlación propia corresponde a la potencia de la componente alterna
Ejemplo 3.5. Hallar la función de correlación de la señal aleatoria (t) = a os (!t+ )
siendo  la variable aleatoria.
A partir de la definición (3.11c) se tiene que
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R ( ) = lmT!1 1T TZ0 a os (!t+ ) a os (!t+ ! + ) dt= lmT!1 a2T TZ0 12 (os (! + ) + os (2!t+ ! + 2)) dt
La primera integral se calcula de la formaa22T TZ0 os!dt = a22 os!
Mientras, la segunda integral es igual aa22T TZ0 os (2!t+ 2+ ! ) dt= a22T os (2+ ! ) TZ0 os 2!tdt  a22T sin (2+ ! ) TZ0 sin 2!dt
Por cuanto,lmT!1 ZT osk!tdt = lmT!1 sin (k!T ) = 0; lmT!1 ZT sink!tdt = 0;8k 2 Z
entonces, finalmente se obtiene la siguiente expresión para la función de correlación:R ( ) = a22 os!
Por su papel preponderante en la descripción de procesos estacionarios que las funciones
de correlación y covarianza tienen se debe tener en cuenta sus siguientes propiedades:
(a). Paridad. R ( ) = R (  ) ; K ( ) = K(  )
A partir de la estacionariedad del proceso se puede demostrar la simetŕıa de los
valores de correlación respecto a los argumentos t1 y t2 :E nm (t1)  m(t1); n (t2)  n(t2)o = E nn (t2)  n(t2); m (t1)  m(t1)o
(b). Valor máximo. jR ( )j  R (0) ; jK ( )j  K (0).
Por cuanto es evidente la siguiente desigualdad E n( (t)  (t+  ))2o  0, abriendo
paréntesis, se obtiene2 (t) + 2 (t+  ) 2 (t)  (t+  )  0
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Debido a la estacionariedad del proceso, los dos primeros términos son iguales, con
lo cual se obtiene la cota máxima de la función.2 (t)   (t)  (t+  )) R (0)  R ( )
Por cierto, de (3.3a) se tienen los siguiente valores en el origen:K (0) = 1T TZ0  (t)   (t) (t)   (t) dt = 2 ; (3.12a)R (0) = 1T TZ0  (t)  (t) dt = 2 (t) (3.12b)
(c). Continuidad. Si la función R ( ) es continua en  = 0, entonces R ( ) también es
continua para todo  .
(d). Periodicidad. R ( ) = R ( + T ) ;8 2 T .
(e). Restricción en la forma. Dado un proceso f́ısicamente realizable, la transformada de
Fourier de su función de correlación debe cumplir la siguiente restricción de forma:
F fR ( )g  0; 8! (3.13)
(f). Convergencia. Si el proceso aleatorio  (t) no es periódico, entonces se cumple,lmj j !1R ( ) = 2 (t); lmj j !1K ( ) = 0;
En este sentido se introduce el concepto de intervalo de correlación, que se puede
determinar, bien como la parte   1 del valor máximo de la función de correlación,
bien como la mitad de la base del rectángulo e con altura unitaria y área igual a la
de la función de correlación normalizada. En el primer caso, el intervalo de correlación
corresponde al valor  = , tal que el valor de la función normalizada de correlación
sea considerablemente pequeño:R()2 =   0:05 : : : 0:1 (3.14)
mientras en el segundo caso, el intervalo se calcula a partir de la integrale = 1R (0) 1Z0 R ( ) d (3.15)
Por último, se puede decir que la función de correlación caracteriza la dependencia es-
tad́ıstica entre los valores instantáneos del proceso, dados en diferentes momentos del tiem-
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po. Aśı, por ejemplo, sea la diferencia cuadrática media entre dos valores instantáneos del
proceso definida de la forma," ( ) = E n( (t)   (t+  ))2o
de la cual se observa que" ( ) = 2 (t) + 2 (t+  )  2 (t)  (t+ ) = 22 (t)  2R ( )= 2R (0)  2R ( )
luego, 2R ( ) + " ( ) = 2R (0) = onst.
Por lo tanto, la función de correlación complementa la desviación cuadrática media hasta
un valor constante y proporcional a la potencia del proceso.
Ejemplo 3.6. Hallar el intervalo de correlación para la función de correlación de la forma,R ( ) = kÆ 1  2 2.
De la expresión (3.14), se tiene que1Æ 1  2 2  =  )  = 1s1  
mientras para el segundo caso (3.15) se obtiene = 1Z0 11 + 2 2 d = 1 artan 10 = 2
Ea usual considerar las siguientes formas de clasificación de los procesos ergódicos de
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Figura 3.2. Clasificación de funciones de correlación
– Procesos con correlación nula, en los cuales el valor de la función de correlación es
cero, excepto para el corte de tiempo R (0)  Æ ( ) (Figura 3.2(a)).
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– Procesos con correlación continua, en los cuales el valor de la función cambia sobre
un dominio continuo, (Figura 3.2(b)).
– Procesos con correlación discreta o procesos de Markov, cuando la función de cor-
relación cambia de forma escalonada sobre una malla discreta de valores del intervalo
de correlación fkg, (Figura 3.2()). Dentro de los procesos de Markov, una clase
importante corresponde al caso cuando la función de correlación discreta se limita
a un solo escalón (Figura 3.2(d)) lo que se interpreta como la dependencia de dos
valores contiguos del proceso.
Realmente el proceso ilustrado en la Figura 3.2(d) es un modelo abstracto, en la medida
en que la función de correlación no cumple con la condición de existencia (3.13), para todos
los valores del intervalo de correlación  , como se observa de la relación:1Z0 R ( ) os!d = 1Z0 a os!d = a! sin!1  0; 8
3.1.3. Descomposición espectral de señales aleatorias
Del ejemplo 3.2, se observa que la función de correlación resultante R (t1; t2) es esta-
cionaria, en la medida en que el argumento del coseno depende sólo de la distancia entre
los valores de tiempo jt2   t1j. Por lo que la función de correlación resultante es:R(t1; t2) = R( ) =Xn 2n os!n; 2 =Xn 2n
Lo anterior, plantea la tarea de representación de señales en forma de la serie generalizada
de Fourier (1.4), pero ampliada al caso de procesos aleatorios estacionarios.
Sea  (t) un proceso estacionario en el sentido amplio, dado en el intervalo (0; T ). En-
tonces, su descomposición ortogonal tendrá la forma: (t) = 1Xn=0 nn (t) (3.16)
donde los coeficientes de descomposición, en concordancia con (1.7), se determinan como:n = 1En TZ0  (t)n (t) dt; Ei = TZ0 2n (t) dt (3.17)
Sin embargo, a diferencia de la representación (1.4), los coeficientes de (3.17) son aleato-
rios, por lo que la convergencia de la suma en (3.16) hacia la señal aleatoria  (t), se debe
entender en el sentido del valor cuadrático medio:lmN!1E8<: (t)  1Xn=0 nn (t)29=; = 0
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Uno de los problemas importantes a resolver es la selección del conjunto base de repre-
sentación fn (t)g, el cual puede ser escogido por los dos siguientes principios: Primero, que
se brinde el menor error de representación para un número N dado de coeficientes, o bien,
segundo, que se genere el menor número N de coeficientes para un valor dado de error de
representación. Aśı mismo, es importante que los coeficientes (3.17) tengan correlación cero
entre ellos, por cuanto las tareas asociadas al proceso de señales aleatorias se resuelven de
manera más fácil.
Se puede demostrar que para una señal aleatoria, representada por la serie (3.16), que
tenga función de correlación continua R(t;  ), el valor de la esperanza del error cuadrático
medio integral (potencia media de error), expresado como:E8<: TZ0 " (t)  N 1Xn=0 nn (t)#2dt9=; (3.18)
el error será el mı́nimo posible (3.18), para cualquier N , si el conjunto base de representaciónfn (t) : n = 0; 1; : : : ; N   1g cumple la condición homogénea de Fredholm de segundo
tipo [15,22]:ii (t) = 1T TZ0 R(t;  )g( )d (3.19)
donde fn (t)g son las funciones propias (solución) de la ecuación y los coeficientes n son
los valores propios del núcleo R(t;  ) de la ecuación. El conjunto de funciones propiasfn (t)g es ortogonal, cuyos coeficientes pueden ser escogidos de tal manera que puedan
ser ortonormales. Los coeficientes de descomposición (3.16) de la señal aleatoria, en caso
de emplear el conjunto base de representación fn (t)g que cumplan con (3.19), resultan
tener correlación nula. Además, si la señal aleatoria se asume del tipo Gaussiano, entonces
los coeficientes resultan ser independientes estad́ısticamente. Aśı mismo, si se cumple queEfng = 0, entonces, el valor de la varianza 2n converge al respectivo valor propio n.
Para el conjunto base de representación fn (t)g, que cumple la condición (3.19), la
esperanza de la potencia de error (3.18), dada en el intervalo (0; T ), se determina como:"2T = 1T E8<: TZ0 ( (t)  N 1Xn=0 nn (t))2dt9=;= 1T TZ0 E n2 (t)o dt  2T TZ0 N 1Xn=0 E nn2 (t)on (t)dt+ 1T TZ0 N 1Xm=0N 1Xn=0 E fmngm (t)ndt
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Por lo que se tiene que"2T = 2   N 1Xn=0 2n (3.20)
La expresión (3.20) permite hallar el número N de componentes de la serie de descom-
posición (3.16), que brinde un valor a priori dado de error de representación.
La descomposición de señales aleatorias, que tengan función de correlación continua, por
la serie (3.16), en la cual el conjunto base de representación corresponde a las funciones
propias, se denomina descomposición de Karhunen-Loève (K-L).
El ruido blanco Gaussiano, mostrado en el literal §3.1.4 con función de correlación (3.34),
se puede descomponer en el intervalo (0; T ) empleando cualquier conjunto base ortogonal,
pero en todo caso, los coeficientes de descomposición serán valores aleatorios Gaussianos
estad́ısticamente independientes con igual varianza de valor N0=2.
Ejemplo 3.7. Sean  (t) y  (t), señales aleatorias dadas en un intervalo finito de tiempot 2 T. Hallar la función de correlación mutua usando la descomposición ortogonal de Fourier.
Las series de Fourier (1.8), para las señales aleatorias,  (t) y  (t), tienen la misma forma,x (t) = a0 + 1Xn=1 (an osn
t+ b0 sinn
t) ; 
 = 2T ; x 2 f; g
La descomposición de Fourier de la versión con desfase de cada proceso tiene la forma,x (t+  ) = a0 + 1Xn=1an osn
 osn
t  1Xn=1 an sinn
 sinn
t++ 1Xn=1 bn sinn
 osn
t+ 1Xn=1 bn osn
 sinn
t
Reemplazando ambas expresiones, en la definición de la función de correlación mutua,R ( ) = a0a0 + 12 1Xn=1 (anan + bnbn) osn
+12 1Xn=1 (anbn   anbn) sinn

Cuando se asume la paridad de ambas señales aleatorias en análisis, entonces, los términos
del senos se convierten en 0; b = b = 0, luego, la anterior expresión se simplifica hasta,R ( ) = a0a0 + 12 1Xn=1anan osn

Ejemplo 3.8. Hallar la función de correlación propia para el tren de pulsos cuadrados,
mostrado en la Figura 3.3(a), empleando la descomposición ortogonal de Fourier.
La serie de Fourier de la función tren de pulsos cuadrados tiene la forma (t) = 
t2 + 2 1Xn=1 1n sinn
tn osn
t



















































Figura 3.3. Función periódica pulso cuadrado
la cual se reemplaza por la expresión, obtenida en el ejemplo anterior para el caso de funciones
pares, haciendo a = a , con lo que la función de correlación propia resulta enR ( ) = a20 + 12 1Xn=1 a2n osn
= 
t2 2 + 42 12 1Xn=1 1n2 sin2 n
t2 osn

Teniendo en cuenta la siguiente expresión cerrada, obtenida para la suma [13]:1Xn=1 sin2 nn2 osnx = 8><>: 4x+ 2   22 ; 0 < x < 2 22 ; 2 < x < 
entonces, se observa claramente, que la función de correlación corresponde a un tren de pulsos
triangulares como se muestra en la Figura 3.3(b).
3.1.4. Densidad espectral de potencia
La descripción directa de una señal aleatoria  (t) en el dominio espectral, mediante la TF, (!) = 1Z 1  (t) e j!tdt
es imposible de realizar, principalmente, porque la integral (1.18) implica cumplir las condi-
ciones de Dirichlet (sección §1.2.1), las cuales no ocurren para cualquier observación de
proceso estacionario en el sentido amplio, particularmente, la condición de convergencia
exige que el proceso sea absolutamente integrable; condición que sólo se alcanzaŕıa para
señales aleatorias de contenido cero.
El empleo de la TF exige la modificación de la representación para las observaciones de
la señal estacionaria, de tal manera que la integral (1.18) converja, para lo cual, la forma
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más sencilla consiste en el truncamiento de la trayectoria  (t), empleado en el cálculo de
sus momentos de una observación sobre un intervalo de tiempo ( T; T ), descrito en (3.11a)
y (3.11b), que usa la función ventana rectangular:T (t) = retT (t)  (t) (3.21)
La trayectoria de la señal aleatoria truncada de (3.21) es válida, mientras la varianza del
proceso sea finita. Aśı, se asegura la convergencia de la integral (1.18).
De otra parte, el empleo del teorema de Parsevall, mostrado en la Tabla 1.2, para la
observación truncada (3.21), asumiendo su valor medio igual a cero, da como resultado:TZ T 2T (t) dt = 12 1Z 1 jT (!)j2 d!
cuyo promedio se obtiene acorde con la ventana de estimación (3.10):12T TZ T 2T (t) dt = 14T 1Z 1 jT (!)j2 d!
La parte izquierda de la última expresión es proporcional a la potencia del proceso en el
intervalo de análisis ( T; T ). Es más, cuando se analizan las señales aleatorias estacionarias,
al hacer el intervalo T !1, la potencia tiende al valor cuadrático medio dado en (3.11a),
esto es, E8><>: 12T TZ T 2T (t) dt9>=>; = E8<: 14T 1Z 1 jT (!)j2 d!9=;lmT!1 12T TZ T E n2T (t)o dt = lmT!1 14T 1Z 1 E njT (!)j2o d!lmT!1 12T TZ T 2T (t)dt = lmT!1 14T 1Z 1 E njT (!)j2o d!lmT!1 12T TZ T 2T (t)dt = 12 1Z 1 lmT!1 E njT (!)j2o2T d!Ef2T (t)g = 12 1Z 1 lmT!1 E njT (!)j2o2T d!
En el caso de los procesos ergódicos, el promedio de ensamble es igual al promedio de
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tiempo, con lo que se obtiene,2T (t) = 12 1Z 1 lmT!1 E njT (!)j2o2T d! (3.22)
El operador dentro de la integral (3.22) es el promedio de tiempo del espectro de la
observación de la señal aleatoria, denominado densidad espectral de potencia (DEP),S(!) , lmT!1 E njT (!)j2o2T (3.23)
Si la señal  (t) tiene unidades [V ℄, entonces la densidad S(!) tiene unidades [V 2=Hz℄,
que en correspondencia con (3.22), determina el valor cuadrático medio del proceso. Aśı,2T (t) = 12 1Z 1 S(!)d! (3.24)
La densidad espectral de potencia puede ser interpretada como la potencia media con-
centrada en los ĺımites de una banda de frecuencia con banda de paso igual a 1 Hz para
una frecuencia central del espectro igual a !=2 [Hz℄.
Atendiendo a las condiciones de realización f́ısicas de los procesos aleatorios, la DEP
tiene, entre otras, las siguientes propiedades:
(a). S (!) 2 R, está determinada en el espacio de los reales,
(b). 0  S (!) <1, es positiva semidefinida y acotada,
(c). S (!) = S ( !), es par. En consecuencia, la representación de S(!) en forma de
funciones racionales, debe contener estrictamente polinomios de potencias pares:S(!) = s0  !2n + a2n 2 +   + a2!2 + a0!2m + b2m 2 +   + b2!2 + b0 ; S(!) 2 Q
La expresión (3.24) se obtiene asumiendo el valor medio igual a 0 del proceso aleatorio.
Sin embargo, se puede demostrar que la relación puede ser generalizada, obteniéndose:2 = 12 1Z 1 S (!) d! (3.25)
Transformada de Wiener-Jinchin. La expresión (3.11c) define la función de cor-
relación como la esperanza matemática del producto de dos funciones determinadas en
el tiempo. Sin embargo, de la sección anterior, resulta que la DEP está relacionada con la
esperanza matemática del producto de las TF de estas misma funciones. Entonces, debe
existir una relación directa entre esas dos esperanzas matemáticas.
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Sea una señal aleatoria con DEP, definida en (3.23),S(!) = lmT!1 E njT (!)j2o2T = lmT!1 E fT (!)T ( !)g2T
Desarrollando las respectivas integrales de Fourier, se obtieneS(!) = lmT!1 12T E8><>: TZ T T (t1) e(j!t1)dt1 TZ T T (t2) e( j!t2)dt29>=>;= lmT!1 12T E8><>: TZ T dt2 TZ T e( j!(t2 t1))T (t1) T (t2) dt19>=>;
El operador de promedio, atendiendo a la propiedad de linealidad de la TF, se puede
incluir dentro de la integral:S(!) = lmT!1 12T TZ T dt2 TZ T e( j!(t2 t1))E fT (t1) T (t2)g dt1
El operador de promedio de las funciones dentro de la integral corresponde a la función
de correlación propia R(t1; t2) para la señal estacionaria en análisis, pero truncada T (t).
Realizando el cambio de notación,  = t2   t1, por lo que dt2 = d , la anterior expresión
toma la forma:S(!) = lmT!1 12T T t1Z T t1 d TZ T e j!R(t1; t1 +  )dt1= 1Z 1 0B lmT!1 12T TZ T R(t1; t1 +  )dt11CAe j!d (3.26)
La expresión dentro del operador de promedio en la integral (3.26) corresponde a la
función de correlación (3.11c), asumiendo la media del proceso  (t) = 0. En otras palabras,
la DEP de la señal aleatoria  (t) corresponde a la TF de la respectiva estimación en el
tiempo de la función de correlación propia R(t; t+  ),S(!) = F nR(t; t+  )o
Por cuanto en los procesos estacionarios se cumple que la función de correlación no
depende del tiempo inicial del intervalo de análisis, esto es, R(t; t+  ) = R( ), entonces,
se obtiene que la DEP de un proceso estacionario en el sentido amplio es la TF de su
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función de correlación:S(!) = F fR( )g (3.27)
De manera inversa se puede obtener que:
F
 1 fS(!)g = F 1 fF fR( )gg = R( ) (3.28)
El par conjugado de expresiones (3.27) y (3.28) conforma la Transformada de Winner-
Jinchin que tiene un valor fundamental en el análisis de señales estacionarias, debido a
que establecen la relación de su representación entre el dominio del tiempo (la función de
correlación) y el dominio de la frecuencia (la DEP).
Ejemplo 3.9. Hallar la DEP para la función de correlación R ( ) = 2 exp( j j).
Empleando la relación (3.29a) se tiene:S(!) = 2 1Z0 2e j j os!d = 22 1Z0 e d os!d
La anterior integral se puede resolver por tabla:S(!) = 22  e 2 + !2 ( os! + ! sin! )10 = 22 2 + !2
En la Figura 3.4 se presentan la función de correlación (parte superior) y la respectiva DEP
(parte inferior); ambas calculadas para los casos de  = 1 y  = 0:25 y asumiendo un valor
de la varianza unitario.




−3 −2 −1 0 1 2 3
10−1
100
 = 0:25 = 1
Densidad espectral de potencia S(!)
Función de Correlación R ( )
Figura 3.4. Resultados del ejemplo 3.9.
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Empleando la propiedad de paridad de la función de correlación, las expresiones (3.27)
y (3.28) se pueden llevar a las respectivas formas:S(!) = 2 1Z0 R( ) os!d (3.29a)R( ) = 1 1Z0 S(!) os!d! (3.29b)
En la práctica, en calidad de valores de aleatoriedad para los procesos aleatorios, también
se emplean los diferentes parámetros de su DEP, por ejemplo los siguientes:
– Ancho de banda efectivo de espectro!e = 1S (0) 1Z 1 S (!) d!
el cual está relacionado con el intervalo de correlación (3.15), por la expresión = 12 S (0)R (0)
– Los siguientes momentos de frecuencia:m1! = 22 1Z0 !S(!)d!; m2! = 22 1Z0 !2S(!)d!; 2 = 22 1Z0 (!  m1!)2 S(!)d!
De otra parte, en el núcleo de la integral (3.26) está presente la función de correlación
propia, que en el caso de considerar la función de correlación mutua (definida en (3.3b)),
entonces, la función espectral respectiva es definida como la densidad espectral de potencia
mutua:S (!) = 1Z 1 R( )e j!d (3.30)
Cabe anotar, que cuando las señales aleatorias  (t) y  (t) tienen correlación nula, esto
es, R( ) = 0, la correspondiente DEP mutua también es de contenido 0.
La relación entre las densidades de potencia S (!) y S (!) se deduce a partir del
análisis de las partes real e imaginaria de la definición (3.30),S (!) = 1Z 1 R ( ) os!d   j 1Z 1 R ( ) sin!d; (3.31)
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donde las respectivas funciones de correlación mutua se definen comoR ( ) = lmT!1 1T TZ0  (t)  (t+  ) dt; (3.32a)R ( ) = lmT!1 1T TZ0  (t)  (t+  ) dt (3.32b)
En la última integral, (3.32b), se realizan los siguientes cambios de variables:  = t+  ,
luego, t =   ; dt = d, con lo cual,R ( ) = lmT!1 1T TZ0  (  )  () d
regresando de nuevo a la variable t, se obtiene,R ( ) = lmT!1 1T TZ0  (t)  (t   ) dt
Al comparar la última expresión con la definición (3.32b) se observa el cumplimiento de
la igualdad R ( ) = R (  ), que al sustituir en la (3.31), resulta enS (!) = 1Z 1 R ( ) os!d   j 1Z 1 R (  ) sin!d
Sea   = , entoncesS (!) =  1Z1 R () os!d ( )  j  1Z1 R () sin ( !) d ( )= 1Z 1 R () os!d+ j 1Z 1 R () sin!d
de lo cual, finalmente, se obtiene queS (!) = S (!)
Ruido blanco Gaussiano (RBG). Se denomina ruido blanco Gaussiano al modelo
de señal aleatoria que se define convencionalmente como una señal ergódica con FDP
Gaussiana y DEP constante en todo el dominio de la frecuencia (Figura 3.5(b)),S (!) = N0; ! 2 ( 1;1) : (3.33)








Figura 3.5. Modelo del ruido blanco Gaus-
siano
El modelo (3.33), denominado ruido
blanco por su analoǵıa espectral con la luz
blanca, tiene función de correlación propia
obtenida mediante la TF (Figura 3.5(a)):R ( ) = 1Z 1 N02 ej2ftdf = N02 Æ ( ) (3.34)
Del modelo (3.34), se observa queR ( ) = 0, 8 6= 0, de tal manera que
cualquier par de diferentes valores tomados
del RBG no son correlacionadas y, por lo
tanto, estad́ısticamente son independientes.
Cabe anotar que el modelo (3.34) implica que la varianza del RBG 2 !1.
En realidad, todos los dispositivos de procesos de señales eléctricas poseen un ancho de
banda finito !, y en consecuencia cualquier clase de ruido también tendrá un ancho de
banda finito a la salida de todo dispositivo. Cuando se asume la constancia de la DEP en
el ancho de banda finito ! <1, se tiene el siguiente modelo de ruido:8<:S (!) = N0; ( ! < ! < !) ;R ( ) = N0! sin (2! ) ; (3.35)
Puesto que el ancho de banda espectral resultante (3.35) es menor que del ruido blanco, al
modelo filtrado se le conoce como ruido rosado o blanco de banda finita, para el cual además
se cumple que su potencia de salida es finita e igual a N0! y su valores instantáneos están
correlacionados.
En la práctica, se define el ancho de banda equivalente del ruido !e:!e = 1H0 1Z0 jH (f)j2 df; (3.36)
donde H0 = jH (f)jmax es la ganancia de voltaje del filtro en la frecuencia central. Luego,
la potencia de ruido promedio filtrado es:N = 1Z 1 H (f)2N0df = N0 1Z0 H (f)2 df = N0H0!e;
La última ecuación muestra el efecto del filtro separado en dos partes: la selectividad de
frecuencia relativa, representada por medio de !e, y la ganancia de potencia representada
por medio de H0. Por definición, el ancho de banda equivalente de ruido de un filtro ideal
es su ancho de banda real. En los filtros reales, !e es algo mayor que el ancho de banda
a 3 dB [14].
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3.1.5. Convergencia y continuidad de procesos aleatorios
El análisis de modelos dinámicos, excitados por procesos aleatorios, se basa bien en la
solución de ecuaciones diferenciales que describen los sistemas, bien en el análisis de otras
caracteŕısticas equivalentes. En cualquier caso, como ocurre en el estudio de excitaciones
determińısticas, es necesario determinar el alcance de las definiciones de los conceptos de
la continuidad, la diferenciabilidad e integrabilidad de los procesos aleatorios.
Convergencia. Sea la sucesión de valores aleatorios fk : k = 1; : : : ; ng, para la cual, la
convergencia se puede determinar en alguno de los siguientes sentidos [15]:
1. La sucesión fkg converge al valor aleatorio con probabilidad de 1 (casi seguramente)
si se cumple que,Pfn ! g, para n!1
2. La sucesión fkg converge a  en el sentido probabiĺıstico, si para cualquier " > 0,Pfk    > "g = 0, para n!1
3. La sucesión de valores aleatorios fkg converge a  en el sentido cuadrático medio,
cuando,lmn!1E njn   j2o = 0
que frecuentemente se nota como, l: i:m:n!1 n = .
4. Se dice que n converge a  por distribución, si dadas las respectivas funciones de
distribución, Fn(x) y F (x), 8x, se cumple que Fn(x)! F (x); asumiendo n!1.
Con probabilidad de 1Cuadrático medio
Distribución
S. Probabilístico
Figura 3.6. Relación entre las definiciones
de convergencia probabiĺıstica
Se considera que la convergencia con
probabilidad de 1 implica la convergen-
cia en el sentido probabiĺıstico, mientras,
la convergencia por valor cuadrático medio
también implica la convergencia el sentido
probabiĺıstico, como se muestra en la Figu-
ra 3.6, en la cual con ĺıneas a trozos se repre-
senta la relación restringida a ciertas clases
de sucesiones aleatorias.
En la práctica, el valor ĺımite  no se
conoce, entonces, similar al caso de suce-
siones determińısticas como criterio de con-
vergencia se emplea el criterio de Cauchy,lmn!1 jn+m   nj ! 0; 8m
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Cuando el anterior ĺımite existe, entonces se da la convergencia para cualquiera de sus
formas anteriormente definidas. Las definiciones dadas de convergencia para sucesiones
aleatorias se pueden extender a los procesos continuos aleatorios f(t); t 2 Tg, teniendo en
cuenta que las definiciones no se restringen solamente a una observación en particular del
proceso, sino al conjunto de trayectorias en su totalidad.
Continuidad. Mediante las definiciones anteriores de convergencia, también es posible
determinar la continuidad, aśı por ejemplo, una señal aleatoria (t) se define como continua
en t con probabilidad 1, cuando se cumple que:lm!0 (t+  ) = (t)
Sin embargo, no debe entenderse que la continuidad definida para los procesos aleatorios
asegura la continuidad de cualquiera de sus trayectorias. Por ejemplo, un proceso de Poisson
con FDP, dada por la expresión (3) del ejemplo 2.8, para un valor dado de t = t0, es un
proceso continuo, pero cualquiera de sus observaciones no lo es.
Con frecuencia, el criterio más aceptado de convergencia para un proceso aleatorio es el
del valor cuadrático medio, el cual se asume que es un proceso de segundo orden, cuando
se cumple que E 2(t)	 < 0; 8t 2 T .
Un proceso aleatorio de segundo orden, (t); t 2 T , es continuo en t en el sentido cuadráti-
co medio, si se cumple que,lm!0E n((t+  )  (t))2o = 0 (3.37)
Además, de (3.37) se obtiene queE f(t+ t0); (t)g = E n((t+ t0) m1(t)  (t) m1(t))2++ 2((t + t0)  (t))((m1(t+ t0) m1(t))  (m1(t+ t0) m1(t))2o= R(t+ ; t+  )  2R(t+ t0; t+ t0)  2R(t+ t0; t) +R(t; t)++ (m1(t+ t0) m1(t))2
Por lo tanto, para la continuidad del proceso (t) en t, es necesario que tanto su función
de correlación R(t; t) como su valor medio m(t) sean funciones continuas. De otra parte,
teniendo en cuenta que el valor cuadrático medio es positivo definido, entonces, la condición
suficiente de continuidad corresponde a,E n((t+ t0) m1(t+ t0)  (t) m1(t))2o= R(t+ t0; t+ t0)  2R(t+ t0; t) +R(t; t)  0
Diferenciabilidad. Un proceso aleatorio (t); t 2 T , de segundo orden se define como
diferenciable en el sentido cuadrático medio en el punto t0 2 T , si se cumple que para el
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ĺımite lm!1 (t0 +  )  (t0) = 0(t0)
existe un valor lm!0E  (t0+) (t0)   0(t0)2 = 0. Cuando esta condición se cumple
para todo t 2 T , entonces se dice que el proceso aleatorio es diferenciable.
La condición necesaria de diferenciabilidad del proceso en el punto t0 2 T se halla
analizando la siguiente sucesión de valores contiguos:E((t0 + 1)  (t0)1   (t0 + 2)  (t0)2 2)= E (t0 + 1)  (t0)1 (t0 + 1)  (t0)1   2(t0 + 1)  (t0)1 (t0 + 2)  (t0)2 ++(t0 + 2)  (t0)2 (t0 + 2)  (t0)2  == R(t0 + ; t0 + 2) R(t0 + 1; t0) R(t0; t0 + 2) +R(t0; t0)12 ++ m(t0 + 1) m(t0)1 m(t0 + 2) m(t0)2
(3.38)
Debido a la suposición sobre la diferenciabilidad del valor medio, la cual implica la
existencia de la segunda derivada de la función R(t1; t2), en los puntos de tiempo t0 yt1 = t2   t0, esto es,lm1;2!0E (t0 + 1)  (t0)1 (t0 + 2)  (t0)2  = 2R(t1; t2)t1t2 t1=t2=t0 +m0(t0)m0(t0)
entonces, la parte derecha de la igualdad (3.38) es finita, para 1; 2 ! 0, se cumple queE((t0 + 1)  (t0)1   (t0 + 1)  (t0)1 2)! 0
La condición suficiente de diferenciabilidad del proceso se halla asumiendo 1 = 2, con
lo cual, la ec. (3.38) es la suma de dos términos positivos. Si la parte derecha de la igualdad
tiende a 0, es suficiente que cada uno de sus términos de la derecha tiendan también a 0.
Integrabilidad. Sean un proceso aleatorio (t) y la función determı́nistica f(t), tales
que existan en el intervalo [a; b℄, sobre el que se define la malla de puntos en el tiempo de
la forma: a = t0 < t1 <    < tn = b, sobre la cual se analiza la suma:
I (n) = nXi=1 f(ti)(ti)(ti   ti 1)
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Si para un max1in(ti   ti 1), la suma converge en algún vector ĺımite, que a propósito es
otra variable aleatoria, entonces ese ĺımite se denomina integral del proceso aleatorio (t)
I = bZa f(t)(t)dt
La convergencia de las sumas I (n) se analiza en el sentido cuadrático medio, esto es,Ef(I (n)  I )2g ! 0, n ! 1, mientras el ĺımite I es la integral cuadrática media. Un
proceso aleatorio de segundo orden, (t), t 2 [a; b℄ con m1(t) y R(t1; t2) es integrable por
Riemann, cuando existen las integrales,bZa f(t)m1(t)dt; bZa f(t1)f(t2)R(t1; t2)dt1dt2
en este caso, se tiene queE8<: bZa f(t)(t)dt9=; = bZa f(t)m1(t)dtE8<: bZa f(t1)f(t2)(t1)(t2)dt1dt29=; = bZa f(t1)f(t2)R(t1; t2)dt1dt2 +0 bZa f(t)m1(t)dt1A2
Algunas veces, es necesario analizar la integral estocástica de Stieltjes,
R ba f(t)d(t) que
se define por el ĺımite cuando max1in(ti   ti 1)! 0, por la siguiente suma:nXi=1 f(ti) ((ti)  (ti 1))
Es de anotar que el concepto de continuidad y diferenciabilidad de un proceso aleatorio
no son equivalentes. La exigencia sobre la diferenciabilidad de un proceso aleatorio es más
fuerte y restrictiva, que la continuidad del mismo. Por ejemplo, el proceso estacionario con
función de correlación R( ) = 2 ( j j) es continuo, pero en general se demuestra que
no es diferenciable.
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Problemas
Problema 3.1. Hallar el primer momento inicial m1 (t) y la varianza 2 (t) del proceso con FDP,p (; t) = 1p2 exp 22 e2t+ t
Problema 3.2. Hallar la función de correlación y determinar la condición de estacionariedad de la
señal aleatoria  (t) = y (t)  (t), siendo y (t) una función no aleatoria.
Problema 3.3. Calcular los intervalos de correlación para las siguientes funciones de correlaciónR (): 1. a exp ( j j) 2. a exp   22 3. a exp   22 os!0 4. a sin
Problema 3.4. Hallar la función de correlación propia de la señal aleatoria periódica, (t) = 1Xn=1 1n sinn
t
Problema 3.5. Hallar la función de correlación R () de un proceso aleatorio estacionario con DEP
dada ası́:S(!) = N=2; j!1j  !  j!2j0; otros valores de !
Problema 3.6. Hallar la DEP S(!) del proceso aleatorio , cuya función de correlación es igual aR () = (2 1  T  ; j j  T0; otros valores de t
Problema 3.7. Demostrar que para un proceso estacionario dado, el cambio de escala a en el argu-
mento de la función de correlación, corresponde al siguiente cambio de escala en la DEP,R (a), 1aS !a
Problema 3.8. Demostrar que, en forma general, la DEP conjunta S (!) no es una función par.
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3.2. Análisis experimental de señales estacionarias
Sea una señal aleatoria y variable en el tiempo  (t), entonces la mayoŕıa de sus valores
de aleatoriedad (momentos iniciales, centralizados, función de correlación, etc.), pueden
ser también función del tiempo. Excepto, la densidad espectral de potencia que vaŕıa en
términos de la frecuencia angular ! = 2f . El análisis experimental de la variable aleatoria (t) para la estimación de alguna de sus valores de aleatoriedad e (t), exige la realización den experimentos y la obtención de una serie de observaciones 1 (t) ; 2 (t) ; : : : ; n (t). Como
resultado se obtiene la estimación en la forma:e (t) = g (1 (t) ; : : : ; n (t)) (3.39)
Tareas básicas de estimación. En el análisis estad́ıstico, de acuerdo a la información
a priori dispuesta, se aceptan tres formas básicas de estructura de una señal  (t) ; t 2 T ,
considerada estacionaria en el sentido amplio:
1.  (t) = 0 (t) ; t 2 T
2.  (t) = m + 0 (t) ; t 2 T
3.  (t) = rPk=1 kak (t) + 0 (t) ;
donde 0 (t) es un proceso estacionario en el sentido amplio con media igual a cero.
Sea k (t) ; t 2 Ta una trayectoria de la variable aleatoria  (t), observada en el intervalo
de análisis de tiempo Ta, donde Ta puede ser un segmento de tiempo Ta 2 [a; b℄ para el
caso de variables continuas, o una sucesión de valores definidos en un tiempo de observaciónTa 2 ftk; k = 1; : : : ; ng, para el caso de una variable aleatoria discreta.
En concordancia con lo anterior, se establecen las siguientes tareas básicas de estimación
en los procesos estacionarios:
1. Estimación de la función de DEP, S(!), para proceso  (t),
2. Conocida la DEP S(!) del proceso 0 (t), se exige estimar su valor medio m,
3. Conocida la DEP del proceso 0 (t), se exige estimar los parámetros 1; : : : ; r de la
regresión
Prk=1 kak (t), cuando la función ak (t) se asume conocida.
Sea e = g( (t)); t 2 Ta, la estad́ıstica destinada a la solución de cualquiera de los
tres casos básicos anteriores. De todas las posibles estad́ısticas e se escogen aquellas que
presenten las propiedades expuestas en el numeral §2.2, en particular, las siguientes:
(a). Linealidad. El funcional g() debe ser lineal,
(b). Ausencia de sesgo. Si la estimación del parámetro  se realiza mediante la estad́ısticae, se exige que Efeg = ,
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(c). Consistencia. La estad́ıstica ~ debe converger en el sentido probabiĺıstico al valor ,
en la medida en que se aumente el intervalo de observación,
(d). Efectividad. La estad́ıstica e debe tener la menor de todas las varianzas posibles
dentro de las estad́ısticas de una clase dada.
3.2.1. Estimación de momentos
Estimación del valor medio. En concordancia con la clase de estimadores lineales y
sin sesgo, propuestos en (3.8) para los procesos ergódicos, se define el siguiente estimador:em1 =  (t) = bZa wm (t)  (t) dt
donde la función wm (t) es la función ventana, que cumple la condición (3.9).
La ausencia de sesgo del anterior estimador se comprueba de lo siguiente:E n (t)o = E8<: bZa wm (t)  (t) dt9=; = bZa wm (t)E f (t)g dt =  (t) bZa wm (t) dt=  (t)
La precisión en la aproximación de la estimación, ~m1   (t), se caracteriza por la
respectiva varianza de la potencia de error descrita en (2.63) [23]:E m1  E n (t)o2 = E nm21o E n2 (t)o= 2 TZ0 R( ) T Z0 wm (t)wm(t+  )dtd (3.40)
La precisión de la estimación depende básicamente de la función ventana, cuya opti-
mización por el criterio del mı́nimo error cuadrático medio conlleva al aumento significativo
del costo computacional. Por esto, en la práctica se emplea la ventana más simple,wm (t) = 8<: 1T ; 0  t  T0; 0 > t > T (3.41)
con lo que la estimación de la media, para señales aleatorias continuas, es de la forma: (t) = TZ0  (t) dt (3.42)
La estimación del valor medio para una señal aleatoria discreta f [k℄ : k = 1; : : : ; Ng, de
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forma similar, se realiza discretizando la expresión (3.42),em1 = NXk=1 [k℄wm[k℄; (3.43)
donde la función de peso discreta cumple la condición,
PNk=1wm [k℄ = 1. En los argumentos
de la serie (3.43) se asume la normalización de las bases de tiempo, x[kTd℄ = x[k℄.
En la práctica, es frecuente el uso de la función ventana rectangular, wm[k℄ = 1=N;k = 1; : : : ; N , para la cual, la varianza del error (3.40) toma la forma:2" = 2N2  N + 2N 1Xk=1 (N   k)[k℄!
donde R ( ) = 2 ( ). La relación 2".2 debe corresponder al mı́nimo valor posible,
que es inversamente proporcional al tamaño N de la sucesión [k℄. Por lo tanto, el valor N
corresponde al compromiso entre el costo computacional y la precisión del estimador.
Estimación de la varianza. Cuando el valor medio  (t) del proceso aleatorio es 0, la
estimación de la varianza coincide con el valor cuadrático medio y puede realizarse acorde
con la definición (3.11a), teniendo en cuenta la clase de estimadores propuestos en (3.8),em2 = 2 (t) = TZ0 wm (t) 2 (t) dt
Si el valor medio no es conocido, entonces la estimación de la varianza seráe2 = TZ0 w (t) 2 (t)   (t)2 dt = TZ0 w (t)02 (t)  TZ0 wm (t)  (t) dt1A2 dt (3.44)
Si se asume la ventana wm de (3.41), además al exigir la constancia de la otra ventana,w = onst; para asegurar la ausencia de sesgo en (3.44), la función w toma la formaw (t) = 1T (1  k) (3.45)
El valor de la constante k se determina experimentalmente [23].
Estimación de la función de correlación. Se tienen diferentes métodos de estimación
de la función de correlación, uno de los más empleados es el siguiente:eR ( ) = T Z0 wR (t;  ) ( (t)  em1) ( (t+  )  em1) dt (3.46)
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donde wR (t;  ) es la ventana que se propone para la estimación de función de correlación.
Cuando se tiene que  (t) = 0, la estimación (3.46) no presenta sesgo:E n eR ( )o = E8<: T Z0 wR (t;  ) 0 (t) 0 (t+  ) dt9=; = TZ0 wR (t;  )E f0 (t)  (t+  )g dt= R ( )
Además, la varianza de la estimación resulta ser igual a2R = T Z0 T Z0 wR (1;  )wR (2;  ) R2 (1   2) +R (1   2    )R (1   2 +  )d1d2= T Z (T ) w2R (;  )R2 () +R2 (   )R2 (+  )d
De la anterior expresión se deduce que para determinar la varianza de la estimación
para la función de correlación hay que conocer la misma señal aleatoria. Por esta razón,
la determinación de la precisión de la estimación se puede realizar después de realizar el
procesamiento, además, hay que tener en cuenta el hecho concreto de que la misma varianza
es un proceso aleatorio. El desconocimiento a priori de la función de correlación, hace que en
la mayoŕıa de los casos no se plantee el problema de optimización de la función ventana de
estimación wR. Aunque, en el procedimiento de prueba de hipótesis, cuando se comprueba
la pertenencia o no de una función de correlación a una clase dada, puede ser necesario la
determinación de la ventana óptima de estimación.
En la práctica, la estimación de la función de correlación se realiza a partir de la ventana
similar a la propuesta en (3.45):eR ( ) = 1(T    ) T Z0 ( (t) m1) ( (t+  ) m1) dt (3.47)
para la cual, se tiene el siguiente valor medioE n eR ( )o = R ( )  2T (T   ) TZ0 1  T  (R ( ) + TR (   )) d++ 1T (T    ) TZ0 (T +    2) (R ( ) +R (  )) d
que muestra un sesgo en la estimación eR, el cual se disminuye mediante el factor de
corrección: 1/(1  f (R ( ))), donde la dependencia f() se establece emṕıricamente.
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De otra parte, la estimación del ı́ndice de correlación  ( ), (2.46), se realiza mediante la
relación de los valores, e ( ) = eR ( ). eR (0), que resulta ser asintóticamente no sesgada:E fe ( )   ( )g  2T 1Z 1 2 (t)  ( )   (t)  (t   )dt
En realidad, la estimación del ı́ndice de correlación de un proceso ergódico, inclusive
siendo conocido el valor medio del proceso, presenta un sesgo, cuyo valor disminuye en la
medida en que aumenta la longitud de la observación de la señal aleatoria en análisis.
Finalmente, en el caso de tener sucesiones estacionarias aleatorias, la estimación de la
función de correlación se toma de la siguiente forma:eR [k℄ = 1N   k N kXl=1 0 [l℄ 0 [l  k℄ (3.48)
3.2.2. Estimación de los coeficientes en la descomposición K-L
En la sección §3.1.3 se plantea la búsqueda de un conjunto óptimo de funciones base con
dimensión p, dado en L2 (T ), para la representación discreta finita de la forma (1.4) a partir
de diversas observaciones de un proceso aleatorio  (t) ; t 2 T , de tal manera que la norma
del error en L2 (T ), promediada sobre el conjunto de observaciones, sea la menor posible.
En particular, de (3.18) se tiene que:"2T = ZT E f (t)  (t)g dt  pXi=1 ZT ZT E f (t)  (t)gi (t)i ( ) dtd= ZT R(t;  )dt  pXi=1 ZT ZT R(t;  )i (t)i( )dtd (3.49)
El primer término de (3.49) no depende del conjunto base  = fig, por lo que la tarea
se resume a hallar las p funciones ortogonales que maximizan el segundo término:pXi=1 ZT ZT R(t;  )i (t)i( )d = pXi=1 hAfi (t)g; i (t)i
que corresponde a una suma de funcionales cuadráticos. La condición de valor máximo se
encuentra, al tener en cuenta que el núcleo del operador integral A, definido como,
Af (t)g = ZT R(t;  )( )d (3.50)
que corresponde a la función de correlación propia de un proceso con valor medio cuadrático
finito. El operador (3.50) tiene las siguientes propiedades:
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(a). Integración cuadrática del núcleo,
RT RT jA (t;  )j2 dtd <1, en particular, en forma
de un operador del tipo Hilbert-Schmidt.
(b). Simetŕıa, A (t;  ) = A (t;  ), que resulta de las propiedades de la función de cor-
relación propia dada en la sección §3.1.2, R(t;  ) = R(; t).
(c). Naturaleza positiva semidefinida, hA fg;i = E k;k2	  0.
De las anteriores propiedades resulta lo siguiente:
1. Los valores propios de la solución (3.50) conforman una sucesión cuadrática suma-
toria con valores reales positivos y los cuales se pueden disponer en su orden de
decrecimiento:1  2     ; i  i+1    
2. El núcleo se puede representar por una serie monótona convergente, que incluye las
funciones propias  = f ig del operador A, de la forma:R(t;  ) = 1Xi=1 i i (t) i ( ) (3.51)
3. Las funciones propias pueden ser ortonormales, de tal forma que se cumpla (1.5), esto
es, hA f ig ;  ki = hi i;  ki = iÆik (3.52)
En general, en [24] se demuestra que al emplear el operador A para cualquier con-
junto base fig, es cierto que,pXi=1 hA fig ; ii  pXi=1 hA f ig ;  ii = pXi=1 i
La expresión (3.49) para el conjunto base óptimo hallado toma la forma,"2T = ZT R (t;  ) dt  pXi=1 hA f ig ;  ii (3.53)
en la cual, al reemplazar (3.51) y (3.52) se obtiene que:"2T = 1Xi=1 i h i;  ii   pXi=1 i = 1Xi=p+1i (3.54)
De lo anteriormente expuesto, se puede concluir que el subespacio con dimensión p,
definido en L2 (T ) y que es óptimo para la representación de un proceso aleatorio en t 2 T ,
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está dado por las p funciones propias de la ecuaciónZT R (t;  ) i( )d = i i (t) (3.55)
las cuales corresponden a los p mayores valores de i. Por cierto, debido a que el error
cuadrático medio de representación "2T corresponde a la suma residual de los valores propios,
entonces el error de aproximación se puede variar aumentando o disminuyendo el ı́ndice
inferior p de la respectiva suma en (3.54). Aśı, en general, aumentando T , los valores
propios también aumentan, luego es necesario una mayor cantidad p de términos de la
descomposición para obtener la precisión deseada.
La descomposición de señales aleatorias que tienen función de correlación continua por
la serie (3.16),  (t)  Pni=1 i i (t) ; t 2 T , en la cual el conjunto base óptimo de repre-
sentación (3.53) son las funciones propias, corresponde a la descomposición no correlaciona-
da de Karhunen-Loève (ver ec. (3.16)), en la que los coeficientes (3.17) fig son ortogonales:E fml g = E h (t) ;  m (t)i h (t) ;  l (t)i	 = ZT ZT R (t;  ) m (t) l (t) dtd= lÆml
De otra parte, si se tiene un proceso aleatorio con valor medio  (t) = 0, entonces los coe-
ficientes, también tendrán valor medio fi = 0;8ig y tiene correlación nula (son linealmente
independientes).
Aunque la descomposición K-L brinda la menor cantidad de elementos en la repre-
sentación de procesos aleatorios por medio de la serie (1.4), para un valor dado de error "2T ,
sin embargo su empleo está limitado principalmente por las siguientes razones: la función
de correlación de cualquier proceso aleatorio, en la mayoŕıa de los casos, es desconocida y
el procedimiento de solución de (3.55) no es conocido en forma general.
Usualmente, en calidad de funciones base se emplean las funciones ortogonales del tipo
Fourier, polinomios de Chebyshev, Lagrange, Funciones de Walsh y Haar, entre otras. No
obstante, las funciones base exponenciales de Fourier (1.8),  i (t) = eji!0t, son óptimas
para la representación de procesos aleatorios estacionarios ćıclicos  (t), para los cuales se
cumple,Ef (t+ kT )g = Ef (t)g = m1 (t) ; R (t1 + kT; t2 +mT ) = R (tm; t2)
En este caso, los coeficientes de descomposición fig determinadas comok (t) = 1T TZ0  (t) e jk!tdt (3.56)
tienen correlación 0 y su varianza en la expresión (3.20), teniendo en cuenta (3.53) y (3.55),
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está dada por el valor:2i = ZT R ( ) exp ( ji!0 ) d
Las funciones base de Fourier no son óptimas para procesos aleatorios diferentes a los
ćıclicos estacionarios. Por lo tanto, los coeficientes respectivos de descomposición serán
correlacionados. Sin embargo, para procesos ergódicos, cuando T ! 1 los coeficientes
de Fourier resultan tener correlación nula [15] y la transformada de Fourier se aproxima
a la descomposición K-L. Además, se puede demostrar que la relación entre el error de
representación y el número mı́nimo p de elementos necesarios en la serie (3.16) al emplear
la funciones base de Fourier, está dada por [22],"2T (F )  222p
De otra parte, el sistema de representación de los polinomios de Chebyshev son óptimos
en el sentido del criterio de aproximación uniforme de la representación, cuando se cumple
que el valormax (k) (t)  N 1Xn=0 nTn (t)
es cercano al mı́nimo posible, que pueda ser obtenido por algún polinomio de aproximación
uniforme polinomial [22], donde (k) es la k observación del proceso.
El cálculo de los coeficientes k para la representación de las señales aleatorias usando
los Polinomios de Chebyshev es dif́ıcil, debido al valor que toma la función de peso definida
en (1.9) w (t) = 1=p1  t2. En este sentido es preferible el uso de polinomios con peso
constante w (t) = 1, por ejemplo los polinomios de Legendre, que aunque brindan un
valor de aproximación peor que los polinomios de Chebyshev, en cambio ofrecen mayor
comodidad en el cálculo de los respectivos coeficientes de representación.
En otro caso, el sistema de funciones de Walsh fwaln (t) : n = 0; 1 : : : ; 2m   1g se consid-
era óptimo en el sentido de representación de señales aleatorias diádico-estacionarias [22],
cuya función de correlación cumple la condición R(t;  ) = R(t   ). Esta clase de ruido
puede ser obtenido si a la entrada del filtro de Walsh se introduce RBG. En otras palabras,
la transformada de Walsh de una señal aleatoria diádico-estacionaria se puede identificar
con la transformada K-L.
3.2.3. Estimación de la densidad espectral de potencia
La DEP S(!), de una parte, corresponde a la varianza de la descomposición espectral
del proceso estacionario, tal y como se muestra en (3.25). Pero de otra parte, la DEP
corresponde a la transformada inversa de la función de correlación (3.27). Por lo tanto,
la estimación de la DEP se puede realizar mediante ambas formas de representación. Al
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analizar la DEP como la densidad de la varianza espectral, la estimación sobre una trayec-
toria de longitud finita del proceso se hace a través de la descomposición en la serie de
Fourier (3.16) de la señal aleatoria para ! = !k, esto es,eS(!) = 12T 2k + 2k = 1T  TZ0  (t) e j!tdt2 (3.57)
donde k = R T0  (t) os 2kt/Tdt y k = R T0  (t) sin 2kt/Tdt.
Debido a la ortogonalidad de la representación y al tomar el valor ĺımite T ! 1; en-
tonces, ambos valores k y k no son correlacionados. Además, en los procesos con estruc-
tura Gaussiana, k y k como se explicó en la sección §3.1.3, también tienen FDP Gaus-
siana y, por ende, la estimación de ~S(!), haciendo T !1, corresponde a la 2 densidad,
(2.31), con dos grados de libertad, con lo cual se demuestra que la media y la varianza de
la estimación corresponden a:E fS (!k)g = S (!k) (3.58a)2eS = S2 (!k) (3.58b)
Mientras, el valor de la media muestra ausencia de sesgo, la varianza no tiende a cero,
motivo por la cual, la estimación (3.57) no se considera consistente.
La segunda forma de representación, a partir de (3.27) (empleando la estimación (3.47)),
implica la siguiente forma de cálculo para la DEP:eS (!) = TZ T e j! eR ( ) d = TZ T 1  j jT Re j!d (3.59)
Sin embargo, el valor medio de (3.59) muestra un sesgo en la respectiva estimación:E neS (!)o = E8><>: TZ T 1  j jT  eRe j!d9>=>; = eS (!)  2 1ZT os!R ( ) d
Por cuanto [3],lmv!1 bZa x() os(v)d = lmv!1 bZa x() sin(v)d = 0
entonces, para valores pequeño de T , se tienen distorsiones significativas en el valor de la
estimación propuesta.
Sea la observación f (t) ; T 2 [a; b℄g para un proceso estacionario. De ambos métodos
de estimación de la DEP, (3.57) y (3.59), se establece la estad́ıstica común, denominada
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periodograma y definida por la relación:s(; a; b) = 12 (b  a)  bZa  (t) ej tdt2
que en el caso discreto, cuando fk 2 T : tk; k = 1; : : : ; ng, toma la forma:s (;n) = 12n Xt2T  (t) ejt2 (3.60)
Sin embargo, la estad́ıstica en (3.60) presenta las misma limitaciones de inconsistencia
dadas en (3.58a) y (3.58b), razón por la cual el periodograma se convierte en otro proceso
aleatorio que, para valores grandes de n, presenta fuertes fluctuaciones de trayectoria (real-
izaciones con alto grado de disimilaridad). La ausencia de consistencia en las estimaciones
propuestas de DEP ha generado la necesidad de empleo de diferentes métodos orientados a
aumentar la efectividad de estimación por medio de diversas funciones de peso, que impli-
can su alisamiento. En particular, para una observación dada f(tk) : tk 2 T; k = 1; : : : ; ng
se emplea la estad́ıstica,eS () = Z  WS (  ) s (;n) d (3.61)
La función de peso WS() en frecuencia, (3.61), es similar a la ventana propuesta para
la estimación en el tiempo, (3.8), por lo que se denomina ventana espectral, que cumple los
requerimientos:
(a). Localización. WS() debe tener un valor máximo en  = 0,
(b). Ausencia de sesgo.
Z  WS () d = 1,
(c). Consistencia. 2~S ! 0, cuando n!1. En particular, se considera el valor asintótico,lmn!1 1n Z  W 2S () d = 0
En la práctica es común el empleo de funciones de peso que se puedan representar en la
clase:Wn () = 2 n+1X n+1 kn (l) e jl
donde kn (l) = k (l=mn), siendo fmng una sucesión creciente acotada de valores enteros,
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Ventana Modelo
Transformada finita de Fourier WS () = (mn; jj  /mn0; jj > /mn
(Estimación de Daniell) ~S () = mn2 n 1Pt= n+11  jtjn  ~R (t) 1t sin tmn ejtk() = sin ()
Estimación truncada WS () = 2 sin2mn + 12 sin 2 1~S () = 12 mnPt= mn1  jtjn  ~R (t) ejtk() = (1; jj  10; jj > 1
Estimación de Bartlett WS () = sin2 mn2mn sin2 2~S () = 12 mnPt= mn1  jtjn 1  jtjmn ~R (t) ejtk () = (1  jj ; jj  10; jj > 0
Estimación de Tukey-Hamming (ver estimación truncada)~S () = 12 ~SF () + 1n ~SF   mn+ 1n ~SF + mnk () = ((1 + os) =2; jj  10; jj > 0
Tabla 3.1. Ventanas de estimación de densidad espectral de potencia
tales que mn=n! 0, cuando n!1, donde k (x) es una función par acotada, que cumple
las restricciones:
(a). k (0) = 1; jk () j < 1, 8 < 1,
(b). Además,
1Z 1 k2 () d <1.
La Tabla 3.1 muestra ejemplos de ventanas espectrales empleadas en la estimación de
la DEP. En calidad de estimación de la función de correlación eR (t) se puede tomar la
expresión (3.48).
3.2.4. Estimación de parámetros de regresión
Sea una señal aleatoria observada en la forma: (t) = rXk=1 kak (t) + 0 (t) = x (t; 1; : : : ; r) + 0 (t)
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donde 0 (t) es un proceso estacionario con valor medio cero, fak : k = 1; : : : ; rg funciones
determińısticas conocidas, asumidas como de carácter lineal, fk : k = 1; : : : ; rg el conjunto
de los parámetros desconocidos a estimar, siendo r el modelo del sistema (valor conocido).
El término x() de acuerdo a la clase de tareas de que resuelva, recibe el nombre de señal útil
(comunicaciones, proceso de señales, etc.) o tendencia (en aplicaciones médicas, biológicas,
sociológicas, etc.). Mientras, el término 0 (t) recibe el nombre de ruido.
En general, existen los siguientes métodos de estimación del vector  = (0; 1; : : : m 1),
que describe los parámetros del modelo de dependencia lineal (2.78).
Método de mı́nimos cuadrados. A partir de la trayectoria x (t) del proceso esta-
cionario  (t), la estimación de fk : k = 1; : : : ; rg se realiza minimizando el funcional,
derivado del criterio de minimización de la potencia de error (2.63):bZa x (t)  rXk=1 kak (t)2 dt (3.62)
Si a su vez, se tiene que fak (t) 2 L2(a; b) : k = 1; : : : ; rg, entonces, se demuestra que~k = rXl=1  1kl bZa al (t)x (t) dt
siendo  1kl el elemento kl de la matriz, que corresponde a la inversa de la matriz con
elementos:kl = bZa ak (t)al (t) dt
Una ventaja del método de los mı́nimos cuadrados está en que no exige el conocimiento
de las propiedades, ni espectrales ni de correlación, del proceso  (t). Además, no tiene
sesgo, y en caso de asumir que el respectivo espectro de potencia de S(), es acotado y
positivo definido, se demuestra la consistencia de la estimación de fk : k = 1; : : : ; rg, con
la siguiente condición de integrabilidad:Z 1 1 ja (t)j2 dt <1
Estimación lineal de mı́nimo sesgo. Cuando se conoce la densidad espectral de en-
erǵıa F = Ff0 (t)g y, por ende, su función de correlación R ( ), se puede asumir que las
funciones ak (t), que forman la regresión base x (t), son tales que el proceso  (t) permite
su representación espectral en la forma: (t) = Z 1 1 ejtd ()
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para la cual se cumple qued() = rXk=1 kk ()dF () + d0 ()
donde d0 () corresponde al proceso espectral0 (t) = Z 1 1 ejtd0 ()
mientras fk() : k = 1; : : : ; rg son funciones integrables en el sentido cuadrático sobre la
medida espectral F():1Z 1 jk ()j2 dF () <1
entonces, fk 2 L2(F) : k = 1; : : : ; rg corresponden a la solución de la ecuación integral
de Wiener-Hopf:1Z 1 ejtk () dF () = ak (t) ;8k (3.63)
Cuando existe la solución de (3.63), la tarea de estimación del conjunto de parámetros de
la regresión fk : k = 1; : : : ; rg consiste en la solución del sistema algebraico de ecuaciones
lineales.
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Problemas
Ejercicio en el CP 3.1. Simular una sucesión aleatoria f [n℄ : n = 0; : : : ; N   1; g, para difer-
entes valores de longitud de trayectoria N = 2m;m = 4; : : : ; 12, con FDP N (0; 1). Verificar de
forma cualitativa la normalidad, de acuerdo con la estimación de los valores para los coeficientes de
asimetría y exceso.
Ejercicio en el CP 3.2. Sea el proceso aleatorio  (t) compuesto por la suma de N señales
estacionarias n (t), estadísticamente independientes, todas con FDP Gaussiana N (0; ). Hallar la
media, varianza y FDP del proceso  (t). Comprobar experimentalmente, para un valor de signifi-
cación de  = 0:05 los resultados obtenidos y establecer el comportamiento del error de estimación
de los momentos del proceso de acuerdo a la longitud de las trayectorias de las señales n (t).
Ejercicio en el CP 3.3. Sea el proceso aleatorio  (t), que se asume con FDP Gaussiana N (0; )
y función de correlaciónR ( ) = 2 exp (  j j)os! + ! sin! j j
Hallar la probabilidad P n _ > o de que el valor de la derivada d/dt no exceda el valor . Simular
dependencia entre el valor encontrado de probabilidad encontrado y diferentes valores del coeficiente.
Ejercicio en el CP 3.4. A la entrada del circuito RC, mostrado en la Figura 1.3 en régimen
de integrador, se tiene RBG  (t) con parámetros N  m1;. Hallar el tiempo t, cuando el valor
medio del proceso aleatorio  (t) a la salida del integrador alcanza el valor  = 0:95m1. Hallar
la dependencia de t con respecto al valor medio m1 para diferentes valores de la constante de
integración  = RC.
Ejercicio en el CP 3.5. Realizar el cálculo numérico de la varianza 2 (t) de la integral del proceso
aleatorio  (t) con función de correlaciónR ( ) = 2 exp (  j j) (1   j j), para diferentes valores
de la constante de integración .
Ejercicio en el CP 3.6. A la entrada del circuito RC, mostrado en el ejemplo (1.3) en régimen
de integrador, se tiene la señal aleatoria  (t) con función de correlación y DEP, respectivamente
dadas por la expresionesR ( ) = 2 exp (  j j) ; S (!) = 2 1/1 + (!/)2
Hallar las correspondientes funciones de correlación R ( ) y DEP S (!) del proceso  (t) a la salida
del integrador, así como su valor de la varianza a la salida del circuito, 2. Realizar la simulación
de las expresiones asintóticas de R ( ) para 0   y 0   , siendo  = RC. Simular el
comportamiento del sistema cuando a la entrada se presenta un tren pulsos cuadrados como el
representado en la Figura 3.3.
Ejercicio en el CP 3.7. A la entrada de un sistema se tiene una observación de un proceso
aleatorio  (t) con FDP diferente a la Gaussiana. El proceso aleatorio de salida es discretizado, de
tal forma que puede ser representado en forma aproximada por la suma  [n℄ =Pk h [k℄  [n  k℄.
Hallar experimentalmente, para que condiciones la FDP del proceso a la salida puede ser considerada
normal.
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3.3. Estimación espectral no paramétrica
3.3.1. Método de los periodogramas
Dada una sucesión inicial de valores discretos, formada de la trayectoria de señal aleatoriafx[k℄ : x 2 g con longitud N , a partir de la expresión (3.60), el cálculo del periodograma,
mediante técnicas de proceso digital se puede escribir como:sx[k℄ = 1N jX[k℄j2 = 1N N 1Xn=0 x[n℄e jnk2 ; X[k℄ = N 1Xn=0 x[n℄e jnk (3.64)
% Periodograma
function sx = periodogram(x,n1,n2)




sx = abs(fft(x(n1:n2),1024)).^ 2;
sx = sx/(n2 - n1 + 1);
sx(1) = sx(2);
end;
Luego, el periodograma se puede calcular
empleando la TRF, como se muestra en el
procedimiento Periodograma. La ec. (3.64)
es la forma no modificada de cálculo del pe-
riodograma. Sin embargo, como se observa
de (3.58b), la operación (3.64) no resulta
en una estimación consistente. Con el fin
de obtener estimaciones consistentes de la
DEP, sobre observaciones discretas de lon-
gitud finita, se emplea el suavizado de la
estimación (3.64) en frecuencia o tiempo.
Aśı, la expresión (3.64) se escribe comosx[k℄ = 1N  1Xn= 1ws[n℄x[n℄e jnk2
donde ws[n℄ es la ventana rectangular.
%Periodograma modificado
function sx = mper(x,win,n1,n2)




N = n2-n1+1; w = ones(N,1);
if win==2,
w = hamming(N);
elseif win==3, w = hanning(N);
elseif win==4, w = bartlett(N);




No obstante, como antes se dijo, es posi-
ble el empleo de funciones ventana difer-
entes a la rectangular. El periodograma,
calculado mediante una función diferente a
la ventana rectangular, se denomina modi-
ficado, el cual se describe comosx[w; k℄ = 1NV  1Xn= 1w[n℄x[n℄e jnk2
donde V = PN 1n=0 w[n℄2 =N es un factor
de normalización que asegura que la esti-
mación del histograma, asintóticamente, no
tenga sesgo. El procedimiento Periodogra-
ma modificado realiza el periodograma para diferentes ventanas.
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Como se explicó para la expresión (3.61), la introducción de una función ventana genera
el alisamiento en la frecuencia del histograma, con lo cual, la estimación de la DEP es,E fsx[w; k℄g = 12NV js[k℄ W [k℄j2 (3.65)
donde W [k℄ es la TF de la función ventana w[n℄. De (3.65), se observa que el nivel de
alisamiento en el periodograma depende de la forma de la función w[n℄ empleada en el
preproceso de la sucesión de entrada. Aśı, por ejemplo la ventana rectangular tiene el
lóbulo principal muy angosto, con relación a la mayoŕıa de ventanas conocidas, lo cual
genera menor grado de alisamiento espectral, pero en cambio, esta ventana presenta el
mayor nivel de lóbulos laterales, que pueden llevar al enmascaramiento de componentes
espectrales de poca amplitud. Cabe anotar, que la estimación mediante el histograma
modificado presenta las mismas limitaciones, descritas en (3.58a) y (3.58b), sin embargo,
el empleo de las ventanas permite establecer un cierto balance entre la resolución espectral
(ancho de banda del lóbulo principal) y la pérdida espectral (área de los lóbulos laterales).
Promedio de histogramas. Como consecuencia de la ausencia de sesgo en la operaciónlmN!1E fsx[k℄g = Sx[k℄
se asume que al hallar una estimación consistente para E fsx[k℄g, la misma se mantiene
consistente para Sx[k℄. Luego, partiendo del hecho de que la operación de promediado, para
un conjunto de observaciones no correladas de la señal aleatoria, conlleva a la estimación
consistente del promedio de la variable aleatoria E fg, entonces, se analiza la estimación
de la DEP mediante el promedio de los periodogramas o método de Bartlett.
Sea xi[n℄ 2 , n = 0; : : : ; L   1; i = 1; 2; : : : ;K, un conjunto de observaciones no
correlacionadas de la señal aleatoria (t). Si a la trayectoria i le corresponde el histogramasx[i; k℄, entonces el valor medio del conjunto de histogramas seráeSx[k℄ = 1K KXi=1 sx[i; k℄
cuya esperanza matemática es igual aEf eSx[k℄g = Efsx[i; k℄g = 12Sx[k℄ WB[k℄
donde WB() es la TF de la ventana de Bartlett w[n℄;  L < m < L. Por lo tanto, como en
el caso del periodograma, el valor medio eSx[k℄, asintóticamente no presenta sesgo. Además,
asumiendo la correlación 0 de las trayectorias xi[n℄, la varianza de la estimación eSx[k℄ es:varf eSx[k℄g = 1K KXi=1 varfsx[i; k℄g  1KS2x[k℄
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que tiende a cero, cuando K !1. Luego, la estimación eSx[k℄ es consistente.
%Periodograma de Bartlett
function sx = bart(x,nsect)
L = floor(length(x)/nsect);
sx = 0; n1 = 1;
for i=1:nsect,
pe = periodogram(x(n1:n1+L-1));
sx = sx + pe/nsect;
n1 = n1 + L;
end;
En la práctica, disponer de una cantidad
amplia de trayectorias de un mismo proce-
so es muy dif́ıcil, sin embargo, es más fre-
cuente disponer de una trayectoria de lon-
gitud suficientemente larga N . Entonces se
puede generar un conjunto de periodogra-
mas obtenidos de la división de la trayec-
toria inicial en K segmentos sin traslapo,
empleando técnicas de análisis en tiempo
corto, cada uno de ellos de longitud L, de
tal manera que K < L < N .
El procedimiento Periodograma de Bartlett ilustra el cálculo de los periodogramas de
Bartlett. En general, la estimación promediada de histogramas tiene la formaeSxB[k℄ = 1N KXi=1 L 1Xn=0 x[iL+ n℄e jnk2
Se puede considerar que la estabilidad de la estimación eSxB[k℄ mejora, al disminuir la
cantidad de segmentos de análisis de tiempo corto. Dado el valor N = KL se observa la
relación de compromiso entre una alta resolución (cuando se tiene el máximo valor de L)
y de mı́nima varianza de la estimación (para el máximo valor posible de K).
%Periodograma de Welch
function sx = welch(x,L,over,win)
if (over>=1) | (over<0),
error(’Valor traslapo inválido’);
end;
n1 = 1; n0 = (1-over)*L;




sx = sx + mp;
n1 = n1 + n0;
end;
Promedio de histograma modificado.
El análisis de tiempo corto mediante seg-
mentos sin traslapo puede generar discon-
tinuidades en los valores contiguos de es-
timación. Por esta razón, es preferible el
empleo de segmentos de traslapo que ase-
guren la suavidad en la estimación. De otra
parte, el empleo de funciones ventana puede
atenuar el efecto de la pérdida espectral, aśı
como disminuir el sesgo de la estimación,
sin embargo, a costa de una pérdida en la
resolución espectral. Aśı, sea el valor de
traslapo D, para segmentos de análisis de
tiempo corto con longitud L, luego la trayectoria i tiene la formax[i; n℄ = x[n+ iD℄; n = 0; 1; : : : ; L  1
Al tomar K segmentos que cubran la totalidad del registro de longitud N , entonces, se
tiene que N = L+D(K 1), por lo que la estimación del periodograma de Welch se escribe
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en la forma:eSxW [w; k℄ = 1KLV K 1Xi=0 L 1Xn=0w[n℄x[n+Di℄e jnk2
que en términos del histograma modificado es igual a:eSxW [w; k℄ = 1K K 1Xi=0 s[w; i; k℄
con lo cual, el valor esperado del periodograma de Welch resulta en:E n eSxW [k℄o = E fsx[w; k℄g = 12LV Sx[k℄jW [k; L℄j2
donde W [k; L℄ es la TDF de la función ventana con longitud L, usada en la estimación del
periodograma de Welch. Por cuanto, el factor de normalización esV = L 1Xn=0w[n℄2 =L
entonces, el periodograma de Welch también conlleva a una estimación sin sesgo.
Ejemplo 3.10. Sea la señal compuesta de dos armónicos y ruido blanco Gaussianox[n℄ = a1 sin(nk1) + a2 sin(nk2) +w[n℄



















Figura 3.7. Ejemplo de los periodogramas
En la Figura 3.7(a) se muestran los resultados obtenidos asumiendo los valores N = 512 y
3.3. Estimación espectral no paramétrica 161L = 64 para dos casos de análisis K = 4 y K = 8. Como se observa, aunque la varianza de
la estimación disminuye, al aumentar la longitud del segmento de tiempo corto K, empeora
la resolución, condicionada por el aumento del lóbulo principal.
Ejemplo 3.11. En la Figura 3.7(b) se analiza el efecto del traslapo del ejemplo 3.10, dados
los valores 50 y 75%, en la varianza y resolución espectral del periodograma de Welch.
El cálculo de la varianza en la estimación de Welch es más complejo, en la medida, en
que no se puede asegurar la ausencia de correlación entre las trayectorias con traslapo,
caso en el cual debe aumentar la dispersión de los valores de la estimación. Por lo tanto,
el empleo del traslapo aumenta la cantidad de segmentos de análisis corto, que en un
principio debe disminuir la varianza del histograma. No obstante, al aumentar el valor
del traslapo, aumenta el costo computacional en un valor proporcional a K. Además, el
consiguiente aumento del traslapo aumenta el valor de correlación entre los segmentos que
puede neutralizar el efecto de aumento en la cantidadK. En la práctica, el valor compromiso
de traslapo se escoge entre un 50 y 75% [25].
Suavizado de periodogramas en frecuencia. A partir de la expresión (3.59), se tiene
que el periodograma se calcula empleando la TF de la función de correlación propia, en
particular:eSx[k℄ = N 1Xm= (N 1) rx[m℄ exp[ jmk℄ (3.66)
donderx[m℄ = 8>>><>>>: 1N N m 1Pn=0 x[n+m℄x  [n℄; 0  m  N   11N N jmj 1Pn= 1 x  [n+ j m j℄x[n℄;  (N   1)  m   1 (3.67)
se define como el correlograma de la sucesión aleatoria x[n℄ con longitud N .
De la expresión (3.66), se observa que se emplea un número diferente de operaciones
dependiendo del intervalo de correlación. Aśı, en los extremos se tiene una sola operación.
Cuando el intervalo de análisis es N   1, entonces rx[N   1℄ = x[N   1℄x[0℄=N . Luego,
la varianza de la estimación de la función de correlación tendrá valores muy altos en la
medida en que crece hacia el valor extremo N del intervalo de correlación.
La estimación del correlograma, (3.67), implica el empleo de una ventana rectangular,
no obstante, se puede variar el tipo de función ventana, wr, tal que compense el efecto
de las estimaciones no confiables en los extremos del intervalo de correlación, aunque esto
implique la disminución del intervalo de proceso útil, y de esta forma, la disminución de
la resolución. Además, se aumenta el fenómeno de pérdida espectral, debido a la aparición
de lóbulos laterales, con lo cual la estimación tiende a presentar sesgo. Con el objeto de
disminuir la pérdida espectral, se puede emplear el suavizado del periodograma, mediante
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su convolución con una ventana espectral adecuada o método de Blackman-Tukey, que
corresponde a la generalización del método de estimación por correlograma para la función
de correlación propia, sopesado por una ventana. En este caso, la estimación de la DEP se
puede describir como:eSxBT [k℄ = MXm= M wr[m℄rx[m℄e jmk
que en la frecuencia tiene la formaeSxBT [k℄ = 12sx[k℄ W [k℄ (3.68)
% Periodograma de Blackman-Tukey








if win==2 w = hamming(N);
elseif win==3
w = hanning(N);
elseif win==4 w = bartlett(N);





De (3.68), se ve que la estimación de
Blackman-Tukey realiza el suavizado del
periodograma mediante su convolución con
la TDF de la ventana de correlación wr[m℄,
la cual en la estimación de los correlogra-
mas, debe cumplir las condiciones:
1. 0  wr[m℄  wr[0℄ = 1
2. wr[ m℄ = wr[m℄
3. wr[m℄ = 0, 8jmj > M , M  N   1
De la expresión (3.68), se observa que
es suficiente, mas no necesaria, la condi-
ción de que el periodograma tenga un valor
semidefinido positivo, que corresponde a la
restricción W ()  0, con      .
La ventana triangular de Bartlett cumple esta condición, mas no ocurre con las ventanas
de Hamming y rectangulares, comunes en el proceso de señales. En la Figura 3.8 se muestra
un ejemplo del cálculo del periodograma mediante el método de Blackman–Tukey, que
presenta una varianza mucho menor, aunque empeore su resolución de frecuencia.
En general, se considera que la estimación de la DEP mediante cualquiera de los métodos
de histograma, antes analizados, debe cumplir un compromiso entre la resolución espectral
y la varianza de la estimación, por esto, la comparación de los mismos se realiza empleando
las siguientes caracteŕısticas estad́ısticas [25]:
(a).  = varf eSx()gE2f eSx()g
el cual corresponde al nivel de dispersión de la estimación y caracteriza la estabilidad
estad́ıstica de la estimación.


























Figura 3.8. Ejemplo de periodograma de Blackman–Tukey
(b).  = f
donde f es la capacidad de resolución del método. El parámetro  permite deter-
minar la resolución del DEP obtenida a partir de una trayectoria de longitud finita
de la señal aleatoria, por cierto, a menor , mayor calidad de la estimación.
Método Estabilidad Resolución Índice f  = f
Periodograma 1 0:89(2=N) 0:89(2=N)
Bartlett 1=K 0:89(2=N) 0:89(2=N)
Welch (9=8)(1=K) 1:282(=L) 0:72(2=N)
Blackman-Tukey (2=3)(M=N) 0:64(2=M) 0:43(2=N)
Tabla 3.2. Comparación de los métodos de periodograma de estimación de DEP
En la Tabla 3.2 [25], se muestran las caracteŕısticas estad́ısticas para los métodos del
periodograma, descritos anteriormente. Se observa que cada uno de los métodos tiene más
o menos el mismo valor compromiso de estabilidad y resolución, el cual es inversamente
proporcional a la longitud N de la sucesión de valores discretos de la señal aleatoria.
En general, sin importar que métodos se tengan, que ofrezcan mejor resolución o menor
dispersión en la estimación, se cumple que el compromiso entre la resolución espectral y la
estabilidad básicamente depende de la longitud, N , y de los valores discretos disponibles
para el análisis de la sucesión aleatoria x[n℄.
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3.3.2. Algoritmo de cálculo del método de periodograma
Sean conocidos, para el proceso aleatorio en análisis, los valores del intervalo de dis-
cretización t y la resolución espectral necesaria f de análisis. Entonces, el intervalo
de observación T y la respectiva cantidad N de valores discretizados de la señal se relacio-
nan por la expresión [26]:T = kwf ; N = b Tt (3.69)
donde kw es un coeficiente que se determina de acuerdo al tipo de ventana empleada en la
estimación.
El algoritmo del método de periodogramas se divide en dos etapas:
– el preproceso de la señal en el intervalo de observación,
– el promedio de los resultados durante varios intervalos de aproximación, con el fin de
disminuir la dispersión de la estimación.
La primera etapa comprende los siguientes procedimientos:
1. Cálculo del valor N , a partir de (3.69). Por cuanto la TF se calcula mediante el
algoritmo TRF, entonces, cuando N 6= 2m; m 2 Z, en cada una de las trayectorias,
se realiza el relleno de ceros hasta el primer entero m, para el cual se cumpla la
igualdad.
2. Selección de la función ventana ws[n℄ y cálculo de la TRF, para cada una de las l
trayectorias, x 2  disponibles fx[n; k℄ : n = 0; : : : ; N   1; k = l; : : : ; Lg, que son
alisadas por la respectiva ventana:X[k; l℄ = N 1Xn=0 x[n; l℄ws[n℄ exp ( j2kn=N) (3.70)
3. Cálculo del periodograma s[l; ;N ℄, definido en (3.60), para cada una de las trayec-
torias l:s[l; k;N ℄ = jX[k; l℄j2N 1Pn=0 ws[n℄ (3.71)
4. Dado un criterio de convergencia, si el valor s[l; k;N ℄ no lo cumple, entonces, se deben
repetir los pasos 1 y 2, sobremuestreando la sucesión de cada trayectoria en 2; 4; 8; : : :
veces, mientras no se disminuya adecuadamente la incertidumbre en la estimación del
periodograma.
Una forma alterna de disminuir la incertidumbre está en realizar el procedimien-
to de rellenos de ceros aumentando también la longitud N de cada trayectoria en
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forma:X[m; k; l℄ = 2mN 1Xn=0 x[m;n; l℄ws[n℄ exp j 2knN2m  (3.72)
dondex[m;n; l℄ = 8<:x[n; l℄; 0  n  N   10; n > N   1
Al comparar las expresiones (3.70) y (3.72), se observa que X[m; k; l℄ = X[2mk; l℄, luego,
la operación de compresión de escala de tiempo expande la envolvente espectral, pero no le
cambia de forma. En la práctica, el relleno de ceros conlleva a la aparición de componentes
adicionales entre los armónicos originales.
La segunda etapa comprende los siguientes procedimientos:
1. Selección del factor de traslapo  entre los intervalos contiguos de observación. Usual-
mente, se toma un valor entre  2 [0:5; 0:75℄.
2. Cálculo del número total de intervalos de observación, Ni:Ni = b((NT  N)) =(N  N)
donde NT es la longitud total del registro de la señal aleatoria en análisis.
3. Estimación de la DEP promediada:eS[k℄ = 1Ni NTXl=1 s[l; k;N ℄ (3.73)
4. Cálculo del coeficiente k, que muestra la disminución en la varianza de la estimación
de la DEP, debido a la operación de promediado, en cada uno de los intervalos de
observación.k = 8>>>><>>>>: 1Ni (1 + 22(0:5))   2N2i 2(0:5)! 1 ;  = 0:5 1Ni (1 + 22(:75) + 22(0:5))   2N2i (2(0:75) + 22(0:5))! 1 ;  = 0:75
donde los valores de () se determinan de acuerdo al tipo de ventana ws[n℄ empleada
en la estimación espectral [27].
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3.3.3. Ventanas de estimación espectral
La multiplicación de los valores discretizados de la señal aleatoria x[n℄ por la función
ventana, ws[n℄ corresponde a la convolución en frecuencia de los respectivos espectros.
Entre las principales propiedades y caracteŕısticas de las funciones ventana, empleadas
en la estimación espectral, están las siguientes:
– Simetŕıa, w[n℄ = w[N   n℄; n = 1; : : : ; N   1.
– Ancho de banda equivalente de ruido, que se determina comofR(N) = N N 1Pn=0 w2[n℄ N 1Pn=0 w[n℄!2
a menor valor de fR, menor es la potencia del ruido y, por lo tanto, menor distorsión
que se puede causar sobre el proceso en análisis.
Ejemplo 3.12. Hallar el ancho de banda equivalente de ruido por la ventana triangular,
cuando N = 2K, asumiendo que w[0℄ = 0.
La ventana triangular se determina comow[n℄ = n=K; n = 1; : : : ; K(2K   n)=K; n = K + 1; : : : 2K   1
Entonces, fR(N) = 2(2K2 + 1)=(3K2), por cuanto en la práctica, N  1, en lugar defR(N) se emplea su valor asintótico, cuando N ! 1, esto es, fR = lmN!1fR(N).
Particularmente, en el caso de la ventana triangular fR = 1:33.
– Ancho de banda del lóbulo principal fLP (N; g) de la magnitud del espectro, que
t́ıpicamente se determina para un nivel fijo de atenuación g, dado en dB, con relación
al valor máximo del módulo espectral, fLP (N; g) = (N)N=, donde (N) es la
menor de todas las posibles ráıces por módulo absoluto, obtenidas de la ecuación,jW (N)j = maxjW (N)j=10g=20.
En la práctica, es usual el empleo del valor asintótico, dado el nivel g, para el ancho
de banda del lóbulo principalfLP (g) = lmN!1 ((N)N=)
Se considera que el valor fLP (g) caracteriza la resolución del algoritmo de la TRF,
para una función ventana dada, en particular, se asume que [28]o = fLP (g)
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– Ganancia coherenteG(N) = N 1Pn=0 w[n℄maxjW (N)j
con valor asintótico G = lmN!1G(N), que corresponde a la amplificación relativa
del armónico de una señal, cuya frecuencia coincide con una de las frecuencias del
conjunto base de la TRF.
– Máximo nivel de cualquiera de los lóbulos laterales, mLL, obtenido para el método
de TRF de la función ventana, medido en dB con relación al valor máximo del lóbulo
principal. En este sentido, también se considera la velocidad de cáıda vLL de los
lóbulos laterales, medida en dB por octava (o década), que muestra qué tan rápido
decrece la enerǵıa contenida en los lóbulos laterales. A mayor velocidad de cáıda,
menor pérdida espectral presenta la ventana.
– Modulación de amplitud parásita, aP , que caracteriza la amplitud relativa del ar-
mónico de la señal, después de su proceso mediante la función ventana y cálculo
de la TRF, en el peor de los casos, cuando la frecuencia de la señal se encuentra
exactamente en la mitad de un par de frecuencias base de la TRF.
El valor aP se mide en dB y se define comoaP = 20 log jW (!)j=max(W (!))
Los siguientes factores confluyen en la elección del tipo de función ventana:
– aplicación concreta del proceso de señales
– exigencias de costo computacional (recursos de proceso y tiempo de cómputo) en la
solución de la aplicación
Ejemplo 3.13. Sea la sucesiónx[n℄ =Xk ak sin(2nk=N + k); n = 0; : : : ; N   1 (3.74)
donde ak y k son los valores desconocidos para la amplitud y fase de los armónicos, respec-
tivamente, los cuales coinciden en la frecuencia base de la TRF.
En este caso, el cálculo de ak y k se puede realizar, simplemente empleando la función
ventana rectangular. En particular, de (3.70) se tiene queak = jX [k℄j; k = arg(X [k℄)
Sin necesidad de recurrir al procedimiento de promedio, (3.73), en la medida en que no hay
incertidumbre de medida.
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Si en la expresión (3.74), asumiendo que se tiene un solo armónico, se agrega la perturbaciónfr[n℄g, en forma de RBG, entonces para la estimación de los valores de ak y k es necesario
procesar la sucesión inicial mediante una función ventana, que provea el menor valor defR, por ejemplo, la ventana rectangular, y luego, se realiza el procedimiento de promediado
(3.73).
Ejemplo 3.14. Sea la sucesiónx[n℄ = a1 sin(n!1 + 1) + a1 sin(n!2 + 2) (3.75)
donde !11  !1  !12, !21  !2  !22, siendo !ij , las frecuencias base dadas inicialmente
de la TRF. Hallar los valores de !1, !2, a1 y a2, conocido que a1  a2.
En este caso, el preproceso de la sucesión inicial se puede realizar mediante la función ventana
rectangular. Asumiendo en (3.69) f = (!21   !12)=2 y o = LP (g), entonces se puede
determinar el intervalo de observación T , con lo que conocido el intervalo de discretizaciónt se puede hallar la longitud Ni de observación.
Sin embargo, el cálculo de la DEP, en correspondencia con (3.70) y (3.71) para k = 0; : : : ; N 1, puede tener lugar una indeterminación que haga imposible estimar cada armónico debido
a la presencia de varios valores iguales de S(k).
La forma directa para disminuir esta incertidumbre consisten en aumentar la longitud de
la sucesión inicial agregando N(2m   1) ceros, con lo cual el espectro X [k℄ se calcula por
la expresión (3.72). Inicialmente se prueba con m = 1. En caso de que la incertidumbre no
permita aún el cálculo confiable de los armónicos, se aumenta sucesivamente m = 2; 3; : : :
hasta que se obtenga un valor adecuado del armónico.
Debido a que la sucesión inicial se considera que no está perturbada, entonces, no hay necesi-
dad de la operación de promedio (3.73).
Problemas
Problema 3.9. Demostrar que la estimación de Bartlett para la DEP no presenta sesgo.
Problema 3.10. Demostrar que la función k() de la estimación de Tukey-Hamming para la DEP
es cuadrado integrable, L2(R).
Problema 3.11. Demostrar que EfeSx[k℄g = 12Sx[k℄ WB[k℄.
Problema 3.12. Repetir el ejemplo 3.10 para la señal x[n℄ = 2 sin(0:4n)+2 os(4:5n+0:5)+w[n℄,
con RBG con media 0 y varianza 0:2.
Problema 3.13. Demostrar que eSxBT [k℄ = 12 sx[k℄ W [k℄.
Problema 3.14. Considérese una sucesión aleatoria de longitud N , la cual ha de ser dividida enK segmentos, cada uno con M = N=K puntos. Si se conoce que la DEP tiene dos picos separados a
una distancia de 2[rad=s℄, cual debe ser el mı́nimo valor de M para poder detectar correctamente la
presencia de ambos picos?
Problema 3.15. Sea la sucesión aleatoria, cuya función de correlación propia se da por la expre-
sión R[k℄ = 0:8jkj, k = 0;1;2; : : :. Si se emplean 10 valores discretos para estimar la función de
correlación, mediante el correlogramas (3.67). Hallar el sesgo de la estimación para todo los k.
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3.4. Estimación espectral paramétrica
En los métodos paramétricos, la señal aleatoria medida se analiza como la salida de un
sistema lineal e invariante en el tiempo, al cual se aplica una entrada con caracteŕısticas de
aleatoriedad definidas a priori. En la práctica, el modelo más usado corresponde al excitado
por RBG y con función de transferencia racional del sistema. Los procesos de salida de los
modelos de esta clase tienen DEP que se describe completamente, mediante los coeficientes
de la respectiva función de transferencia y la varianza del RBG de entrada.
En esencia, los métodos paramétricos incluyen alguna información sobre los procesos
analizados, que tiene en cuenta sus propiedades y su naturaleza interna; información que
se desprecia en los métodos no paramétricos. Como resultado, los métodos paramétricos
permiten obtener estimaciones con mayor precisión y mayor resolución.
La estimación espectral paramétrica consta de tres etapas:
1. Selección del modelo paramétrico de la señal aleatoria analizada
2. Estimación de los parámetros del modelo seleccionado de la señal aleatoria de acuerdo
a las trayectorias conocidas
3. Cálculo de la DEP mediante la sustitución en el modelo teórico de los parámetros
estimados
3.4.1. Reacción de un sistema lineal a una señal estacionaria
Sea la entrada x[n℄ una sucesión estacionaria con valor medio 0, entonces y[n℄ representa
la salida del sistema lineal e invariante en el tiempo, la cual también es estacionaria y se
describe comoy[n℄ = H fx[n℄g
La función de correlación propia de la respuesta se determina por la convolución [25]:ry[m℄ = rx[m℄ 0 1Xk= 1h[k +m℄h[k℄1A
que empleando la transformada Z se obtieneSy(z) = SxH(z)H(1=z) (3.76)
donde Sx(z) = Z frx[m℄g, Sy(z) = Z fry[m℄g, H(z) = Z fh[m℄g.
Sea la entrada RBG, con valor medio igual a 0 y potencia 2, tal queSx(z) = Z f2Æ[m℄g = 2
entonces, la salida y la entrada del respectivo sistema lineal e invariante en el tiempo tiene
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la forma:Sy(z) = 2H(z)H(1=z)
La última ecuación muestra la relación de proporcionalidad que hay entre la función de
transferencia del filtro del modelo y la DEP de señal aleatoria analizada.
3.4.2. Modelos paramétricos de señales aleatorias
La descripción paramétrica de las estad́ısticas de segundo orden también aplica a las suce-
siones de discretización de las señales aleatorias. En este sentido, el modelo es adecuado
para la aproximación de señales aleatorias discretas, se describe mediante la señal de salida
de un sistema lineal e invariante en el tiempo, expresada por la ecuación de diferencias en
coeficientes complejosx[n℄ =   pXk=1 akx[n  k℄ + qXk=0 bku[n  k℄ (3.77a)= 1Xk=0h[k℄x[n  k℄ (3.77b)
donde u[n℄ es la sucesión de excitación o la entrada del sistema, x[n℄ es la sucesión a la
salida del filtro causal (h[k℄ = 0; 8k < 0), el cual conforma los datos observados. Se asume
que el sistema lineal tiene función de transferencia racional, H(z) = B(z)=A(z), para la
cual los polinomios se determinan comoA(z) = 1 + pXk=1 akz kB(z) = 1 + qXk=0 bkz k; b0 = 1H(z) = 1 + 1Xk=1hkz k
Se asume además que los ceros de los polinomios A(z) y B(z) se encuentran ubicados
dentro del ćırculo unitario de convergencia del plano Z, con el fin de garantizar la estabilidad
del filtro.
En concordancia con (3.76) los espectros de entrada y salida en un sistema lineal e
invariante en el tiempo se relacionan como:Sx(z) = Su(z)H(z)H(1=z) = Su(z)B(z)B(1=z)A(z)A(1=z) (3.78)
La sucesión de entrada u[n℄, usualmente, no es observable y, por lo tanto, no se puede
emplear en el análisis espectral. Los modelos paramétricos, como se muestra en la Figura
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3.9 emplean en calidad de señal de excitación una sucesión de RBG con valor medio cero










u[n℄ x[n℄ [n℄ x+ [n℄
Figura 3.9. Diagrama de formación de un modelo paramétrico de un proceso aleatorio
En general, las propiedades de la señal aleatoria modelada, dependen de la estructura
y valores de los parámetros del filtro formante, además de las propiedades de la señal de
entrada.
En caso de ser necesario el modelado de datos de medición en forma de una mezcla
aditiva del modelo paramétrico más alguna perturbación [n℄, entonces, la perturbación se
agrega a la salida del filtro formante, como se muestra en la Figura 3.9.
En la estimación de la DEP, se emplean modelos excitados por RBG los cuales se clasi-
fican en tres clases
1. modelos de procesos autorregresivos (AR)
2. modelos de procesos de media deslizante (MA)
3. modelos de procesos autorregresivos y media deslizante (ARMA)
Las diferentes clases, que se muestran en la Tabla 3.3, se diferencian por el tipo de función
de transferencia discreta del filtro formante y, en consecuencia, por el tipo de ecuación lineal
de diferencia que describe la sucesión de salida aleatoria.
Modelo Ecuación Función
paramétrico iterativa de transferencia
AR x[n℄ =   pPk=1x[n  k℄ + u[n℄ 11 + pPk=1 akz k
MA x[n℄ = u[n℄ + qPk=1 bku[n  k℄ 1 + qPk=1 bkz k
ARMA x[n℄ = pPk=1 akx[n  k℄ + u[n℄ + qPk=1 bku[n  k℄ 1 + qPk=1 bkz k1 + pPk=1 akz k
Tabla 3.3. Caracteŕısticas de los modelos paramétricos
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Modelos ARMA. Se describen por la ecuación de diferencias generalizada (3.77a), en
la cual como se observa de la Tabla 3.3, se tienen polos y ceros. La DEP para un modelo
ARMA se obtiene al sustituir en (3.78), z = ej
:S(
) = 2 B(
)A(





donde los vectores columna de los exponentes complejos ep y eq, mas los coeficientes a y b
son de la formae>p = (1; ej
; : : : ; ejp
); e>q = (1; ej
; : : : ; ejq
)a> = (1; a; : : : ; ap); b> = (1; b; : : : ; bq)
Es anotar que la DEP se calcula en el rango de frecuencias normalizadas 
 2 [ ; ℄.
De la expresión (3.79), es claro que el modelo ARMA se caracteriza por los parámetrosa, b y la varianza del ruido blanco 2.
Modelo MA. De acuerdo con la función de transferencia mostrada en la Tabla 3.3, la
respuesta a impulso en este caso esx[k℄ = 8<:bk; k = 0; 1; : : : ; q;0; en otro caso.
que tiene longitud finita y, por lo tanto, en concordancia con la expresión (1.57), los filtros
formantes de los modelos MA pertenecen a la clase de los no recursivos. La DEP del proceso
se calcula haciendo en (3.79) p = 0, de acuerdo a la expresión:S(
) = 2 jB(
)j2 = 2eHq (
)bbHeHq (
)
Modelo AR. De la Tabla 3.3, se observa que la respectiva función de transferencia no
tiene ceros, (q = 0), y presenta solamente polos (todo polos), los cuales tienen respuesta a
impulso con longitud infinita, estos pertenecen a la clase de los recursivos. La DEP de un
proceso AR, haciendo q = 0, resulta enS(
) = 2jA(
)j2 = 2eHp (
)aaHeHp (
)
3.4.3. Estimación de los parámetros a partir de la función de
correlación
Sea conocida la función de correlación propia de la sucesión aleatoria en análisis. Entonces,
al multiplicar ambas partes de la ecuación (3.77a) por el factor x[n  m℄ y calculando la
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esperanza matemática se obtieneEfx[n℄x[n  k℄g =   pXl=1 alEfx[n  l℄x[n  k℄g+ qXl=0 blEfu[n  l℄x[n  k℄g
que en términos de la función de correlación se escribe comorx[k℄ =   pXl=1 alrx[k   l℄ + qXl=0 blrux[k   l℄
la función de correlación mutua rux[k℄ entre las secuencias de entrada y salida se pueden
expresar mediante los parámetros de la respuesta impulso h[m℄:rux[k℄ = Efu[n+ k℄x[n℄g = Efu[n+ k℄u[n℄ + 1Xm=1h[m℄u[n m℄g= ru[k℄ + 1Xm=1h[m℄ru[k +m℄
por cuanto u[n℄ es una sucesión de RBG con varianza 2, entonces,rux[k℄ = 8>><>>:0; k > 0;2; k = 0;2h[ k℄; k < 0:
De lo cual se obtiene la expresión que relaciona los coeficientes del modelo ARMA con
la función de correlación propia de la señal discretizada aleatoria x[n℄rx[k℄ = 8>>>>><>>>>>:rx[ k℄; k < 0;  pPl=1 alrx[k   l℄ + 2 qPl=k blh[l  k℄; 0  k  q;  pPl=1 alrx[k   l℄; k > q: (3.80)
donde h[0℄ = 1, por definición, además con el fin de cumplir la condición de causalidad, el
filtro debe tener respuesta a impulso h[k℄ = 0;8k < 0.
Cabe anotar que la relación en los parámetros del modelo ARMA y la función de cor-
relación es no lineal, en particular, el sistema de ecuaciones (3.80) es no lineal, debido a
la presencia del término
Pql=k blh[l   k℄. Sin embargo, cuando el modelo paramétrico es
del tipo AR, el modelo tiene carácter lineal. Aśı, asumiendo en (3.80) bl = Æ[l℄, entonces se
obtienerx[k℄ =   pXl=1 alrx[k   l℄ + 2h[ k℄; 0  k  q
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Debido a que h[ k℄ = 0;8k > 0, h[0℄ = lmz!1H(z) = 1, entonces de (3.80) se tiene querx[k℄ = 8>>>><>>>>:  pPl=1 alrx[k   l℄; k > 0;  pPl=1 alrx[ l℄ + 2; k = 0;rx[ k℄; k < q: (3.81)
Las expresiones (3.81) corresponden a las ecuaciones normales de Yule–Walker para un
proceso AR [29]. Estas ecuaciones, en general, caracterizan la relación no lineal entre los
parámetros del proceso AR y la función de correlación propia de la señal aleatoria analizada.
Sin embargo, conocida la función de correlación propia se pueden determinar los parámetros
del modelo AR al resolver un sistema de ecuaciones lineales lo cual se puede observar al
plantear (3.81) en forma matricial:266664 rx[0℄ rx[ 1℄    rx[ (p  1)℄rx[1℄ rx[0℄    rx[ (p  2)℄... ... . . . ...rx[p  1℄ rx[p  2℄    rx[0℄ 377775266664a1a2...ap377775 = 266664rx[1℄rx[2℄...rx[p℄377775 (3.82)
De esta manera, conocida la sucesión de valores rx[k℄;  p  k  p, para la función
de correlación propia, entonces los parámetros del modelo AR se pueden hallar como la
solución del sistema de ecuaciones lineales (3.82). Cabe anotar que la matriz de función
de correlación en (3.82) es Toeplitz y Hermitiana, debido a rx[ k℄ = rx[k℄, por lo que
la obtención de los valores 2, a1, a2; : : :, ap se puede hacer empleando el algoritmo de
Levinson-Durbin [29].
La relación de los valores, entre la función de correlación propia y los parámetros del
modelo MA, se puede obtener de (3.80) asumiendo p = 0 y teniendo en cuenta que para
los sistemas no recursivos se cumple que h[k℄ = bk;81  k  q, entonces,rx[k℄ = 8>>><>>>:0; k > q;2 qPl=k blbl k; 0  k  q0; k < 0 (3.83)
Luego, la relación entre los parámetros MA y la función de correlación tiene carácter
no lineal, condicionado por la convolución en (3.83). Otra forma conocida de estimar los
parámetros del modelo AR, consiste en hallar directamente la solución del sistema de
ecuaciones lineales, que se obtiene de la relación (3.80) para los p valores del ı́ndice k,
ubicados en el intervalo q  k  q+p  1. Los valores de los parámetros AR se encuentran
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Figura 3.10. Ejemplo 3.10 calculado mediante el sistema modificado de Yule–Walker
La expresión (3.84) se denomina sistema de ecuaciones normales de Yule–Walker para
los modelos ARMA o sistema modificado de Yule–Walker.
En la Figura 3.10, se muestra el ejemplo 3.10, calculado mediante el sistema modificado
de Yule–Walker para diferentes órdenes del modelo.
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Problemas
Problema 3.16. Demostrar la igualdad de la ecuación (3.79).
Problema 3.17. Implementar el algoritmo de Levinson-Durbin para las ecuaciones normales de
Yule-Walker para un proceso AR.
Problema 3.18. Determinar la media y la autocorrelación de la secuencia x[n℄, que es salida de un
proceso MA descrito por la ecuación en diferenciasx[n℄ = w[n℄  2w[n  1℄ + w[n  2℄
donde w[n℄ es RBG con varianza 2w.
Problema 3.19. Considerar un proceso MA descrito por la ecuación en diferenciasx[n℄ = w[n℄ + 0:81w[n   2℄
donde w[n℄ es un RBG con varianza 2w. Determinar los parámetros de los modelos AR de órdenesp = 2; 4; 8.
Problema 3.20. Hallar el correlograma y la DEP de la estimación del valor medio de longitud q:x[n℄ = 1q (u[n℄ + u[n  1℄   + u[n  q + 1℄)
Problema 3.21. Hallar la DEP, expresada mediante la respectiva función de correlación propia,
para los procesos generados mediante un filtro formante con las siguientes funciones de transferen-
cia (a): H(z) = b0 + b1z 1: (b): H(z) = b0 + b1z 1 + b2z 2:
Problema 3.22. Hallar el valor medio de la sucesión aleatoria descrita por la siguiente ecuación de
diferencias:x[n℄ = x[n  1℄ + u[n℄; n  0; x[ 1℄ = 0
donde u[n℄ es RBG discreto con media mu y función de correlación ru = 2uÆ[k℄
Caṕıtulo 4
Procesos aleatorios de Markov
4.1. Definición y clasificación
Un proceso aleatorio  (t) se denomina proceso de Markov cuando para un valor fijo de (u), los demás valores aleatorios de  (t) ; t > u, no dependen de  (s) ; s < u [15].
Esto es, si para cualquier conjunto de argumentos de tiempo t1; t2; : : : ; tn definidos en
el intervalo de análisis [0; T ℄ la FDP condicional del último (extremo) valor  (tn), con (t1) ;  (t2) ; : : : ;  (tn 1), depende solamente de  (tn 1), con lo cual, para el conjunto1; 2; : : : ; n, es cierta la siguiente relación:P ( (tn)  nj (t1) = 1; : : : ;  (tn 1) = n 1) = P ( (tn)  nj (tn 1) = n 1)
Una forma alterna de descripción del proceso de Markov está en su definición simétrica
en los momentos de tiempo tm; tn; tl:P ( (tm)  m;  (tl)  l j  (tn) = n)= P ( (tm)  m j  (tn) = n)P ( (tl)  l j  (tn) = n) (4.1)
lo cual implica, que para un estado determinado del proceso ,en el momento actual de tiem-
po tn, los estados futuro tl y pasado tm cumplen la condición de independencia estad́ıstica.
De las anteriores definiciones, para los procesos de Markov, se deduce que la FDP con
dimensión n que brinde la mayor información se puede representar en la forma,p (1; 2; : : : ; n) = p (1) n 1Yi=1 p (i+1 j i) (4.2)
esto es, cualquier FDP con dimensión n de un proceso de Markov, se puede hallar empleando
(4.2), cuando se conocen la FDP con dimensión simple del proceso y las densidades de
probabilidad (o probabilidades) condicionales de cambio o transición. En forma general,
la evolución de las probabilidades de cambio, P ( (t)   j (t0) = 0), se describe por la
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ecuación:ddtP = K fPg (4.3)
donde K es un ciero operador lineal (matriz, diferenciador, etc.). La descripción opera-
cional del sistema en (4.3), permite analizar el comportamiento de los procesos de Markov,
empleando métodos conocidos de solución para las respectivas ecuaciones diferenciales, en
las cuales el carácter de las tareas f́ısicas desarrolladas pueden ser variadas, de acuerdo a
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Figura 4.1. Influencia de la frontera en la
trayectoria del proceso
Sea el comportamiento de un sistema que
se describe por alguna ecuación que cumpla
(4.1), para unas condiciones iniciales dadas
(el estado del sistema en el momento ini-
cial t0). Si no se asume alguna otra restric-
ción se debe hallar directamente la solu-
ción de (4.3), en caso contrario las condi-
ciones ĺımite deben reflejar las restricciones
de solución. Las mismas restricciones tienen
diferente naturaleza. Por ejemplo, un punto
que refleja el comportamiento del sistema,
que comienza su movimiento desde el es-
tado inicial del sistema (t0) = 0, cuando
llegue al ĺımite  (t) =  puede absorberse y
el funcionamiento del sistema se detiene (Figura 4.1, trayectoria 1).
En otro caso, el punto puede reflejarse de la frontera  (trayectoria 2), y aśı sucesivamente.
Si la frontera  es absorbente, entonces además de estimar la probabilidad de transiciónP para  < , se puede hallar la probabilidad de absorción en algún tiempo T , o en la
esperanza matemática, varianza o algún otro momento de tiempo T , en el cual el sistema
por primera vez alcanza la frontera .
La ecuación (4.3) tiene las siguientes formas de caracterización de los procesos de Markov:
1. Procesos de tiempo discreto y espacio discreto de fase,
2. Procesos de tiempo discreto y espacio continuo de fase
3. Procesos de tiempo continuo y espacio discreto de fase,
4. Procesos de tiempo continuo y espacio continuo de fase.
4.1.1. Cadenas de Markov
Sea una señal aleatoria (t) que toma una cantidad finitaK de valores discretos, pertenecientes
al conjunto f#1; : : : ; #Kg, tal que en los momentos determinados del tiempo (t0 < t1 < t2 <   ) los valores del proceso aleatorio cambian de manera abrupta (con probabilidades de
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cambio conocidas), esto es, los cambios forman la sucesión aleatoria 0 ! 1 ! 2;    ,
siendo n =  (tn) el valor de la sucesión para el intervalo n de tiempo.
Una cadena compuesta de Markov de orden m 2 Z implica que la probabilidad de un
nuevo valor del proceso depende, sola y estrictamente, de los m valores que lo anteceden:P (n j 0; 1; : : : ; n 1) = P (n j n m; : : : ; n 1)
En general, una cadena de orden m se puede representar por una cadena simple (m = 1),
razón por la cual, de forma usual, el análisis de los procesos de Markov se realiza sobre
cadenas simples, para las cuales las probabilidades conjuntas y finitas, determinadas a
partir de (4.2), se expresan por medio de las probabilidades de cambio P ( j  1):P (0; 1; : : : ; n) = P (0) nY=1P ( j  1)
Las cadenas simples de Markov, en la mayoŕıa de los casos prácticos, se usan para la
estimación de los diferentes valores de probabilidad en los momentos del tiempo tn > t0,
y particularmente, cuando n ! 1. En la descripción de las cadenas, es usual el empleo
de las siguientes notaciones para los vectores columna de la probabilidades marginales y
matrices de las probabilidades condicionales (ambas probabilidades deben cumplir con las
condiciones de realización f́ısica y normalización):8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
P (n) = fpk (n) = P (n = #k) : k = 1; : : : ;Kg ; n = 0; : : : ; N (; n) = fmk (; n) = P (n = #k j  = #m) : m;k = 1; : : : ;Kg ; 0    n; n = 0;pk (n)  0; KPk=1 pk (n) = 1; n = 0; : : : ; Nmk (; n)  0; KPk=1 mk (; n) = 1; m = 1; : : : ;K
(4.4)
El valor de pk (n) es el valor de la probabilidad marginal de #k en el instante n, cuandot = tn. Mientras, mk (; n) determina la probabilidad condicional del valor #k en tn, si en
el momento anterior t < tn el valor del proceso fue igual a #n. Basados en la relación de
probabilidad completa (2.3), para el sistema de (4.4), se escribe la ecuación de Markov:
P (n) = T (; n)P () (; n) =  (;m) (m;n) = n  1Yi=0  (+ i; + i+ 1); n > m >   0 (4.5)
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con lo cual, para la determinación de la matriz  (; n) ;   n, es suficiente conocer
la sucesión de matrices por cada intervalo de las probabilidades de cambio. Más aún, se
puede afirmar que la descripción completa de una cadena simple de Markov se alcanza
con la probabilidad del estado inicial y la matriz de las probabilidades de transición de la
sucesión: = 2666411 12    1K21 22    2K           K1 K2    KK37775 (4.6)
En las cadenas homogéneas, la probabilidad de cambio es invariable al tiempo y depende
solamente de la diferencia de argumentos: (; n) =  (n  ), n >   0
A partir de (4.5) y al notar  =  (1), se obtiene que la matriz de transición en una
cadena simple y homogénea de Markov, después de n pasos, es igual a: (n) = n; PT (n) = PT (0)n (4.7)
Ejemplo 4.1. Hallar la probabilidad de que después de n pasos la variable aleatoria pasa
del estado #i al estado #j , si el proceso corresponde a una sucesión simple homogénea de
Markov con K estados.
La matriz de transición corresponde a la expresión (4.6), de la cual se observa que la prob-
abilidad de que la variable aleatoria pase del estado #i ! #j en un solo paso es igual a ij .
Al punto j en dos pasos, la sucesión aleatoria puede llegar de dos maneras: i ! l; l ! j.
La probabilidad de que la sucesión tome exactamente esa trayectoria es igual a illj . Sin
embargo, la cantidad de posibles puntos es K, por lo que teniendo en cuenta el teorema (2.1),
se obtieneij (2) = KXl=1 illj ;  (2) = fij (2) : i; j = 1; : : : ; Kg
La sumatoria abierta del elemento ij (2) es igual a,ij (2) = KXl=1 illj = i11j + i22j +   + iKKj
la cual corresponde a la expresión para la multiplicación de matrices, esto es, (2) =  (1) (1) = 2
De manera similar, se obtiene la matriz para 3; 4; : : : ; n pasos:  (n) = n.
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Ejemplo 4.2. Sea la matriz de transición = 1/2 1/22/5 3/5
Hallar la matriz de transición para dos pasos y calcular las probabilidades de que el sistema
llega al estado 1 en un paso, además al estado 2 en dos pasos, si se conoce el estado inicial:p0 (1) = 1 y p0 (2) = 0.
Por cuanto,  (2) = 2, entonces (2) = 1/2 1/22/5 3/5 1/2 1/22/5 3/5 = 11 (2) 12 (2)21 (2) 22 (2) =  9/20 11/2011/25 14/25
las probabilidades absolutas pj (n), teniendo en cuenta el vector dado inicial PT (0) = [1 0℄,
se hallan de la expresión (4.7),
PT (1) = [1 0℄ 1/2 1/22/5 3/5 = [1/2 1/2℄
PT (2) = [1 0℄  9/20 11/2011/25 14/25 = [9/20 11/20℄
La lectura de los resultados obtenidos es la siguiente: si la sucesión inicialmente se encontraba
en el primer estado, entonces la probabilidad de que en un paso la trayectoria se quede en
este mismo valor de estado es igual a 1/2, e igual a 1/2, si toma el segundo estado. Para estas
mismas condiciones iniciales, la probabilidad de que en dos pasos la sucesión tome el segundo
estado es igual a 9/20, mientras la probabilidad de tomar el segundo estado es 9/20.
Una cadena homogénea se denomina estacionaria si se cumple que P (n) = P, lo cual
implica que no depende del valor normalizado del tiempo n. En forma general, las probabil-
idades finales P, si existen, se hallan como resultado del ĺımite de la matriz de transición,
P = lmn!1P (n) (4.8)
Sin embargo, si se tiene que las probabilidades iniciales P (0) coinciden con las proba-
bilidades finales correspondientes P, entonces la cadena de Markov es estacionaria a partir
del momento de tiempo t0.
Las probabilidades finales deben satisfacer el siguiente sistema lineal de ecuaciones alge-
braicas de orden K:
I  TP = 0 (4.9)
además de la condición adicional
PKk=1 pk = 1; pk  0, siendo I la matriz unitaria. Debido
a la condición (4.4) las K ecuaciones de (4.9) son linealmente dependientes. Por lo tanto,
las K probabilidades finales se deben determinar a partir de las ecuaciones de (4.9).
La clasificación de los estados de un proceso de Markov depende de si, dado un estado,
el proceso puede llegar hasta cualquier otro estado. Un estado #j se denomina sin retorno
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si existe un estado #k; k 6= i, después de una cantidad de pasos n, tales que jk(n) > 0,
pero kj = 0, 8m. Los estados con retorno suponen el retorno desde cualquier estado del
proceso, inclusive si la cantidad de pasos en la dirección de ida y en la de retorno no son
iguales. De otra parte, la pareja de estados se denomina conectiva, si dados n;m se cumplen
las condiciones jk(n) > 0 y kj(m) > 0. El conjunto de estados con retorno y conectivos
se denomina ergódico. Por cierto, si dado un valor suficientemente grande de pasos n0, se
cumple que todos los elementos de la matriz n son todos positivos para cualquier n > n0,
entonces el proceso se define como regularmente ergódico.
En los procesos ergódicos, se define la matriz fundamental, por medio de la cual se pueden
hallar otras caracteŕısticas estad́ısticas básicas del proceso, en la forma
Z = (I + +G) 1
donde G es la matriz, en la cual cada fila es igual al vector PT de las probabilidades finales
en (4.8).
Ejemplo 4.3. Hallar el valor asintótico de las probabilidades absolutas P (n), para n!1,
de una cadena ergódica de Markov.
La ecuación (4.7) determina las probabilidades absolutas después de n pasos de la sucesión,
para la cual se analiza la siguiente relación ĺımite por cada uno de sus términos elementales,lmn!1 pj (n) = lmn!1 KXi=1 pi (0)ij (n) = KXi=1 pi (0) lmn!1 ij (n)
Al tener en cuenta, los valores finales de probabilidad, en correspondencia con la definición
de ergodicidad, se obtiene,lmn!1 pj (n) = KXi=1 pi (0)ij = ij KXi=1 pi (0)
que muestra la validez de (4.8), debido a que
PKi=1 pi (0) = 1.
Ejemplo 4.4. Establecer si la matriz de transición del ejemplo 4.2 es o no ergódica; en tal
caso, calcular las probabilidades finales.
En el ejemplo 4.2 se obtuvo la matriz de transición para 2 pasos igual a  (2) = 2, con
todos su elementos positivos, fij (2)  0g. De lo cual se puede afirmar que los elementos de
la matriz n para n ! 1, también serán estrictamente positivos y, por lo tanto, la cadena
es ergódica.
En cuanto a las probabilidades finales, éstas se calculan resolviendo las condiciones en (4.9),
que para cada uno de los elementos toma la forma,8><>>:pi = KPl=1 plljkPi=1 pi = 1; pi > 0
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En el caso concreto, se tiene las siguientes ecuaciones:8<:p1 = p111 + p221 = p11/2 + p22/5p2 = p112 + p222 = p11/2 + p23/5p1 + p2 = 1
De la primera ecuación se tiene p11/2 = p22/5, p11/2 = p22/5; p1 = 1   p2, entonces,p1 = 4/9; p2 = 5/9. Los resultados obtenidos al resolver el problema 4.1, en el primer caso,
muestran que los elementos de las matrices 3;4; : : : ; convergen a los resultados obtenidos.
4.1.2. Procesos discretos de Markov
Sea un proceso aleatorio  (t) que toma solamente valores discretos f#k : k = 1; : : : ;Kg,
pero cuyo cambio no ocurre en momentos fijos, sino en valores aleatorios del tiempo (Figura
4.2), caso en el cual las notaciones de (4.4) se formulan de nuevo aśı:8>>>>>>><>>>>>>>>:
P (t) = fpk (t) = P ( (t) = #k) : k = 1; : : : ;Kg (t0; t) = fmk (t0; t) = P ( (t) = #k j (t0) = #m) : m;k = 1; : : : ;Kg ; 0  t0  tpk (t)  0; KPk=1 pk (t) = 1mk (t0; t)  0; KPk=1mk (t0; t) = 1; j = 1; : : : ;K
(4.10)
Similar a (4.5), para las probabilidades de cambio se cumple la ecuación de Chapman-























Figura 4.2. Procesos discretos
En los procesos discretos de Markov se
asume la propiedad de ordinariedad [15],
según la cual, para intervalos relativamente
pequeños de tiempo t entre los discretos,
se considera que la probabilidad kk de que
el valor actual no cambie, excede la proba-
bilidad de transición de este valor, esto es,kk (t; t+t) = 1 + akk (t)t+ o (t)mk (t; t+t) = akl (t)t+ o (t)
(4.12)
donde o (t) denota los términos residuales, considerados insignificantes, mayores al de
primer orden con relación a t: lmt!0 o(t)t = 0:
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De acuerdo con la condición de estacionariedad (4.7), de la última expresión se tiene queakk (t) =  Xm6=k akm (t)  0; akm (t)  0 (4.13)
Además, tienen lugar las siguientes igualdades: (t0; t0) = I;  (t0; t+t) = I +A (t)t+ o (t) (4.14)
donde A (t) corresponde a la matriz infinitesimal de probabilidades. Reemplazando la igual-
dad (4.14) en (4.11), y haciendo t! 0 se obtiene la ecuación de Kolmogorov en el sentido
directo (esto es, orientada en el sentido natural de desarrollo del tiempo):t (t0; t) = (t0; t)A (t) (4.15)
cuya solución general, con condiciones iniciales (4.14) y cuando A (t) = A = onst:, corre-
sponde a la matriz exponencial(t0; t) = exp(A(t  t0)) (4.16)
Un proceso discreto de Markov conserva su tipo, cuando se analiza su desarrollo en el
sentido contrario del tiempo, para el que se tiene la ecuación inversa de Kolmogorov :t0 (t0; t) =  A(t0)(t0; t); t  t0
que tiene como solución, asumiendo A (t) = A = onst:, la matriz de forma exponencial
P(t0; t) = exp(AT(t  t0))P(t0)
A su vez, un proceso discreto de Markov se denomina homogéneo si la matriz de transición
depende solamente de la diferencia  = t  t0; entonces:(t0; t) = (t  t0) =  ( )
De la condición (4.12), se observa que para un proceso discreto de Markov homogéneo,
la matriz de transición de probabilidades infinitesimales A (t) = A no depende del tiempo
y el sistema de ecuaciones diferenciales de (4.15) se simplifica hasta la expresión: ( ) =  ( )A (4.17)
Un proceso discreto de Markov se considera ergódico, si para  !1 existen los valores
ĺımites de las probabilidades de estados P = lm!1P( ). Aśı mismo, dada la condiciónPKk=1 pk = 1, las probabilidades de los valores estacionarios se determinan del sistema al-
gebraico de ecuaciones con K   1 variables: ATP = 0.
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Ejemplo 4.5. Hallar la probabilidad Pk (t) de que un proceso discreto homogéneo de Markov
en el momento de tiempo t se encuentre en el estado #k; k = 1; : : : ; K.
La solución básicamente consiste en hallar la probabilidad Pk (t+t) de que el proceso tome
el valor #k en un tiempo (t+t), para luego hallar la relación ĺımite de cambio. En este
caso, se considera que el proceso puede llegar #k, con probabilidad de cambio lk (t; t+t)
a partir del estado #l en los siguientes casos:
1. #k ! #k, el proceso no cambia de estado con probabilidad de transición kk (t; t+t).
2. #k 1 ! #k ! k 1;k (t; t+t)
3. #k+1 ! #k ! k+1;k (t; t+t)
4. #kq ! #k, ! kq;k (t; t+t), para q  2, cuando el sistema varia, bien a niveles
superiores o bien sea a niveles inferiores, en dos o más estados.
Las respectivas probabilidades de transición se calculan de la ecuación (4.12) que, teniendo
en cuenta la homogeneidad del proceso, toma la forma8<:k;k+1 (t) = kt+ o (t) ;   0k;k 1 (t) = kt+ o (t) ;   0;  > 0k;q (t) = o (t) ; q  2
con lo cual se tiene,k;k (t) = Pk (t) (1  k;k+1 (t)  k;k 1 (t)  k;q (t))= Pk (t) (1  kt  kt  3o (t))k;k 1 (t) = Pk 1 (t) (k 1t+ o (t))k;k+1 (t) = Pk+1 (t) (k+1t+ o (t))k;kq (t) = Pkq (t) o (t)
Por cuanto, los cuatro eventos son independientes y no excluyentes, entonces, la probabilidadPk (t+t) es igual a la suma de las anteriores cuatro probabilidades de transición,Pk (t+t) = Pk (t) (k + k)Pk (t)t+k 1Pk 1 (t)t+k+1Pk+1 (t)t+Ok (t) (1)
donde Ok (t) =  3Pk (t) o (t) + Pk 1 (t) o (t) + Pk+1 (t) o (t) + Pkq (t) o (t) es el
término relacionado con la probabilidad de transición del estado actual a otro estado que
se diferencie en dos o más niveles, y la cual se considera infinitamente pequeña, esto es, se
asume el cambio suficientemente lento del proceso, tal que no se consideran saltos de más de
un nivel de diferencia.
De la ecuación (1), asumiendo Ok (t) = 0, entonces se tiene quePk (t+t)  Pk (t)t =   (k + k)Pk (t) + k 1Pk 1 (t) + k+1Pk+1 (t)
que al realizar el cambio ĺımite da como resultado la expresión,dPn (t)dt =   (k + k)Pk (t) + k 1Pk 1 (t) + k+1Pk+1 (t) (2)
De forma similar se obtiene la relación para probabilidad del estado más bajo del sistema#1, asumiendo Pk 1 (t) = 0 y 1 = 0, mientras para el estado más alto, #K , se asume,Pk+1 (t) = 0 y K = 0. La generalización de (2) corresponde a la ecuación (4.17) para un
proceso discreto homogéneo con K estados.
Cabe anotar que la forma de cambio de los parámetros k =  (k) ; k =  (k) determina
la dependencia en el tiempo de Pk (t) (o Pk en los procesos ergódicos). Aśı por ejemplo, si
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se tiene k = 0 y k = , entonces la probabilidad Pk (t) corresponde a la FDP de Poisson
con parámetro , mostrada en el ejemplo 2.8. En cambio, cuando k = ; y k = k,
asumiendo la ergodicidad del proceso, la probabilidad Pk (t) corresponde a la FDP de Erlang,
que corresponde a un caso particular de la   densidad (2.28).
Cuando uno de los parámetros correspondientes a las probabilidades de transición, presentes
en la ecuación (1), se asume igual a cero, implica que el proceso tiene una sola dirección de
desarrollo: si  (k) = 0; 8k, entonces, el proceso nunca crece y su desarrollo corresponde a la
disminución del orden del estado (desintegración o muerte), cuando  (k) = 0; 8k, el proceso
nunca decrece y aumenta de forma progresiva el orden de los estados (nacimiento).
Ejemplo 4.6. Un proceso discreto homogéneo de Markov puede encontrase en uno de dos
posibles estados: f#k : k = 1; 2g. El cambio del primer estado #1 ! #2 ocurre con probabil-
idad dt, mientras el cambio #2 ! #1 ocurre con probabilidad dt. Hallar las respectivas
probabilidades Pk (t) de que el proceso se encuentre en cada uno de los dos estados, asumiendo
que el proceso en el tiempo t = 0 se encuentra en el estado #1.
De las condiciones del proceso se tiene que A12 =  y A21 =  y, teniendo en cuenta (4.13),A11 =  , A22 =  . Por lo tanto, la ecuación (4.15) para las probabilidades de estado
definidas en (4.10) p1 (t) = P1 (t) y p2 (t) = P2 (t), toma la formadP1/dt =  P1 + P2; dP2/dt = P1   P2 (3)
Por cuanto, P1 + P2 = 1, se emplea una sola ecuación en (3), por ejemplo, la primera,dP1/dt =  P1 + ;  = + 








(a) Proceso con dos estados








k = 0k = 1k = 2k = 3
(b) Proceso de nacimiento y varios estados
Figura 4.3. Dependencia de las probabilidades de estado en el tiempo
Inicialmente, se asume el valor de P1 = 1, para t = 0, esto es, al principio el proceso con
certeza se encuentra en el estado #1. Entonces, de (4.16) se obtiene la soluciónP1 (t) = e t +   1  e t ; P2 (t) =   1  e t
El análisis de ambas funciones de probabilidad, cuando t!1, muestra que se obtienen los
valores asintóticos constantes, que no dependen de las condiciones iniciales,P1 = /; P2 = /
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de lo cual se establece que el proceso es ergódico.
Como antes se dijo, los coeficientes  y  determinan la forma de las probabilidades de estado
del proceso, como se observa en la Figura 4.3(a), en la cual se muestran ejemplos de cálculo
para  = (ĺınea 9 9 K),   ,(   ) y  = 0(con ĺınea continua). Este último caso, que
corresponde a un proceso de nacimiento, #k ! #k+1, se puede generalizar para  (k) =  yk estados,Pk (t) = (t)kk! e t
Las respectivas dependencias para k = 0; 1; 2; 3 se muestran en la Figura 4.3(b), en la cual
además se muestra el estado más probable del procesos en cada momento del tiempo.
4.1.3. Procesos continuos de Markov
El dominio del proceso aleatorio con valores continuos x (t) y el dominio de su definición[0; T ℄ son conjuntos continuos, lo cual no significa que el proceso de Markov sea continuo,
más bien, el término proceso de valores continuos significa que sus valores, definidos en
un dominio continuo, cambian de manera abrupta en forma incremental en un dominio
continuo de tiempo.
Sea la FDP p (x (tk)jx (t1) ; : : : ; x (tk 1)) para la señal aleatoria  (t), asumiendo que
son conocidos todos los valores del proceso correspondientes a los momentos previos,t1; : : : ; tk 1. La suposición Markoviana (4.2), en el caso continuo, se escribe en la forma,p (x (tk)jx (t1) ; : : : ; x (tk 1)) = p (x (tk)jx (tk 1))
En este caso, la FDP conjunta de los k valores considerados del proceso es igual a,p (x (t1) ; : : : ; x (tk)) = p (x (tk)jx (t1) ; : : : ; x (tk 1)) p (x (t1) ; : : : ; x (tk 1)) == p (x (t1)jx (tk 1)) p (x (tk 1)j x (tk 2))      p (x (t2)jx (t2)) p (x (t1))
esto es, la FDP de los valores de un proceso de Markov de cualquier dimensión, se puede des-
doblar a través de densidades de probabilidad de dos dimensiones del tipo p (x (tn)j x (tn 1))
y la FDP p (t1), correspondiente al inicio del proceso.
De otra parte, teniendo en cuenta la relación uńıvoca entre las FDP condicionales y
marginales del proceso, dadas por el teorema de Bayes 2.3, entonces se puede afirmar que
todas las funciones de probabilidad de un proceso de Markov, de forma uńıvoca, también
pueden expresarse mediante una FDP con dos dimensiones, correspondientes a dos valores
cualesquiera del tiempo. A su vez, esta FDP de dos dimensiones caracteriza de manera
completa el proceso.
Debido a la dinámica propia del proceso de Markov en el tiempo, es importante determi-
nar la probabilidad de que la señal aleatoria  (t) con valor x1 para el momento de tiempot1, en el momento de tiempo t3 toma cualquier valor dentro del intervalo x3 +x3, si en
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el momento de tiempo t2 el proceso teńıa un valor dentro del intervalo x2 + x2, siendot1 < t2 < t3. Ambos eventos, les corresponden las siguientes dos probabilidades:p (x (t1) jx (t2)) dx2p (x (t2) jx (t3)) dx3
obtenidas a partir de la consideración de la condición de continuidad del proceso, y la cuales
se consideran iguales dentro de los intervalos infinitamente pequeños, xi+xi, i = 1; 2; de
cambio del proceso.
Debido a que ambos sucesos analizados, para los procesos de Markov, se consideran
independientes, entonces la probabilidad de cambio del proceso del estado x1 al estado x3,
con las condiciones de transitividad antes hechas, corresponde a la multiplicación de ambas
probabilidades,p (x (t1) jx (t2)) dx2p (x (t2) jx (t3)) dx3 (4.18)
De la última ecuación (4.23) se obtiene la probabilidad de cambio del estado x1 a x3,
teniendo en cuenta (2.39). Además, la misma probabilidad de cambio del estado x1 a x3
sin importar cual sea el valor del proceso en t2 (pero asumiendo aún la continuidad del
proceso) corresponde ap (x (t1) jx (t3)) dx3 (4.19)
Igualando ambas expresiones (4.18) y (4.19) se obtiene la ecuación generalizada de
Markov,p (x (t1) jx (t3)) = 1Z 1 p (x (t1) jx (t2)) p (x (t2) jx (t3)) dx2 (4.20)
Ejemplo 4.7. Sea una part́ıcula que en el momento kt salta al valorx, con probabilidadp si aumenta (+x) o con probabilidad q = 1   p si disminuye ( x). Basados en las
relaciones obtenidas para los procesos discretos homogéneos de Markov, pero asumiendo su
no estacionariedad debida al cambio en el tiempo de la distribución en el tiempo, hallar el
respectivo sistema de ecuaciones diferenciales que describen el comportamiento estocástico
de la part́ıcula.
El cambio de los modelos de procesos discretos de Markov a las respectivas de los procesos
continuos se realiza hallando el cambio ĺımite de los valores ! 0 y ! 0 para los modelos
de ecuaciones diferenciales que los describen.
En particular, para las condiciones dadas de cambio de la part́ıcula, la ecuación diferencial
(4.15) tiene la forma,P (t; x) = pP (t t; x t) + qP (t t; x+x)
Se halla la descomposición por serie de potencias en términos de t y x de la parte derecha
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de la ecuación:P (t; x) = pP (t; x)  pPt t  pPxx+ qP (t; x)  q Pt t++ q Pxx+ p 2Ptxtx+ p2 2Pt2 t2 + p2 2Px2 x2   q 2Ptxtx+ q2 2Pt2 t2 + q2 2Px2 x2 +   
Debido a que p+ q = 1, entonces se obtienen los primeros términos para la serie anterior:0 =  Pt t  (p  q) Pxx+ (p  q) 2Ptxtx+ 12 2Pt2 t2 + 12 2Px2 x2 +   
Luego, se dividen todos los términos de la serie de representación por t,Pt =   (p  q) Px xdt + (p  q) 2Ptxx+ 12 2Pt2 t+ 12 2Px2 x2dt +   
Seguidamente, se halla el ĺımite de la última expresión para t ! 0. Si se asume que la
probabilidad de aparición de los valores grandes x decrece al disminuir el intervalo de
tiempo t, tan rápido que todos los momentos de la diferencia x, comenzando desde el
tercer discreto de tiempo tienden a cero más rápido que t.
De lo anterior, se obtiene los siguientes valores ĺımite para cada uno de los términos de la
serie:
1. lmt!0 (p  q) xt = a
2. lmt!0x!0(p q)!0 (p  q)x = 0
3. lmt!0 12 2Pt2 t = 0;
4. lmt!0 x2t = b
Por lo tanto, la operación de ĺımite, reemplazando la probabilidad por la respectiva función
densidad de probabilidad, resulta en la ecuación,pt =  apt + b2 2px2 (1)
La solución de (1), teniendo en cuenta la condición de unidad de área,
R p (x; t) dx = 1,
además, asumiendo las condiciones iniciales x0;dadas en t0, se demuestra que corresponde a
la FDP Gaussiana,p (x; t) = 1p2b (t  t0) exp   ((x  x0)  a (t  t0))22b (t  t0) !
De la solución se observa que el coeficiente a corresponde al valor medio del tiempo o la
velocidad de cambio del valor medio, mientras b es la varianza de los valores del tiempo.
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En general, la densidad de probabilidad p (x (t1) jx (t3)), que cambia en función de los
parámetros iniciales (x1; t1), cumple la ecuación diferencial,pt + a (x; t) px + 12b (t; x) 2pt2 = 0 (4.21)
donde a (x; t) y b (t; x) pueden ser funciones variantes en el tiempo, que determinan las
particularidades del proceso de Markov, y que corresponden a los siguientes momentos:8>><>>:a (x; t) = lmt!0 1t 1R 1 (x2   x1) p (x (t1) jx (t1 +t)) dx2 = lmt!0 1tE fxjxgb (x; t) = lmt!0 1t 1R 1 (x2   x1)2 p (x (t1) jx (t1 +t)) dx2 = lmt!0 1tE x2x	 (4.22)
Ejemplo 4.8. Sea un proceso aleatorio al cual le corresponde el modelo en forma de la
ecuación diferencial, que describe el movimiento Browniano,ddt +  (t) =m (t) (1)
donde  y m son constantes,  (t) es ruido blanco Gaussiano con valor medio igual a cero y
función de correlación R ( ) = Æ ( ). Hallar los momentos de la FDP del respectivo modelo
de Markov.
Al asumir la total independencia de los valores del proceso  (t), del modelo propuesto re-
sulta que  (t) es la solución de una ecuación de primer orden, la cual se determina por las
condiciones iniciales del proceso de manera uńıvoca. Además, los valores de la señal  (t)
son independientes, cuyos valores pasados no influyen en los futuros. Por lo tanto, el proceso (t) se puede considerar del tipo Markov y para la densidad de probabilidad condicional se
cumple la ecuación (4.21). Los respectivos coeficientes de la ecuación se hallan integrando la
ecuación diferencial del modelo (1) dentro de los ĺımites (t; t+t), con lo cual se obtiene,x =m t+tZt  () d   t+tZt  () d
entonces,E fxg = E8<: t+tZt  () d9=;  E8<: t+tZt  () d9=; =   t+tZt E f ()g d =  xt
De manera similar, se obtiene el segundo momento,E t2x	 = Efm2 t+tZt t+tZt  (1)  (2) d1d2g = m2 t+tZt t+tZt E f (1)  (2)g d1d2= m2 t+tZt t+tZt R (2   1) d1d2 =m2 t+tZt t+tZt Æ (2   1) d1d2 = m2t
De las anteriores relaciones, teniendo en cuenta las respectivas definiciones (4.22), resultan
los siguientes coeficientes a (x; t) =  x y b (x; t) = m2.
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Ejemplo 4.9. Hallar la solución de la ecuación diferencial, obtenida en el ejemplo 4.8, para
la FDP condicional del proceso  (t) en el momento  con condiciones iniciales  (0) = x.
La solución de la ecuación 4.21, en general, depende de la forma de cambio de las funciones
coeficiente (4.22). Una aproximación común supone la siguiente relación lineal de ambos
coeficientes (pero asumiendo su estacionariedad): a (t; x) = 0 + 1x y b (t; x) = 0, dondei; i; i = 1; 2; constantes. En este caso, es preferible el análisis realizarlo, no con la FDP,
sino mediante la respectiva función caracteŕıstica, descrita en (2.17), con lo cual se obtiene
la siguiente ecuación en derivadas parciales de primer orden:t +120!2   j0!  1! ! (ln) = 0
que tiene solución,ln =  2 (t)2 !2 + j! (t)
con coeficientes,8><>: (t) = 01  e1t   1+ xe1t2 (t) = 021  e21t   1 (2)
para las condiciones iniciales:  (t) = 0,  (0) = x.
De acuerdo con los resultados obtenidos en el ejemplo 4.8, entonces 0 = 0, 1 =   y0 = m2, cuyos valores se reemplazan en la ecuación (2), luego, se obtiene que el proceso (t) es de estructura Gaussiana con momentos, (t) = x exp ( t) ; (3a)2 (t) = m22 (1  exp (2t)) (3b)
La varianza (3b) corresponde a la expresión de la varianza que se obtiene en el ejemplo 5.3
para el RBG a la salida del circuito RC; descrito por una ecuación diferencial con modelo
similar a (1) en el ejemplo 4.8. En otras palabras, tanto el análisis de correlación, como el
análisis de modelos de Markov convergen, sin embargo, en el último caso, se puede hacer
una interpretación más profunda de los resultados, en particular, se puede afirmar que un
proceso de Markov, con función de correlación R (t;  ) = m22 ej j, también es de estruc-
tura Gaussiana. Viceversa, si un proceso Gaussiano estacionario tiene función de correlaciónR (t;  ) = m22 ej j, entonces también es del tipo Markoviano.
Descripción generalizada. La descripción general de la dinámica estad́ıstica de un pro-
ceso continuo aleatorio x (t) con dimensión n en el tiempo se da por la ecuación diferencial:ddtx (t) = f (x; t) +  (x; t) ; x(t0) = x0 (4.23)
donde f (x; t) es el vector función no aleatorio con dimensión n y (x; t) es el proceso
aleatorio con propiedades probabiĺısticas conocidas, que en principio pueden depender del
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vector x. La expresión (4.23) se describe por medio de diferenciales en la forma:dx (t) = f(x; t)dt+ d(x; t); x (t0) = x0 (4.24)
donde d es el diferencial de algún proceso aleatorio d(x; t) relacionado con el proceso
aleatorio  (x; t). Se puede demostrar [30], que siendo solución de la anterior ecuación
diferencial, el proceso x (t) es del tipo Markoviano, si al mismo tiempo  (x; t) es un proceso
con incrementos (de cualquier tipo, positivos o negativos),  (tk) =  (tk+1)   (tk), que
sean estad́ısticamente independientes. El proceso con incrementos independientes es del tipo
homogéneo si se cumple que  (tk; t) =  (tk), para los cuales la FDP es infinitamente
divisible, lo que significa que si un intervalo de tiempo [t0; t℄ se divide en N segmentos de
igual duración t, entonces, para la función caracteŕıstica de los incrementos del proceso tiene lugar la igualdad(j#; t  t0) = ( (j#;t))N
En general, cualquier variable aleatoria, con FDP infinitamente divisible, se puede rep-
resentar en forma de una suma de dos componentes independientes: una con estructura
Gaussiana y la otra con estructura de Poisson,ln (j#;t) = tj#Tm1   12#TQ#+ Z ej#Ty   1 (y) dy
La primera componente, v̇, se puede analizar como la derivada de un proceso continuo
Gaussiano, descrito tanto por el vector m1t de valores medios con dimensión n como
por la matriz Qnnt de varianzas, que corresponde a un proceso v (t) del tipo Wiener.
Asumiendo m1 = 0, sin pérdida de generalidad, entonces, la componente Gaussiana se
puede escribir en la forma: _v (t) = Gv (t)
siendo Gnk, tal que GGT = Q; mientras v (t) es el proceso Wiener con dimensión k, de
valor medio cero y matriz de varianza It.
La componente de Poisson, γ (t) ; que corresponde a los incrementos independientes
del proceso, se puede representar como:γ (t) = Z C (y; t) (dy;t)
donde C (y; t) es una función determinada con dimensión n, que corresponde a los valores
de amplitud de los cambios o saltos que pueda tomar el proceso γ (t);  (A;t) es una
variable aleatoria, que toma los valores 0; 1; : : : ; k con FDP Poisson:P ( = k) = ( (A)t)kk! exp (  (A)t) ;  (A) = Z
A
 (y) dy
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Se puede demostrar que la componente Gaussiana del proceso con incrementos indepen-
dientes es del tipo estocástico continuo, esto es, se cumple la relación,lmt!0P (k (t+t)   (t)k > ") = 0; 8" > 0
Mientras, que para la componente de Poisson esta relación no se cumple (Proceso es-
tocástico con incrementos).
A partir de lo anterior, se obtiene la descripción generalizada de la dinámica de los
procesos continuos de Markov, por medio de las ecuaciones estocásticas diferenciales:ddtx (t) = f(x; t) +G(x; t)N (t) + r (t) (4.25a)
ẋ (t) = f(x; t)dt+G(x; t)dv (t) + γ̇ (t)= f(x; t)dt+G(x; t)dv (t) + Z C(x;y; t)(dy; dt) (4.25b)
donde  (A;t) se caracteriza por la función  (y j t;x) ; mientras, r (t) = γ̇ (t) es el
proceso, que corresponde la derivada en el tiempo de la componente de Poisson, y la cual
se puede interpretar como una serie de pulsos Æ:
r (t) =Xk C (yk) Æ (t  tk) (4.26)
siendo ftkg, el conjunto de valores aleatorios de los instantes de tiempo en los que ocurren
los pulsos. La ecuaciones (4.25a) y (4.25b) se entienden en el sentido de Stratanovich [31],
en las que aparecen el proceso aleatorio N (t) con varianza infinita y un proceso r (t) ; el
cual toma valores infinitos en los momentos de definición t = tk, a diferencia de lo que
ocurre en una ecuación diferencial ordinaria de la forma ẋ (t) = f (x; t), con condición
inicial x(t0) = x0, y para la cual se supone la solución,
x (t) = x0 + tZt0 f (x;  ) d
entonces, la integral se entiende en el sentido de Cauchy-Riemann y se da por el ĺımite de
la suma, el cual existe si la función f (x;  ) cumple las condiciones de Lipschitz [1].tZt0 f (x;  ) d = lmt!0N 1Xk=0 f (x (ti) ; ti)t; t = tk+1   tk
De manera similar, se asume la solución del ecuación diferencial estocástica (4.25b),
concretamente en la forma:
x (t) = x0 + tZt0 f (x;  ) d + tZt0 G(x;  )dv ( )+ tZt0 Z C (x;y;  )  (dy; d ) (4.27)
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para la cual existen, por lo menos, dos formas diferentes de definición de la integral de los
procesos aleatorios. La primera integral se puede definir, en analoǵıa con la forma Cauchy-
Riemann, si se asume su convergencia en el sentido del valor cuadrático medio, esto es,l:i:m:n!1 n = , cuando se cumple lmn!1E n(n   ) (n   )To = 0.
La integral de la componente de Poisson, en correspondencia con (4.26), se escribe como:tZt0 Z C (x;y;  )  (dy; d ) = tZt0 Xk C (x;y;  )Æ (   tk) d
En cuanto a la integral de la componente Gaussiana de (4.27), ésta se puede definir de
diferente manera. La primera forma corresponde a la integral estocástica en el sentido de
Ito, entendida como la suma del ĺımite de las sumas convergentes en el valor cuadrático
medio del tipo:
Ŝ (t) = tZt0 G (x;  ) d̂ ( ) = l:i:m:N!1N 1Xk=0 G (x (tk; tk)) (ν (tk+1)  ν (tk))
La ecuación diferencial, para la cual la correspondiente integral se entiende en el sentido
de Ito, se denomina ecuación estocástica de Ito, descrita como:dx (t) = A(x; t)dt+G(x; t)dv̂ (t) + γ (t) (4.28a)ddtx (t) = A (x; t) +G (x; t) N̂ (t) + r (t) (4.28b)
Si un proceso de Markov, x (t), con dimensión n cumple la condición (4.28a), entonces el
proceso z (t) =  (x; t), siendo  (x; t) cierto vector funcional determinado con dimensiónL, cumple la ecuación conocida como la expresión de Ito:dz (t) =  t (x; t) +  x (x; t)A (x; t) +12  NXm NXn KXl 2i (x; t)xmxn Gml (x; t)Gnl (x; t)!i=1;:::;L9=; dt++  x (x; t)G (x; t) d (t) ++ Z ( (x +C (x;y; t) ; t)  (x; t))  (dy; dt)
donde i (x; t) ; i = 1; : : : ; L son las componentes del vector  (x; t), Gml (x; t) y Gnl (x; t)
son las componentes de la matriz G (x; t).
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La expresión de Ito se puede simplificar en la formadz (t) = t dt+ xdx (t) + 12 0 NXm;n=1 KXl=1 2ixmxnGmlGnl1Ai=1;:::;L dt+Z  (x +C (x;y; t) ; t)  (x; t)  xC (x;y; t)  (dy; dt)
de la que se observa que si un proceso de Markov x (t) es continuo (C (x;y; t) = 0), entonces
el diferencial del proceso z (t) ; con precisión hasta el término no aleatorio, es proporcional
al diferencial del proceso x (t). A propósito, el tercer término de la última ecuación, hace
imposible el cambio de variables en forma convencional, integrando por partes, o mediante
otras técnicas de integración. Además, la integral estocástica de Ito, determinada para el
sentido directo del tiempo, no coincide con la de tiempo inverso, cuando en la definición
de Ŝ la función G (x; t) se toma en el extremo opuesto del intervalo elemental.
En [31] se define la integral estocástica en el sentido de Stratanovich, que es relativa-
mente simétrica con respecto al pasado y futuro, y que corresponde al ĺımite de las sumas
convergentes en el valor cuadrático medio de la forma:
S (t) = tZt0 G(x;  )d ( ) = l:i:m:N!1N 1Xi=0 Gx (ti+1) + x (ti)2 ; ti (ν (ti+1)  ν (ti))
En este caso, para la formación de las sumas integrales, los valores de G(X;  ) se toman
en los puntos medios de los subintervalos elementales. Una de las propiedades de la integral
estocástico de Stratanovich está en la posibilidad de su empleo en las formas convencionales
del análisis matemático. Las correspondientes ecuaciones (4.25a) y (4.25b), también se
denominan ecuaciones estocásticas en forma simétrica. La integral simétrica se diferencia
de la respectiva integral de Ito en el valor [31]:
S (t)  Ŝ (t) = 12 tZt0  NXm=1 KXl=1 Gil (x;  )xm Gml (x;  )! d ; i = 1; : : : ; N
esto es, exceptuando el caso cuando G(x;  ) no depende de x, ambos integrales se diferen-
cian, por esto es importante en la descripción de las ecuaciones estocásticas diferenciales,
determinar en que forma se deben entender las ecuaciones. De otra parte, de la última
ecuación resulta que las expresiones (4.25a) y (4.25b) en el sentido de Stratanovich y las
respectivas (4.28a) y (4.28b) en el sentido de Ito, describen un mismo proceso de Markov,
cuando se cumple la igualdad,Ai (x; t) = fi (x; t) + 12 NXm=1 KXl=1 Gil (x; t)xm Gml (x; t) (4.29)
donde Ai (x; t) y fi (x; t) son las respectivas componentes de los vectores funciones.
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La descripción de los procesos continuos de Markov incluye la definición de la FDP de
transición  (x; t j x0; t0) y la FDP marginal p (x; t), relacionadas por la expresión:p (x; t) = Z
x2X  (x; t j x0; t0) p (x0; t0) dx0 (4.30)
que cumplen las condiciones
Z
x2X p (x; t) dx = 1; Zx2X  (x; t j x0; t0) dx = 1.
Además, para los procesos continuos de Markov es cierta la ecuación de Kolmogorov-
Chapman: (x; t j x0; t0) = Z
x2X  (x; t j x1; t1) (x1; t1 j x0; t0) dx1
donde X es el dominio de los valores del proceso x (t), t > t1; t0.
Se puede demostrar [32], que si todos los elementos del vector A (x; t) son diferenciables,
aśı mismo los elementos de G(x; t) son dos veces diferenciables por x, entonces la FDP
de transición  (x; t j x0; t0), dada en función de x y t, cumple la ecuación directa de
Kolmogorov-Feller :t (x; t j x0; t0) = Kt;x f (x; t j x0; t0)g (4.31)
con condiciones iniciales  (x; t j x0; t0) = Æ (x  x0). El operador Kt;x fg, denominado
primer operador derivante se determina por la suma de los operadores
Kt;x fg = Lt;x fg+ Mt;x fg
definidos por las respectivas expresiones:
Lt;x fw(x)g =   nXi=1 xi (Ai (x; t)w(x)) + 12 NXi=1 NXl=1 2xixl (Bil (x; t)w(x))
Mt;x fw(x)g = Z Z w() (Æ (x    C (;y; t))  Æ (x  )) (y j t; ) dyd
donde Ai (x; t) se denominan la deriva del proceso y se determinan de la expresión (4.29),
mientras Bil (x; t) son elementos positivos que determinan la matriz denominada matriz de
difusión de orden n n e igual a
B(x; t) = G(x; t)GT(x; t)
La FDP de transición, como función de x0 y t0, cumple con la ecuación inversa de
Kolmogorov-Feller,  t (x; t=x0; t0) = Kt;x f (x; t=x0; t0)g (4.32)
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mediante el operador inverso K  1t;x fg = K t;x fg, que resulta ser su propio conjugado:
L
t;x fw(x)g = nXi=1Ai (x; t) w(x)xi + 12 NXi=1 NXl=1Bil (x; t) 2w(x)xixl
M
t;x fw(x)g = Z (w (x +C (x;y; t)) w (x)) (y j t;x) dy
Debido a la relación entre los operadores directo e inverso, se tiene que para cualquier
dominio 
, en el cual los elementos de la función A (x; t) son diferenciables, además los
elementos de B (x; t) son dos veces diferenciables por x, es cierta la relación:Z
 u (x)Kt;x fw(x)g dx = Z
 w (x)K t;x fu(x)g dx
donde u (x) y w (x) son funciones escalares, de las cuales por lo menos una con sus primeras
derivadas son iguales a cero en la frontera del dominio 
.
La FDP marginal dada en (4.30), teniendo en cuenta (4.31), corresponde a la ecuacióntp (x; t) = Kt;x fp (x; t)g (4.33)
que se debe resolver para la condición inicial p (x; t) = p (x0).
Las ecuaciones (4.31),(4.32) y (4.33) son del tipo integro-diferenciales con derivadas
parciales, para las cuales no hay una solución compacta e inclusive para el caso estacionario
la solución es muy compleja.
Si no existe la componente de Poisson en un proceso con incrementos independientes en
la ecuaciones diferenciales estocásticas (4.25b) y (4.28a), entonces el proceso continuo de
Markov x (t) se denomina difusivo, para el cual las ecuaciones (4.31), (4.32) y (4.33) se
denominan ecuaciones de Fokker-Plank-Kolmogorov. En los procesos difusivos de Markov
se introduce el concepto de flujo de la densidad de probabilidad  (x; t), cuyas componentes
en cualquier punto de x son iguales ai (x; t) = Ai (x; t) + p (x; t)  12 NXl=1 xl (Bil (x; t) p (x; t)) ; i = 1; : : : ; N (4.34)
La ecuación directa de Fokker-Plank-Kolmogorov (4.34) usualmente se escribe como:tp (x; t) = Lt;x fp (x; t)g =   NXi=1 xii (x; t) =  div (x; t)
la cual se interpreta como la ley de conservación de la función densidad de probabilidad.
En forma general, se consideran diferentes tipos de comportamiento de un proceso difu-
sivo de Markov, con respecto a las part́ıculas que se difunden en la frontera del dominio,
entre otros, los siguientes: absorción, reflexión, salida abrupta de la frontera, parada, etc.
El cálculo numérico de las ecuaciones de Fokker-Plank-Kolmogorov se realiza empleando
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diferentes métodos de aproximación, entre ellos, los de Galerkin, iterativos, esperanzas
matemáticas condicionales, y en particular, el método de Monte-Carlo, que se basa en la
solución numérica de las ecuaciones diferenciales estocásticas (4.25a) y (4.25b) [30].
4.1.4. Sucesiones de Markov
Corresponde a sucesiones vectores de variables aleatorias, xi = x(ti), con dimensión n, las
cuales, en determinados momentos del tiempo, t0 < t1 <    < ti <    ; forman una escala
continua de posibles valores, que cumplen las condiciones (4.1) y (4.2). La discretización de
procesos continuos aleatorios con carga informativa es un ejemplo en el cual, empleando las
sucesiones de Markov, se puede analizar la dinámica estad́ıstica de los diferentes sistemas
de procesamiento digital de procesos aleatorios.
De la expresión (4.2), se observa que la FDP conjunta de una sucesión de Markov puede
ser expresada a través de la densidad de probabilidad del estado inicial p (x0) y la densi-
dades de probabilidad de cambio elemental i (xi j xi 1),p (x0; : : : ;xk) = p (x0) kYi=1i (xi j xi 1)
En analoǵıa con las cadenas compuestas de Markov, se pueden definir las sucesiones
compuesta de Markov de orden m > 1, de tal manera que se cumplek (xk j x0; : : : ;xk 1) = k (xk j xk m; : : : ;xk 1)
donde k  m. También en este caso cualquier sucesión compuesta se puede representar
mediante una combinación de cadenas simples.
Cualquier sucesión, escogida dentro de otra sucesión de Markov, vuelve a ser del tipo
Markov, esto es, si para un momento dado tk se analiza la malla de valores discretos tiempostk1 < tk2 < : : : < tkm , entonces   xkm j xk1 ; : : : ;xkm 1 = km  xkm j xkm 1.
Las densidades condicionales de probabilidad de transición para una sucesión de Markov
cumplen con la ecuación de Kolmogorov-Chapman (xl j xi) = Z
xX  (xl j xk)  (xk j xi) dxk (4.35)
donde i < k < l y X es el dominio de los valores del proceso x (t). Si se nota por pk (x j x0)
la densidad condicional de la probabilidad de la variable aleatoria xk, para un valor fijo de
x0 y considerando k (x j z) = k (xk j xk 1), de (4.35) se obtiene quepk+1 (x j x0) = ZX k (x j z) pk (z j x0) dz (4.36)
Aśı, si se conocen las FDP elementales de transición k(x j z), entonces la relación
recurrente (4.36) permite calcular las caracteŕısticas estad́ısticas de una sucesión de Markov.
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Una sucesión de Markov se considera homogénea si las FDP elementales de transiciónk(x j z) no dependen de k, aśı mismo, se considera estacionaria si la cadena, además
de ser homogénea, todos los estados xk tienen una sola FDP, p (x) = lmk!1pk (x), que de
existir, cumple la ecuación integral:p (x) = ZX  (x j z) p(z)dz;  (x j z) = lmk!1k (x j z) (4.37)
Similar a (4.23) y (4.24), la descripción generalizada de la dinámica estad́ıstica de una
sucesión de Markov xk = x(tk) con dimensión n, en tiempo discreto, se da como,
xk+1 = k (xk;wk) (4.38)
dondek (xk;wk) es la función vectorial que no es aleatoria con respecto a sus argumentos;
wk = w (tk) son los valores independientes del proceso aleatorio discretizado con FDP
conocidas qk (w) = q (w; tk). Cabe anotar que la ecuación (4.38) determina la relación
entre las variables aleatorias xk+1 y xk para valores fijos de xk. Por esta razón, las FDP
elementales de transición que participan en las ecuaciones (4.36) y de (4.37), se hallan de
(4.38) empleando diferentes reglas de transformación [15].
En el análisis de la sucesiones de Markov, también se pueden dar diferentes compor-
tamientos en las fronteras de un dominio dado !  X. Por ejemplo, si es de interés hallar
la primera salida de una sucesión homogénea de Markov fuera de la frontera Γ  
, en-
tonces la probabilidad P (k;x0) de que la sucesión de Markov, comenzando de x0 2 
,
salga por primera vez de la frontera Γ en el estado de transición k se halla de la relación:P (k;x0) = Z
 (pk 1 (x j x0)  pk (x j x0)) dx (4.39)
donde la densidad de probabilidad pk (x j x0) cumple la ecuación recurrentepk (x j x0) = Z
  (x j z) pk 1 (z j x0) dz (4.40)
De (4.39), la cantidad media de transiciones hasta la primera salida fuera de la frontera
Γ  
 esE fk j x0g = 1Xk=1 kP (k;x0) = 1 + Z
 1Xk=1 pk (x j x0) dx = 1 + Z
 P (x j x0) dx
siendo P (x j x0) = P1k=1 pk (x j x0). la misma función P (x j x0), como se observa de
(4.40) se puede hallar de la solución de la ecuación integralP (x j x0) =  (x j x0) + Z
 (x j z)P (z j x0) dz
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El cálculo de la última ecuación integral se puede realizar empleando los métodos cono-
cidos de solución para ecuaciones integrales homogéneas y no homogéneas de Fredholm.
Problemas
Problema 4.1. Dadas las matrices de transición = " 0 2/3 1/31/2 0 1/21/3 2/3 0 # ;  = " 1/2 1/3 1/61/2 1/3 1/61/2 1/3 1/6 # ;  = " 0 1/2 1/21/2 0 1/21/2 1/2 0 #
Calcular las respectivas matrices de transición para n = 2; 3; 4; 5 pasos.
Problema 4.2. Sea t el número de orden de un estado en la cadena de Markov en el instante de
tiempo t, P (0 = 1) = 1, y la matriz de probabilidades de transición tiene la forma = " 3=7 3=7 1=71=11 2=11 8=111=11 4=11 6=11#
Demostrar que la sucesión derivada t = 1; t = 12; t 6= 1 es un cadena de Markov y hallar su respectiva
matriz de transición.
Problema 4.3. Un electrón puede encontrarse en una de tres órbitas con una probabilidad de
cambio en unidad de tiempo de la órbita i a la j igual a, Ci exp ( ji  jj) ;  > 0. Hallar las proba-
bilidades de cambio en dos unidades de tiempo y determinar la constante Ci.
Problema 4.4. Dada la matriz de transición" 0 1/2 1/21/4 1/4 1/41/2 1/2 0 #
establecer si es ergódica o no y calcular sus probabilidades finales.
Problema 4.5. Dada la matriz =  1 01/3 2/3
Demostrar que la matriz n, para n ! 1 no cumple el principio de ergodicidad, sin embargo, la
matriz se puede considerar ergódica. Explicar porqué y hallar las probabilidades finales.
Ejercicio en el CP 4.1. Realizar un programa de realice, en el caso de las cadenas de Markov,
los siguientes procedimientos:
1. Cálculo de las expresiones (4.7), dados los respectivos vectores y matrices iniciales.
2. Resolución del sistema algebraico de ecuaciones lineales (4.9).
3. Análisis de la convergencia de los elementos de transición en los valores de probabilidad
final para el caso de la sucesiones estacionarias de Markov, por ejemplo en forma de un
espectrograma.
Problema 4.6. Hallar la probabilidad de estado Pk (t) para un proceso homogéneo de Markov, en
el cual se tiene k =  y k = k, k = 0; : : : ; K. Resolver la ecuación diferencial asumiendo la
ergodicidad del proceso aleatorio.
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4.2. Análisis experimental de procesos de Markov
En el proceso real de señales, independiente de su forma de representación, análoga o
discreta, no siempre está dado su modelo de aleatoriedad, y si está dado se debe resolver
el problema del cálculo de sus caracteŕısticas. La importancia de la caracterización de los
modelos de las señales está en su papel básico durante la implementación de sistemas de
proceso, entre ellos, los de reconocimiento, identificación, predicción, etc.
Los modelos de aleatoriedad de Markov, que se describen en el numeral §4.1, son de
naturaleza probabiĺıstico y su empleo adecuado en tareas de aplicación implica la estimación
y ajuste de sus parámetros, que se realiza mediante el análisis estad́ıstico de las señales
reales. Cabe anotar, que debido a la complejidad en el análisis de los modelos de Markov,
la caracterización de las señales aleatorias es preferible realizarla mediante métodos de
estimación paramétrica.
4.2.1. Modelos ocultos de Markov
En general, las sucesiones de Markov, descritas en el numeral §4.1.4, asumen una cantidad
finita de valores discretos o estados para la representación de la señal aleatoria. En partic-
ular, cada estado de manera directa se asocia a un evento f́ısico observable. Sin embargo,
en la práctica, se tienen aplicaciones con señales que no presentan de forma evidente los
eventos sobre los cuales se construye el modelo. En este sentido, se debe construir un mod-
elo probabiĺıstico sobre los estados no observables u ocultos. Como resultado las cadenas
construidas por este principio, corresponden a un proceso estocástico doblemente inmer-
so; la función probabiĺıstica de los estados ocultos y el mismo modelo de aleatoriedad de
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Figura 4.4. Representación de estados en los modelos ocultos de Markov
Los modelos ocultos de Markov, cuyos posibles estados se representan en la Figura 4.4,
se pueden caracterizar mediante los siguientes parámetros:
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(a). El número de śımbolos de observación o volumen n del alfabeto discreto de ob-
servación  = fk : k = 1; : : : ; ng 2 U. Los śımbolos de observación corresponden
a la salida f́ısica del sistema en análisis y conforman la sucesión aleatoria ' ='1; : : : ; 'n'	 en los momentos definidos de tiempo 1; 2; : : : ; n', donde n' es la lon-
gitud de la sucesión de observación.
(b). El número de los estados ocultos del modelo, # = f#k : k = 1; : : : ; n#g 2 V, que sien-
do no observables, pueden ser relacionados con algún sentido f́ısico del proceso. Los
estados ocultos conforman la sucesión aleatoria θ = f0; 1; : : : ; ng en los momentos
definidos de tiempo = 1; 2; : : : ; n, donde n es la longitud de la sucesión de estados
en análisis.
En general, los estados ocultos del modelo de cadenas de Markov se obtienen a partir
del alfabeto de los śımbolos de observación, por la transformación, V = K fUg, tal
que se conserven las medidas estad́ısticas:
Pn#k P (#k) =Pnk P (k) = 1.
(c). La matriz probabilidad de transición de estados,  = fmn : m;n = 1; : : : ; n#g, en
la cual cada elemento se determina como,mn(k) = P (k+1 = #njk = #m) ; mn  0; n#Xn=1mn = 1
(d). La matriz probabilidad condicional P( j#) de los śımbolos de observación respecto a
cada estado #i en el momento de tiempo n, con elementos,Pki(n) = P (kjn = #i) ; 1 6 i 6 n#; 1 6 k 6 n
(e). El vector probabilidad de estado inicial p1 con elementos fP1(i)g, dondep1(i) = P (1 = #i) ; 1 6 i 6 n#
Los valores de aleatoriedad , P( j#) y p1 , notados en conjunto como = f;P( j#);p1g
conforman los parámetros de un modelo oculto de Markov, el cual se puede emplear para
generar la estimación de la sucesión de observación, ϕ 2 f'1; '2; : : : ; 'n'g, con longitudn' = n# para los momentos definidos de tiempo n = 1; 2; : : : ; n'.
El desarrollo de las modelos ocultos de Markov está relacionado con las siguientes tres
tareas estad́ısticas [33]:
1. Dada una sucesión de observación ' = f'1; '2; : : : ; 'n'g con longitud n' y el modelo
establecido,  = f;P( j#);p1g, cómo calcular de manera eficiente la probabilidadP ('j) de la sucesión de observación.
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2. Dada una sucesión de observación ' = f'1; '2; : : : ; 'n'g con longitud n'; además,
conocido el modelo , cómo estimar de forma óptima, para una criterio de medida
fijado a priori, la correspondiente sucesión de estados  = f1; 2; : : : ; n'g.
3. El ajuste de los parámetros del modelo  que brinden el máximo valor de P ('j).
4.2.2. Entrenamiento del modelo
Estimación de la probabilidad P (ϕj). Un primer método directo de cálculo de la
probabilidad, para una sucesión de observación dada, consiste en la enumeración de cada
una de los posibles sucesiones de estados que explican esa sucesión de observación.
Sea la sucesión i de estados ocultos con longitud n', θ(i) = 1; 2; : : : ; n; : : : ; n'	,
para la cual la probabilidad de la sucesión de observación, asumiendo la independencia de
las observaciones, aśı como la independencia en el tiempo de las probabilidades mn y Pki,
está dada comoP (ϕjθ(i); ) = n'Yn=1P ('njn; )
La probabilidad de que la sucesión dada de estados θ(i) ocurra se determina como,P (θ(i)j) = p1 (1)12    n' 1n'
de tal manera, que la probabilidad conjunta de que se tengan en forma simultanea ambas
sucesiones corresponde al producto de los anteriores dos términos,P (ϕ;θ(i)j) = P (ϕjθ(i); )P (θ(i)j) (4.41)
La interpretación de la expresión (4.41) corresponde a que en el momento inicial de
tiempo, n = 1, se tiene el estado 1 con una probabilidad de p1 (1) y se genera el śımbolo
de observación '1 con una probabilidad de P1'1 . En el siguiente momento del tiempo,
cuando n = 2, se realiza la transición al estado 2 desde 1 con una probabilidad de12 y se genera el śımbolo '2 con una probabilidad de P2'2 , y aśı sucesivamente, hasta el
momento de tiempo n = n'. Finalmente, dado el modelo de aleatoriedad , la probabilidad
de que ocurra la sucesión de observación ϕ se obtiene sumando la probabilidad conjunta
(4.41) sobre todos las posibles sucesiones de estado θ(i); 8i,P (ϕj) =Xi P (ϕjθ(i); )P (θ(i)j) (4.42)
La cantidad de operaciones en (4.42) es igual a (2n'   1)nn'# multiplicaciones y nn'#
adiciones, que hace el cálculo de la probabilidad P (ϕj) prácticamente irrealizable. En este
sentido, se emplean diferentes algoritmos recursivos que disminuyan el coste computacional.
El primer procedimiento corresponde al algoritmo recursivo de propagación, cuando se
analiza el desarrollo de la cadena de estados en el sentido natural de desarrollo del tiempo,
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y en el cual se realiza el desdoblamiento de las sucesiones de observación, empleando la
relación inherente entre los elementos contiguos de las cadenas. En particular, para cada
uno de los estados ocultos se puede definir la siguiente probabilidad parcial de una sucesión
de observación, f'1; '2; : : : ; 'ng y del estado #i en el momento de tiempo n = 1; 2; : : :, dado
el modelo , n (i) = P ('1; '2;    ; 'n; n = #ij), con condición inicial para n = 1,1 (i) = p1 (i)Pi'1 ; 1  i  n#
De tal manera, que para cada estado oculto tiene lugar la siguiente expresión recursivan+1 (j) =  n#Xi=1n (i) ij!Pj'n+1 ; n = 1;    ; n'   1; 1  j  n# (4.43)
La probabilidad P (ϕj) de generación de la sucesión de observación se obtiene sumando
todas las probabilidades parciales con n = n' para todo el alfabeto de estados ocultos,P (ϕj) = n#Xi=1 n# (i) (4.44)
El algoritmo recursivo (4.43) se desarrolla en el sentido natural del tiempo y, por lo
tanto, se denomina de propagación directa. Sin embargo, existe la versión equivalente de
propagación inversa en el tiempo. Para esta propagación se define la probabilidad de la
sucesión parcial de observación desde n + 1 hasta n', dado el estado #i en el tiempo n
y el modelo ; n (i) = P  'n+1; 'n+2; : : : ; 'n' jn = #i;  ; con la debida condición final,n' (i) = 1; 1  i  n#.
Para cada estado oculto se tiene la siguiente expresión recursiva,n (i) = n#Xj=1 ijPj'n+1n+1(j); n = n'   1; : : : ; 1; 1  j  n# (4.45)
En cualquier caso, el algoritmo recursivo de propagación (directa o inversa) requiere
tan solo de n2#n' operaciones, que corresponde a un volumen aceptable de operaciones en
condiciones reales de proceso.
Selección de la mejor sucesión. En este caso, no se tiene una solución que de forma
universal, se acepte para la selección de la mejor sucesión de estados. La dificultad está en
la definición de la misma sucesión óptima de estados.
Una primera solución consiste en la selección de los estados qe que sean individualmente
más probables; caso en el que se maximiza el número esperado de estados individuales
correctos, para lo cual se define la variable,n(i) = P (n = #ijϕ; ) (4.46)
esto es, la probabilidad de encontrarse en el estado #i en el tiempo n, dada la observación
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ϕ y el modelo . La ecuación (4.46) se expresa simplemente en términos de las variables
de propagación:n(j) = n(j)n(j)P (ϕj) = n(j)n(j)n#Pi=1n(i)n(i)
donde n(j) describe la sucesión parcial de observación '1; : : : ; 'n y el estado #j en tiempon, mientras n(j) describe el resto de la sucesión de observación dado el estado #j enn. El factor de normalización P (ϕj) = Pn#i=1 n(i)n(i), le da el sentido de medida de
probabilidad a n(j), de tal manera que, Pn#i=1 n(i) = 1.
Mediante el término n(j) se puede hallar individualmente el estado n en el tiempo n
más probable, como,n = argmax1in# fn(i)g ; 1  n  n' (4.47)
Aunque la expresión (4.47) maximiza el número esperado de estados correctos, (esco-
giendo el estado más probable por cada n), podŕıan generarse algunos problemas con la
sucesión de estados resultante. Por ejemplo, cuando el modelo oculto contempla transi-
ciones de estado con valor de probabilidad cero, (ij = 0), la sucesión de estados óptima ni
siquiera podŕıa ser una sucesión de estados válida. Este problema se debe a que la solución
planteada en (4.47) simplemente determina el estado más probable en cada instante del
tiempo, sin importar la probabilidad de ocurrencia de las sucesiones de estado.
Una posible corrección a este problema está en modificar el criterio de optimización,
por ejemplo, se puede hallar la sucesión de estados que maximice el número esperado de
pares de estados correctos (n,n+1) o inclusive de cadenas más largas (n; n+1; : : : ; n+k).
Sin embargo, este criterio no ha mostrado ser implementable para un rango amplio de
aplicaciones. Por lo tanto, en la práctica, el criterio con mayor uso se limita a hallar la
mejor sucesión de estados, esto es, se maximiza P (θjϕ; ), considerando que es equivalente
a maximizar P (θ;ϕj). La técnica formal de cálculo de la mejor sucesión de estados, basada
en métodos de programación dinámica, corresponde al algoritmo de Viterbi.
Sea determinada la mejor sucesión de estados θ = f1; : : : ; n'g, para una sucesión de
observación ϕ = f'1; : : : ; 'n'g. Se define la medida,mn(i) = max1;2;:::;n 1 P (1; 2; : : : ; n = i; '1; '2; : : : ; 'n j)
que es la más alta probabilidad a lo largo de una única ruta, en el tiempo n, que da cuenta
de las primeras n observaciones y finaliza en el estado #i. De forma análoga se tiene:mn+1(j) = maxi mn(i)ijPj'n+1 (4.48)
La reconstrucción de la sucesión de estados exige que se conserve el argumento que
maximiza (4.48), para cada n y j lo que se puede implementar mediante un arreglo  n(j),
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calculado de forma recursiva como n(j) = argmaxi (mn 1(i)ij) ; n = 2;    ; n'   1; 1  j  n#
con valores iniciales,  1(j) = 0; 1  j  n#.
Ajuste de los parámetros del modelo. Se considera que no existe una solución anaĺıti-
ca para un modelo que maximice la probabilidad de la sucesión de observación. Esto es,
dada cualquier sucesión de observación sobre un intervalo finito de tiempo, durante el en-
trenamiento del sistema, no hay una forma óptima para la estimación de los parámetros
del modelo. Sin embargo, se puede determinar el modelo  = f;P( j#);p1g, tal que
se maximiza localmente la función P (ϕj), usando diferentes procedimientos iterativos de
estimación existentes.
El primer método corresponde al método de máxima esperanza que implica la estimación
de máxima verosimilitud y se emplea cuando la información necesaria para estimar los
parámetros del modelo está incompleta, como es el caso de los modelos ocultos de Markov,
en el que se conocen las sucesiones de observación, pero no se conocen las sucesiones de
estados. El algoritmo se compone de dos pasos:
– Cálculo de la esperanza o promedio, Q(ej) = Eflog P (θ;ϕje)jϕ; g; ; e 2 M
– Maximización, cuando se escogen los valores de e que maximicen un funcional Q(ej).
donde e representa el nuevo conjunto de parámetros después de una iteración y M es
el espacio de los parámetros del modelo. El algoritmo de máxima esperanza se basa en la
búsqueda de un conjunto de parámetros e que maximice log P (θ;ϕje). Sin embargo, debido
a que no se conoce la relación log P (θ;ϕje), entonces se maximiza su valor esperado actual
dados, tanto las observaciones ϕ como el modelo . La función Q(ej) se conoce como la
función auxiliar.
Con el fin de describir el procedimiento de estimación recursiva de los parámetros del
modelo oculto de Markov, se define n(i; j) como la probabilidad de situarse en el estado#i en el tiempo n y en el estado #j para el tiempo n+ 1, dado el modelo y la sucesión de
observaciónn(i; j) = P (n = #i; n+1 = #j jϕ; e)
la cual puede ser descrita en términos de las variables de propagación en la forma,n(i; j) = n(i)ijpj'n+1n+1(j)P (ϕje) = n(i)ijpj'n+1n+1(j)n#Pi=1 n#Pj=1n(i)ijpj'n+1n+1(j)
donde el numerador corresponde a P (n = #i; n+1 = #j jϕ; e) que dividido por P (ϕje) es
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la medida deseada de probabilidad, la cual, se relaciona con la medida (4.46),n(i) = n#Xj=1 n(i; j)
La probabilidad conjunta de la sucesión de observación ϕ y la sucesión de estados θ bajo
los parámetros del modelo e está dada por la ecuación (4.41) que toma la formaP (ϕ;θje) = p1 (1) n'Yn=2P (n+1jn; e) n'Yn=2P ('njn; e)
El logaritmo de la función de probabilidad conjunta está dado porlog P (ϕ;θje) = log p1 (1) + n'Xn=2 log P (n+1jn; e) + n'Xn=2 log P ('njn; e) :
El algoritmo de máxima esperanza requiere la maximización de la función Q(ej), que es
el valor esperado del logaritmo de la probabilidad conjunta, donde el valor esperado se toma




P (θjϕ; ) log ep1 (1) +X
θ
P (θjϕ; ) N'Xn=2 log P (njn 1; e) ++X
θ
P (θjϕ; ) N'Xn=1 log P ('njn; e) (4.49)
donde
P
θ denota la suma sobre todas las posibles sucesiones de estados. La ecuación (4.49)
está compuesta de tres términos; el primero para los parámetros de la probabilidad inicial
p1 , el segundo para los parámetros de la matriz probabilidad de transición de estados 
y el tercero para la matriz de probabilidad del modelo de observación P( j#),
Q(ej) = Q(ep1 jp1) + Q(ej) + Q(eP( j#)jP( j#)) (4.50)
Los términos en la ecuación (4.50) se pueden maximizar de forma separada. La expresión




P (θjϕ; ) log ep1 (1)
que es equivalente a la expresión
Q(ep1 jp1) = n#Xi=1 P (1 = #ijϕ; ) log ep1 (1 = #i)
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que, usando la ecuación (4.46), es igual a
Q(ep1 jp1) = n#Xi=1 1(i) log ep1 (i)
La suma del factor de Lagrange % en la expresión anterior, asumiendo la debida restric-
ción,
Pi p1 (i) = 1 y al hacer la derivada igual a cero, resulta enep1 (i)  n#Xi=1 1(i) log ep1 (i) + % Xi ep1 (i)  1!! = 0
Del desarrollo de la derivada, realizando la suma sobre i para obtener % y resolviendo
para fp1 (i), se obtiene la soluciónep1 (i) = 1(i) (4.51)
que puede calcularse usando las variables de propagación 1(i) y 1(i). En el procedimiento
de promedio del algoritmo se calcula 1(i) usando el conjunto de parámetros . Mientras,
en el procedimiento de maximización se basa en (4.51) para obtener e.
La expresión para la actualización de los parámetros de la matriz de transición de estadoseΠ puede encontrase al maximizar la función,
Q(ej) =X
θ
P (θjϕ; ) N'Xn=2 log P (njn 1; e)
Sin embargo, la anterior suma puede descomponerse en la forma:
Q(ej) = n#Xi=1 n#Xj=1 n'Xn=2P (n = #j ; n 1 = #ij) log P (njn 1; e)= n#Xi=1 n#Xj=1 n'Xn=2 n(i; j) log(eij)
entones, la maximización de la expresión anterior, con la restricción
Pn#j=1 ij = 1; conduce
a la siguiente forma de actualizacióneij = n'Pn=2 n(i; j)n'Pn=2 n(i) (4.52)
En este caso, durante la etapa de promedio, los valores de n(i; j) y n(i; j) se estiman
usando los parámetros del modelo . Mientras, para la maximización, se emplea la expresión
(4.52) para calcular los nuevos parámetros e.
De otra parte, la expresión para la actualización de los parámetros del modelo de obser-
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vación eP(j#) puede encontrarse maximizando
Q(eP(j#)jP( j#)) =X
θ
P (θjϕ; ) n'Xn=1 log P ('njn; e)
De manera similar, se descompone la anterior suma,
Q(eP(j#)jP( j#)) = n#Xi=1 n'Xn=1P (n = #ij) log P ('n = kjn = #i; e)= n#Xi=1 n'Xn=1 n(i) log epik
con lo cual, la maximización de la expresión anterior, dada la restricciónn'Xk=1 ePik = 1
resulta en:ePik = n'Pn=1 n(i)Æ('n; k)n'Pn=1 n(i) ; Æ('n; k) = 8<:1; 'n = k0; 'n 6= k (4.53)
En este caso, la función '() = log P (ϕj) corresponde a la respectiva relación de
verosimilitud,'() = Q(ej) H(ej);
donde H(ej) = Eflog P (θjϕ; e)jϕ; g.
A partir de la desigualdad de Jensen [34] se obtiene H(ej)  H(j) para cualquier 
y e en M, cumpliéndose la igualdad, si y sólo si, P (θjϕ; ) = P (θjϕ; e). En efecto, para
cualquier e,H(ej) H(j) = E(log P (θjϕ; e)P (θjϕ; ) ϕ; ) logE(P (θjϕ; e)P (θjϕ; ) ϕ; )= log Z
θ
P (θjϕ; e)P (θjϕ; )P (θjϕ; ) dθ = log Zθ P (θjϕ; e) dθ= 0;
usando igualmente el hecho de la concavidad de la función logaŕıtmica.
En los modelos en que se desarrolla el método de máxima esperanza, se asume la posi-
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bilidad de evaluación de las derivadas de la relación '() con respecto a los parámetros
del modelo . Como consecuencia de lo anterior, en lugar de recurrir a cualquier algoritmo
espećıfico, por ejemplo, el de máxima esperanza, directamente se pueden utilizar métodos
de optimización basados en el análisis del gradiente. Concretamente, el algoritmo simple de
gradiente descendente, aunque no sea el más eficiente. Sin embargo, en este método, el valor
presente de los parámetros en se actualiza sumándole un valor de ajuste que multiplica al
gradiente, en la siguiente forma recursiva:en+1 = en + nr'(en); n > 0
El múltiplo n es un escalar no negativo que necesita ajustarse en cada iteración para
asegurar que la sucesión f'(eng) no sea decreciente. De cualquier manera, el algoritmo
de gradiente descendente suele ser poco utilizado debido a su lenta convergencia. Para
garantizar valores más rápidos de convergencias se han desarrollado diferentes algoritmos
basados en propiedades de segundo orden de la función objetivo, por ejemplo, el algoritmo
de Newton o el de Newton-Raphson,en+1 = en  H 1(en)r'(en);
donde H 1(en) = r2'(en) es la matriz Hessiana de la función objetivo. El algoritmo
iterativo de Newton está basada en la siguiente aproximación de segundo orden:()  (0) +r(0)(  0) + 12(  0)TH(0)(  0);
Si la sucesión fengn>0 producida por el algoritmo converge a un punto e, en el cual la
matriz Hessiana es negativa definida, la convergencia es, por lo menos cuadrática. Por lo
anterior, el procedimiento puede ser bastante eficiente. Sin embargo, una restricción seria
del algoritmo de Newton se encuentra en el hecho que, excepto en el caso particular en que
la función () sea estrictamente cóncava, pueden existir regiones del espacio paramétrico
en las cuales la matriz Hessiana no tenga inversa o no sea negativa semi-definida, lo que
conduce a inestabilidades numéricas. Para solucionar este problema, los métodos cuasi-
Newton introducen la recursión modificadaen+1 = en + nWn(en)r'(en);
donde Wn es una matriz de pesos que puede calcularse en cada iteración, igual que n,
un factor que se usa para calcular la longitud del paso en la dirección de búsqueda. Si Wn
se encuentra cercano a  H 1(en) cuando ocurre la convergencia, el algoritmo modificado
compartirá las mismas propiedades deseables del algoritmo de Newton. De otra parte,
usando una matriz Wn diferente de  H 1(en), las restricciones numéricas asociadas con
la inversión de la matriz se pueden evitar. Estos métodos construyen Wn a partir de la
información del gradiente, sin la evaluación directa de la matriz Hessiana.
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Ejercicio en el CP 4.2. Los ejemplos y ejercicios de este capítulo se realizan con base en el
toolbox, especialmente desarrollado en MATLAB para el estudio de los modelos ocultos de Markov,
que puede ser descargado en: http://www.cs.ubc.ca/ murphyk/Software/HMM/hmm.html
El primer paso en el entrenamiento de los modelos ocultos de Markov es su inicialización, para lo
cual es necesario definir el número de estados del modelo y el número de componentes Gaussianas
por estado.
% Parámetros del modelo de Markov:
M = 3; % Número de componentes Gaussianas por estado
Q = 2; % Número de estados
cov_type = ’full’; % Tipo de matriz de covarianza
Además, es necesario definir el tipo de matriz de covarianza que será utilizada en las compo-
nentes Gaussianas, que puede ser de los tipos: completa (’full’), diagonal (’diag’) y esférica
(’spherical’). A modo de ejemplo, se escoge el tipo de matriz de covarianza (’full’) por cuanto
permite modelar la relación entre cada una de las variables. Sin embargo, en la práctica, utilizar una
matriz de covarianza completa, impide el buen desempeño del algoritmo de estimación presentán-
dose problemas de singularidad. Por lo tanto, en muchos problemas reales es más común emplear el
tipo de matriz de covarianza diagonal, en la cual se asume independencia entre los parámetros.
Así mismo, se asume que se tiene un conjunto de entrenamiento y que cada trayectoria está rep-
resentada por una sucesión de observaciones. La longitud de cada sucesión de observaciones se
representada por T. Mientras, cada observación está compuesta por O coeficientes o parámetros.
Como ejemplo concreto se generan Ns sucesiones de observaciones con parámetros:
% Conjunto de entrenamiento
Ns = 50; T = 10; O = 8; data = randn(O,T,Ns);
prior0 = normalise(rand(Q,1)); % vector probabilidad inicial
transmat0 = mk_stochastic(rand(Q,Q)); % Matriz de probabilidades de
% transición
[mu0, Sigma0] = mixgauss_init(Q*M, data, cov_type);% media y covarianza
La inicialización de los parámetros del modelo (el vector probabilidad inicial, la matriz de probabil-
idades de transición y los parámetros de las componentes Gaussianas: vector de pesos, vector de
medias y matriz de covarianza, por cada uno de los estados) debe tener en cuenta las restricciones
que conservan las medidas estadísticas.
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
mixmat0 = mk_stochastic(rand(Q,M)); % Vector de pesos de las mezclas Gaussianas
% Entrenamiento
[LL, prior, transmat, mu, Sigma, mixmat] = ...
mhmm_em(data, prior0, transmat0, mu0, Sigma0, mixmat0, ’max_iter’,5);
% Evaluación
loglik = mhmm_logprob(data, prior, transmat, mu, Sigma, mixmat);
El parámetro LL corresponde al logaritmo de la verosimilitud en el entrenamiento. La evaluación de
la pertenencia de una sucesión al modelo se realiza mediante el cálculo de la máxima probabilidad
a posteriori de la sucesión, dado un modelo concreto.
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4.2.3. Clasificación y comparación modelos
Hasta ahora, se han considerado las cadenas ocultas de Markov ergódicas, en las cuales a
cada estado de la cadena se puede llegar en un único paso desde cualquier otro estado del
modelo (estrictamente hablando, un modelo ergódico tiene la propiedad por la cual cada
estado puede alcanzarse desde cualquier otro estado después de un número finito de pasos).
Aśı mismo, los modelos de cambio de estado también se orientan en el sentido de los
valores del proceso (modelos de nacimiento y muerte). En la práctica, mayor uso han
encontrado lo modelos de nacimiento, cuando los coeficientes de transición de estado tienen
la propiedad, ij = 0; j < i, esto es, no se permiten cambios a estados con valores del
proceso menores que el actual. Entonces, el vector de probabilidad de estado inicial es:p1(i) = 8<:0; i 6= 11; i = 1
que implica que el proceso debe comenzar desde el estado 1 y a finalizar en el estado n#.
Sobre los modelos de nacimiento, se suelen imponer restricciones adicionales para ase-
gurar que no ocurran cambios mayores entre los ı́ndices de los estados. En este sentido, es
usual el empleo de la restricción de la forma ij = 0; j > i+. En el caso particular de los
modelos de nacimiento con  = k, se obtiene la siguiente matriz de transición de estado:26666411 12    1k 0    00 22    2k 2(k+1)    0... ... ... ... ...0 0    0 0    kk377775
Las anteriores restricciones, impuestas sobre la orientación de la forma de cambio de los
valores del modelo no afectan, en general, el procedimiento de estimación de sus parámetros.
Densidades continuas de observación. Las observaciones, de las cuales se estiman
los parámetros de los modelos ocultos de Markov, pueden corresponder a eventos discretos,
cuando se tiene un alfabeto finito a priori definido de representación del proceso y, por lo
tanto, existe una FDP discreta para cada estado del modelo. En la práctica, es frecuente
que las observaciones correspondan a procesos aleatorios continuos. La primera forma de
análisis de estos procesos consiste en la construcción de un alfabeto via la cuantificación
del proceso, cuya principal restricción está en la pérdida de información asociada a la
aproximación. En este sentido, es preferible la descripción de los procesos aleatorios en lo
modelos ocultos de Markov mediante FDP continuas, teniendo en cuenta las restricciones
necesarias para lograr que los procedimientos de estimación recursiva sean consistentes. La
forma más común de representación de la FDP corresponde al modelo de mezclas finitas:piϕn = MXm=1 jmNϕn (mjm;Kjm)
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donde ϕn es el vector que se está modelando en el instante n, jm es el coeficiente de mezcla
para la m componente en el estado j y N es cualquier densidad eĺıpticamente simétrica
o log-cóncava, con media mjm y matriz de covarianza Kjm para la componente m de la
mezcla en el estado j. Usualmente, en calidad de densidad N se emplea la Gaussiana.
Los coeficientes de la mezcla jm deben satisfacer la siguiente restricción estocástica:PMm=1 jm = 1; 1  j  n#, con jm  0, 1  j  n# y 1  m M , de tal manera, que la
FDP sea adecuadamente normalizada:
R1 1 piϕdϕ = 1:
Las relaciones de estimación recursiva para los coeficientes de las densidades de mezcla,jm, mjm, y Kjk, para el caso de FDP Gaussianas, empleando el algoritmo de máxima
esperanza, se demuestran ser iguales aejk = n'Pn=1 n(j; k)n'Pn=1 MPk=1 n(j; k) (4.54a)fmjk = n'Pn=1 n(j; k)ϕnn'Pn=1 n(j; k) (4.54b)eKjk = n'Pn=1 n(j; k) (ϕn  mjk)(ϕn  mjk)Tn'Pn=1 n(j; k) (4.54c)
donde n(j; k) es la probabilidad de la observación ϕn dada por la componente de mezclak del estado j, esto es:n(j; k) = 0BBB n(j)n(j)n#Pi=1n(i)n(i)1CCCA0BBB jkNϕn (mjk;Kjk)MPm=1 jmNϕn (mjm;Kjm)1CCCA (4.55)
El término n(j; k) generaliza la variable n(i) en (4.46) que es el caso de una mezcla
simple (un solo componente) o de una FDP discreta. La estimación de los valores ij se
mantiene igual que para la FDP discreta de observación, (4.52). En el algoritmo de máxima
esperanza, para la estimación del promedio e, se calcula n(j; k) mediante los parámetros, mientras en la maximización se usan las ecuaciones (4.54a), (4.54b) y (4.54c).
La estimación recursiva de jk es la relación entre el número esperado de veces que el
sistema está en el estado j empleando la componente de mezcla k, y el número esperado
de veces que está en el estado j. La estimación recursiva para el vector medio mjk pondera
cada término del numerador de (4.54b) por cada observación, por lo que resulta un valor
esperado de la porción del vector de observación que describe la componente de mezcla k.
Aśı mismo, ocurre la interpretación para la matriz de covarianza Kjk obtenida.
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La presentación usual de las expresiones de actualización se realiza en términos de los
vectores de observación ϕn (ecs. (4.54a), (4.54b), (4.54c)). Sin embargo, es posible expresar
mjk y Kjk en términos de estad́ısticas suficientes promedio, cuya estimación es independi-
ente del número de observaciones, n':
m̃jk = sϕ;jk(j; k) ; (4.56a)eKjk = sϕϕT;jk(j; k)   m̃jkm̃Tjk; (4.56b)
donde las estad́ısticas suficientes se dan de la forma:(j; k) = n'Xn=1 n(j; k); sϕ;jk = n'Xn=1 n(j; k)ϕn; sϕϕT;jk = n'Xn=1 n(j; k)ϕnϕTn
En la estimación del promedio, el algoritmo de máxima esperanza calcula los valoresn(j; k), las estad́ısticas suficientes (j; k), sϕ;jk y sϕϕT;jk. Mientras, el procedimiento de
maximización se basa en (4.56a) y (4.56b) para obtener e. Desde el punto de vista de
coste computacional, el reemplazo de (4.54b),(4.54c) para la maximización, resulta en un
cálculo más rápido de los parámetros debido a que no se hace la suma
Pn, por cuanto esa
información está ya contenida en las estad́ısticas suficientes. Aśı, el número de operaciones
en la maximización permanece constante y no depende del número de observaciones n'.
Modelos ocultos de Markov autorregresivos. Sea el vector de observación ϕ con
componentes (x0; x1; : : : ; xK 1) generado sobre un espacio con dimensión K. La FDP base
para el vector de observación se considera del tipo Gaussiana, y se asume el modelo autor-
regresivo de orden p que relaciona los componentes de ϕ en la forma:xk =   pXi=1 aixk i + ek (4.57)
donde ek; k = 0; : : : ;K   1 son variables aleatorias independientes Gaussianas, con media0 y varianza 2e , ai; i = 1; : : : ; p son los coeficientes de predicción o autorregresión. La FDP
de ϕ, para un valor grande deK, se aproxima como, p(ϕ) = (22e) K=2 expf  122e r(ϕ;a)g;
donder(ϕ;a) = Ra(0)R(0) + 2 pXi=1Ra(i)R(i); a = [1; a1; a2; : : : ; ap℄T ; (4.58a)Ra(i) = p iXj=0 ajaj+i; 1  i  p (4.58b)R(i) = k i 1Xj=0 xjxj+i; 0  i  p (4.58c)
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En las anteriores expresiones, R(i) es la función de correlación propia de las observaciones
y Ra(i) es la función de correlación propia de los coeficientes autorregresivos. El valor
residual total de predicción por ventana del proceso se determina comor = Ef kXi=1 (ei)2g = k2e
donde 2e es la varianza por cada observación de la señal de error. Asumiendo vectores
normalizados de observación, e' = '/pr = '.pk2e , entonces la FDP toma la forma:p( ~ϕ) = 2k  k=2 exp k2r( ~ϕ;a) (4.59)
En la práctica, el factor k en (4.59) se reemplaza por la longitud efectiva de la ventana~k que corresponde a la longitud efectiva de cada vector de observación. En el análisis de
los modelos autoregresivos ocultos de Markov se asume una FDP de mezcla en la forma:piϕ = MXm=1 jmpϕ(i;m)
donde cada término pϕ(i;m) es la FDP definida en (4.59) con su respectivo vector de
autorregresión ajm o bien de forma equivalente por el vector de correlación propia, Rjm:pϕ(i;m) = 2k  k=2 exp k2r(ϕ;ajm)
La expresión de estimación recursiva para la sucesión con correlación propia, R(i) en
(4.58a), dados el estado j y la mezcla k, tiene la forma:eRjk = N'Pn=1 n(j; k) RnN'Pn=1 n(j; k)
donde Rn = [Rn(0); Rn(1); : : : ; Rn(p)℄T es el vector de correlación propia definido por
(4.58c) para la ventana n, mientras n(j; k) es definida como la probabilidad de encontrarse
en el estado j en el tiempo n y usando la componente de mezcla k, esto esn(j; k) = 0BBB n(j)n(j)nPj=1n(j)n(j)1CCCA0BBB jkpϕn(j; k)MPk=1 jkpϕn(j; k)1CCCA (4.60)
De (4.60) se observa que eRjk es una suma ponderada (por la probabilidad de ocurren-
cia) de las funciones de correlación propia normalizadas de las ventanas en la sucesión de
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observación. A partir de eRjk, se resuelve el conjunto de ecuaciones normales para obtener
el vector de coeficientes autorregresivos eajk, dada la k mezcla del estado j, los cuales se
calculan empleando (4.58b), cerrando aśı el bucle de estimación.
Estimación óptima de los parámetros del modelo. La efectividad de los modelos
ocultos de Markov está relacionada con dos aspectos básicos: el mismo proceso estocás-
tico que cumple las restricciones del modelo y la estimación confiable de los parámetros
del modelo. En este sentido, se han desarrollado diversos métodos de estimación óptima
alternativos al procedimiento básico de máxima verosimilitud.
La primera aproximación consiste en generar de forma conjunta varios modelos  , = 1; : : : ; V , de manera tal que se maximice su poder discriminante, es decir, la ha-
bilidad de cada modelo para distinguir entre sucesiones de observación generadas por el
modelo correcto y aquellas generadas por modelos alternativos. El criterio básico de máx-
ima verosimilitud consiste en el empleo de sucesiones de observación separadas ϕ a fin
de derivar los parámetros de modelo para cada modelo  . Este criterio de optimización
conduce aP  = maxP (ϕ j)
Un criterio de optimización alternativo es el criterio de máximo de información mutua en
el cual la información mutua promedio I entre la sucesión de observación ϕ y el conjunto
completo de modelos C = (1; 2; : : : ; ) se maximiza.
La implementación del criterio de máximo de información mutua, en concordancia con
la definición (2.57), es la medida:I(ϕ ;w) = maxC (P (ϕ j )  log VXw=1P (ϕ jw )) (4.61)
esto es, escoger C para separar el modelo correcto  de todos los demás modelos alter-
nativos sobre la sucesión de entrenamiento ϕ . Sumando (4.61) sobre todas las sucesiones
de entrenamiento, se puede encontrar el conjunto de modelos con mayor separación,I(ϕ ;w) = maxC ( VX=1 P (ϕ j )  log VXw=1P (ϕ jw )!) (4.62)
Hay diversas razones teóricas por las cuales no existen soluciones anaĺıticas ni recursivas
de estimación, para obtener los parámetros mediante el criterio de máximo de informa-
ción mutua. En la práctica, la solución de (4.62) se lleva acabo mediante procedimientos
generalizados de optimización, por ejemplo, por el método de gradiente descendente.
El criterio de optimización del error de clasificación mı́nimo busca minimizar la proba-
bilidad de error de clasificación a través de una representación suavizada, dada una función
de pérdida. La medida del error de clasificación, que representa una medida de la distancia
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entre la probabilidad de una decisión correcta y otras decisiones, se define comod(ϕ) =  g(ϕjC) + logf 1V   1 Xw;w 6= exp (g(ϕjC))g1= ;
donde  es un número positivo y g = P (ϕ j );  = 1; : : : ; V . Esta medida de error es
una función continua de los parámetros C y se debe asimilar con una regla de decisión.
La medida d(ϕ) se usa como variable dentro de una función suavizadaf(ϕjC) = f(d(ϕ)jC) = 11 + exp( d(ϕ) + of )
con of igual a cero y   1. Para cualquier sucesión desconocida ϕ , el desempeño del
sistema se mide mediante f(ϕ jC) = PV=1 f(ϕ jC) que se usa como criterio de opti-
mización en el algoritmo de gradiente descendente. Otros criterios de optimización de los
parámetros se basan en la minimización de la razón del error emṕırico [35] y la minimización
del error cuadrático medio.
La segunda forma de aproximación consiste en asumir que la señal no fue generada
necesariamente por una fuente Markoviana, pero se ajusta a ciertas de sus restricciones,
por ejemplo, tiene función de correlación positiva definida. El objetivo del procedimiento
de diseño, consiste entonces en hallar los parámetros del modelo oculto que minimicen la
información de discriminación o la entroṕıa mutua entre el conjunto de FDP válidas Q,
que satisfacen los valores medidos de señal, y el conjunto de FDP de los modelos ocultos,P. La información discriminante entre el conjunto Q y P se determina como:D (QjP) = Z q(ϕ) ln(q(ϕ)=p(ϕ))dϕ (4.63)
donde q y p son las funciones de densidad de probabilidad que corresponden a Q y P.
Aunque las técnicas de optimización para (4.63) resultan ser relativamente complejas, se
suele emplear el algoritmo de Baum adecuado para el caso de modelos ocultos de Markov.
FDP de la duración de los estados. En un modelo oculto de Markov, la FDP de
duración inherente asociada con el estado #i y coeficiente de transición propio ii, se
asume de la forma pi(d) = (ii)d 1(1   ii), que para la mayoŕıa de las señales f́ısicas es
inapropiada. En lugar, se prefiere modelar expĺıcitamente la FDP de duración en forma
anaĺıtica. En este caso, es necesario reformular las expresiones de actualización de los
parámetros. Aśı, la variable de propagación directa n(i) se define como,n (i) = P ('1; '2;    ; 'n; #i termina en nj)
Se asume que se han visitado un total de r estados durante las primeras n observaciones
y se denotan los estados como 1; 2; : : : ; r, con duraciones asociadas con cada estado
iguales a d1; d2; : : : ; dr. Las restricciones para n(i) están dadas en la forma, n = #i yPrs=1 ds = n.
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La probabilidad n(i) puede escribirse comon(i) =X Xd p1p1(d1)P ('1; '2;    ; 'd1 j1) 12p2(d2)P ('d1+1;    ; 'd1+d2 j2)    r 1rpr(dr)P  'd1+d2++dr 1+1;    ; 'njr ;
donde la suma se toma sobre todos los estados  y todas las posibles duraciones d. De
manera recursiva, n(i) se escribe comon(j) = n#Xi=1 DXd=1n d(i)ijpj(d) nYs=n d+1pjϕs ; (4.64)
donde D es la duración máxima en un estado. Para inicializar el cálculo de n(j) se usa1(i) = p1(i)pi(1) piϕ1 2(i) = p1(i)pi(2) 2Ys=1 piϕs + n#Xj=1j 6=i 1(j)jipi(1)piϕ23(i) = p1(i)pi(3) 3Ys=1 piϕs + 2Xd=1 n#Xj=1j 6=i 3 d(j)jipi(d) 3Ys=4 d piϕs
De igual forma, se calcula 4(i) hasta D(i). Finalmente, se usa (4.64) para n > D. La
probabilidad P (ϕj) se calcula usando (4.44). A fin de dar expresiones de actualización en
un modelo oculto de Markov de duración variable, se definen las variables:n(i) = P ('1; '2;    ; 'n; #i empiece en n+ 1j)n(i) = P  'n+1; 'n+2;    ; 'n' j#i termina en n; n(i) = P  'n+1; 'n+2;    ; 'n' j#i empiece en n+ 1; 
Las relaciones entre ;;  y  sonn(i) = n#Xi=1 n(i)ij ; n(i) = DXd=1n d(i)pi(d) nYs=n d+1 piϕsn(i) = n#Xj=1ijn(j) n(i) = DXd=1n+d(i)pi(d) n+dYs=n+1 piϕs
Con base en las definiciones y relaciones anteriores, las expresiones de actualización para
un modelo variable se determinan como:ep1(i) = p1(i)1(i)P (ϕj) ; eij = n'Pn=1n(i)ijn(j)n#Pj=1 n'Pn=1n(i)ijn(j)
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ademàs ePik = n'Pn=1 Pd<nd(i)d(i)  Pd<nd(i)d(i)! Æ('n; k)nPk=1 n'Pn=1 Pd<nd(i)d(i)  Pd<nd(i)d(i)! Æ('n; k)epi(d) = n'Pn=1n(i)pi(d)n+d(i) n+dQs=n+1 piϕsDPd=1 n'Pn=1n(i)pi(d)n+d(i) n+dQs=n+1 piϕs (4.68)
Al introducir la FDP para la duración de los estados, para algunos problemas, la calidad
del modelo mejora significativamente. Sin embargo, aparecen algunos inconvenientes tales
como un incremento considerable en la carga computacional y la necesidad de estimar un
número adicional de parámetros, D; por estado, lo cual requiere un mayor número de obser-
vaciones. Una posible solución consiste en usar una FDP de duración de estado paramétrica,
en lugar de la no paramétrica de la ec. (4.68). En [36], se propone la   densidad para rep-
resentar la FDP de duración de los estados, pi(d) = ii di 1eid  (i) ; d > 0, con parámetros i yi, media i=i y varianza i=2i . Las expresiones de actualización para i y i, están dadas
por ej = j n'Pn=1n(j)n(j)n'Pn=1 Pdn d n#Pi=1i6=j (n d)(i)ijpj(d) dQs=1 pjϕn d+sn(j) (4.69)z(ej) = n'Pn=1 Pdn log(jd) n#Pi=1i6=j (n d)(i)ijpj(d) dQs=1 pjϕn d+sn(j)n'Pn=1n(j)n(j) ; (4.70)
donde z() es la función digamma, la cual es diferenciable continuamente y puede obtenerse
en forma de serie de potencia, entonces, (4.70) se resuelve numéricamente para ej .
En las expresiones (4.69) y (4.70), n(j) y n(j) están dados porn(j) = Xdn n#Xi=1i6=j (n d)(i)ijpj(d) dYs=1 pjϕn d+s ;n(j) = Xdn n#Xj=1j 6=i ijpj(d) dYs=1 pjϕn+sn+d(j)
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Ejercicio en el CP 4.3. Sean dos procesos aleatorios, cada uno de lo cuales corresponde al
resultado de pasar RBG por un sistema lineal invariante en el tiempo con diferente función de
transferencia del tipo respuesta a impulso infinita, (1.56):H0 (z) = z + 12z ; H1 (z) = 12  1  z 1
El proceso aleatorio generado, tiene un número de sucesiones Ns, y cada sucesión contiene un
número de observaciones T .
% Generación del proceso RBG
data = randn(O*T*Ns,1);
% Definición del sistema lineal invariante en el tiempo H0
% Paso del RBG a través de H0
num0 = [1 1]; den0 = [2]; data0tem = filter(num0,den0,data);
% Definición del sistema lineal invariante en el tiempo H1
% Paso del RBG a través de H1
num1 = [1 -1]; den1 = [2 0]; data1tem = filter(num1,den1,data);
% Acondicionamiento de las sucesiones para ser utilizadas en el









A partir de los procesos generados en el paso anterior, es posible inicializar los parámetros de los
modelos ocultos de Markov, de igual forma como se realizó en el ejercicio PC 4.2.
% Inicialización de los parámetros de los modelos ocultos de Markov para la clase 0
prior0 = normalise(rand(Q,1)); transmat0 = mk_stochastic(rand(Q,Q));
[mu0,Sigma0]=mixgauss_init(Q*M,data0, cov_type);
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
mixmat0 = mk_stochastic(rand(Q,M));
% Entrenamiento del modelo para la clase 0
[LL, priorC0, transmatC0, muC1, SigmaC0, mixmatC0] = mhmm_em(data0, prior0, ...
transmat0,mu0,Sigma0, mixmat0,’max_iter’,5);
% Inicialización de los parámetros de los modelos ocultos de Markov para la clase 1
[mu0, Sigma0] = mixgauss_init(Q*M, data1, cov_type);
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
% Entrenamiento del modelo para la clase 1
[LL, priorC1, transmatC1, muC1, SigmaC1, mixmatC1] = mhmm_em(data0, prior0, ...
transmat0,mu0,Sigma0, mixmat0, ’max_iter’,5);
Si se tiene una trayectoria nueva, se calcula la probabilidad a posteriori de que cada uno de los
modelos genere la sucesión dada. La sucesión es asignada a la clase del modelo que genere la mayor
probabilidad.
%se asume que la muestra a reconocer es de la clase 1
data3 = data1; loglik0 = mhmm_logprob(data3, priorC0, transmatC0, muC0, SigmaC0, ...
mixmatC0);
loglik1 = mhmm_logprob(data3, priorC1, transmatC1, muC1, SigmaC1, ...
mixmatC1);
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Comparación de los modelos de ocultos de Markov. Dados dos procesos aleatorios
de Markov de primer orden 1 y 2 se debe hallar una medida de similitud o distancia
entre los mismos, d(1; 2), con el fin de medir su equivalencia estad́ıstica. En la práctica,
se han propuesto diversas medidas de distancia. La primer medida propuesta corresponde a
una forma generalizada de la distancia eucĺıdea entre las matrices de probabilidad estado-
observación, que se define como:d(1; 2) =vuut 1n# n#Xi=1 nXi=1 kP (1)ik   P (2)ik k2; (4.71)
Un caso más general de esta medida se realiza encontrando el estado del segundo proceso
que minimiza la diferencia entre las probabilidades del los modelos,d(1; 2) = ( 1n#n n#Xi=1 nXk=1 P (1)ik   P (2)(i)k2)1=2 (4.72)
donde (i) es la permutación de los estados que minimiza (4.72). Las medidas (4.71) y
(4.72) son inadecuadas, dado que no toman en cuenta la estructura temporal representada
en la cadena de Markov, por lo que podŕıa darse el caso en el cual es posible encontrar un
par de modelos ocultos de Markov, con una distancia entre śı que tienda a cero, pero con
medidas respectivas de probabilidad, P y P0 , completamente diferentes.
Una medida alterna, que define la distancia de Kullback - Leibler entre las probabilidades
(4.44), P (ji), está dada pord(1; 2) = 12 (log(P11P22)  log(P12P21)) ; (4.73)
dondePij = P (ϕijj)1=n'i ; (4.74)
siendo n'i la longitud de la sucesión ϕi generada de forma estocástica a partir del modeloi. La medida d(1; 2) está determinada uńıvocamente sólo en el ĺımite, cuando n'i !1.
Aśı mismo, se puede demostrar que, si Pii es un máximo global, la distancia de Kullback-
Leibler tiene las siguientes propiedades [37]:
1. d(1; 2) = d(2; 1)
2. d(1; 2)  0
3. d(1; 2) = 0 si 1  2 ó ϕ1 = ϕ2
Una de las desventajas que tiene este tipo de distancia se encuentra en la necesidad de
realizar la simulación, por ejemplo por Monte Carlo, para generar las sucesiones bϕi, lo cual
eleva el costo computacional. En [38], se propone una cota superior para la distancia de
Kullback Leibler, que hace innecesario el procedimiento de simulación.
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Otras distancias entre modelos ocultos de Markov se definen sobre el concepto de prob-
abilidad de co-emisión [39],
P
ϕ1(ϕ)2(ϕ); que es la probabilidad de que independiente-
mente los modelos generen la misma sucesión. Esta probabilidad requiere que el modelo
del proceso de Markov tenga la estructura de un modelo de nacimiento. El cálculo de la
probabilidad de co-emisión implica la construcción de una tabla A indexada por los estados
de ambos modelos ocultos de Markov, tal que la entrada PA(1 ; 2) de la tabla (dondei es un estado de i; i = 1; 2) representa la probabilidad de encontrarse en el estado1 en 1 y 2 en 2, además de haber generado independientemente sucesiones idénticas
de observación en las rutas de estados, que conducen a 1 y a 2 . El valor de la tabla
correspondiente a los dos estados finales de cada modelo es la probabilidad de co-emisión.
Basados en la probabilidad de co-emisión de dos modelos dados, PA(1; 2), se definen
las siguientes dos métricas:dang(1; 2) = ar os(PA(1; 2)=qPA(1; 1)PA(2; 2))ddif (1; 2) = qPA(1; 1) + PA(2; 2)  2PA(1; 2)
Otra versión de métrica se conoce como la medida de similitud que mide la semejan-
za entre dos trayectorias estocásticas con dimensión múltiple en correspondencia con los
modelos ocultos de Markov dados,d(ϕ1;ϕ2) = sP21P12P11P22
donde, Pij = P (ϕijj)n'i ; representa la probabilidad de la sucesión de observación ϕi dada
por el modelo j , normalizado con respecto a n'i , donde n'i es la longitud de la sucesión
ϕi. Se puede demostrar [40] que si Pii es un máximo global, la medida de similitud tiene
las siguientes propiedades:
1. d(ϕ1;ϕ2) = d(ϕ2;ϕ1)
2. 0 < d(ϕ1;ϕ2)  1
3. d(ϕ1;ϕ2) = 1 si 1  2 ó ϕ1 = ϕ2
En algunas ocasiones es más conveniente representar la similitud entre dos modelos de
Markov a través de una medida de distancia en lugar de una medida de similitud. Dada la
medida de similitud d(ϕ1;ϕ2), la medida de distancia se puede obtener a partir ded(ϕ1;ϕ2) =   log d(ϕ1;ϕ2) (4.75)
tal que se cumple d(ϕ1;ϕ2) = d(ϕ2;ϕ1), d(ϕ1;ϕ2)  0 y d(ϕ1;ϕ2) = 1 si 1  2 ó
ϕ1 = ϕ2.
A diferencia de las sucesiones de observación ϕi, las sucesiones de observación bϕi de
(4.74) no son únicas debido a que son generadas de forma estocástica a partir de bi.
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Aunque de forma general d(b1; b2) (ecuación (4.73)) y d(ϕ1;ϕ2) (ecuación (4.75)) no son
equivalentes, bajo ciertas presunciones las dos nociones (distancia entre los modelos ocultos
y distancia entre sucesiones de observación) convergen a una equivalencia. Espećıficamente,
se tiene que, d(ϕ1;ϕ2) = d(b1; b2) si y sólo si
1. 1  b1 y 2  b2
2. P11 y P22 son máximos globales.
3. bn'i !1
Ejercicio en el CP 4.4. Dados dos modelos ocultos de Markov, calcular la distancia de Kullback-
Leibler entre los modelos. Para realizar este ejercicio, serán tomados los modelos que fueron entrena-
dos a partir de procesos aleatorios diferentes, en el ejercicio PC 4.3. El modelo generado a partir de
las sucesiones de observaciones 0, es llamado modelo clase C0. De igual forma, el modelo generado
a partir de las sucesiones de observaciones 1, es llamado modelo clase C1. Esta notación se mantiene
para cada uno de los parámetros del modelo.
En primer lugar es necesario definir la longitud de las sucesiones de observación. Debe tenerse en
cuenta, que la medida de distancia Kullback-leibler está definida para una longitud de la sucesión
de observaciones tendiente a infinito, por lo tanto, es necesario determinar una longitud lo suficien-
temente grande. En este caso, se asume una longitud T = 10000.
% Implementación de la distancia de Kullback - Leibler
% Definición de la longitud de las sucesiones de observación.
T = 10000; %la longitud de las secuencias debe tender a inf
nseq = 1; % número de secuencias
Después de definir la longitud de las sucesiones y el número de sucesiones, es necesario generar
las sucesiones de observación a partir de los modelos dados y subsecuentemente se calculan las
probabilidades definidas en la ecuación (4.74).
% Generación de las sucesiones a partir de los modelos dados
% Generación de sucesiones a partir del modelo C0
[obs0, hidden0] = mhmm_sample(T, nseq, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
% Generación de sucesiones a partir del modelo C1
[obs1, hidden1] = mhmm_sample(T, nseq, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
%cálculo de las probabilidades Pij
loglik00 = mhmm_logprob(obs0, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
loglik01 = mhmm_logprob(obs0, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
loglik10 = mhmm_logprob(obs1, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
loglik11 = mhmm_logprob(obs1, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
Según la definición (4.74), las medidas de probabilidad Pij están normalizadas con respecto a la
longitud de las sucesiones de observación, por lo tanto, antes de calcular la medida de distancia
se debe realizar la normalización y posteriormente aplicar la definición (4.73), para así calcular la
medida de distancia.
%Normalización
loglik00 = loglik00/T; % Se hace lo mismo para las demás f. de verosimilitud
% Cálculo de la medida de distancia
d12=loglik11-loglik12; d21=loglik22-loglik21;
% Cálculo de la distancia simétrica
Ds=(d12+d21)/2;
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Problemas
Ejercicio en el CP 4.5. Realice un análisis comparativo de diferentes modelos ocultos de Markov
entrenados con el mismo conjunto de datos, variando el número de estados y de mezclas Gaussianas
en el modelo.
Ejercicio en el CP 4.6. Calcular la secuencia de estados más probable para una sucesión y un
modelo dado, empleando las funciones:
obslik = mixgauss_prob(Secuencia, mu, Sigma, mixmat);
[path,loglik] = viterbi_path(prior, transmat,obslik, 0);
El parámetro loglik, en este caso, contiene la probabilidad conjunta de la sucesión de observación y
la sucesión de estados. Realizar el análisis comparativo de ésta probabilidad conjunta y la probabilidad
máximo a posteriori, para diferentes modelos variando el número de estados y de mezclas en el
modelo.
Ejercicio en el CP 4.7. Tomar como base la implementación de la distancia de Kullback- Leibler
desarrollada en ejemplo 4.4, e implementar la medida de distancia por similitud (ecuación (4.75)),
compare el comportamiento de ambas medidas de distancia para un número diferente de estados y
de mezclas en el modelo.
Caṕıtulo 5
Transformación de procesos aleatorios
En general, el paso de procesos aleatorios por circuitos lineales consiste en el análisis delas propiedades de aleatoriedad de los procesos de entrada y salida del sistema, dada su
forma de transformación. Por regla, la solución general es dif́ıcil de alcanzar, por lo tanto,
ésta se simplifica hasta hallar los funciones de los momentos para el caso no estacionario,
o de los valores de los momentos y la función de correlación (o su respectiva densidad
espectral de potencia) para el caso estacionario.
5.1. Paso de señales aleatorias por sistemas lineales
En concordancia con la descripción de sistemas lineales hecha en el numeral §1.2.3, se
presentan los siguientes tres métodos de análisis.
5.1.1. Análisis en el tiempo
La forma directa de análisis es la convolución (1.39), que relaciona la señal aleatoria de
salida  (t) con la entrada  (t), a través de la respuesta a impulso del sistema h (t): (t) = 1Z0  (t   )h( )d (5.1)
El ĺımite superior de la integral en (5.1) es escogido igual al valor  ! 1, a fin de
analizar el comportamiento asintótico del sistema en régimen de estado estable, antes que
hacerlo igual a t; que corresponde al régimen transitorio.
El operador de promedio sobre ambos términos de (5.1) se generaliza en la forma:EfZT  (t) g (t) dtg = ZT E f (t)g g (t) dt
donde g (t) es una función no aleatoria que varia en el tiempo.
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El intercambio en la operación de integración con el operador de promedio, implica la
simplificación del análisis; intercambio que se realizar cuando se cumplen las condiciones:
(a).
ZT E fj (t)jg g (t) dt <1
Al asumir la estacionariedad de los procesos de entrada, cuando los operadores de
promedio son invariantes en el tiempo (ver (3.1)), entonces, se consideran una con-
stante k que sale fuera de la integral. En calidad de función g (t) representativa del
sistema se emplea la respuesta a impulso h (t), por lo que la restricción, que corre-
sponde a la condición de estabilidad del sistema, se resume a k RT jh (t) jdt <1.
(b).  (t) 2 T , aunque se puede tener que T !1.
Valor medio de salida. Para un sistema lineal e invariante en el tiempo, cuando a su
entrada se tiene una señal estacionaria, teniendo en cuenta (5.1), está dado porE f (t)g = E8<: 1Z0 (t  )h()d9=; = 1Z0 E f(t  )gh()d= m1 1Z0 h()d (5.2)
Sin embargo, la integral de la respuesta a impulso en (5.2) se puede representar de forma
alterna como la TF para el caso único de análisis de la componente ! = 0, esto es,E f (t)g = m1 1Z0 h()d = m1 1Z0 h()e j!d!=0= m1H(0) (5.3)
La expresión (5.3) es evidente, porque muestra que el primer momento, al ser una con-
stante, afecta solamente la componente ! = 0 de la función de transferencia del sistema.
Sin embargo, un proceso aleatorio a la salida de un circuito lineal, activado por una entrada
a partir de t = 0; se expresa por la integral (1.39), que se diferencia de la (5.1) por su ĺımite
superior. Por lo tanto, la expresión (5.2) para el valor medio se corrige en la forma:E f (t)g = m1 tZ 1 h () d = m1a (t)= m1 (t) (5.4)
El valor medio para cualquier sistema lineal resulta directamente proporcional a la fun-
ción de transición del sistema a (t), que a su vez depende del tiempo, entonces, el proceso
a la salida es no estacionario, mientras el sistema no esté en régimen de estado estable.
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Ejemplo 5.1. En el circuito RC del ejemplo 1.3, se tiene una señal aleatoria  (t) de voltaje,
definida a partir del momento t = 0 que corresponde a RBG con valor medio m1 . Determinar
el cambio del valor medio en el tiempo del voltaje de salida  (t)
La ecuación diferencial del circuito RC de la Figura 1.4(a) tiene la forma:ddt +  (t) =  (t) ;  = 1=RC
Considerando que el capacitor en el momento t = 0 está descargado, y por ende, (0) = 0,
la anterior ecuación diferencial tiene la siguiente solución: (t) = e t tZ0 e()d
Por lo que el valor medio del voltaje de salida  (t) del circuito RC es igual a:E f (t)g = e t tZ0 eE f()g d =e t tZ0 em1d = m1e t  et   1
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0
m1 (t)0:95maxfm1g
RC t = 1 = 2
Figura 5.1. Cambio del valor medio en el tiempo
De esta manera, el valor medio a la salida cambia en el tiempo de la siguiente forma:m1 (t) = m1e t  et   1
La Figura 5.1 representa el cambio del valor medio (5.4) de la señal aleatoria de salida (t) en el tiempo (para dos valores diferentes de ), que corresponde a un intervalo de no
estacionariedad del proceso. Este intervalo es transitorio y su existencia, siendo proporcional
al factor de inercia  = RC del sistema, se considera insignificante con relación al intervalo
total de análisis del proceso.
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Cuando a la entrada del sistema lineal se tiene un proceso no estacionario, determinado
a partir del momento t = 0, el valor medio del proceso a la salida, dado por la relación
(5.2), es igual a:E f (t)g = tZ0 h ()m1 (t  ) d = h (t) m1 (t) (5.5)
La expresión (5.5) coincide con el resultado obtenido en (3.6a), para el caso de transfor-
mación lineal de señales aleatorias.
En general, el análisis en estado transitorio del sistema lineal se puede realizar para cada
uno de los momentos, tanto en el caso estacionario, como en el no estacionario. Sin embargo,
debido a la dificultad en la solución del caso transitorio, es frecuente que el análisis se limite
al régimen de estado estable.
Valor cuadrático medio de salida. El análisis es similar al caso anterior del valor
medio de la señal aleatoria de salida, aunque, aqúı es preferible introducir dos variables
de integración, a fin de representar la multiplicación interna del operador de promedio en
forma de una integral doble, de la siguiente forma:E n2 (t)o = E8<: 1Z0 (t  1)h(1)d1 1Z0 (t  2)h(2)d29=;= E8<: 1Z0 d1 1Z0  (t  1)  (t  2)h(1)h(2)d29=;= 1Z0 d1 1Z0 E f (t  1)  (t  2)gh(1)h(2)d2 (5.6)
La operación de promedio dentro de la integral corresponde a la función de correlación
de la señal aleatoria de entrada, evaluada en los siguientes puntos:E f (t  1)  (t  2)g = R(t  1   t+ 2)= R(2   1)
Por lo que la expresión (5.6) se formula en la siguiente forma:E n2 (t)o = 1Z0 d1 1Z0 R(2   1)h(1)h(2)d2 (5.7)
Ejemplo 5.2. En el circuito RC del ejemplo 1.3, se tiene a la entrada una señal aleatoria (t) de voltaje, que corresponde a RBG. Determinar el valor cuadrático medio del voltaje de
salida  (t).
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El valor cuadrático medio de salida determinado por (5.7), teniendo en cuenta el valor de la
función de correlación del RBG (3.34), es igual a,E 2 (t)	 = 1Z0 d1 1Z0 N02 Æ (2   1)h(1)h(2)d2 =N02 1Z0 h2()d= N02 1Z0  e 2 d = N022 1Z0 e 2d = N022 e 2 2 10= N02 2
En consideración, cuando en vez de asumir un ruido con varianza infinita, se asume un ruido
con correlación nula, valor medio cero, pero varianza finita, 2 = D < 1, el proceso a la
salida del dispositivo lineal es uńıvocamente cero, (t) = tZ0 h ( )  (t   ) d  0
en la medida en que los momentos (5.5) y (5.7) son iguales a 0.
Cabe anotar, que la resolución de este ejemplo es relativamente simple, pero solo si el proceso
a la entrada es del RBG, en caso contrario, cuando el proceso es otra naturaleza, la resolución
de la integral doble (5.7) presenta serias dificultades.
Función de correlación de salida. En este caso, se puede tomar el resultado obtenido
en el análisis de la transformación de señales aleatorias con operadores lineales. Particular-
mente, asumiendo la estacionariedad del proceso de entrada de (3.6b), se obtiene:R( ) = 1Z0 d1 1Z0 R (2   1    )h (1)h (2) d2 (5.8)
La varianza del proceso a la salida resulta de hacer  = 0 en la expresión (5.8), inclusive
para el caso de análisis de regimen transitorio2 (t) = tZ0 d1 tZ0 R (2   1)h (1)h (2) d2
Ejemplo 5.3. En el circuito RC del ejemplo 1.3, se tiene una señal aleatoria  (t) de voltaje,
definida a partir del momento t = 0 que corresponde a RBG. Determinar el cambio de la
función de correlación en el tiempo del voltaje de salida  (t).
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La expresión (5.8), sustituyendo la función de correlación del RBG (3.34), toma la forma:R ( ) = 1Z0 d1 1Z0 N02 Æ (2   1    )h (1) h (2) d2= N02 1Z0 h () h (+  ) d = N02 Rh( )
De la anterior expresión, se observa que en presencia del RBG a la entrada de un sistema
lineal e invariante en el tiempo, la función de correlación de la señal aleatoria de salida es
proporcional a una dependencia, que de manera condicional, se puede denominar función
correlación de la respuesta a impulso del sistema, esto es,R ( ) = S(!)Rh ( )
El análisis en el tiempo de la función de correlación de salida se puede realizar integrando
hasta el valor t,R(t1; t2) = N02 2e (t1+t2) t1Z0 t2Z0 e(1+2)Æ (1   2) d2d1
Por cuanto, en el desarrollo de la integral doble es necesario tener en cuenta que es cierta la
siguiente expresión:0+"Z0 " g(0   )d = g(0)
solo para " > 0, cuando el punto espećıfico  = 0 se encuentra dentro de los ĺımites de
integración, entonces, el análisis se lleva a cabo para dos casos:
1. t2   t1 > 0:t1Z0 t1Z0 e(1+2)Æ (1   2) d2d1 = t1Z0 e2d2 t1Z0 e1Æ (1   2) d1= t1Z0 e22d2 = 12  e2t1   1
2. t2   t1 < 0:t2Z0 t2Z0 e(1+2)Æ (1   2) d2d1 = 12  e2t2   1
Juntando ambas soluciones se obtiene la siguiente función de correlación del proceso de
salida:R (t;  ) = N04 ej j  1  e 2t
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La varianza resulta al hacer  = 0:2 (t) = N04  1  e 2t
Como se observa, la varianza tiene la mismo forma de cambio que la media a la salida
del ejemplo 5.1; sólo que la varianza crece dos veces más rápido que la media, esto es,
tiene un menor intervalo de transición (curva 0   0 para  = 2 de la Figura 5.1).
Funciones de correlación mutua entrada-salida. En los sistemas lineales, es de
suponer alguna relación de dependencia estad́ıstica entre los señales aleatorias de entrada y
salida, dada por la respectiva función de correlación mutua, que se considera en dos formas:R( ) = E f (t) (t+  )g = E8<: (t) 1Z0  (t+    )h()d9=;= 1Z0 E f (t) (t+    )gh()d = 1Z0 R(   )h()d (5.9a)R( ) = E f(t+  ) (t)g = E8<:(t+  ) 1Z0  (t  )h()d9=;= 1Z0 E f(t+  )(t  )gh()d = 1Z0 R( + )h()d (5.9b)
Por cuanto la función de convolución dentro de ambas integrales es par con relación a =   , y la respuesta a impulso se define solo para valores positivos de , entonces, es de
esperar que la función de correlación mutua R( ), en general, se diferencie de R( ).
Ejemplo 5.4. Hallar ambas funciones de correlación mutua entre la entrada y la salida del
circuito RC del ejemplo 1.3, si se tiene una señal de entrada aleatoria  (t) de voltaje, que
corresponde a RBG.
Teniendo en cuenta las expresiones (5.9a) y (5.9b), se obtieneR( ) = N02 1Z0 Æ(   )h()d = N02 h( )u( )R( ) = N02 1Z0 Æ( + )h()d = N02 h(  )u(  )
Los resultados obtenidos sobre la asimetŕıa de las respectivas funciones de correlación con-
junta confirman lo obtenido en el numeral §3.1.4.
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5.1.2. Análisis en la frecuencia
El análisis matemático en el tiempo presenta dificultades de solución en el desarrollo de los
momentos de salida, para el caso de procesos aleatorios con FDP diferente a la Gaussiana,
debido a la presencia en la mayoŕıa de ellos de las integrales dobles, de las cuales una de
ellos es la correlación. Aśı por ejemplo, la expresión (5.8) entre las funciones de correlación
(3.6b) de entrada y salida en un sistema lineal e invariante en el tiempo, en caso de análisis
del régimen estacionario y para una señal aleatoria estacionaria, está dada por la relación:R( ) = 1Z0 d1 1Z0 R (2   1    )h(1)h(2)d2
En este sentido, es preferible realizar el análisis de la transformación de cada uno de los
momentos y valores de aleatoriedad sobre el dominio de la frecuencia, a fin de reducir la
complejidad del desarrollo matemático.
La representación en la frecuencia de los procesos aleatorios está dada por la DEP, la
cual a su vez, se relaciona con la función de correlación a través de las transformadas de
Wiener-Jinchin (ecs. (3.27) y (3.28)):S (!) = F fR( )g = 1Z 1 8<: 1Z0 d1 1Z0 R (2   1    )h (1)h (2)9=;e j!d
Cambiando el orden de integración, se obtiene:S (!) = 1Z0 d1 1Z0 h (1)h (2) d2 1Z 1 R (2   1    ) e j!d= 1Z0 d1 1Z0 h (1)h (2) d2S (!) e j!(2 1)d2= S (!) 1Z0 h (1) ej!1d1 1Z0 h (2) d2e j!2d2S (!) = S (!)H( !)H(!) = S (!) jH(!)j2 (5.10)
La expresión (5.10) es similar a la obtenida para la DEP de señales en (1.40); analoǵıa
que puede ser empleada en los métodos de análisis de funciones de transferencia descritas
por funciones racionales, cuando a la entrada se tienen procesos estacionarios.
De la expresión (3.25), se puede encontrar la varianza:2 = 12 1Z 1 S(!)d! = 1Z 1 S(!)H (!)H ( !)d! (5.11)
El valor cuadrático medio, teniendo en cuenta la relación dada en (5.3) para el valor
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medio, se halla de la siguiente maneram2 = 2 +m21 = 1Z 1 S(!)H (!)H ( !) d! +m21 (H (0))2
Ejemplo 5.5. Hallar la DEP de salida para el circuito RC del ejemplo 1.3, si a la entrada
se tiene RBG  (t).
Teniendo en cuenta la densidad espectral de potencia del ruido blanco (3.33), entoncesS(!) = N02 jH (!)j2 = N02 j! +   j! +  = N02  2!2 + 2 
La varianza, en este caso, se halla integrando la anterior expresión: 2 = N02 2 .
Ejemplo 5.6. Dado un proceso estacionario (t), con valor medio m1 y función de cor-
relación R = 2r( ), a la entrada de un dispositivo de promedio deslizante con apertura
finita de tiempo (t  T; t+ T ). Hallar el cambio de los respectivos valores medios.
El proceso a la salida se determina como (t) = (2T ) 1 t+TZt T  () d (1)
con valor mediom1 = E f (t)g = 12T t+TZt T E f ()g d = m
y función de correlaciónR ( ) = E f (t) m1 ;  (t+  ) m1g = 14T 2 t+TZt T t++TZt+ T R (u  v)dudv;
El núcleo de la integral se reemplaza por la expresión:R (u  v) = 12 1Z 1 S (!) exp (j! (u  v)) d!
se obtieneR ( ) = 124T 2 1Z 1 S (!) d! t+TZt T exp ( j!v) dv t++TZt+ T exp (j!u) du= 12 1Z 1 S (!) (sin (!T ))2 d! (2)
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Por lo tanto, el espectro de salida es de la forma, S (!) = S (!) jsin (T!)j2, que se concentra
en el lóbulo principal de la función sin, en la cercańıa de los valores !T . De esta manera, se
eliminan las componentes espectrales superiores, esto es, se eliminan los cambios rápidos del
proceso (t) en el tiempo.
La comparación de (5.1) con (1) muestra que la operación de promedio deslizante en el tiempo
se analiza como el paso de una señal aleatoria (t) a través de un sistema lineal con respuesta
a impulso y función de frecuencia, dadas respectivamente como,h (t) = 1/2T; jtj < T0; jtj > T ; H (!) = sin (!)
Reemplazando en (2), S (!) = F fR ()g e intercambiando el orden de integración, se
obtiene la función de correlación de salida,R ( ) = 12T 2TZ 2T 1  jj2T R (   ) d (3)
La varianza del proceso a la salida se halla asumiendo en (3),  = 0,2 = R (0) = 12T 2TZ 2T 1  jj2T R () d
Entonces para el cálculo de la varianza del promedio deslizante en el tiempo de una señal
estacionaria en el sentido amplio, es necesario conocer su función de correlación,2 = R (0) = 12T 2TZ 2T 1  jj2T R () d = 22T 2TZ 2T 1  T  r ( ) d (4)
La expresión (4) presenta interés para los modelos de señales aleatorios, en la medida en que
se analiza su valor asintótico, lmT!12 (T ) = 0.
5.1.3. Empleo de operadores lineales
En la sección §3.1.1 se analiza la transformación de variables empleando operadores lineales.
Un sistema lineal e invariante en el tiempo descrito por la ecuación diferencial (1.38), se
puede representar empleando operadores en la siguiente forma:
A f (t)g (p; t) = B f (t)g (p; t) (5.12)
donde A (p; t) = Pm mpm y B(p; t) = Pn npn son los operadores de salida y entrada
respectivamente, siendo p = d=dt. De la expresión (5.12), se obtiene la relación formal entre
la señal de entrada y salida, mediante los respectivos operadores: (t) = B (p; t)
A (p; t) f (t)g = K f (t)g (p; t)
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Empleando el operador K (p; t) para la descripción del sistema, se pueden hallar las
respectivas expresiones para los siguientes momentos estad́ısticos:m1 (t) = K fm1 (t)g (p; t) (5.13a)R (t1; t2) = K fK fR (t1; t2)g (p; t2)g (p; t1) (5.13b)
Ejemplo 5.7. Sea un sistema diferenciador de primer orden, a cuya entrada se aplica la
señal aleatoria  (t) con valor medio, m1 (t) = sin!t; y función de correlación de la formaR(t1; t2) = 2 exp (  (t2   t1))2. Determinar la media y la varianza del proceso a la salida.
La señal aleatoria a la salida  (t) se relaciona con la entrada, mediante el operador lineal, (t) = K f (t)g (p; t) = d/dt, entonces, de las relaciones (5.13a) y (5.13b) se obtiene:m1 (t) = ddtm1 (t) = ! os!tR (t1; t2) = 2t1t2R(t1; t2) = 22e (t2 t1)2 1  2 (t2   t1)2
Haciendo t2 = t1 = t se encuentra R(t; t) = 2 = 22 .
Ejemplo 5.8. Sea un sistema integrador,  (t) = R t0  () d a la entrada del cual se aplica
una señal aleatoria  (t) con valor medio m1 (t) y función de correlación R ( ). Determinar
el valor medio y la función de correlación del proceso a la salida.
De manera similar al caso anterior, teniendo en cuenta que la integral corresponde a un
operador lineal, se obtiene la relación entre los momentos de entrada y salida,m1 (t) = tZ0 m1 (t) dt
Haciendo m1 (t) = m1 = onst, se observa que la media a la salida resulta variable en el
tiempo, m1 (t) =m1t (excepto para el caso m1 = 0), luego el proceso a la salida presenta
un comportamiento no estacionario. A efecto de simplificar el análisis se asume m1 (t) = 0,
entonces la función de correlación, a partir de las relación (5.13b) resulta en:R (t1; t2) = 1Z0 2Z0 R (t1; t2) dt1dt2
la cual muestra, que para integrar una señal aleatoria se exige la existencia de su función de
correlación. Asumiendo además, la estacionariedad del proceso a la entrada, la función de
correlación del proceso a la salida se resume hasta la integral dobleR (t1; t2) = 1Z0 2Z0 R (t1   t2) dt1dt2
que depende por separado de t2 y t1 y no de su diferencia, por lo tanto, el proceso a la salida
no es estacionario.
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La varianza se puede obtener de la última integral, teniendo en cuenta (3.12b) [12]:2 (t) = 2 tZ0 (t   )R ( ) d
En general, se puede decir que las FDP cambian a su paso por operadores lineales, excepto
para el caso Gaussiano, que mantiene su estructura.
Problemas
Problema 5.1. Se tiene una mezcla lineal, x (t) = s (t) +  (t), ambos procesos con correlación
mutua nula, donde s (t) = s0 os (!t+ ) es la señal útil y  (t) es el ruido con densidad normalN (m1 (t) ;  (t)). Hallar la FDP de la suma.
Problema 5.2. Un proceso aleatorio  (t) está compuesto de una cantidad N  1 de señales aleato-
rias independientes i, cada una de ellas con FDP Rayleigh. Hallar la FPD del proceso suma.
Problema 5.3. Dados los procesos 1 (t) = a os!t y 2 (t) = b sin!t, siendo ! = onst, y a; b vari-
ables aleatorias invariables en el tiempo. Hallar la esperanza, la función de correlación del proceso
suma  (t) = 1 (t) + 2 (t) y establecer las condiciones para su estacionariedad.
Problema 5.4. Sea el proceso aleatorio  (t) con función de correlación R (), para el cual se define
el proceso diferencial como  (t) =  (t+t)    (t) que contiene la información de la diferencia
de valores del proceso aleatorio  (t) distanciados en el tiempo por el intervalo t. Demostrar las
siguientes igualdades (donde R () es la función de correlación del proceso diferencial):R () = 2R () R ( +) R (  ) ; S (!) = 4 sin2 !2 S (!)
Problema 5.5. Hallar la función de correlación mutua entre el proceso aleatorio  (t) y su derivadad/dt, además hallar su relación con la respectiva DEP S (!).
Problema 5.6. Sea la función de correlación de un proceso aleatorio  (t) de la forma R () =2 exp   22. Hallar la función de correlación de la derivada del proceso d/dt y calcular sus
valores máximo y mı́nimo. Además hallar la función de correlación del proceso  (t) =  (t) + d/dt.
Problema 5.7. Encontrar la diferencia en las funciones de correlación para el caso de RBG y ruido
rosado a la salida a la salida del circuito RC (ejemplo 5.1).
Problema 5.8. Hallar la función de correlación de la integral del proceso aleatorio  (t) con función
de correlación R () = 2 exp (  j j).
Problema 5.9. Hallar la función de correlación y la respectiva DEP a la salida de cada uno de los
circuitos del problema 1.12, cuando a la entrada se tiene RBG.
Problema 5.10. Hallar la función de correlación de salida del circuito mostrado en el ejemplo 5.1,
si la función de correlación de entrada es la expresión R() = N02 exp (  j j)
Problema 5.11. Sea el RBG a la entrada de un elevador al cuadrado ( (t) = 2 (t)). Encontrar la
FDP, la media y la varianza a la salida del sistema no lineal.
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5.2. Paso de señales aleatorias por sistemas no lineales
Como en el caso de los sistemas lineales, el paso de procesos aleatorios por sistemas no
lineales consiste en la determinación de las caracteŕısticas de aleatoriedad de los procesos
a la entrada y salida del sistema. Sin embargo, debido a la complejidad de solución en
este caso, el análisis se enfoca en dos tareas principales: primero, dadas las funciones de no
linealidad hallar la representación adecuada de la no linealidad de los sistemas y, segundo,
determinar de forma aproximada los momentos y valores de aleatoriedad.
En la primera tarea, por cuanto no existen métodos regulares de solución de cualquier
ecuación diferencial no lineal, pues tampoco se tienen métodos regulares de solución de
ecuaciones diferenciales no lineales estocásticas. En este sentido, se ha desarrollado una
serie de métodos de solución aproximada, entre los cuales están los siguientes:
5.2.1. Métodos de linealización
Linealización determińıstica. El método consiste en el cambio de la ecuación diferen-
cial de tipo no lineal que describe el sistema por una (o varias) ecuaciones lineales difer-
enciales, dado algún criterio de equivalencia de representación. La condición principal del
método exige que la no linealidad del sistema sea relativamente pequeña, lo que tiene lugar
en el caso de análisis de procesos aleatorios de baja potencia (análisis de señal pequeña),
tanto que las fluctuaciones en los incrementos del proceso aleatorio de salida sean menores
que el valor estacionario de la reacción 0, esto es,   0. El valor 0 se supone conocido,
y usualmente corresponde al valor asintótico del parámetro en consideración (análisis de
estado estable).
La ecuación de estacionariedad, denominada ecuación de aproximación cero, se define
como la esperanza matemática de la función de no linealidad f , para un comportamiento
medio de entrada
K0 f0g = E ff fgg
donde K0 es el funcional, que se obtiene del operador K para la ecuación diferencial inicial
K f (t)g = f f (t)g con la condición de que todas sus derivadas sean iguales a cero. La
ecuación de incremento diferencial expresada en términos de los incrementos de la salida,
dados mediante la diferencia,  =    0, se obtiene de la forma
K0 f0  g  K0 f0g = f fg  E ff fgg (5.14)
Seguidamente, se descompone la función no lineal con argumento  en la vecindad de0 por alguna serie de potencia, conservando solo su primer término, de tal manera que se
asegure la linealidad de la ecuación diferencial con respecto al argumento  (aproximación
cero). La ecuación diferencial de aproximación obtenida sirve para el cálculo de los valores
de aleatoriedad de los incrementos de , de los cuales una vez obtenidos se calculan los
correspondientes valores medios de la salida,  = 0 +.
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Ejemplo 5.9. Dado el circuito del detector de amplitud, mostrado en la Figura 5.2, al cual
le corresponde la ecuación diferencial_u + 1RCu = 1C f (u  u) ;
cuyo elemento no lineal, el diodo, se aproxima por la función f () = i0 exp (a) a = onst:
Hallar la aproximación en forma de ecuación diferencial lineal, mediante el método de lin-
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Figura 5.2. Detector de amplitud
El método de linealización se desarrolla por los siguientes pasos:
1. Desarrollo del modelo a través de la diferencial no lineal. En este caso, la ecuación
diferencial no lineal de partida, que tiene la forma_uC + 1RCuC = 1C f (u  uC) = 1C i0 exp (a (u  uC)) ; a = onst
se puede replantear, de tal manera que en la parte derecha no esté presente la salida
buscada,_uC exp (auC) + 1RCuC exp (auC) = i0C exp (au)_v + 1RC v ln v = ai0C eau; v = eauC (1)
2. Se halla la ecuación promediada de estacionariedad o ecuación de aproximación cero,
haciendo en la anterior ecuación _v y promediando la parte derecha,1RCv0 ln v0 = ai0C E feaug ; (2)
De la FDP p (u), se halla FDP transformada p (v1), y luego se calcula el valor promedioE fv1g = E fexp (au)g. Sin embargo, en este caso, debido a la relación exponencial
entre las variables, es preferible el empleo de la función caracteŕıstica. Haciendo el valorj! = a se obtieneE feaug = E ej!u	 = u (j!) = exp 2u2 ! = exp2ua22 
El reemplazo de la última expresión en la ecuación (2) resulta env0 ln v0 = aRi0 exp  2ua2Æ2 = auC0 exp (auC0)
por cuanto, exp (auC0) = v0; auC0 = ln v0.
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La ecuación obtenida se resuelve en términos de uC0 , y consecuentemente, luego del
cálculo de uC se comprueba el cumplimiento de la condición, uC  uC0 .
3. Se halla la ecuación no lineal (5.14), combinando (1) con (2),_v + 1RCv ln v   1RCv0 ln v0 = ai0C (eau  E feaug)
de la cual se obtiene la respectiva ecuación para el incremento v = z.
Asumiendo que v = v0 +v = v0 + z, se obtieneRC _z + (v0 + z) ln (v0 + z)  v0 ln v0 = aRi0 (eau  E feaug) (3)
La ecuación no lineal v ln v = (v0 + z) ln (v0 + z) se descompone mediante la serie de
Taylor en potencias de z,v ln v = v0 ln v0 + (1 + ln v0) z + 12v0 z2     
con lo cual, la ecuación de incremento (3) toma la forma,RC _z + (1 + ln v0) z + 12v0 z2      = aRi0 (eau  E feaug)
4. Se linealiza la ecuación de incremento, limitando su representación hasta el primer
término:_z + ln v0 + 1RC z = aC i0 (eau  E feaug)
5. Se resuelve el modelo de ecuación diferencial lineal obtenido. Aśı, por cuanto,dydx + Py = Q (x)
entonces, la integral general se halla de la expresióny = exp  Z PdxZ Q (x) expZ Pdx dx+  ; P = ln v0 + 1RC
Asumiendo la estacionariedad del proceso, entonces, se obtiene el valor asintótico parat!1;  expZ Pdt =  exp (Pt)! 0
Se debe tener en cuenta que la integración se realiza en el intervalo ( 1; t),z = e Pt tZ 1 Q () ePd = tZ 1 Q () e P (t )d
6. Se hallan las caracteŕısticas de aleatoriedad del incremento v, de acuerdo a lo expuesto
en el numeral §5.1.
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Linealización estad́ıstica. El método, como en el caso anterior de linealización, reem-
plaza la transformación no lineal por una lineal, dados los criterios de equivalencia proba-
biĺıstica de la solución de ambas ecuaciones.
Sea la señal de salida  (t) de un elemento con dependencia no lineal invariable en el
tiempo,  (t) = f ( (t)), la cual se propone reemplazar mediante la dependencia lineal̂ = k0 + k, siendo k el coeficiente equivalente de ganancia. Escogiendo adecuadamente
un criterio de linealización se pueden determinar los coeficientes k; k0, aśı por ejemplo, al
tomar el criterio del mı́nimo error cuadrático medio (2.64) se tiene,"2 = mink0;k E    ̂2 = E n(f ()  k0   k)2o
con lo cual resulta el siguiente sistema de ecuaciones algebraicas,"2k2 = 2 (km2 + k0m1  E fg) = 0;"2k20 = 2 (km1 + k0  m1) = 0
por lo tanto,k = E f(f () m1) (  m1)g.2; k0 = m1   km (5.15)
La determinación de los valores de las respectivas constantes k0; k en la expresión (5.15)
implica el conocimiento de las funciones de los momentos de aleatoriedad del proceso de
salida  (t), lo cual en la práctica es parte de la tarea a calcular y limitando aśı el empleo
de este método. Frecuentemente, una forma de solución aproximada está en asumir la FDP
Gaussiana del proceso  (t), que de manera evidente limita el alcance de la solución.
Una simplificación del método de linealización estad́ıstica consiste en el reemplazo de la
ecuación diferencial no lineal por una lineal, cambiando los dispositivos de transformación
variable en el tiempo por un equivalente invariable.
El criterio de equivalencia supone la invariabilidad de los valores de aleatoriedad del
proceso en el tiempo, en particular se asume la restricción,  s (5.16)
donde  es el tiempo de correlación de la señal de entrada y s es la constante de tiempo
del sistema. Cabe anotar, que la condición (5.16) implica que no necesariamente se debe
tener en cuenta el término asociado a _ con respecto a .
Ejemplo 5.10. Sea el sistema no lineal de segundo orden, mostrado en la Figura 5.3, con
señal de entrada  (t), que corresponde al RBG con m1 = 0. Hallar los valores de la media
y la varianza del proceso  (t) a la salida.




1p2 + p+ a1 (t)(t) (t) (t) = f ((t)) = k
+ 
Figura 5.3. Sistema lineal de segundo orden
Por cuanto m1 = 0, entonces, m1 = m1 = 0 y la expresión (5.15) se simplifica:k = E f (t) f ( (t))gÆ2; k0 = 0
Si se asume la FDP Gaussiana del proceso  (t), N (0; ), además, para efectos de simplici-
dad, si la no linealidad se restringe a ordenes impares, esto es,  =Pni=2 a2i 12i 1, entonces
la ganancia equivalente es:k = E ff ()gÆ2 = nXi=2 a2i 1E 2i	,2
De otra parte, teniendo en cuenta la expresión para los momentos pares de la FDP normal,
entonces,k = 1  3a32 +   + 1  3 : : : (2n  1) a2n 1  2n 1
El sistema linealizado de la Figura 5.3 tiene función de transferencia,H (!) = 1.(j!)2 + j! + a1 + k
que asumiendo la estacionariedad del proceso  (t), implica la DEP, S (!) = (N0/2) jH (!)j2,
de la cual se puede hallar el respectivo valor de varianza,2 = 12 1Z 1 S (!) d! = N04 1Z 1 jH (!)j2 d!= N04 (a1 + k)
Ejemplo 5.11. Sea el detector de amplitud representado en la Figura 5.2, en cuya entrada
se tiene la señal u = u0 os (!0t+  (t)), que cambia muy lentamente en el tiempo (señal
de banda angosta), tal que tiene se puede asumir, RC  u, RC  2=!0, donde u es
el tiempo de correlación de la envolvente. Hallar el modelo de transformación invariable y
equivalente, dado con relación al voltage de salida.
Teniendo en cuenta las siguientes expresiones que describen el sistema,i = iR + iC ; iC = C duCdt ; iR = 1Ru; uD = u  uC ; i = f (ud)
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entonces, la ecuación diferencial inicial con términos variables en el tiempo tiene la forma,f (u  uC) = 1RuC + C duCdtduCdt + 1RCuC = 1C f (u  uC)
El modelo de transformación invariable en el tiempo exige analizar el término de la derivada
para su eliminación. La condición de un tiempo de correlación de la envolvente de entrada
mucho mayor que la inercia del sistema, para el caso de análisis de una señal senoidal con
frecuencia 
, permite tomar la siguiente aproximación,
  1u (1)
Sea uC = UC0 sin
t, entonces, duC/dt = 
uC0 os
t. Al tomar la aproximación (1), se tieneuC0u os
t+ uC0RC sin
t = 1C f (u  uC)
Teniendo en cuenta la condición u  RC, se observa que el primer término de la ecuación
se puede eliminar, por lo tanto, la ecuación diferencial inicial se simplifica hasta el modelou = RCf (u  uC)
que corresponde a una transformación invariable.
Cabe anotar que la otra desigualdad, RC  2=!0, implica que tiene lugar la filtración de
todas las componentes espectrales de alta frecuencia, por lo que se puede asumir la similitud
de los anchos de banda de los espectros de las envolventes de entrada y salida.
Transformación en modelos de Markov. En aquellos casos en los cuales la salida
se puede asumir como un proceso del Markoviano, descrito en el numeral §4.1, la FDP de
salida p () se puede hallar empleando la ecuación de Fokker-Plank-Kolmogorov (4.34).
La presunción Markoviana se puede asumir si existe la independencia de los incrementos
del proceso aleatorio  =  (t+  )  (t) para intervalos separados de tiempo. No obstante,
esta igualdad no es suficiente. Un criterio cualitativo al respecto puede ser un valor muy
pequeño del tiempo de correlación  de la entrada con respecto a todas las constantes de
tiempo del sistema.
Sea un sistema descrito por la más simple ecuación diferencial, _ = F (; ), dada la
entrada  (t) con valor medio 0, entonces, la condición Markoviana (4.20) se asume si tiene
lugar la desigualdad  F  1
El análisis de sistemas de mayor orden implica su representación alterna en forma de
ecuación vectorial diferencial de primer orden, como se muestra en el caso lineal en (1.61),
para el cual se comprueban las respectivas desigualdades.
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5.2.2. Series de Volterra
Dadas la señal aleatoria de entrada  (t) y salida  (t), además, asumiendo que de alguna
manera se puede determinar los núcleos y, por lo tanto, se puede representar el sistema no
lineal con memoria finita por la serie de Volterra (1.44) truncada hasta n términos, (t) = h0 + nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : dk (5.17)
entonces, la anterior representación permite analizar el sistema por el método de momentos,
por el cual se hallan los momentos de la salida  (t) a partir del conocimiento de los
momentos de la señal de entrada  (t). En este caso, el cálculo de los momentos y valores
de aleatoriedad se realiza de manera similar al caso de los sistemas lineales [15].
Aśı por ejemplo, empleando la operación de promedio a ambos lados de (5.17) se tiene, (t) = E f (t)g = h0+ nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)E f (t  1)     (t  k)g d1 : : : dk
Aśı mismo, para el caso del segundo momento inicial, se obtiene,2 (t) = h20 + 2h0 (t)+E8><>:0 nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : dk1A29>=>;
De lo anterior, se observa que a medida que crece el orden de aproximación n, significati-
vamente aumenta la dificultad de cálculo, motivo por el cual, el método de representación
con series de Volterra, en la práctica, no se considera para valores n 1.
Ejemplo 5.12. Resolver el ejemplo 5.10 mediante las series de Volterra.
El proceso de salida, formalmente se representa por la convolución  (t) = h (t)   (t), siendo (t) =  (t)   a33 (t) +   + a2n 12n 1 (t)
mientras, h (t) es la respuesta a impulso de la parte lineal del sistema con función de trans-
ferencia, H(!) =  p2 + p+ a1 1. Por lo tanto, se tiene, (t) = 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 3 (t   ) d   a1 1Z 1 h ( ) 5 (t   ) d       a2n 1 1Z 1 h ( ) 2n 1 (t   ) d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Se debe hallar la representación del proceso a la salida en forma de la suma, (t) = 1 (t) + 2 (t) +   + k (t) +   
donde k (t) es la componente k, que corresponde al k núcleo. Al igualar ambas identidades
anteriores se obtiene,Xk=1 k (t) = 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 3 (t   ) d  a1 1Z 1 h ( ) 5 (t   ) d        a2n 1 1Z 1 h ( ) 2n 1 (t   ) d= 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 31 (t   ) d  3a3 1Z 1 h ( ) 21 (t   ) 2 (t   ) d   3a3 1Z 1 h ( ) 1 (t   ) 22 (t   ) d    
Seguidamente, se pueden igualar los términos de igual potencia de  (t), con lo cual se obtiene
el siguiente sistema de expresiones recurrentes:1 (t)  1Z 1 h ( )  (t   ) d = 0; 2 (t) = 0;3 (t) + a3 1Z 1 h ( ) 31 (t   ) d = 0; 4 (t) = 0;5 (t) + 3a3 1Z 1 h ( ) 21 (t   ) 3 (t   ) d + a5 1Z 1 h ( ) 51 (t   ) d = 0;   
Del primer término, se puede concluir que h1 ( ) = h ( ), que al reemplazar en el tercer
término resulta en3 (t) =  a3 1Z 1 1Z 1 1Z 1 1Z 1 h ( ) h (1)h (2)h (3)  (t     1)  (t     2)  (t     3) d1d3d3d = 0;
Se puede demostrar que la función de transferencia de dimensión múltiple del sistema con
núcleo hk (1; : : : ; k), que precede a un sistema lineal con función de transferencia H (p), se
determina por la relaciónH (p1 + p2 +   + pk)Hk (p1; p2; : : : ; pk)
Si por el contrario, el sistema lineal se encuentra antes del sistema con núcleo hk (1; : : : ; k),
la función de transferencia del todo el sistema será:Hk (p1; p2; : : : ; pk)H (p1)H (p2) : : : H (pk).
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Teniendo en cuenta la anterior, el tercer término de la descomposición, 3 (t), se puede analizar
como la salida de un sistema, que corresponde a la unión en cascada de un elemento no lineal
con núcleo h (1)h (2)h (3), y un sistema lineal con respuesta a impulso  a3h ( ). Por lo
tanto, la función de transferencia de tal sistema será:H3 (p1; p2; p3) =  a3H (p1 + p2 + p3)H (p1)H (p2)H (p3)
De manera similar, se obtiene la función de transferencia para el quinto término:H5 (p1; : : : ; p5) = H (p1 +   + p5)H (p1)   H (p5)  3a22H (p3 + p4 + p5)  a5
A partir de estos primeros términos, se aproxima la correspondiente serie de descomposición
para la varianza 2 del proceso de salida:2 = E8<:0 1Xk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : d21A0 1Xk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : d21A9=;
Por cuanto el operador de promedio se puede introducir en el integral, entonces,2 = 1Z 1 1Z 1 h1 ( ) h1 (1)E f (t   )  (t  1)g dd1+ 2 1Z 1 1Z 1 1Z 1 1Z 1 h1 ( ) h3 (1; 2; 3) E f (t   )  (t  1)  (t  2)  (t  3)g dd1d2d3 +   
El proceso a la entrada  (t) es ruido blanco Gaussiano con media 0 y función de correlaciónR (tm; tn) = E f (tm)  (tn)g = (N0/2) Æ (tm   tn), por lo tanto,E f (t1) : : :  (t2n+1)g = 0; E f (t1) : : :  (t2n)g =XYR (tj ; tp)R (tp; tm)R (tq; tr)
donde la suma se lleva a cabo por todas las particiones de las diferentes parejas, mientras el
producto se realiza por todas las parejas de elementos en cada partición.
De esta manera, se tiene que la varianza buscada es igual a,2 = N02 1Z 1 1Z 1 h1 (1)h1 (1) Æ (1    ) d1d + 1Z 1 1Z 1 1Z 1 1Z 1 h1 ( )h3 (1; 2; 3)(Æ (1    ) Æ (2   3) + Æ (2    ) Æ (3   1) + Æ (3    ) Æ (1   2)) dd1d2d3
Sin embargo, el cálculo del anterior integral se simplifica empleando la transformada de
Laplace de dimensión múltiple. Aśı, conocido que,L fyi (t1; : : : ; ti) yk (ti+1; : : : ; ti+k)g = Yi (p1; : : : pi)Yk (pi+1; : : : pi+k)
246 Caṕıtulo 5. Transformación de aleatoriedad
dondeL fyk (t1; : : : ; tk)g = Yk (p1; : : : ; pk)= 1Z 1    1Z 1 yk (t1; : : : ; tk) exp ( p1t1        pktk) dt1 : : : dtk
luego, 1Z 1    1Z 1 yi (t1; : : : ; ti) yk (ti+1; : : : ; ti+k) dt1 : : : dti+k = Yi (0; : : : ; 0)Yk (0; : : : ; 0)
El cálculo del primer término de la varianza se realiza de la siguiente forma:Lh21 ()	 = L fh1 (1)h1 (2)gjp1,p2 = 1 p21 + p1 + a1  p22 + p2 + a1 p1,p2
que por tabla se llega a la siguiente expresión:Lh21 ()	 = 2(p1 + )  p21 + 2p1 + 4a1 ;
luego, 1Z 1 h21 () d = 12a1
En el cálculo del segundo término de la varianza, se realiza de forma similar al anterior,L fh1 (1)h3 (2; 3; 3)g =  a3H (p1)H (p2)H (p2 + p3) H (p3)H (p4)jp3,p4
Por lo tanto,1Z 1 h1 (1)h3 (2; 3; 3) d3 =  a3H (p1)H2 (p2)2a1
De forma similar, se tiene que1Z 1 1Z 1 h1 (1)h3 (1; 3; 3) d1d3 =   a32a1 H (p1)H2 (p2)p1,p2p1=0
Al emplear el método de asociación de variables, se obtiene el valor1Z 1 1Z 1 h1 (1)h3 (1; 3; 3) d1d3 =   a32a1 14a21
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Finalmente, como resultado de todos los cálculos, se obtienen los siguientes dos primeros
términos de la descomposición en serie de la varianza del proceso a la salida,2 = N0.4a1   3 (a3/a1) (N0/4a1)2 +   
que en forma general, converge con la expresión obtenida en el ejemplo 5.10.
Problemas
Problema 5.12. Sea una señal de voltaje aleatoria con FDP N (0; v), que alimenta el elemento no
lineal con función de paso,i (v) = i0   2vi0/v + v2i0Æv2 ; v  v0; v < v
Asumiendo que la potencia del proceso es suficientemente pequeña, tal que se cumple la relación,jvj > 3v. Hallar la FDP de la corriente a la salida.
Problema 5.13. La señal de voltaje aleatoria con FDP N (0; v) alimenta el elemento no lineal,i(v) = Svu(v). Hallar el valor medio y la varianza de la corriente.
Problema 5.14. Hallar la función de correlación Ri() de la señal de corriente que pasa por un ele-
mento lineal del tipo, i(v) = Svu(v), cuando a la entrada del sistema se tiene un proceso estacionarioN (0; v) y función de correlación r().
Problema 5.15. Hallar la función de correlación Ri(), el valor medio y la varianza de una señal
de corriente a la salida de un elemento con caracterı́stica de paso aproximada por el polinomioi = a0 + a1v + a2v2, cuando a la entrada se tiene un proceso estacionario normal N (0; v).
Problema 5.16. Hallar la función de correlación Ry(), del proceso a la salida del elemento con
caracterı́sticay(x) =  a; x < 0a; x  0
Asumir que Rx(0) = 1.
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5.3. Transformación de procesos de Markov
5.3.1. Transformación de señales aleatorias reales por procesos de
Markov
En la práctica, el análisis de procesos aleatorios mediante los modelos de Markov exige
que se constante la correspondiente condición markoviana, aśı como la determinación de
los coeficientes respectivos de las ecuaciones de Kolmogorov. Aunque en forma estricta, los
procesos reales no son del tipo Markoviano para una dimensión, en la medida en que los
procesos de Markov no deben cumplir la condición de diferenciabilidad, mientras los reales
si presentan esta propiedad, derivada de la existencia obligatoria de inercia en cualquier
sistema dinámico f́ısicamente implementable.
En este sentido, para generar los modelos de aproximación de señales reales empleado
procesos de Markov con dimensión múltiple, se considera suficiente asumir la estacionar-
iedad de la señal aleatoria, que tenga FDP Gaussiana, con DEP Sx(!) descrita por una
función racional quebrada,Sx(!) = jPm(j!)j2jQn(j!)j2 ; m < n; Sx(!) 2 Q (5.18)
donde Qn(x) = xn + 1xn 1 +    + n y Pm(x) = 0xm + 1xm 1 +    + m, que
corresponden al modelo de solución estacionario de la ecuación diferencialdnxdtn + 1 dn 1xdtn 1 +   + nx(t) = 0dmdtm +   + m(t) (5.19)
donde (t) es RBG con función de correlación, R( ) = Æ( ).
En general, una ecuación diferencial de orden mayor se puede representar en forma de
ecuación diferencial de primer orden, como se explica en (1.61), aśı,dxndt +nx1+n 1x2+   +1xn+ n m(m)(t)+(n m+1+1n m)(m 1)(t)+     +(n 1+1n 2+   +m 1n m)(t)+ (1n 1+2n 2+   +mn m)(t)= 0(m)(t) + 1(m 1)(t) +    + m 10(t) + m(t) (5.20)
donde las constantes n m; n m+1,. . . , n 1 se escogen, de tal forma, que al eliminar en
(5.19) las derivadas de mayor orden de la función x(t), mediante el reemplazo por xk(t), se
obtenga una ecuación diferencial de primer orden pero sin términos que contengan derivadas
de (t).
Al relacionar los coeficientes con igual valor de derivada de (t) a ambos lados de la
ecuación, se obtiene la siguiente expresión recurrente para el cálculo de los coeficientes kj :k = k+m n   k+m nXj=1 ajk j ; k = n m; n m+ 1; : : : ; n
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con lo cual, la ecuación (5.20) se puede escribir en la formadxndt =   nXj=1n+1 jxj + n(t) (5.21)
El sistema (5.21) contiene n ecuaciones de primer orden con las correspondientes n
funciones desconocidas x; : : : ; xn. Además, la función (t) se mantiene en la parte derecha
de la igualdad. Debido a que el comportamiento del conjunto de funciones fxig se determina
uńıvocamente por las condiciones iniciales de las mismas, entonces, estas son componentes
de un proceso de Markov con dimensión n. Aśı mismo, la función inicial x(t), por serx(t) = xi(t), es una componente del proceso de Markov.
Los coeficientes del modelo de Markov, al y blm, se obtienen del sistema de ecuaciones
(5.21) que tiene la misma estructura de representación de (4.25a), en la cual está presente
una sola función (t), entonces se obtienen los coeficientes,al = 8><>:yl+1; 1 6 l 6 n  1  nPj=1n+1 jyj ; l = nblm = 8<:0; 1 6 l 6 n m  1lm; n m 6 l 6 n ; (l 6m)
La última expresión determina blm, para cualquiera que sean los ı́ndices, debido a la
simetŕıa de estos coeficientes.
La transformación a procesos de Markov, además del caso de un proceso normal esta-
cionario con espectro racional quebrado, también es posible extenderlo al análisis de sis-
temas dinámicos, que contengan elementos (tanto lineales, como no lineales), a la entrada
de los cuales estén presentes procesos normales con DEP fraccionales quebradas.
Sea el sistema dinámico descrito por la ecuación:drzdtr + 1 dr 1zdtr 1 +   + rz = f (x; t) (5.22)
donde rj son las constantes del sistema, f (x) es la función que describe un elemento
no lineal invariante, x(t) es la señal aleatoria, de carácter estacionario y con estructura
Gaussiana, que tiene densidad espectral de potencia en la forma (5.18). Reemplazando el
proceso aleatorio x(t) por uno de Markov con dimensión n, de acuerdo a la expresión (1.61),
y notando cada término comoxn+1(t) = z(t); xn+2(t) = _xn+1; : : : ; xn+r = _xn+r 1(t) (5.23)
entonces, la descripción del sistema (5.22) toma la forma:dxn+rdt =  1xn+r   2xn+r 1        rxn+1 + f (xn; t) (5.24)
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Las expresiones (5.21), (5.23) y (5.24) conforman un sistema de (n + r) ecuaciones de
primer orden, en la parte derecha de las cuales, además de la función xj , está presente
solo la señal aleatoria (t) que tiene las propiedades del ruido blanco Gaussiano (en el
sentido angosto). El sistema obtenido de ecuaciones corresponde a un proceso de Markov
con dimensión n+r. En general, la transformación de señales reales a modelos de Markov es
viable en los casos, en los que el proceso en análisis se describe por una ecuación diferencial,
que puede ser no lineal, que contiene a la entrada una señal aleatoria, (t), con propiedades
de RBG y que acepta su descomposición en potencias.
Ejemplo 5.13. Reemplazar el proceso estacionario normal x1(t) con valor medio 0 y función
de correlación Rx1( ) = 2xe j j os , por un proceso de Markov de 2 dimensiones.
La respectiva densidad espectral de potencia Sx(!) se determina como:Sx(!) = 12 22 0 1Z 1 e j! j j+id + 1Z 1 e j! j j+id1A= 12 22  (!   )2 + 2 + (! + )2 + 2 = 2 !2 + 2 + 2(!2   2   2)2 + 42!2= 2 j! +p2 + 22j !2 + 2j! + 2 + 2j2
Por lo tanto, x1(t) es la solución estacionaria de la ecuación diferencial:d2x1dt2 + 2dx1dt + (2 + 2)x1 = p2ddt +p2 + 2
donde (t) es ruido blanco Gaussiano.
Cabe anotar que la señal aleatoria x1(t) no es del tipo Markoviano, en la medida en que se
determina por una ecuación de segundo orden, con lo cual el conocimiento de sus valores
iniciales no es suficiente para la determinación de sus propiedades en el tiempo.
Sin embargo, en correspondencia con (1.61) haciendo _x1(t) = x2(t) + 1(t), y realizando el
respectivo reemplazo se obtiene:8>><>>:dx2dt2 + 1 ddt + 2x2 + 21 + (2 + 2)x1 = p2ddt +p2 + 2d2x1dt2 + 2dx1dt + (2 + 2)x1 = p2ddt +p2 + 2
si se hace 1 = p2, en la última expresión la derivada d/dt desaparece y se obtiene un
sistema de dos ecuaciones con dos variables desconocidas, que contienen RBG, y por lo tanto,
que determinan el siguiente proceso de Markov con componentes x1(t) y x2(t):8><>:dx1(t)dt   x2(t) = p2(t)dx2(t)dt + (2 + 2)x1(t) + 2x2(t) = p2p2 + 2   2 (t)
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5.3.2. Modelos de transformación de señales
En los sistemas reales, las señales de información se pueden aproximar por un proceso
aleatorio x(t), con DEP descrita por una función fraccional, (5.18):Sx(!) = Nx2 bm(j!)m + bm 1(j!)m 1 +    + b0(j!)n + an 1(j!)n 1 +   + a0 2 (5.25)
en la cual, la condición de realización f́ısica del proceso x(t) exige que m < n, esto es, que
el proceso tenga potencia finita, además, las ráıces del polinomio del denominador deben
estar localizadas en la parte negativa real. De lo anteriormente expuesto, un proceso x(t)
se puede formar al pasar RBG (t) con valor medio, m1 = 0, y función de correlaciónR = N02 Æ( ), a través de un filtro lineal con función de transferencia,Hx(p) = bmpm + bm 1pm 1 +   + b0pn + an 1pn 1 + an 2pn 2 +   + a0 (5.26)
donde p = d/dt es el operador de diferenciación.
En este caso, el proceso Gaussiano estacionario x(t) con DEP (5.25), que se obtiene a la
salida del filtro (5.26), se describe por la ecuación diferencial de n orden:dnxdtn + an 1 dn 1xdn 1t +   + a0x(t) = bmdmdtm +   + b0(t); t  t0 (5.27)
La ecuación diferencial escalar (5.27) de orden n se puede reducir a la forma equivalente
de una ecuación diferencial vectorial de primer orden,dxdt = Ax(t) +B(t); x(t0) = x0; t  t0 (5.28)
donde
A = 266664 an 1 1 0 0    0 an 2 0 1 0    0... ... ... ... ... a0 0 0 0    0377775 ; x(t) = 266664x1(t)x2(t)...xn(t)377775 ; B = 266664 bmbm 1...b0 377775 (5.29)
siendo x0 el vector de condiciones iniciales, que corresponde a los valores del vector de
estados x(t) en el momento de tiempo t0.
El modelo del filtro con respuesta de frecuencia (5.26) se muestra en la Figura 5.4(a),
mientras en la Figura 5.4(b) se muestra el diagrama general del sistema lineal, descrito por
la ecuación (5.28), en el cual los vectores se notan con una ĺınea ancha. En forma general,
las matrices A(t) y B(t), tienen elementos que son funciones del tiempo y se determinan
de los parámetros f́ısicos del sistema dinámico.
La ecuación (5.28) describe un proceso Gaussiano de Markov, cuya realización corre-
sponde a la función vectorial x(t), por lo tanto, cualquier proceso, sea estacionario o no,
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(b) Diagrama general del sistema de formación
Figura 5.4. Modelo formación de procesos de Markov sobre sistemas lineales
pero con DEP fraccional y varianza finita, se puede realizar al pasar RBG por un sistema
lineal descrito por la función de transferencia adecuada.
En general, las condiciones iniciales x(t0) en (5.28) son valores aleatorios, con FDP p(x0)
estad́ısticamente independientes de la señal aleatoria (t). En principio, el conocimiento dep(x0) es suficiente para la descripción de la ecuación diferencial vectorial (5.28), aunque,
también es suficiente la descripción del proceso aleatorio en el intervalo de tiempo (t0; t)
por la FDP con dimensión m, tal que m  !1, esto es, por el funcional de distribución,F fx(t)g = lmT!0m!1 pt0;t1;:::;tn(x0; x1; : : : ; xm) (5.30)
donde T = tt+   ti; i = 0; 1; : : : ;m.
El funcional de distribución (5.30) depende de cada observación del vector aleatorio x(t)
en la medida en que la FDP pt0;t1;:::;tn(x0; x1; : : : ; xm) depende de los valores, que toman
las variables aleatorias x0; : : : ;xm.
Los funcionales de FDP existen para una clase limitada de procesos aleatorios, en par-
ticular, los Gaussianos y los de Markov. En el caso de los procesos de Markov, la FDPpt0;:::;tm(x0; : : : ;xm) se puede expresar mediante la densidad de probabilidad inicial pt0(x0)
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y la FDP de transición del estado xi 1 en el momento ti 1 al estado xi en el momento ti,pti;ti+1(xi jxi 1 ) = titi 1(xi jxi 1 ); ti 1 < ti; i = 0; 1; : : : ;m
esto es,pt0;t1;:::;tm(x0;x1; : : : ;xm) = pt0(x0) mYi=1 t 1;ti (xi 1;xi) (5.31)
De (5.31), la FDP con dimensión m+ 1 para un proceso de Markov, toma la forma,pt0;t1;:::;tm(x0;x1; : : : ;xm) = pt0(x0)m+1Yi=1 t 1;ti (xi 1;xi) =tm;tm+1 (xi 1;xi) pt0;t1;:::;tm(x0;x1; : : : ;xm)
De lo anterior, se concluye que la FDP inicial más la FDP de transición ti 1 ; ti(xi 1; xi)
determinan completamente el proceso vectorial aleatorio de Markov. Por cierto, ambas
FDP cumplen, tanto las formas directa e inversa de la ecuación de Kolmogorov.
5.3.3. Ejemplos de procesos generados de Markov
En la práctica, se han generado modelos concretos que corresponden a señales reales, las
cuales se analizan como procesos de Markov, descritos por (5.28) y por las respectivas FDPpt0(x0) y ti 1 ; ti(xi 1;xi). Entre los modelos más conocidos, están los siguientes:
Señal pasabaja de información. Sea n = 1, b0 = a0 = . Entonces de (5.28) se obtiene:dxdt =  x(t) + (t); x(t0) = x0 (5.32)
El modelo (5.32) tiene la misma estructura del circuito RC presentado en el ejemplo 1.3,
con constante de tiempo 1= = RC, cuando a la entrada se tiene RBG, (t). En caso de
no existir el primer término de (5.32), se obtiene un proceso estacionario de Wiener.
Modelo con dos componentes de procesos de Markov de baja frecuencia.
Sea n = 2. Entonces, se obtiene el sistema:dx1dt = x2(t)  a1x1(t) + b1(t)dx2dt =  a0x1(t) + b0(t) (5.33)
En la práctica, es frecuente el empleo de modelos que incluyen dos componentes de
procesos de Markov, que tienen una descripción diferente a (5.33), pero que pueden ser
descritos por la ecuación diferencial de segundo orden,d2x1dt2 = a1 dx1dt + a0x1(t) = b0(t) + b1ddt
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que se representa en forma de un sistema de dos ecuaciones lineales diferenciales:dx1dt =  1x1(t) + 21x2(t) + 1(t)dx2dt =  2x2(t) + 2(t) (5.34)
donde1 + 2 = a1, 12 = a0, 21 = 21, 2 = b0, b1 = b1
En particular, cuando 21 = 1 = 2 = 2, el proceso aleatorio x1(t), se puede emplear
en el modelado de la señal de voz [41]. En este caso, x1(t), se analiza como la salida de un
par de circuitos RC conectados en cascada (sin tener en cuenta su reacción mutua), uno de
ellos de baja frecuencia con constante de tiempo 1=a2 = R1C1, y el otro de alta frecuencia,
con 1=01 = R2C2, cuando a la entrada de la conexión se tiene RBG. De otra parte,
cuando se asumen los valores 11 =  00, 1 = 0, 2 = 2, de (5.34) se obtiene el modelo
de trayectorias simples de seguimiento, en el cual el RBG pasa a través de dos circuitos
de integración RC conectados en cascada, con las constantes de tiempo 1=1 = R1C1 y1=2 = R2C2, respectivamente. Cabe anotar que la conexión en cascada de circuitos RC se
puede generalizar hasta cualquier orden n, en la medida en que el proceso x1(t) se puede
representar en la forma (5.34), para cualquiera que sea el orden de la ecuación diferencial
(5.27) que lo describe:dxdt = Ax(t) +B(t); x(t0) = x0; t  t0 (5.35)
donde
A = 266666664 1  21 0 0    00  2  32 0    00 0  3  43    0... ... ... ... ...0 0 0 0    n
377777775 ; B = 26666412...n377775 ; x(t) = 266664x1(t)x2(t)...xn(t)377775
Los coeficientes en (5.27) se relacionan con los valores de (5.35) mediante las siguientes
expresiones:an 1 = nXk=1 ak; an 2 = n 1Xi=1 ai nXj=i+1 ajan 3 = n 2Xk=1 ak n 1Xi=k+1 ai nXj=i+1 aj ; an 4 = n 3Xm=1 am n 2Xk=m+1 ak n 1Xi=k+1 ai nXj=i+1 aj ;a0 = a1a2a3    an 2an 1an;
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De manera similar, se obtienen los coeficientes para la matriz B,bn 1 = 1; bn 2 = 1 nXj=2 aj   b2a(2)1 ;bn 3 = 1 n 1Xi=2 ai nXj=i+1 aj   2(2)1 nXk=3 ak   3a(2)1 a(3)2 ;bn r = 1 n r+2Xl=2 l n r+3Xs=l+1 s : : : n 3Xm=u+1m n 2Xk=m+1k n 1Xi=k+1i nXj=i+1j   2(2)1 n r+3Xs=3 s : : :n 3Xm=u+1m : : : nXj=i 1j + 3(2)1 (3)2 n r+4Xp=4 p : : : n 3Xm=n+1m n 2Xk=m+1 akn 1Xi=k+1i nXj=i+1j       r 1(0)1 (3)2 : : : (r 1)r 2 nXi=r+1i + r(2)1 (3)2 : : : (r)r 1
El diagrama del filtro de formación, construido en correspondencia con (5.35) se muestra
en la Tabla 5.5. Considerando BT = f0; 0; : : : ; ng, i =  (i+1)i , el filtro obtenido es la
conexión en cascada de n circuitos RC con constante de tiempo 1=i = RiCi. Cuando la
cantidad de circuitos, n, es suficientemente grande el filtro se aproxima al tipo Gaussiano.
Modelo del proceso Función de correlación Filtro formantedxdt =  x+  (t) ;x (t0) = x0 Rx ( ) = 2xe j j x(t)(t) CR = 1=RCdx1dt =  x1 (t) x2 (t)+ (t) ;dx2dt =  x2 (t) +  (t)xi (t0) = xi0; i = 1; 2 Rx1( ) =Nx8 (1   j j) e j j 6? 6?6?
R(t) C = 1=RC Rx2(t)C x1(t)
Figura 5.5. Modelos de transformación a procesos de Markov
Aunque se tenga un proceso aleatorio real escalar, su representación en forma de un
proceso Gaussiano de Markov se realiza en la forma vectorial (5.28), la cual se puede
generalizar al caso de análisis conjunto de vectores funcionales continuos con dimensiónr. Cada componente vectorial, a su vez, se modela por el respectivo vector de procesos
Gaussianos de Markov xi(t), descrito por (5.28) en la forma,dxidt = Ai (t)xi (t) +Bi (t) i (t) ; xi (t0) = xi0
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donde Ai y Bi son matrices, cada una con dimensión ni  ni, definidas en (5.29). Como
resultado, la señal vectorial continua se modela por un proceso Gaussiano x(t), descrito
por la ecuación diferencial vectorial y estocástica,dxdt = A (t)x (t) +B (t) (t) ; x (t0) = x0
donde
A = 26664A1 0    00 A2    0           
0 0 0 Ar37775; B = 26664B1 0    00 B2    0           0 0 0 Br37775; x (t) = 266664x1 (t)x2 (t)...xr (t)377775;  (t) = 2666641 (t)2 (t)...r (t)377775
La excitación del sistema corresponde a proceso vectorial del tipo RBG  (t) con valor
medio E f (t)g = 0 y función de correlación Ef (t)T (t   )g = R ( ), que es una matriz
de varianzas, simétrica y positiva definida, para los ruidos blancos componentes.
5.3.4. Discretización de procesos continuos de Markov
El modelado de procesos continuos dinámicos de Markov en procesadores digitales se rea-
liza mediante la discretización, sobre mallas de puntos determinados en el tiempo, a partir
de las ecuaciones diferenciales que describen su comportamiento.
Sea un sistema dinámico, cuyo modelo se describe por la ecuación diferencial,ddt = f (t; ) + g (t; ) d(t); (t0) = 0; t 2 T
donde f y g son funciones determińısticas, continuas y diferenciables, que cumplen la
condición de Lipschitz. Al considerar RBG, (t), a la entrada de un sistema, entonces su
salida es un proceso escalar de Markov, determinado por la ecuación diferencial de Ito:ddt = f(t; ) + g(t; )d(t); (t0) = 0; t 2 T (5.36)
en el cual, las funciones g y f se consideran monótonas crecientes pero acotadas,jf(t; )j2 + jg(t; )j2  2(1 + jj2); 0 <  <1; t 2 T
Las restricciones impuestas a los coeficientes (5.36) son suficientes para la existencia y
unicidad de la solución (t) en el intervalo t 2 [0; T ℄, con lo cual a la ecuación estocástica
diferencial (5.36) le corresponde la representación integral equivalente,(t) =(t0)+ Z tt0 f(s; (s))ds+ Z tt0 g(s; (s))dsd(s) (5.37)
La discretización del modelo del sistema se hace a partir de (5.36) o (5.37), para lo
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cual, sobre un intervalo de análisis [0; T ℄ se genera la malla de puntos uniformes de tiempotk = k, donde  = T=n, es el paso de discretización. Luego, dada la condición inicial0 = (0), mediante el principio de estimación recurrente ~v+1 = ~v + v(~v;;vv) para
cada uno de los incrementos del proceso de Wiener, vv = v(tv+1)   v(tv), es necesario
obtener los valores estimados ~v, que sean los más cercanos, para algún criterio dado a la
solución verdadera v = (tv). Esta cercańıa de los valores de v y ~v, se da por el valor
cuadrático medio del error ", en la forma" = max1vnnEf(~v   0)2j0o1=2 (5.38)
en el cual, las condiciones iniciales de las soluciones verdadera y aproximada coinciden,
esto es, 0 = ~01. Asumiendo la suavidad de las funciones f y g durante el intervalo de
discretización, la expresión (5.37) corresponde a la ecuación iterativa de Euler,~v+1 = ~ + f(vt; ~v) + g(vt; ~v)v (5.39)
que en forma general, presenta un error del tipo " = o(p) [42].
La ecuación diferencial estocástica equivalente de Stratanovich para (5.39) tiene la sigu-
iente forma:d = (f(t; )  (1=2)g0(t; )g(t; ))dt + g(t; )dv; (0) = 0 (5.40)
donde g0(t; ) = g(t; )=. La equivalencia de (5.36) y (5.38) se entiende en el sentido,
en que ambas expresiones, con iguales condiciones iniciales, conllevan a iguales resultados.
La representación integral equivalente de (5.40) tiene la forma.(t) = (t0) + tZt0 (f(s; (s)) + 12g0(s; (s))ds+ tZt0 g(s; (s)dv(s) (5.41)
La ecuación recursiva para (5.41) se expresa como~v+1 = ~v+(f(v+ ~v) (1=2)g0(v; ~v))+g(v+=2; ~v+~v=2)v+o() (5.42)
La aproximación de (5.42) se puede obtener si la función g(v + =2; ~v + ~v=2) se
descompone en series de potencia sobre el punto (v; ~v) y se desprecian los términos, cuyo
orden sea mayor a o(). Luego (5.42) toma la forma~v+1 = ~v + (f(v; ~v)  (1=2)g0(v; ~v)g(v; ~v)) + g(v; ~v)v+ g0(v; ~v)(~=2)v + o()
Reemplazando en la anterior expresión el incremento, ~ = ~v+1   ~v, se obtiene que~v+1 = ~v + f(v; ~v) + g(v; ~v)v + (1=2)g0(v; ~v)(v2 +) + o() (5.43)
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La expresión (5.43) se entiende como una aproximación estocástica mediante la serie
de Taylor en cada intervalo de discretización, que en conjunto con la ecuación recursiva
(5.41) permiten obtener la solución de la ecuación diferencial estocástica (5.36) de forma
recurrente. Aśı por ejemplo, de (5.42) se obtiene una estructura más simple de cálculo,v+1 = v + f(tv; v) + g(tv; v)v (5.44)
Sin embargo, la estructura recursiva obtenida de (5.43)v+1 = v + f(tv; v) + g(tv; v)v + (1=2)g0(tv; v)g(tv ; v) + (v2  )
presenta menor de error de aproximación, si en (5.44) se asume g(t; ) = (N=2)1=2:v+1 = v + f(tv; v) + vv (5.45)
donde v es RBG con E fijg = Æij , 2v = Ng2(tv; v)=2. La expresión (5.45) es un
algoritmo recurrente de modelado de sucesiones de Markov fvg, con condición inicial 0.
Ejemplo 5.14. Sea el proceso Gaussiano simple de Markovddt =   + (t) (1)
La correspondiente ecuación recurrente, a partir de (5.45), toma la formav+1 = v   v+ vv; 2v = N2=2 (2)
Sin embargo otra forma de discretización de (1) se puede obtener de la solución general(t) = (t0) exp( (t  t0)) +  tZt0 exp( (t   ))( )d
con lo cual se obtiene(t) = exp( )v + ()v (3)
donde2() = 2N2 Z0 exp( 2 )d = 2N4 (1  exp( 2)) (4)
La expresión (4) implica que la varianza cumple la relación, Æ2=d =  22 + 2N=2,
con condición inicial 2(0) = 0. Las expresiones (3) y (4), a diferencia de (2), establecen
la relación precisa entre v+1 y v , para cualquiera que sea el valor de . Si el proceso de
discretización se escoge de tal manera que   1, entonces se pueden emplear la aprox-
imaciones exp( )  1    y exp( 2)  2. Luego, ambas expresiones (2) y (3)
coinciden, y por lo tanto, la relación (2) será más precisa, entre menor sea el paso .
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Los resultados anteriores se pueden generalizar para el caso de la ecuación diferencial
lineal dada en forma vectorial con parámetros constantes,_ = A(t) + (t) (5.46)
donde (t) es el proceso vectorial, A es una matriz cuadrada y (t) es el vector RBG con
valor medio 0 y matriz de correlación, Q, simétrica y positiva semidefinida:E n(t1)T(t2)o = QÆ(t2   t1) (5.47)
La solución general de la ecuación (5.46) tiene la forma(t) = Φ(t  t0)(t0) + tZt0 (Φ(t   )0( )d (5.48)
siendo Φ(t) la matriz de transición, que cumple la ecuación: _Φ = AΦ(t), con condición
inicial Φ(0) = I. De la ecuación (5.48) y teniendo en cuenta que,
Φ(t) = exp(At) = I +At+ (1=2)A2t2 +    (5.49)
se obtiene la expresión recursiva v+1 = exp(A)v + v. La matriz de correlación del
vector ruido blanco Gaussiano se determina, a partir de la expresiones (5.47) y (5.48),2() = EfvTv g = E8><>:0B (v+1)Zv exp (A ((v + 1)  1)) (1) d11CA  0B (v+1)Zv exp (A ((v + 1)  2)) (2) d21CAT9>>=>>;
que al introducir el operador de la esperanza se tiene que2() = Z0 Z0 expAT1E n ((v + 1)  1)T ((v + 1)  2)o expAT2 d1d2 = Z0 exp (A )Q exp AT d (5.50)
luego, al multiplicar por la matriz A resulta en
A2() = A Z0 exp(A )Q exp(AT )d = Z0 (A exp(A )d )Q exp(AT )
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En este caso, se puede emplear la integración por partes en forma matricial
A2() = Z0 d(exp(A ))Q exp(AT )d= exp(A ) Q exp(AT )0   Z0 exp (A ) dQ exp AT = exp (A)Q exp AT  IQI  0 Z0 (A )Q exp AT d1AAT= d2()d  Q  2()AT
Con lo cual, la matriz 2() cumple la ecuaciónd2()d = A2 + 2AT +Q (5.51)
con condición inicial 2(0) = 0. La matriz 2() es preferible representarla en forma,2 = GGT (5.52)
La matriz G es triangular inferior y genera una forma cómoda para el modelado,v+1 = exp(A)v +Gv = ()v +Gv (5.53)
donde E nvTo = IÆv.
La expresión (5.53) es la generalización vectorial de la forma escalar (3) y permite el
modelado del proceso (t) en tiempo discreto. El algoritmo (5.53) para discretización de
procesos continuos de Markov incluye los siguientes pasos:
1. Dada la matriz A, mediante métodos de cálculo numérico se resuelve la ecuación_Φ = AΦ(t) y se halla la matriz () = exp(A).
2. Conocidas A y Q, por métodos numéricos se resuelve (5.51) y se halla 2().
3. De la matriz 2() se halla la matriz cuadrada G.
4. A partir de (5.53), dado v se estima el siguiente valor discreto de la sucesión v+1,
para lo cual se emplea RBG, generado por algún método convencional, en calidad de
señal de entrada.
En algunos casos, por ejemplo, cuando se tienen procesos vectoriales (t) en dimensión
baja o cuando la matriz A es diagonal, es preferible hallar de forma anaĺıtica las matrices(t) y 2(t). En particular, empleando la descomposición matricial por Taylor de la matriz(t), y asumiendo la diagonalidad de A se obtiene exp(At) = trae[exp(at)    exp(ant)℄.
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Sin embargo, la descomposición de la misma matriz (t) es más cómodo realizarla medi-
ante la transformada de Laplace, b(p) = L f(t)g, en la cual cada elemento es la imagen
por Laplace del respectivo elemento de la matriz (t). Entonces, de _Φ = AΦ(t) se obtiene(pI  A) = b(p) = I; L f(t)g = pb(t) (0) = pb(p)  I
si se tiene que el determinante det(pI  A) 6= 0, entonces,(p) = (pI  A) 1 (5.54)
que se emplea en el cálculo de la exponente matricial (t) = L  1 f(pI  A)g. La expresión
vectorial para el caso lineal del algoritmo de aproximación escalar, ver ec. (2) del ejemplo
5.14, se obtiene truncando la serie de Taylor para t!1, tal que, (t) ' I +A(t), luego,
de (5.50) se obtiene 2()  A y la representación vectorial de (5.51) toma la formav+1 = (I +A)v + 1v; E nTo = IÆ (5.55)
La matriz diagonal inferior  1 se obtiene de la expresión 1 T1 = Q (5.56)
Ejemplo 5.15. Basados en el algoritmo de representación matricial del algoritmo de la ec.
(2) del ejemplo 5.14, hallar el modelo de una señal de voz, dado por el sistemad1dt + 1 = d2dt ; d2dt + 2 = (t) (1)
La representación de (1) en la forma generalizada (5.46) es la siguiented1dt =  1 + 2 + (2); d2dt =  2 + (t) (2)
Al comparar (5.46) con (2) se obtienen las matrices
A =    0  ; Q = N2 1 11 1 (3)
Mediante (5.54), se halla la transformada de Laplace de la matriz (t),b(p) = (pI  A) 1 = p+  0  1 = 1(p+ )(p+ ) p+   0 p+  +  (4)
Luego, la matriz de transición obtenida es(t) = L  1 n̂(t)o = "exp( t)    (exp( t)  exp( t)0 exp( t) #
Basados en los valores (3) y (4), además teniendo en cuenta (5.50), se determinan los valores
5.3. Transformación de procesos de Markov 263
de la matriz de varianza 2() (siendo T (x) = 1  exp ( x)):d11 = N02 (  )2 2 T (2)  + T (+ ) + 2 T (2)d12 = N02 (  )2 2 T (+ )  11 (a+ )T (2)d22 = 12T (2) (5)
Por lo anterior, un proceso vectorial aleatorio de Markov T = f1; 2g se modela mediante
el algoritmo (5.53), si se descompone la matriz σ2() con elementos (5) de acuerdo con
la expresión (5.52). El algoritmo de aproximación (5.55) se puede obtener de dos formas:
empleando la expresión (5.56) o hallando la primera aproximación, cuando  ! 0, para la
expresión (5). En ambos casos se obtiene el mismo resultado.
Luego()  1   1  0 1  ; σ2()  N2 1 11 1
El reemplazo de los valores respectivos implica que la solución de la ecuación  1 T1 = 2()
corresponde a la matriz 1 = N2 1=2 1 01 0
El algoritmo de aproximación (5.53) para el ejemplo en análisis tiene la formav+1 = 1  t t0 1  tv +N2 1=2 1 01 0v
Ejemplo 5.16. Sea un proceso bicomponente Gaussiano de Markov en la forma1dt =  11   12 + 1(t); 2dt =  21   22 + 2(t)
donde E fi(t)g = 0; E (t1)T(t2)	 = 264 N2 rpN1N22rpN1N22 N22 375.
La matriz A, en este caso, de determina como
A =  1  1 2  2
El cálculo de la matriz  se puede realizar mediante el método de diagonalización. En estos
casos, inicialmente se calculan los valores propios 1;2 de la matriz A, como la solución de la
ecuación det(I A) = 0:1;2 =  (1 + 2  !)=2; ! = ((1   2)2 + 421)1=2
asumiendo que 1;2 2 R, entonces existe una matriz regular C que transforme a A a la forma
264 Caṕıtulo 5. Transformación de aleatoriedad
diagonal, esto es,
CAC 1 = 1 00 2 = R (6)
Los elementos de la matriz C se hallan de la ecuación obtenida de la multiplicación de la
igualdad (6) por C:
A = RC; =) C = /21 11  /22; C 1 = 2 1/Æ 221/Æ221/Æ  2/Æ
donde  = 1   2   !, Æ = 2 + 21.
De (6), se tiene que A = C 1RC, por lo tanto,
An = (C 1R)(C 1RA)    (A 1RC) = C 1RnC
El empleo de la descomposición (5.49) de la matriz
Φ(t) = exp(At) = I +At+ (1=2)A2t2 + : : :+C 1IC +C 1RtC+ : : : (7)= C 1(I +Rt+ (1=2)R2t2a+ : : :)C = C 1 exp(Rt)C (5.57)
Por cuanto la matriz R es ortogonal, entonces exp(At) = exp(1t) 00 exp(2t)
Teniendo en cuenta las expresiones de C y C 1, además la relación (7), se halla que() = 2 exp(1) + 421 exp(2) 22(exp(1)  exp(2))21(exp(1)  exp(2)) 421 exp(1) + 2 exp(2)
Los elementos de la matriz de varianza 2() se muestran en [41].
Problemas
Problema 5.17. La ecuación diferencial de un generador de señales senoidales tiene la forma_a  ba1  a24  =  (t)
donde a es la amplitud, b;  = onst y  (t) son las fluctuaciones que generan cambios en la amplitud.
Hallar la ecuación diferencial lineal con relación al incremento relativo de amplitud y su solución
estacionaria, empleando el método de linealización determinı́stica. Asumir E f (t)g = 0 y a  a0.
Problema 5.18. Hallar el respectivo modelo de la señal de un proceso (t), a la salida de un circuito
de resonancia, dado por la siguiente ecuación lineal diferencial de segundo orden:d2Ædt2 + 2d/dt+ !20 = !20 (t) ; !0  
Caṕıtulo 6
Detección y filtración de señales aleatorias
Dada una mezcla de la señal útil  y alguna perturbación  presente en ella, el objetivode la filtración consiste en obtener la estimación, bien sea de la misma señal útil
en general, ~; o bien de alguno de sus parámetros o caracteŕısticas de interés, (~); con
estructura aleatoria. De otra manera, la filtración implica buscar la transformación de la
trayectoria x (t) 2  en análisis a fin de obtener la mejor estimación, por un criterio dado,
de los valores de un proceso aleatorio en un momento determinado del tiempo del intervalo
de observación. Además de la estimación del mismo proceso , en la práctica, a partir de
las respectivas observaciones x 2 ; dadas sobre un intervalo de tiempo de análisis, tiene
sentido la estimación de alguna transformación lineal del proceso aleatorio, por ejemplo, el
desplazamiento en el tiempo, la diferenciación o integración múltiple o la combinación de
estas transformaciones.
Aunque en la mayoŕıa de los casos, los sistemas óptimos de proceso son no lineales. No
obstante, el desarrollo de los métodos de filtración lineal tiene mayor importancia, por cuan-
to su aplicación presenta mejor sentido práctico. De otra parte, debido a que la condición
de linealidad no implica la condición de realización f́ısica (causalidad del sistema), es usual
para la śıntesis de filtros el empleo de la solución secuencial: primero, la comprobación de
la condición de linealidad y luego, la de causalidad.
Como criterio de calidad en la estimación del valor de la señal aleatoria, en algunos casos,
se escoge el valor medio de la potencia del error para un ensamble dado de trayectorias, esto
es, el valor cuadrático medio de la desviación estándar de la estimación del valor estimado.
En otros casos, el criterio de calidad corresponde a la relación de las potencias de la señal
contra la de perturbación.
El análisis de filtros no lineales se puede considerar de diversas maneras; cada una de ellas
acopladas a la naturaleza de no linealidad del proceso. En general, entre las aproximaciones
más conocidas, descritas en el numeral §5.2.1, están las relacionadas con la caracterización
de los sistemas no lineales mediante la suma infinita de los integrales de Volterra. Otra
aproximación consiste en la representación, dadas las restricciones pertinentes, en forma
de procesos de Markov.
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6.1. Métodos de detección
Sea el conjunto de señales de información, fxk(t) : k = 1; : : : ; ng con estructura conocida,
bien sea de naturaleza determińıstica o aleatoria, y de las cuales solo puede existir una
señal, xk(t); durante un intervalo dado de observación T; que además se asume perturbada
por alguna trayectoria de la distorsión aleatoria (t).
A efectos de análisis, la perturbación (t) se considera RBG aditivo, con lo cual, la
trayectoria sobre la cual se realiza la detección tiene la forma:y(t) = xk(t) + (t); t 2 T (6.1)
De tal manera, que pueden generarse las respectivas hipótesis sobre cuál de las k posibles
señales está presente en el intervalo dado de observación.
La tarea de detección, de acuerdo con el número k de posibles señales de información,
puede ser binaria, (k = 2), o bien múltiple, (k > 2). Sobre el mismo carácter de las señales
de información, se pueden diferenciar las siguientes tres tareas:
(a). Detección de las señales determińısticas con parámetros conocidos (sistemas sincróni-
cos de comunicación digital).
(b). Detección de señales determińısticas con parámetros desconocidos (detección de radar,
sistemas asincrónicos de comunicación digital).
(c). Detección de señales de información con estructura aleatoria (detección śısmica, ra-
dioastronomı́a, radioprospección).
Sea un conjunto de señales xk(t); k = 1; : : : ; N , dado el modelo de observación (6.1),
para el cual se introduce la FDP condicional con dimensión múltiple, p(yjxk) de la variabley, bajo la condición de que esté presente la señal de información xk, en el intervalo dado de
observación. La toma de decisión sobre cuál de las posibles señales está presente, implica
que todo el espacio G conformado por las señales de información sea dividido de forma
determinada en m subespacios, fGi  G : i = 1; : : : ; Ng. De tal manera, que al tenersey(t) 2 Gi; t 2 T , entonces, se toma la decisión de que está presente la señal xi(t).
Sin embargo, debido a la interacción del ruido (t), el verdadero valor de la medida de
la señal presente xk(t) se altera, como se muestra en la Figura 6.1, luego, pueden ocurrir
dos casos extremos en la toma de decisión:
– Primero, que la perturbación 1(t) cambie el valor real de medida, pero la señalxk(t) siga reflejándose, mediante y1(t), en su respectivo subespacio Gk, con lo que la
decisión se toma correctamente sobre cuál de las señales fue detectada.
– Segundo, que la trayectoria 1(t) altere la medida, de tal manera que la señal xk(t),
reflejada en y2(t), traspase la frontera ki y se ubique en un subespacio diferente, esto
es, xk ! Gi; para todo i = 1; : : : ; N; i 6= k; por lo tanto, se genera un error en la
toma de decisión durante la detección de la respectiva señal.






















































































































































































































































































































































































































































































































































Figura 6.1. Espacios de decisión
Es evidente, que la conformación de los
subespacios y, en particular, el cambio de
las fronteras influyen sobre la probabilidad
de error de la detección de las señales de
información. Aśı por ejemplo, si en vez de
tomar la frontera km, dada la observacióny1, entonces la detección de xk(t) es incor-
recta, por cuanto se toma la decisión Gm.
Por el contrario, para la trayectoria y2, al
cambiar la frontera hasta ki el espacio de
decisión Gi se amplia y la detección de xk
ya se convierte en correcta.
La FDP condicional de detección correc-
ta se da por la integral múltiple:p(xijxi) = ZGi2G p(yjxi)dy (6.2)
Mientras, la FDP condicional complementaria de error tiene la formap(xj jxi) = ZGi p(yjxi)dy; 8j = 1; : : : ; N; j 6= i (6.3)
De esta manera, dado un criterio de decisión, la mejor división de los subespacios de
las señales de información (toma de decisión óptima de detección) se realiza mediante los
métodos de teoŕıa de toma de decisión estad́ıstica, descritos en el numeral §2.3.
6.1.1. Detección bayesiana de señales
Sea la función de pérdida f f"g en forma de los valores ji, que resultan de la toma
incorrecta de la decisión de detección de la señal xi, cuando realmente se teńıa xj . Las
funciones de pérdida asumen ij = 0, sin embargo, se puede generalizar su definición y
considerar el caso cuando ij 6= 0, asumiendo el sentido de función de costos de decisión.
La función de riesgo condicional, de (2.81), se determina para la detección de xi comorg(xi) = NXn=1 ijp(xj jxi)
Dada la FDP a priori de aparición, p(xi), para la señal xi, entonces el riesgo medio (2.86),
cuando se asume la presencia de una sola señal de información en el intervalo de análisis,
se determina comoRg(xi) = NXn=1 rg(xi)p(xi) = NXn=1 NXn=1 ijp(xi)p(xj jxi)
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Teniendo en cuenta (6.2) y (6.3) se obtieneRg(xi) = NXn=1 NXn=1 ijp(xi) Z Djp(yjxi)dy (6.4)
El método de detección se considera óptimo, de acuerdo al criterio de riesgo medio, cuan-
do el valor de (6.4) se hace mı́nimo, cuyas variables de optimización son las caracteŕısticas
de las señales, en particular la estructura y parámetros de los operadores de transformación
de las señales mismas, que conforman las fronteras de los respectivos subespacios de toma
de decisión.
Detección binaria
Sea una observación, y(t), que corresponde al modelo (6.1), la cual se representa por una
sucesión de valores y[n℄; n = 0; : : : ; N   1, que corresponde a un vector, y; con dimensiónN . Sean las hipótesis H0 y H1, conformadas para los casos de aparición de las señales x0 yx1, respectivamente, con lo cual se pueden tener los siguientes resultados de decisión:
1. Se acepta H0 y H0 es cierta, entonces se asigna el costo de decisión 00
2. Se acepta H1, pero H1 es cierta, 10
3. Se acepta H1 y H1 es cierta, 11
4. Se acepta H0, pero H1 es cierta, 01
Las decisiones 1 y 3 son correctas, mientras las decisiones 2 y 4 resultan incorrectas y
generan el correspondiente error.
Definidas las probabilidades a priori P0 y P1, que corresponden a la probabilidad de
aparición de las señales x0 y x1, respectivamente, el riesgo medio (6.4) resulta enRg = 00p(x0)p(x0jx0) + 10p(x0)p(x1jx0) + 11p(x1)p(x1jx1) + 01p(x1)p(x0jx1) (6.5)
El valor de la función de costos se define de tal manera que, los coeficientes de error sean
mayores que cero, 10 > 0; 01 > 0, mientras para los coeficientes de decisión acertada se
tenga, 00  0; 11  0, con lo cual se cumple que,10 > 00; 01 > 11
La función de decisión consiste en la conformación, a partir del espacio total de decisión
y dada la función de transformación del espacio de observaciones, D = g(y), para los
subespacios de decisión D0 y D1, que corresponden a las respectivas hipótesis: H0 y H1.
Como antes se dijo, la regla de decisión óptima consiste en la determinación de la frontera, que minimice el riesgo medio (6.4). Por cuanto, para el subespacio Di; i = 0; 1, se toma
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la hipótesis Hi, entoncesp(x0jx0) = ZD0 p(yjx0)dy (6.6a)p(x1jx0) = ZD1 p(yjx0)dy (6.6b)p(x1jx1) = ZD1 p(yjx1)dy (6.6c)p(x0jx1) = ZD0 p(yjx1)dy (6.6d)
donde p(yjx0) y p(yjx1) son la FDP condicionales de aparición de la trayectoria y(t), cuando
se asume la presencia de las señales de información, x0 y x1, respectivamente.
Las integrales de ambas FDP, tomadas por los respectivos subespacios de decisión, D0
y D1, determinan la validez de las correspondientes hipótesis, H0 y H1. Reemplazando en
(6.5), las expresiones (6.5) y (6.6d), se obtiene el valor de riesgoR = 00p(x0) ZD0 p(yjx0)dy + 10p(x0) ZD1 p(yjx0)dy+ 11p(x1) ZD1 p(yjx1)dy + 01p(x1) ZD0 p(yjx1)dy
Las relaciones (6.2) y (6.3) son complementarias, en el sentido en que,ZD1 p(yjxi)dy = 1  ZD0 p(yjxi)dy; i = 0; 1 (6.7)
luego, el riesgo se expresa en función de un solo subespacio de decisión, por ejemplo, D0,R = p(x0)10 + p(x0)11+ ZD0 (p(x1) (01   11) p(yjx1)  (p(x0)(10   00) p(yjx0)) dy (6.8)
Los dos primeros términos en (6.8) corresponden a los valores fijos de pérdida, que no
dependen de la selección de las fronteras del subespacio de decisión D0. Por lo tanto,
la minimización del riesgo R significa configurar el subespacio D0, de tal manera que se
incluyan únicamente los valores negativos (valores de pérdida) de la integral en la expresión
(6.8), esto es, de la condición:p(x1) (01   11) p(yjx1)  p(x0) (10   00) p(yjx0) < 0
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que se puede escribir en la formap(yjx1)p(yjx2) < p(x0)(10   00)p(x1)(01   11)
De lo anterior, la función de decisión toma la formap(yjx1)p(yjx2)H1><H0 p(x0)(10   00)p(x1)(01   11) =  (6.9)
La parte derecha de la expresión (6.9) es la función de verosimilitud,(y) = p(x0) (10   00)p(x1) (01   11)
que implica en (6.9) que es más verośımil la hipótesis con la mayor FDP a posteriori, para
una trayectoria dada de y(t).
La parte derecha de (6.9) corresponde a un valor fijo , calculado a partir de la relación
entre las probabilidades de aparición de las señales x0 y x1 y los respectivos costos de
decisión, que se determina como = p(x0) (10   00)p(x1) (01   11)
En general, el riesgo medio es uno de los criterios de decisión más generalizados, pero su
empleo implica una gran cantidad de información sobre los procesos de análisis, que en la
práctica no siempre está disponible.
Detección del observador ideal
Sean los coeficientes de la función de costos iguales y definidos de la forma:ij = 8<:0; i = j1; i 6= j
con lo cual se asume que todos los errores de decisión conllevan a un mismo costo y, por lo
tanto, el riesgo medio corresponde a la probabilidad total de aparición del errorR = Pe = NXi=1 NXj=1j 6=i p(xi) ZDj p(yjxi)dy (6.10)
El criterio (6.10) determina el mı́nimo valor medio de errores, mientras la probabilidad
de detección correcta sea la máxima, que se alcanza cuando la decisión de que la señal
detectada pertenece al subespacio Di, cumple la condición,p(yjxi)p(xi) > p(yjxj)p(xj); 8j 6= i (6.11)
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En esencia, dadas las N   1 condiciones (6.11), se tiene la siguiente regla de detección:maxj fp(xj)p(yjxi)g = p(xi)p(yjxi) (6.12)
esto es, la decisión sobre cuál fue la señal detectada recae en aquella que tenga la máxima
FDP a priori.
Detección del máximo de probabilidad a posteriori
Debido a que p(xi)p(yjxi) = p(xijy)p(y), donde p(xijy) es la FDP a posteriori de que se
tiene la señal xi, cuando se mide la observación y, mientras, p(y) es la densidad marginal
de la señal medida, entonces, en concordancia con el teorema de Bayes (2.4), se tiene,p(xijy) = p(xi)p(yjxi)NPi=1 p(xi)p(yjxi) (6.13)
luego, el algoritmo de detección óptimo, en este caso, tiene la formamaxj fp(xijy)g = p(xijy) (6.14)
La comparación de los algoritmos (6.12) y (6.14) muestra que ambos conllevan a la misma
decisión óptima, y por lo tanto, los correspondientes criterios son equivalentes. Además,
ambos exigen la misma información a priori del proceso en análisis.
Detección minimax
En caso de desconocer las probabilidades a priori de aparición de las señales, el riesgo (6.4)
se puede calcular sobre la peor densidad de probabilidad, p(xi); i = 1; : : : ; N , que se asume
de tal manera que se obtenga el mayor valor del riesgo medio, luego,R = minDj maxp(xi) NXi=1 NXj=1 ijp(xi) ZDj p(zjxi)dz
Detección de Neymann-Pearson
Existen casos en los cuales se tiene una clara asimetŕıa en las pérdidas de decisión. En el
caso particular de la detección binaria, el criterio minimiza uno de los dos tipos de error
indicados en el ejemplo 2.27.
En la práctica, tiene sentido brindar la mı́nima probabilidad de error del tipo 1,p(x0jx1) = ZD0 p(yjx1)dy
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para un valor dado probabilidad de error tipo 2,p(x1jx0) = ZD1 p(yjx0)dy
con lo cual, el algoritmo de detección (6.14), para el caso de detección binaria, se simplifica
significativamente hasta la expresión p(x1jy) > p(x0jy), que al tomar en cuenta (6.13)
puede describirse de cualquiera de las siguientes dos formas:p(x1)p(yjx1) > p(x0)p(yjx0)p(yjx1)=p(yjx0) > p(x0)=p(x1)
Esto es, (y) = ; donde  = p(x0)=p(x1). El umbral  no es conocido, pero se escoge
a partir de un valor asumido para el error 2 del tipo 2. Ambas FDP de error se expresan
en función de la relación de verosimilitud, haciendo el cambio de variables, y ! ,p(yjx1)dy = p(jx1)d; p(yjx0)dy = p(jx0)d
En este caso, el espacio de decisión D se transforma en un eje de valores, , en el cual
el valor  corresponde a la frontera entre los espacios de decisión, por lo tanto,p(x0jx1) = ZD0 p(yjx1)dy = Z0 p(jx1)dp(x1jx0) = ZD1 p(yjx0)dy = 1Z p(jx0)d
El valor , entonces, se puede determinar dada la condición R1 p(jx0)d = 2. Como
resultado, el detector óptimo por Neymann-Pearson realiza el algoritmo >  (6.15)
Si la condición (6.15) es cierta, entonces, el algoritmo asume la detección de x1(t).
Detección por medidas de información
En este caso, el criterio analiza la cantidad de información en la detección, para lo cual se
emplea la medida (2.57) que relaciona la información mutua de una señal dada con respecto
a los demás, sobre su entroṕıa, (2.58). En el caso binario, este criterio de detección escoge
la señal con mayor relación,R = I(xj ; xi)=H(xi) = 1 H(xijxj)=H(xi); i 6= j; i; j = 0; 1
Cabe anotar, que del ejemplo 2.18, dados dos sucesos con probabilidades respectivas p1
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y p2, la mayor entroṕıa se obtiene para p1 = p2:H(x1jx0) =   (p1 ln p1 + (1  p1) ln (1  p1))
En la práctica, el criterio de detección informativo conlleva a los mismos resultados que
los criterios (6.12) y (6.13).
6.1.2. Detección de máxima verosimilitud
Si en el algoritmo (6.12), se asume la FDP uniforme para todas las señales, p(xj) = 1=N ,
entonces el criterio se expresa solamente en términos de la función de verosimilitud,p(yjxi) = maxj fp(yjxj)g (6.16)
El criterio de detección (6.16) ha obtenido mayor aceptación debido a la simplicidad
relativa de implementación, que exige espacios de observación no muy grandes.
De otra parte, teniendo en cuenta (6.9) el criterio de Bayes se puede expresar en términos
del criterio de máxima verosimilitud(y)H1><H0 (6.17)
Los valores de las densidades a priori y de los costos influyen solamente en el cálculo del
umbral, mas no en la estructura del algoritmo, que se basa en la estimación de (y). En
este sentido la sintonización de los valores de los costos y probabilidades de generación de
las señales, que frecuentemente se hace de forma heuŕıstica, no influye en la forma de toma
de decisión, y más bien ocurre la sintonización fina de la ubicación del umbral.
Debido a que ambas partes de la igualdad (6.17) son positivas, entonces en vez de tomar
directamente la relación de verosimilitud, se emplea su logaritmo, que es una función monó-
tona. Aśı, el criterio (6.17) toma la formaln(y)H1><H0 ln  (6.18)
que es adecuada, debido a que en la práctica la mayoŕıa de FDP p(yjxi) son exponenciales.
Ejemplo 6.1. Desarrollar el criterio de máxima verosimilitud para la detección binaria de las
señales x0(t) y x1(t), afectadas por el ruido blanco Gaussiano (t) con parámetros N (0; n);
asumiendo que el ancho de banda del espectro de las señales es f .
Sea la trayectoria del ruido (t) que se discretiza, con periodo de muestreo t = 1=2f , y
conforma la sucesión fi : i = 1;mg, en el cual se considera que todos sus valores son vari-
ables aleatorias independientes. Por lo tanto, la correspondiente FDP de dimensión múltiple
Gaussiana se puede representar en la forma,P(1; 2;    ; m) = 1(22)m=2 mYk=1 exp   2k=22 = 1(22)m=2 exp   122 mXk=1 2k!
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donde m = T=t = 2Tf , siendo T el intervalo de análisis para la detección.
La FDP condicional p(yjxi) de aparición de la trayectoria de la medida, y(t) = xi(t) + (t),
corresponde a la densidad de probabilidad, P(y(t)   xi(t)), de la observación del ruido(t) = y(t)  xi(t), que conforman la sucesión de valores discretizados,k 6= (tk) = y(tk)  xi(tk) = yi[k℄
que le corresponde la FDP con dimensión múltiple de la formap(yjxi) = P"(yi[1℄;    ;yi[m℄) = 1(22)m=2 exp   122 mXk=1y2i [k℄!
entonces, la relación de verosimilitud tiene la forma(y) = P(y   x1)P(y   x0) = exp   122 mXk=1 (y2i [k℄ 20[k℄)!= exp   1N0 mXk=1  (y[k℄  x1[k℄)2   (y[k℄  x0[k℄)2t! (1)
donde N0 = 2=f = 22t es la densidad espectral de potencia del ruido.
Teniendo en cuenta (1), el criterio de detección (6.18), toma la formaln(y) =   1N0 mXk=1  (y[k℄  x1[k℄)2   (y[k℄  x0[k℄)2tH1><H0 ln 
asumiendo que el ancho de banda f es suficientemente grande, y por lo tanto, t ! 0,
entonces la sumatoria anterior se reemplaza por la operación de integración,  1N0 TZ0  (y(t)  x1(t))2   (y(t)   x0(t))2 dtH1><H0 ln  (2)
Problemas
Problema 6.1. Desarrollar el algoritmo de detección, dado el RBG con valor medio cero y matriz
de correlación R, para el proceso aleatorio descrito en la forma:y(t; #) = mXk=1 #kxk(t) = ϑx(t)
donde x(t) = fxk(t) : k = 1; : : : ;mg es un sistema dado de funciones determinı́sticas linealmente
independientes, # = f#k : k = 1; : : : ;mg es el vector de parámetros aleatorios con FDP conocidapk(#). La hipótesis H0 consiste en que la trayectoria  = (x1; x2; : : : ; xN) corresponde solo al ruido,
mientras, la hipótesis alternativa H1 corresponde a la presencia del proceso aleatorio mas RBG.
Hallar la relación de verosimilitud.
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6.2. Estimación de parámetros en señales aleatorias
6.2.1. Estimación en condiciones de ruido aditivo
Sea una trayectoria de un proceso aleatorio, y(t) 2 Y, que se observa en el intervalo (0; T ):
Se asume, de forma a priori, que el proceso corresponde a una mezcla aditiva de una señalx(#; t) con estructura determińıstica más una perturbación, (t):y(t) = x(#; t) + (t) (6.19)
donde # = (#1; : : : ; #m); # 2  es el vector de parámetros desconocidos de la señal, cuyo
respectivo vector de estimación es un funcional de la trayectoria observada:e# = K fy (t)g
Por cierto, e# 2 , en la medida en que usualmente el espacio de estimación coincide con
el mismo espacio de los parámetros estimados. El valor medio de la perturbación se asume
igual a cero, E f(t)g = 0, y con función conocida de correlación propia, R(t;  ):
La estimación de los parámetros se puede realizar por cualquiera de los criterios de
aproximación, descritos en el numeral §2.3. En el caso particular del empleo del criterio
de máxima verosimilitud, dado el modelo (6.19), se obtiene el siguiente logaritmo para el
funcional de verosimilitud:ln(y(t)j#) = TZ0 v(t;#)y(t)   12x(t;#)dt (6.20)
donde v(t;#) es la solución de la ecuación integral lineal no homogéneaTZ0 R(t;  )v(#;  )d = x(t;#); 0 < t 2 T (6.21)
6.2.2. Estimación de máxima verosimilitud
La estimación, en este caso, se obtiene de la solución del respectivo sistema de ecuaciones
(2.68), para lo cual inicialmente se determinan las derivadas parciales por cada uno de los
parámetros del logaritmo del funcional de la relación de verosimilitud (6.20),#i ln(y(t)j#) = TZ0 #i v(ti; #)y(t)   12x(t;#)dt  12 TZ0 v(t;#) #ix(t;#)dt; i = 1; : : : ;m (6.22)
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Sin embargo, de (6.21) se tiene queTZ0 v(t;#) #ix(t;#)dt = TZ0 v(t;#)0 TZ0 R(t; u) #i v(u;#)du1Adt= TZ0 #i v(u;#)0 TZ0 R(t; u)v(t;#)dt1Adu= TZ0 #i v(u;#)x(u;#)du (6.23)
Reemplazando (6.23) en (6.22), entonces, se obtiene#i ln(x(t)j#) = TZ0 #i v(u;#) (y(t)  x(t;#))dt; i = 1; : : : ;m (6.24)
A partir de la expresión (6.24), se obtiene directamente el sistema de ecuaciones de
máxima verosimilitud:TZ0 #i v(u;#) (y(t)  x(t;#))dt = 0; i = 1; : : : ;m (6.25)
La solución para el sistema de ecuaciones de (6.25), en función de cada una de los varia-
bles (#1; : : : ; #m), corresponde a la estimación de máxima verosimilitud para el vector de
parámetros # de la señal, e# = (e#1; : : : ; e#m): La exigencia (2.69), sobre la consistencia de la
estimación, impone una condición adicional por la cual la matriz informativa de Fisher:I(#; i; j) = E( #i ln(y(t)j#) #j ln(y(t)j#))= TZ0 TZ0 #i v(1;#) #j v(2;#)R(1; 2)d1d2; i; j = 1; : : : ;m
debe ser positiva definida para e# = #:
Cuando la perturbación (t) corresponde al RBG, el cual tiene DEP igual a N0=2; en-
tonces de (6.25) se tiene que v(t;#) = x(t;#)=N0, con lo cual, el sistema de ecuaciones de
máxima verosimilitud se simplifica hastaTZ0 #ix(t;#) (y(t)  x(t;#)) dt = 0; i = 1; : : : ;m
En consecuencia, al ruido blanco Gaussiano le corresponden los siguientes elementos para
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la matriz de Fisher:I(#; i; j) = 1N0 TZ0 #ix(;#) #j x(;#)d; i; j = 1; : : : ;m
6.2.3. Combinación lineal de señales
Sea la relación lineal entre los parámetros de la señal, donde xi(t) son funciones conocidas,
expresada como:x(t; #) = mXj=1#ixi(t); (6.26)
La estimación conjunta de máxima verosimilitud para #1; : : : ; #m se obtiene de reem-
plazar (6.26) en la parte derecha de (6.21), con lo cual se obtiene el sistema de ecuaciones:TZ0 R(t;  )vi( )d = xi(t); i = 1; : : : ;m (6.27)
La función v(t;#), de la que depende el logaritmo del funcional de verosimilitud, es:v(t;#) = mXj=1#jvj(t)
Por lo tanto,#i v(t;#) = vi
que al reemplazar en (6.25), resulta en el sistema de ecuaciones de máxima verosimilitud,TZ0 vi(t)0y(t)   mXj=1#jxj(t)1Adt = 0; i = 1; : : : ;m (6.28)
luego,
mPj=1#j TZ0 vi(t)xj(t)dt = TZ0 vi(t)y(t)dt; i = 1; : : : ;m.
Al tomar las notacionesxij(T ) = TZ0 vi(t)xj(t)dt (6.29a)yi(T ) = TZ0 vi(t)y(t)dt (6.29b)
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entonces, el sistema lineal de ecuaciones (6.28) se puede escribir en la forma:mXj=1 xij(T )#j = yi(T ); i = 1; : : : ;m
que en forma matricial es
Xmm(T )#m1 = y1m(T ) (6.30)
Asumiendo que
R T0 x2j (t)dt < 1; 8j, además que R(t;  ) > 0, entonces, se concluye
que existe la matriz inversa X 1(T ), razón por la cual la solución de (6.30) conlleva a las
siguientes estimaciones de máxima verosimilitud para los parámetros desconocidos:e# = X 1(T )y(T ) (6.31)
La comprobación sobre la consistencia de la estimación, se realiza empleando la parte
izquierda de (6.28), de lo cual se encuentran los siguientes elementos informativos de la
matriz de Fisher:I(i; j) = E8<: TZ0 vi(1) y(1)  mXk=1#kxk(1)!d1TZ0 vj(2) y(2)  mXn=1#nxn(2)!d29=; ; i; j = 1; : : : ;m (6.32)
De la expresión (6.32), se observa que la matriz informativa de Fisher es positiva definida,
debido a que la función de correlación de la perturbación también es positiva definida. Por
cierto, los elementos de la matriz informativa, en este caso, no dependen de los parámetros#1; : : : ; #m. Por lo tanto, la solución (6.31) realmente representa una estimación consistente
de máxima verosimilitud para el vector de parámetros #. Además, las partes derechas de
las expresiones (6.29a) y (6.32) coinciden, con lo cual la matriz informativa de Fisher I(T )
es igual a la matriz X(T ), entonces, la expresión (6.31) se puede representar en la formae# = I 1(T )y(T )
En el caso particular del RBG, al cual le corresponde una DEP igual a N0, de (6.27) se
obtiene que vi(t) = xi(t)=N0; i = 1; : : : ;m, dondexij(T ) = 1N0 TZ0 xi(t)xj(t)dt = I(i; j;T ); i; j = 1; : : : ;myi(T ) = 1N0 TZ0 xi(t)y(t)dt; i = 1; : : : ;m
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Cabe anotar que, en general, la estimación (6.31) no es centrada, en la medida en queE ne#o = X 1(T )E fy(T )g (6.33)
Sin embargo,E fyi(T )g = mXj=1#j TZ0 xj(t)vi(t)dt = mXj=1#jxij(T )
entoncesE fX(T )g = y(T )# (6.34)
Reemplazando (6.34) en (6.33), finalmente se obtiene que E ne#o = # lo que demuestra
la ausencia de sesgo en la estimación (6.31).
Ejemplo 6.2. Hallar la estimación de máxima verosimilitud para una señal con amplitud
desconocida, ax(t), que está inmersa en ruido blanco Gaussiano.
La señal en análisis se considera un caso particular de (6.26), cuando m = 1 y #1 = a. Luego,
la estimación para el respectivo modelo lineal de señal en (6.31) toma la forma:~a = TZ0 v(t)y(t)dt, TZ0 v(t)x(t)dt (6.35)
dondey(T ) = TZ0 v(t)y(t)dt; x(T ) = TZ0 v(t)x(t)dt
siendo v(t) la solución de la ecuación lineal integral dada en (6.27),TZ0 R(t;  )v( )d = x(t); 0  t  T
Como antes se indicó, la estimación (6.35) de máxima verosimilitud para un parámetro del
modelo lineal de la señal no tiene sesgo y es efectiva, esto esEf~ag = a2 f~ag = X 1T = I 1(T ) = 0 TZ0 v(t)x(t)dt1A 1
Al asumir el modelo del ruido blanco Gaussiano, entonces, v(t) = x(t)=N0, y de (6.35) se
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tiene, entonces, que~a = TZ0 x(t)y(t)dt, TZ0 x2(t)dt
La implementación del algoritmo de máxima verosimilitud para la estimación de la amplitud
de la señal, cuando se tiene RBG, exige el cálculo de la integral normalizada de correlación
(6.35). Esta operación se realiza mediante la filtración lineal con respuesta a impulso [12]:h( ) = 8>><>>:x(T    ), TZ0 x2(t)dt ; 0    T0;  < 0;  > T
Problemas
Problema 6.2. Dado el modelo de combinación lineal de señales (6.26),
– Demostrar que la estimación vectorial de máxima verosimilitud (6.31) no tiene sesgo.
– Hallar la matriz de correlación de la estimación de máximo verosimilitud Ef(e# #)(e# #)Tg
y demostrar la efectividad de la estimación (6.31).
Problema 6.3. Asumir que se tiene una trayectoria y(t) de la suma de señal y RBG (6.31), observa-
da en el intervalo de tiempo (0; T ), la cual es discretizada para obtener la correspondiente sucesión
y = fy(ti) : i = 1; : : : ; ng; ti 2 T :
– Hallar la correspondiente estimación de máximo verosimilitud.
– Demostrar que la estimación obtenida es insesgada y hallar su matriz de correlación.
Problema 6.4. Al igual que en el problema anterior, asumir la discretización de la trayectoria de
la señal ax(t) del ejemplo 6.2, para la estimación de la amplitud desconocida a. Hallar la estimación
de máximo verosimilitud.
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η
Figura 6.2. Filtración de señales
En este caso, la filtración optimiza la forma
de representación de los dispositivos linea-
les de proceso, como observa en la Figu-
ra 6.2, en la cual las observaciones iniciales
x pertenecientes al proceso  interactúan
con la perturbación , en forma general se
analiza la combinación lineal; acción que se
representa mediante el funcional de trans-
formación K1 f; g, cuya señal de salida
pasa por el filtro lineal, representado por la
respuesta a impulso h(t; s) y que se escoge,
de tal manera que la salida del filtro en el momento t corresponda al mı́nimo del error
cuadrático medio (2.64) de la estimación θ  x, que se contiene en la señal . El mismo
parámetro en estimación se puede describir por la transformación K0 fg.
Cuando se analiza la transmisión de señales, durante la cual es importante asegurar el
mı́nimo de distorsión, el operador de transformación K0 describe un canal ideal, y por lo
tanto, se hace necesario sintetizar un filtro con respuesta a impulso, conectado en serie al
canal real con operador de transformación K1, de tal manera que su salida corresponda a
alguna transformación tan cercana como se pueda a K0.
6.3.1. Optimización de la respuesta a impulso
Sea z (t) una trayectoria para la combinación lineal en forma de proceso aleatorio aditivo:z (t) = x (t) +  (t) ; tal que kxk; kk <1. En calidad de estimación ~ (t) se toma el valor
filtrado de la observación:~ (t) = 1Z 1 h (t;  ) z ( ) d (6.36)
siendo h (t;  ) la respuesta a impulso del dispositivo lineal, que por ahora se asume sin
restricciones de causalidad en su implementación práctica. No obstante, el filtro se considera
que cumple con la condición de estabilidad.
La estimación (6.36) es ante todo sesgada, en la medida en quem1~ (t) = 1Z 1 h (t;  ) (m1x ( ) +m1 ( )) d 6= m1x (t)
donde m1 (t) y m1x (t) son las respectivas medias de la señal útil y de la perturbación.
El valor cuadrático medio del error, determinado como " = (  ~)2, se obtiene mediante
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su promedio de tiempo, que en caso emplear la estimación (6.36), es igual a:"2 (t) = E  (t)  ~ (t)2 (6.37)
Al tomar el error, (6.37), como criterio de calidad se puede encontrar la respuesta a
impulso que brinde su mı́nimo valor con respecto a todos los demás posibles sistemas
lineales. En particular, al reemplazar (6.36) en (6.37), se obtiene:"2 (t) = E8<:2 (t)  2 1Z 1 h (t;  ) z( ) (t) d+ 1Z 1 1Z 1 h (t; 1)h (t; 2) z (1) z (2) d1d29=;= E n2 (t)o  2 1Z 1 h (t;  )E fz( ) (t)g d++ 1Z 1 1Z 1 h (t; 1)h (t; 2)E fz (1) z (2)g d1d2 (6.38)
Sean conocidas las funciones de correlación propia, Ri (t1; t2) ; i = fz; g, además, de la
respectiva función de correlación mutua Rz (t1; t2) entre los procesos z (t) y  (t).
Por cuanto,E fz (1) z (2)g = Rz (1; 2)= Rx (1; 2) +R (1; 2) +Rx (1; 2) +Rx (1; 2) (6.39a)E fz ( )  (t)g = Rz (1; 2) = R (; t) +Rz (; t) (6.39b)
entonces, reemplazando (6.39a) y (6.39b) en (6.38) se obtiene que"2 (t) = R (t; t)  2 1Z 1 h (t;  )Rz (; t) d+ 1Z 1 1Z 1 h (t; 1)h (t; 2)Rz (1; 2) d1d2 (6.40)
La expresión (6.40) muestra que el error cuadrático medio de la estimación lineal ~ (t)
depende, tanto de las funciones de correlación propia Ri (t1; t2) ; i = fz; g, como de la
función de correlación mutua Rz (t1; t2) de los procesos z (t) y  (t), pero de ninguna
manera de la estructura más fina de estos procesos [12]. En general, se puede demostrar
que, dadas todas las anteriores funciones de correlación, la mejor estimación lineal en el
sentido del error cuadrático medio corresponde al filtro con respuesta a impulso que cumpla
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la ecuación integral [43]:Rz (; t) = 1Z 1 hopt (t; )Rz (; ) d (6.41)
El reemplazo de (6.41) en (6.40), resulta en"2 (t) = R (t; t)  2 1Z 1 1Z 1 h (t;  )hopt (t; )Rz (; ) dd+ 1Z 1 1Z 1 h (t; 1)h (t; 2)Rz (1; 2) d1d2
luego "2 (t) = R (t; t)  1Z 1 1Z 1 hopt (t;  )hopt (t; )Rz (; ) dd+ 1Z 1 1Z 1 Rz (1; 2) fh (t; 1)  hopt (t; 1)g fh (t; 2)  hopt (t; 2)g d1d2
(6.42)
Por cuanto, sólo el último término de (6.42) contiene la función desconocida h(t; ), la
cual debe ser definida positiva [12], entonces el menor valor de "2 (t) ocurre cuando el
último término es 0, esto es, cuando el filtro tiene respuesta a impulso h(t; )  hopt(t; ).
En este caso, el valor mı́nimo de error será:"2min (t) = R (t; t)  1Z 1 1Z 1 hopt (t;  )hopt (t; )Rz (; ) dd
Teniendo en cuenta (6.41), entonces"2min (t) = R (t; t)  1Z 1 hopt (t; )Rz (; t) d
De otra parte, la expresión (5.8) relaciona las funciones de correlación propia a la entrada
y salida de un sistema lineal, con lo cual, la última expresión toma la forma definitiva,"2min (t) = R (t; t) R~ (t; t) (6.43)
la cual implica, en primer orden, que el mı́nimo error cuadrático medio (2.64) corresponde
a la diferencia de los valores cuadráticos medios del proceso a estimar y de su estimación.
En segundo lugar, se tiene que R~ (t; t)  R (t; t).
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Si se asume la estacionariedad de los procesos  (t) y  (t), por lo menos en el sentido
amplio, además el filtro se supone con parámetros en (1.38) invariables en el tiempo, en-
tonces la ecuación integral (6.41) toma la forma denominada ecuación de Wiener-Hopf :Rz ( ) = 1Z 1 hopt ()Rz (   ) d (6.44)
La invariabilidad de los momentos de aleatoriedad de los procesos estacionarios, supone
la invariabilidad en el valor del error cuadrático medio, cuyo valor mı́nimo (6.43), es:"2min = R (0)  1Z 1 1Z 1 hopt (1)hopt (2)Rz (1   2) d1d2= R (0)  1Z 1 hopt ()Rz () d (6.45)
con lo que el error cuadrático medio es igual a"2min = R (0) R~ (0) = m2  m2~ (6.46)
esto es, se determina por la diferencia de los valores medios de potencia, tanto del proceso
a estimar, como de la propia estimación.
En concordancia con (3.24), los valores medios de potencia se pueden expresar a través
de las respectivas densidades espectrales de potencia,"2min = 12 1Z0 S (!)  Sz (!) jHopt (!)j2 d! (6.47)
siendo Hopt (!) la función de transferencia del filtro óptimo lineal, ademásSz (!) = S (!) + S (!) + S (!) + S (!) (6.48)
donde S (!), S (!), S (!) y S (!) son las densidades espectrales de potencia propias
y mutuas de los procesos  (t) y  (t), de manera correspondiente.
De esta manera, la respuesta a impulso óptima de un sistema lineal, en caso de asumir
la estacionariedad de los procesos, consiste en la solución de la ecuación integral (6.44), sin
tener en cuenta la condición de causalidad, mediante la TF en la forma,Sz (!) = S (!) + Sz (!) = Hopt (!)Sz (!)
de donde, teniendo en cuenta (6.48), se tieneHopt (!) = Sz (!)Sz (!) = S (!) + Sz (!)S (!) + S (!) + S (!) + S (!) (6.49)
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Reemplazando (6.49) en (6.47) se obtiene el valor del mı́nimo error cuadrático medio,"2min = 12 1Z0 S (!)Sz (!)  jSz (!)j2Sz (!) d! (6.50)
Si se considera la correlación nula entre las señales  (t) y  (t), esto es, R ( ) = 0,
entonces, sus DEP mutuas también son nulas, S (!) = S (!) = 0, por lo que la función
de transferencia óptima de un sistema lineal tiene la forma,Hopt (!) = S (!)S (!) + S (!)
De (6.50), y reemplazando Sz (!) = S (!), además Sz (!) = S (!)+S (!), se obtiene
para las señales de correlación nula,"2min = 12 1Z0 S (!)S (!)S (!) + S (!)d! (6.51)
El error cuadrático medio (6.51) se puede hacer igual a cero, cuando las densidades
espectrales de potencia de las señales  (t) y  (t) no se translapan, esto es, cuando para
todo valor de ! se cumple que S (!) = S (!) = 0, lo cual a su vez implica que por lo
menos uno de los dos espectros debe tener ancho de banda finito. En caso contrario, siempre
ocurrirá un error.
En śıntesis, la filtración de una señal estacionaria a partir de su combinación lineal con
otro proceso estacionario, de tal manera que el error cuadrático medio sea 0, corresponde
al caso en que las respectivas DEP de ambos procesos tienen rangos de frecuencia en los
cuales no hay aporte energético. En este sentido, si se analiza la filtración del proceso  (t)
dado sobre un fondo de ruido blanco Gaussiano, entonces de (6.51) se obtiene"2min = N02 1Z0 S (!)S (!) +N0d!
que implica, que siempre se tiene en condiciones reales un valor diferente de 0 para el error
cuadrático medio.
6.3.2. Condición de realización f́ısica
Un filtro lineal con respuesta a impulso óptima (6.41) no es f́ısicamente realizable, al no
cumplir la condición de causalidad, por cuanto hopt (t; ) 6= 0, para t < . Al observar en
el numeral §6.3.1, la operación de filtración se realiza después de analizada la combinación
lineal de las señales  (t) y  (t) sobre todo el intervalo de tiempo t 2 ( 1;1), lo cual
implica que la filtración óptima realiza la estimación del valor del proceso en un momento
dado del tiempo con retardo infinito.
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La condición de realización f́ısica implica que la filtración debe realizarse sobre la obser-
vación z (t) determinada hasta el momento de tiempo, en el cual se realiza la estimación,h (t;  ) = 0; 8 < 0 (6.52)
Reemplazando la condición de causalidad (6.52) en (6.36) se obtiene la estimación de (t) con un filtro f́ısicamente realizable,~ (t) = tZ 1 h (t;  ) z ( ) d
Frecuentemente, la estimación se realiza sobre intervalos cerrados y finitos de análisis,
(t  T; t), por lo que para la anterior integral se ajustan los ĺımites en la siguiente forma,~ (t) = tZt T h (t;  ) z ( ) d = TZ0 h (t; t  ) z (t  ) d (6.53)
El reemplazo de (6.53) en (6.37), y al efectuar las mismas transformaciones de (6.38)
se obtiene la correspondiente expresión del error cuadrático medio del filtro óptimo que se
ajusta a la condición de realización f́ısica, asumiendo un intervalo finito de estimación:"2 (t) = R (t; t)  2 TZ0 h (t; t   )Rz (t  ; t) d++ TZ0 TZ0 h (t; t  1)h (t; t  2)Rz (t  1; t  2) d1d2 (6.54)
El filtro lineal óptimo para la definición del error acotado (6.54), implica que su respuesta
impulso causal debe cumplir la ecuación integral,Rz (t  ; t) = ZT hopt (t; t  )Rz (t  ; t  ) d;  2 T (6.55)
con lo cual el valor mı́nimo del error cuadrático medio del filtro óptimo f́ısicamente imple-
mentable es igual a"2min (t) = R (t; t)  TZ0 hopt (t; t  )Rz (t  ; t) d
Al asumir la estacionariedad de los procesos  (t) y  (t), además suponiendo la invaria-
bilidad de sus parámetros en el tiempo, entonces, las anteriores dos relaciones toman la
6.3. Filtración óptima lineal por mı́nimos cuadrados 287
siguiente forma definitiva:Rz ( ) = ZT hopt ()Rz (   ) d;  2 T (6.56a)"2min = R (0)  ZT hopt ()Rz () d (6.56b)
Ejemplo 6.3. Sea la señal  = as (t), siendo s (t) una función conocida a y la amplitud
aleatoria. Hallar la respuesta del filtro lineal que minimize el error cuadrático medio de la
estimación ~ = ~as (t) hecha de la trayectoria  (t) +  (t) 2 (t  T; t), siendo  (t) un proceso
aleatorio independiente de a, con  (t) = 0 y función de correlación R (t1; t2).
La solución de la ecuación integral (6.55), reemplazando Rz (t1; t2) y R (t1; t2) por:Rz (t  ; t) = E a2	 s (t   ) s (t)Rz (t  ; t  ) = E a2	 s (t   ) s (t  ) +R (t  ; t  )
con lo cual, para  2 T se obtiene queE a2	 s (t   ) s (t) = TZ0 hopt (t; t  )  E a2	 s (t   ) s (t  )  R (t  ; t  ) d;
La solución de la anterior ecuación integral tiene la forma,hopt (t;  ) = ks (t) v (t)
siendo v (t) la solución de la ecuación integral [44],tZt T v(1)R (2; 1) d1 = s (2); 2 2 (t  T; t)
Al reemplazar las anteriores expresiones en la solución buscada de (6.55) se obtiene,E a2	 = k0E a2	 TZ0 v(t  )s (t  ) d+ 11A
de donde se encuentra el siguiente valor de k:k = E a2	0E a2	 TZ0 v(t  )s (t  ) d+ 11A 1
El filtro óptimo, en este caso de estimación, tiene respuesta a impulso,hopt (t;  ) = E a2	 s (t) v (t)1 +E fa2g tZt T v()s()d
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A partir de la trayectoria z (t), que implica la adición del proceso  (t), observada en el
intervalo de tiempo (t  T; t), la estimación de la señal en el momento t tiene la forma:~as (t) = TZ0 hopt (t; t  ) z (t  ) d = E a2	 s (t) tZt T z()v()d1 +E fa2g tZt T v()s()d
por lo cual, la estimación de la misma amplitud de la señal es igual a~a = E a2	 tZt T z()v()d1 +E fa2g tZt T v()s()d
que resulta ser sesgada, como se observa de su valor promedio,E f~ag = E fag E a2	 tZt T s()v()d1 +E fa2g tZt T v()s()d
Aunque asintóticamente, cuando E a2	!1, esta puede ser considerada como no sesgada.
El respectivo error cuadrático medio de la estimación ~a está dado por la expresión:"2min (t) = E a2	 s2 (t)  kE a2	 TZ0 s2 (t) s (t   ) v (t   ) d= E a2	 s2 (t)01  k tZt T v () s () d1A
que al reemplazar el valor de la constante k resulta en"2min (t) = E n(~a  a)2 s2 (t)o = E a2	 s2 (t)1 +E fa2g tZt T v () s () d
En el caso particular, cuando la filtración del parámetro aleatorio se considera inmersa en
ruido blanco aditivo con densidad espectral de potencia N0/2 y función de correlaciónR (t; ) = N02 Æ (t  ) ; v ( ) = 2N0 s ( )
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con lo cual, las correspondientes respuesta a impulso óptima y valor de error cuadrático medio
tiene la forma:hopt (t;  ) = 2E a2	N0 s (t) s ( )1 + 2E a2	N0 tZt T s2 () d"2min (t) = E a2	 s2 (t)1 + 2E a2	N0 tZt T s2 () d
6.3.3. Filtros acoplados
En el numeral §6.3, se analiza la calidad de filtración mediante el criterio del error cuadráti-
co medio, que se justifica cuando en el proceso de la señal tiene sentido el análisis de la
dependencia del error en el tiempo. En otras tareas, es más importante establecer sim-
plemente la presencia o ausencia de la señal inmersa en la perturbación, lo que puede se
resuelto mediante la filtración que brinde la máxima relación señal/ruido, sin importar
cuánto se afecte la señal útil.
Sea z (t) = x (t) +  (t), la combinación lineal de la señal útil y la perturbación aleatoria (t), que se supone estacionaria (en el sentido amplio) con valor medio  (t) = 0 y fun-
ción conocida de correlación propia R ( ). La estimación de la señal en el intervalo de
observación T corresponde al valor~x (t) = TZ0 h( )z (t   ) d (6.57)
donde h ( ) es la función respuesta a impulso que debe ser determinada, asumiendo la
linealidad del sistema y la invariabilidad de sus parámetros de definición en el tiempo. La
relación anterior se puede escribir de la forma:~x (t) = x1 (t) + v (t) (6.58)
dondex1 (t) = TZ0 h( )x (t   ) d ; v (t) = TZ0 h( ) (t   ) d
La relación por potencia de señal/ruido se determina como la relación del valor cuadrático
medio la señal de salida x21(t), estimada en un momento determinado del tiempo t0, sobre
290 Caṕıtulo 6. Detección y filtración
la varianza del ruido a la salida del filtro 2v, aśı,S/N = x21(t)2v (6.59)
El filtro lineal óptimo, en el sentido del máximo valor de la relación S/N , max; se
denomina filtro acoplado.
En cualquier sistema lineal con respuesta a impulso h ( ), teniendo en cuenta (6.59), se
cumple la siguiente desigualdad:max2v   x21 (t0) = max TZ0 TZ0 h (1)h (2)R (2   1) d2d1  0 TZ0 h ( )x (t0    ) d1A2  0 (6.60)
de tal manera, que el śımbolo de la igualdad, que corresponde al caso del filtro acoplado,
ocurre para la función h ( ) = ha (; t0), que cumpla con la ecuación integral:TZ0 ha ( ; t0)R (t   ) d = k (t0) x (t0   t) ; t 2 [0; T ℄ (6.61)
siendo k (t0) una constante, que para el momento t0 es igual ak (t0) = TZ0 ha ( ; t0)x (t0    ) dmax = x1 (t0)max = 2vx1 (t0)
donde la señal x1 y la varianza 2v están dados a la salida del filtro acoplado. Cabe anotar,
que si existe la función ha (; t0) como solución de (6.61), entonces esta misma ecuación
se cumple para  ha (; t0), siendo  una constante (por cierto, el valor max no cambia),
con lo cual la respuesta a impulso del filtro acoplado puede ser determinada hasta el valor
de su factor de escala.
Una solución directa se puede hallar al asumir que la perturbación corresponde a ruido
blanco Gaussiano con función de correlación propia Reta (t   ) = N0Æ (t   ). Al despejar
la función delta dentro de la integral, mediante la propiedad de selectividad, la respuesta
a impulso del filtro acoplado toma la forma,ha (t; t0) = k (t0)N0 x (t0   t) ; t 2 [0; T ℄ (6.62)
El análisis de la estructura de ha (t; t0) en (6.62), muestra que la respuesta a impulso
del filtro acoplado, obtenida en este caso, es directamente proporcional a la forma imagen
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con respecto al eje vertical, que pasa por el valor de tiempo t = t0, de la señal útil x (t) en
el intervalo (t0   T; t0), con el consecuente traslado del origen de las coordenadas hasta el
punto t = t0. En el caso simple cuando t0 = T , la respuesta a impulso del filtro acoplado
corresponde a la representación espejo de la señal con respecto al eje vertical, que divide
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Figura 6.3. Respuesta a impulso de un filtro
acoplado
El máximo valor de la relación señal/ruido,
a partir de (6.60), es igual amax = 0 TZ0 x2 (t0    ) d1A2N0 TZ0 x2 (t0    ) d= 1N0 TZ0 x2 (t0   ) d = ExN0
esto es, el valor corresponde a la relación de
enerǵıa de la señal sobre la DEP del ruidoN0, en el intervalo (t0   T; t0).
La función de transferencia Ha (!; t0) del filtro acoplado con respuesta a impulso (6.62),
se determina comoHa (!; t0) = 1Z 1 ha (t; t0) e j!tdt = k (t0)N0 TZ0 x (t0   t) e j!tdt= k (t0)N0 e j!t0 t0Zt0 T x (t) ej!tdt
lo que puede ser interpretado comoHa (!; t0) = k (t0)N0 e j!t0X (!; t0; T )
Por lo anterior, durante la separación de una señal de su mezcla aditiva con el ruido
blanco, la respuesta a impulso del filtro acoplado es proporcional al espectro conjugadoX (!; t0; T ) de la señal útil y del truncado en el intervalo (t0   T; t0).
En forma general, se puede obtener la expresión de la respuesta a impulso para el caso
de cualquier DEP de ruido dado S (!), pero sin tener en cuenta la condición para la
realización f́ısica del filtro, de manera particular, al suponer que se tiene la observación
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 ; t0) z (t   ) d
En este caso, la ecuación (6.60), para todos los valores de t, toma la siguiente forma:1Z 1 ha ( ; t0)R (t   ) d = k (t0)x (t0   t)
que al hallar la transformada de Fourier se convierte en:Ha (!; t0)S (!) = k (t0)X (!) ej!t0
con lo cual, la respuesta a impulso del filtro acoplado generalizado tiene la forma:Ha (!; t0) = k (t0) X (!)S (!) e j!t0 (6.63)
El máximo valor de la relación señal/ruido, en concordancia con (6.60) se calcula como:max = 0 1Z 1 ha (; t0)x (t0    ) d1A21Z 1 1Z 1 ha (1; t0)ha (2; t0)R (2   1) d1d2= 0 12 1Z 1 Ha (!; t0)X (!) ej!td!1A212 1Z 1 S (!) jHa (!; t0)j2 d!
valor en el cual, al sustituir Ha (!; t0) por (6.63), se obtiene la expresión finalmax = 12 1Z 1 jX (!)j2S (!) d! (6.64)
Cuando la perturbación corresponde al ruido blanco Gaussiano, de la expresión (6.64)
resulta entonces el siguiente valormax = 12N0 1Z 1 jX (!)j2 d!
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Por último, cabe anotar que la estimación de la señal a la salida del filtro acoplado es
sesgada, por cuantoE f~x (t)g = E8<: TZ0 ha ( ; t0) z (t   ) d9=; = TZ0 ha ( ; t0)x (t   )d= x1 (t) 6= x (t)
Filtros activos y pasivos. Sea el dispositivo, que realiza la estimación óptima por el
criterio del máximo valor de relación señal/ruido de la forma~x (t) = ZT ha ( ) z (t   ) d (6.65)
siendo ha ( ) la solución no homogénea de la ecuación integral (6.65) y z (t) la combinación
aditiva de la señal útil y ruido, observadas en el intervalo (t   T; t). La expresión (6.65)
se puede interpretar de dos maneras. En el primer caso, el filtro acoplado es un sistema
lineal con parámetros constantes, cuya respuesta a impulso ha ( ) se determina por la
forma de la señal y de la función de correlación del ruido, acordes con la descripción (6.61).
En el caso particular del ruido blanco Gaussiano, la respuesta a impulso se obtiene de la
representación espejo de la señal útil.
Sea un generador, que trabaja por el principio descrito por la solución (6.61), entonces,
la estimación ~x (t) se obtiene mediante el dispositivo de correlación, en el cual la funciónha ( ), obtenida de un generador local, se multiplica la observación de entrada y retenida,
mientras el producto obtenido se integra por todo el intervalo de observación. Esta clase
de dispositivos para la extracción de señales se denominan filtros activos, a diferencia de
un sistema lineal con respuesta a impulso ha ( ), que se denomina filtro pasivo.
Ejemplo 6.4. Sea la señal pulso cuadradox (t) = a;  p/2  t  p/20; jtj > p/2
El espectro del pulso corresponde al calculado en el ejemplo 1.2, X(!) = ap sin(!p=2). En
concordancia con (6.63) se obtiene queHa (!; t0) = k (t0) apj sin(!p=2)j /Sn(!)
De la anterior expresión se observa que la respuesta de frecuencia del filtro acoplado se define
sobre un rango infinito de frecuencias, mientras su desfase difiere del la señal original. En el
sentido estricto, tal función de transferencia es imposible de realizar, por lo que en la práctica
el acople del filtro se limita hasta el lóbulo principal, en el cual se considera se concentra el
proceso de la mayor parte de la enerǵıa de la señal, mientras su desfase se hace tanto como
se pueda igual a 0.
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Problemas
Problema 6.5. Sea la señal pulso cuadradox (t) = a=2  ej!0t   ej!0t ;  p=2  t  p=20; jtj > p=2
Hallar la función de transferencia y respuesta impulso del respectivo filtro acoplado.
Problema 6.6. Sea la señal pulso cuadrado moduladox (t) = a=2  ej!0t   ej!0t ;  p=2  t  p=20; jtj > p=2
Hallar la función de transferencia y respuesta impulso del respectivo filtro acoplado.
Problema 6.7. Sea la señal de banda anchax (t) = a=2 os (!0t+ (di   1)=2) ; 0  t  T0; 0 > t > T
Asumiendo que la sucesión de valores fdi =  1; 1 2 Td : i = 1; : : : ; Ng, T = NTd; corresponde a
una serie de valores aleatorios, hallar la función de transferencia y respuesta impulso del respectivo
filtro acoplado.
Problema 6.8. Sea el filtro acoplado, que trabaja por el principio (6.65). Hallar la respuesta a
impulso del filtro acoplado, asumiendo que la DEP de la señal útil esSx(!) = S01 + (!T )2
mientras la perturbación es RBG.
Caṕıtulo 7
Análisis de sistemas estocásticos
El principal instrumento de análisis de los sistemas dinámicos complejos corresponde alos métodos de modelado matemático. En el diseño de sistemas dinámicos, aunque sea
conocida la estructura de aleatoriedad del proceso a la entrada, es importante determinar
las propiedades de estimación del sistema. Por lo tanto, se hace necesario ajustar el análisis
con métodos de la matemática estad́ıstica.
7.1. Modelos de sistemas dinámicos con entradas aleatorias
Como se analiza en el numeral §1.4, la descripción del funcionamiento de un sistema dinámi-
co mediante el análisis en espacio de estados (diagrama de fase) emplea el método de
ecuaciones diferenciales,8<: _x (t) = f x fx (t) ;u (t) ;  (t) ; tgy (t) = f y fx (t) ;u (t) ;  (t) ; tg (7.1)
donde x1nx es el vector de estados del sistema, u1nu es el vector de la señal de control,y1ny es el respectivo vector de las señales observadas, 1n es el vector de perturbación
en el sistema y 1n corresponde al vector de errores de medición. Por último, t es el
parámetro escalar de desarrollo del sistema de ecuaciones diferenciales, que t́ıpicamente
corresponde al tiempo, y el cual toma valores dentro de un intervalo dado, t 2 T .
7.1.1. Sistemas lineales estacionarios
Al asumir la linealidad del sistema en análisis, cuyo diagrama general se muestra en la
Figura 7.1, la respectiva descripción (7.1) se simplifica hasta,8<: _x (t) = A (t)x (t) +B (t)u (t) + I (t) (t) ;y (t) = C (t)x (t) +D (t)u (t) + I (t) (t) ; (7.2)
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 









Figura 7.1. Diagrama general de un sistema dinámico lineal
siendo A (t) ;B (t) ;C (t) ;D (t) ; I (t) y I (t) las respectivas matrices de coeficientes de
linealidad, que en general, dependen del parámetro t de desarrollo del sistema. En cuanto a
las señales aleatorias,  (t) y  (t), en los sistemas reales aparecen dificultades relacionadas
con la descripción de su influencia en las ecuaciones (7.2).
En el caso simplificado de estudio de un sistema lineal estacionario, la descripción (7.2)
se restringe al análisis de las matrices A;B y C que no dependen del tiempo, luego, para
un vector dado de observaciones de salida y , el modelo se resume en8<: _x = Ax +Buy = CTx
con condiciones iniciales Ax (0).
En el numeral §1.4 se analizan tres particularidades de los sistemas lineales, en su de-
scripción mediante el método de ecuaciones diferenciales:
1. Es necesario determinar las condiciones iniciales y las variables de estado,
2. La solución de la ecuación diferencial, que describe el sistema, puede obtenerse me-
diante un procesador analógico equivalente, el cual se considera el modelo,
3. El modelo del sistema también brinda la posibilidad de realizar el modelado de las
señales de salida del sistema.
7.1.2. Variables de estado y modelado de procesos aleatorios
La ecuación diferencial, que describe un sistema dinámico lineal, puede ser empleada en el
modelado de procesos aleatorios. En el ejemplo 5.1, se muestra el empleo del método de
ecuaciones diferenciales en cálculo de los momentos de un circuito RC. El método de ecua-
ciones diferenciales ofrece mayores posibilidades para el modelado de procesos aleatorios,
como se analiza en el numeral §1.4, la ecuación (1.59) de ordenm puede ser representada en
forma alterna por el sistema de ecuaciones de primer orden (1.61) o su variante de descrip-
ción vectorial (1.62), a la cual le corresponde la señal de salida (1.64). Del ejemplo 5.1, se
puede inferir que este modelo describe procesos, tanto estacionarios como no estacionarios.
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Aśı por ejemplo, en el modelo de la Figura 1.12, sean considerados los correspondientes
valores t0 !  1; di.dtit=t0 = 0. Si en calidad de entrada se toma una señal aleatoria
vector  (t), entonces a la salida del sistema se tendrá también otra señal aleatoria  (t).
Ambas componentes vectoriales de las correspondientes señales aleatorias se describen por
el sistema (1.70) en la forma,ddt = A (t) (t) +B (t) (t) ;  (t) = C (t) (t) ; 1 < t <1
En general, si la señal de entrada es ruido blanco Gaussiano, la linealidad del sistema
implica un proceso aleatorio de salida también Gaussiano, pero no estacionario. Cabe ano-
tar, que entre más compleja sea la representación de la densidad espectral de potencia que
tenga el proceso (mayor grado de aleatoriedad), mayor es la dimensión requerida para el
respectivo vector de estado.
Modelado estocástico. Se basa en la ecuación diferencial estocástica de la forma,dx = f (x; t) dt+ g (x; t) d (7.3)
donde  (t) ; t 2 T; corresponde a un proceso de Wiener de dimensión n con función de
covarianza de incrementos Idt.
Un proceso escalar de Wiener se puede definir como un proceso aleatorio  (t) ; t  t0,
con las siguientes propiedades:
1.  (t0) = 0,
2.  (t) 8t  t0, tiene distribución Gaussiana con valor medio igual a cero,
3. El proceso  (t) presenta incrementos estacionarios e independientes, en el sentido
en que para cualquier valor de ti  t0 (i = 1; : : : ; k), tales que t1 < t2 <    < tk,
los correspondientes valores aleatorios:  (t1),  (t2)   (t1),   ;  (tk)   (tk 1) son
mutuamente independientes, mientras la distribución de los incrementos descritos por (t)   (s), depende estrictamente de la diferencia de argumentos, t  s.
De forma similar, se define el proceso de Wiener para el caso de dimensión múltiple, que
como consecuencia de las anteriores propiedades, tiene una varianza que crece linealmente
en el tiempo, en la forma 2 = kt; k = onst:, mientras su función de covarianza se
determina mediante la expresión: K (t; s) = kmin (t; s). De (7.3), se tiene que x = x (t) es
la solución de la ecuación integral estocástica:x (t) = x (t0) + tZt0 f (x ( ) ;  ) d + tXt0 g (x ( ) ;  ) d ( ) (7.4)
Básicamente, la dificultad en el cálculo de la solución de (7.3) está en la correcta deter-
minación del último término de (7.4). En este sentido, se emplea la integral de Ito, (5.36),
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expresada en la forma [11]:tZt0 g (x ( ) ;  ) d ( ) = lmti!0 NXi g (x (ti) ; ti) ( (ti+1)   (ti))
siendo ti = ti+1   ti. La media y covarianza de la solución, respectivamente, son:E fx (t)g = E fx (t0)g+Ef tZt0 f (x (s) ; s) dsgov fx (t+ ")  x (t) jx (t)g = g (x; t) gT (x; t) "+ o (")
donde o (") es un valor de orden infinitamente pequeño con relación a ", tal que o (") ="! 0
cuando "! 0.
Sea la función y (x; t), que se supone continuamente diferenciable por t y dos veces
continuamente diferenciable por x, donde x cumple la ecuación (7.3). Entonces, y (x; t)
cumple la siguiente ecuación diferencial:dy = yt dt+ nXi=1 yxi + 12 nXi;j;k=1 2yxixj gikgjkdt= 0yt + nXi6=1 yxi fi + 12 nXi;j;k=1 2yxixj gikgjk1A dt+ nXi=1 yxi (gd)i (7.5)
siendo gij los elementos de la matriz g (x; t) y (gd )i es el elemento i del vector (gd). La
ecuación (7.5) presenta ya una forma implementable para la solución de la ecuación difer-
encial estocástica. Aśı por ejemplo, de manera particular se analiza para (7.3) la siguiente
ecuación lineal diferencial, dada en forma vectorial,dx = A (t)xdt+ d (7.6)
donde x = x (t) es un vector con dimensión n, A (t) es una matriz cuadrada de orden nn,
mientras  (t) ; t 2 T es un proceso de Wiener de dimensión n y función de covarianzaKdt. Además, al suponer que el valor inicial x (t0) es un valor aleatorio Gaussiano con
valor medio m1x0 y función de covarianza Kx0 , entonces, la ecuación diferencial estocástica
(7.6) se escribe en la forma integral equivalente comox (t) =  (t; t0)x (t0) + tZt0  (t; s) d (s)
La matriz  cumple la ecuación diferencial (con condiciones iniciales  (t0; t0) = I ):ddt (t; t0) = A (t) (t; t0)
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La solución de la ecuación estocástica diferencial (7.6) corresponde a un proceso aleatorio
con valor medio E fx (t)g = m1x (t) y función de covarianza Kx (s; t), dondedm1x/dt = A (t)m1x (t0) m1x(t0) = m1x0Kx (s; t) = 8<: (s; t)P (t) ; s  tP (s) (t; s) ; s < t
En cuanto a la matriz P, ésta cumple la siguiente ecuación diferencial,dPdt = AP +PAT +K ; P (t0) =Kx0
De otra parte, cuando el conjunto de valores sobre los cuales se determina el intervalo det corresponde a los enteros, esto es, se tiene la malla de valores T 2 f: : : ; 1; 0; 1; : : :g, el
sistema determińıstico, ya discreto en el tiempo, se describe por la ecuación de iteraciones,8<:x [t+ 1℄ = f x fx [t℄ ;u [t℄ ; tgy [t℄ = f y fx [t℄ ;u [t℄ ; tg
donde x [t℄ es el vector de estados de dimensión n, y [t℄ es el vector de observaciones de
dimensión l, mientras u [t℄ es el vector de control. Al agregar factores aditivos de pertur-
bación, el modelo anterior se completa hasta la forma,8<:x [t+ 1℄ = f x fx [t℄ ;u [t℄ ; tg+ f  fx [t℄ ;  [t℄ ; tgy [t℄ = f y fx [t℄ ;u [t℄ ; tg+ f  fx [t℄ ;  [t℄ ; tg
donde f  fg y f  fg son los funcionales para las perturbaciones del modelo. La simplifi-
cación en la solución del modelo, se obtiene en forma práctica, asumiendo la dependencia
lineal entre la función, en general, vectorial f x y la señal x [t℄, además asumiendo que el
control del sistema se realiza al escoger adecuadamente los elementos de f x, por lo que la
siguiente ecuación estocástica diferencial lineal describe el vector de estados del sistema:x [t+ 1℄ =  [t+ 1; t℄x [t℄ + e [t℄ (7.7)
Sean los vectores e [t℄ y e [s℄ Gaussianos e independientes,8t 6= s, con los momentos:E fe [t℄g = 0; E ne [t℄eT [s℄o = Re (t; s)
Aśı mismo, se considera el estado inicial del sistema x [t0℄ una variable aleatoria Gaus-
siana con valor mediom1x0 y función de covarianzaKx0 . Entonces, la solución de la ecuación
lineal estocástica (Gaussiana) de iteraciones (7.7) corresponde a un proceso también Gaus-
siano con valor medio que cumple la relación (siendo  alguna matriz de orden n n):
m1x [t+ 1℄ =  [t+ 1; t℄m1x [t℄
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con condición inicial m1x [t0℄ y función de covarianzaKx (s; t) =  [s; t℄P [t℄ ; 8s  t
donde la matriz P(t) se halla de la relación iterativa
P [t+ 1℄ =  [t+ 1; t℄P [t℄T [t+ 1; t℄ +Kx
con condiciones iniciales P [t℄ =Kx0 . Si las matrices  y Kx son constantes en el tiempo,
entonces, a partir de todas las anteriores condiciones derivadas del modelo (7.7), se tiene,
P [t℄ = TKx0 Tt + t 1Xs=0sKx Ts
Modelado discreto de sistemas estocásticos continuos. En este caso, se tiene el
cambio de las ecuaciones estocásticas diferenciales a las respectivas ecuaciones de iteración.
Sean los procesos, de funcionamiento del sistema x (t) y de obtención de las observacionesy (t), descritos por las ecuaciones estocásticas diferenciales vectoriales de la forma,8<:dx = Axdt+ d 1dy = Cxdt+ d 2 (7.8)
donde x1n es el vector de estados del sistema, mientras y1r es el vector de todas las
observaciones, fm (t) : m = 1; 2g, son los vectores los procesos de Wiener con dimensiones
respectivas n y r, y funciones de covarianza de incremento: Kmdt. Se asume, además,
que las variables de salida se observan a lo largo de la malla de valores discretos de tiempoftk : k = 0; 1; : : :g. Entonces, los valores de las variables de estado y de las variables de salida
observadas para las ecuaciones diferenciales estocásticas (7.8), sobre una malla discreta de
tiempo ftk : k = 0; 1; : : :g, están relacionadas por las ecuaciones de diferencias estocásticas:8<:x (ti+1) = x (ti) + ̂ 1 (ti)z (ti+1) = y (ti+1)  y (ti) = Sx (ti) + ̂ 2 (ti)
donde la matriz  =  (ti+1; ti) ;8i  0, se determina por las relacionesddt (t; ti) = A (t) (t; ti) ;  (ti; ti) = I ; ti  t  ti+1;
mientras, la matriz S = S (ti+1; ti) ;8i  0, se da por la expresión,
S (ti+1; ti) = ti+1Zti C (s) (s; ti) ds (7.9)
Los vectores f̂m (ti) : m = 1; 2;8i  0g corresponden a sucesiones de valores aleatorios
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Gaussianos independientes con valor medio igual a cero y con las correspondientes funciones
de correlación, determinadas a partir de las siguientes expresiones (8i  0):
R̂1 (ti) = ti+1Zti  (ti+1; s)R1T (ti+1; s) ds (7.10a)
R̂2 (ti) = ti+1Zti S (ti+1; s)R1ST (ti+1; s) +R2 (s)ds (7.10b)
Finalmente, la función de covarianza mutua entre los procesos f̂m : m = 1; 2g se deter-
mina por la expresión,
K̂1̂2 (ti) = E n̂1 (ti) ̂T2 (ti)o = ti+1Zti  (ti; s)R1 (s)ST (ti+1; s) ds; i  0
Las ecuaciones iterativas estocásticas (7.9), (7.10a), (7.10b), mas las ecuaciones diferen-
ciales estocásticas (7.8), desde el punto de vista de sus propiedades estad́ısticas dentro del
intervalo de discretización, son idénticas, con lo cual el respectivo proceso de funcionamien-
to continuo se puede simular en los sistemas de proceso digital.
7.1.3. Estimación de parámetros en sistemas estocásticos
La necesidad de aumentar la efectividad del funcionamiento de los sistemas de control,
en condiciones de factores aleatorios, estimuló el desarrollo de métodos de optimización
orientada a mejorar el registro y precisión de la información sobre las propiedades de la
planta a diseñar, aśı como de los reǵımenes de su funcionamiento.
El trabajo de un sistema se debe representar por algún modelo, por ejemplo, los descritos
en el numeral §7.1, en el cual, el vector de estados registra las medidas de los diferentes
dispositivos de captura de información sobre el estado del sistema, dicho de otra manera,
es el vector de mediciones.
Sea el objeto de análisis un sistema dinámico en tiempo discreto, que se describe por las
siguientes ecuaciones de diferencia:x [k + 1℄ = Ax [k℄ ; k  0; k 2 Z (7.11)
siendo x un vector con dimensión n y A una matriz cuadrada de orden n  n. Se asume
que el proceso de medición se describe por
y [k℄ = Cx [k℄ (7.12)
donde y es el vector de medidas con dimensión r, mientras la matriz C tiene orden r  n.
La planta se considera observable si a partir de los registros de medida y [0℄ ; : : : ; y [n  1℄
se puede determinar el estado x [0℄ y, por lo tanto, todos los demás subsecuentes estados
302 Caṕıtulo 7. Sistemas estocásticos
del sistema, x [1℄ ;x [2℄ : : :
Al describir de forma secuencial la ecuación (7.12), para los valores de k = 0; : : : ; n   1
se obtiene la siguiente expresión matricial,yT [0℄ ...yT [1℄ ...    ...yT [n  1℄ = xT [0℄H (7.13)
donde H = [CT...ATCT...    ...AT[n 1℄CT℄.
En general, la condición de observabilidad se puede hacer equivalente a la condición de
existencia y unicidad de la solución x [0℄ en (7.13), que consiste en que el rango de la matriz
H es igual a n. Entonces, la pareja de matrices A;C se denomina observable.
El concepto de identificación, que está asociado con la determinación de la matriz A
(dados lo valores medidos del vector de estados), es equivalente a la condición de existencia
y unicidad de la solución A de la ecuación matricial,x [1℄ ...    ...x [n℄ = A x [0℄ ...    ...An 1x [0℄ = AS
lo que implica que la matriz S tenga rango n.
Las anteriores condiciones pueden ser generalizadas para el caso de un sistema dinámico
en tiempo continuo, para todo valor t0  t  T , cuyo funcionamiento y proceso de medida
se dan por las respectivas ecuaciones diferenciales,8<: _x (t) = A (t)x (t)y (t) = C (t)x (t)
Si se nota la matriz de transición del sistema lineal _x (t) = A (t)x (t) por (; t), entonces
la condición de observabilidad consiste en el cumplimiento de la siguiente relación:
M (t; t0) = tZt0 T (; t)CT ( )C ( ) (; t) d > 0
La matriz de observabilidad M (t; t0), mediante la cual se puede determinar el vector_x (t): x (t) = M 1 (t; t0)y (t), se halla de la ecuación diferencial,ddtM (t; t0) =  AT (t)M (t; t0) M (t; t0)A (t) +CT (t)C (t)
con condición inicial M (t; t0) = 0.
De forma similar, la anterior descripción de la condición de observabilidad se mantiene
para los sistemas dinámicos en tiempo discreto. Sea  [i; j℄ la matriz de transición del
sistema (7.11), tal que,x [k℄ =  [k; 0℄x [0℄ ;  [0; 0℄ = I
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Si se formula la matriz de observabilidad en la forma,
M [k; 0℄ = kXl=0T [l; k℄CT [l℄C [l℄ [l; k℄
entonces, la condición de observabilidad se escribe en forma de la desigualdad: M [k; 0℄ > 0.
En la práctica, durante el proceso de registro de señales ocurren errores aleatorios de
medida, aśı mismo, el funcionamiento del propio sistema dinámico se ve afectado por per-
turbaciones, también de naturaleza aleatoria. Además, la cantidad de registros de medida a
procesar pueden ser insuficientes, o por el contrario, estar en número excesivo. Por lo tanto,
el principal problema consiste en la obtención de las estimaciones óptimas para las variables
que describen, tanto los parámetros, como el estado del sistema dinámico. Asociada a la
estimación óptima de los valores de medida está la filtración, que se analiza en el caṕıtu-
lo §6. Sin embargo, también relacionada con la tarea de filtración está el problema de la
determinación de los parámetros del sistema o identificación. Aunque son suficientemente
conocidas las diversas técnicas de filtración óptima de sistemas dinámicos, su efectividad
está condicionada por la correspondencia que existe entre los parámetros del modelo y la
planta real de análisis, que no siempre es suficientemente precisa. En este sentido, se han
mejorado las técnicas clásicas de filtración para el caso de datos a priori dados de forma
no adecuada, que nutren los algoritmos de filtración. El mejoramiento de los algoritmos se
puede alcanzar con el empleo de técnicas estables de estimación, basadas en algoritmos que
se adaptan a las condiciones de cambio externas.
7.1.4. Identificación de parámetros en sistemas lineales
Uno de los métodos más efectivos, al mismo tiempo más cómodos de representación en
sistemas de proceso digital, es el método de Kaczmarz para la identificación de parámetros
en sistemas de dimensión múltiple. En particular, sea el sistema lineal discreto en la forma,y [k℄ = cTx [k℄ ; k = 1; 2; : : : (7.14)
donde y [k℄ es el escalar de la señal de salida del sistema, x [k℄ es el vector de la señal de
entrada y c es un vector de parámetros desconocidos del sistema (c y x con dimensión m),
de tal manera, que se pueden estimar los valores del vector de parámetros c del sistema a
partir de las sucesiones de observaciones fx [k℄ : k > 1g y fy [k℄ : k > 1g. La efectividad del
método principalmente depende de las cualidades estocásticas de la sucesión de entradafx [k℄g. Aśı por ejemplo, bajo ciertas presunciones y asumiendo la ortogonalidad mutua de
los vectores x [1℄ ; : : : ;x [m℄, entonces el valor del vector c puede ser obtenido con suficiente
precisión en solo m pasos de cálculo. Además, si los mismos vectores, siendo procesos
aleatorios, son Gaussianos con igual varianza, entonces la estimación del vector c demanda
una muestra de volumen l = (4 : : : 5) términos.
El método de Kaczmarz tiene amplio uso en la solución de problemas de identificación de
sistemas lineales no estacionarios y su algoritmo de cálculo tiene estructura simple, basada
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en las siguientes relaciones recurrentes:
c̃ [k℄ = c̃ [k   1℄ + y [k℄  c̃T [k   1℄x [k℄xT [k℄x [k℄ x [k℄ ; k = 2; 3; : : : (7.15)
donde c̃ [k℄ es la estimación del vector de parámetros desconocidos en el paso k. El valor
inicial del vector c̃ [1℄ se fija de manera a priori.
La interpretación geométrica de la relación (7.15) consiste en que cada estimación c̃ [k℄
puede considerarse como la proyección del valor previamente calculado de c̃ [k   1℄ sobre el
respectivo k hiperplano en un espacio eucĺıdeo Rm , determinado por la relación (7.14). En
este caso, la sucesión de las normas de los vectores c [k℄ = c̃ [k℄ c [k℄ converge, decreciendo
de forma monótona, hasta cero. Sin embargo, la presunción de independencia estad́ıstica,
implica que en la práctica, al aumentar la correlación entre valores cercanos en el tiempo
de la sucesión de entrada x [1℄ ; : : : ;x [m℄, de manera significativa disminuye la efectividad
del algoritmo de Kaczmarz. En este sentido, se han propuesto varias modificaciones al
algoritmo básico (7.15), que además permiten aumentar su velocidad de proceso [45,46].
El algoritmo generalizado de estimación recurrente de Kaczmarz se puede describir por
las siguientes expresiones recurrentes:
c̃ [k℄ = c̃ [k   1℄ + y [k℄  c̃T [k   1℄x [k℄xT [k℄x [k℄ x [k℄ ; k = 2; 3; : : :
ĉ [k℄ = c̃ [k℄ +  [k℄ (ĉ [k   2℄  ĉ [k   1℄)
siendo ĉ [k℄ la estimación actual del vector de parámetros c y  el factor de corrección, que
se calcula como, [k℄ = 8<:1; 2 fĉ [k   2℄ ; ĉ [k℄g >  2 fĉ [k   2℄ ; ĉ [k   1℄g   20; aso ontrario
donde fĉ [m℄ ; ĉ [n℄g = y [n℄  cT [m℄x [n℄xT [n℄x [n℄
El factor  es igual a = y [k℄  ĉT [k   1℄x [k℄.xT [k℄x [k℄
para el caso del algoritmo [46] y  = 0 para el algoritmo presentado en [45].
De esta manera, el algoritmo de Kaczmarz consiste en el procedimiento recurrente con
los valores iniciales desconocidos ĉ [1℄, ĉ [2℄ y ĉ [2℄, los cuales deben ser fijados a priori.
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Ejercicio en el CP 7.1. La identificación de los coeficientes de un filtro no recursivo de ordenN , se puede realizar mediante el algoritmo de Kaczmarz (en sus versiones simple o modificada),
generando los respectivos vectores de señal entrada y salida del filtro, como se muestra a
continuación:
function c = Kaczmarz(x,y,N)
% Algoritmo de Kaczmarz





c = c + ( y(i) - ye )*R^-1*x(i-N+1:i);
end;
function c = KaczmarzMod(x,y,N)
% Algoritmo de Kaczmarz modificado
c = ones(N); c1 = ones(N); c2 = ones(N);
for i=N+1:L,
c2 = c1; c1 = c;
R = x(i-N+1:i)’*x(i-N+1:i);
mu = (y(i) - we_1’*x(i-N+1:i))*R^-1;
rho_1 = (y(i) - we_2’*x(i-N+1:i))*R^-1;
rho_2 = (y(i-1) - we_2’*x(i-N:i-1))
x0 = (x(i-N:i-1)’*x(i-N:i-1))^-1;
rho_2 = rho_2*x0;





c0= ( y(i) - c1’*x(i-N+1:i) );
c = c1 + c0*R^-1*x(i-N+1:i);
c = c + alpha*( c2 - c1 );
end;
















La convergencia de ambos procedimientos del algoritmo de Kaczmarz, para el ejemplo de identifi-
cación de un filtro de orden N = 10, se muestra en la Figura de la parte derecha.
Problemas
Problema 7.1. Mediante el análisis de los polos de las respectivas funciones de transferencia H(z),
comprobar para qué valores de k 2 [0; 1℄ se cumple la condición de estabilidad de cada uno de los
siguientes filtros:H (z) = 1  z 11  kz 1 H (z) = 1  kz 11  z 1H (z) = 1  z 21  kz 1 H (z) = 1  z 21  1:8z 1 + kz 2H (z) = 50  76:5z 110:575z 2 + 26:581z 3   5:882z 41 + 0:8z 1   0:9z 2   kz 3 + 0:9144z 4 + 0:5184z 5
Problema 7.2. Estimar los coeficientes de la función respuesta a impulso de los filtros pasabajos,
descritos en los problemas 1.17 y 1.18, empleando los algoritmos de Kaczmarz (simple y modificado).
Hallar el error absoluto de aproximación.
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7.2. Filtración de sistemas dinámicos
7.2.1. Filtración Wiener
Sea la entrada de un sistema, el proceso vectorial aleatorio, x (t), de dimensión n y con
valor medio 0, el cual se debe restablecer de la manera más precisa posible, a partir de
la estimación ~x (t), que se asume puede ser descrita por el siguiente sistema de ecuaciones
diferenciales con coeficientes variables en el tiempo:d~xdt = P (t) ~x (t) +Q (t)z (t) (7.16)
donde z (t) es la entrada de dimensión n del sistema, (7.16), la cual corresponde a un proceso
aleatorio del tipo no estacionario con valor medio igual a 0, el vector ~x (t) es de dimensiónn, mientras las matrices P (t) y Q (t) son de orden n n y nm, respectivamente.
El error de representación se determina por la diferencia simple entre la señal deseada y
la observación para su estimación,
e (t) = x (t)  ~x (t) (7.17)
Sin embargo, la calidad del filtro (7.16) se estima por el criterio,J (t) = E neT (t) e (t)o (7.18)
que se minimiza para optimizar el desempeño del sistema. La parte derecha de (7.18) es la
suma de los elementos diagonales de la respectiva matriz, traefEfeT (t) e (t)gg.
De otra parte, teniendo en cuenta (7.16), la señal x (t) se determina mediante la relación,~x (t) = tZt0  (t;  )z ( ) d
siendo  (t;  ) una matriz de orden nm, determinada por el producto, (t;  ) =  (t;  )Q ( ) (7.19)
donde  (t;  ) = f (t)f 1 ( ), f es la matriz fundamental de soluciones del sistema de ecua-
ciones diferenciales homogéneas en la forma, d~x=dt = P (t) ~x (t), con condiciones iniciales0. La selección óptima de la matriz  (t;  ) de (7.19), que corresponde a la función de peso
del filtro (7.16), se minimiza por el criterio J (t) en (7.18).
Cabe anotar, que la condición de optimalidad de J (t) es equivalente a la ecuación integral
matricial de Wiener-Hopf [47]:E nx (t)zT (t1)o = tZt0  (t; t2)E fz (t2)z (t1) dt2g ; t0  t1  t (7.20)
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En la práctica, la solución de la ecuación integral (7.20), además de exigir el conocimiento
a priori de la estructura estocástica de las señales (funciones de correlación y espectros de
potencia), demanda grandes recursos computacionales.
Ejercicio en el CP 7.2. La identificación del sistema, en el ejemplo 7.1, se realiza mediante el
filtro de Wiener, empleando el procedimiento seguidamente ilustrado. Los resultados en el error de
aproximación obtenidos en los casos de los algoritmos de Kaczmarz y de Wiener se muestran en la
Figura de la parte derecha para valor de N = 10.
function c = Wiener(x,y,N)
%-- Filtro de Wiener
% Entrada x, salida y, orden N
L = lenght(x);
c = ones(N); R = zeros(N); p = zeros(N,1);
for i=N:L,
p = p + y(i)*x(i-N+1:i);
R = R + x(i-N+1:i)*x(i-N+1:i)’;
end;
p = p/(L-N); R = R/(L-N); c = R^-1*p;













7.2.2. Filtración óptima de sistemas discretos lineales
La estimación del vector de estados del sistema sobre el conjunto de observaciones a la
salida del sistema, teniendo en cuenta las perturbaciones presentes y los errores de medida,
conlleva a una tarea de filtración, que en estos casos, uno de los métodos más efectivos
corresponde a la filtración de Kalman [48].
Sea el modelo de un sistema dinámico lineal en tiempo discreto,x [k + 1℄ = A [k℄x [k℄ +w [k℄ ; k = 0; 1; : : : (7.21)
donde x [k℄ es el vector de estados del sistema que no puede ser medido de forma directa,w [k℄ son las perturbaciones aleatorias con estructura Gaussiana, siendo x yw de dimensiónn. La matriz determińıstica A [k℄ es de orden n n.
Las siguientes caracteŕısticas del modelo se consideran fijadas a priori:E fx [0℄g = x [0℄ ; E n(x [0℄  x [0℄) (x [0℄  x [0℄)To = P [0℄E fw [k℄g = w [k℄ ; E n(w [k℄  w [k℄) (w [k℄  w [k℄)To = Q [k℄ ÆklE n(w [k℄  w [k℄) (x [0℄  x [0℄)To = 0
siendo Q [k℄ una matriz conocida.
Además, se considera que la relación, que describe el proceso de medida del vector de
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estados, es también lineal,y [k℄ = C [k℄x [k℄ + v [k℄ ; k = 0; 1; : : :
donde y [k℄ es el vector de medida de las respectivas observaciones, v [k℄ es el vector aleatorio
Gaussiano de error de medida, ambos vectores v e y tienen dimensión r y C [k℄ es una matriz
dada de orden rn. Del vector v [k℄, se considera conocida su función de correlación propiaRv [k℄, además, se asumen sus siguientes momentos:E fv [k℄g = v [k℄ ; E nv [k℄vT [k℄o = Rv [k℄ ÆklE n(w [k℄  w [k℄)vT [k℄o = 0; E n(x [k℄  x [k℄)vT [k℄o = 0;
Los valores determinados anteriormente, implican que el vector v [k℄ tiene correlación
nula, tanto con las perturbaciones del sistema, como con su vector inicial de condiciones.
A efectos de simplificar el modelo, sin pérdidas de generalidad, se puede considerar quev [k℄ = w [k℄ = 0, mientras las condiciones iniciales se pueden asumir x [0℄ = 0.
Basados en la sucesión de observaciones y [0℄ ; : : : ; y [k℄ es necesario hallar la estimación
insesgada ~x [k℄, cuya error e [k℄ se da por la expresión (7.17) cuando el criterio de calidad
de la estimación es el valor cuadrático medio, E e2 [k℄	. En calidad de estimación óptima
del vector ~x [k℄ se toma su esperanza matemática condicional [48]:x [k℄ = E fx [k℄jy [0℄ ; : : : ; y [k℄g
con la cual se obtiene el mı́nimo valor cuadrático medio del error de estimación.
El algoritmo de Kalman, que se describe de forma recurrente, determina el proceso de
evolución en el tiempo de la estimación óptima ~x [k℄:8<:x [k℄ = A [k   1℄ ~x [k   1℄~x [k℄ = x [k℄ +K [k℄ (y [k℄ C [k℄ x [k℄) ; k = 1; 2; : : : (7.22)
donde ~x [0℄ se asume conocido. Las demás expresiones recurrentes necesaria en (7.22) se
determinan como:8>>><>>>:P̄ [k℄ = A [k   1℄ P̂ [k   1℄AT [k   1℄ +Q [k   1℄ ;K [k℄ = P̄ [k℄CT [k℄C [k℄ P̄ [k℄CT [k℄ +R [k℄ 1 ;P̂ [k℄ = P̄ [k℄ K [k℄C [k℄ P̄ [k℄ = (I  K [k℄C [k℄) P̄ [k℄ ; P̄ [0℄ = P [0℄
El diagrama funcional del filtro de Kalman se ilustra en la Figura 7.2, en la cual se
muestra que el procedimiento consiste en que la estimación de x [k℄ corresponde a la esti-
mación extrapolada del estado del sistema después de k 1 pasos de medida. La estimación~x [k℄ es la corrección del valor estimado x [k℄, obtenido como resultado del proceso de lak medida. A su vez, las matrices P [k℄ y P̃ [k℄ corresponden, respectivamente a la matriz
extrapolada y a la corregida, de las funciones de covarianza de los errores de filtración. Por
















































































































































Figura 7.2. Diagrama funcional del filtro Kalman.
cierto, la matriz de covarianza de los errores de estimación P̃ [k℄ no depende de la sucesión
de medidas y [0℄ ; : : : ; y [k℄, por lo tanto, sus valores pueden ser calculados de antemano y
llevados a alguna posición de memoria.
El modelo del sistema dinámico de control se puede hacer un tanto más complejo, en la
siguiente forma,x [k + 1℄ = A [k℄x [k℄ +B [k℄u [k℄ +w [k℄
En este caso, la sucesión y [0℄ ; : : : ; y [k℄ se determina a partir de la expresióny [k℄ = C [k℄x [k℄ + v [k℄
En cuanto a la sucesión u [0℄ ; : : : ;u [k℄, ésta corresponde a la sucesión determińıstica
dada de control.
De esta manera, el filtro de Kalman se determina por las siguientes relaciones recurrentes:x [k℄ = A [k   1℄ ~x [k   1℄ +B [k   1℄u [k   1℄~x [k℄ = x [k℄ +K [k℄ (y [k℄ C [k℄x [k℄)
El vector x [0℄ es conocido de antemano y la matriz K se calcula, tal cual se hace para
el procedimiento descrito anteriormente.
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Ejercicio en el CP 7.3. Desarrollar el algoritmo de estimación mediante el filtro Kalman para
un proceso que describe una caminata aleatoria en la forma:x[k + 1℄ = x[k℄ +w[k℄;y[k℄ = x[k℄ + v[k℄
siendo las señales aleatorias w y v, RBG con momentos:Efwg = Efvg = 0v = w = 1
% filtro de Kalman en un sistema discreto
%--- Inicialización de parámetros de simulación
A = 1; % Matriz de transición de estado A
C = 1; % Matriz de medición de estado C
R = 1; % Matriz de covarianza del ruido de medición
Q = 1; % Matriz de covarianza de la perturbación del estado
tf = 52; % Tiempo final de simulación
h = 0.1; % Tiempo de muestreo
L = tf/h;
%--- Generación de la se~nal medida
x(1) = 0; % Estado inicial del sistema
y(1) = x(1) + R*randn(1); % Medición inicial
for i=1:L-1,
x(i+1) = A*x(i) + Q*randn(1);
y(i+1) = C*x(i) + R*randn(1);
end;
%--- Inicio de estimación de Kalman
xe(1) = 0; % Estimación inicial del estado del sistema
P = 1; % Matriz de covarianza inicial del error
for i=2:L,
xm = A*xe(i-1);
Pm = A*P*A’ + Q;
Pxy = Pm*C’;
Pyy = C*Pm*C’ + R;
GK = Pxy*Pyy^-1;
ym = C*xm;
xe(i) = xm + GK*( y(i) - ym );
P = Pm - GK*C*Pm;
end;













La anterior Figura muestra un trayectoria estimada del filtro discreto de Kalman, mediante el algo-
ritmo presentado.
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7.2.3. Filtración óptima de sistemas continuos lineales
Además del cambio usual de las ecuaciones de diferencias a ecuaciones diferenciales, o de
sumatorias a integrales, el modelo de filtración continuo, como generalización del discreto,
es más complejo, en la medida en que la cantidad de observaciones en unidad de tiempo,
en el caso continuo no es finita, sino infinita. En calidad de modelo de estudio, se tiene las
siguientes ecuaciones de la planta y el dispositivo de medida (filtro de Kalman-Bucy):8>><>>: _x (t) = A (t)x (t) +w (t)y (t) = C (t)x (t) + v (t)
para 8t  t0. El vector a estimar x (t) es de dimensión n, para el cual se asume que x (t  0)
es un vector aleatorio con media cero y función de covarianza,
Rx0 (t0) = E n(x (t0) E fx (t0)g) (x (t0) E fx (t0)g)To
mientras, el vector de medida y (t) tiene dimensión r. Las matrices A y C son conocidas.
Para las perturbaciones w (t), con dimensión n, y los errores Gaussianos de medida, con
dimensión r, se cumplen los siguientes momentos:E fw (t)g = 0;E nw (t)w (t)To = Rw (t) Æ (t   ) ;E fv (t)g = 0;E nv (t)v (t)To = Rv (t) Æ (t   )
Las matrices Rw y Rv son simétricas y con elementos variables en el tiempo. Las señales
aleatorias w (t) y v (t) tienen función de correlación mutua cero. La estimación ~x (t) se debe
hallar a partir de los resultados de medida y ( ) ; t0    t, que en el caso de la estimación
lineal no sesgada, con el mı́nimo error cuadrático medio, se describe por la ecuación,ddt~x (t) = A (t) ~x (t) +K (t) (y (t) C (t) ~x (t)) ; ~x (t0) = 0;
La matriz de Kalman se calcula de la siguiente expresión,
K (t) = R̂x0 (t)CT (t)R 1v (t) (7.23)
La matriz de covarianza del error se determina por la ecuación matricial diferencial de
RiccatiddtR̂x0 (t)= A (t) R̂x0 (t) + R̂x0 (t)AT (t)  R̂x0 (t)CT (t)R 1v (t)C (t) R̂x0 (t) +Rw (t) ;
(7.24)
asumiendo R̂x0 (t0) = Rx0 (t0).
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Si el modelo matemático está dado en la forma8<: _x (t) +A (t)x (t) +B (t)u (t) +w (t) ; E fx (t0)g = y (t) = C (t)x (t) + v (t)
entonces la estimación lineal no sesgada del vector de estados x (t), que cumple la condición
del mı́nimo error cuadrático medio, se determina como la solución de la siguiente ecuación
diferencial,ddt~x (t) = A (t) ~x (t) +B (t)u (t) +K (t) (y (t) C (t) ~x (t)) ;
asumiendox (t0) = 
La matriz K (t) se determina por la expresión (7.23), pero la matriz Rx0 (t) corresponde
a la solución de la ecuación de Riccati en (7.24), la cual anaĺıticamente tiene solución en
muy pocos casos, por lo tanto, se considera su solución por métodos numéricos [49].
Uno de los casos, cuando la ecuación tiene solución, corresponde al siguiente. Sea la
ecuación diferencial homogénea del error de filtración de la forma,_x (t) = A (t)  R̂x0 (t)CT (t)R 1v (t)C (t) x (t)
con su conjugado (si _x (t) = F (t)x, entonces la matriz conjugada será _ (t) =  FT (t)  (t)),
de lo cual se obtiene,_ (t) =  AT (t) +CT (t)R 1v (t)C (t) R̂x0 (t)  (t)
La ecuación (7.24) se multiplica por  (t), por lo que se obtiene,ddtR̂x0 (t)  (t)= A (t) R̂x0 (t) + R̂x0AT (t)  R̂x0 (t)CT (t)R 1v (t)C (t) R̂x0 (t) +Rw (t)  (t)
luego, multiplicando la ecuación conjugada por R̂x0 (t) y reemplazando en la anterior
ecuación, se tiene
R̂x0 (t) _ (t) + R̂x0 (t)  (t) = A (t) R̂x0 (t) +Rw (t)  (t)
Como se observa, la última ecuación no presenta el término no lineal, entonces, al intro-
ducir la siguiente notación se obtiene un sistema lineal homogéneo del tipo,ddt"# = " AT (t) CT (t)R 1v (t)C (t)Rw (t) A (t) #
314 Caṕıtulo 7. Sistemas estocásticos
donde los valores de  (t0) y  (t0) están dados a través de Rx0 (t). Si se hallan los términos (t) y  (t), entonces al existir  1 (t) se obtiene
R̂x0 (t) =  (t)  1 (t)
En general, los conceptos de observabilidad y controlabilidad se pueden complementar
de forma mutua, gracias al principio de dualidad de Kalman, según el cual la observación
y la filtración del sistema inicial,8<: _x (t) = A (t)x (t) +B (t)u (t) ;y (t) = C (t)x (t) ; t0  t
corresponden al control y regulación de un sistema dual, y viceversa.
El modelo matemático del sistema dual está dado por las expresiones8<:  _ (t) = AT (t)  (t) +CT (t)v (t) (t) = BT (t)  (t)
de las cuales se puede demostrar que las propiedades del control óptimo permanecen vi-
gentes, por lo menos desde el punto de vista algoŕıtmico, en la śıntesis de filtros óptimos [11].
En general, la tarea conjunta de estimación de los parámetros de la señal y de los estados
del sistema es de carácter no lineal. Aśı sea el modelo analizado descrito por las relaciones,8<: _x = f x fx;u;a;  ; tg ;y = f y fx;u;C; ; tg
donde x (t) es el vector de estados, u (t) es la señal observada de entrada, a (t) es el vector
de parámetros de la planta,  (t) es el ruido de entrada o perturbación,  (t) es el error de
medida, y (t) es la señal observada de salida y C es la matriz de observaciones.
El vector de parámetros de la planta a se interpreta como la función dada por el control
ȧ = 0 para un vector de condiciones iniciales a (0), luego, el modelo es," _x
a
# = "f fx;u;a; ; tg0 #
que se puede transformar en la forma" _x
a
# = M "x
a
#
donde M no depende ni de x ni de a. Entonces, inclusive para una planta lineal con
dependencia lineal de parámetros, la tarea de estimación conjunta de los parámetros de
la señal y de los estados del sistema tiene carácter no lineal con relación al vector de
parámetros y al estado del sistema [xT;aT℄.
7.2. Filtración de sistemas dinámicos 315
Ejercicio en el CP 7.4. Realiza un estimador, empleando la Filtración Kalman-Bucy, para un
oscilador cuasiperiódico descrito por las siguientes ecuaciones diferenciales:264 _x1_x2_x3_x4375 = 264 0 1 0 0 !21  2a 0 00 0 0 10 0  !22  2a375264x1(t)x2(t)x3(t)x4(t)375+ 2640101375w(t)y(t) = 1 0 1 0 264x1(t)x2(t)x3(t)x4(t)375+ v(t)
donde a = 0, !1 = 4 y !2 = .
function KalmanBucy
% Oscilador armónico amortiguado
% Condiciones iniciales
xo = [0.5 4 0 4]’; xeo = zeros(4,1);
Po = 20*eye(4); r = 1;
ko=[xo;xeo;Po(:,1);Po(:,2);Po(:,3);Po(:,4)];
h = 5e-2; tspan = 0:h:20;
[t,k] = ode45(@KB,tspan,ko);
y = k(:,1)+k(:,3);
yn = y + r*randn(length(tspan),1);
ye = k(:,5)+k(:,7);
%-----------------------------------------
function dk = KB(t,k)
%-- Ajustes generales del filtro de Kalman
w1 = 4; w2 = pi; a = 0; r = 1; q = 0.1;
%-- Matrices del sistema
A = [ 0 1 0 0;
-w1^2 -2*a 0 0;
0 0 0 1;
0 0 -w2^2 -2*a];
C = [1 0 1 0];
%-- Matriz de covarianza
Q = q*eye(4); Q(1,1) = 0; Q(3,3) = 0;
G = [0 1 0 1];
%-- Sistema real
dx = zeros(4,1); x = k(1:4); dx =
A*x + G*q*randn(4,1);
y = C*x + r*randn(1);
%-- Ecuación de Ricatti
P = [k(9:12) k(13:16) k(17:20) k(21:24)];
dP = zeros(4); K = P*C’*r^-1;
dP = A*P + P*A’ - K*r*K’ + Q;
%-- Estado estimado del sistema real
dxe = zeros(4,1); xe = k(5:8);
dxe = A*xe + K*(y-C*xe);
%-- Salida de datos
dk = zeros(20,1); dk(1:4) = dx;
dk(5:8) = dxe; dk(9:12) = dP(:,1);
dk(13:16) = dP(:,2); dk(17:20) = dP(:,3);
dk(21:24) = dP(:,4);
%--
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7.2.4. Filtración de sistemas no lineales
Sea un sistema lineal en tiempo continuo descrito por la ecuación estocástica vectorial del
tipo difusivo,dx (t) = f fx; tg dt+ v fx; tg d (t) ; t  t0 (7.25)
en las cuales  (t) es un proceso estándar de Wiener, en el sentido en que los valores
aleatorios son reales con distribución normal de incrementos, valor medio E fdg = 0 y
varianza E d2	 = dt. Las funciones f fg y v fg son respectivamente los coeficientes de
transporte y difusión.
El vector de estados del sistema x (t) no puede ser observado directamente. Solamente
es observable el vector y (t), por lo que el proceso de medida se describe también por otra
ecuación diferencial estocástica,dy (t) = h (x; t) dt+ d (t) (7.26)
Los vectores x y f tienen dimensión n, mientras los vectores h e y son de dimensión r.
Los procesos tipo Wiener  (t) y  (t) se asumen con correlación mutua nula.
La estimación del vector de estados del sistema se puede realizar mediante la linealización
de las ecuaciones (7.25) y (7.26), con el consecutivo empleo de métodos de filtración lineal,
lo cual conlleva a las siguientes ecuaciones:8>>><>>>:~x (t) = f f~x; tg+ v f~x; tg  (t) +Rx hxT R 1 (y (t)  h (~x; t)) ;Ṙx = fxRx0 + Ṙx  fxT + vRvT  Rx hxT R 1 hxRx
con los siguientes momentosE fx (t0)g = ~x (t0) = x (t0)E n(x (t0)  x (t0)) (x (t0)  x (t0))To = Rx (t0) = Rx0E  _ (t)  _ (t) _ ( )  _ ( )T = R (t) Æ (t  )E  _ (t)  _ (t) _ ( )  _ ( )T = R (t) Æ (t   )E (x (t0)  x (t0))  _ ( )  _ ( )T = 0
siendo x (t0), _ (t) y _ (t) son los valores promedios de los respectivos procesos.
En el caso de análisis de la filtración de sistemas no lineales en tiempo discreto, se parte
del proceso no lineal de dimensión múltiple, descrito en la forma,x [k + 1℄ = f k fx [k℄g+w [k℄ ; k = 0; 1; : : :
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para el cual, las medidas se realizan mediante un dispositivo, descrito por la ecuación no
lineal, y [k℄ = hk fx [k℄g+ v [k℄ ; k = 0; 1; : : :.
Las presunciones sobre la estructura de aleatoriedad de todas las variables estocásti-
cas siguen siendo las mismas que se hicieron para el filtro Kalman-Bucy. El algoritmo de
filtración no lineal se determina de las siguientes relaciones recurrentes:~x [k℄ = x [k℄ +K [k℄ hk fx [k℄g ; x [k℄ = f k f~x [k   1℄g ;
Rx [k℄ = f k 1x [k   1℄R̂ [k   1℄ f k 1x [k   1℄!T +Rw [k   1℄
K [k℄ = R̂x [k℄ hkx [k℄!T0 hkx [k℄R̂x [k℄ hkx [k℄!T +Rv [k℄1A 1
R̂x [k℄ = R̄x [k℄ K [k℄ hkx [k℄R̄x [k℄
en las que se asume: R̄x [0℄ = Rx [0℄, además, con condiciones iniciales conocidas, ~x [0℄.
El método de linealización es suficientemente efectivo, mientras no se tengan perturba-
ciones de potencia significativa, las que afectan la calidad de la estimación. Otro factor a
tener en cuenta, en el rendimiento del filtro, está en la selección apropiada de los valores
iniciales del vector estimación ~x [0℄.
Ejercicio en el CP 7.5. Realizar el filtro extendido de Kalman para la estimación de estado del
mapa logístico, el cual se define mediante la siguiente ecuación de diferencias no lineal:x[k℄ = (x[k   1℄  x[k   1℄2)
%--Estimación del mapa logı́stico
function LMEstEKF






x(i) = alpha*x(i-1) - alpha*x(i-1)^2;
end;
y = x + 0.1*randn(L,1);
%-- Filtro extendido de Kalman
xe = zeros(L,1); xe(1) = 1;
P = 1e0;
Rw = 1e-10; Rv = 0.1;
for i=2:L,
xe_ = alpha*xe(i-1) - alpha*xe(i-1)^2;
A = alpha - 2*alpha*xe(i-1);
Px_ = A*P*A’ + Rw;
K = Px_* ( Px_ + Rv )^-1;
xe(i) = xe_ + K*( y(i) - xe_ );
Px = ( 1 - K )*Px_;
end;
%--
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7.2.5. Filtración adaptativa de sistemas dinámicos
La filtración de Kalman, en variadas situaciones prácticas, puede ser no suficientemente
efectivo, esto es, no brindar la suficiente precisión, o bien, simplemente no converger. Lo
anterior es debido, entre otras, por las siguientes razones:
– Los parámetros en el modelo del sistema no concuerdan suficientemente con valores
reales, durante su funcionamiento, por la dificultad en la estimación,
– La presunción de Gaussividad sobre la estructura, tanto en las perturbaciones como
en los errores de medida, no es cierta en manera significativa.
Por lo tanto, es necesario mejorar el algoritmo de Kalman, de tal manera que se adapte
a los factores a priori dados de no concordancia en el modelo, además a las diversas estruc-
turas de aleatoriedad de las señales aleatorias durante el proceso.
Los métodos actuales para la resolución de esta tarea se orientan en dos aproximaciones
básicas:
– La estimación, más bien la identificación, de los parámetros del modelo en el proceso
de funcionamiento y el subsecuente empleo de las estimaciones obtenidas en el filtro
convencional del Kalman.
– El análisis del carácter de evolución del sistema y los procesos aleatorios de medida y
su adaptación por parte del filtro mediante cambios en su estructura de funcionamien-
to.
La segunda orientación, siendo más compleja en su implementación, se considera más
efectiva, y es la que se analiza en este caso. Sea un sistema lineal en tiempo discreto dado
en la forma,8<:x [k + 1℄ = A [k℄x [k℄ +G [k℄w [k℄y [k℄ = C [k℄x [k℄ +  [k℄ [k℄ + (1   [k℄)p [k℄ ; A;C;G 2 R; k = 0; 1; : : :
donde A [k℄, C [k℄ y G [k℄ son matrices determińısticas de orden n  n, n  r y n  s,
respectivamente, x [k℄ es el vector de estados del sistema con dimensión n, w [k℄ son las
perturbaciones aleatorias con dimensión s, independientes entre si, de estructura Gaus-
siana con valor medio cero y matriz de covarianza Kw[k℄, y [k℄ es el vector de medidas con
dimensión r.
Las magnitudes aleatorias independientes entre si, que forman la sucesión  [k℄, toman
los valores 0 y 1 con probabilidades gk y pk: P f [k℄ = 1g = pk = 1   gk. Los vectores
aleatorios  [k℄ y  [k℄, ambos de dimensión r, son Gaussianos con valor medio cero y función
de covarianza K[k℄ y K[k℄, respectivamente. Generalmente, se supone que pk  pk, por
lo que el modelo refleja la situación en la cual, en el canal de mediciones se presentan
los ruidos  [k℄, considerados t́ıpicos, y muy de vez en cuando aparecen interferencias de
potencia fuerte  [k℄, que se consideran medidas anómalas.
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El vector de valores iniciales x [0℄ de estados del sistema, se asume Gaussiano con valor
medio m1x[0℄ y matriz de covarianza Rx[0℄. Además, se supone que las sucesiones fw [k℄g,f [k℄g, f [k℄g y f [k℄g son mutuamente independientes, y a la vez, independientes del
vector aleatorio x [0℄.
La adaptabilidad del algoritmo se basa en el principio de clasificación, como proceso de
ordenamiento estad́ıstico, de los resultados de observaciones y [0℄ en dos grupos, tal que
sean asociados a los ruidos de la clase f [k℄g ó f [k℄g, con la consecuente modificación
del algoritmo de filtración, a fin de tener en cuenta el modelo real de las perturbaciones. El
procedimiento de clasificación se puede hacer, por ejemplo, empleando el método de toma
de decisión bayesiano, mediante el cual la estimación de  [k℄ se determina de la siguiente
forma,̂ [k℄ = 8<:0; k fy [k℄g  k1; k fy [k℄g < k
donde k fy [k℄g es la relación de verosimilitud, que para el caso se determina comok fy [k℄g = p fy [k℄j  [k℄ = 1gp fy [k℄j  [k℄ = 0g
siendo k el umbral de decisión. En las anteriores expresiones, y [k℄ = y [k℄ C [k℄m1x[k℄,
en las cuales el valor medio del proceso x [k℄ se puede determinar en forma recursiva, por
ejemplo, m1x[k+1℄ = A [k℄m1x[k℄, k  0.
La función densidad de probabilidad condicional del vector aleatorio y [k℄ dado  [k℄
está dada por la relación,p fy [k℄j  [k℄g = 8<: N 0; K̂x[k℄  K[k℄ ;  [k℄ = 1 N 0; K̂x[k℄  K[k℄ ;  [k℄ = 0
donde K̂x[k℄ = C [k℄Kx[k℄CT [k℄.
De lo anterior, la relación de verosimilitud se calcula comok fy [k℄g = Kx[k℄+[k℄1=2Kx[k℄+[k℄1=2 exp12yT [k℄K 1x[k℄+[k℄  K 1x[k℄+[k℄y [k℄
siendo K 1x[k℄+[k℄ = K̂x[k℄ +K[k℄;  2 f; g.
La función de covarianza se determina de la siguiente forma recursiva:
K̂x[k+1℄ = A [k℄Kx[k℄AT [k℄ +G [k℄Kw[k+1℄GT [k℄
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Como resultado, el algoritmo adaptativo para la obtención de solución estable x [k℄ en
la tarea de filtración, toma la forma,x [k℄ = A [k   1℄ ~x [k   1℄
R̄x [k℄ = A [k   1℄ R̂x [k   1℄AT [k   1℄ +G [k   1℄Kw[k 1℄GT [k   1℄~x [k℄ = x [k℄ +K f~k; kg (y [k℄ C [k℄ x [k℄)
La ganancia del filtro adaptativo se determina de la forma (8k = 1; 2; : : :),
K f~k; kg = R̄x [k℄CT [k℄C [k℄ R̄x [k℄CT [k℄ + ~ [k℄K[k℄ + (1  ~ [k℄)K[k℄ 1
donde ~k = f~ [i℄ : i = 0; : : : ; kg, siendo ~ [i℄ la estimación del correspondiente valor de  [i℄.
Los valores iniciales se dan como: ~x [0℄ = x [0℄ = m1x[0℄; R̃x [0℄ = Rx[0℄.
En esencia, el algoritmo adaptativo de Kalman presentado consiste de dos filtros, los
cuales se conectan en concordancia con la decisión tomada sobre el modelo de perturbación
presente. Sin embargo, ambos filtros tienen la misma estructura y difieren sólo en el valor
de ganancia, K f~k; kg, que depende del tipo de perturbación asumida.
El umbral de decisión k, generalmente, se fija de manera experimental para cada apli-
cación concreta, por ejemplo mediante un modelo de imitación. Aunque existen aproxima-
ciones que intentan fijar este valor de manera automática, aśı en [50], se presenta un método
basado en el análisis discriminate óptimo bayesiano, para una matriz dada de pérdida.
De otra parte, en el algoritmo de Kalman es básica la información que brindan las
respectivas funciones de covarianza de los perturbaciones y señales, las cuales no siempre
se disponen, por lo tanto, el algoritmo debe tener en cuenta, alguna forma de su estimación.
El siguiente algoritmo estima los valores de las funciones de covarianza.
Sea un sistema dinámico lineal en tiempo discreto, descrito por las ecuaciones recurrentes,8<:x [k + 1℄ = Ax [k℄ +Gw [k℄ ;y [k℄ = Cx [k℄ + v [k℄ ; k = 0; 1; : : : (7.27)
donde x [k + 1℄ es de estados del sistema con dimensión n, A es la matriz de transición de
orden nn, C y G son matrices de orden rn y ns, respectivamente. Se asume que los
vectores aleatorios w [k℄ y v [k℄, con dimensiones respectivas s y r, son procesos Gaussianos
con correlación nula, y para los cuales se definen los siguientes momentos,E fw [k℄g = 0; E nw [k℄w [m℄To = RwÆkmE fv [k℄g = 0; E nv [k℄v [m℄To = RvÆkmE nv [k℄w [m℄To = 0
Las matrices de covarianza consideradas, Rw y Rv , son positivas semidefinidas. Además,
se asume que el vector inicial de estados del sistema es Gaussiano con valor medio 0 y
matriz de covarianza Rx0 . Por último, se asume que el sistema, (7.27), es observable.
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De manera similar, al caso del algoritmo adaptativo anterior, la estimación se basa en el
análisis de las propiedades de restablecimiento en el tiempo del proceso de filtración, esto
es, de la sucesióny [k℄ = y [k℄ Cx [k℄
El proceso, en su restablecimiento, contiene la nueva información estad́ıstica obtenida
mediante las observaciones y [k℄, y la cual sirve para determinar la estimación las respectivas
matrices de covarianza Rw y Rv [11].
Cuando el sistema llega alcanza el estado estable, tanto el coeficiente de ganancia del
filtro K, como la matriz de covarianza del error extrapolada K̂ no cambian en el tiempo,
K = R̂xCT CR̂xCT +Rv 1 (7.28a)
R̂x = A (I  KC) R̂x (I  KC)T +AKRvKTAT +GRwGT (7.28b)
El par de ecuaciones (7.28a) y (7.28b) sirven para el cálculo de la matriz Rx, bien en la
estimación óptima, bien en el empleo de algoritmos subóptimos que estiman las matrices
de covarianza Rw y Rv .
Cabe anotar, que la relación estad́ıstica entre diferentes valores de observación está da-
da por su momento conjunto, Ck = E ny [k℄yT [i  k℄o. De otra parte, empleando
la definición del proceso de restablecimiento, se pueden obtener las siguientes relaciones
importantes en la estimación de las funciones de covarianza buscadas:
C0 = CR̂xCT +Rv ;
Ck = C (A (I  KC))k 1 A R̂xCT  KC0 ; k  1
Básicamente, el algoritmo presente de filtración adaptativa consiste, en que una vez dadas
en el primer momento, las estimaciones a priori Rw[0℄ y Rv[0℄ de las respectivas funciones
de covarianza, se realiza el perfeccionamiento de su estimación en el proceso de filtración.
El procedimiento de estimación de estimación de las matrices de covarianza es el siguiente:
– Estimación de la matriz yk a partir de la definición
C̃k = 1N NXi=ky [k℄ yT [i  k℄
siendo N   k la cantidad de observaciones en análisis.
– Estimación del primer término de multiplicación en (7.28a). Por cuanto,
C1 = CAR̂xCT  CAKC0        
Cn = CAnR̂xCT  CAKCn 1       CAnKC0
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entonces
R̂xCT = B + 26664 C1 +CAKC0C2 +CAKC1 +CA2KC0  
Cn +CAKCn 1 +    +CAnKC037775
siendo B+ la respectiva matriz seudotranspuesta (de orden 1 n)
B = 266664 CCA...
CAn 1377775
que corresponde a la multiplicación de las matrices de observabilidad y de transición
A. Entonces, en calidad de estimación de la matriz PCT se emplea la expresión,
R̂fxCT = B+26664 C̃1 +CAKC0C̃2 +CAKC̃1 +CA2KC0  
C̃n +CAKC̃n 1 +   +CAnKC̃037775
– Cálculo de la estimación de la función de covarianza Rv , empleando la siguiente
expresión R̃v = KC̃0  C R̂xCT
– Cálculo de la estimación de la función de covarianza Rw , mediante la solución del
siguiente sistema,k 1Xi=0 CAiGR̃wGT Ai kT CT= R̂CTT A kCT  CAkR̂CT   k=1Xi=0 CAiS̃Ai kT CT
siendo S̃ = A K R̂CTT   R̂CTKT +KC0KTAT.
La estimación C̃k, para de disminuir el coste computacional, se realiza de forma recursiva,
C̃N+1k = C̃Nk + 1N y [n+ 1℄yT [n+ 1  k℄  C̃Nk 
donde C̃lk es la estimación de Ck sobre l observaciones.
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Several years ago I reached the
conclusion that the Theory of
Probability should no longer be treated
as adjunct to statistics or noise or any
terminal topic, but should be included
in the basic training of all engineers
and physicists as a separate course
Papoulis
El interés por el estudio de las señales aleatorias
1 sigue siendo actual, aún cuando su aplicación asociada
a la tecnoloǵıa e ingenieŕıa cuenta con varias décadas de desarrollo. Particular importancia tienen los
métodos y técnicas de análisis en presencia de aleatoriedad en señales y sistemas, que estén relacionados con
las tecnoloǵıas de proceso discreto, en las cuales el empleo de métodos efectivos matemáticos se ha hecho
masivo, gracias a la aparición de dispositivos digitales de alto rendimiento.
El estudio del fenómeno de aleatoriedad en señales y sistemas está directamente relacionado con el análisis
de las propiedades de interacción cuando se tiene algún grado de incertidumbre o información incompleta.
La principal fuente de aleatoriedad está asociada, entre otros factores, con las perturbaciones de medida,
la presencia de señales extrañas, y tal vez el más importante, la información útil que llevan las mismas
señales. En este sentido, es cada vez mayor el interés por el empleo de métodos de proceso digital de
señales, basados en matemática estad́ıstica, que se orientan principalmente a la solución de dos tareas: la
representación adecuada del conjunto de señales para la solución de un problema concreto, que tenga en
cuenta las condiciones reales de la aplicación y, segundo, el proceso óptimo de las señales recogidas.
El material dispuesto en el presente texto describe las formas básicas de representación y proceso de
señales aleatorias, con especial énfasis en los modelos de análisis matemático estad́ıstico, que se considera,
tienen un aporte significativo en la formulación y solución de aplicaciones en las áreas de sismoloǵıa, análisis
de bioseñales, sistemas de medida, sistemas de control y seguimiento, radiocomunicación, entre otros. Por
eso, el contenido presentado corresponde a la evolución en el análisis de aleatoriedad desde las señales
hasta su asociación con los respectivos sistemas de proceso. En cada sección se presentan, tanto ejemplos
como problemas (incluyendo algunos ejercicios en el computador), que tienen como intención mejorar y
complementar la percepción del material teórico analizado.
El contenido del texto es el siguiente: el caṕıtulo I describe los fundamentos de representación determińıs-
tica de señales y sistemas. El caṕıtulo II presenta la caracterización de variables aleatorias y las técnicas
básicas de estimación. Aunque el material de ambos caṕıtulos se supone conocido, por ejemplo de los cursos
de Teoŕıa de Señales y Teoŕıa de Probabilidades, es pertinente su inclusión a fin de recordar aspectos y
definiciones importantes que se hacen necesarios para el entendimiento de los caṕıtulos posteriores. El caṕı-
tulo III describe las particularidades en la representación de procesos aleatorios en el tiempo, incluyendo
su análisis experimental. Debido a la importancia de los procesos estocásticos de Markov, estos se analizan
por a parte en el caṕıtulo IV, con especial atención en el análisis experimental mediante los modelos ocultos
de Markov. El caṕıtulo V corresponde al análisis de la transformación de señales aleatorias en sistemas, aśı
como la formación de procesos aleatorios mediante sistemas lineales. El caṕıtulo VI presenta los principales
métodos de detección y filtración de señales aleatorias, entendida como la optimización de la forma de
representación de los dispositivos de proceso.
Por último, la necesidad de aumentar la efectividad del funcionamiento de los sistemas de control, en
condiciones de factores aleatorios, ha estimulado el desarrollo de métodos de optimización orientada a
1Aleatorio. Del Lat́ın aleatorĭus, propio del juego de dados. Real Academia de la Lengua
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mejorar el registro y precisión de la información sobre las propiedades de la planta a diseñar, aśı como
de los reǵımenes de su funcionamiento. En este sentido, el caṕıtulo VII describe el análisis de sistemas
estocásticos, en particular, se analiza la filtración Kalman.
El material está orientado a los estudiantes de posgrado, que requieran profundizar en el análisis de
procesos aleatorios. Además, se puede emplear como material de ayuda en el curso de Procesos Estocásticos.
El material teórico presentado tiene carácter de referencia, y por esto no se da la deducción de varias de las
expresiones, brindándose la literatura necesaria para la profundización de cada tema en particular.
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3.2. Análisis experimental de señales estacionarias . . . . . . . . . . . . . . . . . . . . . . . . . . 143
3.2.1. Estimación de momentos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
3.2.2. Estimación de los coeficientes en la descomposición K-L . . . . . . . . . . . . . . . . 147
3.2.3. Estimación de la densidad espectral de potencia . . . . . . . . . . . . . . . . . . . . 150
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5.2. Paso de señales aleatorias por sistemas no lineales . . . . . . . . . . . . . . . . . . . . . . . 237
5.2.1. Métodos de linealización . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
5.2.2. Series de Volterra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
5.3. Transformación de procesos de Markov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
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7.2. Filtración de sistemas dinámicos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
7.2.1. Filtración Wiener . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
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Caṕıtulo 1
Representación de señales y sistemas
La representación, entendida como una idea que sustituye a la realidad, en el casode señales y sistemas se orienta a la descripción de sus principales propiedades de
interacción. En este caṕıtulo se analizan los métodos de representación discreta e integral
como formas fundamentales de la descripción de señales y sistemas.
1.1. Representación discreta de señales
Definición 1.1. Un espacio métrico corresponde a la pareja X = (X; d), que consta del
conjunto X o espacio de elementos (puntos) y la distancia d, que es una función real positiva
semidefinida, que para cualquier pareja de elementos x; y 2 X , cumple los axiomas:
1. d(x; y) = 0, si y solo si, x = y; elementos con propiedades geométricas iguales.
2. d(x; y) = d(y; x); axioma de simetŕıa
3. d(x; z)  d(x; y) + d(y; z); axioma triangular
1.1.1. Espacio de representación de señales
En general, un conjunto de señales de análisis es el constituido por todas las funciones de
valor complejo definidas en forma continua sobre un eje real, por ejemplo el del tiempo,L = fx = x (t) : x (t) 2 C ; t 2 Rg, donde L = fx : K g es el conjunto formado por todos
los x, para los cuales el atributo o relación K es cierto: K ) x 2 L. La mayoŕıa de los
espacios de funciones de señales se restringen a los espacios convencionales de Lebesgue:Lp = Lp (R) = 8><>:x 2 L : kxkp = 0ZR jx (t)jp dt1A1=p <19>=>; ; p  1 (1.1)L1 = L1 (R) = x 2 L : kxk1 = supt jx (t)j <1
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donde kxkp es la norma definida para x en el espacio Lp. Un espacio lineal L, en el cual
se define una norma, se denomina normalizado. La restricción de p  1; p 2 Z, en (1.1),
implica que la clase Lp (R) es un espacio normalizado, el cual es completo con respecto a
la respectiva norma, esto es, cualquier sucesión fundamental de elementos converge.
La generación de espacios de señales, a partir de alguna condición común con inter-
pretación f́ısica (enerǵıa, transformación a algún espacio complejo, etc.), implica establecer
el modelo matemático formal de relación K entre los elementos del conjunto. Un conjun-
to de funciones provisto de una distancia adecuada, conforma un espacio de señales. Un
ejemplo de distancia entre dos señales, x (t) ; y (t) 2 C , definidas en T , es:d (x; y) = kx  yk2 = 0ZT jx (t)  y (t) j2dt1A1=2 (1.2)
El conjunto de funciones relacionados por la distancia (1.2), denominado espacio con
métrica cuadrática, para los cuales la respectiva norma sea acotada, kxk2 < 1, o espacioL2 (T ) que es un espacio de Hilbert, está provisto del siguiente producto interno:hx; yiL2(T ) = ZT x (t) y (t) dt
El espacio de funciones, dado por la distancia (1.2), tiene amplio uso en la representación
de señales debido a la interpretación f́ısica simple de su norma, la cual se asocia a la enerǵıa
de las señales. Cuando x 2 L2 (T ), se tiene que, kxk2 = hx; xiL2(T ) , Ex, que es la enerǵıa
de la señal. Por cierto, la señal x (t) se denomina señal de enerǵıa cuandoEx = kxk2 = ZT jx (t)j2 dt <1; (1.3)
La representación discreta de una señal x 2 L2 (T ) de enerǵıa, que cumpla (1.3), implica
hallar la transformación del espacio L2 (T ) en el espacio C n , donde el valor de n se elige a
partir del compromiso entre la precisión y la economı́a de la representación. La forma gen-
eral para hallar esta representación consiste en la selección de un subespacio con dimensiónn a partir de L2 (T ). Teniendo en cuenta que L2 (T ) es un espacio completo separable [1],
la señal x 2 L2 (T ) puede ser representada de manera aproximada con cualquier precisión,
si la dimensión de representación se escoge suficientemente grande, por medio de un con-
junto de valores o coeficientes xk, (k!1), expresados en combinación lineal del siguiente
espacio de funciones ordenadas, que se elige adecuadamente:x (t) = 1Xk xkk (t) ; (1.4)
donde k (t) es el conjunto de funciones elegidas a priori, que conforman una base del
espacio vectorial L2 (T ), las cuales son denominadas funciones base.
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1.1.2. Descomposición en funciones ortogonales
Definición 1.2. Un espacio de señales complejas fk (t) 2 C g se define ortogonal, dentro
del intervalo de representación (ti; tf ), si para el producto interno hm; ni se cumple:hm; ni = tfZti m (t)n (t) dt = tfZti m (t)n (t) dt = (0; m 6= nEm; m = n (1.5)
siendo Em = En = kk2 un valor de enerǵıa.
Como se deduce de la expansión ortogonal (1.4), una señal de enerǵıa x (t) se puede
representar de forma aproximada en términos de un conjunto de funciones base fn (t) :n = 0 : : : ; Ng, para el cual los coeficientes xn caracterizan el peso de la correspondiente
función ortogonal n (t). Los valores xn se determinan de acuerdo con la condición del
mı́nimo error cuadrático medio:"2N (t) = 1tf   ti tfZti x (t)  NXn=0xnn (t)2 dt, siendo "2N (t)  0 (1.6)
Como resultado se obtienen los siguientes coeficientes de descomposición:xn = hx; nikk2 = tfZti x (t)n (t) dttfZti jn (t)j2 dt = 1tf   ti tfZti x (t)n (t) dt (1.7)
Una señal de potencia (o enerǵıa) se descompone mediante un conjunto de funciones
base, que genera un espacio completo, cuando los coeficientes xn se determinan por (1.7).
El conjunto de los coeficientes fxng se denomina espectro de la señal x (t), mientras
cada producto xnn (t) se define como su respectiva componente espectral. Cualquiera de
las dos formas, la serie generalizada de Fourier (1.4) o el espectro fxng (1.7), determinan
uńıvocamente la señal x (t).
1.1.3. Ejemplos de conjuntos ortogonales completos
El conjunto ortogonal más conocido corresponde a la serie exponencial de Fourier, que se
define por las funciones exponenciales complejas del tipo:n (t) = ejn!0t; (1.8)
donde !0 = 2=En; siendo En = (tf   ti) y n 2 f0;1;2; : : :g, que corresponde a cada
término de la serie o armónico.
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Cabe anotar, que todas las expresiones anteriores también son válidas para la repre-
sentación espectral de las funciones periódicas, reemplazando el intervalo de definición de
las señales aperiódicas [ti; tf ℄ por el valor del peŕıodo T de las funciones periódicas.
En la Tabla (1.1) se muestran los coeficientes de Fourier para algunas señales comunes.
Señal Definición Coeficiente xn
Cuadrada simétrica
8><>:1; jtj < T4 1; T4 < jtj < T2 (sin(n=2); n 6= 00; n = 0
Pulsos rectangulares
8<:+1; jtj < 20; 2  jtj < T2 T sin(n=T )
Triangular simétrica 1  4jtj=T; jtj < T=2 (sin(n=2); n 6= 00; n = 0
Tabla 1.1. Coeficientes de descomposición espectral de Fourier
Se considera que los motivos principales, por los cuales las series de Fourier tienen amplia
aplicación, son los siguientes [2]:
- Se representan mediante oscilaciones simples determinadas para todo valor de t.
- Se descomponen en oscilaciones armónicas sin y os, que son las únicas funciones del
tiempo que conservan su forma al pasar por cualquier dispositivo lineal; sólo vaŕıan
su fase y su amplitud.
- La descomposición en senos y cosenos permite aplicar el método simbólico usualmente
desarrollado para el análisis de circuitos lineales.
En la aproximación de señales continuas se emplean diferentes polinomios y funciones
especiales ortogonales. Escogiendo adecuadamente estas funciones en la descomposición
ortogonal (1.4), se obtiene la representación aproximada para la señal a partir de un número
pequeño de elementos de la serie.
De otra parte existen funciones, que conforman sistemas base completos fn (t)g, siendo
ortonormales en los intervalos indicados con valor de peso
pw (t), esto es, que se cumpla
la condición:fn (t)g = qw (t) n (t) ; 8n (1.9)
donde w (t) es la función de peso y f n (t)g son las funciones sobre los cuales se forman
los sistemas base ortogonales. Como consecuencia de (1.9), la definición de ortogonalidad
(1.5) sobre el intervalo T , cambia por:ZT  m (t) n (t)w (t) dt = 8<:0; m 6= nEn; m = n ; En = qw (t) n (t)2 = ZT qw (t) n (t)2 dt
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Aśı mismo, cambia la definición de los coeficientes (1.7) de la expansión (1.4):xn = 1pw (t) n (t)2 ZT x (t)qw (t) n (t) dt: (1.10)
Particular importancia tienen las funciones de Walsh, para las cuales { (l) corresponde
al elemento l en representación del valor { en código Gray, mientras rn (t) son las funciones
de Rademascher [3]. La descomposición de una señal, x (t), en este caso tiene la forma:x (t) = 1Xn=0xnwaln (t) (1.11)
donde los coeficientes de la serie Fourier-Walsh (1.11), que se determinan de acuerdo con
(1.7) y (1.10),xn = 1=2Z 1=2 x (t) waln (t) dt
conforman el espectro de la señal x (t) por la base Walsh, el cual es denominado S-espectro
(sequency spectrum).
Ejemplo 1.1. Determinar el S-espectro de la señal x (t) = sin 2t; 1 < t <1, empleando
el conjunto fwaln (t) ; 0  t < 1; n = 0; 1; : : : ; 31g.
Debido a la imparidad de la función x (t) respecto al punto t = 1=2; todos los coeficientes
para las funciones pares wal2n (t) = 0, al igual que los coeficientes de las funciones impares3; 7; 11; 15; 19; 23; 27; 31. Los demás coeficientes tienen los siguientes valores:x1 = 1=2Z 1=2 x (t) wal1 (t) dt = 1=2Z 1=2 sin (2t) wal1 (t) dt = 2 1=2Z0 sin (2t) dt = 2  0:637x5 = 1=2Z 1=2 sin (2t) wal5 (t) dt = 4 1=8Z0 sin (2t) dt  2 3=8Z1=8 sin (2t) dt   0:264
En forma similar, se obtienen los siguientes coeficientes:x9   0:052; x13   0:127; x17   0:012; x21   0:005;x25   0:026; x29   0:063
De igual manera, se puede establecer el S-espectro de la señal x (t) = os 2t; para la cual
se obtiene los siguientes coeficientes: x2  0:637; x6  0:264; x10   0:052; x14  0:127;x18   0:012; x22  0:005: Los demás coeficientes son iguales a cero. En la Figura 1.1 se
observan las respectivas representaciones.
En general, el S-espectro de la función x (t) = sin (2t+ ) se obtiene a partir de la relación:sin (2t+ ) = sin (2t) os  + os (2t) sin 











función os 31 n
31 n
Figura 1.1. Representación espectral por la base Walsh
por lo cual es claro, que cambiando el desfase  cambian los valores de los coeficientes de
descomposición de la serie de Walsh.
Problemas
Problema 1.1. Sean las señales y (t) y x (t) elementos de un espacio real de Hilbert, tales que son
linealmente independientes, y por tanto la igualdad y = x no tiene lugar para ningún valor real de. Demostrar la desigualdad de Cauchy-Buniakovski, j hx; yi j < kxk  kyk.
Problema 1.2. En un espacio de Hilbert están dados los vectores u y v, tal que k v k= 1. En
analogı́a con la geometrı́a de los vectores comunes en un plano, el vector w = hu; vi se denomina
proyección ortogonal del vector u en la dirección v. Demostrar que el vector y = u w es ortogonal al
vector v.
Problema 1.3. Demostrar la ortogonalidad del conjunto formado por el principio sgn [sin (2m)℄ ;m 2 Z:
Problema 1.4. Una señal compleja periódica x (t) en el intervalo de tiempo  T=2  t  T=2 tiene
la forma, x (t) = x1 (t) + jx2 (t) : Demostrar que si la función x1 (t) es par, mientras la función x2 (t)
es impar, entonces los coeficientes xn de la serie de Fourier, para cualquier n, serán valores reales.
Problema 1.5. Calcular los coeficientes de la serie compleja de Fourier para las siguientes fun-
ciones periódicas dadas en el intervalo [ ; ℄:a): x (t) = t: b): x (t) = j sin tj: ): x (t) = sgn (t) :
Problema 1.6. Determinar el espectro de la serie Haar-Fourier para la sucesión periódica de pulsos
cuadrados con amplitud a = 2m;m 2 Z; apertura  = 1=a, y periodo unitario, empleando el sistemaharn (t) ; 0  t < 1; n = 0; 1; 2; : : : ; N;N = 2k   1; k 2 Z;	 siendo m = 3 y k = 4:
Ejercicio en el CP 1.1. Desarrollar un programa gráfico que convierta la serie trigonométrica
de Fourier utilizando desde 1 hasta 15 armónicos y 50 puntos por periodo.
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1.2. Representación integral de señales y sistemas
1.2.1. Densidad espectral
La representación discreta, analizada en el numeral §1.1, sirve en el caso de descomposición
de señales periódicas o de las señales aperiódicas, definidas sobre intervalos finitos de tiem-
po. Esta última restricción es superable al emplear la representación integral, la cual resulta
en forma de transformadas integrales, que se lleva a cabo para conjuntos base continuos.
Espećıficamente, la generalización de (1.4), para cualquier conjunto base o transformada
directa generalizada de Fourier, se puede escribir en el dominio T como sigue:v (s) = ZT x (t)  (s; t) dt; s 2 S (1.12)
siendo s el parámetro generalizado del dominio S y  (s; t) el núcleo base conjugado. La
función v (s), que es una representación continua de x (t) similar a los coeficientes xn en
(1.4), corresponde a la densidad, la cual caracteriza la distribución de x (t) con relación
a  (s; t) en las diferentes regiones de S. De forma similar, se determina la transformada
inversa generalizada de Fourier :x (t) = ZS v (s) (s; t) ds; t 2 T (1.13)
Al reemplazar x (t) de (1.13) en (1.12) e intercambiando el orden de integración se obtiene
la condición conjunta que cumplen los núcleos base conjugados:x (t) = ZS ZT x( ) (s;  ) (t; s) dds = ZT k (t;  ) x( )d = fk fx (t)g (1.14)
donde el núcleo de la integral se define como:k (t;  ) = ZS  (s;  ) (t; s) ds
En forma general, el funcional lineal fkfx (t)g no es acotado ni continuo, por lo tan-
to no es de esperar que exista una función, perteneciente a L2 (T ) y definida en  , que
cumpla la condición (1.14) para cualquier señal x (t). La solución a este problema está en
la representación de x (t) mediante la función generalizada singular Æ (t) de la forma [4]:fk fx (t)g = x (t) = ZT Æ (t   ) x( )d; t 2 T
Dado un núcleo base, de (1.14) se establece la restricción para su núcleo conjugado:ZS  (t; s)  (s;  ) ds = Æ (t   ) (1.15)
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De la misma manera, al reemplazar (1.12) en (1.13) se tiene la condición:ZT  (s; t) (t; )dt = Æ (s  ) (1.16)
que debe cumplir tanto  (s; t), como  (t; ) para conformar un par de núcleos conjugados
base. Sin embargo, el análisis de (1.15) y (1.16) muestra que ambos núcleos al mismo
tiempo no pueden pertenecer a L2 (R). Algunos núcleos base tienen la propiedad por la
cual la transformada de la función en el dominio t 2 T , siendo integrable y perteneciente aL2 (T ), siempre genera funciones en el dominio s 2 S también integrables (pertenecientes aL2 (S)). La correspondencia completa entre las funciones determinadas en los dominios de t
y s se provee mediante núcleos autoconjugados (también denominados inversos o mutuos),
esto es [4],  (s; t) =  (t; s).
La transformada integral de Fourier, o Transformada de Fourier (TF), se obtiene asum-
iendo en calidad de base (1.8) la función,  (t; s) = ej2st a la cual le corresponde el
núcleo base conjugado,  (t; s) = e j2st, definido para los argumentos T  ( 1;1) yS  ( 1;1), que corresponde a la Transformada Inversa de Fourier (TIF):x (t) = 12 1Z 1X (!) ej!td! M= F 1 fX (!)g (1.17)
De igual manera, se puede obtener la Transformada Directa de Fourier (TDF):X (!) = 1Z 1 x (t) e j!tdt M= F fx (t)g (1.18)
El par de transformadas (1.17) y (1.18) representa la señal x (t) como una suma continua
de funciones exponenciales cuyas frecuencias están en el intervalo ( 1;1).
La transformada de Fourier X (!) corresponde a la función de densidad espectral de
enerǵıa (DEE ), cuya existencia depende de las condiciones de Dirichlet [5]:
1. x (t) tiene un número finito de máximos y mı́nimos en cualquier intervalo de tiempo
finito,
2. x (t) tiene un número finito de discontinuidades finitas en cualquier intervalo de tiem-
po finito,
3. x (t) es absolutamente integrable.
Con relación a la última condición, se puede decir que la transformada de Fourier rep-
resenta uńıvocamente cualquier señal real de enerǵıa. Aśı mismo, se considera que las
condiciones de Dirichlet son suficientes para la convergencia de la TF en la representación
de una señal de potencia en el intervalo (0; T ).
Las principales propiedades de la TF se muestran en la Tabla 1.2.
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Propiedad Descripción
Linealidad F
(Xn anxn (t)) =Xn anXn (!) ; 8an = onst:
Conjugada compleja Ffx (t)g = X( !)
Dualidad FfX (t)g = 2x( !)
Escala de coordenadas Ffx(t)g = X(!=)jj
Desplazamiento en el tiempo (retardo) Ffx(t  t0)g = X (!) e j!t0
Desplazamiento de frecuencia (modulación) Ffx (t) ej!0tg = X(!  !0)
Diferenciación F
 ddtx (t) = j!X (!)
Integración F
8<: tZ 1 x ( ) d9=; = 1j!X (!) + X (0) Æ (!)
Teorema de Rayleigh Ex = 1Z 1X (!)X( !)d! = 12 1Z 1 jX (!) j2d!
Teorema de Parsevall
Ex = 1Z 1X (!)X (!) d!= 12 1Z 1 jX (!) j2d! = 2 1Z 1 x2 (t) dt
Multiplicación Ffx1 (t) x2 (t)g = X1 (!) X2 (!)
Convolución Ffx1 (t)  x2 (t)g = X1 (!)X2 (!)
Tabla 1.2. Propiedades de la transformada de Fourier
Ejemplo 1.2. Determinar la DEE de la función pulso cuadrado x (t) = a ret (t).
Al realizar el cálculo de la TDF, (1.18), se obtiene:X (!) = 1Z 1 a ret (t) e j!tdt = a =2Z =2 e j!tdt = aj! (ej!=2   e j!=2) = a sin(!=2)!=2= a sin(!=2):
En general, se pueden formar nuevos conjuntos base a partir del desplazamiento en el
tiempo de un sistema base original, aśı (s; t) =  (t  s) (1.19)
entonces, el sistema base es función de una sola variable, dada por la diferencia de ambos
argumentos, (t  s):
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Si se considera T; S 2 ( 1;1); entonces, la señal original es la integral de convolución:x (t) = 1Z 1 v (s) (s  t) ds M= v (t)   (t) (1.20)
El núcleo conjugado, en caso de existir, se puede hallar mediante la TF de (1.20), que
aplicando la propiedad de convolución en el tiempo, se obtiene que X (!) = V (!)  (!),
de lo que resulta que V (!) =  (!)X (!), donde (!) = 1=(!) : Por lo tanto, el núcleo
conjugado también depende de la diferencia de argumentosvx (s) = 1Z 1 x (t)  (t  s) dt (1.21)
En calidad de ejemplo concreto, en (1.19), se puede analizar el desplazamiento de la
función base  (t  s) = Æ (t  s), entonces (f) =  (f) = 1, con lo cual se obtiene quevx (s) = 1Z 1 x (t) Æ (t  s) dt = x (s) (1.22)
Transformada de Laplace. El análisis de algunas señales x(t), mediante la TF se di-
ficulta cuando no cumplen la condición débil de Dirichlet, esto es, no son absolutamente
integrables. En este caso, se puede hallar la convergencia, si la señal se multiplica por una
función que acote los valores extremos, por ejemplo, por una curva exponencial del tipo,e t, en la cual la constante  > 0 se escoge de tal manera que asegure la condición de
integrabilidad absoluta del producto x(t)e t, entonces, la DEE, (1.17), toma la forma,X (!; ) = 1Z 1 x (t) e t e j!tdt (1.23)
Sin embargo, para asegurar la convergencia de (1.23), se debe ajustar la señal en el
tiempo, x(t), tal que 8t < 0, su aporte sea 0. De otra manera, el multiplicando e t puede
conllevar a la divergencia de la integral. Por lo tanto, el ĺımite inferior de la densidad
acotada siempre es 0:X (!; ) = 1Z0 x (t) e t e j!tdt = 1Z0 x (t) e (+j!)tdt = X (+ j!) (1.24)
Si se halla la TF inversa de la densidad espectral X (+ j!), se obtiene que12 1Z 1 X (+ j!) ej!td! = x (t) e t
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Aśı mismo, si ambas partes de la integral anterior se multiplican por et, juntando los fac-
tores de multiplicación exponencial y haciendo el cambio de variable ! ! + j!, entonces,
se llega a la expresión:12j +j1Z j1 X (+ j!) e(+j!)td (+ j!) = x (t)
En la práctica, es usual el empleo de la notación p , + j!, entonces la anterior integral
y la densidad (1.24), conforman el par de Transformadas de Laplace (TL):1Z0 x (t) e ptdt = X (p) , L fx (t)g (1.25a)12j +j1Z j1 X (p) eptdp = x (t) , L  1 fX (p)g (1.25b)
De (1.25b), se observa que la TL inversa se realiza mediante la integración en el plano
complejo p sobre toda la recta  = onst. También es claro, que el reemplazo de p = j!







































































































































































































































































































xn y1 y2ynseñalesproceso deK y 2 Yx 2 X
Figura 1.2. Transformación de señales
A su paso por los sistemas, las señales
sufren cambios en cada una de las etapas
del proceso. Debido a la diversidad de for-
mas posibles de señal es preferible tener una
representación común para su análisis. La
transformación de la señal se puede analizar
como el enlace entre la entrada y la salida
de un sistema o circuito (Figura 1.2), pues
en śı corresponde a la representación de un
conjunto inicial de señales X en términos de
otro conjunto; el de salida Y.
En forma general, para la descripción de la transformación K se deben conocer todas las
posibles parejas ordenadas entrada - salida, fx;K fxgg, lo cual en la mayoŕıa de los casos
prácticos no es realizable, entre otras razones, porque se puede tener una alta cantidad de
enlaces, además, por la dificultad en su ordenamiento. Sin embargo, cuando se restringe el
análisis a las transformadas lineales, la transformación se puede describir completamente
empleando un subconjunto reducido de todas las posibles parejas entrada - salida, como
consecuencia de la propiedad de superposición de las transformadas lineales. Los modelos
lineales son el referente de sistemas más empleados, de hecho, es común el análisis de
sistemas no lineales, a través de su linealización.
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Una transformación lineal K , que corresponde a la imagen determinada en un espacio
lineal X, tiene las siguientes propiedades:
1. Aditividad, K fx1 + x2g = K fx1g+ K fx2g, 8x1;x2 2 X,
2. Homogeneidad, K fxg = K fxg,
o lo que es equivalente K fx1 + x2g = K fx1g+ K fx2g, donde ;  = onst. De lo
anterior resulta que K f0g = 0 y K f xg =  K fxg, por lo tanto, el conjunto de vectores
linealmente transformados corresponde a un espacio lineal con el mismo conjunto de escalas
que el conjunto de definición de la transformada.
De otra parte, si los espacios de entrada y salida son idénticos, la transformación lineal
se denomina operador lineal, esto es, cuando el dominio de representación original coincide
con el dominio de la imagen de la transformada. En los operadores lineales la multiplicación
de dos operadores se determina como:
K = K1K2 ) K fxg = K1fK2fxgg
que corresponde a la conexión en cascada de ambos operadores. Cabe anotar que el conjunto
x 2 X, tal que K fxg = 0, se denomina núcleo o kernel (kerK ) del operador K .
Transformaciones lineales sobre espacios finitos
Un caso de análisis frecuente corresponde a las transformaciones lineales sobre subespacios
funcionales de L2(T ) cuyos resultados se pueden generalizar a todo L2(R).
Representación con vectores respuesta. Sea el espacio de entrada X generado por
la base linealmente independiente f'i : i = 1; : : : ; ng, para la cual existe la base conjugada
con elementos fi : i = 1; 2; : : : ; ng. Sea el espacio imagen Y con dimensión n que contiene
los valores de la transformación K . Luego, a partir de la expansión generalizada de Fourier,8x 2 X, se obtiene que x(t) =Pni=1 hx; ii'i(t); t 2 T , por lo que al considerar la linealidad
de K , entoncesy(t) = K fx(t)g = nXi=1 hx; ii i(t) (1.26)
donde f i :  i(t) = K f'i(t)g ; i = 1; : : : ; ng, que son las respuestas para cada una de las
funciones base del espacio X, dadas en calidad de entrada de K . Luego, se puede considerar
el conjunto f ig como la representación de K en términos de la base fig en X.
Representación por sucesión de funcionales lineales. Otra forma de representación
de K se da por la sucesión ordenada de n vectores en X. Sea f'i : i = 1; : : : ; ng el conjunto
de vectores linealmente independientes, que generan a Y, a los cuales le corresponde la base
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conjugada fbi : i = 1; : : : ; ng. Entonces, cualquier vector de Y se representa como:y(t) = nXj=1 hy; bji b'j(t) (1.27)
teniendo en cuenta (1.26) y (1.27), se obtieney(t) = K fx(t)g = nXj=1 hx; ji b'j(t); i(t) = nXj=1 hbj ;  iii(t)
Por lo tanto, la sucesión ordenada fjg representa a K en términos de la base dada de
Y. Asumiendo la independencia lineal de fjg, entonces, la representación del operador se
puede entender como una sucesión ordenada, en la cual cada elemento es una transformada
de rango unitario (funcional lineal) fj(bx) = hx; ji, con j = 1; : : : ; n; la suma por todos
elementales representa toda la transformación: K fx(t)g =Pnj=1 fj(x) b'j(t).
Representación matricial. Por cuanto los vectores  i en el primer método, ó j en el
segundo método, se describen por un conjunto de n coeficientes (vector fila) la transforma-
ción lineal puede ser representada por una tabla de relación de nn escalares, esto es, en
forma de un arreglo matricial.
Sea i = nXj=1ji'̂j(t); ji = h i; bji = hK f'ig ; bji (1.28)
Luego, al reemplazar (1.28) en (1.26) se tiene que:y(t) = nXi=1 nXj=1jii'j(t) = nXj=1 j'i(t); (1.29)
donde i = hx; ii; y i = hy; bji =Pni=1 jii.
La expresión (1.29) se escribe en forma matricial como  = K, donde y  son vectores
con dimensión n que representan a x sobre X e y sobre Y por sus respectivas bases. Cabe
anotar que la transformación lineal K se representa completamente mediante K, que es
una matriz de orden n con elementosji = hK f'ig ; bji (1.30)
1.2.3. Representación integral de sistemas lineales
En el caso de transformaciones lineales, la descripción de la relación entrada-salida en
grupos de reducidos elementos se puede generalizar a todo el sistema lineal empleando la
propiedad de superposición. De otra parte, la presunción de linealidad en la transformación
exige que la señal a la salida sea proporcional a la entrada, pero de ninguna manera que
14 Caṕıtulo 1. Señales y sistemas
dependa de procesos remanentes o transitorios existentes en el sistema. En lo sucesivo, el
análisis de transformaciones se realiza para sistemas invariantes en el tiempo.
Operadores lineales en espacios integrables. El análisis de los sistemas puede lle-
varse a cabo mediante cualquiera de las distintas formas de representación de las señales.
En el caso discreto, se puede emplear la representación de transformaciones lineales so-
bre espacios de dimensión finita, correspondientes al modelo de señal dado en (1.4). Sin
embargo, se tiene que la implementación práctica de los métodos de análisis es compleja,
debido a que se hace necesario una gran cantidad de mediciones para los espacios de entra-
da en la descripción de cada transformación; sumado al hecho de que la misma cantidad
de transformaciones puede ser muy alta. Por tal razón, esta forma de análisis de sistemas
es empleada en casos espećıficos de espacios de entrada con bajo número de dimensiones y
transformaciones relativamente simples.
El análisis de sistemas es preferible llevarlo a cabo, basados en la representación integral
de señales, empleando operadores lineales, los cuales se definen sobre la transformación
lineal acotada y determinada en espacios integrables L2 (T ). La interpretación f́ısica de
esta restricción tiene que ver con el cumplimiento de la condición de estabilidad de los
sistemas, que implica que a una señal de entrada con enerǵıa le debe corresponder también
otra señal de enerǵıa a la salida.
Empleando el modelo de bases continuas en la representación generalizada de Fourier
(1.13), las respectivas señales de entrada y salida se describen como:x (t) = ZS vx (s) (t; s) ds; (1.31a)y (t) = ZS vy (s) (t; s) ds: (1.31b)
Aśı, se define el operador K , tal quey (t) = K fx (t)g = ZS vy (s) (t; s) ds
donde  (t; s) = K f (t; s)g.
La densidad de salida, que de acuerdo con (1.12) es vy (s) = R T y (t)  (s; t) dt y al reem-
plazar (1.31b), resulta envy (s) = ZT ZS vx() (t; )  (s; t) ddt = ZSK (s; ) vx () d;
donde el núcleo de la anterior integral, definido como,K (s; ) = ZT  (t; )  (s; t) dt (1.32)
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representa la transformación K y corresponde al sentido de los coeficientes (1.30), en
los cuales los coeficientes i y j se convierten en las variables  y s de (1.32), mientras
las expresiones de representación de entrada y salida, en términos de la base '(t; s), se
obtienen de las respectivas representaciones integrales. Aśı por ejemplo, se puede tomar la
base dada en (1.21), para la cual se cumple que  (t; s) = Æ (t  s), con T; S  ( 1;1).
En este caso, de acuerdo con (1.22), se tiene que vx (s) = x (s) y vy (s) = y (s). La reacción
a la función base, especialmente notada como (t; ) , h (t; s) (1.33)
se denomina respuesta a impulso, que como función en el tiempo describe la reacción del
operador cuando a la entrada se tiene la función Æ dada en el momento de tiempo s. Luego,
de (1.32) se tieneK (s; ) = 1Z 1 Æ (s  t)h (t; ) dt = h (s; ) (1.34)
con lo cual, la salida (1.31b) se determina comoy (t) = ZT h (t;  )x ( ) d (1.35)
La expresión (1.35) es la primera forma de análisis de sistemas, que corresponde al empleo
en calidad de núcleo de su reacción a la función Æ(t), conocida como el método de la integral
de superposición. En otras palabras, para describir el comportamiento de un sistema en el
dominio del tiempo, se puede probar aplicando la función elemental Æ (t) a la entrada; la
salida resultante suficiente para la descripción de la respuesta del sistema.
Otra base frecuentemente empleada corresponde a  (t; s) = ej2st, T; S  ( 1;1). En
este caso, se obtiene que vx (s) = F fx (t)g = X (s) ; además, vy (s) = F fy (t)g = Y (s).
De acuerdo con (1.34), se tiene (t; s) = ZT h (t;  ) ej2sd , H (t; s) (1.36)
Por consiguiente, de (1.34) y (1.35) se obtieneY (f) = 1Z 1H (f; )X()d (1.37)
donde H (f; ) = 1Z 1 1Z 1 h (t;  ) e j2ftej2dtd .
La respuesta de frecuenciaH (f; ) ; denominada la función de transferencia, corresponde
a la segunda forma de análisis de sistemas conocida como el método de análisis espectral.
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La relación entre la función de respuesta a impulso y la función de transferencia, aśı como
con las respectivas bases de representación en la transformación lineal de señales se muestra
























































































































































































































































t : x(t); '(t; s)
s : vx(s); (t; s)
h(t) = K f'(t; s)g
H(s) = K f(t; s)g
y(t) = K fx(t)g
vy(s) = ZS K(s; )vx()d
K (s; )
Figura 1.3. Transformación lineal e invariante de señales
Cabe anotar, que en algunos casos es importante representar las señales de entrada y
salida con diferentes bases, aśı '(t; s) puede corresponder a la entrada, mientras, b'(t; s) a
la salida, con lo cual la respectiva densidad de salida es:vy (s) = ZS K (s; ) vx () d
donde K (s; ) = ZT ̂ (s; t) (t; ) dt;  (t; s) = K f' (t; s)g
El tercer método de análisis de sistemas lineales se basa en su descripción generalizada
mediante ecuaciones diferenciales, también lineales, pero de orden finito y conocido como
el método del operador diferencial de orden finito,0 (t) y (t)+1 (t) dydt +  +m (t) dmydtm = 0 (t) x (t)+1 (t) dxdt +  +n (t) dnxdtn ; (1.38)
siendo, respectivamente, las funciones continuas de entrada y salida fm (t)g y fn (t)g.
Sistemas lineales e invariantes en el tiempo. La condición de invariabilidad, implica
que el operador dependa sólo de la diferencia de los argumentos, y (t  t0) = K fx (t  t0)g,
que en los sistemas lineales, implica que la respuesta a impulso h (t;  ) dependa solamente
de la diferencia de los argumentos, h (t;  ) = h (t   ), con lo que (1.35) se convierte eny (t) = ZT h (t   ) x ( ) d (1.39)
Aśı mismo, la descripción, dada en términos de la frecuencia lineal, f , para el operador
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invariante en el tiempo, contiene el ajuste de los argumentos en (1.37):H (f; ) = 1Z 1 1Z 1 h (t   ) e j2ft+j2dtd = 1Z 1 h () e j2f 1Z 1 ej2(f )dd= H (f) Æ (f   )
por consiguienteY (f) = 1Z 1H (f) Æ (f   )X()d = H (f)X (f) (1.40)
Asumiendo x (t) = ej2ft, la convolución dada en (1.39) se define como:y (t) = 1Z 1 h ( ) x (t   ) d = 1Z 1 h ( ) ej2f(t )d = ej2ft 1Z 1 h ( ) e j2fd= ej2ftF fh (t)g = ej2ftH (2f)
Luego, la función de transferencia H (2f) ; expresada en términos de frecuencia angular,
corresponde a la TF de la función respuesta al impulso:H (2f) = F fh (t)g = 1Z 1 h (t) e j2ftdt
Por último, aplicando la TIF a (1.40), la salida se puede expresar en forma alterna:y (t) = 12 1Z 1H (2)X (2) e j2td!
El método del operador diferencial asume que en los sistemas invariantes en el tiempo
los parámetros de entrada y salida en la ecuación diferencial (1.38) son constantes, con lo
cual la correspondiente función respuesta a impulso de (1.39) se determina como [4]:h (t   ) = 8>><>>: mXk=1kepk(t ); t  0; t <  (1.41)
donde pk son las ráıces del polinomio, Q (p) =Pmk=1 kpk = 0.
Al operador de (1.41) le corresponde la función de transferencia, que se expresa en la
siguiente forma racional:H (f) = mXk=1 kj!   pk = P (p)Q (p) ; k; k 2 R; P (p) =Xnk=1 kpk
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R y (t)Cx (t)
(a) Diagrama básico
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(b) Función de transferencia
Figura 1.4. Análisis espectral del circuito RC
Aplicando la relación del divisor de voltaje, se tiene:y (t) = ZR+ Z ej!t
donde la impedancia de la capacitancia es Z = 1=j!C: Aśı,H (!) = (1=j!C)R+ (1=j!C) = 11 + j! (1)
siendo  = RC: Al convertir en forma polar la expresión (1) se obtienen las respectivas
magnitud, jH (!) j = 1 + (! )2 1=2, y desfase, que se muestran en la Figura 1.4(b).
1.2.4. Representación de sistemas no lineales
El comportamiento de sistemas variantes en el tiempo, pero que trabajan en régimen no
lineal, se describe por ecuaciones diferenciales también no lineales. La integración exacta
de tales ecuaciones, en la mayoŕıa de casos prácticos, es imposible. Actualmente, existe una
serie de métodos de solución aproximada, los cuales básicamente, representan el dispositivo
en análisis como una secuencia de conexiones lineales e invariantes sin retroalimentación.
En este caso, se deben hacer los ajustes necesarios derivados de la aparición de nuevas com-
ponentes espectrales al paso de señales por sistemas no lineales. Aunque, cuando se tienen
sistemas no lineales con lazos de retroalimentación (osciladores, sistemas de seguimiento,
etc.), su análisis se hace mucho más complejo. Algunos de los métodos de representación
corresponden a los descritos a continuación:
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Análisis del régimen de estado estable. En este caso, se toma el modelo de es-
tabilidad asintótica del sistema, aunque, de igual forma se puede asumir la variabilidad
o invariabilidad de sus parámetros en el tiempo. El análisis puede realizarse tanto en el
tiempo como en la frecuencia.
El método espectral se puede emplear cuando el sistema es abierto y consiste de una
conexión en cascada de dispositivos lineales invariantes o no lineales variantes en el tiempo.
En primera instancia, puede considerarse el modelo de un dispositivo no lineal con una
función de transformación entrada-salida, descrita por y (t) = K fx (t)g, a cuya salida le
corresponde la TF:Y (!) = 1Z 1 K fx (t)ge j!tdt (1.42)
que determina de forma anaĺıtica la función que aproxima la caracteŕıstica del dispositivo
no lineal.
En general, la señal de entrada se puede representar mediante su descomposición es-
pectral, por ejemplo, mediante la serie de Fourier, luego se obtiene para cada una de las
componentes, su respectiva salida después de cada dispositivo, teniendo en cuenta que la
señal total de salida superpone todas las respuestas elementales del sistema:y = K f nXk=1 xnejk!0tg
La segunda forma de representación de un sistema, en régimen de estado estable, cor-
responde a su desarrollo en el tiempo. Si se asume la invariabilidad del sistema, todas las
derivadas en el tiempo de los respectivos parámetros deben ser cero, con lo cual se puede
analizar el régimen de estado estable con base en la respectiva ecuación diferencial, que
describe el sistema, la cual después de hacerse cero se convierte en una ecuación algebraica
simple. La solución de esta clase de ecuaciones se puede realizar por métodos gráficos o de
aproximaciones sucesivas numéricas [6].
Ejemplo 1.4. Hallar la DEE de la corriente de salida relacionada con el voltaje de entrada
mediante la expresión,i (t) = k  u1e t + u0 > 0; t1  t  t20; otros valores de t
donde k es una constante.
La densidad espectral de enerǵıa del voltaje de entrada, teniendo en cuenta el valor del
retardo t1 tiene la formaU (!) = 1Zt1 u1e (t t1)e j!tdt = u1 ej!t1+ j!
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mientras a la salida, a partir de (1.42), le corresponde la densidad espectral,I (!) = t2Zt1 ku1e (t t1) + u0 e j!tdt = ke j!t1 t2 t1Z0  u1e t + u0 e j!tdt= ku1 e j!t1+ j! e (+j!)   (+ j!) e (t2 t1) + j!j!
cuya forma se hace compleja, como resultado de la no linealidad del proceso.
Ejemplo 1.5. Analizar el régimen estable de una señal compuesta de dos componentes
armónicos: x (t) = x1 os (!1t) + x2 os (!2t), a su paso el sistema mostrado en la Figura 1.5,
compuesto por un elevador al cuadrado (con función entrada-salida y (t) = kx2 (t)) y un filtroRC pasabajos, como el descrito por la función de transferencia (1) del ejemplo 1.3.x(t) y(t) z(t)k( )2
FPB
Figura 1.5. Detector cuadrático
A la salida del elevador al cuadrado se tieney (t) = kx2 (t) = k (x1 os (!1t) + x2 os (!2t))2= kx21 os2 (!1t) + 2kx1x2 os (!1t) os (!2t) + kx22 os2 (!2t)= k2  x21 + x22+ k2x21 os (2!1t) + k2x22 os (2!2t) + kx1x2 (os (!3t) + os (!4t))
donde !3 = !1   !3 y !4 = !1 + !3.
Teniendo en cuenta las expresiones obtenidas para la magnitud y desfase del filtro RC en el
ejemplo 1.3, la salida del detector cuadrático tiene la forma,z (t) = k2  x21 + x22+ k2 x21p1 + 4!21 2 os (2!1t+ 1) + k2 x22p1 + 4!22 2 os (2!2t+ 2)++ k x1x2p1 + !32 2 os (!3t+ 3) + k x1x2p1 + !42 2 os (!4t+ 4)
donde 1;2 =   artan (2!1;2 ) ; 3;4 =   artan(!1  !2 ). Si se asume un valor suficien-
temente grande la constante  , la salida del filtro pasabajos (FPB) se puede aproximar al
siguiente valor:z (t)  k2  x21 + x22
Método de series funcionales. También conocido como el método de Wiener [7], puede
ser catalogado como heuŕıstico y se fundamenta en la posibilidad de representar sistemas
no lineales e invariantes en el tiempo en forma de series.
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Sea un sistema con entrada x (t) y salida y (t); ambas relacionadas por el operador K :y (t) = K fx (t)g
En general, el operador K depende del carácter del sistema, su objeto de análisis y
tipo de entradas. En el caso concreto, se escoge una clase de sistemas con memoria finita,
asumiendo que el operador es biyectivo. Esta restricción no aplica en sistemas en los cuales
existan puntos de equilibrio dependientes de las condiciones iniciales de entrada (sistemas
con memoria infinita).
Una forma de representación de la no linealidad en un sistema, más angosta que las
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Figura 1.6. Representación por series de
Volterra
En particular, cuando se tienen ecua-
ciones diferenciales de primer orden [9],dydt = f (t; y (t)) + g (t; y (t) ; x (t))
la representación (1.43) es viable, por ejem-
plo, cuando la función f (t; y (t)) con re-
specto a y se puede aproximar por la serie
de Taylor, mientras la función g no dependa
de y (t).
Con el objeto de simplificar el análisis, el
modelo de representación se puede limitar
hasta los sistemas invariantes en el tiempo,
cuando se asume que es cierta la propiedad
K fx (t+  )g = y (t+  ) ; 8 , por esta
razón, la serie funcional de Volterra (1.43)
toma una forma más simple,y (t) = h0 + 1Z 1 h1 (1)x (t  1) d1+ 1Z 1 1Z 1 h2 (1; 2) x (t  1)x (t  2) d1d2 +    (1.44)
Las funciones hk (1; : : : ; k) son denominadas los núcleos de Volterra, que al igual que
en los sistemas lineales, representan la respuesta a la función Æ(t). El primer término h0
se puede tomar como componente constante de la representación, o bien, como las condi-
ciones iniciales, por cuanto y (t) = h0, cuando x (t) = 0. En cuanto al segundo término,
22 Caṕıtulo 1. Señales y sistemasR h1 (1)x (t  1) d1, si cumple la condición de realización f́ısica, h1 (t) = 0;8 t < 0,
entonces éste corresponde a la parte lineal del sistema.
El tercer término,
R R h2 (1; 2)x (t  1) x (t  2) d1d2; corresponde a la convolu-
ción doble de la señal de entrada x (t) con la respuesta a impulso h2 (1; 2). Si se asume
la independencia de los términos h2 (1; 2) = h(1)h(2), entonces el tercer término es:Z Z h2 (1; 2) x (t  1)x (t  2) d1d2= Z h (1) x (t  1)d1 Z h (2) x (t  2)d2 = y (t) y (t) = y2 (t)
esto es, el tercer término puede ser entendido como la descripción de un sistema cuadrático.
En general, asumiendo que todos los núcleos de Volterra cumplen las condiciones:
– Realización f́ısica. hk (1; : : : ; n) = 0;8k < 0; k = 1; : : : ; n
– Simetŕıa. hk (1; : : : ; n) = hk (n; : : : ; 1) =    , esto es, el núcleo es el mismo
cualquiera que sea el orden de sus argumentos.
entonces, un sistema no lineal dado con memoria finita puede ser representado por la serie
de Volterra (1.44), en la cual cada término puede ser asociado con su respectivo operador
elemental Hk; como se muestra en la Figura 1.6:y (t) = h0 +Xk>0Hk fx (t)g (1.45)
donde Hk fx (t)g = R    R hk (1; : : : ; k) x (1)    x (k) d1 : : : dk.
Ejemplo 1.6. Analizar la convergencia del sistema invariable en el tiempo, descrito por la
función linealidad y (t) = z (t)  1 + z2 (t) 1, representado en la Figura 1.7.
- - -x(t) z(t) y(t)h(t) ()2
Figura 1.7. Sistema cuadrático simple
La descomposición de la función, mediante análisis en la serie de Taylor, tiene la forma:y (t) = 1Xk=0 ( 1)k (z (t))2k+1 (1)
Reemplazando, por el núcleo básico de primer orden z (t) = h (t)x (t), se obtiene la respectiva
serie de Volterray (t) = 1Xk=0 ( 1)k0 1Z 1 h ()x (t  ) d1A2k+1 = 1Xk=0H2k+1 fx (t)g (2)
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donde los núcleos son de la forma h2k+1 (1; : : : ; 2k+1) = ( 1)k h (1)   h (2k+1).
Por cuanto la serie de Taylor (1), obtenida para el sistema cuadrático simple, converge solo
para valores de z (t) < 1, entonces la respectiva serie (2) converge en aquellos momentos
del tiempo cuando jz (t)j  1. Lo anterior implica, que en el ejemplo del sistema cuadrático
simple, la serie de Volterra se puede emplear para señales de entrada, cuya salida z (t) no
exceda el valor de 1.
Cabe anotar que la convergencia de la serie de Taylor se exige para todo el dominio de
representación t. Aśı por ejemplo, si en la Figura 1.7, en vez del elevador a cuadrado, se
tiene un limitador bilateral del tipo y (t) = a sgn (z (t)), entonces para esta función con
rompimiento en el punto t = 0, la serie de Taylor no existe en ese mismo punto, y por lo
tanto, tampoco existe la representación en series de Volterra.
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Problemas
Problema 1.7. Demostrar que el siguiente conjunto de señales es ortogonal y calcular su TF directa:n (t) = sin
(t  nT ); n = 0;1;2; : : : ; 1 < t <1.
Problema 1.8. Calcular los coeficientes de la serie de Fourier y la TF de la función dada en la
forma, x (t) =P1n= 1 Æ (t  nT ).
Problema 1.9. Hallar la TF de un pulso Gaussiano x (t) = a exp (t=)2 y verificar el efecto de
extensión recı́proca de escala para  = 1 y  = 2. Calcular la diferencia de las DEE en los puntos de
intersección.
Problema 1.10. Las señales xp (t) = xp( t) y xi (t) =  xi( t) se relacionan con la función y (t)
como: xp (t) = y (t) + y ( t)xi (t) = y (t)  y ( t)
Hallar la relación entre las respectivas DEE Xk (!) = F fxk (t)g ; k 2 fp; ig con la densidad Y (!).
Problema 1.11. Sea X (!) = F fx (t)g. Hallar la señal y (t) = F 1 fY (!)g, para cada uno de los
siguientes casos: a) Y (!) = X2 (!), b) Y (!) = X (!)X (!) y ) Y (!) = X (!).














rR3 R1C1R2C2x (t)x (t) C1R1R2 y (t) x (t)y (t) y (t)CCf R2R1RfC2R2R1 y (t)x (t) a) d))b)
Figura 1.8. Circuitos de filtración
Problema 1.13. Determinar la respuesta a impulso para cada uno de los circuitos descritos por las
siguientes ecuaciones diferenciales:T dydt   y = kx y = kx+ T dxdt y = kx+ 2k1T dxdt + T 2 d2xdt2  T 2 d2ydt2 + 2k1T dydt + y = kxT 2 d2ydt2   2k1T dydt + y = kx 1!2 d2ydt2 + y = kx
Problema 1.14. Comparar los espectros de entrada y salida del dispositivo no lineal con tensión de
salida i = a0 + a1 (u  u0) + a2 (u  u0)2 + a3 (u  u0)3, cuando el voltaje de entrada tiene la formau = u1 (t) + u0, asumiendo que la componente variable corresponde a un pulso triangular,u1 (t) = bt; 0  t  T0 otros valores de t
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1.3. Discretización de señales y sistemas
1.3.1. Discretización uniforme
El empleo de sistemas discretos en campos donde las señales son continuas supone su
previa acomodación, esto es, la discretización de las señales. El modelo conveniente para la
discretización ideal, o muestreo de una señal continua x(t), está dado por su multiplicación
con alguna señal periódica de discretización xd(t); con el fin de obtener la señal discretizadax(kt):x(kt) = x(t)xd(t) =Xk x(kt)Æ(t  kt) (1.46)
donde xd (t) =P1k= 1 Æ (t  kt), siendo t el peŕıodo de discretización.
A partir de la expresión (1.46) se observa que la señal discretizada x(t) se define solamente
en los momentos equidistantes de tiempo t = kt, luego entonces, parte de la información
de la señal original x(t) se pierde durante su discretización.
Teorema 1.3. (Discretización de Kotelnikov.) Sea una señal continua x(t), para la cual
no se consideran componentes espectrales mayores a !max = 2fmax[rad=s℄, donde fmax
es el máximo valor de frecuencia para la cual X(!) 6= 0; entonces, toda la información de
la señal continua estará enteramente contenida en los valores x(nt), asegurando que se
cumpla la desigualdad:t  1=2fmax (1.47)
El teorema 1.3 permite representar la señal continua x(t) en forma de la serie:x(t) = 1Xk= 1x(kt)sin (!max(t  kt))!max(t  kt) (1.48)
Al comparar la serie (1.48) con la representación (1.4), se observa que las funciones base
de descomposición son las siguientes:k(t) = sin (!max(t  kt))!max(t  kt)
La serie de Kotelnikov (1.48) permite el restablecimiento de la función inicial x(t),
en cualquier momento del tiempo t (dentro del intervalo de análisis). Sin embargo, el
restablecimiento de x(t) exige realizar la sumatoria sobre una cantidad infinita de términos,
lo cual prácticamente es imposible. De otra manera, la implementación del teorema de
discretización conlleva inevitablemente a errores de representación.
Cabe anotar, que los valores sucesivos de los tiempos discretización uniforme, descritos
por la malla fnt : n 2 Zg, están separados a un intervalo constante e igual a t,
cumpliendo (1.47), por lo que en la práctica es común normalizar su valor, esto es,x(nt) = xd[n℄
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1.3.2. Transformadas ortogonales discretas
La realización de cualquier forma de representación integral de señales mediante sistemas
reales de proceso digital, dada una señal discreta x[n℄, se encuentra con algunas dificultades
insuperables. En particular, se necesitan procesadores con memoria infinita para guardar,
tanto la infinita cantidad de valores de la serie de entrada x[n℄, como el conjunto de valores
del continuo de la respectiva representación espectral H(ej
). En consecuencia, empleando
el modelo de las respectivas bases continuas, en la representación generalizada de Fourier
en (1.12), y para efectos de realización práctica, el conjunto de transformadas ortogonales
discretas se define estrictamente sobre sucesiones discretas, x[n℄; con longitud finita N , o
bien sobre sucesiones periódicas con periodo N , de la siguiente forma:x[k℄ = N 1Xn=0 v[n℄k[n℄; k = 0; 1; : : : ; N   1 (1.49a)v[n℄ = 1N N 1Xk=0 x[k℄n[k℄; n = 0; 1; : : : ; N   1 (1.49b)
Entre los diferentes conjuntos ortogonales analizados en la sección §1.1.3, en el proceso
digital de señales moderno, encuentran aplicación las trasformadas discretas de Fourier
(con sus respectivos casos particulares de la T. Hartley y la T. discreta de cosenos), de
Walsh y Haar, entre otras. En el caso de la Transformada discreta de Fourier (TDF), en
calidad de sistema base se emplea la base ortogonal exponencial (1.8), pero en su forma
discretizada:k(n) = ejkn2=N ,W knN ; n = 0; 1; : : : ; N   1 (1.50)
El factor de pivote WN = ej2=N cumple la condición de ortogonalidad:N 1Xn=0W knN W mnN = 8<:N; (k  m) = lN; l 2 N0; (k  m) 6= lN (1.51)
Aśı mismo, este factor es periódico con peŕıodo N , tanto en el sentido de la variable de
frecuencia n, como el de la variable de tiempo k:W knN =W (k+N)nN =W k(n+N)N (1.52)
Teniendo en cuenta las ecuaciones (1.50), (1.51) y (1.52), se determina el par de trans-
formadas discretas de Fourier, en función del factor de pivote, de la siguiente forma:x[k℄ = N 1Xn=0 X[n℄W knN ; k = 0; 1; : : : ; N   1 (1.53a)X[n℄ = 1N N 1Xk=0 x[k℄W knN ; n = 0; 1; : : : ; N   1 (1.53b)
1.3. Discretización de señales y sistemas 27
El sistema de transformadas (1.53a) y (1.53b) establecen la relación mutua e uńıvoca
entre los valores de la serie de entrada x[k℄ y su representación discreta espectral X[n℄. Por
cuanto el factor de pivote es periódico, entonces el espectro discreto de Fourier de la señal
también es periódico, esto es, X(n) = X (n+mN) ; m = 1;2; : : :.
1.3.3. Representación ortogonal de sistemas en tiempo discreto
Respuesta discreta a impulso. Los sistemas lineales en tiempo discreto se describen
por medio de ecuaciones de diferencias con parámetros constantes:NXn=0 any[k   n℄ = MXn=0 bnx[k   n℄ (1.54)
donde a0 = 1, los términos y[k   n℄ y x[k   n℄ corresponden a los valores de las señales
discretizadas de salida y entrada, respectivamente. Si se cumple que an 6= 0, 8n 6= 0;
entonces el sistema se denomina recursivo. La señal a la salida de tal sistema depende
no solamente de las señales de entrada, sino de valores de la señal de salida en momentos
anteriores. En cambio, cuando se tiene que los coeficientes an = 0, n = 1; 2; : : : ; N , entonces,
se habla de un sistema no recursivo, cuya señal de salida se determina solamente por la
acción de entrada hasta el momento actual de tiempo.
La respuesta a impulso de un sistema discreto h[n℄ se define como la salida cuando la
entrada corresponde a la función x[n℄ = Æ[n℄. La señal a la salida de un sistema discreto
lineal e invariante en el tiempo se define como:y[n℄ = 1Xk= 1h[n; k℄x[k℄ = 1Xk= 1h[n  k℄x[k℄; (1.55)
Asumiendo la condición de realización f́ısica del sistema, que implica h[n; k℄ = 0; 8 k > n,
entonces, se obtiene que, y[n℄ =P1k=0 h[k℄x[n  k℄; n = 0; 1; : : :
En los filtros no recursivos, la respuesta a impulso contiene una cantidad finita de térmi-
nos, que no excede el valor de M + 1, donde M es el ĺımite superior de la suma en (1.55),
correspondiente a los elementos de la entrada; estos sistemas se denominan de respuesta a
impulso finita:hRIF [n℄ = NXi=n0iÆ[n  i℄; 8n0; N <1 (1.56)
Por el contrario, los sistemas discretos recursivos que poseen una respuesta a impulso
infinita se denominan de respuesta a impulso infinita:hRII = NXi=n0iÆ[n  i℄; jN   n0j ! 1 (1.57)
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Función de transferencia discreta. Como en caso continuo, en los sistemas discretos
lineales e invariantes en el tiempo con respuesta a impulso dada h[n℄, se determina la señal
de salida y[n℄, asumiendo que se tiene como señal de entrada x[n℄ = exp[jn




teniendo en cuenta (1.36), entonces y[n℄ = ejn
 H(ej
); donde H(ej
) es la respuesta de
frecuencia o función de transferencia discreta, que en forma general, puede ser compleja
como se demuestra en el caso de los sistemas continuos, aśı,Y ej
 = X ej
H ej
 ;





































Figura 1.9. Análisis de sistemas discretos
Los métodos de análisis de sistemas dis-
cretos, básicamente, corresponden a los
mismos métodos del caso continuo, los
cuales se representan en la Figura 1.9.
De acuerdo con el desarrollo matemáti-
co anteriormente descrito de la función de
transferencia, para su determinación exis-
ten varios métodos. El primer método em-
plea la función de impulso unitario Æ[n℄
como señal de entrada, un segundo méto-
do emplea la función exponencial, ejn
; en
correspondencia con la misma definición y,
por último, sin especificar la señal de entra-
da se puede analizar la ecuación de difer-
encias que concretamente describe el sis-
tema [10].
De otra parte, el método matricial es
común en la descripción de sistemas dis-
cretos, cuando el operador H se repre-
senta en forma de matriz. Sean, en cali-
dad de funciones propias de un operador,
las siguientes funciones discretas m[k℄,m; k = 0; 1; : : : ; N   1, esto es,
H fm[k℄g = H[m℄m[k℄;
La filtración discreta se puede entender como la multiplicación de los coeficientes v[n℄;
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obtenidos de la representación de la señal de entrada con la base m[k℄; por los respec-
tivos coeficientes de la función de transferencia H[m℄. La multiplicación corresponde a los
coeficientes espectrales de la señal de entrada.
Las restricciones de implementación práctica hacen que en el proceso de señales se utilicen
solamente bases discretas del tipo ortogonal, para los cuales la señal de salida puede ser
representada por la siguiente expresión matricial:
YN1 = 1NHNHNNXN
donde Y y X se forman de las respectivas señales discretizadas de salida y entrada, 
es una matriz ortogonal, con filas determinadas por las funciones discretas ortogonalesm[k℄; m; k = 0; : : : ; N   1, donde N es el conjunto de la base y H es la matriz ortogonal
compuesta por los coeficientes H[m℄. De lo anterior, se deduce que la transformación lineal
discreta se representa por la matriz
H = 1NHH (1.58)
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Problemas
Problema 1.15. Sea la señal de video x(t) = x0 exp ( t)u(t). Seleccionar el valor del intervalo de
muestreo , de tal manera que la magnitud de la DEE en la frecuencia lı́mite !max se disminuye
hasta el valor de 0:01X(0).
Ejercicio en el CP 1.2. Sea una señal seno x(t) definida en el intervalo de tiempo [0; 1℄. Hallar
su representación discretizada a una velocidad de muestreo 0:01.




N=2,3,4,5,6,7,8; % Escala de tiempo
for n = 1:5*N
m(n)=exp(-j*2*pi*n/N);
end
m % valores del factor de pivote
Problema 1.16. Calcular la convolución lineal de las siguientes sucesiones finitas:
x = [2   2 1℄T ; h = [1 2℄T. x = [2   2 1℄T ; h = [1 2 0 0℄T.
Problema 1.17. Dado un filtro de respuesta a impulso finita, para un valor de N = 9, que
se aproxima a un FPB ideal con frecuencia de corte 
 = 0:2 y respuesta a impulso deseadah[n℄ = sin(0:2n)=(n). Hallar la respectiva función de transferencia para los casos de ventanas:a) rectangular, b) Hamming.
Problema 1.18. Sea un circuito diferenciador ideal (transformador de Hilbert), para un valor deN = 15, con respuesta a impulso deseadah[n℄ = (0; n par2n ; n impar
Hallar la respectiva función de transferencia para los siguientes casos de ventana:a) rectangular, b) Hamming.
Problema 1.19. Hallar las funciones de transferencia de los circuitos, descritos en los problemas
1.12 y 1.13.
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1.4. Representación dinámica de sistemas
1.4.1. Sistemas lineales en variables de estado
A partir del método de ecuaciones diferenciales (1.38), que describe un sistema lineal con
una entrada y una salida, en el numeral §1.2.3 se analiza la función de respuesta a impulsoh (t) como forma de descripción del sistema. Sin embargo, el mismo método de ecuaciones
diferenciales puede emplearse directamente en la representación de los sistemas dinámicos










































































































-u(t) y(t)0 dmydtm dm 1y (t0)dtm 10 dm 1ydtm 1 dm 2y (t0)dtm 20 dm 2ydtm 2 dydt y (t0)n 1 n 2 1 0R R R
Figura 1.10. Modelo de un sistema lineal de orden m.
– Las condiciones iniciales del sistema deben ser conocidas para determinar su respuesta
en cualquier intervalo de tiempo t0  t  t1. Además, deben estar en un número tal
que describan completamente la influencia de la señal de entrada, hasta el instantet0, sobre la señal de salida después del momento t0.
El estado del sistema se define como la cantidad mı́nima de elementos de referencia
del sistema necesaria para la descripción completa de su señal de salida, mientras las
mismas variables de referencia se denominan variables de estado. En la práctica, el
estado del sistema se describe por un vector de orden finito y, por lo tanto, se habla
de un sistema dinámico con dimensión finita.
– La solución de la ecuación diferencial se puede implementar mediante los siguientes
dispositivos de operación básica: integradores, sumadores, dispositivos no lineales,
amplificadores de ganancia variable, etc. La conexión de estos dispositivos de opera-
ciones básicas se considera el modelo del sistema dinámico.
La forma generalizada de una ecuación diferencial de orden m,0u (t) = 0y (t) + 1 dydt + : : : mdmydtm ; (1.59)
implica la selección de y (t) ; : : : ; dm 1yÆdtm 1 en calidad de variables de estado, cuya
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su solución se puede modelar empleando un procesador analógico equivalente como
el mostrado en la Figura 1.10.
Ejemplo 1.7. Sea el circuito RC representado en la Figura 1.3, en el cual la señales de saliday (t) y entrada u (t) están relacionadas por la ecuación diferencialRC dydt + y (t) = u (t) (1.60)
El cálculo de la señal de salida (voltaje) en el intervalo t  t0, implica el conocimiento de la
señal de entrada para t  t0, además del voltaje inicial y (t0), presente en el condensador en
el momento t0. De esta manera, es suficiente introducir una sola variable de estado, que es
la que corresponde al voltaje y (t). Aśı mismo, la expresión (1.60) es la ecuación de estado
del circuito RC en análisis, en concordancia con la cual, se representa el respectivo modelo
equivalente en la Figura 1.11.







bb u(t)t  t0 t  t0y(t)y (t0)dydtRC dydt+ 1RC R
Figura 1.11. Modelo equivalente del circuito RC
Un sistema, dado por la ecuación (1.59) de orden m, puede ser descrito por ecuaciones
diferenciales de primer orden. Frecuentemente, tal sistema de ecuaciones diferenciales, que
es denominado ecuación vectorial diferencial de primer orden, es más fácil de analizar que
la ecuación inicial de orden m. Aśı por ejemplo, en vez de la ecuación (1.59) se puede
analizar el siguiente sistema:x1 (t) = y (t)x2 (t) = dydt = dx1dtx3 (t) = d2ydt2 = dx2dt   =   xn (t) = dm 1ydtm 1 = dxm 1dt
por lo tanto, se tiene quedumdt = dmydtm = 0x (t)  mXk=1k 1 dk 1ydtk 1 = 0u (t)  mXk=1k 1xk (t) ; t  t0 (1.61)
Si se introduce el vector columna de funciones x (t) 2 fxk : k = 1; : : : ;mg ; para t  t0,
entonces en vez de la ecuación (1.59) de ordenm, se analiza la siguiente ecuación equivalente
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de primer orden y con dimensión m,dxdt = Ax (t) +Bu (t) (1.62)
donde las matrices Amm y Bn1 tienen la forma
A = 26666664 0 1 0    00 0 1    0              0 0 0    1 m  m 1  m 2     1
37777775 ; B = 266664 00...0377775 (1.63)
cuya solución requiere el vector de condiciones iniciales x (t0). El vector x (t) se denomina
vector de estado del sistema, mientras la expresión (1.62) corresponde a la ecuación de
estado del sistema. La señal de salida y (t) del sistema lineal en análisis se determina por
medio del vector de estado en la forma,y (t) = Cx (t) (1.64)
donde la matriz C1m se define como, C = [1 0    0℄.
La generalización de ecuación diferencial (1.59), para los sistemas lineales, corresponde
a la ecuación (1.38) e incluye la diferenciación de la señal x (t), la cual debe evitarse en el
análisis de sistemas estocásticos reales, entre otras razones porque es frecuente en calidad
de señal de entrada tomar el ruido blanco, cuyas derivadas en el tiempo no existen.
En este sentido, asumiendo la invariabilidad de los respectivos coeficientes, la ecuación
(1.38) se puede representar de forma alterna,dmydtm +m 1dm 1ydtm 1  m 1 dudtm 1 +  +1dydt  1dudt = 0u (t) 0y (t) ; t  t0 (1.65)
La integración de ambas partes de la igualdad (1.65), con condiciones iniciales cero, da
como resultado,dm 1ydtm 1 +m 1dm 2ydtm 2  m 2dm 2udtm 2 +   +1y (t) 1u (t) = xm (t) ; t  t0 (1.66)
dondexm (t) = tZt0 ( 0y ( ) + 0u (t)) d (1.67)
De la misma manera, la ecuación (1.66) se puede escribir en la formadm 1ydtm 1 +m 1dm 2ydtm 2  m 1dm 2udtm 2 +  +2 dydt  2dudt = xm (t) 1y (t) 1u (t) ; t  t0
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cuya integración conlleva a la ecuación,dm 2ydtm 2 + m 1dm 3ydtm 3   m 1dm 3udtm 3 +   + 2y (t)  1u (t) = xm 1 (t) ; t  t0
dondexm 1 (t) = tZt0 (xm (t)  1y ( ) + 1u (t)) d (1.68)
La sucesión descrita de operaciones, repetida m veces, da como resultado,y (t) = x1 (t) ; x1 (t) = tZt0 (x2 (t)  m 1y ( ) + m 1u (t)) d (1.69)
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-      R y(t)x1 t  t0R Ru(t)
0 1 m 1
0 1 m 1
xm xm 1 x2t  t0
Figura 1.12. Modelo de un sistema de dimensión múltiple.
El modelo del procesador analógico, que realiza estas transformaciones, se muestra en la
Figura (1.12). La salida y (t) ; t  t0, se determina si además de tener la entrada u (t) ; t  t0,
se fijan las condiciones iniciales xk (t0), k = 1; : : : ;m de las salidas de los respectivos
integradores. Por lo tanto, estas señales se pueden seleccionar en calidad de variables de
estado del sistema dinámico descrito por la ecuación (1.38). En correspondencia con las
expresiones (1.67), (1.68) y (1.69), las ecuaciones para estas variables de estado son:x1 (t) = y (t)x2 (t) = dx1dt + m 1y (t)  m 1u (t)   =   xm (t) = dum 1dt + 1 (t)  1u (t)dxmdt =  0y (t) + 0u (t)
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El sistema de ecuaciones de estado obtenidas para el sistema (1.38), al ser representadas
mediante la ecuación equivalente de primer orden (1.61), implica de nuevo el cálculo de las
correspondientes matrices en (1.63).
En particular, se obtiene que
A = 26666664 m 1 1 0    0 m 2 0 1    0               1 0 0    1 0 0 0    0
37777775 ; B = 266666664m 1m 2...10
377777775
La representación de la salida sigue siendo la misma que en (1.64). Aunque la ilustración
del modelo de sistema de dimensión múltiple de la Figura 1.12, puede ser simplificada,






Amm C1mZ m1 y(t)
Ax(t)Bm1 Bu(t)
Figura 1.13. Modelo matricial de un sistema lineal con dimensión m
Las ecuaciones (1.62) y (1.64) se emplean para la representación de sistemas variantes,
esto es, con parámetros variables en el tiempo, descritos en forma generalizada por la
expresión (1.38). Sin embargo, en este caso las matrices (1.63) son dependientes del tiempo,
por lo cual la descripción del modelo, asumiendo t  t0 y dado el vector de condiciones
iniciales x (t0), es:8<:dxdt = A (t)x (t) +B (t)u (t)y (t) = C (t)x (t) (1.70)
Ejemplo 1.8. Sea el par de sistemas unidos, como se muestra en la parte superior de la
Figura 1.14(a), descritos por el modelo8<:dxidt = Ai (t)xi (t) +Bi (t)ui (t)yi (t) = Ci (t)xi (t) ; 8t  t0; i 2 f1; 2g ; xiri1 (t), ri 2 fm;ng
Hallar los parámetros del modelo conjunto (parte inferior de la Figura 1.14(a)).
La ecuación vectorial única del sistema conjunto tiene la misma estructura que (1.70) con los


















































Figura 1.14. Ejemplo de sistemas
siguientes vectores únicos de estado y señales de entrada y salida, respectivamente:x (t) = "x1 (t)  x2 (t)# ; z (t) = "z1 (t)  z2 (t)# ; z 2 fu;yg
mientras, la correspondiente estructura de matriz de parámetros tiene la forma,
P (t) = P1 (t) 0
0 P2 (t) ; P 2 fA;B;Cg ; Pi 2 fAi;Bi;Cig ; i 2 f1; 2g
Ejemplo 1.9. Hallar las correspondientes matrices del modelo de ecuación de estados del
sistema para el circuito mostrado en la Figura 1.14(b).
La ecuación diferencial del circuito RLC 1.14(b) corresponde a la expresiónLC d2iLdt2 +RC diLdt + iL (t) = ie (t) +RCdiedt
En calidad de variables de estado se escogen el voltaje en el condensador x1 = u y la tensión
en la bobina, x2 = iL, descritas respectivamente por las siguientes ecuaciones diferenciales:duCdt = 1C (ie (t)  iL) ; diLdt = 1L (uC +Rie (t) RiL)
De las anteriores ecuaciones, se observa que las matrices son constantes en el tiempo, motivo
por el cual el modelo (1.70) se puede completar hasta la formadxdt = Ax (t) +Bu (t) (1a)y (t) = Cx (t) +Du (t) (1b)
luego, para u (t) = ie (t), se tienen las siguientes matrices:
A =  0  1/C1/L  R/L ; B = 1/CR/L
1.4. Representación dinámica de sistemas 37
Si en calidad de variables de estado se escogen los voltajes yi 2 fv1; v2g sobre los puntos 1 y2, mostrados en el circuito RLC de la Figura 1.14(b), entonces se tienen las ecuaciones:v1 = uC + v2 = uC +R (ie (t)  iL) ;v2 = R (ie (t)  iL)
con lo que las matrices respectivas se describen como C = 1  R0  R ; D = RR.
1.4.2. Solución de la ecuación de estado
Ecuación homogénea con coeficientes constantes. Se asume la ecuación diferencialdxdt = Ax (t) ; t  t0 (1.72)
con condiciones iniciales x (t0) ; t  t0. Cuando x (t) =) x (t), esto es, se considera una
función escalar, para (1.72) se tiene la solución, x (t) = eA(t t0)x (t0). La misma estructura
de solución se considera para el caso, x (t) = eA(t t0)x (t0), considerando la expansión:eAt = I + At + (At)22! +    + (At)nn! . Además, si la matriz A es de orden n  n, entonces
cualquier polinomio o serie convergente de A, puede ser descrita en forma de combinación
lineal de los términos I , A; : : : ;An.
Sea la notación de la función matricial  (t  t0) , eA(t t0), denominada matriz de
transición de estado, y de la cual se exigen las siguientes condiciones:8>>>><>>>>: (t0   t0) = Iddt (t  t0) = A (t) (t  t0)ddtT (t; t0) =  AT (t0) (t; t0)
Por lo tanto, la solución del caso homogéneo tiene forma x (t) =  (t  t0)x (t0).
Ecuación homogénea con coeficientes variables. Entonces, las matrices del modelo
(1.70) son variantes en el tiempo. Se considera la matriz de transición de estado como
función de dos variables,  (t; t0) = eA(t;t0), que cumple la siguiente ecuación diferencial:ddt (t; t0) = A (t) (t; t0) ;  (t0; t0) = I
con las siguientes propiedades adicionales, para t0 < t1 < t2,8<: (t2; t0) =  (t2; t1) (t1; t0) ; 1 (t1; t0) =  (t0; t1)
En realidad, una expresión compacta para (t; t0) es dif́ıcil de obtener. Sin embargo, en la
práctica, es más importante saber que ésta expresión existe y que posee ciertas propiedades.
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Si es necesario hallar la matriz de transición de estado, se recurre a métodos numéricos. En
general, la solución del caso homogéneo con parámetros variables se representa mediante
la expresión, x (t) =  (t; t0)x (t0) ; t  t0.
Ecuación no homogénea con coeficientes variables. La solución de (1.62) es:x (t) =  (t; t0)x (t0) + tZt0  (t;  )B ( )u ( ) d (1.73)
donde la matriz de transición de estado  (t; t0) cumple las condiciones [11]: (t0; t0) = I ; ( (t;  )) 1 =  (; t) ;ddt (t;  ) = A (t) (t;  )ddtT (t;  ) =  AT ( )T (t;  ) (t;  ) (; ) =  (t; )
La solución (1.73) contiene dos componentes: la primera, que corresponde a las oscila-
ciones libres, y la segunda, que corresponde a las oscilaciones forzadas. Por cierto, para
que el sistema se mantenga estable, el primer término debe atenuarse en el tiempo, de tal
manera que el vector de estado se determine, más bien, por la componente forzada, que se
obtiene como solución del mismo modelo (1.62), pero con condiciones iniciales 0.
El cálculo de la matriz  (t) se realiza empleando la transformada de Laplace, (1.25a),
sobre (1a), con lo que se obtiene la siguiente ecuación algebraica vectorial,sX (s)  x (t0) = A 1X (s) +BU (s)
Entonces, la imagen del vector de las variables de estado es
X (s)  x (t0) = (sI  A) 1 x (t0) + (sI  A) 1 BU (s)
luego, x (t) = L  1 n(sI  A) 1 x (t0)o+ L  1 n(sI  A) 1 BU (s)o.
Asumiendo la invariabilidad de las matrices, entonces la matriz de transición de estado
se calcula como,  (t) = L  1 n(sI  A) 1o.
Ejemplo 1.10. Calcular la matriz de transición de estado para un sistema de segundo orden.
Los sistemas lineales se caracterizan por los valores propios k; k = 1; : : : ; n de la matriz
A, que corresponden a las ráıces del polinomio caracteŕıstico, det (I  A) = 0. Cuando
todas las ráıces del polinomio son diferentes, k 6= l; 8k; l = 1; : : : ; n entonces la matriz de
transición de estado es igual a (t) = e1tA  2I1   2   e2tA  1I1   2
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En particular, sea el sistema de segundo orden, n = 2, descrito por el par de ecuaciones
diferenciales dx1/dt = x2; dx2/dt =  a1x1   a2x2 + u (t), con lo que se obtienen las matrices
A =  0 1 a1  a2 ; B = 01
Los valores propios del sistema se determinan de la ecuación, det (I  A) = 2+a2+a1 = 0,
que tiene la solución 1;2 =  a2=2qa22Æ4  a1.
El reemplazo de los valores obtenidos para los valores propios en la matriz de transición de
estados, en el caso particular de un sistema de segundo orden, da como resultado, (t) = e a2t/2 264 a22 sint+ ost 1 sint a1 sint   a22 sint+ ost375 ;  =qa1   a22Æ4
Los sistemas lineales variantes en el tiempo con múltiples entradas y salidas, a partir de
(1.35), se describen por la matriz cuadrada de la respuesta impulso h (t;  ) en la forma,y (t) = tZ 1 h (t;  )u ( ) d (1.74)
En muchos casos reales, cuando t0 !  1, en (1.73) se puede despreciar el primer
término, con lo cual de (1.62) y (1.73) se obtiene,y (t) = C (t) tZ 1  (t;  )B ( )u ( ) d (1.75)
Aśı mismo, de las expresiones (1.74) y (1.75) se deduce que,h (t;  ) = 8<:C (t) (t;  )B ( ) ;   t0;  > t (1.76)
Cabe anotar que las matrices, que determinan la respuesta a impulso en (1.76), dependen
del método elegido de disposición del vector de estado del sistema considerado en cada caso
concreto, y por lo tanto, para un mismo sistema las matrices pueden ser diferentes. Sin
embargo, la respuesta a impulso matricial h (t;  ) es única para un sistema dado.
En general, existe una transformación lineal de las coordenadas de estado, en la forma
z = Fx, tal que del sistema conformado por las ecuaciones (1.62) y (1.64) se obtiene el
modelo,8<: _z = bAz +Buy = bCTx
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dondebA = 26666664 0 1 0    00 0 1    0              0 0 0    1 an  an 1  an 2     a1
37777775 ; bB = FB; bC = 26666410...0377775 ; F = 266664 CTCTA...CTAn 1377775 (1.77)
En concordancia con los valores de las matrices en (1.77), el modelo (1.62) se puede
reemplazar por la ecuación diferencial escalar del tipo,dnydtn + a1 dn 1dtn 1 +   + any = b1dn 1udtn 1 +   + bnu; bi = i 1Xk=0 ai kĝk + ĝi (1.78)
En los sistemas lineales, cuando las matrices A (t) ;B (t) y C (t) muestran dependencia
del tiempo, se puede encontrar la correspondiente representación en forma de ecuación
diferencial (1.78), con los siguientes coeficientes:bi (t) = i 1Xk=0 i kXl=0 Cn 1n+l 1ai k l ddtl ĝk (t) + ĝi (t)
La representación del sistema por las expresiones (1.77) y (1.78), frecuentemente es más
cómoda para su análisis mediante procesadores digitales.
Problemas
Problema 1.20. Hallar el modelo equivalente de los circuitos mostrados en la Figura 1.8.
Problema 1.21. Hallar la matriz de transición de estados de los circuitos de la Figura 1.8.
Problema 1.22. Hallar la estabilidad del sistema con retroalimentación mostrado en la Figura
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Figura 1.15. Ejemplo de sistema con retroalimentación
Caṕıtulo 2
Representación de variables aleatorias
El concepto general de medida
comprende, como caso particular, el
concepto de probabilidad
Kolmogorov
El desarrollo de la teoŕıa de funciones en espacios métricos implica el estudio de aquellaspropiedades de las funciones, las cuales dependen de la medida de conjuntos en los que
las funciones toman cualquier grupo de valores. Aśı por ejemplo, se tienen las propiedades
de ortogonalidad de un conjunto de funciones y su completitud, analizadas en §1.1.2. Si se
consideran los valores aleatorios como funciones, determinadas en un espacio de eventos
elementales, entonces todos métodos de Teoŕıa de Probabilidades aplicadas a estas funciones
son un caso espećıfico del empleo de la Teoŕıa Generalizada de Medida. En particular, gran
parte de los métodos de análisis probabiĺıstico se basan en el empleo del concepto de
independencia de variables aleatorias, que se puede entender como una propiedad de los
espacios métricos.
2.1. Valores y funciones de probabilidad
La aleatoriedad implica incertidumbre. La representación de las variables aleatorias con-
siste en la descripción y caracterización de sus principales propiedades que midan esa
incertidumbre inherente.
2.1.1. Espacio probabiĺıstico de variables
Cualquier modelo de un experimento analizado a priori se caracteriza por un conjunto
de posibles resultados u observaciones. El subconjunto formado por un solo elemento se
denomina evento o suceso elemental y todo el conjunto 
 se denomina espacio de eventos
elementales. Los posibles subconjuntos de eventos Ak 2 
, pueden ser de dos clases: eventos
41
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incompatibles, cuando:n[i=1Ai = 
; Ak \Al = ;; k; l = 1; : : : ; n
y eventos complementarios, fAkg, tales queA [A = 
 y A \A = ;
Definición 2.1. (-álgebra B) El sistema conformado por los subconjuntos de 
 se de-
nomina álgebra B, si se cumple que para fAi 2 B : i = 1; : : : ; ng se observa la igualdad[ni=1Ai = B
esto es, de la sucesión de eventos Ai, por lo menos ocurre una. Aśı mismo, se cumple que\ni=1Ai = B
por lo que todos los sucesos Ak ocurren de manera simultánea. La definición se completa
con la condición por la cual teniendo A 2 B, resulta que A 2 B. Por lo anterior, el álgebra B
es una clase de conjuntos cerrados con relación a una cantidad contable de las operaciones
básicas de unión, intersección y complemento (-álgebra).
En general, el espacio probabiĺıstico f
;B; Pg está conformado por las siguientes tres
componentes: el espacio de los eventos elementales 
, la -álgebra B de los subconjuntos
de Borell del espacio 
 (-álgebra de los eventos) y la estabilidad de las frecuencias de
aparición en términos relativos de los eventos o medida de probabilidad P (A), determinada
para A 2 B, con una masa total unitaria, esto es, P (
) = 1. La medida de probabilidad se
determina a partir de los siguientes principios, denominados axiomas de Kolmogorov [12]:
Axioma I. A cada evento A 2 B le corresponde un valor real P (A), denominado proba-
bilidad de A, tal que, 0  P (A)  1.
Axioma II. P (
) = 1.
Axioma III. Si A \B = ;, entonces, P (A [B) = P (A) + P (B).
De los anteriores axiomas se deducen las siguientes propiedades:
(a). Si A es un evento imposible, entonces P (A) = 0.
(b). P A = 1  P (A).
(c). Si A  B entonces, se cumple la desigualdad, P (A)  P (B).
(d). Si se cumple que Ai \Ak = ;; i; k = 1; : : : ; n, luego,P  n[k=1Ak = nXk=1P (Ak) (2.1)
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En forma general, si Ai \Ak 6= ;; i; k = 1; : : : ; n, entonces,P  n[k=1Ak  nXk=1P (Ak)
(e). Dada cualquier pareja de sucesos A y B, se cumpleP (A [B) = P (A) + P (B)  P (A \B)
Dos eventos A y B son dependientes si la probabilidad P (A) depende de que suceda el
evento B. La probabilidad de la aparición conjunta de ambos eventos se da comoP (A \B) = P (A)P (BjA) = P (B)P (AjB)
Las probabilidades marginales P (A) y P (B) se denominan a priori, mientras las condi-
cionales P (BjA) y P (AjB) - a posteriori.
Cuando se asume la independencia mutua de aparición de cada uno de los eventos A yB, las respectivas probabilidades a priori y a posteriori se determinan por las expresiones:P (BjA) = P (B) y P (AjB) = P (A), y por lo tanto, P (A \B) = P (A)P (B), relación
que se puede generalizar en la definición de independencia del conjunto de sucesos fAkg:P  n\k=1Ak = nk=1P (Ak) (2.2)
En cambio, si el conjunto fAkg es dependiente se cumple que:P  n\k=1Ak = P (A1)P (A2jA1)P (A3jA1 \A2)   P Anj n 1\k=1Ak
Ejemplo 2.1. Se reciben 10 números en una serie aleatoria con valores equiprobables del0 al 9, generados de forma independiente. Hallar la probabilidad de que el primer número
obtenido de la serie sea múltiplo de 3.
Los posibles eventos Ak son 3 (3; 6 y 9), ambos dados con probabilidad de generación igual
a P (Ak) = 0:1, son independientes y excluyentes, por lo tanto, la aparición de cada uno de
ellos, acordes con la expresión (2.1), es igual aP (3; 6; 9) = 0:1 + 0:1 + 0:1 = 0:3:
Ejemplo 2.2. Del anterior ejemplo, hallar la probabilidad de aparición de que por lo menos
uno de los valores de la serie aleatoria sea múltiplo de 3.
En este caso, los eventos son independientes pero no excluyentes. La aparición de cualquier
suceso Ak excluye la aparición de la posibilidad de no aparición de todos los demás eventos;
situación que se puede analizar como el complemento de (2.2),P ( n[k=1Ak) = 1  P ( n\k=1 Ak) = nk=1P   Ak = 1  nk=1 (1  P (Ak))
que en el caso particular de n = 10 y P (Ak) = 1=n, resulta en P ([nk=1Ak) = 0:271.
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La medida de probabilidad P (A) se completa con los siguientes dos teoremas:
Teorema 2.2. (Probabilidad completa) La probabilidad del evento A, de que aparezca
con una de las n posibles hipótesis B1; : : : ; Bn o sucesos incompatibles que conforman
un grupo topológico completo, esto es, A = [nk=1 (A \Bk) y teniendo en cuenta que(A \ Bk) \ (A \ Bl) 6= ;;8k 6= l, se define comoP (A) = nXk=1P  n[k=1 (A \ Bk) = nXk=1P (A \ Bk)= nXk=1P (Bk)P (AjBk) (2.3)
Teorema 2.3. (Bayes) Sea el conjunto de hipótesis fBk : k = 1; : : : ; ng un grupo completo,
empleando la regla de multiplicación se encuentra queP (BkjA) = P (Bk)P (AjBk)P (A)
Si se reemplaza la probabilidad a priori P (A) por su valor dado en (2.3), se obtiene la
siguiente expresión, denominada fórmula de Bayes:P (BkjA) = P (Bk)P (AjBk)nPk=1P (Bk)P (AjBk) (2.4)
Ejemplo 2.3. Las resistencias de un sistema se obtienen de dos puntos de producción difer-
entes: la fábrica A1 (que produce el 70%) y la fábrica A2 (30%). Se conoce que la fábrica A1
en promedio produce el 83% de resistencias con calidad aceptable, mientras la fábrica A2,
tan solo el 63%. Determinar las siguientes probabilidades:
1. La probabilidad de que la primera resistencia escogida al azar sea de cada una de las
fábricas: A1 y A2.
2. La probabilidad de que las dos primeras resistencias escogidas al azar sean de cada una
de las fábricas: A1 y A2.
3. La probabilidad de que por lo menos una resistencia de las dos primeras escogidas al
azar sean de cada una de las fábricas: A1 y A2.
4. La probabilidad de que la primera resistencia escogida al azar sea de calidad y producida
por cada una de las fábricas: A1 y A2.
5. La probabilidad de que la primera resistencia escogida al azar tenga calidad aceptable.
6. La probabilidad de que si la primera resistencia escogida al azar tiene la calidad acept-
able, entonces sea de cada una de las fábricas: A1 y A2.
Los valores respectivos de probabilidad se hallan para cada caso de la siguiente forma,
caso 1. Se tiene un solo evento, que por definición es igual aP (A1) = 70100 = 0:7; P (A2) = 0:3
caso 2. Se tienen dos eventos independientes y no excluyentes. La probabilidad de que ambos
ocurran se calcula por la expresión (2.2),P (A1(1) \A1(2)) = 0:7  0:7 = 0:49P (A2(1) \A2(2)) = 0:3  0:3 = 0:09
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caso 3. La probabilidad de que se tenga por lo menos un resistencia de dos hechas por
una de las fábricas, A1 y A2, se calcula por la expresión obtenida en el ejemplo 2.2,
respectivamente como:P (A1(1) [ A1(2)) = 1  (1  P (A1)) (1  P (A1)) = 1  (1  0:7)2 = 0:91P (A2(1) [ A2(2)) = 1  (1  0:3)2 = 0:09
caso 4. Los eventos considerados son dependientes y no excluyentes; la resistencia de buena
calidad  hecha por cada una de las fábricas Ai; i = 1; 2; con probabilidad condicionalPAi (), cuyo valor de probabilidad se halla respectivamente por la expresión:P (A1 [ ) = P (A1)PA1 () = 0:7  0:83 = 0:581
De igual manera se tiene, P (A2 [ ) = P (A2)PA2 () = 0:3  0:63 = 0:189.
caso 5. En el caso de selección de una resistencia con aceptable calidad , como hipótesis Bk
se asume que la resistencia se hizo en cada una de las fábricas: Ai (P (Bk) = P (Ak) ;
para k = 1; 2). Empleando la expresión de probabilidad completa (2.3) se tiene,P () = P (A1 \  [ A2 \ ) = P (B1)PA1 () + P (B2)PA2 ()= 0:7  0:83 + 0:3  0:63 = 0:77
caso 6. El valor de la probabilidad de la hipótesis Bk (la resistencia se hizo en la fábricaAk) con la condición de que la resistencia se termina con calidad aceptable se calcula
por el teorema de Bayes (2.4),P (A1) = P (A1)PA1 ()P (A1)PA1 () + P (A2)PA2 () = 0:7  0:830:7  0:83 + 0:3  0:63 = 0:755P (A2) = P (A2)PA2 ()P (A1)PA1 () + P (A2)PA2 () = 0:3  0:630:7  0:83 + 0:3  0:63 = 0:245
Cuando se establece alguna regla o relación funcional que asigna un número real a cada
posible observación o trayectoria de la variable aleatoria asignada, la totalidad de sus valo-
res posibles constituye el conjunto fxi 2  : i = 1; 2; : : : ; g confinado en un espacio X 2 R
y conocido como espacio de observaciones o muestra. Las variables aleatorias pueden ser
discretas o continuas dependiendo de la naturaleza de las observaciones del experimento.
Si en cualquier intervalo finito del eje real, la variable  puede asumir solamente un número
finito de valores distintos y a priori conocidos, se conoce a la variable como aleatoria
discreta. Si, por el contrario,  puede tomar cualquier valor en un intervalo dado del eje
real, se denomina variable aleatoria continua. En este caso, en cualquier intervalo del eje
real la cantidad de valores que puede tomar  es infinita.
Un valor aleatorio en f
;B; Pg corresponde a cualquier B-función medible  (!) 2 
 (se
nota simplemente por ). La distribución de la variable aleatoria  corresponde a la medidaF (x) = P ( < x :  2 B). Cuando se cumple que el valor de probabilidadP ( = x) = F (x+x)  F (x) > 0; x! 0;
entonces x se denomina el átomo de la distribución.
La variable  tiene distribución continua y absoluta si existe la función p > 0, que
46 Caṕıtulo 2. Variables aleatorias
sea normalizada en el sentido en que
R p()d = 1, denominada función densidad de
probabilidad (FDP), para la cual se cumple que:8>>><>>>:F (x) = xZ 1 p () d;p () = dF()=d (2.5)
Se considera que una variable aleatoria n; n = 1; 2; : : : ; converge en el sentido proba-
biĺıstico a un valor o función , si para cualquier valor tan pequeño como sea de " > 0, la
probabilidad de ocurrencia de la desigualdad corresponde al ĺımitelmn!1"!0 P (jn   j < ") = 1; 8" > 0
2.1.2. Valores medios y momentos
Una forma adecuada para describir una variable aleatoria  corresponde a los valores y
momentos que determinan las particularidades de su respectiva FDP, p (x).
Los momentos iniciales se definen por la siguiente expresión:E fng , 1Z 1 ndF (x) = 1Z 1 xnp (x) dx = mn; n 2 N (2.6)
Momento de primer orden. Valor medio conocido como la esperanza matemática:m1 = E fg = 1Z 1 xp (x) dx (2.7)
Si la variable aleatoria es discreta, la integral (2.7) se reduce a la sumatoria en la forma:m1 = PNi xiP ( = xi). Por cierto, cuando los eventos son equiprobables, xi = 1=N;8i,
entonces, el primer momento inicial corresponde al promedio.
Las siguientes son las principales propiedades del valor medio8>><>>:E fg = ;  = onstE fg = m1;  = onstE f  g = m1 m1
El concepto de esperanza matemática de la variable aleatoria  se puede generalizar,
para el caso de cualquier función determińıstica f (), en la forma:E ff ()g = 1Z 1 f (x) dF (x) = 1Z 1 f (x) p (x) dx (2.8)
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De otra parte, a fin de evitar la influencia que tiene el valor medio en el cálculo de los
momentos de orden superior n > 1 se definen los momentos centralizados de orden n:E f(  m1)ng = 1Z 1 (x m1)n p (x) dx = n; 8n  2; n 2 N (2.9)
Momentos de segundo orden. Corresponde al valor cuadrático medio,m2 = 1Z 1 x2p (x) dx; (2.10)
De forma análoga, la sumatoria m2 = PNi x2iP ( = xi) determina este momento para
las variables discretas.
El momento central (2.9) para n = 2 se conoce como varianza:2 = 1Z 1 (x m1)2 p (x) dx = 1Z 1 x2   2xm1 +m21p (x) dx= 1Z 1 x2 p (x) dx  2m1 1Z 1 (x) p (x) dx+m21 1Z 1 p (x) dx
Teniendo en cuenta las definiciones, (2.7) y (2.10), se obtiene2 = m2   2m21 +m21 = m2  m21 , 2 (2.11)
Si la magnitud aleatoria es discreta, cuando ésta toma los valores k con las probabili-
dades asociadas P (k), a partir de (2.11), la respectiva varianza se calcula como:2 = NXk=1x2kP ( = xk)  NXk=1xkP ( = xk)!2
El valor 2 caracteriza el nivel de concentración de la FDP, p (x), en los alrededores de
la esperanza matemática; interpretación que resulta de la desigualdad de Chebyshev :P (jx m1j  ")  2."2 (2.12)
esto es, al disminuir el nivel de dispersión de la variable aleatoria , aumenta la probabilidad
de que sus valores no salgan fueran de los ĺımites del intervalo [m1   ";m1 + "℄, siendo
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En general, la varianza tiene las siguientes propiedades:8>>>>>><>>>>>:2  0; si 2 = 0)  ! onst:2 = 1Z 1 (x  m1)2 p (x) dx = 22 ; por ierto; 2+ = 2 ; 8 = onst:2 = E 22	 = E 2	E 2	 = 22 (2.14)
Ejemplo 2.4. Una moneda se lanza tres veces. Determinar la función acumulativa corres-
pondiente a todos los posibles sucesos.
De forma condicional, cuando la moneda muestre la cara se denota por 0 y cuando muestre
el sello, por 1. Asegurando la independencia de los lanzamientos, los sucesos se agrupan de
acuerdo a la cantidad de caras y sellos que muestren sin importar su orden de salida: suceso
cero: que haya 3 caras y ningún sello; ocurriŕıa una vez de ocho posibles (1=8); suceso uno:
que haya 2 caras y un sello; ocurriŕıa tres veces de ocho posibles (3=8); suceso dos: que haya1 cara y 2 sellos; saldŕıa tres veces de ocho posibles (3=8); suceso tres: que no haya ninguna
cara y tres sellos: una vez de ocho posibles (1=8). De acuerdo al orden descrito de los sucesos,
la variable aleatoria toma los valores 0; 1; 2; 3, con función distributiva (representada en la
parte inferior de la Figura 2.1(a)) descrita como:F (x) = (u (x) + 3u (x  1) + 3u (x  2) + u (x  3))=8
La FDP respectiva está representada en la parte superior de la Figura 2.1(a) que corresponde
a la derivada de la función distributiva e igual a:p (x) = (Æ (x) + 3Æ (x  1) + 3Æ (x  2) + Æ (x  3)=8)
Ejemplo 2.5. Dada la señal binaria periódica aleatoria, representada en la parte superior
de la Figura 2.1(b). Hallar los 2 primeros momentos iniciales y la varianza.
Por cuanto, p (x) = P1Æ (x  x1)+P2Æ (x  x2), donde P1 = 1 P2, entonces, los respectivos
momentos se calculan como:m1 = 1Z 1 x (P1Æ (x  x1) + P2Æ (x  x2)) dx = P1x1 + P2x2;m2 = 1Z 1 x2p (x) dx = 1Z 1 x2 (P1Æ (x  x1) + P2Æ (x  x2)) dx = P1x21 + P2x22;2 = P1P2 (x1   x2)2 = P1 (1  P1) (x1   x2)2
Cuando P1 = P2 = 0:5 =) 2 = (x1   x2)2=4, asumiendo 1 =  2 = 1 =) 2 = 1:
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Figura 2.1. Ejemplo de FDP y función de distribución
Definición 2.4. Un conjunto de valores aleatorios  2 C , determinados en un espacio
probabiĺıstico f
;B; Pg, tal que su segundo momento sea finito, Ef2g <1, conforma un
espacio lineal normalizado de Hilbert L2f
;B; Pg provisto del producto escalar,h; i = Efg
con norma kk2 =  Ef2g1=2, mediante la cual se determina la distancia entre las respec-
tivas variables aleatorias:d(; ) = k   k2; ;  2 L2f
;B; Pg
Además, toda variable aleatoria , perteneciente a L2f
;B; Pg, es una variable aleatoria
de Hilbert.
Definición 2.5. Las variables aleatorias de Hilbert,  y , se definen ortogonales cuando
se cumple que Efg = 0.
Momento de tercer orden. El momento central de tercer orden 3 puede servir de
criterio para estimar el grado de asimetŕıa de la FDP con respecto al eje de abscisa que
pasa por la coordenada con valor igual al primer momento de la variable aleatoria.
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Frecuentemente, se emplea el coeficiente de asimetŕıa definido por la siguiente relación
de momentos de tercer orden:1 = 3q32 = 33= m3   3m1m2 + 2m313 (2.15)
Cabe anotar, que cuando la FDP es simétrica, entonces 3 = 0 y, por lo tanto, 1 = 0.
Por lo tanto, se puede juzgar que entre mayor sea el valor del coeficiente, mayor es la
asimetŕıa de la FDP.
Momento de cuarto orden. Se determina el coeficiente de exceso,2 = 422   3= m4   4m2m1 + 6m2m21   3m414   3; (2.16)
el cual es igual a 0 cuando corresponde a la FDP Gaussiana. El exceso compara el compor-
tamiento del pico principal de cualquier FDP simétrica (1 = 0) con el pico de la densidad
Gaussiana. Si resulta que 2 > 0, entonces el pico principal de la FDP en análisis es más
grande y agudo que el pico de la densidad Gaussiana; asumiendo ambas FDP con igual
valor medio y varianza.
El momento de orden n para la variable aleatoria jj es su momento absoluto de orden n,
aunque los momentos de mayor orden se emplean con muy poca frecuencia. Sin embargo, es
importante tener en cuenta que cualquiera que sea el orden del momento, su valor es único
(en caso de existir) para una FDP dada. La afirmación inversa, según la cual a un conjunto
dado de momentos la FDP se determina de forma única, no siempre es cierta (problema de
los momentos [13]). Aunque en la mayoŕıa de los casos prácticos, la afirmación se cumple
en ambos sentidos.
Por último, cabe anotar que para algunas FDP, los momentos definidos tanto en (2.6)
como en (2.9), puede ocurrir que no existan para ciertos valores de n.
Cumulantes. Basados en la definición dada, en la ecuación (2.7), se determina el valor
medio de la función ej!, el cual se denomina función caracteŕıstica: (j!) , E nej!o = 1Z 1 p (x) ej!xdx (2.17)
que en esencia corresponde a la función de densidad espectral (1.18) de la función densidad
de probabilidad, aunque con el signo invertido en el exponente.
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Mediante la función caracteŕıstica también se pueden determinar los valores de los mo-
mentos iniciales, en particular, al diferenciar para ! = 0,dkd!k !=0 = jk 1Z 1 xkej!xp (x) dx!=0 = jk 1Z 1 xkp (x) dx= jkmk
de lo cual resulta que,mk = 1jk dkd!k !=0
Luego, los momentos (2.6) se pueden definir mediante el valor medio de la descomposición
por la serie de MacLaurin: (j!) = E( 1Xk=0 1k!k (j!)k) = 1 + 1Xk=1 mkk! (j!)k
Los valores semi-invariantes o cumulantes m0k se definen del anterior promedio al evitar
la influencia de la constante, para lo cual en (2.17) se halla el promedio de la función
transformada en la forma 	 (j!) = ln (j!):8>>><>>>:m0k = j k  dk	 (j!)d!k !!=0	 (j!) = 1Pk=1 m0kk! (j!)k (2.18)
Se observa de la expresión (2.18) que_	 (j!) = _ (j!) (j!) ; 	 (j!) =  (j!)  (j!)   _ (j!)22 (j!)
De la definición de la función caracteŕıstica, se tiene que  (0) = 1, luego,_	 (0) = _ (0) ; 	 (0) =  (0)   _ (0)2
Teniendo en cuenta la expresión (2.17), se obtienen los primeros dos momentos,8>>>>><>>>>>: _ (0) = jm1 ; (0) =  m2;	 (0) =  m2   (jm1)2 =   m2  m21 =  2=  2 (2.19)
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Los cumulantes y momentos iniciales se relacionan mediante las siguientes expresiones:m01 = m1;m02 =m2  m21 = 2 ;m03 = m3   3m1m2 + 2m31; : : :m1 = m01;m2 =m02 +m021;m3 = m03 + 3m01m02 +m031; : : :
La asimetŕıa y exceso se determinan a través de los cumulantes, respectivamente como,8<:1 = m03m02 3=2;2 = m04m02 2 (2.20)
Entre otros valores medios importantes están la moda (mo), definida como el valor
con mayor probabilidad de aparición de una variable aleatoria , al cual le corresponde el
máximo de la FDP y la mediana (me), definida como el valor que satisface la condición:P ( < me) = meZ 1 p (x)dx = 1Zme p (x)dx = 12





























DistribuciónF (x) = xR 1 p ()d
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 (j#) =1Z 1 p (x) ej#dx p (x) = 12 1Z 1  (j#) e j#xdxmk = j k dk(j#)d# #=0 (j#) = 1 + 1Pk=1 mkk! (j#)kln (j#) = 1Pk=1 m0kk! (j#)k
mn =1Z 1 xnp (x)dx
mn = E fngm0k
Figura 2.2. Relación entre la distribución y las caracteŕısticas de aleatoriedad
Las diversas relaciones de cálculo que existen entre la función de distribución (o la FDP),
la función caracteŕıstica, los momentos y los cumulantes, se muestran en la Figura 2.2.
2.1. Valores y funciones de probabilidad 53
2.1.3. Funciones de probabilidad
Como se antes se dijo, en la conformación del espacio probabiĺıstico de señales, las variables
aleatorias, que tienen regularidad estad́ıstica, se pueden describir por medio de las funciones
de probabilidad definidas en términos de , en particular, las siguientes:
Función de distribución acumulativa, F (x). Se define como la probabilidad de que
la variable aleatoria continua tome valores menores que  = x0:F (x) = P f1 <   xg = P f  xg
Mientras en el caso de variables aleatorias discreta fxig 2  con las respectivas proba-
bilidades asociadas, Pi = P ( = xi), la distribución se expresa como:F (x) = NXi=1 Piu (   i)
La función de distribución acumulativa tiene las siguientes propiedades:
(a). 0  F (x)  1, 8x
(b). F (xm)  F (xn) ; 8xm < xn,
(c). F ( 1) = 0, mientras F (1) = 1.
Función densidad de probabilidad. La variable aleatoria , que tiene función de dis-
tribución absolutamente continua, esto es, la probabilidad de ocurrencia de cualquiera de su
cantidad infinita de valores, sobre un intervalo tan angosto como se quiera, es infinitamente
pequeña, entonces, existe una función p(x), tal queF(x) = xZ 1 p (x) dx; (2.21)
La función p (x) que cumple con (2.21) es la función densidad de probabilidad de la
variable continua , y corresponde al ĺımite de la relación de la probabilidad de ocurrencia
de los valores de la variable, dados en el intervalo [x; x+x℄, sobre la longitud del mismo,
cuando x! 0:p (x) = lmx!0P fx   < x+xg/x
de lo anterior resulta queP fx   < x+xg = p (x)x+ " fxg ; " fxg  0 (2.22)
siendo " fxg una cantidad residual de mucho menor valor que x. La cantidad p (x)x
corresponde al átomo de la FDP.
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Las principales propiedades de la FDP son las siguientes:
(a). p (x)  0;8x 2 
(b).
Z p (x) dx = F (max fxg) = 1,
(c).
x2Zx1 p (x) dx = F(x2)  F(x1) = Pfx1   < x2g
Cabe anotar, que en el caso de que no exista la derivada (2.5), para la definición de p(x),
se recurre a la operación de ĺımite.
De otra parte, para las variables aleatorias discretas se tiene que:p() = ddx  Xi Piu (x  xi)! =Xi PiÆ(x  xi);
La FDP puede es discreto-análoga cuando se determina de forma combinada: sobre una
malla de valores fxi 2  : i = 1; : : : ; ng con las respectivas probabilidades fPi : i = 1; : : : ; ng
y sobre un intervalo x 2 , para el cual se define un conjunto continuo de valores con
densidad de probabilidad px(x), con lo cual la FDP de la variable discreto-análoga es la
suma ponderada (donde los coeficientes de peso a; b deben cumplir la condición a+ b = 1):p(x) = apx(x) + b nXi=1 PiÆ(x  xi)
Ejemplo 2.6. Un punto realiza la trayectoria oscilatoria x = a sin!t. Hallar la FDP de la
variable x en cualquier momento t, asumiendo, que la probabilidad de encontrarse el punto
en el intervalo (x; x + dx) es proporcional a la longitud del intervalo dx e inversamente
proporcional a la velocidad en el correspondiente momento de tiempo. Hallar la distribución
integral y la probabilidad de que el punto se encuentra en el intervalo  a + b  x  a   ,
(b < 2a;  < 2a).
La condición de proporcionalidad para la probabilidad de encontrarse el punto en un intervalo
dado se interpreta como,P fx    x+ dxg = k dxdx/dt = kdt
por lo cual, p (x) = ddxP fg = k dtdx . Por cuanto, dx/dt = a! os!t, entonces,dtdx = 1a! os!t = 1a!p1  sin2 !t = 1a!q1   xa2 = 1!pa2   x2
Asumiendo que jxj < a, la FDP se determina como, p (x) = k=(!pa2   x2), donde la
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Figura 2.3. Cálculo de la FDP   y distribución integral  .
constante k se calcula de la condición de unidad de área para cualquier FDP,aZ a k!pa2   x2 dx = k! ar os xa a a = k! = 1
entonces, k = !/, con lo que finalmente se obtiene que, p (x) = (pa2   x2) 1.
La Figura 2.3 muestra la función densidad de probabilidad obtenida (ĺınea continua), en la
cual se observa que su valor mı́nimo es minfp (x)g = 1/a que ocurre para x = 0, cuando
la velocidad del punto es la máxima posible, mientras en los valores de x = a, la densidad
tiende a infinito, entonces, en esos puntos la FDP no tiene sentido.
La distribución integral (ĺınea punteada), que existe en todo el intervalo de análisis, se calcula
de la siguiente integral:F (x) = xZ a p (x) dx = xZ a dxpa2   x2 = 1 arsin xa x a= 1 arsin xa    2 = 12 + arsin xa
Variables aleatorias Gaussianas. En la práctica, el modelo de FDP más empleado
corresponde a la densidad Normal o Gaussiana (Figura 2.4(a)):p () = 1p2b exp  (   a)22b2 ! , N (a; b) ;  1 <  <1; (2.23)
Los primeros momentos de la FDP Gaussiana, en concordancia con el modelo (2.23),
se obtienen empleando la respectiva función caracteŕıstica,  (j!) = exp  j!a   b2!2Æ2,
mientras la función logaŕıtmica caracteŕıstica es igual a, 	 (j!) = j!a   b2!2Æ2.
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Por lo tanto, el momento inicial de primer orden, de acuerdo con (2.19), es igual am1 = j 1 _ (0) = j 1 _	 (0) = j 1 (ja) = a
Mientras, el momento central de segundo orden se calcula como,2 = 2 =   	 (0) =   d2d!2  j!a   b2!22 !!=0 = b2
Aśı mismo, se calculan los momentos de tercer y cuarto orden, de acuerdo con la expresión
(2.20): 3 = 0; 4 = 322 = 34 .















(a) p() (b)F ()
Figura 2.4. Distribución normal
La correspondiente función distributiva para un valor dado 0, que se muestra en la
Figura 2.4(b), se determina como:F (0) = 0Z 1N (m1; ) d = 1p2 0Z 1 exp (  m1)222 ! d; (2.24)
En la Figura 2.4 se muestran tanto la FDP como la distribución Gaussiana para diferentes
valores de m1i y i ; if1; 2g, en la que m11 < m12; mientras, 1 < 2 .
En general, las siguientes son las razones por las cuales se emplea ampliamente la función
densidad de probabilidad Gaussiana [14]:
1. Es un buen modelo matemático para la mayoŕıa de los fenómenos aleatorios; es más,
se puede demostrar que en muchos casos el modelo real converge al tipo Gaussiano
(teorema del ĺımite central).
2. La FDP normal es una de las pocas que puede describir fenómenos aleatorios com-
puestos por un número cualquiera de variables aleatorias.
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3. Cualquier combinación lineal de variables aleatorias Gaussianas, también es Gaus-
siana.
4. Como se observa de (2.23), la FDP de Gauss se describe solo con dos parámetros: la
media m1 y la varianza 2 .
5. El análisis matemático de los variables aleatorias muchas veces tiene solución solo
para el caso Gaussiano.
Las principales propiedades de la FDP Gaussiana son las siguientes:
(a). La curva normal es de forma simétrica con respecto a la media m1. En particular, a
los valores de xa  = m1   a y de xa+ = m1 + a les corresponde un mismo valor de
densidad.
(b). El valor máximo de la curva está en max (p (x)) = p(x = m1) = p2 1, que
es el valor de la variable aleatoria asignada e igual al primer momento inicial . Dado = 1, entonces, max (p (x)) = 0:39.
(c). El valor de  por la abscisa, que corresponde al punto de desdoblamiento de la curva,
es 0:6max (p (x)), con lo cual las 2=3 partes de todas las observaciones se distribuyen
dentro del intervalo de los valores(m1   ;m1 + ).
(d). Cualquier variable aleatoria con FDP Gaussiana, con alta probabilidad, toma valores
cercanos a su esperanza, lo que se expresa por la ley de los sigmas:P fj  m1j  kg = 8>><>>:0:3173; k = 10:0455; k = 20:0027; k = 3 (2.25)
Por cierto, tiene lugar la siguiente desigualdad:P fj  m1j  kg < 4=9k2
que para k = 3 implica que Pfj  m1j  kg < 4=81  0:05. En otras palabras,
la probabilidad de desviación de la variable aleatoria del valor medio mayor a 3 es
menor que 0:05.
(e). En el caso de la ley de 3, de la expresión (2.25) se pueden seleccionar los valores
extremos que se consideran cumplen con la condición de estructura Gaussiana:max =m1 + 3 ; min = m1   3
La FDP Gaussiana normalizada se refiere al caso cuando la varianza 2 es uno y la media
es cero, esto es, (2) 1=2 exp  2Æ2. En este caso, la probabilidad de error para todos los
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valores de la variable aleatoria  hasta x0 está dada por:Pf  x0g = x0Z 1N (0; 1) d = 1p2 x0Z 1 e  22 d , (x0) ; (2.26)
Mediante el cambio de variables en (2.24), para la FDP Gaussiana se cumple que la
probabilidad de ocurrencia de la variable aleatoria en el intervalo (x1; x2) es igual a:P(x1   < x2) =  x2  m1 !   x1  m1 !
En la práctica se tabula la función0 (x0) = 1p2 x0Z0 e  22 d (2.27)
conocida como la Integral de Laplace [1] y relacionada con () en (2.26) por la expresión,() = 1=2 + 0 (). El cálculo de la integral, para valores pequeños de , se realiza
empleando la aproximación:() = 12 + 1p2     32:3 + 52!225 +   + 2n+1n! (2n+ 1) 2n +   !
Otros ejemplos de modelos de FDP de amplio uso, para variables aleatorias continuas,
son los siguientes:
Densidad Gamma (  densidad)p(x; b; ) = 8><>: 1b   () x  ab  1 exp x  ab  ; x  0; b > 0;   0:5; x; a; b;  2 R0; otros valores
(2.28)
siendo x 2 [0;1), donde a se le conoce como el parámetro de posición, que generalmente
se asume igual a cero, b > 0 es de escala y  es el de forma.
La función Gamma   (n) ó función de Euler, que se define como,  (n) = 1Z0 yn 1 exp ( y) dy; n > 0
Los momentos de orden k para la   densidad están dados por la expresiónmk = (+ 1)    (+ k   1)k ; 2 = =2
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La   densidad tiene importancia en la Teoŕıa de Colas y describe el tiempo necesario
para la aparición de  sucesos independientes que ocurren con igual intensidad .
Ejemplo 2.7. Un ferry comienza su ruta cada que se completan 9 automóviles, los cuales se
consideran que llegan a la estación de manera independiente con una intensidad media de 6
unidades por hora. Determinar la probabilidad de que el tiempo entre los recorridos sucesivos
del ferry sea menor que una hora.
Asumiendo que la variable aleatoria del tiempo entre las recorridos tiene   densidad con
parámetros: x = 1;  = 9; y  = 6, el cálculo de la respectiva probabilidad da como resultadoP (1; 1=6; 9) = 0:153.
Como casos particulares de la   densidad se consideran, entre otras, la FDP de Erlang,
cuando  2 Z+, (entonces, se cumple que   () = (  1)!), la densidad 2  con n grados
de libertad, cuando  = 0:5 y  = n=2. El caso especial, cuando  = 1:0, corresponde a la
FDP exponencial, cuyo modelo se muestra en el ejemplo 2.8 y el cual se emplea en análisis
de confiabilidad. Sin embargo, el parámetro  asociado al tiempo medio entre fallas se
asume constante, generando una fuerte restricción en el modelo exponencial.
Si se considera que  (t) = var en el tiempo, particularmente,  (t) = =b ((x  a) =b) 1,
el modelo resultante de FDP corresponde a la densidad de Weibull.p (x; a; b; ) = /b ((x  a)/b) 1 exp (  ((x  a)/b)) ; x  a; b > 0;  > 0 (2.29)
La intensidad de fallas y la respectiva FDP toman diferentes formas variando el parámetro. Particularmente, cuando  < 1, la FDP (2.29) es una curva monótona decreciente y con
el transcurso del tiempo la intensidad de las fallas disminuye. Para  = 1, la intensidad de
fallas es constante y la FDP de Weibull coincide con la exponencial, mientras para  > 1
la densidad tiene forma de pico y la intensidad de fallas aumenta con el tiempo.
Densidad de Student (t densidad). Corresponde a la FDP de la variable:t = 0s1/n nPk=1 2k
donde k son valores independientes, tales que fk 2 N (0; 1) : k = 0; : : : ; ng. La densidad
de la variable aleatoria t es igual a,p (x;n) =   ((n+ 1) =2)pn  (n=2) 1 + x2=n (n+1)=2 ;  1 < x <1 (2.30)
En variadas aplicaciones, se tiene que n 2 N, aśı, para n = 1, la función (2.30) corres-
ponde a la FDP de Cauchy (que no tiene momentos ni de primer ni de segundo orden!):p (x; ) = 1 2 + (x  n) ;  > 0
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La forma de la t densidad es similar a la curva de Gauss (para n  40 converge en la
normal), no obstante, en lugar de depender de la media y la varianza, se expresa solamente
en función del valor n ó grados de libertad. La principal aplicación de la t densidad es la
prueba de hipótesis para los valores medios.2  densidad. Sea la variable aleatoria 2 =Pnk=1 2k, conformada por los valores inde-
pendientes 2k, fk 2 N (0; 1)g, entonces la FDP con n grados de libertad:p(x;n) = 8><>: 12n2    n2 xn2 1 exp   x2  ; x > 00; x  0 (2.31)













Figura 2.5. Densidad 2
En la Figura 2.5, se muestran ejemplos
para diferentes valores de n de la densidad2, la cual corresponde al caso particular
de la   densidad cuando b = 2 y  = k=2.
Esta FDP se determina sobre el dominio
de valores 0   >1 y le corresponden los
momentos de orden k:mk = n (n+ 2)    (n+ 2 (k   1))
con varianza 22 = 2n.
Al aumentar el valor de n, la 2 densidad
tiende a la FDP normal, pero con menor ve-
locidad que la t densidad, por lo que para
valores grandes de x y n, se demuestra queF2(n)  p2x p2n  1
La 2 densidad cumple el principio de aditividad, 2 (n1 + n2) = 2 (n1) + 2 (n2).
El área principal de aplicación de esta FDP es la prueba de hipótesis. Cuando el númeron de variables aleatorias a considerar es igual a 3: 2 = 21+22+23 , asumiendo su estructura
Gaussiana y su total independencia mutua, la respectiva FDP se denomina de Maxwell,
mientras, para n = 2, corresponde a la FDP de Rayleigh y cuando es n = 1, se obtiene la
FDP de la potencia de la variable original . La densidad de Rayleigh también corresponde
al caso particular de la FDP de Weibull, cuando a = 0 y  = 2.
FDP de Fisher (F  densidad). Corresponde a la FDP de la variable aleatoria = n1/n1.n2/n2 (2.32)
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donde ni son valores aleatorios independientes con 2 distribución y ni; i = 1; 2 grados
de libertad. Un ejemplo particular, corresponde al caso cuando se tienen dos conjuntos de
observaciones: el primero, fxi : i = 1; : : : ;m1g y segundo, fyi : i = 1; : : : ;m2g, ambas con
FDP Gaussiana N m1; 2 ;  2 fx; yg. Entonces, la estad́ıstica1m1   1 m1Xi=1 (xi   ~m1x), 1m2   1 m2Xi=1 (yi   ~m1y)
siendo ~m1 = m 11 Pm1i=1 i,  2 fx; yg, le corresponde la F densidad con (m1;m2) grados
de libertad.
De otra parte, si se tiene la variable aleatoria  descrita por la F densidad con (m1;m2)
grados de libertad, entonces la variable aleatoria  = 12 ln  le corresponde la z densidad
con (m1;m2) grados de libertad, para la cual se tienen los siguientes momentos:m1 = 0; 2 = 12m1 +m2m1m2
En general, la F densidad se determina para el dominio 0   < 1 y tiene aplicación
en el análisis de varianza, la prueba múltiple de hipótesis y el análisis de regresión.
Densidad logonormal. Sea el par de variables aleatorias relacionadas por la transfor-
mación:  = ln , donde la variable aleatoria  es de estructura Gaussiana N m1; 2,
entonces se puede demostrar que la FDP para  tiene la formap (x) = 8>><>>: 1xp2 exp  (lnx m1)222 ! ; x > 00; x  0
con momentos,mk = exp12k22 + km1 y 2 = exp 2  1 exp 2 + 2m1
Si  es del tipo N (0; 1), entonces la variable  = exp ( +m1) tiene FDP logonormal
con parámetros (m1; ). La FDP logonormal encuentra aplicación en tareas estad́ısticas
relacionadas con mediciones experimentales de la f́ısica, geoloǵıa, economı́a, bioloǵıa, etc.
Densidad uniforme. Corresponde al caso en que todos los valores de la variable aleatoria
tienen igual probabilidad de ocurrencia:p (x) = 8><>: 1b  a; x 2 [a; b℄0; x =2 [a; b℄ (2.33)
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cuya función de distribución tiene la forma:F (x) = 8>><>:0; x < a(x  a)/(b  a) ; x 2 [a; b℄1; x > b
La densidad uniforme le corresponden los momentos:mk = bk+1   ak+1(b  a) (k + 1)
con varianza 2 = (b  a)2.12.
Al realizar la transformación lineal  = (   a)/(b  a) se llega a la FDP uniforme en el
intervalo [0; 1℄. Esta propiedad explica su amplia aplicación en los métodos de simulación,
por ejemplo el de Monte Carlo.
Ejemplo 2.8. Hallar los valores de la media y la varianza de las siguientes FDP:
Exponencial. Dada por el modelo de FDP (Figura 2.6a)p (xi) = e x; x  00; x < 0 (1)
a la cual le corresponden los valores de media y varianza, respectivamente,m1 =  1Z0 xe xdx = 1; 2 =  1Z0 x2exdx  12 = 22   12 = 12
Binomial. Descrita por el modelo (Figura 2.6b):pk = Pf = kg =8<:0; k < 0CknAk (1  a)n k ; k  n0; k > n (2)
con primer momento inicial: m1 = Xnk=0kCknak(1   a)n k = na, y segundo momento
centralizado 2 =Xnk=0k2Cknak(1  a)n k = na(1  a).
Poisson. Para el caso asintótico de la FDP binomial, obtenido cuando n ! 1, y a ! 0,
siendo na =  = onst:, (el parámetro  se denomina valor promedio de ocurrencia del
evento), se puede demostrar que esta densidad se convierte en (Figura 2.6):pk = kk! e u(k); (3)





















Figura 2.6. Ejemplos de distribuciones de probabilidad
A la densidad (3) le corresponden los siguientes momentos:m1 = 1Xk=0kkk! e = ;2 = 1Xk=0k2kk! e2 = 1Xk=0kkk! e  + 1Xk=0k(k   1)kk! e  = 
En la Figura 2.7 se muestran las relaciones que existen entre las diferentes densidades
analizadas de probabilida, en la cual algunos enlaces corresponden a simplificación o genera-
lización de los modelos de aleatoriedad, o bien al empleo de la transformación G fg. En
ĺıneas punteadas están indicadas las FDP discretas.
Transformación de modelos de FDP. Sea la variable aleatoria x 2  que se procesa
en un dispositivo, cuya salida está dada por la relación y = f (x) ; y 2 . La transformación
de la variable aleatoria se obtiene como:Pf  xg = Pf  f 1 (y)g = Pf  yg
además,F (y) = Pf  yg = Pff (x)  yg = Pfx  f 1 (y)g = Fff 1 (y)g
entonces, finalmente se obtienedF (y)dy = dF (y)dx dxdy = dF  f 1 (y)dx dxdy :







































































































































np(1  p) > 90:1 < p < 0:9n!1






Rayleigh n = 2Potencia n = 1n = 3




G fgExponencial  = 1Weibull  = var
Figura 2.7. Relación entre diferentes FDP. G fg transformación funcional
Como es conocido, se debe cumplir que p()  0, entonces, la definición de la FDP a la
salida del dispositivo, expresada con respecto a las caracteŕısticas de la variable aleatoria
a la entrada, se ajusta de la siguiente manera:p (y) = p (x) jdxjjdyj ; (2.34)
donde el empleo de valores absolutos en (2.34) se hace para asegurar que en ningún momento
la FDP sea negativa.
Cabe anotar, que el cálculo de los momentos después de la transformación se puede
realizar sin necesidad de conocer la FDP de salida, en particular,E f(  m1)ng = 1Z 1 (y  m1)n p (y) dy = 1Z 1 (f (x) m1)n p (x) dx (2.35)
Ejemplo 2.9. Sea  = f() = 1  e ; 0    2; p() = e : Hallar el respectivo valor de 
y la correspondiente FDP de salida, p ().
Por cuanto,
2Z0 p()d =  2Z0 e d =  e 20 =   e 2 +  = 1:
Entonces,  = 1=0:865 = 1:156. Además,  = f 1 () =   ln (1  ) ; jdjjdj = 1= (1  ) ;
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luego, p () = eln(1 )1= (1  ) =  = 1max   min = 1:156.
De lo anterior se deduce que la FDP p () corresponde al modelo uniforme.
Ejemplo 2.10. Hallar el valor medio y la varianza de la variable aleatoria de salida y 2 ,
dados los momentos m1 y 2 de la variable aleatoria entrada x 2 ; ambas variables
relacionadas por la dependencia lineal y = ax+ b.
De acuerdo con la expresión (2.35), se tiene queE fyg = 1Z 1 (ax+ b) p (x) dx = a 1Z 1 xp (x) dx+ b 1Z 1 p (x) dx= am1 + bE n(y  m1)2o = 1Z 1 (ax+ b m1)2 p (x) dx = 1Z 1 (ax  b  am1   b)2 p (x) dx= a2 1Z 1 (x m1)2 p (x) dx = a22
Descomposición de FDP. En el análisis y transformación de variables aleatorias, puede
ser de ayuda la descomposición ortogonal (1.4) de las diferentes FDP:p (x) = 1Xk= 1xkwp (x)k (x) (2.36)
siendo xk los coeficientes de descomposición (1.7), k (x) la base ortogonal de descomposi-
ción y wp (x) una función ventana de ajuste, que corresponde a la versión normalizada de
la función de peso w (x), definida en (1.9). En la práctica, en calidad de función ventana
se toma una función de probabilidad conocida, por ejemplo la FDP normalizada, N (0; 1).
Por cuanto el objetivo de la representación es la aproximación de las funciones de proba-
bilidad, de tal manera que se pueda brindar la precisión deseada con el menor número de
elementos de la serie en (2.36), entonces se emplean polinomios ortogonales, por ejemplo,
los de Chebyshev, Hermite, Laguerre, Legendre, entre otros [3]
Ejemplo 2.11. Sea una FDP simétrica, p (x) = p ( x), definida sobre el intervalo cerrado
[   x  ], e igual a p (x) = 0 para todos los valores de x fuera del intervalo. Hallar la
descomposición de la respectiva varianza por la serie de Fourier.
La descomposición por la serie (1.8), teniendo en cuenta la paridad de la FDP, se reduce solo
a los términos reales,p (x) = a02 + 1Xn=1 an osnx
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donde a0 se halla de la condición de unidad de área para p (x),1Z 1  a02 + 1Xn=1an osnx! dx = 1
entonces,
a02 x  + 1Pn=1 ann sinnx  = 1.
Luego, a0 = 1/, y por lo tanto, la descomposición de la FDP, mediante la serie de Fourier,
toma la formap (x) = 12 + 1Xn=1 an osnx
De la propiedad (2.13), se sabe que 2 = 2m1 , con lo cual se obtiene el siguiente valor de
varianza:2 = 2 1Z 1 x2 12 + 1Xn=1 an osnx! dx = 23 + 4 1Xn=1 ( 1)n ann2
En la práctica, se realizan las siguientes presunciones sobre la FDP a representar:
(a). las funciones son unimodales, en el sentido en que presentan un solo máximo,
(b). Las FDP presentan ramales por ambos lados del máximo, que caen suficientemente
rápido hasta cero, en la medida en que aumenta el valor absoluto del argumento.
Un ejemplo corresponde a la descomposición mediante los polinomios de Hermite:p (x) = wp (x) 1Xk= 1 xkpk!Hk (x) (2.37)
para la cual, se tiene la ventana w (x) = e x2 , entonces wp (x) = N (0; 1). Los coeficientesxk = 1pk! 1Z 1 p (x)Hk (x) dx = 1pk!E fHk (x)g
son denominados cuasimomentos [15]. Donde los valores x0 = 0 y x1 = x2 = 0, debido a
la condición de normalización de la función de densidad de probabilidad.
Si en la descomposición (2.37), la serie polinomial se limita hasta los primerosN términos,
entonces se obtiene la serie de Edworth:p (x)  wp (x) 1 + NXn=3 xkpk!Hk (x)! = wp (x)1 + 13! H3 (x) + 24! H4 (x)
siendo i ; i = 1; 2; los momentos definidos en (2.15) y (2.16), respectivamente.
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2.1.4. Modelos de funciones de probabilidad con dimensión múltiple
Sea un fenómeno  descrito por n  2 variables aleatorias reales fxk 2  : k = 1; : : : ; ng,
o proceso aleatorio con dimensión múltiple, para el cual los valores medios y momentos se
encuentran empleando la integración múltiple por cada variable, incluyendo la función de
densidad conjunta que también es de dimensión n.
Modelos de probabilidad de dos dimensiones. En el caso particular de dos dimen-
siones, la función de distribución acumulativa conjunta corresponde a la probabilidad de
ocurrencia simultánea de las desigualdades x1  1; x  2:F (1; 2) = P fx1  1; x2  2g = 1Z 1 2Z 1 p (x1; x2) dx1dx2; 1; 2 2 R (2.38)
Las siguientes propiedades se cumplen para las funciones de probabilidad de dos dimen-
siones:
(a). 0  F (1; 2)  1. Por cierto, F (1; 1) = F ( 1; 2) = F ( 1; 1) = 0,
mientras, el otro caso extremo tiene valor F(1;1) = 1
(b).
xiF (1; 2)  0; i = 1; 2: De lo cual resulta que F (1; x2)  F (2; x2), asumien-
do que 2 > 1; 1; 2 2 x1, o bien, F (x1; 1)  F (x1; 2), 82 > 1; 1; 2 2 x2.
(c). p (x1; x2) = 2x1x2F (x1; x2) ;
(d). p (x1; x2)  0;
Las funciones de probabilidad de dimensión simple se expresan a través de las respectivas
funciones de dos dimensiones, de la siguiente manera:8>>>>>><>>>>>>:F (1) = lm2 !1F (1; 2) = 1Z 1 1Z 1 p (x1; x2) dx1dx2p (x1) = F(x1)x1 = 1Z 1 p (x1; x2) dx2; (2.39)
De forma similar a lo obtenido en (2.22), para los valores suficientemente pequeños de1 2 x1 y 2 2 x2, tiene lugar la aproximación:F (1  x1 < 1 +1; 2  x2 < 2 +2)  p(x1; x2)12
Cuando las variables aleatorias x1 y x2, que pertenecen al fenómeno , son estad́ıstica-
mente independientes, la condición necesaria y suficiente se expresa por medio de la relación
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común con la FDP conjunta:p (x1; x2) = p (x1) p (x2) (2.40)
De otra parte, el nivel de dependencia estad́ıstica entre dos diferentes variables de un
fenómeno aleatorio continuo aleatorio  está dado por la FDP condicional8>>>>>>>>>><>>>>>>>>>>:
p (x1 j x2) = p (x1; x2)p(x2) = p (x1; x2)1Z 1 p (x1; x2) dx2p (x1 j x2) = p (x1; x2)p(x1) = p (x1; x2)1Z 1 p (x1; x2) dx1 (2.41)
Momentos de correlación. Además de los valores de aleatoriedad definidos para vari-
ables con dimensión simple, en el caso particular de variables múltiples con dos dimensiones,
se define el momento conjunto de primer orden [16]:E fg (x1; x2)g , 1Z 1 1Z 1 g (x1; x2) p12 (x1; x2) dx1dx2 (2.42)
siendo g (x1; x2) la función generatriz del momento conjunto.
La función generatriz más común corresponde al caso en que los momentos y los cumu-
lantes de las variables aleatorias con dimensión múltiple se determinan como los coeficientes
de descomposición en la serie exponencial de las respectivas funciones caracteŕısticas o de
sus logaritmos, por lo tanto similar al caso de análisis de una dimensión, los primeros
coeficientes de descomposición son los más importantes y significativos.
Sea la función g (x1; x2), que contiene las variables aleatorias 1 y 2, cuyo valor medio se
determina por (2.42). La descomposición de la función g (x1; x2) mediante la serie de Taylor
en la vecindad de los puntos (m11 ;m12), donde se supone ocurre la mejor estimación de
la función original, tiene la forma:g (x1; x2) = g (m12 ;m12) + gx1 (x1  m11) + gx2 (x2  m12) +   
Si la FDP con dos dimensiones p12 (x1; x2) está concentrada en la cercańıa de los pun-
tos (1; 2) y cambia suavemente en esta vecindad en proporción a (1 ; 2), entonces la
descomposición obtenida por Taylor, se puede limitar hasta los dos primeros términos:E fg (x1; x2)g ' g (m12 ;m12) + 12  21 2gx21 + 211 2gx1x2 + 22 2gx22! (2.43)
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siendo11 = E f(1  m11) (2  m12)g , K12 (2.44)
El valor del momento conjunto central de segundo orden 11 se denomina momento o
función de covarianza conjunta entre las variables m y n, la cual se puede asimilar con
el grado de dispersión o varianza mutua entre el par de variables aleatorias de dimensión
simple. La expresión (2.43) muestra el papel importante que cumplen los momentos de
menor orden, en particular, la esperanza, la varianza y el momento de correlación.
Se observa de (2.44) que la función generatriz es de la forma g (x1; x2) = x1x2, por
lo tanto, se define el momento inicial conjunto entre las variables m y n o función de
correlación:m11 = E f12g = 1Z 1 1Z 1 x1x2p1;2 (x1; x2) dx1dx2 M= R12 (2.45)
Al calcular los promedios conjuntos de dos variables, sin tener en cuenta sus respectivas
escalas ni valores medios (obtenidos para el caso de dimensión simple), se emplea el ı́ndice
de correlación o función de covarianza normalizada, que se define como: M= E f(1  m11) =1 (2  m12) =2g= 1Z 1 1Z 1 (x1  m11)1 (x2  m12)2 p1;2 (x1; x2) dx1dx2 (2.46)
Entre las principales propiedades del coeficiente de correlación están las siguientes:
(a).  = E f0m0ng ; siendo 0k = (k  m1k) =k ; k = fm;ng la forma normalizada
estad́ısticamente de la variable k, de tal manera que E f0kg = 0 y 20k = 1:
(b).  1    1, por cuanto,E n 0m  0n2o = E n02m  20m0n + 02n o = 1 2+ 1= 2 (1 )  0
A partir de la definición 2.5, se tiene que un valor 0 para la función de correlación (2.45),
implica que ambas variables, m y n, son ortogonales entre śı. Si la respectiva función
de covarianza (2.44) es cero, entonces se dice que las variables m y n son linealmente
independientes. Por cierto, de la definición (2.44) se deduce que dos variables aleatorias
ortogonales cumplen la condición de independencia lineal si sus respectivos valores medios
son iguales a cero. Por último, se tiene un tipo de independencia más fuerte cuando las
variables aleatorias m y n son estad́ısticamente independientes, entonces se cumple que = E f0m0ng = 0. En este caso, la FDP conjunta corresponde a la expresión (2.40), de la
cual resulta que, E fm; ng = m1nm1m , por lo que la independencia estad́ıstica implica
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la independencia lineal. El caso contrario no siempre es cierto, por cuanto la independencia
estad́ıstica es una condición más fuerte que la independencia lineal.
Ejemplo 2.12. Hallar los momentos 11 y 2 de las variables dependientes  y .
Teniendo en cuenta la expresión (2.44), se tiene11 = 1Z 1 1Z 1 (x1  m11) (x2  m12) p1;2 (x1; x2) dx1dx2= E f12g  m11E f2g  m12E f1g+m11m12= E f1; 2g  m11m12
De la definición de la varianza se tiene,2 = E n(  )2o  (E f  g)2 = E 2  2 + 2	  (E fg E fg)2= E 2	E f2g+E 2	 E2 fg  2E fgE fg  E2 fg= E 2	 E2 fg+E 2	 E2 fg E f2g= 21 + 22 E f2g
El anterior resultado se puede generalizar para la suma de m variables dependientes:2 mXl=1 l! = mXl=1 mXn=1Knl
Variables conjuntas Gaussianas. Por definición, dos variables aleatorias 1 y 2 se
denominan conjuntamente Gaussianas si su FDP conjunta tiene la forma:p12 (x1; x2) = k exp ax21 + bx1x2 + x22 + dx1 + ex2 ; k 2 R
tal que la forma cuadrática de la exponencial,
 ax21 + bx1x2 + x22 + dx1 + ex2  0, 8x1 yx2. La FDP Gaussiana conjunta expresada en función de sus momentos toma la forma:p12 (x1; x2) = 1212p1  2 exp  22 (x1  m1)2 + 212 (x1  m1) (x2  m2)  21 (x2  m2)222122 (1  2) !
(2.47)
Las siguientes son las propiedades de la FDP Gaussiana de 2 dimensiones (Figura 2.8(a)),
las cuales se pueden generalizar a casos con dimensión múltiple de mayor orden.
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p (x1; x2)x1x2

























(b) Elipse de probabilidad constante
Figura 2.8. Distribución de Gauss de dos dimensiones
(a). Si dos variables aleatorias 1 y 2 no están correlacionadas, esto es,  = 0, entonces
de (2.47) resulta que su FDP conjunta es igual a la multiplicación de la densidad
de probabilidad de cada una de las variables: p12 (x1; x2) = p1 (x1) p2 (x2). De
acuerdo con (2.40), las variables son estad́ısticamente independientes entre śı.
(b). Dos variables aleatorias, 1 y 2, conjuntas Gaussianas dependientes (con valor de
correlación  6= 0), siempre se pueden expresar en forma de dos nuevas variables
aleatorias, 1 y 2, que no tengan correlación (independientes), usando la siguiente
transformación lineal (elipse de probabilidad constante de la Figura 2.8(b)):1 = (1  m11) os+(2  m12) sin; 2 =   (1  m11) sin+(2  m12) os
(c). Si dos variables aleatorias son conjuntamente Gaussianas, entonces, cada una de
estas también tiene FDP Gaussiana. La afirmación inversa sólo se cumple cuando las
variables aleatorias son independientes entre śı.
Ejemplo 2.13. Sea la FDP conjunta Gaussiana (2.47) de un fenómeno aleatorio descrito
por las variables aleatorias (x; y) con parámetros m ; 2 ;  2 x; y y xy. Determinar las
densidades marginales p (x) ; p (y), aśı como las FDP condicionales p (yjx) y p (xjy).
La densidad marginal se halla a partir de la expresión (2.39), en la cual para la FDP conjunta
Gaussiana (2.47), se puede realizar el siguiente cambio de variables:(x mx).p2x = u; (x my).p2y = v
con lo cual se obtienep (x) = 1p2xq1  2xy exp  u21  2xy 1Z 1 exp  11  2xy v2 + 2xyu1  2xy dv
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Teniendo en cuenta que1Z 1 exp   p2x2  qx dx = pp exp q24p2
se halla la densidad respectiva marginalp (x) = 1p2x e u2 = 1p2x exp   (x m1x)222x !
De la expresión anterior, es clara la estructura Gaussiana del variable x con media m1x y
varianza 2x. De forma similar, se encuentra la densidad marginal alterna por la variable y,
que también resulta ser de estructura Gaussiana con momentos m1y ; 2y. Aśı mismo, de (2.41)
se hallan las correspondientes FDP condicionales:p (yjx) = 1yp2q1  2xy exp   12  1  2xy y  m1y   xy yx (x m1x)2!p (xjy) = 1xp2q1  2xy exp   12  1  2xy y  m1x   xy xy (y  m1y)2!
las cuales corresponden a las respectivas variables Gaussianas con parámetrosmyjx =my + xy yx (x m1x) ; yjx = yq1  2xymxjy =mx + xy xy (y  m1y) ; xjy = xq1  2xy
Transformación de FDP en modelos con dos dimensiones. Sea el par de variables
aleatorias i; i = 1; 2, definidas por la relación mutua: i = gi (1; 2) ; i = 1; 2, siendogi; i = 1; 2 funciones determińısticas conocidas. Por cuanto, la distribución conjunta se da
por la relación:F12 (y1; y2) = P f1 < y1; 2 < y2g = P fg1 (1; 2) < y1; g2 (1; 2) < y2g
entoncesF12 (y1; y2) = Z ZD p12 (x1; x2) dx1 (2.48)
donde el área de integración D se determina por las desigualdades:g1 (x1; x2) < y1; g2 (x1; x2) < y2
La FDP transformada se obtiene diferenciando la expresión (2.48):p12 (y1; y2) = 2F12.y1y2 (2.49)
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La densidad obtenida (2.49) se puede calcular directamente, sin necesidad de determinar
inicialmente la función F12 (y1; y2), empleando las respectivas expresiones de relación
inversa, esto es, i = g 1i (1; 2) ; i = 1; 2: Particularmente,p12 (y1; y2) = p12 g 11 (y1; y2) ; g 12 (y1; y2) jJ (y1; y2)j (2.50)
dondeJ (y1; y2) =  (x1; x2) (y1; y2) = 24g 11 .y1 g 11 .y2g 12 .y1 g 12 .y235 =   (y1; y2) (x1; x2) 1 (2.51)
es el Jacobiano de la transformación de las variables aleatorias fig en las variables, fig,i = 1; 2, respectivamente.
Ejemplo 2.14. Sea la FDP conjunta p12 (x1; x2) correspondiente a las variables aleatorias1; 2. Dados los coeficientes constantes a; b; ; d, hallar la FDP de 2 dimensiones p12 (y1; y2),
para las variables aleatorias 1; 2, transformadas mediante las relaciones1 = a1 + b2; 2 = 1 + d2
La solución exige que el determinante del sistema, compuesto por los coeficientes a; b; ; d, sea
diferente de cero. Entonces el sistema compuesto por el par de ecuaciones algebraicas linealesy1 = ax1 + bx2; y2 = x1 + dx2 tiene la única solución:x1 = a1y1 + b1y2; x2 = 1y1 + d1y2
en la cual, los coeficientes a1; b1; 1; d1 se expresan a través de el respectivo conjunto a; b; ; d.
En este caso, el Jacobiano de la transformación (2.51) tiene la forma:J (x1; x2) =  (x1; x2) (y1; y2) =   (y1; y2) (x1; x2) 1 = 1y1/x1 y1/x2y2/x1 y2/x2 = 1a b d= 1ad  b
Por lo tanto, en correspondencia con (2.50), se obtienep12 (y1; y2) = 1jad  bjp12 (a1y1 + b1y2; 1y1 + d1y2)
Ejemplo 2.15. Sean dos variables Gaussianas independientes x e y con valores medios cero,m1x = m1y = 0, e igual varianza, 2x = 2y = 2, que corresponden a la representación
cartesiana de un conjunto de puntos. Hallar las densidades de las variables transformadasr y ', que representan al módulo y fase de las coordenadas polares y relacionadas con las
cartesianas en la forma, x = r os'; y = sin'.
Debido a la independencia estad́ıstica de las variables cartesianas, entonces la FDP conjunta
corresponde a la multiplicación de las FDP marginales originales (ver ec. (2.40)),p (x; y) = p (x) p (y) = 122 exp   x2 + y222 !
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La FDP conjunta de dos dimensiones de las variables r y ', a aprtir de la ec. (2.50), son
iguales a p (r; ') = p (x (r; ') ; y (r; '))J (r; '), siendoJ (r; ') = 264xr x'yr y'375 = os'  r sin'sin'  r os' = r
Cada una de la distribuciones marginales de las variables transformadas se halla integrando
su FDP conjunta de dos dimensiones por la variable aleatoria alterna,p (r) = Z  p (r; ') d' = r22 exp  r222 Z  d'= r2 exp  r222 ; r > 0 (1)
La FDP obtenida para el módulo corresponde a la densidad de Rayleigh, cuando n = 2 en
la expresión (2.31) para la 2 densidad. De manera similar, se halla la FDP de la fase,p (') = 1Z0 p (r; ')dr = 12 1Z0 r2 exp  r222 dr= 12 ;   < ' < 
A partir de las relaciones obtenidas para la transformación para FDP de dos dimen-
siones, se pueden hallar los momentos conjuntos de las funciones i = gi (; ) ; i = 1; 2;
de manera directa tomando como base la densidad conjunta p (x; y) de las respectivas
variables aleatorias  y . En este caso la esperanza matemática, la varianza y la función
de correlación se determinan de forma correspondiente por las siguientes expresiones:m1i = 1Z 1 1Z 1 gi (x; y) p (x; y) dxdy; i = 1; 2 (2.52a)2i = 1Z 1 1Z 1 (gi (x; y) m1i)2 p (x; y) dxdy; i = 1; 2 (2.52b)R12 = 1Z 1 1Z 1 (g1 (x; y) m11) (g2 (x; y) m12) p (x; y) dxdy (2.52c)
En particular, de (2.52a), (2.52b) y (2.52c) se tienen las siguientes propiedades:
(a). Sea  una variable no aleatoria, entoncesE fg = ; E fg = E fg
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(b). Para cualquier par de variables aleatorias  y , se cumple queE fg = E fgE fg  Rxy
Por cierto, si se cumple que ambas variables  y  son no correlacionadas, esto es,
tienen correlación nula, Rxy = 0, entonces, E fg = E fgE fg.
(c). Sea  una variable no aleatoria, entonces2 = 0; 2 = 22 ;  = jj 
(d). Para cualquier par de variables aleatorias  y ,2 = 2 + 2  2Rxy ( )
Si ambas variables aleatorias  y  tienen correlación cero, entonces se cumple que,2 = 2 + 2
(e). Para cualquier par de variables aleatorias independientes  y 2 = 22 +m212 +m212
Ejemplo 2.16. Hallar la media, la varianza y función de correlación de las variables aleato-
rias fi; i = 1; 2g, expresadas en función de las variables  y , en la forma aditiva,i = k1i + k2i; kni = onst:; n; i = 1; 2:
Basados en las propiedades, expuestas anteriormente, se obtieneE fig = E fk1i + k2ig = k1iE fg+ k2iE fg2i = 2k1i+k2i = k21i2 + k22i2 + 2Rxy= k21i2 + k22i2 + 2k1ik2iR12 = E f(1  m11 ) (2  m12 )g = E f12g  E f1gE f2g= E f(k11 + k21) (k12 + k22)g   (k11E fg+ k21E fg) (k12E fg+ k22E fg)= k11k122 + k21k222 + (k21k12 + k11k22)R= k11k122 + k21k222 + 
Modelos de probabilidad de n dimensiones. Los diversos modelos de FDP se genera-
lizan para el caso de un número finito de dimensiones n, correspondiente a las variables
aleatorias x1; : : : ; xn del proceso . En este caso, la generalización de (2.38) para la distribu-
ción con dimensión F (x1; : : : ; xn) corresponde a la probabilidad de que conjuntamente
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cada variable aleatoria xk tome el respectivo valor menor que k, k = 1; : : : ; n, esto es,P fx1  1; x2  2; : : : ; xn  ng = F (1; 2; : : : ; n)= 1Z 1 2Z 1    nZ 1 p (x1; x2; : : : ; xn) dx1dx2    dxn
La generalización de las propiedades obtenidas para las FDP de 2 dimensiones, extendida
al caso de variables aleatorias con mayor dimensión, corresponde a las expresiones:
(a). 0  F (1; 2; : : : ; n)  1. DondeF ( 1; x2; : : : ; xn) = F (x1; 1; : : : ; xn) = F (x1; x2; : : : ; 1) = 0F (1;    ;1; xm+1;    ; xn) = F (xm+1;    ; xn) ; 8m  n
(b).
xiF (1; 2; : : : ; n)  0; i = 1; 2; : : : ; n. De lo cual, resulta queF (x1; : : : ; k1; : : : ; xn)  F (x1; : : : ; k2; : : : ; xn) ; 8k1  k2, k1; k2 2 xk
(c). Si existe la respectiva función densidad de probabilidad, entoncesp (x1; x2; : : : ; xn) = nF (x1; x2; : : : ; xn)x1x2    xn  0
Además, se cumple que,1Z 1 1Z 1    1Z 1 p (x1; x2; : : : ; xn) dx1dx2    dxn = 1
Las variables aleatorias con dimensión n se denominan mutuamente no correlacionadas
si para las respectivas funciones de probabilidad se cumple queF (x1;    ; xn) = nYk=1F (xk) (2.53a)p (x1; x2; : : : ; xn) = nYk=1 p (xk) (2.53b)
Las expresiones (2.53a) y (2.53b) generalizan la relación (2.40). No obstante, aunque se
puede afirmar que de un conjunto de variables aleatorias no correlacionadas con dimensiónn resulta la independencia estad́ıstica por todas las posibles parejas de variables aleatoriasxi y xj , i; j = 1; : : : ; n, la afirmación inversa, en forma general, no es cierta [12], excepto
para la FDP Gaussiana [15].
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El conjunto de variables aleatorias fxi : i = 1; : : : ; ng se puede entender como las coor-
denadas puntuales o componentes del vector aleatorio  sobre un espacio con dimensión n.
En este caso, para cumplir la condición de independencia estad́ıstica de cualquier par de
vectores aleatorios fxi : i = 1; : : : ; ng 2  y fyi : i = 1; : : : ; ng 2  es necesario y suficiente
que la densidad conjunta de sus componentes sea igual al producto de las FDP de las
componentes de cada uno de los vectores:p (;) = p (x1; : : : ; xn; y1; : : : ; yn) = p (x1; : : : ; xn) p (y1; : : : ; yn)
El valor medio de la variable xk, para el caso de modelos de FDP con dimensión múltiple
se generaliza en la forma,m1 (xk) = 1Z 1    1Z 1 xkp (x1; : : : ; xn) dx1 : : :dxn
La respectiva covarianza del par de variables xk y xl, 8k; l = 1; : : : ; n, es igual a,11 (xk; xl) = 1Z 1    1Z 1 (xk  m1 (xk)) (xl  m1 (xl)) p (x1; : : : ; xn) dx1 : : :dxn;
Cabe anotar, que para el caso de k = l, el momento 11 (xk; xk) coincide con la varianza
de xk, esto es, 11 (xk; xk) = 2xk .
En forma general, los momentos centralizados conjuntos de cualquier orden se determinan
por la expresiónk1k2:::kn (x1; : : : ; xn)= 1Z 1    1Z 1 (x1  m1 (x1))k1    (xn  m1 (xn))kn p (x1; : : : ; xn) dx1 : : :dxn
siendo kl 2 N; l = 1; : : : ; n.
Usualmente, cuando se tiene una cantidad de variables n > 2, es preferible emplear la
matriz de covarianza, definida como
Knn , 26664Kx1x1 Kx1x2    Kx1xnKx2x1 Kx2x2    Kx2xn           Kxnx1 Kxnx2    Kxnxn37775 (2.54)
De la definición (2.44) para la función de covarianza resulta que Kxkxl = Kxlxk , además
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K = 266642x1 Kx1x2    Kx1xn2x2    Kx2xn     2xn 37775
Si el conjunto de variables fxk : 1; : : : ; ng cumple las condiciones de independencia es-
tad́ıstica, entonces los momentos cruzados centrales de primer orden son iguales a cero, con
lo cual se obtiene la siguiente matriz diagonal:
K = 266642x1 0 0 02x2    0     2xn37775
Modelos Gaussianos con n dimensiones. Los modelos de distribución Gaussiana
conjunta con dimensión n > 2, es preferible, expresarlos en forma matricial:p (x) = 1(2)n=2 jKj1=2 exp 12 (x m1x)T K 1 (x m1x) (2.55)
siendo x y m los vectores columna conformados por los elementos fxk : k = 1; : : : ; ng yfm1xk : k = 1; : : : ; ng, respectivamente. Además, jKj = det(K).
De la expresión (2.55) se observa, que cuando el conjunto de variables aleatorias Gaus-
sianas fxkg tiene covarianza nula, esto es, fKxkxl = 0 : 8k 6= l; k; l = 1; : : : ; ng, entonces,
las variables cumplen la condición de independencia estad́ıstica dada en (2.53b).
En forma general, se puede demostrar que las siguientes son las respectivas relaciones
recursivas en los momentos iniciales y centralizados para la FDP Gaussiana :mk = k(k   1)2 2Z0 mk 2; m1; 2 d2 +mk1 (2.56a)k = k(k   1)2 2Z0 k 2d2 = 8<:1 3 5 : : : (k   1)k ; k 2 par0; k 2 impar (2.56b)
2.1.5. Medidas de información en variables aleatorias
Información en señales discretas. La medida de información contenida en un proceso
aleatorio, que toma los valores discretos fxn : n = 1; : : : ; Ng, cumple las restricciones:
1. La cantidad de información debe ser un valor aditivo, esto es, en dos procesos aleato-
rios independientes la medida es igual a la suma de las cantidades en cada proceso.
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2. La cantidad de información en un proceso no aleatorio (determińıstico) es cero.
3. La cantidad de información no debe depender de algún factor subjetivo.
De lo anterior, la información propia de un evento xi, también denominado śımbolo, se
asume mediante la medida, I (xi) =   log2 p (xi), donde p (xi) es la probabilidad a priori
de aparición del valor xi. El logaritmo se toma en base 2 y, en consecuencia, las unidades
de información son bits (en adelante el ı́ndice de la base se omitirá).
Otras medidas de información se determinan por las siguientes relaciones:
– Información propia condicional de la variable xm, conocida la variable aleatoria yn,I (xmjyn) =   log p (xmjyn)
– Información mutua de dos variables o información de yn con respecto a xm,I (xm; yn) = log p (xmjyn) (2.57)
– Información propia del evento conjunto (xm; yn),I (xm; yn) =   log p (xm; yn)
– Cantidad media de información, presente en xn como elemento del alfabeto fxng,I (X; ym) = NXn=1 I (xn; ym) p (xnjym) = NXn=1 p (xnjym) log p (xnjym)p (xn)
– Cantidad media de información mutua sobre los elementos correspondientes a un
alfabeto Y = fym : m = 1 : : : ;Mg para un valor determinado de xn,I (xn;Y ) = MXm=1 I (xn; ym) p (ymjxn) = MXm=1 p (ymjxn) log p (ymjxn)p (ym)
– Valor medio de la cantidad completa de información mutua entre conjuntos (Y;X),I (X;Y ) = NXn=1 MXm=1 p (xn; ym) log p (xnjym)p (xn) = MXm=1 p (ym) I (X; ym)
Si xn se relaciona estad́ısticamente con los valores ym y zk; k = 1; : : : ;K, conocidas las
FDP condicionales p(xn; ym; zk), la información condicional mutua se determina por,I (xm; ynjzk) log p (xmjyn; zk)p (xmjzk) = log p (xm; ynjzk)p (xmjzk) p (ynjzk)
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Las siguientes relaciones son válidas para las cantidades puntuales de información:I (xn; ym) = I (ym;xn) ; I (xn; ym)  I (xn) ; I (xn; ym)  I (ym)I (xn; ym; zk) = I (xn; ym) + I (xn; zkjym) = I (xn; zk) + I (xn; ymjzk)I (xn; ym) = I (xn)  I (xnjym) = I (ym)  I (ymjxn) = I (xn) + I (ym)  I (xn; ym)I (xn; ym) = I (xn) + I (ym)  I (xn; ym)I (X; ym)  0; I (xn; Y )  0I (X;Y ) = I (Y;X)  0;I (X;Y;Z) = I (X;Y ) + I (X;ZjY )I (Y;Z;X) = I (Y ;X) + I (Z;XjY )
De (2.8), se define el valor medio de la información propia para un alfabeto discreto:I(X) = E fI (xn)g = NXn=1 p (xn) I (xn) =   NXn=1 p (xn) log p (xn) , H (X) (2.58)
El valor H (X) se denomina entroṕıa de la variable aleatoria X y corresponde a la medida
cuantitativa de su incertidumbre. La entroṕıa es la principal caracteŕıstica de un fuente de
información: entre más alto sea el valor de la entroṕıa mayor es la información contenida
por el conjunto X.
La entroṕıa tiene las siguientes propiedades:
(a). Definida positiva: H (X)  0,
(b). Aditividad. Sea H (Y jX) la entroṕıa condicional de los valores del conjunto Y , dado
un conjunto de eventos X, entonces, la entroṕıa H (Y;X) del conjunto de eventos
conjuntos X y Y se define como:H (Y;X) = H (X) +H (Y jX) = H (Y ) +H (XjY ) (2.59)
Por cierto, si los conjuntos X e Y son independientes, entonces H (Y jX) = H (Y ),
por lo tanto, se cumple que H (Y;X) = H (X) +H (Y ).
(c). Valor acotado. Si el conjunto de valores X = fxn : n = 1; : : : ; Ng, la máxima entroṕıa
contenida está acotada por el valor H (X)  lgN , donde la igualdad tiene lugar
cuando todos los valores xn son equiprobables e independientes estad́ısticamente.
Ejemplo 2.17. Desarrollar un programa que simule dos observaciones con longitud N , para
las variables aleatorias Xi 2 fxl : l = 1; : : : ; Lg ; i = 1; 2, que permita analizar el compor-
tamiento de sus respectivos valores de entroṕıa para los siguientes casos:
– Ambas variables tienen FDP Gaussiana, con valor medio cero. Estimar las entroṕıas
para valores de relación de las varianzas: 2X1 = k2X2 ; k = 1; : : : ; 10.
– La variable X1 tiene FDP Gaussiana, mientras la variable X2 se genera con FDP uni-
forme; ambas con los mismos valores medio y de varianza.
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(a) Igual FDP (Gaussiana).








Figura 2.9. Entroṕıa en función de k = 2X2=2X1 , N = 4096 y L = 8.
En la Figura 2.9(a), se muestran los resultados para el caso de generación de ambas variables
Gaussianas con media m1X1 = m1X2 = 0, pero 2X1 = k1X2 . Se observa que la estimación
de la entroṕıa converge a un mismo valor para ambos casos de análisis. La Figura 2.9(b)
corresponde al caso de diferentes FDP (Gaussiana y uniforme) y muestra que el valor de la
entroṕıa, para dos sucesiones aleatorias con iguales valores medio y de varianza, depende de
la estructura de aleatoriedad.
Ejemplo 2.18. Demostrar que para dos sucesos con probabilidades respectivas, p1 y p2, la
mayor entroṕıa se obtiene para p1 = p2.
Al reemplazar en la definición de entroṕıa (2.58), p2 = 1  p1, se tiene queH =   (p1 ln p1 + p2 ln p2) =   (p1 ln p1 + (1  p1) ln (1  p1))
El máximo valor de p1 se obtiene al diferenciar e igualar a cero la anterior ecuación,dHdp1 =  p1 1p1 + ln p1   ln (1  p1) = 0
Como resultado, al resolver la ecuación se obtiene que p1 = 0:5, luego, p1 = p2.
La entroṕıa condicional se define como:H (Y jX) =   NXn=1 MXm=1 p (xn; ym) log p (ymjxn) =  p (xn) MXm=1p (ymjxn) log p (ymjxn)
para la cual se cumple que, 0  H (Y jX)  H (Y ).
El valor medio de la información mutua I (X;Y ) se relaciona con la entroṕıa como:I (X;Y ) = H (X) H (XjY ) = H (Y ) H (Y jX) = H (X) +H (Y ) H (X;Y )I (X;Y )  H (X) ; I (X;Y )  H (Y )
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La entroṕıa es una medida adecuada de la incertidumbre contendida en la FDP y su
uso es preferible en aquellos casos cuando la densidad es asimétrica, con muchos picos de
concentración, que es cuando los momentos pierden su efecto interpretativo del proceso.
De otra parte, la medida de incertidumbre H (X) depende de la relación estad́ıstica
entre los elementos fxi 2 Xg, por lo que se puede definir qué tanto de la entroṕıa máxima
potencial no se contiene en el conjunto X, a través de la medida de relación denominada
redundancia:R = Hmax  H (X)Hmax = logN  H (X)logN ; 0  R  1 (2.60)
Información en señales continuas. Por cuanto la cantidad de valores, que se contienen
en cualquier rango continuo, es infinita, aśı sea dado sobre un intervalo finito, entonces la
cantidad de información en una variable continua también es infinita, aśı como su entroṕıa.
Por lo tanto, se define la entroṕıa diferencial de la variable aleatoria continua x:h (x) = E log 1p (x) = ZX p (x) log 1p (x)dx (2.61)
la cual no se puede analizar como una medida de información propia, a diferencia de lo
que ocurre con la entroṕıa de las variables discretas. La medida h (x) no tiene las mismas
propiedades que la entroṕıa de las variables discretas, en particular la entroṕıa diferencial
puede tomar valores negativos. El sentido informativo no está en la misma entroṕıa difer-
encial h (x), sino en la diferencia de dos valores de h (x), motivo por el cual se da el nombre
de entroṕıa diferencial.
Ejemplo 2.19. Hallar la entroṕıa diferencial para los casos de FDP uniforme (2.33) y Gaus-
siana (2.23).
En correspondencia con (2.61), se tiene
– FDP uniforme.hU (x) =   bZa p (x) ln p (x) dx =   1b  a ln 1b  a bZa dx = ln (b  a)
Por cuanto se puede demostrar que b  a = 2p3x, entonces, hU (x) = ln  2p3a
– FDP Gaussiana.hN (x) =   bZa U (m1x; x) lnU (m1x; x) dx == lnp2e
Como se observa de las relaciones obtenidas, la diferencia de valores entre las ambas
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entroṕıas corresponde ah = hN (x)  hU (x) = lnp2eN (x)   ln2p3U(x)
Si se asumen las varianzas de ambas distribuciones iguales 2U(x) = 2U(x) = 2x, entonces
el valor final de diferencia se obtiene comoh = ln p2e2p3 = 0:17
De los resultados obtenidos se observa que la entroṕıa diferencial de una variable aleatoria
continua, con función densidad de probabilidad Gaussiana o uniforme, no depende del valor
medio de la variable aleatoria (por cuanto, un valor constante no lleva información) y solo
depende en forma proporcional de la varianza de los valores aleatorios.
La propiedad de aditividad se conserva en el caso de la entroṕıa diferencial. La entroṕıa
diferencial condicional de las variables x e y, definida comoh (xjy) = E log 1p (xjy)
tiene las misma propiedades que la entroṕıa condicional de las variables discretas.
Aśı mismo, de todas las posibles FDP de la variable aleatoria x, que tengan un valor fijo de
potencia 2x, la mayor entroṕıa diferencial posible ocurre para la densidad de probabilidad
Gaussiana.
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Problemas
Problema 2.1. Hallar el exceso 2 para las FDP: uniforme, Poisson, Binomial y Gaussiana.
Problema 2.2. Sea la variable aleatoria  una función lineal de :  =  + , donde  y  son
constantes. Encontrar la FDP de la variable  para el caso en que la densidad p() sea Gaussiana.
Problema 2.3. La variable  con FDP uniforme, p () = 1= (+ ),  <  < ,  < , pasa por un
detector cuadrático  = 2. Determinar y representar:
(a). La función de distribución F ().
(b). La función de distribución y la función densidad de probabilidad de :
Problema 2.4. La variable aleatoria  se describe por la FDP binomial. Hallar los valores de la
media y la varianza de la magnitud  = exp (), para los casos: p 6= q y p = q.
Problema 2.5. Sea la variable aleatoria  con FDP p () =  exp (  jxj),  1 < x <1, donde  y son constantes. Encontrar la relación que deben cumplir las constantes.
(a). Calcular la función de distribución de la magnitud .
(b). Dibujar la función de distribución y la FDP para  = 2.
Problema 2.6. Sea la fase aleatoria  uniformemente distribuida en el intervalo (0; 2). Calcular
la FDP de la variable aleatoria de amplitud  (t) = A osn (!t+), donde ! y t son constantes.
Considérese n = 1; n = 2.
Problema 2.7. La variable aleatoria  tiene FDP de Laplace, p () = 0:5t exp ( tjj), t > 0. Hallar
la media y la varianza de la variable aleatoria.
Problema 2.8. Hallar  y 2 de la variable entera aleatoria distribuida entre [0; N ℄, para la cualXNk p (k) = 1:
Problema 2.9. Hallar los momentos iniciales de la FDP de Weibull, definida en (2.29). Analizar los
casos particulares de  = 1 (FDP exponencial).
Problema 2.10. Demostrar que para la FDP de Cauchy no existe ningún momento inicial.
Problema 2.11. Sea  una variable aleatoria, para la cual converge el segundo momento inicial,
asumiendo que  es una constante. Hallar para qué valor de  se obtiene el mı́nimo valor de m1 ,
donde  =    .
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2.2. Estimación en variables aleatorias
Hasta ahora, las definiciones, dadas para los diferentes valores y momentos de aleatoriedad,
han supuesto que la cantidad de información, dispuesta sobre cualquier señal aleatoria, es
completa. Debido a restricciones de costos, tiempo y posibilidad de tomar toda la informa-
ción sobre los objetos pertenecientes a la señal aleatoria en análisis, en la realidad se tiene
alguna trayectoria x o conjunto de segmentos fxig tomados de la variable observada x 2 .
Por esto, es necesario calcular de manera aproximada cada valor de aleatoriedad a partir de
la trayectoria disponible. En particular, a partir del análisis mediante una función g (xi)
sobre los resultados experimentales de una observación con longitud n, fxi : i = 1; : : : ; ng
se obtiene la caracteŕıstica estad́ıstica, o estimación, ~ del valor aleatorio , entonces:~ = g (x1; : : : ; xn) (2.62)
Es necesario considerar, que al repetir el proceso de estimación, debido a la aleatoriedad
que presentan los valores en cada k observación fxlk : l = 1; : : : ; ng, entonces la estimación~ = g (x1k; : : : ; xnk) también es otra variable aleatoria.
Las caracteŕısticas probabiĺısticas de ~ dependen de factores tales como, la estructura de
aleatoriedad de cada variable fx 2  : x1; : : : ; xng, de la longitud de la observación n y del
tipo de función g (xi) empleada para el análisis de los datos. En este sentido, usualmente,
la precisión en la aproximación del cálculo de la caracteŕıstica se describe por la potencia
del error definida en la forma:"2 = E n(~   )2o (2.63)
que también corresponde a una variable aleatoria, motivo por el cual, a la función g (xi)
se le imponen las siguientes restricciones propias de todas las estimaciones:
1. Ausencia de sesgo. Caracteriza el comportamiento de la estimación cuando se amplia
la longitud de la observación, n!1:Ef~g = lmN!1E fg (x1; : : : ; xn)g = 
2. Consistencia. Analiza la convergencia en el sentido probabiĺıstico del valor de la
estimación al aumentar la longitud de la observación:lmn!1P nj~   j < "o = P fjg (x1; : : : ; xn)  j < "g = 1
Basados en la desigualdad de Chebyshev (2.12), se puede demostrar que la condición
suficiente para la consistencia de la estimación es [15]:lmn!1E n(~   )2o = 0
3. Efectividad. Cuando se tienen longitudes limitadas de la observación, los diversos
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métodos de estimación conocidos pueden presentar diferentes valores de potencia
de error (2.63). Entonces, se considera que entre menor sea el valor obtenido del
error, para el correspondiente método de estimación, los valores calculados estarán
agrupados en distancias más cercanas alrededor del valor :"2 = min~ E n(~   )2o (2.64)
4. Suficiencia. Cuando la función densidad de probabilidad de la observación p(; ~) se
puede representar en la forma:p (;x1; : : : xn) = p(; ~)h (x1; : : : xn) = p (; g (x1; : : : xn))h (x1; : : : xn)
donde h (x1; : : : xn) no depende de . Esto es, toda la información contenida en la
observación con relación al parámetro , también está contenida en ~.
En la práctica es usual el empleo del error relativo de estimación:~ = ~    (2.65)
con lo que las primeras tres propiedades de la estimación se expresan en la respectiva forma:
(a). Ef~g = 0
(b). lmn!12(~) = 0
(c). 2(~k) = min~ 8k 2(~)
Debido a la naturaleza aleatoria de la estimación y, en particular de su potencia de
error (2.63), es necesario determinar un intervalo de valores (y no solamente un valor), en
el cual con un nivel de confianza, a priori dado, se localice el valor de la estimación. De
otra parte, el intervalo con longitud (min; max), cuyo centro sirve de estimación de una
caracteŕıstica aleatoria, el cual con una probabilidad de  está contenido el valor verdadero
de la caracteŕıstica, se denomina intervalo de confianza con valor de significación . En
concordancia con lo anterior, existen dos clases de estimaciones: las puntuales, cuando el
resultado de la aproximación corresponde a un valor y las estimaciones de intervalo cuando
la aproximación se da dentro de un rango de valores.
2.2.1. Estimación puntual de momentos
La suposición, aunque sea con suficientes argumentos, sobre un tipo concreto de FDP,p (x), aún no significa que se tengan los valores concretos de sus respectivos momentos,
con lo cual, hay necesidad de estimarlos sobre los valores de la observación x1; : : : ; xn.
Existen diversos métodos para la construcción de estimadores puntuales, sobre una ob-
servación dada, entre los principales están los siguientes:
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Métodos de los momentos. Se basa en la equivalencia asumida de los momentos de
estimación con los momentos de la FDP teórica, obteniéndose el sistema de ecuaciones:mk  ~mk; k = 1; 2;    ; d
en función de la cantidad d de las variables desconocidas, 1; 2;    ; d.
En caso de existir una solución única, ~ = g (x1k; : : : ; xnk), para el sistema de ecuaciones
y cuando la función g es continua, entonces la estimación obtenida ~k es consistente. En
particular, se puede tomar la siguiente equivalencia de momentos:mk = Zx2 kp (d) = 1n nXl=1 xkl ; k = 1; 2; : : : ; d (2.66)
Ejemplo 2.20. Dada la observación fxk : 1; : : : ; ng, analizar las propiedades de estimación
del método de momentos (2.66) para el caso de la media y la varianza.
La esperanza matemática del error (2.65) de estimación para un momento inicial de k orden
se determina como: ~mk = ~mk  mkE f ~mkg = E f ~mk  mkg = E( 1n nXl=1 xkl) mk = 1n nXl=1 E xkl 	 mk= 1nnmk  mk = 0
De lo anterior se deduce que la estimación ~mk no tiene sesgo.
De manera similar, se halla la varianza del error (2.65) de estimación:2 ( ~mk) = 2 ( ~mk) = 2 1n nXl=1 xkl! = 1n2n2  xk = 1nE n xk  mk2o= 1nE x2k   2mkxk +m2k	 = 1nE x2k  m2k	 = 1n  m2k  m2k
Al hacer n!1 se tiene 2 ( ~mk) = 0. Por lo tanto, la estimación es consistente.
Haciendo k = 1 se obtiene la estimación de la media, para la cual se tiene queE f ~m1g = m1 ; 2 ( ~m1) = m2  m21n = 2n
La estimación de los momentos centralizados se obtiene como:~k = 1n nXl=1 (xl   ~m1)k
con error absoluto de estimación: ~k = ~k   k. Se puede demostrar que para cualquierk, E f~kg 6= 0. Sin embargo, de acuerdo a la última expresión obtenida para la varianza
de estimación, se tienen los valores asintóticos: E f~kg ! 0; 2 (~k)! 0; 8n!1.
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En general, las estimaciones obtenidas mediante el método de los momentos,(2.66), no
son efectivas [17].
Método de máxima verosimilitud. Sea x 2 () una variable aleatoria con FDP
que depende únicamente del parámetro . Cuando se tiene la observación compuesta por
los valores aleatorios independientes x1; : : : ; xn, la probabilidad, de que cualquier posible
trayectoria conste precisamente de estos n valores discretos, está dada por el producto:() = p (x1; ) p (x2; )    p (xn; )
Mientras, en el caso de variables continuas, la probabilidad de que la observación conste
de n valores en intervalos pequeños x1  x  x1 +x; : : : ; xn  x  xn +x está dada
por la expresión: (x; )n = p (x1; )x    p (xn; )x = xn nYi p (xi; ) (2.67)
El valor de  se denomina función de verosimilitud que depende de cada trayectoriax1; : : : ; xn y del parámetro desconocido . En el método de verosimilitud se escoge la
aproximación del valor desconocido de , para un valor de  tan grande como sea posible.
Si  es una función derivable de , entonces, una condición necesaria para que  tenga un
máximo está en qued/d = 0
Cualquier solución de la anterior ecuación corresponde a la estimación de máxima verosimil-
itud para el parámetro , en la cual se reemplazan los valores de la observación por cada
una de las variables independientes aleatorias 1; : : : ; n para obtener la variable aleatoria ~
denominada estimador de máxima verosimilitud con respecto a . Cuando la FDP incluyer parámetros desconocidos 1;    ; r, es preferible conformar un sistema de r ecuaciones
en la forma:d ln ()d1 = 0;    ; d ln ()dr = 0; (2.68)
La ventaja de esta transformación está que las derivadas de los productos se reemplazan
por la derivación de sumas. No obstante, en algunos casos, la solución del sistema es dif́ıcil
de lograr.
Las estimaciones de máxima verosimilitud tienen las siguientes propiedades:
a. Cuando existe la estimación suficiente ~ (1; 2; : : : ; N ) para el parámetro , entonces,
cada solución de la ecuación de verosimilitud es función de ~ (1; 2; : : : ; N ).
b. Si para  existe una estimación efectiva ~ (1; 2; : : : ; N ), entonces, la ecuación de
verosimilitud, (2.68) tiene una única solución: ~ (1; 2; : : : ; n).
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Teorema 2.6. Sea la FDP p (; ), tal que cumpla las siguientes condiciones:
1. Para casi todos los  existen las derivadas:k ln p (; )k ; k = 1; 2; 3;
2. Se cumple la desigualdad:k ln p (; )k   Gk(); k = 1; 2; 3;
siendo las funciones Gk () ; k = 1; 2 integrables, esto es,sup Z Gk () p (; ) d <1
3. Para cada  la siguiente integralI () = Z  ln p (; ) 2p (; ) d (2.69)
es positiva y acotada. Entonces, la ecuación de verosimilitud (2.68) tiene solución~ (1; : : : ; N ) que es una estimación consistente y asintóticamente efectiva.
Ejemplo 2.21. Sea la trayectoria de valores aleatorios estad́ısticamente independientes,f10; 11; 8; 12; 9g, de un proceso que se asume con FDP exponencial, p (; ) = 1 exp ( =)u (), > 0. Hallar la estimación de máxima verosimilitud para .
La función de verosimilitud de  es igual a () = NYn=1 p (; n) = 5Yn=1 1 exp n =  5 exp 50  ;  > 0
Al derivar la anterior expresión por el parámetro  se obtiene:dd =  5 6 exp 50 +  5502 exp 50 
Cuando se hace la derivada igual a 0, al resolver por ~, se obtiene el valor concreto de la
estimación: ~ = 50=5 = 10.
En el caso de tener una variable aleatoria  con FDP normal, con valores desconocidos
de media y varianza, la función de verosimilitud se determina por la expresión: = 1p2    1p2 e (1  m1)22 (N  m1)22 =  1p2!N=2 e h; (2.70)
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donde h =   122 NPk=1 (k  m1)2 :
Hallando el logaritmo se tiene: = ln () =  N2 ln p2  N2 ln 2  h (2.71)
El máximo del funcional ln () por el parámetro m1 corresponde a hallar el mı́nimo del
último término (dependiente del parámetro desconocido m1), que contiene la suma de los
cuadrados
PNk=1 (k  m1)2. Por lo tanto, en el caso concreto de la FDP normal, el método
de máxima verosimilitud coincide con el método de los mı́nimos cuadrados, mostrado en
el ejemplo 2.23. Aśı, para hallar la estimación de la media, se deriva e iguala a cero la
ecuación (2.71) por el parámetro desconocido m1,d ln ()dm1 = 12 NXk=1 (k  m1) = 0;
entonces,NXk=1 (k  m1) = NXk=1 k  Nm1 = 0
Al resolver para m1, expresando la solución en términos de ~m1, se obtiene,~m1 = 1N NXk=1 k (2.72)
De igual manera, se obtiene la ecuación para la estimación de la varianza,d ln ()d2 =   12~2  N   1~2 NXk=1 (k   ~m1)2! = 0 (2.73)
La solución para 2 , en términos de ~2 , resulta en la respectiva estimación:~2 = 1N NXk=1 (k   ~m1)2
Método del mı́nimo 2. Sean 1; 2; : : : ; N las observaciones independientes correspon-
dientes a la variable aleatoria  , que contienen el parámetro desconocido  y están dadas
sobre un espacio X, tal que pueda ser dividido en r conjuntos incongruentes de la forma,X1; X2; : : : ; Xr. Se asume que la cantidad de observaciones de la trayectoria 1; 2; : : : ; N ,
que se localizan dentro del conjunto i corresponde a Ni. Si el conjunto X es finito (o
sea, la variable aleatoria puede tomar una cantidad finita de valores), entonces, se puede
considerar que cada Xi es un conjunto conformado por un solo punto.
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De esta manera, se realiza la agrupación de los resultados de la observación, formando
la siguiente variable aleatoria (2.31),2 = NXi=1 (Ni  Npi ())2Npi ()
donde pi () = p (Xi) (i = 1; 2; : : : ; r). En este caso, la estimación ~ (1; 2; : : : ; N ) se
denomina estimación por el método del mı́nimo 2, la cual se obtiene al minimizar por  la
magnitud 2. Asumiendo que  es un parámetro con dimensión d, entonces, para encontrar
la estimación por el método del mı́nimo 2 se conforma el sistema de ecuaciones:NXi=1 Ni  Npi ()pi () + (Ni  Npi ())22Npi () ! pi ()k = 0; k = 1; 2;    ; d
Cabe decir que las propiedades asintóticas de las estimaciones del método del mı́nimo2 son muy cercanas a las estimaciones de máxima verosimilitud.
2.2.2. Intervalos de confianza
En algunos casos, es importante además de la estimación del parámetro desconocido, deter-
minar la región donde se presume se encuentra el verdadero valor del parámetro. Aunque
esa región se construye sobre la observación, sus valores cambian de una a otra trayectoria
en forma aleatoria. Por lo tanto, se puede definir la probabilidad con que en una región
concreta se localice el verdadero valor del parámetro. Escogiendo un cierto valor suficien-
temente pequeño  > 0, que corresponde al valor de significación, se puede construir una
regla que permita para cada trayectoria estimar la región de medida, en la cual con una
probabilidad de 1  el valor del parámetro se encuentra. Esta región se denomina intervalo
de confianza, mientras el valor 1   es el coeficiente o nivel de confianza.
Sean x1; x2; : : : ; xn las observaciones independientes de la variable aleatoria , cuya
densidad contiene el parámetro desconocido  2 R, para el cual se tiene la estimación~ (x1; x2; : : : ; xn). Sea q (dt) una densidad de la estimación ~, suponiendo que el valor
verdadero del parámetro coincide con ~, esto es,q (dt) = Q n~ (x1; x2; : : : ; xn) 2 dto
donde Q (dx1; dx2; : : : ; dxn) 2 Rn es la distribución, que se determina por:Q (dx1; dx2; : : : ; dxn) = P (dx1)P (dx2)   P (dxn) (2.74)
Sea q (dt) una densidad sin átomos, entonces para un valor dado de  se pueden escoger
los valores a1 (; ), a2 (; ), donde a1 (; ) < a2 (; ), para los cuales se cumple,Zft<a1(;)g q (dt) + Zft>a2(;)g q (dt) = 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Este método de selección no tiene solución única. De otra parte, asumiendo la continuidad
por  de las funciones a escoger y que cada una de las ecuaciones ai (; ) =  (i = 1; 2)
tenga solución única i (; ) (i = 1; 2), entonces, las relaciones son equivalentes:Q na1 (; ) < ~ < a2 (; )o = 1  Q n1 ~;  <  < 2 ~; o = 1  
De esta manera, conociendo la distribución de la estimación ~ (x1; x2; : : : ; xn), para
un valor dado de  > 0 se puede construir el intervalo de confianza entre los valores1 ~;  ; 2 ~;  para un nivel de confianza 1  .
Si q (dt) tiene átomos, los valores a1 (; ) y a2 (; ) se escogen de la desigualdad:Zft<a1(;)g q (dt) + Zft<a2(;)g q (dt)  
La desigualdad está dada, por cuanto, no pueden existir valores de a1 y a2, para los
cuales tenga lugar la igualdad [17]. Seguidamente, el proceso es similar al descrito anterior-
mente para la obtención del intervalo de confianza. En forma general, al tomar como base
diversas estimaciones ~ pueden darse diferentes intervalos de confianza, pero en cualquier
caso, es importante que su longitud sea lo más pequeña posible. Por esto, en su construc-
ción se emplean estimaciones efectivas o, por lo menos, asintóticamente efectivas que sean
obtenidas, por ejemplo del método de máxima verosimilitud.
La construcción del intervalo de confianza asume una distribución P (dx) sin átomos y
que se puede hallar una función g (; x1; x2; : : : ; xn), xi 2 , con las siguientes propiedades:
a. La función g (; x1; x2; : : : ; xn), es continua y monótona con relación a .
b. La función de distribución Q fg (; x1; x2; : : : ; xn) < g no depende de ; 8 2 R.
Para un valor dado de  > 0, se escogen los valores a1 () y a2 (), tales que:Q fa1 () < g (; x1; x2; : : : ; xn) < a2 ()g = 1  
De acuerdo con la propiedad b, los valores ai () (i = 1; 2) no dependen de . Al notar pori (i = 1; 2) los valores que satisfacen las relaciones g (; x1; x2; : : : ; xn) = ai (), respectivas,
que dependen de la observación ; x1; x2; : : : ; xn y , se obtiene queQ (1 <  < 2) = 1  
por lo tanto, (1; 2) corresponde al intervalo de confianza con nivel de confianza 1  .
Aśı por ejemplo, sea dada la distribución integral F (x) continua y monótona para ,F (x) = xZ 1 p (d) ; x 2 R
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Entonces, se puede comprobar que la función
Qnk=1 F (xk) cumple las condiciones a yb, por lo que esta se puede emplear para la construcción de los intervalos de confianza.
Debido a la continuidad de F ():Q fF (xk) < g = 8>><>>:0;   0; 0    11;  > 1
donde la variable correspondiente a la suma
Pnk=1 log F (xk) tiene FDP con   densidad:Q(  log a2 <   nXk=1 log F (xk) <   log a2) =   log a1Z  log a2 1  (n)n 1e d
Se pueden escoger los valores a1 y a2 (a1 < a2) para un valor dado  > 0, de tal manera
que la integral de la derecha en la última igualdad sea igual a 1  , obteniéndose que:Q(a1 < nYk=1F (xk) < a2) = 1  
Por cuanto, la función
Qnk=1 F (xk) es monótona por , entonces, existen ciertos valores1 y 2, que dependen solamente de  y x1; : : : ; xn, tales que determinen el intervalo de
confianza (1; 2) para  con nivel de confianza 1  .
En la práctica, es frecuente el uso de los percentiles de nivel 1   , entendidos como el
valor x1  para el cual F (x1 ) = 1   . Aśı por ejemplo, en el caso de la FDP normal
estándar, N (0; 1), el percentil de nivel  = 1  " se calcula como:() = 1p2 Z 1 e 2=2d = 
Estimación Bayesiana de intervalos. Sea el parámetro aleatorio  con FDP a priorip (), cuya estimación ~ (x1; : : : ; xn) está construida sobre la trayectoria de valores indepen-
dientes x1; : : : ; xn. Se asume que la distribución Q (dt) de la estimación ~ es absolutamente
continua, como también lo es la respectiva función g (; t) que en este caso se toma igual a
la FDP condicional definida en (2.41), la cual de acuerdo con (2.4), se determina como,g(; ~) = p(j~) = p () p(~j)Z p () p(~j)d
donde p(~j) es la FDP condicional de la estimación ~ para un valor fijo de , con lo cual la
probabilidad de que el parámetro  esté localizado dentro de los ĺımites (1; 2) está dada
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por la expresión,P 1    2j~ = 2Z1 p(j~)d
Luego, dado el valor de  se pueden determinar los valores ĺımites, 1(~; ) y 2(~; ),
para los cuales se cumpla la igualdad:P 1(~; )    2(~; )j ~ = 1  
2.2.3. Estimación de parámetros en la distribución normal
Estimación de la media cuando se conoce la varianza. Sea el conjunto de valores
independientes x1; : : : ; xn, de una trayectoria que se considera suficientemente grande, aśı
que n > 30, correspondientes a la variable aleatoria normal x 2  con FDP, descrita comop (; ) = N (; 2 ), donde  es el parámetro desconocido, mientras  conocida.
Sea la estimación de la esperanza matemática obtenida por el método de los momentos
en (2.66), k = 1. De los resultados obtenidos en el ejemplo 2.20, se deduce que ~ es una
variable aleatoria con distribución normal y momentos: (x1; : : : ; xn) = ~m1 = m1;~2 = 2.n
luego, la estimación ~ no presenta sesgo, es consistente y, adicionalmente, efectiva [17]. En
concordancia con lo anterior, la FDP es Gaussiana con parámetros p(; ) = N (m1; 2 ).
De esta manera, para un valor dado  > 0, teniendo en cuenta (2.74) se deben hallar los
valores (2 =  1 = ), tales que se cumpla la igualdad:Q f ~m1    <  < ~m1 + g = P f ~m1    <  < ~m1 + g = P fj   ~m1j < g= 
Teniendo en cuenta la definición de FDP para la variable x 2  se obtiene:Q (dx1; : : : ; dxn) = 22 n2 exp(  122 nXk=1 (xk   )2) (dx1; : : : ; dxn)= ~m1+Z~m1  p (x) dx = 2 p!  1 = 20s n~2 1A  1= 
siendo (x) la integral de Laplace, definida en (2.27). Aśı, la distancia obtenida, entre los
puntos ( ~m1   ; ~m1 + ), corresponde al intervalo de confianza con nivel 1  .
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Estimación de la varianza para una media conocida. En este caso,p (; ) = 1p2 exp( (  m1)22 ) ;  2 R
donde la varianza de la estimación ~, de acuerdo con el ejemplo 2.20, se determina por
la expresión Ef~   g2 = 2=n, entonces, se puede demostrar, que el valor n~2=2 tiene2 FDP con n grados de libertad.
El intervalo de confianza con nivel 1   es el cálculo de los valores a1 y a2, tales que:Q na1 < n~2=2 < a2o = 1  
donde Q (dx1; : : : ; dxn) = (2) n=2 exp 12 nPk=1 (xk  m)2 (dx1; : : : ; dxn). Luego,Q  n ~a2 <  < n ~a1! = Q  n~2a2 < 2 < n~2a1 != 1  
tal que (n~2.a2; n~2.a1) es el intervalo de confianza buscado.
Estimación de la varianza cuando se conoce la media. Sea la estimación ~ = ~m1
sin sesgo y consistente. La construcción del intervalo de confianza parte del hecho de que
la variable ( ~m1   )=~2, donde ~2 está dada en el ejemplo 2.20 (k = 2), tiene FDP del
tipo Student con n  1 grados de libertad, descrita comopn 1 (x) =   n2pn  (n  1)2  1 + x2 n2
Con lo cual, el valor  se determina de la relación2 Z0 pn 1 (x) dx = 1  
Por lo que se obtiene Q (  < ~m1   p~2 < ) = 1  , dondeQ (dx1; : : : ; dxn) = 22 n=2 exp(  122 nXk=1 (xk   )2) (dx1; : : : ; dxn)
De esta manera, el intervalo de confianza para la estimación del parámetro  con nivel1   corresponde al segmento   ~m1  p~2; ~m1 +p~2.
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Estimación conjunta de la varianza y la media. Sean desconocidos los parámetros
de la FDP normal, m1 y 2 , estimados, bien sea por el método de los momentos o el de
máxima verosimilitud:~m1 = 1n nXk=1xk ; ~2 = ~2 = 1n nXk=1 (xk   ~m1)2
En este caso, la estimación de 2 resulta sesgada, por lo que hay necesidad de introducir
el factor n=n   1, para que la corrección del sesgo ~~2 = n~2=n  1, entonces, ( ~m1; ~~2 )
corresponden a las respectivas estimaciones no sesgadas de los parámetros (m1; 2 ).
2.2.4. Prueba de hipótesis
Sea una estructura estad́ıstica relacionada con la variable x 2 , para la cual la función
de densidad de probabilidad p (x) es desconocida. Cualquier suposición que defina uńıvo-
camente a una clase de pertenencia la densidad p (x) se denomina hipótesis [18]. Una
hipótesis H se determina como simple si el conjunto H consiste de un único parámetro .
En caso contrario, H es una hipótesis compuesta. En la práctica, se hace necesario la veri-
ficación en la correspondencia entre los resultados reales del experimento con la hipótesis
que se tiene sobre su estructura aleatoria. En este sentido, se realiza el procedimiento de
verificación o prueba de hipótesis, el cual permite de las observaciones analizadas tomar o
rechazar una hipótesis dada.
La prueba estad́ıstica de hipótesis pertenece a la clase de estimación puntual y se realiza
dividiendo el espacio de observaciones x 2  en dos espacios que no se intercepten: X0\X1 =;, correspondientes a las dos hipótesis alternativas. Si los resultados de las observaciones
pertenecen a x 2 X0 (intervalo de toma de hipótesis), entonces se considera que la respectiva
hipótesis se confirma por los datos emṕıricos y, por lo tanto, se acepta H0 como cierta.
En caso contrario, cuando x =2 X0 (intervalo cŕıtico), entonces, la hipótesis dada H0 no
corresponde a las observaciones experimentales y, por lo tanto, se rechaza. Por cuanto, los
valores de cada trayectoria de x 2  son aleatorios, se definen las respectivas probabilidades
a priori de acierto de la prueba de la hipótesis P (x 2 X0) y P (x =2 X0), dado un valor de .
Sin embargo, la misma prueba de hipótesis puede generar errores de primer género (rechazar
una hipótesis cuando realmente era cierta) y de segundo género (tomar la hipótesis como
cierta cuando realmente era falsa), entonces, el procedimiento de prueba se debe optimizar
para obtener el valor mı́nimo de ambos géneros de error.
Cabe anotar que, en la mayoŕıa de los casos prácticos, es imposible optimizar el proced-
imiento de la verificación de la hipótesis, en el sentido de minimizar ambos géneros de error
para cualquier valor tan pequeño como se quiera [17].
El valor máximo permitido  del error de primer género para un criterio dado se denomina
valor de significación del criterio, sup2H P (X0)  . En el caso del error de segundo género,
en vez de analizar su valor, notado por , se analiza la magnitud, w = 1  , denominada
potencia del criterio de la prueba de hipótesis H0 contra la hipótesis alternativa H1
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La comparación de los diferentes criterios propuestos se realiza empleando métricas de
efectividad asintóticas, basadas en el estudio de la convergencia de la función de potencia
en las cercańıas del parámetro  2 H. Se considera óptimo aquel criterio, que para un valor
dado de significación , brinde el máximo valor de potencia del criterio, el cual define la
siguiente función cŕıtica ' (x):Z ' (x)p0 (x) dx = ; ' (x) = 8<:1; p1 (x)  p0 (x)0; p1 (x) < p0 (x) (2.75)
siendo p0 (x) y p1 (x) las respectivas FDP de P0 y P1.
En la práctica, para el desarrollo del criterio (2.75), denominado de Neyman-Pearson, en
calidad de estad́ıstica suficiente se emplea la relación de verosimilitud (2.67), que implica
la verificación de la desigualdad p1 (x)  p0 (x) para una observación concreta x 2 . Si
la desigualdad se cumple, entonces la hipótesis H0 se rechaza, en caso contrario se acepta.
La constante  2 R se determina a partir de la condición: P (x  ) = , siendox = p1 (x) =p0 (x) la respectiva relación de verosimilitud.
Ejemplo 2.22. Dada la trayectoria de la variable aleatoria Gaussiana x 2  de longitudn y varianza conocida 2 , realizar la prueba de hipótesis H0 sobre el valor medio de una
variable aleatoria, m1 =m0 contra la hipótesis alternativa H1 sobre el valor m1 = m1 para
el criterio de Neyman-Pearson empleando la estad́ıstica suficiente (2.67).
La función de verosimilitud del parámetro de distribución m1 para ambas hipótesis, teniendo
en cuenta (2.70), se determina como (mi;x) =  22 n=2 exp   122 nXk=1 (xk  mi)2! ; i = 0; 1
con lo cual la relación de verosimilitud es igual ax = m1  m02 nXk=1xi   n  m21  m2022 ;
cuyo valor se compara con el umbral h0 = lnh, en concordancia con (2.71). La hipótesis nula
se toma en favor de m1 = m0 y se acepta como cierta si se cumple que,m1  m02 nXk=1xk   n  m21  m2022 H1><H0 lnh (1)
La desigualdad (1) se puede escribir en formas de las siguientes desigualdades, que dependen
de la relación entre los valores m0 y m1:m0 < m1 : ~m1 = 1n nPk=1xk < m1  m02 + 2 lnhn (m1  m0) = h1m0 > m1 : ~m1 = 1n nPk=1xk > m1  m02 + 2 lnhn (m1  m0) = h2
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De las anteriores desigualdades, se observa que para tomar la decisión sobre el valor medio
es necesario comparar su valor estimado con los umbrales hi; i = 1; 2, los cuales se escogen
de acuerdo al criterio de optimización empleado.
2.2.5. Estimación de dependencias funcionales
Sea  2 Rp y  2 Rq dos vectores aleatorios dependientes. Se exige establecer la dependencia
entre entre  y , a partir de los resultados de observación (x1; x2; : : : ; xn) para el vector 
y de la observación (y1; y2; : : : yn) del vector  .
Sea m(yk; yl) alguna métrica en Rq . Se debe hallar una funciónf() : Rp ! Rq
para la cual E fm (; f ())g toma su mı́nimo valor. En principio, se puede escoger la norma
Eucĺıdea, descrita en (1.2), tal quem (yk; yl) = kyk   ylk2 en Rq
por lo que la solución se da en términos de la función teórica de regresión y = f (x),
descrita comof (x) = E fj = xg (2.76)
donde x se denomina la variable de regresión, mientras y es la respuesta.
La solución de (2.76) exige el conocimiento, por lo menos a nivel de estimación, sobre la
función de densidad de probabilidad conjunta de los vectores  y , lo cual en la práctica
no es real. En este sentido, se pueden tomar las siguientes aproximaciones de solución:
– En calidad de estimación de la función teórica de regresión, y = f (x) ; se define una
función de aproximación de la clase ~f = ff : Rp ! Rqg
– Se asume que la función f (x) = f (x; ), de manera uńıvoca se determina por una
cierta cantidad de parámetros  2 Rm , siendo m un valor fijo. Por cierto, se asume
además la dependencia lineal entre f (x;) y .
En consideración con lo anterior, resulta el siguiente modelo lineal de regresión:y = 0f0 (x) + 1f1 (x) + : : :+ m 1fm 1 (x) (2.77)
donde fi (x) son funciones conocidas que se determinan por la naturaleza del experimen-
to, m es el orden del modelo de regresión y  = (0; 1; : : : m 1) corresponde al vec-
tor de parámetros a ser estimado sobre la base de los resultados de las observaciones(x1; x2; : : : ; xn) y (y1; y2; : : : ; yn), teniendo como restricción la desigualdad m < n.
Los siguientes modelos son los que mayor aceptación tienen en el análisis de regresión
estad́ıstica:
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1. Modelos de aproximación emṕıricos [17,19].y = 0 + 1x; y =Xk kxk; y = 0 + 1 ln xy = 0 + 1x+ 2 1x; ln y =Xk kxk; ln y = 0 + 1 ln x;1=y =Xk kxk; y = 0 + 1.px y = 0 + 1102 lnx
2. Funciones de descomposición lineal. Usualmente, se emplean las funciones ortogonales
en la representación del tipo (1.4), particularmente, las funciones de Chebyshev.
3. Funciones de ajuste (spline). Cuando el modelo de regresión se da por intervalos
mediante polinomios de interpolación o alguna función con estructura a priori dada.
El modelo lineal es, tal vez, el de más amplio empleo en los métodos de regresión es-
tad́ıstica:y = x+ " (2.78)
siendo " el vector aleatorio de errores de observación. En general, se supone que no hay
errores sistemáticos de medida y, por lo tanto, el valor medio de la variable aleatoria esEf"kg = 0; para k = 1; : : : ; n, con potencia desconocida de error de observación, definida
como Ef"k; "lg = 2"Ækl.
En caso de asumir que los errores de medición les corresponde la correlación expresada
en la forma E n";"To = 2" , siendo conocida la matriz  , se puede realizar el cambio
de variables: 0 =  1=2, donde  = fy;x;"g, que conlleva al modelo con momentos en
la forma Ef"0g = 0 y Ef"0; "Tg = 2"0I , donde I es la matriz unidad, en este caso con
dimensión n n.
Si en el modelo (2.78) q = 1 y el orden de regresión m es conocido, la estimación ~ del
vector de parámetros  del modelo puede realizarse por diferentes métodos. Sin embargo,
el más empleado corresponde al método de mı́nimos cuadrados:min nXk=1 "yi   m 1Xl=0 fl (xk) l#2 = nXk=1 "yi  m 1Xl=0 fl (xk) ~l#2 (2.79)
Sea el hiperespacio lineal en Rm conformado por los valores del parámetro , cuya esti-
mación ~ es obtenida por (2.79), entonces se tendrá la siguiente interpretación geométrica:
– si  2 Rm y rank fxg = m, entonces el vector x~ corresponde a la proyección del
vector de observaciones y 2 Rn ; m < n en el hiperespacio  2 Rm : x~ = pr y . La
estimación ~ será única.
– si  2 Rm , rank fxg < m y el vector pr y no pertenece al espacio de valores de
la transformación lineal Gfxg, entonces el vector x~ corresponde a la proyección del
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vector pr y . La estimación ~ será única.
– si  2 Rm , rank fxg < m y pr y 2 Gfxg, entonces el mı́nimo en (2.79) se obtiene
en todo vector ~ = ~0 + h, donde ~0 es cualquier vector del hiperespacio  2 Rm ,
ortogonal a Gfxg. La estimación ~ por mı́nimos cuadrados no es única.
El empleo del método de mı́nimos cuadrados para la obtención de las estimaciones pun-
tuales de los parámetros desconocidos de los modelos lineales de regresión, a diferencia
de otros métodos de estimación, dados en el numeral §2.2.1, no exige información a priori
sobre el tipo de FDP, la cual muchas veces no se tiene en las etapas iniciales de proceso de
datos.
Ejemplo 2.23. Sea la relación y = f(x), que deber ser confirmada a partir de un conjunto
dado de n observaciones, tales que cada elemento yi de la función y o respuesta es obtenido
para un valor fijo xi, correspondiente a la variable x o factor. En el caso de aceptar la
hipótesis de dependencia lineal o análisis de regresión lineal, se deben hallar los parámetros
de la recta y = a+ bx, que para un criterio de error de representación dado, generalmente el
error cuadrático medio (2.79), se alcance el valor mı́nimo (principio de Lagrange):min nXi=1 (yi (a  bxi))2; x 2 (xmin;xmax) ; y 2 (ymin; ymax)
De tal manera, que la recta obtenida permite, con cierto valor de probabilidad, pronosticar
el valor de y para un valor de x, dadas las observaciones fxi; yig.
Sean los resultados de medida yi distribuidos normalmente, p(y)  N (y ; yi), tal que la
probabilidad de obtener el valor yi sea igual a:Pa;b (yi)  1y exp ( yi   a  bxi)2.22y
la cual depende de los coeficientes a y b. Por lo tanto, la probabilidad de obtener el conjunto
de resultados de medida y1; : : : ; yn, asumiendo su independencia estad́ıstica, es igual aPa;b (y1; : : : ; yn) = Pa;b (y1) : : : Pa;b (yn)  1ny exp 2Æ2
siendo 2 =Pni=1 (yi   a  bxi)2.2y.
La estimación de las constantes a y b, por el método de máximo de probabilidad a posteriori
corresponde a la mayor probabilidad de Pa;b (y1; : : : ; yn), esto es, cuando la suma 2 es
mı́nima o método de mı́nimos cuadrados, descrito por la expresión (2.79). El valor óptimo se
halla diferenciando parcialmente la suma por las variables a y b, e igualando a cero:2a =  2Æ2y nXi=1 (yi   a  bxi) = 02b =   22y nXi=1 xi (yi   a  bxi) = 0
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Las anteriores expresiones se pueden representar como un sistema de ecuaciones, teniendo
como variables a y b (ecuaciones normales), de la forma:an+ b nXi=1 xi = nXi=1 yia nXi=1 xi + b nXi=1 x2i = nXi=1 xiyi
por lo que se obtiene ( denota la suma por i = 1; : : : ; n):a =  x2i  (yi)  (xi) (xiyi) (1a)b = n (xiyi)  (xi) (yi) (1b)
siendo  = n  2i    2i 2.
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Figura 2.10. Interpretación geométrica de la regresión lineal
Geométricamente, el coeficiente a, obtenido en (1a), corresponde a la distancia desde el
origen de las coordenadas hasta el punto, donde se intercepta la ĺınea de regresión con la
ordenada, mientras el coeficiente b, obtenido en (1b), corresponde a la tangente del ángulo 
de inclinación de la ĺınea de regresión, como se muestra en la Figura 2.10.
Ejemplo 2.24. Realizar la prueba de hipótesis sobre la validez de ecuación de regresión
lineal simple obtenida en el ejemplo 2.23.
Se asume que el valor que pondera qué tanto el conjunto de resultados de medida, contenidos
en las parejas f(xi; yi) : i = 1; : : : ; ng, confirma la hipótesis sobre la dependencia lineal entrex e y , corresponde al coeficiente de correlación dado en (2.46), = xyxy (2)
donde la suma, xy = 1nPni=1 (xi   ~m1x) (yi   ~m1y) es un término paralelo al segundo mo-
mento centralizado de una variable dado en (2.9), definida como la desviación combinada,
pero para la cual no se cumplen todas las condiciones (2.14). Reemplazando la anterior defini-
ción en (2) y teniendo en cuenta la estimación de la varianza dada en (2.73), se obtiene la
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estimación del coeficiente de correlación lineal en la formae = Pi (xi   ~m1x) (yi   ~m1y)Pi (xi   ~m1x)2Pi (yi   ~m1y)21=2 (3)
Por cuanto,  1    1, si jej ! 1, entonces los puntos están ubicados en las cercańıas de
una ĺınea recta. En cambio, si j~j ! 0, los puntos no están correlacionados y, por lo tanto,
no se agrupan sobre ninguna recta. A partir de coeficiente de correlación (3), el modelo de
la regresión ortogonal se construye por la expresión:y = ~m1y + 2e0 +p20 + 4e2 (x   ~m1x)
la cual está directamente relacionada con el concepto de la elipse de dispersión, mostrada en
la Figura 2.8(b).
La estimación de los coeficientes de regresión es analizada estad́ısticamente, mediante la
prueba de hipótesis H0 :  = 0, esto es, si hay diferencia o no, desde el punto de vista
estad́ıstico, en la estimación del coeficiente de regresión con respecto al valor 0 [19]. Se puede
demostrar que cuando  = 0, la estad́ıstica e se describe mediante la   densidad (2.28), de
la forma [20]:  12 (n  1)	  12 (n  2)	p  1  e2(n 4)=2
que es equivalente a la distribución de Student (2.30) con n   2 grados de libertad para la
variable aleatoria(n  2)1=2 ep(1  e2)
El caso más importante de análisis es la prueba de hipótesis H0 :  = 0 contra H1 :  6= 0.
La hipótesis H0 se rechaza con un nivel de significación . Por lo anterior, los ĺımites del
intervalo de análisis se fijan:t̂ = ~b/eb  t1  12 fn  2g (4)
siendo ~b la estimación del coeficiente de regresión. Si la desigualdad (4) se cumple, entonces
se puede decir que ~ significativamente se diferencia de cero.
La estimación del coeficiente de correlación (prueba de existencia sobre la correlación), se
realiza de manera similar:t̂ = ~pn  21  ~2  t1  12 fn  2g
Si la anterior condición se cumple, entonces la hipótesis H0 : ~ = 0, se rechaza.
La prueba completa sobre la validez de ecuación de regresión, se efectúa mediante la F estad́ıstica
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de Fisher (2.32):eF = 1k   2 kPi=1ni ( ~m1yi   ~yi)21n  k kPi=1 niPl=1 (yil   ~m1y )2 (5)
donde ~yi = a+b~xi. El criterio implica que si la suma de los valores medios de las desviaciones
de grupo de la regresión directa, dividida sobre la suma de las desviaciones de los valores y con
respecto a los valores medios de grupo, alcanza o excede los ĺımites de significación, entonces
la hipótesis sobre linealidad hay que rechazarla. La estimación (5) exige que la longitud del
vector y sea mayor, en k valores a la respectiva longitud del vector x, esto es, que a cada
valor xi le corresponde ni valores del vector y , lo que en la práctica, frecuentemente ocurre.
Si la hipótesis sobre la linealidad no puede ser tomada, entonces se pueden realizar pruebas
sobre modelos no lineales, en primera instancia, de tipo polinomial:y = a+ bx+ x2 + : : :
Aunque su implementación exige el empleo de métodos computacionales. Sin embargo, de-
spués de cierto orden, la varianza empieza a crecer desmesuradamente, por lo que el algoritmo
no siempre converge.
En general, empleando el método de los mı́nimos cuadrados (2.79), se puede construir, prác-
ticamente, cualquier forma de dependencia no lineal. En este caso, se emplea alguna transfor-
mación de linealización, por cuanto, solamente las funciones lineales pueden ser reconstruidas
por el método de mı́nimos cuadrados.
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Problemas
Problema 2.12. Dada una observación de valores independientes con volumen n, constatar que
la estimación del parámetro  de la FDP exponencial, calculada por cualquiera de los métodos de
los momentos o de máximo verosimilitud, converge en el mismo valor. Calcular la varianza de la
estimación y analizar su efectividad.
Problema 2.13. Dado el valor del coeficiente de confianza, 1   = :95, hallar los valores extremos
del intervalo de confianza del parámetro  de un variable aleatoria con FDP exponencial, dada una
observación independiente de valores con volumen n.
Problema 2.14. Dada una observación de valores independientes con volumen n, mediante el méto-
do de máxima verosimilitud hallar la estimación del valor medio de una variable aleatoria con FDP
Rayleigh, descrita por (1) en el ejemplo 2.15.
Problema 2.15. Probar la hipótesis nula H0 sobre el valor de la varianza, 2 = k0, de una variable
aleatoria Gaussiana, con volumen n y valor m1, contra la hipótesis alternativa H1 sobre el valor2 = k1, siendo k0 < k1.
Problema 2.16. Basados en el criterio de Neyman-Pearson realizar la prueba de hipótesis sobre el
tipo de FDP con parámetros conocidos, para un valor dado de significación . Sea la hipótesis nula,p (xjH0) = (2) 1=2 exp   x2Æ2, la FDP normal, mientras la hipótesis alternativa corresponde a la
densidad exponencial simétrica p (xjH1) = (1/2) exp (  jxj).
Problema 2.17. Un dosı́metro, durante un tiempo T = 10s, registra la cantidad k = 20 partı́cu-
las. Realizar la prueba de hipótesis mediante el criterio de Neyman-Pearson para un valor dado
de significación , siendo la hipótesis nula H0, que considera que el resultado de la observación
está condicionado por la radiación de fondo, contra la hipótesis alternativa H1 que corresponde a
la suma del fondo mas una fuente de radiación. Los valores medios de partı́culas por segundo son
conocidos e iguales a n0 = 0:2 y n1 = 0:8, de forma correspondiente.
Problema 2.18. Probar la hipótesis nula H0 sobre el valor del parámetro  = k0 de un variable
aleatoria con FDP exponencial con volumen n, contra la hipótesis alternativa H1 sobre el valor = k0, siendo k0 < k1.
Problema 2.19. Dadas dos observaciones independientes de variables aleatorias Gaussianas, con
volúmenes n1 = 16 y n2 = 25, se obtiene las correspondientes estimaciones del coeficiente de cor-
relación r1 = 0:5 y r2 = 0:7. Realizar la prueba de hipótesis, con valor de significación  = 0:05, por
la cual ambas observaciones corresponden a un mismo conjunto general.
Problema 2.20. Estimar los coeficientes de la regresión lineal y = ~a+~bx, dadas las observaciones,xi 6.4 8.0 7.4 6.8 7.2 6.7 7.7 8.2yi 2.2 5.2 4.8 3.3 4.0 3.0 4.2 5.3
Realizar la prueba de hipótesis sobre la validez de ecuación de regresión lineal simple obtenida y
estimar el intervalo de confianza para un valor dado 1   = 0:9.
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2.3. Teoŕıa de decisión estad́ıstica
La estimación óptima de procesos aleatorios está basada en la teoŕıa de decisión estad́ıs-
tica, en la medida en que la información extráıda del proceso aleatorio se emplea para la
obtención de algún objetivo de análisis, cuyo resultado es una decisión.
Aunque la variedad de tareas, en las cuales se hace necesario la toma de decisión, es
amplia se tiene una formulación matemática con las siguientes propiedades:
(a). Cualquier solución está orientada a la obtención de un objetivo concreto, que bien
puede estar definido por una cantidad, finita o infinita, de variantes con sus respectivas
bondades y restricciones, sobre las cuales se estima la calidad de la decisión a tomar.
(b). La decisión se toma, basados tanto en la información como en la evidencia estad́ıstica
a priori y obtenidos durante el proceso de solución.
(c). La toma de decisión dentro de un conjunto de posibles variantes puede contemplar la
incertidumbre, determinada por la respectiva probabilidad de toma de cada decisión.
La decisión seleccionada dentro de todas las posibles variantes, que brinde la mayor
bondad de solución de acuerdo a un objetivo propuesto, se denomina óptima.
2.3.1. Definiciones básicas
Funciones de decisión. Sea la tarea de estimación de procesos aleatorios, en la cual se
tiene la trayectoria de un vector aleatorio y(t) 2 Y. Aśı mismo, sea x(t) 2 X un proceso
aleatorio vectorial, cuyas trayectorias no son conocidas al observador y que corresponden
al valor verdadero del proceso, pero cuya información está contenida en los resultados de
observación y(t).
Sea el vector D 2 D de cada posible solución, que se puede tomar con respecto a x(t)
por los resultados de observación y(t), esto es, cada solución establece una relación entre
los puntos de y. Sea g 2 G la transformación de la forma D = g (y).
Las funciones de decisión pueden ser, tanto determińısticas cuando la transformación no
contiene ninguna medida de incertidumbre, como randomizada cuando la transformación
implica que para cada y , cualquier D se toma con una medida de probabilidad condicionalp (Djy).
Funciones de pérdida. Como resultado de la toma de una u otra decisión pueden
ocurrir errores, por lo cual se establece una medida cuantitativa de la respectiva ganancia o
pérdida, en forma de dependencia ffx;dg denominada función de pérdida, que se selecciona
en concordancia con la naturaleza f́ısica de la tarea a resolver. Debido a que la soluciónD = g(y) depende de la trayectoria del proceso aleatorio y(t), entonces el valor actual de
pérdida ffx;g(y)g es también aleatorio. Por lo tanto, las funciones de decisión es debido
seleccionarlas de acuerdo a la comparación de las caracteŕısticas de aleatoriedad de la
función de pérdida. Aśı por ejemplo, para el caso de la tarea de estimación, la decisión D
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representa la estimación ex(t) que corresponde al vector proceso aleatorio x(t). Al introducir
la medida de error "(t) = x(t)   ex(t), entonces, la función de pérdida se describe comoffx; exg = ff"g. Por cierto, a la función de pérdidas se denomina permitida si presenta
las siguientes propiedades:
(a). ff"g es función escalar de n variables, correspondientes a la dimensión del procesox(t),
(b). ff" = 0g = 0,
(c). ff"g = ff "g, la función de pérdida es simétrica, en el sentido en que no importa
en que dirección se tenga el error, la pérdida se considera la misma.
(d). ff"mg > ff"ng;8 ("m)  ("n), donde "m y "n son los valores de error de esti-
mación,  es una función escalar positiva semidefinida convexa, con argumento de n
variables, y corresponde a la medida de distancia del error ", desde el origen de las
coordenadas de un espacio eucĺıdeo con dimensión n. La función ff"g es monótona
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Figura 2.11. Funciones de pérdida.
En la práctica, amplio uso tienen las siguientes tres formas de funciones permitidas de
pérdida:a: Cuadrática, Figura 2.11(a); f(") = k"k2B (2.80a)b: Por módulo, Figura 2.11(b); f(") = k"kB (2.80b): Simple, Figura 2.11(); f(") = 8<:0; k"kB < e=21=e; k"kB  e=2 (2.80c)
donde kk es la norma del vector, " es una constante y B es una matriz positiva semidefinida
de dimensión n  n, compuesta por los elementos bij que son factores de peso. En la
estimación de señales es usual el empleo de la norma del errork"2Bk = "TB"
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Funciones de riesgo. Como anteriormente se dijo, los valores concretos de la función
de pérdida f(x;D) son aleatorios, y por lo tanto, las funciones de decisión se seleccionan
basados en la comparación de las propiedades estad́ısticas de la función de pérdida, la cual
se denomina función de riesgo (o riesgo, simplemente) y corresponde a las pérdidas que en
promedio se obtienen sobre el conjunto de decisiones posibles.
La selección de la decisión óptima se lleva a cabo mediante la minimización de los riesgos
por todas las posibles funciones de decisión. En la teoŕıa de toma de decisiones, en calidad
de criterio de calidad generalizado, se emplea el riesgo medio, que para el caso de las
funciones de decisión randomizadas corresponde a la esperanza matemática de la función
de pérdidas en la forma,R = E fffx;Dgg = ZZZ ffx;Dgp(Djy)p(x;y)dDdydx (2.81)
donde p(Djy) es la densidad de probabilidad condicional de la toma de decisión D para un
valor dado del vector y, que caracteriza la función de decisión, p(x;y) es la FDP conjunta
de los vectores x e y . Teniendo en cuenta quep(x;y) = p(x)p(y jx) = p(y)p(xjy)
entonces, el riesgo medio (2.81) se puede representar en forma alterna comoR = ZZZ f(x;D)p(Djy)p(x;y)p(y)dDdydx (2.82a)R = ZZZ f(x;D)p(Djy)p(y;x)p(x)dDdydx (2.82b)
donde p(xjy) es la FDP condicional del proceso no observado x(t) para un valor dado y(t),
además, p(x) y p(y), son la FDP marginales de x e y, respectivamente, mientras, p(y jx)
es la FDP condicional del proceso observado y para una valor de x, que es la función de
verosimilitud de x.
Las expresiones (2.81), (2.82a), y (2.82b) caracterizan las pérdidas en promedio por todas
las posibles decisiones D 2 D, aśı como todos los posibles valores de x e y . La optimización
de la función de decisión consiste en la selección de aquella función p(Djy) que brinde el
mı́nimo riesgo medio, determinado por la función (2.81).
Cuando se analizan funciones no randomizadas de decisión, a cada y le corresponde una
determinada solución D = g(y) y la FDP condicional es p(Djy) = Æ(D  g(y)), con lo cual
el riesgo medio es igual a,Rg = E fffx;g(y)gg = ZZ ffx;g(y)gp(x;y)dydx (2.83)
En general, el riesgo medio (2.83) es una función no lineal con relación a la función de
decisión g(y). Las respectivas funciones (2.82a) y (2.82b) del riesgo medio para el caso de
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las funciones de decisión no randomizadas tienen la forma,Rg = ZZ f(x;g(y))p(xjy)p(y)dydx (2.84a)Rg = ZZ f(x;g(y))p(y jx)p(x)dydx (2.84b)
de los cuales se puede determinar el riesgo condicional rg(x) por x, que corresponde al
promedio de la función de pérdida por la función de verosimilitud p(y jx) para un valor
dado de x,rg(x) = Z f(x;g(y))p(y jx)dy (2.85)
El promedio del riesgo condicional rg(x) por todos los posibles valores de x, de acuerdo
a (2.84b), resulta en el riesgo medio,Rg = Z rg(x)p(x)dx (2.86)
El riesgo condicional rg(x) caracteriza la calidad del sistema que emplea la función de
decisión g(y), para un valor dado de x. Aśı que se prefiere aquella función de decisióng(y) que presente el menor valor de rg(x). Se define la función de decisión g1(y) como
uniformemente mayor que g2(y), cuando se cumple que rg1(x)  rg2(x)8x 2 X, además,rg1(x) < rg2(x) por lo menos para un valor de x [21]. De otra parte, la función decisión g
se denomina permitida, si en G no existe otra función decisión g1, que sea uniformemente
mayor que g .
La clase G de funciones de decisión se denomina completa, si para cualquier gi =2 G
se halla una función de decisión g 2 G uniformemente mayor que g1. En este sentido, si
se tiene una clase completa G de funciones de decisión completa, entonces la función de
decisión preferible es suficiente con esta clase sin necesidad de analizar las funciones g =2 G
y, por lo tanto, la construcción de clases completas es una tarea importante en la teoŕıa de
decisión estad́ıstica.
Cuando se tiene alguna función de decisión g(y), que minimice el riesgo condicionalrG(x), es suficientemente diferente para los valores de x. Por esta razón, la decisión óptima
se selecciona basados en diferentes aproximaciones, entre ellas, las de Bayes, minimax,
máximo de verosimilitud, etc.
Cuando las observaciones son un conjunto de valores aleatorios, o bien son procesos
continuos sobre un intervalo de tiempo de análisis, pero con dimensión alta o infinita,
entonces en la teoŕıa de decisión estad́ıstica se emplea el concepto de estad́ısticas suficientes,
que corresponde a la clase de transformaciones (y), que contienen toda la información,
considerada necesaria para la toma de decisión y que está inmersa en las observacionesy 2 Y. Para estas transformaciones la función de decisión óptima g((y)), que depende de ,
brinda el mismo valor de riesgo que la decisión óptima g(y). En este caso, la transformación(y), que es la suficiente estad́ıstica, presenta importancia para hallar las funciones de forma
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de decisión óptimas del tipo, tanto bayesianas, como no bayesianas.
En el caso de la aproximación bayesiana, para la toma de decisión, las estad́ısticas sufi-
cientes corresponden a funciones vectoriales conocidas  = fi(y) : i = 1; : : : ; ng, por medio
de las cuales la FDP conjunta se puede representar en la formap(x;y) = f(y)f(1(y)); : : : ; n(y);x)
donde el factor de multiplicación f(x) no depende de x, y la función f está relacionada
con y , solamente mediante las funciones 1(y); : : : ; n(y).
Como se observa, en este caso f tiene una cantidad finita de variables. Además, la FDP
condicional a posteriori va a depender solamente de i(y); : : : ; n(y),p(xjy) = f(1(y); : : : ; n(y);x)R f(1(y); : : : ; n(y);x)dx
Por lo tanto, las funciones i(y) son suficientes para el cálculo de la FDP a posteriori
condicional,p(xjy) = p(xj1(y); : : : ; n(y))
que al reemplazar en (2.84a) implica que el algoritmo óptimo de estimación también está
relacionado con y solamente a través de la estad́ıstica suficiente, g(y) = g(1(y); : : : ; n(y)).
En la aproximación no bayesiana para la toma de decisión mediante las estad́ısticas
suficientes, de manera similar, la función de verosimilitud tiene la forma, p(y jx) = f(y).
Una estad́ıstica suficiente se considera que es más preponderante, entre mayor valor de
compresión brinde de los datos observados y(t), esto es, entre menor sea su dimensión de
representación. La transformación suficiente de mı́nima dimensión se denomina estad́ıstica
mı́nima suficiente para una clase dada de tareas. Como ejemplos de estad́ısticas mı́nimas
suficientes se tiene la relación de verosimilitud en la tarea de detección binaria de señales,
y el funcional de verosimilitud en la estimación de parámetros de las señales.
La tarea más importante de estimación corresponde al riesgo condicional por y o riesgo
a posteriori rg(y), que es la esperanza media condicional para una función de decisión
dada g desde la trayectoria de y, mientras, el riesgo rg(y) se forma por el promedio de la
función de pérdida sobre toda la función de densidad de probabilidad a posteriori, para
una trayectoria conocida y ,rg(y) = Z f(x;g(y))p(xjy)dx (2.87)
El riesgo (2.87) determina el valor medio de pérdidas como resultado de la toma de la
decisión D = g(y) 2 D, que corresponde a una observación para y. El riesgo medio Rg, en
concordancia con (2.84a) es el promedio del riesgo a posteriori rg(y) por todos los posibles
valores de y ,Rg = Z rg(y)p(y)dy (2.88)
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2.3.2. Decisión Bayesiana
En general, la búsqueda de la función de decisión óptima considera dos casos extremos de
análisis sobre el estado de conocimiento a priori para un proceso vectorial no observado x:
conocimiento completo a priori, cuando se tiene la FDP, p(x), y conocimiento incompleto
a priori, cuando p(x) es totalmente desconocida. En el primer caso, se construyen las
funciones de decisión bayesiana, en el segundo las denominadas no bayesianas.
En la aproximación bayesiana se cumplen las dos siguientes condiciones:
1. El proceso x es aleatorio y la respectiva FDP marginal p(x) existe.
2. La FDP a priori p(x) es conocida al observador
En este caso, la decisión óptima se halla al minimizar el riesgo medio (2.83),R̂g = ming Rg = ming ZZ f(x;g(y))p(x;y)dxdy (2.89)
La función ĝ , que cumple (2.89), se denomina función de decisión bayesiana, al igual que
las correspondientes decisión y riesgo medio obtenido. De esta manera, el criterio bayesiano
de optimización consiste en la minimización del riesgo medio para una FDP p(x), dada a
priori. Debido a que el mismo riesgo medio varia en dependencia de la estructura de función
de pérdida f(x;g(y)), entonces el criterio de optimización, en forma general, depende de
la forma de la función de pérdida. Sin embargo, es conocido que el conjunto total de las
decisiones bayesianas, con relación a todas las posibles FDP a priori p(x), conforma una
clase completa.
Como se observa de (2.88), el procedimiento de minimización del riesgo medio Rg porg implica la minimización por g del riesgo a posteriori rg(y), definido en (2.87), que está
condicionado por el criterio positivo semidefinido de la FDP p(y), lo que implica que el cri-
terio de optimización bayesiano es equivalente al criterio del mı́nimo del riesgo a posteriori,brg(y) = ming rg(y) = ming Z f(x;g(y))p(xjy)dx (2.90)
desde el punto de vista anaĺıtico, la tarea (2.90) en algunos casos tiene solución.
En la estimación de procesos aleatorios x, la función de pérdida usualmente se determina
por un error ", cuyo valor pueda ser minimizado seleccionando la estimación ex. La esti-
mación que cumple esta exigencia se denomina óptima bayesiana, o simplemente óptima
cuando de forma tácita se asume que es bayesiana, la cual en forma general, depende de
la selección de la función de pérdida f("). Sin embargo, para una clase amplia de tareas,
las estimaciones, que son óptimas para una clase de función de pérdida, conservan esta
propiedad para la clase completa de funciones de pérdida. Esto es, se puede hablar de
invariabilidad de la estimación óptima. En particular, según teorema de Sherman [12] se
tiene que si f(") es una función permitida de pérdida y la FDP a posteriori del procesox es del tipo unimodal y simétrica con relación a la moda, entonces la estimación óptima
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bayesiana corresponde a la esperanza matemática condicional del vector x. Este caso tiene
lugar, por ejemplo, en la estimación lineal de procesos Gaussianos.
Ejemplo 2.25. Sea la función cuadrática de pérdida (2.80a) y el riesgo bayesiano (2.89).
Hallar el valor de la estimación ex que brinde el menor error para una observación dada y .
El riesgo medio bayesiano para el criterio de error dado, tiene la formaRg = ZZ (x   ex)TB(x   ~x)p(x;y)dxdy
Por lo tanto, el riesgo a posteriori tiene la formarg(y) = Z (x   ex)TB(x   ex)p(xjy)dx (1)
donde B es una matriz positiva definida, cuyos elementos tienen las unidades de la función de
pena por error sobre las unidades del producto de los errores de las respectivas componentes
del proceso vectorial estimadox. Como se observa en (1), el riesgo a posteriori está relacionado
con el momento central de segundo orden de la FDP a posteriori, lo que significa que el mı́nimo
valor de posible riesgo a posteriori, en el caso de la función cuadrática de pérdida, se suple con
la estimación ex con el mı́nimo valor de la traza de la matriz de momentos centrales escalares
de segundo orden (si el proceso es escalar, entonces con el mı́nimo valor cuadrático medio).
En este caso, el valor de la estimación que brinde el menor error cuadrático medio, dada la
observación y , se obtiene haciendo igual a cero el gradiente rg(y) por la variable ex,rg(y)ex = 2 Z B(ey   x)p(xjy)dx = 0 (2)
La igualdad (2) se cumple cuando ~x Z p(xjy)dx = Z xp(xjy)dx.
Asumiendo que se cumple la condición de normalización para p(xjy), entonces se tieneex = Z xp(xjy)dx (3)
Por lo tanto, la estimación con mı́nimo error cuadrático medio corresponde al valor de la FDP
a posteriori p(xjy). De (3), se observa que la estimación óptima no depende de la matriz B,
lo que significa se tiene un óptimo general por todas las componentes del proceso x.
Ejemplo 2.26. En el ejemplo anterior, suponer que se tiene la función simple de pérdida,
definida en (2.80c).
En este caso, la minimización del riesgo a posteriori (2.90), que toma la formarg(y) = 1" Z
E1 p(xjy)dx
corresponde a la selección del valor ~x, que maximiza la expresión1"   rg(y) = 1"   1" Z
E1 p(xjy)dx = 1" ZE0 p(xjy)dx
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donde la integración se realiza sobre el espacio E1, en el cual k"kB  "/2, o sobre el espacio
E0, donde se cumple k"kB < "/2. El empleo de la función simple de pérdidas implica un
valor relativamente pequeño para el intervalo " (" ! 0). Entonces, para obtener el máximo
de la última expresión como valor de la estimación óptima ~x, en cada trayectoria y dada,
se debe seleccionar el valor de x, para el cual p(xjy) toma el máximo valor posible, esto es,
la estimación ex corresponde a la moda p(xjy). Esta estimación se denomina estimación por
máximo de densidad de probabilidad a posteriori.
Conocida la trayectoria y , la estimación óptima ~x se halla como la ráız de la ecuaciónp(xjy)x x=ex = 0 (4)
El valor de la estimación óptima ~x se puede obtener mediante la maximización de la funciónp(xjy) con relación a x. Basados en el teorema de Bayes, (2.4), se tiene la relación condicionalp(xjy) = p(xjy)p(x)jp(y), esto es, ln p(xjy) = ln p(x;y) ln p(y) = ln p(xjy)+ln p(x) ln p(y).
Debido que p(y) no depende la variable x, la maximización de p(xjy) se reduce a hallar
el valor máximo de la densidad de probabilidad conjunta p(x;y). De esta manera, el valor
óptimo de la estimación se puede hallar como la ráız de una de las siguientes ecuaciones:p(x;y)x x=ex = p(y jx)p(x)x x=ex = 0 (5a) ln p(x;y)x x=ex =  ln p(y jx)x +  ln p(x)x x=ex = 0 (5b)
La solución de la función de pérdida, en tareas de aplicación concretas, en parte, se realiza
atendiendo al principio de implementación simple de los algoritmos óptimos de estimación.
Desde este punto de vista, como se observa de (3) y (4), la estimación óptima, para el caso de
la función simple de pérdida, se determina por las propiedades locales de FDP a posteriori de
las componentes de estimación del vector x, en la cercańıa de su máximo global, en cambio,
cuando se tiene la función cuadrática de pérdida, la estimación se determina por la forma
de cambio de la FDP a priori, pero en todo el intervalo del vector x. Por esta razón, es de
esperar que para algunas tareas de estimación sea preferible la realización del algoritmo (4),
que exigen menor detalle de la descripción de la FDP a posteriori, que la requerida para (3),
aunque es posible que su rendimiento sea peor.
2.3.3. Decisión no Bayesiana
La aproximación Bayesiana implica que sobre el proceso x, siendo aleatorio, se conoce
su medida probabiĺıstica, en particular, su FDP. En caso contrario, se emplean diferentes
métodos no Bayesianos de selección de la mejor función de decisión.
Método de máxima verosimilitud. Se considera que las mejores estimaciones bayesia-
nas se obtienen por el método del máximo de probabilidad a posteriori, cuando la estimación
se calcula mediante la maximización de la FDP conjunta p(x;y) = p(yjx)p(x). Sin embargo,
en la práctica es usual que no se tenga información a priori alguna sobre el proceso x, caso
en el cual, es imposible obtener la solución de las ecuaciones (5a) y (5b) del ejemplo 2.26.
Por lo tanto, una forma aproximada de la estimación óptima ex se halla simplificando el
sistema de ecuaciones que contengan solo la función de verosimilitud. En este caso, la
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estimación obtenida se denomina de máximo verosimilitud y se determina por la solución
de una de las siguientes ecuaciones,p (y jx)x x=ex = 0 (2.91a) ln p (y jx)x x=ex = 0 (2.91b)
El método de máxima verosimilitud se puede analizar como un caso particular de la
estimación Bayesiana. Aśı por ejemplo, si en alguna de las expresiones (2.91a) ó (2.91b), se
asume que el proceso aleatorio x tiene FDP Gaussiana y para un aumento ilimitado de las
varianzas de todas las componentes del vector x, cuando se cumple que  ln p (x)/x = 0,
entonces la expresión (5b) se transforma en (2.91b). A propósito, al mismo resultado se
llega asumiendo que la FDP es uniforme.
En general, el cambio de (5a) a (2.91a), o bien de (5b) a (2.91b) es aceptable y está
condicionado al hecho de que la observación, y, contenga tanta información sobre el ver-
dadero valor de x, que su estimación ~x tenga de forma significativa una menor dispersión
con respecto al valor verdadero x, la cual debe ser menor que la dispersión determinada de
forma a priori por la densidad p(x). Además, se debe tener seguridad que p(x) no contiene
picos muy altos en las regiones de definición de x. En algunos casos, cuando la información
de la FDP a priori es insuficiente, se asumen aproximaciones Gaussianas o uniformes y se
obtienen estimaciones denominadas seudobayesianas [12].
El error cuadrático medio de estimación, para el método de máxima verosimilitud, es
mayor que para el caso de estimación seudobayesiana, y por su puesto mucho mayor que
para el caso Bayesiano. La razón de este comportamiento del error de estimación está
en que la construcción del estimador Bayesiano incluye la información a priori del vector
estimado, x, mientras en el caso de máxima verosimilitud, ésta se ignora o bien se toma
igual para el peor caso.
Método minimax. De la expresión (2.86), se observa que a cada vector x le corresponde
un valor de riesgo condicional rg(x), lo que significa que este valor cambia para cada una
de las señales, y por lo tanto, existirá un valor máximo rg(x)max para todos los posibles
valores de x.
La función de decisión ĝ(y) determina la solución minimax, si se cumple quesup r̂g (x)  sup rg (x)
Asumiendo la existencia de los valores extremos, la anterior relación toma la forma,ming maxx rg (x) = maxx r̂g (x) (2.92)
El método de estimación minimax, descrito por (2.92), implica que se realiza la mini-
mización por todo g del riesgo condicional rg(x), para el peor de los casos, por todos los
114 Caṕıtulo 2. Variables aleatorias
valores de x. Además, la función de decisión ĝ(x) minimiza, por todos los x, el máximo valor
de la función de riesgo condicional rg(x). La principal particularidad del método (2.92) está
en que garantiza un cierto valor de éxito, referido al peor de los casos a ser considerado.
Sin embargo, la estimación puede resultar demasiado lejana de las situaciones con mayor
probabilidad de ocurrencia.
La solución minimax en muchas tareas de aplicación real significa un procedimiento
bastante complejo de resolver. Aunque si se asocia el método minimax al Bayesiano, la
complejidad de solución disminuye. Aśı por ejemplo, la función de decisión minimax bg(x),
dadas ciertas restricciones de carácter muy suave (que son simples de cumplir), corre-
sponde a la función Bayesiana con respecto a la distribución a priori menos favorable, que
a propósito, frecuentemente resulta ser la FDP uniforme.
Ejemplo 2.27. Sea x(t) un proceso aleatorio escalar, cuyos valores deben localizarse dentro
del intervalo de trabajo  a < x < a, x 2 R, en caso contrario, el sistema se considera
desintonizado y debe generarse una señal de alarma, por lo menos, mientras el proceso no
regrese al intervalo indicado de trabajo. Hallar la estimación óptima ~x(t), dada la trayectoria
de observación y(t) con valores pertenecientes al intervalo (t0; t), que corresponde a una
función conocida del proceso estimado mas una perturbación.
La respectiva decisión d = g(y) es el resultado de la filtración, esto es, g(y) = ex (t), que se
determina por alguna de las funciones de pérdida, por ejemplo, la forma simple (2.80c),f (e) = 0; jej  ; jej > 
donde e(t) = x(t)  ex (t),  = onst: y  = onst.
El sistema puede generar error en dos situaciones: una, cuando la estimación está dentro del
intervalo permitido, mientras el valor verdadero no lo está (error de primer tipo), o cuando
la estimación está fuera del intervalo, pero el valor verdadero aún se conserva en el intervalo
de sintonización (error de segundo tipo). En el primer caso, la función de pérdidas se asume
igual A = onst, y para el segundo caso, B = onst.
Problemas
Problema 2.21. Sea la trayectoria y = fyk : k = 1; : : : ; ng, n ! 1, con distribución N (; 1), sobre
la cual se estima el parámetro , para una función de riesgo f(") = (   ")2. Calcular la función de
pérdida para los siguientes casos de función de decisión Bayesiana: D1 = m1, D2 = me(), D3  0.
Problema 2.22. Resolver el problema anterior empleando los métodos de máxima verosimilitud y
minimax para la selección de la mejor función de decisión.
Problema 2.23. Sea la observación y = fyk : k = 1; : : : ; ng con FDP Gaussiana N  ;p,  > 0.
Estimar el parámetro  empleando la función de pérdida f(") dada en (2.80a) [20].
Caṕıtulo 3
Representación de señales aleatorias
La Teoŕıa de procesos estocásticos
estudia las variables aleatorias, que
dependen de un parámetro susceptible
de cambiar de valor
B.R. Levin
La señal aleatoria  (s) corresponde a un proceso, que se desarrolla sobre la variable s.Cuando la variable del argumento de la señal aleatoria, que usualmente es el tiempo,
discurre continuamente, entonces se habla de funciones aleatorias. Si en cambio, la variable
del tiempo corresponde a una malla de valores discretos, s1;s2; : : : ; sn; entonces se habla de
sucesiones o series aleatorias. El análisis de las señales aleatorias, en gran medida, depende
de si cambia o no su estructura de aleatoriedad con respecto a su variable del argumento.
3.1. Señales aleatorias en el tiempo
tti  n (t) 1 (t)2 (t)3 (t)
 (t)
Figura 3.1. Trayectorias de una señal
aleatoria
Los fenómenos, que se desarrollan a lo largo
del argumento correspondiente al tiempo y
descritos por una señal aleatoria  (t), se
pueden analizar a partir de un conjunto lon-
gitudinal de mediciones o registros de valo-
res fi (t) 2  : i = 1; : : : ; Ng como se ilus-
tra en la Figura 3.1. En este caso, se define
como trayectoria u observación a cada una
de las mediciones simultáneas i de un mis-
ma señal aleatoria. Se define como ensamble
o conjunto a todas las posibles trayectorias,i (t), medidas o registradas en un interva-
lo de observación, que se relacionan con un
mismo fenómeno aleatorio,  (t).
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En cualquier caso, las señales aleatorias pueden ser descritas mediante un ensamble de
múltiples observaciones, entonces, se generan dos clases diferentes de promedios: se pueden
efectuar mediciones sucesivas a lo largo de una misma observación  (t) a partir de las cuales
se hallan sus momentos y valores de aleatoriedad o valores promedios de tiempo E fni (t)g,
aśı mismo, se pueden examinar todas las observaciones del ensamble, en un momento de
tiempo dado ti con lo cual se hallan los valores promedios de ensamble E fn (ti)g.
3.1.1. Estacionariedad de las señales aleatorias
Las caracteŕısticas básicas de la estructura de aleatoriedad de las señales corresponden a los
momentos y valores de aleatoriedad descritos en el numeral §2.1, los cuales pueden cambiar
en el tiempo. Aśı por ejemplo, la FDP con dimensión múltiple p (1; 2; : : : ; n; t1;t2; : : : ; tn)
corresponde a los valores instantáneos de las respectivas FDP singulares n (tn).
Un proceso se considera estacionario cuando su estructura de aleatoriedad no cambia en
el tiempo, en particular, un proceso estocástico se define como estacionario en el sentido
angosto, si sus funciones de probabilidad no son variables en el tiempo, esto es:p (i; t) = p (i; t+t) ; 8t
condición, que prácticamente es bastante dif́ıcil de comprobar.
En cambio, un proceso estocástico (t) se define como estacionario en el sentido amplio,
cuando todos sus momentos y valores de aleatoriedad no vaŕıan para cualquiera que sean
los tiempos de análisis (t1;t2; : : : ; ). E fn (tn)g = onst:E f( (tm) m1 (tm)) ( (tn) m1 (tn))g = onst
En consecuencia, los momentos (2.6), (2.9), (2.44) y (2.45) de las señales estacionarias
se asocian con los siguientes promedios de tiempo:
- Valores mediosE fn (t)g = 1Z 1 n (t) dt , n (t); n 2 N (3.1)
- Valores medios centralizadosE nn (t)   (t)o = 1Z 1  (t)   (t)n dt; n  2; n 2 N (3.2)
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- Valores de correlaciónK (tm; tn) = E f( (tm) m1 (tm)) ( (tn) m1 (tn))g= 1Z 1 ( (tm) m1 (tm)) ( (tn) m1 (tn)) dt= R (tm; tn) m1 (tm)m1 (tn) (3.3a)R (tm; tn) = E f (tm) (tn)g = 1Z 1  (tm) (tn)dt (3.3b)
Cuando en los núcleos de valores de correlación se tiene el caso de dos variables aleatorias
diferentes,  (t) 6=  (t), se habla de la función de correlación mutua, mientras en el caso de
análisis de una misma función,  (t) =  (t), se dice de función de correlación propia. Si se
tienen dos variables aleatorias  (t) y  (t) con los respectivos valores de correlación propiaR (tm; tn) y R (tm; tn), en analoǵıa con la matriz (2.54), de forma adicional se considera
la matriz de correlación:
R = "R (tm; tn) R (tm; tn)R (tm; tn) R (tm; tn) #
Ejemplo 3.1. Sea la suma de dos señales aleatorias (t) = 1 (t) + 2 (t)
El valor medio del proceso resultante se determina como:E f (t)g = E f1 (t) + 2 (t)g = E f1 (t)g+E f2 (t)g= m11 (t) +m12 (t)
Mientras, la función de correlación de la señal aleatoria resultante será:R (tm; tn) = E f1 (tm) m11 (tm)gE f2(tn) m12(tn)g
que se calcula como= Ef1(tm) m11(tm) + 2(tm) m12(tm)gE f1(tn) m11(tn) + 2(tn) m12(tn)g= E f1(tm) m11(tm)gE f1(tn) m11 (tn)g+E f1(tm) m11(tm)gE f2(tn) m12(tn)g+E f2(tm) m12(tm)gE f1(tn) m11(tn)g+E f2(tm) m12 (tm)gE f2(tn) m12 (tn)g
con lo cual se tiene queR (tm; tn) = R1 (tm; tn) +R12 (tm; tn) +R21 (tm; tn) +R2 (tm; tn)
Al considerar que las variables 1 (t) y 2 (t) son no correlacionadas, entoncesR (tm; tn) = R1 (tm; tn) +R2 (tm; tn)
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Asumiendo que se analiza la suma de la señal aleatoria 1 (t) con otra señal no aleatoria x (t),
se obtiene el siguiente valor medio:E f (t)g = E f1 (t) + x (t)g= E f1 (t)g+ x (t)
con la respectiva función de correlaciónR (tm; tn) = R1 (tm; tn)
Si la variable x (t) se convierte en constante x (t) = :, se obtienen los momentos:E f (t)g = E f1 (t) + g = m1 (t) +m1R (tm; tn) = R1 (tm; tn) + 2
Se puede demostrar, que para la suma  (t) = a1 (t) + b2 (t) se tienen los momentos:E f (t)g = am11 (t) + bm12 (t)R (tm; tn) = a2R1 (tm; tn) + b2R2 (tm; tn) + ab (R12 (tm; tn) +R21 (tm; tn))
Ejemplo 3.2. Hallar la función de correlación de la siguiente suma de señales aleatorias (t) = NXn=1 n (t)
donde n (t) = n os!nt+ns sin!nt, siendo  y s valores aleatorios no correlacionados
con media cero e igual varianza 2nC = 2nS = 2n :
La función de correlación de n (t) = n os!nt+ ns sin!nt se calcula como:Rn (t1; t2) = E fn(t1)n(t2)g= E f(n os!nt1 + ns sin!nt1) (n os!nt2 + ns sin!nt2)g= 2nC os!nt1 os!nt2 + 2nC sin!nt1 sin!0t2= 2n os!n (t1   t2)
que da como resultadoR (t1; t2) = NXn=1Rn (t1; t2) = NXn=12n os!n (t1   t2)
Transformación lineal de señales aleatorias. Sea un sistema con entrada x y saliday, descrito por un operador lineal K , tal que cumpla las siguientes condiciones:
1. y = K fxg = K fxg;  = onst:
2. y = K fx1 + x2g = K fx2g+ K fx1g
En los casos de transformación de variables, son importantes los valores de aleatoriedad
y momentos de los procesos de entrada o salida, dada la descripción del sistema en la forma = K fg.
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En particular, el valor medio y la función de correlación de la salida son de la forma:m1 (t) = E f (t)g = E fK f (t)gg = K fE f (t)gg (3.4a)R(tm; tn) = E f(tm) m1(tm)gE f(tn) m1(tn)g= E fK f(tm) m1(tm)ggE fK f(tn) m1(tn)gg= K fE f(tm) m1(tm)ggK fE f(tn) m1(tn)gg= K(tm)K(tn) fE f(tm) m1(tm)gE f(tn) m1(tn)gg= K(tm)K(tn) fR (tm; tn)g (3.4b)
Cabe anotar que la suposición de estacionariedad simplifica las expresiones (3.4a) y
(3.4b), obtenidas para la transformación de señales, aśı:E f (t)g = E fK f (t)gg = K fE f (t)gg = m1 (3.5a)
K(tm)K(tn) fR (tm; tn)g = K K() fR( )g ;  = tm   tn (3.5b)
De otra parte, la reacción de un sistema lineal e invariante en el tiempo (1.39), de acuerdo
con (1.33), se describe por la reacción del operador lineal del sistema a la función Æ(t), o
respuesta a impulso h(t), por lo que si a la entrada del sistema se tiene la señal aleatoria (t), mientras a la salida se tiene la señal aleatoria  (t) ; entonces, se observan las siguientes
relaciones en el tiempo entre los momentos de entrada y salida del sistema:m1 (t) = 1Z0 m1(t   )h( )d (3.6a)R (tm; tn) = 1Z0 1Z0 R (tm   m; tn   n)h(m)h(n)dmdn (3.6b)
Ejemplo 3.3. Dados, para la variable  (t), la media m1 (t) = at2 y la función de correlaciónR(tm; tn) = 2 exp  jtm   tnj
Hallar los momentos m1 ; R (tm; tn) y varianza de la señal aleatoria en los siguientes dos
casos de análisis de transformación lineal:a)  (t) = ddt ; b)  (t) = tZ0  (t) dt
En el caso a), el valor medio es igual a:m1 (t) = K fE f (t)gg = ddtm1 (t)= 2at
La función de correlación del proceso de salida se halla diferenciando dos veces la función de
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correlación del proceso de entrada, de la siguiente manera:tm > tn : R (tm; tn) = 2e (tm tn)tmR (tm; tn) =  2e (tm tn)2tmtnR (tm; tn) = 22e (tm tn)tm < tn : R (tm; tn) = 2e (tn tm)tmR (tm; tn) = 2e (tn tm)2tmtnR (tm; tn) =  22e (tn tm)
Juntar ambos casos de análisis (tm > tn y tm > tn ) es imposible. Por lo tanto, se puede
inferir que la función de correlación R (tm; tn) no tiene la segunda derivada para el valortm = tn, luego, el proceso  (t) no es diferenciable.
En el caso b), la media m1 (t) = at3Æ3. Mientras, la función de correlación se define comoR(tm; tn) = 2 tmZ0 tnZ0 e jm njdmdn
Luego, se tienen los siguientes casos de análisis:R(tm; tn) = 2 tmZ0 tnZ0 e jm njdndmtn > tm : tnZ0 e jm njdn = mZ0 e (m n)dn+ tnZm e (n m)dn= 1e (m n)m0   1e(m n)tnm = 1 2  e m   e (tn m) ;tmZ0 1 2  e m   e (tn m) dm= 1 2m + 1e m   1e (tn m)tm0= 12 2tm   1 + e tm + e tn   e (tn tm)R(tm; tn) = 22 2tm   1 + e tm + e tn   e (tn tm)
El análisis de tm > tn, muestra que de manera similar se obtiene:R (tm; tn) = 22 2tn   1 + e tm + e tn   e (tm tn)
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Al juntar ambas expresiones obtenidas en una sola función, que generalice para todo valor
de tm y tn, se tiene:R(tm; tn) = 22 2minftm; tng   1 + e tm + e tn   e jtm tnj
Finalmente, basados en lo anterior se puede encontrar la varianza, haciendo tm = tn = t2 (t) = 22  t  1 + e tÆ2
Ejemplo 3.4. Un proceso aleatorio corresponde a la transformación  (t) = f (t), siendof una función determińıstica y  una variable aleatoria. Determinar si el proceso  (t) es
estacionario.
La estacionariedad en el sentido amplio, exige la invariabilidad en el tiempo de los valores de
aleatoriedad, por ejemplo del primer momento inicial (3.1) y la varianza (3.2),E f (t)g = E ff (t)g = f (t)E fgE  (t)   (t)2 = E f (t)  f (t)2= f2 (t)E fg
que resultan variantes en el tiempo, y por ende, el proceso  (t) no es estacionario.
En la práctica, es frecuente la remoción del valor medio, y la consecuente normalización
del proceso aleatorio  (t) sobre la desviación estándar,s (t) =  (t)   (t)
Sin embargo, hay que tener en cuenta que la FDP del proceso estandarizado es diferente
de la densidad de probabilidad inicial, en particular, teniendo en cuenta la expresión para
la transformación de variables (2.34), se obtienep () = 1 ps +  (t)
3.1.2. Ergodicidad de las señales aleatorias
Sea el proceso estacionario, en el cual se conocen los valores del primer momento inicial de
cada una de las n trayectorias. Considerando la estacionariedad del proceso, la esperanza
matemática del mismo en cualquier corte de tiempo ti, como se muestra en la Figura 3.1,
se determina de la formam1(ti) = 1n nXk=1 k (ti)
El cálculo de primer momento, por alguna de las observaciones definida en un intervalo
de análisis T , se puede realizar segmentando el intervalo en una malla se subintervalos,
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determinados sobre los momentos de tiempo tk = kt, k = 1; : : : ; n, esto es, n = T/t. La
estimación de la esperanza sobre la malla de subintervalos se determina de la expresión:em1i = 1n nXk=1 i (tk)t
que al hallar el ĺımite, resulta enem1in!1  1T TZ0 i (t) dt
Por cuanto, se asume que las propiedades de aleatoriedad de los procesos estacionarios se
mantienen invariantes en el tiempo, entonces, cuando se tiene un número n suficientemente
grande, para cada trayectoria se cumple la igualdadem1i = m1(ti); i = 1; : : : ; n
Generalizando la expresión anterior, un proceso aleatorio estacionario se define como
ergódico, cuando los valores promedios de tiempo y de ensamble son idénticos, esto es,E fni (t)g = E fn (ti)g (3.7)
La media de cada observación del ensamble es igual a la media de la observación media del
ensamble. De (3.7), se entiende que un proceso ergódico es estacionario, pero no viceversa.
La estimación de los momentos (3.1) para una señal ergódica  (t) se describe comoeE fn (t)g = 1Z 1 n (t)w (t) dt; n 2 Z (3.8)
siendo w (t) la función de peso, que cumple la restricciónlmT !1 TZ0 w (t) dt = 1 (3.9)
La función de peso rectangular es la más frecuentemente empleada en la estimación de
los momentos en (3.8),w (t) = 8<:1=T; 0  t  T0; otros valores de t (3.10)
La función de peso (3.10) corresponde a la respuesta a impulso (1.35) de un filtro lineal,
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cuya respectiva función de transferencia es denominada caracteŕıstica espectral.(!) = F fw (t)g = 1Z 1w (t) e j!tdt
que en el caso particular de (3.10) es igual a(!) = e j!T=2 sin(!T=2)
Los valores de aleatoriedad dados en (3.1), (3.2), (3.3a) y (3.3b) para los procesos ergódi-
cos, teniendo en cuenta la estimación (3.10), toman las respectivas expresiones:E fn (t)g = lmT !1 1T TZ0 n (t) dt; n 2 N (3.11a)E nn (t)   (t)o = lmT !1 1T TZ0  (t)   (t)n dt; n  2; n 2 N (3.11b)R ( ) = lmT !1 1T ZT ( (t)) ( (t+  )) dt (3.11c)K ( ) = lmT !1 1T ZT  (t)   (t) (t+  )   (t) dt= R ( ) m21 (3.11d)
Los momentos de las señales ergódicas se relacionan con el siguiente sentido f́ısico:
– Valor medio  (t) es la componente constante.
– El valor medio al cuadrado  (t)2 corresponde a la potencia de la componente directa.
– Valor cuadrático medio 2 (t) es la potencia promedio.
– La varianza 2 es la potencia de la componente alterna.
– La desviación estándar  corresponde al valor rms.
– La función de correlación propia corresponde a la potencia de la componente alterna
Ejemplo 3.5. Hallar la función de correlación de la señal aleatoria (t) = a os (!t+ )
siendo  la variable aleatoria.
A partir de la definición (3.11c) se tiene que
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R ( ) = lmT!1 1T TZ0 a os (!t+ ) a os (!t+ ! + ) dt= lmT!1 a2T TZ0 12 (os (! + ) + os (2!t+ ! + 2)) dt
La primera integral se calcula de la formaa22T TZ0 os!dt = a22 os!
Mientras, la segunda integral es igual aa22T TZ0 os (2!t+ 2+ ! ) dt= a22T os (2+ ! ) TZ0 os 2!tdt  a22T sin (2+ ! ) TZ0 sin 2!dt
Por cuanto,lmT!1 ZT osk!tdt = lmT!1 sin (k!T ) = 0; lmT!1 ZT sink!tdt = 0;8k 2 Z
entonces, finalmente se obtiene la siguiente expresión para la función de correlación:R ( ) = a22 os!
Por su papel preponderante en la descripción de procesos estacionarios que las funciones
de correlación y covarianza tienen se debe tener en cuenta sus siguientes propiedades:
(a). Paridad. R ( ) = R (  ) ; K ( ) = K(  )
A partir de la estacionariedad del proceso se puede demostrar la simetŕıa de los
valores de correlación respecto a los argumentos t1 y t2 :E nm (t1)  m(t1); n (t2)  n(t2)o = E nn (t2)  n(t2); m (t1)  m(t1)o
(b). Valor máximo. jR ( )j  R (0) ; jK ( )j  K (0).
Por cuanto es evidente la siguiente desigualdad E n( (t)  (t+  ))2o  0, abriendo
paréntesis, se obtiene2 (t) + 2 (t+  ) 2 (t)  (t+  )  0
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Debido a la estacionariedad del proceso, los dos primeros términos son iguales, con
lo cual se obtiene la cota máxima de la función.2 (t)   (t)  (t+  )) R (0)  R ( )
Por cierto, de (3.3a) se tienen los siguiente valores en el origen:K (0) = 1T TZ0  (t)   (t) (t)   (t) dt = 2 ; (3.12a)R (0) = 1T TZ0  (t)  (t) dt = 2 (t) (3.12b)
(c). Continuidad. Si la función R ( ) es continua en  = 0, entonces R ( ) también es
continua para todo  .
(d). Periodicidad. R ( ) = R ( + T ) ;8 2 T .
(e). Restricción en la forma. Dado un proceso f́ısicamente realizable, la transformada de
Fourier de su función de correlación debe cumplir la siguiente restricción de forma:
F fR ( )g  0; 8! (3.13)
(f). Convergencia. Si el proceso aleatorio  (t) no es periódico, entonces se cumple,lmj j !1R ( ) = 2 (t); lmj j !1K ( ) = 0;
En este sentido se introduce el concepto de intervalo de correlación, que se puede
determinar, bien como la parte   1 del valor máximo de la función de correlación,
bien como la mitad de la base del rectángulo e con altura unitaria y área igual a la
de la función de correlación normalizada. En el primer caso, el intervalo de correlación
corresponde al valor  = , tal que el valor de la función normalizada de correlación
sea considerablemente pequeño:R()2 =   0:05 : : : 0:1 (3.14)
mientras en el segundo caso, el intervalo se calcula a partir de la integrale = 1R (0) 1Z0 R ( ) d (3.15)
Por último, se puede decir que la función de correlación caracteriza la dependencia es-
tad́ıstica entre los valores instantáneos del proceso, dados en diferentes momentos del tiem-
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po. Aśı, por ejemplo, sea la diferencia cuadrática media entre dos valores instantáneos del
proceso definida de la forma," ( ) = E n( (t)   (t+  ))2o
de la cual se observa que" ( ) = 2 (t) + 2 (t+  )  2 (t)  (t+ ) = 22 (t)  2R ( )= 2R (0)  2R ( )
luego, 2R ( ) + " ( ) = 2R (0) = onst.
Por lo tanto, la función de correlación complementa la desviación cuadrática media hasta
un valor constante y proporcional a la potencia del proceso.
Ejemplo 3.6. Hallar el intervalo de correlación para la función de correlación de la forma,R ( ) = kÆ 1  2 2.
De la expresión (3.14), se tiene que1Æ 1  2 2  =  )  = 1s1  
mientras para el segundo caso (3.15) se obtiene = 1Z0 11 + 2 2 d = 1 artan 10 = 2
Ea usual considerar las siguientes formas de clasificación de los procesos ergódicos de
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Figura 3.2. Clasificación de funciones de correlación
– Procesos con correlación nula, en los cuales el valor de la función de correlación es
cero, excepto para el corte de tiempo R (0)  Æ ( ) (Figura 3.2(a)).
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– Procesos con correlación continua, en los cuales el valor de la función cambia sobre
un dominio continuo, (Figura 3.2(b)).
– Procesos con correlación discreta o procesos de Markov, cuando la función de cor-
relación cambia de forma escalonada sobre una malla discreta de valores del intervalo
de correlación fkg, (Figura 3.2()). Dentro de los procesos de Markov, una clase
importante corresponde al caso cuando la función de correlación discreta se limita
a un solo escalón (Figura 3.2(d)) lo que se interpreta como la dependencia de dos
valores contiguos del proceso.
Realmente el proceso ilustrado en la Figura 3.2(d) es un modelo abstracto, en la medida
en que la función de correlación no cumple con la condición de existencia (3.13), para todos
los valores del intervalo de correlación  , como se observa de la relación:1Z0 R ( ) os!d = 1Z0 a os!d = a! sin!1  0; 8
3.1.3. Descomposición espectral de señales aleatorias
Del ejemplo 3.2, se observa que la función de correlación resultante R (t1; t2) es esta-
cionaria, en la medida en que el argumento del coseno depende sólo de la distancia entre
los valores de tiempo jt2   t1j. Por lo que la función de correlación resultante es:R(t1; t2) = R( ) =Xn 2n os!n; 2 =Xn 2n
Lo anterior, plantea la tarea de representación de señales en forma de la serie generalizada
de Fourier (1.4), pero ampliada al caso de procesos aleatorios estacionarios.
Sea  (t) un proceso estacionario en el sentido amplio, dado en el intervalo (0; T ). En-
tonces, su descomposición ortogonal tendrá la forma: (t) = 1Xn=0 nn (t) (3.16)
donde los coeficientes de descomposición, en concordancia con (1.7), se determinan como:n = 1En TZ0  (t)n (t) dt; Ei = TZ0 2n (t) dt (3.17)
Sin embargo, a diferencia de la representación (1.4), los coeficientes de (3.17) son aleato-
rios, por lo que la convergencia de la suma en (3.16) hacia la señal aleatoria  (t), se debe
entender en el sentido del valor cuadrático medio:lmN!1E8<: (t)  1Xn=0 nn (t)29=; = 0
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Uno de los problemas importantes a resolver es la selección del conjunto base de repre-
sentación fn (t)g, el cual puede ser escogido por los dos siguientes principios: Primero, que
se brinde el menor error de representación para un número N dado de coeficientes, o bien,
segundo, que se genere el menor número N de coeficientes para un valor dado de error de
representación. Aśı mismo, es importante que los coeficientes (3.17) tengan correlación cero
entre ellos, por cuanto las tareas asociadas al proceso de señales aleatorias se resuelven de
manera más fácil.
Se puede demostrar que para una señal aleatoria, representada por la serie (3.16), que
tenga función de correlación continua R(t;  ), el valor de la esperanza del error cuadrático
medio integral (potencia media de error), expresado como:E8<: TZ0 " (t)  N 1Xn=0 nn (t)#2dt9=; (3.18)
el error será el mı́nimo posible (3.18), para cualquier N , si el conjunto base de representaciónfn (t) : n = 0; 1; : : : ; N   1g cumple la condición homogénea de Fredholm de segundo
tipo [15,22]:ii (t) = 1T TZ0 R(t;  )g( )d (3.19)
donde fn (t)g son las funciones propias (solución) de la ecuación y los coeficientes n son
los valores propios del núcleo R(t;  ) de la ecuación. El conjunto de funciones propiasfn (t)g es ortogonal, cuyos coeficientes pueden ser escogidos de tal manera que puedan
ser ortonormales. Los coeficientes de descomposición (3.16) de la señal aleatoria, en caso
de emplear el conjunto base de representación fn (t)g que cumplan con (3.19), resultan
tener correlación nula. Además, si la señal aleatoria se asume del tipo Gaussiano, entonces
los coeficientes resultan ser independientes estad́ısticamente. Aśı mismo, si se cumple queEfng = 0, entonces, el valor de la varianza 2n converge al respectivo valor propio n.
Para el conjunto base de representación fn (t)g, que cumple la condición (3.19), la
esperanza de la potencia de error (3.18), dada en el intervalo (0; T ), se determina como:"2T = 1T E8<: TZ0 ( (t)  N 1Xn=0 nn (t))2dt9=;= 1T TZ0 E n2 (t)o dt  2T TZ0 N 1Xn=0 E nn2 (t)on (t)dt+ 1T TZ0 N 1Xm=0N 1Xn=0 E fmngm (t)ndt
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Por lo que se tiene que"2T = 2   N 1Xn=0 2n (3.20)
La expresión (3.20) permite hallar el número N de componentes de la serie de descom-
posición (3.16), que brinde un valor a priori dado de error de representación.
La descomposición de señales aleatorias, que tengan función de correlación continua, por
la serie (3.16), en la cual el conjunto base de representación corresponde a las funciones
propias, se denomina descomposición de Karhunen-Loève (K-L).
El ruido blanco Gaussiano, mostrado en el literal §3.1.4 con función de correlación (3.34),
se puede descomponer en el intervalo (0; T ) empleando cualquier conjunto base ortogonal,
pero en todo caso, los coeficientes de descomposición serán valores aleatorios Gaussianos
estad́ısticamente independientes con igual varianza de valor N0=2.
Ejemplo 3.7. Sean  (t) y  (t), señales aleatorias dadas en un intervalo finito de tiempot 2 T. Hallar la función de correlación mutua usando la descomposición ortogonal de Fourier.
Las series de Fourier (1.8), para las señales aleatorias,  (t) y  (t), tienen la misma forma,x (t) = a0 + 1Xn=1 (an osn
t+ b0 sinn
t) ; 
 = 2T ; x 2 f; g
La descomposición de Fourier de la versión con desfase de cada proceso tiene la forma,x (t+  ) = a0 + 1Xn=1an osn
 osn
t  1Xn=1 an sinn
 sinn
t++ 1Xn=1 bn sinn
 osn
t+ 1Xn=1 bn osn
 sinn
t
Reemplazando ambas expresiones, en la definición de la función de correlación mutua,R ( ) = a0a0 + 12 1Xn=1 (anan + bnbn) osn
+12 1Xn=1 (anbn   anbn) sinn

Cuando se asume la paridad de ambas señales aleatorias en análisis, entonces, los términos
del senos se convierten en 0; b = b = 0, luego, la anterior expresión se simplifica hasta,R ( ) = a0a0 + 12 1Xn=1anan osn

Ejemplo 3.8. Hallar la función de correlación propia para el tren de pulsos cuadrados,
mostrado en la Figura 3.3(a), empleando la descomposición ortogonal de Fourier.
La serie de Fourier de la función tren de pulsos cuadrados tiene la forma (t) = 
t2 + 2 1Xn=1 1n sinn
tn osn
t



















































Figura 3.3. Función periódica pulso cuadrado
la cual se reemplaza por la expresión, obtenida en el ejemplo anterior para el caso de funciones
pares, haciendo a = a , con lo que la función de correlación propia resulta enR ( ) = a20 + 12 1Xn=1 a2n osn
= 
t2 2 + 42 12 1Xn=1 1n2 sin2 n
t2 osn

Teniendo en cuenta la siguiente expresión cerrada, obtenida para la suma [13]:1Xn=1 sin2 nn2 osnx = 8><>: 4x+ 2   22 ; 0 < x < 2 22 ; 2 < x < 
entonces, se observa claramente, que la función de correlación corresponde a un tren de pulsos
triangulares como se muestra en la Figura 3.3(b).
3.1.4. Densidad espectral de potencia
La descripción directa de una señal aleatoria  (t) en el dominio espectral, mediante la TF, (!) = 1Z 1  (t) e j!tdt
es imposible de realizar, principalmente, porque la integral (1.18) implica cumplir las condi-
ciones de Dirichlet (sección §1.2.1), las cuales no ocurren para cualquier observación de
proceso estacionario en el sentido amplio, particularmente, la condición de convergencia
exige que el proceso sea absolutamente integrable; condición que sólo se alcanzaŕıa para
señales aleatorias de contenido cero.
El empleo de la TF exige la modificación de la representación para las observaciones de
la señal estacionaria, de tal manera que la integral (1.18) converja, para lo cual, la forma
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más sencilla consiste en el truncamiento de la trayectoria  (t), empleado en el cálculo de
sus momentos de una observación sobre un intervalo de tiempo ( T; T ), descrito en (3.11a)
y (3.11b), que usa la función ventana rectangular:T (t) = retT (t)  (t) (3.21)
La trayectoria de la señal aleatoria truncada de (3.21) es válida, mientras la varianza del
proceso sea finita. Aśı, se asegura la convergencia de la integral (1.18).
De otra parte, el empleo del teorema de Parsevall, mostrado en la Tabla 1.2, para la
observación truncada (3.21), asumiendo su valor medio igual a cero, da como resultado:TZ T 2T (t) dt = 12 1Z 1 jT (!)j2 d!
cuyo promedio se obtiene acorde con la ventana de estimación (3.10):12T TZ T 2T (t) dt = 14T 1Z 1 jT (!)j2 d!
La parte izquierda de la última expresión es proporcional a la potencia del proceso en el
intervalo de análisis ( T; T ). Es más, cuando se analizan las señales aleatorias estacionarias,
al hacer el intervalo T !1, la potencia tiende al valor cuadrático medio dado en (3.11a),
esto es, E8><>: 12T TZ T 2T (t) dt9>=>; = E8<: 14T 1Z 1 jT (!)j2 d!9=;lmT!1 12T TZ T E n2T (t)o dt = lmT!1 14T 1Z 1 E njT (!)j2o d!lmT!1 12T TZ T 2T (t)dt = lmT!1 14T 1Z 1 E njT (!)j2o d!lmT!1 12T TZ T 2T (t)dt = 12 1Z 1 lmT!1 E njT (!)j2o2T d!Ef2T (t)g = 12 1Z 1 lmT!1 E njT (!)j2o2T d!
En el caso de los procesos ergódicos, el promedio de ensamble es igual al promedio de
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tiempo, con lo que se obtiene,2T (t) = 12 1Z 1 lmT!1 E njT (!)j2o2T d! (3.22)
El operador dentro de la integral (3.22) es el promedio de tiempo del espectro de la
observación de la señal aleatoria, denominado densidad espectral de potencia (DEP),S(!) , lmT!1 E njT (!)j2o2T (3.23)
Si la señal  (t) tiene unidades [V ℄, entonces la densidad S(!) tiene unidades [V 2=Hz℄,
que en correspondencia con (3.22), determina el valor cuadrático medio del proceso. Aśı,2T (t) = 12 1Z 1 S(!)d! (3.24)
La densidad espectral de potencia puede ser interpretada como la potencia media con-
centrada en los ĺımites de una banda de frecuencia con banda de paso igual a 1 Hz para
una frecuencia central del espectro igual a !=2 [Hz℄.
Atendiendo a las condiciones de realización f́ısicas de los procesos aleatorios, la DEP
tiene, entre otras, las siguientes propiedades:
(a). S (!) 2 R, está determinada en el espacio de los reales,
(b). 0  S (!) <1, es positiva semidefinida y acotada,
(c). S (!) = S ( !), es par. En consecuencia, la representación de S(!) en forma de
funciones racionales, debe contener estrictamente polinomios de potencias pares:S(!) = s0  !2n + a2n 2 +   + a2!2 + a0!2m + b2m 2 +   + b2!2 + b0 ; S(!) 2 Q
La expresión (3.24) se obtiene asumiendo el valor medio igual a 0 del proceso aleatorio.
Sin embargo, se puede demostrar que la relación puede ser generalizada, obteniéndose:2 = 12 1Z 1 S (!) d! (3.25)
Transformada de Wiener-Jinchin. La expresión (3.11c) define la función de cor-
relación como la esperanza matemática del producto de dos funciones determinadas en
el tiempo. Sin embargo, de la sección anterior, resulta que la DEP está relacionada con la
esperanza matemática del producto de las TF de estas misma funciones. Entonces, debe
existir una relación directa entre esas dos esperanzas matemáticas.
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Sea una señal aleatoria con DEP, definida en (3.23),S(!) = lmT!1 E njT (!)j2o2T = lmT!1 E fT (!)T ( !)g2T
Desarrollando las respectivas integrales de Fourier, se obtieneS(!) = lmT!1 12T E8><>: TZ T T (t1) e(j!t1)dt1 TZ T T (t2) e( j!t2)dt29>=>;= lmT!1 12T E8><>: TZ T dt2 TZ T e( j!(t2 t1))T (t1) T (t2) dt19>=>;
El operador de promedio, atendiendo a la propiedad de linealidad de la TF, se puede
incluir dentro de la integral:S(!) = lmT!1 12T TZ T dt2 TZ T e( j!(t2 t1))E fT (t1) T (t2)g dt1
El operador de promedio de las funciones dentro de la integral corresponde a la función
de correlación propia R(t1; t2) para la señal estacionaria en análisis, pero truncada T (t).
Realizando el cambio de notación,  = t2   t1, por lo que dt2 = d , la anterior expresión
toma la forma:S(!) = lmT!1 12T T t1Z T t1 d TZ T e j!R(t1; t1 +  )dt1= 1Z 1 0B lmT!1 12T TZ T R(t1; t1 +  )dt11CAe j!d (3.26)
La expresión dentro del operador de promedio en la integral (3.26) corresponde a la
función de correlación (3.11c), asumiendo la media del proceso  (t) = 0. En otras palabras,
la DEP de la señal aleatoria  (t) corresponde a la TF de la respectiva estimación en el
tiempo de la función de correlación propia R(t; t+  ),S(!) = F nR(t; t+  )o
Por cuanto en los procesos estacionarios se cumple que la función de correlación no
depende del tiempo inicial del intervalo de análisis, esto es, R(t; t+  ) = R( ), entonces,
se obtiene que la DEP de un proceso estacionario en el sentido amplio es la TF de su
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función de correlación:S(!) = F fR( )g (3.27)
De manera inversa se puede obtener que:
F
 1 fS(!)g = F 1 fF fR( )gg = R( ) (3.28)
El par conjugado de expresiones (3.27) y (3.28) conforma la Transformada de Winner-
Jinchin que tiene un valor fundamental en el análisis de señales estacionarias, debido a
que establecen la relación de su representación entre el dominio del tiempo (la función de
correlación) y el dominio de la frecuencia (la DEP).
Ejemplo 3.9. Hallar la DEP para la función de correlación R ( ) = 2 exp( j j).
Empleando la relación (3.29a) se tiene:S(!) = 2 1Z0 2e j j os!d = 22 1Z0 e d os!d
La anterior integral se puede resolver por tabla:S(!) = 22  e 2 + !2 ( os! + ! sin! )10 = 22 2 + !2
En la Figura 3.4 se presentan la función de correlación (parte superior) y la respectiva DEP
(parte inferior); ambas calculadas para los casos de  = 1 y  = 0:25 y asumiendo un valor
de la varianza unitario.




−3 −2 −1 0 1 2 3
10−1
100
 = 0:25 = 1
Densidad espectral de potencia S(!)
Función de Correlación R ( )
Figura 3.4. Resultados del ejemplo 3.9.
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Empleando la propiedad de paridad de la función de correlación, las expresiones (3.27)
y (3.28) se pueden llevar a las respectivas formas:S(!) = 2 1Z0 R( ) os!d (3.29a)R( ) = 1 1Z0 S(!) os!d! (3.29b)
En la práctica, en calidad de valores de aleatoriedad para los procesos aleatorios, también
se emplean los diferentes parámetros de su DEP, por ejemplo los siguientes:
– Ancho de banda efectivo de espectro!e = 1S (0) 1Z 1 S (!) d!
el cual está relacionado con el intervalo de correlación (3.15), por la expresión = 12 S (0)R (0)
– Los siguientes momentos de frecuencia:m1! = 22 1Z0 !S(!)d!; m2! = 22 1Z0 !2S(!)d!; 2 = 22 1Z0 (!  m1!)2 S(!)d!
De otra parte, en el núcleo de la integral (3.26) está presente la función de correlación
propia, que en el caso de considerar la función de correlación mutua (definida en (3.3b)),
entonces, la función espectral respectiva es definida como la densidad espectral de potencia
mutua:S (!) = 1Z 1 R( )e j!d (3.30)
Cabe anotar, que cuando las señales aleatorias  (t) y  (t) tienen correlación nula, esto
es, R( ) = 0, la correspondiente DEP mutua también es de contenido 0.
La relación entre las densidades de potencia S (!) y S (!) se deduce a partir del
análisis de las partes real e imaginaria de la definición (3.30),S (!) = 1Z 1 R ( ) os!d   j 1Z 1 R ( ) sin!d; (3.31)
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donde las respectivas funciones de correlación mutua se definen comoR ( ) = lmT!1 1T TZ0  (t)  (t+  ) dt; (3.32a)R ( ) = lmT!1 1T TZ0  (t)  (t+  ) dt (3.32b)
En la última integral, (3.32b), se realizan los siguientes cambios de variables:  = t+  ,
luego, t =   ; dt = d, con lo cual,R ( ) = lmT!1 1T TZ0  (  )  () d
regresando de nuevo a la variable t, se obtiene,R ( ) = lmT!1 1T TZ0  (t)  (t   ) dt
Al comparar la última expresión con la definición (3.32b) se observa el cumplimiento de
la igualdad R ( ) = R (  ), que al sustituir en la (3.31), resulta enS (!) = 1Z 1 R ( ) os!d   j 1Z 1 R (  ) sin!d
Sea   = , entoncesS (!) =  1Z1 R () os!d ( )  j  1Z1 R () sin ( !) d ( )= 1Z 1 R () os!d+ j 1Z 1 R () sin!d
de lo cual, finalmente, se obtiene queS (!) = S (!)
Ruido blanco Gaussiano (RBG). Se denomina ruido blanco Gaussiano al modelo
de señal aleatoria que se define convencionalmente como una señal ergódica con FDP
Gaussiana y DEP constante en todo el dominio de la frecuencia (Figura 3.5(b)),S (!) = N0; ! 2 ( 1;1) : (3.33)








Figura 3.5. Modelo del ruido blanco Gaus-
siano
El modelo (3.33), denominado ruido
blanco por su analoǵıa espectral con la luz
blanca, tiene función de correlación propia
obtenida mediante la TF (Figura 3.5(a)):R ( ) = 1Z 1 N02 ej2ftdf = N02 Æ ( ) (3.34)
Del modelo (3.34), se observa queR ( ) = 0, 8 6= 0, de tal manera que
cualquier par de diferentes valores tomados
del RBG no son correlacionadas y, por lo
tanto, estad́ısticamente son independientes.
Cabe anotar que el modelo (3.34) implica que la varianza del RBG 2 !1.
En realidad, todos los dispositivos de procesos de señales eléctricas poseen un ancho de
banda finito !, y en consecuencia cualquier clase de ruido también tendrá un ancho de
banda finito a la salida de todo dispositivo. Cuando se asume la constancia de la DEP en
el ancho de banda finito ! <1, se tiene el siguiente modelo de ruido:8<:S (!) = N0; ( ! < ! < !) ;R ( ) = N0! sin (2! ) ; (3.35)
Puesto que el ancho de banda espectral resultante (3.35) es menor que del ruido blanco, al
modelo filtrado se le conoce como ruido rosado o blanco de banda finita, para el cual además
se cumple que su potencia de salida es finita e igual a N0! y su valores instantáneos están
correlacionados.
En la práctica, se define el ancho de banda equivalente del ruido !e:!e = 1H0 1Z0 jH (f)j2 df; (3.36)
donde H0 = jH (f)jmax es la ganancia de voltaje del filtro en la frecuencia central. Luego,
la potencia de ruido promedio filtrado es:N = 1Z 1 H (f)2N0df = N0 1Z0 H (f)2 df = N0H0!e;
La última ecuación muestra el efecto del filtro separado en dos partes: la selectividad de
frecuencia relativa, representada por medio de !e, y la ganancia de potencia representada
por medio de H0. Por definición, el ancho de banda equivalente de ruido de un filtro ideal
es su ancho de banda real. En los filtros reales, !e es algo mayor que el ancho de banda
a 3 dB [14].
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3.1.5. Convergencia y continuidad de procesos aleatorios
El análisis de modelos dinámicos, excitados por procesos aleatorios, se basa bien en la
solución de ecuaciones diferenciales que describen los sistemas, bien en el análisis de otras
caracteŕısticas equivalentes. En cualquier caso, como ocurre en el estudio de excitaciones
determińısticas, es necesario determinar el alcance de las definiciones de los conceptos de
la continuidad, la diferenciabilidad e integrabilidad de los procesos aleatorios.
Convergencia. Sea la sucesión de valores aleatorios fk : k = 1; : : : ; ng, para la cual, la
convergencia se puede determinar en alguno de los siguientes sentidos [15]:
1. La sucesión fkg converge al valor aleatorio con probabilidad de 1 (casi seguramente)
si se cumple que,Pfn ! g, para n!1
2. La sucesión fkg converge a  en el sentido probabiĺıstico, si para cualquier " > 0,Pfk    > "g = 0, para n!1
3. La sucesión de valores aleatorios fkg converge a  en el sentido cuadrático medio,
cuando,lmn!1E njn   j2o = 0
que frecuentemente se nota como, l: i:m:n!1 n = .
4. Se dice que n converge a  por distribución, si dadas las respectivas funciones de
distribución, Fn(x) y F (x), 8x, se cumple que Fn(x)! F (x); asumiendo n!1.
Con probabilidad de 1Cuadrático medio
Distribución
S. Probabilístico
Figura 3.6. Relación entre las definiciones
de convergencia probabiĺıstica
Se considera que la convergencia con
probabilidad de 1 implica la convergen-
cia en el sentido probabiĺıstico, mientras,
la convergencia por valor cuadrático medio
también implica la convergencia el sentido
probabiĺıstico, como se muestra en la Figu-
ra 3.6, en la cual con ĺıneas a trozos se repre-
senta la relación restringida a ciertas clases
de sucesiones aleatorias.
En la práctica, el valor ĺımite  no se
conoce, entonces, similar al caso de suce-
siones determińısticas como criterio de con-
vergencia se emplea el criterio de Cauchy,lmn!1 jn+m   nj ! 0; 8m
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Cuando el anterior ĺımite existe, entonces se da la convergencia para cualquiera de sus
formas anteriormente definidas. Las definiciones dadas de convergencia para sucesiones
aleatorias se pueden extender a los procesos continuos aleatorios f(t); t 2 Tg, teniendo en
cuenta que las definiciones no se restringen solamente a una observación en particular del
proceso, sino al conjunto de trayectorias en su totalidad.
Continuidad. Mediante las definiciones anteriores de convergencia, también es posible
determinar la continuidad, aśı por ejemplo, una señal aleatoria (t) se define como continua
en t con probabilidad 1, cuando se cumple que:lm!0 (t+  ) = (t)
Sin embargo, no debe entenderse que la continuidad definida para los procesos aleatorios
asegura la continuidad de cualquiera de sus trayectorias. Por ejemplo, un proceso de Poisson
con FDP, dada por la expresión (3) del ejemplo 2.8, para un valor dado de t = t0, es un
proceso continuo, pero cualquiera de sus observaciones no lo es.
Con frecuencia, el criterio más aceptado de convergencia para un proceso aleatorio es el
del valor cuadrático medio, el cual se asume que es un proceso de segundo orden, cuando
se cumple que E 2(t)	 < 0; 8t 2 T .
Un proceso aleatorio de segundo orden, (t); t 2 T , es continuo en t en el sentido cuadráti-
co medio, si se cumple que,lm!0E n((t+  )  (t))2o = 0 (3.37)
Además, de (3.37) se obtiene queE f(t+ t0); (t)g = E n((t+ t0) m1(t)  (t) m1(t))2++ 2((t + t0)  (t))((m1(t+ t0) m1(t))  (m1(t+ t0) m1(t))2o= R(t+ ; t+  )  2R(t+ t0; t+ t0)  2R(t+ t0; t) +R(t; t)++ (m1(t+ t0) m1(t))2
Por lo tanto, para la continuidad del proceso (t) en t, es necesario que tanto su función
de correlación R(t; t) como su valor medio m(t) sean funciones continuas. De otra parte,
teniendo en cuenta que el valor cuadrático medio es positivo definido, entonces, la condición
suficiente de continuidad corresponde a,E n((t+ t0) m1(t+ t0)  (t) m1(t))2o= R(t+ t0; t+ t0)  2R(t+ t0; t) +R(t; t)  0
Diferenciabilidad. Un proceso aleatorio (t); t 2 T , de segundo orden se define como
diferenciable en el sentido cuadrático medio en el punto t0 2 T , si se cumple que para el
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ĺımite lm!1 (t0 +  )  (t0) = 0(t0)
existe un valor lm!0E  (t0+) (t0)   0(t0)2 = 0. Cuando esta condición se cumple
para todo t 2 T , entonces se dice que el proceso aleatorio es diferenciable.
La condición necesaria de diferenciabilidad del proceso en el punto t0 2 T se halla
analizando la siguiente sucesión de valores contiguos:E((t0 + 1)  (t0)1   (t0 + 2)  (t0)2 2)= E (t0 + 1)  (t0)1 (t0 + 1)  (t0)1   2(t0 + 1)  (t0)1 (t0 + 2)  (t0)2 ++(t0 + 2)  (t0)2 (t0 + 2)  (t0)2  == R(t0 + ; t0 + 2) R(t0 + 1; t0) R(t0; t0 + 2) +R(t0; t0)12 ++ m(t0 + 1) m(t0)1 m(t0 + 2) m(t0)2
(3.38)
Debido a la suposición sobre la diferenciabilidad del valor medio, la cual implica la
existencia de la segunda derivada de la función R(t1; t2), en los puntos de tiempo t0 yt1 = t2   t0, esto es,lm1;2!0E (t0 + 1)  (t0)1 (t0 + 2)  (t0)2  = 2R(t1; t2)t1t2 t1=t2=t0 +m0(t0)m0(t0)
entonces, la parte derecha de la igualdad (3.38) es finita, para 1; 2 ! 0, se cumple queE((t0 + 1)  (t0)1   (t0 + 1)  (t0)1 2)! 0
La condición suficiente de diferenciabilidad del proceso se halla asumiendo 1 = 2, con
lo cual, la ec. (3.38) es la suma de dos términos positivos. Si la parte derecha de la igualdad
tiende a 0, es suficiente que cada uno de sus términos de la derecha tiendan también a 0.
Integrabilidad. Sean un proceso aleatorio (t) y la función determı́nistica f(t), tales
que existan en el intervalo [a; b℄, sobre el que se define la malla de puntos en el tiempo de
la forma: a = t0 < t1 <    < tn = b, sobre la cual se analiza la suma:
I (n) = nXi=1 f(ti)(ti)(ti   ti 1)
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Si para un max1in(ti   ti 1), la suma converge en algún vector ĺımite, que a propósito es
otra variable aleatoria, entonces ese ĺımite se denomina integral del proceso aleatorio (t)
I = bZa f(t)(t)dt
La convergencia de las sumas I (n) se analiza en el sentido cuadrático medio, esto es,Ef(I (n)  I )2g ! 0, n ! 1, mientras el ĺımite I es la integral cuadrática media. Un
proceso aleatorio de segundo orden, (t), t 2 [a; b℄ con m1(t) y R(t1; t2) es integrable por
Riemann, cuando existen las integrales,bZa f(t)m1(t)dt; bZa f(t1)f(t2)R(t1; t2)dt1dt2
en este caso, se tiene queE8<: bZa f(t)(t)dt9=; = bZa f(t)m1(t)dtE8<: bZa f(t1)f(t2)(t1)(t2)dt1dt29=; = bZa f(t1)f(t2)R(t1; t2)dt1dt2 +0 bZa f(t)m1(t)dt1A2
Algunas veces, es necesario analizar la integral estocástica de Stieltjes,
R ba f(t)d(t) que
se define por el ĺımite cuando max1in(ti   ti 1)! 0, por la siguiente suma:nXi=1 f(ti) ((ti)  (ti 1))
Es de anotar que el concepto de continuidad y diferenciabilidad de un proceso aleatorio
no son equivalentes. La exigencia sobre la diferenciabilidad de un proceso aleatorio es más
fuerte y restrictiva, que la continuidad del mismo. Por ejemplo, el proceso estacionario con
función de correlación R( ) = 2 ( j j) es continuo, pero en general se demuestra que
no es diferenciable.
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Problemas
Problema 3.1. Hallar el primer momento inicial m1 (t) y la varianza 2 (t) del proceso con FDP,p (; t) = 1p2 exp 22 e2t+ t
Problema 3.2. Hallar la función de correlación y determinar la condición de estacionariedad de la
señal aleatoria  (t) = y (t)  (t), siendo y (t) una función no aleatoria.
Problema 3.3. Calcular los intervalos de correlación para las siguientes funciones de correlaciónR (): 1. a exp ( j j) 2. a exp   22 3. a exp   22 os!0 4. a sin
Problema 3.4. Hallar la función de correlación propia de la señal aleatoria periódica, (t) = 1Xn=1 1n sinn
t
Problema 3.5. Hallar la función de correlación R () de un proceso aleatorio estacionario con DEP
dada ası́:S(!) = N=2; j!1j  !  j!2j0; otros valores de !
Problema 3.6. Hallar la DEP S(!) del proceso aleatorio , cuya función de correlación es igual aR () = (2 1  T  ; j j  T0; otros valores de t
Problema 3.7. Demostrar que para un proceso estacionario dado, el cambio de escala a en el argu-
mento de la función de correlación, corresponde al siguiente cambio de escala en la DEP,R (a), 1aS !a
Problema 3.8. Demostrar que, en forma general, la DEP conjunta S (!) no es una función par.
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3.2. Análisis experimental de señales estacionarias
Sea una señal aleatoria y variable en el tiempo  (t), entonces la mayoŕıa de sus valores
de aleatoriedad (momentos iniciales, centralizados, función de correlación, etc.), pueden
ser también función del tiempo. Excepto, la densidad espectral de potencia que vaŕıa en
términos de la frecuencia angular ! = 2f . El análisis experimental de la variable aleatoria (t) para la estimación de alguna de sus valores de aleatoriedad e (t), exige la realización den experimentos y la obtención de una serie de observaciones 1 (t) ; 2 (t) ; : : : ; n (t). Como
resultado se obtiene la estimación en la forma:e (t) = g (1 (t) ; : : : ; n (t)) (3.39)
Tareas básicas de estimación. En el análisis estad́ıstico, de acuerdo a la información
a priori dispuesta, se aceptan tres formas básicas de estructura de una señal  (t) ; t 2 T ,
considerada estacionaria en el sentido amplio:
1.  (t) = 0 (t) ; t 2 T
2.  (t) = m + 0 (t) ; t 2 T
3.  (t) = rPk=1 kak (t) + 0 (t) ;
donde 0 (t) es un proceso estacionario en el sentido amplio con media igual a cero.
Sea k (t) ; t 2 Ta una trayectoria de la variable aleatoria  (t), observada en el intervalo
de análisis de tiempo Ta, donde Ta puede ser un segmento de tiempo Ta 2 [a; b℄ para el
caso de variables continuas, o una sucesión de valores definidos en un tiempo de observaciónTa 2 ftk; k = 1; : : : ; ng, para el caso de una variable aleatoria discreta.
En concordancia con lo anterior, se establecen las siguientes tareas básicas de estimación
en los procesos estacionarios:
1. Estimación de la función de DEP, S(!), para proceso  (t),
2. Conocida la DEP S(!) del proceso 0 (t), se exige estimar su valor medio m,
3. Conocida la DEP del proceso 0 (t), se exige estimar los parámetros 1; : : : ; r de la
regresión
Prk=1 kak (t), cuando la función ak (t) se asume conocida.
Sea e = g( (t)); t 2 Ta, la estad́ıstica destinada a la solución de cualquiera de los
tres casos básicos anteriores. De todas las posibles estad́ısticas e se escogen aquellas que
presenten las propiedades expuestas en el numeral §2.2, en particular, las siguientes:
(a). Linealidad. El funcional g() debe ser lineal,
(b). Ausencia de sesgo. Si la estimación del parámetro  se realiza mediante la estad́ısticae, se exige que Efeg = ,
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(c). Consistencia. La estad́ıstica ~ debe converger en el sentido probabiĺıstico al valor ,
en la medida en que se aumente el intervalo de observación,
(d). Efectividad. La estad́ıstica e debe tener la menor de todas las varianzas posibles
dentro de las estad́ısticas de una clase dada.
3.2.1. Estimación de momentos
Estimación del valor medio. En concordancia con la clase de estimadores lineales y
sin sesgo, propuestos en (3.8) para los procesos ergódicos, se define el siguiente estimador:em1 =  (t) = bZa wm (t)  (t) dt
donde la función wm (t) es la función ventana, que cumple la condición (3.9).
La ausencia de sesgo del anterior estimador se comprueba de lo siguiente:E n (t)o = E8<: bZa wm (t)  (t) dt9=; = bZa wm (t)E f (t)g dt =  (t) bZa wm (t) dt=  (t)
La precisión en la aproximación de la estimación, ~m1   (t), se caracteriza por la
respectiva varianza de la potencia de error descrita en (2.63) [23]:E m1  E n (t)o2 = E nm21o E n2 (t)o= 2 TZ0 R( ) T Z0 wm (t)wm(t+  )dtd (3.40)
La precisión de la estimación depende básicamente de la función ventana, cuya opti-
mización por el criterio del mı́nimo error cuadrático medio conlleva al aumento significativo
del costo computacional. Por esto, en la práctica se emplea la ventana más simple,wm (t) = 8<: 1T ; 0  t  T0; 0 > t > T (3.41)
con lo que la estimación de la media, para señales aleatorias continuas, es de la forma: (t) = TZ0  (t) dt (3.42)
La estimación del valor medio para una señal aleatoria discreta f [k℄ : k = 1; : : : ; Ng, de
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forma similar, se realiza discretizando la expresión (3.42),em1 = NXk=1 [k℄wm[k℄; (3.43)
donde la función de peso discreta cumple la condición,
PNk=1wm [k℄ = 1. En los argumentos
de la serie (3.43) se asume la normalización de las bases de tiempo, x[kTd℄ = x[k℄.
En la práctica, es frecuente el uso de la función ventana rectangular, wm[k℄ = 1=N;k = 1; : : : ; N , para la cual, la varianza del error (3.40) toma la forma:2" = 2N2  N + 2N 1Xk=1 (N   k)[k℄!
donde R ( ) = 2 ( ). La relación 2".2 debe corresponder al mı́nimo valor posible,
que es inversamente proporcional al tamaño N de la sucesión [k℄. Por lo tanto, el valor N
corresponde al compromiso entre el costo computacional y la precisión del estimador.
Estimación de la varianza. Cuando el valor medio  (t) del proceso aleatorio es 0, la
estimación de la varianza coincide con el valor cuadrático medio y puede realizarse acorde
con la definición (3.11a), teniendo en cuenta la clase de estimadores propuestos en (3.8),em2 = 2 (t) = TZ0 wm (t) 2 (t) dt
Si el valor medio no es conocido, entonces la estimación de la varianza seráe2 = TZ0 w (t) 2 (t)   (t)2 dt = TZ0 w (t)02 (t)  TZ0 wm (t)  (t) dt1A2 dt (3.44)
Si se asume la ventana wm de (3.41), además al exigir la constancia de la otra ventana,w = onst; para asegurar la ausencia de sesgo en (3.44), la función w toma la formaw (t) = 1T (1  k) (3.45)
El valor de la constante k se determina experimentalmente [23].
Estimación de la función de correlación. Se tienen diferentes métodos de estimación
de la función de correlación, uno de los más empleados es el siguiente:eR ( ) = T Z0 wR (t;  ) ( (t)  em1) ( (t+  )  em1) dt (3.46)
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donde wR (t;  ) es la ventana que se propone para la estimación de función de correlación.
Cuando se tiene que  (t) = 0, la estimación (3.46) no presenta sesgo:E n eR ( )o = E8<: T Z0 wR (t;  ) 0 (t) 0 (t+  ) dt9=; = TZ0 wR (t;  )E f0 (t)  (t+  )g dt= R ( )
Además, la varianza de la estimación resulta ser igual a2R = T Z0 T Z0 wR (1;  )wR (2;  ) R2 (1   2) +R (1   2    )R (1   2 +  )d1d2= T Z (T ) w2R (;  )R2 () +R2 (   )R2 (+  )d
De la anterior expresión se deduce que para determinar la varianza de la estimación
para la función de correlación hay que conocer la misma señal aleatoria. Por esta razón,
la determinación de la precisión de la estimación se puede realizar después de realizar el
procesamiento, además, hay que tener en cuenta el hecho concreto de que la misma varianza
es un proceso aleatorio. El desconocimiento a priori de la función de correlación, hace que en
la mayoŕıa de los casos no se plantee el problema de optimización de la función ventana de
estimación wR. Aunque, en el procedimiento de prueba de hipótesis, cuando se comprueba
la pertenencia o no de una función de correlación a una clase dada, puede ser necesario la
determinación de la ventana óptima de estimación.
En la práctica, la estimación de la función de correlación se realiza a partir de la ventana
similar a la propuesta en (3.45):eR ( ) = 1(T    ) T Z0 ( (t) m1) ( (t+  ) m1) dt (3.47)
para la cual, se tiene el siguiente valor medioE n eR ( )o = R ( )  2T (T   ) TZ0 1  T  (R ( ) + TR (   )) d++ 1T (T    ) TZ0 (T +    2) (R ( ) +R (  )) d
que muestra un sesgo en la estimación eR, el cual se disminuye mediante el factor de
corrección: 1/(1  f (R ( ))), donde la dependencia f() se establece emṕıricamente.
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De otra parte, la estimación del ı́ndice de correlación  ( ), (2.46), se realiza mediante la
relación de los valores, e ( ) = eR ( ). eR (0), que resulta ser asintóticamente no sesgada:E fe ( )   ( )g  2T 1Z 1 2 (t)  ( )   (t)  (t   )dt
En realidad, la estimación del ı́ndice de correlación de un proceso ergódico, inclusive
siendo conocido el valor medio del proceso, presenta un sesgo, cuyo valor disminuye en la
medida en que aumenta la longitud de la observación de la señal aleatoria en análisis.
Finalmente, en el caso de tener sucesiones estacionarias aleatorias, la estimación de la
función de correlación se toma de la siguiente forma:eR [k℄ = 1N   k N kXl=1 0 [l℄ 0 [l  k℄ (3.48)
3.2.2. Estimación de los coeficientes en la descomposición K-L
En la sección §3.1.3 se plantea la búsqueda de un conjunto óptimo de funciones base con
dimensión p, dado en L2 (T ), para la representación discreta finita de la forma (1.4) a partir
de diversas observaciones de un proceso aleatorio  (t) ; t 2 T , de tal manera que la norma
del error en L2 (T ), promediada sobre el conjunto de observaciones, sea la menor posible.
En particular, de (3.18) se tiene que:"2T = ZT E f (t)  (t)g dt  pXi=1 ZT ZT E f (t)  (t)gi (t)i ( ) dtd= ZT R(t;  )dt  pXi=1 ZT ZT R(t;  )i (t)i( )dtd (3.49)
El primer término de (3.49) no depende del conjunto base  = fig, por lo que la tarea
se resume a hallar las p funciones ortogonales que maximizan el segundo término:pXi=1 ZT ZT R(t;  )i (t)i( )d = pXi=1 hAfi (t)g; i (t)i
que corresponde a una suma de funcionales cuadráticos. La condición de valor máximo se
encuentra, al tener en cuenta que el núcleo del operador integral A, definido como,
Af (t)g = ZT R(t;  )( )d (3.50)
que corresponde a la función de correlación propia de un proceso con valor medio cuadrático
finito. El operador (3.50) tiene las siguientes propiedades:
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(a). Integración cuadrática del núcleo,
RT RT jA (t;  )j2 dtd <1, en particular, en forma
de un operador del tipo Hilbert-Schmidt.
(b). Simetŕıa, A (t;  ) = A (t;  ), que resulta de las propiedades de la función de cor-
relación propia dada en la sección §3.1.2, R(t;  ) = R(; t).
(c). Naturaleza positiva semidefinida, hA fg;i = E k;k2	  0.
De las anteriores propiedades resulta lo siguiente:
1. Los valores propios de la solución (3.50) conforman una sucesión cuadrática suma-
toria con valores reales positivos y los cuales se pueden disponer en su orden de
decrecimiento:1  2     ; i  i+1    
2. El núcleo se puede representar por una serie monótona convergente, que incluye las
funciones propias  = f ig del operador A, de la forma:R(t;  ) = 1Xi=1 i i (t) i ( ) (3.51)
3. Las funciones propias pueden ser ortonormales, de tal forma que se cumpla (1.5), esto
es, hA f ig ;  ki = hi i;  ki = iÆik (3.52)
En general, en [24] se demuestra que al emplear el operador A para cualquier con-
junto base fig, es cierto que,pXi=1 hA fig ; ii  pXi=1 hA f ig ;  ii = pXi=1 i
La expresión (3.49) para el conjunto base óptimo hallado toma la forma,"2T = ZT R (t;  ) dt  pXi=1 hA f ig ;  ii (3.53)
en la cual, al reemplazar (3.51) y (3.52) se obtiene que:"2T = 1Xi=1 i h i;  ii   pXi=1 i = 1Xi=p+1i (3.54)
De lo anteriormente expuesto, se puede concluir que el subespacio con dimensión p,
definido en L2 (T ) y que es óptimo para la representación de un proceso aleatorio en t 2 T ,
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está dado por las p funciones propias de la ecuaciónZT R (t;  ) i( )d = i i (t) (3.55)
las cuales corresponden a los p mayores valores de i. Por cierto, debido a que el error
cuadrático medio de representación "2T corresponde a la suma residual de los valores propios,
entonces el error de aproximación se puede variar aumentando o disminuyendo el ı́ndice
inferior p de la respectiva suma en (3.54). Aśı, en general, aumentando T , los valores
propios también aumentan, luego es necesario una mayor cantidad p de términos de la
descomposición para obtener la precisión deseada.
La descomposición de señales aleatorias que tienen función de correlación continua por
la serie (3.16),  (t)  Pni=1 i i (t) ; t 2 T , en la cual el conjunto base óptimo de repre-
sentación (3.53) son las funciones propias, corresponde a la descomposición no correlaciona-
da de Karhunen-Loève (ver ec. (3.16)), en la que los coeficientes (3.17) fig son ortogonales:E fml g = E h (t) ;  m (t)i h (t) ;  l (t)i	 = ZT ZT R (t;  ) m (t) l (t) dtd= lÆml
De otra parte, si se tiene un proceso aleatorio con valor medio  (t) = 0, entonces los coe-
ficientes, también tendrán valor medio fi = 0;8ig y tiene correlación nula (son linealmente
independientes).
Aunque la descomposición K-L brinda la menor cantidad de elementos en la repre-
sentación de procesos aleatorios por medio de la serie (1.4), para un valor dado de error "2T ,
sin embargo su empleo está limitado principalmente por las siguientes razones: la función
de correlación de cualquier proceso aleatorio, en la mayoŕıa de los casos, es desconocida y
el procedimiento de solución de (3.55) no es conocido en forma general.
Usualmente, en calidad de funciones base se emplean las funciones ortogonales del tipo
Fourier, polinomios de Chebyshev, Lagrange, Funciones de Walsh y Haar, entre otras. No
obstante, las funciones base exponenciales de Fourier (1.8),  i (t) = eji!0t, son óptimas
para la representación de procesos aleatorios estacionarios ćıclicos  (t), para los cuales se
cumple,Ef (t+ kT )g = Ef (t)g = m1 (t) ; R (t1 + kT; t2 +mT ) = R (tm; t2)
En este caso, los coeficientes de descomposición fig determinadas comok (t) = 1T TZ0  (t) e jk!tdt (3.56)
tienen correlación 0 y su varianza en la expresión (3.20), teniendo en cuenta (3.53) y (3.55),
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está dada por el valor:2i = ZT R ( ) exp ( ji!0 ) d
Las funciones base de Fourier no son óptimas para procesos aleatorios diferentes a los
ćıclicos estacionarios. Por lo tanto, los coeficientes respectivos de descomposición serán
correlacionados. Sin embargo, para procesos ergódicos, cuando T ! 1 los coeficientes
de Fourier resultan tener correlación nula [15] y la transformada de Fourier se aproxima
a la descomposición K-L. Además, se puede demostrar que la relación entre el error de
representación y el número mı́nimo p de elementos necesarios en la serie (3.16) al emplear
la funciones base de Fourier, está dada por [22],"2T (F )  222p
De otra parte, el sistema de representación de los polinomios de Chebyshev son óptimos
en el sentido del criterio de aproximación uniforme de la representación, cuando se cumple
que el valormax (k) (t)  N 1Xn=0 nTn (t)
es cercano al mı́nimo posible, que pueda ser obtenido por algún polinomio de aproximación
uniforme polinomial [22], donde (k) es la k observación del proceso.
El cálculo de los coeficientes k para la representación de las señales aleatorias usando
los Polinomios de Chebyshev es dif́ıcil, debido al valor que toma la función de peso definida
en (1.9) w (t) = 1=p1  t2. En este sentido es preferible el uso de polinomios con peso
constante w (t) = 1, por ejemplo los polinomios de Legendre, que aunque brindan un
valor de aproximación peor que los polinomios de Chebyshev, en cambio ofrecen mayor
comodidad en el cálculo de los respectivos coeficientes de representación.
En otro caso, el sistema de funciones de Walsh fwaln (t) : n = 0; 1 : : : ; 2m   1g se consid-
era óptimo en el sentido de representación de señales aleatorias diádico-estacionarias [22],
cuya función de correlación cumple la condición R(t;  ) = R(t   ). Esta clase de ruido
puede ser obtenido si a la entrada del filtro de Walsh se introduce RBG. En otras palabras,
la transformada de Walsh de una señal aleatoria diádico-estacionaria se puede identificar
con la transformada K-L.
3.2.3. Estimación de la densidad espectral de potencia
La DEP S(!), de una parte, corresponde a la varianza de la descomposición espectral
del proceso estacionario, tal y como se muestra en (3.25). Pero de otra parte, la DEP
corresponde a la transformada inversa de la función de correlación (3.27). Por lo tanto,
la estimación de la DEP se puede realizar mediante ambas formas de representación. Al
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analizar la DEP como la densidad de la varianza espectral, la estimación sobre una trayec-
toria de longitud finita del proceso se hace a través de la descomposición en la serie de
Fourier (3.16) de la señal aleatoria para ! = !k, esto es,eS(!) = 12T 2k + 2k = 1T  TZ0  (t) e j!tdt2 (3.57)
donde k = R T0  (t) os 2kt/Tdt y k = R T0  (t) sin 2kt/Tdt.
Debido a la ortogonalidad de la representación y al tomar el valor ĺımite T ! 1; en-
tonces, ambos valores k y k no son correlacionados. Además, en los procesos con estruc-
tura Gaussiana, k y k como se explicó en la sección §3.1.3, también tienen FDP Gaus-
siana y, por ende, la estimación de ~S(!), haciendo T !1, corresponde a la 2 densidad,
(2.31), con dos grados de libertad, con lo cual se demuestra que la media y la varianza de
la estimación corresponden a:E fS (!k)g = S (!k) (3.58a)2eS = S2 (!k) (3.58b)
Mientras, el valor de la media muestra ausencia de sesgo, la varianza no tiende a cero,
motivo por la cual, la estimación (3.57) no se considera consistente.
La segunda forma de representación, a partir de (3.27) (empleando la estimación (3.47)),
implica la siguiente forma de cálculo para la DEP:eS (!) = TZ T e j! eR ( ) d = TZ T 1  j jT Re j!d (3.59)
Sin embargo, el valor medio de (3.59) muestra un sesgo en la respectiva estimación:E neS (!)o = E8><>: TZ T 1  j jT  eRe j!d9>=>; = eS (!)  2 1ZT os!R ( ) d
Por cuanto [3],lmv!1 bZa x() os(v)d = lmv!1 bZa x() sin(v)d = 0
entonces, para valores pequeño de T , se tienen distorsiones significativas en el valor de la
estimación propuesta.
Sea la observación f (t) ; T 2 [a; b℄g para un proceso estacionario. De ambos métodos
de estimación de la DEP, (3.57) y (3.59), se establece la estad́ıstica común, denominada
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periodograma y definida por la relación:s(; a; b) = 12 (b  a)  bZa  (t) ej tdt2
que en el caso discreto, cuando fk 2 T : tk; k = 1; : : : ; ng, toma la forma:s (;n) = 12n Xt2T  (t) ejt2 (3.60)
Sin embargo, la estad́ıstica en (3.60) presenta las misma limitaciones de inconsistencia
dadas en (3.58a) y (3.58b), razón por la cual el periodograma se convierte en otro proceso
aleatorio que, para valores grandes de n, presenta fuertes fluctuaciones de trayectoria (real-
izaciones con alto grado de disimilaridad). La ausencia de consistencia en las estimaciones
propuestas de DEP ha generado la necesidad de empleo de diferentes métodos orientados a
aumentar la efectividad de estimación por medio de diversas funciones de peso, que impli-
can su alisamiento. En particular, para una observación dada f(tk) : tk 2 T; k = 1; : : : ; ng
se emplea la estad́ıstica,eS () = Z  WS (  ) s (;n) d (3.61)
La función de peso WS() en frecuencia, (3.61), es similar a la ventana propuesta para
la estimación en el tiempo, (3.8), por lo que se denomina ventana espectral, que cumple los
requerimientos:
(a). Localización. WS() debe tener un valor máximo en  = 0,
(b). Ausencia de sesgo.
Z  WS () d = 1,
(c). Consistencia. 2~S ! 0, cuando n!1. En particular, se considera el valor asintótico,lmn!1 1n Z  W 2S () d = 0
En la práctica es común el empleo de funciones de peso que se puedan representar en la
clase:Wn () = 2 n+1X n+1 kn (l) e jl
donde kn (l) = k (l=mn), siendo fmng una sucesión creciente acotada de valores enteros,
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Ventana Modelo
Transformada finita de Fourier WS () = (mn; jj  /mn0; jj > /mn
(Estimación de Daniell) ~S () = mn2 n 1Pt= n+11  jtjn  ~R (t) 1t sin tmn ejtk() = sin ()
Estimación truncada WS () = 2 sin2mn + 12 sin 2 1~S () = 12 mnPt= mn1  jtjn  ~R (t) ejtk() = (1; jj  10; jj > 1
Estimación de Bartlett WS () = sin2 mn2mn sin2 2~S () = 12 mnPt= mn1  jtjn 1  jtjmn ~R (t) ejtk () = (1  jj ; jj  10; jj > 0
Estimación de Tukey-Hamming (ver estimación truncada)~S () = 12 ~SF () + 1n ~SF   mn+ 1n ~SF + mnk () = ((1 + os) =2; jj  10; jj > 0
Tabla 3.1. Ventanas de estimación de densidad espectral de potencia
tales que mn=n! 0, cuando n!1, donde k (x) es una función par acotada, que cumple
las restricciones:
(a). k (0) = 1; jk () j < 1, 8 < 1,
(b). Además,
1Z 1 k2 () d <1.
La Tabla 3.1 muestra ejemplos de ventanas espectrales empleadas en la estimación de
la DEP. En calidad de estimación de la función de correlación eR (t) se puede tomar la
expresión (3.48).
3.2.4. Estimación de parámetros de regresión
Sea una señal aleatoria observada en la forma: (t) = rXk=1 kak (t) + 0 (t) = x (t; 1; : : : ; r) + 0 (t)
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donde 0 (t) es un proceso estacionario con valor medio cero, fak : k = 1; : : : ; rg funciones
determińısticas conocidas, asumidas como de carácter lineal, fk : k = 1; : : : ; rg el conjunto
de los parámetros desconocidos a estimar, siendo r el modelo del sistema (valor conocido).
El término x() de acuerdo a la clase de tareas de que resuelva, recibe el nombre de señal útil
(comunicaciones, proceso de señales, etc.) o tendencia (en aplicaciones médicas, biológicas,
sociológicas, etc.). Mientras, el término 0 (t) recibe el nombre de ruido.
En general, existen los siguientes métodos de estimación del vector  = (0; 1; : : : m 1),
que describe los parámetros del modelo de dependencia lineal (2.78).
Método de mı́nimos cuadrados. A partir de la trayectoria x (t) del proceso esta-
cionario  (t), la estimación de fk : k = 1; : : : ; rg se realiza minimizando el funcional,
derivado del criterio de minimización de la potencia de error (2.63):bZa x (t)  rXk=1 kak (t)2 dt (3.62)
Si a su vez, se tiene que fak (t) 2 L2(a; b) : k = 1; : : : ; rg, entonces, se demuestra que~k = rXl=1  1kl bZa al (t)x (t) dt
siendo  1kl el elemento kl de la matriz, que corresponde a la inversa de la matriz con
elementos:kl = bZa ak (t)al (t) dt
Una ventaja del método de los mı́nimos cuadrados está en que no exige el conocimiento
de las propiedades, ni espectrales ni de correlación, del proceso  (t). Además, no tiene
sesgo, y en caso de asumir que el respectivo espectro de potencia de S(), es acotado y
positivo definido, se demuestra la consistencia de la estimación de fk : k = 1; : : : ; rg, con
la siguiente condición de integrabilidad:Z 1 1 ja (t)j2 dt <1
Estimación lineal de mı́nimo sesgo. Cuando se conoce la densidad espectral de en-
erǵıa F = Ff0 (t)g y, por ende, su función de correlación R ( ), se puede asumir que las
funciones ak (t), que forman la regresión base x (t), son tales que el proceso  (t) permite
su representación espectral en la forma: (t) = Z 1 1 ejtd ()
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para la cual se cumple qued() = rXk=1 kk ()dF () + d0 ()
donde d0 () corresponde al proceso espectral0 (t) = Z 1 1 ejtd0 ()
mientras fk() : k = 1; : : : ; rg son funciones integrables en el sentido cuadrático sobre la
medida espectral F():1Z 1 jk ()j2 dF () <1
entonces, fk 2 L2(F) : k = 1; : : : ; rg corresponden a la solución de la ecuación integral
de Wiener-Hopf:1Z 1 ejtk () dF () = ak (t) ;8k (3.63)
Cuando existe la solución de (3.63), la tarea de estimación del conjunto de parámetros de
la regresión fk : k = 1; : : : ; rg consiste en la solución del sistema algebraico de ecuaciones
lineales.
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Problemas
Ejercicio en el CP 3.1. Simular una sucesión aleatoria f [n℄ : n = 0; : : : ; N   1; g, para difer-
entes valores de longitud de trayectoria N = 2m;m = 4; : : : ; 12, con FDP N (0; 1). Verificar de
forma cualitativa la normalidad, de acuerdo con la estimación de los valores para los coeficientes de
asimetría y exceso.
Ejercicio en el CP 3.2. Sea el proceso aleatorio  (t) compuesto por la suma de N señales
estacionarias n (t), estadísticamente independientes, todas con FDP Gaussiana N (0; ). Hallar la
media, varianza y FDP del proceso  (t). Comprobar experimentalmente, para un valor de signifi-
cación de  = 0:05 los resultados obtenidos y establecer el comportamiento del error de estimación
de los momentos del proceso de acuerdo a la longitud de las trayectorias de las señales n (t).
Ejercicio en el CP 3.3. Sea el proceso aleatorio  (t), que se asume con FDP Gaussiana N (0; )
y función de correlaciónR ( ) = 2 exp (  j j)os! + ! sin! j j
Hallar la probabilidad P n _ > o de que el valor de la derivada d/dt no exceda el valor . Simular
dependencia entre el valor encontrado de probabilidad encontrado y diferentes valores del coeficiente.
Ejercicio en el CP 3.4. A la entrada del circuito RC, mostrado en la Figura 1.3 en régimen
de integrador, se tiene RBG  (t) con parámetros N  m1;. Hallar el tiempo t, cuando el valor
medio del proceso aleatorio  (t) a la salida del integrador alcanza el valor  = 0:95m1. Hallar
la dependencia de t con respecto al valor medio m1 para diferentes valores de la constante de
integración  = RC.
Ejercicio en el CP 3.5. Realizar el cálculo numérico de la varianza 2 (t) de la integral del proceso
aleatorio  (t) con función de correlaciónR ( ) = 2 exp (  j j) (1   j j), para diferentes valores
de la constante de integración .
Ejercicio en el CP 3.6. A la entrada del circuito RC, mostrado en el ejemplo (1.3) en régimen
de integrador, se tiene la señal aleatoria  (t) con función de correlación y DEP, respectivamente
dadas por la expresionesR ( ) = 2 exp (  j j) ; S (!) = 2 1/1 + (!/)2
Hallar las correspondientes funciones de correlación R ( ) y DEP S (!) del proceso  (t) a la salida
del integrador, así como su valor de la varianza a la salida del circuito, 2. Realizar la simulación
de las expresiones asintóticas de R ( ) para 0   y 0   , siendo  = RC. Simular el
comportamiento del sistema cuando a la entrada se presenta un tren pulsos cuadrados como el
representado en la Figura 3.3.
Ejercicio en el CP 3.7. A la entrada de un sistema se tiene una observación de un proceso
aleatorio  (t) con FDP diferente a la Gaussiana. El proceso aleatorio de salida es discretizado, de
tal forma que puede ser representado en forma aproximada por la suma  [n℄ =Pk h [k℄  [n  k℄.
Hallar experimentalmente, para que condiciones la FDP del proceso a la salida puede ser considerada
normal.
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3.3. Estimación espectral no paramétrica
3.3.1. Método de los periodogramas
Dada una sucesión inicial de valores discretos, formada de la trayectoria de señal aleatoriafx[k℄ : x 2 g con longitud N , a partir de la expresión (3.60), el cálculo del periodograma,
mediante técnicas de proceso digital se puede escribir como:sx[k℄ = 1N jX[k℄j2 = 1N N 1Xn=0 x[n℄e jnk2 ; X[k℄ = N 1Xn=0 x[n℄e jnk (3.64)
% Periodograma
function sx = periodogram(x,n1,n2)




sx = abs(fft(x(n1:n2),1024)).^ 2;
sx = sx/(n2 - n1 + 1);
sx(1) = sx(2);
end;
Luego, el periodograma se puede calcular
empleando la TRF, como se muestra en el
procedimiento Periodograma. La ec. (3.64)
es la forma no modificada de cálculo del pe-
riodograma. Sin embargo, como se observa
de (3.58b), la operación (3.64) no resulta
en una estimación consistente. Con el fin
de obtener estimaciones consistentes de la
DEP, sobre observaciones discretas de lon-
gitud finita, se emplea el suavizado de la
estimación (3.64) en frecuencia o tiempo.
Aśı, la expresión (3.64) se escribe comosx[k℄ = 1N  1Xn= 1ws[n℄x[n℄e jnk2
donde ws[n℄ es la ventana rectangular.
%Periodograma modificado
function sx = mper(x,win,n1,n2)




N = n2-n1+1; w = ones(N,1);
if win==2,
w = hamming(N);
elseif win==3, w = hanning(N);
elseif win==4, w = bartlett(N);




No obstante, como antes se dijo, es posi-
ble el empleo de funciones ventana difer-
entes a la rectangular. El periodograma,
calculado mediante una función diferente a
la ventana rectangular, se denomina modi-
ficado, el cual se describe comosx[w; k℄ = 1NV  1Xn= 1w[n℄x[n℄e jnk2
donde V = PN 1n=0 w[n℄2 =N es un factor
de normalización que asegura que la esti-
mación del histograma, asintóticamente, no
tenga sesgo. El procedimiento Periodogra-
ma modificado realiza el periodograma para diferentes ventanas.
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Como se explicó para la expresión (3.61), la introducción de una función ventana genera
el alisamiento en la frecuencia del histograma, con lo cual, la estimación de la DEP es,E fsx[w; k℄g = 12NV js[k℄ W [k℄j2 (3.65)
donde W [k℄ es la TF de la función ventana w[n℄. De (3.65), se observa que el nivel de
alisamiento en el periodograma depende de la forma de la función w[n℄ empleada en el
preproceso de la sucesión de entrada. Aśı, por ejemplo la ventana rectangular tiene el
lóbulo principal muy angosto, con relación a la mayoŕıa de ventanas conocidas, lo cual
genera menor grado de alisamiento espectral, pero en cambio, esta ventana presenta el
mayor nivel de lóbulos laterales, que pueden llevar al enmascaramiento de componentes
espectrales de poca amplitud. Cabe anotar, que la estimación mediante el histograma
modificado presenta las mismas limitaciones, descritas en (3.58a) y (3.58b), sin embargo,
el empleo de las ventanas permite establecer un cierto balance entre la resolución espectral
(ancho de banda del lóbulo principal) y la pérdida espectral (área de los lóbulos laterales).
Promedio de histogramas. Como consecuencia de la ausencia de sesgo en la operaciónlmN!1E fsx[k℄g = Sx[k℄
se asume que al hallar una estimación consistente para E fsx[k℄g, la misma se mantiene
consistente para Sx[k℄. Luego, partiendo del hecho de que la operación de promediado, para
un conjunto de observaciones no correladas de la señal aleatoria, conlleva a la estimación
consistente del promedio de la variable aleatoria E fg, entonces, se analiza la estimación
de la DEP mediante el promedio de los periodogramas o método de Bartlett.
Sea xi[n℄ 2 , n = 0; : : : ; L   1; i = 1; 2; : : : ;K, un conjunto de observaciones no
correlacionadas de la señal aleatoria (t). Si a la trayectoria i le corresponde el histogramasx[i; k℄, entonces el valor medio del conjunto de histogramas seráeSx[k℄ = 1K KXi=1 sx[i; k℄
cuya esperanza matemática es igual aEf eSx[k℄g = Efsx[i; k℄g = 12Sx[k℄ WB[k℄
donde WB() es la TF de la ventana de Bartlett w[n℄;  L < m < L. Por lo tanto, como en
el caso del periodograma, el valor medio eSx[k℄, asintóticamente no presenta sesgo. Además,
asumiendo la correlación 0 de las trayectorias xi[n℄, la varianza de la estimación eSx[k℄ es:varf eSx[k℄g = 1K KXi=1 varfsx[i; k℄g  1KS2x[k℄
3.3. Estimación espectral no paramétrica 159
que tiende a cero, cuando K !1. Luego, la estimación eSx[k℄ es consistente.
%Periodograma de Bartlett
function sx = bart(x,nsect)
L = floor(length(x)/nsect);
sx = 0; n1 = 1;
for i=1:nsect,
pe = periodogram(x(n1:n1+L-1));
sx = sx + pe/nsect;
n1 = n1 + L;
end;
En la práctica, disponer de una cantidad
amplia de trayectorias de un mismo proce-
so es muy dif́ıcil, sin embargo, es más fre-
cuente disponer de una trayectoria de lon-
gitud suficientemente larga N . Entonces se
puede generar un conjunto de periodogra-
mas obtenidos de la división de la trayec-
toria inicial en K segmentos sin traslapo,
empleando técnicas de análisis en tiempo
corto, cada uno de ellos de longitud L, de
tal manera que K < L < N .
El procedimiento Periodograma de Bartlett ilustra el cálculo de los periodogramas de
Bartlett. En general, la estimación promediada de histogramas tiene la formaeSxB[k℄ = 1N KXi=1 L 1Xn=0 x[iL+ n℄e jnk2
Se puede considerar que la estabilidad de la estimación eSxB[k℄ mejora, al disminuir la
cantidad de segmentos de análisis de tiempo corto. Dado el valor N = KL se observa la
relación de compromiso entre una alta resolución (cuando se tiene el máximo valor de L)
y de mı́nima varianza de la estimación (para el máximo valor posible de K).
%Periodograma de Welch
function sx = welch(x,L,over,win)
if (over>=1) | (over<0),
error(’Valor traslapo inválido’);
end;
n1 = 1; n0 = (1-over)*L;




sx = sx + mp;
n1 = n1 + n0;
end;
Promedio de histograma modificado.
El análisis de tiempo corto mediante seg-
mentos sin traslapo puede generar discon-
tinuidades en los valores contiguos de es-
timación. Por esta razón, es preferible el
empleo de segmentos de traslapo que ase-
guren la suavidad en la estimación. De otra
parte, el empleo de funciones ventana puede
atenuar el efecto de la pérdida espectral, aśı
como disminuir el sesgo de la estimación,
sin embargo, a costa de una pérdida en la
resolución espectral. Aśı, sea el valor de
traslapo D, para segmentos de análisis de
tiempo corto con longitud L, luego la trayectoria i tiene la formax[i; n℄ = x[n+ iD℄; n = 0; 1; : : : ; L  1
Al tomar K segmentos que cubran la totalidad del registro de longitud N , entonces, se
tiene que N = L+D(K 1), por lo que la estimación del periodograma de Welch se escribe
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en la forma:eSxW [w; k℄ = 1KLV K 1Xi=0 L 1Xn=0w[n℄x[n+Di℄e jnk2
que en términos del histograma modificado es igual a:eSxW [w; k℄ = 1K K 1Xi=0 s[w; i; k℄
con lo cual, el valor esperado del periodograma de Welch resulta en:E n eSxW [k℄o = E fsx[w; k℄g = 12LV Sx[k℄jW [k; L℄j2
donde W [k; L℄ es la TDF de la función ventana con longitud L, usada en la estimación del
periodograma de Welch. Por cuanto, el factor de normalización esV = L 1Xn=0w[n℄2 =L
entonces, el periodograma de Welch también conlleva a una estimación sin sesgo.
Ejemplo 3.10. Sea la señal compuesta de dos armónicos y ruido blanco Gaussianox[n℄ = a1 sin(nk1) + a2 sin(nk2) +w[n℄



















Figura 3.7. Ejemplo de los periodogramas
En la Figura 3.7(a) se muestran los resultados obtenidos asumiendo los valores N = 512 y
3.3. Estimación espectral no paramétrica 161L = 64 para dos casos de análisis K = 4 y K = 8. Como se observa, aunque la varianza de
la estimación disminuye, al aumentar la longitud del segmento de tiempo corto K, empeora
la resolución, condicionada por el aumento del lóbulo principal.
Ejemplo 3.11. En la Figura 3.7(b) se analiza el efecto del traslapo del ejemplo 3.10, dados
los valores 50 y 75%, en la varianza y resolución espectral del periodograma de Welch.
El cálculo de la varianza en la estimación de Welch es más complejo, en la medida, en
que no se puede asegurar la ausencia de correlación entre las trayectorias con traslapo,
caso en el cual debe aumentar la dispersión de los valores de la estimación. Por lo tanto,
el empleo del traslapo aumenta la cantidad de segmentos de análisis corto, que en un
principio debe disminuir la varianza del histograma. No obstante, al aumentar el valor
del traslapo, aumenta el costo computacional en un valor proporcional a K. Además, el
consiguiente aumento del traslapo aumenta el valor de correlación entre los segmentos que
puede neutralizar el efecto de aumento en la cantidadK. En la práctica, el valor compromiso
de traslapo se escoge entre un 50 y 75% [25].
Suavizado de periodogramas en frecuencia. A partir de la expresión (3.59), se tiene
que el periodograma se calcula empleando la TF de la función de correlación propia, en
particular:eSx[k℄ = N 1Xm= (N 1) rx[m℄ exp[ jmk℄ (3.66)
donderx[m℄ = 8>>><>>>: 1N N m 1Pn=0 x[n+m℄x  [n℄; 0  m  N   11N N jmj 1Pn= 1 x  [n+ j m j℄x[n℄;  (N   1)  m   1 (3.67)
se define como el correlograma de la sucesión aleatoria x[n℄ con longitud N .
De la expresión (3.66), se observa que se emplea un número diferente de operaciones
dependiendo del intervalo de correlación. Aśı, en los extremos se tiene una sola operación.
Cuando el intervalo de análisis es N   1, entonces rx[N   1℄ = x[N   1℄x[0℄=N . Luego,
la varianza de la estimación de la función de correlación tendrá valores muy altos en la
medida en que crece hacia el valor extremo N del intervalo de correlación.
La estimación del correlograma, (3.67), implica el empleo de una ventana rectangular,
no obstante, se puede variar el tipo de función ventana, wr, tal que compense el efecto
de las estimaciones no confiables en los extremos del intervalo de correlación, aunque esto
implique la disminución del intervalo de proceso útil, y de esta forma, la disminución de
la resolución. Además, se aumenta el fenómeno de pérdida espectral, debido a la aparición
de lóbulos laterales, con lo cual la estimación tiende a presentar sesgo. Con el objeto de
disminuir la pérdida espectral, se puede emplear el suavizado del periodograma, mediante
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su convolución con una ventana espectral adecuada o método de Blackman-Tukey, que
corresponde a la generalización del método de estimación por correlograma para la función
de correlación propia, sopesado por una ventana. En este caso, la estimación de la DEP se
puede describir como:eSxBT [k℄ = MXm= M wr[m℄rx[m℄e jmk
que en la frecuencia tiene la formaeSxBT [k℄ = 12sx[k℄ W [k℄ (3.68)
% Periodograma de Blackman-Tukey








if win==2 w = hamming(N);
elseif win==3
w = hanning(N);
elseif win==4 w = bartlett(N);





De (3.68), se ve que la estimación de
Blackman-Tukey realiza el suavizado del
periodograma mediante su convolución con
la TDF de la ventana de correlación wr[m℄,
la cual en la estimación de los correlogra-
mas, debe cumplir las condiciones:
1. 0  wr[m℄  wr[0℄ = 1
2. wr[ m℄ = wr[m℄
3. wr[m℄ = 0, 8jmj > M , M  N   1
De la expresión (3.68), se observa que
es suficiente, mas no necesaria, la condi-
ción de que el periodograma tenga un valor
semidefinido positivo, que corresponde a la
restricción W ()  0, con      .
La ventana triangular de Bartlett cumple esta condición, mas no ocurre con las ventanas
de Hamming y rectangulares, comunes en el proceso de señales. En la Figura 3.8 se muestra
un ejemplo del cálculo del periodograma mediante el método de Blackman–Tukey, que
presenta una varianza mucho menor, aunque empeore su resolución de frecuencia.
En general, se considera que la estimación de la DEP mediante cualquiera de los métodos
de histograma, antes analizados, debe cumplir un compromiso entre la resolución espectral
y la varianza de la estimación, por esto, la comparación de los mismos se realiza empleando
las siguientes caracteŕısticas estad́ısticas [25]:
(a).  = varf eSx()gE2f eSx()g
el cual corresponde al nivel de dispersión de la estimación y caracteriza la estabilidad
estad́ıstica de la estimación.


























Figura 3.8. Ejemplo de periodograma de Blackman–Tukey
(b).  = f
donde f es la capacidad de resolución del método. El parámetro  permite deter-
minar la resolución del DEP obtenida a partir de una trayectoria de longitud finita
de la señal aleatoria, por cierto, a menor , mayor calidad de la estimación.
Método Estabilidad Resolución Índice f  = f
Periodograma 1 0:89(2=N) 0:89(2=N)
Bartlett 1=K 0:89(2=N) 0:89(2=N)
Welch (9=8)(1=K) 1:282(=L) 0:72(2=N)
Blackman-Tukey (2=3)(M=N) 0:64(2=M) 0:43(2=N)
Tabla 3.2. Comparación de los métodos de periodograma de estimación de DEP
En la Tabla 3.2 [25], se muestran las caracteŕısticas estad́ısticas para los métodos del
periodograma, descritos anteriormente. Se observa que cada uno de los métodos tiene más
o menos el mismo valor compromiso de estabilidad y resolución, el cual es inversamente
proporcional a la longitud N de la sucesión de valores discretos de la señal aleatoria.
En general, sin importar que métodos se tengan, que ofrezcan mejor resolución o menor
dispersión en la estimación, se cumple que el compromiso entre la resolución espectral y la
estabilidad básicamente depende de la longitud, N , y de los valores discretos disponibles
para el análisis de la sucesión aleatoria x[n℄.
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3.3.2. Algoritmo de cálculo del método de periodograma
Sean conocidos, para el proceso aleatorio en análisis, los valores del intervalo de dis-
cretización t y la resolución espectral necesaria f de análisis. Entonces, el intervalo
de observación T y la respectiva cantidad N de valores discretizados de la señal se relacio-
nan por la expresión [26]:T = kwf ; N = b Tt (3.69)
donde kw es un coeficiente que se determina de acuerdo al tipo de ventana empleada en la
estimación.
El algoritmo del método de periodogramas se divide en dos etapas:
– el preproceso de la señal en el intervalo de observación,
– el promedio de los resultados durante varios intervalos de aproximación, con el fin de
disminuir la dispersión de la estimación.
La primera etapa comprende los siguientes procedimientos:
1. Cálculo del valor N , a partir de (3.69). Por cuanto la TF se calcula mediante el
algoritmo TRF, entonces, cuando N 6= 2m; m 2 Z, en cada una de las trayectorias,
se realiza el relleno de ceros hasta el primer entero m, para el cual se cumpla la
igualdad.
2. Selección de la función ventana ws[n℄ y cálculo de la TRF, para cada una de las l
trayectorias, x 2  disponibles fx[n; k℄ : n = 0; : : : ; N   1; k = l; : : : ; Lg, que son
alisadas por la respectiva ventana:X[k; l℄ = N 1Xn=0 x[n; l℄ws[n℄ exp ( j2kn=N) (3.70)
3. Cálculo del periodograma s[l; ;N ℄, definido en (3.60), para cada una de las trayec-
torias l:s[l; k;N ℄ = jX[k; l℄j2N 1Pn=0 ws[n℄ (3.71)
4. Dado un criterio de convergencia, si el valor s[l; k;N ℄ no lo cumple, entonces, se deben
repetir los pasos 1 y 2, sobremuestreando la sucesión de cada trayectoria en 2; 4; 8; : : :
veces, mientras no se disminuya adecuadamente la incertidumbre en la estimación del
periodograma.
Una forma alterna de disminuir la incertidumbre está en realizar el procedimien-
to de rellenos de ceros aumentando también la longitud N de cada trayectoria en
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forma:X[m; k; l℄ = 2mN 1Xn=0 x[m;n; l℄ws[n℄ exp j 2knN2m  (3.72)
dondex[m;n; l℄ = 8<:x[n; l℄; 0  n  N   10; n > N   1
Al comparar las expresiones (3.70) y (3.72), se observa que X[m; k; l℄ = X[2mk; l℄, luego,
la operación de compresión de escala de tiempo expande la envolvente espectral, pero no le
cambia de forma. En la práctica, el relleno de ceros conlleva a la aparición de componentes
adicionales entre los armónicos originales.
La segunda etapa comprende los siguientes procedimientos:
1. Selección del factor de traslapo  entre los intervalos contiguos de observación. Usual-
mente, se toma un valor entre  2 [0:5; 0:75℄.
2. Cálculo del número total de intervalos de observación, Ni:Ni = b((NT  N)) =(N  N)
donde NT es la longitud total del registro de la señal aleatoria en análisis.
3. Estimación de la DEP promediada:eS[k℄ = 1Ni NTXl=1 s[l; k;N ℄ (3.73)
4. Cálculo del coeficiente k, que muestra la disminución en la varianza de la estimación
de la DEP, debido a la operación de promediado, en cada uno de los intervalos de
observación.k = 8>>>><>>>>: 1Ni (1 + 22(0:5))   2N2i 2(0:5)! 1 ;  = 0:5 1Ni (1 + 22(:75) + 22(0:5))   2N2i (2(0:75) + 22(0:5))! 1 ;  = 0:75
donde los valores de () se determinan de acuerdo al tipo de ventana ws[n℄ empleada
en la estimación espectral [27].
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3.3.3. Ventanas de estimación espectral
La multiplicación de los valores discretizados de la señal aleatoria x[n℄ por la función
ventana, ws[n℄ corresponde a la convolución en frecuencia de los respectivos espectros.
Entre las principales propiedades y caracteŕısticas de las funciones ventana, empleadas
en la estimación espectral, están las siguientes:
– Simetŕıa, w[n℄ = w[N   n℄; n = 1; : : : ; N   1.
– Ancho de banda equivalente de ruido, que se determina comofR(N) = N N 1Pn=0 w2[n℄ N 1Pn=0 w[n℄!2
a menor valor de fR, menor es la potencia del ruido y, por lo tanto, menor distorsión
que se puede causar sobre el proceso en análisis.
Ejemplo 3.12. Hallar el ancho de banda equivalente de ruido por la ventana triangular,
cuando N = 2K, asumiendo que w[0℄ = 0.
La ventana triangular se determina comow[n℄ = n=K; n = 1; : : : ; K(2K   n)=K; n = K + 1; : : : 2K   1
Entonces, fR(N) = 2(2K2 + 1)=(3K2), por cuanto en la práctica, N  1, en lugar defR(N) se emplea su valor asintótico, cuando N ! 1, esto es, fR = lmN!1fR(N).
Particularmente, en el caso de la ventana triangular fR = 1:33.
– Ancho de banda del lóbulo principal fLP (N; g) de la magnitud del espectro, que
t́ıpicamente se determina para un nivel fijo de atenuación g, dado en dB, con relación
al valor máximo del módulo espectral, fLP (N; g) = (N)N=, donde (N) es la
menor de todas las posibles ráıces por módulo absoluto, obtenidas de la ecuación,jW (N)j = maxjW (N)j=10g=20.
En la práctica, es usual el empleo del valor asintótico, dado el nivel g, para el ancho
de banda del lóbulo principalfLP (g) = lmN!1 ((N)N=)
Se considera que el valor fLP (g) caracteriza la resolución del algoritmo de la TRF,
para una función ventana dada, en particular, se asume que [28]o = fLP (g)
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– Ganancia coherenteG(N) = N 1Pn=0 w[n℄maxjW (N)j
con valor asintótico G = lmN!1G(N), que corresponde a la amplificación relativa
del armónico de una señal, cuya frecuencia coincide con una de las frecuencias del
conjunto base de la TRF.
– Máximo nivel de cualquiera de los lóbulos laterales, mLL, obtenido para el método
de TRF de la función ventana, medido en dB con relación al valor máximo del lóbulo
principal. En este sentido, también se considera la velocidad de cáıda vLL de los
lóbulos laterales, medida en dB por octava (o década), que muestra qué tan rápido
decrece la enerǵıa contenida en los lóbulos laterales. A mayor velocidad de cáıda,
menor pérdida espectral presenta la ventana.
– Modulación de amplitud parásita, aP , que caracteriza la amplitud relativa del ar-
mónico de la señal, después de su proceso mediante la función ventana y cálculo
de la TRF, en el peor de los casos, cuando la frecuencia de la señal se encuentra
exactamente en la mitad de un par de frecuencias base de la TRF.
El valor aP se mide en dB y se define comoaP = 20 log jW (!)j=max(W (!))
Los siguientes factores confluyen en la elección del tipo de función ventana:
– aplicación concreta del proceso de señales
– exigencias de costo computacional (recursos de proceso y tiempo de cómputo) en la
solución de la aplicación
Ejemplo 3.13. Sea la sucesiónx[n℄ =Xk ak sin(2nk=N + k); n = 0; : : : ; N   1 (3.74)
donde ak y k son los valores desconocidos para la amplitud y fase de los armónicos, respec-
tivamente, los cuales coinciden en la frecuencia base de la TRF.
En este caso, el cálculo de ak y k se puede realizar, simplemente empleando la función
ventana rectangular. En particular, de (3.70) se tiene queak = jX [k℄j; k = arg(X [k℄)
Sin necesidad de recurrir al procedimiento de promedio, (3.73), en la medida en que no hay
incertidumbre de medida.
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Si en la expresión (3.74), asumiendo que se tiene un solo armónico, se agrega la perturbaciónfr[n℄g, en forma de RBG, entonces para la estimación de los valores de ak y k es necesario
procesar la sucesión inicial mediante una función ventana, que provea el menor valor defR, por ejemplo, la ventana rectangular, y luego, se realiza el procedimiento de promediado
(3.73).
Ejemplo 3.14. Sea la sucesiónx[n℄ = a1 sin(n!1 + 1) + a1 sin(n!2 + 2) (3.75)
donde !11  !1  !12, !21  !2  !22, siendo !ij , las frecuencias base dadas inicialmente
de la TRF. Hallar los valores de !1, !2, a1 y a2, conocido que a1  a2.
En este caso, el preproceso de la sucesión inicial se puede realizar mediante la función ventana
rectangular. Asumiendo en (3.69) f = (!21   !12)=2 y o = LP (g), entonces se puede
determinar el intervalo de observación T , con lo que conocido el intervalo de discretizaciónt se puede hallar la longitud Ni de observación.
Sin embargo, el cálculo de la DEP, en correspondencia con (3.70) y (3.71) para k = 0; : : : ; N 1, puede tener lugar una indeterminación que haga imposible estimar cada armónico debido
a la presencia de varios valores iguales de S(k).
La forma directa para disminuir esta incertidumbre consisten en aumentar la longitud de
la sucesión inicial agregando N(2m   1) ceros, con lo cual el espectro X [k℄ se calcula por
la expresión (3.72). Inicialmente se prueba con m = 1. En caso de que la incertidumbre no
permita aún el cálculo confiable de los armónicos, se aumenta sucesivamente m = 2; 3; : : :
hasta que se obtenga un valor adecuado del armónico.
Debido a que la sucesión inicial se considera que no está perturbada, entonces, no hay necesi-
dad de la operación de promedio (3.73).
Problemas
Problema 3.9. Demostrar que la estimación de Bartlett para la DEP no presenta sesgo.
Problema 3.10. Demostrar que la función k() de la estimación de Tukey-Hamming para la DEP
es cuadrado integrable, L2(R).
Problema 3.11. Demostrar que EfeSx[k℄g = 12Sx[k℄ WB[k℄.
Problema 3.12. Repetir el ejemplo 3.10 para la señal x[n℄ = 2 sin(0:4n)+2 os(4:5n+0:5)+w[n℄,
con RBG con media 0 y varianza 0:2.
Problema 3.13. Demostrar que eSxBT [k℄ = 12 sx[k℄ W [k℄.
Problema 3.14. Considérese una sucesión aleatoria de longitud N , la cual ha de ser dividida enK segmentos, cada uno con M = N=K puntos. Si se conoce que la DEP tiene dos picos separados a
una distancia de 2[rad=s℄, cual debe ser el mı́nimo valor de M para poder detectar correctamente la
presencia de ambos picos?
Problema 3.15. Sea la sucesión aleatoria, cuya función de correlación propia se da por la expre-
sión R[k℄ = 0:8jkj, k = 0;1;2; : : :. Si se emplean 10 valores discretos para estimar la función de
correlación, mediante el correlogramas (3.67). Hallar el sesgo de la estimación para todo los k.
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3.4. Estimación espectral paramétrica
En los métodos paramétricos, la señal aleatoria medida se analiza como la salida de un
sistema lineal e invariante en el tiempo, al cual se aplica una entrada con caracteŕısticas de
aleatoriedad definidas a priori. En la práctica, el modelo más usado corresponde al excitado
por RBG y con función de transferencia racional del sistema. Los procesos de salida de los
modelos de esta clase tienen DEP que se describe completamente, mediante los coeficientes
de la respectiva función de transferencia y la varianza del RBG de entrada.
En esencia, los métodos paramétricos incluyen alguna información sobre los procesos
analizados, que tiene en cuenta sus propiedades y su naturaleza interna; información que
se desprecia en los métodos no paramétricos. Como resultado, los métodos paramétricos
permiten obtener estimaciones con mayor precisión y mayor resolución.
La estimación espectral paramétrica consta de tres etapas:
1. Selección del modelo paramétrico de la señal aleatoria analizada
2. Estimación de los parámetros del modelo seleccionado de la señal aleatoria de acuerdo
a las trayectorias conocidas
3. Cálculo de la DEP mediante la sustitución en el modelo teórico de los parámetros
estimados
3.4.1. Reacción de un sistema lineal a una señal estacionaria
Sea la entrada x[n℄ una sucesión estacionaria con valor medio 0, entonces y[n℄ representa
la salida del sistema lineal e invariante en el tiempo, la cual también es estacionaria y se
describe comoy[n℄ = H fx[n℄g
La función de correlación propia de la respuesta se determina por la convolución [25]:ry[m℄ = rx[m℄ 0 1Xk= 1h[k +m℄h[k℄1A
que empleando la transformada Z se obtieneSy(z) = SxH(z)H(1=z) (3.76)
donde Sx(z) = Z frx[m℄g, Sy(z) = Z fry[m℄g, H(z) = Z fh[m℄g.
Sea la entrada RBG, con valor medio igual a 0 y potencia 2, tal queSx(z) = Z f2Æ[m℄g = 2
entonces, la salida y la entrada del respectivo sistema lineal e invariante en el tiempo tiene
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la forma:Sy(z) = 2H(z)H(1=z)
La última ecuación muestra la relación de proporcionalidad que hay entre la función de
transferencia del filtro del modelo y la DEP de señal aleatoria analizada.
3.4.2. Modelos paramétricos de señales aleatorias
La descripción paramétrica de las estad́ısticas de segundo orden también aplica a las suce-
siones de discretización de las señales aleatorias. En este sentido, el modelo es adecuado
para la aproximación de señales aleatorias discretas, se describe mediante la señal de salida
de un sistema lineal e invariante en el tiempo, expresada por la ecuación de diferencias en
coeficientes complejosx[n℄ =   pXk=1 akx[n  k℄ + qXk=0 bku[n  k℄ (3.77a)= 1Xk=0h[k℄x[n  k℄ (3.77b)
donde u[n℄ es la sucesión de excitación o la entrada del sistema, x[n℄ es la sucesión a la
salida del filtro causal (h[k℄ = 0; 8k < 0), el cual conforma los datos observados. Se asume
que el sistema lineal tiene función de transferencia racional, H(z) = B(z)=A(z), para la
cual los polinomios se determinan comoA(z) = 1 + pXk=1 akz kB(z) = 1 + qXk=0 bkz k; b0 = 1H(z) = 1 + 1Xk=1hkz k
Se asume además que los ceros de los polinomios A(z) y B(z) se encuentran ubicados
dentro del ćırculo unitario de convergencia del plano Z, con el fin de garantizar la estabilidad
del filtro.
En concordancia con (3.76) los espectros de entrada y salida en un sistema lineal e
invariante en el tiempo se relacionan como:Sx(z) = Su(z)H(z)H(1=z) = Su(z)B(z)B(1=z)A(z)A(1=z) (3.78)
La sucesión de entrada u[n℄, usualmente, no es observable y, por lo tanto, no se puede
emplear en el análisis espectral. Los modelos paramétricos, como se muestra en la Figura
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3.9 emplean en calidad de señal de excitación una sucesión de RBG con valor medio cero










u[n℄ x[n℄ [n℄ x+ [n℄
Figura 3.9. Diagrama de formación de un modelo paramétrico de un proceso aleatorio
En general, las propiedades de la señal aleatoria modelada, dependen de la estructura
y valores de los parámetros del filtro formante, además de las propiedades de la señal de
entrada.
En caso de ser necesario el modelado de datos de medición en forma de una mezcla
aditiva del modelo paramétrico más alguna perturbación [n℄, entonces, la perturbación se
agrega a la salida del filtro formante, como se muestra en la Figura 3.9.
En la estimación de la DEP, se emplean modelos excitados por RBG los cuales se clasi-
fican en tres clases
1. modelos de procesos autorregresivos (AR)
2. modelos de procesos de media deslizante (MA)
3. modelos de procesos autorregresivos y media deslizante (ARMA)
Las diferentes clases, que se muestran en la Tabla 3.3, se diferencian por el tipo de función
de transferencia discreta del filtro formante y, en consecuencia, por el tipo de ecuación lineal
de diferencia que describe la sucesión de salida aleatoria.
Modelo Ecuación Función
paramétrico iterativa de transferencia
AR x[n℄ =   pPk=1x[n  k℄ + u[n℄ 11 + pPk=1 akz k
MA x[n℄ = u[n℄ + qPk=1 bku[n  k℄ 1 + qPk=1 bkz k
ARMA x[n℄ = pPk=1 akx[n  k℄ + u[n℄ + qPk=1 bku[n  k℄ 1 + qPk=1 bkz k1 + pPk=1 akz k
Tabla 3.3. Caracteŕısticas de los modelos paramétricos
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Modelos ARMA. Se describen por la ecuación de diferencias generalizada (3.77a), en
la cual como se observa de la Tabla 3.3, se tienen polos y ceros. La DEP para un modelo
ARMA se obtiene al sustituir en (3.78), z = ej
:S(
) = 2 B(
)A(





donde los vectores columna de los exponentes complejos ep y eq, mas los coeficientes a y b
son de la formae>p = (1; ej
; : : : ; ejp
); e>q = (1; ej
; : : : ; ejq
)a> = (1; a; : : : ; ap); b> = (1; b; : : : ; bq)
Es anotar que la DEP se calcula en el rango de frecuencias normalizadas 
 2 [ ; ℄.
De la expresión (3.79), es claro que el modelo ARMA se caracteriza por los parámetrosa, b y la varianza del ruido blanco 2.
Modelo MA. De acuerdo con la función de transferencia mostrada en la Tabla 3.3, la
respuesta a impulso en este caso esx[k℄ = 8<:bk; k = 0; 1; : : : ; q;0; en otro caso.
que tiene longitud finita y, por lo tanto, en concordancia con la expresión (1.57), los filtros
formantes de los modelos MA pertenecen a la clase de los no recursivos. La DEP del proceso
se calcula haciendo en (3.79) p = 0, de acuerdo a la expresión:S(
) = 2 jB(
)j2 = 2eHq (
)bbHeHq (
)
Modelo AR. De la Tabla 3.3, se observa que la respectiva función de transferencia no
tiene ceros, (q = 0), y presenta solamente polos (todo polos), los cuales tienen respuesta a
impulso con longitud infinita, estos pertenecen a la clase de los recursivos. La DEP de un
proceso AR, haciendo q = 0, resulta enS(
) = 2jA(
)j2 = 2eHp (
)aaHeHp (
)
3.4.3. Estimación de los parámetros a partir de la función de
correlación
Sea conocida la función de correlación propia de la sucesión aleatoria en análisis. Entonces,
al multiplicar ambas partes de la ecuación (3.77a) por el factor x[n  m℄ y calculando la
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esperanza matemática se obtieneEfx[n℄x[n  k℄g =   pXl=1 alEfx[n  l℄x[n  k℄g+ qXl=0 blEfu[n  l℄x[n  k℄g
que en términos de la función de correlación se escribe comorx[k℄ =   pXl=1 alrx[k   l℄ + qXl=0 blrux[k   l℄
la función de correlación mutua rux[k℄ entre las secuencias de entrada y salida se pueden
expresar mediante los parámetros de la respuesta impulso h[m℄:rux[k℄ = Efu[n+ k℄x[n℄g = Efu[n+ k℄u[n℄ + 1Xm=1h[m℄u[n m℄g= ru[k℄ + 1Xm=1h[m℄ru[k +m℄
por cuanto u[n℄ es una sucesión de RBG con varianza 2, entonces,rux[k℄ = 8>><>>:0; k > 0;2; k = 0;2h[ k℄; k < 0:
De lo cual se obtiene la expresión que relaciona los coeficientes del modelo ARMA con
la función de correlación propia de la señal discretizada aleatoria x[n℄rx[k℄ = 8>>>>><>>>>>:rx[ k℄; k < 0;  pPl=1 alrx[k   l℄ + 2 qPl=k blh[l  k℄; 0  k  q;  pPl=1 alrx[k   l℄; k > q: (3.80)
donde h[0℄ = 1, por definición, además con el fin de cumplir la condición de causalidad, el
filtro debe tener respuesta a impulso h[k℄ = 0;8k < 0.
Cabe anotar que la relación en los parámetros del modelo ARMA y la función de cor-
relación es no lineal, en particular, el sistema de ecuaciones (3.80) es no lineal, debido a
la presencia del término
Pql=k blh[l   k℄. Sin embargo, cuando el modelo paramétrico es
del tipo AR, el modelo tiene carácter lineal. Aśı, asumiendo en (3.80) bl = Æ[l℄, entonces se
obtienerx[k℄ =   pXl=1 alrx[k   l℄ + 2h[ k℄; 0  k  q
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Debido a que h[ k℄ = 0;8k > 0, h[0℄ = lmz!1H(z) = 1, entonces de (3.80) se tiene querx[k℄ = 8>>>><>>>>:  pPl=1 alrx[k   l℄; k > 0;  pPl=1 alrx[ l℄ + 2; k = 0;rx[ k℄; k < q: (3.81)
Las expresiones (3.81) corresponden a las ecuaciones normales de Yule–Walker para un
proceso AR [29]. Estas ecuaciones, en general, caracterizan la relación no lineal entre los
parámetros del proceso AR y la función de correlación propia de la señal aleatoria analizada.
Sin embargo, conocida la función de correlación propia se pueden determinar los parámetros
del modelo AR al resolver un sistema de ecuaciones lineales lo cual se puede observar al
plantear (3.81) en forma matricial:266664 rx[0℄ rx[ 1℄    rx[ (p  1)℄rx[1℄ rx[0℄    rx[ (p  2)℄... ... . . . ...rx[p  1℄ rx[p  2℄    rx[0℄ 377775266664a1a2...ap377775 = 266664rx[1℄rx[2℄...rx[p℄377775 (3.82)
De esta manera, conocida la sucesión de valores rx[k℄;  p  k  p, para la función
de correlación propia, entonces los parámetros del modelo AR se pueden hallar como la
solución del sistema de ecuaciones lineales (3.82). Cabe anotar que la matriz de función
de correlación en (3.82) es Toeplitz y Hermitiana, debido a rx[ k℄ = rx[k℄, por lo que
la obtención de los valores 2, a1, a2; : : :, ap se puede hacer empleando el algoritmo de
Levinson-Durbin [29].
La relación de los valores, entre la función de correlación propia y los parámetros del
modelo MA, se puede obtener de (3.80) asumiendo p = 0 y teniendo en cuenta que para
los sistemas no recursivos se cumple que h[k℄ = bk;81  k  q, entonces,rx[k℄ = 8>>><>>>:0; k > q;2 qPl=k blbl k; 0  k  q0; k < 0 (3.83)
Luego, la relación entre los parámetros MA y la función de correlación tiene carácter
no lineal, condicionado por la convolución en (3.83). Otra forma conocida de estimar los
parámetros del modelo AR, consiste en hallar directamente la solución del sistema de
ecuaciones lineales, que se obtiene de la relación (3.80) para los p valores del ı́ndice k,
ubicados en el intervalo q  k  q+p  1. Los valores de los parámetros AR se encuentran
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Figura 3.10. Ejemplo 3.10 calculado mediante el sistema modificado de Yule–Walker
La expresión (3.84) se denomina sistema de ecuaciones normales de Yule–Walker para
los modelos ARMA o sistema modificado de Yule–Walker.
En la Figura 3.10, se muestra el ejemplo 3.10, calculado mediante el sistema modificado
de Yule–Walker para diferentes órdenes del modelo.
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Problemas
Problema 3.16. Demostrar la igualdad de la ecuación (3.79).
Problema 3.17. Implementar el algoritmo de Levinson-Durbin para las ecuaciones normales de
Yule-Walker para un proceso AR.
Problema 3.18. Determinar la media y la autocorrelación de la secuencia x[n℄, que es salida de un
proceso MA descrito por la ecuación en diferenciasx[n℄ = w[n℄  2w[n  1℄ + w[n  2℄
donde w[n℄ es RBG con varianza 2w.
Problema 3.19. Considerar un proceso MA descrito por la ecuación en diferenciasx[n℄ = w[n℄ + 0:81w[n   2℄
donde w[n℄ es un RBG con varianza 2w. Determinar los parámetros de los modelos AR de órdenesp = 2; 4; 8.
Problema 3.20. Hallar el correlograma y la DEP de la estimación del valor medio de longitud q:x[n℄ = 1q (u[n℄ + u[n  1℄   + u[n  q + 1℄)
Problema 3.21. Hallar la DEP, expresada mediante la respectiva función de correlación propia,
para los procesos generados mediante un filtro formante con las siguientes funciones de transferen-
cia (a): H(z) = b0 + b1z 1: (b): H(z) = b0 + b1z 1 + b2z 2:
Problema 3.22. Hallar el valor medio de la sucesión aleatoria descrita por la siguiente ecuación de
diferencias:x[n℄ = x[n  1℄ + u[n℄; n  0; x[ 1℄ = 0
donde u[n℄ es RBG discreto con media mu y función de correlación ru = 2uÆ[k℄
Caṕıtulo 4
Procesos aleatorios de Markov
4.1. Definición y clasificación
Un proceso aleatorio  (t) se denomina proceso de Markov cuando para un valor fijo de (u), los demás valores aleatorios de  (t) ; t > u, no dependen de  (s) ; s < u [15].
Esto es, si para cualquier conjunto de argumentos de tiempo t1; t2; : : : ; tn definidos en
el intervalo de análisis [0; T ℄ la FDP condicional del último (extremo) valor  (tn), con (t1) ;  (t2) ; : : : ;  (tn 1), depende solamente de  (tn 1), con lo cual, para el conjunto1; 2; : : : ; n, es cierta la siguiente relación:P ( (tn)  nj (t1) = 1; : : : ;  (tn 1) = n 1) = P ( (tn)  nj (tn 1) = n 1)
Una forma alterna de descripción del proceso de Markov está en su definición simétrica
en los momentos de tiempo tm; tn; tl:P ( (tm)  m;  (tl)  l j  (tn) = n)= P ( (tm)  m j  (tn) = n)P ( (tl)  l j  (tn) = n) (4.1)
lo cual implica, que para un estado determinado del proceso ,en el momento actual de tiem-
po tn, los estados futuro tl y pasado tm cumplen la condición de independencia estad́ıstica.
De las anteriores definiciones, para los procesos de Markov, se deduce que la FDP con
dimensión n que brinde la mayor información se puede representar en la forma,p (1; 2; : : : ; n) = p (1) n 1Yi=1 p (i+1 j i) (4.2)
esto es, cualquier FDP con dimensión n de un proceso de Markov, se puede hallar empleando
(4.2), cuando se conocen la FDP con dimensión simple del proceso y las densidades de
probabilidad (o probabilidades) condicionales de cambio o transición. En forma general,
la evolución de las probabilidades de cambio, P ( (t)   j (t0) = 0), se describe por la
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ecuación:ddtP = K fPg (4.3)
donde K es un ciero operador lineal (matriz, diferenciador, etc.). La descripción opera-
cional del sistema en (4.3), permite analizar el comportamiento de los procesos de Markov,
empleando métodos conocidos de solución para las respectivas ecuaciones diferenciales, en
las cuales el carácter de las tareas f́ısicas desarrolladas pueden ser variadas, de acuerdo a
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Figura 4.1. Influencia de la frontera en la
trayectoria del proceso
Sea el comportamiento de un sistema que
se describe por alguna ecuación que cumpla
(4.1), para unas condiciones iniciales dadas
(el estado del sistema en el momento ini-
cial t0). Si no se asume alguna otra restric-
ción se debe hallar directamente la solu-
ción de (4.3), en caso contrario las condi-
ciones ĺımite deben reflejar las restricciones
de solución. Las mismas restricciones tienen
diferente naturaleza. Por ejemplo, un punto
que refleja el comportamiento del sistema,
que comienza su movimiento desde el es-
tado inicial del sistema (t0) = 0, cuando
llegue al ĺımite  (t) =  puede absorberse y
el funcionamiento del sistema se detiene (Figura 4.1, trayectoria 1).
En otro caso, el punto puede reflejarse de la frontera  (trayectoria 2), y aśı sucesivamente.
Si la frontera  es absorbente, entonces además de estimar la probabilidad de transiciónP para  < , se puede hallar la probabilidad de absorción en algún tiempo T , o en la
esperanza matemática, varianza o algún otro momento de tiempo T , en el cual el sistema
por primera vez alcanza la frontera .
La ecuación (4.3) tiene las siguientes formas de caracterización de los procesos de Markov:
1. Procesos de tiempo discreto y espacio discreto de fase,
2. Procesos de tiempo discreto y espacio continuo de fase
3. Procesos de tiempo continuo y espacio discreto de fase,
4. Procesos de tiempo continuo y espacio continuo de fase.
4.1.1. Cadenas de Markov
Sea una señal aleatoria (t) que toma una cantidad finitaK de valores discretos, pertenecientes
al conjunto f#1; : : : ; #Kg, tal que en los momentos determinados del tiempo (t0 < t1 < t2 <   ) los valores del proceso aleatorio cambian de manera abrupta (con probabilidades de
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cambio conocidas), esto es, los cambios forman la sucesión aleatoria 0 ! 1 ! 2;    ,
siendo n =  (tn) el valor de la sucesión para el intervalo n de tiempo.
Una cadena compuesta de Markov de orden m 2 Z implica que la probabilidad de un
nuevo valor del proceso depende, sola y estrictamente, de los m valores que lo anteceden:P (n j 0; 1; : : : ; n 1) = P (n j n m; : : : ; n 1)
En general, una cadena de orden m se puede representar por una cadena simple (m = 1),
razón por la cual, de forma usual, el análisis de los procesos de Markov se realiza sobre
cadenas simples, para las cuales las probabilidades conjuntas y finitas, determinadas a
partir de (4.2), se expresan por medio de las probabilidades de cambio P ( j  1):P (0; 1; : : : ; n) = P (0) nY=1P ( j  1)
Las cadenas simples de Markov, en la mayoŕıa de los casos prácticos, se usan para la
estimación de los diferentes valores de probabilidad en los momentos del tiempo tn > t0,
y particularmente, cuando n ! 1. En la descripción de las cadenas, es usual el empleo
de las siguientes notaciones para los vectores columna de la probabilidades marginales y
matrices de las probabilidades condicionales (ambas probabilidades deben cumplir con las
condiciones de realización f́ısica y normalización):8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
P (n) = fpk (n) = P (n = #k) : k = 1; : : : ;Kg ; n = 0; : : : ; N (; n) = fmk (; n) = P (n = #k j  = #m) : m;k = 1; : : : ;Kg ; 0    n; n = 0;pk (n)  0; KPk=1 pk (n) = 1; n = 0; : : : ; Nmk (; n)  0; KPk=1 mk (; n) = 1; m = 1; : : : ;K
(4.4)
El valor de pk (n) es el valor de la probabilidad marginal de #k en el instante n, cuandot = tn. Mientras, mk (; n) determina la probabilidad condicional del valor #k en tn, si en
el momento anterior t < tn el valor del proceso fue igual a #n. Basados en la relación de
probabilidad completa (2.3), para el sistema de (4.4), se escribe la ecuación de Markov:
P (n) = T (; n)P () (; n) =  (;m) (m;n) = n  1Yi=0  (+ i; + i+ 1); n > m >   0 (4.5)
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con lo cual, para la determinación de la matriz  (; n) ;   n, es suficiente conocer
la sucesión de matrices por cada intervalo de las probabilidades de cambio. Más aún, se
puede afirmar que la descripción completa de una cadena simple de Markov se alcanza
con la probabilidad del estado inicial y la matriz de las probabilidades de transición de la
sucesión: = 2666411 12    1K21 22    2K           K1 K2    KK37775 (4.6)
En las cadenas homogéneas, la probabilidad de cambio es invariable al tiempo y depende
solamente de la diferencia de argumentos: (; n) =  (n  ), n >   0
A partir de (4.5) y al notar  =  (1), se obtiene que la matriz de transición en una
cadena simple y homogénea de Markov, después de n pasos, es igual a: (n) = n; PT (n) = PT (0)n (4.7)
Ejemplo 4.1. Hallar la probabilidad de que después de n pasos la variable aleatoria pasa
del estado #i al estado #j , si el proceso corresponde a una sucesión simple homogénea de
Markov con K estados.
La matriz de transición corresponde a la expresión (4.6), de la cual se observa que la prob-
abilidad de que la variable aleatoria pase del estado #i ! #j en un solo paso es igual a ij .
Al punto j en dos pasos, la sucesión aleatoria puede llegar de dos maneras: i ! l; l ! j.
La probabilidad de que la sucesión tome exactamente esa trayectoria es igual a illj . Sin
embargo, la cantidad de posibles puntos es K, por lo que teniendo en cuenta el teorema (2.1),
se obtieneij (2) = KXl=1 illj ;  (2) = fij (2) : i; j = 1; : : : ; Kg
La sumatoria abierta del elemento ij (2) es igual a,ij (2) = KXl=1 illj = i11j + i22j +   + iKKj
la cual corresponde a la expresión para la multiplicación de matrices, esto es, (2) =  (1) (1) = 2
De manera similar, se obtiene la matriz para 3; 4; : : : ; n pasos:  (n) = n.
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Ejemplo 4.2. Sea la matriz de transición = 1/2 1/22/5 3/5
Hallar la matriz de transición para dos pasos y calcular las probabilidades de que el sistema
llega al estado 1 en un paso, además al estado 2 en dos pasos, si se conoce el estado inicial:p0 (1) = 1 y p0 (2) = 0.
Por cuanto,  (2) = 2, entonces (2) = 1/2 1/22/5 3/5 1/2 1/22/5 3/5 = 11 (2) 12 (2)21 (2) 22 (2) =  9/20 11/2011/25 14/25
las probabilidades absolutas pj (n), teniendo en cuenta el vector dado inicial PT (0) = [1 0℄,
se hallan de la expresión (4.7),
PT (1) = [1 0℄ 1/2 1/22/5 3/5 = [1/2 1/2℄
PT (2) = [1 0℄  9/20 11/2011/25 14/25 = [9/20 11/20℄
La lectura de los resultados obtenidos es la siguiente: si la sucesión inicialmente se encontraba
en el primer estado, entonces la probabilidad de que en un paso la trayectoria se quede en
este mismo valor de estado es igual a 1/2, e igual a 1/2, si toma el segundo estado. Para estas
mismas condiciones iniciales, la probabilidad de que en dos pasos la sucesión tome el segundo
estado es igual a 9/20, mientras la probabilidad de tomar el segundo estado es 9/20.
Una cadena homogénea se denomina estacionaria si se cumple que P (n) = P, lo cual
implica que no depende del valor normalizado del tiempo n. En forma general, las probabil-
idades finales P, si existen, se hallan como resultado del ĺımite de la matriz de transición,
P = lmn!1P (n) (4.8)
Sin embargo, si se tiene que las probabilidades iniciales P (0) coinciden con las proba-
bilidades finales correspondientes P, entonces la cadena de Markov es estacionaria a partir
del momento de tiempo t0.
Las probabilidades finales deben satisfacer el siguiente sistema lineal de ecuaciones alge-
braicas de orden K:
I  TP = 0 (4.9)
además de la condición adicional
PKk=1 pk = 1; pk  0, siendo I la matriz unitaria. Debido
a la condición (4.4) las K ecuaciones de (4.9) son linealmente dependientes. Por lo tanto,
las K probabilidades finales se deben determinar a partir de las ecuaciones de (4.9).
La clasificación de los estados de un proceso de Markov depende de si, dado un estado,
el proceso puede llegar hasta cualquier otro estado. Un estado #j se denomina sin retorno
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si existe un estado #k; k 6= i, después de una cantidad de pasos n, tales que jk(n) > 0,
pero kj = 0, 8m. Los estados con retorno suponen el retorno desde cualquier estado del
proceso, inclusive si la cantidad de pasos en la dirección de ida y en la de retorno no son
iguales. De otra parte, la pareja de estados se denomina conectiva, si dados n;m se cumplen
las condiciones jk(n) > 0 y kj(m) > 0. El conjunto de estados con retorno y conectivos
se denomina ergódico. Por cierto, si dado un valor suficientemente grande de pasos n0, se
cumple que todos los elementos de la matriz n son todos positivos para cualquier n > n0,
entonces el proceso se define como regularmente ergódico.
En los procesos ergódicos, se define la matriz fundamental, por medio de la cual se pueden
hallar otras caracteŕısticas estad́ısticas básicas del proceso, en la forma
Z = (I + +G) 1
donde G es la matriz, en la cual cada fila es igual al vector PT de las probabilidades finales
en (4.8).
Ejemplo 4.3. Hallar el valor asintótico de las probabilidades absolutas P (n), para n!1,
de una cadena ergódica de Markov.
La ecuación (4.7) determina las probabilidades absolutas después de n pasos de la sucesión,
para la cual se analiza la siguiente relación ĺımite por cada uno de sus términos elementales,lmn!1 pj (n) = lmn!1 KXi=1 pi (0)ij (n) = KXi=1 pi (0) lmn!1 ij (n)
Al tener en cuenta, los valores finales de probabilidad, en correspondencia con la definición
de ergodicidad, se obtiene,lmn!1 pj (n) = KXi=1 pi (0)ij = ij KXi=1 pi (0)
que muestra la validez de (4.8), debido a que
PKi=1 pi (0) = 1.
Ejemplo 4.4. Establecer si la matriz de transición del ejemplo 4.2 es o no ergódica; en tal
caso, calcular las probabilidades finales.
En el ejemplo 4.2 se obtuvo la matriz de transición para 2 pasos igual a  (2) = 2, con
todos su elementos positivos, fij (2)  0g. De lo cual se puede afirmar que los elementos de
la matriz n para n ! 1, también serán estrictamente positivos y, por lo tanto, la cadena
es ergódica.
En cuanto a las probabilidades finales, éstas se calculan resolviendo las condiciones en (4.9),
que para cada uno de los elementos toma la forma,8><>>:pi = KPl=1 plljkPi=1 pi = 1; pi > 0
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En el caso concreto, se tiene las siguientes ecuaciones:8<:p1 = p111 + p221 = p11/2 + p22/5p2 = p112 + p222 = p11/2 + p23/5p1 + p2 = 1
De la primera ecuación se tiene p11/2 = p22/5, p11/2 = p22/5; p1 = 1   p2, entonces,p1 = 4/9; p2 = 5/9. Los resultados obtenidos al resolver el problema 4.1, en el primer caso,
muestran que los elementos de las matrices 3;4; : : : ; convergen a los resultados obtenidos.
4.1.2. Procesos discretos de Markov
Sea un proceso aleatorio  (t) que toma solamente valores discretos f#k : k = 1; : : : ;Kg,
pero cuyo cambio no ocurre en momentos fijos, sino en valores aleatorios del tiempo (Figura
4.2), caso en el cual las notaciones de (4.4) se formulan de nuevo aśı:8>>>>>>><>>>>>>>>:
P (t) = fpk (t) = P ( (t) = #k) : k = 1; : : : ;Kg (t0; t) = fmk (t0; t) = P ( (t) = #k j (t0) = #m) : m;k = 1; : : : ;Kg ; 0  t0  tpk (t)  0; KPk=1 pk (t) = 1mk (t0; t)  0; KPk=1mk (t0; t) = 1; j = 1; : : : ;K
(4.10)
Similar a (4.5), para las probabilidades de cambio se cumple la ecuación de Chapman-























Figura 4.2. Procesos discretos
En los procesos discretos de Markov se
asume la propiedad de ordinariedad [15],
según la cual, para intervalos relativamente
pequeños de tiempo t entre los discretos,
se considera que la probabilidad kk de que
el valor actual no cambie, excede la proba-
bilidad de transición de este valor, esto es,kk (t; t+t) = 1 + akk (t)t+ o (t)mk (t; t+t) = akl (t)t+ o (t)
(4.12)
donde o (t) denota los términos residuales, considerados insignificantes, mayores al de
primer orden con relación a t: lmt!0 o(t)t = 0:
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De acuerdo con la condición de estacionariedad (4.7), de la última expresión se tiene queakk (t) =  Xm6=k akm (t)  0; akm (t)  0 (4.13)
Además, tienen lugar las siguientes igualdades: (t0; t0) = I;  (t0; t+t) = I +A (t)t+ o (t) (4.14)
donde A (t) corresponde a la matriz infinitesimal de probabilidades. Reemplazando la igual-
dad (4.14) en (4.11), y haciendo t! 0 se obtiene la ecuación de Kolmogorov en el sentido
directo (esto es, orientada en el sentido natural de desarrollo del tiempo):t (t0; t) = (t0; t)A (t) (4.15)
cuya solución general, con condiciones iniciales (4.14) y cuando A (t) = A = onst:, corre-
sponde a la matriz exponencial(t0; t) = exp(A(t  t0)) (4.16)
Un proceso discreto de Markov conserva su tipo, cuando se analiza su desarrollo en el
sentido contrario del tiempo, para el que se tiene la ecuación inversa de Kolmogorov :t0 (t0; t) =  A(t0)(t0; t); t  t0
que tiene como solución, asumiendo A (t) = A = onst:, la matriz de forma exponencial
P(t0; t) = exp(AT(t  t0))P(t0)
A su vez, un proceso discreto de Markov se denomina homogéneo si la matriz de transición
depende solamente de la diferencia  = t  t0; entonces:(t0; t) = (t  t0) =  ( )
De la condición (4.12), se observa que para un proceso discreto de Markov homogéneo,
la matriz de transición de probabilidades infinitesimales A (t) = A no depende del tiempo
y el sistema de ecuaciones diferenciales de (4.15) se simplifica hasta la expresión: ( ) =  ( )A (4.17)
Un proceso discreto de Markov se considera ergódico, si para  !1 existen los valores
ĺımites de las probabilidades de estados P = lm!1P( ). Aśı mismo, dada la condiciónPKk=1 pk = 1, las probabilidades de los valores estacionarios se determinan del sistema al-
gebraico de ecuaciones con K   1 variables: ATP = 0.
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Ejemplo 4.5. Hallar la probabilidad Pk (t) de que un proceso discreto homogéneo de Markov
en el momento de tiempo t se encuentre en el estado #k; k = 1; : : : ; K.
La solución básicamente consiste en hallar la probabilidad Pk (t+t) de que el proceso tome
el valor #k en un tiempo (t+t), para luego hallar la relación ĺımite de cambio. En este
caso, se considera que el proceso puede llegar #k, con probabilidad de cambio lk (t; t+t)
a partir del estado #l en los siguientes casos:
1. #k ! #k, el proceso no cambia de estado con probabilidad de transición kk (t; t+t).
2. #k 1 ! #k ! k 1;k (t; t+t)
3. #k+1 ! #k ! k+1;k (t; t+t)
4. #kq ! #k, ! kq;k (t; t+t), para q  2, cuando el sistema varia, bien a niveles
superiores o bien sea a niveles inferiores, en dos o más estados.
Las respectivas probabilidades de transición se calculan de la ecuación (4.12) que, teniendo
en cuenta la homogeneidad del proceso, toma la forma8<:k;k+1 (t) = kt+ o (t) ;   0k;k 1 (t) = kt+ o (t) ;   0;  > 0k;q (t) = o (t) ; q  2
con lo cual se tiene,k;k (t) = Pk (t) (1  k;k+1 (t)  k;k 1 (t)  k;q (t))= Pk (t) (1  kt  kt  3o (t))k;k 1 (t) = Pk 1 (t) (k 1t+ o (t))k;k+1 (t) = Pk+1 (t) (k+1t+ o (t))k;kq (t) = Pkq (t) o (t)
Por cuanto, los cuatro eventos son independientes y no excluyentes, entonces, la probabilidadPk (t+t) es igual a la suma de las anteriores cuatro probabilidades de transición,Pk (t+t) = Pk (t) (k + k)Pk (t)t+k 1Pk 1 (t)t+k+1Pk+1 (t)t+Ok (t) (1)
donde Ok (t) =  3Pk (t) o (t) + Pk 1 (t) o (t) + Pk+1 (t) o (t) + Pkq (t) o (t) es el
término relacionado con la probabilidad de transición del estado actual a otro estado que
se diferencie en dos o más niveles, y la cual se considera infinitamente pequeña, esto es, se
asume el cambio suficientemente lento del proceso, tal que no se consideran saltos de más de
un nivel de diferencia.
De la ecuación (1), asumiendo Ok (t) = 0, entonces se tiene quePk (t+t)  Pk (t)t =   (k + k)Pk (t) + k 1Pk 1 (t) + k+1Pk+1 (t)
que al realizar el cambio ĺımite da como resultado la expresión,dPn (t)dt =   (k + k)Pk (t) + k 1Pk 1 (t) + k+1Pk+1 (t) (2)
De forma similar se obtiene la relación para probabilidad del estado más bajo del sistema#1, asumiendo Pk 1 (t) = 0 y 1 = 0, mientras para el estado más alto, #K , se asume,Pk+1 (t) = 0 y K = 0. La generalización de (2) corresponde a la ecuación (4.17) para un
proceso discreto homogéneo con K estados.
Cabe anotar que la forma de cambio de los parámetros k =  (k) ; k =  (k) determina
la dependencia en el tiempo de Pk (t) (o Pk en los procesos ergódicos). Aśı por ejemplo, si
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se tiene k = 0 y k = , entonces la probabilidad Pk (t) corresponde a la FDP de Poisson
con parámetro , mostrada en el ejemplo 2.8. En cambio, cuando k = ; y k = k,
asumiendo la ergodicidad del proceso, la probabilidad Pk (t) corresponde a la FDP de Erlang,
que corresponde a un caso particular de la   densidad (2.28).
Cuando uno de los parámetros correspondientes a las probabilidades de transición, presentes
en la ecuación (1), se asume igual a cero, implica que el proceso tiene una sola dirección de
desarrollo: si  (k) = 0; 8k, entonces, el proceso nunca crece y su desarrollo corresponde a la
disminución del orden del estado (desintegración o muerte), cuando  (k) = 0; 8k, el proceso
nunca decrece y aumenta de forma progresiva el orden de los estados (nacimiento).
Ejemplo 4.6. Un proceso discreto homogéneo de Markov puede encontrase en uno de dos
posibles estados: f#k : k = 1; 2g. El cambio del primer estado #1 ! #2 ocurre con probabil-
idad dt, mientras el cambio #2 ! #1 ocurre con probabilidad dt. Hallar las respectivas
probabilidades Pk (t) de que el proceso se encuentre en cada uno de los dos estados, asumiendo
que el proceso en el tiempo t = 0 se encuentra en el estado #1.
De las condiciones del proceso se tiene que A12 =  y A21 =  y, teniendo en cuenta (4.13),A11 =  , A22 =  . Por lo tanto, la ecuación (4.15) para las probabilidades de estado
definidas en (4.10) p1 (t) = P1 (t) y p2 (t) = P2 (t), toma la formadP1/dt =  P1 + P2; dP2/dt = P1   P2 (3)
Por cuanto, P1 + P2 = 1, se emplea una sola ecuación en (3), por ejemplo, la primera,dP1/dt =  P1 + ;  = + 








(a) Proceso con dos estados








k = 0k = 1k = 2k = 3
(b) Proceso de nacimiento y varios estados
Figura 4.3. Dependencia de las probabilidades de estado en el tiempo
Inicialmente, se asume el valor de P1 = 1, para t = 0, esto es, al principio el proceso con
certeza se encuentra en el estado #1. Entonces, de (4.16) se obtiene la soluciónP1 (t) = e t +   1  e t ; P2 (t) =   1  e t
El análisis de ambas funciones de probabilidad, cuando t!1, muestra que se obtienen los
valores asintóticos constantes, que no dependen de las condiciones iniciales,P1 = /; P2 = /
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de lo cual se establece que el proceso es ergódico.
Como antes se dijo, los coeficientes  y  determinan la forma de las probabilidades de estado
del proceso, como se observa en la Figura 4.3(a), en la cual se muestran ejemplos de cálculo
para  = (ĺınea 9 9 K),   ,(   ) y  = 0(con ĺınea continua). Este último caso, que
corresponde a un proceso de nacimiento, #k ! #k+1, se puede generalizar para  (k) =  yk estados,Pk (t) = (t)kk! e t
Las respectivas dependencias para k = 0; 1; 2; 3 se muestran en la Figura 4.3(b), en la cual
además se muestra el estado más probable del procesos en cada momento del tiempo.
4.1.3. Procesos continuos de Markov
El dominio del proceso aleatorio con valores continuos x (t) y el dominio de su definición[0; T ℄ son conjuntos continuos, lo cual no significa que el proceso de Markov sea continuo,
más bien, el término proceso de valores continuos significa que sus valores, definidos en
un dominio continuo, cambian de manera abrupta en forma incremental en un dominio
continuo de tiempo.
Sea la FDP p (x (tk)jx (t1) ; : : : ; x (tk 1)) para la señal aleatoria  (t), asumiendo que
son conocidos todos los valores del proceso correspondientes a los momentos previos,t1; : : : ; tk 1. La suposición Markoviana (4.2), en el caso continuo, se escribe en la forma,p (x (tk)jx (t1) ; : : : ; x (tk 1)) = p (x (tk)jx (tk 1))
En este caso, la FDP conjunta de los k valores considerados del proceso es igual a,p (x (t1) ; : : : ; x (tk)) = p (x (tk)jx (t1) ; : : : ; x (tk 1)) p (x (t1) ; : : : ; x (tk 1)) == p (x (t1)jx (tk 1)) p (x (tk 1)j x (tk 2))      p (x (t2)jx (t2)) p (x (t1))
esto es, la FDP de los valores de un proceso de Markov de cualquier dimensión, se puede des-
doblar a través de densidades de probabilidad de dos dimensiones del tipo p (x (tn)j x (tn 1))
y la FDP p (t1), correspondiente al inicio del proceso.
De otra parte, teniendo en cuenta la relación uńıvoca entre las FDP condicionales y
marginales del proceso, dadas por el teorema de Bayes 2.3, entonces se puede afirmar que
todas las funciones de probabilidad de un proceso de Markov, de forma uńıvoca, también
pueden expresarse mediante una FDP con dos dimensiones, correspondientes a dos valores
cualesquiera del tiempo. A su vez, esta FDP de dos dimensiones caracteriza de manera
completa el proceso.
Debido a la dinámica propia del proceso de Markov en el tiempo, es importante determi-
nar la probabilidad de que la señal aleatoria  (t) con valor x1 para el momento de tiempot1, en el momento de tiempo t3 toma cualquier valor dentro del intervalo x3 +x3, si en
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el momento de tiempo t2 el proceso teńıa un valor dentro del intervalo x2 + x2, siendot1 < t2 < t3. Ambos eventos, les corresponden las siguientes dos probabilidades:p (x (t1) jx (t2)) dx2p (x (t2) jx (t3)) dx3
obtenidas a partir de la consideración de la condición de continuidad del proceso, y la cuales
se consideran iguales dentro de los intervalos infinitamente pequeños, xi+xi, i = 1; 2; de
cambio del proceso.
Debido a que ambos sucesos analizados, para los procesos de Markov, se consideran
independientes, entonces la probabilidad de cambio del proceso del estado x1 al estado x3,
con las condiciones de transitividad antes hechas, corresponde a la multiplicación de ambas
probabilidades,p (x (t1) jx (t2)) dx2p (x (t2) jx (t3)) dx3 (4.18)
De la última ecuación (4.23) se obtiene la probabilidad de cambio del estado x1 a x3,
teniendo en cuenta (2.39). Además, la misma probabilidad de cambio del estado x1 a x3
sin importar cual sea el valor del proceso en t2 (pero asumiendo aún la continuidad del
proceso) corresponde ap (x (t1) jx (t3)) dx3 (4.19)
Igualando ambas expresiones (4.18) y (4.19) se obtiene la ecuación generalizada de
Markov,p (x (t1) jx (t3)) = 1Z 1 p (x (t1) jx (t2)) p (x (t2) jx (t3)) dx2 (4.20)
Ejemplo 4.7. Sea una part́ıcula que en el momento kt salta al valorx, con probabilidadp si aumenta (+x) o con probabilidad q = 1   p si disminuye ( x). Basados en las
relaciones obtenidas para los procesos discretos homogéneos de Markov, pero asumiendo su
no estacionariedad debida al cambio en el tiempo de la distribución en el tiempo, hallar el
respectivo sistema de ecuaciones diferenciales que describen el comportamiento estocástico
de la part́ıcula.
El cambio de los modelos de procesos discretos de Markov a las respectivas de los procesos
continuos se realiza hallando el cambio ĺımite de los valores ! 0 y ! 0 para los modelos
de ecuaciones diferenciales que los describen.
En particular, para las condiciones dadas de cambio de la part́ıcula, la ecuación diferencial
(4.15) tiene la forma,P (t; x) = pP (t t; x t) + qP (t t; x+x)
Se halla la descomposición por serie de potencias en términos de t y x de la parte derecha
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de la ecuación:P (t; x) = pP (t; x)  pPt t  pPxx+ qP (t; x)  q Pt t++ q Pxx+ p 2Ptxtx+ p2 2Pt2 t2 + p2 2Px2 x2   q 2Ptxtx+ q2 2Pt2 t2 + q2 2Px2 x2 +   
Debido a que p+ q = 1, entonces se obtienen los primeros términos para la serie anterior:0 =  Pt t  (p  q) Pxx+ (p  q) 2Ptxtx+ 12 2Pt2 t2 + 12 2Px2 x2 +   
Luego, se dividen todos los términos de la serie de representación por t,Pt =   (p  q) Px xdt + (p  q) 2Ptxx+ 12 2Pt2 t+ 12 2Px2 x2dt +   
Seguidamente, se halla el ĺımite de la última expresión para t ! 0. Si se asume que la
probabilidad de aparición de los valores grandes x decrece al disminuir el intervalo de
tiempo t, tan rápido que todos los momentos de la diferencia x, comenzando desde el
tercer discreto de tiempo tienden a cero más rápido que t.
De lo anterior, se obtiene los siguientes valores ĺımite para cada uno de los términos de la
serie:
1. lmt!0 (p  q) xt = a
2. lmt!0x!0(p q)!0 (p  q)x = 0
3. lmt!0 12 2Pt2 t = 0;
4. lmt!0 x2t = b
Por lo tanto, la operación de ĺımite, reemplazando la probabilidad por la respectiva función
densidad de probabilidad, resulta en la ecuación,pt =  apt + b2 2px2 (1)
La solución de (1), teniendo en cuenta la condición de unidad de área,
R p (x; t) dx = 1,
además, asumiendo las condiciones iniciales x0;dadas en t0, se demuestra que corresponde a
la FDP Gaussiana,p (x; t) = 1p2b (t  t0) exp   ((x  x0)  a (t  t0))22b (t  t0) !
De la solución se observa que el coeficiente a corresponde al valor medio del tiempo o la
velocidad de cambio del valor medio, mientras b es la varianza de los valores del tiempo.
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En general, la densidad de probabilidad p (x (t1) jx (t3)), que cambia en función de los
parámetros iniciales (x1; t1), cumple la ecuación diferencial,pt + a (x; t) px + 12b (t; x) 2pt2 = 0 (4.21)
donde a (x; t) y b (t; x) pueden ser funciones variantes en el tiempo, que determinan las
particularidades del proceso de Markov, y que corresponden a los siguientes momentos:8>><>>:a (x; t) = lmt!0 1t 1R 1 (x2   x1) p (x (t1) jx (t1 +t)) dx2 = lmt!0 1tE fxjxgb (x; t) = lmt!0 1t 1R 1 (x2   x1)2 p (x (t1) jx (t1 +t)) dx2 = lmt!0 1tE x2x	 (4.22)
Ejemplo 4.8. Sea un proceso aleatorio al cual le corresponde el modelo en forma de la
ecuación diferencial, que describe el movimiento Browniano,ddt +  (t) =m (t) (1)
donde  y m son constantes,  (t) es ruido blanco Gaussiano con valor medio igual a cero y
función de correlación R ( ) = Æ ( ). Hallar los momentos de la FDP del respectivo modelo
de Markov.
Al asumir la total independencia de los valores del proceso  (t), del modelo propuesto re-
sulta que  (t) es la solución de una ecuación de primer orden, la cual se determina por las
condiciones iniciales del proceso de manera uńıvoca. Además, los valores de la señal  (t)
son independientes, cuyos valores pasados no influyen en los futuros. Por lo tanto, el proceso (t) se puede considerar del tipo Markov y para la densidad de probabilidad condicional se
cumple la ecuación (4.21). Los respectivos coeficientes de la ecuación se hallan integrando la
ecuación diferencial del modelo (1) dentro de los ĺımites (t; t+t), con lo cual se obtiene,x =m t+tZt  () d   t+tZt  () d
entonces,E fxg = E8<: t+tZt  () d9=;  E8<: t+tZt  () d9=; =   t+tZt E f ()g d =  xt
De manera similar, se obtiene el segundo momento,E t2x	 = Efm2 t+tZt t+tZt  (1)  (2) d1d2g = m2 t+tZt t+tZt E f (1)  (2)g d1d2= m2 t+tZt t+tZt R (2   1) d1d2 =m2 t+tZt t+tZt Æ (2   1) d1d2 = m2t
De las anteriores relaciones, teniendo en cuenta las respectivas definiciones (4.22), resultan
los siguientes coeficientes a (x; t) =  x y b (x; t) = m2.
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Ejemplo 4.9. Hallar la solución de la ecuación diferencial, obtenida en el ejemplo 4.8, para
la FDP condicional del proceso  (t) en el momento  con condiciones iniciales  (0) = x.
La solución de la ecuación 4.21, en general, depende de la forma de cambio de las funciones
coeficiente (4.22). Una aproximación común supone la siguiente relación lineal de ambos
coeficientes (pero asumiendo su estacionariedad): a (t; x) = 0 + 1x y b (t; x) = 0, dondei; i; i = 1; 2; constantes. En este caso, es preferible el análisis realizarlo, no con la FDP,
sino mediante la respectiva función caracteŕıstica, descrita en (2.17), con lo cual se obtiene
la siguiente ecuación en derivadas parciales de primer orden:t +120!2   j0!  1! ! (ln) = 0
que tiene solución,ln =  2 (t)2 !2 + j! (t)
con coeficientes,8><>: (t) = 01  e1t   1+ xe1t2 (t) = 021  e21t   1 (2)
para las condiciones iniciales:  (t) = 0,  (0) = x.
De acuerdo con los resultados obtenidos en el ejemplo 4.8, entonces 0 = 0, 1 =   y0 = m2, cuyos valores se reemplazan en la ecuación (2), luego, se obtiene que el proceso (t) es de estructura Gaussiana con momentos, (t) = x exp ( t) ; (3a)2 (t) = m22 (1  exp (2t)) (3b)
La varianza (3b) corresponde a la expresión de la varianza que se obtiene en el ejemplo 5.3
para el RBG a la salida del circuito RC; descrito por una ecuación diferencial con modelo
similar a (1) en el ejemplo 4.8. En otras palabras, tanto el análisis de correlación, como el
análisis de modelos de Markov convergen, sin embargo, en el último caso, se puede hacer
una interpretación más profunda de los resultados, en particular, se puede afirmar que un
proceso de Markov, con función de correlación R (t;  ) = m22 ej j, también es de estruc-
tura Gaussiana. Viceversa, si un proceso Gaussiano estacionario tiene función de correlaciónR (t;  ) = m22 ej j, entonces también es del tipo Markoviano.
Descripción generalizada. La descripción general de la dinámica estad́ıstica de un pro-
ceso continuo aleatorio x (t) con dimensión n en el tiempo se da por la ecuación diferencial:ddtx (t) = f (x; t) +  (x; t) ; x(t0) = x0 (4.23)
donde f (x; t) es el vector función no aleatorio con dimensión n y (x; t) es el proceso
aleatorio con propiedades probabiĺısticas conocidas, que en principio pueden depender del
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vector x. La expresión (4.23) se describe por medio de diferenciales en la forma:dx (t) = f(x; t)dt+ d(x; t); x (t0) = x0 (4.24)
donde d es el diferencial de algún proceso aleatorio d(x; t) relacionado con el proceso
aleatorio  (x; t). Se puede demostrar [30], que siendo solución de la anterior ecuación
diferencial, el proceso x (t) es del tipo Markoviano, si al mismo tiempo  (x; t) es un proceso
con incrementos (de cualquier tipo, positivos o negativos),  (tk) =  (tk+1)   (tk), que
sean estad́ısticamente independientes. El proceso con incrementos independientes es del tipo
homogéneo si se cumple que  (tk; t) =  (tk), para los cuales la FDP es infinitamente
divisible, lo que significa que si un intervalo de tiempo [t0; t℄ se divide en N segmentos de
igual duración t, entonces, para la función caracteŕıstica de los incrementos del proceso tiene lugar la igualdad(j#; t  t0) = ( (j#;t))N
En general, cualquier variable aleatoria, con FDP infinitamente divisible, se puede rep-
resentar en forma de una suma de dos componentes independientes: una con estructura
Gaussiana y la otra con estructura de Poisson,ln (j#;t) = tj#Tm1   12#TQ#+ Z ej#Ty   1 (y) dy
La primera componente, v̇, se puede analizar como la derivada de un proceso continuo
Gaussiano, descrito tanto por el vector m1t de valores medios con dimensión n como
por la matriz Qnnt de varianzas, que corresponde a un proceso v (t) del tipo Wiener.
Asumiendo m1 = 0, sin pérdida de generalidad, entonces, la componente Gaussiana se
puede escribir en la forma: _v (t) = Gv (t)
siendo Gnk, tal que GGT = Q; mientras v (t) es el proceso Wiener con dimensión k, de
valor medio cero y matriz de varianza It.
La componente de Poisson, γ (t) ; que corresponde a los incrementos independientes
del proceso, se puede representar como:γ (t) = Z C (y; t) (dy;t)
donde C (y; t) es una función determinada con dimensión n, que corresponde a los valores
de amplitud de los cambios o saltos que pueda tomar el proceso γ (t);  (A;t) es una
variable aleatoria, que toma los valores 0; 1; : : : ; k con FDP Poisson:P ( = k) = ( (A)t)kk! exp (  (A)t) ;  (A) = Z
A
 (y) dy
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Se puede demostrar que la componente Gaussiana del proceso con incrementos indepen-
dientes es del tipo estocástico continuo, esto es, se cumple la relación,lmt!0P (k (t+t)   (t)k > ") = 0; 8" > 0
Mientras, que para la componente de Poisson esta relación no se cumple (Proceso es-
tocástico con incrementos).
A partir de lo anterior, se obtiene la descripción generalizada de la dinámica de los
procesos continuos de Markov, por medio de las ecuaciones estocásticas diferenciales:ddtx (t) = f(x; t) +G(x; t)N (t) + r (t) (4.25a)
ẋ (t) = f(x; t)dt+G(x; t)dv (t) + γ̇ (t)= f(x; t)dt+G(x; t)dv (t) + Z C(x;y; t)(dy; dt) (4.25b)
donde  (A;t) se caracteriza por la función  (y j t;x) ; mientras, r (t) = γ̇ (t) es el
proceso, que corresponde la derivada en el tiempo de la componente de Poisson, y la cual
se puede interpretar como una serie de pulsos Æ:
r (t) =Xk C (yk) Æ (t  tk) (4.26)
siendo ftkg, el conjunto de valores aleatorios de los instantes de tiempo en los que ocurren
los pulsos. La ecuaciones (4.25a) y (4.25b) se entienden en el sentido de Stratanovich [31],
en las que aparecen el proceso aleatorio N (t) con varianza infinita y un proceso r (t) ; el
cual toma valores infinitos en los momentos de definición t = tk, a diferencia de lo que
ocurre en una ecuación diferencial ordinaria de la forma ẋ (t) = f (x; t), con condición
inicial x(t0) = x0, y para la cual se supone la solución,
x (t) = x0 + tZt0 f (x;  ) d
entonces, la integral se entiende en el sentido de Cauchy-Riemann y se da por el ĺımite de
la suma, el cual existe si la función f (x;  ) cumple las condiciones de Lipschitz [1].tZt0 f (x;  ) d = lmt!0N 1Xk=0 f (x (ti) ; ti)t; t = tk+1   tk
De manera similar, se asume la solución del ecuación diferencial estocástica (4.25b),
concretamente en la forma:
x (t) = x0 + tZt0 f (x;  ) d + tZt0 G(x;  )dv ( )+ tZt0 Z C (x;y;  )  (dy; d ) (4.27)
194 Caṕıtulo 4. Procesos de Markov
para la cual existen, por lo menos, dos formas diferentes de definición de la integral de los
procesos aleatorios. La primera integral se puede definir, en analoǵıa con la forma Cauchy-
Riemann, si se asume su convergencia en el sentido del valor cuadrático medio, esto es,l:i:m:n!1 n = , cuando se cumple lmn!1E n(n   ) (n   )To = 0.
La integral de la componente de Poisson, en correspondencia con (4.26), se escribe como:tZt0 Z C (x;y;  )  (dy; d ) = tZt0 Xk C (x;y;  )Æ (   tk) d
En cuanto a la integral de la componente Gaussiana de (4.27), ésta se puede definir de
diferente manera. La primera forma corresponde a la integral estocástica en el sentido de
Ito, entendida como la suma del ĺımite de las sumas convergentes en el valor cuadrático
medio del tipo:
Ŝ (t) = tZt0 G (x;  ) d̂ ( ) = l:i:m:N!1N 1Xk=0 G (x (tk; tk)) (ν (tk+1)  ν (tk))
La ecuación diferencial, para la cual la correspondiente integral se entiende en el sentido
de Ito, se denomina ecuación estocástica de Ito, descrita como:dx (t) = A(x; t)dt+G(x; t)dv̂ (t) + γ (t) (4.28a)ddtx (t) = A (x; t) +G (x; t) N̂ (t) + r (t) (4.28b)
Si un proceso de Markov, x (t), con dimensión n cumple la condición (4.28a), entonces el
proceso z (t) =  (x; t), siendo  (x; t) cierto vector funcional determinado con dimensiónL, cumple la ecuación conocida como la expresión de Ito:dz (t) =  t (x; t) +  x (x; t)A (x; t) +12  NXm NXn KXl 2i (x; t)xmxn Gml (x; t)Gnl (x; t)!i=1;:::;L9=; dt++  x (x; t)G (x; t) d (t) ++ Z ( (x +C (x;y; t) ; t)  (x; t))  (dy; dt)
donde i (x; t) ; i = 1; : : : ; L son las componentes del vector  (x; t), Gml (x; t) y Gnl (x; t)
son las componentes de la matriz G (x; t).
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La expresión de Ito se puede simplificar en la formadz (t) = t dt+ xdx (t) + 12 0 NXm;n=1 KXl=1 2ixmxnGmlGnl1Ai=1;:::;L dt+Z  (x +C (x;y; t) ; t)  (x; t)  xC (x;y; t)  (dy; dt)
de la que se observa que si un proceso de Markov x (t) es continuo (C (x;y; t) = 0), entonces
el diferencial del proceso z (t) ; con precisión hasta el término no aleatorio, es proporcional
al diferencial del proceso x (t). A propósito, el tercer término de la última ecuación, hace
imposible el cambio de variables en forma convencional, integrando por partes, o mediante
otras técnicas de integración. Además, la integral estocástica de Ito, determinada para el
sentido directo del tiempo, no coincide con la de tiempo inverso, cuando en la definición
de Ŝ la función G (x; t) se toma en el extremo opuesto del intervalo elemental.
En [31] se define la integral estocástica en el sentido de Stratanovich, que es relativa-
mente simétrica con respecto al pasado y futuro, y que corresponde al ĺımite de las sumas
convergentes en el valor cuadrático medio de la forma:
S (t) = tZt0 G(x;  )d ( ) = l:i:m:N!1N 1Xi=0 Gx (ti+1) + x (ti)2 ; ti (ν (ti+1)  ν (ti))
En este caso, para la formación de las sumas integrales, los valores de G(X;  ) se toman
en los puntos medios de los subintervalos elementales. Una de las propiedades de la integral
estocástico de Stratanovich está en la posibilidad de su empleo en las formas convencionales
del análisis matemático. Las correspondientes ecuaciones (4.25a) y (4.25b), también se
denominan ecuaciones estocásticas en forma simétrica. La integral simétrica se diferencia
de la respectiva integral de Ito en el valor [31]:
S (t)  Ŝ (t) = 12 tZt0  NXm=1 KXl=1 Gil (x;  )xm Gml (x;  )! d ; i = 1; : : : ; N
esto es, exceptuando el caso cuando G(x;  ) no depende de x, ambos integrales se diferen-
cian, por esto es importante en la descripción de las ecuaciones estocásticas diferenciales,
determinar en que forma se deben entender las ecuaciones. De otra parte, de la última
ecuación resulta que las expresiones (4.25a) y (4.25b) en el sentido de Stratanovich y las
respectivas (4.28a) y (4.28b) en el sentido de Ito, describen un mismo proceso de Markov,
cuando se cumple la igualdad,Ai (x; t) = fi (x; t) + 12 NXm=1 KXl=1 Gil (x; t)xm Gml (x; t) (4.29)
donde Ai (x; t) y fi (x; t) son las respectivas componentes de los vectores funciones.
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La descripción de los procesos continuos de Markov incluye la definición de la FDP de
transición  (x; t j x0; t0) y la FDP marginal p (x; t), relacionadas por la expresión:p (x; t) = Z
x2X  (x; t j x0; t0) p (x0; t0) dx0 (4.30)
que cumplen las condiciones
Z
x2X p (x; t) dx = 1; Zx2X  (x; t j x0; t0) dx = 1.
Además, para los procesos continuos de Markov es cierta la ecuación de Kolmogorov-
Chapman: (x; t j x0; t0) = Z
x2X  (x; t j x1; t1) (x1; t1 j x0; t0) dx1
donde X es el dominio de los valores del proceso x (t), t > t1; t0.
Se puede demostrar [32], que si todos los elementos del vector A (x; t) son diferenciables,
aśı mismo los elementos de G(x; t) son dos veces diferenciables por x, entonces la FDP
de transición  (x; t j x0; t0), dada en función de x y t, cumple la ecuación directa de
Kolmogorov-Feller :t (x; t j x0; t0) = Kt;x f (x; t j x0; t0)g (4.31)
con condiciones iniciales  (x; t j x0; t0) = Æ (x  x0). El operador Kt;x fg, denominado
primer operador derivante se determina por la suma de los operadores
Kt;x fg = Lt;x fg+ Mt;x fg
definidos por las respectivas expresiones:
Lt;x fw(x)g =   nXi=1 xi (Ai (x; t)w(x)) + 12 NXi=1 NXl=1 2xixl (Bil (x; t)w(x))
Mt;x fw(x)g = Z Z w() (Æ (x    C (;y; t))  Æ (x  )) (y j t; ) dyd
donde Ai (x; t) se denominan la deriva del proceso y se determinan de la expresión (4.29),
mientras Bil (x; t) son elementos positivos que determinan la matriz denominada matriz de
difusión de orden n n e igual a
B(x; t) = G(x; t)GT(x; t)
La FDP de transición, como función de x0 y t0, cumple con la ecuación inversa de
Kolmogorov-Feller,  t (x; t=x0; t0) = Kt;x f (x; t=x0; t0)g (4.32)
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mediante el operador inverso K  1t;x fg = K t;x fg, que resulta ser su propio conjugado:
L
t;x fw(x)g = nXi=1Ai (x; t) w(x)xi + 12 NXi=1 NXl=1Bil (x; t) 2w(x)xixl
M
t;x fw(x)g = Z (w (x +C (x;y; t)) w (x)) (y j t;x) dy
Debido a la relación entre los operadores directo e inverso, se tiene que para cualquier
dominio 
, en el cual los elementos de la función A (x; t) son diferenciables, además los
elementos de B (x; t) son dos veces diferenciables por x, es cierta la relación:Z
 u (x)Kt;x fw(x)g dx = Z
 w (x)K t;x fu(x)g dx
donde u (x) y w (x) son funciones escalares, de las cuales por lo menos una con sus primeras
derivadas son iguales a cero en la frontera del dominio 
.
La FDP marginal dada en (4.30), teniendo en cuenta (4.31), corresponde a la ecuacióntp (x; t) = Kt;x fp (x; t)g (4.33)
que se debe resolver para la condición inicial p (x; t) = p (x0).
Las ecuaciones (4.31),(4.32) y (4.33) son del tipo integro-diferenciales con derivadas
parciales, para las cuales no hay una solución compacta e inclusive para el caso estacionario
la solución es muy compleja.
Si no existe la componente de Poisson en un proceso con incrementos independientes en
la ecuaciones diferenciales estocásticas (4.25b) y (4.28a), entonces el proceso continuo de
Markov x (t) se denomina difusivo, para el cual las ecuaciones (4.31), (4.32) y (4.33) se
denominan ecuaciones de Fokker-Plank-Kolmogorov. En los procesos difusivos de Markov
se introduce el concepto de flujo de la densidad de probabilidad  (x; t), cuyas componentes
en cualquier punto de x son iguales ai (x; t) = Ai (x; t) + p (x; t)  12 NXl=1 xl (Bil (x; t) p (x; t)) ; i = 1; : : : ; N (4.34)
La ecuación directa de Fokker-Plank-Kolmogorov (4.34) usualmente se escribe como:tp (x; t) = Lt;x fp (x; t)g =   NXi=1 xii (x; t) =  div (x; t)
la cual se interpreta como la ley de conservación de la función densidad de probabilidad.
En forma general, se consideran diferentes tipos de comportamiento de un proceso difu-
sivo de Markov, con respecto a las part́ıculas que se difunden en la frontera del dominio,
entre otros, los siguientes: absorción, reflexión, salida abrupta de la frontera, parada, etc.
El cálculo numérico de las ecuaciones de Fokker-Plank-Kolmogorov se realiza empleando
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diferentes métodos de aproximación, entre ellos, los de Galerkin, iterativos, esperanzas
matemáticas condicionales, y en particular, el método de Monte-Carlo, que se basa en la
solución numérica de las ecuaciones diferenciales estocásticas (4.25a) y (4.25b) [30].
4.1.4. Sucesiones de Markov
Corresponde a sucesiones vectores de variables aleatorias, xi = x(ti), con dimensión n, las
cuales, en determinados momentos del tiempo, t0 < t1 <    < ti <    ; forman una escala
continua de posibles valores, que cumplen las condiciones (4.1) y (4.2). La discretización de
procesos continuos aleatorios con carga informativa es un ejemplo en el cual, empleando las
sucesiones de Markov, se puede analizar la dinámica estad́ıstica de los diferentes sistemas
de procesamiento digital de procesos aleatorios.
De la expresión (4.2), se observa que la FDP conjunta de una sucesión de Markov puede
ser expresada a través de la densidad de probabilidad del estado inicial p (x0) y la densi-
dades de probabilidad de cambio elemental i (xi j xi 1),p (x0; : : : ;xk) = p (x0) kYi=1i (xi j xi 1)
En analoǵıa con las cadenas compuestas de Markov, se pueden definir las sucesiones
compuesta de Markov de orden m > 1, de tal manera que se cumplek (xk j x0; : : : ;xk 1) = k (xk j xk m; : : : ;xk 1)
donde k  m. También en este caso cualquier sucesión compuesta se puede representar
mediante una combinación de cadenas simples.
Cualquier sucesión, escogida dentro de otra sucesión de Markov, vuelve a ser del tipo
Markov, esto es, si para un momento dado tk se analiza la malla de valores discretos tiempostk1 < tk2 < : : : < tkm , entonces   xkm j xk1 ; : : : ;xkm 1 = km  xkm j xkm 1.
Las densidades condicionales de probabilidad de transición para una sucesión de Markov
cumplen con la ecuación de Kolmogorov-Chapman (xl j xi) = Z
xX  (xl j xk)  (xk j xi) dxk (4.35)
donde i < k < l y X es el dominio de los valores del proceso x (t). Si se nota por pk (x j x0)
la densidad condicional de la probabilidad de la variable aleatoria xk, para un valor fijo de
x0 y considerando k (x j z) = k (xk j xk 1), de (4.35) se obtiene quepk+1 (x j x0) = ZX k (x j z) pk (z j x0) dz (4.36)
Aśı, si se conocen las FDP elementales de transición k(x j z), entonces la relación
recurrente (4.36) permite calcular las caracteŕısticas estad́ısticas de una sucesión de Markov.
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Una sucesión de Markov se considera homogénea si las FDP elementales de transiciónk(x j z) no dependen de k, aśı mismo, se considera estacionaria si la cadena, además
de ser homogénea, todos los estados xk tienen una sola FDP, p (x) = lmk!1pk (x), que de
existir, cumple la ecuación integral:p (x) = ZX  (x j z) p(z)dz;  (x j z) = lmk!1k (x j z) (4.37)
Similar a (4.23) y (4.24), la descripción generalizada de la dinámica estad́ıstica de una
sucesión de Markov xk = x(tk) con dimensión n, en tiempo discreto, se da como,
xk+1 = k (xk;wk) (4.38)
dondek (xk;wk) es la función vectorial que no es aleatoria con respecto a sus argumentos;
wk = w (tk) son los valores independientes del proceso aleatorio discretizado con FDP
conocidas qk (w) = q (w; tk). Cabe anotar que la ecuación (4.38) determina la relación
entre las variables aleatorias xk+1 y xk para valores fijos de xk. Por esta razón, las FDP
elementales de transición que participan en las ecuaciones (4.36) y de (4.37), se hallan de
(4.38) empleando diferentes reglas de transformación [15].
En el análisis de la sucesiones de Markov, también se pueden dar diferentes compor-
tamientos en las fronteras de un dominio dado !  X. Por ejemplo, si es de interés hallar
la primera salida de una sucesión homogénea de Markov fuera de la frontera Γ  
, en-
tonces la probabilidad P (k;x0) de que la sucesión de Markov, comenzando de x0 2 
,
salga por primera vez de la frontera Γ en el estado de transición k se halla de la relación:P (k;x0) = Z
 (pk 1 (x j x0)  pk (x j x0)) dx (4.39)
donde la densidad de probabilidad pk (x j x0) cumple la ecuación recurrentepk (x j x0) = Z
  (x j z) pk 1 (z j x0) dz (4.40)
De (4.39), la cantidad media de transiciones hasta la primera salida fuera de la frontera
Γ  
 esE fk j x0g = 1Xk=1 kP (k;x0) = 1 + Z
 1Xk=1 pk (x j x0) dx = 1 + Z
 P (x j x0) dx
siendo P (x j x0) = P1k=1 pk (x j x0). la misma función P (x j x0), como se observa de
(4.40) se puede hallar de la solución de la ecuación integralP (x j x0) =  (x j x0) + Z
 (x j z)P (z j x0) dz
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El cálculo de la última ecuación integral se puede realizar empleando los métodos cono-
cidos de solución para ecuaciones integrales homogéneas y no homogéneas de Fredholm.
Problemas
Problema 4.1. Dadas las matrices de transición = " 0 2/3 1/31/2 0 1/21/3 2/3 0 # ;  = " 1/2 1/3 1/61/2 1/3 1/61/2 1/3 1/6 # ;  = " 0 1/2 1/21/2 0 1/21/2 1/2 0 #
Calcular las respectivas matrices de transición para n = 2; 3; 4; 5 pasos.
Problema 4.2. Sea t el número de orden de un estado en la cadena de Markov en el instante de
tiempo t, P (0 = 1) = 1, y la matriz de probabilidades de transición tiene la forma = " 3=7 3=7 1=71=11 2=11 8=111=11 4=11 6=11#
Demostrar que la sucesión derivada t = 1; t = 12; t 6= 1 es un cadena de Markov y hallar su respectiva
matriz de transición.
Problema 4.3. Un electrón puede encontrarse en una de tres órbitas con una probabilidad de
cambio en unidad de tiempo de la órbita i a la j igual a, Ci exp ( ji  jj) ;  > 0. Hallar las proba-
bilidades de cambio en dos unidades de tiempo y determinar la constante Ci.
Problema 4.4. Dada la matriz de transición" 0 1/2 1/21/4 1/4 1/41/2 1/2 0 #
establecer si es ergódica o no y calcular sus probabilidades finales.
Problema 4.5. Dada la matriz =  1 01/3 2/3
Demostrar que la matriz n, para n ! 1 no cumple el principio de ergodicidad, sin embargo, la
matriz se puede considerar ergódica. Explicar porqué y hallar las probabilidades finales.
Ejercicio en el CP 4.1. Realizar un programa de realice, en el caso de las cadenas de Markov,
los siguientes procedimientos:
1. Cálculo de las expresiones (4.7), dados los respectivos vectores y matrices iniciales.
2. Resolución del sistema algebraico de ecuaciones lineales (4.9).
3. Análisis de la convergencia de los elementos de transición en los valores de probabilidad
final para el caso de la sucesiones estacionarias de Markov, por ejemplo en forma de un
espectrograma.
Problema 4.6. Hallar la probabilidad de estado Pk (t) para un proceso homogéneo de Markov, en
el cual se tiene k =  y k = k, k = 0; : : : ; K. Resolver la ecuación diferencial asumiendo la
ergodicidad del proceso aleatorio.
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4.2. Análisis experimental de procesos de Markov
En el proceso real de señales, independiente de su forma de representación, análoga o
discreta, no siempre está dado su modelo de aleatoriedad, y si está dado se debe resolver
el problema del cálculo de sus caracteŕısticas. La importancia de la caracterización de los
modelos de las señales está en su papel básico durante la implementación de sistemas de
proceso, entre ellos, los de reconocimiento, identificación, predicción, etc.
Los modelos de aleatoriedad de Markov, que se describen en el numeral §4.1, son de
naturaleza probabiĺıstico y su empleo adecuado en tareas de aplicación implica la estimación
y ajuste de sus parámetros, que se realiza mediante el análisis estad́ıstico de las señales
reales. Cabe anotar, que debido a la complejidad en el análisis de los modelos de Markov,
la caracterización de las señales aleatorias es preferible realizarla mediante métodos de
estimación paramétrica.
4.2.1. Modelos ocultos de Markov
En general, las sucesiones de Markov, descritas en el numeral §4.1.4, asumen una cantidad
finita de valores discretos o estados para la representación de la señal aleatoria. En partic-
ular, cada estado de manera directa se asocia a un evento f́ısico observable. Sin embargo,
en la práctica, se tienen aplicaciones con señales que no presentan de forma evidente los
eventos sobre los cuales se construye el modelo. En este sentido, se debe construir un mod-
elo probabiĺıstico sobre los estados no observables u ocultos. Como resultado las cadenas
construidas por este principio, corresponden a un proceso estocástico doblemente inmer-
so; la función probabiĺıstica de los estados ocultos y el mismo modelo de aleatoriedad de
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Figura 4.4. Representación de estados en los modelos ocultos de Markov
Los modelos ocultos de Markov, cuyos posibles estados se representan en la Figura 4.4,
se pueden caracterizar mediante los siguientes parámetros:
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(a). El número de śımbolos de observación o volumen n del alfabeto discreto de ob-
servación  = fk : k = 1; : : : ; ng 2 U. Los śımbolos de observación corresponden
a la salida f́ısica del sistema en análisis y conforman la sucesión aleatoria ' ='1; : : : ; 'n'	 en los momentos definidos de tiempo 1; 2; : : : ; n', donde n' es la lon-
gitud de la sucesión de observación.
(b). El número de los estados ocultos del modelo, # = f#k : k = 1; : : : ; n#g 2 V, que sien-
do no observables, pueden ser relacionados con algún sentido f́ısico del proceso. Los
estados ocultos conforman la sucesión aleatoria θ = f0; 1; : : : ; ng en los momentos
definidos de tiempo = 1; 2; : : : ; n, donde n es la longitud de la sucesión de estados
en análisis.
En general, los estados ocultos del modelo de cadenas de Markov se obtienen a partir
del alfabeto de los śımbolos de observación, por la transformación, V = K fUg, tal
que se conserven las medidas estad́ısticas:
Pn#k P (#k) =Pnk P (k) = 1.
(c). La matriz probabilidad de transición de estados,  = fmn : m;n = 1; : : : ; n#g, en
la cual cada elemento se determina como,mn(k) = P (k+1 = #njk = #m) ; mn  0; n#Xn=1mn = 1
(d). La matriz probabilidad condicional P( j#) de los śımbolos de observación respecto a
cada estado #i en el momento de tiempo n, con elementos,Pki(n) = P (kjn = #i) ; 1 6 i 6 n#; 1 6 k 6 n
(e). El vector probabilidad de estado inicial p1 con elementos fP1(i)g, dondep1(i) = P (1 = #i) ; 1 6 i 6 n#
Los valores de aleatoriedad , P( j#) y p1 , notados en conjunto como = f;P( j#);p1g
conforman los parámetros de un modelo oculto de Markov, el cual se puede emplear para
generar la estimación de la sucesión de observación, ϕ 2 f'1; '2; : : : ; 'n'g, con longitudn' = n# para los momentos definidos de tiempo n = 1; 2; : : : ; n'.
El desarrollo de las modelos ocultos de Markov está relacionado con las siguientes tres
tareas estad́ısticas [33]:
1. Dada una sucesión de observación ' = f'1; '2; : : : ; 'n'g con longitud n' y el modelo
establecido,  = f;P( j#);p1g, cómo calcular de manera eficiente la probabilidadP ('j) de la sucesión de observación.
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2. Dada una sucesión de observación ' = f'1; '2; : : : ; 'n'g con longitud n'; además,
conocido el modelo , cómo estimar de forma óptima, para una criterio de medida
fijado a priori, la correspondiente sucesión de estados  = f1; 2; : : : ; n'g.
3. El ajuste de los parámetros del modelo  que brinden el máximo valor de P ('j).
4.2.2. Entrenamiento del modelo
Estimación de la probabilidad P (ϕj). Un primer método directo de cálculo de la
probabilidad, para una sucesión de observación dada, consiste en la enumeración de cada
una de los posibles sucesiones de estados que explican esa sucesión de observación.
Sea la sucesión i de estados ocultos con longitud n', θ(i) = 1; 2; : : : ; n; : : : ; n'	,
para la cual la probabilidad de la sucesión de observación, asumiendo la independencia de
las observaciones, aśı como la independencia en el tiempo de las probabilidades mn y Pki,
está dada comoP (ϕjθ(i); ) = n'Yn=1P ('njn; )
La probabilidad de que la sucesión dada de estados θ(i) ocurra se determina como,P (θ(i)j) = p1 (1)12    n' 1n'
de tal manera, que la probabilidad conjunta de que se tengan en forma simultanea ambas
sucesiones corresponde al producto de los anteriores dos términos,P (ϕ;θ(i)j) = P (ϕjθ(i); )P (θ(i)j) (4.41)
La interpretación de la expresión (4.41) corresponde a que en el momento inicial de
tiempo, n = 1, se tiene el estado 1 con una probabilidad de p1 (1) y se genera el śımbolo
de observación '1 con una probabilidad de P1'1 . En el siguiente momento del tiempo,
cuando n = 2, se realiza la transición al estado 2 desde 1 con una probabilidad de12 y se genera el śımbolo '2 con una probabilidad de P2'2 , y aśı sucesivamente, hasta el
momento de tiempo n = n'. Finalmente, dado el modelo de aleatoriedad , la probabilidad
de que ocurra la sucesión de observación ϕ se obtiene sumando la probabilidad conjunta
(4.41) sobre todos las posibles sucesiones de estado θ(i); 8i,P (ϕj) =Xi P (ϕjθ(i); )P (θ(i)j) (4.42)
La cantidad de operaciones en (4.42) es igual a (2n'   1)nn'# multiplicaciones y nn'#
adiciones, que hace el cálculo de la probabilidad P (ϕj) prácticamente irrealizable. En este
sentido, se emplean diferentes algoritmos recursivos que disminuyan el coste computacional.
El primer procedimiento corresponde al algoritmo recursivo de propagación, cuando se
analiza el desarrollo de la cadena de estados en el sentido natural de desarrollo del tiempo,
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y en el cual se realiza el desdoblamiento de las sucesiones de observación, empleando la
relación inherente entre los elementos contiguos de las cadenas. En particular, para cada
uno de los estados ocultos se puede definir la siguiente probabilidad parcial de una sucesión
de observación, f'1; '2; : : : ; 'ng y del estado #i en el momento de tiempo n = 1; 2; : : :, dado
el modelo , n (i) = P ('1; '2;    ; 'n; n = #ij), con condición inicial para n = 1,1 (i) = p1 (i)Pi'1 ; 1  i  n#
De tal manera, que para cada estado oculto tiene lugar la siguiente expresión recursivan+1 (j) =  n#Xi=1n (i) ij!Pj'n+1 ; n = 1;    ; n'   1; 1  j  n# (4.43)
La probabilidad P (ϕj) de generación de la sucesión de observación se obtiene sumando
todas las probabilidades parciales con n = n' para todo el alfabeto de estados ocultos,P (ϕj) = n#Xi=1 n# (i) (4.44)
El algoritmo recursivo (4.43) se desarrolla en el sentido natural del tiempo y, por lo
tanto, se denomina de propagación directa. Sin embargo, existe la versión equivalente de
propagación inversa en el tiempo. Para esta propagación se define la probabilidad de la
sucesión parcial de observación desde n + 1 hasta n', dado el estado #i en el tiempo n
y el modelo ; n (i) = P  'n+1; 'n+2; : : : ; 'n' jn = #i;  ; con la debida condición final,n' (i) = 1; 1  i  n#.
Para cada estado oculto se tiene la siguiente expresión recursiva,n (i) = n#Xj=1 ijPj'n+1n+1(j); n = n'   1; : : : ; 1; 1  j  n# (4.45)
En cualquier caso, el algoritmo recursivo de propagación (directa o inversa) requiere
tan solo de n2#n' operaciones, que corresponde a un volumen aceptable de operaciones en
condiciones reales de proceso.
Selección de la mejor sucesión. En este caso, no se tiene una solución que de forma
universal, se acepte para la selección de la mejor sucesión de estados. La dificultad está en
la definición de la misma sucesión óptima de estados.
Una primera solución consiste en la selección de los estados qe que sean individualmente
más probables; caso en el que se maximiza el número esperado de estados individuales
correctos, para lo cual se define la variable,n(i) = P (n = #ijϕ; ) (4.46)
esto es, la probabilidad de encontrarse en el estado #i en el tiempo n, dada la observación
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ϕ y el modelo . La ecuación (4.46) se expresa simplemente en términos de las variables
de propagación:n(j) = n(j)n(j)P (ϕj) = n(j)n(j)n#Pi=1n(i)n(i)
donde n(j) describe la sucesión parcial de observación '1; : : : ; 'n y el estado #j en tiempon, mientras n(j) describe el resto de la sucesión de observación dado el estado #j enn. El factor de normalización P (ϕj) = Pn#i=1 n(i)n(i), le da el sentido de medida de
probabilidad a n(j), de tal manera que, Pn#i=1 n(i) = 1.
Mediante el término n(j) se puede hallar individualmente el estado n en el tiempo n
más probable, como,n = argmax1in# fn(i)g ; 1  n  n' (4.47)
Aunque la expresión (4.47) maximiza el número esperado de estados correctos, (esco-
giendo el estado más probable por cada n), podŕıan generarse algunos problemas con la
sucesión de estados resultante. Por ejemplo, cuando el modelo oculto contempla transi-
ciones de estado con valor de probabilidad cero, (ij = 0), la sucesión de estados óptima ni
siquiera podŕıa ser una sucesión de estados válida. Este problema se debe a que la solución
planteada en (4.47) simplemente determina el estado más probable en cada instante del
tiempo, sin importar la probabilidad de ocurrencia de las sucesiones de estado.
Una posible corrección a este problema está en modificar el criterio de optimización,
por ejemplo, se puede hallar la sucesión de estados que maximice el número esperado de
pares de estados correctos (n,n+1) o inclusive de cadenas más largas (n; n+1; : : : ; n+k).
Sin embargo, este criterio no ha mostrado ser implementable para un rango amplio de
aplicaciones. Por lo tanto, en la práctica, el criterio con mayor uso se limita a hallar la
mejor sucesión de estados, esto es, se maximiza P (θjϕ; ), considerando que es equivalente
a maximizar P (θ;ϕj). La técnica formal de cálculo de la mejor sucesión de estados, basada
en métodos de programación dinámica, corresponde al algoritmo de Viterbi.
Sea determinada la mejor sucesión de estados θ = f1; : : : ; n'g, para una sucesión de
observación ϕ = f'1; : : : ; 'n'g. Se define la medida,mn(i) = max1;2;:::;n 1 P (1; 2; : : : ; n = i; '1; '2; : : : ; 'n j)
que es la más alta probabilidad a lo largo de una única ruta, en el tiempo n, que da cuenta
de las primeras n observaciones y finaliza en el estado #i. De forma análoga se tiene:mn+1(j) = maxi mn(i)ijPj'n+1 (4.48)
La reconstrucción de la sucesión de estados exige que se conserve el argumento que
maximiza (4.48), para cada n y j lo que se puede implementar mediante un arreglo  n(j),
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calculado de forma recursiva como n(j) = argmaxi (mn 1(i)ij) ; n = 2;    ; n'   1; 1  j  n#
con valores iniciales,  1(j) = 0; 1  j  n#.
Ajuste de los parámetros del modelo. Se considera que no existe una solución anaĺıti-
ca para un modelo que maximice la probabilidad de la sucesión de observación. Esto es,
dada cualquier sucesión de observación sobre un intervalo finito de tiempo, durante el en-
trenamiento del sistema, no hay una forma óptima para la estimación de los parámetros
del modelo. Sin embargo, se puede determinar el modelo  = f;P( j#);p1g, tal que
se maximiza localmente la función P (ϕj), usando diferentes procedimientos iterativos de
estimación existentes.
El primer método corresponde al método de máxima esperanza que implica la estimación
de máxima verosimilitud y se emplea cuando la información necesaria para estimar los
parámetros del modelo está incompleta, como es el caso de los modelos ocultos de Markov,
en el que se conocen las sucesiones de observación, pero no se conocen las sucesiones de
estados. El algoritmo se compone de dos pasos:
– Cálculo de la esperanza o promedio, Q(ej) = Eflog P (θ;ϕje)jϕ; g; ; e 2 M
– Maximización, cuando se escogen los valores de e que maximicen un funcional Q(ej).
donde e representa el nuevo conjunto de parámetros después de una iteración y M es
el espacio de los parámetros del modelo. El algoritmo de máxima esperanza se basa en la
búsqueda de un conjunto de parámetros e que maximice log P (θ;ϕje). Sin embargo, debido
a que no se conoce la relación log P (θ;ϕje), entonces se maximiza su valor esperado actual
dados, tanto las observaciones ϕ como el modelo . La función Q(ej) se conoce como la
función auxiliar.
Con el fin de describir el procedimiento de estimación recursiva de los parámetros del
modelo oculto de Markov, se define n(i; j) como la probabilidad de situarse en el estado#i en el tiempo n y en el estado #j para el tiempo n+ 1, dado el modelo y la sucesión de
observaciónn(i; j) = P (n = #i; n+1 = #j jϕ; e)
la cual puede ser descrita en términos de las variables de propagación en la forma,n(i; j) = n(i)ijpj'n+1n+1(j)P (ϕje) = n(i)ijpj'n+1n+1(j)n#Pi=1 n#Pj=1n(i)ijpj'n+1n+1(j)
donde el numerador corresponde a P (n = #i; n+1 = #j jϕ; e) que dividido por P (ϕje) es
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la medida deseada de probabilidad, la cual, se relaciona con la medida (4.46),n(i) = n#Xj=1 n(i; j)
La probabilidad conjunta de la sucesión de observación ϕ y la sucesión de estados θ bajo
los parámetros del modelo e está dada por la ecuación (4.41) que toma la formaP (ϕ;θje) = p1 (1) n'Yn=2P (n+1jn; e) n'Yn=2P ('njn; e)
El logaritmo de la función de probabilidad conjunta está dado porlog P (ϕ;θje) = log p1 (1) + n'Xn=2 log P (n+1jn; e) + n'Xn=2 log P ('njn; e) :
El algoritmo de máxima esperanza requiere la maximización de la función Q(ej), que es
el valor esperado del logaritmo de la probabilidad conjunta, donde el valor esperado se toma




P (θjϕ; ) log ep1 (1) +X
θ
P (θjϕ; ) N'Xn=2 log P (njn 1; e) ++X
θ
P (θjϕ; ) N'Xn=1 log P ('njn; e) (4.49)
donde
P
θ denota la suma sobre todas las posibles sucesiones de estados. La ecuación (4.49)
está compuesta de tres términos; el primero para los parámetros de la probabilidad inicial
p1 , el segundo para los parámetros de la matriz probabilidad de transición de estados 
y el tercero para la matriz de probabilidad del modelo de observación P( j#),
Q(ej) = Q(ep1 jp1) + Q(ej) + Q(eP( j#)jP( j#)) (4.50)
Los términos en la ecuación (4.50) se pueden maximizar de forma separada. La expresión




P (θjϕ; ) log ep1 (1)
que es equivalente a la expresión
Q(ep1 jp1) = n#Xi=1 P (1 = #ijϕ; ) log ep1 (1 = #i)
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que, usando la ecuación (4.46), es igual a
Q(ep1 jp1) = n#Xi=1 1(i) log ep1 (i)
La suma del factor de Lagrange % en la expresión anterior, asumiendo la debida restric-
ción,
Pi p1 (i) = 1 y al hacer la derivada igual a cero, resulta enep1 (i)  n#Xi=1 1(i) log ep1 (i) + % Xi ep1 (i)  1!! = 0
Del desarrollo de la derivada, realizando la suma sobre i para obtener % y resolviendo
para fp1 (i), se obtiene la soluciónep1 (i) = 1(i) (4.51)
que puede calcularse usando las variables de propagación 1(i) y 1(i). En el procedimiento
de promedio del algoritmo se calcula 1(i) usando el conjunto de parámetros . Mientras,
en el procedimiento de maximización se basa en (4.51) para obtener e.
La expresión para la actualización de los parámetros de la matriz de transición de estadoseΠ puede encontrase al maximizar la función,
Q(ej) =X
θ
P (θjϕ; ) N'Xn=2 log P (njn 1; e)
Sin embargo, la anterior suma puede descomponerse en la forma:
Q(ej) = n#Xi=1 n#Xj=1 n'Xn=2P (n = #j ; n 1 = #ij) log P (njn 1; e)= n#Xi=1 n#Xj=1 n'Xn=2 n(i; j) log(eij)
entones, la maximización de la expresión anterior, con la restricción
Pn#j=1 ij = 1; conduce
a la siguiente forma de actualizacióneij = n'Pn=2 n(i; j)n'Pn=2 n(i) (4.52)
En este caso, durante la etapa de promedio, los valores de n(i; j) y n(i; j) se estiman
usando los parámetros del modelo . Mientras, para la maximización, se emplea la expresión
(4.52) para calcular los nuevos parámetros e.
De otra parte, la expresión para la actualización de los parámetros del modelo de obser-
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vación eP(j#) puede encontrarse maximizando
Q(eP(j#)jP( j#)) =X
θ
P (θjϕ; ) n'Xn=1 log P ('njn; e)
De manera similar, se descompone la anterior suma,
Q(eP(j#)jP( j#)) = n#Xi=1 n'Xn=1P (n = #ij) log P ('n = kjn = #i; e)= n#Xi=1 n'Xn=1 n(i) log epik
con lo cual, la maximización de la expresión anterior, dada la restricciónn'Xk=1 ePik = 1
resulta en:ePik = n'Pn=1 n(i)Æ('n; k)n'Pn=1 n(i) ; Æ('n; k) = 8<:1; 'n = k0; 'n 6= k (4.53)
En este caso, la función '() = log P (ϕj) corresponde a la respectiva relación de
verosimilitud,'() = Q(ej) H(ej);
donde H(ej) = Eflog P (θjϕ; e)jϕ; g.
A partir de la desigualdad de Jensen [34] se obtiene H(ej)  H(j) para cualquier 
y e en M, cumpliéndose la igualdad, si y sólo si, P (θjϕ; ) = P (θjϕ; e). En efecto, para
cualquier e,H(ej) H(j) = E(log P (θjϕ; e)P (θjϕ; ) ϕ; ) logE(P (θjϕ; e)P (θjϕ; ) ϕ; )= log Z
θ
P (θjϕ; e)P (θjϕ; )P (θjϕ; ) dθ = log Zθ P (θjϕ; e) dθ= 0;
usando igualmente el hecho de la concavidad de la función logaŕıtmica.
En los modelos en que se desarrolla el método de máxima esperanza, se asume la posi-
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bilidad de evaluación de las derivadas de la relación '() con respecto a los parámetros
del modelo . Como consecuencia de lo anterior, en lugar de recurrir a cualquier algoritmo
espećıfico, por ejemplo, el de máxima esperanza, directamente se pueden utilizar métodos
de optimización basados en el análisis del gradiente. Concretamente, el algoritmo simple de
gradiente descendente, aunque no sea el más eficiente. Sin embargo, en este método, el valor
presente de los parámetros en se actualiza sumándole un valor de ajuste que multiplica al
gradiente, en la siguiente forma recursiva:en+1 = en + nr'(en); n > 0
El múltiplo n es un escalar no negativo que necesita ajustarse en cada iteración para
asegurar que la sucesión f'(eng) no sea decreciente. De cualquier manera, el algoritmo
de gradiente descendente suele ser poco utilizado debido a su lenta convergencia. Para
garantizar valores más rápidos de convergencias se han desarrollado diferentes algoritmos
basados en propiedades de segundo orden de la función objetivo, por ejemplo, el algoritmo
de Newton o el de Newton-Raphson,en+1 = en  H 1(en)r'(en);
donde H 1(en) = r2'(en) es la matriz Hessiana de la función objetivo. El algoritmo
iterativo de Newton está basada en la siguiente aproximación de segundo orden:()  (0) +r(0)(  0) + 12(  0)TH(0)(  0);
Si la sucesión fengn>0 producida por el algoritmo converge a un punto e, en el cual la
matriz Hessiana es negativa definida, la convergencia es, por lo menos cuadrática. Por lo
anterior, el procedimiento puede ser bastante eficiente. Sin embargo, una restricción seria
del algoritmo de Newton se encuentra en el hecho que, excepto en el caso particular en que
la función () sea estrictamente cóncava, pueden existir regiones del espacio paramétrico
en las cuales la matriz Hessiana no tenga inversa o no sea negativa semi-definida, lo que
conduce a inestabilidades numéricas. Para solucionar este problema, los métodos cuasi-
Newton introducen la recursión modificadaen+1 = en + nWn(en)r'(en);
donde Wn es una matriz de pesos que puede calcularse en cada iteración, igual que n,
un factor que se usa para calcular la longitud del paso en la dirección de búsqueda. Si Wn
se encuentra cercano a  H 1(en) cuando ocurre la convergencia, el algoritmo modificado
compartirá las mismas propiedades deseables del algoritmo de Newton. De otra parte,
usando una matriz Wn diferente de  H 1(en), las restricciones numéricas asociadas con
la inversión de la matriz se pueden evitar. Estos métodos construyen Wn a partir de la
información del gradiente, sin la evaluación directa de la matriz Hessiana.
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Ejercicio en el CP 4.2. Los ejemplos y ejercicios de este capítulo se realizan con base en el
toolbox, especialmente desarrollado en MATLAB para el estudio de los modelos ocultos de Markov,
que puede ser descargado en: http://www.cs.ubc.ca/ murphyk/Software/HMM/hmm.html
El primer paso en el entrenamiento de los modelos ocultos de Markov es su inicialización, para lo
cual es necesario definir el número de estados del modelo y el número de componentes Gaussianas
por estado.
% Parámetros del modelo de Markov:
M = 3; % Número de componentes Gaussianas por estado
Q = 2; % Número de estados
cov_type = ’full’; % Tipo de matriz de covarianza
Además, es necesario definir el tipo de matriz de covarianza que será utilizada en las compo-
nentes Gaussianas, que puede ser de los tipos: completa (’full’), diagonal (’diag’) y esférica
(’spherical’). A modo de ejemplo, se escoge el tipo de matriz de covarianza (’full’) por cuanto
permite modelar la relación entre cada una de las variables. Sin embargo, en la práctica, utilizar una
matriz de covarianza completa, impide el buen desempeño del algoritmo de estimación presentán-
dose problemas de singularidad. Por lo tanto, en muchos problemas reales es más común emplear el
tipo de matriz de covarianza diagonal, en la cual se asume independencia entre los parámetros.
Así mismo, se asume que se tiene un conjunto de entrenamiento y que cada trayectoria está rep-
resentada por una sucesión de observaciones. La longitud de cada sucesión de observaciones se
representada por T. Mientras, cada observación está compuesta por O coeficientes o parámetros.
Como ejemplo concreto se generan Ns sucesiones de observaciones con parámetros:
% Conjunto de entrenamiento
Ns = 50; T = 10; O = 8; data = randn(O,T,Ns);
prior0 = normalise(rand(Q,1)); % vector probabilidad inicial
transmat0 = mk_stochastic(rand(Q,Q)); % Matriz de probabilidades de
% transición
[mu0, Sigma0] = mixgauss_init(Q*M, data, cov_type);% media y covarianza
La inicialización de los parámetros del modelo (el vector probabilidad inicial, la matriz de probabil-
idades de transición y los parámetros de las componentes Gaussianas: vector de pesos, vector de
medias y matriz de covarianza, por cada uno de los estados) debe tener en cuenta las restricciones
que conservan las medidas estadísticas.
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
mixmat0 = mk_stochastic(rand(Q,M)); % Vector de pesos de las mezclas Gaussianas
% Entrenamiento
[LL, prior, transmat, mu, Sigma, mixmat] = ...
mhmm_em(data, prior0, transmat0, mu0, Sigma0, mixmat0, ’max_iter’,5);
% Evaluación
loglik = mhmm_logprob(data, prior, transmat, mu, Sigma, mixmat);
El parámetro LL corresponde al logaritmo de la verosimilitud en el entrenamiento. La evaluación de
la pertenencia de una sucesión al modelo se realiza mediante el cálculo de la máxima probabilidad
a posteriori de la sucesión, dado un modelo concreto.
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4.2.3. Clasificación y comparación modelos
Hasta ahora, se han considerado las cadenas ocultas de Markov ergódicas, en las cuales a
cada estado de la cadena se puede llegar en un único paso desde cualquier otro estado del
modelo (estrictamente hablando, un modelo ergódico tiene la propiedad por la cual cada
estado puede alcanzarse desde cualquier otro estado después de un número finito de pasos).
Aśı mismo, los modelos de cambio de estado también se orientan en el sentido de los
valores del proceso (modelos de nacimiento y muerte). En la práctica, mayor uso han
encontrado lo modelos de nacimiento, cuando los coeficientes de transición de estado tienen
la propiedad, ij = 0; j < i, esto es, no se permiten cambios a estados con valores del
proceso menores que el actual. Entonces, el vector de probabilidad de estado inicial es:p1(i) = 8<:0; i 6= 11; i = 1
que implica que el proceso debe comenzar desde el estado 1 y a finalizar en el estado n#.
Sobre los modelos de nacimiento, se suelen imponer restricciones adicionales para ase-
gurar que no ocurran cambios mayores entre los ı́ndices de los estados. En este sentido, es
usual el empleo de la restricción de la forma ij = 0; j > i+. En el caso particular de los
modelos de nacimiento con  = k, se obtiene la siguiente matriz de transición de estado:26666411 12    1k 0    00 22    2k 2(k+1)    0... ... ... ... ...0 0    0 0    kk377775
Las anteriores restricciones, impuestas sobre la orientación de la forma de cambio de los
valores del modelo no afectan, en general, el procedimiento de estimación de sus parámetros.
Densidades continuas de observación. Las observaciones, de las cuales se estiman
los parámetros de los modelos ocultos de Markov, pueden corresponder a eventos discretos,
cuando se tiene un alfabeto finito a priori definido de representación del proceso y, por lo
tanto, existe una FDP discreta para cada estado del modelo. En la práctica, es frecuente
que las observaciones correspondan a procesos aleatorios continuos. La primera forma de
análisis de estos procesos consiste en la construcción de un alfabeto via la cuantificación
del proceso, cuya principal restricción está en la pérdida de información asociada a la
aproximación. En este sentido, es preferible la descripción de los procesos aleatorios en lo
modelos ocultos de Markov mediante FDP continuas, teniendo en cuenta las restricciones
necesarias para lograr que los procedimientos de estimación recursiva sean consistentes. La
forma más común de representación de la FDP corresponde al modelo de mezclas finitas:piϕn = MXm=1 jmNϕn (mjm;Kjm)
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donde ϕn es el vector que se está modelando en el instante n, jm es el coeficiente de mezcla
para la m componente en el estado j y N es cualquier densidad eĺıpticamente simétrica
o log-cóncava, con media mjm y matriz de covarianza Kjm para la componente m de la
mezcla en el estado j. Usualmente, en calidad de densidad N se emplea la Gaussiana.
Los coeficientes de la mezcla jm deben satisfacer la siguiente restricción estocástica:PMm=1 jm = 1; 1  j  n#, con jm  0, 1  j  n# y 1  m M , de tal manera, que la
FDP sea adecuadamente normalizada:
R1 1 piϕdϕ = 1:
Las relaciones de estimación recursiva para los coeficientes de las densidades de mezcla,jm, mjm, y Kjk, para el caso de FDP Gaussianas, empleando el algoritmo de máxima
esperanza, se demuestran ser iguales aejk = n'Pn=1 n(j; k)n'Pn=1 MPk=1 n(j; k) (4.54a)fmjk = n'Pn=1 n(j; k)ϕnn'Pn=1 n(j; k) (4.54b)eKjk = n'Pn=1 n(j; k) (ϕn  mjk)(ϕn  mjk)Tn'Pn=1 n(j; k) (4.54c)
donde n(j; k) es la probabilidad de la observación ϕn dada por la componente de mezclak del estado j, esto es:n(j; k) = 0BBB n(j)n(j)n#Pi=1n(i)n(i)1CCCA0BBB jkNϕn (mjk;Kjk)MPm=1 jmNϕn (mjm;Kjm)1CCCA (4.55)
El término n(j; k) generaliza la variable n(i) en (4.46) que es el caso de una mezcla
simple (un solo componente) o de una FDP discreta. La estimación de los valores ij se
mantiene igual que para la FDP discreta de observación, (4.52). En el algoritmo de máxima
esperanza, para la estimación del promedio e, se calcula n(j; k) mediante los parámetros, mientras en la maximización se usan las ecuaciones (4.54a), (4.54b) y (4.54c).
La estimación recursiva de jk es la relación entre el número esperado de veces que el
sistema está en el estado j empleando la componente de mezcla k, y el número esperado
de veces que está en el estado j. La estimación recursiva para el vector medio mjk pondera
cada término del numerador de (4.54b) por cada observación, por lo que resulta un valor
esperado de la porción del vector de observación que describe la componente de mezcla k.
Aśı mismo, ocurre la interpretación para la matriz de covarianza Kjk obtenida.
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La presentación usual de las expresiones de actualización se realiza en términos de los
vectores de observación ϕn (ecs. (4.54a), (4.54b), (4.54c)). Sin embargo, es posible expresar
mjk y Kjk en términos de estad́ısticas suficientes promedio, cuya estimación es independi-
ente del número de observaciones, n':
m̃jk = sϕ;jk(j; k) ; (4.56a)eKjk = sϕϕT;jk(j; k)   m̃jkm̃Tjk; (4.56b)
donde las estad́ısticas suficientes se dan de la forma:(j; k) = n'Xn=1 n(j; k); sϕ;jk = n'Xn=1 n(j; k)ϕn; sϕϕT;jk = n'Xn=1 n(j; k)ϕnϕTn
En la estimación del promedio, el algoritmo de máxima esperanza calcula los valoresn(j; k), las estad́ısticas suficientes (j; k), sϕ;jk y sϕϕT;jk. Mientras, el procedimiento de
maximización se basa en (4.56a) y (4.56b) para obtener e. Desde el punto de vista de
coste computacional, el reemplazo de (4.54b),(4.54c) para la maximización, resulta en un
cálculo más rápido de los parámetros debido a que no se hace la suma
Pn, por cuanto esa
información está ya contenida en las estad́ısticas suficientes. Aśı, el número de operaciones
en la maximización permanece constante y no depende del número de observaciones n'.
Modelos ocultos de Markov autorregresivos. Sea el vector de observación ϕ con
componentes (x0; x1; : : : ; xK 1) generado sobre un espacio con dimensión K. La FDP base
para el vector de observación se considera del tipo Gaussiana, y se asume el modelo autor-
regresivo de orden p que relaciona los componentes de ϕ en la forma:xk =   pXi=1 aixk i + ek (4.57)
donde ek; k = 0; : : : ;K   1 son variables aleatorias independientes Gaussianas, con media0 y varianza 2e , ai; i = 1; : : : ; p son los coeficientes de predicción o autorregresión. La FDP
de ϕ, para un valor grande deK, se aproxima como, p(ϕ) = (22e) K=2 expf  122e r(ϕ;a)g;
donder(ϕ;a) = Ra(0)R(0) + 2 pXi=1Ra(i)R(i); a = [1; a1; a2; : : : ; ap℄T ; (4.58a)Ra(i) = p iXj=0 ajaj+i; 1  i  p (4.58b)R(i) = k i 1Xj=0 xjxj+i; 0  i  p (4.58c)
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En las anteriores expresiones, R(i) es la función de correlación propia de las observaciones
y Ra(i) es la función de correlación propia de los coeficientes autorregresivos. El valor
residual total de predicción por ventana del proceso se determina comor = Ef kXi=1 (ei)2g = k2e
donde 2e es la varianza por cada observación de la señal de error. Asumiendo vectores
normalizados de observación, e' = '/pr = '.pk2e , entonces la FDP toma la forma:p( ~ϕ) = 2k  k=2 exp k2r( ~ϕ;a) (4.59)
En la práctica, el factor k en (4.59) se reemplaza por la longitud efectiva de la ventana~k que corresponde a la longitud efectiva de cada vector de observación. En el análisis de
los modelos autoregresivos ocultos de Markov se asume una FDP de mezcla en la forma:piϕ = MXm=1 jmpϕ(i;m)
donde cada término pϕ(i;m) es la FDP definida en (4.59) con su respectivo vector de
autorregresión ajm o bien de forma equivalente por el vector de correlación propia, Rjm:pϕ(i;m) = 2k  k=2 exp k2r(ϕ;ajm)
La expresión de estimación recursiva para la sucesión con correlación propia, R(i) en
(4.58a), dados el estado j y la mezcla k, tiene la forma:eRjk = N'Pn=1 n(j; k) RnN'Pn=1 n(j; k)
donde Rn = [Rn(0); Rn(1); : : : ; Rn(p)℄T es el vector de correlación propia definido por
(4.58c) para la ventana n, mientras n(j; k) es definida como la probabilidad de encontrarse
en el estado j en el tiempo n y usando la componente de mezcla k, esto esn(j; k) = 0BBB n(j)n(j)nPj=1n(j)n(j)1CCCA0BBB jkpϕn(j; k)MPk=1 jkpϕn(j; k)1CCCA (4.60)
De (4.60) se observa que eRjk es una suma ponderada (por la probabilidad de ocurren-
cia) de las funciones de correlación propia normalizadas de las ventanas en la sucesión de
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observación. A partir de eRjk, se resuelve el conjunto de ecuaciones normales para obtener
el vector de coeficientes autorregresivos eajk, dada la k mezcla del estado j, los cuales se
calculan empleando (4.58b), cerrando aśı el bucle de estimación.
Estimación óptima de los parámetros del modelo. La efectividad de los modelos
ocultos de Markov está relacionada con dos aspectos básicos: el mismo proceso estocás-
tico que cumple las restricciones del modelo y la estimación confiable de los parámetros
del modelo. En este sentido, se han desarrollado diversos métodos de estimación óptima
alternativos al procedimiento básico de máxima verosimilitud.
La primera aproximación consiste en generar de forma conjunta varios modelos  , = 1; : : : ; V , de manera tal que se maximice su poder discriminante, es decir, la ha-
bilidad de cada modelo para distinguir entre sucesiones de observación generadas por el
modelo correcto y aquellas generadas por modelos alternativos. El criterio básico de máx-
ima verosimilitud consiste en el empleo de sucesiones de observación separadas ϕ a fin
de derivar los parámetros de modelo para cada modelo  . Este criterio de optimización
conduce aP  = maxP (ϕ j)
Un criterio de optimización alternativo es el criterio de máximo de información mutua en
el cual la información mutua promedio I entre la sucesión de observación ϕ y el conjunto
completo de modelos C = (1; 2; : : : ; ) se maximiza.
La implementación del criterio de máximo de información mutua, en concordancia con
la definición (2.57), es la medida:I(ϕ ;w) = maxC (P (ϕ j )  log VXw=1P (ϕ jw )) (4.61)
esto es, escoger C para separar el modelo correcto  de todos los demás modelos alter-
nativos sobre la sucesión de entrenamiento ϕ . Sumando (4.61) sobre todas las sucesiones
de entrenamiento, se puede encontrar el conjunto de modelos con mayor separación,I(ϕ ;w) = maxC ( VX=1 P (ϕ j )  log VXw=1P (ϕ jw )!) (4.62)
Hay diversas razones teóricas por las cuales no existen soluciones anaĺıticas ni recursivas
de estimación, para obtener los parámetros mediante el criterio de máximo de informa-
ción mutua. En la práctica, la solución de (4.62) se lleva acabo mediante procedimientos
generalizados de optimización, por ejemplo, por el método de gradiente descendente.
El criterio de optimización del error de clasificación mı́nimo busca minimizar la proba-
bilidad de error de clasificación a través de una representación suavizada, dada una función
de pérdida. La medida del error de clasificación, que representa una medida de la distancia
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entre la probabilidad de una decisión correcta y otras decisiones, se define comod(ϕ) =  g(ϕjC) + logf 1V   1 Xw;w 6= exp (g(ϕjC))g1= ;
donde  es un número positivo y g = P (ϕ j );  = 1; : : : ; V . Esta medida de error es
una función continua de los parámetros C y se debe asimilar con una regla de decisión.
La medida d(ϕ) se usa como variable dentro de una función suavizadaf(ϕjC) = f(d(ϕ)jC) = 11 + exp( d(ϕ) + of )
con of igual a cero y   1. Para cualquier sucesión desconocida ϕ , el desempeño del
sistema se mide mediante f(ϕ jC) = PV=1 f(ϕ jC) que se usa como criterio de opti-
mización en el algoritmo de gradiente descendente. Otros criterios de optimización de los
parámetros se basan en la minimización de la razón del error emṕırico [35] y la minimización
del error cuadrático medio.
La segunda forma de aproximación consiste en asumir que la señal no fue generada
necesariamente por una fuente Markoviana, pero se ajusta a ciertas de sus restricciones,
por ejemplo, tiene función de correlación positiva definida. El objetivo del procedimiento
de diseño, consiste entonces en hallar los parámetros del modelo oculto que minimicen la
información de discriminación o la entroṕıa mutua entre el conjunto de FDP válidas Q,
que satisfacen los valores medidos de señal, y el conjunto de FDP de los modelos ocultos,P. La información discriminante entre el conjunto Q y P se determina como:D (QjP) = Z q(ϕ) ln(q(ϕ)=p(ϕ))dϕ (4.63)
donde q y p son las funciones de densidad de probabilidad que corresponden a Q y P.
Aunque las técnicas de optimización para (4.63) resultan ser relativamente complejas, se
suele emplear el algoritmo de Baum adecuado para el caso de modelos ocultos de Markov.
FDP de la duración de los estados. En un modelo oculto de Markov, la FDP de
duración inherente asociada con el estado #i y coeficiente de transición propio ii, se
asume de la forma pi(d) = (ii)d 1(1   ii), que para la mayoŕıa de las señales f́ısicas es
inapropiada. En lugar, se prefiere modelar expĺıcitamente la FDP de duración en forma
anaĺıtica. En este caso, es necesario reformular las expresiones de actualización de los
parámetros. Aśı, la variable de propagación directa n(i) se define como,n (i) = P ('1; '2;    ; 'n; #i termina en nj)
Se asume que se han visitado un total de r estados durante las primeras n observaciones
y se denotan los estados como 1; 2; : : : ; r, con duraciones asociadas con cada estado
iguales a d1; d2; : : : ; dr. Las restricciones para n(i) están dadas en la forma, n = #i yPrs=1 ds = n.
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La probabilidad n(i) puede escribirse comon(i) =X Xd p1p1(d1)P ('1; '2;    ; 'd1 j1) 12p2(d2)P ('d1+1;    ; 'd1+d2 j2)    r 1rpr(dr)P  'd1+d2++dr 1+1;    ; 'njr ;
donde la suma se toma sobre todos los estados  y todas las posibles duraciones d. De
manera recursiva, n(i) se escribe comon(j) = n#Xi=1 DXd=1n d(i)ijpj(d) nYs=n d+1pjϕs ; (4.64)
donde D es la duración máxima en un estado. Para inicializar el cálculo de n(j) se usa1(i) = p1(i)pi(1) piϕ1 2(i) = p1(i)pi(2) 2Ys=1 piϕs + n#Xj=1j 6=i 1(j)jipi(1)piϕ23(i) = p1(i)pi(3) 3Ys=1 piϕs + 2Xd=1 n#Xj=1j 6=i 3 d(j)jipi(d) 3Ys=4 d piϕs
De igual forma, se calcula 4(i) hasta D(i). Finalmente, se usa (4.64) para n > D. La
probabilidad P (ϕj) se calcula usando (4.44). A fin de dar expresiones de actualización en
un modelo oculto de Markov de duración variable, se definen las variables:n(i) = P ('1; '2;    ; 'n; #i empiece en n+ 1j)n(i) = P  'n+1; 'n+2;    ; 'n' j#i termina en n; n(i) = P  'n+1; 'n+2;    ; 'n' j#i empiece en n+ 1; 
Las relaciones entre ;;  y  sonn(i) = n#Xi=1 n(i)ij ; n(i) = DXd=1n d(i)pi(d) nYs=n d+1 piϕsn(i) = n#Xj=1ijn(j) n(i) = DXd=1n+d(i)pi(d) n+dYs=n+1 piϕs
Con base en las definiciones y relaciones anteriores, las expresiones de actualización para
un modelo variable se determinan como:ep1(i) = p1(i)1(i)P (ϕj) ; eij = n'Pn=1n(i)ijn(j)n#Pj=1 n'Pn=1n(i)ijn(j)
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ademàs ePik = n'Pn=1 Pd<nd(i)d(i)  Pd<nd(i)d(i)! Æ('n; k)nPk=1 n'Pn=1 Pd<nd(i)d(i)  Pd<nd(i)d(i)! Æ('n; k)epi(d) = n'Pn=1n(i)pi(d)n+d(i) n+dQs=n+1 piϕsDPd=1 n'Pn=1n(i)pi(d)n+d(i) n+dQs=n+1 piϕs (4.68)
Al introducir la FDP para la duración de los estados, para algunos problemas, la calidad
del modelo mejora significativamente. Sin embargo, aparecen algunos inconvenientes tales
como un incremento considerable en la carga computacional y la necesidad de estimar un
número adicional de parámetros, D; por estado, lo cual requiere un mayor número de obser-
vaciones. Una posible solución consiste en usar una FDP de duración de estado paramétrica,
en lugar de la no paramétrica de la ec. (4.68). En [36], se propone la   densidad para rep-
resentar la FDP de duración de los estados, pi(d) = ii di 1eid  (i) ; d > 0, con parámetros i yi, media i=i y varianza i=2i . Las expresiones de actualización para i y i, están dadas
por ej = j n'Pn=1n(j)n(j)n'Pn=1 Pdn d n#Pi=1i6=j (n d)(i)ijpj(d) dQs=1 pjϕn d+sn(j) (4.69)z(ej) = n'Pn=1 Pdn log(jd) n#Pi=1i6=j (n d)(i)ijpj(d) dQs=1 pjϕn d+sn(j)n'Pn=1n(j)n(j) ; (4.70)
donde z() es la función digamma, la cual es diferenciable continuamente y puede obtenerse
en forma de serie de potencia, entonces, (4.70) se resuelve numéricamente para ej .
En las expresiones (4.69) y (4.70), n(j) y n(j) están dados porn(j) = Xdn n#Xi=1i6=j (n d)(i)ijpj(d) dYs=1 pjϕn d+s ;n(j) = Xdn n#Xj=1j 6=i ijpj(d) dYs=1 pjϕn+sn+d(j)
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Ejercicio en el CP 4.3. Sean dos procesos aleatorios, cada uno de lo cuales corresponde al
resultado de pasar RBG por un sistema lineal invariante en el tiempo con diferente función de
transferencia del tipo respuesta a impulso infinita, (1.56):H0 (z) = z + 12z ; H1 (z) = 12  1  z 1
El proceso aleatorio generado, tiene un número de sucesiones Ns, y cada sucesión contiene un
número de observaciones T .
% Generación del proceso RBG
data = randn(O*T*Ns,1);
% Definición del sistema lineal invariante en el tiempo H0
% Paso del RBG a través de H0
num0 = [1 1]; den0 = [2]; data0tem = filter(num0,den0,data);
% Definición del sistema lineal invariante en el tiempo H1
% Paso del RBG a través de H1
num1 = [1 -1]; den1 = [2 0]; data1tem = filter(num1,den1,data);
% Acondicionamiento de las sucesiones para ser utilizadas en el









A partir de los procesos generados en el paso anterior, es posible inicializar los parámetros de los
modelos ocultos de Markov, de igual forma como se realizó en el ejercicio PC 4.2.
% Inicialización de los parámetros de los modelos ocultos de Markov para la clase 0
prior0 = normalise(rand(Q,1)); transmat0 = mk_stochastic(rand(Q,Q));
[mu0,Sigma0]=mixgauss_init(Q*M,data0, cov_type);
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
mixmat0 = mk_stochastic(rand(Q,M));
% Entrenamiento del modelo para la clase 0
[LL, priorC0, transmatC0, muC1, SigmaC0, mixmatC0] = mhmm_em(data0, prior0, ...
transmat0,mu0,Sigma0, mixmat0,’max_iter’,5);
% Inicialización de los parámetros de los modelos ocultos de Markov para la clase 1
[mu0, Sigma0] = mixgauss_init(Q*M, data1, cov_type);
% Restricciones de las medidas estadı́sticas
mu0 = reshape(mu0, [O Q M]); Sigma0 = reshape(Sigma0, [O O Q M]);
% Entrenamiento del modelo para la clase 1
[LL, priorC1, transmatC1, muC1, SigmaC1, mixmatC1] = mhmm_em(data0, prior0, ...
transmat0,mu0,Sigma0, mixmat0, ’max_iter’,5);
Si se tiene una trayectoria nueva, se calcula la probabilidad a posteriori de que cada uno de los
modelos genere la sucesión dada. La sucesión es asignada a la clase del modelo que genere la mayor
probabilidad.
%se asume que la muestra a reconocer es de la clase 1
data3 = data1; loglik0 = mhmm_logprob(data3, priorC0, transmatC0, muC0, SigmaC0, ...
mixmatC0);
loglik1 = mhmm_logprob(data3, priorC1, transmatC1, muC1, SigmaC1, ...
mixmatC1);
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Comparación de los modelos de ocultos de Markov. Dados dos procesos aleatorios
de Markov de primer orden 1 y 2 se debe hallar una medida de similitud o distancia
entre los mismos, d(1; 2), con el fin de medir su equivalencia estad́ıstica. En la práctica,
se han propuesto diversas medidas de distancia. La primer medida propuesta corresponde a
una forma generalizada de la distancia eucĺıdea entre las matrices de probabilidad estado-
observación, que se define como:d(1; 2) =vuut 1n# n#Xi=1 nXi=1 kP (1)ik   P (2)ik k2; (4.71)
Un caso más general de esta medida se realiza encontrando el estado del segundo proceso
que minimiza la diferencia entre las probabilidades del los modelos,d(1; 2) = ( 1n#n n#Xi=1 nXk=1 P (1)ik   P (2)(i)k2)1=2 (4.72)
donde (i) es la permutación de los estados que minimiza (4.72). Las medidas (4.71) y
(4.72) son inadecuadas, dado que no toman en cuenta la estructura temporal representada
en la cadena de Markov, por lo que podŕıa darse el caso en el cual es posible encontrar un
par de modelos ocultos de Markov, con una distancia entre śı que tienda a cero, pero con
medidas respectivas de probabilidad, P y P0 , completamente diferentes.
Una medida alterna, que define la distancia de Kullback - Leibler entre las probabilidades
(4.44), P (ji), está dada pord(1; 2) = 12 (log(P11P22)  log(P12P21)) ; (4.73)
dondePij = P (ϕijj)1=n'i ; (4.74)
siendo n'i la longitud de la sucesión ϕi generada de forma estocástica a partir del modeloi. La medida d(1; 2) está determinada uńıvocamente sólo en el ĺımite, cuando n'i !1.
Aśı mismo, se puede demostrar que, si Pii es un máximo global, la distancia de Kullback-
Leibler tiene las siguientes propiedades [37]:
1. d(1; 2) = d(2; 1)
2. d(1; 2)  0
3. d(1; 2) = 0 si 1  2 ó ϕ1 = ϕ2
Una de las desventajas que tiene este tipo de distancia se encuentra en la necesidad de
realizar la simulación, por ejemplo por Monte Carlo, para generar las sucesiones bϕi, lo cual
eleva el costo computacional. En [38], se propone una cota superior para la distancia de
Kullback Leibler, que hace innecesario el procedimiento de simulación.
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Otras distancias entre modelos ocultos de Markov se definen sobre el concepto de prob-
abilidad de co-emisión [39],
P
ϕ1(ϕ)2(ϕ); que es la probabilidad de que independiente-
mente los modelos generen la misma sucesión. Esta probabilidad requiere que el modelo
del proceso de Markov tenga la estructura de un modelo de nacimiento. El cálculo de la
probabilidad de co-emisión implica la construcción de una tabla A indexada por los estados
de ambos modelos ocultos de Markov, tal que la entrada PA(1 ; 2) de la tabla (dondei es un estado de i; i = 1; 2) representa la probabilidad de encontrarse en el estado1 en 1 y 2 en 2, además de haber generado independientemente sucesiones idénticas
de observación en las rutas de estados, que conducen a 1 y a 2 . El valor de la tabla
correspondiente a los dos estados finales de cada modelo es la probabilidad de co-emisión.
Basados en la probabilidad de co-emisión de dos modelos dados, PA(1; 2), se definen
las siguientes dos métricas:dang(1; 2) = ar os(PA(1; 2)=qPA(1; 1)PA(2; 2))ddif (1; 2) = qPA(1; 1) + PA(2; 2)  2PA(1; 2)
Otra versión de métrica se conoce como la medida de similitud que mide la semejan-
za entre dos trayectorias estocásticas con dimensión múltiple en correspondencia con los
modelos ocultos de Markov dados,d(ϕ1;ϕ2) = sP21P12P11P22
donde, Pij = P (ϕijj)n'i ; representa la probabilidad de la sucesión de observación ϕi dada
por el modelo j , normalizado con respecto a n'i , donde n'i es la longitud de la sucesión
ϕi. Se puede demostrar [40] que si Pii es un máximo global, la medida de similitud tiene
las siguientes propiedades:
1. d(ϕ1;ϕ2) = d(ϕ2;ϕ1)
2. 0 < d(ϕ1;ϕ2)  1
3. d(ϕ1;ϕ2) = 1 si 1  2 ó ϕ1 = ϕ2
En algunas ocasiones es más conveniente representar la similitud entre dos modelos de
Markov a través de una medida de distancia en lugar de una medida de similitud. Dada la
medida de similitud d(ϕ1;ϕ2), la medida de distancia se puede obtener a partir ded(ϕ1;ϕ2) =   log d(ϕ1;ϕ2) (4.75)
tal que se cumple d(ϕ1;ϕ2) = d(ϕ2;ϕ1), d(ϕ1;ϕ2)  0 y d(ϕ1;ϕ2) = 1 si 1  2 ó
ϕ1 = ϕ2.
A diferencia de las sucesiones de observación ϕi, las sucesiones de observación bϕi de
(4.74) no son únicas debido a que son generadas de forma estocástica a partir de bi.
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Aunque de forma general d(b1; b2) (ecuación (4.73)) y d(ϕ1;ϕ2) (ecuación (4.75)) no son
equivalentes, bajo ciertas presunciones las dos nociones (distancia entre los modelos ocultos
y distancia entre sucesiones de observación) convergen a una equivalencia. Espećıficamente,
se tiene que, d(ϕ1;ϕ2) = d(b1; b2) si y sólo si
1. 1  b1 y 2  b2
2. P11 y P22 son máximos globales.
3. bn'i !1
Ejercicio en el CP 4.4. Dados dos modelos ocultos de Markov, calcular la distancia de Kullback-
Leibler entre los modelos. Para realizar este ejercicio, serán tomados los modelos que fueron entrena-
dos a partir de procesos aleatorios diferentes, en el ejercicio PC 4.3. El modelo generado a partir de
las sucesiones de observaciones 0, es llamado modelo clase C0. De igual forma, el modelo generado
a partir de las sucesiones de observaciones 1, es llamado modelo clase C1. Esta notación se mantiene
para cada uno de los parámetros del modelo.
En primer lugar es necesario definir la longitud de las sucesiones de observación. Debe tenerse en
cuenta, que la medida de distancia Kullback-leibler está definida para una longitud de la sucesión
de observaciones tendiente a infinito, por lo tanto, es necesario determinar una longitud lo suficien-
temente grande. En este caso, se asume una longitud T = 10000.
% Implementación de la distancia de Kullback - Leibler
% Definición de la longitud de las sucesiones de observación.
T = 10000; %la longitud de las secuencias debe tender a inf
nseq = 1; % número de secuencias
Después de definir la longitud de las sucesiones y el número de sucesiones, es necesario generar
las sucesiones de observación a partir de los modelos dados y subsecuentemente se calculan las
probabilidades definidas en la ecuación (4.74).
% Generación de las sucesiones a partir de los modelos dados
% Generación de sucesiones a partir del modelo C0
[obs0, hidden0] = mhmm_sample(T, nseq, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
% Generación de sucesiones a partir del modelo C1
[obs1, hidden1] = mhmm_sample(T, nseq, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
%cálculo de las probabilidades Pij
loglik00 = mhmm_logprob(obs0, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
loglik01 = mhmm_logprob(obs0, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
loglik10 = mhmm_logprob(obs1, priorC0, transmatC0, muC0, SigmaC0, mixmatC0);
loglik11 = mhmm_logprob(obs1, priorC1, transmatC1, muC1, SigmaC1, mixmatC1);
Según la definición (4.74), las medidas de probabilidad Pij están normalizadas con respecto a la
longitud de las sucesiones de observación, por lo tanto, antes de calcular la medida de distancia
se debe realizar la normalización y posteriormente aplicar la definición (4.73), para así calcular la
medida de distancia.
%Normalización
loglik00 = loglik00/T; % Se hace lo mismo para las demás f. de verosimilitud
% Cálculo de la medida de distancia
d12=loglik11-loglik12; d21=loglik22-loglik21;
% Cálculo de la distancia simétrica
Ds=(d12+d21)/2;
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Ejercicio en el CP 4.5. Realice un análisis comparativo de diferentes modelos ocultos de Markov
entrenados con el mismo conjunto de datos, variando el número de estados y de mezclas Gaussianas
en el modelo.
Ejercicio en el CP 4.6. Calcular la secuencia de estados más probable para una sucesión y un
modelo dado, empleando las funciones:
obslik = mixgauss_prob(Secuencia, mu, Sigma, mixmat);
[path,loglik] = viterbi_path(prior, transmat,obslik, 0);
El parámetro loglik, en este caso, contiene la probabilidad conjunta de la sucesión de observación y
la sucesión de estados. Realizar el análisis comparativo de ésta probabilidad conjunta y la probabilidad
máximo a posteriori, para diferentes modelos variando el número de estados y de mezclas en el
modelo.
Ejercicio en el CP 4.7. Tomar como base la implementación de la distancia de Kullback- Leibler
desarrollada en ejemplo 4.4, e implementar la medida de distancia por similitud (ecuación (4.75)),
compare el comportamiento de ambas medidas de distancia para un número diferente de estados y
de mezclas en el modelo.
Caṕıtulo 5
Transformación de procesos aleatorios
En general, el paso de procesos aleatorios por circuitos lineales consiste en el análisis delas propiedades de aleatoriedad de los procesos de entrada y salida del sistema, dada su
forma de transformación. Por regla, la solución general es dif́ıcil de alcanzar, por lo tanto,
ésta se simplifica hasta hallar los funciones de los momentos para el caso no estacionario,
o de los valores de los momentos y la función de correlación (o su respectiva densidad
espectral de potencia) para el caso estacionario.
5.1. Paso de señales aleatorias por sistemas lineales
En concordancia con la descripción de sistemas lineales hecha en el numeral §1.2.3, se
presentan los siguientes tres métodos de análisis.
5.1.1. Análisis en el tiempo
La forma directa de análisis es la convolución (1.39), que relaciona la señal aleatoria de
salida  (t) con la entrada  (t), a través de la respuesta a impulso del sistema h (t): (t) = 1Z0  (t   )h( )d (5.1)
El ĺımite superior de la integral en (5.1) es escogido igual al valor  ! 1, a fin de
analizar el comportamiento asintótico del sistema en régimen de estado estable, antes que
hacerlo igual a t; que corresponde al régimen transitorio.
El operador de promedio sobre ambos términos de (5.1) se generaliza en la forma:EfZT  (t) g (t) dtg = ZT E f (t)g g (t) dt
donde g (t) es una función no aleatoria que varia en el tiempo.
225
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El intercambio en la operación de integración con el operador de promedio, implica la
simplificación del análisis; intercambio que se realizar cuando se cumplen las condiciones:
(a).
ZT E fj (t)jg g (t) dt <1
Al asumir la estacionariedad de los procesos de entrada, cuando los operadores de
promedio son invariantes en el tiempo (ver (3.1)), entonces, se consideran una con-
stante k que sale fuera de la integral. En calidad de función g (t) representativa del
sistema se emplea la respuesta a impulso h (t), por lo que la restricción, que corre-
sponde a la condición de estabilidad del sistema, se resume a k RT jh (t) jdt <1.
(b).  (t) 2 T , aunque se puede tener que T !1.
Valor medio de salida. Para un sistema lineal e invariante en el tiempo, cuando a su
entrada se tiene una señal estacionaria, teniendo en cuenta (5.1), está dado porE f (t)g = E8<: 1Z0 (t  )h()d9=; = 1Z0 E f(t  )gh()d= m1 1Z0 h()d (5.2)
Sin embargo, la integral de la respuesta a impulso en (5.2) se puede representar de forma
alterna como la TF para el caso único de análisis de la componente ! = 0, esto es,E f (t)g = m1 1Z0 h()d = m1 1Z0 h()e j!d!=0= m1H(0) (5.3)
La expresión (5.3) es evidente, porque muestra que el primer momento, al ser una con-
stante, afecta solamente la componente ! = 0 de la función de transferencia del sistema.
Sin embargo, un proceso aleatorio a la salida de un circuito lineal, activado por una entrada
a partir de t = 0; se expresa por la integral (1.39), que se diferencia de la (5.1) por su ĺımite
superior. Por lo tanto, la expresión (5.2) para el valor medio se corrige en la forma:E f (t)g = m1 tZ 1 h () d = m1a (t)= m1 (t) (5.4)
El valor medio para cualquier sistema lineal resulta directamente proporcional a la fun-
ción de transición del sistema a (t), que a su vez depende del tiempo, entonces, el proceso
a la salida es no estacionario, mientras el sistema no esté en régimen de estado estable.
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Ejemplo 5.1. En el circuito RC del ejemplo 1.3, se tiene una señal aleatoria  (t) de voltaje,
definida a partir del momento t = 0 que corresponde a RBG con valor medio m1 . Determinar
el cambio del valor medio en el tiempo del voltaje de salida  (t)
La ecuación diferencial del circuito RC de la Figura 1.4(a) tiene la forma:ddt +  (t) =  (t) ;  = 1=RC
Considerando que el capacitor en el momento t = 0 está descargado, y por ende, (0) = 0,
la anterior ecuación diferencial tiene la siguiente solución: (t) = e t tZ0 e()d
Por lo que el valor medio del voltaje de salida  (t) del circuito RC es igual a:E f (t)g = e t tZ0 eE f()g d =e t tZ0 em1d = m1e t  et   1
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
0
m1 (t)0:95maxfm1g
RC t = 1 = 2
Figura 5.1. Cambio del valor medio en el tiempo
De esta manera, el valor medio a la salida cambia en el tiempo de la siguiente forma:m1 (t) = m1e t  et   1
La Figura 5.1 representa el cambio del valor medio (5.4) de la señal aleatoria de salida (t) en el tiempo (para dos valores diferentes de ), que corresponde a un intervalo de no
estacionariedad del proceso. Este intervalo es transitorio y su existencia, siendo proporcional
al factor de inercia  = RC del sistema, se considera insignificante con relación al intervalo
total de análisis del proceso.
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Cuando a la entrada del sistema lineal se tiene un proceso no estacionario, determinado
a partir del momento t = 0, el valor medio del proceso a la salida, dado por la relación
(5.2), es igual a:E f (t)g = tZ0 h ()m1 (t  ) d = h (t) m1 (t) (5.5)
La expresión (5.5) coincide con el resultado obtenido en (3.6a), para el caso de transfor-
mación lineal de señales aleatorias.
En general, el análisis en estado transitorio del sistema lineal se puede realizar para cada
uno de los momentos, tanto en el caso estacionario, como en el no estacionario. Sin embargo,
debido a la dificultad en la solución del caso transitorio, es frecuente que el análisis se limite
al régimen de estado estable.
Valor cuadrático medio de salida. El análisis es similar al caso anterior del valor
medio de la señal aleatoria de salida, aunque, aqúı es preferible introducir dos variables
de integración, a fin de representar la multiplicación interna del operador de promedio en
forma de una integral doble, de la siguiente forma:E n2 (t)o = E8<: 1Z0 (t  1)h(1)d1 1Z0 (t  2)h(2)d29=;= E8<: 1Z0 d1 1Z0  (t  1)  (t  2)h(1)h(2)d29=;= 1Z0 d1 1Z0 E f (t  1)  (t  2)gh(1)h(2)d2 (5.6)
La operación de promedio dentro de la integral corresponde a la función de correlación
de la señal aleatoria de entrada, evaluada en los siguientes puntos:E f (t  1)  (t  2)g = R(t  1   t+ 2)= R(2   1)
Por lo que la expresión (5.6) se formula en la siguiente forma:E n2 (t)o = 1Z0 d1 1Z0 R(2   1)h(1)h(2)d2 (5.7)
Ejemplo 5.2. En el circuito RC del ejemplo 1.3, se tiene a la entrada una señal aleatoria (t) de voltaje, que corresponde a RBG. Determinar el valor cuadrático medio del voltaje de
salida  (t).
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El valor cuadrático medio de salida determinado por (5.7), teniendo en cuenta el valor de la
función de correlación del RBG (3.34), es igual a,E 2 (t)	 = 1Z0 d1 1Z0 N02 Æ (2   1)h(1)h(2)d2 =N02 1Z0 h2()d= N02 1Z0  e 2 d = N022 1Z0 e 2d = N022 e 2 2 10= N02 2
En consideración, cuando en vez de asumir un ruido con varianza infinita, se asume un ruido
con correlación nula, valor medio cero, pero varianza finita, 2 = D < 1, el proceso a la
salida del dispositivo lineal es uńıvocamente cero, (t) = tZ0 h ( )  (t   ) d  0
en la medida en que los momentos (5.5) y (5.7) son iguales a 0.
Cabe anotar, que la resolución de este ejemplo es relativamente simple, pero solo si el proceso
a la entrada es del RBG, en caso contrario, cuando el proceso es otra naturaleza, la resolución
de la integral doble (5.7) presenta serias dificultades.
Función de correlación de salida. En este caso, se puede tomar el resultado obtenido
en el análisis de la transformación de señales aleatorias con operadores lineales. Particular-
mente, asumiendo la estacionariedad del proceso de entrada de (3.6b), se obtiene:R( ) = 1Z0 d1 1Z0 R (2   1    )h (1)h (2) d2 (5.8)
La varianza del proceso a la salida resulta de hacer  = 0 en la expresión (5.8), inclusive
para el caso de análisis de regimen transitorio2 (t) = tZ0 d1 tZ0 R (2   1)h (1)h (2) d2
Ejemplo 5.3. En el circuito RC del ejemplo 1.3, se tiene una señal aleatoria  (t) de voltaje,
definida a partir del momento t = 0 que corresponde a RBG. Determinar el cambio de la
función de correlación en el tiempo del voltaje de salida  (t).
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La expresión (5.8), sustituyendo la función de correlación del RBG (3.34), toma la forma:R ( ) = 1Z0 d1 1Z0 N02 Æ (2   1    )h (1) h (2) d2= N02 1Z0 h () h (+  ) d = N02 Rh( )
De la anterior expresión, se observa que en presencia del RBG a la entrada de un sistema
lineal e invariante en el tiempo, la función de correlación de la señal aleatoria de salida es
proporcional a una dependencia, que de manera condicional, se puede denominar función
correlación de la respuesta a impulso del sistema, esto es,R ( ) = S(!)Rh ( )
El análisis en el tiempo de la función de correlación de salida se puede realizar integrando
hasta el valor t,R(t1; t2) = N02 2e (t1+t2) t1Z0 t2Z0 e(1+2)Æ (1   2) d2d1
Por cuanto, en el desarrollo de la integral doble es necesario tener en cuenta que es cierta la
siguiente expresión:0+"Z0 " g(0   )d = g(0)
solo para " > 0, cuando el punto espećıfico  = 0 se encuentra dentro de los ĺımites de
integración, entonces, el análisis se lleva a cabo para dos casos:
1. t2   t1 > 0:t1Z0 t1Z0 e(1+2)Æ (1   2) d2d1 = t1Z0 e2d2 t1Z0 e1Æ (1   2) d1= t1Z0 e22d2 = 12  e2t1   1
2. t2   t1 < 0:t2Z0 t2Z0 e(1+2)Æ (1   2) d2d1 = 12  e2t2   1
Juntando ambas soluciones se obtiene la siguiente función de correlación del proceso de
salida:R (t;  ) = N04 ej j  1  e 2t
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La varianza resulta al hacer  = 0:2 (t) = N04  1  e 2t
Como se observa, la varianza tiene la mismo forma de cambio que la media a la salida
del ejemplo 5.1; sólo que la varianza crece dos veces más rápido que la media, esto es,
tiene un menor intervalo de transición (curva 0   0 para  = 2 de la Figura 5.1).
Funciones de correlación mutua entrada-salida. En los sistemas lineales, es de
suponer alguna relación de dependencia estad́ıstica entre los señales aleatorias de entrada y
salida, dada por la respectiva función de correlación mutua, que se considera en dos formas:R( ) = E f (t) (t+  )g = E8<: (t) 1Z0  (t+    )h()d9=;= 1Z0 E f (t) (t+    )gh()d = 1Z0 R(   )h()d (5.9a)R( ) = E f(t+  ) (t)g = E8<:(t+  ) 1Z0  (t  )h()d9=;= 1Z0 E f(t+  )(t  )gh()d = 1Z0 R( + )h()d (5.9b)
Por cuanto la función de convolución dentro de ambas integrales es par con relación a =   , y la respuesta a impulso se define solo para valores positivos de , entonces, es de
esperar que la función de correlación mutua R( ), en general, se diferencie de R( ).
Ejemplo 5.4. Hallar ambas funciones de correlación mutua entre la entrada y la salida del
circuito RC del ejemplo 1.3, si se tiene una señal de entrada aleatoria  (t) de voltaje, que
corresponde a RBG.
Teniendo en cuenta las expresiones (5.9a) y (5.9b), se obtieneR( ) = N02 1Z0 Æ(   )h()d = N02 h( )u( )R( ) = N02 1Z0 Æ( + )h()d = N02 h(  )u(  )
Los resultados obtenidos sobre la asimetŕıa de las respectivas funciones de correlación con-
junta confirman lo obtenido en el numeral §3.1.4.
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5.1.2. Análisis en la frecuencia
El análisis matemático en el tiempo presenta dificultades de solución en el desarrollo de los
momentos de salida, para el caso de procesos aleatorios con FDP diferente a la Gaussiana,
debido a la presencia en la mayoŕıa de ellos de las integrales dobles, de las cuales una de
ellos es la correlación. Aśı por ejemplo, la expresión (5.8) entre las funciones de correlación
(3.6b) de entrada y salida en un sistema lineal e invariante en el tiempo, en caso de análisis
del régimen estacionario y para una señal aleatoria estacionaria, está dada por la relación:R( ) = 1Z0 d1 1Z0 R (2   1    )h(1)h(2)d2
En este sentido, es preferible realizar el análisis de la transformación de cada uno de los
momentos y valores de aleatoriedad sobre el dominio de la frecuencia, a fin de reducir la
complejidad del desarrollo matemático.
La representación en la frecuencia de los procesos aleatorios está dada por la DEP, la
cual a su vez, se relaciona con la función de correlación a través de las transformadas de
Wiener-Jinchin (ecs. (3.27) y (3.28)):S (!) = F fR( )g = 1Z 1 8<: 1Z0 d1 1Z0 R (2   1    )h (1)h (2)9=;e j!d
Cambiando el orden de integración, se obtiene:S (!) = 1Z0 d1 1Z0 h (1)h (2) d2 1Z 1 R (2   1    ) e j!d= 1Z0 d1 1Z0 h (1)h (2) d2S (!) e j!(2 1)d2= S (!) 1Z0 h (1) ej!1d1 1Z0 h (2) d2e j!2d2S (!) = S (!)H( !)H(!) = S (!) jH(!)j2 (5.10)
La expresión (5.10) es similar a la obtenida para la DEP de señales en (1.40); analoǵıa
que puede ser empleada en los métodos de análisis de funciones de transferencia descritas
por funciones racionales, cuando a la entrada se tienen procesos estacionarios.
De la expresión (3.25), se puede encontrar la varianza:2 = 12 1Z 1 S(!)d! = 1Z 1 S(!)H (!)H ( !)d! (5.11)
El valor cuadrático medio, teniendo en cuenta la relación dada en (5.3) para el valor
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medio, se halla de la siguiente maneram2 = 2 +m21 = 1Z 1 S(!)H (!)H ( !) d! +m21 (H (0))2
Ejemplo 5.5. Hallar la DEP de salida para el circuito RC del ejemplo 1.3, si a la entrada
se tiene RBG  (t).
Teniendo en cuenta la densidad espectral de potencia del ruido blanco (3.33), entoncesS(!) = N02 jH (!)j2 = N02 j! +   j! +  = N02  2!2 + 2 
La varianza, en este caso, se halla integrando la anterior expresión: 2 = N02 2 .
Ejemplo 5.6. Dado un proceso estacionario (t), con valor medio m1 y función de cor-
relación R = 2r( ), a la entrada de un dispositivo de promedio deslizante con apertura
finita de tiempo (t  T; t+ T ). Hallar el cambio de los respectivos valores medios.
El proceso a la salida se determina como (t) = (2T ) 1 t+TZt T  () d (1)
con valor mediom1 = E f (t)g = 12T t+TZt T E f ()g d = m
y función de correlaciónR ( ) = E f (t) m1 ;  (t+  ) m1g = 14T 2 t+TZt T t++TZt+ T R (u  v)dudv;
El núcleo de la integral se reemplaza por la expresión:R (u  v) = 12 1Z 1 S (!) exp (j! (u  v)) d!
se obtieneR ( ) = 124T 2 1Z 1 S (!) d! t+TZt T exp ( j!v) dv t++TZt+ T exp (j!u) du= 12 1Z 1 S (!) (sin (!T ))2 d! (2)
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Por lo tanto, el espectro de salida es de la forma, S (!) = S (!) jsin (T!)j2, que se concentra
en el lóbulo principal de la función sin, en la cercańıa de los valores !T . De esta manera, se
eliminan las componentes espectrales superiores, esto es, se eliminan los cambios rápidos del
proceso (t) en el tiempo.
La comparación de (5.1) con (1) muestra que la operación de promedio deslizante en el tiempo
se analiza como el paso de una señal aleatoria (t) a través de un sistema lineal con respuesta
a impulso y función de frecuencia, dadas respectivamente como,h (t) = 1/2T; jtj < T0; jtj > T ; H (!) = sin (!)
Reemplazando en (2), S (!) = F fR ()g e intercambiando el orden de integración, se
obtiene la función de correlación de salida,R ( ) = 12T 2TZ 2T 1  jj2T R (   ) d (3)
La varianza del proceso a la salida se halla asumiendo en (3),  = 0,2 = R (0) = 12T 2TZ 2T 1  jj2T R () d
Entonces para el cálculo de la varianza del promedio deslizante en el tiempo de una señal
estacionaria en el sentido amplio, es necesario conocer su función de correlación,2 = R (0) = 12T 2TZ 2T 1  jj2T R () d = 22T 2TZ 2T 1  T  r ( ) d (4)
La expresión (4) presenta interés para los modelos de señales aleatorios, en la medida en que
se analiza su valor asintótico, lmT!12 (T ) = 0.
5.1.3. Empleo de operadores lineales
En la sección §3.1.1 se analiza la transformación de variables empleando operadores lineales.
Un sistema lineal e invariante en el tiempo descrito por la ecuación diferencial (1.38), se
puede representar empleando operadores en la siguiente forma:
A f (t)g (p; t) = B f (t)g (p; t) (5.12)
donde A (p; t) = Pm mpm y B(p; t) = Pn npn son los operadores de salida y entrada
respectivamente, siendo p = d=dt. De la expresión (5.12), se obtiene la relación formal entre
la señal de entrada y salida, mediante los respectivos operadores: (t) = B (p; t)
A (p; t) f (t)g = K f (t)g (p; t)
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Empleando el operador K (p; t) para la descripción del sistema, se pueden hallar las
respectivas expresiones para los siguientes momentos estad́ısticos:m1 (t) = K fm1 (t)g (p; t) (5.13a)R (t1; t2) = K fK fR (t1; t2)g (p; t2)g (p; t1) (5.13b)
Ejemplo 5.7. Sea un sistema diferenciador de primer orden, a cuya entrada se aplica la
señal aleatoria  (t) con valor medio, m1 (t) = sin!t; y función de correlación de la formaR(t1; t2) = 2 exp (  (t2   t1))2. Determinar la media y la varianza del proceso a la salida.
La señal aleatoria a la salida  (t) se relaciona con la entrada, mediante el operador lineal, (t) = K f (t)g (p; t) = d/dt, entonces, de las relaciones (5.13a) y (5.13b) se obtiene:m1 (t) = ddtm1 (t) = ! os!tR (t1; t2) = 2t1t2R(t1; t2) = 22e (t2 t1)2 1  2 (t2   t1)2
Haciendo t2 = t1 = t se encuentra R(t; t) = 2 = 22 .
Ejemplo 5.8. Sea un sistema integrador,  (t) = R t0  () d a la entrada del cual se aplica
una señal aleatoria  (t) con valor medio m1 (t) y función de correlación R ( ). Determinar
el valor medio y la función de correlación del proceso a la salida.
De manera similar al caso anterior, teniendo en cuenta que la integral corresponde a un
operador lineal, se obtiene la relación entre los momentos de entrada y salida,m1 (t) = tZ0 m1 (t) dt
Haciendo m1 (t) = m1 = onst, se observa que la media a la salida resulta variable en el
tiempo, m1 (t) =m1t (excepto para el caso m1 = 0), luego el proceso a la salida presenta
un comportamiento no estacionario. A efecto de simplificar el análisis se asume m1 (t) = 0,
entonces la función de correlación, a partir de las relación (5.13b) resulta en:R (t1; t2) = 1Z0 2Z0 R (t1; t2) dt1dt2
la cual muestra, que para integrar una señal aleatoria se exige la existencia de su función de
correlación. Asumiendo además, la estacionariedad del proceso a la entrada, la función de
correlación del proceso a la salida se resume hasta la integral dobleR (t1; t2) = 1Z0 2Z0 R (t1   t2) dt1dt2
que depende por separado de t2 y t1 y no de su diferencia, por lo tanto, el proceso a la salida
no es estacionario.
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La varianza se puede obtener de la última integral, teniendo en cuenta (3.12b) [12]:2 (t) = 2 tZ0 (t   )R ( ) d
En general, se puede decir que las FDP cambian a su paso por operadores lineales, excepto
para el caso Gaussiano, que mantiene su estructura.
Problemas
Problema 5.1. Se tiene una mezcla lineal, x (t) = s (t) +  (t), ambos procesos con correlación
mutua nula, donde s (t) = s0 os (!t+ ) es la señal útil y  (t) es el ruido con densidad normalN (m1 (t) ;  (t)). Hallar la FDP de la suma.
Problema 5.2. Un proceso aleatorio  (t) está compuesto de una cantidad N  1 de señales aleato-
rias independientes i, cada una de ellas con FDP Rayleigh. Hallar la FPD del proceso suma.
Problema 5.3. Dados los procesos 1 (t) = a os!t y 2 (t) = b sin!t, siendo ! = onst, y a; b vari-
ables aleatorias invariables en el tiempo. Hallar la esperanza, la función de correlación del proceso
suma  (t) = 1 (t) + 2 (t) y establecer las condiciones para su estacionariedad.
Problema 5.4. Sea el proceso aleatorio  (t) con función de correlación R (), para el cual se define
el proceso diferencial como  (t) =  (t+t)    (t) que contiene la información de la diferencia
de valores del proceso aleatorio  (t) distanciados en el tiempo por el intervalo t. Demostrar las
siguientes igualdades (donde R () es la función de correlación del proceso diferencial):R () = 2R () R ( +) R (  ) ; S (!) = 4 sin2 !2 S (!)
Problema 5.5. Hallar la función de correlación mutua entre el proceso aleatorio  (t) y su derivadad/dt, además hallar su relación con la respectiva DEP S (!).
Problema 5.6. Sea la función de correlación de un proceso aleatorio  (t) de la forma R () =2 exp   22. Hallar la función de correlación de la derivada del proceso d/dt y calcular sus
valores máximo y mı́nimo. Además hallar la función de correlación del proceso  (t) =  (t) + d/dt.
Problema 5.7. Encontrar la diferencia en las funciones de correlación para el caso de RBG y ruido
rosado a la salida a la salida del circuito RC (ejemplo 5.1).
Problema 5.8. Hallar la función de correlación de la integral del proceso aleatorio  (t) con función
de correlación R () = 2 exp (  j j).
Problema 5.9. Hallar la función de correlación y la respectiva DEP a la salida de cada uno de los
circuitos del problema 1.12, cuando a la entrada se tiene RBG.
Problema 5.10. Hallar la función de correlación de salida del circuito mostrado en el ejemplo 5.1,
si la función de correlación de entrada es la expresión R() = N02 exp (  j j)
Problema 5.11. Sea el RBG a la entrada de un elevador al cuadrado ( (t) = 2 (t)). Encontrar la
FDP, la media y la varianza a la salida del sistema no lineal.
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5.2. Paso de señales aleatorias por sistemas no lineales
Como en el caso de los sistemas lineales, el paso de procesos aleatorios por sistemas no
lineales consiste en la determinación de las caracteŕısticas de aleatoriedad de los procesos
a la entrada y salida del sistema. Sin embargo, debido a la complejidad de solución en
este caso, el análisis se enfoca en dos tareas principales: primero, dadas las funciones de no
linealidad hallar la representación adecuada de la no linealidad de los sistemas y, segundo,
determinar de forma aproximada los momentos y valores de aleatoriedad.
En la primera tarea, por cuanto no existen métodos regulares de solución de cualquier
ecuación diferencial no lineal, pues tampoco se tienen métodos regulares de solución de
ecuaciones diferenciales no lineales estocásticas. En este sentido, se ha desarrollado una
serie de métodos de solución aproximada, entre los cuales están los siguientes:
5.2.1. Métodos de linealización
Linealización determińıstica. El método consiste en el cambio de la ecuación diferen-
cial de tipo no lineal que describe el sistema por una (o varias) ecuaciones lineales difer-
enciales, dado algún criterio de equivalencia de representación. La condición principal del
método exige que la no linealidad del sistema sea relativamente pequeña, lo que tiene lugar
en el caso de análisis de procesos aleatorios de baja potencia (análisis de señal pequeña),
tanto que las fluctuaciones en los incrementos del proceso aleatorio de salida sean menores
que el valor estacionario de la reacción 0, esto es,   0. El valor 0 se supone conocido,
y usualmente corresponde al valor asintótico del parámetro en consideración (análisis de
estado estable).
La ecuación de estacionariedad, denominada ecuación de aproximación cero, se define
como la esperanza matemática de la función de no linealidad f , para un comportamiento
medio de entrada
K0 f0g = E ff fgg
donde K0 es el funcional, que se obtiene del operador K para la ecuación diferencial inicial
K f (t)g = f f (t)g con la condición de que todas sus derivadas sean iguales a cero. La
ecuación de incremento diferencial expresada en términos de los incrementos de la salida,
dados mediante la diferencia,  =    0, se obtiene de la forma
K0 f0  g  K0 f0g = f fg  E ff fgg (5.14)
Seguidamente, se descompone la función no lineal con argumento  en la vecindad de0 por alguna serie de potencia, conservando solo su primer término, de tal manera que se
asegure la linealidad de la ecuación diferencial con respecto al argumento  (aproximación
cero). La ecuación diferencial de aproximación obtenida sirve para el cálculo de los valores
de aleatoriedad de los incrementos de , de los cuales una vez obtenidos se calculan los
correspondientes valores medios de la salida,  = 0 +.
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Ejemplo 5.9. Dado el circuito del detector de amplitud, mostrado en la Figura 5.2, al cual
le corresponde la ecuación diferencial_u + 1RCu = 1C f (u  u) ;
cuyo elemento no lineal, el diodo, se aproxima por la función f () = i0 exp (a) a = onst:
Hallar la aproximación en forma de ecuación diferencial lineal, mediante el método de lin-
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Figura 5.2. Detector de amplitud
El método de linealización se desarrolla por los siguientes pasos:
1. Desarrollo del modelo a través de la diferencial no lineal. En este caso, la ecuación
diferencial no lineal de partida, que tiene la forma_uC + 1RCuC = 1C f (u  uC) = 1C i0 exp (a (u  uC)) ; a = onst
se puede replantear, de tal manera que en la parte derecha no esté presente la salida
buscada,_uC exp (auC) + 1RCuC exp (auC) = i0C exp (au)_v + 1RC v ln v = ai0C eau; v = eauC (1)
2. Se halla la ecuación promediada de estacionariedad o ecuación de aproximación cero,
haciendo en la anterior ecuación _v y promediando la parte derecha,1RCv0 ln v0 = ai0C E feaug ; (2)
De la FDP p (u), se halla FDP transformada p (v1), y luego se calcula el valor promedioE fv1g = E fexp (au)g. Sin embargo, en este caso, debido a la relación exponencial
entre las variables, es preferible el empleo de la función caracteŕıstica. Haciendo el valorj! = a se obtieneE feaug = E ej!u	 = u (j!) = exp 2u2 ! = exp2ua22 
El reemplazo de la última expresión en la ecuación (2) resulta env0 ln v0 = aRi0 exp  2ua2Æ2 = auC0 exp (auC0)
por cuanto, exp (auC0) = v0; auC0 = ln v0.
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La ecuación obtenida se resuelve en términos de uC0 , y consecuentemente, luego del
cálculo de uC se comprueba el cumplimiento de la condición, uC  uC0 .
3. Se halla la ecuación no lineal (5.14), combinando (1) con (2),_v + 1RCv ln v   1RCv0 ln v0 = ai0C (eau  E feaug)
de la cual se obtiene la respectiva ecuación para el incremento v = z.
Asumiendo que v = v0 +v = v0 + z, se obtieneRC _z + (v0 + z) ln (v0 + z)  v0 ln v0 = aRi0 (eau  E feaug) (3)
La ecuación no lineal v ln v = (v0 + z) ln (v0 + z) se descompone mediante la serie de
Taylor en potencias de z,v ln v = v0 ln v0 + (1 + ln v0) z + 12v0 z2     
con lo cual, la ecuación de incremento (3) toma la forma,RC _z + (1 + ln v0) z + 12v0 z2      = aRi0 (eau  E feaug)
4. Se linealiza la ecuación de incremento, limitando su representación hasta el primer
término:_z + ln v0 + 1RC z = aC i0 (eau  E feaug)
5. Se resuelve el modelo de ecuación diferencial lineal obtenido. Aśı, por cuanto,dydx + Py = Q (x)
entonces, la integral general se halla de la expresióny = exp  Z PdxZ Q (x) expZ Pdx dx+  ; P = ln v0 + 1RC
Asumiendo la estacionariedad del proceso, entonces, se obtiene el valor asintótico parat!1;  expZ Pdt =  exp (Pt)! 0
Se debe tener en cuenta que la integración se realiza en el intervalo ( 1; t),z = e Pt tZ 1 Q () ePd = tZ 1 Q () e P (t )d
6. Se hallan las caracteŕısticas de aleatoriedad del incremento v, de acuerdo a lo expuesto
en el numeral §5.1.
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Linealización estad́ıstica. El método, como en el caso anterior de linealización, reem-
plaza la transformación no lineal por una lineal, dados los criterios de equivalencia proba-
biĺıstica de la solución de ambas ecuaciones.
Sea la señal de salida  (t) de un elemento con dependencia no lineal invariable en el
tiempo,  (t) = f ( (t)), la cual se propone reemplazar mediante la dependencia lineal̂ = k0 + k, siendo k el coeficiente equivalente de ganancia. Escogiendo adecuadamente
un criterio de linealización se pueden determinar los coeficientes k; k0, aśı por ejemplo, al
tomar el criterio del mı́nimo error cuadrático medio (2.64) se tiene,"2 = mink0;k E    ̂2 = E n(f ()  k0   k)2o
con lo cual resulta el siguiente sistema de ecuaciones algebraicas,"2k2 = 2 (km2 + k0m1  E fg) = 0;"2k20 = 2 (km1 + k0  m1) = 0
por lo tanto,k = E f(f () m1) (  m1)g.2; k0 = m1   km (5.15)
La determinación de los valores de las respectivas constantes k0; k en la expresión (5.15)
implica el conocimiento de las funciones de los momentos de aleatoriedad del proceso de
salida  (t), lo cual en la práctica es parte de la tarea a calcular y limitando aśı el empleo
de este método. Frecuentemente, una forma de solución aproximada está en asumir la FDP
Gaussiana del proceso  (t), que de manera evidente limita el alcance de la solución.
Una simplificación del método de linealización estad́ıstica consiste en el reemplazo de la
ecuación diferencial no lineal por una lineal, cambiando los dispositivos de transformación
variable en el tiempo por un equivalente invariable.
El criterio de equivalencia supone la invariabilidad de los valores de aleatoriedad del
proceso en el tiempo, en particular se asume la restricción,  s (5.16)
donde  es el tiempo de correlación de la señal de entrada y s es la constante de tiempo
del sistema. Cabe anotar, que la condición (5.16) implica que no necesariamente se debe
tener en cuenta el término asociado a _ con respecto a .
Ejemplo 5.10. Sea el sistema no lineal de segundo orden, mostrado en la Figura 5.3, con
señal de entrada  (t), que corresponde al RBG con m1 = 0. Hallar los valores de la media
y la varianza del proceso  (t) a la salida.




1p2 + p+ a1 (t)(t) (t) (t) = f ((t)) = k
+ 
Figura 5.3. Sistema lineal de segundo orden
Por cuanto m1 = 0, entonces, m1 = m1 = 0 y la expresión (5.15) se simplifica:k = E f (t) f ( (t))gÆ2; k0 = 0
Si se asume la FDP Gaussiana del proceso  (t), N (0; ), además, para efectos de simplici-
dad, si la no linealidad se restringe a ordenes impares, esto es,  =Pni=2 a2i 12i 1, entonces
la ganancia equivalente es:k = E ff ()gÆ2 = nXi=2 a2i 1E 2i	,2
De otra parte, teniendo en cuenta la expresión para los momentos pares de la FDP normal,
entonces,k = 1  3a32 +   + 1  3 : : : (2n  1) a2n 1  2n 1
El sistema linealizado de la Figura 5.3 tiene función de transferencia,H (!) = 1.(j!)2 + j! + a1 + k
que asumiendo la estacionariedad del proceso  (t), implica la DEP, S (!) = (N0/2) jH (!)j2,
de la cual se puede hallar el respectivo valor de varianza,2 = 12 1Z 1 S (!) d! = N04 1Z 1 jH (!)j2 d!= N04 (a1 + k)
Ejemplo 5.11. Sea el detector de amplitud representado en la Figura 5.2, en cuya entrada
se tiene la señal u = u0 os (!0t+  (t)), que cambia muy lentamente en el tiempo (señal
de banda angosta), tal que tiene se puede asumir, RC  u, RC  2=!0, donde u es
el tiempo de correlación de la envolvente. Hallar el modelo de transformación invariable y
equivalente, dado con relación al voltage de salida.
Teniendo en cuenta las siguientes expresiones que describen el sistema,i = iR + iC ; iC = C duCdt ; iR = 1Ru; uD = u  uC ; i = f (ud)
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entonces, la ecuación diferencial inicial con términos variables en el tiempo tiene la forma,f (u  uC) = 1RuC + C duCdtduCdt + 1RCuC = 1C f (u  uC)
El modelo de transformación invariable en el tiempo exige analizar el término de la derivada
para su eliminación. La condición de un tiempo de correlación de la envolvente de entrada
mucho mayor que la inercia del sistema, para el caso de análisis de una señal senoidal con
frecuencia 
, permite tomar la siguiente aproximación,
  1u (1)
Sea uC = UC0 sin
t, entonces, duC/dt = 
uC0 os
t. Al tomar la aproximación (1), se tieneuC0u os
t+ uC0RC sin
t = 1C f (u  uC)
Teniendo en cuenta la condición u  RC, se observa que el primer término de la ecuación
se puede eliminar, por lo tanto, la ecuación diferencial inicial se simplifica hasta el modelou = RCf (u  uC)
que corresponde a una transformación invariable.
Cabe anotar que la otra desigualdad, RC  2=!0, implica que tiene lugar la filtración de
todas las componentes espectrales de alta frecuencia, por lo que se puede asumir la similitud
de los anchos de banda de los espectros de las envolventes de entrada y salida.
Transformación en modelos de Markov. En aquellos casos en los cuales la salida
se puede asumir como un proceso del Markoviano, descrito en el numeral §4.1, la FDP de
salida p () se puede hallar empleando la ecuación de Fokker-Plank-Kolmogorov (4.34).
La presunción Markoviana se puede asumir si existe la independencia de los incrementos
del proceso aleatorio  =  (t+  )  (t) para intervalos separados de tiempo. No obstante,
esta igualdad no es suficiente. Un criterio cualitativo al respecto puede ser un valor muy
pequeño del tiempo de correlación  de la entrada con respecto a todas las constantes de
tiempo del sistema.
Sea un sistema descrito por la más simple ecuación diferencial, _ = F (; ), dada la
entrada  (t) con valor medio 0, entonces, la condición Markoviana (4.20) se asume si tiene
lugar la desigualdad  F  1
El análisis de sistemas de mayor orden implica su representación alterna en forma de
ecuación vectorial diferencial de primer orden, como se muestra en el caso lineal en (1.61),
para el cual se comprueban las respectivas desigualdades.
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5.2.2. Series de Volterra
Dadas la señal aleatoria de entrada  (t) y salida  (t), además, asumiendo que de alguna
manera se puede determinar los núcleos y, por lo tanto, se puede representar el sistema no
lineal con memoria finita por la serie de Volterra (1.44) truncada hasta n términos, (t) = h0 + nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : dk (5.17)
entonces, la anterior representación permite analizar el sistema por el método de momentos,
por el cual se hallan los momentos de la salida  (t) a partir del conocimiento de los
momentos de la señal de entrada  (t). En este caso, el cálculo de los momentos y valores
de aleatoriedad se realiza de manera similar al caso de los sistemas lineales [15].
Aśı por ejemplo, empleando la operación de promedio a ambos lados de (5.17) se tiene, (t) = E f (t)g = h0+ nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)E f (t  1)     (t  k)g d1 : : : dk
Aśı mismo, para el caso del segundo momento inicial, se obtiene,2 (t) = h20 + 2h0 (t)+E8><>:0 nXk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : dk1A29>=>;
De lo anterior, se observa que a medida que crece el orden de aproximación n, significati-
vamente aumenta la dificultad de cálculo, motivo por el cual, el método de representación
con series de Volterra, en la práctica, no se considera para valores n 1.
Ejemplo 5.12. Resolver el ejemplo 5.10 mediante las series de Volterra.
El proceso de salida, formalmente se representa por la convolución  (t) = h (t)   (t), siendo (t) =  (t)   a33 (t) +   + a2n 12n 1 (t)
mientras, h (t) es la respuesta a impulso de la parte lineal del sistema con función de trans-
ferencia, H(!) =  p2 + p+ a1 1. Por lo tanto, se tiene, (t) = 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 3 (t   ) d   a1 1Z 1 h ( ) 5 (t   ) d       a2n 1 1Z 1 h ( ) 2n 1 (t   ) d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Se debe hallar la representación del proceso a la salida en forma de la suma, (t) = 1 (t) + 2 (t) +   + k (t) +   
donde k (t) es la componente k, que corresponde al k núcleo. Al igualar ambas identidades
anteriores se obtiene,Xk=1 k (t) = 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 3 (t   ) d  a1 1Z 1 h ( ) 5 (t   ) d        a2n 1 1Z 1 h ( ) 2n 1 (t   ) d= 1Z 1 h ( )  (t   ) d   a3 1Z 1 h ( ) 31 (t   ) d  3a3 1Z 1 h ( ) 21 (t   ) 2 (t   ) d   3a3 1Z 1 h ( ) 1 (t   ) 22 (t   ) d    
Seguidamente, se pueden igualar los términos de igual potencia de  (t), con lo cual se obtiene
el siguiente sistema de expresiones recurrentes:1 (t)  1Z 1 h ( )  (t   ) d = 0; 2 (t) = 0;3 (t) + a3 1Z 1 h ( ) 31 (t   ) d = 0; 4 (t) = 0;5 (t) + 3a3 1Z 1 h ( ) 21 (t   ) 3 (t   ) d + a5 1Z 1 h ( ) 51 (t   ) d = 0;   
Del primer término, se puede concluir que h1 ( ) = h ( ), que al reemplazar en el tercer
término resulta en3 (t) =  a3 1Z 1 1Z 1 1Z 1 1Z 1 h ( ) h (1)h (2)h (3)  (t     1)  (t     2)  (t     3) d1d3d3d = 0;
Se puede demostrar que la función de transferencia de dimensión múltiple del sistema con
núcleo hk (1; : : : ; k), que precede a un sistema lineal con función de transferencia H (p), se
determina por la relaciónH (p1 + p2 +   + pk)Hk (p1; p2; : : : ; pk)
Si por el contrario, el sistema lineal se encuentra antes del sistema con núcleo hk (1; : : : ; k),
la función de transferencia del todo el sistema será:Hk (p1; p2; : : : ; pk)H (p1)H (p2) : : : H (pk).
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Teniendo en cuenta la anterior, el tercer término de la descomposición, 3 (t), se puede analizar
como la salida de un sistema, que corresponde a la unión en cascada de un elemento no lineal
con núcleo h (1)h (2)h (3), y un sistema lineal con respuesta a impulso  a3h ( ). Por lo
tanto, la función de transferencia de tal sistema será:H3 (p1; p2; p3) =  a3H (p1 + p2 + p3)H (p1)H (p2)H (p3)
De manera similar, se obtiene la función de transferencia para el quinto término:H5 (p1; : : : ; p5) = H (p1 +   + p5)H (p1)   H (p5)  3a22H (p3 + p4 + p5)  a5
A partir de estos primeros términos, se aproxima la correspondiente serie de descomposición
para la varianza 2 del proceso de salida:2 = E8<:0 1Xk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : d21A0 1Xk=1 1Z 1    1Z 1 hk (1; : : : ; k)  (t  1)     (t  k) d1 : : : d21A9=;
Por cuanto el operador de promedio se puede introducir en el integral, entonces,2 = 1Z 1 1Z 1 h1 ( ) h1 (1)E f (t   )  (t  1)g dd1+ 2 1Z 1 1Z 1 1Z 1 1Z 1 h1 ( ) h3 (1; 2; 3) E f (t   )  (t  1)  (t  2)  (t  3)g dd1d2d3 +   
El proceso a la entrada  (t) es ruido blanco Gaussiano con media 0 y función de correlaciónR (tm; tn) = E f (tm)  (tn)g = (N0/2) Æ (tm   tn), por lo tanto,E f (t1) : : :  (t2n+1)g = 0; E f (t1) : : :  (t2n)g =XYR (tj ; tp)R (tp; tm)R (tq; tr)
donde la suma se lleva a cabo por todas las particiones de las diferentes parejas, mientras el
producto se realiza por todas las parejas de elementos en cada partición.
De esta manera, se tiene que la varianza buscada es igual a,2 = N02 1Z 1 1Z 1 h1 (1)h1 (1) Æ (1    ) d1d + 1Z 1 1Z 1 1Z 1 1Z 1 h1 ( )h3 (1; 2; 3)(Æ (1    ) Æ (2   3) + Æ (2    ) Æ (3   1) + Æ (3    ) Æ (1   2)) dd1d2d3
Sin embargo, el cálculo del anterior integral se simplifica empleando la transformada de
Laplace de dimensión múltiple. Aśı, conocido que,L fyi (t1; : : : ; ti) yk (ti+1; : : : ; ti+k)g = Yi (p1; : : : pi)Yk (pi+1; : : : pi+k)
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dondeL fyk (t1; : : : ; tk)g = Yk (p1; : : : ; pk)= 1Z 1    1Z 1 yk (t1; : : : ; tk) exp ( p1t1        pktk) dt1 : : : dtk
luego, 1Z 1    1Z 1 yi (t1; : : : ; ti) yk (ti+1; : : : ; ti+k) dt1 : : : dti+k = Yi (0; : : : ; 0)Yk (0; : : : ; 0)
El cálculo del primer término de la varianza se realiza de la siguiente forma:Lh21 ()	 = L fh1 (1)h1 (2)gjp1,p2 = 1 p21 + p1 + a1  p22 + p2 + a1 p1,p2
que por tabla se llega a la siguiente expresión:Lh21 ()	 = 2(p1 + )  p21 + 2p1 + 4a1 ;
luego, 1Z 1 h21 () d = 12a1
En el cálculo del segundo término de la varianza, se realiza de forma similar al anterior,L fh1 (1)h3 (2; 3; 3)g =  a3H (p1)H (p2)H (p2 + p3) H (p3)H (p4)jp3,p4
Por lo tanto,1Z 1 h1 (1)h3 (2; 3; 3) d3 =  a3H (p1)H2 (p2)2a1
De forma similar, se tiene que1Z 1 1Z 1 h1 (1)h3 (1; 3; 3) d1d3 =   a32a1 H (p1)H2 (p2)p1,p2p1=0
Al emplear el método de asociación de variables, se obtiene el valor1Z 1 1Z 1 h1 (1)h3 (1; 3; 3) d1d3 =   a32a1 14a21
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Finalmente, como resultado de todos los cálculos, se obtienen los siguientes dos primeros
términos de la descomposición en serie de la varianza del proceso a la salida,2 = N0.4a1   3 (a3/a1) (N0/4a1)2 +   
que en forma general, converge con la expresión obtenida en el ejemplo 5.10.
Problemas
Problema 5.12. Sea una señal de voltaje aleatoria con FDP N (0; v), que alimenta el elemento no
lineal con función de paso,i (v) = i0   2vi0/v + v2i0Æv2 ; v  v0; v < v
Asumiendo que la potencia del proceso es suficientemente pequeña, tal que se cumple la relación,jvj > 3v. Hallar la FDP de la corriente a la salida.
Problema 5.13. La señal de voltaje aleatoria con FDP N (0; v) alimenta el elemento no lineal,i(v) = Svu(v). Hallar el valor medio y la varianza de la corriente.
Problema 5.14. Hallar la función de correlación Ri() de la señal de corriente que pasa por un ele-
mento lineal del tipo, i(v) = Svu(v), cuando a la entrada del sistema se tiene un proceso estacionarioN (0; v) y función de correlación r().
Problema 5.15. Hallar la función de correlación Ri(), el valor medio y la varianza de una señal
de corriente a la salida de un elemento con caracterı́stica de paso aproximada por el polinomioi = a0 + a1v + a2v2, cuando a la entrada se tiene un proceso estacionario normal N (0; v).
Problema 5.16. Hallar la función de correlación Ry(), del proceso a la salida del elemento con
caracterı́sticay(x) =  a; x < 0a; x  0
Asumir que Rx(0) = 1.
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5.3. Transformación de procesos de Markov
5.3.1. Transformación de señales aleatorias reales por procesos de
Markov
En la práctica, el análisis de procesos aleatorios mediante los modelos de Markov exige
que se constante la correspondiente condición markoviana, aśı como la determinación de
los coeficientes respectivos de las ecuaciones de Kolmogorov. Aunque en forma estricta, los
procesos reales no son del tipo Markoviano para una dimensión, en la medida en que los
procesos de Markov no deben cumplir la condición de diferenciabilidad, mientras los reales
si presentan esta propiedad, derivada de la existencia obligatoria de inercia en cualquier
sistema dinámico f́ısicamente implementable.
En este sentido, para generar los modelos de aproximación de señales reales empleado
procesos de Markov con dimensión múltiple, se considera suficiente asumir la estacionar-
iedad de la señal aleatoria, que tenga FDP Gaussiana, con DEP Sx(!) descrita por una
función racional quebrada,Sx(!) = jPm(j!)j2jQn(j!)j2 ; m < n; Sx(!) 2 Q (5.18)
donde Qn(x) = xn + 1xn 1 +    + n y Pm(x) = 0xm + 1xm 1 +    + m, que
corresponden al modelo de solución estacionario de la ecuación diferencialdnxdtn + 1 dn 1xdtn 1 +   + nx(t) = 0dmdtm +   + m(t) (5.19)
donde (t) es RBG con función de correlación, R( ) = Æ( ).
En general, una ecuación diferencial de orden mayor se puede representar en forma de
ecuación diferencial de primer orden, como se explica en (1.61), aśı,dxndt +nx1+n 1x2+   +1xn+ n m(m)(t)+(n m+1+1n m)(m 1)(t)+     +(n 1+1n 2+   +m 1n m)(t)+ (1n 1+2n 2+   +mn m)(t)= 0(m)(t) + 1(m 1)(t) +    + m 10(t) + m(t) (5.20)
donde las constantes n m; n m+1,. . . , n 1 se escogen, de tal forma, que al eliminar en
(5.19) las derivadas de mayor orden de la función x(t), mediante el reemplazo por xk(t), se
obtenga una ecuación diferencial de primer orden pero sin términos que contengan derivadas
de (t).
Al relacionar los coeficientes con igual valor de derivada de (t) a ambos lados de la
ecuación, se obtiene la siguiente expresión recurrente para el cálculo de los coeficientes kj :k = k+m n   k+m nXj=1 ajk j ; k = n m; n m+ 1; : : : ; n
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con lo cual, la ecuación (5.20) se puede escribir en la formadxndt =   nXj=1n+1 jxj + n(t) (5.21)
El sistema (5.21) contiene n ecuaciones de primer orden con las correspondientes n
funciones desconocidas x; : : : ; xn. Además, la función (t) se mantiene en la parte derecha
de la igualdad. Debido a que el comportamiento del conjunto de funciones fxig se determina
uńıvocamente por las condiciones iniciales de las mismas, entonces, estas son componentes
de un proceso de Markov con dimensión n. Aśı mismo, la función inicial x(t), por serx(t) = xi(t), es una componente del proceso de Markov.
Los coeficientes del modelo de Markov, al y blm, se obtienen del sistema de ecuaciones
(5.21) que tiene la misma estructura de representación de (4.25a), en la cual está presente
una sola función (t), entonces se obtienen los coeficientes,al = 8><>:yl+1; 1 6 l 6 n  1  nPj=1n+1 jyj ; l = nblm = 8<:0; 1 6 l 6 n m  1lm; n m 6 l 6 n ; (l 6m)
La última expresión determina blm, para cualquiera que sean los ı́ndices, debido a la
simetŕıa de estos coeficientes.
La transformación a procesos de Markov, además del caso de un proceso normal esta-
cionario con espectro racional quebrado, también es posible extenderlo al análisis de sis-
temas dinámicos, que contengan elementos (tanto lineales, como no lineales), a la entrada
de los cuales estén presentes procesos normales con DEP fraccionales quebradas.
Sea el sistema dinámico descrito por la ecuación:drzdtr + 1 dr 1zdtr 1 +   + rz = f (x; t) (5.22)
donde rj son las constantes del sistema, f (x) es la función que describe un elemento
no lineal invariante, x(t) es la señal aleatoria, de carácter estacionario y con estructura
Gaussiana, que tiene densidad espectral de potencia en la forma (5.18). Reemplazando el
proceso aleatorio x(t) por uno de Markov con dimensión n, de acuerdo a la expresión (1.61),
y notando cada término comoxn+1(t) = z(t); xn+2(t) = _xn+1; : : : ; xn+r = _xn+r 1(t) (5.23)
entonces, la descripción del sistema (5.22) toma la forma:dxn+rdt =  1xn+r   2xn+r 1        rxn+1 + f (xn; t) (5.24)
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Las expresiones (5.21), (5.23) y (5.24) conforman un sistema de (n + r) ecuaciones de
primer orden, en la parte derecha de las cuales, además de la función xj , está presente
solo la señal aleatoria (t) que tiene las propiedades del ruido blanco Gaussiano (en el
sentido angosto). El sistema obtenido de ecuaciones corresponde a un proceso de Markov
con dimensión n+r. En general, la transformación de señales reales a modelos de Markov es
viable en los casos, en los que el proceso en análisis se describe por una ecuación diferencial,
que puede ser no lineal, que contiene a la entrada una señal aleatoria, (t), con propiedades
de RBG y que acepta su descomposición en potencias.
Ejemplo 5.13. Reemplazar el proceso estacionario normal x1(t) con valor medio 0 y función
de correlación Rx1( ) = 2xe j j os , por un proceso de Markov de 2 dimensiones.
La respectiva densidad espectral de potencia Sx(!) se determina como:Sx(!) = 12 22 0 1Z 1 e j! j j+id + 1Z 1 e j! j j+id1A= 12 22  (!   )2 + 2 + (! + )2 + 2 = 2 !2 + 2 + 2(!2   2   2)2 + 42!2= 2 j! +p2 + 22j !2 + 2j! + 2 + 2j2
Por lo tanto, x1(t) es la solución estacionaria de la ecuación diferencial:d2x1dt2 + 2dx1dt + (2 + 2)x1 = p2ddt +p2 + 2
donde (t) es ruido blanco Gaussiano.
Cabe anotar que la señal aleatoria x1(t) no es del tipo Markoviano, en la medida en que se
determina por una ecuación de segundo orden, con lo cual el conocimiento de sus valores
iniciales no es suficiente para la determinación de sus propiedades en el tiempo.
Sin embargo, en correspondencia con (1.61) haciendo _x1(t) = x2(t) + 1(t), y realizando el
respectivo reemplazo se obtiene:8>><>>:dx2dt2 + 1 ddt + 2x2 + 21 + (2 + 2)x1 = p2ddt +p2 + 2d2x1dt2 + 2dx1dt + (2 + 2)x1 = p2ddt +p2 + 2
si se hace 1 = p2, en la última expresión la derivada d/dt desaparece y se obtiene un
sistema de dos ecuaciones con dos variables desconocidas, que contienen RBG, y por lo tanto,
que determinan el siguiente proceso de Markov con componentes x1(t) y x2(t):8><>:dx1(t)dt   x2(t) = p2(t)dx2(t)dt + (2 + 2)x1(t) + 2x2(t) = p2p2 + 2   2 (t)
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5.3.2. Modelos de transformación de señales
En los sistemas reales, las señales de información se pueden aproximar por un proceso
aleatorio x(t), con DEP descrita por una función fraccional, (5.18):Sx(!) = Nx2 bm(j!)m + bm 1(j!)m 1 +    + b0(j!)n + an 1(j!)n 1 +   + a0 2 (5.25)
en la cual, la condición de realización f́ısica del proceso x(t) exige que m < n, esto es, que
el proceso tenga potencia finita, además, las ráıces del polinomio del denominador deben
estar localizadas en la parte negativa real. De lo anteriormente expuesto, un proceso x(t)
se puede formar al pasar RBG (t) con valor medio, m1 = 0, y función de correlaciónR = N02 Æ( ), a través de un filtro lineal con función de transferencia,Hx(p) = bmpm + bm 1pm 1 +   + b0pn + an 1pn 1 + an 2pn 2 +   + a0 (5.26)
donde p = d/dt es el operador de diferenciación.
En este caso, el proceso Gaussiano estacionario x(t) con DEP (5.25), que se obtiene a la
salida del filtro (5.26), se describe por la ecuación diferencial de n orden:dnxdtn + an 1 dn 1xdn 1t +   + a0x(t) = bmdmdtm +   + b0(t); t  t0 (5.27)
La ecuación diferencial escalar (5.27) de orden n se puede reducir a la forma equivalente
de una ecuación diferencial vectorial de primer orden,dxdt = Ax(t) +B(t); x(t0) = x0; t  t0 (5.28)
donde
A = 266664 an 1 1 0 0    0 an 2 0 1 0    0... ... ... ... ... a0 0 0 0    0377775 ; x(t) = 266664x1(t)x2(t)...xn(t)377775 ; B = 266664 bmbm 1...b0 377775 (5.29)
siendo x0 el vector de condiciones iniciales, que corresponde a los valores del vector de
estados x(t) en el momento de tiempo t0.
El modelo del filtro con respuesta de frecuencia (5.26) se muestra en la Figura 5.4(a),
mientras en la Figura 5.4(b) se muestra el diagrama general del sistema lineal, descrito por
la ecuación (5.28), en el cual los vectores se notan con una ĺınea ancha. En forma general,
las matrices A(t) y B(t), tienen elementos que son funciones del tiempo y se determinan
de los parámetros f́ısicos del sistema dinámico.
La ecuación (5.28) describe un proceso Gaussiano de Markov, cuya realización corre-
sponde a la función vectorial x(t), por lo tanto, cualquier proceso, sea estacionario o no,
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(b) Diagrama general del sistema de formación
Figura 5.4. Modelo formación de procesos de Markov sobre sistemas lineales
pero con DEP fraccional y varianza finita, se puede realizar al pasar RBG por un sistema
lineal descrito por la función de transferencia adecuada.
En general, las condiciones iniciales x(t0) en (5.28) son valores aleatorios, con FDP p(x0)
estad́ısticamente independientes de la señal aleatoria (t). En principio, el conocimiento dep(x0) es suficiente para la descripción de la ecuación diferencial vectorial (5.28), aunque,
también es suficiente la descripción del proceso aleatorio en el intervalo de tiempo (t0; t)
por la FDP con dimensión m, tal que m  !1, esto es, por el funcional de distribución,F fx(t)g = lmT!0m!1 pt0;t1;:::;tn(x0; x1; : : : ; xm) (5.30)
donde T = tt+   ti; i = 0; 1; : : : ;m.
El funcional de distribución (5.30) depende de cada observación del vector aleatorio x(t)
en la medida en que la FDP pt0;t1;:::;tn(x0; x1; : : : ; xm) depende de los valores, que toman
las variables aleatorias x0; : : : ;xm.
Los funcionales de FDP existen para una clase limitada de procesos aleatorios, en par-
ticular, los Gaussianos y los de Markov. En el caso de los procesos de Markov, la FDPpt0;:::;tm(x0; : : : ;xm) se puede expresar mediante la densidad de probabilidad inicial pt0(x0)
254 Caṕıtulo 5. Transformación de aleatoriedad
y la FDP de transición del estado xi 1 en el momento ti 1 al estado xi en el momento ti,pti;ti+1(xi jxi 1 ) = titi 1(xi jxi 1 ); ti 1 < ti; i = 0; 1; : : : ;m
esto es,pt0;t1;:::;tm(x0;x1; : : : ;xm) = pt0(x0) mYi=1 t 1;ti (xi 1;xi) (5.31)
De (5.31), la FDP con dimensión m+ 1 para un proceso de Markov, toma la forma,pt0;t1;:::;tm(x0;x1; : : : ;xm) = pt0(x0)m+1Yi=1 t 1;ti (xi 1;xi) =tm;tm+1 (xi 1;xi) pt0;t1;:::;tm(x0;x1; : : : ;xm)
De lo anterior, se concluye que la FDP inicial más la FDP de transición ti 1 ; ti(xi 1; xi)
determinan completamente el proceso vectorial aleatorio de Markov. Por cierto, ambas
FDP cumplen, tanto las formas directa e inversa de la ecuación de Kolmogorov.
5.3.3. Ejemplos de procesos generados de Markov
En la práctica, se han generado modelos concretos que corresponden a señales reales, las
cuales se analizan como procesos de Markov, descritos por (5.28) y por las respectivas FDPpt0(x0) y ti 1 ; ti(xi 1;xi). Entre los modelos más conocidos, están los siguientes:
Señal pasabaja de información. Sea n = 1, b0 = a0 = . Entonces de (5.28) se obtiene:dxdt =  x(t) + (t); x(t0) = x0 (5.32)
El modelo (5.32) tiene la misma estructura del circuito RC presentado en el ejemplo 1.3,
con constante de tiempo 1= = RC, cuando a la entrada se tiene RBG, (t). En caso de
no existir el primer término de (5.32), se obtiene un proceso estacionario de Wiener.
Modelo con dos componentes de procesos de Markov de baja frecuencia.
Sea n = 2. Entonces, se obtiene el sistema:dx1dt = x2(t)  a1x1(t) + b1(t)dx2dt =  a0x1(t) + b0(t) (5.33)
En la práctica, es frecuente el empleo de modelos que incluyen dos componentes de
procesos de Markov, que tienen una descripción diferente a (5.33), pero que pueden ser
descritos por la ecuación diferencial de segundo orden,d2x1dt2 = a1 dx1dt + a0x1(t) = b0(t) + b1ddt
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que se representa en forma de un sistema de dos ecuaciones lineales diferenciales:dx1dt =  1x1(t) + 21x2(t) + 1(t)dx2dt =  2x2(t) + 2(t) (5.34)
donde1 + 2 = a1, 12 = a0, 21 = 21, 2 = b0, b1 = b1
En particular, cuando 21 = 1 = 2 = 2, el proceso aleatorio x1(t), se puede emplear
en el modelado de la señal de voz [41]. En este caso, x1(t), se analiza como la salida de un
par de circuitos RC conectados en cascada (sin tener en cuenta su reacción mutua), uno de
ellos de baja frecuencia con constante de tiempo 1=a2 = R1C1, y el otro de alta frecuencia,
con 1=01 = R2C2, cuando a la entrada de la conexión se tiene RBG. De otra parte,
cuando se asumen los valores 11 =  00, 1 = 0, 2 = 2, de (5.34) se obtiene el modelo
de trayectorias simples de seguimiento, en el cual el RBG pasa a través de dos circuitos
de integración RC conectados en cascada, con las constantes de tiempo 1=1 = R1C1 y1=2 = R2C2, respectivamente. Cabe anotar que la conexión en cascada de circuitos RC se
puede generalizar hasta cualquier orden n, en la medida en que el proceso x1(t) se puede
representar en la forma (5.34), para cualquiera que sea el orden de la ecuación diferencial
(5.27) que lo describe:dxdt = Ax(t) +B(t); x(t0) = x0; t  t0 (5.35)
donde
A = 266666664 1  21 0 0    00  2  32 0    00 0  3  43    0... ... ... ... ...0 0 0 0    n
377777775 ; B = 26666412...n377775 ; x(t) = 266664x1(t)x2(t)...xn(t)377775
Los coeficientes en (5.27) se relacionan con los valores de (5.35) mediante las siguientes
expresiones:an 1 = nXk=1 ak; an 2 = n 1Xi=1 ai nXj=i+1 ajan 3 = n 2Xk=1 ak n 1Xi=k+1 ai nXj=i+1 aj ; an 4 = n 3Xm=1 am n 2Xk=m+1 ak n 1Xi=k+1 ai nXj=i+1 aj ;a0 = a1a2a3    an 2an 1an;
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De manera similar, se obtienen los coeficientes para la matriz B,bn 1 = 1; bn 2 = 1 nXj=2 aj   b2a(2)1 ;bn 3 = 1 n 1Xi=2 ai nXj=i+1 aj   2(2)1 nXk=3 ak   3a(2)1 a(3)2 ;bn r = 1 n r+2Xl=2 l n r+3Xs=l+1 s : : : n 3Xm=u+1m n 2Xk=m+1k n 1Xi=k+1i nXj=i+1j   2(2)1 n r+3Xs=3 s : : :n 3Xm=u+1m : : : nXj=i 1j + 3(2)1 (3)2 n r+4Xp=4 p : : : n 3Xm=n+1m n 2Xk=m+1 akn 1Xi=k+1i nXj=i+1j       r 1(0)1 (3)2 : : : (r 1)r 2 nXi=r+1i + r(2)1 (3)2 : : : (r)r 1
El diagrama del filtro de formación, construido en correspondencia con (5.35) se muestra
en la Tabla 5.5. Considerando BT = f0; 0; : : : ; ng, i =  (i+1)i , el filtro obtenido es la
conexión en cascada de n circuitos RC con constante de tiempo 1=i = RiCi. Cuando la
cantidad de circuitos, n, es suficientemente grande el filtro se aproxima al tipo Gaussiano.
Modelo del proceso Función de correlación Filtro formantedxdt =  x+  (t) ;x (t0) = x0 Rx ( ) = 2xe j j x(t)(t) CR = 1=RCdx1dt =  x1 (t) x2 (t)+ (t) ;dx2dt =  x2 (t) +  (t)xi (t0) = xi0; i = 1; 2 Rx1( ) =Nx8 (1   j j) e j j 6? 6?6?
R(t) C = 1=RC Rx2(t)C x1(t)
Figura 5.5. Modelos de transformación a procesos de Markov
Aunque se tenga un proceso aleatorio real escalar, su representación en forma de un
proceso Gaussiano de Markov se realiza en la forma vectorial (5.28), la cual se puede
generalizar al caso de análisis conjunto de vectores funcionales continuos con dimensiónr. Cada componente vectorial, a su vez, se modela por el respectivo vector de procesos
Gaussianos de Markov xi(t), descrito por (5.28) en la forma,dxidt = Ai (t)xi (t) +Bi (t) i (t) ; xi (t0) = xi0
5.3. Transformación de procesos de Markov 257
donde Ai y Bi son matrices, cada una con dimensión ni  ni, definidas en (5.29). Como
resultado, la señal vectorial continua se modela por un proceso Gaussiano x(t), descrito
por la ecuación diferencial vectorial y estocástica,dxdt = A (t)x (t) +B (t) (t) ; x (t0) = x0
donde
A = 26664A1 0    00 A2    0           
0 0 0 Ar37775; B = 26664B1 0    00 B2    0           0 0 0 Br37775; x (t) = 266664x1 (t)x2 (t)...xr (t)377775;  (t) = 2666641 (t)2 (t)...r (t)377775
La excitación del sistema corresponde a proceso vectorial del tipo RBG  (t) con valor
medio E f (t)g = 0 y función de correlación Ef (t)T (t   )g = R ( ), que es una matriz
de varianzas, simétrica y positiva definida, para los ruidos blancos componentes.
5.3.4. Discretización de procesos continuos de Markov
El modelado de procesos continuos dinámicos de Markov en procesadores digitales se rea-
liza mediante la discretización, sobre mallas de puntos determinados en el tiempo, a partir
de las ecuaciones diferenciales que describen su comportamiento.
Sea un sistema dinámico, cuyo modelo se describe por la ecuación diferencial,ddt = f (t; ) + g (t; ) d(t); (t0) = 0; t 2 T
donde f y g son funciones determińısticas, continuas y diferenciables, que cumplen la
condición de Lipschitz. Al considerar RBG, (t), a la entrada de un sistema, entonces su
salida es un proceso escalar de Markov, determinado por la ecuación diferencial de Ito:ddt = f(t; ) + g(t; )d(t); (t0) = 0; t 2 T (5.36)
en el cual, las funciones g y f se consideran monótonas crecientes pero acotadas,jf(t; )j2 + jg(t; )j2  2(1 + jj2); 0 <  <1; t 2 T
Las restricciones impuestas a los coeficientes (5.36) son suficientes para la existencia y
unicidad de la solución (t) en el intervalo t 2 [0; T ℄, con lo cual a la ecuación estocástica
diferencial (5.36) le corresponde la representación integral equivalente,(t) =(t0)+ Z tt0 f(s; (s))ds+ Z tt0 g(s; (s))dsd(s) (5.37)
La discretización del modelo del sistema se hace a partir de (5.36) o (5.37), para lo
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cual, sobre un intervalo de análisis [0; T ℄ se genera la malla de puntos uniformes de tiempotk = k, donde  = T=n, es el paso de discretización. Luego, dada la condición inicial0 = (0), mediante el principio de estimación recurrente ~v+1 = ~v + v(~v;;vv) para
cada uno de los incrementos del proceso de Wiener, vv = v(tv+1)   v(tv), es necesario
obtener los valores estimados ~v, que sean los más cercanos, para algún criterio dado a la
solución verdadera v = (tv). Esta cercańıa de los valores de v y ~v, se da por el valor
cuadrático medio del error ", en la forma" = max1vnnEf(~v   0)2j0o1=2 (5.38)
en el cual, las condiciones iniciales de las soluciones verdadera y aproximada coinciden,
esto es, 0 = ~01. Asumiendo la suavidad de las funciones f y g durante el intervalo de
discretización, la expresión (5.37) corresponde a la ecuación iterativa de Euler,~v+1 = ~ + f(vt; ~v) + g(vt; ~v)v (5.39)
que en forma general, presenta un error del tipo " = o(p) [42].
La ecuación diferencial estocástica equivalente de Stratanovich para (5.39) tiene la sigu-
iente forma:d = (f(t; )  (1=2)g0(t; )g(t; ))dt + g(t; )dv; (0) = 0 (5.40)
donde g0(t; ) = g(t; )=. La equivalencia de (5.36) y (5.38) se entiende en el sentido,
en que ambas expresiones, con iguales condiciones iniciales, conllevan a iguales resultados.
La representación integral equivalente de (5.40) tiene la forma.(t) = (t0) + tZt0 (f(s; (s)) + 12g0(s; (s))ds+ tZt0 g(s; (s)dv(s) (5.41)
La ecuación recursiva para (5.41) se expresa como~v+1 = ~v+(f(v+ ~v) (1=2)g0(v; ~v))+g(v+=2; ~v+~v=2)v+o() (5.42)
La aproximación de (5.42) se puede obtener si la función g(v + =2; ~v + ~v=2) se
descompone en series de potencia sobre el punto (v; ~v) y se desprecian los términos, cuyo
orden sea mayor a o(). Luego (5.42) toma la forma~v+1 = ~v + (f(v; ~v)  (1=2)g0(v; ~v)g(v; ~v)) + g(v; ~v)v+ g0(v; ~v)(~=2)v + o()
Reemplazando en la anterior expresión el incremento, ~ = ~v+1   ~v, se obtiene que~v+1 = ~v + f(v; ~v) + g(v; ~v)v + (1=2)g0(v; ~v)(v2 +) + o() (5.43)
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La expresión (5.43) se entiende como una aproximación estocástica mediante la serie
de Taylor en cada intervalo de discretización, que en conjunto con la ecuación recursiva
(5.41) permiten obtener la solución de la ecuación diferencial estocástica (5.36) de forma
recurrente. Aśı por ejemplo, de (5.42) se obtiene una estructura más simple de cálculo,v+1 = v + f(tv; v) + g(tv; v)v (5.44)
Sin embargo, la estructura recursiva obtenida de (5.43)v+1 = v + f(tv; v) + g(tv; v)v + (1=2)g0(tv; v)g(tv ; v) + (v2  )
presenta menor de error de aproximación, si en (5.44) se asume g(t; ) = (N=2)1=2:v+1 = v + f(tv; v) + vv (5.45)
donde v es RBG con E fijg = Æij , 2v = Ng2(tv; v)=2. La expresión (5.45) es un
algoritmo recurrente de modelado de sucesiones de Markov fvg, con condición inicial 0.
Ejemplo 5.14. Sea el proceso Gaussiano simple de Markovddt =   + (t) (1)
La correspondiente ecuación recurrente, a partir de (5.45), toma la formav+1 = v   v+ vv; 2v = N2=2 (2)
Sin embargo otra forma de discretización de (1) se puede obtener de la solución general(t) = (t0) exp( (t  t0)) +  tZt0 exp( (t   ))( )d
con lo cual se obtiene(t) = exp( )v + ()v (3)
donde2() = 2N2 Z0 exp( 2 )d = 2N4 (1  exp( 2)) (4)
La expresión (4) implica que la varianza cumple la relación, Æ2=d =  22 + 2N=2,
con condición inicial 2(0) = 0. Las expresiones (3) y (4), a diferencia de (2), establecen
la relación precisa entre v+1 y v , para cualquiera que sea el valor de . Si el proceso de
discretización se escoge de tal manera que   1, entonces se pueden emplear la aprox-
imaciones exp( )  1    y exp( 2)  2. Luego, ambas expresiones (2) y (3)
coinciden, y por lo tanto, la relación (2) será más precisa, entre menor sea el paso .
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Los resultados anteriores se pueden generalizar para el caso de la ecuación diferencial
lineal dada en forma vectorial con parámetros constantes,_ = A(t) + (t) (5.46)
donde (t) es el proceso vectorial, A es una matriz cuadrada y (t) es el vector RBG con
valor medio 0 y matriz de correlación, Q, simétrica y positiva semidefinida:E n(t1)T(t2)o = QÆ(t2   t1) (5.47)
La solución general de la ecuación (5.46) tiene la forma(t) = Φ(t  t0)(t0) + tZt0 (Φ(t   )0( )d (5.48)
siendo Φ(t) la matriz de transición, que cumple la ecuación: _Φ = AΦ(t), con condición
inicial Φ(0) = I. De la ecuación (5.48) y teniendo en cuenta que,
Φ(t) = exp(At) = I +At+ (1=2)A2t2 +    (5.49)
se obtiene la expresión recursiva v+1 = exp(A)v + v. La matriz de correlación del
vector ruido blanco Gaussiano se determina, a partir de la expresiones (5.47) y (5.48),2() = EfvTv g = E8><>:0B (v+1)Zv exp (A ((v + 1)  1)) (1) d11CA  0B (v+1)Zv exp (A ((v + 1)  2)) (2) d21CAT9>>=>>;
que al introducir el operador de la esperanza se tiene que2() = Z0 Z0 expAT1E n ((v + 1)  1)T ((v + 1)  2)o expAT2 d1d2 = Z0 exp (A )Q exp AT d (5.50)
luego, al multiplicar por la matriz A resulta en
A2() = A Z0 exp(A )Q exp(AT )d = Z0 (A exp(A )d )Q exp(AT )
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En este caso, se puede emplear la integración por partes en forma matricial
A2() = Z0 d(exp(A ))Q exp(AT )d= exp(A ) Q exp(AT )0   Z0 exp (A ) dQ exp AT = exp (A)Q exp AT  IQI  0 Z0 (A )Q exp AT d1AAT= d2()d  Q  2()AT
Con lo cual, la matriz 2() cumple la ecuaciónd2()d = A2 + 2AT +Q (5.51)
con condición inicial 2(0) = 0. La matriz 2() es preferible representarla en forma,2 = GGT (5.52)
La matriz G es triangular inferior y genera una forma cómoda para el modelado,v+1 = exp(A)v +Gv = ()v +Gv (5.53)
donde E nvTo = IÆv.
La expresión (5.53) es la generalización vectorial de la forma escalar (3) y permite el
modelado del proceso (t) en tiempo discreto. El algoritmo (5.53) para discretización de
procesos continuos de Markov incluye los siguientes pasos:
1. Dada la matriz A, mediante métodos de cálculo numérico se resuelve la ecuación_Φ = AΦ(t) y se halla la matriz () = exp(A).
2. Conocidas A y Q, por métodos numéricos se resuelve (5.51) y se halla 2().
3. De la matriz 2() se halla la matriz cuadrada G.
4. A partir de (5.53), dado v se estima el siguiente valor discreto de la sucesión v+1,
para lo cual se emplea RBG, generado por algún método convencional, en calidad de
señal de entrada.
En algunos casos, por ejemplo, cuando se tienen procesos vectoriales (t) en dimensión
baja o cuando la matriz A es diagonal, es preferible hallar de forma anaĺıtica las matrices(t) y 2(t). En particular, empleando la descomposición matricial por Taylor de la matriz(t), y asumiendo la diagonalidad de A se obtiene exp(At) = trae[exp(at)    exp(ant)℄.
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Sin embargo, la descomposición de la misma matriz (t) es más cómodo realizarla medi-
ante la transformada de Laplace, b(p) = L f(t)g, en la cual cada elemento es la imagen
por Laplace del respectivo elemento de la matriz (t). Entonces, de _Φ = AΦ(t) se obtiene(pI  A) = b(p) = I; L f(t)g = pb(t) (0) = pb(p)  I
si se tiene que el determinante det(pI  A) 6= 0, entonces,(p) = (pI  A) 1 (5.54)
que se emplea en el cálculo de la exponente matricial (t) = L  1 f(pI  A)g. La expresión
vectorial para el caso lineal del algoritmo de aproximación escalar, ver ec. (2) del ejemplo
5.14, se obtiene truncando la serie de Taylor para t!1, tal que, (t) ' I +A(t), luego,
de (5.50) se obtiene 2()  A y la representación vectorial de (5.51) toma la formav+1 = (I +A)v + 1v; E nTo = IÆ (5.55)
La matriz diagonal inferior  1 se obtiene de la expresión 1 T1 = Q (5.56)
Ejemplo 5.15. Basados en el algoritmo de representación matricial del algoritmo de la ec.
(2) del ejemplo 5.14, hallar el modelo de una señal de voz, dado por el sistemad1dt + 1 = d2dt ; d2dt + 2 = (t) (1)
La representación de (1) en la forma generalizada (5.46) es la siguiented1dt =  1 + 2 + (2); d2dt =  2 + (t) (2)
Al comparar (5.46) con (2) se obtienen las matrices
A =    0  ; Q = N2 1 11 1 (3)
Mediante (5.54), se halla la transformada de Laplace de la matriz (t),b(p) = (pI  A) 1 = p+  0  1 = 1(p+ )(p+ ) p+   0 p+  +  (4)
Luego, la matriz de transición obtenida es(t) = L  1 n̂(t)o = "exp( t)    (exp( t)  exp( t)0 exp( t) #
Basados en los valores (3) y (4), además teniendo en cuenta (5.50), se determinan los valores
5.3. Transformación de procesos de Markov 263
de la matriz de varianza 2() (siendo T (x) = 1  exp ( x)):d11 = N02 (  )2 2 T (2)  + T (+ ) + 2 T (2)d12 = N02 (  )2 2 T (+ )  11 (a+ )T (2)d22 = 12T (2) (5)
Por lo anterior, un proceso vectorial aleatorio de Markov T = f1; 2g se modela mediante
el algoritmo (5.53), si se descompone la matriz σ2() con elementos (5) de acuerdo con
la expresión (5.52). El algoritmo de aproximación (5.55) se puede obtener de dos formas:
empleando la expresión (5.56) o hallando la primera aproximación, cuando  ! 0, para la
expresión (5). En ambos casos se obtiene el mismo resultado.
Luego()  1   1  0 1  ; σ2()  N2 1 11 1
El reemplazo de los valores respectivos implica que la solución de la ecuación  1 T1 = 2()
corresponde a la matriz 1 = N2 1=2 1 01 0
El algoritmo de aproximación (5.53) para el ejemplo en análisis tiene la formav+1 = 1  t t0 1  tv +N2 1=2 1 01 0v
Ejemplo 5.16. Sea un proceso bicomponente Gaussiano de Markov en la forma1dt =  11   12 + 1(t); 2dt =  21   22 + 2(t)
donde E fi(t)g = 0; E (t1)T(t2)	 = 264 N2 rpN1N22rpN1N22 N22 375.
La matriz A, en este caso, de determina como
A =  1  1 2  2
El cálculo de la matriz  se puede realizar mediante el método de diagonalización. En estos
casos, inicialmente se calculan los valores propios 1;2 de la matriz A, como la solución de la
ecuación det(I A) = 0:1;2 =  (1 + 2  !)=2; ! = ((1   2)2 + 421)1=2
asumiendo que 1;2 2 R, entonces existe una matriz regular C que transforme a A a la forma
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diagonal, esto es,
CAC 1 = 1 00 2 = R (6)
Los elementos de la matriz C se hallan de la ecuación obtenida de la multiplicación de la
igualdad (6) por C:
A = RC; =) C = /21 11  /22; C 1 = 2 1/Æ 221/Æ221/Æ  2/Æ
donde  = 1   2   !, Æ = 2 + 21.
De (6), se tiene que A = C 1RC, por lo tanto,
An = (C 1R)(C 1RA)    (A 1RC) = C 1RnC
El empleo de la descomposición (5.49) de la matriz
Φ(t) = exp(At) = I +At+ (1=2)A2t2 + : : :+C 1IC +C 1RtC+ : : : (7)= C 1(I +Rt+ (1=2)R2t2a+ : : :)C = C 1 exp(Rt)C (5.57)
Por cuanto la matriz R es ortogonal, entonces exp(At) = exp(1t) 00 exp(2t)
Teniendo en cuenta las expresiones de C y C 1, además la relación (7), se halla que() = 2 exp(1) + 421 exp(2) 22(exp(1)  exp(2))21(exp(1)  exp(2)) 421 exp(1) + 2 exp(2)
Los elementos de la matriz de varianza 2() se muestran en [41].
Problemas
Problema 5.17. La ecuación diferencial de un generador de señales senoidales tiene la forma_a  ba1  a24  =  (t)
donde a es la amplitud, b;  = onst y  (t) son las fluctuaciones que generan cambios en la amplitud.
Hallar la ecuación diferencial lineal con relación al incremento relativo de amplitud y su solución
estacionaria, empleando el método de linealización determinı́stica. Asumir E f (t)g = 0 y a  a0.
Problema 5.18. Hallar el respectivo modelo de la señal de un proceso (t), a la salida de un circuito
de resonancia, dado por la siguiente ecuación lineal diferencial de segundo orden:d2Ædt2 + 2d/dt+ !20 = !20 (t) ; !0  
Caṕıtulo 6
Detección y filtración de señales aleatorias
Dada una mezcla de la señal útil  y alguna perturbación  presente en ella, el objetivode la filtración consiste en obtener la estimación, bien sea de la misma señal útil
en general, ~; o bien de alguno de sus parámetros o caracteŕısticas de interés, (~); con
estructura aleatoria. De otra manera, la filtración implica buscar la transformación de la
trayectoria x (t) 2  en análisis a fin de obtener la mejor estimación, por un criterio dado,
de los valores de un proceso aleatorio en un momento determinado del tiempo del intervalo
de observación. Además de la estimación del mismo proceso , en la práctica, a partir de
las respectivas observaciones x 2 ; dadas sobre un intervalo de tiempo de análisis, tiene
sentido la estimación de alguna transformación lineal del proceso aleatorio, por ejemplo, el
desplazamiento en el tiempo, la diferenciación o integración múltiple o la combinación de
estas transformaciones.
Aunque en la mayoŕıa de los casos, los sistemas óptimos de proceso son no lineales. No
obstante, el desarrollo de los métodos de filtración lineal tiene mayor importancia, por cuan-
to su aplicación presenta mejor sentido práctico. De otra parte, debido a que la condición
de linealidad no implica la condición de realización f́ısica (causalidad del sistema), es usual
para la śıntesis de filtros el empleo de la solución secuencial: primero, la comprobación de
la condición de linealidad y luego, la de causalidad.
Como criterio de calidad en la estimación del valor de la señal aleatoria, en algunos casos,
se escoge el valor medio de la potencia del error para un ensamble dado de trayectorias, esto
es, el valor cuadrático medio de la desviación estándar de la estimación del valor estimado.
En otros casos, el criterio de calidad corresponde a la relación de las potencias de la señal
contra la de perturbación.
El análisis de filtros no lineales se puede considerar de diversas maneras; cada una de ellas
acopladas a la naturaleza de no linealidad del proceso. En general, entre las aproximaciones
más conocidas, descritas en el numeral §5.2.1, están las relacionadas con la caracterización
de los sistemas no lineales mediante la suma infinita de los integrales de Volterra. Otra
aproximación consiste en la representación, dadas las restricciones pertinentes, en forma
de procesos de Markov.
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6.1. Métodos de detección
Sea el conjunto de señales de información, fxk(t) : k = 1; : : : ; ng con estructura conocida,
bien sea de naturaleza determińıstica o aleatoria, y de las cuales solo puede existir una
señal, xk(t); durante un intervalo dado de observación T; que además se asume perturbada
por alguna trayectoria de la distorsión aleatoria (t).
A efectos de análisis, la perturbación (t) se considera RBG aditivo, con lo cual, la
trayectoria sobre la cual se realiza la detección tiene la forma:y(t) = xk(t) + (t); t 2 T (6.1)
De tal manera, que pueden generarse las respectivas hipótesis sobre cuál de las k posibles
señales está presente en el intervalo dado de observación.
La tarea de detección, de acuerdo con el número k de posibles señales de información,
puede ser binaria, (k = 2), o bien múltiple, (k > 2). Sobre el mismo carácter de las señales
de información, se pueden diferenciar las siguientes tres tareas:
(a). Detección de las señales determińısticas con parámetros conocidos (sistemas sincróni-
cos de comunicación digital).
(b). Detección de señales determińısticas con parámetros desconocidos (detección de radar,
sistemas asincrónicos de comunicación digital).
(c). Detección de señales de información con estructura aleatoria (detección śısmica, ra-
dioastronomı́a, radioprospección).
Sea un conjunto de señales xk(t); k = 1; : : : ; N , dado el modelo de observación (6.1),
para el cual se introduce la FDP condicional con dimensión múltiple, p(yjxk) de la variabley, bajo la condición de que esté presente la señal de información xk, en el intervalo dado de
observación. La toma de decisión sobre cuál de las posibles señales está presente, implica
que todo el espacio G conformado por las señales de información sea dividido de forma
determinada en m subespacios, fGi  G : i = 1; : : : ; Ng. De tal manera, que al tenersey(t) 2 Gi; t 2 T , entonces, se toma la decisión de que está presente la señal xi(t).
Sin embargo, debido a la interacción del ruido (t), el verdadero valor de la medida de
la señal presente xk(t) se altera, como se muestra en la Figura 6.1, luego, pueden ocurrir
dos casos extremos en la toma de decisión:
– Primero, que la perturbación 1(t) cambie el valor real de medida, pero la señalxk(t) siga reflejándose, mediante y1(t), en su respectivo subespacio Gk, con lo que la
decisión se toma correctamente sobre cuál de las señales fue detectada.
– Segundo, que la trayectoria 1(t) altere la medida, de tal manera que la señal xk(t),
reflejada en y2(t), traspase la frontera ki y se ubique en un subespacio diferente, esto
es, xk ! Gi; para todo i = 1; : : : ; N; i 6= k; por lo tanto, se genera un error en la
toma de decisión durante la detección de la respectiva señal.






















































































































































































































































































































































































































































































































































Figura 6.1. Espacios de decisión
Es evidente, que la conformación de los
subespacios y, en particular, el cambio de
las fronteras influyen sobre la probabilidad
de error de la detección de las señales de
información. Aśı por ejemplo, si en vez de
tomar la frontera km, dada la observacióny1, entonces la detección de xk(t) es incor-
recta, por cuanto se toma la decisión Gm.
Por el contrario, para la trayectoria y2, al
cambiar la frontera hasta ki el espacio de
decisión Gi se amplia y la detección de xk
ya se convierte en correcta.
La FDP condicional de detección correc-
ta se da por la integral múltiple:p(xijxi) = ZGi2G p(yjxi)dy (6.2)
Mientras, la FDP condicional complementaria de error tiene la formap(xj jxi) = ZGi p(yjxi)dy; 8j = 1; : : : ; N; j 6= i (6.3)
De esta manera, dado un criterio de decisión, la mejor división de los subespacios de
las señales de información (toma de decisión óptima de detección) se realiza mediante los
métodos de teoŕıa de toma de decisión estad́ıstica, descritos en el numeral §2.3.
6.1.1. Detección bayesiana de señales
Sea la función de pérdida f f"g en forma de los valores ji, que resultan de la toma
incorrecta de la decisión de detección de la señal xi, cuando realmente se teńıa xj . Las
funciones de pérdida asumen ij = 0, sin embargo, se puede generalizar su definición y
considerar el caso cuando ij 6= 0, asumiendo el sentido de función de costos de decisión.
La función de riesgo condicional, de (2.81), se determina para la detección de xi comorg(xi) = NXn=1 ijp(xj jxi)
Dada la FDP a priori de aparición, p(xi), para la señal xi, entonces el riesgo medio (2.86),
cuando se asume la presencia de una sola señal de información en el intervalo de análisis,
se determina comoRg(xi) = NXn=1 rg(xi)p(xi) = NXn=1 NXn=1 ijp(xi)p(xj jxi)
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Teniendo en cuenta (6.2) y (6.3) se obtieneRg(xi) = NXn=1 NXn=1 ijp(xi) Z Djp(yjxi)dy (6.4)
El método de detección se considera óptimo, de acuerdo al criterio de riesgo medio, cuan-
do el valor de (6.4) se hace mı́nimo, cuyas variables de optimización son las caracteŕısticas
de las señales, en particular la estructura y parámetros de los operadores de transformación
de las señales mismas, que conforman las fronteras de los respectivos subespacios de toma
de decisión.
Detección binaria
Sea una observación, y(t), que corresponde al modelo (6.1), la cual se representa por una
sucesión de valores y[n℄; n = 0; : : : ; N   1, que corresponde a un vector, y; con dimensiónN . Sean las hipótesis H0 y H1, conformadas para los casos de aparición de las señales x0 yx1, respectivamente, con lo cual se pueden tener los siguientes resultados de decisión:
1. Se acepta H0 y H0 es cierta, entonces se asigna el costo de decisión 00
2. Se acepta H1, pero H1 es cierta, 10
3. Se acepta H1 y H1 es cierta, 11
4. Se acepta H0, pero H1 es cierta, 01
Las decisiones 1 y 3 son correctas, mientras las decisiones 2 y 4 resultan incorrectas y
generan el correspondiente error.
Definidas las probabilidades a priori P0 y P1, que corresponden a la probabilidad de
aparición de las señales x0 y x1, respectivamente, el riesgo medio (6.4) resulta enRg = 00p(x0)p(x0jx0) + 10p(x0)p(x1jx0) + 11p(x1)p(x1jx1) + 01p(x1)p(x0jx1) (6.5)
El valor de la función de costos se define de tal manera que, los coeficientes de error sean
mayores que cero, 10 > 0; 01 > 0, mientras para los coeficientes de decisión acertada se
tenga, 00  0; 11  0, con lo cual se cumple que,10 > 00; 01 > 11
La función de decisión consiste en la conformación, a partir del espacio total de decisión
y dada la función de transformación del espacio de observaciones, D = g(y), para los
subespacios de decisión D0 y D1, que corresponden a las respectivas hipótesis: H0 y H1.
Como antes se dijo, la regla de decisión óptima consiste en la determinación de la frontera, que minimice el riesgo medio (6.4). Por cuanto, para el subespacio Di; i = 0; 1, se toma
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la hipótesis Hi, entoncesp(x0jx0) = ZD0 p(yjx0)dy (6.6a)p(x1jx0) = ZD1 p(yjx0)dy (6.6b)p(x1jx1) = ZD1 p(yjx1)dy (6.6c)p(x0jx1) = ZD0 p(yjx1)dy (6.6d)
donde p(yjx0) y p(yjx1) son la FDP condicionales de aparición de la trayectoria y(t), cuando
se asume la presencia de las señales de información, x0 y x1, respectivamente.
Las integrales de ambas FDP, tomadas por los respectivos subespacios de decisión, D0
y D1, determinan la validez de las correspondientes hipótesis, H0 y H1. Reemplazando en
(6.5), las expresiones (6.5) y (6.6d), se obtiene el valor de riesgoR = 00p(x0) ZD0 p(yjx0)dy + 10p(x0) ZD1 p(yjx0)dy+ 11p(x1) ZD1 p(yjx1)dy + 01p(x1) ZD0 p(yjx1)dy
Las relaciones (6.2) y (6.3) son complementarias, en el sentido en que,ZD1 p(yjxi)dy = 1  ZD0 p(yjxi)dy; i = 0; 1 (6.7)
luego, el riesgo se expresa en función de un solo subespacio de decisión, por ejemplo, D0,R = p(x0)10 + p(x0)11+ ZD0 (p(x1) (01   11) p(yjx1)  (p(x0)(10   00) p(yjx0)) dy (6.8)
Los dos primeros términos en (6.8) corresponden a los valores fijos de pérdida, que no
dependen de la selección de las fronteras del subespacio de decisión D0. Por lo tanto,
la minimización del riesgo R significa configurar el subespacio D0, de tal manera que se
incluyan únicamente los valores negativos (valores de pérdida) de la integral en la expresión
(6.8), esto es, de la condición:p(x1) (01   11) p(yjx1)  p(x0) (10   00) p(yjx0) < 0
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que se puede escribir en la formap(yjx1)p(yjx2) < p(x0)(10   00)p(x1)(01   11)
De lo anterior, la función de decisión toma la formap(yjx1)p(yjx2)H1><H0 p(x0)(10   00)p(x1)(01   11) =  (6.9)
La parte derecha de la expresión (6.9) es la función de verosimilitud,(y) = p(x0) (10   00)p(x1) (01   11)
que implica en (6.9) que es más verośımil la hipótesis con la mayor FDP a posteriori, para
una trayectoria dada de y(t).
La parte derecha de (6.9) corresponde a un valor fijo , calculado a partir de la relación
entre las probabilidades de aparición de las señales x0 y x1 y los respectivos costos de
decisión, que se determina como = p(x0) (10   00)p(x1) (01   11)
En general, el riesgo medio es uno de los criterios de decisión más generalizados, pero su
empleo implica una gran cantidad de información sobre los procesos de análisis, que en la
práctica no siempre está disponible.
Detección del observador ideal
Sean los coeficientes de la función de costos iguales y definidos de la forma:ij = 8<:0; i = j1; i 6= j
con lo cual se asume que todos los errores de decisión conllevan a un mismo costo y, por lo
tanto, el riesgo medio corresponde a la probabilidad total de aparición del errorR = Pe = NXi=1 NXj=1j 6=i p(xi) ZDj p(yjxi)dy (6.10)
El criterio (6.10) determina el mı́nimo valor medio de errores, mientras la probabilidad
de detección correcta sea la máxima, que se alcanza cuando la decisión de que la señal
detectada pertenece al subespacio Di, cumple la condición,p(yjxi)p(xi) > p(yjxj)p(xj); 8j 6= i (6.11)
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En esencia, dadas las N   1 condiciones (6.11), se tiene la siguiente regla de detección:maxj fp(xj)p(yjxi)g = p(xi)p(yjxi) (6.12)
esto es, la decisión sobre cuál fue la señal detectada recae en aquella que tenga la máxima
FDP a priori.
Detección del máximo de probabilidad a posteriori
Debido a que p(xi)p(yjxi) = p(xijy)p(y), donde p(xijy) es la FDP a posteriori de que se
tiene la señal xi, cuando se mide la observación y, mientras, p(y) es la densidad marginal
de la señal medida, entonces, en concordancia con el teorema de Bayes (2.4), se tiene,p(xijy) = p(xi)p(yjxi)NPi=1 p(xi)p(yjxi) (6.13)
luego, el algoritmo de detección óptimo, en este caso, tiene la formamaxj fp(xijy)g = p(xijy) (6.14)
La comparación de los algoritmos (6.12) y (6.14) muestra que ambos conllevan a la misma
decisión óptima, y por lo tanto, los correspondientes criterios son equivalentes. Además,
ambos exigen la misma información a priori del proceso en análisis.
Detección minimax
En caso de desconocer las probabilidades a priori de aparición de las señales, el riesgo (6.4)
se puede calcular sobre la peor densidad de probabilidad, p(xi); i = 1; : : : ; N , que se asume
de tal manera que se obtenga el mayor valor del riesgo medio, luego,R = minDj maxp(xi) NXi=1 NXj=1 ijp(xi) ZDj p(zjxi)dz
Detección de Neymann-Pearson
Existen casos en los cuales se tiene una clara asimetŕıa en las pérdidas de decisión. En el
caso particular de la detección binaria, el criterio minimiza uno de los dos tipos de error
indicados en el ejemplo 2.27.
En la práctica, tiene sentido brindar la mı́nima probabilidad de error del tipo 1,p(x0jx1) = ZD0 p(yjx1)dy
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para un valor dado probabilidad de error tipo 2,p(x1jx0) = ZD1 p(yjx0)dy
con lo cual, el algoritmo de detección (6.14), para el caso de detección binaria, se simplifica
significativamente hasta la expresión p(x1jy) > p(x0jy), que al tomar en cuenta (6.13)
puede describirse de cualquiera de las siguientes dos formas:p(x1)p(yjx1) > p(x0)p(yjx0)p(yjx1)=p(yjx0) > p(x0)=p(x1)
Esto es, (y) = ; donde  = p(x0)=p(x1). El umbral  no es conocido, pero se escoge
a partir de un valor asumido para el error 2 del tipo 2. Ambas FDP de error se expresan
en función de la relación de verosimilitud, haciendo el cambio de variables, y ! ,p(yjx1)dy = p(jx1)d; p(yjx0)dy = p(jx0)d
En este caso, el espacio de decisión D se transforma en un eje de valores, , en el cual
el valor  corresponde a la frontera entre los espacios de decisión, por lo tanto,p(x0jx1) = ZD0 p(yjx1)dy = Z0 p(jx1)dp(x1jx0) = ZD1 p(yjx0)dy = 1Z p(jx0)d
El valor , entonces, se puede determinar dada la condición R1 p(jx0)d = 2. Como
resultado, el detector óptimo por Neymann-Pearson realiza el algoritmo >  (6.15)
Si la condición (6.15) es cierta, entonces, el algoritmo asume la detección de x1(t).
Detección por medidas de información
En este caso, el criterio analiza la cantidad de información en la detección, para lo cual se
emplea la medida (2.57) que relaciona la información mutua de una señal dada con respecto
a los demás, sobre su entroṕıa, (2.58). En el caso binario, este criterio de detección escoge
la señal con mayor relación,R = I(xj ; xi)=H(xi) = 1 H(xijxj)=H(xi); i 6= j; i; j = 0; 1
Cabe anotar, que del ejemplo 2.18, dados dos sucesos con probabilidades respectivas p1
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y p2, la mayor entroṕıa se obtiene para p1 = p2:H(x1jx0) =   (p1 ln p1 + (1  p1) ln (1  p1))
En la práctica, el criterio de detección informativo conlleva a los mismos resultados que
los criterios (6.12) y (6.13).
6.1.2. Detección de máxima verosimilitud
Si en el algoritmo (6.12), se asume la FDP uniforme para todas las señales, p(xj) = 1=N ,
entonces el criterio se expresa solamente en términos de la función de verosimilitud,p(yjxi) = maxj fp(yjxj)g (6.16)
El criterio de detección (6.16) ha obtenido mayor aceptación debido a la simplicidad
relativa de implementación, que exige espacios de observación no muy grandes.
De otra parte, teniendo en cuenta (6.9) el criterio de Bayes se puede expresar en términos
del criterio de máxima verosimilitud(y)H1><H0 (6.17)
Los valores de las densidades a priori y de los costos influyen solamente en el cálculo del
umbral, mas no en la estructura del algoritmo, que se basa en la estimación de (y). En
este sentido la sintonización de los valores de los costos y probabilidades de generación de
las señales, que frecuentemente se hace de forma heuŕıstica, no influye en la forma de toma
de decisión, y más bien ocurre la sintonización fina de la ubicación del umbral.
Debido a que ambas partes de la igualdad (6.17) son positivas, entonces en vez de tomar
directamente la relación de verosimilitud, se emplea su logaritmo, que es una función monó-
tona. Aśı, el criterio (6.17) toma la formaln(y)H1><H0 ln  (6.18)
que es adecuada, debido a que en la práctica la mayoŕıa de FDP p(yjxi) son exponenciales.
Ejemplo 6.1. Desarrollar el criterio de máxima verosimilitud para la detección binaria de las
señales x0(t) y x1(t), afectadas por el ruido blanco Gaussiano (t) con parámetros N (0; n);
asumiendo que el ancho de banda del espectro de las señales es f .
Sea la trayectoria del ruido (t) que se discretiza, con periodo de muestreo t = 1=2f , y
conforma la sucesión fi : i = 1;mg, en el cual se considera que todos sus valores son vari-
ables aleatorias independientes. Por lo tanto, la correspondiente FDP de dimensión múltiple
Gaussiana se puede representar en la forma,P(1; 2;    ; m) = 1(22)m=2 mYk=1 exp   2k=22 = 1(22)m=2 exp   122 mXk=1 2k!
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donde m = T=t = 2Tf , siendo T el intervalo de análisis para la detección.
La FDP condicional p(yjxi) de aparición de la trayectoria de la medida, y(t) = xi(t) + (t),
corresponde a la densidad de probabilidad, P(y(t)   xi(t)), de la observación del ruido(t) = y(t)  xi(t), que conforman la sucesión de valores discretizados,k 6= (tk) = y(tk)  xi(tk) = yi[k℄
que le corresponde la FDP con dimensión múltiple de la formap(yjxi) = P"(yi[1℄;    ;yi[m℄) = 1(22)m=2 exp   122 mXk=1y2i [k℄!
entonces, la relación de verosimilitud tiene la forma(y) = P(y   x1)P(y   x0) = exp   122 mXk=1 (y2i [k℄ 20[k℄)!= exp   1N0 mXk=1  (y[k℄  x1[k℄)2   (y[k℄  x0[k℄)2t! (1)
donde N0 = 2=f = 22t es la densidad espectral de potencia del ruido.
Teniendo en cuenta (1), el criterio de detección (6.18), toma la formaln(y) =   1N0 mXk=1  (y[k℄  x1[k℄)2   (y[k℄  x0[k℄)2tH1><H0 ln 
asumiendo que el ancho de banda f es suficientemente grande, y por lo tanto, t ! 0,
entonces la sumatoria anterior se reemplaza por la operación de integración,  1N0 TZ0  (y(t)  x1(t))2   (y(t)   x0(t))2 dtH1><H0 ln  (2)
Problemas
Problema 6.1. Desarrollar el algoritmo de detección, dado el RBG con valor medio cero y matriz
de correlación R, para el proceso aleatorio descrito en la forma:y(t; #) = mXk=1 #kxk(t) = ϑx(t)
donde x(t) = fxk(t) : k = 1; : : : ;mg es un sistema dado de funciones determinı́sticas linealmente
independientes, # = f#k : k = 1; : : : ;mg es el vector de parámetros aleatorios con FDP conocidapk(#). La hipótesis H0 consiste en que la trayectoria  = (x1; x2; : : : ; xN) corresponde solo al ruido,
mientras, la hipótesis alternativa H1 corresponde a la presencia del proceso aleatorio mas RBG.
Hallar la relación de verosimilitud.
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6.2. Estimación de parámetros en señales aleatorias
6.2.1. Estimación en condiciones de ruido aditivo
Sea una trayectoria de un proceso aleatorio, y(t) 2 Y, que se observa en el intervalo (0; T ):
Se asume, de forma a priori, que el proceso corresponde a una mezcla aditiva de una señalx(#; t) con estructura determińıstica más una perturbación, (t):y(t) = x(#; t) + (t) (6.19)
donde # = (#1; : : : ; #m); # 2  es el vector de parámetros desconocidos de la señal, cuyo
respectivo vector de estimación es un funcional de la trayectoria observada:e# = K fy (t)g
Por cierto, e# 2 , en la medida en que usualmente el espacio de estimación coincide con
el mismo espacio de los parámetros estimados. El valor medio de la perturbación se asume
igual a cero, E f(t)g = 0, y con función conocida de correlación propia, R(t;  ):
La estimación de los parámetros se puede realizar por cualquiera de los criterios de
aproximación, descritos en el numeral §2.3. En el caso particular del empleo del criterio
de máxima verosimilitud, dado el modelo (6.19), se obtiene el siguiente logaritmo para el
funcional de verosimilitud:ln(y(t)j#) = TZ0 v(t;#)y(t)   12x(t;#)dt (6.20)
donde v(t;#) es la solución de la ecuación integral lineal no homogéneaTZ0 R(t;  )v(#;  )d = x(t;#); 0 < t 2 T (6.21)
6.2.2. Estimación de máxima verosimilitud
La estimación, en este caso, se obtiene de la solución del respectivo sistema de ecuaciones
(2.68), para lo cual inicialmente se determinan las derivadas parciales por cada uno de los
parámetros del logaritmo del funcional de la relación de verosimilitud (6.20),#i ln(y(t)j#) = TZ0 #i v(ti; #)y(t)   12x(t;#)dt  12 TZ0 v(t;#) #ix(t;#)dt; i = 1; : : : ;m (6.22)
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Sin embargo, de (6.21) se tiene queTZ0 v(t;#) #ix(t;#)dt = TZ0 v(t;#)0 TZ0 R(t; u) #i v(u;#)du1Adt= TZ0 #i v(u;#)0 TZ0 R(t; u)v(t;#)dt1Adu= TZ0 #i v(u;#)x(u;#)du (6.23)
Reemplazando (6.23) en (6.22), entonces, se obtiene#i ln(x(t)j#) = TZ0 #i v(u;#) (y(t)  x(t;#))dt; i = 1; : : : ;m (6.24)
A partir de la expresión (6.24), se obtiene directamente el sistema de ecuaciones de
máxima verosimilitud:TZ0 #i v(u;#) (y(t)  x(t;#))dt = 0; i = 1; : : : ;m (6.25)
La solución para el sistema de ecuaciones de (6.25), en función de cada una de los varia-
bles (#1; : : : ; #m), corresponde a la estimación de máxima verosimilitud para el vector de
parámetros # de la señal, e# = (e#1; : : : ; e#m): La exigencia (2.69), sobre la consistencia de la
estimación, impone una condición adicional por la cual la matriz informativa de Fisher:I(#; i; j) = E( #i ln(y(t)j#) #j ln(y(t)j#))= TZ0 TZ0 #i v(1;#) #j v(2;#)R(1; 2)d1d2; i; j = 1; : : : ;m
debe ser positiva definida para e# = #:
Cuando la perturbación (t) corresponde al RBG, el cual tiene DEP igual a N0=2; en-
tonces de (6.25) se tiene que v(t;#) = x(t;#)=N0, con lo cual, el sistema de ecuaciones de
máxima verosimilitud se simplifica hastaTZ0 #ix(t;#) (y(t)  x(t;#)) dt = 0; i = 1; : : : ;m
En consecuencia, al ruido blanco Gaussiano le corresponden los siguientes elementos para
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la matriz de Fisher:I(#; i; j) = 1N0 TZ0 #ix(;#) #j x(;#)d; i; j = 1; : : : ;m
6.2.3. Combinación lineal de señales
Sea la relación lineal entre los parámetros de la señal, donde xi(t) son funciones conocidas,
expresada como:x(t; #) = mXj=1#ixi(t); (6.26)
La estimación conjunta de máxima verosimilitud para #1; : : : ; #m se obtiene de reem-
plazar (6.26) en la parte derecha de (6.21), con lo cual se obtiene el sistema de ecuaciones:TZ0 R(t;  )vi( )d = xi(t); i = 1; : : : ;m (6.27)
La función v(t;#), de la que depende el logaritmo del funcional de verosimilitud, es:v(t;#) = mXj=1#jvj(t)
Por lo tanto,#i v(t;#) = vi
que al reemplazar en (6.25), resulta en el sistema de ecuaciones de máxima verosimilitud,TZ0 vi(t)0y(t)   mXj=1#jxj(t)1Adt = 0; i = 1; : : : ;m (6.28)
luego,
mPj=1#j TZ0 vi(t)xj(t)dt = TZ0 vi(t)y(t)dt; i = 1; : : : ;m.
Al tomar las notacionesxij(T ) = TZ0 vi(t)xj(t)dt (6.29a)yi(T ) = TZ0 vi(t)y(t)dt (6.29b)
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entonces, el sistema lineal de ecuaciones (6.28) se puede escribir en la forma:mXj=1 xij(T )#j = yi(T ); i = 1; : : : ;m
que en forma matricial es
Xmm(T )#m1 = y1m(T ) (6.30)
Asumiendo que
R T0 x2j (t)dt < 1; 8j, además que R(t;  ) > 0, entonces, se concluye
que existe la matriz inversa X 1(T ), razón por la cual la solución de (6.30) conlleva a las
siguientes estimaciones de máxima verosimilitud para los parámetros desconocidos:e# = X 1(T )y(T ) (6.31)
La comprobación sobre la consistencia de la estimación, se realiza empleando la parte
izquierda de (6.28), de lo cual se encuentran los siguientes elementos informativos de la
matriz de Fisher:I(i; j) = E8<: TZ0 vi(1) y(1)  mXk=1#kxk(1)!d1TZ0 vj(2) y(2)  mXn=1#nxn(2)!d29=; ; i; j = 1; : : : ;m (6.32)
De la expresión (6.32), se observa que la matriz informativa de Fisher es positiva definida,
debido a que la función de correlación de la perturbación también es positiva definida. Por
cierto, los elementos de la matriz informativa, en este caso, no dependen de los parámetros#1; : : : ; #m. Por lo tanto, la solución (6.31) realmente representa una estimación consistente
de máxima verosimilitud para el vector de parámetros #. Además, las partes derechas de
las expresiones (6.29a) y (6.32) coinciden, con lo cual la matriz informativa de Fisher I(T )
es igual a la matriz X(T ), entonces, la expresión (6.31) se puede representar en la formae# = I 1(T )y(T )
En el caso particular del RBG, al cual le corresponde una DEP igual a N0, de (6.27) se
obtiene que vi(t) = xi(t)=N0; i = 1; : : : ;m, dondexij(T ) = 1N0 TZ0 xi(t)xj(t)dt = I(i; j;T ); i; j = 1; : : : ;myi(T ) = 1N0 TZ0 xi(t)y(t)dt; i = 1; : : : ;m
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Cabe anotar que, en general, la estimación (6.31) no es centrada, en la medida en queE ne#o = X 1(T )E fy(T )g (6.33)
Sin embargo,E fyi(T )g = mXj=1#j TZ0 xj(t)vi(t)dt = mXj=1#jxij(T )
entoncesE fX(T )g = y(T )# (6.34)
Reemplazando (6.34) en (6.33), finalmente se obtiene que E ne#o = # lo que demuestra
la ausencia de sesgo en la estimación (6.31).
Ejemplo 6.2. Hallar la estimación de máxima verosimilitud para una señal con amplitud
desconocida, ax(t), que está inmersa en ruido blanco Gaussiano.
La señal en análisis se considera un caso particular de (6.26), cuando m = 1 y #1 = a. Luego,
la estimación para el respectivo modelo lineal de señal en (6.31) toma la forma:~a = TZ0 v(t)y(t)dt, TZ0 v(t)x(t)dt (6.35)
dondey(T ) = TZ0 v(t)y(t)dt; x(T ) = TZ0 v(t)x(t)dt
siendo v(t) la solución de la ecuación lineal integral dada en (6.27),TZ0 R(t;  )v( )d = x(t); 0  t  T
Como antes se indicó, la estimación (6.35) de máxima verosimilitud para un parámetro del
modelo lineal de la señal no tiene sesgo y es efectiva, esto esEf~ag = a2 f~ag = X 1T = I 1(T ) = 0 TZ0 v(t)x(t)dt1A 1
Al asumir el modelo del ruido blanco Gaussiano, entonces, v(t) = x(t)=N0, y de (6.35) se
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tiene, entonces, que~a = TZ0 x(t)y(t)dt, TZ0 x2(t)dt
La implementación del algoritmo de máxima verosimilitud para la estimación de la amplitud
de la señal, cuando se tiene RBG, exige el cálculo de la integral normalizada de correlación
(6.35). Esta operación se realiza mediante la filtración lineal con respuesta a impulso [12]:h( ) = 8>><>>:x(T    ), TZ0 x2(t)dt ; 0    T0;  < 0;  > T
Problemas
Problema 6.2. Dado el modelo de combinación lineal de señales (6.26),
– Demostrar que la estimación vectorial de máxima verosimilitud (6.31) no tiene sesgo.
– Hallar la matriz de correlación de la estimación de máximo verosimilitud Ef(e# #)(e# #)Tg
y demostrar la efectividad de la estimación (6.31).
Problema 6.3. Asumir que se tiene una trayectoria y(t) de la suma de señal y RBG (6.31), observa-
da en el intervalo de tiempo (0; T ), la cual es discretizada para obtener la correspondiente sucesión
y = fy(ti) : i = 1; : : : ; ng; ti 2 T :
– Hallar la correspondiente estimación de máximo verosimilitud.
– Demostrar que la estimación obtenida es insesgada y hallar su matriz de correlación.
Problema 6.4. Al igual que en el problema anterior, asumir la discretización de la trayectoria de
la señal ax(t) del ejemplo 6.2, para la estimación de la amplitud desconocida a. Hallar la estimación
de máximo verosimilitud.
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K0 fg θ
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η
Figura 6.2. Filtración de señales
En este caso, la filtración optimiza la forma
de representación de los dispositivos linea-
les de proceso, como observa en la Figu-
ra 6.2, en la cual las observaciones iniciales
x pertenecientes al proceso  interactúan
con la perturbación , en forma general se
analiza la combinación lineal; acción que se
representa mediante el funcional de trans-
formación K1 f; g, cuya señal de salida
pasa por el filtro lineal, representado por la
respuesta a impulso h(t; s) y que se escoge,
de tal manera que la salida del filtro en el momento t corresponda al mı́nimo del error
cuadrático medio (2.64) de la estimación θ  x, que se contiene en la señal . El mismo
parámetro en estimación se puede describir por la transformación K0 fg.
Cuando se analiza la transmisión de señales, durante la cual es importante asegurar el
mı́nimo de distorsión, el operador de transformación K0 describe un canal ideal, y por lo
tanto, se hace necesario sintetizar un filtro con respuesta a impulso, conectado en serie al
canal real con operador de transformación K1, de tal manera que su salida corresponda a
alguna transformación tan cercana como se pueda a K0.
6.3.1. Optimización de la respuesta a impulso
Sea z (t) una trayectoria para la combinación lineal en forma de proceso aleatorio aditivo:z (t) = x (t) +  (t) ; tal que kxk; kk <1. En calidad de estimación ~ (t) se toma el valor
filtrado de la observación:~ (t) = 1Z 1 h (t;  ) z ( ) d (6.36)
siendo h (t;  ) la respuesta a impulso del dispositivo lineal, que por ahora se asume sin
restricciones de causalidad en su implementación práctica. No obstante, el filtro se considera
que cumple con la condición de estabilidad.
La estimación (6.36) es ante todo sesgada, en la medida en quem1~ (t) = 1Z 1 h (t;  ) (m1x ( ) +m1 ( )) d 6= m1x (t)
donde m1 (t) y m1x (t) son las respectivas medias de la señal útil y de la perturbación.
El valor cuadrático medio del error, determinado como " = (  ~)2, se obtiene mediante
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su promedio de tiempo, que en caso emplear la estimación (6.36), es igual a:"2 (t) = E  (t)  ~ (t)2 (6.37)
Al tomar el error, (6.37), como criterio de calidad se puede encontrar la respuesta a
impulso que brinde su mı́nimo valor con respecto a todos los demás posibles sistemas
lineales. En particular, al reemplazar (6.36) en (6.37), se obtiene:"2 (t) = E8<:2 (t)  2 1Z 1 h (t;  ) z( ) (t) d+ 1Z 1 1Z 1 h (t; 1)h (t; 2) z (1) z (2) d1d29=;= E n2 (t)o  2 1Z 1 h (t;  )E fz( ) (t)g d++ 1Z 1 1Z 1 h (t; 1)h (t; 2)E fz (1) z (2)g d1d2 (6.38)
Sean conocidas las funciones de correlación propia, Ri (t1; t2) ; i = fz; g, además, de la
respectiva función de correlación mutua Rz (t1; t2) entre los procesos z (t) y  (t).
Por cuanto,E fz (1) z (2)g = Rz (1; 2)= Rx (1; 2) +R (1; 2) +Rx (1; 2) +Rx (1; 2) (6.39a)E fz ( )  (t)g = Rz (1; 2) = R (; t) +Rz (; t) (6.39b)
entonces, reemplazando (6.39a) y (6.39b) en (6.38) se obtiene que"2 (t) = R (t; t)  2 1Z 1 h (t;  )Rz (; t) d+ 1Z 1 1Z 1 h (t; 1)h (t; 2)Rz (1; 2) d1d2 (6.40)
La expresión (6.40) muestra que el error cuadrático medio de la estimación lineal ~ (t)
depende, tanto de las funciones de correlación propia Ri (t1; t2) ; i = fz; g, como de la
función de correlación mutua Rz (t1; t2) de los procesos z (t) y  (t), pero de ninguna
manera de la estructura más fina de estos procesos [12]. En general, se puede demostrar
que, dadas todas las anteriores funciones de correlación, la mejor estimación lineal en el
sentido del error cuadrático medio corresponde al filtro con respuesta a impulso que cumpla
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la ecuación integral [43]:Rz (; t) = 1Z 1 hopt (t; )Rz (; ) d (6.41)
El reemplazo de (6.41) en (6.40), resulta en"2 (t) = R (t; t)  2 1Z 1 1Z 1 h (t;  )hopt (t; )Rz (; ) dd+ 1Z 1 1Z 1 h (t; 1)h (t; 2)Rz (1; 2) d1d2
luego "2 (t) = R (t; t)  1Z 1 1Z 1 hopt (t;  )hopt (t; )Rz (; ) dd+ 1Z 1 1Z 1 Rz (1; 2) fh (t; 1)  hopt (t; 1)g fh (t; 2)  hopt (t; 2)g d1d2
(6.42)
Por cuanto, sólo el último término de (6.42) contiene la función desconocida h(t; ), la
cual debe ser definida positiva [12], entonces el menor valor de "2 (t) ocurre cuando el
último término es 0, esto es, cuando el filtro tiene respuesta a impulso h(t; )  hopt(t; ).
En este caso, el valor mı́nimo de error será:"2min (t) = R (t; t)  1Z 1 1Z 1 hopt (t;  )hopt (t; )Rz (; ) dd
Teniendo en cuenta (6.41), entonces"2min (t) = R (t; t)  1Z 1 hopt (t; )Rz (; t) d
De otra parte, la expresión (5.8) relaciona las funciones de correlación propia a la entrada
y salida de un sistema lineal, con lo cual, la última expresión toma la forma definitiva,"2min (t) = R (t; t) R~ (t; t) (6.43)
la cual implica, en primer orden, que el mı́nimo error cuadrático medio (2.64) corresponde
a la diferencia de los valores cuadráticos medios del proceso a estimar y de su estimación.
En segundo lugar, se tiene que R~ (t; t)  R (t; t).
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Si se asume la estacionariedad de los procesos  (t) y  (t), por lo menos en el sentido
amplio, además el filtro se supone con parámetros en (1.38) invariables en el tiempo, en-
tonces la ecuación integral (6.41) toma la forma denominada ecuación de Wiener-Hopf :Rz ( ) = 1Z 1 hopt ()Rz (   ) d (6.44)
La invariabilidad de los momentos de aleatoriedad de los procesos estacionarios, supone
la invariabilidad en el valor del error cuadrático medio, cuyo valor mı́nimo (6.43), es:"2min = R (0)  1Z 1 1Z 1 hopt (1)hopt (2)Rz (1   2) d1d2= R (0)  1Z 1 hopt ()Rz () d (6.45)
con lo que el error cuadrático medio es igual a"2min = R (0) R~ (0) = m2  m2~ (6.46)
esto es, se determina por la diferencia de los valores medios de potencia, tanto del proceso
a estimar, como de la propia estimación.
En concordancia con (3.24), los valores medios de potencia se pueden expresar a través
de las respectivas densidades espectrales de potencia,"2min = 12 1Z0 S (!)  Sz (!) jHopt (!)j2 d! (6.47)
siendo Hopt (!) la función de transferencia del filtro óptimo lineal, ademásSz (!) = S (!) + S (!) + S (!) + S (!) (6.48)
donde S (!), S (!), S (!) y S (!) son las densidades espectrales de potencia propias
y mutuas de los procesos  (t) y  (t), de manera correspondiente.
De esta manera, la respuesta a impulso óptima de un sistema lineal, en caso de asumir
la estacionariedad de los procesos, consiste en la solución de la ecuación integral (6.44), sin
tener en cuenta la condición de causalidad, mediante la TF en la forma,Sz (!) = S (!) + Sz (!) = Hopt (!)Sz (!)
de donde, teniendo en cuenta (6.48), se tieneHopt (!) = Sz (!)Sz (!) = S (!) + Sz (!)S (!) + S (!) + S (!) + S (!) (6.49)
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Reemplazando (6.49) en (6.47) se obtiene el valor del mı́nimo error cuadrático medio,"2min = 12 1Z0 S (!)Sz (!)  jSz (!)j2Sz (!) d! (6.50)
Si se considera la correlación nula entre las señales  (t) y  (t), esto es, R ( ) = 0,
entonces, sus DEP mutuas también son nulas, S (!) = S (!) = 0, por lo que la función
de transferencia óptima de un sistema lineal tiene la forma,Hopt (!) = S (!)S (!) + S (!)
De (6.50), y reemplazando Sz (!) = S (!), además Sz (!) = S (!)+S (!), se obtiene
para las señales de correlación nula,"2min = 12 1Z0 S (!)S (!)S (!) + S (!)d! (6.51)
El error cuadrático medio (6.51) se puede hacer igual a cero, cuando las densidades
espectrales de potencia de las señales  (t) y  (t) no se translapan, esto es, cuando para
todo valor de ! se cumple que S (!) = S (!) = 0, lo cual a su vez implica que por lo
menos uno de los dos espectros debe tener ancho de banda finito. En caso contrario, siempre
ocurrirá un error.
En śıntesis, la filtración de una señal estacionaria a partir de su combinación lineal con
otro proceso estacionario, de tal manera que el error cuadrático medio sea 0, corresponde
al caso en que las respectivas DEP de ambos procesos tienen rangos de frecuencia en los
cuales no hay aporte energético. En este sentido, si se analiza la filtración del proceso  (t)
dado sobre un fondo de ruido blanco Gaussiano, entonces de (6.51) se obtiene"2min = N02 1Z0 S (!)S (!) +N0d!
que implica, que siempre se tiene en condiciones reales un valor diferente de 0 para el error
cuadrático medio.
6.3.2. Condición de realización f́ısica
Un filtro lineal con respuesta a impulso óptima (6.41) no es f́ısicamente realizable, al no
cumplir la condición de causalidad, por cuanto hopt (t; ) 6= 0, para t < . Al observar en
el numeral §6.3.1, la operación de filtración se realiza después de analizada la combinación
lineal de las señales  (t) y  (t) sobre todo el intervalo de tiempo t 2 ( 1;1), lo cual
implica que la filtración óptima realiza la estimación del valor del proceso en un momento
dado del tiempo con retardo infinito.
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La condición de realización f́ısica implica que la filtración debe realizarse sobre la obser-
vación z (t) determinada hasta el momento de tiempo, en el cual se realiza la estimación,h (t;  ) = 0; 8 < 0 (6.52)
Reemplazando la condición de causalidad (6.52) en (6.36) se obtiene la estimación de (t) con un filtro f́ısicamente realizable,~ (t) = tZ 1 h (t;  ) z ( ) d
Frecuentemente, la estimación se realiza sobre intervalos cerrados y finitos de análisis,
(t  T; t), por lo que para la anterior integral se ajustan los ĺımites en la siguiente forma,~ (t) = tZt T h (t;  ) z ( ) d = TZ0 h (t; t  ) z (t  ) d (6.53)
El reemplazo de (6.53) en (6.37), y al efectuar las mismas transformaciones de (6.38)
se obtiene la correspondiente expresión del error cuadrático medio del filtro óptimo que se
ajusta a la condición de realización f́ısica, asumiendo un intervalo finito de estimación:"2 (t) = R (t; t)  2 TZ0 h (t; t   )Rz (t  ; t) d++ TZ0 TZ0 h (t; t  1)h (t; t  2)Rz (t  1; t  2) d1d2 (6.54)
El filtro lineal óptimo para la definición del error acotado (6.54), implica que su respuesta
impulso causal debe cumplir la ecuación integral,Rz (t  ; t) = ZT hopt (t; t  )Rz (t  ; t  ) d;  2 T (6.55)
con lo cual el valor mı́nimo del error cuadrático medio del filtro óptimo f́ısicamente imple-
mentable es igual a"2min (t) = R (t; t)  TZ0 hopt (t; t  )Rz (t  ; t) d
Al asumir la estacionariedad de los procesos  (t) y  (t), además suponiendo la invaria-
bilidad de sus parámetros en el tiempo, entonces, las anteriores dos relaciones toman la
6.3. Filtración óptima lineal por mı́nimos cuadrados 287
siguiente forma definitiva:Rz ( ) = ZT hopt ()Rz (   ) d;  2 T (6.56a)"2min = R (0)  ZT hopt ()Rz () d (6.56b)
Ejemplo 6.3. Sea la señal  = as (t), siendo s (t) una función conocida a y la amplitud
aleatoria. Hallar la respuesta del filtro lineal que minimize el error cuadrático medio de la
estimación ~ = ~as (t) hecha de la trayectoria  (t) +  (t) 2 (t  T; t), siendo  (t) un proceso
aleatorio independiente de a, con  (t) = 0 y función de correlación R (t1; t2).
La solución de la ecuación integral (6.55), reemplazando Rz (t1; t2) y R (t1; t2) por:Rz (t  ; t) = E a2	 s (t   ) s (t)Rz (t  ; t  ) = E a2	 s (t   ) s (t  ) +R (t  ; t  )
con lo cual, para  2 T se obtiene queE a2	 s (t   ) s (t) = TZ0 hopt (t; t  )  E a2	 s (t   ) s (t  )  R (t  ; t  ) d;
La solución de la anterior ecuación integral tiene la forma,hopt (t;  ) = ks (t) v (t)
siendo v (t) la solución de la ecuación integral [44],tZt T v(1)R (2; 1) d1 = s (2); 2 2 (t  T; t)
Al reemplazar las anteriores expresiones en la solución buscada de (6.55) se obtiene,E a2	 = k0E a2	 TZ0 v(t  )s (t  ) d+ 11A
de donde se encuentra el siguiente valor de k:k = E a2	0E a2	 TZ0 v(t  )s (t  ) d+ 11A 1
El filtro óptimo, en este caso de estimación, tiene respuesta a impulso,hopt (t;  ) = E a2	 s (t) v (t)1 +E fa2g tZt T v()s()d
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A partir de la trayectoria z (t), que implica la adición del proceso  (t), observada en el
intervalo de tiempo (t  T; t), la estimación de la señal en el momento t tiene la forma:~as (t) = TZ0 hopt (t; t  ) z (t  ) d = E a2	 s (t) tZt T z()v()d1 +E fa2g tZt T v()s()d
por lo cual, la estimación de la misma amplitud de la señal es igual a~a = E a2	 tZt T z()v()d1 +E fa2g tZt T v()s()d
que resulta ser sesgada, como se observa de su valor promedio,E f~ag = E fag E a2	 tZt T s()v()d1 +E fa2g tZt T v()s()d
Aunque asintóticamente, cuando E a2	!1, esta puede ser considerada como no sesgada.
El respectivo error cuadrático medio de la estimación ~a está dado por la expresión:"2min (t) = E a2	 s2 (t)  kE a2	 TZ0 s2 (t) s (t   ) v (t   ) d= E a2	 s2 (t)01  k tZt T v () s () d1A
que al reemplazar el valor de la constante k resulta en"2min (t) = E n(~a  a)2 s2 (t)o = E a2	 s2 (t)1 +E fa2g tZt T v () s () d
En el caso particular, cuando la filtración del parámetro aleatorio se considera inmersa en
ruido blanco aditivo con densidad espectral de potencia N0/2 y función de correlaciónR (t; ) = N02 Æ (t  ) ; v ( ) = 2N0 s ( )
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con lo cual, las correspondientes respuesta a impulso óptima y valor de error cuadrático medio
tiene la forma:hopt (t;  ) = 2E a2	N0 s (t) s ( )1 + 2E a2	N0 tZt T s2 () d"2min (t) = E a2	 s2 (t)1 + 2E a2	N0 tZt T s2 () d
6.3.3. Filtros acoplados
En el numeral §6.3, se analiza la calidad de filtración mediante el criterio del error cuadráti-
co medio, que se justifica cuando en el proceso de la señal tiene sentido el análisis de la
dependencia del error en el tiempo. En otras tareas, es más importante establecer sim-
plemente la presencia o ausencia de la señal inmersa en la perturbación, lo que puede se
resuelto mediante la filtración que brinde la máxima relación señal/ruido, sin importar
cuánto se afecte la señal útil.
Sea z (t) = x (t) +  (t), la combinación lineal de la señal útil y la perturbación aleatoria (t), que se supone estacionaria (en el sentido amplio) con valor medio  (t) = 0 y fun-
ción conocida de correlación propia R ( ). La estimación de la señal en el intervalo de
observación T corresponde al valor~x (t) = TZ0 h( )z (t   ) d (6.57)
donde h ( ) es la función respuesta a impulso que debe ser determinada, asumiendo la
linealidad del sistema y la invariabilidad de sus parámetros de definición en el tiempo. La
relación anterior se puede escribir de la forma:~x (t) = x1 (t) + v (t) (6.58)
dondex1 (t) = TZ0 h( )x (t   ) d ; v (t) = TZ0 h( ) (t   ) d
La relación por potencia de señal/ruido se determina como la relación del valor cuadrático
medio la señal de salida x21(t), estimada en un momento determinado del tiempo t0, sobre
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la varianza del ruido a la salida del filtro 2v, aśı,S/N = x21(t)2v (6.59)
El filtro lineal óptimo, en el sentido del máximo valor de la relación S/N , max; se
denomina filtro acoplado.
En cualquier sistema lineal con respuesta a impulso h ( ), teniendo en cuenta (6.59), se
cumple la siguiente desigualdad:max2v   x21 (t0) = max TZ0 TZ0 h (1)h (2)R (2   1) d2d1  0 TZ0 h ( )x (t0    ) d1A2  0 (6.60)
de tal manera, que el śımbolo de la igualdad, que corresponde al caso del filtro acoplado,
ocurre para la función h ( ) = ha (; t0), que cumpla con la ecuación integral:TZ0 ha ( ; t0)R (t   ) d = k (t0) x (t0   t) ; t 2 [0; T ℄ (6.61)
siendo k (t0) una constante, que para el momento t0 es igual ak (t0) = TZ0 ha ( ; t0)x (t0    ) dmax = x1 (t0)max = 2vx1 (t0)
donde la señal x1 y la varianza 2v están dados a la salida del filtro acoplado. Cabe anotar,
que si existe la función ha (; t0) como solución de (6.61), entonces esta misma ecuación
se cumple para  ha (; t0), siendo  una constante (por cierto, el valor max no cambia),
con lo cual la respuesta a impulso del filtro acoplado puede ser determinada hasta el valor
de su factor de escala.
Una solución directa se puede hallar al asumir que la perturbación corresponde a ruido
blanco Gaussiano con función de correlación propia Reta (t   ) = N0Æ (t   ). Al despejar
la función delta dentro de la integral, mediante la propiedad de selectividad, la respuesta
a impulso del filtro acoplado toma la forma,ha (t; t0) = k (t0)N0 x (t0   t) ; t 2 [0; T ℄ (6.62)
El análisis de la estructura de ha (t; t0) en (6.62), muestra que la respuesta a impulso
del filtro acoplado, obtenida en este caso, es directamente proporcional a la forma imagen
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con respecto al eje vertical, que pasa por el valor de tiempo t = t0, de la señal útil x (t) en
el intervalo (t0   T; t0), con el consecuente traslado del origen de las coordenadas hasta el
punto t = t0. En el caso simple cuando t0 = T , la respuesta a impulso del filtro acoplado
corresponde a la representación espejo de la señal con respecto al eje vertical, que divide
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Figura 6.3. Respuesta a impulso de un filtro
acoplado
El máximo valor de la relación señal/ruido,
a partir de (6.60), es igual amax = 0 TZ0 x2 (t0    ) d1A2N0 TZ0 x2 (t0    ) d= 1N0 TZ0 x2 (t0   ) d = ExN0
esto es, el valor corresponde a la relación de
enerǵıa de la señal sobre la DEP del ruidoN0, en el intervalo (t0   T; t0).
La función de transferencia Ha (!; t0) del filtro acoplado con respuesta a impulso (6.62),
se determina comoHa (!; t0) = 1Z 1 ha (t; t0) e j!tdt = k (t0)N0 TZ0 x (t0   t) e j!tdt= k (t0)N0 e j!t0 t0Zt0 T x (t) ej!tdt
lo que puede ser interpretado comoHa (!; t0) = k (t0)N0 e j!t0X (!; t0; T )
Por lo anterior, durante la separación de una señal de su mezcla aditiva con el ruido
blanco, la respuesta a impulso del filtro acoplado es proporcional al espectro conjugadoX (!; t0; T ) de la señal útil y del truncado en el intervalo (t0   T; t0).
En forma general, se puede obtener la expresión de la respuesta a impulso para el caso
de cualquier DEP de ruido dado S (!), pero sin tener en cuenta la condición para la
realización f́ısica del filtro, de manera particular, al suponer que se tiene la observación
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 ; t0) z (t   ) d
En este caso, la ecuación (6.60), para todos los valores de t, toma la siguiente forma:1Z 1 ha ( ; t0)R (t   ) d = k (t0)x (t0   t)
que al hallar la transformada de Fourier se convierte en:Ha (!; t0)S (!) = k (t0)X (!) ej!t0
con lo cual, la respuesta a impulso del filtro acoplado generalizado tiene la forma:Ha (!; t0) = k (t0) X (!)S (!) e j!t0 (6.63)
El máximo valor de la relación señal/ruido, en concordancia con (6.60) se calcula como:max = 0 1Z 1 ha (; t0)x (t0    ) d1A21Z 1 1Z 1 ha (1; t0)ha (2; t0)R (2   1) d1d2= 0 12 1Z 1 Ha (!; t0)X (!) ej!td!1A212 1Z 1 S (!) jHa (!; t0)j2 d!
valor en el cual, al sustituir Ha (!; t0) por (6.63), se obtiene la expresión finalmax = 12 1Z 1 jX (!)j2S (!) d! (6.64)
Cuando la perturbación corresponde al ruido blanco Gaussiano, de la expresión (6.64)
resulta entonces el siguiente valormax = 12N0 1Z 1 jX (!)j2 d!
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Por último, cabe anotar que la estimación de la señal a la salida del filtro acoplado es
sesgada, por cuantoE f~x (t)g = E8<: TZ0 ha ( ; t0) z (t   ) d9=; = TZ0 ha ( ; t0)x (t   )d= x1 (t) 6= x (t)
Filtros activos y pasivos. Sea el dispositivo, que realiza la estimación óptima por el
criterio del máximo valor de relación señal/ruido de la forma~x (t) = ZT ha ( ) z (t   ) d (6.65)
siendo ha ( ) la solución no homogénea de la ecuación integral (6.65) y z (t) la combinación
aditiva de la señal útil y ruido, observadas en el intervalo (t   T; t). La expresión (6.65)
se puede interpretar de dos maneras. En el primer caso, el filtro acoplado es un sistema
lineal con parámetros constantes, cuya respuesta a impulso ha ( ) se determina por la
forma de la señal y de la función de correlación del ruido, acordes con la descripción (6.61).
En el caso particular del ruido blanco Gaussiano, la respuesta a impulso se obtiene de la
representación espejo de la señal útil.
Sea un generador, que trabaja por el principio descrito por la solución (6.61), entonces,
la estimación ~x (t) se obtiene mediante el dispositivo de correlación, en el cual la funciónha ( ), obtenida de un generador local, se multiplica la observación de entrada y retenida,
mientras el producto obtenido se integra por todo el intervalo de observación. Esta clase
de dispositivos para la extracción de señales se denominan filtros activos, a diferencia de
un sistema lineal con respuesta a impulso ha ( ), que se denomina filtro pasivo.
Ejemplo 6.4. Sea la señal pulso cuadradox (t) = a;  p/2  t  p/20; jtj > p/2
El espectro del pulso corresponde al calculado en el ejemplo 1.2, X(!) = ap sin(!p=2). En
concordancia con (6.63) se obtiene queHa (!; t0) = k (t0) apj sin(!p=2)j /Sn(!)
De la anterior expresión se observa que la respuesta de frecuencia del filtro acoplado se define
sobre un rango infinito de frecuencias, mientras su desfase difiere del la señal original. En el
sentido estricto, tal función de transferencia es imposible de realizar, por lo que en la práctica
el acople del filtro se limita hasta el lóbulo principal, en el cual se considera se concentra el
proceso de la mayor parte de la enerǵıa de la señal, mientras su desfase se hace tanto como
se pueda igual a 0.
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Problemas
Problema 6.5. Sea la señal pulso cuadradox (t) = a=2  ej!0t   ej!0t ;  p=2  t  p=20; jtj > p=2
Hallar la función de transferencia y respuesta impulso del respectivo filtro acoplado.
Problema 6.6. Sea la señal pulso cuadrado moduladox (t) = a=2  ej!0t   ej!0t ;  p=2  t  p=20; jtj > p=2
Hallar la función de transferencia y respuesta impulso del respectivo filtro acoplado.
Problema 6.7. Sea la señal de banda anchax (t) = a=2 os (!0t+ (di   1)=2) ; 0  t  T0; 0 > t > T
Asumiendo que la sucesión de valores fdi =  1; 1 2 Td : i = 1; : : : ; Ng, T = NTd; corresponde a
una serie de valores aleatorios, hallar la función de transferencia y respuesta impulso del respectivo
filtro acoplado.
Problema 6.8. Sea el filtro acoplado, que trabaja por el principio (6.65). Hallar la respuesta a
impulso del filtro acoplado, asumiendo que la DEP de la señal útil esSx(!) = S01 + (!T )2
mientras la perturbación es RBG.
Caṕıtulo 7
Análisis de sistemas estocásticos
El principal instrumento de análisis de los sistemas dinámicos complejos corresponde alos métodos de modelado matemático. En el diseño de sistemas dinámicos, aunque sea
conocida la estructura de aleatoriedad del proceso a la entrada, es importante determinar
las propiedades de estimación del sistema. Por lo tanto, se hace necesario ajustar el análisis
con métodos de la matemática estad́ıstica.
7.1. Modelos de sistemas dinámicos con entradas aleatorias
Como se analiza en el numeral §1.4, la descripción del funcionamiento de un sistema dinámi-
co mediante el análisis en espacio de estados (diagrama de fase) emplea el método de
ecuaciones diferenciales,8<: _x (t) = f x fx (t) ;u (t) ;  (t) ; tgy (t) = f y fx (t) ;u (t) ;  (t) ; tg (7.1)
donde x1nx es el vector de estados del sistema, u1nu es el vector de la señal de control,y1ny es el respectivo vector de las señales observadas, 1n es el vector de perturbación
en el sistema y 1n corresponde al vector de errores de medición. Por último, t es el
parámetro escalar de desarrollo del sistema de ecuaciones diferenciales, que t́ıpicamente
corresponde al tiempo, y el cual toma valores dentro de un intervalo dado, t 2 T .
7.1.1. Sistemas lineales estacionarios
Al asumir la linealidad del sistema en análisis, cuyo diagrama general se muestra en la
Figura 7.1, la respectiva descripción (7.1) se simplifica hasta,8<: _x (t) = A (t)x (t) +B (t)u (t) + I (t) (t) ;y (t) = C (t)x (t) +D (t)u (t) + I (t) (t) ; (7.2)
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Figura 7.1. Diagrama general de un sistema dinámico lineal
siendo A (t) ;B (t) ;C (t) ;D (t) ; I (t) y I (t) las respectivas matrices de coeficientes de
linealidad, que en general, dependen del parámetro t de desarrollo del sistema. En cuanto a
las señales aleatorias,  (t) y  (t), en los sistemas reales aparecen dificultades relacionadas
con la descripción de su influencia en las ecuaciones (7.2).
En el caso simplificado de estudio de un sistema lineal estacionario, la descripción (7.2)
se restringe al análisis de las matrices A;B y C que no dependen del tiempo, luego, para
un vector dado de observaciones de salida y , el modelo se resume en8<: _x = Ax +Buy = CTx
con condiciones iniciales Ax (0).
En el numeral §1.4 se analizan tres particularidades de los sistemas lineales, en su de-
scripción mediante el método de ecuaciones diferenciales:
1. Es necesario determinar las condiciones iniciales y las variables de estado,
2. La solución de la ecuación diferencial, que describe el sistema, puede obtenerse me-
diante un procesador analógico equivalente, el cual se considera el modelo,
3. El modelo del sistema también brinda la posibilidad de realizar el modelado de las
señales de salida del sistema.
7.1.2. Variables de estado y modelado de procesos aleatorios
La ecuación diferencial, que describe un sistema dinámico lineal, puede ser empleada en el
modelado de procesos aleatorios. En el ejemplo 5.1, se muestra el empleo del método de
ecuaciones diferenciales en cálculo de los momentos de un circuito RC. El método de ecua-
ciones diferenciales ofrece mayores posibilidades para el modelado de procesos aleatorios,
como se analiza en el numeral §1.4, la ecuación (1.59) de ordenm puede ser representada en
forma alterna por el sistema de ecuaciones de primer orden (1.61) o su variante de descrip-
ción vectorial (1.62), a la cual le corresponde la señal de salida (1.64). Del ejemplo 5.1, se
puede inferir que este modelo describe procesos, tanto estacionarios como no estacionarios.
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Aśı por ejemplo, en el modelo de la Figura 1.12, sean considerados los correspondientes
valores t0 !  1; di.dtit=t0 = 0. Si en calidad de entrada se toma una señal aleatoria
vector  (t), entonces a la salida del sistema se tendrá también otra señal aleatoria  (t).
Ambas componentes vectoriales de las correspondientes señales aleatorias se describen por
el sistema (1.70) en la forma,ddt = A (t) (t) +B (t) (t) ;  (t) = C (t) (t) ; 1 < t <1
En general, si la señal de entrada es ruido blanco Gaussiano, la linealidad del sistema
implica un proceso aleatorio de salida también Gaussiano, pero no estacionario. Cabe ano-
tar, que entre más compleja sea la representación de la densidad espectral de potencia que
tenga el proceso (mayor grado de aleatoriedad), mayor es la dimensión requerida para el
respectivo vector de estado.
Modelado estocástico. Se basa en la ecuación diferencial estocástica de la forma,dx = f (x; t) dt+ g (x; t) d (7.3)
donde  (t) ; t 2 T; corresponde a un proceso de Wiener de dimensión n con función de
covarianza de incrementos Idt.
Un proceso escalar de Wiener se puede definir como un proceso aleatorio  (t) ; t  t0,
con las siguientes propiedades:
1.  (t0) = 0,
2.  (t) 8t  t0, tiene distribución Gaussiana con valor medio igual a cero,
3. El proceso  (t) presenta incrementos estacionarios e independientes, en el sentido
en que para cualquier valor de ti  t0 (i = 1; : : : ; k), tales que t1 < t2 <    < tk,
los correspondientes valores aleatorios:  (t1),  (t2)   (t1),   ;  (tk)   (tk 1) son
mutuamente independientes, mientras la distribución de los incrementos descritos por (t)   (s), depende estrictamente de la diferencia de argumentos, t  s.
De forma similar, se define el proceso de Wiener para el caso de dimensión múltiple, que
como consecuencia de las anteriores propiedades, tiene una varianza que crece linealmente
en el tiempo, en la forma 2 = kt; k = onst:, mientras su función de covarianza se
determina mediante la expresión: K (t; s) = kmin (t; s). De (7.3), se tiene que x = x (t) es
la solución de la ecuación integral estocástica:x (t) = x (t0) + tZt0 f (x ( ) ;  ) d + tXt0 g (x ( ) ;  ) d ( ) (7.4)
Básicamente, la dificultad en el cálculo de la solución de (7.3) está en la correcta deter-
minación del último término de (7.4). En este sentido, se emplea la integral de Ito, (5.36),
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expresada en la forma [11]:tZt0 g (x ( ) ;  ) d ( ) = lmti!0 NXi g (x (ti) ; ti) ( (ti+1)   (ti))
siendo ti = ti+1   ti. La media y covarianza de la solución, respectivamente, son:E fx (t)g = E fx (t0)g+Ef tZt0 f (x (s) ; s) dsgov fx (t+ ")  x (t) jx (t)g = g (x; t) gT (x; t) "+ o (")
donde o (") es un valor de orden infinitamente pequeño con relación a ", tal que o (") ="! 0
cuando "! 0.
Sea la función y (x; t), que se supone continuamente diferenciable por t y dos veces
continuamente diferenciable por x, donde x cumple la ecuación (7.3). Entonces, y (x; t)
cumple la siguiente ecuación diferencial:dy = yt dt+ nXi=1 yxi + 12 nXi;j;k=1 2yxixj gikgjkdt= 0yt + nXi6=1 yxi fi + 12 nXi;j;k=1 2yxixj gikgjk1A dt+ nXi=1 yxi (gd)i (7.5)
siendo gij los elementos de la matriz g (x; t) y (gd )i es el elemento i del vector (gd). La
ecuación (7.5) presenta ya una forma implementable para la solución de la ecuación difer-
encial estocástica. Aśı por ejemplo, de manera particular se analiza para (7.3) la siguiente
ecuación lineal diferencial, dada en forma vectorial,dx = A (t)xdt+ d (7.6)
donde x = x (t) es un vector con dimensión n, A (t) es una matriz cuadrada de orden nn,
mientras  (t) ; t 2 T es un proceso de Wiener de dimensión n y función de covarianzaKdt. Además, al suponer que el valor inicial x (t0) es un valor aleatorio Gaussiano con
valor medio m1x0 y función de covarianza Kx0 , entonces, la ecuación diferencial estocástica
(7.6) se escribe en la forma integral equivalente comox (t) =  (t; t0)x (t0) + tZt0  (t; s) d (s)
La matriz  cumple la ecuación diferencial (con condiciones iniciales  (t0; t0) = I ):ddt (t; t0) = A (t) (t; t0)
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La solución de la ecuación estocástica diferencial (7.6) corresponde a un proceso aleatorio
con valor medio E fx (t)g = m1x (t) y función de covarianza Kx (s; t), dondedm1x/dt = A (t)m1x (t0) m1x(t0) = m1x0Kx (s; t) = 8<: (s; t)P (t) ; s  tP (s) (t; s) ; s < t
En cuanto a la matriz P, ésta cumple la siguiente ecuación diferencial,dPdt = AP +PAT +K ; P (t0) =Kx0
De otra parte, cuando el conjunto de valores sobre los cuales se determina el intervalo det corresponde a los enteros, esto es, se tiene la malla de valores T 2 f: : : ; 1; 0; 1; : : :g, el
sistema determińıstico, ya discreto en el tiempo, se describe por la ecuación de iteraciones,8<:x [t+ 1℄ = f x fx [t℄ ;u [t℄ ; tgy [t℄ = f y fx [t℄ ;u [t℄ ; tg
donde x [t℄ es el vector de estados de dimensión n, y [t℄ es el vector de observaciones de
dimensión l, mientras u [t℄ es el vector de control. Al agregar factores aditivos de pertur-
bación, el modelo anterior se completa hasta la forma,8<:x [t+ 1℄ = f x fx [t℄ ;u [t℄ ; tg+ f  fx [t℄ ;  [t℄ ; tgy [t℄ = f y fx [t℄ ;u [t℄ ; tg+ f  fx [t℄ ;  [t℄ ; tg
donde f  fg y f  fg son los funcionales para las perturbaciones del modelo. La simplifi-
cación en la solución del modelo, se obtiene en forma práctica, asumiendo la dependencia
lineal entre la función, en general, vectorial f x y la señal x [t℄, además asumiendo que el
control del sistema se realiza al escoger adecuadamente los elementos de f x, por lo que la
siguiente ecuación estocástica diferencial lineal describe el vector de estados del sistema:x [t+ 1℄ =  [t+ 1; t℄x [t℄ + e [t℄ (7.7)
Sean los vectores e [t℄ y e [s℄ Gaussianos e independientes,8t 6= s, con los momentos:E fe [t℄g = 0; E ne [t℄eT [s℄o = Re (t; s)
Aśı mismo, se considera el estado inicial del sistema x [t0℄ una variable aleatoria Gaus-
siana con valor mediom1x0 y función de covarianzaKx0 . Entonces, la solución de la ecuación
lineal estocástica (Gaussiana) de iteraciones (7.7) corresponde a un proceso también Gaus-
siano con valor medio que cumple la relación (siendo  alguna matriz de orden n n):
m1x [t+ 1℄ =  [t+ 1; t℄m1x [t℄
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con condición inicial m1x [t0℄ y función de covarianzaKx (s; t) =  [s; t℄P [t℄ ; 8s  t
donde la matriz P(t) se halla de la relación iterativa
P [t+ 1℄ =  [t+ 1; t℄P [t℄T [t+ 1; t℄ +Kx
con condiciones iniciales P [t℄ =Kx0 . Si las matrices  y Kx son constantes en el tiempo,
entonces, a partir de todas las anteriores condiciones derivadas del modelo (7.7), se tiene,
P [t℄ = TKx0 Tt + t 1Xs=0sKx Ts
Modelado discreto de sistemas estocásticos continuos. En este caso, se tiene el
cambio de las ecuaciones estocásticas diferenciales a las respectivas ecuaciones de iteración.
Sean los procesos, de funcionamiento del sistema x (t) y de obtención de las observacionesy (t), descritos por las ecuaciones estocásticas diferenciales vectoriales de la forma,8<:dx = Axdt+ d 1dy = Cxdt+ d 2 (7.8)
donde x1n es el vector de estados del sistema, mientras y1r es el vector de todas las
observaciones, fm (t) : m = 1; 2g, son los vectores los procesos de Wiener con dimensiones
respectivas n y r, y funciones de covarianza de incremento: Kmdt. Se asume, además,
que las variables de salida se observan a lo largo de la malla de valores discretos de tiempoftk : k = 0; 1; : : :g. Entonces, los valores de las variables de estado y de las variables de salida
observadas para las ecuaciones diferenciales estocásticas (7.8), sobre una malla discreta de
tiempo ftk : k = 0; 1; : : :g, están relacionadas por las ecuaciones de diferencias estocásticas:8<:x (ti+1) = x (ti) + ̂ 1 (ti)z (ti+1) = y (ti+1)  y (ti) = Sx (ti) + ̂ 2 (ti)
donde la matriz  =  (ti+1; ti) ;8i  0, se determina por las relacionesddt (t; ti) = A (t) (t; ti) ;  (ti; ti) = I ; ti  t  ti+1;
mientras, la matriz S = S (ti+1; ti) ;8i  0, se da por la expresión,
S (ti+1; ti) = ti+1Zti C (s) (s; ti) ds (7.9)
Los vectores f̂m (ti) : m = 1; 2;8i  0g corresponden a sucesiones de valores aleatorios
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Gaussianos independientes con valor medio igual a cero y con las correspondientes funciones
de correlación, determinadas a partir de las siguientes expresiones (8i  0):
R̂1 (ti) = ti+1Zti  (ti+1; s)R1T (ti+1; s) ds (7.10a)
R̂2 (ti) = ti+1Zti S (ti+1; s)R1ST (ti+1; s) +R2 (s)ds (7.10b)
Finalmente, la función de covarianza mutua entre los procesos f̂m : m = 1; 2g se deter-
mina por la expresión,
K̂1̂2 (ti) = E n̂1 (ti) ̂T2 (ti)o = ti+1Zti  (ti; s)R1 (s)ST (ti+1; s) ds; i  0
Las ecuaciones iterativas estocásticas (7.9), (7.10a), (7.10b), mas las ecuaciones diferen-
ciales estocásticas (7.8), desde el punto de vista de sus propiedades estad́ısticas dentro del
intervalo de discretización, son idénticas, con lo cual el respectivo proceso de funcionamien-
to continuo se puede simular en los sistemas de proceso digital.
7.1.3. Estimación de parámetros en sistemas estocásticos
La necesidad de aumentar la efectividad del funcionamiento de los sistemas de control,
en condiciones de factores aleatorios, estimuló el desarrollo de métodos de optimización
orientada a mejorar el registro y precisión de la información sobre las propiedades de la
planta a diseñar, aśı como de los reǵımenes de su funcionamiento.
El trabajo de un sistema se debe representar por algún modelo, por ejemplo, los descritos
en el numeral §7.1, en el cual, el vector de estados registra las medidas de los diferentes
dispositivos de captura de información sobre el estado del sistema, dicho de otra manera,
es el vector de mediciones.
Sea el objeto de análisis un sistema dinámico en tiempo discreto, que se describe por las
siguientes ecuaciones de diferencia:x [k + 1℄ = Ax [k℄ ; k  0; k 2 Z (7.11)
siendo x un vector con dimensión n y A una matriz cuadrada de orden n  n. Se asume
que el proceso de medición se describe por
y [k℄ = Cx [k℄ (7.12)
donde y es el vector de medidas con dimensión r, mientras la matriz C tiene orden r  n.
La planta se considera observable si a partir de los registros de medida y [0℄ ; : : : ; y [n  1℄
se puede determinar el estado x [0℄ y, por lo tanto, todos los demás subsecuentes estados
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del sistema, x [1℄ ;x [2℄ : : :
Al describir de forma secuencial la ecuación (7.12), para los valores de k = 0; : : : ; n   1
se obtiene la siguiente expresión matricial,yT [0℄ ...yT [1℄ ...    ...yT [n  1℄ = xT [0℄H (7.13)
donde H = [CT...ATCT...    ...AT[n 1℄CT℄.
En general, la condición de observabilidad se puede hacer equivalente a la condición de
existencia y unicidad de la solución x [0℄ en (7.13), que consiste en que el rango de la matriz
H es igual a n. Entonces, la pareja de matrices A;C se denomina observable.
El concepto de identificación, que está asociado con la determinación de la matriz A
(dados lo valores medidos del vector de estados), es equivalente a la condición de existencia
y unicidad de la solución A de la ecuación matricial,x [1℄ ...    ...x [n℄ = A x [0℄ ...    ...An 1x [0℄ = AS
lo que implica que la matriz S tenga rango n.
Las anteriores condiciones pueden ser generalizadas para el caso de un sistema dinámico
en tiempo continuo, para todo valor t0  t  T , cuyo funcionamiento y proceso de medida
se dan por las respectivas ecuaciones diferenciales,8<: _x (t) = A (t)x (t)y (t) = C (t)x (t)
Si se nota la matriz de transición del sistema lineal _x (t) = A (t)x (t) por (; t), entonces
la condición de observabilidad consiste en el cumplimiento de la siguiente relación:
M (t; t0) = tZt0 T (; t)CT ( )C ( ) (; t) d > 0
La matriz de observabilidad M (t; t0), mediante la cual se puede determinar el vector_x (t): x (t) = M 1 (t; t0)y (t), se halla de la ecuación diferencial,ddtM (t; t0) =  AT (t)M (t; t0) M (t; t0)A (t) +CT (t)C (t)
con condición inicial M (t; t0) = 0.
De forma similar, la anterior descripción de la condición de observabilidad se mantiene
para los sistemas dinámicos en tiempo discreto. Sea  [i; j℄ la matriz de transición del
sistema (7.11), tal que,x [k℄ =  [k; 0℄x [0℄ ;  [0; 0℄ = I
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Si se formula la matriz de observabilidad en la forma,
M [k; 0℄ = kXl=0T [l; k℄CT [l℄C [l℄ [l; k℄
entonces, la condición de observabilidad se escribe en forma de la desigualdad: M [k; 0℄ > 0.
En la práctica, durante el proceso de registro de señales ocurren errores aleatorios de
medida, aśı mismo, el funcionamiento del propio sistema dinámico se ve afectado por per-
turbaciones, también de naturaleza aleatoria. Además, la cantidad de registros de medida a
procesar pueden ser insuficientes, o por el contrario, estar en número excesivo. Por lo tanto,
el principal problema consiste en la obtención de las estimaciones óptimas para las variables
que describen, tanto los parámetros, como el estado del sistema dinámico. Asociada a la
estimación óptima de los valores de medida está la filtración, que se analiza en el caṕıtu-
lo §6. Sin embargo, también relacionada con la tarea de filtración está el problema de la
determinación de los parámetros del sistema o identificación. Aunque son suficientemente
conocidas las diversas técnicas de filtración óptima de sistemas dinámicos, su efectividad
está condicionada por la correspondencia que existe entre los parámetros del modelo y la
planta real de análisis, que no siempre es suficientemente precisa. En este sentido, se han
mejorado las técnicas clásicas de filtración para el caso de datos a priori dados de forma
no adecuada, que nutren los algoritmos de filtración. El mejoramiento de los algoritmos se
puede alcanzar con el empleo de técnicas estables de estimación, basadas en algoritmos que
se adaptan a las condiciones de cambio externas.
7.1.4. Identificación de parámetros en sistemas lineales
Uno de los métodos más efectivos, al mismo tiempo más cómodos de representación en
sistemas de proceso digital, es el método de Kaczmarz para la identificación de parámetros
en sistemas de dimensión múltiple. En particular, sea el sistema lineal discreto en la forma,y [k℄ = cTx [k℄ ; k = 1; 2; : : : (7.14)
donde y [k℄ es el escalar de la señal de salida del sistema, x [k℄ es el vector de la señal de
entrada y c es un vector de parámetros desconocidos del sistema (c y x con dimensión m),
de tal manera, que se pueden estimar los valores del vector de parámetros c del sistema a
partir de las sucesiones de observaciones fx [k℄ : k > 1g y fy [k℄ : k > 1g. La efectividad del
método principalmente depende de las cualidades estocásticas de la sucesión de entradafx [k℄g. Aśı por ejemplo, bajo ciertas presunciones y asumiendo la ortogonalidad mutua de
los vectores x [1℄ ; : : : ;x [m℄, entonces el valor del vector c puede ser obtenido con suficiente
precisión en solo m pasos de cálculo. Además, si los mismos vectores, siendo procesos
aleatorios, son Gaussianos con igual varianza, entonces la estimación del vector c demanda
una muestra de volumen l = (4 : : : 5) términos.
El método de Kaczmarz tiene amplio uso en la solución de problemas de identificación de
sistemas lineales no estacionarios y su algoritmo de cálculo tiene estructura simple, basada
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en las siguientes relaciones recurrentes:
c̃ [k℄ = c̃ [k   1℄ + y [k℄  c̃T [k   1℄x [k℄xT [k℄x [k℄ x [k℄ ; k = 2; 3; : : : (7.15)
donde c̃ [k℄ es la estimación del vector de parámetros desconocidos en el paso k. El valor
inicial del vector c̃ [1℄ se fija de manera a priori.
La interpretación geométrica de la relación (7.15) consiste en que cada estimación c̃ [k℄
puede considerarse como la proyección del valor previamente calculado de c̃ [k   1℄ sobre el
respectivo k hiperplano en un espacio eucĺıdeo Rm , determinado por la relación (7.14). En
este caso, la sucesión de las normas de los vectores c [k℄ = c̃ [k℄ c [k℄ converge, decreciendo
de forma monótona, hasta cero. Sin embargo, la presunción de independencia estad́ıstica,
implica que en la práctica, al aumentar la correlación entre valores cercanos en el tiempo
de la sucesión de entrada x [1℄ ; : : : ;x [m℄, de manera significativa disminuye la efectividad
del algoritmo de Kaczmarz. En este sentido, se han propuesto varias modificaciones al
algoritmo básico (7.15), que además permiten aumentar su velocidad de proceso [45,46].
El algoritmo generalizado de estimación recurrente de Kaczmarz se puede describir por
las siguientes expresiones recurrentes:
c̃ [k℄ = c̃ [k   1℄ + y [k℄  c̃T [k   1℄x [k℄xT [k℄x [k℄ x [k℄ ; k = 2; 3; : : :
ĉ [k℄ = c̃ [k℄ +  [k℄ (ĉ [k   2℄  ĉ [k   1℄)
siendo ĉ [k℄ la estimación actual del vector de parámetros c y  el factor de corrección, que
se calcula como, [k℄ = 8<:1; 2 fĉ [k   2℄ ; ĉ [k℄g >  2 fĉ [k   2℄ ; ĉ [k   1℄g   20; aso ontrario
donde fĉ [m℄ ; ĉ [n℄g = y [n℄  cT [m℄x [n℄xT [n℄x [n℄
El factor  es igual a = y [k℄  ĉT [k   1℄x [k℄.xT [k℄x [k℄
para el caso del algoritmo [46] y  = 0 para el algoritmo presentado en [45].
De esta manera, el algoritmo de Kaczmarz consiste en el procedimiento recurrente con
los valores iniciales desconocidos ĉ [1℄, ĉ [2℄ y ĉ [2℄, los cuales deben ser fijados a priori.
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Ejercicio en el CP 7.1. La identificación de los coeficientes de un filtro no recursivo de ordenN , se puede realizar mediante el algoritmo de Kaczmarz (en sus versiones simple o modificada),
generando los respectivos vectores de señal entrada y salida del filtro, como se muestra a
continuación:
function c = Kaczmarz(x,y,N)
% Algoritmo de Kaczmarz





c = c + ( y(i) - ye )*R^-1*x(i-N+1:i);
end;
function c = KaczmarzMod(x,y,N)
% Algoritmo de Kaczmarz modificado
c = ones(N); c1 = ones(N); c2 = ones(N);
for i=N+1:L,
c2 = c1; c1 = c;
R = x(i-N+1:i)’*x(i-N+1:i);
mu = (y(i) - we_1’*x(i-N+1:i))*R^-1;
rho_1 = (y(i) - we_2’*x(i-N+1:i))*R^-1;
rho_2 = (y(i-1) - we_2’*x(i-N:i-1))
x0 = (x(i-N:i-1)’*x(i-N:i-1))^-1;
rho_2 = rho_2*x0;





c0= ( y(i) - c1’*x(i-N+1:i) );
c = c1 + c0*R^-1*x(i-N+1:i);
c = c + alpha*( c2 - c1 );
end;
















La convergencia de ambos procedimientos del algoritmo de Kaczmarz, para el ejemplo de identifi-
cación de un filtro de orden N = 10, se muestra en la Figura de la parte derecha.
Problemas
Problema 7.1. Mediante el análisis de los polos de las respectivas funciones de transferencia H(z),
comprobar para qué valores de k 2 [0; 1℄ se cumple la condición de estabilidad de cada uno de los
siguientes filtros:H (z) = 1  z 11  kz 1 H (z) = 1  kz 11  z 1H (z) = 1  z 21  kz 1 H (z) = 1  z 21  1:8z 1 + kz 2H (z) = 50  76:5z 110:575z 2 + 26:581z 3   5:882z 41 + 0:8z 1   0:9z 2   kz 3 + 0:9144z 4 + 0:5184z 5
Problema 7.2. Estimar los coeficientes de la función respuesta a impulso de los filtros pasabajos,
descritos en los problemas 1.17 y 1.18, empleando los algoritmos de Kaczmarz (simple y modificado).
Hallar el error absoluto de aproximación.
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7.2. Filtración de sistemas dinámicos
7.2.1. Filtración Wiener
Sea la entrada de un sistema, el proceso vectorial aleatorio, x (t), de dimensión n y con
valor medio 0, el cual se debe restablecer de la manera más precisa posible, a partir de
la estimación ~x (t), que se asume puede ser descrita por el siguiente sistema de ecuaciones
diferenciales con coeficientes variables en el tiempo:d~xdt = P (t) ~x (t) +Q (t)z (t) (7.16)
donde z (t) es la entrada de dimensión n del sistema, (7.16), la cual corresponde a un proceso
aleatorio del tipo no estacionario con valor medio igual a 0, el vector ~x (t) es de dimensiónn, mientras las matrices P (t) y Q (t) son de orden n n y nm, respectivamente.
El error de representación se determina por la diferencia simple entre la señal deseada y
la observación para su estimación,
e (t) = x (t)  ~x (t) (7.17)
Sin embargo, la calidad del filtro (7.16) se estima por el criterio,J (t) = E neT (t) e (t)o (7.18)
que se minimiza para optimizar el desempeño del sistema. La parte derecha de (7.18) es la
suma de los elementos diagonales de la respectiva matriz, traefEfeT (t) e (t)gg.
De otra parte, teniendo en cuenta (7.16), la señal x (t) se determina mediante la relación,~x (t) = tZt0  (t;  )z ( ) d
siendo  (t;  ) una matriz de orden nm, determinada por el producto, (t;  ) =  (t;  )Q ( ) (7.19)
donde  (t;  ) = f (t)f 1 ( ), f es la matriz fundamental de soluciones del sistema de ecua-
ciones diferenciales homogéneas en la forma, d~x=dt = P (t) ~x (t), con condiciones iniciales0. La selección óptima de la matriz  (t;  ) de (7.19), que corresponde a la función de peso
del filtro (7.16), se minimiza por el criterio J (t) en (7.18).
Cabe anotar, que la condición de optimalidad de J (t) es equivalente a la ecuación integral
matricial de Wiener-Hopf [47]:E nx (t)zT (t1)o = tZt0  (t; t2)E fz (t2)z (t1) dt2g ; t0  t1  t (7.20)
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En la práctica, la solución de la ecuación integral (7.20), además de exigir el conocimiento
a priori de la estructura estocástica de las señales (funciones de correlación y espectros de
potencia), demanda grandes recursos computacionales.
Ejercicio en el CP 7.2. La identificación del sistema, en el ejemplo 7.1, se realiza mediante el
filtro de Wiener, empleando el procedimiento seguidamente ilustrado. Los resultados en el error de
aproximación obtenidos en los casos de los algoritmos de Kaczmarz y de Wiener se muestran en la
Figura de la parte derecha para valor de N = 10.
function c = Wiener(x,y,N)
%-- Filtro de Wiener
% Entrada x, salida y, orden N
L = lenght(x);
c = ones(N); R = zeros(N); p = zeros(N,1);
for i=N:L,
p = p + y(i)*x(i-N+1:i);
R = R + x(i-N+1:i)*x(i-N+1:i)’;
end;
p = p/(L-N); R = R/(L-N); c = R^-1*p;













7.2.2. Filtración óptima de sistemas discretos lineales
La estimación del vector de estados del sistema sobre el conjunto de observaciones a la
salida del sistema, teniendo en cuenta las perturbaciones presentes y los errores de medida,
conlleva a una tarea de filtración, que en estos casos, uno de los métodos más efectivos
corresponde a la filtración de Kalman [48].
Sea el modelo de un sistema dinámico lineal en tiempo discreto,x [k + 1℄ = A [k℄x [k℄ +w [k℄ ; k = 0; 1; : : : (7.21)
donde x [k℄ es el vector de estados del sistema que no puede ser medido de forma directa,w [k℄ son las perturbaciones aleatorias con estructura Gaussiana, siendo x yw de dimensiónn. La matriz determińıstica A [k℄ es de orden n n.
Las siguientes caracteŕısticas del modelo se consideran fijadas a priori:E fx [0℄g = x [0℄ ; E n(x [0℄  x [0℄) (x [0℄  x [0℄)To = P [0℄E fw [k℄g = w [k℄ ; E n(w [k℄  w [k℄) (w [k℄  w [k℄)To = Q [k℄ ÆklE n(w [k℄  w [k℄) (x [0℄  x [0℄)To = 0
siendo Q [k℄ una matriz conocida.
Además, se considera que la relación, que describe el proceso de medida del vector de
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estados, es también lineal,y [k℄ = C [k℄x [k℄ + v [k℄ ; k = 0; 1; : : :
donde y [k℄ es el vector de medida de las respectivas observaciones, v [k℄ es el vector aleatorio
Gaussiano de error de medida, ambos vectores v e y tienen dimensión r y C [k℄ es una matriz
dada de orden rn. Del vector v [k℄, se considera conocida su función de correlación propiaRv [k℄, además, se asumen sus siguientes momentos:E fv [k℄g = v [k℄ ; E nv [k℄vT [k℄o = Rv [k℄ ÆklE n(w [k℄  w [k℄)vT [k℄o = 0; E n(x [k℄  x [k℄)vT [k℄o = 0;
Los valores determinados anteriormente, implican que el vector v [k℄ tiene correlación
nula, tanto con las perturbaciones del sistema, como con su vector inicial de condiciones.
A efectos de simplificar el modelo, sin pérdidas de generalidad, se puede considerar quev [k℄ = w [k℄ = 0, mientras las condiciones iniciales se pueden asumir x [0℄ = 0.
Basados en la sucesión de observaciones y [0℄ ; : : : ; y [k℄ es necesario hallar la estimación
insesgada ~x [k℄, cuya error e [k℄ se da por la expresión (7.17) cuando el criterio de calidad
de la estimación es el valor cuadrático medio, E e2 [k℄	. En calidad de estimación óptima
del vector ~x [k℄ se toma su esperanza matemática condicional [48]:x [k℄ = E fx [k℄jy [0℄ ; : : : ; y [k℄g
con la cual se obtiene el mı́nimo valor cuadrático medio del error de estimación.
El algoritmo de Kalman, que se describe de forma recurrente, determina el proceso de
evolución en el tiempo de la estimación óptima ~x [k℄:8<:x [k℄ = A [k   1℄ ~x [k   1℄~x [k℄ = x [k℄ +K [k℄ (y [k℄ C [k℄ x [k℄) ; k = 1; 2; : : : (7.22)
donde ~x [0℄ se asume conocido. Las demás expresiones recurrentes necesaria en (7.22) se
determinan como:8>>><>>>:P̄ [k℄ = A [k   1℄ P̂ [k   1℄AT [k   1℄ +Q [k   1℄ ;K [k℄ = P̄ [k℄CT [k℄C [k℄ P̄ [k℄CT [k℄ +R [k℄ 1 ;P̂ [k℄ = P̄ [k℄ K [k℄C [k℄ P̄ [k℄ = (I  K [k℄C [k℄) P̄ [k℄ ; P̄ [0℄ = P [0℄
El diagrama funcional del filtro de Kalman se ilustra en la Figura 7.2, en la cual se
muestra que el procedimiento consiste en que la estimación de x [k℄ corresponde a la esti-
mación extrapolada del estado del sistema después de k 1 pasos de medida. La estimación~x [k℄ es la corrección del valor estimado x [k℄, obtenido como resultado del proceso de lak medida. A su vez, las matrices P [k℄ y P̃ [k℄ corresponden, respectivamente a la matriz
extrapolada y a la corregida, de las funciones de covarianza de los errores de filtración. Por
















































































































































Figura 7.2. Diagrama funcional del filtro Kalman.
cierto, la matriz de covarianza de los errores de estimación P̃ [k℄ no depende de la sucesión
de medidas y [0℄ ; : : : ; y [k℄, por lo tanto, sus valores pueden ser calculados de antemano y
llevados a alguna posición de memoria.
El modelo del sistema dinámico de control se puede hacer un tanto más complejo, en la
siguiente forma,x [k + 1℄ = A [k℄x [k℄ +B [k℄u [k℄ +w [k℄
En este caso, la sucesión y [0℄ ; : : : ; y [k℄ se determina a partir de la expresióny [k℄ = C [k℄x [k℄ + v [k℄
En cuanto a la sucesión u [0℄ ; : : : ;u [k℄, ésta corresponde a la sucesión determińıstica
dada de control.
De esta manera, el filtro de Kalman se determina por las siguientes relaciones recurrentes:x [k℄ = A [k   1℄ ~x [k   1℄ +B [k   1℄u [k   1℄~x [k℄ = x [k℄ +K [k℄ (y [k℄ C [k℄x [k℄)
El vector x [0℄ es conocido de antemano y la matriz K se calcula, tal cual se hace para
el procedimiento descrito anteriormente.
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Ejercicio en el CP 7.3. Desarrollar el algoritmo de estimación mediante el filtro Kalman para
un proceso que describe una caminata aleatoria en la forma:x[k + 1℄ = x[k℄ +w[k℄;y[k℄ = x[k℄ + v[k℄
siendo las señales aleatorias w y v, RBG con momentos:Efwg = Efvg = 0v = w = 1
% filtro de Kalman en un sistema discreto
%--- Inicialización de parámetros de simulación
A = 1; % Matriz de transición de estado A
C = 1; % Matriz de medición de estado C
R = 1; % Matriz de covarianza del ruido de medición
Q = 1; % Matriz de covarianza de la perturbación del estado
tf = 52; % Tiempo final de simulación
h = 0.1; % Tiempo de muestreo
L = tf/h;
%--- Generación de la se~nal medida
x(1) = 0; % Estado inicial del sistema
y(1) = x(1) + R*randn(1); % Medición inicial
for i=1:L-1,
x(i+1) = A*x(i) + Q*randn(1);
y(i+1) = C*x(i) + R*randn(1);
end;
%--- Inicio de estimación de Kalman
xe(1) = 0; % Estimación inicial del estado del sistema
P = 1; % Matriz de covarianza inicial del error
for i=2:L,
xm = A*xe(i-1);
Pm = A*P*A’ + Q;
Pxy = Pm*C’;
Pyy = C*Pm*C’ + R;
GK = Pxy*Pyy^-1;
ym = C*xm;
xe(i) = xm + GK*( y(i) - ym );
P = Pm - GK*C*Pm;
end;













La anterior Figura muestra un trayectoria estimada del filtro discreto de Kalman, mediante el algo-
ritmo presentado.
312 Caṕıtulo 7. Sistemas estocásticos
7.2.3. Filtración óptima de sistemas continuos lineales
Además del cambio usual de las ecuaciones de diferencias a ecuaciones diferenciales, o de
sumatorias a integrales, el modelo de filtración continuo, como generalización del discreto,
es más complejo, en la medida en que la cantidad de observaciones en unidad de tiempo,
en el caso continuo no es finita, sino infinita. En calidad de modelo de estudio, se tiene las
siguientes ecuaciones de la planta y el dispositivo de medida (filtro de Kalman-Bucy):8>><>>: _x (t) = A (t)x (t) +w (t)y (t) = C (t)x (t) + v (t)
para 8t  t0. El vector a estimar x (t) es de dimensión n, para el cual se asume que x (t  0)
es un vector aleatorio con media cero y función de covarianza,
Rx0 (t0) = E n(x (t0) E fx (t0)g) (x (t0) E fx (t0)g)To
mientras, el vector de medida y (t) tiene dimensión r. Las matrices A y C son conocidas.
Para las perturbaciones w (t), con dimensión n, y los errores Gaussianos de medida, con
dimensión r, se cumplen los siguientes momentos:E fw (t)g = 0;E nw (t)w (t)To = Rw (t) Æ (t   ) ;E fv (t)g = 0;E nv (t)v (t)To = Rv (t) Æ (t   )
Las matrices Rw y Rv son simétricas y con elementos variables en el tiempo. Las señales
aleatorias w (t) y v (t) tienen función de correlación mutua cero. La estimación ~x (t) se debe
hallar a partir de los resultados de medida y ( ) ; t0    t, que en el caso de la estimación
lineal no sesgada, con el mı́nimo error cuadrático medio, se describe por la ecuación,ddt~x (t) = A (t) ~x (t) +K (t) (y (t) C (t) ~x (t)) ; ~x (t0) = 0;
La matriz de Kalman se calcula de la siguiente expresión,
K (t) = R̂x0 (t)CT (t)R 1v (t) (7.23)
La matriz de covarianza del error se determina por la ecuación matricial diferencial de
RiccatiddtR̂x0 (t)= A (t) R̂x0 (t) + R̂x0 (t)AT (t)  R̂x0 (t)CT (t)R 1v (t)C (t) R̂x0 (t) +Rw (t) ;
(7.24)
asumiendo R̂x0 (t0) = Rx0 (t0).
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Si el modelo matemático está dado en la forma8<: _x (t) +A (t)x (t) +B (t)u (t) +w (t) ; E fx (t0)g = y (t) = C (t)x (t) + v (t)
entonces la estimación lineal no sesgada del vector de estados x (t), que cumple la condición
del mı́nimo error cuadrático medio, se determina como la solución de la siguiente ecuación
diferencial,ddt~x (t) = A (t) ~x (t) +B (t)u (t) +K (t) (y (t) C (t) ~x (t)) ;
asumiendox (t0) = 
La matriz K (t) se determina por la expresión (7.23), pero la matriz Rx0 (t) corresponde
a la solución de la ecuación de Riccati en (7.24), la cual anaĺıticamente tiene solución en
muy pocos casos, por lo tanto, se considera su solución por métodos numéricos [49].
Uno de los casos, cuando la ecuación tiene solución, corresponde al siguiente. Sea la
ecuación diferencial homogénea del error de filtración de la forma,_x (t) = A (t)  R̂x0 (t)CT (t)R 1v (t)C (t) x (t)
con su conjugado (si _x (t) = F (t)x, entonces la matriz conjugada será _ (t) =  FT (t)  (t)),
de lo cual se obtiene,_ (t) =  AT (t) +CT (t)R 1v (t)C (t) R̂x0 (t)  (t)
La ecuación (7.24) se multiplica por  (t), por lo que se obtiene,ddtR̂x0 (t)  (t)= A (t) R̂x0 (t) + R̂x0AT (t)  R̂x0 (t)CT (t)R 1v (t)C (t) R̂x0 (t) +Rw (t)  (t)
luego, multiplicando la ecuación conjugada por R̂x0 (t) y reemplazando en la anterior
ecuación, se tiene
R̂x0 (t) _ (t) + R̂x0 (t)  (t) = A (t) R̂x0 (t) +Rw (t)  (t)
Como se observa, la última ecuación no presenta el término no lineal, entonces, al intro-
ducir la siguiente notación se obtiene un sistema lineal homogéneo del tipo,ddt"# = " AT (t) CT (t)R 1v (t)C (t)Rw (t) A (t) #
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donde los valores de  (t0) y  (t0) están dados a través de Rx0 (t). Si se hallan los términos (t) y  (t), entonces al existir  1 (t) se obtiene
R̂x0 (t) =  (t)  1 (t)
En general, los conceptos de observabilidad y controlabilidad se pueden complementar
de forma mutua, gracias al principio de dualidad de Kalman, según el cual la observación
y la filtración del sistema inicial,8<: _x (t) = A (t)x (t) +B (t)u (t) ;y (t) = C (t)x (t) ; t0  t
corresponden al control y regulación de un sistema dual, y viceversa.
El modelo matemático del sistema dual está dado por las expresiones8<:  _ (t) = AT (t)  (t) +CT (t)v (t) (t) = BT (t)  (t)
de las cuales se puede demostrar que las propiedades del control óptimo permanecen vi-
gentes, por lo menos desde el punto de vista algoŕıtmico, en la śıntesis de filtros óptimos [11].
En general, la tarea conjunta de estimación de los parámetros de la señal y de los estados
del sistema es de carácter no lineal. Aśı sea el modelo analizado descrito por las relaciones,8<: _x = f x fx;u;a;  ; tg ;y = f y fx;u;C; ; tg
donde x (t) es el vector de estados, u (t) es la señal observada de entrada, a (t) es el vector
de parámetros de la planta,  (t) es el ruido de entrada o perturbación,  (t) es el error de
medida, y (t) es la señal observada de salida y C es la matriz de observaciones.
El vector de parámetros de la planta a se interpreta como la función dada por el control
ȧ = 0 para un vector de condiciones iniciales a (0), luego, el modelo es," _x
a
# = "f fx;u;a; ; tg0 #
que se puede transformar en la forma" _x
a
# = M "x
a
#
donde M no depende ni de x ni de a. Entonces, inclusive para una planta lineal con
dependencia lineal de parámetros, la tarea de estimación conjunta de los parámetros de
la señal y de los estados del sistema tiene carácter no lineal con relación al vector de
parámetros y al estado del sistema [xT;aT℄.
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Ejercicio en el CP 7.4. Realiza un estimador, empleando la Filtración Kalman-Bucy, para un
oscilador cuasiperiódico descrito por las siguientes ecuaciones diferenciales:264 _x1_x2_x3_x4375 = 264 0 1 0 0 !21  2a 0 00 0 0 10 0  !22  2a375264x1(t)x2(t)x3(t)x4(t)375+ 2640101375w(t)y(t) = 1 0 1 0 264x1(t)x2(t)x3(t)x4(t)375+ v(t)
donde a = 0, !1 = 4 y !2 = .
function KalmanBucy
% Oscilador armónico amortiguado
% Condiciones iniciales
xo = [0.5 4 0 4]’; xeo = zeros(4,1);
Po = 20*eye(4); r = 1;
ko=[xo;xeo;Po(:,1);Po(:,2);Po(:,3);Po(:,4)];
h = 5e-2; tspan = 0:h:20;
[t,k] = ode45(@KB,tspan,ko);
y = k(:,1)+k(:,3);
yn = y + r*randn(length(tspan),1);
ye = k(:,5)+k(:,7);
%-----------------------------------------
function dk = KB(t,k)
%-- Ajustes generales del filtro de Kalman
w1 = 4; w2 = pi; a = 0; r = 1; q = 0.1;
%-- Matrices del sistema
A = [ 0 1 0 0;
-w1^2 -2*a 0 0;
0 0 0 1;
0 0 -w2^2 -2*a];
C = [1 0 1 0];
%-- Matriz de covarianza
Q = q*eye(4); Q(1,1) = 0; Q(3,3) = 0;
G = [0 1 0 1];
%-- Sistema real
dx = zeros(4,1); x = k(1:4); dx =
A*x + G*q*randn(4,1);
y = C*x + r*randn(1);
%-- Ecuación de Ricatti
P = [k(9:12) k(13:16) k(17:20) k(21:24)];
dP = zeros(4); K = P*C’*r^-1;
dP = A*P + P*A’ - K*r*K’ + Q;
%-- Estado estimado del sistema real
dxe = zeros(4,1); xe = k(5:8);
dxe = A*xe + K*(y-C*xe);
%-- Salida de datos
dk = zeros(20,1); dk(1:4) = dx;
dk(5:8) = dxe; dk(9:12) = dP(:,1);
dk(13:16) = dP(:,2); dk(17:20) = dP(:,3);
dk(21:24) = dP(:,4);
%--
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7.2.4. Filtración de sistemas no lineales
Sea un sistema lineal en tiempo continuo descrito por la ecuación estocástica vectorial del
tipo difusivo,dx (t) = f fx; tg dt+ v fx; tg d (t) ; t  t0 (7.25)
en las cuales  (t) es un proceso estándar de Wiener, en el sentido en que los valores
aleatorios son reales con distribución normal de incrementos, valor medio E fdg = 0 y
varianza E d2	 = dt. Las funciones f fg y v fg son respectivamente los coeficientes de
transporte y difusión.
El vector de estados del sistema x (t) no puede ser observado directamente. Solamente
es observable el vector y (t), por lo que el proceso de medida se describe también por otra
ecuación diferencial estocástica,dy (t) = h (x; t) dt+ d (t) (7.26)
Los vectores x y f tienen dimensión n, mientras los vectores h e y son de dimensión r.
Los procesos tipo Wiener  (t) y  (t) se asumen con correlación mutua nula.
La estimación del vector de estados del sistema se puede realizar mediante la linealización
de las ecuaciones (7.25) y (7.26), con el consecutivo empleo de métodos de filtración lineal,
lo cual conlleva a las siguientes ecuaciones:8>>><>>>:~x (t) = f f~x; tg+ v f~x; tg  (t) +Rx hxT R 1 (y (t)  h (~x; t)) ;Ṙx = fxRx0 + Ṙx  fxT + vRvT  Rx hxT R 1 hxRx
con los siguientes momentosE fx (t0)g = ~x (t0) = x (t0)E n(x (t0)  x (t0)) (x (t0)  x (t0))To = Rx (t0) = Rx0E  _ (t)  _ (t) _ ( )  _ ( )T = R (t) Æ (t  )E  _ (t)  _ (t) _ ( )  _ ( )T = R (t) Æ (t   )E (x (t0)  x (t0))  _ ( )  _ ( )T = 0
siendo x (t0), _ (t) y _ (t) son los valores promedios de los respectivos procesos.
En el caso de análisis de la filtración de sistemas no lineales en tiempo discreto, se parte
del proceso no lineal de dimensión múltiple, descrito en la forma,x [k + 1℄ = f k fx [k℄g+w [k℄ ; k = 0; 1; : : :
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para el cual, las medidas se realizan mediante un dispositivo, descrito por la ecuación no
lineal, y [k℄ = hk fx [k℄g+ v [k℄ ; k = 0; 1; : : :.
Las presunciones sobre la estructura de aleatoriedad de todas las variables estocásti-
cas siguen siendo las mismas que se hicieron para el filtro Kalman-Bucy. El algoritmo de
filtración no lineal se determina de las siguientes relaciones recurrentes:~x [k℄ = x [k℄ +K [k℄ hk fx [k℄g ; x [k℄ = f k f~x [k   1℄g ;
Rx [k℄ = f k 1x [k   1℄R̂ [k   1℄ f k 1x [k   1℄!T +Rw [k   1℄
K [k℄ = R̂x [k℄ hkx [k℄!T0 hkx [k℄R̂x [k℄ hkx [k℄!T +Rv [k℄1A 1
R̂x [k℄ = R̄x [k℄ K [k℄ hkx [k℄R̄x [k℄
en las que se asume: R̄x [0℄ = Rx [0℄, además, con condiciones iniciales conocidas, ~x [0℄.
El método de linealización es suficientemente efectivo, mientras no se tengan perturba-
ciones de potencia significativa, las que afectan la calidad de la estimación. Otro factor a
tener en cuenta, en el rendimiento del filtro, está en la selección apropiada de los valores
iniciales del vector estimación ~x [0℄.
Ejercicio en el CP 7.5. Realizar el filtro extendido de Kalman para la estimación de estado del
mapa logístico, el cual se define mediante la siguiente ecuación de diferencias no lineal:x[k℄ = (x[k   1℄  x[k   1℄2)
%--Estimación del mapa logı́stico
function LMEstEKF






x(i) = alpha*x(i-1) - alpha*x(i-1)^2;
end;
y = x + 0.1*randn(L,1);
%-- Filtro extendido de Kalman
xe = zeros(L,1); xe(1) = 1;
P = 1e0;
Rw = 1e-10; Rv = 0.1;
for i=2:L,
xe_ = alpha*xe(i-1) - alpha*xe(i-1)^2;
A = alpha - 2*alpha*xe(i-1);
Px_ = A*P*A’ + Rw;
K = Px_* ( Px_ + Rv )^-1;
xe(i) = xe_ + K*( y(i) - xe_ );
Px = ( 1 - K )*Px_;
end;
%--



















318 Caṕıtulo 7. Sistemas estocásticos
7.2.5. Filtración adaptativa de sistemas dinámicos
La filtración de Kalman, en variadas situaciones prácticas, puede ser no suficientemente
efectivo, esto es, no brindar la suficiente precisión, o bien, simplemente no converger. Lo
anterior es debido, entre otras, por las siguientes razones:
– Los parámetros en el modelo del sistema no concuerdan suficientemente con valores
reales, durante su funcionamiento, por la dificultad en la estimación,
– La presunción de Gaussividad sobre la estructura, tanto en las perturbaciones como
en los errores de medida, no es cierta en manera significativa.
Por lo tanto, es necesario mejorar el algoritmo de Kalman, de tal manera que se adapte
a los factores a priori dados de no concordancia en el modelo, además a las diversas estruc-
turas de aleatoriedad de las señales aleatorias durante el proceso.
Los métodos actuales para la resolución de esta tarea se orientan en dos aproximaciones
básicas:
– La estimación, más bien la identificación, de los parámetros del modelo en el proceso
de funcionamiento y el subsecuente empleo de las estimaciones obtenidas en el filtro
convencional del Kalman.
– El análisis del carácter de evolución del sistema y los procesos aleatorios de medida y
su adaptación por parte del filtro mediante cambios en su estructura de funcionamien-
to.
La segunda orientación, siendo más compleja en su implementación, se considera más
efectiva, y es la que se analiza en este caso. Sea un sistema lineal en tiempo discreto dado
en la forma,8<:x [k + 1℄ = A [k℄x [k℄ +G [k℄w [k℄y [k℄ = C [k℄x [k℄ +  [k℄ [k℄ + (1   [k℄)p [k℄ ; A;C;G 2 R; k = 0; 1; : : :
donde A [k℄, C [k℄ y G [k℄ son matrices determińısticas de orden n  n, n  r y n  s,
respectivamente, x [k℄ es el vector de estados del sistema con dimensión n, w [k℄ son las
perturbaciones aleatorias con dimensión s, independientes entre si, de estructura Gaus-
siana con valor medio cero y matriz de covarianza Kw[k℄, y [k℄ es el vector de medidas con
dimensión r.
Las magnitudes aleatorias independientes entre si, que forman la sucesión  [k℄, toman
los valores 0 y 1 con probabilidades gk y pk: P f [k℄ = 1g = pk = 1   gk. Los vectores
aleatorios  [k℄ y  [k℄, ambos de dimensión r, son Gaussianos con valor medio cero y función
de covarianza K[k℄ y K[k℄, respectivamente. Generalmente, se supone que pk  pk, por
lo que el modelo refleja la situación en la cual, en el canal de mediciones se presentan
los ruidos  [k℄, considerados t́ıpicos, y muy de vez en cuando aparecen interferencias de
potencia fuerte  [k℄, que se consideran medidas anómalas.
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El vector de valores iniciales x [0℄ de estados del sistema, se asume Gaussiano con valor
medio m1x[0℄ y matriz de covarianza Rx[0℄. Además, se supone que las sucesiones fw [k℄g,f [k℄g, f [k℄g y f [k℄g son mutuamente independientes, y a la vez, independientes del
vector aleatorio x [0℄.
La adaptabilidad del algoritmo se basa en el principio de clasificación, como proceso de
ordenamiento estad́ıstico, de los resultados de observaciones y [0℄ en dos grupos, tal que
sean asociados a los ruidos de la clase f [k℄g ó f [k℄g, con la consecuente modificación
del algoritmo de filtración, a fin de tener en cuenta el modelo real de las perturbaciones. El
procedimiento de clasificación se puede hacer, por ejemplo, empleando el método de toma
de decisión bayesiano, mediante el cual la estimación de  [k℄ se determina de la siguiente
forma,̂ [k℄ = 8<:0; k fy [k℄g  k1; k fy [k℄g < k
donde k fy [k℄g es la relación de verosimilitud, que para el caso se determina comok fy [k℄g = p fy [k℄j  [k℄ = 1gp fy [k℄j  [k℄ = 0g
siendo k el umbral de decisión. En las anteriores expresiones, y [k℄ = y [k℄ C [k℄m1x[k℄,
en las cuales el valor medio del proceso x [k℄ se puede determinar en forma recursiva, por
ejemplo, m1x[k+1℄ = A [k℄m1x[k℄, k  0.
La función densidad de probabilidad condicional del vector aleatorio y [k℄ dado  [k℄
está dada por la relación,p fy [k℄j  [k℄g = 8<: N 0; K̂x[k℄  K[k℄ ;  [k℄ = 1 N 0; K̂x[k℄  K[k℄ ;  [k℄ = 0
donde K̂x[k℄ = C [k℄Kx[k℄CT [k℄.
De lo anterior, la relación de verosimilitud se calcula comok fy [k℄g = Kx[k℄+[k℄1=2Kx[k℄+[k℄1=2 exp12yT [k℄K 1x[k℄+[k℄  K 1x[k℄+[k℄y [k℄
siendo K 1x[k℄+[k℄ = K̂x[k℄ +K[k℄;  2 f; g.
La función de covarianza se determina de la siguiente forma recursiva:
K̂x[k+1℄ = A [k℄Kx[k℄AT [k℄ +G [k℄Kw[k+1℄GT [k℄
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Como resultado, el algoritmo adaptativo para la obtención de solución estable x [k℄ en
la tarea de filtración, toma la forma,x [k℄ = A [k   1℄ ~x [k   1℄
R̄x [k℄ = A [k   1℄ R̂x [k   1℄AT [k   1℄ +G [k   1℄Kw[k 1℄GT [k   1℄~x [k℄ = x [k℄ +K f~k; kg (y [k℄ C [k℄ x [k℄)
La ganancia del filtro adaptativo se determina de la forma (8k = 1; 2; : : :),
K f~k; kg = R̄x [k℄CT [k℄C [k℄ R̄x [k℄CT [k℄ + ~ [k℄K[k℄ + (1  ~ [k℄)K[k℄ 1
donde ~k = f~ [i℄ : i = 0; : : : ; kg, siendo ~ [i℄ la estimación del correspondiente valor de  [i℄.
Los valores iniciales se dan como: ~x [0℄ = x [0℄ = m1x[0℄; R̃x [0℄ = Rx[0℄.
En esencia, el algoritmo adaptativo de Kalman presentado consiste de dos filtros, los
cuales se conectan en concordancia con la decisión tomada sobre el modelo de perturbación
presente. Sin embargo, ambos filtros tienen la misma estructura y difieren sólo en el valor
de ganancia, K f~k; kg, que depende del tipo de perturbación asumida.
El umbral de decisión k, generalmente, se fija de manera experimental para cada apli-
cación concreta, por ejemplo mediante un modelo de imitación. Aunque existen aproxima-
ciones que intentan fijar este valor de manera automática, aśı en [50], se presenta un método
basado en el análisis discriminate óptimo bayesiano, para una matriz dada de pérdida.
De otra parte, en el algoritmo de Kalman es básica la información que brindan las
respectivas funciones de covarianza de los perturbaciones y señales, las cuales no siempre
se disponen, por lo tanto, el algoritmo debe tener en cuenta, alguna forma de su estimación.
El siguiente algoritmo estima los valores de las funciones de covarianza.
Sea un sistema dinámico lineal en tiempo discreto, descrito por las ecuaciones recurrentes,8<:x [k + 1℄ = Ax [k℄ +Gw [k℄ ;y [k℄ = Cx [k℄ + v [k℄ ; k = 0; 1; : : : (7.27)
donde x [k + 1℄ es de estados del sistema con dimensión n, A es la matriz de transición de
orden nn, C y G son matrices de orden rn y ns, respectivamente. Se asume que los
vectores aleatorios w [k℄ y v [k℄, con dimensiones respectivas s y r, son procesos Gaussianos
con correlación nula, y para los cuales se definen los siguientes momentos,E fw [k℄g = 0; E nw [k℄w [m℄To = RwÆkmE fv [k℄g = 0; E nv [k℄v [m℄To = RvÆkmE nv [k℄w [m℄To = 0
Las matrices de covarianza consideradas, Rw y Rv , son positivas semidefinidas. Además,
se asume que el vector inicial de estados del sistema es Gaussiano con valor medio 0 y
matriz de covarianza Rx0 . Por último, se asume que el sistema, (7.27), es observable.
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De manera similar, al caso del algoritmo adaptativo anterior, la estimación se basa en el
análisis de las propiedades de restablecimiento en el tiempo del proceso de filtración, esto
es, de la sucesióny [k℄ = y [k℄ Cx [k℄
El proceso, en su restablecimiento, contiene la nueva información estad́ıstica obtenida
mediante las observaciones y [k℄, y la cual sirve para determinar la estimación las respectivas
matrices de covarianza Rw y Rv [11].
Cuando el sistema llega alcanza el estado estable, tanto el coeficiente de ganancia del
filtro K, como la matriz de covarianza del error extrapolada K̂ no cambian en el tiempo,
K = R̂xCT CR̂xCT +Rv 1 (7.28a)
R̂x = A (I  KC) R̂x (I  KC)T +AKRvKTAT +GRwGT (7.28b)
El par de ecuaciones (7.28a) y (7.28b) sirven para el cálculo de la matriz Rx, bien en la
estimación óptima, bien en el empleo de algoritmos subóptimos que estiman las matrices
de covarianza Rw y Rv .
Cabe anotar, que la relación estad́ıstica entre diferentes valores de observación está da-
da por su momento conjunto, Ck = E ny [k℄yT [i  k℄o. De otra parte, empleando
la definición del proceso de restablecimiento, se pueden obtener las siguientes relaciones
importantes en la estimación de las funciones de covarianza buscadas:
C0 = CR̂xCT +Rv ;
Ck = C (A (I  KC))k 1 A R̂xCT  KC0 ; k  1
Básicamente, el algoritmo presente de filtración adaptativa consiste, en que una vez dadas
en el primer momento, las estimaciones a priori Rw[0℄ y Rv[0℄ de las respectivas funciones
de covarianza, se realiza el perfeccionamiento de su estimación en el proceso de filtración.
El procedimiento de estimación de estimación de las matrices de covarianza es el siguiente:
– Estimación de la matriz yk a partir de la definición
C̃k = 1N NXi=ky [k℄ yT [i  k℄
siendo N   k la cantidad de observaciones en análisis.
– Estimación del primer término de multiplicación en (7.28a). Por cuanto,
C1 = CAR̂xCT  CAKC0        
Cn = CAnR̂xCT  CAKCn 1       CAnKC0
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entonces
R̂xCT = B + 26664 C1 +CAKC0C2 +CAKC1 +CA2KC0  
Cn +CAKCn 1 +    +CAnKC037775
siendo B+ la respectiva matriz seudotranspuesta (de orden 1 n)
B = 266664 CCA...
CAn 1377775
que corresponde a la multiplicación de las matrices de observabilidad y de transición
A. Entonces, en calidad de estimación de la matriz PCT se emplea la expresión,
R̂fxCT = B+26664 C̃1 +CAKC0C̃2 +CAKC̃1 +CA2KC0  
C̃n +CAKC̃n 1 +   +CAnKC̃037775
– Cálculo de la estimación de la función de covarianza Rv , empleando la siguiente
expresión R̃v = KC̃0  C R̂xCT
– Cálculo de la estimación de la función de covarianza Rw , mediante la solución del
siguiente sistema,k 1Xi=0 CAiGR̃wGT Ai kT CT= R̂CTT A kCT  CAkR̂CT   k=1Xi=0 CAiS̃Ai kT CT
siendo S̃ = A K R̂CTT   R̂CTKT +KC0KTAT.
La estimación C̃k, para de disminuir el coste computacional, se realiza de forma recursiva,
C̃N+1k = C̃Nk + 1N y [n+ 1℄yT [n+ 1  k℄  C̃Nk 
donde C̃lk es la estimación de Ck sobre l observaciones.
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