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Abstract
Clustering analysis is one of the main tools for exploratory data analysis, with
applications from statistics, image processing, biology to social sciences. Gen-
erally, it is used as a process to find meaningful structure, explanatory under-
lying processes and generative features. Its goal is to group set of objects in
such a way that objects in the same group (clusters) are similar to each other
(in some sense) whilst objects from different clusters are dissimilar.
One way to perform clustering analysis is to to look at data as a graph, then
clustering becomes a graph cutting problem. Within this set of techniques,
Spectral Clustering stands for its simplicity and great performance. Recently,
a new approach [12] radically different from spectral clustering has emerged
and it consists on learning a graph that has the desired properties, namely, that
it has the desired number of connected components or clusters.
In this thesis we have explored these techniques and we have proposed
new ones with the goal of designing an efficient algorithm that can exploit
the additional information in directed graphs, with respect to achieve good
clustering performance. Experimental results on synthetic datasets exhibit the
effectiveness of the proposed methods.
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Chapter 1
Introduction
This thesis is focused on machine learning. More precisely, it tackles the prob-
lem of Clustering from a graph cutting point of view. In this section, an in-
troductory approach to the problem is presented as well as the objective and
contribution of this thesis.
1.1 Objectives and challenges
The aim of this master thesis is to implement an algorithm that can perform
clustering by learning a disconnected graph. Based on the work of [12] who
was the first to tackle the clustering problem as graph estimation problem, we
expect to extend their work by generalizing their algorithm for non-symmetric
matrices, with the hope of getting better results. Considering directed graph
or non symmetric graph matrices possess additional problems as many of the
nice properties of graph matrices gets lost.
1.2 Contribution
In this work we propose an approach for graph learning based clustering where
the main novelty is the use of non-symmetric matrices that allows to better
encode the local neighbors of eahc node.
We provide several algorithms that are simple as they only require linear
algebra operators and efficient.
Then, we show that our algorithms improves the results on [12].
1
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1.3 Overview
This is the organization of the thesis. Chapter 2 presents work related to ours
and that in some cases will be used as base for our methods. In Chapter 3
we describe our method and its variants. Afterwards, the experimental setup,
evaluation methods and results are described and discussed in Chapter 4. Fi-
nally, in Chapter 5 we summarize this work also providing some possible fu-
ture work.
Chapter 2
Background
In this section we will formally define Clustering and the main clustering al-
gorithms in the literature.
2.1 Clustering Problem
The clustering problem can be stated as follows: Given a set of data points,
group them into clusters so that,
• Points within each cluster are similar to each other
• Points from differents clusters are dissimilar
Note however that the notion of cluster is not precisely defined, when we are
clustering we are implicitly making some assumptions on the underlaying dis-
tribution of the data. That’s why there are so many different clustering models:
• Connectivitymodels: for example, hierarchical clustering buildsmodels
based on distance connectivity.
• Centroid models: for example, the k-means algorithm represents each
cluster by a single mean vector.
• Distribution models: clusters are modeled using statistical distributions,
such asmultivariate normal distributions used by the expectation-maximization
algorithm.
• Density models: for example, DBSCAN and OPTICS defines clusters
as connected dense regions in the data space.
3
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2.1.1 K-means clustering
k-means is possibly the most well-known clustering algorithm. However, it
was originally designed from the signal processing point of view as a method
for vector quantization. k-means clustering aims to partition n observations
into k clusters in which each observation belongs to the cluster with the nearest
mean, serving as a representative of the cluster. This results in a partitioning
of the data space into Voronoi cells.
More formally, given set of observations (x1, . . . ,xn), k-means aims to
partition the n observation into k < n setsS = {S1, . . . , Sn} so as tominimize
the within-cluster sum of squares,
argmin
S
k∑
i
∑
x∈Si
‖x− µi‖2 (2.1)
where µi is the mean of points in Si.
The most common algorithm is Lloyd’s algorithm. Given an initial set of
k-means, the algorithm alternates between the two following steps:
• Assign each observation to the mean whose nearest (with Euclidean dis-
tance).
• Actualize the set of means by assigning the mean of the observations in
each cluster.
Note that this problem is NP-hard and the solution will be dependent of the
initial k-means
2.2 Graph-based clustering
This set of techniques cast the clustering problem into a graph-cutting prob-
lem. Given some notion of similarity sij ≥ 0 between all pairs of points xi and
xj , we can represent the data in form of the similarity graphG = (V,E). Each
vertex vi in this graph represents a data point xi. Two vertices are connected if
the similarity sij between the corresponding data points xi and xj is positive
or larger than a certain threshold, and the edge is weighted by sij . Then, the
clustering problem is reformulated as: we want to find a partition of the graph
such that the edges between different groups have very low weights (which
means that points in different clusters are dissimilar from each other) and the
edges within a group have high weights (which means that points within the
same cluster are similar to each other) [19].
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Similarity function
Before thinking how to construct a graph, we need to define a similarity func-
tion s(xi,xj) between pairs of points xi and xj of our dataset. This similarity
function induces the local neighborhoods that we will have later on when we
build the graph. Then, we have to make sure we use a "meaningful" function
for the application the data comes from. Instead of a similarity function, we
can also define a distance function.
The most common case is when data points belong to the euclidean space
Rd, then a reasonable similarity function is the Gaussian function s(xi,xj) =
exp(−‖xi − xj‖2/(2σ2)). Where the parameter σ should be sensibly chosen.
2.2.1 Graph notation
In this section we will define all the mathematical objects used by graph based
clustering techniques.
A graph G is defined by its vertices V = {vi, . . . , vn} and its connections
or edges E, G = (V,E). In our case, each vertex in the graph vi represents a
data point xi and an edge between two vertices (vi, vj) represents the similarity
or weight wij between its associated points (xi,xj). The graph G = (V,E) is
undirected whichmeans thatwij = wji andweighted as the edges are weighted
by the similarity of the conneted vertices. The weighted adjacency matrix of
the graph is the matrix W = (wij)i,j=1,...,n ∈ Rn×n.
Definitions
• The degree of a vertex vi ∈ V is defined as di =
∑n
j=1wij .
• The degree matrix is defined as D = diag(d1, . . . , dn)
• Given a subset of vertices A ⊂ V , we denote its complement V \ A by
A¯.
• The indicator vector 1A ∈ Rn with its entries 0 if vi /∈ A and 1 other-
wise.
• A subset A ⊂ V of a graph is connected if any two vertices in A can be
joined by a path such that all intermediate points also lie in A.
• A subset A is called a connected component if it is connected and if
there are no connections between vertices in A and A¯.
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• For two sets A,B ⊂ V we define W (A,B) = ∑i∈A,j∈B wij . Where
we introduce the notation i ∈ A for the set of indices {i|vi ∈ A}. This
metric is just the sum of edges that connect two different sets, notice that
W (A, A¯) = 0.
• To measure the size of subset we can define two metrices,
– |A| = number of vertices in A.
– vol(A) =
∑
i∈A di
Directed graph
We will also give a brief overview of directed graphs as they will come up
later in the section 3. Directed graph or digraph is also defined by its vertices
V = {vi, . . . , vn} and its connections or edges E, G = (V,E), the difference
is that know edges are directed, i.e the connection that edges indicate is not
bidirectional. The first consequence is that the affinity matrix W is no longer
symmetric, wij 6= wji. This kind of graphs appear a lot in networks such as
social networks where each node represents a vertex and the edge may repre-
sent that person i follows person j (wji = 1), however, person j may not follow
person i (wij = 0), or also the webpages of the internet where edges indicate
if one webpage links to another. A very different kind of directed graph is the
so called random walk graph, in this case the fact that wij 6= wji is used to
highlight the importance of node for the other given its neighbour. If node i
is only connected to j the weight wji should be higher, however if node j is
connected to N more points apart from i the weight wij should be lower.
Another important fact is that now we can define two degrees for a vertex
vi, the in-degree where we consider the weight of the edges going to i and out-
degree where we consider the weight of the edges leaving i. Similarly there
are three ways to define connectivity.
• Strong connectivity: A digraph is strongly connected if any ordered pair
of distinct nodes can be joined by a strong path. Where a strong path is
a path where we respect the directions of the edges.
• Weak connectivity: A digraph is weakly connected if any pair of distinct
nodes can be joined by a weak path. Where a weak path is path where
directions of the edges are not respected.
• Quasi strong connectivity: A digraph is quasi strongly connected if for
every pair of nodes vi and vj there exist a node vr that can reach both
nodes following a strong path.
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2.2.2 Different similarity graphs
There are several popular constructions to transform a given set x1, . . . ,xn
of data points with pairwise similarities sij or pairwise distances dij into a
graph. When constructing similarity graphs the goal is to model the local
neighborhood relationships between the data points.
-neighborhood
All vertices whose pairwise distance dij is smaller than  get connected. Then,
remaining connections could be weighted by sij , however, this step is normally
skipped as weights are roughly of the same scale (at most ). Hence, the -
neighborhood graph is usually considered unweighted.
k-nearest neighbor
We connect vertex vi with vertex vj if vj is among the k-nearest neighbour
of vi, where the k-nearest neighborhood of vi is the set of k points closer to
it. However, this approach may lead to a directed graph as the relationship is
not symmetric. In order to make it undirected there are two options, one is
to ignore the direction of the edges, then two pairs of points get connected if
at least one is in the k-nearest neighbour of the other, the resulting graph is
called k-nearest neighbour graph. The second option is to connect only when
both points vi and vj are in the k-nearest neighbour of each other, the resulting
graph is calledmutual k-nearest graph. Then, in both cases, the resulting edges
should be weighted according to the weights wij .
Fully connected graph
In that case, we connect all points with positive weight wij with each other.
2.2.3 Parameters of the similarity graph
In general, when choosing the connectivity parameters , k, or σ we would
like our similarity graph to be connected or ”almost” connected and with no
isolated vertices. Because otherwise we are already clustering in the similarity
graph construction process and we are not using the graph at all to aid good
clustering performance.There are some results on the connectivity of random
graphs but those are only useful in the limit n → ∞. For example, if n data
points are drawn i.i.d. from a density with a connected support, the k -nearest
neighbor graph will be connected if k is on the order of log(n). While being
8 CHAPTER 2. BACKGROUND
of theoretical interest, all those results do not really help us for choosing k
on a finite sample. However, we will try to give some rules of thumb when
choosing this parameters
-neighborhood
This is very simple, we compute the minimum spanning tree of the fully con-
nected graph and choose  as the maximum weight in the tree. The minimum
spanning tree is defined as the subset of edges that connect all the vertices with
the minimum possible total edge weight. This ensures the connectivity of the
graph. However, it is important to observe that this may give problems if there
are outliers or the data contains tight clusters very far apart from each other.
k-nearest neighbor
For not very large datasets, by just trying with some values we can get this. If
the graph is very large, a first approximation could be to choose k in the order
of log(n).
Fully connected graph
Since σmeasures the ”size” of the neighborhood we can choose σ such that the
resulting graph behaves similarly to a k-nearest neighbor or a -neighborhood.
Thus we may choose σ =  or σ equal to the mean distance of a point to its
k-th nearest neighbor.
2.2.4 Graph Laplacian
The main tool for all graph based clustering technique are the graph Lapla-
cians. There is a whole field dedicated to the study of those matrices, called
spectral graph theory [6]. In this section, we will introduce the properties
of this matrices that make it so useful for clustering, mainly, the fact that its
eigenvalues and rank are tightly connected to the connectivity of the graph
(algebraic connectivity).
In the following, we will assume that G is an undirected weighted graph
with weighted adjacency matrix W ∈ Rn×n, where wij > 0. When using
eigenvalues we will always consider them ordered increasingly. By “the first
k eigenvectors” we refer to the eigenvectors corresponding to the k smallest
eigenvalues.
There exist many different graph Laplacians, in this section we will define
the most common ones,
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The Unnormalized Graph Laplacian
The Unnormalized Graph Laplacian matrix is defined as,
L = D−W (2.2)
An extensive analysis of this matrix can be found here [10]. Next we sum-
marize the most important properties of L for graph based clustering,
Proposition 1.
1. For every vector f ∈ Rn
fTLf =
1
2
n∑
i,j=1
wi,j(fi − fj)2 (2.3)
2. L is symmetric and positive semidefinite
3. The smallest eigenvalue of L is 0, its corresponding eigenvector is the
constant one vector 1.
4. L has n non-negative, real-valued eigenvalues 0 = λ1 ≤ λ2 ≤ . . . λn.
5. The multiplicity k of the eigenvalue 0 of L equals the number of con-
nected components A1, . . . , Ak of the graph.
Proof.
1. By the definition of D,
fTLf = fTDf − fTWf =
n∑
i=1
dif
2
i −
n∑
i,j
fifjwij =
=
1
2
(
n∑
i=1
dif
2
i − 2
n∑
i,j=1
fifjwij +
n∑
j=1
djf
2
j )
=
1
2
(
n∑
i=1
n∑
j=1
wijf
2
i − 2
n∑
i,j=1
fifjwij +
n∑
j=1
n∑
i=1
wjif
2
j )
=
1
2
n∑
i,j=1
wi,j(fi − fj)2
(2.4)
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2. Symmetry follows from the symmetry of D and W, and the positive
semidefinite property follows from the property 1 as well as wij ≥ 0.
3. It follows from the construction of L, since D = diag(
∑
j wij) =
diag(W1), then the row sum is 0 for all the rows.
4. Non-negativity follows from the property 1, and real-valued eigenvalues
from the symmetry of L.
For its importance to the graph based clustering technique, we consider
this last property separately,
Proposition 2. Themultiplicity k of the eigenvalue 0 ofL equals the number of
connected componentsA1, . . . , Ak of the graph. The eigenspace of eigenvalue
0 is spanned by the indicator vectors 1A1 , . . . ,1Ak of those components.
Proof. We start with the case k = 1, that is the graph is connected. Assume
that f is an eigenvector with eigenvalue 0. Then by property 1,
0 = fTLf =
n∑
i,j=1
wij(fi − fj)2. (2.5)
As wij > 0, this sum only vanishes to 0 if all the terms vanish. Therefore,
if two vertices vi and vj are connected (i.e, wij ≥ 0), then fi has to be equal
to fj . Following this argument, we can see that f needs to be constant for all
vertices which can be connected by a path in the graph. As all vertices of a
connected component in an undirecred graph can be connected by a path, f
needs to be constant.Then, in a graph with only one connected component we
only have the eigenvector 1 as eigenvector with eigenvalue 0, which obviusly,
is the indicator vector of the connected component.
The extension to k connected components is straighforward. Without loss
of generality we assume that the vertices are ordered according to the compo-
nent they belong to. In this case, the adjacency matrixW has a block diagonal
form, and the same is true for the matrix L:
L =
L1 . . .
Lk
 (2.6)
Each block Li is a graph laplacian itself. Then, as it is the case for all block
diagonal matrices, the spectrum ofL is given by the union of the spectra ofLi,
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and the corresponding eigenvectors of L are the eigenvectors Li padded with
0 at the positions of the other blocks. As each Li is a graph Laplacian of a
connected graph, we know that every Li has eigenvalue 0 with multiplicity 1,
and the corresponding eigenvector is the constant one vector on the i-th con-
nected component. Thus, the matrix L has as many eigenvalues 0 as there are
connected components, and the corresponding eigenvectors are the indicator
vectors of the connected components.
The Normalized Graph Laplacians
There exist two normalizations for the graph laplacian matrix,
Lsym = D
−1/2LD−1/2 = I−D−1/2WD−1/2
Lrw = D
−1L = I−D−1W
These two matrices have similar properties to the ones that the unnormalized
laplacian have. The first matrix is denoted Lsym as it is a symmetric matrix,
the second one is denoted Lrw as it is closely related to a random walk.
2.2.5 Spectral Clustering
Once we have defined the Laplacian matrix we can explain the spectral cluster-
ing technique. Before, explaining how and why it works, let’s first define the
algorithm. We assume that our data consists of n data points x1, . . . ,xn which
can be arbitrary objects. Wemeasure their pairwise similarities sij = s(xi,xj)
by some similarity function which is symmetric and non-negative, and we de-
note the corresponding similarity matrix by S = (sij)i,j=1...n.
Algorithm 1 Unnormalized spectral clustering
Input: set of points x1, . . .xn, Similary matrix S, number of clusters k
Output: Clusters A1, . . . , Ak
1: Construct a similarity graph by any method and obtain its weighted adja-
cency matrix W.
2: Compute the unnormalized laplacian L
3: Compute the first k eigenvectors u1, . . .uk of the laplacian matrix.
4: LetU ∈ Rn×k be thematrix containing the vectorsu1, . . . ,uk as columns.
5: Consider as new set of points the rows of U, yi ∈ Rk i = 1, . . . , n
6: Run k-means to cluster the points yi into the clusters A1, . . . Ak.
We also introduce the algorithms using the Normalized graph laplacians,
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Algorithm 2 Normalized spectral clustering [15]
Input: set of points x1, . . .xn, Similary matrix S, number of clusters k
Output: Clusters A1, . . . , Ak
1: Construct a similarity graph by any method and obtain its weighted adja-
cency matrix W.
2: Compute the unnormalized laplacian L
3: Compute the first k generalized eigenvectors u1, . . .uk of the generalized
eigenproblem Lu = λDu.
4: LetU ∈ Rn×k be thematrix containing the vectorsu1, . . . ,uk as columns.
5: Consider as new set of points the rows of U, yi ∈ Rk i = 1, . . . , n
6: Run k-means to cluster the points yi into the clusters A1, . . . Ak.
This algorithm is very similar to the one presented before, with the excep-
tion that we are considering the generalized eigenvectors of (L,D) which are
in fact the eigenvectors of Lrw. However, solving the generalized eigenvector
problem of (L,D) is preferred over the eigenvectors of Lrw because Lrw is
non-symmetric, unlike L and D.
There are more algorithms that uses the normalized laplacian Lsym, how-
ever we will leave it as a reference for the reader [11]. The idea is the same in
all the methods, that is, to change the representation of the points xi ∈ Rd to
points yi ∈ Rk in such a way that it is easier for k-means to identify clusters.
More formally, we are projecting the data points onto a subspace, so that sim-
ilar points are close by (in the euclidean space Rk), and dissimilar points are
far apart.
There are three different ways to formally explain why spectral theory
works, here we will focus on two of them, graph cutting and perturbation the-
ory point of view.
Graph cut point of view
If we recall, clustering aims to separate points in different groups according to
their similarities. If data is given in a graph form, we can restate the problem
as follows: we want a partion of the graph such that edges between different
groups have low weight and edges within groups have high weight.
Given a similarity graph with adjacency matrix W, the simplest and most
direct way to construct a partition of the graph is to solve the mincut problem.
For a given number k of clusters, the mincut problem consists in choosing a
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partition A1, . . . , Ak which minimizes,
cut(A1, . . . , Ak) =
1
2
k∑
i
W (Ai, A¯i) (2.7)
The mincut problem can be solved efficiently [REFERENCE], however, it of-
ten leads to poor solutions, as it tends separate individual vertices from the rest
of the graph. To overcome this problem, we can explicitly enforce large sets
A1, . . . , Ak. To do so, we can normalize the cost of each cut by the size of the
resulting set. As said before, there are two ways to measure the size of a set,
|A| or vol(A), this two measures lead to the RatioCut and Ncut respectively
[11] [15],
RatioCut(A1, . . . , Ak) =
1
2
k∑
i
W (Ai, A¯i)
|Ai| (2.8)
Ncut(A1, . . . , Ak) =
1
2
k∑
i
W (Ai, A¯i)
vol(Ai)
(2.9)
This formulation apart from enforcing big sets Ai, it also enforces the size of
the sets to be similar as the minimum of the function
∑k
i (1/|Ai|) is achieved if
all |Ai| coincide. Unfortunately, introducing this normalization turns the min-
cut problem into an NP-hard problem. Spectral clustering is a way to relax
these problems, relaxing RatioCut leads to the Unnormalized spectral cluster-
ing algorithm and relaxing Ncut leads to the normalized spectral clustering.
Approximating RatioCut
In order to relax the RatioCut problem we first have to transform into a
more convenient format.
Given a partition V into k sets A1, . . . , Ak we define k indicator vectors
hj ∈ Rn j = 1, . . . , k by,
hi,j =
{
1/
√|Aj| if vi ∈ Aj
0 otherwise (i=1, . . . , n; j=1,. . . ,k)
(2.10)
We define H = [h1, . . . ,hk] ∈ Rn×k. Note that the columns of H are
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orthogonal to each other, that is HTH = I. Now, we can see that,
hTj Lhj =
1
2
n∑
z,t=1
wzt(hjz − hjt)
=
1
2
n∑
z∈Aj ,t∈A¯j
wzt(
1√|Aj|)2 + 12
n∑
z∈A¯j ,t∈Aj
wzt(− 1√|Aj|)2
=
1
|Aj|(
1
2
n∑
z∈Aj ,t∈A¯j
wzt +
1
2
n∑
z∈A¯j ,t∈Aj
wzt)
=
cut(Aj, A¯j)
|Aj|
(2.11)
Moreover,
hTj Lhj = (H
TLH)jj (2.12)
Combaining two previous results,
RatioCut(A1, . . . Ak) =
k∑
j=1
hTj Lhj =
k∑
j=1
(HTLH)jj = Tr (H
TLH)
(2.13)
Finally, we can rewrite the RatioCut problem as,
minimize
A1,...,Ak
Tr (HTLH)
subject to HTH = I
H as defined in Eq. (2.10)
(2.14)
Then, to relax it we just dropped the constraint on the entries of H and we let
H ∈ Rn×k,
minimize
H
Tr (HTLH)
subject to HTH = I
(2.15)
This is the trace minimization problem and the solution is given by the first
k eigenvectors of the matrix L. We can see that the matrix H coincides with
the matrix U used in the unnormalized spectral clustering algorithm. Once
we have solved the relaxed problem we need to obtain a feasible solution to
the original problem, i.e a discrete partition A1, . . . , Ak. That’s why we use
k-means on the rows of .
For the Ncut algorithm we can do a very similar development that we will
skip for brevity.
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Perturbation theory point of view
The justification is the followign, if we suppose that the graph is already par-
titioned and has k connected components wewould have that the indicator vec-
tors would span the eigenspace of eigenvalue 0, thenU = [1A1 ,1A2 , . . . ,1Ak ] ∈
Rn×k and we would only have k distinct points yi ∈ Rk and they would have
the form (0, . . . , 0, 1, 0, . . . , 0)T where the position of the 1 indicates the con-
nected components this point belongs to. And all points belonging to the same
cluster will coincide. Then, k-means can trivially find the solution by placing
a center point of each of the points (0, . . . , 0, 1, 0, . . . , 0)T . Now, suppose that
the graph does not have exactly k connected components and that there are
small edges between points from different clusters, then we can consider the
resulting laplacian L a perturbation of the ideal one. Then, perturbation the-
ory tells us that the eigenvectors of the perturbed laplacian will be very close
to the indicator vectors. The resulting points will no longer coincide with
(0, . . . , 0, 1, 0, . . . , 0)T , but they will be close up to some small term. There-
fore, if perturbations are not too large, then k-means algorithm will recover
the solution.
We will leave the formal analysis of the perturbation theory approach for
the reader [17] [11].
2.2.6 Graph learning Clustering
In this section we introduce the work from [12] which is the starting point for
this thesis.
The main concern with the spectral clustering technique is that it is a two-
steps approach where first a graph is formed from the data and then various
optimization procedures are invoked on this fixed input graph. A disadvantage
of this approach is that the final clustering structures are not represented ex-
plicitly in the data graph, i.e we use k-means to post-process the results to get
the clustering indicators. Then, the motivation is that a strategy in which the
optimization phase is allowed to change the data graph could have advantages
with respect to the two-steps approach.
Problem Formulation
Having that in mind, the authors aim to learn a graph S based on a given data
graphA such that the new data graph is more suitable for clustering. Recalling
the property 2 of graph laplacians we have,
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Proposition. The multiplicity k of the eigenvalue 0 of the graph laplacian
matrix L is equal to the number of connected components in the graph.
Hence, if we manage to obtain graph S such that rank(LS) = n − k, we
already have partioned the data points into k clusters, without the need of
performing k-means or other discretization techniques.
Motivated by this property, the authors propose, given an initial weighted
affinity matrix A learn an additional weighted affinity matrix S, not necessar-
ily symmetric, close to A under some metric and such that its corresponding
laplacian matrix LS has rank n − k. Important to note that the authors on
this paper do not define the weighted affinity matrices A and S as symmetric
matrices, hence its associated graphs are not undirected, and its laplacians are
not properly defined. However, the authors in [12] define the laplacian as the
symmetrized version of the weighted affinity matrix,
LS = DS − (ST + S)/2
where (DS)ii =
∑
j(sij + sji)/2. And now, the laplacian is symmetric and
fullfills all the properties stated before. Under this constraint the learned S
with a proper permutation is a block diagonal matrix and thus we can directly
partition the data points into k clusters based on S. Besides that, the authors
propose to add the additional constraint on the rows of S,
n∑
j
sij = 1 j = 1, . . . , n (2.16)
This constraint ensures that there is no row of S with all zero elements (we are
considering graphs with non-negative weights), which would mean that there
is an isolated data point.
Finally, we can properly formulate the problem to be solved,
minimize
S
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
rank(LS) = n− k.
(2.17)
This problem is not convex, hence it cannot be solved efficiently at a first
glance. It its not true that all non-convex problems cannot be solved efficiently
but for this case and most of the cases it is so.
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It is not convex due to the constraint rank(LS) = n − k which is highly
non-convex, to see that we just need to apply the definition of a convex set, i.e,
a set is convex if the convex combination of any two elements of the set falls
within the set, in this case the set is the matrices Rn×n of rank = n − k. A
quick example that does not meet this property is the average of two diagonal
matrices with zeros in the diagonals in different places. In this case for sure,
the averaged matrix has rank higher than the original matrices.
Optimization Algorithm
To tackle this problem the authors propose the following approach, let λi(LS)
be the i-th smallest eigenvalue of LS, recall from the properties of the graph
laplacian that λi ≥ 0 ∀i. Then, the problem (2.17) is equivalent to the fol-
lowing problem for a large enough value of ρ,
minimize
S
‖S−A‖2F + 2ρ
k∑
i=1
λi(Ls)
subject to
∑
j
sij = 1.
sij ≥ 0.
(2.18)
When ρ is large enough, the optimal solution S will make the second term∑k
i=1 λi(Ls) equal to 0 and thus the constraint rank(LS) = n− k in the prob-
lem (3.1) will be satisfied.
The trick to solve (2.18) is invoking the Ky Fan’s Theorem,
k∑
i=1
λi(Ls) = min
F∈Rn×k,FTF=I
Tr(FTLSF)
Then, the problem is further equivalent to,
minimize
S,F
‖S−A‖2F + 2ρTr(FTLsF)
subject to
∑
j
sij = 1.
sij ≥ 0.
FTF = I
F ∈ Rn×k
(2.19)
Comparing with the original problem (2.17), the problem (2.19) looks more
easy to solve. However, it is still non-convex as the constraint FTF = I is
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not convex. Nonethelesss, when we fix any of the two variables the resulting
problems are solvable.
When S is fixed, the problem (2.19) becomes,
minimize
F
Tr(FTLSF)
subject to FTF = I
F ∈ Rn×k
(2.20)
Now, this problem is also not convex as we still have the constraint FTF = I.
However, this one is solvable and the solution is given by the k eigenvectors
of LS associated to the k smallest eigenvalues.
When F is fixed we have,
minimize
S
‖S−A‖2F + 2ρTr(FTLsF)
subject to
∑
j
sij = 1.
sij ≥ 0.
(2.21)
Problem (2.21) can be solved for each row independently, for the term ‖S −
A‖2F it is obvious that it can be split for each row, however, for the term
Tr(FTLsF) it is more involved,
Tr(FTLSF) = Tr(LSFFT ) (2.22)
FFT is a matrix of the form,
FFT =

‖f1‖22 fT1 f2 . . . fT1 fn
fT2 f1 ‖f2‖22 . . . fT2 fn
... . . . ‖fi‖22 . . .
fTn f1 f
T
n f2 . . . ‖fn‖22
 (2.23)
where fi ∈ Rk is the i-th row of the matrix F but in column form.
Then the first term in the diagonal of 2LSFFT is given by,
n∑
j=1
(s1j+sj1)‖f1‖22−
n∑
j=2
(s1j+sj1)f
T
1 fj =
n∑
j=1
(s1j+sj1)(‖f1‖22−fT1 fj) (2.24)
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where the last step follows from sii = 0. Finally the trace is given by,
2Tr(LsFFT ) =
n∑
i=1
n∑
j=1
(sij + sji)(‖fi‖22 − fTi fj)
=
n∑
i=1
n∑
j=1
sij‖fi‖22 − sijfTi fj + sji‖fi‖22 − sjifTi fj
=
n∑
i=1
n∑
j=1
sij‖fi‖22 − sijfTi fj + sij‖fj‖22 − sijfTj fi
=
n∑
i=1
n∑
j=1
‖fi − fj‖22sij
(2.25)
Finally, the problem that we have to solve for each row of S, si, i = 1, . . . n,
is the following,
minimize
si
∑
j=1
(sij − aij)2 + ρ
∑
j
‖fi − fj‖22sij
subject to
∑
j
sij = 1.
sij ≥ 0.
(2.26)
It is important to note that the second term is bounded by 0 and it follows
from the positive semidefinitess of the symmetrized laplacian LS.
The objective form in (2.26) can be further compacted, by denoting, vij =
‖fi − fj‖22 and denoting vi as a vector with the j-th element equal to vj , simi-
larly, si and ai denote the i-th row of S and A respectively,
minimize
si
‖si − (ai − ρ
2
)vi‖22
subject to sTi 1 = 1.
si ≥ 0.
(2.27)
This is a convex problem, as the objective function is convex (quadratic) and
the constraints as well (in this case they are linear), more precisely this problem
falls in the Quadratic Programming (QP) problems, then we could use any QP
solver [16]. However, this problem in particular follow into a narrower set
of problems which can be efficiently solved through the lagrange duality and
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the dual problem, the solution is given by the water filling solution algorithm
widely used in communications.
The water filling algorithm goes as follow, we first construct the lagrangian
of the problem 2.27 (the 1
2
factor is to ease the calculations),
L(si, η,β) = 1
2
‖si − (ai − λ
2
vi)‖22 − η(sTi 1− 1)− βTi si (2.28)
Taking the gradient with respect to si and setting it to 0 yields,
∇siL = si − (ai −
λ
2
vi)− η1− βi = 0 (2.29)
s∗i = (ai −
λ
2
vi) + η1 + βi (2.30)
Then for j-th element of s∗i , we have
s∗ij = (aij −
λ
2
vij) + η + βij (2.31)
Now, by the complementary slackness condition, sijβij = 0, and the fact that
βij ≥ 0 we have,
s∗ijβij = 0 =⇒
{
βij = 0 =⇒ s∗ij = (aij − λ2vij) + η ≥ 0
s∗ij = 0 =⇒ βij = −(aij − λ2vij)− η ≥ 0
(2.32)
Then, we can rewrite (2.31) as,
s∗ij = (aij −
λ
2
vij + η)+ (2.33)
Now, we have to find η such that,
n∑
j=1
s∗ij =
n∑
j=1
(aij − λ
2
vij + η)+ = 1 (2.34)
Equation (2.34) is piecewise linear function of one variable (η) which can be
solved easily by bisections method.
Once we know how to solve each subproblem (2.20), and (2.21), a sensi-
ble approach would be to solve this two subproblems iteratively updating the
variables S and F at each step. Note that this procedure has no guarantees to
yield the same solution as the original problem whatsoever, even more, it has
no guarantees to converge to a valid solution. However, we will see that in
general it yields good solutions that meet the required constraints.
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Finally we can formalize the constrained laplacian rank algorithm as fol-
lows,
Algorithm 3 The constrained graph Laplacian Algorithm
Input: A ∈ Rn×n, number of clusters k, a large enough ρ
Output: S ∈ Rn×n with exactly k connected components
1: Initialize F ∈ Rn×k by the k smallest eigenvectors of LA
2: while not converge do do
3: Update S by solving problem (2.21)
4: Update F by solving problem (2.20)
5: end while
Where convergence is achieved when the k smallest eigenvalues of S are
below a certain value . Once, we have the graph with exactly k connected
components obtaining the clusters is trivial, using any graph search strategy
such as bread-first search or depth-first searchwe can retrieve the components
/ clusters in linear time.
Initial Graph A
The algorithm introduced above start from an initial graph affinity matrix
A ∈ Rn×n that should encode the local neighborhoods relationship in our
data points, i.e it should be a similarity matrix. We have already presented 3
different similarity matrix (-neighborhood, k-nearest neighborhood and fully
connected) and we could use them as initial graph affinity matrixA. However,
the matrixS that we aim to learn has the restriction of row sum equal to 1, then,
it would be desirable that our initial graph also fulfills this requirement. That’s
why, the authors devise an algorithm to learn an initial affinity matrix.
Given the data points {x1, . . . ,xn}, we would like the affinity values of A
such that smaller distance ‖xi − xj‖22 between data points xi and xj corre-
sponds to a large affinity value aij . Having that in mind, as well as, the row
sum constraint, the authors propose to solve the following problem for each of
the rows of A,
minimize
ai
n∑
j=1
‖xi − xj‖22aij + γ
n∑
j=1
a2ij
subject to aTi 1 = 1.
ai ≥ 0.
(2.35)
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Note, that we are solving for each row independently, hence the result is not
going to be symmetric. More precisely, the affinity value aij between points
xi and xj is going to be dependent on the neighborhood of xi, that means,
aij is going to measure how important is xj for xi given that xi has a certain
neighbour, then as the neighbor of xj has not to be the same of xi, in general,
aij 6= aji. Therefore, thematrixAwill represent a directed graph, however, we
prefer to work with undirected graphs, that’s why when defining the laplacian
matrix we symmetrize the affinitymatrix by themean ((aij+aji)/2). This non-
symmetry is a direct consequence of the constraint aTi 1 = 1, and is expected
to encode better the local neighborhoods relationship in our data points.
The term
∑n
j=1 a
2
ij is a regularization term. Moreover, we prefer a sparse
affinity matrix A for efficiency and higher performance, that’s why we fix L0-
norm (number of non-zero components) of the vector to a tuning parameterm,
‖ai‖0 = m, this parameter, controls the number of neighbours of each vertex
and therefore directly controls the connectivity of the graph.
Chapter 3
Method
The main contributions in this thesis builds upon the constrained graph lapla-
cian rank algorithm [12] introduced in the previous chapter. Analyzing their
approach, the following concerns arises:
• How much information are we losing in the symmetrization step of the
graph laplacian matrix L? Can we devise an algorithm that manages to
get a solution and does not require this symmetrization?
• The row sum equal to 1 constraint seems rather arbritary. Can we im-
prove it?
During this thesis we focused on the first problem and we proposed several
methods, very similar in nature to the one of [12], but that does not require
symmetrization.
3.1 Motivation
Recalling the constrained graph laplacian rank algorithm we were aiming to
solve the following problem,
minimize
S
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
rank(LS) = n− k.
(3.1)
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where A is the initial affinity matrix, S is the output affinity matrix to be op-
timized and LS is the unnormalized and symmetrized laplacian of S defined
as,
LS = D− S
T + S
2
(3.2)
where D is a diagonal matrix with its entries di =
∑
j
sij+sji
2
.
Now, the reason for choosing this averaged symmetrization of LS over the
unsymmetrized one,
LˆS = Dˆ− S
(Dˆ)ii =
n∑
j
sij
(3.3)
are two fold,
• There is a deep theoretical analysis only on the rank of laplacian matri-
ces of undirected graphs, that is, symmetric laplacian matrices. More
precisely, the proposition (2) presented before, which relates the rank
or multiplicity of the 0 eigenvalue of laplacian matrix to the number of
connected components of its associated graph, is only true for undirected
graphs.
If LS is not symmetric that statement is not exactly true anymore. How-
ever, it is still true that its rank is related to the connectivity of its asso-
ciated directed graph. For the moment, we will not dive into the math-
ematical analysis of such relations and we will leave that for a future
chapter. It will suffice to say that the rank is related to some sort of con-
nectivity of the directed graph. However, we will leave the references
for the reader [1][3].
• The other point is that if LS is symmetric, its eigenvalues are real and its
eigenvectors orthogonal to each other, plus we also showed that it is pos-
itive semidefinite, hence, eigenvalues are also positive. Unfortunately,
if LS is not symmetric its eigenvalues are complex and its eigenvectors
are not orthogonal to each other. Then, the analysis that we did on the
previous chapter that allowed as to transform the problem (3.1) into the
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problem,
minimize
S,F
‖S−A‖2F + 2ρTr(FTLsF)
subject to
∑
j
sij = 1.
sij ≥ 0.
FTF = I
F ∈ Rn×k
(3.4)
is not valid anymore.
If the symmetric laplacian matrix has so many good properties, one may
askwhy shouldwe bother to consider the non-symmetric case. A non-symmetric
affinitymatrix, i.e a directed graph, allows us to embedmore information about
the local neighborhoods relationships of the data. By using two edges or affini-
ties (aij and aji) for each pair of vertices vi and vj , we can encode relative
importance of one with respect to the other given its neighborhood. More
precisely, it allows to represent the following case very conveniently, if vi is
only connected to vj but vj is not only connected to vi but also a set of other
vertices, the node vj should be more important for vi than vi is to vj , hence
aij > aji, where aij means the effect of vertex j to vertex i. Even more,
the non-symmetric affinity matrix A resembles a lot to the random walk ma-
trix and we have seen it being used successfully in the spectral clustering ap-
proach (Ncut [15]), yielding better performance than the unnormalized lapla-
cian (symmetric). Finally, it is to expect that this additional information should
lead to better clustering performance.
Having justified the desire to use the non symmetric laplacian, we could
try to solve the problem (3.1) for the non-symmetric laplacian LˆS following
similar arguments.
minimize
S
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
rank(LˆS) = n− k.
(3.5)
Although the non symmetric laplacian matrix Lˆ has no real eigenvalues,
it has a similar property to the positive semidefinitess property, which is that
real part of all the eigenvalues is non negative. It follows from the fact that the
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laplacian matrix (both the symmetric and the non symmetric) are M matrices
[13]. Even more, the number of eigenvalues of real part 0 of the laplacian
matrix is tightly related to its connectivity [3]. Then, we could try to devise
an algorithm similar to the one in [12] but considering the real part of the
k-smallest eigenvalues,
minimize
S
‖S−A‖2F + 2ρ
k∑
i=1
Re(λi(LˆS))
subject to
∑
j
sij = 1.
sij ≥ 0.
(3.6)
However, working with the real part of the complex eigenvalues is not conve-
nient and the analysis gets too involved.
Another trivial extension that one may think of is considering singular val-
ues σi and the SVD decomposition instead of the eigenvalues and eigenvec-
tors, remember that the rank equals the number of 0 singular values. Hence,
similarly to [12] in (2.19), we could consider the following problem,
minimize
S
‖S−A‖2F + 2ρ
k∑
i=1
σi(Lˆs)
subject to
∑
j
sij = 1.
sij ≥ 0.
(3.7)
And now one, might be tempted to apply a theorem similar to the Ky Fan’s
theorem and say,
k∑
i=1
σi(Lˆs) = min
U∈Rn×k,V∈Rn×kUTU=I,VTV=I
Tr(UT LˆSV)
However, that is not true, consider that case that U and V are the left and right
singular vectors of LˆS, then UTU = I,VTV = I , it is the case that,
k∑
i=1
σi(Lˆs) = Tr(U
T LˆSV)
However, this U and V are not the minimizers of the problem,
min
U∈Rn×k,V∈Rn×kUTU=I,VTV=I
Tr(UT LˆSV)
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Because if we take Uˆ = −U, we still have UˆT Uˆ = I, however,
Tr(UˆT LˆSV) = −
k∑
i=1
σi(LˆS)
In this sectionwe havemotivated the desire to use the non-symmetric lapla-
cian matrix and have shown that the arguments used by the authors in [12] do
not easily extend for the non-symmetric case. In the following sections we
give solutions to this problem, by representing the rank of the laplacian matrix
by means of a low rank factorization and by means of its singular values σi in
a slightly different way.
3.2 Proposed methods
In this section we present all the different proposed methods to solve the prob-
lem,
minimize
S
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
rank(LˆS) = n− k.
(3.8)
where S and A are weighted affinity matrix of a directed graph, then they are
not symmetric, LˆS = Dˆ−S with (Dˆ)ii =
∑n
j sij , n is the number of vertices
in our graph and k the desired number of connected components.
3.2.1 Matrix Factorization: QP Problems
The idea behind this method is based on the following property,
Proposition 3. Given a matrix X ∈ Rn×n its rank(X) ≤ r if and only if X
can be factorized as X = FG where F ∈ Rn×r and G ∈ Rr×n.
Then, instead of imposing the rank constraint on LˆS we can impose that
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LˆS = FG,
minimize
S,F,G
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
LˆS = FG
(3.9)
This problem is equally hard as the rank constrained one, because the con-
straint LˆS = FG is not-convex in (LˆS,F,G). However, if we fix either F, or
G the problem is convex in (LˆS,G) or (LˆS,F) respectively. Then, a posible
heuristic for (3.9) is solving these two subproblems iteratively,
minimize
S,F
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
LˆS = FG
minimize
S,G
‖S−A‖2F
subject to
∑
j
sij = 1.
sij ≥ 0.
LˆS = FG
(3.10)
However, this two subproblems may be unfeasible, we may not be able to
fulfill the affinity matrix constraint at the same time as the equality constraint
on LˆS. That’s why we relax it a bit more by moving the constraint LˆS = FG
to the objective,
minimize
S>0, S1=1, G∈Rr×n
‖S−A‖2F + λ‖LˆS − FG‖2F (3.11)
minimize
S>0, S1=1, F∈Rn×r
‖S−A‖2F + λ‖LˆS − FG‖2F (3.12)
where the parameter λ controls how "Low rank" we want the solution. Also,
note that if the row sum constraint
∑
j sij = 1 has to be satisfied, the laplacian
matrix LˆS can be written as follows,
LˆS = I− S (3.13)
Then we can rewrite it as,
minimize
S>0, S1=1, G∈Rr×n
‖S−A‖2F + λ‖S− I + FG‖2F (3.14)
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minimize
S>0, S1=1, F∈Rn×r
‖S−A‖2F + λ‖S− I + FG‖2F (3.15)
Having all that in mind, the final algorithm is the following,
Algorithm 4 Factorized graph Laplacian Algorithm
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Define r = n− k
2: Compute the SVD decomposition of A = UΣVT
3: Take F(0) = Uk+1:nΣ1/2k+1:n
4: while σk(LˆS) >  do
5: (S˜(t),G(t)) = argmin
S>0, S1=1, G∈Rr×n
‖S−A‖2F + λ‖S− I + F(t−1)G‖2F
6: (S(t),F(t)) = argmin
S>0, S1=1, F∈Rn×r
‖S−A‖2F + λ‖S− I + FG(t)‖2F
7: end while
where the notation Uk+1:n, indicates the last n− k columns of U and the
same for Σ1/2k+1:n. Remember that we are considering that singular values are
ordered incresingly.
Problems (3.14) and (3.15) fall in the Quadratic Programming problems
given that the restrictions are linear and the objective quadratic. To solve it, we
could just resort to a modeling software for convex optimization CVX [8]. In
this software we can define the optimization problem in the same way that we
define it here in (3.14, 3.15) and the software will transform it into a canonical
form so that it can be given to a solver [14][18] [5]. However, the solver chosen
may be for a more generic problem. That’s why, if we know that the problem
falls in the Quadratic Programming problems, the most convenient is to choose
a solver specfific for QPs. However, transform a problem into the canonical
forms is not trivial.
Canonical QP
The canonical form of a QP problem is the following,
minimize
x
1
2
xTQx + cTx
subject to Gx  h.
Dx = b.
(3.16)
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where the matrix Q has to be positive semidefinite otherwise the objective
function will not be convex.
To write the first optimization (3.14) problem as a generic QP we define
as a decision variable,
X =
[
S
G
]
∈ R(n+r)×(n+r)
For convenience we also define,
F˜ = [In F] ∈ Rn×(n+r)
Now, the term ‖S− I + FG‖2F can be rewritten as,
‖S− I + FG‖2F = ‖F˜X− I‖2F (3.17)
We can decompose the Frobenious norm as follow,
‖F˜X− I‖2F = Tr((F˜X− I)T (F˜X− I)) = Tr(XT F˜T F˜X)− 2 Tr(F˜x)
Finally, we can decompose the Trace using the kronecker product ⊗ and the
vec(X) notation which means stacking the columns of X,
Tr(XT F˜T F˜X)− 2 Tr(F˜x) =
= vec(X)T (In ⊗ F˜TF) vec(X)− 2 vec(F˜T )T vec(X)
(3.18)
We can make a similar development for the term ‖S − A‖2F but we will
skip it for brevety.
For the end result we just need to define some additional matrices,
Φ =
[
(1 + λ)In λF
λFT λFTF
]
∈ R(n+r)×(n+r)
R =
[
AT + λIN λF
] ∈ Rn×(n+r)
Then the objective function can be written as,
vec(X)T
[
In ⊗Φ
]
vec(X)− 2 vec(RT )T vec(X)
Hence,
Q = In ⊗Φ ∈ R(n2+nr)×(n2+nr)
c = −2 vec(RT ) ∈ R1×(n2+nr)
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For the constraints we define,
K =
[
In 0n×r
] ∈ Rn×(n+r)
D =
[
1Tn ⊗K
] ∈ Rn×(n2+nr)
G =
[
In ⊗K
] ∈ Rn2×(n2+nr)
b = 1n ∈ Rn×1
h = 0n2 ∈ Rn2×1
The reason for showing this analysis is two fold, first of all, given a convex
problem it is not trivial how to turn it into the canonical form, and even more
when we are optimizing with respect to matrices, as things get big and messy.
The second reason is to show the huge size of the matrices involved, for ex-
emple Q ∈ R(n2+nr)×(n2+nr), and how sparse they are. Then, it is desirable to
use a QP solver that allows the use of sparse matrices, luckily we found one in
the literature [16].
3.2.2 Matrix Factorization: Block Coordinate descent
We have just presented and heuristic method to obtain a low rank non sym-
metric laplacian matrix based on the matrix factorization property, and this
algorithm requires solving two QP iteratively. In a desire for achieving a
faster algorithm with cheaper updates we devise another approach. In this
case we are considering S,F,G as three separate agents and we iteratively
update them in parallel. In every iteration, we perform a two-steps proce-
dure. First, we determine the descent direction at [S(k),F(k),G(k)] by mini-
mizing with respect to each variable independetly from the others. Then, we
obtain the solutions [Sˆ(k), Fˆ(k), Gˆ(k)]. The descent direction is then given by,
[Sˆ(k)−S(k), Fˆ(k)−F(k), Gˆ(k)−G(k)]. In the second step, we obtain the vari-
ables for the next iteration [S(k+1),F(k+1),G(k+1)] by descending through the
previously computed direction with a proper step size.
[S(k+1),F(k+1),G(k+1)] =
= [S(k) + α(k)(Sˆ(k) − S(k)),
F(k) + α(k)(Fˆ(k) − F(k)),
G(k) + α(k)(Gˆ(k) −G(k))]
(3.19)
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Descent Direction Computation
• If F and G are fixed at F(k) and G(k) respectively, the optimization
problem is,
minimize
S
‖S−A‖2F + λ‖S− I + F(k)G(k)‖2F
subject to S1 = 1,
sij ≥ 0.
We can separate the problem for each row,
minimize
si
‖si − ai‖22 + λ‖si − ki‖22
subject to si1 = 1,
sij ≥ 0.
where K = I− F(k)G(k).
To ensure that thismethodwork, the objective function has to be strongly
convex. In this case the hessian of the objective function is given by,
H = I + λI  0
which, given that λ ≥ 0, is strictly positive and hence strongly convex.
This problem is very similar to the one solved in (2.27) which can be
solved by the water filling algorithm.
L(si, η, β) = (1 + λ)‖si‖22 − 2(ki + λai)si − η(sTi 1− 1)− βT s.i
Taking the derivative,
∇siL(si, η, β) = 2(1 + λ)si − 2(ki + λai)− η1− β = 0
By the complementary slackness (sijβj = 0), we have that,
sˆi =
(2(ki + λai) + η1
2(1 + λ)
)
+
where η is given by the following piecewise linear function,
N∑
j=1
sij =
N∑
j=1
(2(kij + λaij) + η)+ = 2(1 + λ)
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• If S andG are fixed at S(k) andG(k) respectively, the optimization prob-
lem is,
minimize
F
‖S(k) − I + FG(k)‖2F
In this case the objective function is not necessarily strongly convex as
the hessian is given byH = G(k)G(k)T  0 (it may have a 0 eigenvalue).
That’s why we add the smoothing term τ‖F− F(k)‖2F .
If we define B = I− S(k), we have,
minimize
F
‖FG(k) −B‖2F + τ‖F− F(k)‖2F
It also admits a closed form solution given by,
Fˆ = (BG(k)
T
+ τF(k))(G(k)G(k)T + τI)−1
• If S and F are fixed at S(k) and F(k) respectively, the optimization prob-
lem is,
minimize
G
‖S(k) − I + F(k)G‖2F
Again, the objective function is not necessarily strongly convex as the
hessian is given by H = F(k)TF(k)  0. That’s why we add the smooth-
ing term τ‖G−G(k)‖2F .
If we define B = I− S(k), we have,
minimize
S
‖F(k)G−B‖2F + τ‖G−G(k)‖2F
It also admits a closed form solution given by,
Gˆ = (F(k)
T
F(k) + τI)−1(F(k)TB + τG(k))
Step size computation
To ensure convergence, the step size (k) have to meet the following require-
ments,
τ > 0
α(k) ∈ (0, 1]∑
k
α(k) = +∞∑
k
α(k)2 < +∞
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We have considered two policies for α(k),
α(k) =
1
1 + k
and,
α(k+1) = α(k)(1− α(k))
However, in terms of speed convergence there is no significant differences be-
tween these two policies.
Backtracking
Instead of fixing the α we can also try to find the most convenient for that
particular step.
The algorithm is the following,
• Set α(k)
• while
J(S(k+1),F(k+1),G(k+1))−J(S(k),F(k),G(k)) > −τα(k)‖
[
Sˆ(k), Fˆ(k), Gˆ(k)
]
−
[
S(k),F(k),G(k)
]
‖
• α(k) = α(k)ρ
where ρ ∈ (0, 1) is the shrinkage parameter and τ > 0 is the descent parame-
ter.
Exact line search
Another option is to do a grid search over the step size domain and get the step
size that leads to lower objective value.
Apart from considering the parallel update, we can update the three vari-
able cyclically, actually, there are many different ways to update them [20].
However, we will only focus on this two,
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Algorithm 5 Parallel Block Coordinate Descent
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Define r = n− k
2: Compute the SVD decomposition of A = UΣVT
3: Take F(0) = Uk+1:nΣ1/2k+1:n
4: Take G(0) = Σ1/2k+1:nVTk+1:n
5: while σk(LˆS) >  do
6: Sˆ(t) = argmin
S>0, S1=1
‖S−A‖2F + λ‖S− I + F(t−1)G(t−1)‖2F
7: Fˆ(t) = argmin
F∈Rn×r
‖S(t−1) −A‖2F + λ‖S(t−1) − I + FG(t−1)‖2F
8: Gˆ(t) = argmin
G∈Rr×n
‖S(t−1) −A‖2F + λ‖S(t−1) − I + F(t−1)G‖2F
9: Estimate step size α(t)
10: Take the steps
S(t+1) = S(t) + α(t)(Sˆ(t) − S(t))
F(t+1) = F(t) + α(t)(Fˆ(t) − F(t))
G(t+1) = G(t) + α(t)(Gˆ(t) −G(t))
11: end while
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Algorithm 6 Cyclic Block Coordinate Descent
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Define r = n− k
2: Compute the SVD decomposition of A = UΣVT
3: Take F(0) = Uk+1:nΣ1/2k+1:n
4: Take G(0) = Σ1/2k+1:nVTk+1:n
5: while σk(LˆS) >  do
6: Sˆ(t) = argmin
S>0, S1=1
‖S−A‖2F + λ‖S− I + F(t−1)G(t−1)‖2F
7: Estimate step size α(t)
8: Take the step S(t) = S(t−1) + α(t)(Sˆ(t) − S(t−1))
9: Fˆ(t) = argmin
F∈Rn×r
‖S(t) −A‖2F + λ‖S(t) − I + FG(t−1)‖2F
10: Estimate step size α(t)
11: Take the step F(t) = F(t−1) + α(t)(Fˆ(t) − F(t−1))
12: Gˆ(t) = argmin
G∈Rr×n
‖S(t) −A‖2F + λ‖S(t) − I + F(t)G‖2F
13: Estimate step size α(t)
14: Take the step G(t) = G(t−1) + α(t)(Gˆ(t) −G(t−1))
15: end while
Bothmethods are very similar only differentiate on the fact that the updates
in algorithm 5 can be taken in parallel and that we only have to estimate one
step size αt per iteration.
3.2.3 Log Determinant Heuristic
This method uses the log determinant as a smooth surrogate for the rank func-
tion. Assuming that X is positive definite, i.e, X ∈ Sn++, we have,
log det(X) = log
n∏
i
λi =
n∑
i
log(λi) (3.20)
Then, if we wanted to minimize the rank of a matrix X given some con-
straints we could solve the following problem,
minimize
X
log det(X + δI)
subject to X ∈ C
X ∈ Sn+
(3.21)
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where C is a convex set. However, the log det(X + δI) is not convex, it is
actually concave. To overcome this problem, an iterative linearization scheme
is proposed. If we take the first-order series expansion of log det(X + δI)
around X(k) we have,
log det(X+δI) ≈ log det(X(k) +δI)+Tr((X(k) +δI)−1(X−X(k))) (3.22)
Now, at each step k we have to minimize the trace which is linear,
minimize
X
Tr((X(k) + δI)−1X)
subject to X ∈ C
X ∈ Sn+
(3.23)
Unfortunately, this method as it is, is not applicable to our problem as our
optimization variable S is not symmetric and hence not positive semidefinite.
Then, we resort to the semidefinite embedding lemma,
Proposition 4. Let X ∈ Rm×n be a given matrix. Then rank(X) ≤ r if and
only if there exist matrices Y = YT ∈ Rm×m and Z = ZT ∈ Rn×n such that,[
Y X
XT Z
]
∈ Sn+, rank(Y) + rank(Z) ≤ 2r
Then, instead ofminimizing the log det(X)we have tominimize the log det(blkdiag(Y,Z)),
where again we will have to apply the first-order taylor approximation.
Finally, we can use all these results for our low rank unsymmetric graph
laplacian estimation,
minimize
S,Y,Z
Tr(blkdiag((Y(k),Z(k)) + δI)−1blkdiag(Y,Z)) + λ‖S−A‖2F
subject to
[
Y I− S
(I− S)T Z
]
 0
sij ≥ 0∑
j
sij = 1
S,Y,Z ∈ Rn×n
(3.24)
The algorithm can be described as follows,
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Algorithm 7 Log det heuristic
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Define r = n− k
2: Compute the SVD decomposition of A = UΣVT
3: Take Y(0) = I and Z(0) = I
4: while σk(LˆS) >  do
5: Update Y and Z by solving (3.24)
6: end while
7: Retrieve S from the last step.
This method has two drawbacks, first of all we cannot include the exact
desired rank in the algorithm, we just have to hope that singular values will
converge go to 0 in order, and secondly and most important, it involves solving
a Semidefinite Programming (SDP) problem. SDP is the most general of the
convex problems, Linear Programming (LP), Quadratic Programming (QP)
and Second Order Cone programming (SOCP) can be rewritten as SDPs, but
not the other way round. This level of generality comes at expenses of per-
formance and computational cost. The computational complexity of a QP is
at worst O(n3) (where n is the number of decision variables), whilst for the
SDP is O(n6). Apart from the computational complexity there is the space
complexity, i.e how much RAM this algorithms need, also in this case the
requirements of the SDP are way higher than that’s of a QP.
3.2.4 Rank Constraint via Convex Iteration
This method is based on the work from [7], and they considered the following
feasibility problem,
find
X
X
subject to X ∈ C
X ∈ Sn+
rank(X) ≤ r
(3.25)
And they proposed to solve it via iteratively solving the following two prob-
lems,
minimize
X
Tr(W∗X)
subject to X ∈ C
X ∈ Sn+
(3.26)
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minimize
W∈Rn×n
Tr(WX∗)
subject to 0 W  I
Tr(W) = n− r
(3.27)
where W∗ is the optimal solution of the second problem and X∗ is the
optimal solution of the first problem.
If we take the spectral decomposition of X∗ = QΛQT , the second prob-
lem can be solved in close form solution, W∗ = U∗U∗T where U∗ has per
columns the eigenvectors associated to the k = n− r smallest eigenvalues of
X∗, i.e U∗ = Q1:k ∈ Rn×k. We will not know show the proof, however, we
will show that this solution indeed meets the constraints,
W∗ = U∗U∗T = U∗diag(1k)U∗T = [U∗ 0n×r]diag([1k,0r])[U∗ 0n×r]T
(3.28)
Then, the eigenvalues of the matrix W∗ = U∗U∗T are either 0 or 1, hence the
constraint 0 W  I is met. For the second constraint, we have to note that
X∗ is symmetric therefore its eigenvectors are orthogonal, then,
Tr(W∗) = Tr(U∗U∗T ) = Tr(U∗TU∗) = Tr(Ik) = k = n− r (3.29)
Besides, the objective function at the optimal value is,
Tr(W∗X∗) = Tr(Q1:kQT1:kQΛQ
T )
= Tr(QT1:kQΛQ
TQ1:k)
= Tr([Ik 0k×r]Λ[Ik 0k×r]T )
= Tr(Λdiag([1k,0r]))
=
k∑
i
λi(X)
Therefore, when we are optimizing with respect to X in the first problem we
are minimizing the sum of k-th smallest eigenvalues of X in that particular
iteration of the algorithm.
If at convergence, Tr(W∗X) = 0, then, rank(X∗) ≤ r and so we will
have solved the initial feasibility problem (3.30). However, this algorithm is
not guaranteed to converge to a solution, even if the problem (3.30) is feasible.
Now, we need to adapt this approach for our case. As our laplacian is not
symmetric we have to invoke the Semidefinite embedding lemma again. The
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equivalent feasibility problem would be,
find
S,Y,Z
S,Y,Z
subject to
[
Y I− S
I− ST Z
]
 0,∑
j
sij = 1 i = 1, . . . , n
sij ≥ 0.
‖S−A‖2F ≤ λ
rank(
[
Y 0
0 Z
]
) ≤ 2r
(3.30)
Also note, by the Schur complement, that if,[
Y I− S
I− ST Z
]
 0
Then,
Y  0 , Z  0
And obviously, [
Y 0
0 Z
]
 0
Hence, the formulation is exactly the same as in [7]. Then the updates will be
given by the problems,
minimize
S,Y,Z
Tr(W∗blkdiag(Y,Z)) + λ‖S−A‖2F
subject to
[
Y I− S
I− ST Z
]
 0,∑
j
sij = 1 i = 1, . . . , n ,
sij ≥ 0.
(3.31)
minimize
W
Tr(Wblkdiag(Y∗,Z∗))
subject to 0 W  I,
Tr(W) = 2(n− r)
(3.32)
where we have moved the constraint ‖S−A‖2F ≤ λ to the objective function
for convenience.
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Finally the pseudocode of the algorithm,
Algorithm 8 Rank Constraint via convex iteration
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Take W∗(0) = I
2: while σk(LˆS) >  do
3: Update S, Y and Z by solving (3.31)
4: Update W by solving (3.32)
5: end while
With this approachwe have solved one of the inconvenience of the previous
method (log determinat heuristic) that was the we cannot not precisely encode
the desired rank in the algorithm. However, we still have the problem that
it requires solving a SDP, problem (3.31). In order to try to speed up this
algorithm, we explored the dual problem of (3.31) with the hope of finding an
algorithm with simpler and faster updates, just as it happens with the water
filling algorithm. We did not manage to come up with an easier algorithm to
solve the SDP, however, we leave the analysis done here for future references.
Dual Barrier method
In order to derive a simple and efficient tailored implementation we consider
the dual problem.
L(S,Y,Z,Λ,Ψ,µ) = Tr(W∗blkdiag(Y,Z)) + λ‖S−A‖2F − Tr(ΨK)
− µT (S1− 1)−
∑
i,j
ΛijSij
where Ψ is the dual variable associated to the PSD constraint, Λ is the dual
variable associated to the non-negative orthan contraint, µ is the dual associ-
ated to the equality constraint and K = is given by,
K =
[
Y I− S
I− ST Z
]
Now to construct the dual problem we have to take the infimum with respect
to primal variables. In order to do that let’s first consider the following block
matrices,
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Ψ =
[
Ψ11 Ψ12
Ψ21 Ψ22
]
, W =
[
W11 W12
W21 W22
]
Also note that,
Tr(W∗blkdiag(Y,Z)) = Tr
[
(W11 + W21)Y + (W12 + W22)Z)
]
‖S−A‖2F = Tr
[
(S−A)T (S−A)]
∑
ij
ΛijSij = Tr(Λ
TS)
µT (S1− 1) = Tr(µTS1)− µT1 = Tr(1µTS)− µT1
Tr(ΨK) = Tr
[
(Ψ11 + Ψ21)Y + (Ψ12 + Ψ22)Z
− (Ψ11 + Ψ21)S− (Ψ12 + Ψ22)ST + (Ψ11 + Ψ12 + Ψ21 + Ψ22)I
]
If we group terms according to the three primal variables (S,Y,Z),
Y : Tr
[
(W11 + W21 − (Ψ11 + Ψ21))Y
]
Z : Tr
[
(W12 + W22 − (Ψ12 + Ψ22))Z
]
S : Tr
[
(S−A)T (S−A)+(Ψ11+Ψ21)S+(Ψ12+Ψ22)ST−ΛTS−1µTS
]
The terms associated to Y and Z are unbonded below unless the following
constraints are met,
W11 + W21 = Ψ11 + Ψ21
W12 + W22 = Ψ12 + Ψ22
For the terms associated to S we have to find the minimum with respect to
S and for that we take the gradient,
∇SL(S) = 2ST −A−AT −Λ + (Ψ11 + Ψ12 + Ψ21 + Ψ22)T − µ1T
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ST =
1
2
(A + AT + Λ + µ1T − (Ψ11 + Ψ12 + Ψ21 + Ψ22)T )
At this point, we lost hope of being able to find any idea that lead us to an
efficient and simpler algorithm.
3.2.5 Laplacian Optimizaion
In this section, we present an approach very different to the previous ones.
The idea is the following, instead of minimizing the distance between affinity
matrices, we directly minimize the distance between laplacian matrices. That
is, instead of considering ‖S −A‖F , we now consider ‖LˆS − LˆA‖F . Recall
that LˆS = DˆS − S. For convenience, we will now drop the notation Lˆ to in-
dicate non-symmetrized laplacians and will consider L the non-symmetrized
laplacian. These two distances are not exactly the same but they convey the
same information, that is that both graphs should be closer in the Frobenous
norm. The advantage of considering the laplacian matrices directly is that we
can impose the rank constraint directly into this variable. More precisely the
formulation is the following,
minimize
LS
‖LS − LA‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j.
LSii = 1
rank[LS] = n− k
where the first two constraints are to impose laplacian structure. i.e row sum
equal 0 and negative off-diagonal terms. The third constraint is to keep the
constraint on the affinity matrix,
∑n
j sij = 1 that we have in the other methods.
This problem is not convex, and to tackle it we propose to different approxi-
mations (the second approximation wewill discuss it in the next section). Both
relaxations first introduce an additional variables to decouple the non convex
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constraint from the convex ones. We define then the equivalent problem,
minimize
LS,L˜S
‖LS − LA‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j
LSii = 1
rank[L˜S] = n− k
LS − L˜S = 0
(3.33)
Note that the laplacian constraints (convex) only apply to LS and the rank con-
straints (non-convex) only apply to L˜S. Also note that we could have defined
the constraints the other way, i.e, laplacian constraints applying only to L˜S and
rank constraint to LS. And in this case both definitions are equivalent because
LS = L˜S.
The first relaxation consists on moving the equality constraintLS−L˜S = 0
to the objective function with a parameter λ,
minimize
LS,L˜S
‖LS − LA‖2F + λ‖LS − L˜S‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j
LSii = 1
rank[L˜S] = n− k
(3.34)
In this case, swaping the constraints between LS and L˜S does not yield the
same problem. We choose the first method (as it is in (3.34)) as in the objective
we are then comparing two laplacian matrices.
The problem is still not convex on LS and L˜S, however, when we fix any
of the two variables the problem can be solved.
• If L˜S is fixed the problem becomes,
minimize
LS
‖LS − LA‖2F + λ‖LS − L˜S‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j
LSii = 1
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which can be rewritten as follows,
minimize
LS
‖LS − LA + λL˜S
1 + λ
‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j
LSii = 1
(3.35)
This problem can be decoupled for each row lsi ,
minimize
lsi
‖lsi −
lai + λ˜l
s
i
1 + λ
‖2F
subject to lsi1 = 0
lsij ≤ 0 ∀i 6= j
lsii = 1
(3.36)
Again, the solution is given by the water filling algorithm, for details we
refer the reader to section 2.2.6.
• If LS is fixed the problem becomes,
minimize
L˜S
‖L˜S − LS‖2F
subject to rank[L˜S] = n− k
The solution to this problem is given by the truncated SVD decompo-
sition of LS. If LS = UΣVT , then L˜S = UΣk+1:nVT i.e, setting the
k smallest singular values to 0. From now on, we will use the notation
SVDi:j(X) to refer to the truncated SVD ofX, taking the singular values
from i to j
If we had considered the constraints reversed the analysis would have been
analogous.
The pseudocode of the algorithm,
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Algorithm 9 Laplacian optimization
Input: A ∈ Rn×n, number of clusters k, a large enough λ, stopping criteria 
Output: S ∈ Rn×n with σk(LˆS) ≤ 
1: Compute LA = DA − A
2: Take = SVDk+1:n(LA)
3: while σk(LˆS) >  do
4: Update LS by solving (3.35)
5: Set L˜S = SVDk+1:n(LS)
6: end while
This algorithm despite being fundamentally different to the Constrained
rank laplacian algorithm in [12] (see2.2.6), has a very similar optimization al-
gorithm. In [12], they require computing the eigenvectors of the symmetrized
laplacian matrix, in here we require singular vectors of the unsymmetrized
laplacian matrix, the second update is done through the water filling algorithm
in both approaches.
3.2.6 ADMM
In this case we will also optimize directly the laplacian matrix LS, however,
now we will make use of the Alternating Directions Method of Multipliers
(ADMM) [4]. In a nutshell, the ADMM is an algorithm that combines the best
of two well known algorithms, Dual Ascent and Method of Multipliers. Dual
Ascent is an optimization method that solves convex problems by iteratively
optimizing the lagrangian and the dual function. However, the requirements
that ensure convergence are very hard. The Method of Multipliers is and al-
gorithm very similar to the dual ascent but it manages to relax this strong
requirements to achieve convergence, however, this improvement comes at ex-
penses of destroying the decomposability that a problem may have. ADMM
uses the same principles as the Method of Multipliers but manages to keep the
decomposability of the problem.
For convex problems ADMM is guaranteed to converge to the optimal so-
lutions, for non-convex problems neither optimality nor convergence to a fea-
sible solution is guaranteed. However, if convergence is met, we will have
a matrix that is exactly both laplacian and has the desired low rank. We will
show later why it may be important to achieve a solution with the exact desired
rank.
The problem that we consider is the following,
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minimize
LS,L˜S
‖LS − LA‖2F
subject to rank[L˜S] = n− k
LS1 = 0
LSij ≤ 0 ∀i 6= j
LS − L˜S = 0.
If at convergence the constraint LS− L˜S = 0 is met we will have a matrix
that is both laplacian and low-rank. The ADMM framework goes as follow,
we first consider the lagrangian on the constraint LS − L˜S = 0, given by,
L(LS, L˜S,U) = ‖LS − LA‖2F + Tr(UT (LS − L˜S))
Where, U ∈ Rn×n is the dual variable associated to the constraint LS− L˜S =
0. Now, we consider the augmented lagrangian, where we basically include
the norm of the residuals associated the constraint into the lagrangian,
L(LS, L˜S,U) = ‖LS − LA‖2F + Tr(UT (LS − L˜S)) +
ρ
2
‖LS − L˜S‖2F
where ρ > 0 is a design parameter.
Now, we can make the following transformation W = 1
ρ
U, and we get the
scaled form. Denoting Z = LS − L˜S to ease notation we have,
ρTr(WTZ) +
ρ
2
‖Z‖2F =
ρ
2
Tr(WTZ) +
ρ
2
Tr(ZTW) +
ρ
2
‖Z‖2F
=
ρ
2
Tr(WTZ + ZTW + ZTZ)
=
ρ
2
Tr(WTZ + ZTW + ZTZ + WTW −WTW)
=
ρ
2
Tr((Z + W)T (Z + W))− ρ
2
Tr(WTW)
=
ρ
2
‖Z + W‖2F −
ρ
2
‖W‖2F
Then, we can rewrite the augmented lagrangian in the scaled form as,
L(LS, L˜S,W) = ‖LS − LA‖2F +
ρ
2
‖LS − L˜S + W‖2F −
ρ
2
‖W‖2F
Finally, the ADMM updates are,
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• Lk+1S = argmin
LS∈C
L(LS, L˜kS,Wk)
where C is the set of laplacian matrices.
Ignoring all the terms that do not depend on LS and defining Ck =
L˜kS −Wk to ease notation, the objective function can be rewritten as,
‖LS − LA‖2F +
ρ
2
‖LS −Ck‖2F ≡ ‖LS −
LA +
ρ
2
Ck
1 + ρ
2
‖2F
Then the final optimization problem is,
minimize
LS
‖LS −
LA +
ρ
2
Ck
1 + ρ
2
‖2F
subject to LS1 = 0
LSij ≤ 0 ∀i 6= j
which can be obtained in close form solution by using waterfilling solu-
tion.
• L˜k+1S = argmin
L˜S∈Rn−k
L(Lk+1S , L˜S,Wk)
whereRn−k is the set of matrices with rank n− k.
Ignoring all the terms that do not depend on L˜S, the final optimization
problem
minimize
L˜S
‖L˜S − (Lk+1S + Wk)‖2F
subject to rank[L˜S] = n− k
Despite being non-convex, this problem can be solved in closed form
solution by means of the truncated SVD.
• Wk+1 = Wk + Lk+1S − L˜k+1S (which follows from Dual Ascent algo-
rithm)
3.3 Implementation
In this section we will dive into the details of each algorithm in terms of actual
implementation. Firs thing to note is that all the presented algorithms require
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an input parameter λ which controls the "low rankness" of the solution. If we
set it too low we will not get a solution with the desired rank and hence we
will not be able to obtain the clusters, and if we set it too high, the algorithm
will ignore the input matrix and will just focus on obtaining a low rank matrix
that will not maintain the desired connections. Therefore, the parameter λ has
to be sensibly chosen. To speed up this tuning parameter though the authors
in [12] propose the following adaptative λ(t),
λ(t) =
{
λ(t−1)
α
if # zero eigenvalues > k
αλ(t− 1) if # zero eigenvalues < k
However, with this procedure another question arises, how we define if an
eigenvalue is 0. We will see in the experiments section that for some algo-
rithms we cannot make the eigenvalues arbitrarily low. Then, we have to set a
threshold at which we consider the eigenvalues are 0.
Once the algorithm has converged to some S∗ or L∗S we have to retrieve its
connected components or clusters. Then we have to decide which connectivity
are we interested in. For the algorithm in [12], they optimize with respect to
the symmetric laplacian, hence they are implicitly considering the undirected
graph, therefore, to find the connected components they take Sˆ = (S∗+S∗T )/2
and find the connected component there. As the algorithm does not obtain a
matrix with the exactly desired rank we have to threshold on the matrix Sˆ in
order to obtain a solution. In the experiments section we will see what role it
plays.
For the rest of algorithms that use the non-symmetric laplacian we can
consider both connectivies, strong or weak. If we were considering weak con-
nectivity we could just do like in [12] and take the average of the edges, on the
other hand, if we were considering strong connectivity we would take the min-
imum of both edges Sˆ = min(S∗,S∗T ). In any case threshold is also required,
we will talk more about the role of the threshold in the experiment section.
Chapter 4
Results and Discussion
In this chapter the performed experiments are explained. In addition, we dis-
cuss and compare results between the different proposed methods as well as
base line approaches. Prior to that, the datasets andmetrics used for evaluating
the results are also described.
4.1 Datasets
Two different datasets have been used in this thesis. The first a synthetic dataset
which consists on a noisy block diagonal matrix and the second one the Yeast
[2] dataset.
4.1.1 Noisy Block Diagonal Synthetic Dataset
We consider a block diagonal matrix of 100 × 100 with 4 blocks of 25 × 25,
with the following properties,
• Entries in each block are sampled from unif(0, 1)
• Entries not belonging to any block are sampled from unif(0, c) where
c = { 0.6, 0.7, 0.8}
• 25 samples not belonging to any block are taken at random and set to 1
This noisy block diagonal matrix represents the affinity matrix of a graph we
could have build using any of the methods explained in the previous chapters
(-neighborhood graph, k-nearest neighbor graph, ...). The 4 blocks of 25x25
represent each clusters (or connected component) and the entries outside this
50
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(a) c = 0.7 (b) c = 0.8
Figure 4.1: Two realizations of the Noisy Block diagonal dataset
blocks are edges that connect two blocks which should be removed by a sensi-
ble algorithm. The reason for considering this dataset is two-fold. First we can
assess performance of the presented algorithm independent of how we build
the initial affinity matrix and second we can tune how difficult the task is by
raising or decreasing the noise level.
4.1.2 Yeast dataset
This is a dataset from the Center from Machine Learning and Intelligent Sys-
tem in the University of California, Irvine and consists of 1484 data points and
there are 10 annotated clusters. The samples have dimensions 8, i.e xi ∈ R8.
4.2 Evaluation
To measure the performance of our algorithms we need some ground truth
clusters or classes C = {c1, . . . , cK} to compare our solution to Ω =
{ω1, . . . , ωK}, where ci is the set of data point that belong to class i and
ωi the set of points that have been assigned to cluster i by the algorithm un-
der study. This ground truth or gold standard is normally produced by human
judges with a good level of inter-judge agreement. This section introduces four
external criteria of clustering quality
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4.2.1 Purity
Purity(Ω, C) =
1
n
∑
k
max
j
|ωk ∩ cj|
where n is the number of data points. Purity ranges from 0 to 1, where 1 is
perfect clustering. It has the disadvantage that it is not normalized to number
of clusters, then it is easy to achieve high purity when the number of clusters
is high. In fact, purity 1 is achieved when each sample has its own cluster.
4.2.2 Normalized Mutual Information
From the information theory point of view, a clustering technique is good if
the uncertainty that we have about the real classes decreases once we are told
what the clusters are. It can be measured by the mutual information of both
random variables,
I(Ω, C) =
∑
k
∑
j
P (ωk ∩ cj) log P (ωk ∩ cj)
P (ωk)P (cj))
=
∑
k
∑
j
|ωk ∩ cj|
n
log
n|ωk ∩ cj|
|ωk||ωk|
.
However, this metric alone has the same problem as Purity as it is not
normalized to the number of outputed clusters. And again, if each sample
has its own cluster the NMI will be 1. That is why, the mutual information is
normalized by average entropy of each random variable,
NMI(Ω, C) =
I(Ω, C)
[H(Ω) +H(C)]/2
There exists several variants of this normalization. Instead of taking the aver-
age of entropies one can take the geometric mean, the maximum, theminimum
or the joint entropy.
4.2.3 Rand Index
The Rand index (RI) considers all
(
N
2
)
pairs of points and arranges them into
one of the four sets:
• TP: A pair of points is considered TP if their classes are the same and
they belong to same computed cluster.
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• TN: A pair of points is considered TN if their classes are different and
they belong to different computed cluster.
• FP: A pair of points is considered FP if their classes are different and
they belong to the same cluster
• FN: A pair of points is considered FN if their classes are the same and
they belong to different clusters.
Then, the RI is computed as follows,
RI =
TP + TN
TP + TN + FP + FN
In some papers this metric is referred to Accuracy.
4.2.4 Maximum Matching
Maximum matching considers the pairwise matching between clusters and
classes that maximizes the sum of intersections,
MM = max
align
1
N
k∑
i=1
|ωi ∩ ci|
The maximum alignment can be easily computed with the Hungarian algo-
rithm [9].
4.3 Experiments
In this section we analyze the performance of the proposed algorithms both in
terms of clustering and speed and compare it to the method in [12]. All the
algorithms have been implemented in the programming language R with the
help of additional packages such as OSQP solver for solving QP problems and
CVXR for solving SDP problems.
Before starting let us recall all the presented method as well as the subru-
tines necessaries to solvem them, the name is parenthesis is how we will refer
to them from now on,
• Constrained Rank Laplacian [12] (CRL): It requires eigenvectors and
water filling algorithm
• Matrix Factorization QP (QP): It requires solving two QP
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• Matrix Factorization Block Coordinate Descent (BCD): It requires wa-
ter filling algorithm, and solving two linear system of equations
• Log determinant (logdet): It requires solving a SDP
• Convex iteration (ConvIte): It requires solving a SDP and eigenvectors
• Laplacian Optimization (Lopt): It requires water filling algorithm and
singular value decomposition
• ADMM: It requires water filling algorithm and singular value decom-
position
4.3.1 Analysis of the CRL
λ effect
Let’s start by analyzing the baseline approach [12]. For this case we will con-
sider the Yeast dataset and will analyze the effect of the tuning parameter λ
to see how it effects convergence. Remember that the Yeast dataset have 10
clusters, therefore, we want the 10-th smallest eigen values to go 0 and the next
eigenvalues to be "big" enough. In the following figure we depict the evolu-
tion of the first 11-th smallest eigenvalues of the symmetrized laplacian for the
algorithm [12],
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Figure 4.3: Eigenvalues evolution for the CRL
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Figure 4.4: Eigenvalues evolution for the CRL
We can see how for a big enough value of λ, the algorithm converges
Adaptive λ
Now we consider an adaptive λ(t) as described in section (3) with λ(0) = 16.
λ(t) =
{
λ(t−1)
2
if # zero eigenvalues > k
2λ(t− 1) if # zero eigenvalues < k
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As we can see, when the k + 1 eigenvalue reaches a value close to 0 (at
iteration 10), λ is decreased, until the k+ 1 reaches a "big" enough value. We
can also see that using this adaptive λ convergence is achieved much faster 14
iterations vs 40 iterations.
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Performance on Noisy Block Diagonal dataset
Some realizations of the The resulting graphs after optimizing S∗ for the noisy
block diagonal dataset with noise level c = 0.7 are the following,
Figure 4.5: Solution S∗ with poor performance MM = 0.71
(a) Clustering with some errorsMM= 0.96 (b) Ideal clustering MM = 1
Figure 4.6: Solution S for two different noise realizations
CHAPTER 4. RESULTS AND DISCUSSION 59
4.3.2 Analysis of the non-symmetric laplacian based
algorithms
First of all, we must say that we have not considered the algorithms that require
SDP, i.e log determinant (3.2.3) and Convex Iteration (3.2.4). The reason is
that for the problem size considered (graphs of 100 nodes), the SDP program
takes more than 16GB of RAM which was the amount of RAM available.
We could have considered smaller graphs, however we thought that 100 nodes
was small enough and that there was no point in considering this algorithm if
it cannot only handle such small problems.
Analysis of QP Method
Again, we consider the noisy block diagonal dataset (noise level c=0.7). This
dataset has 4 clusters, hence we want the first 4 singular values to go to 0. If
we take a look at the evolution of the first 5 singular values,
Figure 4.7: Singular values evolution for QP method
We can see that the singular values converge (it is not a value as close to
0 as in the CRL, but they are at the order of 1e-7). However, we now face the
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problem of recovering a clustering. If we consider weak connectivity, we can
symmetrize by the mean and look for connected components. However, when
we do that we see that in order to get a valid solution (i.e k-connected com-
ponents) the threshold necessary in some cases is quite high (1e-2), compared
with the CRL (1e-6).
One of the reasons we thought for that behaviour, was that the algorithm
did not reach singular values small enough and that was why we had to set
such a big threshold. However, we will see later that that may not be the case.
Wemust note though, that this thresholding technique (minimum threshold
such that we get k-components) always works. That means, by thresholding
we can always get a solution with k-connected components. Hence, we can
assess the performance of such algorithm,
Metric Purity NMI Max-Matching
CRL 0.9570 0.9193 0.9563
QP 0.9920 0.9769 0.9920
Threshold 0.2906 0.07450 0.2817
Table 4.1: Performance of different methods for the noisy block diagonal ma-
trix
We have also added as a comparison a technique that consists on thresh-
olding directly the noisy matrix, (sometimes it cannot get a valid solution), to
show that the thresholding done in the QP is not making our method improve
it is just helping get a valid solution. We must also note that the proposed
algorithm improves the CRL on all metrics.
Analysis of BCD Method
This method is very similar in nature to the QP, with the exception that the
each iteration is much faster, (2 QPs vs 2 system of Linear equations). The
averaged times are the following,
Method Time secs
CLR 0.25
QP 4903
BCD 67
We see that BCD is much faster than QP, but also CRL is much faster than
BCD. The good thing with CRL is that it converges much faster.
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For the BCD we also compared the parallel update vs the cyclic update, as
well as different step sizes estimations. As expected the cyclic update performs
better than the parallel, but remember that the parallel method as it name says
can be parallelized and if the resources are available be three times faster. For
the different step sizes we did not notice any difference between the 3 proposed
methods in 3.2.2.
We also run more experiments to test performance,
Metric Purity NMI Max-Matching
CRL 0.6810 0.5831 0.6784
BCD 0.9609 0.9023 0.9609
Table 4.2: Performance of CRL and BCD for the noisy block diagonal matrix
c = 0.75
Metric Purity NMI Max-Matching
CRL 0.4195 0.2212 0.4135
BCD 0.7930 0.5796 0.7915
Table 4.3: Performance of CRL and BCD for the noisy block diagonal matrix
c = 0.8
Again we see a big difference in performance with respect to the baseline
CRL. This method also requires of the thresholding technique
Analysis of the Laplacian Optimization algorithm
The performance is very similar to the two previous approaches, and what we
test know is the convergence speed of this method and the BCD,
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Figure 4.8: Singular value evolution for the BCD (Fact method) and the Lapla-
cian opt
In this case we have not plotted the evolution of the first singular value as
it 0 all the time by construction.
However, the update operations are quite different (1 SVD decomposition
vs 2 systems of linear equations), then it makes more sense to measure the
singular value evolution vs time,
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We can note then that the laplacian method is indeed faster than BCD. In
terms of clustering performance it is the same. This method also requires the
thresholding technique.
4.3.3 ADMM
The main idea for considering ADMM was to try to achieve an algorithm that
converges to a solution with the exact desired rank. And for a certain values
of the tuning parameter ρ we managed to do so,
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Figure 4.9: Singular value evolution for the ADMM algorithm
After achieving such a low singular values we were expecting to be able
to get a solution with the desired number of components without using the
thresholding technique. However, that was not the case. Even more, if we take
a look at the laplacian of the symmetrized graph,
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Figure 4.10: Singular value evolution of the mean symmetrized graph for the
ADMM algorithm
we see that we are nowhere near converging.
At this point we decided to take a look at the strong connectivity instead
of the weak connectivity,
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Figure 4.11: Singular value evolution of the min symmetrized graph for the
ADMM algorithm
In this case we get convergence for the desired number of singular values
(k) but only for some iterations (from iteration 23 to 27). After that point
the k + 1 singular value also converges and in this situation we cannot get a
valid solution, we get more clusters than desired. It is quite strange also that
the non symmetric laplacian (Figure (4.9)) converges at the desired number
of components k just at the same time that in the min symmetrized laplacian
(strongly connected laplacian) the k + 1 singular value converges.
At this point we decided to go back to the literature [1]. And we noted that
the rank of the laplacian of directed graph defined as L = D − A does not
denote neither the number of weekly connected components nor the number of
strongly connected components. Instead it denotes the number of connected
components defining connectivity in a more involved way. That’s why we
had to resort to the thresholding in the first place. Despite that, the rank still
encodes the notion of connectivity and that is why the algorithm perform well
in practice
Chapter 5
Conclusions and future work
In this work, we have proposed a new method for graph based clustering. This
method tackles the problem of estimating a directed graph using a low rank
constraint on its non symmetric laplacian. We have proposed several algo-
rithms to do this estimation and we have studied their properties. We have
shown that our presented method outperforms state of the art results among
similar algorithms.
The main novelty is the use of the non-symmetric laplacian to characterize
the connectivity of a directed graph. The proposed algorithms are simple and
efficient as they only involve standard linear algebra methods, such as spectral
decomposition or singular value decomposition.
Results have shown the method proposed to be a promising baseline for
further research. We have come up with some proposals by the end of the
thesis that could be interesting to investigate in the future. We also think that
further benchmarking with bigger and more challenging datasets should be
done.
The proposed algorithm is based on the fact that the rank of non symmet-
ric laplacian is directly related to its connectivity, however, we do not know
how to properly characterize this connectivity in a way that it is directly useful
to clustering, that is why we have to resort to thresholding to get the desired
solution. Despite all that, we have shown that it is able to make use of the
connectivity information embedded in the rank to perform clustering. In the
same way that the we have a fundamental theorem that relates the rank lapla-
cian of an undirected graph to the number of connected components, it would
be desirable to have a theorem that relates strongly connected components to
a laplacian matrix.
In addition, it would be of interest to formally characterize the information
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lost when symmetrizing the laplacian matrix of a directed graph.
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