Abstract-In terms of functional conversations, Grice's Maxim of Quantity suggests that responses should contain no more information than was explicitly asked for. However, in our daily conversations, more informative response skills are usually employed in order to hold enjoyable conversations with interlocutors. These responses are usually produced as forms of one's additional opinions, which usually contain their original viewpoints as well as novel means of expression, rather than simple and common responses characteristic of the general public. In this paper, we propose automatic expressive opinion sentence generation mechanisms for enjoyable conversational systems. The generated opinions are extracted from a large number of reviews on the web, and ranked in terms of contextual relevance, length of sentences, and amount of information represented by the frequency of adjectives. The sentence generator also has an additional phrasing skill. Three controlled lab experiments were conducted, where subjects were requested to read generated sentences and watch videos filmed about conversations between the robot and a person. The results implied that mechanisms effectively promote users' enjoyment and interests.
Grice [1] described the cooperative conversation principle as consisting of four maxims (Quality, Quantity, Relevance, and Manner) that arise from the pragmatics of natural language. Grice's Maxim of Quantity suggests that responses should contain no more information than was explicitly asked for. Seen from this viewpoint, person B's additional opinion above contradicts the maxim because it resulted in too much information being given. However, in our daily conversations, more informative phrasing and response skills are usually employed in order to hold enjoyable conversations with interlocutors. Below, we analyze elements of enjoyable conversations at both the discourse and the sentence level.
At the discourse level, structures of enjoyable conversations including additional own opinions to keep the thread of the conversation, just like the example above, are associated with "small talk" skills. The phenomenon of small talk was initially studied by Malinowski [2] , who coined the term "phatic communication" to describe "a type of speech in which the ties of union are created by a mere exchange of words," which is a mechanism for managing the engagement of communication and psychological distance among interlocutors. Small talk is generally used as a conversation opener, at the end of a conversation, and as a space filler to avoid silence. Through the utility of small talk, we not only accomplish specific tasks but also enjoy the conversations themselves. Schneider [3] did the first extensive study of small talk. He theorizes that such a conversation consists of a number of "moves": topic initialization, agreeable phrasing, informative responding, and acknowledgement. According to Schneider's categorization, person B's action of additionally responding with his/her own opinion in the example above can be regarded as an informative responding move.
At the sentence level, person B's simple opinion, " Audrey is beautiful, isn't she?," for example, may have less information and sufficiently meet the requirement of Grice's Maxim. This is not only due to the length of the sentence, but also because it is a common opinion in line with that of the general public. Therefore, it cannot attract an interlocutor's interest in an effective manner. In contrast, person B's actual second sentence above, " Audrey is, just as one would expect, a charming and beautiful woman even in her private life," expresses a novel opinion about Audrey Hepburn with a wealth of words and from an original viewpoint. It also implicitly contains its reason for the (positive) attitude. Let us examine a few more examples:
"This is an erotic thriller movie which also expresses the elegance of the ballet". "Dola's family and Princess Sheata with pure mind are really cute, charming and, innocent".
These two opinions are about the movies " Black Swan" and " Castle in the Sky", respectively. Adjectives are shown in boldface. Sentences with less frequently used adjectives and proper length are likely to provide a unique viewpoint that is different from that of the majority, in contrast to redundantly long sentences, which may cause harmful effects instead. From this analysis, we assume that the amount of information in each sentence can be described as a level of generality of expressions, which is mostly represented by the frequency of adjectives in documents on a certain topic, the number of adjectives in each sentence, noun relevance to the current context, and the length of each sentence. Some natural language processing techniques, namely, sentiment analysis [4] [5] and opinion mining [6] , have a direct relation to opinion generation. Their motivations are mostly to analyze users' preferences automatically extracted from a large amount of review data for marketing and service improvements. However, there are very few works that apply opinion generation to dialogue systems in terms of novelty of the sentences themselves.
On the basis of the results of these analyses, we propose automatic sentence generation mechanisms which are capable of an additional phrasing skill and automatic expressive opinion generation. The opinions are extracted from a large number of reviews on the web, and ranked in terms of contextual relevance, length of sentences, and amount of information represented by the frequency of adjectives. The additional phrasing skill is implemented as a mechanism of sentence combination of a simple preceding response and an additional opinion. Our typical scenario is as follows: When the system is asked a factoid-typed question, it first replies with a sufficient answer based on a structured database, and then it adds another expressive opinion in line with the current context, which might be informative to the user. We conduct experiments to evaluate the sentence generation mechanisms using a conversational robot platform that has fundamental abilities to follow conversation protocols [7] .
The remainder of this paper is organized as follows: In Section II, we review related work done on sentence generation. In Section III, we describe the automatic opinion sentence generation process, inclusive of opinion extraction and ranking, and give an overview of our proposed question answering framework in Section IV. In Section V, we discuss the results of three controlled lab experiments conducted to determine acceptability of sentences, and effectiveness of additional phrasing and sentence generation algorithms. Finally, in Section VI, we conclude this paper and outline future research directions.
II. RELATED WORKS
In this section, in order to review works done in relation to the automatic opinion sentence generation, we give an overview of opinion mining and sentiment analysis. We also refer preliminary researches of recommender systems in terms of novelties of a system's production.
One of the related methods of automatic opinion generation is opinion mining and sentiment analysis, one of the major applications of natural language processing to identify and extract subjective information from source materials. In general, opinion mining and sentiment analysis aims to determine the attitude of a speaker or a writer with respect to some topic or the overall contextual polarity of a document. The recent rise of social media such as blogs and social networks has fueled interest in sentiment analysis. Sentiments are users' feelings representing their attitudes, emotions, and opinions. These are subjective impressions, not facts. A basic task in sentiment analysis is classifying the polarity (e.g., positive, negative, or neutral) of a given text at the document, sentence, or feature/aspect level. With their early works in this area, Turney [4] and Pang [5] applied different methods to documents to detect the polarities of product reviews and movie reviews, respectively. Turney presented a simple unsupervised learning algorithm for classifying reviews, while Pang classified a document's polarity on a multi-way scale. At the sentence level, the major tasks are building evaluative dictionaries, evaluative expressions extraction, and subjectivity/objectivity identification. Evaluative dictionaries aim at building sets of expressive words and emotional polarity. Each generated dictionary has a wide range of applications, including predicting the emotional polarity of sentences and documents. Kamps et al. [8] , [9] developed a distance measure for the semantic orientation of adjectives by investigating a graph-theoretic model of WordNet's synonymy. Nasukawa et al. [10] used context information around the subject term. Kobayashi et al. [11] structured dictionaries with 5,500 entries from reviews (230,00 sentences in total) using the semi-automatic method and additional expansion by hand. Higashiyama et al. [12] structured a Japanese evaluative noun dictionary using selectional preferences. Evaluative expressions extraction is based on these evaluative dictionaries. In order to extract evaluative expressions that can appear at any position in a sentence, Nakagawa et al. use the BIO encoding method, which has been commonly used for extent-identification tasks [13] [14] . Subjectivity/objectivity identification is defined as classifying a given text (usually a sentence) into one of two classes: objective or subjective [15] . This problem can sometimes be more difficult than polarity classification because the subjectivity of words and phrases may depend on their context and an objective document may contain subjective sentences. In this paper, we focus on extracting the opinions themselves in Japanese, even though the goals of the methods above are for sentiment polarity analysis, not to extract the opinions themselves. We utilize Nakagawa's extraction methods and the expressive dictionaries proposed by Kobayashi and Higashiyama. In addition, we regard all opinion candidates extracted from a review site as subjective opinions.
In terms of novelty and serendipity of a system's production, some preliminary discussions exist in the recommender systems research domain. Herlocker et al. presented various metrics, including novelty and serendipity beyond recommendation accuracy, to evaluate users' satisfaction with recommender systems [16] [17] [18] . Noda et al. proposed a general method for extracting serendipitous information from Wikipedia that uses its network structure [19] . In this paper, we discuss elements of novelty and serendipity of one opinion. As we discussed in Section I, novelty of expressions and serendipity of viewpoints are mostly represented by the frequency of adjectives, which has not been substantially considered. In the following sections, we first present our proposed method for automatic expressive opinion generation in Section III, and then present a architecture of question answering systems utilizing generated opinion sentences in Section IV.
III. EXPRESSIVE OPINION GENERATION

A. Opinion Generation
Our proposed opinion sentence generation system consists of four processes: document collection, opinion extraction, sentence style conversion, and sentence ranking.
Document Collection: Topics in small talk are considered to be "safe" in most circumstances [20] . They include the weather, recent shared experiences, movies, foods, and so on. In this paper, we employ topics from the movies domain. We collected review documents from the Yahoo! Movie site 1 with a review crawler we implemented. These reviews are preliminarily sorted by users' ratings (five-star rating system) because those reviews with the higher ratings are more likely to contain positive opinions. We regarded the top one thousand reviews as our target documents. Table I displays an example of review sentences about the movie " Castle in the Sky". We decided to select these sites because of both substantial volume and quality of reviews.
Opinion Extraction: Opinion extraction comprises two processes: extraction of evaluative expressions and classification of their sentiment polarities (positive/negative). We eliminate opinions with negative sentiments because a system is expected 1 http://movies.yahoo.co.jp/ to talk about positive contents in our conversational task. Particular words such as "like" and "hate" are often used to express evaluation, which are related with certain sentiment polarities. We use both a subjective evaluative dictionary [11] and an evaluative noun dictionary [12] 2 . The subjective evaluative dictionary contains words such as "comfortable" and "regrettable" with their sentiment polarities. The evaluative noun dictionary contains nouns with desirable and undesirable properties, such as "health" and "cancer," respectively. We also use our additional hand-crafted dictionary using corpus we collected from reviews on the Yahoo! Movie site. On the basis of the method proposed by Nakagawa et al. [6] , we use linear-chain conditional random fields (CRF) for the BIO encoding. Using BIO, each word is tagged as either (B)eginning an entity, being (I)n an entity, or being (O)utside of an entity. We use the 3 in our experiments. An example of BIO encoding is shown in Fig. 1 . The sentence means "I watched the movie Roman Holiday the other day. Audrey is beautiful, isn't she?" In this case, the segment "Audrey is beautiful, isn't she?" is an evaluative expression. The following features are used to predict the BIO tags of the -th word in a sentence:
where , , , , and denote the surface form, the base form, the coarse-grained part-of-speech (POS) tag, the fine-grained POS tag, and the polarity, to the -th wording of the input sentence, respectively. "&" symbol indicates a conjunction features. We used our hand-crafted opinions and typical segment of opinions collected from review sites as a corpus for learning.
Judgment of the evaluation polarity is a method used to detect the bias of the evaluation sentence and can reject negative opinion sentences. In this paper, we refer to the method from Nakagawa's study [21] . This method is a dependency tree-based method for sentiment classification of subjective sentences using conditional random fields with hidden variables. For example, in Fig. 2 , "cancer" and "heart disease" have themselves negative polarities. However, the syntactic dependency of "prevents" inverts the polarity and the sentence is classified as positive polarity. In the figure, each phrase in the subjective sentence has a random variable. The random variable represents the polarity of the dependency subtree whose root node is the corresponding phrase. The node denoted as indicates a virtual phrase which represents the root node of the sentence, which is regarded that the random variable of the root node is the polarity of the whole sentence. Nakagawa et al. reported the precision, the recall (positive polarity), and F-value of whole sentence polarity were 0.87, 0.79, and 0.89, respectively. Table II displays our examples of extracted evaluation sentences from "Castle in the Sky." In this table, "pol" represents the polarity of a whole sentence. All the sentences classified as negative will be eliminated in this process in order to maintain high precision, even if it would decrease recall, to give the highest priority to safety. We used JUMAN 4 , as a Japanese language morphological analyzer.
Sentence Style Conversion: In order to preserve the consistency of the system's character, we convert the style of the sentences. We focus on expressions at the end of Japanese sentences, such as question tags and formal/casual lines, because character styles primarily appear in this part of Japanese sentences. In our experimental system, we convert them into casual and empathic styles. For example, the last part of an original formal sentence such as " (Yoi to omoi masu)" can be converted into " (Yoi to omou nda)", which sounds more casual in Japanese. However, both mean "I think it's good".
The sentence style conversion process is based on a handwritten rule we prepare. After Japanese morphological analysis, punctuation marks and special symbols are eliminated. The last morpheme is converted based on part of speech. For example, a part of the sentence " (Yoi to omoi masu)"can be analyzed as " (adjective) / (particle) / (verb) / (postfix)".
In this case, the verb " (omai)" is stemmed as " ", and a new postfix " (nda)"is appended. This results in "(Yoi to omou nda)". Examples of converted sentences from the topic "Castle in the Skyare shown in Table III .
Sentence Ranking: In this section, the scales used to rank the sentences are explained, and ranking methods are introduced. The scale consists of three components, such as the importance Fig. 3 . Ranking algorithms. After sentence candidates are sorted by TF-IDF scores, the top 30% of sentences consisting of approximately seven and fifteen morphemes are extracted, respectively. In the Short and the Standard algorithms, the lists are sorted by adjective frequency. In the Diverse algorithm, the list is sorted in the inverse order by adjective frequency.
of the word, adjective frequency, and number of morphemes. The importance of the word is a degree of the relation between the sentence and the topics. Adjective frequency is the scale for unexpectedness. The number of morphemes is the scale for extracting short clear sentences and long well-grounded sentences.
Next, adjective frequency, a scale for unexpectedness for users, is discussed below. The frequency of adjectives affects the unexpectedness and expectedness. Utterances with high frequent adjective terms are expected to be common for users because many reviewers express themselves in the same way. For example, high frequent adjective terms in the topic "Audrey Hepburn" is "beautiful," which is simply a typical expression used for her. On the other hand, utterances with low frequent adjective terms are rare and the expressing of these inform the novelty. For example, the term "spirited" is a low frequent adjective term and so this expression is unexpected. Hence, sentences with low frequent adjective terms are given the attribute "unexpected."
We propose three rankings for algorithms in terms of length and novelty: Short, Standard, and Diverse. The ranking process is shown in Fig. 3 . As for the length of sentences, based on our experiences, we assume a sentence consisting of from seven to ten morphemes expresses the opinion clearly, and a sentence consisting of from fifteen to twenty are possibly expressing the opinion. A Short algorithm delivers an opinion to users elliptically with a short sentence. For example, in the topic " Roman Holiday," a Short sentence can be one such as "Audrey Hepburn had a gorgeous presence." In a Short algorithm, at first, we filter sentences in terms of the topic coherence and the number of morphemes. As the topic coherence, in this paper, we employ the top 30% of sentences sorted in terms of the term frequency-inverse document frequency (TF-IDF) scores. TF-IDF is the product of two statistics, term frequency and inverse document frequency. It is calculated as follows:
where represents the frequency of term in a document , represents the total number of documents in the corpus, represents the number of documents in which the term appears at least once ( ). We collected the top 64 web sites as 64 separate documents for each topic word using Google web search. We assume the top 30% of candidates are reasonably related with the current topic, according to a result of a preliminary experiment described in Section V-C. So, the topic related sentences consisting of seven to ten morphemes are extracted. If a sentence has more than two nouns, one with the largest TF-IDF is employed as a representative.
Next, the top 30% list is sorted by adjective frequency. At this point, sentences that have only one adjective are employed because we assume more than two adjectives are too redundant for the Short sentences to state opinions briefly. We assume sentences extracted by the Standard algorithm contains substantial opinions or reasons, which can appeal to users about a certain topic, for example, " I was totally fascinated again by Audrey's beautiful upright figure when I saw her on screen." In the Standard algorithm, the top 30% of sentences consisting of fifteen to twenty morphemes with single adjective, sorted beforehand by TF-IDF scores, are extracted. Like the Short algorithm, the biggest TF-IDF is employed if a sentence has more than two nouns, and then the top 30% list is sorted by adjective frequency.
We assume sentences extracted by the Diverse algorithm express opinions or reasons with novel style, which can be unpredictable or sometimes serendipitous to users about a certain topic; for example, " Roman Holiday is a romantic and sentimental story, which cute Audrey and gentle Gregory wove gorgeously." In this case, we assume the sentence should be long enough to express to author's opinion and its reasons to receive sympathy from interlocutors. With the unexpected expressions, those sentences are expected to attract a user's interest and make the conversation fun. In the Diverse algorithm, first, the top 30% of sentences consisting of fifteen to twenty morphemes with multiple adjectives, sorted beforehand by TF-IDF scores, are extracted. Next, the top 30% list is sorted in inverse order of averaged adjective frequency.
The results are from the example "Castle in the Sky." The 2073 sentences are provided by extracting only positive opin- Fig. 4 . The main components in the architecture of the system are the Utterance Analysis, the Dialogue Management, and the Sentence Generation modules. The Utterance Analysis module receives sensory information from speech recognizers. The Dialogue Management module is described in Section IV. The Answer Generation module is capable of additional phrasing with the system's own opinions. The Opinion Generation process is described in Section III.
ions from "Castle in the Sky." 622 sentences are employed as the top 30% in terms of TF-IDF. Table IV , V, and VI show an example of each strategy. Bold adjectives are used for sorting the adjective TF.
IV. SYSTEM ARCHITECTURE
We describe the architecture of our system for informative question answering based on the consideration in Section I and II, and depicted in Fig. 4 . The main processes in the framework are the natural language understanding (NLU) process, the dialogue management process, and the sentence generation process. The NLU process includes topic estimation and utterance (question) analysis. The sentence generation process is divided into factoid and non-factoid typed answer generation modules. The factoid typed answer generation module refers to structured knowledge databases organized using Semantic Web techniques. The non-factoid typed answer generation module generates the system's own opinions automatically extracted from a large indefinite number of reviews on the Web. The framework also has an utterance combination mechanism that combines factoid and non-factoid typed responses to realize the additional phrasing function.
A. Natural Language Understanding Process
In the NLU process, each spoken utterance or text input is interpreted with a current topic, a question type (5W1H interrogatives: e.g., "who," "what," "how," etc.) and a predicate (verbs and adjectives). We use a handcrafted dictionary for interpretation.
In this paper, we define a sequence of topic words as a conversational context. Each system utterance is hooked to one of the topics. For example, the sentence " Audrey is beautiful, isn't she?" is assumed to belong to the topic "Audrey Hepburn." In our experimental system, we manually selected 100 topic words of the movies domain, which include popular titles, directors, and actors.
The topic estimation procedure uses the following three processes: Japanese language morphological analysis, important words filtering, and classification. After an automatic speech recognition (ASR) or text input is processed by Japanese language morphological analysis, only nouns are extracted. Then, the important nouns in each topic are extracted. In terms of degrees of importance, we use the TF-IDF score for each topic. We employed the top 50 important words for each topic. In the classification process, we used the linear-chain conditional random fields (CRF) technique. The following features are used in the prediction process:
where denotes the topic word at time . "&" symbol indicates a conjunction features. As an evaluation experiment, we evaluated the accuracy of 10-topic classification. We recorded three-minute conversations with two participants in which they were instructed to talk within 10 topics in the animation film domain. We conducted a total of 25 sessions. 20 of which were used for learning data, and five used for test data. The result for the accuracy rate (number of correct answers / total number estimated) was 74.8% under a word error rate for ASR of 0%, and 65.2% under a word error rate for ASR of 20%.
B. Sentence Generation and Combination Process
The sentence generation process consists of two components: factoid-typed answer generation and opinion generation (nonfactoid-typed answer generation). As an additional phrasing capability studied in Section I and II, every factoid typed answer sentence always combines an additional opinion. On the basis of the result of the Question Analysis process, answers are classified into two types: factoid typed answers and non-factoid typed answers. Factoid answers are generated from a structured database. In our research, we used Semantic Web technologies. After analyzing a question, it is interpreted as a SPARQL query, a resource description framework (RDF) format query language to search RDF databases. We used DBpedia 5 as the RDF database [22] .
C. Factoid-typed Sentence Generation
For factoid typed sentence generation, we employ Semantic Web techniques, which are widely used in question answering systems, such as in IBM's Watson [23] . The structured data in the Semantic Web is built on the W3C's resource description framework (RDF) 6 , a mechanism for describing resources on the Web to store, exchange, and use as machine-readable information. DBpedia is a project that has the objective of extracting structured content from the information created as part of the Wikipedia project 7 . The DBpedia project uses RDF to represent the extracted information. DBpedia extracts factual information from Wikipedia pages, allowing users to find answers to questions where the information is spread across many different Wikipedia articles. RDF facilitates the making of statements about resources in the form of "Subject" -"Predicate" -"Object" expressions. The subject denotes the resource, which is usually a web resource, and the predicate denotes traits or aspects of the resource and expresses a relationship between the subject and the object. For example, one way to represent the notion "The director of Roman Holiday is William Wyler" in RDF is as the triple: a subject denoting " Roman Holiday," a predicate denoting "director," and an object denoting "William Wyler."
In the question analysis process, the type of the question for asking about the fact or description is determined. The fact typed question is a question requesting an exact information (e.g. "Who is the director of Roman Holiday?"). The description typed question is a question requesting the abstract of the movie (e.g. "What kind of movie is it?"). We use hand-crafted classification rules using predicates and specific nouns, which we defined. Sentences containing predicates explicitly asking a fact, such as directors, plots, and scenarios, are deemed questions about the fact. Sentences containing a specific predicate requesting a description or only an interrogative (e.g. "What") are deemed questions about the description.
Next, candidate sentences are searched for using the result of the question analysis process. When the question is determined as asking about the fact, a query is generated to search for an object using both subject and predicate as keys. SPARQL is used for the query, and the candidate results are searched for in the DBpedia database. For example, a question about the topic "Roman holiday" could be "Who is the actress of this movie?", for which the query in SPARQL would be Algorithm 1 : http://dbpedia.org/resource/Roman_Holiday : http://dbpedia.org/ontology/starring>> When the questions are determined to be asking about the definition, the sentences asking about the abstract of the subject are set in the predicate and a query with the subject and the object as keys is provided for searching for the object.
http://ja.dbpedia.org/property/abstract The abstract of "Roman holiday" is given below:
Roman Holiday is a 1953 romantic comedy directed and produced by William Wyler. It stars Gregory Peck as a reporter and Audrey Hepburn as a royal princess out to see Rome on her own. Hepburn won an Academy Award Since the sentences are too long to express the abstract of Roman Holiday in conversation, only the first sentence is regarded as an appropriate sentence and extracted. The various questions below possibly correspond with DBpedia:
• specific question: "What is a typical romance movie?" "Romeo and Juliet is one of those." • complicated question: "How many people born after 1943 have won an Oscar?" "XXX people have."
V. EXPERIMENTS
A. Experimental Design
We designed experiments focused on the quality and effectiveness of the utterance generation. For the purpose, one possibility would be to evaluate only by reading transcripts that had been automatically generated. However, there could be effectiveness that a robot speaks its own words as the first person. Therefore, in this paper, we designed both reading and video watching tasks. In the video watching tasks, an experimenter manipulated only the timings of a robot's responses along scenarios, where the robot's utterances were automatically generated.
We designed three experiments to evaluate (1) acceptability of sentences, (2) effectiveness of additional phrasing, and (3) effectiveness of sentence generation algorithms. In the first experiment, in order to evaluate only acceptability of each sentence, subjects were requested to read and rate each sentence extracted and ranked as we described in Section III. In both the second and third experiments, each subject was requested to watch videos filmed about conversations between the robot and an interlocutor (person), and imagine as if he/she was the interlocutor talking with the robot. Fig. 6 shows scenes from the videos. As shown in the figure, the camera was positioned in the back of a person and focused on the robot's face over the person's shoulder. This camera angle was intended that a subject could easily imagine he/she was an interlocutor of the robot. In order to maintain the same response timing, we did not use an ASR, but remotely manipulated the robot along scenarios as it replied to the person's question. The contents of the utterance of the robot were selected from the top of lists which were automatically generated as we described in Section III.
B. Experimental Platform
We used the multimodal conversation robot "SCHEMA ([ e:ma])" as our experimental platform [24] , which has fundamental abilities to follow conversation protocols [7] . SCHEMA is approximately 1.2 m in height, which makes it level with the eyes of an adult male sitting in a chair. It has 10 degrees of freedom for right-left eyebrows, eyelids, right-left eyes (roll and pitch) and neck (pitch and yaw). It can express anxiety and surprise using its eyelids and control eye gaze using eyes, neck, and autonomous turret. It also has six degrees of freedom for each arm, which can express gestures. One degree of freedom is assigned to the mouth to indicate explicitly whether the robot is speaking or not. A computer is inside the belly to control the robot's actions, and an external computer sends Fig. 5 . Examples of the system of in action. At #3, the user asks the system about a movie, then the system replies (#4). The system then adds an opinion related to the current topic (#5) during the same turn. A scenario with the same structure appears from #11 to #13. commands to execute various behaviors via a WiFi network. All modules, including the ASRs and a speech synthesizer, are connected to each other through a middleware called the Message-Oriented NEtworked-robot Architecture (MONEA), which we produced [25] .
C. Experiment 1: Acceptability of Sentences
We conducted this experiment to evaluate acceptability of each sentence. A total of 5 male subjects participated in the experiment. All subjects were graduate school students with an average of 23 years old, who are native Japanese speakers recruited from Waseda University campus. The subjects were first given a brief explanation of the purpose of the experiment, and then they were requested to read and rate each sentence in lists extracted and ranked just like Table IV to Table VI . We selected the latest 5 popular movie titles as topics (" The Tale of Princess Kaguya", " Gravity", " World War Z", " Eien no Zero" and " The Wind Rises"), whose number of reviews are large enough to extract opinion sentences for this experiment.
We created 12 conditions in terms of ranking algorithms (Short, Standard, Diverse) and topic coherence (the TF-IDF scores). As the parameter of the topic coherence, we controlled the threshold of the average of noun TF-IDF scores, which we described in Section III. A4 (we employed top 30% in the section). In this experiment, we employed four thresholds (Top 10%, 30%, 50% and 70% sentences) for each algorithm. The overlap rate among four topic coherence thresholds, which was calculated as content rate of sentences of top 10% in top 30%, 50% and 70% sets, averaged 39.1%, 22.2% and 16.2%, respectively. Each condition contains 30 sentences. Totally 1,800 sentences ( conditions topics sentences) were evaluated by each subject.
We defined a metric of acceptability as a combination of grammatical appropriateness and subjects' impression of topic coherence of each sentence, which means if a sentence is evaluated as grammatically appropriate and coherent to a certain topic at a same time, the sentence would be acceptable. Each subject was requested 3-scale Likert questionnaires to evaluate each sentence in terms of the grammatical appropriateness ("3" is "appropriate ", "2" is "not sure" or "conditionally appropriate", and "1" is "not appropriate") and the topic coherence. As for the topic coherence, subjects were instructed as follows: "If you can clearly judge a sentence is describing a certain aspect of a current topic, then rate it 3. If you are not sure whether a sentence is describing a certain aspect of a current topic or not, then rate it 2. If you can clearly judge a sentence is not describing a certain aspect of a current topic, then rate it 1". If both the grammatical appropriateness and the topic coherence are rated as "3", acceptability is rated as "acceptable", otherwise, rated as "unacceptable". Fig. 7, 8 and 9 show the result of the grammatical appropriateness, the topic coherence and acceptability, respectively. We conducted the analysis of variance (ANOVA) in terms of algorithms. There are significant differences among algorithms in all metrics ( ). We also conducted the ANOVA in terms of the TF-IDF scores. On the grammatical appropriateness, there were no significant differences. The result shows the TF-IDF scores don't significantly affect the grammatical appropriateness. On the topic coherence, significant differences were found in Standard ( ) and Diverse algorithms ( ), where there are trends to gradually decrease. On the topic acceptability, significant differences were found only in Diverse algorithm ( ). As for the topic coherence, although it would be reasonable that we employ top 10% of sentences in terms of TF-IDF according to the result, some topics have few sentence candidates in the top 10%, which depend on review resources. Therefore, we employ top 30% in order to extract enough number of sentences in the following experiments. As for acceptability, an interesting finding was that there is a small trend increasing between 50% and 70% in Diverse algorithm ( ). We can not conclude this is a significant trend, however, we might be able to hypothesize that subjects are not so concerned about a certain level of diversity of topic coherence and grammatical mistakes in Diverse sentences, which should be verified in further experiments. Overall, the automatically extracted and ranked opinions we proposed got 78.8%, 75.7% and 73.6% of acceptability in Short, Standard and Diverse algorithms, respectively, using the top 30% of sentences. These results also show that there are possible ways to dynamically control these parameters (TF-IDF, length of sentences, and adjective TF) to extract and rank sentences to get as many good sentences as possible.
D. Results and Discussion of Experiment 1
E. Experiment 2: Additional Phrasing
The second experiment was designed to evaluate additional phrasing functions. Two conditions were videotaped, and all videos contained the same two topics ("Castle in the Sky" and "Black Swan"). As shown below, scenarios of the condition 1 and 2 were lexically identical, except that the condition 2 had additional phrasings.
• Condition 1 (Simple Answering): A simple question answering system that replies to user's question simply; for example, when a user asks "Do you like Castle in the Sky?", the system replies "Yes, I do." • Condition 2 (Additional Phrasing): The system replies with combined sentences: a simple answer and a related opinion. For example, when a user asks "Do you like Castle in the Sky?", the system replies "Yes, I do. It's nice that Pazu helps princess Sheeta at the risk of his life throughout the whole story." The sentences were generated only using the Standard algorithm. An excerpt from the transcript of the experiment (condition 2) is shown in Fig. 10 . A total of 32 subjects (21 males and 11 females) participated in the experiment. All subjects were native Japanese speakers recruited from Waseda University campus. The ages of the subjects ranged between 20 and 30 years, with an average age of 20.5 years. The subjects were first given a brief explanation of the purpose and the procedure of the conversation by a document and an oral presentation, which includes the following: "The purpose of this experiment is evaluation of the ways of expressions of robot's utterances themselves (e.g. length of the sentence, and diversity of vocabulary). Please ignore other factors, such as its intonation, timing and variety of topics. … Imagine that you were the interlocutor of the robot, and you were interested in these topics from the beginning." And the subjects could ask any questions about the experimental setting of the experimenter, so that every subject clearly understand the situation. After they watched the videos, they were asked to give evaluations about Enjoyment ("Which condition did you feel was more enjoyable?"), Politeness ("Which condition did you feel was more polite?"), and Personality ("Which condition did you feel had a better personality?"). Subject could also select "No differences" for each question and answer further comments in free-forms. 
F. Results and Discussion of Experiment 2
Fig . 11 shows the result of the experiment. 72% of the subjects answered that they felt enjoyment with the proposed system (3% answered there is no difference), 63% answered that they felt politeness with the proposed system (3% answered there is no difference), and 59% answered that they liked the robot's personality with the proposed system.
Most of subjects felt enjoyment about the additional mechanism. However, in the free-form questionnaires, some subjects reported that they persistently felt the robot's personality. The result implies that the additional function should be switched over based on conversational contexts.
G. Experiment 3: Comparison of Sentence Generation Algorithms
We conducted this experiment to evaluate effectiveness of sentence generation algorithms using recorded video watching. We used the following three evaluation metrics: (1) users' impressions of enjoyment, (2) users' motivations for participation, and (3) users' impressions of the robot's personality. In terms of users' impressions of the enjoyment metrics, users were asked if they felt enjoyment from a conversational sequence of a video they watched. Users' motivations for participation examined how users felt to participate in the conversation. Users' impressions of the robot's personality examined how users had positive impressions of the robot's personality. The videos filmed about conversations between the robot and a person were shown. The video was watched by the subjects, after which questionnaires were given to them. A total of 38 subjects (21 males and 17 females) participated in the experiment. All subjects were native Japanese speakers recruited from Waseda University campus. The ages of the subjects ranged between 20 and 30 years, with an average of 22.0 years. The subjects were first given a brief explanation of the purpose of the experiment, which is same as the experiment 2, and then they watched the following four types of conversations:
• Condition 1 (Short): The robot outputs six Short sentences.
• Condition 2 (Standard): The robot outputs six Standard sentences.
• Condition 3 (Diverse): The robot outputs six Diverse sentences.
• Condition 4 (Mixed): The robot outputs two sentences each for Short, Standard, and Diverse, respectively. The videos comprised four different situations. Fig. 6 shows one scene from the videos. Each one-minute-long video includes three topics, where a robot outputs two sentences for each topic. Four genres were used, with each genre containing the following three topics: 1) Ghibli's ("Spirited Away" "From Up On Poppy Hill" "Castle in the Sky") 2) Animation movies ("SUMMER WARS" "ONE PIECE" "EVANGELION") 3) Actors ("Yuji Oda" "Tatsuya Fujiwara" "Ken-ichi Matsuyama") 4) Hollywood movies ("Back to the Future" "Inception" "Black Swan") We set up the following eight types of algorithm orders to cancel order effects:
copyright Hollywood (Standard) A sample transcript from Experiment 3 (Topic: "Ghibli," Condition: "Mix") is shown in Fig. 12 . The following questionnaire was also given to the subjects to choose the videos from our proposal. Which is the most enjoyable answer in those videos?" (enjoyment), "Which is the most attractive answer willing you to join in those videos?" (motivation), and "Which personality of the robot is your favorite in those videos?" (personality). 
H. Results and Discussion of Experiment 3
The results are shown in Fig. 13 . Most of the people chose anything besides the Short. For the question of enjoyment, the same number of people chose Standard and Diverse. For the question of motivation and personality, the number of people who chose Diverse was twice as many as those who chose Standard.
We assumed that sentences that were not short but had certain information resulted in an enjoyable conversation. The opinions from the subjects, who gave evaluations containing everything but Short, indicate that the length of the sentences is appropriate. We also confirmed from the results of the questionnaires that all lengths apart from Short are suitable. While the number of people divided between Standard and Diverse in the question for enjoyable was the same, there were some opinions suggesting that the expression of Diverse was unexpected and attractive, such as "The robot explained his opinion of the movies in detail and was specific," "I had fun hearing his opinion, I felt that his opinion was unique," "He expressed his feeling like he actually watched the movie" and "The expression of his feeling was the most expressive for those movies." We presume that this rich expression attracted the mind of the subjects, making them expect more. Let us now examine the reason for the increased favorable rating caused by the Diverse sentences. The Diverse sentences have very rich expressions with details and specific descriptions, which we presume to give the impression that the information was not simply read from the Web. Consequently, the Diverse utterances attracted users' interests and made them willing to talk, making the robot more favorable.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
A. Summary and Contributions
We presented automatic sentence generation mechanisms for enjoyable conversational systems, including expressive opinion generation and additional phrasing mechanisms. Its opinion sentences are generated from a large number of reviews present on the web. After it conducts an opinion extraction and sentence style conversion process, opinion candidates are ranked in terms of contextual relevance, length of sentences, and frequency of adjectives. We conducted three controlled lab experiments to evaluate acceptability of sentences, and effectiveness of the opinion generation and additional phrasing mechanisms. In the first experiment, we evaluated acceptability of generated opinion sentences only by reading texts. The result shows acceptability averaged around 75%. In the second and third experiments, each subject was requested to watch videos and imagine as if he/she was an interlocutor of a robot in order to evaluate the robot's spoken opinions. Videos were filmed about conversations between a robot and a person, where the camera was positioned in the back of a person and focused on the robot's face over the person's shoulder. While the subjects were not real users, we assume that results could reasonably imply generated sentences themselves have potentials to promote real users' enjoyment and interests.
The main contribution of this research to the question answering systems research domain is considerations of informative responding, specifically, expressive opinions. Conventional question answering systems are primarily focused on functional interactions to achieve specific tasks; therefore, they are based on Grice's cooperative conversation principles. However, they are not enough to attract users to engage with the system. In this paper, we assumed informative productions in our daily enjoyable conversations appear as an interlocutor's original way of expressions and viewpoints, which can be represented as frequency of adjectives. Beyond simple exchange of questions and answers, just like most current academic and industrial question answering systems, the expressive opinions and additional phrasing mechanisms could possibly trigger users' motivations to continue to interact with systems over a period of time. In the following subsections, we discuss further extensions of this research.
B. Contextual Tracking
When a user follows up with the system about an opinion, he/she would be motivated to talk deeper about the system's opinion. Our current experimental system can only track a sequence of topics and select a sentence from the top of the list. The future works should include considering extending the model of conversational context and its tracking mechanisms. One possible way is to employ sophisticated topic models. In that domain, many statistical models, such as the probabilistic Latent Semantic Analysis (pLSA) [26] , the Latent Dirichlet allocation (LDA) [27] , have been proposed. Although these methods are suitable for discovering the abstract topics in written documents, there are few cases to apply to interactive dialogue systems. Another possible way is to estimate discourse structures. Grosz et al. and Walker et al. proposed and discussed the Centering theory [28] [29] to model the local coherence of discourse. Based on feasible contextual tracking mechanisms, we will conduct experiments evaluating enjoyment of conversations between a robot and real users, where they ask questions as they want.
C. Recommendation with Expressive Opinions
Our proposed informative question answering system framework has huge potential for QA-typed recommender systems. Misu et al. presented a system-initiative information recommendation method as an application of a question answering system for user satisfaction [30] . They proposed system-initiated spontaneous questions as a recommendation method. Beyond that, a mechanism of our system's additional expressive opinion has potential to offer serendipitous ideas to users, which might realize more enjoyable conversations. Ziegler et al. achieved high user satisfaction ratings by making topic-diversified recommendations and reducing the similarity of recommendation lists [31] . Murakami et al. assumed that user satisfaction depends on whether a recommender system suggests unexpected items that are relevant to the users' preferences [32] . In order to apply our framework for more serendipitous recommender systems, we will consider learning mechanisms of opinion ranking algorithms and sentence combination based on conversational contexts and user models to maximize users' satisfaction.
D. Application to Other Domains
The opinion generation routine we implemented can generally be applied to other domains. We have applied it experimentally to domains such as travel and foods, which are typical "safe" small talk topics [20] . In the travel domain, we collected review documents from the 4travel travel review site 8 . Currently, a large number of opinions about more than 30,000 travel spots (e.g., the Louvre Museum, the Eiffel Tower, and the Colosseum) have been generated. In the foods domain, we collected review documents from the Tabelog food review site 9 . Opinions about all restaurants in the Takadanobaba area of Tokyo (more than 1400 restaurants) have been generated and used for restaurant recommendation tasks. We decided to employ these review sites because of both the substantial volume and the quality of the reviews they have. These opinions can generally be used in question answering systems.
