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Abstract
High order iterative momentum-based parameter update algorithms have seen widespread
applications in training machine learning models. Recently, connections with variational ap-
proaches and continuous dynamics have led to the derivation of new classes of high order learning
algorithms with accelerated learning guarantees. Such methods however, have only considered
the case of static regressors. There is a significant need in continual/lifelong learning applications
for parameter update algorithms which can be proven stable in the presence of adversarial
time-varying regressors. In such settings, the learning algorithm must continually adapt to
changes in the distribution of regressors. In this paper, we propose a new discrete time algorithm
which: 1) provides stability and asymptotic convergence guarantees in the presence of adversarial
regressors by leveraging insights from adaptive control theory and 2) provides non-asymptotic
accelerated learning guarantees leveraging insights from convex optimization. In particular,
our algorithm reaches an  sub-optimal point in at most O˜(1/√) iterations when regressors
are constant - matching lower bounds due to Nesterov of Ω(1/
√
), up to a log(1/) factor and
provides guaranteed bounds for stability when regressors are time-varying.
1 Introduction
Iterative gradient-based optimization methods in machine learning commonly employ a combination
of time-scheduled learning rates [1,2], adaptive learning rates [3–5], and/or higher order “momentum”
based dynamics [6–8]. Variants of the higher order update proposed by Nesterov [7] in particular,
have received significant attention in the optimization [9–13] and neural network communities [14,15]
due to their provable guarantees of accelerated learning for classes of convex functions. Empirical
investigations for non-convex neural network training are also a topic of significant interest [5, 16].
To gain insight into Nesterov’s discrete time method [7], the authors in [17] identified the second
order ordinary differential equation (ODE) at the limit of zero step size. Still pushing further in
the continuous time analysis of these higher order methods, several recent results have leveraged
a variational approach showing that, at least in continuous time, a larger class of higher order
methods exist where one can obtain an arbitrarily fast convergence rate [8, 18]. Converting these
continuous time systems back to discrete time to obtain an implementable algorithm with comparable
convergence rates is an active area of research [19–21]. It should be noted that in [8, 17–21], the
analysis is performed for static features/regressors, even though the entire problem is embedded in
a dynamic setting in the form of a recursive parameter update.
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Table 1: Comparison of gradient-based methods for a class of time-varying convex functions.
Algorithm Equation Constant Regressor Time-Varying
# Iterations Regressor
Gradient Descent Normalized (3) O(1/) Stable
Gradient Descent Fixed (19) O(1/) Unstable
Nesterov Acceleration Varying (20) O(1/√) Unstable
Nesterov Acceleration Fixed (8) O(1/√ · log(1/)) Unstable
This Paper Alg 1 O(1/√ · log(1/)) Stable
There are many machine learning applications and paradigms where the features or inputs
are time varying. Examples include multi-armed bandits [22–24], adaptive-filtering [25–27], and
temporal-prediction tasks [28–30], just to name a few. There are also now an abundance of examples
in machine learning where even if the application does not necessitate the online training of an
algorithm, the training data is sufficiently large which in turn necessitates an online mini-batch or
stochastic training approach [1, 31–33]. In addition, many models can be trained via adversarial
learning [1,34] or postulated as a game, again resulting in time varying inputs during training [22,35].
Online learning is another paradigm for studying optimization over time [1,2,36–39], where features
or inputs may be time varying, however a priori bounds on such inputs are required. The field of
online learning has made many contributions in the aforementioned domains with particular success
in the development of state of the art gradient methods for training large neural networks [3, 4].
Capability to explicitly handle time variations becomes even more important in real-time
applications, with potentially limited compute [40], and in an area of machine learning which has
now come to be referred to as continual/lifelong learning [34,41–48]. Continual/lifelong learning
algorithms must be robust to adversarial features/inputs in addition to shifts in the distribution
of the incoming data [34, 41], i.e. data is not necessarily independent and identically distributed
from a fixed probability distribution [42]. Such algorithms must also be able to incrementally learn
for an indefinite amount of time without human intervention [43–45].1 These notions are further
important in robotics [46,47] and learning-based control theory [25,49–51] due to the requirement
of continuously running in such applications. More recently, continual/lifelong learning algorithms
have started to be used in the context of neural networks (c.f. [48] for an overview).
This paper proposes a new discrete time algorithm that is high-order for carrying out parameter
updates and is capable of accommodating time-varying regressors. This algorithm will be shown to
achieve two objectives. The first objective is to demonstrate stability of this high-order parameter
tuner in the presence of time-varying adversarial regressors. This is in contrast to many other
iterative methods that cannot be proved to be stable in this setting. The second objective is to
show an accelerated convergence rate when the regressors are constant. Our higher-order tuner
is based on a novel discretization of a continuous time higher order learning parameter update,
and differs from the variational perspective-based high order tuner proposed in [8] which leverages
time-scheduled hyperparameters. The non-asymptotic convergence rate, which corresponds to the
second objective, will be shown to be a logarithm factor away from provable lower bounds due to
Nesterov [13], with comparable constant factors. Table 1 summarizes the stability and accelerated
learning guarantees provided by this algorithm in comparison to many other iterative methods for
the class of convex functions considered in this paper.
The first objective ensures that our iterative algorithm remains stable and learns indefinitely
1Note that in the online learning setting, when minimizing regret [1], the learning rates decay over time.
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as streaming data changes, even in an adversarial manner, an essential component in any con-
tinual/lifelong machine learning system [34, 41–48]. The second objective demonstrates that the
proposed continual/lifelong learning algorithm retains fast convergence in the standard setting of
constant regressors. That is, the significant benefit of provable stability of our algorithm in the
presence of time-varying regressors does not come at the expense of large degradation in the rate of
convergence - our proposed algorithm has a near-optimal convergence rate in the standard static
regressor analysis setting as well.
The starting point for the development of our algorithm is the representation of a second-order
parameter tuner in the form of two first-order differential equations. These first-order updates
are then suitably discretized, and are shown to lead to both stability with time-varying regressors
and to fast convergence with constant regressors. One form of the representation of these discrete-
time equations will be useful for proving stability and asymptotic convergence in the presence of
adversarial regressors, by leveraging Lyapunov function approaches, commonly used in the adaptive
systems community [25, 49–52]. A second form of the proposed algorithm will be utilized for
establishing convergence rates with constant regressors and associated analyses, where it will be
shown that the convergence rates are a logarithm factor from Nesterov’s iterative method [13].
The main contributions of this work are summarized below:
• A new class of momentum/Nesterov-type iterative optimization algorithms
• Accelerated learning guarantee a logarithm factor away from Nesterov (but also stable)
• Explicit stability conditions for the new algorithms with adversarial regressors
• Connections to a Lagrangian variational perspective (with scaling parameters amenable to
stability analysis)
• Introduction of an adaptive systems-based normalization in machine learning
2 Problem setting
In this paper, we present the continuous time perspective with time t while discrete time steps are
indexed by k. When in continuous time, the time dependence of variables may be omitted when it is
clear from the context. The classes Lp and `p for p ∈ [1,∞] are described in Appendix A, alongside
definitions of (strong) convexity, smoothness, and Euler discretization techniques. Unless otherwise
specified, ‖·‖ represents the 2-norm. We denote the discrete time difference of a function V as
∆Vk := Vk+1 − Vk. For notational clarity and to focus on multidimensional parameters/regressors
we present the single output setting. The results of this paper trivially extend to multiple outputs.
We consider the setting of linear regression with time-varying regressors φ ∈ RN which are
related in a linear combination with an unknown parameter θ∗ ∈ RN to the output y ∈ R as
yk = θ
∗Tφk. Given that the parameter θ∗ is unknown, an estimator yˆk = θTk φk is formulated, where
yˆ ∈ R is the output estimate and θ ∈ RN is the parameter estimate. In this setting the output error
is defined as
ey,k = yˆk − yk = θ˜Tk φk, (1)
where θ˜k = θk − θ∗ is the parameter estimation error. The goal is to design an iterative algorithm
to adjust the parameter estimate θ using streaming regressor-output data pairs Datak = (φk, yk)
such that the prediction error ey converges to zero with a provably fast non-asymptotic convergence
rate when regressors φk are constant, and that stability and asymptotic convergence properties
remain in the presence of time-varying regressors. An iterative gradient-based method is proposed
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to accomplish this task as outputs may be corrupted by noise. To formulate the gradient-based
methods of this paper, we consider the squared loss function using (1) of the form
Lk(θk) =
1
2
e2y,k =
1
2
θ˜Tk φkφ
T
k θ˜k, (2)
where the subscript k in Lk denotes the regressor iteration number. At each iteration k, the gradient
of the loss function is implementable as ∇Lk(θk) = φkey,k. The Hessian of (2) can be expressed as
∇2Lk(θk) = φkφTk , and thus 0 ≤ ∇2Lk(θk) ≤ ‖φk‖2I. Therefore, the loss function can be seen to be
(non-strongly) convex with a time-varying regressor-dependent smoothness parameter.
Remark 1. The stability results of this paper will be shown to hold even for adversarial time-
varying regressors φk. No bound on φk is required to be known and the prediction error ey,k is
not assumed to be bounded a priori. This is in comparison to standard methods in online learning
which assume knowledge of a bound on gradients and regressors for proving stability [1, 2]. Thus
the algorithm proposed in this paper can employed in the continual/lifelong learning [34, 41–48] and
learning-based control theory [25, 49–51] settings where such assumptions of a priori boundedness
cannot be made.
The starting point for our proposed algorithm comes from adaptive methods (see for example, [25,
Ch. 3]) which leads to an iterative normalized gradient descent method of the form
θk+1 = θk − γNk∇Lk(θk), 0 < γ < 2, (3)
where Nk = 1 + ‖φk‖2 is a normalization signal employed to ensure boundedness of signals for
any arbitrary regressor φk. We comment on the stability and convergence rate properties of (3) in
Sections 4 and 5 respectively. Motivated by the normalized gradient method in (3), our goal is to
derive a Nesterov-type higher order gradient method to ensure a provably faster convergence rate
when regressors are constant while preserving stability of the estimation algorithm in the presence
of adversarial time-varying φk.
3 Algorithm derivation
We begin the derivation of our discrete time Nesterov-type higher order tuner algorithm from
the continuous time perspective, which provides insights into the underlying stability structure.
This perspective further results in a novel representation of a second order differential equation
as two first order differential equations which are used to certify stability in the presence of time-
varying regressors by employing Lyapunov function techniques. Motivated by this continuous time
representation, we provide a novel discretization to result in a discrete time higher order tuner
which can be shown to be stable using the same Lyapunov function. The discrete time algorithm in
higher order tuner form is then shown to be equivalent to the common Nesterov iterative method
form when regressors are constant.
3.1 Continuous time higher order tuner
We begin the derivation of our algorithm using the variational perspective from [8]. In particular,
the Bregman Lagrangian in [8, Eq. 1] is re-stated with the Euclidean norm employed in the
Bregman divergence as L(θ(t), θ˙(t), t) = eα¯t+γ¯t
(
e−2α¯t 12‖θ˙(t)‖2 − eβ¯tLt(θ(t))
)
. This Lagrangian
weights potential energy (loss) Lt(θ(t)), and kinetic energy (1/2)‖θ˙(t)‖2, with an exponential term
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Normalized Gradient LTI Filter
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Figure 1: Higher order tuner block diagram.
exp(α¯t + γ¯t), which adjusts the damping. The hyperparameters (α¯t, β¯t, γ¯t) are commonly time-
scheduled and result in different algorithms by appropriately weighting each component in the
Lagrangian (see [8] for choices common in optimization for machine learning). It can be easily
shown however, that time scheduling the hyperparameters can result in instability when regressors
are time-varying. We thus propose the use of a regressor-based normalization Nt = 1 + ‖φ(t)‖2 with
constant gains γ, β > 0 to parameterize the Lagrangian as
L(θ(t), θ˙(t), t) = eβ(t−t0)
(
1
2
‖θ˙(t)‖2 − γβNtLt(θ(t))
)
. (4)
Using a Lagrangian, a functional may be defined as: J(θ) =
∫
T L(θ, θ˙, t)dt, where T is an interval
of time. To minimize this functional, a necessary condition from the calculus of variations [53] is
that the Lagrangian solves the Euler-Lagrange equation: ddt
(
∂L
∂θ˙
(θ, θ˙, t)
)
= ∂L∂θ (θ, θ˙, t). Using (4),
the second order differential equation resulting from the application of the Euler-Lagrange equation
is: θ¨(t) + βθ˙(t) = − γβNt∇Lt(θ(t)). This differential equation can be seen to have the normalized
gradient of the loss function as the forcing term parameterized with γβ, and constant damping
parameterized with β. Crucial to the development of the results of this paper, this second order
differential equation may be written in higher order tuner form as
ϑ˙(t) = − γNt∇Lt(θ(t)),
θ˙(t) = −β(θ(t)− ϑ(t)),
(5)
which can be seen to take the form of a normalized gradient flow update followed by a linear time
invariant (LTI) filter as in Figure 1. This representation of a higher order tuner will be fundamental
to prove stability with time-varying regressors using Lyapunov function techniques in Section 4.
3.2 Discretization of continuous time higher order tuner
There exists numerous techniques to discretize ordinary differential equations including Runge–Kutta,
symplectic, and Euler methods (see [19,54] for further discussions of numerical integration schemes).
We consider an implicit-explicit Euler method with an extra gradient discretization scheme applied
to the continuous equations in (5) as
Implicit Euler : ϑk+1 = ϑk − γNk∇Lk(θk+1),
Explicit Euler : θk+1 = θ¯k − β(θ¯k − ϑk),
Extra Gradient : θ¯k = θk − γβNk∇Lk(θk).
(6)
Remark 2. The mix of an implicit-explicit discretization results in the two time-scales necessary to
provide a Heavy Ball-type [6] averaging outside of the gradient evaluation. The “extra gradient” step
provides for the additional time-scale required inside of the gradient evaluation in order to reduce
(6) to a Nesterov-type [7] when regressors are constant. It can be noted that the extra gradient step
is not dynamical and thus the second order nature of the resulting algorithm is preserved.
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Remark 3. A comparable Heavy Ball-type [6] discretization is provided in the Appendix with
stability and acceleration proofs provided. The Heavy Ball method is not provably stable for general
smooth convex functions with a fixed tuning of parameters, as Nesterov’s method is (c.f. [55] for a
counterexample). We thus focus on a Nesterov-type development in the main body of this paper.
3.3 Augmented objective function
Algorithm 1 Higher Order Tuner Optimizer
1: Input: initial conditions θ0, ϑ0, gains γ, β, µ
2: for k = 0, 1, 2, . . . do
3: Receive regressor φk, output yk
4: Let Nk = 1 + ‖φk‖2, ∇Lk(θk) = φk(θTk φk − yk),
∇fk(θk) = ∇Lk(θk)Nk + µ(θk − θ0),
θ¯k = θk − γβ∇fk(θk)
5: θk+1 ← θ¯k − β(θ¯k − ϑk)
6: Let ∇Lk(θk+1) = φk(θTk+1φk − yk),
∇fk(θk+1) = ∇Lk(θk+1)Nk + µ(θk+1 − θ0)
7: ϑk+1 ← ϑk − γ∇fk(θk+1)
8: end for
As stated in Section 2, the squared
error loss function is (non-strongly) con-
vex, with a regressor-dependent smooth-
ness parameter. In order to reduce
to Nesterov’s algorithm with constant
gains, we take the viewpoint of an aug-
mented objective function [13] with nor-
malization and L2 regularization as
fk(θk) =
Lk(θk)
Nk +
µ
2
‖θk − θ0‖2, (7)
where µ > 0 is the regularization con-
stant, θ0 is the initial condition of the
parameter estimate, and the subscript
k in fk denotes the regressor iteration number. Using (2), the Hessian of (7) can be expressed as
∇2fk(θk) = (φkφTk )/Nk + µI, and thus it can be seen that µI ≤ ∇2fk(θk) ≤ (1 + µ)I. Therefore,
the objective function in (7) can be seen to be µ-strongly convex and (1 + µ)-smooth, both of which
are crucially not time-dependent.
The constant smoothness and strong convexity parameters allow for the derivation of an algorithm
with constant gains to minimize the objective function in (7). It will be shown in Section 5 that
a convergence rate for the core objective of minimizing (2) can be provided by minimizing the
augmented objective in (7). Using the discretized higher order tuner equations in (6) alongside the
objective function in (7), the higher order tuner optimizer that we propose in this paper is provided
in Algorithm 1. The following proposition relates Algorithm 1 to Nesterov’s method.
Proposition 1. Algorithm 1 with a constant regressor φk ≡ φ (and thus fk(·) ≡ f(·)) may be
reduced to the common form of Nesterov’s equations [13, Eq. 2.2.22] with β¯ = 1− β and α¯ = γβ as
θk+1 = νk − α¯∇f(νk),
νk+1 =
(
1 + β¯
)
θk+1 − β¯θk.
(8)
Remark 4. The higher order tuner in Algorithm 1 will be used to demonstrate stability in the
presence of a time-varying regressor φk in Section 4. The Nesterov-type representation in (8), when
regressors are constant, will be shown to lead to an accelerated convergence rate in Section 5.
4 Stability and asymptotic convergence
In this section, we state the main results of stability and asymptotic convergence in the presence of
time-varying regressors for the continuous time higher order tuner (5), discretized equations (6),
and the main stability result of Algorithm 1. Proofs of all theorems and corollaries in this section
are provided in Appendix B alongside more in-depth auxiliary results of stability. For completeness,
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complementary stability proofs of the normalized gradient method (3) in both continuous and
discrete time are additionally provided in Appendix B.
We begin with the discussion of stability of the discretized equations in (6) (Algorithm 1 with
µ = 0), in the following theorem.
Theorem 1. For the linear regression error model in (1) with loss in (2), with Algorithm 1 and its
hyperparameters chosen as µ = 0, 0 < β < 1, 0 < γ ≤ β(2−β)
16+β2
, the following
Vk =
1
γ
‖ϑk − θ∗‖2 + 1
γ
‖θk − ϑk‖2, (9)
is a Lyapunov function with increment ∆Vk ≤ −Lk(θk+1)Nk ≤ 0. It can also be shown that V ∈ `∞,
and
√
Lk(θk+1)
Nk ∈ `2 ∩ `∞. If in addition it is assumed that φ ∈ `∞ then limk→∞ Lk(θk+1) = 0.
We now proceed to the main stability theorem of Algorithm 1 with µ 6= 0.
Theorem 2. For the linear regression error model in (1) with loss in (2), with Algorithm 1 and
its hyperparameters chosen as 0 < µ < 1, 0 < β < 1, 0 < γ ≤ β(2−β)
16+β2+µ
(
57β+1
16β
) , the function V
in (9) can be shown to have increment ∆Vk ≤ −Lk(θk+1)Nk − µc1Vk + µc2, for constants 0 < c1 < 1,
c2 > 0 (given in Appendix B). It can also be shown that ∆Vk < 0 outside of the compact set
D =
{
V
∣∣∣V ≤ c2c1}. Furthermore, V ∈ `∞ and Vk ≤ exp(−µc1k)(V0 − c2c1)+ c2c1 .
The Lyapunov function in (9) which is employed in Theorems 1 and 2 was originally motivated
by the continuous time higher order tuners in [56,57]. The continuous time equivalent of (9) is used
in the following theorem to prove stability and asymptotic convergence properties for the continuous
time higher order tuner in (5).
Theorem 3. For continuous time equivalents to the linear regression model in (1) with loss in (2)
(concretely, (16) and (17) in Appendix A.2), for the higher order tuner update in (5) with β > 0,
0 < γ ≤ β/2, the following
V (t) =
1
γ
‖ϑ(t)− θ∗‖2 + 1
γ
‖θ(t)− ϑ(t)‖2, (10)
is a Lyapunov function with time derivative V˙ (t) ≤ −Lt(θ(t))Nt ≤ 0. It can be shown that V ∈ L∞
and
√
Lt(θ(t))
Nt ∈ L2 ∩ L∞. If in addition it assumed that φ, φ˙ ∈ L∞ then limt→∞ Lt(θ(t)) = 0.
Remark 5. The same function V is employed throughout, as motivated by the continuous time
higher order tuner in Theorem 3. Note that the proofs of stability in the presence of adversarial
time-varying regressors are enabled as the Lyapunov functions in (9) and (10) do not contain the
regressor. In both the continuous and discrete time analyses, stability is proven by showing that the
provided function V does not increase globally (Theorems 1 and 3) or at least does not increase
outside a compact set containing the origin (Theorem 2).
5 Non-asymptotic accelerated convergence rates with constant re-
gressors
In this section, we state the main accelerated non-asymptotic convergence rate result for Algorithm
1 for the case of constant regressors, φk ≡ φ. All proofs in this section are provided in Appendix C
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alongside convergence rate proofs for first order gradient descent methods, and Nesterov’s method
with time-varying gains, as given in overview form in Table 1.
Given the constant smoothness and strong-convexity parameters of the augmented objective
function in (7), the representation of Algorithm 1 as (8) may be used to provide a non-asymptotic
rate for (7) in the following theorem due to Nesterov.
Theorem 4 (Modified from [11,13]). For a L¯-smooth and µ-strongly convex function f , the iterates
{θk}∞k=0 generated by (8) with θ0 = ν0, α¯ = 1/L¯, κ = L¯/µ, and β¯ = (
√
κ − 1)/(√κ + 1) satisfy
f(θk)− f(θ∗) ≤ L¯+µ2 ‖θ0 − θ∗‖2 exp
(
− k√
κ
)
.
Leveraging the accelerated convergence rate for the augmented function f in (8) as provided by
Theorem 4, we provide the following new lemmas to give accelerated non-asymptotic convergence
rates for the normalized and unnormalized versions of the loss function in (2), as desired.
Lemma 1. The iterates {θk}∞k=0 generated by (8) for the function in (7) with θ0 = ν0, Ψ ≥
max{1, ‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯, κ = L¯/µ, β¯ = (
√
κ− 1)/(√κ+ 1), if
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
, then
L(θk)− L(θ∗)
N ≤ . (11)
Lemma 2. The iterates {θk}∞k=0 generated by (8) for the function in (7) with θ0 = ν0, Ψ ≥
max{1,N‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯, κ = L¯/µ, β¯ = (
√
κ− 1)/(√κ+ 1), if
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
, then L(θk)− L(θ∗) ≤ . (12)
Remark 6. Lemmas 1 and 2 provide the provable number of iterations required to obtain an 
sub-optimal point of for the normalized and original loss function in (2) of O(1/√ · log(1/)), with
all constants included. It can be noted that the constants are comparable to the constants for the
gradient and Nesterov iterative methods shown in Table 2 and Figure 2 in Appendix C.
Remark 7. It can be noted from both Lemmas 1 and 2 that the L2 regularization parameter µ in
(7) is smaller than the  sub-optimality gap. The L2 regularization parameter is present to ensure
strong convexity of the augmented objective function in (7), such that Algorithm 1 can be reduced to
Nesterov’s iterative method with constant gains in (8), which results in the convergence rate for the
augmented function in Theorem 4, which in turn lends to Lemmas 1 and 2.
Remark 8. The guaranteed stability results of Section 4 hold for large ranges of the hyperparameters
(γ, β, µ). In this section, more specific α¯ = γβ, β¯ = 1−β, and µ are selected to achieve acceleration.
6 Concluding remarks
In this paper we provided a new discrete time iterative learning algorithm which is provably
stable with time-varying regressors and has a nearly optimal non-asymptotic convergence rate
when regressors are constant. The regressor-based parameterization and stability aspects of the
algorithm were proven using stability techniques from the adaptive systems community, while
the non-asymptotic convergence rate analysis was motivated by methods from the optimization
for machine learning community. We note that while we focused on a regression model that is
linear in the parameters (for ease of exposition and clarity of presentation), stability of nonlinearly
parameterized models can also be analyzed using similar Lyapunov approaches [58–62].
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Appendix
Organization of the appendix. Mathematical preliminaries alongside additional continuous
and discrete time equations are provided for completeness in Appendix A. Lyapunov stability proofs
for the continuous and discrete time algorithms considered in this paper are provided in Appendix
B. Non-asymptotic convergence rate proofs are provided in Appendix C.
A Preliminaries
A.1 Definitions
The following definitions of convexity and smoothness, modified from [13] are used throughout.
Definition 1. A continuously differentiable function f is convex if
f(y) ≥ f(x) +∇f(x)T (y − x), ∀x, y ∈ RN . (13)
Definition 2. A twice continuously differentiable function f is convex if
∇2f(x) ≥ 0, ∀x ∈ RN .
Definition 3. A continuously differentiable function f is µ-strongly convex if there exists a µ > 0
such that
f(y) ≥ f(x) +∇f(x)T (y − x) + µ
2
‖y − x‖2, ∀x, y ∈ RN . (14)
Definition 4. A twice continuously differentiable function f is µ-strongly convex if there exists a
µ > 0 such that
∇2f(x) ≥ µI, ∀x ∈ RN .
Definition 5. A continuously differentiable function f is L¯-smooth if there exists a L¯ > 0 such
that
f(y) ≤ f(x) +∇f(x)T (y − x) + L¯
2
‖y − x‖2, ∀x, y ∈ RN . (15)
Definition 6. A twice continuously differentiable function f is L¯-smooth if there exists a L¯ > 0
such that
∇2f(x) ≤ L¯I, ∀x ∈ RN .
The following two Euler-type discretization methods are employed in this paper.
Definition 7. An explicit Euler discretization of a differential equation x˙(t) = f(x(t)), where
f : RN → RN , and ∆t is the sample time, takes the form
x˙(t) ≈ xk+1 − xk
∆t
= f(xk).
Definition 8. An implicit Euler discretization of a differential equation x˙(t) = f(x(t)), where
f : RN → RN , and ∆t is the sample time, takes the form
x˙(t) ≈ xk+1 − xk
∆t
= f(xk+1).
The classes Lp and `p for p ∈ [1,∞] are described below.
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Definition 9 (See [50]). For any fixed p ∈ [1,∞), f : R+ → R is defined to belong to Lp if f is
locally integrable and
‖f‖Lp ,
(
lim
t→∞
∫ t
0
‖f(τ)‖pdτ
) 1
p
<∞.
When p =∞, f ∈ L∞ if,
‖f‖L∞ , sup
t≥0
‖f(t)‖ <∞.
Definition 10 (See [63]). For any fixed p ∈ [1,∞), a sequence of scalars ξ = {ξ0, ξ1, ξ2, . . .} is
defined to belong to `p if
‖ξ‖`p ,
(
lim
k→∞
k∑
i=0
‖ξi‖p
) 1
p
<∞.
When p =∞, ξ ∈ `∞ if,
‖ξ‖`∞ , sup
i≥0
‖ξi‖ <∞.
The following lemma was attributed to Barbalat by Popov [64] and has found significant use in
the fields of adaptive and nonlinear control. The version from [50] is stated below with an associated
corollary.
Lemma 3 (See [50]). If f : R+ → R is uniformly continuous for t ≥ 0, and if the limit of the
integral
lim
t→∞
∫ t
0
|f(τ)|dτ
exists and is finite, then
lim
t→∞ f(t) = 0.
Corollary 1 (See [50]). If f ∈ L2 ∩ L∞, and f˙ ∈ L∞, then limt→∞ f(t) = 0.
A discrete time proposition which corresponds to Corollary 1 follows.
Proposition 2. If ξ ∈ `2 ∩ `∞, then limk→∞ ξk = 0.
A.2 Continuous time problem setting
In the interest of completeness for the continuous time stability proofs provided in Appendix B,
the following analogs of the problem setting of Section 2 in continuous time are provided below. In
particular, the output error in direct correspondence with (1) is stated as
ey(t) = yˆ(t)− y(t) = θ˜T (t)φ(t), (16)
where θ˜(t) = θ(t)− θ∗ is the parameter estimation error and φ(t) is the regressor. The analog of the
squared loss function in (2) may be formulated in continuous time as
Lt(θ(t)) =
1
2
e2y(t) =
1
2
θ˜T (t)φ(t)φT (t)θ˜(t). (17)
The continuous time analog of the normalized gradient method in (3) is stated as
θ˙(t) = − γNt∇Lt(θ(t)), (18)
where the normalization signal is Nt = 1 + ‖φ(t)‖2.
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A.3 Additional discrete time methods
Algorithm 2 Higher Order Tuner Optimizer (HB)
1: Input: initial conditions θ0, ϑ0, gains γ, β, µ
2: for k = 0, 1, 2, . . . do
3: Receive regressor φk, output yk
4: θk+1 ← θk − β(θk − ϑk)
5: Let Nk = 1 + ‖φk‖2,
∇Lk(θk+1) = φk(θTk+1φk − yk),
∇fk(θk+1) = ∇Lk(θk+1)Nk + µ(θk+1 − θ0)
6: ϑk+1 ← ϑk − γ∇fk(θk+1)
7: end for
For completeness, this section pro-
vides additional discrete time iterative
methods discussed in this paper. The
gradient method may be stated as
θk+1 = θk − α¯∇f(θk). (19)
Similar to (8), Nesterov’s algorithm with
a time-varying βk may be expressed as
θk+1 = νk − α¯∇f(νk),
νk+1 =
(
1 + β¯k
)
θk+1 − β¯kθk.
(20)
A provably stable version of the Heavy Ball method of Polyak [6] may be stated using a similar
discretization of the continuous higher order tuner as in (6), but without the “Extra Gradient Step”
as
Implicit Euler : ϑk+1 = ϑk − γNk∇Lk(θk+1),
Explicit Euler : θk+1 = θk − β(θk − ϑk).
(21)
Similar to Algorithm 1, using the same regularized function in (7), Algorithm 2 may be provided
based on the discretization procedure in (21). The following proposition relates Algorithm 2 to the
Heavy Ball method.
Proposition 3. Algorithm 2 with a constant regressor φk ≡ φ (and thus fk(·) ≡ f(·)) may be
reduced to the common form of the Heavy Ball method [6] with β¯ = 1− β and α¯ = γβ as
θk+1 =
(
1 + β¯
)
θk − β¯θk−1 − α¯∇f(θk). (22)
Stability proofs for (21) and Algorithm 2 can be found in Appendix B. A non-asymptotic
convergence rate proof for the Heavy Ball method with constant regressors as in (22) can be found
in Appendix C.
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B Stability proofs
B.1 Regressor normalized gradient flow
Theorem 5. For the linear regression model in (16) with loss in (17), the normalized gradient flow
update in (18) with γ > 0, results in θ˜ ∈ L∞ and ey√Nt ∈ L2 ∩ L∞. If in addition it assumed that
φ, φ˙ ∈ L∞ then limt→∞ ey(t) = 0 and limt→∞ ˙˜θ(t) = 0.
Proof. Consider the candidate Lyapunov function stated as
V =
1
γ
‖θ˜‖2. (23)
Using (16), (17), and (18) with γ > 0, the time derivative of (23) may be bounded as
V˙ =
2
γ
θ˜T
(
− γNt∇θLt(θ(t))
)
V˙ = 2θ˜T
(
− 1Ntφey
)
V˙ = − 2Nt e
2
y ≤ 0.
Thus it can be concluded that V is a Lyapunov function with θ˜ ∈ L∞. Using (16), ey√Nt ∈ L∞.
Integrating V˙ from t0 to∞:
∫∞
t0
2‖ ey√Nt ‖
2dt = − ∫∞t0 V˙ dt = V (t0)−V (∞) <∞, thus ey√Nt ∈ L2∩L∞.
From (17) and (18),
˙˜
θ ∈ L2 ∩ L∞. If additionally φ ∈ L∞, then ey ∈ L2 ∩ L∞. If additionally,
φ˙ ∈ L∞ then from the time derivative of (16), it can be seen that e˙y ∈ L∞ and from the time
derivative of (18),
¨˜
θ ∈ L∞ and thus from Barbalat’s lemma (Corollary 1), limt→∞ ey(t) = 0 and
limt→∞
˙˜
θ(t) = 0.
B.2 Regressor normalized gradient descent
Theorem 6. For the linear regression error model in (1) with loss in (2), the normalized gradient
descent update in (3) with 0 < γ < 2, results in θ˜ ∈ `∞ and ey,k√Nk ∈ `2 ∩ `∞. If in addition it is
assumed that φ ∈ `∞ then limk→∞ ey,k = 0.
Proof. Consider the candidate Lyapunov function stated as
Vk =
1
γ
‖θ˜k‖2. (24)
The increment ∆Vk := Vk+1 − Vk may then be expanded using (1), (2), and (3) as
∆Vk =
1
γ
‖θ˜k+1‖2 − 1
γ
‖θ˜k‖2
∆Vk =
1
γ
‖θ˜k − γNk∇Lk(θk)‖
2 − 1
γ
‖θ˜k‖2
∆Vk = −2
(
1− γφ
T
k φk
2Nk
)
e2y,k
Nk .
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Using 0 < γ < 2, it can be seen that
∆Vk ≤ −(2− γ)
e2y,k
Nk ≤ 0.
Thus it can be concluded that V is a Lyapunov function with θ˜ ∈ `∞. Using (1), ey,k√Nk ∈ `∞.
Collecting ∆Vk terms from t0 to T :
∑T
k=t0
(2 − γ)‖ ey,k√Nk ‖
2 ≤ Vt0 − VT+1 < ∞. Taking T → ∞,
it can be seen that
ey,k√Nk ∈ `2 ∩ `∞ and therefore limk→∞
ey,k√Nk = 0. If additionally φ ∈ `∞, then
ey,k ∈ `2 ∩ `∞ and therefore limk→∞ ey,k = 0.
B.3 Continuous time higher order tuner
Theorem 7. For the linear regression model in (16) with loss in (17), the higher order tuner update
in (5) with β > 0, 0 < γ ≤ β/2, results in (ϑ− θ∗) ∈ L∞, (θ − ϑ) ∈ L∞, and ey√Nt ∈ L2 ∩ L∞. If in
addition it assumed that φ, φ˙ ∈ L∞ then limt→∞ ey(t) = 0, limt→∞(θ(t)−ϑ(t)) = 0, limt→∞ ϑ˙(t) = 0,
and limt→∞
˙˜
θ(t) = 0.
Proof. Consider the candidate Lyapunov function inspired by the higher order tuner approach
in [57] stated as
V =
1
γ
‖ϑ− θ∗‖2 + 1
γ
‖θ − ϑ‖2. (25)
Using (5), (16), and (17) with γ ≤ β/2, the time derivative of (25) may be bounded as
V˙ =
2
γ
(ϑ− θ∗)T
(
− γNt∇θLt(θ)
)
+
2
γ
(θ − ϑ)T
(
−β(θ − ϑ) + γNt∇θLt(θ)
)
V˙ =
2
γ
(ϑ− θ + θ˜)T
(
− γNtφey
)
+
2
γ
(θ − ϑ)T
(
−β(θ − ϑ) + γNtφey
)
V˙ =
1
Nt
{
−2e2y −Nt
2β
γ
‖θ − ϑ‖2 + 4(θ − ϑ)Tφey
}
V˙ =
1
Nt
{
−2e2y −
2β
γ
‖θ − ϑ‖2 − 2β
γ
‖θ − ϑ‖2‖φ‖2 + 4(θ − ϑ)Tφey
}
V˙ ≤ 1Nt
{
−2e2y −
2β
γ
‖θ − ϑ‖2 − 4‖θ − ϑ‖2‖φ‖2 + 4‖θ − ϑ‖‖φ‖‖ey‖
}
V˙ ≤ 1Nt
{
−2β
γ
‖θ − ϑ‖2 − ‖ey‖2 − [‖ey‖ − 2‖θ − ϑ‖‖φ‖]2
}
≤ 0.
Thus it can be concluded that V is a Lyapunov function with (ϑ−θ∗) ∈ L∞ and (θ−ϑ) ∈ L∞. Using
(16),
ey√Nt ∈ L∞. Integrating V˙ from t0 to ∞:
∫∞
t0
‖ ey√Nt ‖
2dt ≤ − ∫∞t0 V˙ dt = V (t0) − V (∞) < ∞,
thus
ey√Nt ∈ L2 ∩ L∞. Likewise,
∫∞
t0
2β
γ ‖ θ−ϑ√Nt ‖
2dt ≤ − ∫∞t0 V˙ dt = V (t0)− V (∞) <∞, thus ( θ−ϑ√Nt) ∈
L2 ∩ L∞. Furthermore: ∥∥∥∥θ − ϑ√Nt
∥∥∥∥2
L2
≤ γV (t0)
2β
,
where ‖ θ−ϑ√Nt ‖
2
L2 → 0 as β → ∞. From (5) and (17), ϑ˙ ∈ L2 ∩ L∞. If additionally φ ∈ L∞, then
ey ∈ L2 ∩ L∞ and (θ − ϑ) ∈ L2 ∩ L∞, and from (5), ˙˜θ ∈ L2 ∩ L∞, ¨˜θ ∈ L∞ thus from Barbalat’s
lemma (Corollary 1), limt→∞
˙˜
θ(t) = 0. If additionally φ˙ ∈ L∞, then from the time derivative of (16),
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it can be seen that e˙y ∈ L∞ and from the time derivative of (5), ϑ¨ ∈ L∞ and thus from Barbalat’s
lemma (Corollary 1), limt→∞ ey(t) = 0, limt→∞(θ(t)− ϑ(t)) = 0, and limt→∞ ϑ˙(t) = 0. Given that
limt→∞ ey(t) = 0, using (16), (17) limt→∞ Lt(θ(t)) = 0
B.4 Heavy Ball discrete time higher order tuner
Theorem 8. For the linear regression error model in (1) with loss in (2), running Algorithm 2 with
µ = 0, 0 < β < 2, 0 < γ ≤ β(2−β)16 results in (ϑk − θ∗) ∈ `∞, (θ− ϑ) ∈ `∞, and
√
Lk(θk+1)
Nk ∈ `2 ∩ `∞.
If in addition it is assumed that φ ∈ `∞ then limk→∞ Lk(θk+1) = 0.
Proof. Consider the candidate Lyapunov function stated as
Vk =
1
γ
‖ϑk − θ∗‖2 + 1
γ
‖θk − ϑk‖2. (26)
The increment ∆Vk := Vk+1 − Vk may then be expanded using (1), (2), and Algorithm 2 as
∆Vk =
1
γ
‖ϑk+1 − θ∗‖2 + 1
γ
‖θk+1 − ϑk+1‖2 − 1
γ
‖ϑk − θ∗‖2 − 1
γ
‖θk − ϑk‖2
∆Vk =
1
γ
‖(ϑk − θ∗)− γNk∇Lk(θk+1)‖
2 − 1
γ
‖ϑk − θ∗‖2
+
1
γ
‖θk − β(θk − ϑk)− ϑk + γNk∇Lk(θk+1)‖
2 − 1
γ
‖θk − ϑk‖2
∆Vk =
γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (ϑk − θ
∗)T∇Lk(θk+1)
+
1
γ
‖θk − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θk − ϑk‖2
+
2
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1) + γN 2k
‖∇Lk(θk+1)‖2
∆Vk =
2γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (θk+1 − θ
∗)T∇Lk(θk+1)− β(2− β)
γ
‖θk − ϑk‖2
+
2
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1)− 2Nk (ϑk − θk+1)
T∇Lk(θk+1)
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk −
β(2− β)
γ
‖θk − ϑk‖2
+
4
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1)
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
β(2− β)
γ
Nk‖θk − ϑk‖2
+4(1− β)(θk − ϑk)T∇Lk(θk+1)
}
∆Vk ≤ 1Nk
{
−‖θ˜Tk+1φk‖2 − 4‖φk‖2‖θk − ϑk‖2 + 4‖θk − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−β(2− β)
γ
‖θk − ϑk‖2 − 12‖φk‖2‖θk − ϑk‖2 − 7
8
‖θ˜Tk+1φk‖2
}
∆Vk ≤ 1Nk
{
−β(2− β)
γ
‖θk − ϑk‖2 − 12‖φk‖2‖θk − ϑk‖2 − 7
8
‖θ˜Tk+1φk‖2
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−
[
‖θ˜Tk+1φk‖ − 2‖φk‖‖θk − ϑk‖
]2} ≤ 0.
Thus it can be concluded that V is a Lyapunov function with (θ − θ∗) ∈ `∞ and (θ − ϑ) ∈
`∞. Using (1) and Nk from Algorithm 2, ey,kNk ∈ `∞. Collecting ∆Vk terms from t0 to T :∑T
k=t0
7
4‖
√
Lk(θk+1)
Nk ‖2 ≤ Vt0 − VT+1 <∞. Taking T →∞, it can be seen that
√
Lk(θk+1)
Nk ∈ `2 ∩ `∞
and therefore limk→∞
√
Lk(θk+1)
Nk = 0. If additionally φ ∈ `∞, then
√
Lk(θk+1) ∈ `2 ∩ `∞ and
therefore limk→∞
√
Lk(θk+1) = 0 and limk→∞ Lk(θk+1) = 0.
B.5 Heavy Ball discrete time higher order tuner with regularization
Theorem 9. For the linear regression error model in (1) with loss in (2), running Algorithm
2 with 0 < µ < 1, 0 < β < 2, 0 < γ ≤ β(2−β)
16+µ( 15748 )
results in (ϑ − θ∗) ∈ `∞, (θ − ϑ) ∈ `∞ and
Vk ≤ exp(−µc3k)
(
V0 − c4c3
)
+ c4c3 , where Vk =
1
γ ‖ϑk−θ∗‖2+ 1γ ‖θk−ϑk‖2, c3 = γ 18 , c4 = 18964 ‖θ∗−θ0‖2.
Proof. Consider the candidate Lyapunov function stated as
Vk =
1
γ
‖ϑk − θ∗‖2 + 1
γ
‖θk − ϑk‖2. (27)
The increment ∆Vk := Vk+1 − Vk may then be expanded using (1), (2), and Algorithm 2 as
∆Vk =
1
γ
‖ϑk+1 − θ∗‖2 + 1
γ
‖θk+1 − ϑk+1‖2 − 1
γ
‖ϑk − θ∗‖2 − 1
γ
‖θk − ϑk‖2
∆Vk =
1
γ
‖(ϑk − θ∗)− γNk∇Lk(θk+1)‖
2 − 1
γ
‖ϑk − θ∗‖2
+
1
γ
‖θk − β(θk − ϑk)− ϑk + γNk∇Lk(θk+1)‖
2 − 1
γ
‖θk − ϑk‖2
− 2
γ
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
γµ(θk+1 − θ0) + γµ2‖θk+1 − θ0‖2
+
2
γ
[
θk − β(θk − ϑk)− ϑk + γNk∇Lk(θk+1)
]T
γµ(θk+1 − θ0) + γµ2‖θk+1 − θ0‖2
∆Vk =
γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (ϑk − θ
∗)T∇Lk(θk+1)
+
1
γ
‖θk − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θk − ϑk‖2
+
2
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1) + γN 2k
‖∇Lk(θk+1)‖2
− 2
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2
[
θk − β(θk − ϑk)− ϑk + γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2γµ2‖θk+1 − θ0‖2
∆Vk =
2γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (θk+1 − θ
∗)T∇Lk(θk+1)− β(2− β)
γ
‖θk − ϑk‖2
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+
2
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1)− 2Nk (ϑk − θk+1)
T∇Lk(θk+1)
− 2
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2
[
(1− β)(θk − ϑk) + γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2γµ2‖(1− β)(θk − ϑk) + ϑk − θ0‖2
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk −
β(2− β)
γ
‖θk − ϑk‖2
+
4
Nk (1− β)(θk − ϑk)
T∇Lk(θk+1)
+ 4
[
γ
Nk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2 [(1− β)(θk − ϑk)− (ϑk − θ∗)]T µ(θk+1 − θ0)
+ 2γµ2‖(1− β)(θk − ϑk) + (ϑk − θ0)‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
β(2− β)
γ
Nk‖θk − ϑk‖2
+4(1− β)(θk − ϑk)T∇Lk(θk+1)
}
+ 4
[
γ
Nk∇Lk(θk+1)
]T
µ
[
θ˜k+1 + θ
∗ − θ0
]
+ 2 [(1− β)(θk − ϑk)− (ϑk − θ∗)]T µ [(1− β)(θk − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)]
+ 2γµ2‖(1− β)(θk − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
β(2− β)
γ
Nk‖θk − ϑk‖2
+4(1− β)(θk − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1) + 4µ
γ
Nk [(1− β)(θk − ϑk) + (ϑk − θ
∗)]T φkφTk (θ
∗ − θ0)
+ 2µ(1− β)2‖θk − ϑk‖2 − 2µ‖ϑk − θ∗‖2
+ 2µ(1− β)(θk − ϑk)T (θ∗ − θ0)− 2µ(ϑk − θ∗)T (θ∗ − θ0)
+ 2µ2γ‖(1− β)(θk − ϑk)‖2 + 2µ2γ‖ϑk − θ∗‖2 + 2µ2γ‖θ∗ − θ0‖2
+ 4µ2γ(1− β)(θk − ϑk)T (ϑk − θ∗) + 4µ2γ(1− β)(θk − ϑk)T (θ∗ − θ0)
+ 4µ2γ(ϑk − θ∗)T (θ∗ − θ0)
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
β(2− β)
γ
Nk‖θk − ϑk‖2
+4(1− β)(θk − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− 2µ‖ϑk − θ∗‖2 + 2µ2γ‖ϑk − θ∗‖2
+ 2µ(1− β)2‖θk − ϑk‖2 + 2µ2γ‖(1− β)(θk − ϑk)‖2
+ 4µ2γ(1− β)(θk − ϑk)T (ϑk − θ∗)
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− 2µ(ϑk − θ∗)T (θ∗ − θ0) + 4µ2γ(ϑk − θ∗)T (θ∗ − θ0)
+ 4µ
γ
Nk (ϑk − θ
∗)TφkφTk (θ
∗ − θ0)
+ 2µ(1− β)(θk − ϑk)T (θ∗ − θ0) + 4µ2γ(1− β)(θk − ϑk)T (θ∗ − θ0)
+ 4µ
γ
Nk (1− β)(θk − ϑk)
Tφkφ
T
k (θ
∗ − θ0)
+ 2µ2γ‖θ∗ − θ0‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
β(2− β)
γ
Nk‖θk − ϑk‖2
+4(1− β)(θk − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− µ (2− 2µγ) ‖ϑk − θ∗‖2
+ µ
(
2(1− β)2 + 2µγ(1− β)2) ‖θk − ϑk‖2
+ µ (4µγ(1− β)) (θk − ϑk)T (ϑk − θ∗)
+ µ (−2 + 4µγ) (ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
4
γ
Nk
)
(ϑk − θ∗)TφkφTk (θ∗ − θ0)
+ µ (2(1− β) + 4µγ(1− β)) (θk − ϑk)T (θ∗ − θ0)
+ µ
(
4
γ
Nk (1− β)
)
(θk − ϑk)TφkφTk (θ∗ − θ0)
+ µ (2µγ) ‖θ∗ − θ0‖2
∆Vk ≤ 1Nk
{
−‖θ˜Tk+1φk‖2 − 4‖φk‖2‖θk − ϑk‖2 + 4‖θk − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−16‖θk − ϑk‖2 − 12‖φk‖2‖θk − ϑk‖2 − 7
8
‖θ˜Tk+1φk‖2
}
− µ
(
157
48
)
‖θk − ϑk‖2
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2
− µ
(
30
16
)
‖ϑk − θ∗‖2
+ µ
(
34
16
)
‖θk − ϑk‖2
+ µ
(
1
4
)
‖θk − ϑk‖‖ϑk − θ∗‖
+ µ
(
9
4
)
‖ϑk − θ∗‖‖θ∗ − θ0‖
+ µ
(
10
4
)
‖θk − ϑk‖‖θ∗ − θ0‖
+ µ
(
1
8
)
‖θ∗ − θ0‖2
∆Vk ≤ 1Nk
{
−‖θ˜Tk+1φk‖2 − 4‖φk‖2‖θk − ϑk‖2 + 4‖θk − ϑk‖‖φk‖‖θ˜Tk+1φk‖
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−16‖θk − ϑk‖2 − 12‖φk‖2‖θk − ϑk‖2 − 7
8
‖θ˜Tk+1φk‖2
}
− µ
(
157
48
)
‖θk − ϑk‖2
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2
− µ
(
30
16
± 12
16
± 16
16
± 2
16
)
‖ϑk − θ∗‖2
+ µ
(
34
16
± 1
48
± 1± 2
16
)
‖θk − ϑk‖2
+ µ
(
1
4
)
‖θk − ϑk‖‖ϑk − θ∗‖
+ µ
(
9
4
)
‖ϑk − θ∗‖‖θ∗ − θ0‖
+ µ
(
10
4
)
‖θk − ϑk‖‖θ∗ − θ0‖
+ µ
(
1
8
± 81
64
± 100
64
)
‖θ∗ − θ0‖2
∆Vk ≤ 1Nk
{
−
[
‖θ˜Tk+1φk‖ − 2‖φk‖‖θk − ϑk‖
]2
−16‖θk − ϑk‖2 − 12‖φk‖2‖θk − ϑk‖2 − 7
8
‖θ˜Tk+1φk‖2
}
− µ
(
157
48
)
‖θk − ϑk‖2
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2 + µ
(
157
48
)
‖θk − ϑk‖2
− µγ 1
8
Vk + µ
189
64
‖θ∗ − θ0‖2
− µ
[√
3
2
‖ϑk − θ∗‖ − 1
4
√
3
‖θk − ϑk‖
]2
− µ
[
‖ϑk − θ∗‖ − 9
8
‖θ∗ − θ0‖
]2
− µ
[
‖θk − ϑk‖ − 10
8
‖θ∗ − θ0‖
]2
∆Vk ≤ −Lk(θk+1)Nk − µ γ
1
8︸︷︷︸
c3
Vk + µ
189
64
‖θ∗ − θ0‖2︸ ︷︷ ︸
c4
.
From the bound on ∆Vk, it can be noted that ∆Vk < 0 in D
c, where the compact set D is defined as
D =
{
V
∣∣∣∣V ≤ c4c3
}
.
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Therefore V ∈ `∞, (ϑ− θ∗) ∈ `∞, and (θ − ϑ) ∈ `∞. Furthermore, from the bound on ∆Vk,
Vk+1 ≤ (1− µc3)Vk + µc4
Vk+1 ≤ (1− µc3)
(
Vk − c4
c3
)
+ (1− µc3)c4
c3
+ µc4
Vk+1 ≤ (1− µc3)
(
Vk − c4
c3
)
+
c4
c3
Vk+1 − c4
c3
≤ (1− µc3)
(
Vk − c4
c3
)
Collecting terms,
Vk − c4
c3
≤ (1− µc3)k
(
V0 − c4
c3
)
Vk − c4
c3
≤ exp(−µc3k)
(
V0 − c4
c3
)
Vk ≤ exp(−µc3k)
(
V0 − c4
c3
)
+
c4
c3
.
B.6 Nesterov discrete time higher order tuner
Theorem 10. For the linear regression error model in (1) with loss in (2), running Algorithm 1 with
µ = 0, 0 < β < 1, 0 < γ ≤ β(2−β)
16+β2
results in (ϑk − θ∗) ∈ `∞, (θ− ϑ) ∈ `∞, and
√
Lk(θk+1)
Nk ∈ `2 ∩ `∞.
If in addition it is assumed that φ ∈ `∞ then limk→∞ Lk(θk+1) = 0.
Proof. Consider the candidate Lyapunov function stated as
Vk =
1
γ
‖ϑk − θ∗‖2 + 1
γ
‖θk − ϑk‖2. (28)
The increment ∆Vk := Vk+1 − Vk may then be expanded using (1), (2), and Algorithm 1 as
∆Vk =
1
γ
‖ϑk+1 − θ∗‖2 + 1
γ
‖θk+1 − ϑk+1‖2 − 1
γ
‖ϑk − θ∗‖2 − 1
γ
‖θk − ϑk‖2
∆Vk =
1
γ
‖(ϑk − θ∗)− γNk∇Lk(θk+1)‖
2 − 1
γ
‖ϑk − θ∗‖2
+
1
γ
‖θ¯k − β(θ¯k − ϑk)− ϑk + γNk∇Lk(θk+1)‖
2 − 1
γ
‖θk − ϑk‖2
∆Vk =
γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (ϑk − θ
∗)T∇Lk(θk+1)
+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
2
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1) + γN 2k
‖∇Lk(θk+1)‖2
∆Vk =
2γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (θk+1 − θ
∗)T∇Lk(θk+1)
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+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
2
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)− 2Nk (ϑk − θk+1)
T∇Lk(θk+1)
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk
+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
4
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk
+
γβ2
N 2k
‖∇Lk(θk)‖2 − 2βNk (θk − ϑk)
T∇Lk(θk)
− β(2− β)
γ
‖θ¯k − ϑk‖2 + 4Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1) +
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θk − ϑk)T∇Lk(θk)
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θ¯k − ϑk)T∇Lk(θk)
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θ¯k − ϑk)TφkφTk θ˜k
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
−2β(θ¯k − ϑk)TφkφTk
[
θk − θ∗ + (1− β)θ¯k + βϑk − (1− β)θ¯k − βϑk
]}
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−2β(θ¯k − ϑk)T∇Lk(θk+1)− β(2− β)Nk
γ
‖θ¯k − ϑk‖2
+4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)− 2β(θ¯k − ϑk)TφkφTk
[
θk − θ¯k + β(θ¯k − ϑk)
]}
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−2γβ2(θ¯k − ϑk)T φkφ
T
k
Nk ∇Lk(θk)−
β(2− β)Nk
γ
‖θ¯k − ϑk‖2
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+4(1− 3
2
β)(θ¯k − ϑk)T∇Lk(θk+1)− 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
∆Vk ≤ 1Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)− 16‖φk‖2‖θ¯k − ϑk‖2
+4(1− 3
2
β)(θ¯k − ϑk)T∇Lk(θk+1)
−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)Tγφkφ
T
k
Nk ∇Lk(θk)
−(16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
∆Vk ≤ 1Nk
{
−30
16
‖θ˜Tk+1φk‖2 − 16‖φk‖2‖θ¯k − ϑk‖2 + 8‖θ¯k − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 + 2β2‖θ¯k − ϑk‖
‖√γφk‖2
Nk ‖∇Lk(θk)‖
−(16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
∆Vk ≤ 1Nk
{
−‖θ˜Tk+1φk‖2 − 16‖φk‖2‖θ¯k − ϑk‖2 + 8‖θ¯k − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 +
2
√
γβ2√Nk
‖θ¯k − ϑk‖‖φk‖‖∇Lk(θk)‖
−7
8
‖θ˜Tk+1φk‖2 − (16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
∆Vk ≤ 1Nk
{
−
[
‖θ˜Tk+1φk‖ − 4‖φk‖‖θ¯k − ϑk‖
]2
−
[√
γβ√Nk
‖∇Lk(θk)‖ − β‖φk‖‖θ¯k − ϑk‖
]2
−7
8
‖θ˜Tk+1φk‖2 − (16 + β2)‖θ¯k − ϑk‖2 − 2β2‖(θ¯k − ϑk)Tφk‖2
}
≤ 0.
Thus it can be concluded that V is a Lyapunov function with (θ − θ∗) ∈ `∞ and (θ − ϑ) ∈
`∞. Using (1) and Nk from Algorithm 1, ey,kNk ∈ `∞. Collecting ∆Vk terms from t0 to T :∑T
k=t0
7
4‖
√
Lk(θk+1)
Nk ‖2 ≤ Vt0 − VT+1 <∞. Taking T →∞, it can be seen that
√
Lk(θk+1)
Nk ∈ `2 ∩ `∞
and therefore limk→∞
√
Lk(θk+1)
Nk = 0. If additionally φ ∈ `∞, then
√
Lk(θk+1) ∈ `2 ∩ `∞ and
therefore limk→∞
√
Lk(θk+1) = 0 and limk→∞ Lk(θk+1) = 0.
B.7 Nesterov discrete time higher order tuner algorithm with regularization
Theorem 11. For the linear regression error model in (1) with loss in (2), running Algorithm
1 with 0 < µ < 1, 0 < β < 1, 0 < γ ≤ β(2−β)
16+β2+µ
(
57β+1
16β
) results in (ϑ − θ∗) ∈ `∞, (θ − ϑ) ∈ `∞
and Vk ≤ exp(−µc1k)
(
V0 − c2c1
)
+ c2c1 , where Vk =
1
γ ‖ϑk − θ∗‖2 + 1γ ‖θk − ϑk‖2, c1 = γβ 1016 , c2 =(
3570β+896
224β
)
‖θ∗ − θ0‖2.
Proof. Consider the candidate Lyapunov function stated as
Vk =
1
γ
‖ϑk − θ∗‖2 + 1
γ
‖θk − ϑk‖2. (29)
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The increment ∆Vk := Vk+1 − Vk may then be expanded using (1), (2), and Algorithm 1 as
∆Vk =
1
γ
‖ϑk+1 − θ∗‖2 + 1
γ
‖θk+1 − ϑk+1‖2 − 1
γ
‖ϑk − θ∗‖2 − 1
γ
‖θk − ϑk‖2
∆Vk =
1
γ
‖(ϑk − θ∗)− γNk∇Lk(θk+1)‖
2 − 1
γ
‖ϑk − θ∗‖2
+
1
γ
‖θ¯k − β(θ¯k − ϑk)− ϑk + γNk∇Lk(θk+1)‖
2 − 1
γ
‖θk − ϑk‖2
− 2
γ
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
γµ(θk+1 − θ0) + γµ2‖θk+1 − θ0‖2
+
2
γ
[
θ¯k − β(θ¯k − ϑk)− ϑk + γNk∇Lk(θk+1)
]T
γµ(θk+1 − θ0) + γµ2‖θk+1 − θ0‖2
∆Vk =
γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (ϑk − θ
∗)T∇Lk(θk+1)
+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
2
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1) + γN 2k
‖∇Lk(θk+1)‖2
− 2
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2
[
θ¯k − β(θ¯k − ϑk)− ϑk + γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2γµ2‖θk+1 − θ0‖2
∆Vk =
2γ
N 2k
‖∇Lk(θk+1)‖2 − 2Nk (θk+1 − θ
∗)T∇Lk(θk+1)
+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
2
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)− 2Nk (ϑk − θk+1)
T∇Lk(θk+1)
− 2
[
(ϑk − θ∗)− γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2
[
(1− β)(θ¯k − ϑk) + γNk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2γµ2‖(1− β)(θ¯k − ϑk) + ϑk − θ0‖2
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk
+
1
γ
‖θ¯k − ϑk‖2 − 1
γ
‖θk − ϑk‖2 − β(2− β)
γ
‖θ¯k − ϑk‖2
+
4
Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)
+ 4
[
γ
Nk∇Lk(θk+1)
]T
µ(θk+1 − θ0)
+ 2
[
(1− β)(θ¯k − ϑk)− (ϑk − θ∗)
]T
µ(θk+1 − θ0)
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+ 2γµ2‖(1− β)(θ¯k − ϑk) + (ϑk − θ0)‖2
∆Vk = −2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)
Nk
+
γβ2
N 2k
‖∇Lk(θk)‖2 − 2βNk (θk − ϑk)
T∇Lk(θk)
− β(2− β)
γ
‖θ¯k − ϑk‖2 + 4Nk (1− β)(θ¯k − ϑk)
T∇Lk(θk+1)
+ 4
[
γ
Nk∇Lk(θk+1)
]T
µ
[
θ˜k+1 + (θ
∗ − θ0)
]
+ 2
[
(1− β)(θ¯k − ϑk)− (ϑk − θ∗)
]T
µ
[
(1− β)(θ¯k − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)
]
+ 2γµ2‖(1− β)(θ¯k − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)‖2
− 2
γ
[
θk − ϑk − γβNk∇Lk(θk)
]T
γβµ(θk − θ0) + γβ2µ2‖θk − θ0‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1) +
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θk − ϑk)T∇Lk(θk)
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1) + 4µ
γ
Nk θ˜
T
k+1φkφ
T
k (θ
∗ − θ0)
+ 2µ(1− β)2‖θ¯k − ϑk‖2 − 2µ‖ϑk − θ∗‖2
+ 2µ(1− β)(θ¯k − ϑk)T (θ∗ − θ0)− 2µ(ϑk − θ∗)T (θ∗ − θ0)
+ 2γµ2‖(1− β)(θ¯k − ϑk)‖2 + 2γµ2‖ϑk − θ∗‖2 + 2γµ2‖θ∗ − θ0‖2
+ 4γµ2(1− β)(θ¯k − ϑk)T (ϑk − θ∗) + 4γµ2(1− β)(θ¯k − ϑk)T (θ∗ − θ0)
+ 4γµ2(ϑk − θ∗)T (θ∗ − θ0)
+ 2
[
γβ
Nk∇Lk(θk)
]T
βµ(θk − θ0) + γβ2µ2‖(θk − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)‖2
− 2 [θk − ϑk]T βµ(θk − θ0)
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θ¯k − ϑk)T∇Lk(θk)
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1) + 4µ
γ
Nk
[
(1− β)(θ¯k − ϑk) + (ϑk − θ∗)
]T
φkφ
T
k (θ
∗ − θ0)
+ 2µ(1− β)2‖θ¯k − ϑk‖2 − 2µ‖ϑk − θ∗‖2
+ 2µ(1− β)(θ¯k − ϑk)T (θ∗ − θ0)− 2µ(ϑk − θ∗)T (θ∗ − θ0)
+ 2γµ2(1− β)2‖(θ¯k − ϑk)‖2 + 2γµ2‖ϑk − θ∗‖2 + 2γµ2‖θ∗ − θ0‖2
+ 4γµ2(1− β)(θ¯k − ϑk)T (ϑk − θ∗) + 4γµ2(1− β)(θ¯k − ϑk)T (θ∗ − θ0)
+ 4γµ2(ϑk − θ∗)T (θ∗ − θ0)
+ 2
[
γβ
Nk∇Lk(θk)
]T
βµ(θk − θ0)
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+ γβ2µ2‖θk − ϑk‖2 + γβ2µ2‖ϑk − θ∗‖2 + γβ2µ2‖θ∗ − θ0‖2
+ 2γβ2µ2(θk − ϑk)T (ϑk − θ∗) + 2γβ2µ2(θk − ϑk)T (θ∗ − θ0)
+ 2γβ2µ2(ϑk − θ∗)T (θ∗ − θ0)
− 2βµ(θk − ϑk)T [(θk − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)]− βµ‖ϑk − θ∗‖2
+ βµ‖ϑk − θ∗‖2
− 2γβ
2µ
Nk (θk − θ0)
T∇Lk(θk)
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2 − 2β(θ¯k − ϑk)TφkφTk θ˜k
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− 2µ‖ϑk − θ∗‖2 − βµ‖ϑk − θ∗‖2 + βµ‖ϑk − θ∗‖2 + 2γµ2‖ϑk − θ∗‖2
+ γβ2µ2‖ϑk − θ∗‖2
− 2βµ‖θk − ϑk‖2 + γβ2µ2‖θk − ϑk‖2
+ 2µ(1− β)2‖θ¯k − ϑk‖2 + 2γµ2(1− β)2‖θ¯k − ϑk‖2
+ 2γβ2µ2(θk − ϑk)T (ϑk − θ∗)− 2βµ(θk − ϑk)T (ϑk − θ∗)
+ 4γµ2(1− β)(θ¯k − ϑk)T (ϑk − θ∗)
+ 4µ
γ
Nk (1− β)(θ¯k − ϑk)
Tφkφ
T
k (θ
∗ − θ0) + 2µ(1− β)(θ¯k − ϑk)T (θ∗ − θ0)
+ 4γµ2(1− β)(θ¯k − ϑk)T (θ∗ − θ0)
+ 4µ
γ
Nk (ϑk − θ
∗)TφkφTk (θ
∗ − θ0)− 2µ(ϑk − θ∗)T (θ∗ − θ0)
+ 4γµ2(ϑk − θ∗)T (θ∗ − θ0) + 2γβ2µ2(ϑk − θ∗)T (θ∗ − θ0)
+ 2γβ2µ2(θk − ϑk)T (θ∗ − θ0)− 2βµ(θk − ϑk)T (θ∗ − θ0)
+ 2γµ2‖θ∗ − θ0‖2 + γβ2µ2‖θ∗ − θ0‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−β(2− β)Nk
γ
‖θ¯k − ϑk‖2 + 4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)
−2β(θ¯k − ϑk)TφkφTk
[
θk − θ∗ + (1− β)θ¯k + βϑk − (1− β)θ¯k − βϑk
]}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− µ (2 + β − β − 2γµ− γβ2µ) ‖ϑk − θ∗‖2
− µ (2β − γβ2µ) ‖θk − ϑk‖2
+ µ
(
2(1− β)2 + 2γµ(1− β)2) ‖θ¯k − ϑk‖2
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (ϑk − θ∗)
+ µ (4γµ(1− β)) (θ¯k − ϑk)T (ϑk − θ∗)
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+ µ
(
4
γ
Nk (1− β)
)
(θ¯k − ϑk)TφkφTk (θ∗ − θ0)
+ µ (2(1− β) + 4γµ(1− β)) (θ¯k − ϑk)T (θ∗ − θ0)
+ µ
(
4
γ
Nk
)
(ϑk − θ∗)TφkφTk (θ∗ − θ0)− µ (2) (ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
4γµ+ 2γβ2µ
)
(ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (θ∗ − θ0)
+ µ
(
2γµ+ γβ2µ
) ‖θ∗ − θ0‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−2β(θ¯k − ϑk)T∇Lk(θk+1)− β(2− β)Nk
γ
‖θ¯k − ϑk‖2
+4(1− β)(θ¯k − ϑk)T∇Lk(θk+1)− 2β(θ¯k − ϑk)TφkφTk
[
θk − θ¯k + β(θ¯k − ϑk)
]}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− µ (2 + β − β − 2γµ− γβ2µ) ‖ϑk − θ∗‖2
− µ (2β − γβ2µ) ‖θk − ϑk‖2
+ µ
(
2(1− β)2 + 2γµ(1− β)2) ‖θ¯k − ϑk‖2
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (ϑk − θ∗)
+ µ (4γµ(1− β)) (θ¯k − ϑk)T (ϑk − θ∗)
+ µ
(
4
γ
Nk (1− β)
)
(θ¯k − ϑk)TφkφTk (θ∗ − θ0)
+ µ (2(1− β) + 4γµ(1− β)) (θ¯k − ϑk)T (θ∗ − θ0)
+ µ
(
4
γ
Nk
)
(ϑk − θ∗)TφkφTk (θ∗ − θ0)− µ (2) (ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
4γµ+ 2γβ2µ
)
(ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (θ∗ − θ0)
+ µ
(
2γµ+ γβ2µ
) ‖θ∗ − θ0‖2
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−2γβ2(θ¯k − ϑk)T φkφ
T
k
Nk ∇Lk(θk)−
β(2− β)Nk
γ
‖θ¯k − ϑk‖2
+4(1− 3
2
β)(θ¯k − ϑk)T∇Lk(θk+1)− 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− µ (2 + β − β − 2γµ− γβ2µ) ‖ϑk − θ∗‖2
− µ (2β − γβ2µ) ‖θk − ϑk‖2
+ µ
(
2(1− β)2 + 2γµ(1− β)2) ‖θ¯k − ϑk‖2
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (ϑk − θ∗)
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+ µ (4γµ(1− β)) (θ¯k − ϑk)T (ϑk − θ∗)
+ µ
(
4
γ
Nk (1− β)
)
(θ¯k − ϑk)TφkφTk (θ∗ − θ0)
+ µ (2(1− β) + 4γµ(1− β)) (θ¯k − ϑk)T (θ∗ − θ0)
+ µ
(
4
γ
Nk
)
(ϑk − θ∗)TφkφTk (θ∗ − θ0)− µ (2) (ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
4γµ+ 2γβ2µ
)
(ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (θ∗ − θ0)
+ µ
(
2γµ+ γβ2µ
) ‖θ∗ − θ0‖2
− 2γβ
2µ
Nk (θ¯k − ϑk)
Tφkφ
T
k [(θk − ϑk) + (ϑk − θ∗) + (θ∗ − θ0)]
∆Vk =
1
Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)−
γβ2
Nk ‖∇Lk(θk)‖
2
−2γβ2(θ¯k − ϑk)T φkφ
T
k
Nk ∇Lk(θk)−
β(2− β)Nk
γ
‖θ¯k − ϑk‖2
+4(1− 3
2
β)(θ¯k − ϑk)T∇Lk(θk+1)− 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
+ 4µ
γ
Nk θ˜
T
k+1∇Lk(θk+1)
− µ (2 + β − β − 2γµ− γβ2µ) ‖ϑk − θ∗‖2
− µ (2β − γβ2µ) ‖θk − ϑk‖2
+ µ
(
2(1− β)2 + 2γµ(1− β)2) ‖θ¯k − ϑk‖2
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (ϑk − θ∗)
+ µ (4γµ(1− β)) (θ¯k − ϑk)T (ϑk − θ∗)− µ
(
2
γβ2
Nk
)
(θ¯k − ϑk)TφkφTk (ϑk − θ∗)
− µ
(
2
γβ2
Nk
)
(θ¯k − ϑk)TφkφTk (θk − ϑk)
+ µ
(
4
γ
Nk (1− β)
)
(θ¯k − ϑk)TφkφTk (θ∗ − θ0)
+ µ (2(1− β) + 4γµ(1− β)) (θ¯k − ϑk)T (θ∗ − θ0)
+ µ
(
4
γ
Nk
)
(ϑk − θ∗)TφkφTk (θ∗ − θ0)− µ (2) (ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
4γµ+ 2γβ2µ
)
(ϑk − θ∗)T (θ∗ − θ0)
+ µ
(
2γβ2µ− 2β) (θk − ϑk)T (θ∗ − θ0)
− µ
(
2
γβ2
Nk
)
(θ¯k − ϑk)TφkφTk (θ∗ − θ0)
+ µ
(
2γµ+ γβ2µ
) ‖θ∗ − θ0‖2
∆Vk ≤ 1Nk
{
−2
(
1− γφ
T
k φk
Nk
)
θ˜Tk+1∇Lk(θk+1)− 16‖φk‖2‖θ¯k − ϑk‖2
+4(1− 3
2
β)(θ¯k − ϑk)T∇Lk(θk+1)
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−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)Tγφkφ
T
k
Nk ∇Lk(θk)
−(16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
+ 4µ
γ
Nk ‖θ˜
T
k+1φk‖2
− µ (2 + β − β − 2γµ− γβ2µ) ‖ϑk − θ∗‖2
− µ (2β − γβ2µ) ‖θk − ϑk‖2
+ µ
(
2(1− β)2 + 2γµ(1− β)2) ‖θ¯k − ϑk‖2
+ µ
∣∣2γβ2µ− 2β∣∣ ‖θk − ϑk‖‖ϑk − θ∗‖
+ µ
(|4γµ(1− β)|+ 2γβ2) ‖θ¯k − ϑk‖‖ϑk − θ∗‖
+ µ
(
2γβ2
) ‖θ¯k − ϑk‖‖θk − ϑk‖
+ µ (4γ |(1− β)|+ 2 |(1− β)|+ 4γµ |(1− β)|) ‖θ¯k − ϑk‖‖θ∗ − θ0‖
+ µ (4γ + 2) ‖ϑk − θ∗‖‖θ∗ − θ0‖
+ µ
(
4γµ+ 2γβ2µ
) ‖ϑk − θ∗‖‖θ∗ − θ0‖
+ µ
∣∣2γβ2µ− 2β∣∣ ‖θk − ϑk‖‖θ∗ − θ0‖
+ µ
(
2γβ2
) ‖θ¯k − ϑk‖‖θ∗ − θ0‖
+ µ
(
2γµ+ γβ2µ
) ‖θ∗ − θ0‖2
− µ
(
17
8
+
7
8
+
9
16
+
1
16β
)
‖θ¯k − ϑk‖2
∆Vk ≤ 1Nk
{
−30
16
‖θ˜Tk+1φk‖2 − 16‖φk‖2‖θ¯k − ϑk‖2 + 8‖θ¯k − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 + 2β2‖θ¯k − ϑk‖
‖√γφk‖2
Nk ‖∇Lk(θk)‖
−(16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2
− µ
(
13
16
+ β
)
‖ϑk − θ∗‖2
− µ
(
β
(
31
16
))
‖θk − ϑk‖2
+ µ
(
17
8
)
‖θ¯k − ϑk‖2
+ µ (2β) ‖θk − ϑk‖‖ϑk − θ∗‖
+ µ
(
3
8
)
‖θ¯k − ϑk‖‖ϑk − θ∗‖
+ µ
(
1
8
)
‖θ¯k − ϑk‖‖θk − ϑk‖
+ µ
(
21
8
)
‖ϑk − θ∗‖‖θ∗ − θ0‖
+ µ (2) ‖θk − ϑk‖‖θ∗ − θ0‖
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+ µ
(
21
8
)
‖θ¯k − ϑk‖‖θ∗ − θ0‖
+ µ
(
3
16
)
‖θ∗ − θ0‖2
− µ
(
17
8
+
7
8
+
9
16
+
1
16β
)
‖θ¯k − ϑk‖2
∆Vk ≤ 1Nk
{
−‖θ˜Tk+1φk‖2 − 16‖φk‖2‖θ¯k − ϑk‖2 + 8‖θ¯k − ϑk‖‖φk‖‖θ˜Tk+1φk‖
−γβ
2
Nk ‖∇Lk(θk)‖
2 − β2‖φk‖2‖θ¯k − ϑk‖2 +
2
√
γβ2√Nk
‖θ¯k − ϑk‖‖φk‖‖∇Lk(θk)‖
−7
8
‖θ˜Tk+1φk‖2 − (16 + β2)‖θ¯k − ϑk‖2 − 2β2(θ¯k − ϑk)TφkφTk (θ¯k − ϑk)
}
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2
− µ
(
10
16
β +
2
16
+
1
16
+ β
)
‖ϑk − θ∗‖2 + µ
(
21
8
)
‖ϑk − θ∗‖‖θ∗ − θ0‖
± µ
(
441
32
)
‖θ∗ − θ0‖2
− µ
(
β
(
10
16
+
4
16
+
1
16
+ 1
))
‖θk − ϑk‖2 + µ (2) ‖θk − ϑk‖‖θ∗ − θ0‖
± µ
(
4
β
)
‖θ∗ − θ0‖2
− µ
(
17
8
+
7
8
+
9
16
+
1
16β
− 17
8
)
‖θ¯k − ϑk‖2 + µ
(
21
8
)
‖θ¯k − ϑk‖‖θ∗ − θ0‖
± µ
(
441
224
)
‖θ∗ − θ0‖2
+ µ (2β) ‖θk − ϑk‖‖ϑk − θ∗‖
+ µ
(
3
8
)
‖θ¯k − ϑk‖‖ϑk − θ∗‖
+ µ
(
1
8
)
‖θ¯k − ϑk‖‖θk − ϑk‖
+ µ
(
3
16
)
‖θ∗ − θ0‖2
∆Vk ≤ 1Nk
{
−
[
‖θ˜Tk+1φk‖ − 4‖φk‖‖θ¯k − ϑk‖
]2
−
[√
γβ√Nk
‖∇Lk(θk)‖ − β‖φk‖‖θ¯k − ϑk‖
]2
−7
8
‖θ˜Tk+1φk‖2 − (16 + β2)‖θ¯k − ϑk‖2 − 2β2‖(θ¯k − ϑk)Tφk‖2
}
+
1
4
1
Nk ‖θ˜
T
k+1φk‖2
− µγβ 10
16
Vk + µ
(
3570β + 896
224β
)
‖θ∗ − θ0‖2
33
− µ
[√
2
4
‖ϑk − θ∗‖ − 21
4
√
2
‖θ∗ − θ0‖
]2
− µ
[√
β
2
‖θk − ϑk‖ − 2√
β
‖θ∗ − θ0‖
]2
− µ
[√
14
4
‖θ¯k − ϑk‖ − 21
4
√
14
‖θ∗ − θ0‖
]2
− µ
[√
β‖ϑk − θ∗‖ −
√
β‖θk − ϑk‖
]2
− µ
[
1
4
‖ϑk − θ∗‖ − 3
4
‖θ¯k − ϑk‖
]2
− µ
[√
β
4
‖θk − ϑk‖ − 1
4
√
β
‖θ¯k − ϑk‖
]2
∆Vk ≤ −Lk(θk+1)Nk − µγβ
10
16︸ ︷︷ ︸
c1
Vk + µ
(
3570β + 896
224β
)
‖θ∗ − θ0‖2︸ ︷︷ ︸
c2
.
From the bound on ∆Vk, it can be noted that ∆Vk < 0 in D
c, where the compact set D is defined as
D =
{
V
∣∣∣∣V ≤ c2c1
}
.
Therefore V ∈ `∞, (ϑ− θ∗) ∈ `∞, and (θ − ϑ) ∈ `∞. Furthermore, from the bound on ∆Vk,
Vk+1 ≤ (1− µc1)Vk + µc2
Vk+1 ≤ (1− µc1)
(
Vk − c2
c1
)
+ (1− µc1)c2
c1
+ µc2
Vk+1 ≤ (1− µc1)
(
Vk − c2
c1
)
+
c2
c1
Vk+1 − c2
c1
≤ (1− µc1)
(
Vk − c2
c1
)
Collecting terms,
Vk − c2
c1
≤ (1− µc1)k
(
V0 − c2
c1
)
Vk − c2
c1
≤ exp(−µc1k)
(
V0 − c2
c1
)
Vk ≤ exp(−µc1k)
(
V0 − c2
c1
)
+
c2
c1
.
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C Non-asymptotic convergence rate proofs
The theorems provided in section are widely known in the iterative optimization literature (theorem
statements and proofs are modified from provided references). The full statement and proof of each
theorem is provided for completeness of the comparison in Table 1, and to set the stage for the core
lemmas of this paper in Appendix C.6 and comparisons in Appendix C.7.
C.1 Gradient descent for smooth convex functions
Theorem 12 (Modified from [13]). For a L¯-smooth convex function f , the iterates {θk}∞k=0 generated
by (19) with α¯ = 1/L¯ satisfy
f(θk)− f(θ∗) ≤ 2L¯‖θ0 − θ
∗‖2
k + 4
, (30)
and therefore if
k ≥
⌈
2L¯‖θ0 − θ∗‖2

− 4
⌉
, (31)
then f(θk)− f(θ∗) ≤ .
Proof (Modified from [13]). From L¯-smoothness (15),
f(θk+1) ≤ f(θk) +∇f(θk)T (θk+1 − θk) + L¯
2
‖θk+1 − θk‖2.
Applying the iterative method in (19) with α¯ = 1/L¯,
f(θk+1) ≤ f(θk)− 1
2L¯
‖∇f(θk)‖2, (32)
and thus the primal progress may be bounded as,
(f(θk)− f∗)− (f(θk+1)− f∗) = f(θk)− f(θk+1) ≥ 1
2L¯
‖∇f(θk)‖2. (33)
Using (32) and from convexity (13), f(θ) ≤ f(θ∗) +∇f(θ)T (θ − θ∗),
f(θk+1)− f(θ∗) ≤ L¯
2
(
2
L¯
∇f(θk)T (θk − θ∗)− 1
L¯2
‖∇f(θk)‖2 − ‖θk − θ∗‖2 + ‖θk − θ∗‖2
)
.
Grouping terms with the iterative method in (19) with α¯ = 1/L¯,
0 ≤ f(θk+1)− f(θ∗) ≤ L¯
2
(‖θk − θ∗‖2 − ‖θk+1 − θ∗‖2) ,
from which it can be seen that ‖θk+1 − θ∗‖2 ≤ ‖θk − θ∗‖2. Thus from convexity (13), the dual
bound may be expressed as,
f(θk)− f(θ∗) ≤ ∇f(θk)T (θk − θ∗) ≤ ‖∇f(θk)‖‖θk − θ∗‖ ≤ ‖∇f(θk)‖‖θ0 − θ∗‖. (34)
Combining the primal progress in (33) and the dual bound in (34),
(f(θk)− f(θ∗))− (f(θk+1)− f(θ∗)) ≥ (f(θk)− f(θ
∗))2
2L¯‖θ0 − θ∗‖2 .
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Thus,
1
f(θk+1)− f(θ∗) −
1
f(θk)− f(θ∗) =
(f(θk)− f(θ∗))− (f(θk+1)− f(θ∗))
(f(θk)− f(θ∗))(f(θk+1)− f(θ∗))
≥ (f(θk)− f(θ
∗))
2L¯‖θ0 − θ∗‖2(f(θk+1)− f(θ∗))
≥ 1
2L¯‖θ0 − θ∗‖2 .
Collecting terms and using f(θ0)− f(θ∗) ≤ L¯‖θ0 − θ∗‖2/2 (from L¯-smoothness (15)),
1
f(θk)− f(θ∗) ≥
1
f(θ0)− f(θ∗) +
k
2L¯‖θ0 − θ∗‖2 ≥
k + 4
2L¯‖θ0 − θ∗‖2 .
Bounding the inverse of the right hand side equality by  completes the proof.
C.2 Gradient descent for smooth strongly convex functions
Theorem 13 (Modified from [11]). For a L¯-smooth and µ-strongly convex function f , the iterates
{θk}∞k=0 generated by (19) with α¯ = 1/L¯ satisfy
f(θk)− f(θ∗) ≤ (f(θ0)− f(θ∗)) exp
(
−k
κ
)
, (35)
where κ = L¯/µ, and therefore if
k ≥
⌈
κ log
(
f(θ0)− f(θ∗)

)⌉
, (36)
then f(θk)− f(θ∗) ≤ .
Proof (Modified from [11]). From L¯-smoothness (15),
f(θk+1) ≤ f(θk) +∇f(θk)T (θk+1 − θk) + L¯
2
‖θk+1 − θk‖2.
Applying the iterative method in (19) with α¯ = 1/L¯,
f(θk+1) ≤ f(θk)− 1
2L¯
‖∇f(θk)‖2,
and thus the primal progress may be bounded as,
(f(θk)− f(θ∗))− (f(θk+1)− f(θ∗)) = f(θk)− f(θk+1) ≥ 1
2L¯
‖∇f(θk)‖2. (37)
From µ-strong convexity (14),
f(y) ≥ f(x) +∇f(x)T (y − x) + µ
2
‖y − x‖2 := L(y).
Setting the gradient of the lower bounding quadratic L(y) with respect to y equal to zero,
0 = ∇f(x) + µ(y − x) ⇒ y = x− 1
µ
∇f(x).
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Choosing this value of y,
f(y) ≥ f(x)− 1
2µ
‖∇f(x)‖2.
Setting x = θk and y = θ
∗ results in the dual bound,
f(θk)− f(θ∗) ≤ 1
2µ
‖∇f(θk)‖2. (38)
Combining the primal progress in (37) and the dual bound in (38),
(f(θk)− f(θ∗))− (f(θk+1)− f(θ∗)) ≥ µ
L¯
(f(θk)− f(θ∗)).
Thus,
f(θk+1)− f(θ∗) ≤
(
1− µ
L¯
)
(f(θk)− f(θ∗)).
Collecting terms,
f(θk)− f(θ∗) ≤
(
1− µ
L¯
)k
(f(θ0)− f(θ∗))
≤ (f(θ0)− f(θ∗)) exp
(
−k
κ
)
.
Bounding the right hand side by  completes the proof.
C.3 Heavy Ball method for symmetric positive definite quadratic functions
Theorem 14 (Modified from [55,65]). For a L¯-smooth and µ-strongly convex quadratic function
f(θ) = 12θ
TAθ − bT θ + c, where A ∈ RN×N is symmetric positive definite, b ∈ RN , c ∈ R,
the iterates {θk}∞k=0 generated by the method in (22) with κ = L¯/µ, α¯ = 4/
(√
L¯+
√
µ
)2
, and
β¯ =
(
max
{
|1−
√
α¯L¯|, |1−√α¯µ|
})2
satisfy∥∥∥∥[θ˜k+1θ˜k
]∥∥∥∥ ≤ (√κ− 1√κ+ 1 + εk
)k ∥∥∥∥[θ˜1θ˜0
]∥∥∥∥ ,
where εk ≥ 0 is a sequence such that ‖T k‖ ≤ (ρ(T ) + εk)k, limk→∞ εk = 0, ρ(t) = max |eig(T )|, and
where
T =
[(
1 + β¯
)
I − α¯A −β¯I
I 0
]
.
Proof (Modified from [55, 65]). Consider the following extended vector using (22)[
θ˜k+1
θ˜k
]
=
[(
1 + β¯
)
θk − β¯θk−1 − α¯∇f(θk)− θ∗
θ˜k
]
.
For θ¯k ∈ [θk, θ∗] if θk ≤ θ∗ or θ¯k ∈ [θ∗, θk] if θ∗ < θk, by the Mean Value Theorem,[
θ˜k+1
θ˜k
]
=
[(
1 + β¯
)
θk − β¯θk−1 − α¯∇2f(θ¯k)(θk − θ∗)− θ∗
θ˜k
]
=
[(
1 + β¯
)
I − α¯∇2f(θ¯k) −β¯I
I 0
] [
θ˜k
θ˜k−1
]
=
[(
1 + β¯
)
I − α¯A −β¯I
I 0
]
︸ ︷︷ ︸
T
[
θ˜k
θ˜k−1
]
.
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Therefore, for ρ(T ) ≤
√
κ−1√
κ+1
, collecting terms,
∥∥∥∥[θ˜k+1θ˜k
]∥∥∥∥ ≤ (√κ− 1√κ+ 1 + εk
)k ∥∥∥∥[θ˜1θ˜0
]∥∥∥∥ ,
where εk ≥ 0 is a sequence such that ‖T k‖ ≤ (ρ(T )+εk)k and limk→∞ εk = 0 and ρ(t) = max |eig(T )|
(see [55,65] for a discussion of εk).
We now proceed to show that indeed ρ(T ) ≤
√
κ−1√
κ+1
. Given that A is a real symmetric positive
definite matrix, it has an eigendecomposition A = QΛQT , where Q is an orthogonal matrix and
Λ = diag(λ1, . . . , λN ), where λi are the eigenvalues of A. Therefore,
T =
[
Q 0
0 Q
] [(
1 + β¯
)
I − α¯Λ −β¯I
I 0
] [
Q 0
0 Q
]T
.
By a similarity transformation, the eigenvalues of T are the same as the eigenvalues of
Ti =
[
1 + β¯ − α¯λi −β¯
1 0
]
, i ∈ {1, 2, . . . , N}.
Thus for each i ∈ {1, 2, . . . , N}, the eigenvalues of each Ti may be calculated from the roots of
s2 − (1 + β¯ − α¯λi) s + β¯ = 0. If (1 + β¯ − α¯λi)2 ≤ 4β¯, then the magnitude of the roots may be
bounded from above by
√
β¯. The condition
(
1 + β¯ − α¯λi
)2 ≤ 4β¯ is satisfied if
β¯ ∈
[
(1−
√
α¯λi)
2, (1 +
√
α¯λi)
2
]
,
which holds for the chosen β¯ =
(
max
{
|1−
√
α¯L¯|, |1−√α¯µ|
})2
. Therefore, ρ(T ) ≤
√
β¯.
Using α¯ = 4/
(√
L¯+
√
µ
)2
and β¯ =
(
max
{
|1−
√
α¯L¯|, |1−√α¯µ|
})2
, it can be seen that
β¯ = max

(
1− 2
√
L¯√
L¯+
√
µ
)2
,
(
1− 2
√
µ√
L¯+
√
µ
)2 =
(√
L¯−√µ√
L¯+
√
µ
)2
=
(√
κ− 1√
κ+ 1
)2
,
and therefore,
ρ(T ) ≤
√
β¯ =
√
κ− 1√
κ+ 1
C.4 Nesterov’s method for smooth convex functions
Theorem 15 (Modified from [11, 13]). For a L¯-smooth convex function f , the iterates {θk}∞k=0
generated by (20) with θ0 = ν0, α¯ = 1/L¯, and β¯k chosen as
ι−1 = 0, ιk+1 =
1 +
√
1 + 4ι2k
2
,
β¯k =
ιk − 1
ιk+1
,
(39)
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satisfy
f(θk)− f(θ∗) ≤ 2L¯‖θ0 − θ
∗‖2
(k − 1)2 , (40)
and therefore if
k ≥
⌈√
2L¯‖θ0 − θ∗‖2

+ 1
⌉
, (41)
then f(θk)− f(θ∗) ≤ .
Proof (Modified from [11]). We begin by upper bounding the difference in objective values between
iterates:
f(θk+1)− f(θk) = f(θk+1)− f(νk) + f(νk)− f(θk)
(15)
≤ ∇f(νk)T (θk+1 − νk) + L¯
2
‖θk+1 − νk‖2 + f(νk)− f(θk)
(13)
≤ ∇f(νk)T (θk+1 − νk) + L¯
2
‖θk+1 − νk‖2 +∇f(νk)T (νk − θk)
(8)
= ∇f(νk)T (θk+1 − θk) + 1
2L¯
‖∇f(νk)‖2
(8)
= ∇f(νk)T (νk − θk)− 1
2L¯
‖∇f(νk)‖2
(8)
= L¯(νk − θk+1)T (νk − θk)− L¯
2
‖νk − θk+1‖2.
(42)
With the same procedure the difference in objective value between the next iterate and optimum
may be bounded as
f(θk+1)− f(θ∗) ≤ L¯(νk − θk+1)T (νk − θ∗)− L¯
2
‖νk − θk+1‖2. (43)
Using (42) and (43):
(ιk − 1)(f(θk+1)− f(θk)) + (f(θk+1)− f(θ∗)) =
ιk(f(θk+1)− f(θ∗))− (ιk − 1)(f(θk)− f(θ∗)) ≤
L¯(νk − θk+1)T (ιkνk − (ιk − 1)θk − θ∗)− L¯ιk
2
‖νk − θk+1‖2
From (39) it can be noted that ι2k − ιk = ι2k−1. Furthermore, for all a, b ∈ RN : 2aT b − ‖a‖2 =
‖b‖2 − ‖b− a‖2. Therefore,
ι2k(f(θk+1)− f(θ∗))− ι2k−1(f(θk)− f(θ∗)) ≤
ιkL¯(νk − θk+1)T (ιkνk − (ιk − 1)θk − θ∗)− L¯ι
2
k
2
‖νk − θk+1‖2
=
L¯
2
(
2ιk(νk − θk+1)T (ιkνk − (ιk − 1)θk − θ∗)− ‖ιk(νk − θk+1)‖2
)
=
L¯
2
(‖ιkνk − (ιk − 1)θk − θ∗‖2 − ‖ιkθk+1 − (ιk − 1)θk − θ∗‖2) .
(44)
Multiplying (8) by ιk+1 and using (39),
ιk+1νk+1 = (ιk+1 + ιk − 1) θk+1 − (ιk − 1)θk,
39
and thus,
ιk+1νk+1 − (ιk+1 − 1)θk+1 = ιkθk+1 − (ιk − 1)θk. (45)
Using (44) and (45),
ι2k(f(θk+1)− f(θ∗))− ι2k−1(f(θk)− f(θ∗))
≤ L¯
2
(‖{ιkνk − (ιk − 1)θk} − θ∗‖2 − ‖{ιk+1νk+1 − (ιk+1 − 1)θk+1} − θ∗‖2) .
Collecting terms with the initial conditions,
f(θk)− f(θ∗) ≤ L¯
2ι2k−1
‖θ0 − θ∗‖2. (46)
Next, it will be shown by induction that the parameters ιk in (39) satisfy ιk ≥ k/2 for all k ≥ 0.
Base case: Note from the initial condition that the inequality is satisfied. Using (39) with ιk ≥ k/2
it can be seen that ιk+1 ≥ (1 +
√
1 + 4(k/2)2)/2 ≥ (k + 1)/2, completing the proof by induction.
Therefore (46) may be bounded as
f(θk)− f(θ∗) ≤ 2L¯‖θ0 − θ
∗‖2
(k − 1)2 .
C.5 Nesterov’s method for smooth strongly convex functions
Theorem 16 (Modified from [11,13]). For a L¯-smooth and µ-strongly convex function f , the iterates
{θk}∞k=0 generated by (8) with θ0 = ν0, α¯ = 1/L¯, κ = L¯/µ, and β¯ = (
√
κ− 1)/(√κ+ 1) satisfy
f(θk)− f(θ∗) ≤ L¯+ µ
2
‖θ0 − θ∗‖2 exp
(
− k√
κ
)
, (47)
and therefore if
k ≥
⌈√
κ log
(
(L¯+ µ)‖θ0 − θ∗‖2
2
)⌉
, (48)
then f(θk)− f(θ∗) ≤ .
Proof (Modified from [11]). Consider the following sequence of µ-strongly convex quadratic functions
defined as
Φ0(θ) = f(ν0) +
µ
2
‖θ − ν0‖2
Φk+1(θ) =
(
1− 1√
κ
)
Φk(θ) +
1√
κ
(
f(νk) +∇f(νk)T (θ − νk) + µ
2
‖θ − νk‖2
)
.
(49)
Given that f is µ-strongly convex,
f(θ) ≥ f(νk) +∇f(νk)T (θ − νk) + µ
2
‖θ − νk‖2,
and thus Φk+1(θ) may be bounded as
Φk+1(θ) ≤
(
1− 1√
κ
)
Φk(θ) +
1√
κ
f(θ).
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Collecting terms, the function Φk can be seen to provide a lower bound approximation of f as
Φk(θ) ≤
(
1− 1√
κ
)k
(Φ0(θ)− f(θ)) + f(θ). (50)
Assume for the moment the following inequality relating the function value at step k, f(θk), to the
minimum value of the function Φk:
f(θk) ≤ min
θ
Φk(θ) = Φ
∗
k. (51)
Assuming the inequality in (51), the proof of the theorem follows as
f(θk)− f(θ∗)
(51)
≤ Φk(θ∗)− f(θ∗)
(50)
≤
(
1− 1√
κ
)k
(Φ0(θ
∗)− f(θ∗))
(49)
≤
(
1− 1√
κ
)k (µ
2
‖ν0 − θ∗‖2 + f(ν0)− f(θ∗)
)
ν0=θ0≤
(
1− 1√
κ
)k (µ
2
‖θ0 − θ∗‖2 + f(θ0)− f(θ∗)
)
(15)
≤ L¯+ µ
2
‖θ0 − θ∗‖2
(
1− 1√
κ
)k
≤ L¯+ µ
2
‖θ0 − θ∗‖2 exp
(
− k√
κ
)
(52)
Thus it remains to prove the inequality in (51).
The proof of the inequality in (51) follows by induction. Base case: From (49): Φ0(θ0) =
f(ν0) +
µ
2‖θ0 − ν0‖2 = f(θ0) as θ0 = ν0. Bounding the function value at the next iterate:
f(θk+1)
(15)
≤ f(νk) +∇f(νk)T (θk+1 − νk) + L¯
2
‖θk+1 − νk‖2
(8)
≤ f(νk)− 1
2L¯
‖∇f(νk)‖2
=
(
1− 1√
κ
)
f(θk) +
(
1− 1√
κ
)
(f(νk)− f(θk)) + 1√
κ
f(νk)− 1
2L¯
‖∇f(νk)‖2
(13)
≤
(
1− 1√
κ
)
f(θk) +
(
1− 1√
κ
)
∇f(νk)T (νk − θk) + 1√
κ
f(νk)− 1
2L¯
‖∇f(νk)‖2
(51)
≤
(
1− 1√
κ
)
Φ∗k +
(
1− 1√
κ
)
∇f(νk)T (νk − θk) + 1√
κ
f(νk)− 1
2L¯
‖∇f(νk)‖2
(53)
From (49) it can be noted that ∇2Φk(θ) = µI and therefore Φk may be of the form
Φk(θ) = Φ
∗
k + (µ/2)‖θ − vk‖2, (54)
for a vk ∈ RN . Using this form of Φk alongside (49), the gradient may be expressed as
µ(θ − vk+1) (54)= ∇Φk+1(θ) (49)= µ
(
1− 1√
κ
)
(θ − vk) + 1√
κ
(∇f(νk) + µ(θ − νk)) .
Solving for vk+1:
vk+1 =
(
1− 1√
κ
)
vk − 1
µ
√
κ
∇f(νk) + 1√
κ
νk. (55)
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Thus using (49) and (55),
Φ∗k+1 +
µ
2
‖νk − vk+1‖2 = Φk+1(νk) =
(
1− 1√
κ
)
Φk(νk) +
1√
κ
f(νk)
=
(
1− 1√
κ
)
Φ∗k +
(
1− 1√
κ
)
µ
2
‖νk − vk‖2 + 1√
κ
f(νk)
(56)
Using (55):
‖νk − vk+1‖2
=
(
1− 1√
κ
)2
‖νk − vk‖2 + 1
µ2κ
‖∇f(νk)‖2 − 2
µ
√
κ
(
1− 1√
κ
)
∇f(νk)T (vk − νk).
(57)
Combining (56) and (57):
Φ∗k+1 =
(
1− 1√
κ
)
Φ∗k +
(
1− 1√
κ
)
µ
2
‖νk − vk‖2 + 1√
κ
f(νk)
− µ
2
(
1− 1√
κ
)2
‖νk − vk‖2 − 1
2µκ
‖∇f(νk)‖2 + 1√
κ
(
1− 1√
κ
)
∇f(νk)T (vk − νk)
=
(
1− 1√
κ
)
Φ∗k +
(
1− 1√
κ
)
µ
2
√
κ
‖νk − vk‖2 + 1√
κ
f(νk)
− 1
2L¯
‖∇f(νk)‖2 + 1√
κ
(
1− 1√
κ
)
∇f(νk)T (vk − νk).
(58)
Next it will be shown that vk − νk =
√
κ(νk − θk) via a proof by induction. Base case: Note from
the initial condition θ0 = ν0, (49), and (54) it can be seen that v0 = ν0 = θ0. Consider the following
equality statements at the next iteration:
vk+1 − νk+1 (55)=
(
1− 1√
κ
)
vk − 1
µ
√
κ
∇f(νk) + 1√
κ
νk − νk+1
I.H.
=
√
κνk − (
√
κ− 1)θk −
√
κ
L¯
∇f(νk)− νk+1
(8)
=
√
κθk+1 − (
√
κ− 1)θk − νk+1
(8)
=
√
κ(νk+1 − θk+1)
(59)
Using (53), (58), and (59), it can be seen that
f(θk+1) ≤ Φ∗k+1, (60)
thus completing the proof of the inequality of (51) by induction.
C.6 Regularization technique for non-strongly convex functions
Lemma 4. The iterates {θk}∞k=0 generated by (8) for the function in (7) with θ0 = ν0, Ψ ≥
max{1, ‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯, κ = L¯/µ, β¯ = (
√
κ− 1)/(√κ+ 1), if
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
, then
L(θk)− L(θ∗)
N ≤ . (61)
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Proof. The normalized loss function gap may be bounded from above using f in (7), Ψ ≥
max{1, ‖θ0 − θ∗‖2}, and µ = /Ψ as
L(θk)− L(θ∗)
N = f(θk)− f(θ
∗) +
µ
2
(‖θ∗ − θ0‖2 − ‖θk − θ0‖2)
≤ f(θk)− f(θ∗ ) +

2
,
where f(θ∗ ) is the optimal value of f , that is, ∇f(θ∗ ) = ∇L(θ
∗
 )
N +µ(θ
∗
 − θ0) = 0. Applying the result
of Theorem 16 to f in (7) with Ψ ≥ max{1, ‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯, κ = L¯/µ,
β¯k = (
√
κ− 1)/(√κ+ 1), the normalized loss function gap may be bounded as
L(θk)− L(θ∗)
N ≤
L¯+ µ
2
‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
≤ L¯+ µ
2
‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
=
Ψ + 2
2Ψ
‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
≤ Ψ + 2
2
exp
(
− k√
κ
)
+

2
=
Ψ + 2
2
exp
− k√
1 + Ψ
+ 
2
Thus L(θk)−L(θ
∗)
N ≤  if,
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
.
Lemma 5. The iterates {θk}∞k=0 generated by (8) for the function in (7) with θ0 = ν0, Ψ ≥
max{1,N‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯, κ = L¯/µ, β¯ = (
√
κ− 1)/(√κ+ 1), if
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
, then L(θk)− L(θ∗) ≤ . (62)
Proof. The loss function gap may be bounded from above using f in (7), Ψ ≥ max{1,N‖θ0− θ∗‖2},
and µ = /Ψ as
L(θk)− L(θ∗) = N (f(θk)− f(θ∗)) + µ
2
N (‖θ∗ − θ0‖2 − ‖θk − θ0‖2)
≤ N (f(θk)− f(θ∗ )) +

2
,
where f(θ∗ ) is the optimal value of f , that is, ∇f(θ∗ ) = ∇L(θ
∗
 )
N + µ(θ
∗
 − θ0) = 0. Applying the
result of Theorem 16 to f in (7) with Ψ ≥ max{1,N‖θ0 − θ∗‖2}, µ = /Ψ, L¯ = 1 + µ, α¯ = 1/L¯,
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κ = L¯/µ, β¯k = (
√
κ− 1)/(√κ+ 1), the loss function gap may be bounded as
L(θk)− L(θ∗) ≤ L¯+ µ
2
N‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
≤ L¯+ µ
2
N‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
=
Ψ + 2
2Ψ
N‖θ0 − θ∗‖2 exp
(
− k√
κ
)
+

2
≤ Ψ + 2
2
exp
(
− k√
κ
)
+

2
=
Ψ + 2
2
exp
− k√
1 + Ψ
+ 
2
Thus L(θk)− L(θ∗) ≤  if,
k ≥
⌈√
1 +
Ψ

log
(
2 +
Ψ

)⌉
.
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C.7 Comparison of non-asymptotic convergence rates
Table 2: Comparison of gradient-based methods for the linear regression squared loss function in
(2) with constants included (constants chosen optimally according to each proof), for the case of a
constant regressor φ. Here L¯ = ‖φ‖2.
Algorithm # Iterations for L(θk)− L(θ∗) ≤ 
Gradient Descent Fixed (Theorem 12)
⌈
2L¯‖θ0−θ∗‖2
 − 4
⌉
Nesterov Acceleration (Theorem 15)
⌈√
2L¯‖θ0−θ∗‖2
 + 1
⌉
This Paper (Lemma 5)
⌈√
1 + (1+L¯)‖θ0−θ
∗‖2
 log
(
2 + (1+L¯)‖θ0−θ
∗‖2

)⌉
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Figure 2: (to be viewed in color) Number of iterations to reach an  sub-optimal point as in Table 2,
for  = 10−14, and ‖θ0 − θ∗‖ = 1.
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