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Al~traet--The one-dimensional nonlinear heat equation is considered with stochastic oefficients and 
initial/boundary values in a finite strip and in the half-space. Approximated solutions are obtained by the 
stochastic adaptative interpolation method which corresponds first to transforming the original partial 
differential equation into a system of ordinary differential equations via a generalization to the stochastic 
case of the Bellman's differential quadrature method. The system of ordinary differential equations i then 
solved by a continuous approximation following by Adomian's decomposition method, and the solutions 
are compared with those obtained by more standard numerical techniques. 
1. INTRODUCTION 
Mathematical systems in stochastic ontinuum mechanics can be modelled by partial differential 
equations with random coefficients or random operators and stochastic initial and/or boundary 
conditions. 
More details on the stochastic models can be found in Bharucha-Reid [1], Soong [2] or Adomian 
[3]. The references reported in these books show the wide spectrum of research in the field of 
stochastic ontinuum mechanics. In addition one should mention, among others, the analysis of 
the nonlinear wave equation [4] and of the heat equation [5-7]. 
One of the main difficulties in dealing with stochastic mechanics in the nonlinear case is 
essentially because of the fact that the actual search for solutions and the analysis of their existence 
and uniqueness has to be carried out for every realization of the random parameters of the model 
equation. In this respect one usually faces arduous problems when trying to apply the usual and 
well known numerical techniques of the deterministic ase. Consequently, it appears very 
interesting to look for approximated analytic solutions. 
This paper deals with the stochastic nonlinear heat equation in one dimension and provides a 
method for obtaining approximated solutions to the aforesaid problem for finite and great time 
intervals, both in a bounded space domain and in a semi-infinite half-space. The mathematical 
problem is described in the second section, whereas the mathematical method is in the third section 
and an application and some discussion follow in the last section. 
The mathematical solution method, which will be called the "stochastic adaptive interpolation 
method", consists of two steps: 
--As a first step the space variable is discretized into a suitable number of points 
spacing the entire field and, following Bellman et al. [8], the partial differential 
equation is transformed into a system of ordinary differential equations governing 
the time-evolution of the lumped dependent variable. 
---As a second step one provides a "continuous in time" approximation of the 
solution of the resulting system of differential equations, which are stochastic and 
nonlinear according to their mathematical structure. The space approximation is 
then a consequence. 
The continuous approximation of the solution of ordinary differential equations adopts the 
Adomian's decomposition method [3] as an algorithm for the solution in time. By this, one means 
that the time interval is discretized into a suitable set of sub-intervals, where the values computed 
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at the end of each interval are assumed as the initial conditions for the interval which follows. This 
technique, discussed in details in Section 3 of this paper, was first proposed in paper [9] for the 
deterministic case and afterwards extended to the stochastic case [10]. It is also worth mentioning 
that Bellman's method has been recently applied [11] to the analysis of nonlinear moving boundary 
problems in the deterministic case and to boundary layer problems [12] with excellent results. 
In what follows, the nonlinear heat stochastic equation has been chosen as a practical 
application. However the method shows a wider range of applicability and can be quite naturally 
extended to larger classes of partial differential equations in one space variable in the stochastic 
case. On the other hand, the extension to more than one space variable require some further 
technicality and some related mathematical nalysis. 
2. THE NONLINEAR STOCHASTIC HEAT EQUATION 
Let one consider the nonlinear stochastic heat equation in one dimension, which defines the heat 
transfer process through a finite, in length, medium and in the semi-infinite one-dimensional 
half-space problem. One will not consider, for simplicity, the presence of source terms. However 
the extension of the method to the analysis of problems with source terms is immediate. In what 
follows the properties of the medium as well as initial and boundary conditions are assumed to 
be random. 
Physical justifications for stochastic models have been already discussed in the introduction and 
in books [1-3] cited in the references. A nonlinear model of random heat transfer in a variable 
property medium, which is general enough for our purposes, is the following: 
t~R+,  x ~[0, 1], u=u(og, t,x), (1) 
_ [ ou], Ou O h(u, r(~o, x)) (2) 
Ot Ox OxJ 
subjected to the initial conditions 
t = 0, 
and to the boundary conditions 
x ~[0, 1]: uo=u(og, x ; t=O)  (3) 
VteR+: Ubo=U(o9, t ;x=O) ,  ubt=u(co, t ;x=l ) .  (4) 
In the half-space problem, x e R+, equation (2) is associated to the initial conditions 
t=0,  xeR+:  Uo=U(o9, x ; t=O)  (5) 
and to the boundary conditions 
Vt e R+: Ubo=U(Og, t;X =0), Ubl =U(O9, t ;x  ~o0).  (6) 
In both cases the initial conditions need to be consistent with the boundary conditions 
ueo (o9, t = 0) = u0 (o9, x = 0); Ubl (O9, t = O) = UO (O9, X = 1/X -'* 00). (7) 
In the equations above t and x define, respectively, the time and space coordinates, u is the 
temperature and r, u0, ub0 and Ub~ are known bounded stochastic processes defined in a complete 
probability space (f~, ~, P). Here t'l is the space of the elementary events o9, ~ is a a-algebra of 
the subsets of fl and P is the induced probability density. 
In addition one will assume that the random variables can be modelled by some simplified 
version of the Karhunen-Lo6ve expansion [3], i.e. 
r(o9, x) = ~, ~Aog )aAx ), (8a) 
P 
Uo(W, x) = ~ fl,(og)b,(x), (8b) 
p 
U~o(o9, t) = 5-" ~,,(og)c,(t), (8c) 
p 
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u ,(co, t) = E 6.(co)ap(t), (8d) 
P 
where ~(co)= {~p(co)},/~(co) = {/~p(co)}, ?(co)= {yp(co)} and 8(co) = {6p(co)} are known random 
variables; a(x) = {ap(x)} and b(x) = {bp(x)} are known bounded functions of the space, and finally 
e(t)} = {ep(t)} and d(t) = {dp(t)} are known bounded functions of the time. 
It is quite understandable that even though equations (1)-(8) provide a quite general formu- 
lation, practical problems in stochastic continuum mechanics, hopefully, involve a limited number 
of random variables. Nevertheless, the analysis developed in this section will be carried out from 
a very general point of view. 
Following the statements expressed by equations (8), problem (2)-(7) can be rewritten in the 
form 
_ _ [  a q, Ou = t9 h (u, x, a (co)) (9a) 
dt dx dx 1 
u0 = u0 (• (co), x; t = 0), (9b) 
Ubo=Ubo(?(CO),t;x =O),  UbI(6(CO),t;x = I /x - ' )O0) .  (9C) 
Furthermore one makes the following assumption: 
--There exist sufficient regularity conditions on the function h and on the initial and 
boundary conditions uch that the solution of equations (9) exists unique and 
smooth in all the space and in some time interval [0, 7"] for every realization of 
the random variables defined in equation (8). 
Keeping this in mind, the goal of the research consists in finding an analytic approximation of 
the solution process u = u(co, x, t) of equations (9) which is continuous in space and time. 
Remark  
The set of hypotheses (8) concerning the identification of the random variables characterizing 
the physical system is dealt with here for a better physical representation f the actual behaviour 
of the material and for identification purposes of the initial and boundary conditions. However, 
the mathematical treatment proposed in the following section can be applied in more general 
conditions. 
3. ANALYSIS 
First let us consider the heat transfer problem in a finite strip. The changes in the application 
of the method for the half-space problem will be indicated afterwards. 
Following Ref. [8], the space domain is divided into (N - 1) tracts and, under the regularity 
hypothesis stated in Section 2, one assumes that the space derivatives of u in each nodal point xt, 
i = 1 . . . . .  N,  of the discretized space interval is determined as a linear combination of the values 
of the temperature ui in the points xi 
N 
Oui/Ox(t; x = xi) ~-- ~ aouj(t; x = xj),  (10) 
j=l 
where the coefficients a0 are determined by imposing that suitably chosen test functions atisfy 
equation (10). 
The choice of the equally or nonequally spaced nodes, of the number of nodes, and of the test 
functions is related to the mathematical structure of the problem and to accuracy and convergence 
considerations. 
In the Appendix a short summary of the interpolation method is reported. In this work, following 
the analysis given there, one evaluates, for N equally spaced points 
i ~ j :  at/= Px(x  = xl)/[(xl - x j )Px(x  = xj)], (1 la) 
i = j :  au = ½Pxx(X = xt ) /P~(x  = xl),  (1 lb) 
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where 
N 
P(x )  = I-] (x - xi), P~ = dP /dx  and P~ = d2p/dx z. 
i= l  
Note that the nonlinear term in equation (9a) can now be rewritten as 
O~ [h Ou/Ox] = (Oh /Ox )(Ou/Ox ) + h O2u/Ox 2. 
Then one writes 
and 
/~, = k , (u , ;  x = x,. at (09)) = (Oh /Ox )(u~; x = x .  at (co)) 
(12) 
(13) 
where 
N N 
gi = ki(ui(09, t); xi, at (09)) ~ aiju/(09, t) + hi(ui(09, t); xi, at (09)) ~ bouj(09 , t) (17) 
j= l  j= l  
and where uj= t and uj=u in the sums of equation (17) can be regarded as known functions of time 
defined by the boundary conditions (15). More general boundary conditions on the space 
derivatives of u at the walls can be easily dealt with and result as prescribed linear combinations 
of the u: .  This again reduces the number of independent ordinary differential equations to (N - 2). 
Equations (1 6) and (1 7) can be treated by the "continuous approximation techniques" developed 
in Ref. [10]. Following this method, the time interval [0, T] is divided into a sequence of 
sub-intervals 
[0, fi), It,, t2) . . . . .  It,, T) (18) 
with measure At = (t,, - tin- ~ ). The solution in each interval is then continuously approximated by 
an algorithm derived by Adomian's decomposition method [3] which gives a series solution of the 
form 
I 
t~[tm, tm+,]: u(09, t)=U(09, t=t , , )+  ~ 2JU•)(09, t), (19) 
j= l  
where 2 is the decomposition parameter which is equal to one and each term u ~ is obtained by 
quadrature 
f 
t~tm+l  
u t/) = g~J-')(u(09, tin); U (I) . . . . .  U (j- ~)) (09, S) ds, (20) 
dim 
g~J) = (1/j !) (dJg/dM)a. o. (2 1) 
Details on this procedure can be found in Ref. [9] for the deterministic case and in Ref. [10] for 
the stochastic case. Of course, the larger is the number of terms m of the decomposition, the better 
where 
N 
c32u/Ox2(t; x = xi) "~ ~ biju/(t; x = xj). (14) 
j= l  
The evaluation of the coefficients b U is reported in the Appendix, where some estimates of the 
error are also given. 
After equations (10)-(14), if one considers the evolution of the variables ui(09, t) in each node 
xi, with additional definitions 
U 1 = Ub0((./), t) UN = Ub, (09, t) (15) 
then obtains a system of (N - 2) coupled ordinary, nonlinear, differential equations with random 
initial conditions and parameters. This set of equations can be written in the classical form 
i = 2 . . . . .  (N - 1): ui(09, t) = u~(09) + I ~ gl(u(09, s), s, 09) ds, (16) 
l 
do 
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is the accuracy of the approximation. In other words, by increasing m one can, as a consequence, 
also increase the measure of the sub-intervals. 
One has to point out that the method described in this section provides approximated solutions 
which are continuous in time and space. In fact the solution defined in sub-intervals (18), which 
sometime (but not in general) can be written in terms of analytic recurrence formula [10], provides 
a solution continuous in time, whereas one has, for the space approximation the following: 
N 
u (o~, t, x) ~- ~ pj(x )u:(to, t ), (22) 
/=1 
where the polynomials pj are related to the deterministic functions of x which generated the 
coefficients a U of equation (10) 
pj(x) = P(x)/[Px(x = xj)(x - xj)]. (23) 
Note that one discovers, from equation (22), the desired moments of the evolution process 
N 
E(uq)(x, t) ~- Z PJ(x)E(uD(t), (24) 
j= l  
E(u~)(t) = fa uq(°J' t)P(o~) do~. (25) 
where 
P(o~) is, in equation (25), the probability density joined to the random variables ~(to), ~(to), 
y(oJ) and 6(~). 
The analysis of the half-space problem (2) and (6) is technically analogous to the problem in 
the strip, since the change of variable 
implies 
and, in addition, 
y = (1 -- exp(--x)), x = ln(1/(1 -- y)), 
x E R+=~y e[0, 1); y(x =0)=0,  y (x~oo)= 1 
(26) 
(27) 
a 1 0 02 1 02 
0-'x -- 1 -- y 0y' 0x 2 (1 -- y)2 0y2, (28) 
so that equation (2) becomes 
y ~ [0, 1): c')u/Ot = [k/(1 - y)] Ou/Oy + [h/(1 - y)2] 02u/0y2. (29) 
The problem is then the same of the heat transfer in a finite strip as expressed by equations 
(10)-(25), with the further difficulty represented by the singularity for x ~ oo, i.e. at y = 1. 
Note that if the strip 0 ~< y ~ 1 is divided into sub-intervals of the same measure Ax, then the 
corresponding measure in the physical variable x increases as x tends to infinity. As a consequence 
the method is consistent if the slope of the solution tends to zero at infinity in space. Otherwise 
the method can be applied, unless further modifications are developed, only in a domain of a finite 
length to be rescaled into the interval [0, 1]. 
4. APPL ICAT ION AND DISCUSSION 
A simple application will be considered in this final section in order to test the mathematical 
method developed in the preceding section. Then a discussion on some convergence criteria and 
on further development of the method will be provided. A more general method for the application 
to a larger class of equations of mathematical physics and mechanics i being organized by the 
authors of this paper in a treatise to appear [4]. 
The simple application which follows is analyzed here to show the practicality of the method. 
A nonlinear model is here considered for the heat equation, with deterministic initial and boundary 
conditions, but with a heat diffusion coefficient which is a linear stochastic function of the 
C.A.M.W.A. 16/9--G 
i = 2 . . . . .  (N - 1): 
with initial conditions 
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temperature. In particular one assumes that the thermal diffusivity increases linearly with the 
temperature and that the proportionality coefficient randomly fluctuates in space. The extension 
to more general cases is immediate. 
Consider then the nonlinear heat equation on a finite strip, equations (1) and (2), with the 
random thermal coefficient modelled by a space Rice-noise 
h = (1 + r(og, x)u)  (30) 
r(og, x)  = ~(o~)sin(2nox + fl(~o)), o = 1 . . . . .  n, (31) 
where ~ and fl are two random variables ymmetric with respect o the origin ~ = fl = 0, joined 
to a known probability density P (~, fl) which will be sometime indicated in what follows, simply 
by P (co). 
In addition consider the following initial and boundary conditions 
u(0, x) = 0, u( t>O,O)=l ,  u(t >0,  1 )=0 (32) 
under the above hypotheses the heat equation can be written as 
c3u/Ot = (1 + ru) 02U/OX 2 "~ r*u Ou/Ox + r(Ou/Ox) 2, (33) 
where 
r * = r *(09, x) = 2rco ~ (co) cos (2rmx + fl (o9)). (34) 
If the interval [0, 1] is discretized into N nodes, following the analysis developed in the preceding 
section; one obtains the following set of ordinary differential equations: 
dui/dt = (1 + riui) biju/-~- r *u  i ai/uj + ri auu j , (35) 
j=l  j=l j 
and boundary conditions 
ui= u(t = O, x = xi) = 0 (36) 
u~ (t > O) = O, uu(t > 0) = 1, (37) 
where in the equations above the subscript 'i' denotes the function, u, r and r*, respectively, 
calculated at the point x = xi. 
Equations (35) can be written in integral form as 
fo ui(oo, t)=ai(og, t )+  2 gi(u(og, s),s;og)ds, 2=1:  
where 
ui = (ria2. + b . ) t  + Ujo 
(38) 
(39a) 
(39b) 
( N N 
gi = (1 +riui) ~ buuj+(r*ui+2ailr i) ~ ao.uj+ ri aijuj 2 +r*ai lui+ribi luv 
j=2 1=2 \ j=2  
Equations (38) and (39) define an infinite family of ordinary differential equations, one for each 
realization of the random variables. 
The moments of the solution process can be computed iscretizing the random variables and 
integrating equations (38) and (39) for each realization of the random variables. The results are 
then averaged at each integration step. One obtains the moments of the solution process at each 
integration step. The continuous (in time) approximation is obtained with the method summarized 
in equations (18)-(21). Calculations up to the terms with the square power of time gives the 
following results: 
Vm, tE[t,.,tm+l], i=2  . . . . .  N - - l ,  ui(og, t) 
= u~,(¢o) + [At(co) + Bi(og)](t -- t,.) + [Ct(og) + Dt(og)](t 2- t~), (40) 
1 
E(u) 
.S 
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Fig. 1. Mean value. 
. ggs 
a2(u) 
"gg25 t / /~- -~-0 .2  
0 
.5  × 
Fig. 2. Variance. 
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where 
u~(og) = ui(og, t = tin). 
The random terms Ai, B;, Ci, Di are computed by the quadratures (20) and are explicitely given 
by 
Ai = riail + bil (41a) 
Bi= r*Uim air+ a~yuym + r~ ao.ujm + 2a,m ~.auu~ + uim bi~ + bou)m + ~.btjujm, (41b) 
j= 2 j j 
Ci=½ri*(ui..?aijAj+Aiai,+Ai?auuj.) 
+½ri 2?  j j j "~i?  bijujm +2j  
' * (  Ci~,aou~ +Uim~ aijCj) Di = i ri aim Ci + 
J J 
+ri(2Eao.ujmEauG+ 2ai,~aijCy+bi, Ci+CiEbijuym+UimEbijCj)+Ebo.C j. (41d) 
J J J J J / J 
The calculation of further terms is left to the reader. Computing a large number of terms brings 
to high powers of time; however the solution which is obtained without time-discretization holds 
only for small time intervals. On the other hand numerical experiments indicate that the solution 
which can be obtained by equation (40) is of the same order of accuracy of the classical numerical 
integration and shows the advantage of the formal separation between the time variable and the 
rando M functions. 
Some results are summarized in Figs 1 and 2 which show, respectively, mean value and variance 
at some control times as a function of the space variable obtained by the continuous approximation 
scheme which has been described above. The calculation of the moments has been realized as 
indicated in equations (24)-(25) for • equally distributed over [-0.5,0.5] and j5 deterministic 
(# = ~/4) .  
Analogous calculations have been realized by a fourth order Runge--Kutta method for several 
realizations of the random variable ~. The comparison has shown that the distance of the solutions 
given in Figs 1 and 2 is of the order of 10 -4 for At = 0.001: this means that algorithm (40) is an 
efficient one, at least in this case. However, the problem of the integration of the nonlinear 
stochastic ordinary differential equation (38) appears at this end the crucial point of the proposed 
method at least [14] for classes of equations different from the one dealt with in this paper. 
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APPENDIX  
The Differential Quadrature Method (D.Q.M.) 
Consider the second order partial differential equation in one space dimension: 
au/t~t = g(t, x, u, t~u/ax, (~2U/t~X2), (A.I) 
where x E [0, 1], with the interval [0, l] divided into (N - l) parts by N nodes. Following [13] one assumes the unknown 
function u(t, x) to be approximately represented by its Lagrangian-type interpolation 
N 
u(t ,x)  ~ - ~. p:(x)u(t ,x  = xj), 
j= l  
where 
and 
p:(x) = P(x)/[(x -- xj)Px(x = xj)] 
(A.2) 
(A.3) 
(A.4) 
and 
where 
N N N 
O2U/OX2(t,x = Xi )~ ~. a o ~, ajku(t,x =Xk)= ~ bou(t,x =xj), (A.6) 
j= l  k=t  j= l  
where the expression for the a U is the one indicated in equations (l l) in the text; the expression of the coefficients b o is 
then a direct consequence. Consequently, equation (A.1) is replaced by a set of N ordinary differential equations 
du/dt = g(t, x, u, Au, Bu), (A.7) 
where, if ui = u(t, x = x~), then 
u={u= . . . . .  uN}, x={ x , . . . . .  xs}, A={a,y}, B={b/j}. 
Imposing the two necessary boundary conditions on equation (A.I) is equivalent to expressing two relationships among 
the u~. This reduces the number of independent components of equation (A.7) to the number (N - 2). Note that the matrix 
A and B are obtained by imposing that equations (A.5) and (A.6) are satisfied in the nodes. 
The problem of obtaining some estimates of the error bounds in the approximation of the space derivatives (A.5) and 
(A.6) was already given, for the deterministic case in Ref. [8] , see also Ref. [15, Chap. XII, Section 7]. These estimates 
can be naturally extended to the stochastic case as follows: 
t3u/dx(x = x i ) -  ~ a~uj <~ MAxN- I / (N -  1)!, el  
j= l  
e 2 = d2u/ax2(x = x~) --j~l= bouj <~ MAxN-  2/(N 2)~, i 
M ~< sup IONU/OXNI. 
to, x, t 
(A.8) 
(A.9) 
(A. 10) 
N 
P(x)  = I ]  (x  -- x j )  = (x  -- x,  ) x (x  -- x2)  x . . . x (x  -- XN). 
j= l  
The pj are (N - i)-degree polynomials uch that pj(x i) = 6:,, whereas P(x,) = 0. By adopting the representation f u given 
by equation (A.2) one has 
N 
Ou/Ox(t, x = xi) "" ~ aiju(t, x = xj) (A.5) 
j= l  
