Detailed sequential decay calculations that include both discrete states and unbound states in the continuum have been performed. Particular attention is paid to the lifetime of continuum states contributing to the process and to the role of the primary charge distribution. Comparisons to the recent data indicate temperatures greater than 7 MeV are model dependent and cannot be determined reliably. Furthermore, correct temperatures must be obtained from isotope yields via careful comparison with sequential decay calculations.
T HeLi ϭC 13.32 ln͑2.18R HeLi ͒ , ͑1͒
where R HeLi ϭ͕Y ( 6 Li)/Y ( 7 Li)͖/͕Y ( 3 He)/Y ( 4 He)͖, Y (X) is the yield for isotope X, and C is a constant that assumes the value Cϭ1, in the ideal case that Y (X) are the ground-state yields consistent with global thermal and chemical equilibrium. However, the observed populations of isotopes are influenced strongly by the sequential decay of heavier particle unstable nuclei that occurs after these nuclei leave the disintegrating system. In Ref. ͓1͔, C was set to 1.2 in an attempt to correct for such effects.
A priori, it is not clear that a constant multiplicative overall renormalization of Eq. ͑1͒ as proposed by Ref. ͓1͔ provides a reasonable accounting for sequential decay corrections. Guidance for the constant renormalization factor of Cϭ1.2 was obtained by Ref. ͓1͔ within the context of the quantum statistical model ͑QSM͒ ͓10͔ ͑and other statistical models that do not include sequential decays͒; more recent QSM calculations suggest values for C ranging from 1.4 to 1.8 as the excitation energy is varied over the range E*/Aϭ2.5 MeV to 15 MeV ͓9͔. Both investigations with the QSM model, however, considered only the decays from tabulated discrete states ͓1,9,10͔. Other important decay pathways that pass through continuum states and through discrete states that have not been experimentally characterized are neglected therein. To achieve an accurate description of secondary decay effects ͓12-14͔, these states must be counted in accordance with empirical level density information ͓11͔. Decays from continuum states have been included in calculations that successfully describe the measured isotope ratios and excited state populations for central 36 Arϩ 197 Au collisions at 35A MeV ͓4͔. Here we reanalyze the ''caloric curve'' data of Ref. ͓1͔ using an approach similar to that in Ref. ͓4,12,13͔ in order to address the role of secondary decay from both discrete states and unbound states.
To address questions relating to the emission temperature, we allow the emission of nuclei with 1рZр20 in their ground states or in any of their excited states. The spectrum of allowed excited states includes both the known and tabulated ͓15͔ excited states as well as an empirically based extrapolation of the level density into the continuum as described in Ref. ͓12,14͔. We approximate the emission by two stages: ͑1͒ a first stage where these states are initially populated when the fragments are emitted from the system, and ͑2͒ a second stage during which the excited fragments decay according to standard statistical theory. Understanding the influence of this second stage of the decay process upon the isotope temperatures of Ref. ͓1͔ is the major focus of this investigation.
We assume that the first stage of emission can be described by statistical decay mechanisms; possible candidates range from the evaporation from a heavy residue to the complete vaporization of the system. For simplicity, we approximate the initial population of an excited state of an emitted nucleus with excitation energy E i * , spin J i , neutron number N i , and charge number Z i with the expression Table I were taken from Ref. ͓1͔ and Z 0 was obtained from A 0 by requiring the projectilelike prefragment to have the same charge to mass ratio as the projectile. The ''chemical potentials,'' p and n , were treated as free parameters to reproduce the experimental charge distributions ͓16͔.
For the second ͑decay͒ stage of the calculation, we focus on the decay of nuclei from both tabulated low-lying discrete states ͓15͔ and continuum states. Each decay was calculated using tabulated branching ratios where available ͓15͔ and the Hauser-Feshbach formalism ͓17͔, when such information is unavailable. Unknown spins and parities of tabulated discrete states were randomly assigned in these calculations ͓12,13͔ and then changed in subsequent calculations to assess the corresponding uncertainties. In general, the uncertainties in R HeLi due to the uncertainties in the unknown spins and parities are of the order of 5%.
As the excitation energy is increased into the continuum, the calculations must consider decays of short-lived states with no barrier to particle emission; however, it is likely that many such short-lived states will decay before breakup ͓18-20͔. To take this prebreakup cooling effect into account, we include in the initial population a factor, exp(Ϫt b /t i ). Here, t i ϭt(E*/A) is the mean lifetime of the emitted fragment calculated according to the Weisskopf model ͓21,22͔ for statistical decay; t b is the breakup timescale chosen to be 100 fm/c for this model study. To shorten computation times, an additional constraint E i */A 0 р5 MeV was imposed on the continuum. The influence of this constraint, discussed in greater detail below, is limited to the highest initial temperatures with T em Ͼ7 MeV.
Calculations were performed as a function of the emission temperature T em to reproduce the representative experimental data given in Table I ͓18,24,25͔ or ''free excitation energies'' ͓19͔ within specific statistical models. Instead, they were adjusted to reproduce the measured charge distributions subject to the constraint that the total charge-to-mass ratio of the emitted particles was consistent with the initial total charge-to-mass ratio Z 0 /A 0 ͓26͔. Reproduction of the measured charge distributions is particularly important when the temperature is large and many excited states are populated since calculated charge distributions that are too steep ͑too shallow͒ will underpredict ͑overpredict͒ the secondary feeding corrections.
Indeed, for the sequential decay calculations at ͗E 0 /A 0 ͘ ϭ13.2 and 15.1 MeV, changes in comparable to the experimental uncertainty of Ϯ0.5, result in changes of 8-10% in R HeLi for temperature greater than 5 MeV.
The solid lines in Fig. 1 show the calculated double ratios R HeLi as a function of the emission temperatures T em , for each data point listed in Table I stemming from the unknown spins and parities of excited states feeding the He and Li isotopes and also the uncertainty due to the experimental uncertainty of . In all calculations, R HeLi flatten out at high temperature, indicating that extremely precise experimental measurements and theoretical calculations would be needed to extract temperatures above T em Ͼ7 MeV. If the constraint E i */A 0 р5 MeV is removed, the calculations become even flatter at T em Ͼ7 MeV, and the temperature range for agreement between calculations and data remains unchanged. To illustrate that this flattening is due to the decay from continuum states in sequential decay calculations, we repeated the calculations for the data at ͗E 0 /A 0 ͘ϭ13.2 MeV, ϭ2.5 including only the discrete states. The results without continuum states, shown by the dashed lines in the second right panel of Fig. 1 , agree with the QSM calculations used in Ref. ͓1͔, but fall below the calculations with the continuum states beyond T em ϭ6 MeV.
We now turn to the comparison of our calculations to the data of Ref. ͓1͔, which we facilitate by inverting the temperatures from Ref. ͓1͔ via Eq. ͑1͒ thereby obtaining the experimental isotope yield ratios. The resulting values and uncertainties for R HeLi are listed in Table I and shown in Fig. 1 by the horizontal cross-hatched areas. Temperatures extracted from the intersection of the cross-hatched areas and the calculations in each panel are indicated by the vertical crosshatched regions; these ranges are also given in Table I . Welldefined lower ͑upper͒ limits to the temperature can only be established when the calculated values become higher ͑lower͒ than the measured ones at low ͑high͒ temperature. Upper limits to the temperature are therefore not established for the data points at E 0 /A 0 ϭ13.2 and 15.1 MeV, due to the insensitivity of the He-Li thermometer at T em Ͼ7 MeV for this system.
To understand this behavior, one can examine the predicted isotope yield ratios, Y ( 6 Li)/Y ( 7 Li) and 4 He is dramatically enhanced by the ␣ decays of heavier particle unstable nuclei and the sensitivity of the ratio to temperature diminishes. Eventually, it becomes impossible to extract the upper limit for any temperatures greater than 7 MeV. These same conclusions will apply to any other isotope temperature involving the Y ( 3 He)/Y ( 4 He) ratio. In summary, sequential decay calculations that include both discrete states and unbound states in the continuum indicate that the secondary decay from continuum states strongly modifies temperatures derived from the He-Li double isotope ratio. Temperatures extracted by a reanalysis of the data of Ref. ͓1͔ do not support claims for the observation of a strong rise in the temperature consistent with production of nuclear systems in a gaseous phase; the trends are similar to those extracted in previous analyses of excited state populations ͓27͔. Strong secondary decay contributions to the calculated 4 He yields make the extraction of very high temperatures from the isotope ratios involving Y ( 3 He)/Y ( 4 He) ratios model dependent and uncertain. These problems are likely to be compounded if there are significant nonthermal contributions to either the 3 He or 4 He yields as predicted by transport theory ͓28͔. In this respect, it may be worthwhile to extend investigations to other thermometers involving only heavier isotopes.
