lobe epilepsy, seizures initiate in or near the hippocampus, which frequently displays loss of neurons, including inhibitory interneurons. It is unclear whether surviving interneurons function normally, are impaired, or develop compensatory mechanisms. We evaluated GABAergic interneurons in the hilus of the dentate gyrus of epileptic pilocarpinetreated GIN mice, specifically a subpopulation of somatostatin interneurons that expresses enhanced green fluorescence protein (GFP). GFP-immunocytochemistry and stereological analyses revealed substantial loss of GFP-positive hilar neurons (GPHNs) but increased GFP-positive axon length per dentate gyrus in epileptic mice. Individual biocytin-labeled GPHNs in hippocampal slices from epileptic mice also had larger somata, more axon in the molecular layer, and longer dendrites than controls. Dual whole-cell patch recording was used to test for monosynaptic connections from hilar GPHNs to granule cells. Unitary inhibitory postsynaptic currents (uIPSCs) recorded in control and epileptic mice had similar average rise times, amplitudes, charge transfers, and decay times. However, the probability of finding monosynaptically connected pairs and evoking uIPSCs was 2.6 times higher in epileptic mice compared to controls. Together, these findings suggest that surviving hilar somatostatin interneurons enlarge, extend dendrites, sprout axon collaterals in the molecular layer, and form new synapses with granule cells. These epilepsy-related changes in cellular morphology and connectivity may be mechanisms for surviving hilar interneurons to inhibit more granule cells and compensate for the loss of vulnerable interneurons.
T he role of axonal sprouting and synaptic reorganization in acquired epileptogenesis, particularly temporal lobe epilepsy, has garnered considerable attention for over a quarter century. Interest in this issue derived originally from the observation of Timm stain in the inner molecular layer of the dentate gyrus (i.e., mossy fiber sprouting) from patients with and animal models of temporal lobe epilepsy and mesial temporal sclerosis. Most research has focused on recurrent excitation (1, 2) , and only a few studies have used cellular techniques to test the hypothesis that synaptic reorganization also occurs within the GABAergic inhibitory system. Several reports, based on electrophysiological fieldpotential recordings with the paired-pulse technique and qualitative light-microscopic observations, have proposed that synaptic reorganization occurs in the GABAergic system and that this reorganization leads to increased GABAergic inhibition in animal models of temporal lobe epilepsy (3) . Two types of synaptic reorganization within GABAergic circuits have been proposed. One hypothesis is that principal cell axon collaterals (e.g., the mossy fibers of the granule cells) enhance their con-nectivity to GABAergic interneurons (3) . A second hypothesis, the basis for the experiments by Zhang et al. considered here, is that the GABAergic interneurons sprout axon collaterals and increase their synaptic connections back to the principal cells (4) . Both of these hypothetical forms of synaptic reorganization would be expected to augment the efficacy of local GABAergic circuits during acquired epileptogenesis and would generally be seen as compensatory. The present study by Zhang and coworkers uses converging anatomic and electrophysiological techniques at the cellular level to test directly the specific hypothesis that somatostatin-immunoreactive GABAergic interneurons, in the hilus of the dentate gyrus, sprout axon collaterals and enhance their connectivity to dentate granule cells. The evidence provided to support this hypothesis is compelling; however, as the authors themselves state, the GABAergic interneuron system is complex and the implications are presently tentative.
One of the more long-standing and well-supported hypotheses concerning cellular mechanisms that likely contribute to acquired epileptogenesis is a selective loss of specific types of GABAergic interneurons (5) . Numerous studies have shown that the somatostatin-immunoreactive GABAergic interneurons are particularly vulnerable, and most of them are lost in human temporal lobe epilepsy and in several animal models. The present study, using paired whole-cell recordings from identified somatostatin-immunoreactive interneurons (i.e., interneurons tagged with gene-targeted, green fluorescent protein) and dentate granule cells, shows that the remaining somatostatin-immunoreactive interneurons formed more synaptic connections to granule cells (i.e., the number of granule cells that received connections was increased two-or threefold) but probably not more connections per granule cell (i.e., the amplitude of the unitary evoked IPSC was not changed). These data, however, are considered in relation to results showing that the frequency of miniature IPSCs is decreased shortly after experimental status epilepticus and remains decreased for many months as the animals undergo epileptogenesis. This finding, which was essentially replicated by several laboratories, suggests immediate loss of interneurons and a failure of those interneurons to undergo axon sprouting and formation of new inhibitory circuits. Although the paired recordings provide direct evidence that axon sprouting of inhibitory interneurons occurs and that GABAergic input is augmented to the principal cells (at least for some types of interneurons), the details of the alterations of the reorganized GABAergic interneuron circuit are quite complicated, as discussed by of Zhang and coworkers.
One of the reasons that synaptic reorganization, particularly axon sprouting of principal cells and the formation of new recurrent excitatory circuits, has attracted so much attention is because this mechanism would be expected to provide a slow and continuous process that could contribute to the latent periods seen in many patients and animal models of temporal lobe and other forms of acquired epilepsy. The present experiments were performed at a mean time of roughly 45 days after pilocarpine-induced status epilepticus, when the animals were shown to have had spontaneous recurrent seizures. Mossy fiber sprouting, seen in the form of Timm stain in the inner molecular layer, is usually clearly visible after 45 days; however, the full effects of synaptic reorganization are best seen many months after status epilepticus. Unfortunately, it is expensive to maintain experimental animals for many months, and it is technically difficult to perform the paired whole-cell recordings with the visualized patch technique in animals much older than 45 days. Nonetheless, an interesting question is whether changes in the GABAergic interneurons continue to occur for several more months after status epilepticus or whether they are potentially maximal shortly after the insult and then slowly decay. An answer to this question is important because many studies have shown that animal models of acquired epilepsy generally undergo progressive increases in seizure frequency and severity (6) (7) (8) . Many animals seem to have periods in which seizure frequency is not increased, however, and a lack of progression has been reported in some animals (9) . One possible explanation could be that during the periods when the animals are without progression, the reorganization of inhibitory GABAergic circuits is more profound and essentially compromises the enhanced recurrent excitation. One could hypothesize that spontaneous remission arises from reorganization of GABAergic circuits, as described here. Such a mechanism, hypothetically, could even be a pathway for therapeutic disease modification or antiepileptogenesis.
Although the present paper provides some of the strongest evidence to date that inhibitory interneurons undergo synaptic reorganization, this effect may be relatively small and seen only in some interneurons, and it may provide no more than partial compensation for the epilepsy-associated decrease in the number of GABAergic interneurons. Furthermore, the observation that the mean amplitude of the unitary evoked IPSCs was unchanged has other interpretations than the possible conclusion that the number of GABAergic synaptic connections from the somatostatin-immunoreactive interneurons in the reorganized hippocampus is the same as in normal brain. Several studies have suggested that the properties of GABA A receptors are altered during epileptogenesis, which might be expected also to modify the mean amplitude of unitary evoked IPSCs (10); thus, changes in the amplitude of IPSCs (or lack thereof ) could reflect both changes in connectivity and receptor subunits.
The conservative interpretations of the data by the authors actually serve to highlight the complexity of the issue. For example, numerous types of interneurons are present in the hippocampus and cortex, and the question is whether all or only some of them undergo reorganization. Another less obvious question is whether these interneurons and other types of interneurons sprout axon collaterals to yet other interneurons-a distinct possibility since it is well known that interneurons normally have synaptic connections among themselves. One could argue that increased connectivity among interneurons, whereby interneurons inhibit other interneurons, could lead to a decrease of GABAergic inhibition. Additional studies combining anatomic and electrophysiological mapping at the single-cell level, with quantitative analyses of axonal distributions and postsynaptic currents, should ultimately reveal the degree to which reorganization occurs among the GABAergic inhibitory interneuron system and identify the role it may play in promoting, or compensating for, acquired epileptogenesis. how basic neuronal parameters and network activity respond to energy metabolism deviations is unresolved. The resting membrane potential (E m ) and reversal potential of GABA-induced anionic currents (E GABA ) are among the most fundamental parameters controlling neuronal excitability. However, alterations of E m and E GABA under conditions of metabolic stress are not sufficiently documented, although it is well known that metabolic crisis may lead to neuronal hyper-excitability and aberrant neuronal network activities. In this work, we show that in slices, availability of energy substrates determines whether GABA signaling displays an inhibitory or excitatory mode, both in neonatal neocortex and hippocampus. We demonstrate that in the neonatal brain, E m and E GABA strongly depend on composition of the energy substrate pool. Complementing glucose with ketone bodies, pyruvate or lactate resulted in a significant hyperpolarization of both E m and E GABA , and induced a radical shift in the mode of GABAergic synaptic transmission towards network inhibition. Generation of giant depolarizing potentials, currently regarded as the hallmark of spontaneous neonatal network activity in vitro, was strongly inhibited both in neocortex and hippocampus in the energy substrate enriched solution. Based on these results we suggest the composition of the artificial cerebrospinal fluid, which bears a closer resemblance to the in vivo energy substrate pool. Our results suggest that energy deficits induce unfavorable changes in E m and E GABA , leading to neuronal hyperactivity that may initiate a cascade of pathological events.
by F. Edward Dudek, PhD

COMMENTARY
W ithin the past 20 years, the notion that GABAergic excitation plays a significant role in the developing brain has been accepted as dogma in scientific circles-a viewpoint based on an abundance of studies consistently demonstrating a GABA-induced depolarizing response in immature neocortical and hippocampal neurons (1, 2) . This paradoxical response is then thought to quickly revert to the mature phenotype of cellular membrane hyperpolarization. The primary mechanism underlying the developmental switch in GABAergic neurotransmission is a consequence of the differential expression and activity of two cation chloride cotransporters, sodium potassium chloride cotransporter 1 (NKCC1) and potassium chloride cotransporter 2 (KCC2), which import and extrude chloride, respectively (3). Further, GABA-mediated excitation is believed to contribute to giant depolarizing potentials, which have been considered a hallmark of spontaneous network activity in the immature brain (4). Traditionally, these concepts have been invoked as critical factors underlying the enhanced seizure propensity of the developing brain, in both animal models as well as surgically resected human epileptic tissues (5) . The most compelling experimental evidence for GABAevoked excitation has come from in vitro electrophysiological studies in acute brain slices that have employed glucose in artificial CSF (ACSF) (2) . While glucose has been shown to be necessary for brain slice viability, the standard composition of ACSF does not fully mirror in vivo metabolic conditions, especially in the immature brain. Specifically, there is a notable absence of other important energy substrates, such as ketone bodies (e.g., β-hydroxybutyrate [BHB], lactate, and pyruvate), which are highly relevant to developing neurons and glia during the time when the metabolic glycolytic machinery is immature (6) (7) (8) .
It is in this context that Rheims et al. and Holmgren and colleagues, in two provocative studies, evaluated the effects of metabolic energy substrates on GABA-induced depolarization in immature neurons of both neocortical and hippocampal tissue, utilizing complementary investigative techniques. In the study by Rheims et al., the investigators found that a physiologically relevant concentration of BHB (2 mM of the Disomer in a racemic mixture), when used with standard 10 mM D-glucose, induced a hyperpolarizing shift in the resting membrane potential (E m ) of immature neocortical pyramidal neurons from Swiss mice, aged postnatal (P) days 4-8, under both cell-attached single-channel and gramicidin-perforated patch recording conditions (the latter, importantly, prevents dialysis of intracellular contents seen with whole-cell recordings). The GABA reversal potential (E GABA ) was also maintained in a hyperpolarized range similar to what was seen in older P18 animals (−82.9 ± 2.1 mV vs −62.5 ± 3.2 mV) when incubated with BHB. Conversely, in the absence of BHB, the expected depolarized E m and E GABA values were seen in younger aged brain slices.
To assess whether these findings were a result of changes in the major chloride extruder, KCC2, Rheims and colleagues then studied the localization of this cotransporter using immunocytochemical and electron microscopic immunogold techniques. They found that the bulk of KCC2 molecules were localized to the cytoplasm (and not plasma membrane) of neocortical pyramidal neurons, suggesting that KCC2 was not significantly involved in the acute ketone-body-mediated effect. To further confirm this notion, they found that pharmacological blockade of KCC2 did not induce significant changes in E GABA . Interestingly, use of HCO − 3 -free ACSF prevented the hyperpolarizing effects of BHB on E GABA , suggesting that the HCO − 3 -dependent bicarbonate-chloride exchanger (representing the second major group of neuronal chloride extruders) was prominently involved (9) .
In a subsequent study, Holmgren and colleagues extended these findings and asked whether: 1) other developmentally important energy substrates, such as lactate and pyruvate, might also affect GABA-induced membrane excitation; 2) similar observations could be made in neonatal hippocampus; and 3) metabolic substrates might affect the incidence of giant depolarizing potentials, as measured using field recording techniques. Indeed, these investigators found that supplementing standard ACSF with either BHB, pyruvate, or lactate resulted in hyperpolarizing shifts in both E m and E GABA in neocortical as well as hippocampal pyramidal neurons from Swiss mice or Wistar rats, aged P3-P8, of both sexes. Moreover, they were unable to detect giant depolarizing potentials in either neocortical or hippocampal networks in immature mice or rats, aged P4-P6, when the ACSF was supplemented by these metabolic substrates. Importantly, since acidification might explain the hyperpolarizing effects of the substrates, they measured the intracellular pH using a fluorescent pH-sensitive dye and found that energy substrate enrichment of ACSF led to a small and insignificant pH change (a decrease of only 0.05 of a unit).
Collectively, these studies cast doubt on the biological relevance of GABA-induced depolarization as evidenced by a multitude of cellular electrophysiological studies. Certainly, these authors make a compelling case for a thoughtful re-examination of the time-honored use of ACSF formulations that solely employ glucose as an energy substrate. This research has important implications for the phenomenon of increased seizure susceptibility of the immature brain and also for GABA excitation as a trophic mechanism during early brain development.
However, in spite of the apparent consistency in their experimental results, Rheims et al. and Holmgren and colleagues need to reconcile their data with other morphological studies demonstrating altered expression of cation chloride cotransporters NKCC1 and KCC2 without the potential confound of standard ACSF, especially since these cotransporters are considered the major determinants of the transmembrane electrochemical gradient for the chloride ion (3, 5) . Intriguing as their findings are, the authors have not yet firmly established a mechanism for their general observation of metabolic substrateinduced reversal of GABA excitation, despite preliminary evidence invoking the bicarbonate-chloride exchanger. Nevertheless, if the observations of Rheims et al. and Holmgren and colleagues are ultimately validated, then a couple of generations of in vitro studies are likely to be at risk for relegation to the murky domain of artifact.
One additional suggestion made by these authors bears further comment. Do their findings relate in any meaningful way to the mechanism of action of the ketogenic diet-an established treatment for medically refractory epilepsy (10)? Although ketonemia is prominent with this treatment, whether ketone bodies themselves mediate the ketogenic diet's anticonvulsant effect remains controversial, as blood ketone levels do not correlate tightly with seizure control in either animal models or humans with intractable epilepsy. With respect to BHB, the major ketone body, there are, as yet, no data demonstrating a direct anticonvulsant effect. Although Rheims et al. and Holmgren and colleagues indicate that their results may be similar to the mechanism of ketogenic action, this link remains speculative at best.
Ketone bodies, in particular, have previously been shown to be neuroprotective, likely through enhanced ATP production and a decrease in reactive oxygen species (11) . Are the effects observed by the Rheims et al. and Holmgren and colleagues merely a downstream action of enhanced ATP levels (and as such, an indication of better preservation of important homeostatic mechanisms, such as the Na + , K + -ATPase) and/or modulation of ion channels by reactive oxygen species? How would such actions modulate the activity of specific transporters or exchangers? Additionally, do metabolic substrates, such as ketones, lactate, and pyruvate, affect the expression of the bicarbonate-chloride exchanger (only indirect evidence was provided by these studies)? What would the effect of such metabolic substrates on E m and E GABA be in the epileptic (i.e., not normal) brain? Clearly, there are important ramifications of their work, but many questions remain outstanding.
It should not be surprising that maintenance of a healthy metabolic pool would enhance normal mature neuronal function. However, whether GABA-evoked depolarization is merely a developmental aberration that is compensated for by differential and age-dependent utilization of energy substrates or whether it is still a fundamental physiological phenomenon important for neuronal maturation, and possibly seizure genesis, remains unclear. underlying typical absence seizures, which characterize various idiopathic generalized epilepsies, are not fully understood, but impaired γ -aminobutyric acid (GABA)-ergic inhibition remains an attractive hypothesis. In contrast, we show here that extrasynaptic GABA A receptor-dependent 'tonic' inhibition is increased in thalamocortical neurons from diverse genetic and pharmacological models of absence seizures. Increased tonic inhibition is due to compromised GABA uptake by the GABA transporter GAT-1 in the genetic models tested, and GAT-1 is crucial in governing seizure genesis. Extrasynaptic GABA A receptors are a requirement for seizures in two of the best characterized models of absence epilepsy, and the selective activation of thalamic extrasynaptic GABA A receptors is sufficient to elicit both electrographic and behavioral correlates of seizures in normal rats. These results identify an apparently common cellular pathology in typical absence seizures that may have epileptogenic importance and highlight potential therapeutic targets for the treatment of absence epilepsy.
A fundamental principle of the pathophysiology of epilepsy is that seizures result from an imbalance in the normal excitatory and inhibitory mechanisms controlling electrical excitability in the brain. While a large number of neurotransmitters, ion channels, and other molecules regulate neuronal excitability, abnormalities in GABA, the major inhibitory neurotransmitter of the brain, perhaps represent the mechanism that is most frequently implicated in epilepsy. In particular, a deficiency or loss of GABA inhibition is hypothesized to be pathogenic in a variety of genetic and acquired epilepsies (1, 2) . Conversely, drugs that enhance GABA function, such as benzodiazepines, phenobarbital, and vigabatrin, represent effective treatments for essentially all types of seizures.
While a decrease in GABAergic inhibition should intuitively be expected to be proepileptogenic, enhanced GABAergic inhibition has also been observed in a number of models of epilepsy (3) (4) (5) (6) . In this context, increased GABAergic inhibition may predominantly represent a compensatory response of the brain in an attempt to decrease seizure propensity. However, enhanced GABA inhibition has been reported paradoxically to promote seizures as well, at least in some specific types of epilepsy models (6) . Furthermore, GABA agonist drugs can exacerbate seizures in limited circumstances (7) . Thus, GABAergic inhibition potentially may be proepileptogenic as well as antiepileptogenic, but the frequency and specific mechanisms of the paradoxical excitatory effects of GABA inhibition are poorly understood.
The recent study by Cope et al. provides novel evidence that enhanced GABAergic inhibition may actually represent a relatively common pathophysiological phenomenon that con-tributes to the genesis of one of the most common forms of epilepsy: absence epilepsy. Typical absence seizures are the cardinal seizure type of several prototypic idiopathic generalized epilepsies. The anatomical basis of absence seizures is relatively well delineated and likely involves thalamocortical networks that also generate normal physiological oscillations, such as sleep spindles (8) . In particular, thalamocortical relay neurons project excitatory inputs to cortical pyramidal cells, which send reciprocal excitatory projections back to the same thalamic nuclei. In addition, GABAergic interneurons, such as in the reticular nucleus of the thalamus, inhibit thalamocortical relay neurons and help generate and pace oscillations of alternating excitation and inhibition throughout this network. It is commonly assumed that the generalized spike-and-wave discharges of absence seizures represent a pathological exaggeration of normal spindle-like oscillations originating from these same thalamocortical networks (8) . However, the specific cellular mechanisms by which absence seizures are produced are still incompletely understood, including the extent of involvement of GABAergic signaling.
GABA-mediated inhibition could influence absence seizures through several different mechanisms. Synaptic GABA A receptors mediate inhibitory postsynaptic potentials involved in conventional fast inhibitory synaptic transmission (i.e., phasic inhibition). By comparison, extrasynaptic GABA A receptors respond to ambient GABA to cause tonic inhibition, which may be persistently active at a low basal level. In addition, GABA B receptors, which unlike GABA A receptors do not contain an intrinsic ion channel, may regulate other receptors and channels by activation of second messengers. The study by Cope et al. reports the surprising finding that GABAergic signaling in absence epilepsy is abnormal and involves a consistent enhancement of extrasynaptic tonic GABA A inhibition.
This study by Cope and colleagues impressively demonstrates the basic finding of enhanced tonic GABA inhibition of Epilepsy Currents, Vol. 10, No. 5 (September/October) 2010 pp. 131-133 Wiley Periodicals, Inc. thalamocortical neurons in a diverse variety of both established and new animal models of absence seizures. The findings include several genetic models of spontaneous absence epilepsy, such as the genetic absence epilepsy rats from Strasbourg (GAERS), the stargazer and lethargic mutant mice, as well as pharmacological models of acutely induced absence seizures and generalized spike-and-wave discharges in rodents administered GABA modulating drugs, such as γ -hydroxybutyric acid (GHB) and 4,5,6,7-tetrahydroisoxazolo[5,4-c]pyridine-3ol (THIP). Only one out of eight models (i.e., the tottering mutant mice) of absence seizures examined did not show evidence of exaggerated GABA inhibition, and in this one model, the control nonmutant background strain already had elevated GABA inhibition. Using pharmacological and electrophysiological techniques, the authors provide evidence that the enhanced GABAergic signaling in these models is selective for extrasynaptic tonic inhibition and that conventional fast GABA A inhibitory synaptic transmission is relatively unaffected. Furthermore, as THIP at low concentrations is selective for extrasynaptic GABA A receptors, the fact that they were able to demonstrate that local intrathalamic administration of THIP induces absence seizures is further indication that enhanced tonic GABA inhibition in thalamic circuits is sufficient to cause absence seizures. Conversely, knock down of extrasynaptic GABA A receptors by genetic methods reduced tonic inhibition and prevented induced absence seizures in the GHB model and spontaneous absence seizures in the GAERs model, suggesting that the enhanced extrasynaptic tonic inhibition is necessary to cause absence seizures.
In addition to demonstrating that enhanced tonic inhibition in thalamus is a common finding that is necessary and sufficient to generate absence seizures, the Cope et al. study also provides evidence for a possible mechanism causing the increased GABAergic inhibition. Ambient, basal levels of extrasynaptic GABA are kept relatively constant by a balance between release and diffusion of synaptic GABA from neurons and reuptake by GABA transporters of neurons and glia. Using pharmacological and genetic methods, the study found that GABA uptake by a specific GABA transporter, GAT-1, is compromised in a couple of the genetic models of absence epilepsy (i.e., GAERS, stargazer) and that GAT-1 knock-out mice display enhanced GABAergic inhibition in thalamus and spontaneous absence seizures. Overall, the authors propose that elevated extracellular GABA levels caused by deficient GAT-1 activity lead to enhanced tonic GABA A inhibition and persistent hyperpolarization of thalamocortical relay neurons, effectively shunting or gating information flow through the thalamus and potentially accounting for behavioral arrest and unresponsiveness during absence seizures.
Given the robust and consistent findings in multiple animal models, this study is significant in identifying a novel, somewhat paradoxical, mechanism of absence seizures. How-ever, there are critical issues relating to the role of enhanced tonic inhibition in absence epilepsy that remain unexplained. First, the origin of the observed GAT-1 defect is not clear, as GAT-1-expression levels were normal in the GAERS model. While abnormal expression or function of GABA transporters has also been reported in nonabsence seizure models (9, 10) , it is likely that mechanisms other than GAT-1 contribute to enhanced tonic GABA inhibition in absence epilepsy, although no evidence was found for several alternative mechanisms in this study. Second, how the enhanced tonic inhibition actually influences the behavior of thalamocortical circuits to promote spike-and-wave discharges and to foster the clinical manifestations of absence seizures was not specifically addressed in this study. While the authors speculate that persistent hyperpolarization of thalamocortical neurons should interrupt information flow through the thalamus, this does not necessarily account for the oscillatory behavior of these circuits in generating spikeand-wave discharges that are presumably central to absence seizures. Future studies are needed to determine how too much inhibition promotes excitation in absence epilepsy. In these experiments, we detected a typical network dynamics signature that preceded seizure initiation. The preictal state preceding pilocarpine-, kainate-, and picrotoxin-induced seizures was characterized by biphasic network dynamics composed of an early desynchronization phase in which the tendency of neurons to fire correlated action potentials decreased, followed by a late resynchronization phase in which the activity and synchronization of the network gradually increased. This biphasic network dynamics preceded the initiation both of the initial seizure and of recurrent spontaneous seizures that followed. During seizures, firing of individual neurons and interneuronal synchronization further increased. These findings advance our understanding of the network dynamics leading to seizure initiation and may in future help in the development of novel seizure prediction algorithms.
E pileptic seizures arise from a variety of pathological conditions, such as cortical injuries, malformations, and dysplasias, as well as from genetic alterations in ion channel function. Somehow, diverse abnormalities in neuronal network structure and function share the predisposition toward hyperexcitability and hypersynchrony that defines epilepsy. Seizure generation cannot be explained entirely on the level of individual neurons, but rather requires an understanding of the complex interactions between interconnected groups of neuronsthe so-called epileptic network. Because of the complexity of these networks, much research in the area of seizure initiation and termination has been based on theoretical models and is driven by two main goals. The first goal is to know how and why seizures start and stop, which will help in designing novel methods, pharmacological and otherwise, to prevent or stop them. The second research objective concerns the transitions between the interictal and ictal states. It is expected that some, or perhaps all, epileptic networks undergo transitions from interictal to ictal behavior, which may happen before the clinical seizure begins. Several lines of evidence suggest that changes occur in epileptic brain before an electrographic ictal discharge can be detected. If these transitions can be detected accurately, then it is possible that seizures can be aborted before they start. For example, novel devices under development aim to prevent or terminate seizures by reverting epileptic neuronal networks back to a more normal state. However, seizure anticipation has remained an elusive goal despite many years of research. The use of animal models of epilepsy one day will provide the crucial data needed to understand how seizures initiate and terminate.
With animal models, investigators will be able to recognize the features of the network that change prior to the seizure and test how to apply feedback to the network to alter its behavior favorably.
Seizure activity in model systems have been evaluated in several ways. At one end of the spectrum, ictal-like activity can be induced in brain slices, usually from the hippocampus, and either single cell activity or extracellular field potentials can be recorded. On the other end of the spectrum, EEG can be recorded from the intact brain. The first method enables the determination of the synaptic and intrinsic neuronal elements that are involved in generating ictal activity, while the second method enables viewing the patterns of electrical activity generated by large epileptic networks. In the present study, Cymerblit-Sabba and Schiller used a third method to measure the interictal and ictal activity within the intact brain of rats that enabled them to correlate the activity of individual neurons within groups and then measure the synchronization of action potential firing within and between these distinct units of the seizure network.
The authors implanted bundles of electrodes, which covered an area of approximately 0.25 to 0.75 mm 2 , into area CA1 of the hippocampus. With this electrode array, they could detect the firing of up to 10 individual neurons simultaneously. They used cross-correlation analysis to determine the probability that any pair of neurons was firing action potentials in synchrony. They recorded the activity of neurons after inducing seizures with a variety of different convulsant agents in both anesthetized and awake rats. This study revealed several interesting findings. First, when a convulsant agent was administered, the firing rate of individual neurons gradually increased until the onset of the seizure. This outcome demonstrates that, at least in terms of the frequency of firing, the onset of a seizure does not represent an abrupt change, but rather the culmination of a gradual build up of activity. Second, they determined that prior to the administration of any convulsant agent, there was a high degree of correlated firing, or synchrony. That is, almost 100% of neuron pairs fired in a correlated manner with a probability of more than twice that would be expected by chance (although there was less correlation in awake than anesthetized rats). This finding suggests that the neurons that were being recorded were in fact functioning as a network. The third, and perhaps the most interesting finding, pertained to the changes in this synchrony within the network as the transition from normal activity to seizure onset occurred. The investigators found that in the early preictal phase (i.e., within the first few minutes after the convulsant was administered) the degree of synchrony within the network dramatically decreased almost to levels seen by chance, even as neuronal firing frequency was increasing. The authors suggest that this desynchronization represents a functional disconnection of the epileptic network that originates from the more distant parts of the network. In the late preictal phase (i.e., several minutes before the seizure started), synchrony increased (although it continued to be less than during the control period) until there was a final abrupt increase in synchrony at seizure onset.
Because this study utilized pharmacologically induced seizures, the authors considered that they could have observed a pattern of network dynamics that was unique to the effects of the convulsant agent. Therefore, they performed the same analysis in rats treated with systemic pilocarpine and picrotoxin, which have different mechanisms of action. By administering either pilocarpine or kainate directly into the hippocampus of anesthetized rats, they also attempted to rule out that the possibility that systemic administration of the drug drove the network activity from outside the hippocampus networks. In all of these conditions, the authors found remarkably similar re-sults. Moreover, because administration of pilocarpine induces a period of repetitive seizures (and is often used to induce status epilepticus), they were able to determine that the network dynamics of recurrent seizures were similar to those of the initial seizure. For these experiments, the seizures occurred minutes apart, so care was taken to differentiate the postictal period (during which neuronal firing was dramatically reduced) from the preictal period. Moreover, although the pattern of desynchronization followed by resynchronization was seen in recurrent as well as initial seizures, the gradual build up of neuronal firing frequency was not observed prior to recurrent seizures.
Clearly, there are many limitations to the interpretation of this study, the most obvious one being that these seizures were induced and not generated intrinsically, as in a true epileptic network. In addition, the generation of seizures in hippocampal area CA1 may be different from that in the cortex or in lesions, such as dysplasias. Considering these caveats, though, it is remarkable that the desynchronization-synchronization pattern occurred in multiple conditions and argues for the possibility that there is one underlying mechanism that begins the genesis of the seizure, long before it is recognized as a seizure. If so, detection of network desynchronization could provide the elusive marker that can reliably anticipate seizures. Moreover, use of such animal models may allow determination of the best methods to abort seizures before they start. For example, closed loop stimulators, drug applicators, and cooling devices are technically feasible, but determining when and how to trigger them is still a challenge. So, although it remains to be seen if these findings are relevant to human epilepsy, at least there is another window into the complexity of seizures and more hope for better treatments. (IISs) are thought to disrupt cognition, but it is difficult to delineate their contribution from general impairments in memory produced by etiology and seizures. We investigated the transient impact of focal IISs on the hippocampus, a structure crucial for learning and memory and yet highly prone to IISs in temporal lobe epilepsy (TLE). METHODS: Bilateral hippocampal depth electrodes were implanted into 14 Sprague-Dawley rats, followed by intrahippocampal pilocarpine or saline infusion unilaterally. Rats that developed chronic spikes were trained in a hippocampal-dependent operant behavior task, delayed-match-to-sample. Depth-electroencephalogram (EEG) was recorded during 5,562 trials among five rats, and within-subject analyses evaluated the impact of hippocampal spikes on shortterm memory operations. RESULTS: Hippocampal spikes that occurred during memory retrieval strongly impaired performance (p < 0.001). However, spikes that occurred during memory encoding or memory maintenance did not affect performance in those trials. Hippocampal spikes also affected response latency, adding approximately 0.48 seconds to the time taken to respond (p < 0.001).
INTERPRETATION:
We found that focal IIS-related interference in cognition extends to structures in the limbic system, which required intrahippocampal recordings. Hippocampal spikes seem most harmful if they occur when hippocampal function is critical, extending human studies showing that cortical spikes are most disruptive during active cortical functioning. The cumulative effects of spikes could therefore impact general cognitive functioning. These results strengthen the argument that suppression of IISs may improve memory and cognitive performance in patients with epilepsy.
COMMENTARY
E ven in 2010, the epilepsy community is debating the fundamental definition of a seizure-witness the recent point-counterpoint articles in the pages of this journal (1, 2) . At issue is the duration of electrographic discharges that constitutes a clinical seizure, which speaks to the uncertainty of where the divide between interictal and ictal begins. Clearly, if very brief discharges can be shown to be associated with a clinical alteration in motor activity, responsiveness, memory function, or other classic features of a seizure, it would support the case that such a discharge comprises a clinical seizure. Whether considered ictal or interictal, brief spikes that cause transient cognitive dysfunction deserve serious attention and respect in clinical practice to avert intellectual deficits.
This debate is not new: there is a long history of attempts to define the duration of an interictal discharge that causes an interruption of consciousness. In clinical practice, such a determination is fraught with difficulties, including identifying the site of origin of the interictal discharges, ascertaining whether the spikes are focal versus generalized, and establishing whether a particular number or frequency of discharges is required to produce a measurable alteration in cognition. What is the optimum testing paradigm (e.g., motor vs cognitive, which cognitive test should be used)? How can a test be administered rapidly enough to determine whether the spikes will affect outcome? Do interictal discharges in various regions or depths of the brain or those stemming from different epilepsy syndromes cause discrete kinds of cognitive impairment? It is crucial to address these questions, because they verify whether or not interictal discharges warrant aggressive anticonvulsant treatment (3).
One approach to addressing these questions is to use an animal model. As occurs with other issues in epilepsy research, animal models do not exactly mimic the human situation, but do allow the investigator to study aspects that cannot be examined in humans. For instance, depth electrodes can be used in animals, whereas this technique is impractical or unethical in patients. In addition, a variety of seizure-induction methods can be used to create various areas of neuronal damage or mimic epilepsy syndromes, and the animals can be subject to multiple testing procedures, if appropriate. Electrophysiological and histopathological studies can test hypotheses about the localization of interictal spikes and their distribution as well as identify the type of cellular dysfunction. The challenge is to design a test that has relevance to the cognitive processes of humans.
In this context, Kleen and colleagues devised a clever experimental protocol to test the effects of interictal spikes on cognition in adult rats. Pilocarpine was injected into one hippocampus, producing a syndrome of limbic seizures akin to human temporal lobe epilepsy. After a period of status epilepticus, interictal discharges appeared in both hippocampi, as measured by depth electrodes implanted into each hippocampus. Once a baseline frequency of interictal spikes was established, the investigators could employ a behavioral test specifically chosen to assess memory function. They could then assess whether the occurrence of interictal spikes affected short-term memory.
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The investigators used the delayed-match-to-sample (DMTS) test, which is a test of hippocampal integrity. In this test, a rat is briefly presented a lever, which suddenly appears on one wall of the apparatus, to one side of a pellet dispenser. The rat is then trained to poke its snout into a hole on the opposite wall of the chamber. Then, after a variable and controllable delay, two levers are shown-the original one plus a second lever on the other side of the dispenser. The rat must remember which of the two levers appeared first and then depress it to receive a food reward. The unique advantage of the DMTS test is that three phases of memory function can be assessed separately: 1) encoding (related to initial sample presentation), 2) maintenance (correlated with delay time), and 3) retrieval (determined by pressing the correct lever). Furthermore, once both levers appear, the delay in response to lever pressing can be measured; variation in this latency is an additional indicator of an effect of interictal spikes. A further advantage of the paradigm is that each rat serves as its own control, as memory functions can be compared during periods of interictal spiking and periods without interictal spikes in the same animal.
The results provide an intriguing conclusion. Analysis of over 5,000 trials showed that interictal spikes diminished only the retrieval phase of memory function, leaving encoding and maintenance unscathed. In addition, interictal spikes were associated with significantly longer response latencies, adding more than half a second to the response latency in trials without interictal spikes. The investigators controlled for potential confounding factors, such as the rat's state of vigilance or attention as well as effects resulting from spontaneous seizures, ensuring that the experimental results correlated best with the occurrence of interictal spikes.
These findings provide new fodder for the debate as to whether interictal spikes affect cognition. Interictal spikes not only impair memory but also selectively alter the subcomponent of memory function responsible for retrieval of information, that is, the laying down of new memories and encoding them. The concern immediately arises whether cumulative effects of interictal spikes over long periods of time lead to longlasting rather than just transient cognitive disruption. To the extent that the results can be extrapolated to patients, the obvious question is whether aggressive treatment to reduce interictal spikes might improve selective aspects of cognition, in this case, memory retrieval. Those experiments remain to be performed in rodents. Another caveat is that not all interictal spikes are created equal. Rolandic spikes are frequent, yet cognitive changes are usually subtle in rolandic epilepsy (4) . In contrast, the slow spike waves of Lennox-Gastaut syndrome are considered a biomarker for profound mental impairment. Therefore, the brain region supporting interictal spikes and their pathological context are critical determinants of cognitive disruption. Whether or not interictal spike reduction would lead to cognitive enhancement or a better quality of life in patients also remains unresolved. Finally, anticonvulsants themselves are associated with deficits of cognition and alertness, so they do not constitute a panacea-not to mention the fact that anticonvulsant drugs are more effective at suppressing seizures than at getting rid of interictal spikes (5) .
The major significance of the results by Kleen et al. is that they establish that interictal spikes can disrupt specific cognitive functions and that this impairment can be studied in the laboratory using carefully designed procedures. A fascinating, unresolved issue is determining the mechanism of how interictal spikes undermine memory retrieval. The challenge is now to decide how to use this kind of information in the clinical setting. It looks as if the debate will go on, if memory serves! by Carl E. Stafstrom, MD, PhD
