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Abstract  
Visual perception of gradients 
Luis Garcia-Suarez 
Keywords: Human vision, spatial vision, colour vision, psychophysics, gradients, 
detection, discrimination  
Gradients, smooth spatial variations in luminance and/or colour, have been 
found to provide useful cues to the visual system (e.g. shape-from-shading). 
However, the mechanisms of gradient perception are still not fully understood 
and chromatic gradient perception has hardly been explored. The main aim 
of this thesis was to understand the mechanism of gradient perception. For 
that purpose, detection and discrimination thresholds for achromatic and 
chromatic gradients were measured. The edges at the boundaries of the 
gradient have previously been shown to influence strongly the task. I 
therefore first show that the use of a special background was efficient in 
minimizing the use of edge cues. The limiting factor in the perception of 
gradient of different spatial profiles was found to be the local slope at the 
centre of the gradient. This implies that the visual system uses the local 
information within the gradient. These findings are in total agreement with 
current multi scale-space models of vision based on the extraction of local 
features from filters of different constant scales. Another interesting finding 
was that the visual system was extremely good at detecting or discriminating 
small changes in colour and also spatial modulation. The interactions 
between luminance and chromatic pathways were also studied for gradient 
perception. The detection of achromatic gradients seems minimally 
influenced by colour contrast gradients. However, colour gradient detection 
showed a strong interaction between achromatic and colour mechanisms.  
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1- Chapter: Introduction 
1-1. Introduction 
Gradients are smooth and continuous variations in luminance and/or chromaticity across 
surfaces. They are all around us. They manifest, for example, as shadows on an 
illuminated wall or as shadings on rounded objects (Figure 1-1). Those gradients that 
arise from variations in illumination on objects or surfaces, such as shadows and 
shadings, can be called extrinsic gradients. A gradient may be inherent to the object like 
for example the colour of a flower that varies smoothly from red to white. This type of 
gradients can be called intrinsic gradients (Figure 1-2).  
 
Figure 1-1: Scene rich in extrinsic luminance and chromatic gradients: cast shadows of the objects on the 
floor or on the wall, shading on the rounded objects and chromatic inter-reflections between the coloured 
cards lying on the floor or the painted wall and the objects. 
 
There are different scientific approaches for studying visual perception including 
physics, psychology, psychophysics, physiology, computer science, linguistics and 
genetics among others. The present thesis will focus on the psychophysical approach to 
study and understand the basic mechanisms of visual perception of luminance and/or 
chromatic gradients. Briefly, the psychophysical approach consists of presenting 
11 
 
physical stimuli to an observer and of measuring and interpreting his/her perceptual 
response to the stimuli.  
 
Figure 1-2: Flower showing an intrinsic gradient from red to white. 
 
Previous psychophysical studies on lightness and brightness perception (Land & 
McCann, 1971; Grossberg & Todorovic, 1988) considered that gradient information is 
discarded for the visual processing of lightness or brightness. Some textbooks on visual 
perception also point out that gradient information is possibly discounted by the visual 
system (DeValois & DeValois, 1990; Spillmann & Werner, 1990). However, as we will 
see in Chapter 4, there is much evidence in the last twenty years for how gradient 
information is used by the visual system for important aspects of visual perception. The 
main aim of this thesis is to understand the perception of achromatic and chromatic 
gradients.  
In the following two sections, I will start explaining why knowing the basic mechanism of 
gradient perception is important in the quest for understanding human visual perception.  
1-2. Illumination versus surface-reflectance 
The human visual system has evolved to be able to extract and process spatial and 
temporal luminance and colour information from the outside world. For this purpose, the 
retina of the eye has nervous cells (photoreceptors) that are sensitive to the visible 
spectrum of the light (Figure 1-3). 
12 
 
 
 
Figure 1-3: Visible spectrum of the light which constitutes a fraction of the whole electromagnetic power. 
Objects in a scene are visible if a light source illuminates them. The light from the 
illumination source interacts with the objects. The light resulting from these interactions 
enters the eye, goes through the optics of the eye and is finally absorbed by the 
photoreceptors. The transduction of the light into nervous impulses constitutes the first 
stage of the visual perception. 
How can the objects of the scene and the light source be described physically? The light 
source may be characterized by its energy at each visible wavelength (see for example 
Wandell, 1995). This way of describing the light from a source is called the spectral 
power distribution of a light. On the other hand, each object in the scene has its own 
surface properties which determine the nature of the interactions between the light 
source and the object surface. The proportion of energy reflected by the object surface 
at each wavelength of the visible spectrum defines the surface-reflectance function of an 
object  
The light from the source may be absorbed, transmitted and/or reflected by the object 
surface. The reflected light that enters the eye ( L  in Equation 1-1) depends therefore on 
the spectral power distribution of the light and on the surface-reflectance function of the 
objects. The interactions between the light from the source and objects of different 
surface-reflectance functions may result in different colour sensation. 
13 
 
R I L           Equation 1-1 
Equation 1-1 shows how the light and/or colour pattern of the retinal image ( L ) depends 
on the illumination conditions of the scene ( I ) and the inherent properties of the surface 
(surface-reflectance R ).  
From Equation 1-1, it is easy to appreciate that the information about either the 
illumination or the surface properties of the objects is not directly available to the visual 
system, since the light ( L ) entering the eye results from the interactions between the 
illumination and surface properties. Nevertheless, the human visual system has the 
remarkable ability to recognise objects as having the same colour under different 
illumination conditions. It is able to extract the reflectance (invariant property of a 
surfaceR ), even if the illumination ( I ) varies. This phenomenon is called colour 
constancy. The visual system is therefore able to easily recognise variations in 
luminance and/or colour due to the light source and the ones due to the object surface. 
Chromatic and light adaptation (von Kries‟ adaptation) does not totally explain colour 
constancy (Jameson & Hurvich; 1989; Webster, 1996). Several models or algorithms 
have being proposed, but none of them convincingly explain colour constancy (Wandell, 
1995; Brainard, 2003). The perception of gradients may play an important role in 
inferring the illumination or the surface-reflectance properties of objects (see review by 
Kingdom (2008)). In fact, there is evidence that colour variations give cues to 
disambiguate luminance variations due to surface-reflectance from those due to the 
illumination (Kingdom, 2003; Kingdom, Rangwala & Hammamji, 2005). Basically, 
Kingdom (2003) showed that colour variations that are not aligned with luminance 
variations enhance the depth perception of a pattern giving an impression of colour 
shading. So, luminance variations are interpreted as variations in illumination. On the 
other hand, colour variations that are aligned with luminance variations suppress the 
depth effect, so in that case luminance variations may be interpreted as inherent to the 
object, i.e. as surface-reflectance.  
14 
 
The following section will further describe how gradients when considering the three-
dimensionality of the natural world can give cues to recover the illumination information 
from Equation 1-1. 
1-3. Illumination phenomena 
Humans have evolved in the known three-dimensional space (3-D space). However, the 
visual system processes information about the outside world from a two-dimensional (2-
D) retinal image. From this planar image, the visual system reconstructs its 
interpretation of the three-dimensionality. Early theories such as the Retinex Theory 
(Land & McCann, 1971) assumed that the visual system only takes into account the 2-D 
pattern of an image. For example, they assumed that luminance gradients are due to 
variations in illumination, while sharp luminance changes are due to the surface-
reflectance properties of objects. Gilchrist (1983), however, pointed out that these 
assumptions do not hold when considering a natural 3-D scene and that the perception 
of the three dimensionality depends on the geometrical layout of a scene (Adelson & 
Pentland, 1996). From the 3-D point of view, sharp edges may arise from the surface-
reflectance properties as well as from illumination changes. The 3-D point of view of the 
world seems thus to introduce richer and essential aspects for understanding the visual 
perception.  
There are different cues to help the visual system to infer the three-dimensionality and 
depth: binocular disparity, motion parallax, relative and familiar size, perspective, 
occluding cues, texture gradients and illumination phenomena among others. The 
present section will focus on illumination phenomena.  
Illumination phenomena are variations in illumination across the surface of objects that 
occur in 3-D scenes. Shadings, cast shadows, specular highlights, mutual illumination 
(MI) or inter-reflections are examples of illumination phenomena studied in the last 20 
years (Figure 1-1). 
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Shading is the variation in illumination with the surface slant of an object facing directly 
the illumination (Mamassian, Knill, & Kersten, 1998). Ramachandran (1988) studied the 
perception of 3-D shapes (spheres) produced by shading (only luminance variation) and 
found that the visual system works under the assumption of a single light coming from 
above. He also found that perceived 3-D shapes from shading influence the perception 
of motion in depth (Ramachandran, 1988). Cast shadows from an object occluding the 
light to another object or surface (Figure 1-1) were studied by Mamassian, Knill and 
Kersten (1998). They showed that moving cast shadows provide more effective 
information about the spatial layout of a scene and the shape of the surface on which 
the moving object casts the shadow than static cast shadows. Specular or glossy 
highlights are mirror-like reflections on a surface. They were found to provide 
information of the light source position (D' Zmura & Lennie, 1986) and the curvature of 
an object (Blake & Bülthoff, 1990). When viewing an object in a scene, reflected light of 
other object within the scene bounces on that object and reaches also the eye. This 
bounced light is mutual illumination (MI) or inter-reflections (Mamassian, Knill, & 
Kersten, 1998). Bloj, Kersten and Hurlbert (1999) showed how MI influences colour 
perception of a 3-D object (chromatic Mach card). The Mach card used in their study 
looked like a half-opened book. One of the two sides of the card was painted in magenta 
and the other side was white. The inter-reflections between the magenta side and the 
white side created a chromatic gradient on the white side. A pseudoscope was also 
used to create an illusion where the Mach card appears convex like a „roof‟. In the 
concave position (like a half-opened book), the colour on the white side of the Mach 
card was perceived differently than in the convex case („roof‟). These results suggested 
that the colour perception of the chromatic gradient on the white card depends strongly 
on the three-dimensional shape of the object. Its colour perception shifted whether the 
chromatic gradient on the white card was perceived as illumination variations (MI) or as 
surface-reflectance („roof‟ condition).  
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We have just seen how illumination phenomena provide cues for the 3-D shape 
perception, motion in depth, light source position or the spatial and geometrical layout of 
a scene. As seen, illumination phenomena result from variations in illumination across 
surfaces of objects that occur in 3-D environments. All of those illumination phenomena 
have in common that they contain achromatic and/or chromatic gradients, i.e. smooth 
and continuous variations in luminance and/or colour across extensive areas of object 
surfaces, such as shadows and shadings. Mathematically, a gradient corresponds to the 
first derivative (or slope), /dI dx , of a function ( )I x at a given point ( x ). In the present 
study, the term „gradient‟ will refer to a region, where the first derivative ( /dI dx ) of the 
intensity function does not change sign and any variations of /dI dx  are small, 
continuous and/or smooth. All those studies on illumination phenomena point out the 
importance of perception of such gradients in the visual processing for recovering the 
three-dimensionality of the natural world. Therefore, they show the importance of 
gradient perception for recovering information about the illumination of Equation 1-1. 
1-4. Summary of the present thesis 
We have just seen the importance of gradients in perception. The subject of this thesis 
is based on the hypothesis that the visual system has some mechanisms to perceive 
luminance and colour gradients. I will therefore focus on understanding the properties 
and basic mechanisms of visual perception of luminance and/or chromatic gradients. 
The chapters of this thesis will be organized as follows. 
First, the main physiological and psychophysical findings on the visual processing of 
luminance and colour information will be reviewed. This will be followed by a review of 
the existing literature related to gradient perception. Finally, the aims of the present 
thesis will be set.  
In the experimental chapters, I will study the perception of achromatic and chromatic 
gradients. First, I will study the sensitivity of the visual system to gradients that may 
occur naturally within a three-dimensional scene. Then, I will measure detection and 
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discrimination thresholds for achromatic and isoluminant chromatic gradients that tap in 
isolation each of the physiological pathways of light processing. The interactions 
between those pathways will then be studied for gradients.  
In the discussion, I will propose an explanation of the mechanisms of gradient 
perception and the possible interactions between the luminance and chromatic 
pathways. 
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2- Chapter: Luminance and colour processing  
2-1. Introduction 
As seen in Chapter 1 (Section 1-2), the nervous layer of the eye, the retina, has 
specialized cells that get activated by the pattern of light reflected from objects within an 
illuminated scene. The transduction of the light energy into nervous impulses initiates 
the first stage of the visual processing. There are plenty of physiological and 
psychophysical evidence that indicates the human visual system segregates information 
received from the outside world at early stages of the visual processing. This way, 
neurons from the visual pathway including visual areas of the brain are selectively 
activated by different spatial, chromatic and temporal features of the object, such as 
orientation, motion direction, luminance and colour. The spatial, chromatic and temporal 
information seems thus to be processed by parallel pathways from the retina to the 
brain. This chapter will concentrate on describing the psychophysical and physiological 
evidence for how the visual system processes and segregates luminance and colour 
information at early stages of the visual processing. 
2-2. Trichromacy of the vision: the starting point 
For vision to happen, light from the outside world needs first to enter the eye and be 
transmitted by the ocular media. The absorption of the photons of the light by the 
photoreceptors (cones or rods) constitutes the first stage of the visual processing. 
Transduction of the light energy into nervous impulse happens by hyperpolarisation of 
the photoreceptor membrane. The nervous impulse is then transmitted to other nervous 
cells until it reaches the visual cortex in the brain.  
At photopic levels of illumination above 4-10cd/m2 (Mather, 2006), vision is mediated by 
the cone photoreceptors. Figure 2-1 represents the spectral luminous efficiency 
functions for scotopic (green line) and photopic (black line) levels of illumination. The 
photopic spectral luminous efficiency function in Figure 2-1 illustrates how sensitive the 
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visual system is to different wavelengths of the visible spectrum (Figure 1-3). It shows a 
maximum peak of sensitivity at a wavelength of around 555nm.  
 
 
Figure 2-1: Scotopic luminous efficiency function (green line) and photopic luminous efficiency function 
black lines). CIE 1931 ( )V  (solid line), Judd-Vos 1978 ( )MV   (dashed line), Sharpe, Stockman, Jagla 
and Jägle 2005 *( )V   (dotted line). The vertical axis represents the relative sensitivity (maximum 1) and 
the x-axis the wavelengths of the visible spectrum in nanometers. 
 
This function was determined by different labs and adopted in 1924 by the „Commission 
International de l‟ Eclairage (CIE)‟ as standard and it is still commonly used nowadays. 
Another version, the Judd-Vos ( )MV  , was proposed in 1978 (Vos, 1978 as cited in 
Wyszecki & Stiles, 2000). This new version improved the function at short-wavelength, 
but the average observer presented improbable high macular density (Sharpe, 
Stockman, Jagla & Jägle, 2005). Recently, Sharpe and colleagues (2005) proposed a 
new luminous function 
*( )V   which was rigorously measured using the more reliable 
method of minimum flickering and by taking into account the Sharpe and Stockman‟s 
cone fundamentals (2000). Figure 2-1 also shows ( )MV  and 
*( )V  in dash and dot 
lines respectively. 
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Human cones have three types of absorption pigments called rhodopsins that are 
sensitive to different regions of the visible spectrum. Cones are thus divided into three 
classes L-, M- and S- cones that are sensitive to long-, medium- and short-wavelength 
regions respectively. From three classes of cones, human beings are able to perceive 
millions of colours. This constitutes the trichromacy theory: from the mixture or activation 
of three primary colours, all other colours can be generated or perceived. The 
trichromacy theory was postulated well before we knew the existence of three classes of 
human cones. It was first published more than 300 years ago by George Palmer 
(Mather, 2006) and further developed by Young and then Helmholtz in the 19th century.  
Human spectral cone sensitivity across the visible spectrum has been widely studied in 
laboratory using molecular, electro-physiological and anatomical techniques (see 
examples in Zrenner, Abramov, Munehira, Cowey, Livingstone and Valberg (1990)). For 
example, a study from Schnapf, Kraft and Baylor (1987) using suction electrode 
recordings found peaks of absorption in human L- and M- cones at around 560nm and 
530nm. S- cones have a peak of absorption at around 430 (reviewed by Solomon & 
Lennie, 2007). Smith and Pokorny (1975) determined psychophysically the human 
spectral cone sensitivity at foveal regions (2°) between 400 and 500nm by taking into 
account the absorption from the lens and the macular pigment. They derived their 
spectral cone sensitivity functions (Figure 2-2) from calculation of the Judd (1951 as 
cited in Wyszecki & Stiles, 2000) luminous function ( )V  (Figure 2-1). The updated 
Smith and Pokorny (1975) spectral cone sensitivity functions from calculation of Judd-
Vos (Vos, 1978 as cited in Wyszecki & Stiles, 2000) luminous function ( )MV  are 
represented in Figure 2-2 for the three classes of cones. Sharpe and Stockman (2000) 
published the spectral cone sensitivity functions based on calculations from the Stiles 
and Burch colour matching functions (Stiles and Burch, 1955 as cited in Sharpe and 
Stockman, 2000). These latter colour matching functions seem more direct and reliable 
measures to derive the cone spectral sensitivity functions than the ( )MV  , on which are 
based Smith and Pokorny (1975) cone fundamentals (Gegenfurtner & Sharpe, 2001).  
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Figure 2-2: Smith and Pokorny (1975) spectral cone absorption curves (log scale). The relative absorbance 
(log scale) across the wavelengths (nm) is shown for each cone. Source from Wyszecki and Stiles (2000). 
The letters L, M and S were added to indicate each of the L- M- and S-cone spectral sensitivity curves. 
 
From Figure 2-2, L-, M- and S- cones are sensitive to a wide range of wavelengths and 
L- and M- cones have almost overlapping sensitivity functions. The spectral cone 
sensitivity functions in Figure 2-2 can be interpreted as the probability of each class of 
cones of absorbing photons of light across the visible spectrum. Once a photon of any 
wavelengths is absorbed, the transduction response is the same regardless of the 
photon wavelengths. In other words, photoreceptors are blind to the wavelength. This 
phenomenon is called the principle of univariance (Rushton, 1972). What distinguishes 
classes of cones is the probability of absorbing a determined wavelength of light.  
As you will see in this section and subsequent sections, L- and M- cones share similar 
characteristics, but differ in various aspects to S- cones. We have already seen that L- 
and M- cones have almost overlapping spectral cone sensitivity functions (Figure 2-2). 
The population of L- and M- cones in the human retina constitutes around 90% of the 
total number of cones and are densely concentrated in the macular region. The ratio 
between L- and M- cones varies considerably between individuals from 0.4 to more than 
10 (reviewed by Solomon & Lennie, 2007). The distribution of S- cones in the retina 
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differs greatly from L- and M- cones. S- cones are almost absent in the central part of 
the retina and increase in number with eccentricity. 
Despite the univariance property of photoreceptors, the overlapping of L- and M- 
spectral cone sensitivity functions and the great ratio difference between L-, M- and S- 
cones, the visual system is able to perceive many colours. Some perceptual 
mechanisms of pooling out the information of the three cones must exist to explain the 
processing of luminance and colour information. In fact, there is neuro-physiological and 
psychophysical evidence that retinal cells perform a comparison of the cone inputs. This 
constitutes the second stage of luminance and chromatic processing. The next section 
will describe in more detail the physiological and psychophysical findings on the 
luminance and colour processing from the retina to the visual cortex.  
2-3. Opponent processing: the second stage of light processing 
2-3-1. Physiological evidence for opponent processing  
2-3-1-1. The retina 
As mentioned in Section 2-2, human photopic vision is mediated by the three classes of 
cones with peak sensitivities to long-, medium- and short-wavelengths (Figure 2-2). 
From the three classes of cones, colour perception is possible. This constitutes the 
trichromacy theory. However, the trichromacy theory on its own is unable to explain 
human colour vision. For example, humans can describe colours by four fundamental 
colours (red, green, blue and yellow). Hering in the 19th century also pointed out that we 
cannot describe colours as simultaneously red and green or yellow and blue (Zrenner et 
al., 1990). The existence of four main colour hues explained by Hering colour 
opponency theory in addition to the fact that cones are blind to the wavelengths of light 
(principle of univariance) indicates that other physiological mechanisms should exist to 
explain colour vision. Indeed, in the last 50 years there has been much physiological 
(eg. Derrington, Krauskopf & Lennie, 1984) and psychophysical (e.g. Krauskopf, 
Williams & Heeley, 1982) evidence for the dual processing of human colour vision. After 
23 
 
the trichromatic stage of photo-transduction (Section 2-2), information from the different 
classes of cones is pooled out and compared. Cone photoreceptors make connections 
to different layers of the retina (Figure 2-3). The nature of these connections determines 
how the light and colour information is processed. This stage, where cone outputs are 
compared, determines the second stage of luminance and colour processing. As we will 
see, the mechanisms of luminance and colour processing of the second stage are found 
at different levels of visual processing from the retina to the visual cortex in the brain 
(Figure 2-3). 
 
Figure 2-3: Schematic representation of the visual pathway from the retina (eye) to the primary visual cortex 
(V1) (brain). The main parts (retina, LGN and V1) of the visual pathway, where the visual cells make 
connections, are zoomed to see the anatomical details. Photoreceptors, bipolar, horizontal, amacrine and 
ganglion cells are the main types of cells encountered in the layers of the retina. The three layers of the 
LGN and the different layers of V1 are also shown. Box 1 from Solomon and Lennie (2007).   
 
Cone photoreceptors form direct synaptic connections with bipolar, horizontal and 
ganglion cells.  
There are different morphological types of cone bipolar cells: midget, diffuse and giant 
bipolar cells. A midget bipolar cell receives connections from one cone, while a diffuse 
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bipolar cell receives from five to ten cones (Rodieck, 1998). At this stage of retinal 
connections, the spatial information is segregated into two parallel pathways, the ON- 
and OFF-pathways (review by Wässle & Boycott, 1991; Schiller, 1996; Masland, 2001). 
The response of a bipolar cell to light is related to a limited region of the retina. This 
region is called the receptive field of the bipolar cell. There is evidence that bipolar cells 
have concentrically antagonistic centre-surround receptive field organization (Dacey & 
Lee, 1994; Dacey, Packer, Diller, Brainard, Peterson & Lee, 2000; Dacey, 2004). ON- 
bipolar cells respond to an increase in light in a circular central region of their receptive 
field, while OFF- bipolar cells respond to a decrease in light. There is a region encircling 
the ON- or OFF- centre in which the polarity of the response is inverted. For example, 
the central region of an ON bipolar cell has a concentric overlapping surrounding region 
of OFF response. A receptive field of a midget bipolar cell has therefore an ON- or OFF- 
centre and respectively an antagonistic OFF- or ON- surround. Thus, two parallel ON- 
and OFF- pathways seem to originate in the bipolar cell layers, convey spatial 
information through similar ON- and OFF- ganglion cells and finally terminate in the 
visual cortex (Schiller, 1996). Cone bipolar cells also make connections to horizontal, 
amacrine and other bipolar cells. 
There are many types of amacrine cells in primates, but their roles are not known 
(Wässle & Boycott, 1991; Rodieck, 1998;). They may influence the response of ganglion 
cells for directional selectivity and local edge detection (Rodieck, 1998). 
There are two morphological types of horizontal cells, HI and HII in primates (Wässle & 
Boycott, 1991). They are horizontally spread in the inner nuclear layer (Figure 2-3) and 
make synaptic connections between other horizontal cells, cones and bipolar cells. HI 
horizontal cells receive connections from L- and M- cones only, whereas HII receives 
strong inputs from S- cone as well. Their role is not fully understood. They are involved 
in the lateral inhibition effect which reduces the activity of the excited cone, neighbouring 
cones and neighbouring bipolar cells. This effect is known to enhance spatial contrast at 
edge locations between light and dark adjacent regions in the retina and explains many 
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perceptual illusions such as the Mach band illusion (see Section 3-3 for more detail). 
Horizontal cells seem to be involved in the function of the surround of receptive fields 
(Dacey, 2004).  
There are three main morphological classes of ganglion cells: the midget, parasol and 
bistratified cells (Dacey & Lee, 1994; Dacey, 2004). They constitute the 65% of the total 
population of ganglion cells (Dacey, 2004). The remaining types of ganglion cells are 
diverse small populations (around 20) that are recently been discovered and whose 
properties are still unknown. They are thought to be involved in motion and colour 
processing (Dacey, 2004). The midget ganglion cells receive inputs from the midget 
bipolar cells and are also called P cells, since they form the parvocellular pathway. The 
parvocellular pathway conveys the spatial information through ON and OFF midget 
bipolar cells to ON and OFF midget ganglion cells (Schiller, 1996; Rodieck, 1998; 
Masland, 2001; Solomon & Lennie, 2007). Similarly, the ON and OFF diffuse bipolar 
cells connect to ON and OFF parasol ganglion cells. The parasol ganglion cells, also 
called M cells, constitute the magnocelluar pathway. The small bistratified ganglion cells 
or K cells constitute the Konicellular pathway.  
As seen above, the spatial information is segregated early in the retina, but what about 
the chromatic properties of the different human retinal cells. No chromatic properties of 
bipolar, amacrine and horizontal cells in primate or humans have been yet found 
(Rodieck, 1998; Masland, 2001). However, recently Li and DeVries (2006) recorded in 
dichromatic mammalians (ground squirrel monkeys) how bipolar cells receive inputs 
from M- and S- cones. Their findings suggested that bipolar cells are involved in colour 
processing. Chromatic properties of ganglion cells are instead better understood. In fact, 
the first level where chromatic processing is apparent in primates is at the ganglion cell 
layer (de Monaterio & Gouras, 1975; de Monasterio, Gouras & Tolhurst, 1975; and 
review by Masland, 2001). We have seen that bipolar cells have spatial opponency with 
ON- and OFF- centre-surround receptive fields. This centre-surround organisation is 
transmitted to ganglion cells (Dacey, 2004). Some ganglion cells (parasol and peripheral 
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midget ganglion cells) show this spatial centre-surround organisation: they receive 
antagonistic centre-surround inputs from the sum of L- and M- cones (Figure 2-4A) (de 
Monaterio & Gouras, 1975; Dacey, 2004).  
 
Figure 2-4: Light processing through three post-receptoral pathways: A) a luminance (LUM), B) a „red-
green‟ opponent (R-G) and C) a „yellow-blue‟ opponent pathways. They seem to emerge at the level of the 
retina (ganglion cells) from the additive (+) and subtractive (-) combination of the L-, M- and S- cones. LGN 
receptive fields shows the same organisation as ganglion cells, i.e. some receive combined cone inputs 
±(L+M) and others opposed cone inputs ±(L-M) or ±(S-(L+M)).      
 
In addition to spatial opponency, midget ganglion cells show spectral opponency 
properties with also centre-surround receptive field organisation. Centre-surround 
midget ganglion cells from the parvocellular pathway were found to receive antagonistic 
L- and M- cone inputs (Figure 2-4B) (de Monasterio & Gouras, 1975; Rodieck, 1998; 
Dacey, 2004). They respond antagonistically to a reddish and greenish light. For 
example, ON-centre L- midget ganglion cells respond to an increase in red light (+L) at 
the centre of their receptive field and are inhibited by an increase in green light (-M) at 
their surround and vice e versa for OFF-centre L- midget ganglion cells. This ON and 
OFF spectral centre-surround organisation of midget ganglion cells is also found for M- 
versus L- cone inputs. The centre of receptive fields of L- and M- midget ganglion cell 
are mediated by the L- and M- midget bipolar cells respectively. Their surround instead 
are the result of horizontal and amacrine influence (Schiller, 1996; Rodieck, 1998). ON 
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+ - + 
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or OFF small bistratified ganglion cells (koniocellular pathway) respond antagonistically 
to yellowish and bluish lights. The centre of the receptive field of the small bistratified 
ganglion cells is mediated by the S- cone inputs and the ON S- cone bipolar cells. The 
centre ON of the S- cone input is opposed to the sum of L- and M- cone inputs (Figure 
2-4C) (de Monasterio & Gouras, 1975; Dacey & Lee, 1994; Dacey, 2004). This way at 
the level of ganglion cell layers, spatial and chromatic information from the outside world 
seems to be segregated and transmitted into three parallel pathways or channels, one 
achromatic and two chromatic („red-green‟ and „yellow-blue‟) (Figure 2-4). 
2-3-1-2. The LGN 
The segregated information from the ganglion cells is then mainly transmitted through 
the magnocellular, parvocellular and koniocellular pathways to the right and left lateral 
geniculate nuclei (LGN) at the thalamus level and finally to the primary visual cortex (V1) 
(Figure 2-3). The ganglion axons from the nasal and temporal retina project mainly to 
the contralateral and ipsilateral LGN respectively (Figure 2-3; reviewed by Masland 
(2001) and by Solomon and Lennie (2007)). The LGN cells conserve the spatial and 
chromatic properties of the ganglion cells. Neither new connections nor different 
receptive field response are recorded at this level compared to the retinal level (Zrenner, 
et al, 1990). The LGN is organized anatomically in six main layers (Figure 2-3), two 
magnocellular layers at its dorsal region (M1 and M2) and four parvocellular layers 
ventrally (P3 to P6). M1 and M2 receive mainly projections from ganglion cells of the 
magnocellular pathway and P3 to P6 receive from the midget ganglion cells (see Zrenner 
et al. (1990)). Each of those layers contains a sublayer (K1 to K6). The small bistratified 
ganglion cells projected their axons to K3 and K4. As in the ganglion cell layer, one 
achromatic and two main chromatic mechanisms („red-green‟ and „yellow-blue‟) have 
been found in the magnocellular and parvocellular layers of LGN of the macaque 
respectively (Derrington, Krauskopf & Lennie, 1984). M cells that respond to luminance 
variations do not seem to respond much to chromatic variations. On the other hand, 
there are cells (P cells) that respond maximally to L- cone inputs opposed to M- cone 
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inputs („red-green‟ mechanism) and are insensitive to luminance variations and 
chromatic variations from varying S- cone inputs. Due to those properties, those cells 
are said to have a chromatic signature (Kaiser & Boyton, 1996). Finally, for the yellow-
blue mechanism, LGN cells (K cells) respond maximally to S- cone inputs opposed to 
the sum of L- and M- cone inputs and are insensitive to luminance variations and 
chromatic variations in the red-green plane. This organisation of luminance and colour 
processing by the visual system implies that the three mechanisms are independent and 
therefore linearly combine cone inputs. Wiesel and Hubel (1966) identified two types of 
opponent colour cells in the LGN: type I and type II. Type I cells have centre-surround 
receptive field organisation with excitatory response to long (or short) wavelengths at the 
centre of their receptive field and inhibitory response to short (or long) wavelengths at 
the periphery. They therefore show spatial and spectral opponency. Type II cells have 
also concentric receptive fields, but lack of spatial opponency. They only show spectral 
opponency over the whole region of the receptive field. 
Very recently, Tailby, Solomon and Lennie (2008) recorded in the LGN of macaque, 
cells that respond maximally to L- cone inputs opposed to the sum of M- and OFF S- 
cone inputs. They found that the chromatic response of LGN cells with ON S- cone 
inputs coincides with the physiological yellow-blue axis as observed in previous studies 
(e.g. Derrington, Krauskopf & Lennie, 1984). However, the chromatic direction of LGN 
cells with OFF S- cone inputs was situated between the ON S- cone isolating axis and 
the L-M isolating axis. Their results support studies that did not found strong cone 
opponency in V1 between OFF S- cone inputs and L+M cone inputs (Chatterjee & 
Callaway, 2003; Conway & Livingstone, 2006; review by Solomon & Lennie, 2007). The 
origin of the OFF S- cone pathways remains still unclear (Solomon & Lennie, 2007), but 
recent findings (Chatterjee & Callaway, 2003, Conway & Livingstone, 2006, Tailby, 
Solomon & Lennie, 2008) suggest a different origin than the koniocellular ON S- cone 
pathway. 
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2-3-1-3. The visual cortex 
The cells from the LGN project to the striate portion of the primary visual cortex (V1) 
(Rodieck, 1998). The primary visual cortex (from macaque studies) is organised 
vertically into ocular dominance bands and can be divided into six horizontal main 
layers. Each of those bands receives from one eye (Figure 2-3). The koniocellular S-ON 
pathway were found to terminate in the lower layer 2/3 and 4A of V1 and the OFF S- 
cone pathway in the layer 4A (Chatterjee & Callaway, 2003). Cells of the parvocellular 
layers P3 to P6 of the LGN project mainly to layer 4Cß and 4A of V1 (see Livingstone and 
Hubel (1984, 1987) as cited in Zrenner et al. (1990) and Chatterjee and Callaway 
(2003)). M cells of the LGN carrying the achromatic information seem to project to layer 
4Cα of V1 (Chatterjee & Callaway, 2003). The information is then transmitted to upper 
layers of V1 (mainly layers 2 and 3) and then to higher visual areas V2, V3 and MT 
amongst others. Many of the cells in V1 respond to both luminance and isoluminant 
stimuli, some to luminance stimuli only and some to isoluminant stimuli only (Johnson, 
Hawken & Shapley, 2001, 2004, 2008; Conway & Livingstone, 2006; Tailby, Solomon, 
Dhruv & Lennie, 2008). Recent studies in macaque have given some light on the 
functional organization of V1. They reported the existence of double-opponent cells in V1 
that have both spatial and spectral opponency (Conway & Livingstone, 2006; Horwitz, 
Chichilnisky & Albright, 2007; Johnson, Hawken & Shapley, 2001, 2004, 2008). For 
example, Conway and Livingstone (2006) found that L- ON double opponent cells 
respond to both L- ON and OFF stimuli at the centre of their concentric receptive field 
and also respond to both M- ON and OFF stimuli at their surround. Recently, Johnson 
and colleagues (2001) classified cells in V1 as luminance cells that respond optimally to 
luminance contrast but weakly to colour contrast, colour-luminance cells that respond to 
both luminance and colour patterns, and colour cells (or single opponent cells) that 
respond only to colour stimuli and optimally to low-spatial frequency isoluminant stimuli. 
These colour-luminance cells in V1 are indentified as the double-opponent colour cells 
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and were found to have spatial selectivity, cone opponency (Johnson, Hawken & 
Shapley, 2001) and orientation-selectivity (Johnson, Hawken & Shapley, 2008) 
properties. The single colour-opponent cells (that respond to isoluminant stimuli only) in 
V1 appear to keep the „red-green‟ and „yellow-blue‟ chromatic properties of the retina and 
the LGN (Chatterjee & Callaway, 2003; Johnson, Hawken & Shapley, 2004; Conway & 
Livingstone, 2006; Tailby, Solomon, Dhruv & Lennie, 2008). Those recent findings 
suggest that luminance and colour information are combined at the level of V1 and imply 
the functional importance of V1 for the spatial and chromatic processing of information 
such as chromatic edges. This organisation in V1 may explain illusions and phenomena, 
such as colour induction or interactions between luminance and colour mechanisms 
observed in some studies discussed in the next section (Section 2-3-3) (Johnson, 
Hawken & Shapley, 2004).  
The information from the parvocellular and magnocellular pathways seems to be mixed 
in V1, but new pathways are originated such as the pathways for form processing, 
motion processing, depth processing or colour processing (Livingstone & Hubel, 1984 
as cited in Zrenner et al., 1990)). Receptive fields of cells in layers 2/3 of V1 show more 
complex receptive fields (Livingstone & Hubel, 1984 as cited in Zrenner et al., 1990; 
Howitz, Chichilnisky & Albright, 2007). In addition to the ocular dominance bands, ocular 
orientation bands are also present. The complex cells of the orientation bands have 
receptive field sensitive to orientation of light (Livingstone & Hubel, 1987 as cited in 
Zrenner et al., 1990). Blobs in V1 project mainly to V2. V2 has three types of stripes, 
whose cells are sensitive to form, the stereoscopic depth and colour (Hubel & 
Livingstone, 1987; Levitt, Kiper & Movshon, 1994). The thin stripes that contain cells 
with colour properties project in turn to V4 which is involved with colour vision. Some 
cells respond to both luminance and isoluminant stimuli. Nevertheless, those cells with 
chromatic properties lose their chromatic signature and linearity properties (Levitt, Kiper 
& Movshon, 1994) that are found in neurons of the retina, the LGN or V1 (Derrington, 
Krauskopf & Lennie, 1984; Chatterjee & Callaway, 2003). Those cells respond to 
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isoluminant stimuli of any chromatic directions without any strong selectivity to a 
particular colour axis. Cells sensitive to colour in layers 2 and 3 of V1 also project to V3 
and then to V4 (Felleman & van Essen, 1987). V4 is involved in higher colour mechanism 
such as colour constancy (Zrenner et al., 1990). 
2-3-1-4. Functions of the P, M and K pathways 
The functions of the P, M and K pathways differ greatly. This is reflected by the different 
morphology and anatomical characteristics of cells from the P, M and K pathways. For 
example, P cells have smaller receptive fields (de Monasterio & Gouras, 1975; Wässle 
& Boycott, 1991; Croner & Kaplan, 1995 as cited in Bruce, Green & Georgeson, 2003), 
smaller size than M cells (Wässle & Boycott, 1991; Leventhal, Rodieck & Dreher, 1981 
as cited in Bruce, Green & Georgeson, 2003) and outnumber largely M and K cells 
(Masland, 2001; Perry, Oehler & Cowey, 1984 as cited in Bruce, Green & Georgeson, 
2003). The parvocellular pathway shows chromatic properties as seen, much higher 
spatial resolution due to the small receptive fields of its cells (Wässle & Boycott, 1991), 
lower contrast sensitivity (Kaplan & Shapley, 1986 as cited in Bruce, Green & 
Georgeson, 2003) and slower temporal response than cells of the magnocellular 
pathway (Lennie, Trevarthen, Van Essen & Wässle,1990; Schiller, Logothetis, Charles, 
1990 as cited in Bruce, Green & Georgeson, 2003). Cells of the magnocellular pathway 
lack chromatic sensitivity, but are good in detecting motion (Schiller, Logothetis, 
Charles, 1990 as cited in Bruce, Green & Georgeson, 2003) and low spatial frequency 
patterns (Derrington, Krauskopf & Lennie, 1984). Finally, cells in the koniocellular 
pathway convey information mainly from ON S- cones and have larger receptive fields 
than M and P cells (de Monasterio & Gouras, 1975; Solomon & Lennie, 2007). They 
show chromatic sensitivity, poor spatial resolution, poor temporal resolution, but some 
motion sensitivity (Tailby, Solomon & Lennie, 2008). Cells of the LGN in the pathway 
that conveys information from OFF S- cones have poorer temporal and spatial resolution 
but respond better to high frequency achromatic patterns than cells in the ON S- cone 
pathway (Tailby, Solomon & Lennie, 2008). 
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2-3-1-5. Summary 
The light information seems to be segregated at early stages of processing into three 
main functional pathways defining three physiological axes (Derrington, Krauskopf & 
Lennie, 1984): one achromatic axis (L + M) and two chromatic axes (L-M and S-(L+M)). 
As seen, these three functional pathways, which are driven by three anatomical 
pathways (the M, P and K pathways), seem to keep segregated from the retina to V1. 
Note that there is not a direct relation between the functional pathways and anatomical 
pathways. For example, P cells in the primate retina (Dacey & Lee, 1994) and in the 
primate LGN (Reid & Shapley, 1992) have been found to respond to both luminance and 
isoluminant stimuli.  
This model of colour processing at early stages is however not compatible with our 
experience of colours (Wuerger, Atkinson & Cropper, 2005). For example, colour 
perception of purples in the short wavelength region of the visible spectrum cannot be 
explained by these three mechanisms. However, the discovery of a new relation 
between cone inputs (Tailby, Solomon & Lennie, 2008) is consistent with our experience 
of colours (Neitz & Neitz, 2008). Then from V1 to higher cortical levels, segregated 
luminance and chromatic information seems to fuse and neurons seem to lose their 
chromatic signature. However, Stoughton and Conway (2008) found recently in posterior 
inferior temporal cortex of macaque, cells that conserve their chromatic signature and 
respond exclusively to isoluminant stimuli that correspond to the fundamental four 
colours that humans experience (red, green, blue and yellow). As pointed out by Neitz 
and Neitz (2008), this new discovered region in the primate brain seems to be the locus 
for the colour representation. The chromatic pathways seem therefore to remain 
segregated from the luminance pathway, driving thus chromatic information from the 
retina to higher levels of the cortex.  
The above discoveries of the functioning of vision come from neuro-physiological 
findings. Psychophysical findings also contribute greatly to the understanding of vision 
and are sometimes of guidance for physiological experiments. The next section 
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concentrates on describing psychophysical evidence for mechanisms of vision related 
with the physiological evidence just described. 
2-3-2. Psychophysical evidence for opponent processing 
As already mentioned, psychophysics consists of studying and analysing the human 
perceptual response to physical stimuli. There are different psychophysical experimental 
paradigms usually used to investigate and characterise different aspects of visual 
perception. Those experimental techniques are associated with common observed 
phenomena. Adaptation, masking and sub-threshold summation constitute examples of 
these phenomena used to study the human visual perception by psychophysical means. 
For example, when the visual system is adapting to a pattern for a long period of time, 
its sensitivity for detecting subsequent similar patterns is reduced compared to prior 
adaptation to the pattern (e.g. Blakemore & Campbell, 1969). Masking consists of 
presenting two patterns (test plus mask patterns) close in space or in time and of 
measuring the increase (facilitation) or decrease (masking) in detection sensitivity to the 
test plus mask pattern compared to the test pattern alone (e.g. Stromeyer, Klein, 
Dawson & Spillmann, 1982). Finally, subthreshold summation is often observed if two 
stimulus patterns share common perceptual characteristics (e.g. Mullen & Sankeralli, 
1999). When two stimuli that are not detectable on their own are added together, the 
combined stimulus may be detected if the two subthreshold patterns share similar 
physical characteristics. Most of the results on the next sections are based on those 
phenomena. 
Psychophysical evidence for colour opponency was discovered well before we 
understood the physiological basis of colour opponency. In the 1950‟s, Jameson and 
Hurvich (review by Jameson and Hurvich (1989)) were the first to show 
psychophysically the colour-opponent nature of human colour perception by for example 
cancelling the redness of a light by a green light bringing the light to a neutral state of 
neither green nor red. From those phenomenological experiments, they proposed 
models of the mechanisms of colour opponency that were based on cone opponency. 
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Other methods such as chromatic adaptation have also been used to understand colour 
opponency (Krauskopf, Williams & Heeley, 1982; Webster & Mollon, 1991). It is now 
strongly established from physiological and psychophysical evidence that colour 
perception shows cone opponency after the trichromatic stage (see Section 2-2). The 
large amount of studies in physiology and psychophysics is the undeniable proof of cone 
opponency. But it is not very clear yet how the colour is processed at the different 
stages of the visual processing. As seen in physiological studies in Section 2-3-1, it is 
generally believed that at early stage, colour is processed by three different independent 
channels or pathways: one achromatic and two chromatic. This constitutes the post-
receptoral stage of luminance and colour processing. Psychophysical studies are also 
consistent with those findings. For example, Krauskopf, Williams and Heeley (1982), by 
using a chromatic adaptation technique, showed that there are three independent 
cardinal directions for luminance and colour perception: the achromatic, the „red-green‟ 
and the „yellow-blue‟ directions (Figure 2-5). Detection thresholds of a luminance and/or 
chromatic pulse of light increased when observers were pre-adapted to a light 
modulated temporally and sinusoidally along the same colour axis as the test pulse. 
Instead, detection of that test pulse was unaffected when pre-adapted with light 
modulated along the two other orthogonal axes. Equivalent findings have been reached 
using steady and uniform adapting fields which revealed the second stage of adaptation 
for the „red-green‟ mechanism (Stromeyer III, Cole & Kronauer, 1985; Stromeyer III, 
Gowdy, Chaparro & Kronauer, 1999). Many other studies using different psychophysical 
paradigms support the existence of three independent or separable mechanisms. For 
example, studies with spatial masking detection paradigm also show separability 
between luminance and chromatic mechanisms (Switkes, De Valois & Bradley, 1988; 
Cole, Stromeyer III & Kronauer 1990; Mullen & Losada, 1994; Pandey Vimal, 1998; 
Stromeyer III et al, 1999). Subthreshold summation (Mullen & Sankeralli, 1999) or noise 
masking (Gegenfurtner & Kiper, 1992) revealed also the three independent 
mechanisms. Each of those mechanisms lies (approximately) orthogonally to each other 
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and any stimuli modulated along a cardinal direction will be blind to the remaining two 
directions. In other words, if a stimulus is modulated along the luminance cardinal axis, 
the two chromatic mechanisms will be silenced, so only the achromatic mechanism will 
be activated (Figure 2-5). 
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Figure 2-5: Cardinal directions for the luminance (Lum), „red-green‟ (L-M) and „yellow-blue‟ (S-(L+M)) 
mechanisms. Each cardinal axis lies (approximately) orthogonally to each other (Krauskopf, Williams & 
Heeley, 1982). So, a stimulus modulated along the same direction as a cardinal axis should not activate the 
other two mechanisms. These cardinal axes that were defined by psychophysical means correspond to the 
physiological axes of the post-receptoral stage of luminance and colour processing that result from the 
different combinations of L-, M- and S- cone inputs (MacLeod & Boynton, 1979; Derrington, Krauskopf & 
Lennie, 1984). The luminance axis (±LUM) corresponds to the sum of L- and M- (and S-) cone inputs (see 
text for more detail). The „red-green‟ axis (±(L-M)) corresponds to the difference of L- and M-cone inputs. 
Finally the „yellow-blue‟ axis (±(S-(L+M)) corresponds to the difference between S- cone inputs and the sum 
of L- and M-cone inputs. 
 
Several psychophysical studies have established the cone input weightings to the three 
post-receptoral mechanisms. Those cone weightings from the different studies have 
been summarized in a table by Eskew, McLellan and Giulianini (1999). In the next 
paragraph, I will describe the combinations and weightings of L-, M- and S- cone inputs 
to each post-receptoral mechanism that were established using psychophysical mean. 
These combinations are similar to the ones that have been found in several 
physiological studies at the level of the retina and LGN (see Figure 2-4 and Sections 2-
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3-1-1 and 2-3-1-2). I will therefore refer to Figures 2-4 and 2-5 to describe the L-, M- and 
S-cone inputs to each post-receptoral mechanism found in psychophysical studies. 
Firstly, the achromatic mechanism has been found to be mainly mediated by the sum of 
L- and M- cone inputs (Figures 2-4 and 2-5) with a higher weight on L- cone inputs and 
great inter-variability between observers (Noorlander, Heuts & Koenderink, 1981; 
Stromeyer III, Cole & Kronauer, 1985; Cole, Hine & McIlhagga, 1993; Mullen & Losada, 
1994; Sankeralli & Mullen, 1996; Mullen & Sankeralli, 1999;). Little or no S- cone 
contribution to the achromatic system has been found using different psychophysical 
techniques (Krauskopf, Williams & Heeley, 1982; Cole, Hine & McIlhagga, 1993; 
Sankeralli & Mullen, 1996). Under some conditions, such as under an adapting field to 
S- cone input variations, the S- cone contribution to the achromatic mechanism is more 
apparent (Stockman, MacLeod & DePriest, 1991; Stromeyer III, Eskew & Kronauer, 
1991; Stockman, MacLeod & Lebrun, 1993). Secondly, the „red-green‟ mechanism has 
generally been found from psychophysical studies to be mediated by the difference 
between L- and M- cones inputs (Figures 2-4 and 2-5) with equal L- and M- cone input 
weights (Noorlander, Heuts & Koenderink, 1981; Stromeyer III, Cole & Kronauer, 1985; 
Stromeyer III & Lee, 1988; Cole, Hine & McIlhagga, 1993; Sankeralli & Mullen, 1996; 
Mullen & Sankeralli, 1999). The S- cone contribution to the „red-green‟ mechanism is 
more controversial. Some studies conclude that there is little or no effect of S- cone 
inputs into the „red-green‟ mechanism (Krauskopf, Williams & Heeley, 1982; Stromeyer 
III, Cole & Kronauer, 1985; Stromeyer III & Lee, 1988; Cole, Hine & McIlhagga, 1993; 
Sankeralli & Mullen, 1996; Sankeralli & Mullen, 1999). Stromeyer III, Eskew and 
Kronauer‟s model (1991) takes into account two post-receptoral sites for luminance and 
colour processing. One site corresponds to the adaptional site where the „red-green‟ 
mechanism pools the difference between L- and M- cones without S- cone inputs. This 
site seems to be exposed by adaption paradigm at threshold levels (Krauskopf, Williams 
& Heeley, 1982; Stromeyer III & Lee, 1988). The second site adds the S- cone input to 
the „red-green‟ mechanism. This site is fully exposed by discrimination, hue or masking 
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paradigm studies, where S- cone contribution to the „red-green‟ mechanism is found 
(Stromeyer III, Eskew & Kronauer, 1991; Stromeyer III, Chaparro, Rodriguez, Chen, Hu 
& Kronauer, 1998). Sankeralli and Mullen (1996) measured three-dimensional threshold 
contours in the relevant three cardinal planes and found a 2% contribution of S- cones to 
the „red-green‟ mechanism. They took into account the spatio-temporal properties of 
each mechanism and used low spatial frequency gratings to avoid luminance artefacts 
due to chromatic aberrations. Finally, the „yellow-blue‟ mechanism have been found to 
oppose with equal weight the S- cone inputs to the sum of L- and M- cone inputs 
(Figures 2-4 and 2-5) (Cole, Hine & McIlhagga, 1993; Sankeralli & Mullen, 1996, Mullen 
& Sankeralli, 1999).  
There are also studies that are not consistent with the existence of three cardinal 
mechanisms. For example, Webster and Mollon (1991, 1994) found that contrast 
adaptation of a temporally modulated light, alike Krauskopf, Williams and Heeley‟ s 
(1982) adapting field, affects the appearance of colours in a discrimination task. They 
showed that the visual system is not selective to a particular colour direction as found by 
Krauskopf, Williams & Heeley (1982), but is equally selective to any directions of the 
isoluminant plane. It is worth noting that their task involved hue recognition that may 
reveal higher levels of visual processing (Krauskopf, 1999). Gegenfurner and Kiper 
(1992) also studied the separability of luminance and colour mechanisms. They used 
several sine-wave Gabor patches displayed on masking noise of different spatio-
temporal characteristics. Both test and masking noise were modulated along the 
cardinal axes in different combinations of luminance and chromaticity. Although they 
found independent mechanisms for the cardinal axes which are orthogonally located to 
each other, they also found evidence for multiple interdependent mechanisms tuned to 
any directions of the colour space similar to Webster and Mollon findings (1991, 1994). 
From these latter results arises the multiple channel model, which is against the three 
channel model that results from Krauskopf, Williams & Heeley (1982) or Stromeyer III, 
Cole and Kronauer (1985) studies. We have seen in Section 2-3-1-3 that numerous cells 
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in the visual cortex of the primate respond to luminance and colour of any chromatic 
direction away from the cardinal axes. The multiple channel model may therefore reflect 
higher levels of colour processing (Krauskopf, 1999). The different tasks (adaption 
versus masking paradigm or detection versus discrimination versus colour appearance 
or hue) may tap different levels of the luminance and colour processing (Stromeyer III & 
Lee, 1988; Webster, 2003). These different findings may reveal different stages of the 
luminance and colour processing: from three independent mechanisms at early levels of 
processing to a continuous representation of hue, saturation and brightness at higher 
levels (Krauskopf, 1999). In a detection task, it is assumed that the detection depends 
on „the most sensitive mechanism‟ (Stromeyer III & Lee, 1988). So, depending on the 
task, one or another mechanism can be more prominently tapped. This may explain the 
difference in results between one study and another. For example, in Krauskopf, 
Williams & Heeley (1982) study, the detection of a red pulse after a pre-adaptation to a 
yellow-blue modulation of light will reveal the „red-green‟ mechanism. Webster and 
Mollon‟s (1994) discrimination task involved a color appearance task that may reveal 
higher mechanisms of colour perception.  
Summarizing, it is generally accepted that at early stage of visual processing, the 
detection of luminance and colour is segregated into three separate pathways which add 
cone inputs additively for the achromatic pathway (L+M) and opponently for the „red-
green‟ (L-M) and „yellow-blue‟ (S-(L+M)) pathways. The next section will explore in more 
detail the interactions and/or independence (separability) between the three 
mechanisms. 
2-3-3. Interactions between the three channels  
Studying the interactions between luminance and chromatic mechanisms is important 
for understanding how the luminance and colour information is processed by the visual 
system. Two major alternative models explaining the achromatic and colour processing 
are possible. One alternative is that both luminance and chromatic information is 
processed by a single pathway (Figure 2-7A). A psychophysical study by Gur and Akri 
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(1992) support this first model showing a full interaction between achromatic and 
isoluminant gratings of low and mid spatial frequencies. Alternatively, as mentioned in 
Section 2-3-2, many psychophysical studies (Stromeyer III, Cole & Kronauer, 1985; 
Switkes, De Valois & Bradley, 1988; Cole, Stromeyer III & Kronauer 1990; Mullen & 
Losada, 1994; Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a) showed using 
different experimental paradigms that luminance and colour information is processed in 
three separate pathways. The independence between mechanisms seems however to 
be partial. Their studies also indicated the existence of some interactions between the 
independent mechanisms (Figure 2-7B, C and D). To explain the nature of those 
interactions, some concepts need to be defined beforehand.  
A dipper function, also called threshold-versus-contrast (TvC) function represents the 
detection thresholds for a test stimulus measured in the presence of a pedestal stimulus 
against the increasing contrast of the pedestal stimulus (Nachmias & Sansbury, 1974; 
Regan, 2000). Detection of luminance tests on luminance pedestals and colour tests on 
colour pedestals has been extensively used to study the spatial characteristics of the 
luminance and colour mechanisms (e.g. Kulikowski, 1976; Mullen & Losada, 1994; 
Bowen, 1995). For both luminance and colour studies using various types of stimuli 
(spot of lights, gratings) and experimental set-ups, the TvC functions show the same 
shape as shown in Figure 2-6. There is a dipper region in the function (Figure 2-6) that 
reaches its minimal point when the pedestal is set near the threshold of the test stimulus 
(T in Figure 2-6). Within that dipper region, the pedestal is facilitating the detection of the 
test. At higher pedestal contrasts, the thresholds of the test stimulus increase greatly. In 
that region, the pedestal is said to mask the detection of the test.  
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Figure 2-6: Example of a traditional TvC function. It shows how the detection thresholds (ΔC) for a test 
stimulus (y-axis) that is measured in the presence of a pedestal stimulus vary for different contrast settings 
of the pedestal stimulus (x-axis). A facilitation of the test detection thresholds can be observed for low 
settings of pedestal contrasts. The function reaches a minimum when the pedestal is set to a contrast close 
to the absolute detection threshold measured with the zero contrast pedestal (T in x-axis). As the contrast of 
the pedestal is increased to high levels of contrast, masking occurs: the detection thresholds for the test 
stimulus (ΔC) increase. The dash line denotes the absolute detection threshold and divides the two regions 
of the TvC function: masking occurs above the dash line and facilitation below it. 
 
To study interactions between luminance and colour mechanisms, several studies 
measured TvC functions for colour tests on luminance pedestals and vice e versa 
(Switkes, De Valois & Bradley, 1988; Cole, Stromeyer III & Kronauer 1990; Mullen & 
Losada, 1994; Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a). The shape of the 
TvC functions in most of those studies differs from the traditional luminance on 
luminance or colour on colour TvC functions. Traditional TvC functions (uncrossed 
conditions) show facilitation of the test detection by subthreshold (low contrast) 
pedestals, whereas colour-luminance interaction studies showed no facilitation of a 
luminance test by subthreshold colour pedestals or vice e versa (crossed conditions) 
(Switkes, De Valois & Bradley, 1988; Mullen & Losada, 1994; Pandey Vimal, 1998; 
Chen, Foley & Brainard, 2000a). Nevertheless, they generally showed some facilitation 
of the test detection by suprathreshold (mid contrast) pedestals in the colour on 
luminance pedestal crossed condition (Switkes, De Valois & Bradley, 1988; Mullen & 
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Losada, 1994; Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a). Under some 
experimental conditions, such as experiments using spot lights (Cole, Stromeyer III & 
Kronauer 1990) or dynamic background noise (Gegenfurtner & Kiper, 1992), the 
suprathreshold facilitation is significantly reduced or is not present. For example, 
Gegenfurtner and Kiper (1992) measured the detection of Gabor sine wave patches 
superimposed to different background of noise of different spatio-temporal 
characteristics and contrasts. They found in their crossed conditions constant detection 
thresholds of their stimuli over a wide range of contrasts of their background of noise. 
Mullen and Losada (1994) tried to minimize the effect of local or higher order cues by 
randomizing the phase and varying the spatial frequencies between the superimposed 
achromatic and chromatic gratings. They also minimized the effects of luminance 
artefacts, which may arise from the chromatic aberrations of the eye, using lower spatial 
frequency gratings. Under those conditions, they still found suprathreshold facilitation, 
but reduced, of the colour detection on a chromatic pedestal. For the detection of a 
luminance test on a chromatic pedestal, the facilitation disappeared. Similarly, Pandey 
Vimal (1998) found little suprathreshold facilitation. They used oblique masking, which 
are found to minimize spatial and local cues. The only study on luminance and colour 
interactions showing subthreshold facilitation for the crossed conditions was the one that 
support the single pathway model (Gur & Akri, 1992). Mullen and Sankeralli (1999) 
suggested after ruling out possible chromatic aberrations effects or contrast metric 
errors that Gur and Akri‟s controversial results might arise from errors on the 
determination of the isoluminant point.  
On the one hand, those studies that found very weak or no facilitation in crossed 
conditions found no masking effects of the test detection by high contrast pedestals 
(Switkes, De Valois & Bradley, 1988; Cole, Stromeyer III & Kronauer, 1990; Eskew, 
Stromeyer III, Picotte & Kronauer, 1991; Gegenfurtner & Kiper, 1992). On the other 
hand, the studies that found some suprathreshold facilitation found masking effects in 
crossed conditions (Switkes, De Valois and Bradley, 1988; Mullen & Losada, 1994; 
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Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a). This divergence in the results for 
the masking effect may be due to the use of different types of stimuli between studies. 
For example, Cole, Stromeyer III and Kronauer (1990) and Eskew et al. (1991) used 
spot stimuli and found no masking. As Chen, Foley and Brainard (2000a) noted, the 
mechanisms of detection of spot stimuli and mask patterns have different basis and 
therefore the interactions between luminance and colour mechanism may differ for those 
two kinds of stimuli. Moreover, the visual system may use some edge cues at the 
boundary of those stimuli with the background that may eliminate the masking effect. 
Gegenfurtner and Kiper (1992) used a broadband noise as a mask and as Mullen and 
Losada (1994) noted, even high contrast of the low contrast energy noise background 
may not be sufficient to show potential masking effects. Switkes, De Valois and Bradley 
(1988) found for sine wave of 2c/d a strong masking effect of luminance stimuli on 
colour pedestals, but no masking effect of colour stimuli detection on luminance 
pedestals. The masking effect of luminance stimuli on colour pedestals disappeared 
when they used a low spatial frequency grating (0.5 cycles/degree). They therefore 
suggested that the masking effect is frequency dependent. However, Mullen and Losada 
(1994) did not found this frequency dependency, since the suprathreshold facilitation 
and masking also occurred when they used low spatial frequency gratings.  
Summarizing, once spatial, local and luminance cues are minimized, most of the studies 
had found little suprathreshold facilitation or no facilitation in crossed conditions. 
Masking effects of pattern stimulus detection by pedestals of high contrast is generally 
observed. These results imply some excitatory and inhibitory relation between the 
luminance and the chromatic mechanisms.  
Finally, those psychophysical findings are in line with electrophysiological studies on 
luminance-chromatic interactions. For example, Victor, Purpura and Conte (1998) 
provided evidence of strong interactions between luminance and chromatic spatial 
gratings. The single pathway model (Figure 2-7) could not however account for their 
results; they therefore suggest excitatory relations between mechanisms. 
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2-3-4 Models of channel interactions 
Those findings of the interactions between luminance and chromatic pathways suggest 
that the luminance and chromatic mechanisms are not as independent as first thought 
and imply the existence of some excitatory and inhibitory relations between 
mechanisms. Switkes, De Valois and Bradley (1988) noted that those interactions may 
act at different levels of the luminance and colour processing before the transduction (S-
shape functions in Figure 2-7) of the luminance and chromatic information. They 
suggested that those interactions are all excitatory (green lines in Figure 2-7B). 
However, Mullen and Losada (1994) provided evidence that the transduction of 
luminance and colour are independent and that the interactions (masking effect) occur 
after the separate transduction of the luminance and chromatic information at cortical 
levels. They therefore proposed for explaining their data that the nature of those 
interactions should be inhibitory (red arrows in Figure 2-7C). Other studies also showed 
and modelled the inhibitory nature of the interactions between the luminance and 
chromatic mechanisms of detection (Sankeralli & Mullen, 1999; Chen, Foley & Brainard, 
2000b) and discrimination (Chen, Foley & Brainard, 2000b; Sankeralli & Mullen, 2002). 
These inhibitory interactions consist of a divisive inhibition, in which each mechanism 
response output is normalized, i.e. each mechanism response output is divided by the 
weighted sum of all mechanisms power function inputs (Foley, 1994; Chen, Foley & 
Brainard, 2000b; Sankeralli & Mullen, 1999, 2002). The model, that was proposed by 
Chen, Foley and Brainard (2000b) (Figure 2-7D) seems to explain the suprathreshold 
facilitation observed in previous studies. Similar to Switkes, De Valois and Bradley 
(1988), the suprathreshold facilitation results from excitatory interactions between the 
luminance pathway and the chromatic pathway (green dash lines in Figure 2-7D). 
However, if the stimulus is isolated from the other mechanisms, as it happens when 
using isoluminant red-green stimulus, no interactions arise between mechanisms. So, 
their model, in this case, becomes equivalent to the model in Figure 2-7C. The 
suprathreshold facilitation of the chromatic stimulus detection by low contrasts 
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luminance pedestals (Section 2-3-2) may be explained by Chen and colleagues‟ model 
(2000b) as follows. As noted in their previous study (2000a), it was uncertain whether 
their luminance stimuli activated the luminance mechanism solely or might activate the 
chromatic mechanism, too. In the case that the luminance stimuli activated also the 
chromatic mechanisms, excitatory interactions (green dash lines in Figure 2-7C) would 
ensue, so the facilitation of the chromatic stimulus detection would be explained. 
However, Mullen and Losada (1994) made sure that either isoluminant or isochromatic 
stimuli stimulate its own mechanism using a technique that isolates each of the 
mechanisms individually. So, the suprathreshold facilitation of chromatic stimuli by low 
contrast luminance pedestals remains unexplained. Mullen and Losada (1994) proposed 
that higher-order cues may be the cause. For the other crossed-condition, they also 
found a suprathreshold facilitation of the luminance stimuli by chromatic pedestals. They 
showed that the origin of this suprathreshold facilitation is most likely due to local 
contrast cues. Gowdy, Stromeyer III & Kronauer (1999), in contrast, showed that this 
facilitation is not due to local cues, but results from the interactions between luminance 
and colour in the stimulus pattern.  
Summarizing, most models can account for the masking effect observed in crossed 
conditions. Indeed, divisive inhibitory processes, occurring after the transduction stage, 
can explain cross-masking and correspond closely to similar gain control processes that 
were found in physiological studies of visual cells along the visual pathway (e.g. 
Solomon & Lennie, 2005). However, those just described models seem not to account 
for the generally observed cross-facilitation.  
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Figure 2-7: Different models of the interactions between the processing of luminance and chromatic pattern 
stimuli. The boxes with the label „luminance‟ and „colour‟ correspond to the first stage of luminance and 
colour processing by the linear filters. The S-shape functions represent the non-linear transducer functions. 
The boxes at the bottom of each pattern processing represent the decision stage. The green arrows 
indicates excitatory interactions between mechanisms resulting in facilitation, while the red arrows indicates 
inhibitory interactions resulting in masking A) Single pathway for luminance and chromatic mechanisms, 
resulting thus in the full interactions between luminance and chromatic mechanisms. B) Separate pathways 
for luminance and chromatic mechanisms with excitatory interactions after the linear filter stage and before 
the transduction stage (Switkes, De Valois & Bradley, 1988). C) Separate pathways with independent 
transduction functions, but with inhibitory interactions occurring after the transduction stage (Mullen & 
Losada, 1994). D) Separate pathways with excitatory interactions between the luminance pathway and the 
chromatic pathway after the linear filter stage and before the transduction stage, but with inhibitory 
interactions occurring after the transduction stage. In this model, the excitatory interactions are in green 
dash lines, because if the luminance and chromatic components of the stimulus are isolating each 
mechanism, no interactions (no green lines) should ensue. 
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3- Chapter: Spatial vision  
3-1. Contrast sensitivity functions 
Light energy reflected from objects needs to go through the optics and stimulates the 
nervous cells of the retina to produce the first stage of the vision. As seen in Section 2-
3-1, nervous cells in the visual pathway from the retina to the brain have their receptive 
fields with an antagonistic centre-surround organisation.  
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Figure 3-1: Luminance profile of a sinusoidal grating, i.e. how the luminance (y-axis) varies around the 
mean luminance Lmean and across the horizontal dimension (x-axis). The horizontal and vertical arrows 
indicate one cycle of the sinusoidal grating and the amplitude (or contrast defined in Equation 3-1). 
 
Luminance sinusoidal gratings (Figure 3-1) have being extensively used to study the 
spatial and temporal contrast characteristics of the visual system. Figure 3-1 represents 
the luminance profile of a sinusoidal grating, i.e. how the luminance (y-axis) varies 
across space (x-axis). Sine-waves (Figure 3-1) are mainly characterised by their 
amplitude (or contrast), phase (position of the sine-wave relative to the origin) and 
spatial frequency (generally defined as the number of cycles per degree of visual angle 
[cycles/degree]). The contrast of the sinusoidal grating is generally defined using the 
Michelson contrast (Equation 3-1), which corresponds to the difference between the 
lightest ( maxL ) and darkest part ( minL ) of the grating divided by its sum in luminance 
units.  
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There are two main reasons to use sinusoidal gratings in vision studies. Centre-
surround receptive fields of visual cells (Section 2-3-1) respond effectively to sinusoidal 
patterns (De Valois & De Valois, 1990). Luminance or chromatic sinusoidal gratings of 
different spatial frequencies and orientations are thus used to study the spatial 
characteristics of the visual system. From Fourier theory, any light pattern can be 
decomposed into the sum of several sine waves (De Valois & De Valois, 1990). The 
main sine wave component contains the fundamental frequency of the pattern and the 
successive sine wave components are called the harmonics. Sine waves constitute then 
the basic unit of any pattern. As we will see in subsequent sections, many studies have 
concentrated on showing how the Fourier theory explains many aspects of vision. 
 
 
Figure 3-2: Achromatic (circles) and chromatic (squares) contrast sensitivity functions. Each point of the 
curves represents the inverse of the detection thresholds (y-axis) for different spatial frequencies (x-axis) of 
achromatic (green monochromatic) and chromatic (red-green) gratings respectively. Above are indicated the 
grating field sizes. Figure 8 from Mullen (1985).  
 
The achromatic and chromatic contrast sensitivity functions (CSF) of the visual system 
are represented in Figure 3-2. Each point in these functions represents the inverse of 
the detection threshold, also called contrast sensitivity (y-axis), for different spatial 
frequencies (x-axis). The visual system (optics and nervous system) acts as a whole as 
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a band pass filter for luminance information (e.g. Campbell & Green, 1965; Campbell & 
Robson, 1968) and as a low pass for colour information (e.g. Mullen, 1985). Figure 3-2 
shows how luminance gratings of high and low spatial frequencies are attenuated by the 
visual system and sensitivity peaks at mid spatial frequencies between 3 and 6 
cycles/degree (band pass characteristics). Low spatial frequencies are not attenuated in 
the chromatic CSF; only high spatial frequencies are attenuated (low pass 
characteristics). The optical system of the human eye also acts as a low pass filter: low 
spatial frequency gratings are minimally affected by the optics of the eye (Campbell & 
Greeen, 1965; Flitcroft, 1989; Charman, 1991; Atchison & Smith, 2000). This is 
generally assessed by measuring the modulation transfer function of the eye, which is 
the ratio between the CSF defined above and the CSF determined by bypassing the 
optics using interference techniques. Low spatial frequency gratings are therefore 
minimally affected by diffraction, defocus, spherical and chromatic aberrations of the eye 
(Campbell & Greeen, 1965; Charman, 1991; Atchison & Smith, 2000). This also implies 
that the origin of the attenuation of the CSF at low spatial frequencies is neural.  
Campbell and Robson (1968) measured the CSF of gratings of different spatial 
luminance profiles, such as sinusoidal or square wave gratings. Applying Fourier theory, 
they could predict the relative contrast sensitivity to the different gratings from their 
fundamental frequency. They concluded that the CSF does not arise from a single 
channel processing, but from a multi-channel processing, i.e. the visual system seems 
to have multiple filters with band pass characteristics tuned at different spatial 
frequencies.  
The only region of the CSF in Campbell and Robson (1968) study that fail to predict the 
square wave sensitivity from the sine wave sensitivity was the low spatial frequency 
region below 0.8 cycles/degree. This implies different mechanisms of detection of low 
spatial frequencies. There are other studies where different mechanisms of perception 
of low spatial frequency are suggested. For example, Shapley and Tolhurst (1973) were 
not able to predict the detection of wide linear gradients (greater than 0.3°). They 
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showed interactions in the detection of edges in the presence of edges and narrow 
ramps, but no interactions in the presence of wide linear gradients. They concluded that 
wide linear gradients are detected by different mechanisms than edges and narrow 
linear gradients. The low spatial frequencies of the CSF have been a controversial 
region to study and have given rise to several questions. Does the mechanism of 
detection of very low spatial frequency patterns differ from the one of higher frequency? 
Are low spatial frequency patterns mainly determined by their contrast or their gradient 
(slope)? Are low spatial frequencies detected by a single broad band filter or multiple 
filters?  
In the following two subsections, different studies trying to answer those questions will 
be reviewed. 
3-2. Low spatial frequencies 
As seen in the previous section (Section 3-1), the CSF of stimuli of different luminance 
profiles could not be deduced from Fourier theory at low spatial frequencies (Campbell & 
Robson, 1968). This suggested different mechanisms of detection of low spatial 
frequency stimuli than higher spatial frequency ones. Campbell, Johnstone and Ross 
(1981) proposed an explanation of the mechanisms of detection of low-spatial frequency 
stimuli. They showed that the detection of low spatial frequency stimuli depends only on 
the slope of the luminance linear gradient, also called ramp, and is independent of the 
spatial frequency for stimuli with ramp widths wider than 0.5°. From their results, the 
slope seems to be the only limiting factor for the detection of low spatial frequency 
stimuli. They used trapezoid stimuli (Figure 3-3), which consist of ramps of variable 
widths connected with a constant luminance plateau. The advantage of such stimuli is 
that for a same spatial frequency setting of the trapezoid, different slopes of the ramp 
can be displayed. Conversely, for different trapezoid spatial frequencies, the same slope 
of the ramp can be displayed. Their results show that the contrast sensitivity of the 
trapezoid varies proportionally with increasing ramp slope regardless of the spatial 
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frequency of the stimuli. In other words, doubling the slope (so it becomes steeper), 
makes it twice as easy to detect any trapezoid in the low spatial frequency range. For 
ramp widths smaller than 0.5°, the contrast sensitivity does not differ from contrast 
sensitivity of square waves, suggesting an influence of higher spatial frequency 
mechanisms. Their results suggest therefore a different mechanism of detection for low 
spatial frequency stimuli based on the detection of the slope of the ramp rather than 
multiple mechanisms, each narrowly tuned to different spatial frequencies.  
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Figure 3-3: Example of a luminance profile of a trapezoid. The profile represents how the luminance of the 
trapezoid (y-axis) varies across its horizontal dimension (x-axis).  
 
Other studies also support the single broad band filter theory at low spatial frequencies. 
For example, Blakemore and Campbell‟s study using an adaptation paradigm (1969) 
supports a multi-channel processing theory for mid- to high spatial frequencies. 
However, at low spatial frequencies, they did not found an increase in detection 
thresholds for sinusoidal gratings when the visual system adapted to the same spatial 
frequencies of the adapting grating, but the maximal adapting effect occurred at an 
adapting grating of 3 cycles/degree. Tolhurst (1973), using bigger stimuli than 
Blakemore and Campbell (1969), found the maximal adapting effect at low spatial 
frequencies of 1.5 cycles/degree. Legge (1978) (reference in Stromeyer III, Klein, 
Dawson and Spillmann (1982)) using a masking paradigm found that sinusoidal 
luminance gratings of low spatial frequencies (0.12, 0.25 cycles/degree) are maximally 
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masked not by a same frequency mask, but by a higher spatial frequency mask. These 
findings suggest that there are no multiple mechanisms tuned at very low spatial 
frequency, but a single mechanism with low-pass filter characteristics.  
On the other hand, there is evidence that multi-channel processing theory also holds for 
very low spatial frequency stimuli (Furchner, Thomas & Campbell, 1977; Green, Corwin 
& Schor, 1981; Stromeyer III et al., 1982; Hess & Howell, 1988). Green and collegues 
(1981) showed a constant square/sine detection ratio even at very low spatial 
frequencies as low as 0.1 cycles/degree. The rise in square/sine ratio above the 
predicted one in the low spatial frequency range in Campbell and Robson (1968) study 
was not observed in their study by using shorter presentation of the stimulus time and 
gradual temporal onset and offset of the stimulus presentation. They therefore support a 
multi-channel processing theory at very low spatial frequencies. Stromeyer III et al. 
(1982), contrary to Legge‟s findings (1978), found, using both adapting and masking 
paradigms, results that suggest multiple mechanisms broadly tuned to very low spatial 
frequencies as low as 0.125 cycles/degree for the adapting condition.  
As seen in the present subsection, several factors may influence the results, such as the 
size and presentation time of the stimulus or whether the stimulus was drifting or 
stationary. Hess and Howell (1988) disentangled the problem taking into account those 
factors. They provided evidence that both the detection of periodic and aperiodic stimuli 
fit with the multi-channel processing theory. Periodic stimuli correspond, for example, to 
sinusoidal gratings with several cycles, whereas aperiodic stimuli correspond to half 
cycle stimuli such as sinusoidal edges or trapezoids (Figure 3-3). Their conclusions hold 
for either stationary or drifting stimuli of spatial frequencies greater than 0.2 
cycles/degree. However, they showed three pieces of evidence that the detection of 
stimuli with spatial frequencies or equivalent spatial frequencies lower than 0.2 
cycles/degree may fit with a single filter model. Firstly, the detection thresholds of 
triangular and sinusoidal gratings or trapezoid and sinusoidal edges decrease in the 
CSF curve with slope unity at low spatial frequencies. This unity slope fall off would be 
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predicted by a single filter theory. Secondly, decreasing the number of cycles in the 
grating stimulus increases the contrast threshold progressively till it reaches an 
asymptote of constant contrast threshold. Gratings or edges with spatial frequencies 
below 0.2 cycles/degree reached the asymptote at a similar height region, whereas 
gratings or edges of 2 cycles/degree reached the asymptote at a much lower height. 
This suggests two different mechanisms for those two ranges of spatial frequencies. 
Finally, when the visual system adapted to a sinusoidal grating of spatial frequency 
above 0.2 cycles/degree, they found the expected decrease in contrast sensitivity to a 
sinusoidal grating or edge stimuli of similar frequency as the adapting stimuli. However, 
when the visual system adapted to a sinusoidal grating of 0.2 cycles/degree, an 
unexpected decrease in sensitivity was also found for an edge or grating of 0.04 
cycles/degree. This last point again suggests two different mechanisms or at least a 
common mechanism of very low spatial frequencies. 
Summarizing, the findings from different studies point towards the existence of a 
different mechanism of perception of very low spatial frequencies than of higher spatial 
frequencies. 
3-3. Influence of edges 
There is evidence that the presence of an edge influences the contrast sensitivity to low 
spatial frequencies or linear gradients (Kelly, 1970; Shapley & Tolhurst, 1973; Shapley, 
1974; van der Wildt & Waarts, 1983). For example, Kelly (1970) examined the effect of 
edges on contrast sensitivity of circular and vertical sinusoidal gratings. He found a great 
improvement in contrast sensitivity for low spatial frequency gratings when the grating 
was truncated at its maximal or minimal peaks. At that position, the grating formed a 
sharp edge with the surround which was set to the mean luminance of the grating. Van 
der Wildt and Waarts (1983) quantified the influence of edges, lines or black surrounds 
on the detection of gratings. They found that not only black surrounds or flanking black 
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lines to the stimulus but even very distant lines from the stimulus influence the detection 
of gratings of low spatial frequency (0.5 cycles/degree).  
The importance of the edge detection in visual perception has been long known. For 
example, O‟Brien (1958) showed how a linear gradient connecting two regions of 
different constant luminance values, such as represented in Figure 3-4, are less and 
less visible as the slope decreases. 
 
Figure 3-4: The grey thick lines correspond to the luminance profile of the stimulus, shown in the inset, 
across the horizontal spatial dimension. The stimulus in the inset consists of a dark and a bright region 
connected by a linear gradient. The green and red lines represent the activity of ON and OFF retinal cells as 
a function of the horizontal spatial stimulus dimension. The activity pattern explains the Mach band illusion 
indicated with the arrows in the inset. Figure 2 from Keil et al. (2006). 
 
The ramp forms an edge with the plateau and this edge becomes sharper and therefore 
more detectable as the slope of the ramp increases. In other words, for a same contrast 
setting, a steep slope of the luminance gradient, that forms a sharp edge with the 
luminance plateaux, are therefore more visible than a less steep slope. Similarly, 
Shapley (1974) found that the contrast sensitivity of a bar with a smooth Gaussian 
luminance profile is less and less visible as the bar increases in width, i.e. as the bar is 
smoother and smoother. As noted by O‟Brien himself (1958) and Shapley and Tolhurst 
(1973), what the visual system is most sensitive to in such gradient stimuli Figure 3-4) is 
the edge at the knee-points between the linear gradient and the luminance plateaux. 
O‟Brien (1958) wrote: “All evidence points to a limiting slope for a sharp knee and a 
slightly steeper limit for knees gently rounded at the inner edge of the object”. Indeed, 
the edge mechanisms may be activated at those knee-points (Figure 3-4). It is also well 
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known that at those knee-points the visual system perceives Mach bands. Mach bands 
are lighter and darker bands that are not physically present, but are perceived by the 
visual system close to the edge at the knee-points. Those bands are known to enhance 
the perception of an edge (Cornsweet, 1970) as shown by O‟Brien (1958). As seen in 
Section 2-3-1-1, horizontal cells in the retina may play an important role for the 
explanation of this illusion. Lowry and DePalma (1961) measured the apparent 
luminance of those Mach bands for three types of linear gradients as shown in Figure 3-
4. They observed that for a same contrast level of the three luminance gradients, the 
apparent luminance profile had approximately equal intensity for the three gradients. 
However, the apparent luminance profile increases in width as the slope of the linear 
gradient increases. For steeper slope, a perceived sharper edge may activate more 
strongly edge detector mechanisms. Keil, Cristobal and Heiko (2006) proposed a model 
for the perception of luminance gradient. From their model, luminance linear gradient 
perception result from the activation of the edges at those knee-points. This model will 
be discussed in more detail in Section 4-4. So, O‟Brien‟s results may be interpreted in 
the following way: as the slope of the luminance gradients between the knee-points 
decreases, the edge between the luminance plateaux and the luminance gradient at the 
knee-points are less and less sharp. Therefore, the mechanism of edge detection is less 
and less activated by less and less sharp edges.  
Let us now review the studies cited in the previous chapter using this interpretation. 
Campbell, Johstone and Ross‟s results (1981), who showed gradient detection 
mechanism using trapezoid stimuli (Figure 3-3 in Section 3-2) may be interpreted with 
the edge detection at the knee-points instead of the detection of the slope of the 
luminance gradient. They found that the detection of the trapezoid was independent of 
the spatial frequency and only depends on the slope of the gradient. In other words, the 
detection thresholds for trapezoids of many spatial frequencies correspond to a constant 
slope and therefore they concluded that the slope constitutes the limiting factor for the 
detection of the stimuli. The constant slope of the gradient forms the same edge at the 
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knee-points for all spatial frequencies. So, the limiting factor for the detection of 
trapezoids may be the degree of the edge (sharpness) at the knee-points. As seen in 
the present chapter, the visual system shows a good sensitivity to edges and a poor 
sensitivity to low spatial frequencies. We have also seen that the presence of edges or 
lines influences low spatial frequency stimuli detection. The edge at the knee-points 
(Figure 3-4) may therefore activate more strongly the visual system than the gradient. 
The mechanism of edge detection may thus mask the gradient mechanism. As seen at 
the beginning of the present section, there is evidence that suggest this last observation 
(van der Wildt & Waart 1983; Shapley & Tolhurst, 1973). We have seen in the Section 3-
2 that Furchner, Thomas and Campbell (1977) found multi-channel processing 
mechanisms for simple and complex stimuli. However, in one case the multi channel 
model could not predict their data. They found that the contrast detection threshold for 
complex stimuli with or without its fundamental Fourier component is greater than the 
contrast detection threshold of a simple stimuli set at an equivalent fundamental 
frequency. They suggested that the edge detection mechanism of the harmonic 
components might have inhibited the detection of the fundamental component of low 
spatial frequency. They concluded this after they discarded other possible causes, such 
as resolution artefacts. There is further evidence for the influence of edges at low spatial 
frequencies. For example, Campbell, Carpenter and Levinson (1969) could not predict 
the detection of aperiodic stimulus using Fourier analysis for low-spatial frequencies 
smaller than 3 cycles/degree and pointed out the influence of edges at low spatial 
frequencies. In summary, studies on low-spatial frequencies seems not to reveal the full 
„functioning‟ of low-spatial frequency perception since it may be confounded with the 
edge detection mechanism. 
In the next chapter, I will review the very few previous studies on luminance gradients 
and finally models of gradient perception will be considered.
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4- Chapter: Luminance gradients 
4-1. Introduction 
As seen in Chapter 3, it seems that different mechanisms exist for the perception of very 
low spatial frequency and higher spatial frequency patterns (Campbell & Robson, 1968; 
Shapley & Tohlrust, 1973; Campbell, Johnstone & Ross, 1983; Hess & Howell, 1988). 
Most of those studies used gratings over several cycles, i.e. with repetition of cycles. 
However, as mentioned in Chapter 1, gradients usually manifest themselves in the 
natural environment as extensive regions of smooth variations in luminance (and/or 
colour) extending for less than a single cycle (e.g. shadows and shadings). In fact, 
gradients were defined at the end of Section 1-3 of Chapter 1 as a region, over which 
the first derivative does not change sign. Luminance gradient perception (as defined in 
Section 1-3 of Chapter 1) has hardly been explored and literature on isoluminant 
gradient perception is non-existent. 
In this Chapter, previous studies on gradient perception that use luminance gradients 
and recent models of gradient perception will be considered. 
4-2. Previous studies on luminance gradients 
Gratings usually contain several dark and bright stripes and thus contain a repetition of a 
pattern (Figure 4-1A). Gradients instead can be seen as a single stripe of a low spatial 
frequency grating (Figure 4-1B), i.e. with a smooth change in luminance (and/or colour) 
and without a repetition of a pattern (McCann, Savoy, Hall, & Scarpetti, 1974).   
The perception of luminance gradients has so far only been explored by a few authors 
(Bergström, 1966; McCann et al., 1974; van den Brink & Keemink, 1976; van der Wildt, 
Keemink & van den Brink, 1976; Erens, Kappers & Koenderink, 1993). The results from 
all the following studies assumed that there is a mechanism of gradient detection that 
may differ from spatial frequency analysis. Most of those different studies used as 
definition of contrast, the Michelson Contrast (Equation 3-1 in Chapter 3). 
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Figure 4-1: Example of A) a vertical achromatic gradient and B) a vertical achromatic grating that varies 
from low spatial frequencies (left) to high spatial frequencies right and from high contrasts (top) to low 
contrasts (bottom).  
 
They are two main theories for the mechanism of perception of luminance gradients. As 
we will see in the present section both theories agree in one point: the mechanism of 
gradient perception seems to be independent of the spatial frequency. The main 
difference between the two theories resides in the limiting factor that determines the 
contrast detection of gradients. On the one hand, (McCann et al., 1974; Erens, Kappers 
& Koenderink, 1991), the contrast of the gradient seems to be the limiting factor for the 
detection of gradients. In other words, below a certain contrast value, gradients of 
different widths are not detectable. So, in that case, gradient contrast thresholds for 
gradients of different widths should be constant and size-invariant (Figure 4-2). On the 
other hand, the slope of the gradient seems the limiting factor (van den Brink & 
Keemink, 1976; van der Wildt, Keemink & van den Brink, 1976). We have already seen 
in Section 3-2 of Chapter 3 that the slope was found to be the limiting factor in the 
detection of trapezoids (Campbell, Johnstone & Ross, 1981). For a same gradient 
contrast setting, there will be a slope limit of the gradient beyond which the gradient is 
not detectable if the slope decreases further. So, contrast threshold will increase with 
increasing gradient width or size (Figure 4-2).  
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Figure 4-2: Relation of a linear gradient detection threshold (in % Michelson contrast [modulation depth]) 
against its increasing field widths (in degrees). The dash lines show the predictions of the two main theories 
(see text). If the limiting factor of detecting the gradient is its contrast, it should predict a flat curve (M), 
whereas if the limiting factor is its slope, it should predict an increase of the threshold with the size of the 
gradient (G). Figure 2 from van den Brink and Keemink (1976).  
 
Indeed, there is evidence that detection (McCann et al. 1974; Erens, Kappers & 
Koenderink, 1993) and discrimination (Erens, Kappers & Koenderink, 1993) of 
luminance linear gradients only depend on the contrast of the gradient. McCann et al. 
(1974) demonstrated that the detection of linear gradients is independent of the slope of 
the gradient or the field size of the retinal gradient. For sinusoidal gratings, they found 
that the detection of luminance sinusoidal gradients depends in addition to the contrast 
also on the number of cycles presented in the stimulus. They used photographic prints 
on a black surround under fluorescent illumination as stimuli. Their task consisted of 
detecting in a 4-AFC task the orientation of gradients with linear or sinusoidal luminance 
profiles and with different field sizes. Figure 4-3 represents an example of the luminance 
profiles for a linear and sinusoidal gradient across the horizontal dimension of the target. 
Erens, Kappers and Koenderink (1993) studied the accuracy of estimating the gradient 
direction of linear luminance gradients. Aware of the edge influence on the gradient task, 
they presented linear luminance gradients on a monitor and surrounded their gradients 
by an annulus with a sinusoidal pattern. This was in an attempt to discourage the use of 
edge cues at the boundary of the gradient with its surround, such as discussed in 
Section 3-3 of Chapter 3. Their stimulus was defined using the Michelson contrast (from 
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1 to 64 % in six steps) and the field size (visual angle between 0.5° to 47.5° in eight 
steps).  
 
Figure 4-3: Linear (a) and sinusoidal (b) luminance profiles of stimuli used by McCann et al. (1974). Figure 
from McCann et al. (1974).   
 
The contrast dependency that was found in gradient studies by McCann et al. (1974) 
and Erens, Kappers and Koenderink (1993), are in contradiction to the findings by 
Campbell, Johnstone and Ross (1981) and van der Wildt, Keemink and van den Brink 
(1976). Similar to Campbell, Johnstone and Ross (1981), van der Wildt, Keemink and 
van den Brink (1976) found that contrast detection thresholds of gradients are 
proportional to the stimulus width, i.e. the gradient detection depends on the slope of the 
gradient. This observation was valid for stimulus widths greater than about 5°. For 
smaller stimulus widths between 0.5° to 5°, the gradient detection seems to be 
independent of the size of the stimulus and seems to depend only on the contrast. This 
part of van der Wildt, Keemink and van den Brink‟ s results (1976) is in agreement with 
McCann et al.‟ s findings (1974). In fact, the stimulus used by McCann et al. (1974) had 
angular sizes between 0.5° and 4.5°, which correspond to that region where gradient 
detection shows size-invariance and contrast dependency in van der Wildt, Keemink 
and van den Brink‟ s results. It is worth noting that both studies (van der Wildt, Keemink 
& van den Brink, 1976 and McCann et al., 1974) used similar stimulus configuration 
consisting of linear luminance gradients and sinusoidal stimulus in a black surround as 
shown in Figure 4-3. The task in van der Wildt, Keemink and van den Brink (1976) study 
however differs from McCann et al‟s (1974): observers had to indicate in a two-
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alternative forced-choice task the presence of a linear gradient or sinusoidal grating, one 
interval being a homogenous grey patch. On the other hand, Erens, Kappers and 
Koenderink (1993) found size-invariance between 1° and 25° in two out of three 
observers, when estimating the orientation of a linear luminance gradient.  
Another study that supports the size dependency on gradient detection thresholds is 
Shapley‟s study (1974) mentioned in Chapter 3 (Section 3-2). He used aperiodic stimulI 
(without repetition of a pattern), such as Gaussian bars with smooth luminance profiles 
and found that the detection thresholds of the Gaussian bars is also proportional to their 
maximal slope. 
4-3. Problem of the edges 
As seen in the previous chapter (Chapter 3), van der Wildt and van der Waarts (1983) 
study showed the influence of dark lines, edges or black surrounds on the detection of 
low spatial frequencies. Their results imply that the visual system may use the edge 
information at the boundary of the gradient with its dark surround and especially when 
the stimulus is small. This may explain McCann et al.‟s results (1974), since for a same 
contrast level the contrast ratio at the edge will be the same independently of the 
gradient slope. McCann et al. (1974) argued that if the visual system uses the edge cue, 
they would have not found the dependency of the detection of sinusoidal gradients on 
the number of cycles. In contrast, one can argue that spatial summation may explain the 
dependency of the detection of sinusoidal gradients on the number of cycles, since the 
peaks and minima of the gratings may activate adjacent receptive fields and sum 
spatially (Robson & Graham, 1981). As the stimulus width increases, van der Wildt and 
van der Waarts (1983) found that the influence of the edge or lines decreases 
proportionally. This could explain the size dependency on contrast threshold found by 
van der Wildt, Keemink & van den Brink (1976). 
The sinusoidal annulus used by Erens, Kappers and Koenderink (1993) may also 
introduce edge cues that may be used by the visual system. In fact, their annulus had a 
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regular pattern that produces regular brightness effects at the boundary with the 
stimulus. This may provide edge cues for the detection of the gradient. The Gaussian 
bars used by Shapley (1974) had smooth knee points. As the width of the Gaussian 
decreases, the luminance at the knee-points becomes sharper and the slope of the 
gradient steeper. Here again, the visual system will be more strongly activated by sharp 
knee-points. One therefore can correlate the sharpness of the knee-point with the slope 
of the gradient like in O‟Brien study (1958), but the mechanism of gradient perception 
remains still unknown.  
Another study on gradients worth citing is a series of studies conducted by Bergström in 
the sixties. He used as stimuli smooth gradients whose luminance profile varied from 
dark to bright but with an irregular profile (Bergström, 1966). In one of the experiments, 
observers‟ task consisted of pointing out visible bands or borders within the gradient. All 
observers pointed very accurately to borders where there was a point of inflexion in the 
luminance profile (change in concavity). Observers‟ high performance held even when 
the luminance change at the point of inflexion was minimal, whereas performance was 
very poor when the gradient had no point of inflexion in the profile and this even for 
great changes in the luminance profile. These results imply that the change in the slope 
of the gradient, i.e. the second derivative of the luminance profile, is important in 
gradient perception. This observation was already established by Ernst Mach. 
Bergström (1966) cited Mach (1922) who said: “the significant stimulus variable for 
brightness changes is not the change of luminance (i.e., the first derivative, di/dx, of the 
luminance function) but the change of luminance change (i.e. the second derivative, 
d2i/dX2, of the luminance function, i=f(x)”. 
In sum, from studies discussed in Chapter 3 and the present Chapter, there is no clear 
explanation of the mechanism of gradient perception, due to possible edge cues that 
may influence the detection of gradients or gratings of low spatial frequencies. 
Nevertheless, one observation seems to prevail: at low spatial frequencies, a gradient 
mechanism different from edge or higher spatial frequencies seems to exist. 
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4-4. Models of gradient perception  
Since the discovery of different channels in vision tuned to different spatial frequencies 
(Campbell & Robson, 1968), different theories or models have been proposed to explain 
how the visual system represents the spatial features of a scene. In all the different 
approaches, the luminance variations in the scene are the important spatial features that 
the visual system needs to get a „primal sketch‟ from (Marr & Hildreth, 1980). Which 
approach should, however, explain gradient perception the best?  
As already see in Chapter 3, the Fourier analysis approach seems to fail to explain 
gradient perception. As mentioned in Chapter 1, lightness perception models discard 
gradient information, so neither can they explain gradient perception. This leaves us with 
the edge theory approach. The boundaries (or edges) of objects seem to constitute an 
important feature of the scene (see, for example Shapley and Tolhurst (1973) and 
Regan (2000)). There have been many models that try to represent the boundaries of a 
scene (Regan, 2000). The common approach of most of those theories is that the visual 
system uses derivative operators to locate features (edges or bars) in a scene (Marr & 
Hildreth, 1980; Watt & Morgan, 1985; Kingdom & Moulden, 1992; Georgeson & 
Freeman, 1997). Finding the zero-crossings in the second-derivative of an image was 
the commonly used approach to locate features, since mathematically the steepest 
region of a slope correspond to a peak in the first derivative and a point of inflexion 
correspond to a zero-crossing in the second derivative (see also Chapter 4; Bergström 
(1966)). Another interesting point of using this approach, as noted for example by Marr 
and Hildreth (1980), is that the simple cells in the visual system have receptive fields 
similar to the second derivative profile of a Gaussian (Mexican hat o DOG (see Wandell, 
1995)). This motivated Morrone and Burr (1988) to propose the energy model, where 
the image goes through the two types of filters encountered in the visual system (odd 
and even symmetric filters). Features (edges and bars) are located at local energy 
peaks, which correspond to points of maximal phase congruence across frequency. 
However, this model does not predict correctly some blur effects measured in 
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psychophysical experiments (Kingdom & Moulden, 1992; Georgeson & Freeman, 1997; 
Hesse & Georgeson, 2005; May & Georgeson, 2007). In the edge detection theory point 
of view, blurred edges correspond to gradients. The first models in edge detection (for 
example Marr & Hildreth (1980)) place too much emphasis on sharp edges and failed to 
account for blur discrimination experiments (Watt & Morgan, 1985). In Chapter 1, we 
have seen the importance in perception of also considering gradients in a scene. New 
models have thus been developed, taking into account any spatial features of a scene 
(sharp and blur edges). This led to the MIRAGE (Watt & Morgan, 1985; Morgan & Watt, 
1997) or the MIDAAS (Kingdom & Moulden, 1992) models. They both used second 
derivative filters at a first stage and a half-rectification after the filtering, i.e. ON and OFF 
responses are treated independently for the edge locations. The main difference 
between these two models is that in the MIRAGE all filters outputs sum together and 
then rules are applied to localize the edges, whereas in the MIDRAAS, the rules of edge 
localizations are applied independently after the filtering stage and then the responses 
are combined. Georgeson and Freeman (1997) argued that the first derivative is also 
used to give information of bars. So, Hesse and Georgeson (2005) set a simple rule for 
edge and bars: bars are located at the minima and maxima of a smoothed luminance 
profile by a Gaussian and edges are located at the zero-crossings (steepest part of the 
luminance profile). A more recent model of edge and blur processing based on scale-
space theory was then developed by Georgeson and colleagues (Georgeson, May, 
Freeman & Hesse, 2007). The novelty is that the image is differentiated three times. The 
third derivative operator provides better space and scale resolution, so the edge is 
located more precisely (Georgeson, May, Freeman & Hesse, 2007; and personal 
seminar communication). In their model the location and level of blur of an edge are 
encoded in two stages by filters with appropriate scale using 1st, 2nd and 3rd derivative 
operators. With this model, they were able to predict psychophysical data on blur 
mixture and matching better than previous models (Georgeson et al., 2007). They found 
in a subsequent paper (May & Georgeson, 2007a) that the half-wave rectifier that 
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follows the 1st derivative in their model must be replaced by a non-linear transducer to 
account for psychophysical results where low-contrast edges are perceived sharper and 
blurred edges are perceived lower in contrast. In that way, the model can also correctly 
predict how adding linear gradients, whose 2nd and 3rd derivatives are zero, influences 
the perception of fixed edges of different blur levels and contrast (May & Georgeson, 
2007b). It seems that models based in derivative operators are the best so far and 
predict quite well the locations, level of blur and contrast of an edge. However, they are 
concerned about the extraction of features and they are not meant to explain the 
mechanisms of detection of the features. In my thesis, I will study the mechanisms of 
detection and discrimination of gradients. These models may be helpful to understand 
gradient perception, since a blur edge can be seen as a gradient. If my experiments 
reveal that local features within gradients are of importance for their perception, those 
models may be applied to understand gradient perception.   
Keil and colleagues (Keil, Cristobal & Neumann, 2006), who were aware of the 
importance of illumination phenomena in vision, proposed a model of gradient 
perception. They started off by assuming that the visual system must have some 
mechanism to perceive gradients and thus that surface and gradient processing are 
segregated at early stages of the visual system. Their novel model successfully explains 
Mach bands illusions (brighter and darker bands perceived between two regions of very 
different luminance unified by a linear gradient as shown in the inset of Figure 3-4). 
Their model states that ON and OFF retinal cells are increasingly or decreasingly 
responsive to non-linear (sinusoidal) gradients, but irresponsive to the constant slope of 
gradients, as it occurs in the ramp of Figure 3-4. With linear gradients, the important 
features are the knee points between the constant slope and the plateau. At the knee 
points, the ON and OFF retinal cells are activated (ON and OFF responses in Figure 3-
4). These overshoots of activation of ON and OFF cells explain the Mach bands 
perceived (see inset of Figure 3-4). An „activity flow‟ is then generated between the ON 
and OFF overshoots at higher levels of processing, resulting in the perceived gradient 
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between the bright and dark Mach bands. From their model, perception of a linear 
gradient happens only as a consequence of the retinal activation at the boundaries 
(knee points) of the stimulus. This model agrees in various aspects with the edge or 
features detector models. For example, Shapley and Tolhurst (1973) argued that edge 
detection mechanisms were strongly activated when abrupt changes in luminance, such 
as edges or knee points like in Figure 3-4, are present in an image. With their edge 
detector model, they could explain well the perception of narrow ramps (linear gradients 
less than 0.5° wide) as Keil, Cristobal and Neumann (2006) model did, but they showed 
that different mechanism exist for the detection of wider ramps. 
Overall, those feature detector models seem a good approach to account for the 
perception of gradients. We will see in later chapters if they can account for the results 
of the present study. 
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5- Chapter: Aim of the present study 
Two different psychophysical approaches will be used to study the perception of 
luminance and chromatic gradients.  
First, sensitivity of the visual system to luminance and chromatic gradients that arise 
naturally within a scene from illumination phenomena will be studied using physically 
accurate computer rendered scenes. The separate and combined contributions of 
luminance and chromaticity to gradient sensitivity will be studied in this context.  
Then, simpler stimuli will be used to study more thoroughly the mechanism/s for 
luminance and chromatic gradient perception. As seen in previous chapters, several 
studies point toward the existence of distinct mechanisms of perception of very low 
spatial frequency and higher spatial frequency gratings. There are also a few studies 
that tried to explain the perception of luminance gradients (less than a cycle/degree). 
Those studies seem to agree on two aspects: the mechanism of gradient detection are 
independent of the spatial frequency and are dependent on the number of cycles for 
sinusoidal gradients. However, they disagree in the limiting factor that mainly determines 
the gradient detection. On the one hand, the slope of the gradient seems to be the 
limiting factor. On the other hand, the contrast of the gradient seems to be the limiting 
factor. The only study that explains both findings is a study by van der Wildt, Keemink & 
van den Brink (1976). They found the contrast as limiting factor in a region where 
gradient stimuli show size-invariance, i.e. in a region with stimulus size between 0.5° 
and 5°. For greater and smaller stimulus, the slope of the gradient was found to be the 
limiting factor. In Section 3-3 of Chapter 3, we have seen how the edge or black 
surround influence greatly the detection of low spatial frequency patterns and how the 
use of edge cues might explain the results of those studies. Indeed, the stimuli used in 
those studies may activate the more sensitive edge detector mechanism rather than the 
gradient mechanism per se; hence the mechanism of gradient perception remains still 
unclear. One of the objectives of the present study is to better understand the 
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mechanism of gradient perception. For that purpose, an appropriate stimulus will be 
chosen to try to minimize or cancel the use of the edge cues. Detection thresholds of 
gradients will be measured in the region where the size-invariance holds (Figure 4-2), 
i.e. in that region where the detection of the gradient was found to depend on the 
contrast (Chapter 4). Once the stimuli used in the present study are shown to effectively 
mask the edge mechanism, I will try to find out whether the contrast or the slope of the 
gradient determines the gradient detection. 
Another factor that may influence the gradient perception is the stimuli used for studying 
gradient perception. Low spatial frequency grating stimuli generally extend through 
several cycles. These cycles may sum spatially and enhance the detection of the grating 
(Robson & Graham, 1981). If triangular wave gratings are used, in addition to the spatial 
summation, they may also strongly activate the edge mechanism at the peaks between 
linear gradients. The presence of those factors complicates therefore the interpretation 
of the gradient mechanism. Furthermore, we have seen in Chapter 1 that in the natural 
world gradients manifest as less than one cycle. In the present study, I will therefore use 
gradients without repetition of pattern and less that one cycle to study the gradient 
mechanism.  
In an earlier chapters, we have seen the diverse physiological and psychophysical 
evidence that points towards three main mechanisms of light processing at early stage 
of the vision, one luminance and two chromatic (the „red-green‟ and the „yellow-blue‟). 
These three main mechanisms define three cardinal axes of a colour space (Figure 2-5). 
As noted in earlier chapter, the perception of colour gradients has hardly been explored. 
In the present study, the detection of luminance as well as isoluminant red-green and 
yellow-blue gradients will therefore be studied. This will allow comparing the sensitivity 
of the visual system to the different types of gradients modulated along the three 
cardinal axes of the colour space separately. That way we will also be able to see 
whether the mechanisms of perception of gradients modulated along the three cardinal 
axes of the colour space are similar or different. Finally, interactions between luminance 
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and colour mechanisms will be assessed using combined luminance and chromatic 
gradients.  
In summary, the general aim of this thesis is to understand the mechanisms of 
perception of luminance and/or chromatic gradients.  
In psychophysical studies, researchers rely on their experimental material and stimuli for 
the validity of their results. Unnoticed artefacts introduced by this material could lead to 
erroneous conclusions, as it occurred for example in studies on vernier acuity. There 
was a general finding that vernier acuity, in contrast to other visual functions such as 
contrast sensitivity or visual acuity, does not degrade with age (e.g. Lakshminarayanan 
& Enoch, 1995). However, Li, Edwards and Brown (2000) and Garcia-Suarez, Barrett 
and Pacey (2004) showed that vernier acuity varies with age like any other visual 
function. Previous studies underestimated the performance of the young group due to 
the use of a greater minimum spatial resolution compared for example with the spatial 
resolution used by Garcia-Suarez and colleagues (2004). In the present study, since I 
will display highly demanding spatial and chromatic stimuli, great care will be taken in 
testing and understanding the limits of our material. In the next chapter, I will therefore 
describe some technical issues related to the material used in the present study. Some 
measurements and experiments will be carried out to characterise and test the material, 
because great accuracy in the determination of detection thresholds for luminance and 
chromatic gradient stimuli is needed. 
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6- Chapter: Technical issues 
6-1. Introduction 
In psychophysical studies, physical stimuli are used as tools to understand perceptual 
processes. A common and general method to generate those physical stimuli is by 
means of a computer controlled monitor. When stimuli and more especially colour 
stimuli are displayed on a monitor, experimental results rely on accurate and precise 
control of the monitor light output (Brainard, Pelli & Robson, 2002). Accuracy is achieved 
by characterizing and performing a careful calibration on a good quality monitor. And a 
precise colour control is determined by the graphics card.  
The material used in the present study is described in this section. Some qualitative and 
quantitative assessments of the material were conducted to validate its use in the 
gradient experiments. 
6-2. CRT monitor 
A large colour gamut, high temporal response rate, accurate representation of colour, 
large viewing angle and low-cost represent requirements that vision researchers seek in 
a monitor for displaying stimuli (Brainard, Pelli & Robson, 2002). Good-quality CRT 
monitors seem to fulfil these requirements. Despite their rarer and rarer commercial 
availability, CRT monitors are still the most widely used display devices in vision 
research. Newer display technologies such as liquid crystal displays (LCD), plasma 
displays or high dynamic range (HDR) displays are still under evaluation and 
development. LCD monitors have a narrower colour gamut than CRT monitors and with 
ambient illumination the colour gamut reduces even more (Becker, 2005). This effect is 
larger than for CRT monitors. Moreover, light emitted from LCD displays is strongly 
affected by the viewing angle and for dynamic images, temporal response rates are very 
poor (Becker, 2005; Elze, Lochmann & Tanner, 2007). Plasma displays are better on 
those aspects, but very expensive and still under evaluation (Wandell & Silverstein, 
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2003). Newer technologies, such as HDR displays, are characterized by a high contrast 
ratio (the ratio between the brightest and darkest part of a picture), which can be 
accomplished by placing a backlight panel of LEDs behind an LCD display. However, 
this limits the contrast ratio to certain spatial frequencies due to the lower resolution of 
the backlight panel compared to the pixel resolution of the LCD display. For this, and the 
already mentioned disadvantages of LCD displays, HDR technology is not currently 
recommended for visual psychophysics (Ruppertsberg, Chalmers & Bloj, 2007). 
In the present psychophysical experiments, I used a CRT monitor (Mitsubishi Diamond 
Pro 2070SB). CRT monitors work with the same principle as the trichromacy theory of 
human vision (Section 2-2 of Chapter 2): from three colour primaries, many colours can 
be generated. For that purpose, CRT monitors contain three phosphors: R, G and B. 
The maximal colour spectrum emitted by each of the red (R), green (G) and blue (B) 
phosphors defines the vertices of the colour gamut of the monitor. 
Equation 6-1 summarizes how colour light (C in Equation 6-1) emitted by each pixel on a 
CRT display depends on the excitement of three types of phosphors (R, G and B) by 
three adjustable electron beam intensities (r, g and b)(Brainard, Pelli & Robson, 2002). 
C, R, G and B are functions of the wavelength, C being the colour light output of a pixel 
and R, G, and B the spectra at maximum intensity emitted respectively by the red, green 
and blue phosphors. 
C r R g G b B              Equation 6-1 
The calibration of a CRT monitor consists of finding the relationship between the 
intensity input desired and the intensity output of the monitor, this process of calibration 
is described more in detail in Section 6-6 of this Chapter. Trying to relate the intensity 
input and output of the monitor for each possible displayable colours would be a tedious 
work. Some assumptions are made on CRT monitors to simplify the measurements for 
the calibration process. One of the assumptions, channel constancy, arises from the 
three primaries property: the light emitted on the screen (C in Equation 6-1) is a linear 
71 
 
combination of the light emitted by each of the three phosphors and the relative spectral 
emissions of those phosphors are constant for all levels of excitation (Berns, 1996; 
Brainard, Pelli & Robson, 2002). The channel constancy assumption simplifies therefore 
the measurements for the calibration as only three maximal spectral emissions R, G and 
B need to be measured. So the intensity output (C) only varies with the input of the 
intensities r, g and b. Still all possible r, g and b intensities must be measured to relate 
them to the intensity output. If the intensities r, g and b of Equation 6-1 only depend on 
each respective voltage value, so there are no interactions between r, g and b 
intensities, this will reduce the number of measurements for the calibration. This 
condition is actually assumed to hold for CRT monitors (Berns, 1996; Brainard, Pelli & 
Robson, 2002). It is called the channel or phosphor independence assumption. 
Moreover, if each intensity r, g and b does not depend on its previous r, g b intensity or 
on neighbouring pixels, this will further simplify the measurements for the calibration. 
These two additional conditions are actually also considered to hold for CRT monitors 
and they constitute the temporal and spatial pixel independence assumption 
respectively. All of these assumptions allow reducing the number of measurements of 
the intensity outputs in the calibration process to a realistic amount. In the next section, I 
will assess briefly the validity of these assumptions on our monitor. 
6-3. Qualitative assessments 
Pixel independence, channel constancy assumptions and the homogeneity of our 
monitor were assessed quickly to validate its use and to make sure that our 
psychophysical experiments will be conducted on a good-quality and non-faulty monitor. 
Pelli tested pixel independence (Pelli, 1997) by comparing the mean luminance of  
100% contrast horizontal and vertical gratings. Another test for pixel independence is to 
measure the percentage of luminance change of a 4-cm wide white square on the 
middle of the screen when its surround changed from black to white (Pelli, 1997). This 
last configuration was applied to test the pixel independence assumption of the monitor. 
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The monitor was warmed-up for at least 30 minutes prior to measurements. No 
calibration was necessary as all stimuli were made from maximum and minimum 
intensities. A 4-cm white square (all three phosphors set at maximum intensity) was 
displayed on a black (no phosphor intensities input) and a white background (all three 
phosphors set at maximum intensity). The SpectroScan photometer PR-650 was placed 
1.70m away from the screen and was used to measure the intensity output. It measured 
one degree of visual angle, which corresponds to a 2.96cm patch area on the screen. 
The PR-650 has a luminance accuracy of ± 2% of calculated luminance at 2856K and x  
and y  accuracy for illuminant A of ±0.015 and ±0.01 respectively.  
I chose the approximately uniform CIE 1976 L u v    space, which is more suitable for 
self-luminous colour stimuli (Westland & Ripamonti, 2004), in order to define colour 
differences to assess the assumptions.  
A particular colour with x y Y coordinates has the following L u v    coordinates
 
(Wyszecki and Stiles, 2000): 
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and nx = 0.273, ny = 0.293 and nY = 100 cd/m
2 are the chromaticity and luminance 
values for the nominally white object-colour stimulus (= coordinates of white on our 
monitor). 
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Colour differences in CIE 1976 L u v    space are noted as uvE
  and defined by the 
Euclidian distance between two colours in L u v    space (Wandell, 1996). 
     
2 2 2
uvE L u v
                Equation 6-
4 L , u  and v  are the differences between two colours with coordinates 1L 1u  1v  
and 2L 2u  2v . A uvE
  = 1 is generally considered to correspond to the just noticeable 
difference between two colours when conditions are optimal (Wandell, 1996). 
 
White square on black 
background
Y x y ΔE*uv
114.0 0.185 0.441
0.6
113.0 0.185 0.441
White square on white 
background
 
Table 6-1: Luminance and chromaticity values for the pixel independence test and uvE
  
between the two conditions (white square with black and white background) 
 
For the pixel independence test, the white square did not show any variation in the x  y  
chromaticity values with the change of background; only the luminance varied in less 
than 1%. The uvE
  value between the white square with black background and the white 
square with white background was less than 1 (Table 6-1). Pixel independence therefore 
holds for our monitor. 
The channel constancy assumption was tested by comparing the luminance value of a 
white screen set at its maximum intensity with the sum of the luminance values of a red, 
green and blue screen which were respectively set at the maximum intensity of the red, 
green and blue phosphors. The sum of luminance measurements of the red, green and 
blue screens was 112.8cd/m2 and was similar to the luminance measurement of the 
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white screen, 113.0cd/m2. This corresponds to less than 0.2% variation. The channel 
constancy assumption seems therefore to hold. 
Finally, the homogeneity of the monitor was tested by measuring with the PR-650 the 
intensity output at different locations on the screen (top left, top right, bottom right, 
bottom left and centre). The intensity output consisted of a red, a green, a blue and a 
white screen, each set at its maximum intensity. uvE
  values were used to assess 
colour differences between different locations on the screen. 
Red Green Blue White
Y x y Y x y Y x y Y x y
ΔE*uv
Top left 
21.4 0.624 0.330 74.5 0.288 0.606 13.0 0.149 0.070 111 0.277 0.294
4.9 2.4 3.7 4.1
Top right
21.6 0.624 0.339 115 0.276 0.292
1.91
Centre 21.8 0.622 0.337 77.3 0.288 0.605 13.7 0.149 0.070 115 0.275 0.290
Bottom 
right 
22.0 0.623 0.338 77.1 0.288 0.605 13.1 0.149 0.069
1 0.2 2.2
Bottom 
left 
75.9 0.288 0.605 13.3 0.149 0.070 113 0.277 0.295
1.3 2.1 4.7
ΔE*uv ΔE*uv ΔE*uv
 
Table 6-2: CIE xyY values measured at five different locations on the screen for a maximum red, 
green, blue and white screen respectively. For each location the uvE
  value between the central 
measurement and that specified location is shown underneath in red.  
 
Table 6-2 lists the CIE x  and y values at different location on the screen for each case 
just described above. The uvE
 values that were measured between some eccentric 
locations and the centre of the monitor indicate a colour difference between the 
corresponding location and the centre. The left side and especially the top left area of 
the screen were non-homogeneous (very high uvE
 values between 2.1 and 4.9). These 
non-homogeneous areas on the screen were indeed visible with naked eye. The 
remaining locations had lower uvE
  between 0.2 and 2.2. Homogeneity seems therefore 
to fail. 
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The overall testing of assumptions is nevertheless satisfactory. Great care will be taken 
in displaying the stimulus centrally to avoid possible luminance and colour artefacts due 
to the non-homogeneity at the corners of the monitor. 
6-4. Graphics card 
The other already-mentioned important aspect to consider when displaying colour 
stimuli is the precise control of the colour output of the monitor. Colour control is 
achieved via the graphics card.  
Video           
voltages 
Current
r
g
b
Frame
buffer Palette DAC C
Digital values
MonitorGraphics card
 
Figure 6-1: Representation of how a pixel is processed from its input in the graphics card to its 
output on the monitor. C is the colour output of Equation 6-1 and r, g and b are the electron beam 
intensities 
 
The graphics card is the output device which controls the image on the screen of the 
monitor. The graphics card contains a storage space or memory area, where information 
of the image can be stored; it is called the frame buffer and can be seen as a pixel grid 
(Brainard, Pelli & Robson, 2002). The graphics card reads the video memory of the 
frame buffer and controls the three video voltages, which determine the light emitted on 
the monitor (Brainard, Pelli & Robson, 2002). Figure 6-1 illustrates how a pixel is 
processed from its input to its output on the monitor screen. 
Standard 8-bit per channel graphics cards (24-bit colour depth) are the most commonly 
used in desk monitors and in vision research. The graphics card contains a storage 
space (video memory); where for each pixel of an image, 8-bit of information per 
channel (R, G and B) are stored in the frame buffer. For example, as we increase the 
voltage output for the red channel, a good-quality CRT monitor should display different 
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shades of red with constant chromaticity values (CIE 1931 x  and y  coordinates) and 
increasing luminance values (CIE 1931 Y ). With an 8-bit per channel graphics card, 
each channel can be set to 256 (= 28) different values allowing for the display of 
16,777,216 (= 2563) different colours.  
If we try to display a stimulus with a smooth and continuous horizontal variation in 
luminance and/or colour (a gradient) in 8-bit mode, several vertical bandings of 
luminance and/or colour can be visible on the monitor disrupting the gradient stimulus. 
Figure 6-2A shows such a chromatic linear gradient generated with an 8-bit per channel 
graphics card: the stimulus looks like a Chevreul illusion stimulus with a step-like 
luminance profile (the bandings may not show properly in the printed version).  
The bandings in the gradient align with the bigger steps in the luminance profile, which 
are a direct consequence of the frame buffer values in the G channel; they increase only 
every 20 pixel values due to limitation of colour resolution in 8-bit mode. The smaller 
luminance steps are due to the B channel, which alternately increases every one and 
two pixels (the R channel does not contribute at all). Some researchers have developed 
their own techniques to maximize the resolution of 8-bit per channel graphics card for 
their particular applications. For example, Pelli and Zhang (1991) described how to build 
a video attenuator to generate low contrast achromatic sinusoidal gratings with 12-bit 
accuracy from an 8-bit per channel graphics card. These techniques are not applicable 
in our case where high colour resolution is also needed. In recent years, higher 
resolution graphics cards have become available to the vision research community. 
Cambridge Research Systems (CRS), for example, have developed a 14-bit per channel 
graphics card (Visage). In my experiments, I used such a high resolution graphics card. 
In 14-bit mode, the considerable increase in graphics card resolution makes it possible 
to display a smooth chromatic gradient with no visible bandings (Figure 6-2A). The plot 
underneath Figure 6-2B represents the same region as in Figure 6-2A and shows a 
smooth linear luminance profile without abrupt jumps. Here, the G and B frame buffer 
values increase every pixel (the print resolution is too low to show this). This example 
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shows how the use of a 14-bit per channel graphics card permits the creation of artefact-
free colour stimuli that can be used to further explore the limits of visual perception. 
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Figure 6-2: A) Horizontal chromatic gradient generated in 8-bit mode showing bandings. Below is the detail 
of the luminance profile of the inset inside the gradient. B) Same gradient, but generated using the 14-bit 
mode. The luminance profile of the same region as A) shows a smooth linear increase in luminance.  
 
With a 14-bit per channel graphics card, each pixel can take frame buffer values 
between 0 and 16383 (=214) and 163843 (= 4.39∙1012) colours can thus be produced and 
displayed. Therefore, a 14-bit per channel graphics card increases remarkably the 
available colour resolution. To appreciate this increase Figure 6-3 shows an example for 
the different shades an 8-bit and a 14-bit per channel graphics card are able to produce 
for the red channel.  
78 
 
 
Figure 6-3: The upper two shades of red represent two consecutive frame buffer values of an 8-bit channel 
graphics card. A 14-bit per channel graphics card can generate 62 shades of red between those two. 
 
Two consecutive frame buffer values on an 8-bit per channel graphics card will produce 
two shades of red; on a 14-bit per channel graphics card, however, 62 more shades of 
red between those two from the 8-bit per channel graphics card can be produced.  
As we will see in the present paragraph, studies on colour discrimination indicate how 
important precise colour control is. MacAcdam (1942) was a pioneer in investigating 
colour discrimination in different areas of colour space. In his 1942 work, visual 
sensitivity to colour differences was determined by the accuracy of matches between 
pairs of colours. One observer was asked to match a given reference colour with an 
adjustable colour. 25 different colours with a fixed luminance value of 48 cd/m2 were 
studied. Matching accuracy determined tiny areas around the 25 different reference 
colours in the CIE 1931 colour space described by ellipses called MacAdam ellipses 
(Figure 6-4). The sizes of MacAdam ellipses show how sensitive the visual system is to 
colour differences and therefore how important it is to finely control colour in chromatic 
discrimination experiments. 
In the next section, quantitative assessments were conducted to test the Visage system 
(ViSaGe- 256MB: VSG 71.02.00F0) that I used in the present gradient perception study. 
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6-5. Quantitative assessments 
6-5-1. MacAdam ellipses 
The relation between MacAdam ellipses and the possible colours that can be generated 
in the vicinity of MacAdam ellipses by an 8-bit and 14-bit graphics card can be made 
visible by plotting these colours together in the CIE 1931 colour space. For this purpose, 
I calculated all possible frame buffer combinations of the R, G and B channels in 8-bit 
mode (around 16.8 millions), converted them to CIE 1931 colour space and plotted 
those that yielded a luminance value of 48±0.01 cd/m2 into Figure 6-4A (colour-coded 
crosses) along with the 25 MacAdam ellipses (axes are enlarged 10 times; data from 
Wyszecki & Stiles, 2000). Each single cross in Figure 6-5A represents a colour that the 
monitor can display at that particular luminance. Only eight of the 25 MacAdam ellipses 
fall within the gamut of the monitor. Figure 6-4B shows an enlargement of a small region 
of Figure 6-4A centred on one of the MacAdam ellipses ( x = 0.38, y = 0.49) now shown 
in real size. The empty space between the crosses reveals the significant under-
sampling of the colour space using an 8-bit per channel graphics card. The MacAdam 
ellipse contains only a single cross representing a single frame buffer combination in this 
part of the colour space.  
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Figure 6-4: A) Each colour-coded cross represents a displayable colour at a luminance level of 48 cd/m2 in 
8-bit mode on our monitor. Black crosses represent centre colours of MacAdam ellipses. The axes of the 
ellipses have been enlarged 10 times. B) Zoom into the MacAdam ellipse pointed by the red arrow in Figure 
2A. Now the MacAdam ellipse is shown in real size. Colour-coded crosses correspond to displayable 
colours at a luminance level of 48 cd/m2 in 8-bit mode. The triangle (not shown real size) describes the 
region for which RGB frame buffer combinations in 14-bit mode have been calculated. This region contains 
around 1/150th of the area of the ellipse and more than 3900 colours in 14-bit mode. 
 
For the 14-bit mode, I restricted the frame buffer combinations to the region of the same 
single MacAdam ellipse centre at x =0.38, y =0.49 and Y =48 cd/m2 because the 
overall number of possible frame buffer combinations [(214)3] is huge. Despite restricting 
the region, the number of combinations was still very large. So, a small region inside this 
MacAdam ellipse was chosen to compute all possible combinations and selected those 
combinations that yielded a luminance value of 48±0.01 cd/m2. This chosen region 
(triangle –not to scale- in Figure 6-4B) corresponds to approximately 1/150th of the 
ellipse‟s area and contains more than 3900 colours demonstrating the extremely fine 
colour sampling possible with such a high-resolution graphics card. 
In summary, an under-sampling of the colour space necessary to determine MacAdam 
ellipses in a monitor experiment was found when using an 8-bit per channel graphics 
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card. Experiments using such graphics cards would significantly overestimate chromatic 
thresholds and lead to erroneous conclusions. A 14-bit graphics card provides a denser 
sampling of the available colour gamut (Figure 6-4B) and therefore allows a more 
precise representation of colour and an accurate determination of chromatic thresholds 
of chromatic colour discrimination experiments similar to those of MacAdam‟s. Similarly, 
colour contrast thresholds have been found to be several times lower than luminance 
contrast thresholds (Mullen, 1985); a result that would have not been obtained if Mullen 
used an 8-bit monitor instead of her optical set-up. 
6-5-2. 14-bit versus 8-bit  
The physically measurable advantage of a 14-bit compared to an 8-bit graphics card 
was assessed. Physical measurements of the light output of a central 9-cm wide square 
on a black background were taken on the centre of the monitor in a dark room. A 
ColorCal (Minolta) colorimeter device from CRS (luminance accuracy ±3% and x  and 
y  chromaticity value accuracy of ± 0.004 under D65 illumination at 40 
cd/m2)(Cambridge Research Systems, 2007) was used for the measurements. Before 
each set of data collection, the monitor was warmed-up for at least 30 minutes.  
640 consecutive frame buffer values were displayed in 14-bit mode (step sizes = 
1/16384) for the three channels (R, G and B) individually. This resulted in three 
conditions: red (R), green (G) and blue (B). For each condition, the starting frame buffer 
value input was set to approximately 70% of the maximum channel input, which 
corresponded approximately to half the maximum intensity output due to the non-linear 
relation between frame buffer values and intensity output of the monitor. 
I define a „card resolution step‟ as the interval between two consecutive frame buffer 
values. So, 64 card resolution steps on a 14-bit per channel graphics card correspond to 
one card resolution step on an 8-bit per channel graphics card (Figure 6-3). To compare 
between 14-bit and 8-bit card resolution steps, every 64 consecutive values (214/28=64) 
on the 14-bit per channel graphics card were averaged yielding 10 card resolution steps 
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(640/64); this was called the averaged 8-bit mode. It is also possible to run the Visage 
graphics card in so-called true 8-bit mode. I compared measurements of the averaged 
with that of the true 8-bit mode and did not find a significant difference between them. 
Therefore, the reported 8-bit mode in this experiment will refer to the averaged 8-bit 
mode. 
I found that within each channel the CIE x  and y chromaticity values did not vary 
beyond the measurement error of the ColorCal device.  
R G B
Mean SD Mean SD Mean SD
CIE x 0.627 <0.001 0.284 <0.001 0.150 <0.001
CIE y 0.339 <0.001 0.613 <0.001 0.068 <0.001
 
Table 6-3: Average measured chromaticity values of the 640 consecutive frame buffer values for each 
condition R, G and B and corresponding standard deviations (SD).  
 
Figure 6-5 show how luminance increased steadily in all channels across the 640 
consecutive measurements in 14-bit mode (thin line). Looking more carefully the 14-bit 
mode data, there is no monotonic increase in luminance for each single step (more 
clearly visible in Figure 6-5), but an increase every 1-6 frame buffer values with some 
fluctuations up and down. These fluctuations may partly arise from measurement 
limitations of the ColorCal device, the power voltage or the redundancy of the graphics 
card. The main and most probable cause of fluctuations is the measurement error of the 
ColorCal device. If we assume the error originated from the graphics card redundancy 
and that there is an increase in luminance only every 6 card resolution steps (worst 
scenario) instead of every one card resolution step, even then the 14-bit per channel 
graphics card would allow more than 100 steps over the range of 640 consecutive frame 
buffer values in comparison to 10 steps with the 8-bit per channel graphics card. 
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Figure 6-5: Luminance output over 640 consecutive frame buffer values in 14-bit mode (solid line) and in 8-
bit mode (dash line) for the red A), the green B) and the blue channel C).  
 
It seems from the physical measurements that the colour resolution limitations are 
overcome when using a 14-bit per channel graphics card. 
6-6. Calibration 
As seen above, the quality of the monitor (type of phosphors used, ageing of phosphors) 
determines how accurate the colour output will be on the display. Often the monitor is 
used to represent a particular desired colour expressed in some colour space or cone 
contrast space, but how can we be sure that the desired colour is accurately displayed?  
At first glance, the process of converting any colour specified in CIE or other colour 
space to RGB digital values (digital input) seems simple. Just the matrices of 
transformation between one colour space to another are needed. 
On CRT monitors, the process in which the video voltages produce current in the 
monitor is non-linear (Berns, 1996; Brainard, Pelli & Robson, 2002). Indeed, the intensity 
outputs on the screen of the monitor ( outputI of Equation 6-5) are related to the frame 
buffer value ( p ) with a non-linear factor, gamma ( ), and depend on the contrast ( c ) 
and black level (b ) settings of the monitor (contrast and brightness knobs) (Wandell & 
Silverstein, 2003). 
outputI c p b
  
        
Equation 6-5 
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Figure 6-6 represents the gamma function of the monitor (curved line). For example, if 
the red channel is set to 50% intensity input in the graphics card, the gamma function of 
the monitor will distort the intensity to a darker red (Figure 6-6). Only the brightest red 
and the darkest red i.e. black are not affected by the gamma function.  
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Figure 6-6: Intensity output of the monitor against voltage input. A) Monitor output before calibration, B) 
gamma correction and C) monitor output after gamma correction. 
 
A linearization of the relationship between the intensity output and input is therefore 
needed in order to accurately represent the desired colours on the monitor (Figure 6-6). 
The process of linearizing that relationship is the calibration process. Once we know the 
gamma function i.e. how the voltage input relates to the intensity output, we can easily 
find the inverted gamma function which linearizes the input-output relationship (Figure 6-
6). This last process (inversion of the gamma function) is called gamma correction. 
Determining the gamma function implies measuring all possible colour outputs (C in 
Equation 6-1) for each channel and all the 163843 combinations possible. Nevertheless, 
as seen above, some assumptions allow simplifying and reducing the number of 
measurements to an acceptable amount. I therefore measured using the ColorCal 
device 64 different intensities for each channel R, G and B in random order ranging from 
low to maximal intensity output. Those intensities were plotted against the digital input 
and the gamma function was thus determined for our fixed monitor settings by fitting 
Equation 6-5 to the output measurements.  
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6-7. Implications for subsequent experiments 
In the experimental chapters that follow, I will study the perception of achromatic and 
chromatic gradients, i.e. of smooth variations in luminance and/or chromaticity. As seen 
in the present chapter, the 14-bit per channel graphics card (Visage) showed an 
excellent colour resolution for displaying precisely and finely smooth luminance and/or 
colour variations without visible bandings.  
The assessments on the monitor were overall satisfactory. However, the monitor 
showed some non-homogeneity at the corners. Since I will use luminance and 
isoluminant chromatic gradients, it is important that luminance artefacts do not interfere 
with the stimulus threshold measurements. The centre of the monitor showed 
nevertheless homogeneity. I will therefore take care of those aspects in the design of the 
gradient experiments. 
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7- Chapter: Sensitivity to luminance and chromatic 
gradients within a simulated 3-D scene  
7-1. Introduction 
The introductory chapter (Chapter 1), I illustrated examples of illumination phenomena, 
where the interaction between light and surfaces creates luminance and/or chromatic 
gradients. As seen in Chapter 1, illumination phenomena provide cues to the visual 
system for 3-D shape perception (e.g. Ramachandran, 1988), motion in depth (e.g. 
Mamassian, Knill & Kersten, 1998), the light source position (e.g. D‟ Zmura & Lennie, 
1986) and the spatial or geometrical layout of a scene (e.g. Mamassian, Knill & Kersten, 
1998). All of those illumination phenomena have in common that they contain gradients 
(smooth variations in luminance and/or chromaticity). Thus, those just-cited studies point 
out the important role of gradients for recovering the three-dimensionality of the natural 
world.  
In the present study, I will explore sensitivity to gradients that arise naturally within a 3-D 
scene. I will assess how sensitive the visual system is to gradients that arise from 
changes in the position of a light source. This will be a continuation of Ruppertsberg, 
Bloj and Hurlbert (2008) study. They found that observers could discriminate reliably 
gradients when the light source differed in only 4 degrees. They also found that the main 
contribution to sensitivity to gradients was due to the luminance component of the 
gradient. I will describe in the methods section the set-up (Figure 7-1) that they used, 
because I will use that same one in the present experiment. In the present study, I will in 
a first place repeat their Experiments 1, 2 and 3, but using a higher resolution graphics 
card than the one they used. I will thus assess visual sensitivity to changes in luminance 
and colour gradients that arise from the light source position changes (Figure 7-1A) as 
they did and in addition a new condition will be also included.  
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The luminance and chromatic gradient arises on a central white card within a simulated 
complex scene (Figure 7-1). The total illumination of the gradient that reaches the eye 
was therefore defined as the combination of direct light (direct illumination) and inter-
reflections from surrounding objects (indirect illumination) (Figure 7-2). The gradient in 
the white card (Figure 7-1) can be decomposed into its luminance and chromatic 
components. The luminance component of the gradient arises from both the direct light 
(direct illumination) and the inter-reflections (indirect illumination), whereas the colour 
component is only due to the inter-reflections (indirect illumination). These different 
decompositions of the total illumination will allow assessing separately these different 
contributions (direct illumination, indirect illumination, luminance component and 
chromatic component) to sensitivity to gradients.  
The aim of the present study is therefore to find out how each of the above factors 
(direct versus indirect illumination and luminance versus chromaticity) contributes to 
sensitivity to gradients. In a first part of this study, the separate contribution of the 
luminance and chromatic components of the gradient to visual sensitivity to gradients 
will be measured. This corresponds to Ruppertsberg, Bloj and Hurlbert (2008) 
Experiments 2 and 3. I also included a new experiment, where the separate contribution 
of direct and indirect illumination to visual sensitivity to gradients will be assessed.  
7-2. Methods 
7-2-1. Material 
The experimental set up used to study visual sensitivity to gradients consisted of a 
simulated scene rendered using „RADIANCE‟. RADIANCE is a physically based 
rendering package mainly used by architects, engineers and lighting designers 
(Radiance website). It allows simulating without limitations diverse 3-D scenes by 
specifying physically any light and material parameters as well as scene geometry and 
layout. Ruppertsberg and Bloj (2006) compared a real scene with its rendered 
counterpart using RADIANCE with different “colour descriptors” (RGB, sRGB or 
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radiance values [w/sr·m2]) and validated the accuracy of how this software renders 
luminance and colours in simple scenes. 
Matlab was used to program the whole experiment and the 42-bit graphics card 
(ViSaGe- 256MB: VSG 71.02.00F0) from Cambridge Research Systems (CRS) was 
used to display the rendered scene in a CRT monitor. The CRT monitor (Mitsubishi 
Diamond Pro 2070SB) was calibrated using the ColorCal (Minolta) colorimeter device 
from CRS (luminance accuracy ±3% and x  and y  chromaticity value accuracy of ± 
0.004 under D65 illumination at 40 cd/m2)(Cambridge Research Systems, 2007). 
Chapter 8 describes in more detail the material used. 
7-2-2. Stimuli 
The rendered scene using RADIANCE software was composed of a central object 
surrounded by two coloured objects (cylinders) on each side (Figure 7-1 B).  
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Figure 7-1: A) Profile view of the simulation set-up: the white card forms an angle of 70 degrees with the 
green card that lies on the floor; different angles of the light source around the point of rotation define the 
different gradients on the white card B) Simulated 3-D scene with the gradient on the fronto-parallel white 
card at the centre of the scene; the gradient has a greenish colour due to the inter-reflections of the green 
card with the white card.  Adapted from Ruppertsberg, Bloj and Hurlbert (2008). 
 
The central object, where the gradient was formed, constituted the stimulus of the 
experiment. It consisted of a white card forming an angle of 70 degrees with a green 
card lying on the floor (Figure 7-1A and B). The view point of the scene was situated 134 
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cm from the centre of the front border of the green card (plane towards the observer). 
The green card, lying on the black floor, measured 70 cm wide by 60 cm deep and the 
white card 70 cm wide by 30 cm height corresponding to 2.1 degrees wide at the top, 2 
degrees wide at the bottom and 0.9 degrees height at 114cm. This fixed view point was 
placed at the level of the centre of the top white card (30 cm above the ground) and 164 
cm away from the view point. The scene was illuminated by tungsten light. The 
interactions of the light with the objects within the scene created a colour gradient (the 
stimulus) on the white card.  
Direct illumination of the green card corresponded to a 0 degree position of the light 
source and an increase in the light angle position was denoted by a rotation toward the 
white card (Figure 7-1A). As the light position changed, the gradient on the white card 
changed. We chose 15 of those light positions from 30 to 44 deg in one-degree steps to 
define 15 gradients as the stimuli. Each gradient scene was presented on a black 
background and was 202 pixels height by 420 pixels wide (Figure 7-1 B), corresponding 
to 3.0 by 6.3 degrees of visual angle at 114 cm (observer distance to the monitor). The 
reference scene was defined as the scene with light position of 37 degrees. 
The adaptation and fixation frame (Figure 7-3) had the same spatial dimensions as the 
gradient scenes and consisted of the same central gradient region, but in a different 
surround. The central gradient region was replaced by a homogenous green colour with 
the same mean luminance as the reference scene and a darker green fixation cross at 
the centre. The mask scene (Figure 7-3) was similarly made of a central checkerboard 
with the same colours as the adaptation card and the fixation cross. The adaptation, 
fixation and mask scenes had the same surround, which consisted of a 1 by 1 pixel 
scramble made of the same colours and the same mean luminance as the surround of 
the reference scene (37 deg scene) to thus keep constant the visual system adaptation 
level.  
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7-2-3. Conditions 
In the present experiment, I measured observers‟ ability to discriminate between 
gradients that arose from light source position changes. The „total illumination condition‟ 
constituted the central condition where the gradients was not manipulated and therefore 
simulates what might occur in a real scene. In the total illumination condition, the 
different gradients arose from the light source position changes as described above. The 
chromaticity and luminance varied (CV/LV) on the white card for each of the 15 light 
source positions (Figure 7-2). This part corresponded to Ruppertsberg, Bloj and Hurlbert 
(2008) Experiment 1. 
 
Total illumination Direct illumination Indirect illumination 
 
Figure 7-2: Profile view of the complex scene: explanative sketch of some of the experimental conditions. 
Direct and indirect lights that interact with the green card are illustrated by the yellow arrows. The total 
illumination of the gradient, which will enter the eye, is composed of direct illumination from the light source 
and indirect illumination from inter-reflections. 
 
Another aim was to study the separate contribution of the luminance and chromatic 
components of the gradient to visual sensitivity to gradients. This corresponded to 
Ruppertsberg, Bloj and Hurlbert (2008) Experiments 2 and 3 and resulted thus in two 
further conditions for this study: 
 The „luminance‟ (CC/LV) condition: only the luminance varied (LV); the 
chromaticity on the white card was kept constant (CC) for all light position 
changes. This was achieved using RADIANCE: the chromaticity of the gradient 
was set to the chromaticity of the reference scene (37 deg scene). 
 The „chromatic‟ condition: only the chromaticity on the white card varied (CV) 
and the luminance was kept constant (LC) for the different light position 
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conditions. This was achieved using RADIANCE: the luminance was set to the 
luminance of the reference scene. 
A new experiment was also conducted to assess the separate contribution of direct and 
indirect illumination to sensitivity to gradients. Direct and indirect illuminations were 
simulated in RADIANCE software by one and five light bounces respectively. There 
were two conditions to study the separate contribution of direct and indirect illumination 
to sensitivity to gradients: 
 The „direct illumination‟ condition: for each of the 15 light positions, the gradient 
on the white card only arose from the direct illumination; there was no 
contribution of the indirect illumination to the gradient (Figure 7-2). This was 
achieved by rendering only one bounce of the light into the objects of the scene.   
 The „indirect illumination‟ condition: the 15 pre-generated gradients on the white 
card arose from the indirect illumination, i.e. the inter-reflections. The direct 
illumination was subtracted from the total illumination in the rendering process of 
the gradient area.   
There were therefore five experimental conditions („total illumination‟, „direct 
illumination‟, „indirect illumination‟, „luminance‟ and „chromatic‟). 
All the scenes were pre-generated beforehand and stored as XYZ images. To avoid 
effects or interactions between different surrounds and gradients when observing 
gradients pairs, all gradients formed by the different light angle position were cut and 
pasted into the reference scene (37 degrees scene), such that all possible conditions 
(37±1 to 37±7) of the five experiments had the same surround. This also meant that cast 
shadows could no longer be used as a potential cue for discriminating between gradient 
pairs. 
7-2-4. Procedure 
A same-different paradigm, which consists of telling if two gradient scenes were the 
same or different, was used to define the task of the present experiment. One of the 
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advantages of this design is that the observer needs neither to be aware of which 
parameters in the stimulus were changing or know about the different conditions, he just 
needs to tell if the pair of gradients were the same or different. This design revealed thus 
to be adequate for our experiment where it was difficult to assign a task since the 
pattern of variation within the gradient on the white card that arose from the different 
light source positions was irregular and difficult to describe. Using this design, we could 
thus assess the different conditions where some of the gradient components were 
manipulated without the observer been aware of it. However, this way of measuring 
thresholds may be spoiled by observers‟ criterion of deciding when a pair is the same or 
different (Gesheider, 1997). The measure of d prime avoids this problem, since by 
definition it eliminates the observers‟ criterion. Indeed, the measure of d prime in Signal 
Detection Theory (Equation 7-1) corresponds to the z-score difference between hit rate 
(H) and false alarm rate (F), i.e. it measures the difference between hit and false alarm 
scores in standard deviation units (Macmillan & Creelman, 2005).  
( ) ( )dprime z H z F         Equation 7-1 
Subtracting both scores will therefore eliminate observers‟ criterion. In the case of a 
same-different paradigm, the hit rate (H) informs about the proportion of sequence pairs 
identified as different, when they were actually different, while the false alarm rate (F) 
tells us the proportion of sequence pairs identified as different, but were actually the 
same (Gescheider, 1995). There are two optimal strategies that observers may adopt in 
a same-different paradigm: the independent-observation and the differencing strategies 
(Macmillan & Creelman, 2005). In the independent-observation strategy, the observer is 
assumed to treat each interval stimulus independently. Such a strategy seems to be the 
optimal one, when any sequence pairs of each trial results from only two stimulus types 
(fixed experiments) (Macmillan & Creelman, 2005). In the case of one fixed stimulus pair 
<S1> and <S2>, there are four possible trials < S1 S1>, < S1 S2>,< S2 S1> and < S2 S2>. 
Four decision spaces, where hits and false alarms can be calculated, arise from that 
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example. Computing the d prime is therefore more complex that for a yes-no experiment 
(Equation 7-1): 
1/22 [0.5{1 [2 ( ) 1]dprime z p c           Equation 7-2 
Where p(c) can be calculated by converting the z-score difference (Equation 7-1) 
divided by two into proportion of correct responses.  
If more than two stimulus pairs are used, for example <S1>, <S2> and <S3> and we 
would like to measure the d prime of adjacent pairs < S1 S2> and <S2 S3>, a roving 
design may be used in the same block of trials. In this example, the possible stimulus 
pairs to be compared are < S1 S2>, <S1 S1>, < S2 S1>, <S2 S2>, S2 S3>, <S2 S2>, < S3 
S2>, <S3 S3>. In such a design, the optimal strategy seems to be the differencing rule, 
where the difference between observations in a trial is compared to a criterion (k). If it 
exceeds the criterion a „different‟ response will ensue. Computing d prime is also more 
complex due to differencing rule and the repetition of same trials in the roving design. 
The criterion k may be computed from the false alarm rate (F), and the d prime from the 
hit rate as follows (Macmillan & Creelman, 2005): 
[( ) / 2] [( ) / 2]H invz k dprime invz k dprime       
2 ( / 2)F invz k  
       Equation 7-3  
Where invz  is the inverse of the z-score. 
In the present experiment, a roving two-interval same-different design with the 
differencing rule was used to measure the discrimination between gradients and d prime 
(computed from Equation 7-3) was chosen as a measure of sensitivity between the pair 
of scenes. Each trial consisted of several frames (Figure 7-3): the fixation scene for 510 
msec followed by the mask scene for 510 msec, the first gradient scene for 1100 msec, 
another mask scene for 510 msec, the second gradient for 1100 msec and finally the 
fixation scene until the observer responded using a response box.  
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Until response:
SAME or 
DIFFERENT 
510
510 
1100 
510 
1100 
2 min adaptation  
Figure 7-3: Example of a trial showing the successive scenes (fixation, mask, gradient) with the time in 
milliseconds. One of the two gradients is the reference with light source position at 37°. Adapted from 
Ruppertsberg, Bloj and Hurlbert (2008). 
 
A comparison pair in the same-different task consisted of a reference scene, which was 
illuminated by the light at 37 degrees, and a scene illuminated with the light source 
position change of +x and –x (1 x 7) degrees. Each pair yielded four possible trials: < 
37 37>, <37 37+x>, <37+x 37> and <37+x 37+x> and each was repeated 15 times, so 
there were 60 trials (30 different and 30 same) for a given pair. A block of trials had thus 
120 trials (60 trials of the <37 37+x> pair and 60 trials of the <37 37-x> pair). So, for 
each block of trial, we measure observer‟s sensitivity (d prime) between the reference 
gradient (37 degrees) and two gradients (37+x and 37-x degrees). 
The scene was illuminated with light angle positions between 30 and 44 degrees in one 
degree steps, such that there were a total of 14 comparison pairs. I chose a d prime of 
2.5 as the criterion for reliably telling gradients apart. Due to the roving same-different 
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design with the differencing rule, the highest performance in our case will be reflected by 
a maximum d prime of six. The performance level is chosen quite high to give a 
sensitive measure of the results. A d prime of 2.5 corresponded approximately to 75% of 
correct responses and was chosen as the performance level, i.e. any d prime exceeding 
that limit will reflect a statistical difference between pairs of gradients compared. 
7-2-5. Observers  
Four corrected-to-normal observers (one naïve female, one naive male, one non-naive 
female and the male author) with normal colour vision assessed using the Farnsworth-
Munsell 100 Hue test participated in this study. They sat 114 cm in front of the monitor in 
a dark room. Before each session, they adapted for two minutes to the adaptation scene 
(Figure 7-3). Observers were asked to judge if the pair of gradients presented 
successively in time was the same or different. All conditions were randomized. 
7-3. Results  
All four observers had similar pattern of results. Figures 7-4A, B, C and D shows the 
results for observer MH. The ordinate indicates the measure of d prime and the abscissa 
indicates the light source position i.e. the 14 gradients that were compared with the 
reference gradient at 37°. The d prime limit of 2.5 (approximately 75% of correct 
responses) was chosen as the performance level and is indicated by a horizontal dash 
line in Figure 7-4. The „v‟ shape seen in most of the individual graphs showed how 
sensitivity to gradients increases as the light source position differs from the reference 
(37 deg). 
The „total illumination‟ condition, where both luminance and chromaticity varied (CV/LV), 
is shown at the centre of Figure 7-4 (Figure 7-4A). In that central condition, all observers 
could discriminate a pair of gradients when they differed in 2 to 4 degrees from the 
reference. These discriminating thresholds are indicated above the arrows in Figure 7-
4A at both sides of the reference position at 37°. In the „luminance‟ condition with only 
luminance variation (CC/LV), the discrimination threshold increased for all observers to 
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3-5 degrees (Figure 7-4B). In the „chromatic‟ condition with only chromaticity variation 
(CV/LC), all observers shows poor performance (Figure 7-4C): even at the most 
extreme light positions, where the chromatic component differed at maximum from the 
reference, the d prime limit of 2.5 was hardly reached for any observer. The missing 
bars in Figures 7-4B and C correspond to d prime values of zero, i.e. chance 
performance level. 
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Figure 7-4. Results of the five experimental conditions for observer MH A) „total illumination‟ condition B) 
„luminance‟ condition C) „chromatic‟ condition D) „Direct illumination‟ condition and E) „Indirect illumination‟ 
condition. The x-axis shows the different gradients arising from the 14 light source positions from 30° to 44° 
that were compared with the reference gradient at 37°. The y-axis represents the d prime measure of 
sensitivity. The horizontal dash line set the performance level of the same-different task at a d prime value 
of 2.5. The arrows with numbers indicate the discrimination threshold in degrees of light position change 
[CV, LV, CC and LC abbreviations go for chromaticity varies, luminance varies, chromaticity constant and 
luminance constant respectively]. 
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A two-tailed paired t-test was performed to reveal any differences between conditions. 
At a level of 95% confidence interval, the statistics indicated significant differences 
between the „total‟ (CV/LV) and the „luminance‟ condition (CC/LV) and also between the 
„total‟ and the „chromatic‟ condition (CV/LC). A one-tailed paired t-test showed that two 
observers‟ performance in the „total illumination‟ condition was significantly better than in 
the „luminance‟ condition. For the remaining two observers, there was no significant 
difference between those two experimental conditions. Table 7-1 summarizes the 
statistical results for each observer and condition. 
0.4220.830.1391.57GP
0.0172.730.2091.32AR
0.0043.50<0.0014.34LG
0.0222.610.0212.62MH
pt(13)pt(13)
„Total illum‟ vs „luminance‟ „Total illum‟ vs „direct illum‟
 
Table 7-1: One-tailed t-test results for all four observers. The conditions being compared are shown above 
the results. 
 
The „direct illumination‟ experiment, where we removed the mutual illumination (indirect 
illumination) contribution to the gradient, showed very similar graphs as the „total 
illumination‟ CV/LV condition (Figures 7-4D and E). Two observers performed 
significantly better in the „total illumination‟ condition than in the „direct illumination‟ 
condition, one observer performed significantly better in the „direct illumination‟ condition 
and the fourth observer perform equally in both conditions (Table 7-1). 
In the „indirect illumination‟ condition, where the direct light contribution to the gradient 
was removed, any observers did not reach the criterion of 2.5 (Figure 7-4E).  
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7-4. Summary 
In the present experiment, I repeated part of a study by my colleagues (Ruppertsberg, 
Bloj & Hurlbert, 2008), but using a higher resolution graphics card and including a new 
condition. We measured observers‟ ability to discriminate gradients that may occur 
naturally in a scene. To achieve this purpose, we determined how many degrees a light 
position should differ from a reference light position to tell two gradient scenes apart. I 
found that the human visual system is very good in detecting small differences in 
gradients due to light source positions changes as small as 2-5 degrees (Figure 7-4A 
and 7-4B). My results are in close agreement with Ruppertsberg, Bloj and Hurlbert 
(2008) findings. The resolution of the graphics card that they used (8-bit per channel 
graphics card) was sufficient for the purpose of this study.  
Another aim for this study was to determine the separate contributions of luminance and 
chromaticity to sensitivity to gradients and the separate contributions of direct and 
indirect illumination to gradient sensitivity. Similar to Ruppertsberg, Bloj & Hurlbert 
findings, the main contribution to the discrimination of gradients was found to be due to 
the luminance component of the gradients. The chromatic component on its own hardly 
contributes to the perception of gradient discrimination for those light angle positions. 
Only for the extreme light positions, observers approximated the d prime limit of 2.5. 
Interestingly, the statistical analysis showed that performance for two observers was 
significantly better in the condition where both luminance and chromaticity varied with 
the light source position than in the condition with only luminance variation. Adding 
chromatic variation on the gradient seems thus to add cues for its perception for two 
observers. For the other two observers it did not make any difference between those two 
conditions. Other studies also found that the chromatic component of a stimulus could 
add cues to the perception of stereopsis (Troscianko, Montagnon, Le Clerc, Malbert & 
Chanteau, 1991) or in colour shading (Kingdom, 2003). 
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I included a new condition in this study. I assessed the separate contribution of direct 
illumination and indirect illumination to sensitivity to gradients. Two observers performed 
significantly better in the „total illumination‟ condition than in the „direct illumination‟ 
condition where mutual illumination was removed. Mutual illumination information might 
help with the perception of the gradients. However, observer LG performance was 
significantly worse for the „total illumination‟ condition compared to the „direct 
illumination‟ experiment. Observer LG performed better in the „total illumination‟ 
condition than the „luminance‟ condition. The luminance component of the mutual 
illumination seems to add noise to the gradient explaining his decrease in performance 
in the „total illumination‟ condition compared to the „direct illumination‟ condition. 
The variability in the results between observers as discussed above suggests that 
different cues in the stimulus may be used. In this type of set-up which tries to simulate 
a real scene, it is very difficult to control all the variables and cues that the visual system 
may use. For example, the background surrounding the gradient may provide a cue to 
the gradient discrimination: the contrast at the boundaries may be used by the visual 
system. It is also difficult to control the irregular pattern of luminance and chromaticity 
variation in the gradient since it depends on the light position of the simulation set-up. 
The chromaticity pattern may introduce some luminance cues to the gradient perception 
since it was not controlled for isoluminance and that may explain why for three 
observers of four adding chromaticity variation improved performance. In the next 
experiment, we will control those parameters, such as the background and modulation 
of the luminance and/or chromaticity across the gradient to study the detection and 
discrimination of gradients. The perception of gradients will be studied taking into 
account early stages of luminance and colour processing. Simple stimuli will be used to 
have control over the parameters affecting the stimuli. We have seen in the present 
study that the luminance together with the chromaticity increased performance. In the 
next experiments, I will investigate the perception of purely achromatic gradients, 
isoluminant chromatic gradients and the combined luminance and chromatic gradients 
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to try to understand the relation between luminance and chromatic channels for gradient 
processing. 
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8- Chapter: Detection and discrimination of achromatic 
gradients (Experiment I) 
8-1. Introduction 
As seen in the introduction, some studies have shown that the detection of linear and 
sinusoidal gradients depend on the Michelson contrast (Equation 8-1) but not on the 
slope of the gradient or spatial frequency content of the gradient (McCann et al., 1974; 
Erens, Kappers & Koenderink, 1993). This implies that what matters is the information at 
the boundaries of the gradient stimulus and not the information within the gradient. On 
the other hand, other studies have shown that the limiting factor for the gradient 
detection is the slope (van der Wildt, Keemink & van den Brink, 1976; Campbell, 
Johnstone & Ross, 1981). The present chapter focuses therefore on understanding the 
mechanism of detection and discrimination of achromatic gradients, i.e. whether the 
visual system uses information within the gradient for its detection and discrimination or 
if it uses information at the boundaries of the stimulus. 
minmax
minmax
LL
LL
Contrast


        Equation 8-1 
When designing a gradient experiment, great care should be taken in minimizing or 
cancelling the edges or the knee-points at the boundaries of the stimulus with its 
surround. The reason for this, as seen in the introduction (Chapters 4 and 5), is that the 
edges may influence greatly the gradient detection (van der Wilt & Waarts, 1983). The 
detection of the edges between the stimulus boundaries and the surround may therefore 
give cues for the gradient detection. One option to avoid the problem of the edges would 
be to extend the stimulus across the entire monitor screen. However, due to the limited 
size of the monitor, knee points would still be present and observers could still use cues 
between the screen and its surround (monitor frame), which would trigger the edge 
detection mechanisms and may mask any gradient mechanisms. Another option would 
be to de-emphasize the edges at the stimulus boundaries, either by applying a Gaussian 
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envelope to the stimulus (Gabor) or by surrounding the stimulus with a spatially-
changing pattern (Erens, Kappers & Koenderink, 1993). In the present study, the latter 
option was chosen. Non-uniform backgrounds were created (Figure 8-1) to avoid the 
use of edge cues. The idea of a Gaussian envelope was abandoned, because the effect 
of the Gaussian envelope on the boundaries of different types of gradients would be 
different and therefore this could be used as a cue. Moreover, the effect of the Gaussian 
envelope would create a gradient at the boundaries of the gradient stimulus that could 
be sharper than the gradient stimulus itself and could therefore provide cues if the visual 
system uses the slope of the gradient for the detection and discrimination of gradients.  
 
 
Figure 8-1: Example of a stimulus screen used in the present study: non-uniform background with a clearly 
visible gradient at the centre.  
 
In Experiment I, I determined detection thresholds for achromatic gradients with a 
uniform and a non-uniform background and compared these results with the detection 
thresholds for a luminance step (sharp edge) with both background types. If the non-
uniform background is effective in masking the edge cues, detection thresholds for 
gradients with the non-uniform background should differ from those with the uniform 
background. Conversely, as edge detection mechanisms might be used for detecting 
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gradients on uniform backgrounds, these thresholds should not differ largely from 
thresholds for luminance steps. The detection threshold for the luminance step was also 
determined with the non-uniform background to see if this background had an effect on 
thresholds for step detection.  
To address the question whether information within the gradient is used by the visual 
system in either the detection or discrimination tasks, linear and sinusoidal gradients 
were employed, i.e. gradients that differed in their horizontal luminance profile (see 
Figure 8-2). Note from Figure 8-2 that for a same contrast setting, both linear and 
sinusoidal gradients have the same average luminance and the same average slope. 
The slope in the linear gradient is constant, i.e. there is no change of the slope, whereas 
the slope of the sinusoidal gradient changes. Note also in Figure 8-2 that the slope at 
the centre of the sinusoidal gradient is steeper than the constant slope of the linear 
gradient and that the slope of the sinusoidal gradient is smoother at the periphery. If 
both linear and sinusoidal gradient thresholds in the detection or discrimination tasks are 
similar, this will imply either that the contrast is the limiting factor or that the average 
slope is the limiting factor. In this case, more experiments will have to be performed to 
know whether the contrast or the average slope is used by the visual system. 
Alternatively, if the visual system uses information within the gradients, such as the local 
slope or the change of the gradient slope, linear and sinusoidal gradient thresholds 
might differ.  
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Figure 8-2: Luminance profiles across the horizontal dimension (in deg) of a linear gradient (red), a 
sinusoidal gradient (blue) and a step (green) at a Michelson contrast of 50%. The values on the vertical axis 
correspond to luminance steps of 5%. All stimuli where modulated around the mean luminance of 56 cd/m
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8-2. Methods 
The detection or discrimination of gradient stimuli depends on several intrinsic and 
extrinsic factors. Intrinsic factors or stimulus parameters, such as the stimulus size, the 
mean luminance of the stimulus, the stimulus contrast, the luminance and/or chromatic 
profile, affect directly the detection or discrimination of the gradient stimulus. Extrinsic 
factors, such as the luminance level and contrast of the surround, edge effects at the 
boundaries between the stimulus and its surround, duration of the stimulus, are other 
parameters that may influence the detection or discrimination of gradient stimuli. In the 
previous experiment (Chapter 7), perception of gradients was studied by simulating in a 
rendered 3-D scene gradients that occurred from direct illumination and inter-reflections. 
In such a set-up, it was very difficult to control those extrinsic and intrinsic factors that 
influence gradient perception. In the following experiments, those factors were controlled 
using simpler stimuli. Furthermore, early stages of luminance and colour processing 
were taken into account to study the perception of achromatic gradients, isoluminant 
chromatic gradients and combined luminance and chromatic gradients. 
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The different experiments that are described in the next chapters share similar extrinsic 
and intrinsic factors. In the methods section of this first experiment the common 
methodology for all the subsequent experiments is described in detail. 
8-2-1. Material 
Stimuli were displayed using the 42-bit graphics card (ViSaGe- 256MB: VSG 
71.02.00F0) from Cambridge Research Systems (CRS) described above. The 
chromaticity and luminance values (in CIE 1931 x y Y) for the red, green and blue 
phosphors of the monitor were [0.63 0.34 22.6], [0.28 0.61 77.4] and [0.15 0.07 13.2], 
respectively. The CRT monitor (Mitsubishi Diamond Pro 2070SB) was calibrated using 
the ColorCal (Minolta) colorimeter device from CRS. The calibration was checked every 
month.  
The monitor was set to a resolution of 1024 x 768 pixels. The frame rate was set to 60 
Hz. Higher frame rates could give rise to artefacts at the vertical stimulus boundary due 
to bandwidth problems, which could be used as cues in the detection task.  
8-2-2. Stimuli  
All stimuli and backgrounds had a constant mean luminance, 
meanL . = 56 cd/m
2, which 
corresponded to approximately half the maximum output of the monitor. Stimuli were 
displayed in the centre of the monitor and had a fixed squared-shape size that 
subtended 4° by 4° at 1m.  
8-2-2-1. Gradient and step stimuli 
Contrast detection thresholds were measured for gradients and a step-like stimulus. 
Contrasts of gradient or step stimuli were defined by the Michelson contrast (Equation 8-
1), where 
maxL  and minL correspond to the brightest and darkest part of the gradient or 
step stimulus in luminance units.     
The step stimulus consisted of a bipartite field with a vertical middle division. The 
gradient stimulus consisted of a vertical luminance gradient i.e. its luminance varied 
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smoothly and continuously from left to right, while it was kept constant in its vertical 
dimension. The size of gradient stimuli (4° by 4° at 1m) were chosen to lie in a region 
where previous studies have found that the contrast is the limiting factor for the gradient 
detection and discrimination (McCann et al., 1974; Erens, Kappers & Koenderink, 1993; 
van der Wildt, Keemink & van den Brink, 1976), i.e. in a region where size-invariance for 
luminance gradients holds (see Chapter 4).  
Two types of gradients were used: linear gradients, also called ramps, and sinusoidal 
gradients. The luminance within the gradient (luminance profile) was modulated either 
linearly or sinusoidally across the gradients, so that the mean luminance (
meanL ) of the 
gradient,  max min / 2L L , was constant (Figure 8-2). The luminance profile of linear 
gradients was generated by dividing the interval between 
maxL  and minL  
(from the 
Michelson contrast Equation 8-1) into equal luminance steps, which depend on the 
number of pixels across the stimulus subtense (4°). The sinusoidal gradient 
corresponded to half period of a sinusoid in its sine phase (the origin being at the middle 
of the stimulus). Its luminance profile, ( )L x , was defined within x
 
, the sampling limit 
(pixels of the monitor) of the stimulus subtense (4°) using the following equation 
(Equation 8-2): 
 
( ) (2 )meanL x L A sin f x            Equation 8-2 
 
A  is the amplitude, which corresponds in this case to half the Michelson contrast 
(Equation 8-1) and f  corresponds to the spatial frequency (0.125 cycles/degree). As 
already stated above, all stimuli were modulated around the mean luminance (
meanL  = 56 
cd/m2). 
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8-2-2-2. Backgrounds  
Gradients or step stimuli were displayed against two types of backgrounds: a uniform 
and a non-uniform background.  
The uniform background was homogenous grey with a set luminance of 
meanL . The non-
uniform background (Figure 8-1) consisted of a mosaic of squares (20-by-20 pixels) with 
different luminance values. Each square was randomly assigned one of the luminance 
values contained in a linear gradient of 50% Michelson contrast. This background-type 
was therefore called the non-uniform background with linear distribution luminance. The 
mean luminance of the background was kept constant at 56 cd/m2 (
meanL ). 
Fifty different non-uniform backgrounds with a linear distribution of luminance were 
generated offline prior to display. For each trial, one of the pre-generated non-uniform 
backgrounds was randomly selected to ensure that squares of different contrast 
surrounded the stimulus. In this way, local contrast (between stimulus and background) 
changed from trial to trial minimizing edge cues. The root mean square contrasts (rms) 
of the non-uniform backgrounds, which corresponds to the standard deviation of the 
luminance distribution relative to the mean luminance was 0.291.  
8-2-3. Procedure 
A temporal two-alternative forced-choice (2-AFC) design was used in this experiment 
and in all the following experiments, where each trial (Figure 8-3) consisted of a fixation 
screen followed by a mask for 550 ms, the first stimulus interval for 1100ms, another 
mask (550ms), the second stimulus interval (1100ms), another mask (550 ms) and 
ended with the fixation screen. The next trial started once the observer recorded his/her 
choice using a response box. The mask was similar to the non-uniform background, but 
with smaller squares of 4-by-4 pixels. Its function was to minimize afterimage effects by 
disrupting the state of the retina after each stimulus screen presentation. A mask was 
also presented before the first stimulus in order to equate both stimulus presentation 
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conditions. The fixation screen consisted of a uniform grey background of luminance 
meanL  with a fixation cross at the centre. 
 
Figure 8-3: Presentation sequence of a trial for the detection of an achromatic gradient against a non-
uniform background. The durations of each screen interval are indicated in milliseconds (ms). Before 
starting a run that consisted of 40 trials, observers adapted to a mean luminance (
meanL ) screen for 90 
seconds. 
 
An adaptive staircase QUEST procedure (Watson & Pelli, 1983) was used to determine 
detection and discrimination thresholds. One of the advantages of the adaptive method 
is that the stimulus presentation concentrates quickly near and around the threshold and 
that the stimulus presentation in the next trial depends on previous response statistics 
(Cornsweet, 1962; Treutwein, 1995; Klein, 2001). Other psychophysical methods, such 
as the method of limits, the method of adjustment or the method of constant stimuli, are 
less efficient than adaptive methods (Treutwein, 1995; Macmillan & Creelman, 2005). 
These latter methods when associated with a yes/no or same/different task have also 
been found to be criterion dependent i.e. they depend strongly on where each observer 
sets his/her own threshold limit (Macmillan & Creelman, 2005). For example, in a 
550 ms 
550 ms 
1100 ms 
1100 ms 
550 ms 
90 sec of adaptation 
time 
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detection task, an observer may be habituated or biased towards recording the 
presence of a stimulus when it was not detectable or when it surpassed largely its real 
detection limit. On the other hand, 2-AFC designs are generally considered criterion-free 
i.e. they eliminate biases since observers are forced to choose one of the two intervals 
that contained the stimulus (Macmillan & Creelman, 2005). Using a temporal 2-AFC with 
an adaptive staircase procedure results in a very efficient method to accurately 
determine estimates of thresholds with few trials (Gescheider, 1997). The QUEST 
adaptive staircase procedure (Watson & Pelli, 1983) using the Psychtoolbox (Brainard, 
1997) with Matlab was therefore implemented to determine thresholds.  
Before starting the experiment, some parameters needed to be defined in the QUEST 
procedure. For example, a threshold estimate and its standard deviation estimate were 
provided beforehand in order to place the trial stimulus in the vicinity of the threshold 
estimate. A range of values with a distribution of most likely candidate thresholds were 
thus generated. This is called the prior probability density function of threshold (pdf) 
(Watson & Pelli, 1983). Once the experiment had started, the QUEST procedure 
updated at each trial the contrast to be presented in the next trial by increasing or 
decreasing the stimulus contrast according to Bayesian posterior statistics of previous 
responses (Watson & Pelli, 1983). The updated pdf is called the posterior pdf, since it 
takes into account the prior pdf and previous observer‟s responses. Originally, the 
contrast threshold estimated by the QUEST (the maximum likelihood estimate) is 
calculated from the mode of the posterior pdf (Watson & Pelli, 1983). In my experiments, 
the mean of the posterior pdf was used to calculate threshold estimates, because it has 
been shown to minimise the variance of estimates and to provide more reliable and less 
biased threshold estimates than the mode (King-Smith, Grisby, Vingrys, Benes & 
Supowit, 1994; Treutwein, 1995; Brainard, 1997). 
Moreover, Watson and Pelli (1983) recommended choosing a high performance level to 
minimize the variability between threshold estimates, so fewer trials are needed to 
determinate accurately thresholds. Thresholds in a 2-AFC task are usually determined in 
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the psychometric function from the 75% performance level (which corresponds to the 
50% chance level in a 2-AFC once we discount half of the trial that contained a 
reference or blank stimuli). Taking into account Watson and Pelli (1993) and Brainard 
(1997) recommendation, I chose a performance level of 82% for the determination of 
thresholds (Figure 8-4). The QUEST assumed that the data is well fitted by a Weibull 
psychometric function (Watson & Pelli, 1983). The final threshold estimate, that is 
calculated from the mean of the posterior pdf after the total number of trials (40 trials), 
determined the position of the Weibull curve (blue line in Figure 8-4) along the contrast 
axis and its slope; then the final threshold (T in Figure 8-4) was taken at the 82% of 
correct response in the estimated psychometric function. One session contained 40 
trials and was repeated five times per observer resulting in 200 trials per condition. Note 
that instead of averaging thresholds, the final detection threshold with its associate 
standard deviation was obtained running the QUEST on the total 200 trials.  
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Figure 8-4: Example of a psychometric function. Correct responses in % are plot against the contrast of the 
stimulus. The performance level that determines the threshold (T) is taken at 82% of correct responses (red 
line). Note that the y-axis starts at 50% correct response. This is because I used a two-alternative forced-
choice (2-AFC) task, where half of the trials consisted of a grey patch or a reference gradient for the 
detection and discrimination conditions respectively. 
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8-2-3-1. Detection procedure 
I measured detection threshold for linear and sinusoidal gradients and a step-like 
stimulus against the uniform and the non-uniform background. During the detection 
experiment, the gradient (or step) stimulus changed its polarity randomly at each trial i.e. 
the darkest part of the stimulus could be on the left or the right hand side of the display. 
Observers indicated which interval of the temporal 2-AFC contained the gradient or step; 
the other interval contained a homogenous grey patch of luminance 
meanL  (Figure 8-3).  
8-2-3-2. Discrimination procedure 
In the discrimination experiment, only gradient stimuli were used on the non-uniform 
background. There were two further conditions: observers had to discriminate either a 
stronger (higher contrast) gradient or a weaker (lower contrast) gradient from a clearly 
visible reference gradient (Figure 8-5). The reference gradient was at a fixed Michelson 
contrast of 50%.  
 
REFERENCEWEAKER STRONGER
+ΔC-ΔC
 
Figure 8-5: Two discrimination conditions: the weaker condition that determines the just noticeable 
difference (-ΔC) of a weaker gradient from a clearly visible gradient (reference) and the stronger condition 
that determines the just noticeable difference (+ΔC) of a stronger gradient from the reference. 
 
Observers were informed at the beginning of each session which condition they would 
be tested (stronger or weaker). Their task was to indicate which interval contained the 
stronger (or weaker) gradient; the other interval contained the reference gradient of fixed 
contrast. The polarity of the gradients (dark to light or light to dark) remained constant 
within a trial (first and second stimulus interval), but randomly changed from one trial to 
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another. All conditions (stronger versus weaker and sinusoidal versus linear) were 
randomized. 
8-2-4. Observers 
Thresholds were determined using the QUEST procedure for three observers (two naive 
females and the male author) in the detection experiment and for four observers (two 
naive females and one non-naive female and the male author) in the discrimination 
experiment. 
All observers had normal colour vision assessed using the Farnsworth-Munsell 100 Hue 
test and had normal or corrected-to-normal vision. They signed a consent form before 
starting the experiment. The monitor was warmed up for at least 30 minutes before each 
data collection. Observers were seated one meter away from the monitor in a dark room 
with their head in a chin rest and observed for 30 to 40 min at a time. Before each 
session, they adapted for 90 seconds to the uniform background to set their adaptation 
state to the mean luminance. Viewing conditions were binocular and with natural pupils. 
No feedback was given. 
8-3. Results 
8-3-1. Detection  
The contrast detection thresholds (in logarithmic scale unit; log10) are represented for 
each observer and for all conditions in Figure 8-6. Each of the six threshold bars 
corresponds to the final QUEST threshold estimate from the 200 trials for each 
condition. Error bars correspond to the standard deviations of the final threshold 
estimates.  
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Figure 8-6: Detection results for the three observers VG, MH and LG. Each detection threshold bar is an 
estimate of threshold by the QUEST from 200 trials and is specified in log10 of the contrast. Error bars 
correspond to the standard deviations of the threshold estimates. The bars with checkerboard pattern 
represent the thresholds for the non-uniform background, plain bars for the uniform background; lin: linear 
luminance profile; sin: sinusoidal luminance profile; step: step stimulus. 
 
To interpret the graphs, larger negative log contrast thresholds in Figure 8-6 correspond 
to lower relative contrast thresholds, i.e. greater contrast sensitivity.  
With the non-uniform background, contrast sensitivity to gradients drops drastically, but 
not for the step stimulus, whose thresholds are unaffected. Another important finding is 
that contrast sensitivity to sinusoidal gradients is higher than to linear gradients when 
using non-uniform backgrounds (Figure 8-6; no overlapping of error bars), whereas 
thresholds for sinusoidal and linear gradients with the uniform background are similar 
and close to the step thresholds. These results suggest that the non-uniform 
background effectively minimizes the use of edge cues at the boundaries of the stimulus 
with its surround. 
To compare pairs of data points (sinusoidal versus linear), I measured z-score 
differences of the means of two populations at a significance level of 0.05 and this for 
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each observer (Dixon & Massey, 1957). Equation 8-2 shows the z-score difference 
equation.  
 1 2
2 2
1 2
diff
X X
z
SD SD



      Equation 8-2 
 1 2X X  is the mean of the difference between the pair of data points to be compared 
and 
2 2
1 2SD SD  
is the total variance of the difference between means; 
1SD  and 2SD  
being the standard deviation of the pair of data points. 
The z-score analysis verifies in all cases what we can conclude from the overlapping or 
non-overlapping of error bars, i.e. when error-bars do not overlap the thresholds are 
significantly different (alpha = 0.05). This experiment and subsequent experiments will 
therefore not show z-score results since the conclusions may be drawn from the 
overlapping or non-overlapping of the error bars. Nevertheless, a summary with graphs 
of the z-score analysis is given in Appendix A for each experiment of this and 
subsequent chapters.  
8-3-2. Discrimination 
Discrimination contrast thresholds were determined for the two gradient conditions 
(linear and sinusoidal) and with the non-uniform background only. There were two task 
conditions: the stronger and weaker tasks where observers decide if the stronger (or 
weaker) gradient was presented in the first or second stimulus interval.  
Figure 8-7 represents those final QUEST threshold estimates in logarithmic scale unit 
(log10) for each observer and error bars correspond to their respective standard 
deviations. 
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Figure 8-7: Discrimination results for the four observers VG, MB, LG and MH. The two discrimination 
threshold bars on the left are discrimination threshold estimates for the stronger condition and the two on 
the right for the weaker condition (see legend). Threshold estimates were determined by the QUEST from 
200 trials. Error bars correspond to the standard deviations of the threshold estimates. Only non-uniform 
backgrounds were used. The gradient type (luminance profile) is specified in abbreviation below its 
corresponding threshold bar; lin: linear luminance profile; sin: sinusoidal luminance profile. 
 
The first surprising result from Figure 8-7 is that there is an asymmetry between stronger 
and weaker conditions. All observers perform worse in the weaker condition.  
Similar to the detection results, we can observe that sinusoidal gradients are easier to 
discriminate than linear gradients for all observers in the stronger condition and for all 
observers except one in the weaker condition.  
8-4. Summary 
One of the problems when studying gradient perception is that the detection of the 
gradient can be confounded with the detection of the edge or knee-points between the 
boundaries of the stimulus and its surround ( Shapley & Tolhurst, 1973; van den Wildt & 
Waarts, 1983; Erens, Kappers & Koenderink, 1993; Keil, Cristobal & Neumann, 2006). 
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The present experiment was firstly aimed to find out whether the non-uniform 
background was effective or not in de-emphasizing the edges between the stimulus and 
its surround. Another aim was then to determine whether the visual system uses 
information within the gradient to detect or discriminate it or if gradient detection and 
discrimination mainly depend on the contrast defined by the brightest and darkest 
regions at the boundaries of the stimulus.  
Erens, Kappers and Koenderink (1993) used an annulus with a sinusoidal pattern to 
avoid the use of edges at the boundaries of the stimulus. I decided also to use a non-
uniform background, which randomly changed the luminance values of the small 
squares at each presentation of the stimulus. I tested if that background was effective in 
disrupting the use of edge cues at the boundary when detecting gradients. As a control, 
thresholds for the detection of a luminance step were also measured. I found that 
contrast sensitivity to gradients dropped when using such non-uniform backgrounds in 
comparison to a uniform background, whereas detection thresholds for step stimuli were 
unaffected when using either backgrounds (Figure 8-6). Contrast detection thresholds 
were similar for linear and sinusoidal gradients with uniform backgrounds and they were 
close to the detection thresholds for the step suggesting that the visual system uses the 
contrast difference or edge cue at the boundaries of the stimulus with the background. 
Yet, there was a significant difference between contrast detection thresholds for 
gradients with the uniform background and for the step stimulus. This difference can be 
explained by the higher contrast difference in the centre of the step stimulus in 
comparison to the contrast difference at the boundaries (Figure 8-8). 
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Figure 8-8: The contrast in the middle part of the step (1) is higher than at the boundaries of the step with 
the surround (2). 
 
These results suggest that when an edge is present along with the stimulus, edge 
detection mechanisms will be activated and override contributions from gradient 
detection mechanisms. However, when using the non-uniform background, edge cues at 
the boundaries are minimized or cancelled allowing the effect of gradient detection 
mechanisms to become apparent. In other words, the results imply that the non-uniform 
background effectively disrupts the use of edge cues at the boundary of the stimulus.  
It is not yet clear if the information within the gradient is used by the visual system. The 
strength of the edges at the boundary of the stimulus could be weaker with the non-
uniform background and the visual system could still use the edges of the stimulus to 
detect it. For example, an average of the local contrast between the small square of the 
background and the extremes of our gradient stimulus could be computed and 
compared. This could explain the drop in sensitivity to gradients when using the non-
uniform background. However, the detection and discrimination results of this study 
imply that those hypotheses are not the case, because sinusoidal gradients are 
significantly easier to detect and discriminate than linear gradients when both are set to 
a same Michelson contrast level. This suggests the visual system uses effectively the 
information within the gradient to detect and discriminate it. Therefore some gradient 
detection and discrimination mechanisms should exist.  
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The slope or the change of the slope may be the limiting factor that the visual system 
uses for the detection and discrimination of gradients. As noted above in Figure 8-2, the 
slope of the sinusoidal gradient changes at each point along its horizontal dimension, 
whereas the slope of the linear gradient is constant. For a same contrast setting, the 
average slope is the same for both types of gradients. Under the hypothesis of the slope 
as mechanism of gradient detection and discrimination, my results imply that the visual 
system uses the local slope and not the average slope. If it used the average slope, 
linear and sinusoidal gradient contrast thresholds would have been similar. As also 
noted in Figure 8-2, the slope at the centre of the sinusoidal gradient is steeper than the 
constant slope of the linear gradient for the same contrast setting. Since my results 
suggest that the visual system may use the local slope as a limiting factor for the 
detection and discrimination of gradients, the sinusoidal gradient would need less 
contrast in order to reach the limiting slope at the centre of the gradient. This was what I 
found in the present results: contrast threshold for sinusoidal gradients were lower than 
for linear gradients for all observers. In the next chapter, I will consider some aspects 
that arose from Experiment I. I will also examine in more detail the surprising asymmetry 
found in the discrimination task. 
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9- Chapter: Factors arising from Experiment I 
9-1. Introduction 
In the previous experiment (Chapter 8), I measured detection and discrimination 
thresholds for linear and sinusoidal gradients. I found that displaying the gradient stimuli 
on a non-uniform background minimizes or cancels the use of edges at the boundaries 
of the gradient with its surround. Another important finding from „Experiment I‟ was that 
gradients with sinusoidal luminance profiles were easier to detect and discriminate than 
gradients with linear luminance profiles. This suggests that some mechanism of gradient 
detection should exist. A surprising result from „Experiment I‟ was the significant 
asymmetry in discrimination thresholds: performance in discriminating a clearly visible 
reference gradient from a gradient of higher contrast than the reference was significantly 
better than performance in discriminating the reference gradient from a gradient of lower 
contrast than the reference. 
In this Chapter, some extrinsic factors, such as the use of local contrast cues between 
the stimulus and the background, second order cues or possible artefacts will be 
considered as potential factors that may explain the difference in thresholds found 
between linear and sinusoidal gradients and the asymmetry found in the discrimination 
task. Finally, some discussion on the methodology will be considered for further 
experiments. 
9-2. Possible artefacts from the contrast output of the monitor 
An asymmetry was found in the discrimination task between the stronger condition and 
the weaker condition. All observers performed significantly better in the stronger 
condition, i.e. in the condition where I measured the just noticeable difference of a 
clearly visible gradient from a stronger contrast gradient (+ΔC in Figure 8-5).  
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To discard the possibility of artefacts due to the contrast output on the monitor, I 
measured with a spectroradiometer (PR-650) the luminance values (cd/m2) at both 
extremes of linear or sinusoidal gradients. I thus calculated the contrast outputs for 
different levels of contrast and also contrast outputs run within the QUEST procedure. In 
Figure 9-1, I plotted those contrast output values against physical contrast input values. 
If the input coincided with the output measurements, the data should fit with a straight 
line of slope unity.  
 
Figure 9-1: Contrast output values (y-axis) measured on the monitor with the spectroradiometer (PR-650) 
for different levels of contrast inputs (x-axis) of a linear (red dot) and a sinusoidal gradient (blue square). 
The red triangle data points correspond to the contrast outputs of a linear gradient run within the QUEST 
procedure. The R-squared values of the fitting line through the data points and the equations of the 
regression line are indicated for each case (see legend) next to the graph. An R-squared value of one 
denotes a perfect fit of the regression line through the points.  
 
The equation of the regression line and R-squared values of the fitting line through the 
data points are shown next to Figure 9-1 for each case. The slopes are unity or close to 
unity demonstrating that there are no artefacts and therefore the asymmetry found in 
thresholds between the stronger and the weaker conditions is due to other factors. 
35 
40 
45 
50 
55 
60 
35 40 45 55 60 
Contrast input (%) 
65 
65 
linear: y=1.07x - 0.12; R 2 =0.996 
QUEST linear: y=x+0.05; R 2 =1 
sinusoidal: y=x - 0.08; R 2 =0.999  
C
o
n
tr
a
s
t 
o
u
tp
u
t 
(%
) 
121 
 
9-3. Local contrast cues 
I have mentioned earlier that the visual system may compare the average of the local 
contrast between the small square of the background and the boundaries of the gradient 
stimulus. This contrast could be different between stronger and weaker conditions 
explaining the asymmetry found in the discrimination task. We have also seen that 
sinusoidal gradients were easier to detect and discriminate than linear gradients. The 
visual system could process local contrast between the luminance profile information at 
the upper and lower parts of the gradient and the background (Figure 9-2). If the 
average of local contrast at the upper and lower part of the stimulus differed between 
linear and sinusoidal gradients, this could explain the difference in thresholds found 
between linear and sinusoidal gradients.  
Upper
Lower
rightlef t
 
Figure 9-2: One of the stimulus used in Experiment I (gradient against non-uniform background). The 
locations of interest for the local contrast analysis are indicated by the letter boxes.  
 
To quantify those local contrasts, I use the complex contrast defined by Lillesæter 
(1993). His complex contrast is defined as: 
dzLLZbLLaC  )/ln()/()ln()ln( 2121
    
Equation 9-1 
The first term of Equation 9-1 corresponds to the luminance contrast between the 
average luminance (
1L ) within the stimulus and the average luminance ( 2L ) within the 
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background. The second term corresponds to the local luminance contrast between the 
stimulus (
1L ) and the background ( 2L ) along the edge ( Z ) of the stimulus. The 
variables a  and b , are weighting factors of each term to the final contrast and are 
assumed to contribute equally ( a=b =0.5) to the final contrast (C ). In Experiment I, 
since the mean background luminance and the mean gradient luminance are the same, 
the first term of Equation 9-1 equates to zero. The local contrasts are thus integrated 
along the contour of the stimulus. This integration defines the complex contrast (C ).  
9-3-1. Linear versus sinusoidal gradients 
It would be interesting to know the separate contribution of each side of my stimuli to the 
complex contrast (C ). In this way, I will be able to see which side of the gradient (right, 
left, top or bottom part of the gradient) had the largest contrast difference with the 
background (Figure 9-2). As the backgrounds varied randomly at each stimulus 
presentation, I calculated the complex contrast and its separate contributions (right, left, 
top and bottom) for the 50 pre-generated backgrounds with linear luminance distribution 
(see Methods Section 8-2) at three Michelson contrast settings of the gradient (45%, 
50% and 55%).  
Table 9-1 summarizes the final complex contrast mean (C ) and its separate contribution 
means (right, left, top and bottom) for a linear and a sinusoidal gradient of 50% 
Michelson contrast and for a sinusoidal gradient set at 55% and 45%. Their 
corresponding standard deviations are also shown in Table 9-1. 
 
123 
 
0.0061 ±0.00410.0067 ±0.00420.0063 ±0.00410.0061 ±0.0042Lower
0.0067 ±0.00460.0073 ±0.00520.0069 ±0.00480.0066 ±0.0045Upper
0.0715 ±0.01830.0826 ±0.01830.0771 ±0.01830.0771 ±0.0183Left
0.0943 ± 0.01750.1277 ±0.01750.1102 ±0.01750.1084 ±0.0175Right
0.1786 ±0.02650.2243 ±0.2630.2005 ±0.02640.1982 ±0.0264Contrast
Sin 45%Sin 55%Sin 50%Lin 50%
 
Table 9-1: Complex contrasts defined in Equation 9-1, which consist of local contrasts integrated along the 
contour of a linear and sinusoidal gradient set at 50% Michelson contrast (the reference in Experiment I) 
and of sinusoidal gradients set at 55% and 45%. The separate contributions of each side of the gradients 
(right, left top and bottom) to the final complex contrast are also shown.  
 
From Table 9-1, we can observe that the main contributions to the complex contrast are 
due to the right and left sides of the gradient. These right and left side contrasts should 
not differ significantly between linear and sinusoidal gradients set at a same Michelson 
contrast, because any gradients in Experiment I, set at a same Michelson contrast, will 
have the same luminance values at its extremes. In fact, we can see in Table 9-1 that 
the complex contrast mean values for the left side of the linear and sinusoidal gradients 
(both set at 50% Michelson contrast) are the same. Moreover, the statistics (one-tailed 
Student t-test) shows no significant difference in those right or left complex contrasts 
between linear and sinusoidal gradients (right, left: t(98)= 0.5, p=0.3). Since the 
luminance in the upper and lower parts of the gradients varies differently for a linear and 
a sinusoidal gradient (Figure 9-2), the top and bottom contrast contributions could give 
some cues to the visual system that may explain the difference in detection and 
discrimination thresholds found between linear and sinusoidal gradients. Nevertheless, 
there was no significant difference between linear and sinusoidal gradients in either 
upper or lower complex contrast mean values (top, bottom: t(98)=0.3, p=0.4). This 
implies that the visual system cannot use local contrast information between the 
gradient and its surround in the upper and lower parts of the gradient at least on those 
measurements of local contrasts. This analysis confirms the first part of the discussion: 
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since the use of non-uniform backgrounds effectively de-emphasizes the edge cues 
along the contour of the stimulus, the visual system cannot use the edge cues between 
the stimulus and its surround. The difference in the detection and discrimination 
thresholds between linear and sinusoidal gradients may therefore be due to the use of 
information within the gradient by the visual system. Therefore, some mechanism of 
detection and discrimination of gradients should exist.  
9-3-2. Asymmetry 
Now, if we compare complex contrasts between a stronger sinusoidal gradient (55% 
Michelson contrast) and a reference sinusoidal gradient (50%) and between a weaker 
one (45%) and the reference gradient (Table9-1), the only significance found at a 95% 
confidence interval was for the right side of the stimulus (right: p<0.05, left stronger: 
t(98)=1.5, p=0.07; top stronger: t(98)=0.4, p=0.3; bottom stronger: t(98)=0.5, p=0.3; left 
weaker: t(98)=1.5, p=0.06; top stronger: t(98)=0.2, p=0.4; bottom weaker: t(98)=0.3, 
p=0.3 ). The visual system might use the contrast between the dark part of the gradient 
and the background to discriminate a stronger or a weaker gradient from a reference. 
However, there was no statistical difference when comparing the differences between 
complex contrasts of a sinusoidal gradient set at 55% Michelson contrast and the 
reference gradient (50%) and the differences between complex contrasts of a sinusoidal 
gradient set at 45% and the reference (t(98)=0.2, p=0.4). In other words, for equidistant 
stronger and weaker gradients from the reference, there is no asymmetry in their 
differential complex contrasts. This suggests that the asymmetry found is not due to the 
physical stimulus, but it arises from other reasons. 
9-4. Non-linearity of luminance and contrast processing 
The analysis in the previous section (Section 9-3-2) and the measurements done in 
Section 9-2 suggest that the asymmetry found in the discrimination task is not due to the 
physical stimulus, but may arise from perceptual processing of the contrast. 
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It is now well established that the sensory response to contrast gratings or luminance is 
non-linear. This non-linearity is generally stated as the Stevens’ power law (Equation 9-
2):  
PS           Equation 9-2 
In general, the magnitude of sensory response ( S ) produced by a stimulus is a power 
function ( ) of its physical magnitude ( P ) (Norton, 2002).  
Indeed, several studies in psychophysics showed that sensory responses to different 
contrast or luminance stimuli task are a positively accelerating function of the physical 
stimulus at threshold and near-threshold (Nachmias & Kocher 1970; Nachmias & 
Sansbury, 1974; Kulikowski, 1976; Foley & Legge, 1981).  
Though it is clear from the literature that a non-linear relationship between the internal 
response and the physical stimulus exists, it is not quite clear what is the cause of that 
non-linearity. There are two main theories. On the one hand, the non-linearity is 
modelled as being part of the visual system and is often called a transducer function 
(Nachmias & Kocher 1970; Nachmias & Sansbury, 1974; Foley & Legge, 1981; Foley, 
1994; Kontsevich & Tyler, 1999; Kontsevich, Chen & Tyler, 2002; Goris, Wagemans & 
Wichmann, 2008). Nachmias and Sansbury (1974) were one of the first vision 
researchers to observe that contrast detection of achromatic gratings followed a non-
linear relationship. They suggested that a non-linear transduction function, which consist 
of a positively accelerating function of the grating contrast (as in Figure 9-3), happens at 
some level after the linear filter stage and before making the psychophysical decision. 
Figure 9-3 shows an example of how this transduction function looks like (graph from 
Solomon, Watson & Morgan, 1999). Figure 9-3 shows the positively accelerating 
function near threshold, a linear function at higher contrast input and a negatively 
accelerating function at very high contrast input. The shape of the non-linearity function 
explains many psychophysical findings, such as facilitation and masking mentioned in 
Chapter 3. In the following explanation, it is assumed that the internal response (Δr) for 
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just noticeable differences between a stimulus and a reference is the same for any 
contrast input settings of the reference. So, for a minimal internal or sensory response, 
we can see in Figure 9-3 that the discrimination threshold Δc decreases near threshold 
(facilitation) and increases at very high contrast levels (masking) compared with the 
detection threshold Δc (reference R1 set at 0% Michelson contrast) at the very left of 
Figure 9-3. 
R1 R2 R3
 
Figure 9-3: The sensory response (response output) plotted against the physical magnitude of a stimulus 
(C input). Δc symbols correspond to measured physical contrast thresholds at different regions of the 
contrast axis that elicit the minimal sensory response Δr. Figure from Solomon, Watson and Morgan (1999). 
I added R1, R2 and R3 to denote the locations of the references from which the physical increment 
thresholds (Δc) are determined.  
 
On the other hand, other researchers consider that the transduction from the contrast 
signal to internal sensation is linear and the non-linearity can be explained by external 
uncertainty from the stimulus configuration, internal uncertainty from the visual 
processing (Pelli, 1985) or signal-dependent internal noise (Cohn & Lasley, 1985; Pelli, 
1985 ; Ahumada, 1987; Whiteley & Sahani, 2008). 
In Figure 9-3, we have already observed how the non-linearity of sensory responses 
against the physical contrast affects discrimination thresholds near threshold. In fact, 
near threshold, the contrast increment threshold (Δc) is smaller than the contrast 
decrement threshold. The contrast decrement threshold, which would be at the left of 
127 
 
the reference R2, is not shown in Figure 9-3, but it would be similar to the detection 
threshold (see proximity of R2 and the detection threshold). This observation would thus 
explain any asymmetry in discrimination thresholds, but only near threshold. According 
to those above studies, I should not have found any asymmetry in my discrimination 
data, since the discrimination in the present study was performed in a region where the 
relation between the physical stimulus and the sensory response is nearly linear. It 
seems from our data that, for very low spatial frequency stimuli, the non-linearity 
between the internal response and the stimulus also extended to supra-threshold 
contrast.  
Before proceeding further into this explanation, let us analyse the stronger and weaker 
condition data more thoroughly to determine whether the asymmetry is due to artefacts 
introduced in the physical stimulus or it is due to perceptual effects.  
9-5. Possible bias introduced by the QUEST procedure 
To determine contrast thresholds, I used the adaptive QUEST procedure from the 
Psychotoolbox (Brainard, 1997). The QUEST uses Bayesian statistics to calculate the 
threshold estimate from observers’ prior responses (Watson & Pelli, 1983). The QUEST 
may use different steps and thus introduce a bias in the results whether it converges 
towards the reference stimulus from above (stronger condition) or below (weaker 
condition) the reference contrast. To find out if the QUEST introduces a bias, I 
programmed the weaker condition as if it was a stronger one; this was to ensure that the 
QUEST treated equally the contrast for stronger and weaker conditions. This was 
achieved by specifying the weaker gradient using its complementary contrast (one 
minus the weaker contrast), which corresponded to a provisional stronger gradient. 
According to the observer’s response, the provisional contrast was thus updated by the 
QUEST for the next trial presentation, then the weaker gradient was re-calculated (one 
minus the new provisional stronger contrast), so the updated weaker gradient could be 
displayed on the CRT monitor. Figure 9-4 represents the contrast thresholds of the 
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linear and sinusoidal test gradients that just differ from their respective reference 
gradient. Error bars correspond to the standard deviations of the respective thresholds.  
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Figure  9-4: Contrast thresholds for a linear and a sinusoidal gradient that just differ from their respective 
reference gradient. Error bars correspond to the standard deviations of the respective thresholds; sin: 
sinusoidal luminance profile (blue). 
 
From Figure 9-4, thresholds for stronger and weaker sinusoidal gradients are not 
significantly different this time. The asymmetry disappeared!  
Performing further analysis on the stronger and weaker data of Experiment I, I found a 
difference in the step size between both conditions. The averaged step size used by the 
QUEST to converge toward the threshold estimate for linear gradients was 0.63±0.28 
[%Michelson contrast ± SD] in the stronger condition, whereas it was 0.31±0.22 
[%Michelson contrast ± SD] in the weaker condition. For sinusoidal gradients, it was 
0.54±0.32 [%Michelson contrast ± SD] and 0.35±0.26 [%Michelson contrast ± SD] for 
the stronger and weaker conditions respectively. So, it would have taken approximately 
twice as many trials for the weaker condition to reach the threshold estimate than for the 
stronger condition. So, observers are more likely to make mistakes in the weaker 
condition since it would take more trials (twice as many) to reach the threshold estimate 
than in the stronger condition. This would thus introduce a bias in the results.  
In the end, I conclude that the QUEST procedure of ‘Experiment I’ introduced a bias in 
the results and this explains the asymmetry found in Experiment I. Stronger and weaker 
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thresholds are similar. This is what is expected from the transducer function (Figure 9-
3), where the sensory response to clearly visible stimulus becomes linear. The 
discrimination task of ‘Experiment I’ needs therefore to be re-run with the new code as 
explained above.  
9-6. Further considerations for the next experiments  
9-6-1. Background and contrast cues  
The gradient stimuli were modulated such that their mean luminance was constant and 
equated to the mean luminance of the non-uniform background (
meanL  = 56 cd/m
2). 
However, during the detection or discrimination task, the contrast of the test gradient 
stimulus varied from trial to trial, while the contrast of the non-uniform backgrounds 
remained constant at 50% Michelson contrast (see Methods in Chapter 8). The root 
mean square (rms) contrast measures the global contrast of a stimulus, i.e. the standard 
deviation of the luminance distribution relative to the mean and constitutes therefore a 
good way to express the contrast for non-uniform stimuli (Peli, 1990). The squares of the 
non-uniform backgrounds were randomly assigned luminance values contained in a 
linear gradient of 50% Michelson contrast (Chapter 8), so non-uniform backgrounds and 
the linear reference gradient had the same distribution of luminance around the mean 
luminance (
meanL ). Recall from Chapter 8 that I defined those backgrounds as non-
uniform backgrounds with linear luminance distribution. The 50 pre-generated 
backgrounds with linear luminance distribution and that linear reference gradient had 
therefore the same rms contrast value that equated to 0.291. However, the rms contrast 
for a sinusoidal gradient set at the same Michelson contrast as the linear gradients is 
higher. Indeed, a sinusoidal gradient of 50% Michelson contrast has an rms contrast of 
0.354. This difference in rms contrast between the sinusoidal gradient and the non-
uniform background with linear luminance distribution might be used as a potential cue 
by the visual system and this may explain the difference in detection and discrimination 
thresholds found between linear and sinusoidal gradients. In fact, those differences in 
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rms contrasts might have facilitated the detection of one type of gradient (sinusoidal in 
the present case) over the other (linear). In other words, the results of „Experiment I‟ 
may be influenced by second order cues (contrast cues). There is actually 
psychophysical evidence that the visual system may process 1st order and 2nd order 
patterns independently (e.g. Chubb & Sperling, 1988; Schofield & Georgeson, 1999). In 
the spatial domain, 1st order patterns correspond to spatial variations in luminance or 
colour alike the gradient stimulus used in Experiment I, whereas 2nd order patterns 
correspond to spatial variations in contrast like the gradient stimulus plus the 
background taken as a whole. Second order cues may be used by the visual system 
since the rms contrast of the background remained constant and both gradient types 
(linear and sinusoidal) had different global contrast in Experiment I. The mechanism of 
2nd order pattern processing may therefore be operating and informing the visual 
system. 
To safeguard against this possibility, I pre-generated non-uniform backgrounds with 
sinusoidal luminance distribution (contained in a sinusoidal gradient of 50% Michelson 
contrast) and re-ran the detection task where the gradient could be surrounded by a 
non-uniform background with either linear or sinusoidal luminance distribution at each 
stimulus presentation. This was to avoid the potential use of second-order cues. In this 
way, a sinusoidal gradient, for example, was displayed against a non-uniform 
background picked randomly from either two pre-generated types of background, so the 
mechanism of 2nd order pattern processing should be confused and no cues might be 
used. I also lowered the stimulus presentation time to 300 ms to avoid potential after-
image effects (Georgeson & Turner, 1985).  
Figure 9-5A and B represents sinusoidal gradient detection thresholds for two observers 
(VG and LG) with the old parameters and the new parameters. The detection thresholds 
with the old parameters correspond to Experiment I, i.e. stimulus time of 1100ms and 
non-uniform backgrounds with linear luminance distribution only. The detection 
thresholds with the new parameters were measured with the stimulus time of 300ms and 
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with random presentation of non-uniform backgrounds with either linear or sinusoidal 
luminance distribution. Observer VG‟s performance (Figure 9-5A) was nearly unaffected 
by the changes of stimulus time presentation and non-uniform background parameters, 
whereas observer LG‟s contrast sensitivity decreased (Figure 9-5B). The third result bar 
in Figure 9-5B shows LG‟s detection thresholds where the time was altered to 300ms, 
but only backgrounds with linear distribution were used. There was no significant 
difference between this third bar and the second result bar (new parameters), 
suggesting that the visual system is not using second order cues. Using non-uniform 
backgrounds with linear distribution only like in Experiment I or with linear and sinusoidal 
distribution like in this control experiment has thus little influence on the detection 
threshold for a sinusoidal gradient. The above mentioned decrease in LG‟s performance 
in Figure 9-5B was only due to the shortening of the stimulus presentation time. This 
reduction in performance might be explained by the increase in uncertainty on the task, 
since less time was allowed to see the stimulus.  
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Figure 9-5: A) Detection thresholds for sinusoidal gradients (sin) for observer VG. Right bar: from 
Experiment I: stimulus presentation time of 1100ms and use of non-uniform background with linear 
luminance distribution (l). Left bar: stimulus presentation time of 300ms and use of non-uniform background 
with either linear or sinusoidal luminance distribution (l+s) B) Detection thresholds for sinusoidal gradients 
(sin) for observer LG. Right bar: from Experiment I: stimulus presentation time of 1100ms and use of non-
uniform background with linear luminance distribution (l). Middle bar: stimulus presentation time of 300ms 
and use of non-uniform background with either linear or sinusoidal luminance distribution (l+s). Right bar: 
stimulus presentation time of 300ms and use of non-uniform background with linear luminance distribution 
only (l). Note that the y-axes are truncated near the origin.  
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In summary, we have noted that the difference between the constant global contrast of 
the background (rms contrast) and the varying global contrast of the gradient may 
provide cues to second-order mechanism of the visual system. However, detection 
thresholds for two observers were unaffected by the new background set-up. In the 
following experiments, I will nevertheless display gradient stimuli against non-uniform 
background with either linear or sinusoidal luminance distribution to avoid the potential 
use of second-order cues by the visual system. 
9-6-2. Parameters for subsequent discrimination experiments 
In the discrimination task, I asked observers to discriminate either a stronger or weaker 
gradient from a clearly visible reference gradient (Figure 8-5). The reference gradient 
was set at 50% Michelson contrast. This resulted in different ratios between the 
reference contrast and each observer‟s contrast detection threshold. To set the 
reference/detection ratio to the same value for all observers, I chose for the next 
experiments to set the reference to eight times each observer‟s contrast detection 
threshold. In this way, equating contrasts by multiple of thresholds will make possible 
the comparison of results across conditions (luminance versus chromatic).  
Summarizing: for subsequent experiments the interval duration for the stimulus will be 
reduced to 300ms to avoid after-images or adaptation effects. Non-uniform backgrounds 
with either linear or sinusoidal luminance distribution will be used to discourage the 
potential use of second order cues. In the discrimination task, the reference gradients 
will be chosen at eight times each observer‟s contrast detection threshold and weaker 
condition will be programmed as a stronger condition to make sure that the QUEST 
procedure treats equally the contrast for each trial contrast updates . 
9-7. Summary 
We have seen from the results of Experiment I of Chapter 8 that using non-uniform 
backgrounds seems to minimize or cancel the use of edge cues at the boundaries of the 
stimulus with its surround. Further analysis in the present Chapter using the complex 
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contrast by Lillesæter (1993) (that computes the local contrast between the stimulus and 
its surround along the stimulus contour) confirms that the edge or local contrast 
information at the boundaries is de-emphasized. Thus, the visual system would be 
unable to use edge cues at the boundaries of the stimulus since non-uniform 
backgrounds effectively discourage their use. 
I have also noted that second-order contrast cues may influence the task in Experiment 
I. Yet, as seen in Section 9-6-1, it seems that there is not much influence of second-
order cues on my task. Nevertheless, to safeguard against that possibility, for further 
experiments, I decided to present gradient stimuli against non-uniform backgrounds with 
either linear or sinusoidal luminance distributions.  
Finally, after performing several tests, I have discovered that the unexpected asymmetry 
found in the discrimination task was due to an artefact introduced by the QUEST 
procedure. So, subsequent experiments will be run with the new code.  
In conclusion, after ruling out possible artefacts or extrinsic factors that might have 
influenced the task, the difference in sensitivity of the visual system to linear and 
sinusoidal gradients implies that the visual system is using information within the 
gradient. So, some mechanism of gradient should exist. This will be explored and 
discussed in subsequent chapters.  
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10- Chapter: Detection and discrimination of achromatic 
gradients (Experiment II and control) 
10-1. Introduction  
The previous experiment on achromatic gradients will be repeated, but taking into 
account some considerations discussed in Chapter 9, such that reducing the stimulus 
interval duration, using non-uniform backgrounds with linear and sinusoidal luminance 
distributions and defining the reference as a multiple of detection threshold.  
10-2. Methods 
The material, stimuli parameters and the general procedure are described in the 
methods section of Chapter 8. In this methods section, I describe the main changes to 
the stimulus parameters that I discussed in Chapter 9 and I remind the reader the 
observers‟ task for the different experimental conditions. 
10-2-1. Stimuli 
The luminance profiles of gradients were modulated either linearly or sinusoidally, so 
that the mean luminance (
meanL ) of the gradient  max min / 2L L  was constant (Figure 8-
2). Recall from Chapter 8 that all gradient stimuli and backgrounds were generated with 
a constant mean luminance of 56 cd/m2 (
meanL ). 
I measured contrast detection thresholds for linear and sinusoidal gradients against non-
uniform backgrounds (Figure 8-1). Contrasts of gradient were defined by the Michelson 
contrast (Equation 8-1).  
Two non-uniform background types were used. They consisted of a mosaic of squares 
(20 by 20 pixels) with luminance values contained in a reference linear gradient of 50% 
Michelson contrast (linear luminance distribution) or contained in a reference sinusoidal 
gradient of 50% Michelson contrast (sinusoidal luminance distribution). Let us term 
those two types of backgrounds as respectively the linear non-uniform background and 
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the sinusoidal non-uniform background. The rms contrasts of the linear and sinusoidal 
non-uniform backgrounds were 0.291 and 0.354 respectively. Fifty of each of these two 
background types were generated prior to display. At each stimulus presentation during 
the experiment, the background was randomly chosen from either set of pre-generated 
backgrounds. This meant that a linear (or sinusoidal) gradient could be surrounded by a 
background with a linear or a sinusoidal luminance distribution and that first and second 
stimulus intervals could have backgrounds of different luminance distributions. In this 
way, the potential use of second order contrast cues from the background was 
discouraged (see Section 9-6 of Chapter 9). The mask was similar to the non-uniform 
background, but with smaller squares of 4-by-4 pixels and with only linear luminance 
distribution.  
Finally, in Experiment II, the stimulus presentation duration was 300 ms to minimize or 
avoid potential adaptation and afterimages effects (Georgeson & Turner, 1985). The 
final threshold estimates with its standard deviation resulted from running the QUEST to 
the total of 200 trials for each threshold condition (5 sessions of 40 trials for each 
condition). 
10-2-2. Detection procedure 
I measured detection threshold for linear and sinusoidal gradients against non-uniform 
backgrounds using the same QUEST procedure as described in Section 8-2-3 of 
Chapter 8. During the detection experiment, the gradient stimulus changed its polarity 
randomly from trial to trial, i.e. the darkest part of the stimulus could be randomly on the 
left or the right hand side of the display at each trial presentation. An example of a trial is 
represented in Figure 8-3, but be aware of the new interval duration of the stimulus. 
Observers‟ task consisted of indicating which interval of the temporal 2-AFC contained 
the gradient; the other interval contained a homogenous grey patch of luminance 
meanL .  
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The conditions of Experiment II (linear versus sinusoidal) and the conditions (linear 
versus sinusoidal) of two further chromatic gradient detection experiments, that are 
described in Chapter 11, were run in random order.  
10-2-3. Discrimination procedure 
Contrast discrimination thresholds were measured for linear and sinusoidal gradients 
against non-uniform backgrounds implementing the new QUEST coding described in 
Section 9-5 of Chapter 9.  
There were two further conditions: observers had to discriminate either a stronger 
(higher contrast) gradient or a weaker (lower contrast) gradient from a clearly visible 
reference gradient. The reference gradient was set to eight times observers‟ individual 
detection thresholds. Observers were informed at the beginning of each session which 
condition would be tested (stronger or weaker). Their task was to indicate which interval 
contained the stronger (or weaker) gradient; the other interval contained the reference 
gradient of fixed contrast (Figure 8-5). The polarity of the gradients (dark to light or light 
to dark) remained constant within a trial (first and second stimulus interval), but 
randomly changed from one trial to another. All discrimination conditions (stronger 
versus weaker, linear versus sinusoidal, achromatic versus chromatic) were 
randomized. 
10-2-4. Observers 
I determined detection and discrimination thresholds using the QUEST procedure for 
four young observers (two new naive observers, one male and one female, one 
experienced female and the male author). All observers had normal colour vision 
assessed using the Farnsworth-Munsell 100 Hue test and had normal or corrected-to-
normal vision. The two new observers signed a consent form before starting the 
experiment.  
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10-3. Results 
As already mentioned in Chapter 8, the non-overlapping of error bars between a pair of 
data points in the figures of this section and subsequent sections correspond to a 
significant difference between the pair of data points (at a level of significance of 0.05). 
This was confirmed by the z-score analysis that are summarised graphically in Appendix 
A. 
10-3-1. Detection 
Figure 10-1 shows the contrast detection thresholds for linear and sinusoidal gradients 
for all four observers. Error bars in Figure 10-1 correspond to the standard deviations of 
the threshold estimates (total of 200 trials). 
The same pattern of result is found as in Experiment I: sinusoidal gradients are easier to 
detect than linear gradients for all observers.  
 
 
Figure ‎10-1: Detection results for each observer. Each detection threshold bar is an estimate of threshold 
by the QUEST from 200 trials and is specified in log10 of the contrast. Error bars correspond to the standard 
deviations of the threshold estimates; red bars: linear luminance profile; blue bars: sinusoidal luminance 
profile. Note that the y-axis is truncated near the origin. 
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10-3-2. Discrimination 
To make the assessment of symmetry or asymmetry visually easier for the stronger and 
weaker conditions, I represent the contrast of the test gradient that just noticeably 
differed from the reference gradient for the stronger condition and one minus the 
contrast for the weaker condition. Figure 10-2 shows the results for all four observers 
with dark bars representing the stronger condition and light bars the weaker condition. 
Error bars correspond to the standard deviation of the threshold. Note that from Figure 
10-2, no comparison or conclusions can be made across conditions (linear versus 
sinusoidal), because the reference gradient was set at multiples of individual contrast 
detection threshold.  
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Figure ‎10-2: Discrimination results shown separately for four observers (LG, AF, LF and VG). Shown are 
the contrasts of the test gradients that just noticeably differ from the reference gradient for the stronger 
condition and one minus the contrast for the weaker condition. Dark bars correspond to the stronger 
condition and light bars to the weaker condition. Error bars correspond to the standard deviations of the 
thresholds. lin: linear luminance profile (red); sin: sinusoidal luminance profile (blue). 
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Thresholds for stronger and weaker gradients were not significantly different for all 
observers and conditions. Therefore, for further analysis, the data for stronger and 
weaker discrimination conditions were collapsed, i.e. the QUEST threshold estimation 
procedure was run on the total of 400 trials (stronger + weaker conditions together).  
To be able to compare discrimination thresholds for both types of luminance profiles, I 
used the relative discrimination threshold, i.e. the threshold expressed as a multiple of 
the reference gradient (Figure 10-3). Figure 10-3 shows these relative discrimination 
thresholds with their corresponding standard deviations for each observer and condition. 
So, threshold bars in Figure 10-3 represents how much the contrast of a gradient has to 
differ from a reference gradient (one in the y-axis), such that both gradients are 
perceived as just noticeably different (discrimination threshold).  
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Figure ‎10-3: Discrimination thresholds shown as multiples of the reference gradient contrast for each 
observer (LG, AF, LF and VG). Error bars correspond to the standard deviations of threshold estimates. 
One on the vertical axis corresponds to the reference, which was set to eight times observers‟ individual 
detection thresholds; red bars: linear luminance profile; blue bars: sinusoidal luminance profile. 
 
For three out of four observers, there was no significant difference between relative 
linear and sinusoidal discrimination thresholds (Figure 5-3). For observer VG however, 
linear gradients were significantly easier to discriminate than sinusoidal gradients. 
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10-4. Summary 
As seen in Chapter 9, „Experiment I‟ had some problematic issues: I only used non-
uniform backgrounds with linear luminance distribution. The visual system might have 
used second order contrast cues that could have facilitated the sinusoidal gradient task 
and thus this might explain observers‟ better performance in detecting sinusoidal versus 
linear gradients. However, we have seen in Chapter 9 that second-order cues have little 
influence on the task. In any case, to safeguard against the possible use of second-
order cues by the visual system, we re-ran the detection task using non-uniform 
backgrounds with either linear or sinusoidal luminance distribution. I also lowered the 
stimulus presentation time to 300 ms to avoid potential contrast and after-image effects.  
Detection results in the present experiment shows the same trend as in the Experiment 
I: detection thresholds for sinusoidal gradients are significantly lower than for linear 
gradients and this for all observers. The visual system seems then to use information 
within the gradient to detect it. 
In the discrimination task, I asked observers to discriminate either a stronger or weaker 
gradient from a clearly visible reference gradient set to eight times each observer „s 
contrast detection threshold. The asymmetry found in the previous experiment 
disappeared. Thresholds for stronger and weaker gradients were the same for all 
observers. I therefore collapsed the data and expressed the discrimination results as 
multiples of each observer‟s reference gradient. This allowed comparison across 
observers and conditions. In the previous experiment (Experiment I), I found that 
stronger sinusoidal gradients were easier to discriminate than stronger linear gradients. 
Interestingly, in the present experiment once we perceptually equated the linear and 
sinusoidal reference, the relative discrimination thresholds for linear and sinusoidal 
gradients were not significantly different for three out of four observers (Figure 10-3). 
However, all four observers showed the same trend: relative linear discrimination 
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thresholds were lower than relative sinusoidal thresholds. These discrimination results 
will be considered later in the General discussion chapter. 
10-5. Linear versus sinusoidal 
So far, I have not carried out any experiments that involve the direct comparison 
between linear and sinusoidal gradients. In Experiments I and II, each session treated 
separately linear and sinusoidal gradients, i.e. I measured separately thresholds for 
linear gradients and thresholds for sinusoidal gradients. Moreover, naive observers were 
unaware of the different conditions (linear versus sinusoidal gradients). The results of 
Experiment II showed that detection thresholds for sinusoidal gradients were lower than 
for linear gradients for all observers. This same trend of results was already observed in 
Experiment I in the detection and discrimination (stronger condition) tasks. We have also 
seen in Chapter 9 that extrinsic factors could not account for the difference in thresholds 
between linear and sinusoidal gradients. It would be interesting to know if linear and 
sinusoidal gradients are distinguishable from each other at detection levels and at 
supra-threshold levels. This section will therefore describe a control experiment, where 
linear and sinusoidal gradients are directly compared between each other.  
The aim of this control experiment is thus to assess whether the linear and sinusoidal 
gradients have equal appearance or not at the two levels of contrasts used in 
Experiments I and II.  
10-5-1. Methods  
I would like to asses if the linear gradients are distinguishable from the sinusoidal 
gradients for the two contrast levels used in Experiments I and II. A same-different task 
seems thus an adequate design for that purpose (Macmillan & Creemlan, 1991) and 
was therefore implemented in the present control experiment. In Experiment II, detection 
thresholds for linear and sinusoidal gradient were different and the reference gradients 
of linear and sinusoidal gradients in the discrimination task were set at different 
Michelson contrasts, since they were defined as multiple of each observer‟s detection 
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threshold. So, this will result in different physical contrast (Michelson contrast) to be 
compared for the detection and discrimination case respectively. A linear and a 
sinusoidal gradient both set at their own contrast threshold should have the same 
apparent contrast (the just noticeable gradient contrast). However, for the linear and the 
sinusoidal reference gradient, this may not be the case. In fact, Georgeson and Sullivan 
(1975) described the contrast constancy phenomenon at supra-threshold levels. For 
stimuli with different detection threshold, they found that those stimuli at supra-threshold 
matched in their apparent contrast when they were set at the same physical contrast. 
This suggests that the appearance of the stimuli is independent of the contrast detection 
threshold. So, in the present case, the linear and the sinusoidal reference gradients as 
defined in Experiment II may appear very different. I therefore added two further 
conditions: the comparison of gradients when set at the same Michelson contrasts for 
both the detection and discrimination cases. So, there were four experimental 
conditions; each one consisted of a same-different task between a pair of gradients 
(linear and sinusoidal), where each comparison pair had their Michelson contrast: 
1. set at each respective observer‟s detection threshold (individual detection 
condition),  
2. set at a same contrast of 8% just above threshold (8% detection condition),  
3. set at each observer‟s gradient reference contrast as defined in Experiment II 
(individual reference condition) 
4. set at a same reference contrast of 50% like in Experiment I (50% reference 
condition). 
The same stimulus and timing parameters as described in this Chapter (Section 10-2) 
were used in the present control experiment (stimulus interval presentation of 300ms; 
linear and sinusoidal non-uniform backgrounds). During the same-different task, each 
trial when comparing a linear gradient (L) and sinusoidal gradient (S) consisted of two 
intervals, where four possible sequence pairs of gradients were possible: <LS>, <SL>, 
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<LL> and <SS>. Twenty-six of each of these sequence pairs were presented randomly 
during an experimental condition resulting in 52 different pairs and 52 same pairs, so 
each condition had 104 trials. Observers‟ task was therefore to tell using a response box 
whether for each trial the pair of gradients was the same or different. Two observers 
participated in the control experiment (the experienced naïve observer, VG, and the 
author, LG). Before each one of the four sessions, they adapted for 90 sec to the mean 
luminance screen (56 cd/m2). 
10-5-2. Results 
I express the results using four parameters, the hit rate, the false alarm rate, d prime 
and the response bias measure. Some of those parameters were defined in Section 7-2-
4 of Chapter 7. Evaluating these parameters altogether will help understanding and 
interpreting the results of the same-different experiment. In a same-different task (fixed 
experiment), where any sequence pairs on each trial results from only two stimulus 
types as described in the present experiment, Macmillan and Creemlan (1991) 
confirmed that the independent-observation strategy is the optimal strategy adopted by 
the observer (see Section 2-7-4 of Chapter 7). The d prime was therefore computed 
using Equation 7-2 of Chapter 7. A large value of d prime (maximum 5.6) means that 
both stimuli are clearly distinguishable and „same‟ trials were identified correctly, while a 
small value of d prime means that both stimuli are indistinguishable (for an unbiased 
observer). Unfortunately, the measure of d prime is of little relevance if the observers‟ 
response is strongly biased towards saying same or different (high false alarm rate). For 
this reason, I used the response bias measure, which corresponds to the sum of the hit 
rate and false alarm rate in z-score unit divided by -2. This measure gives an indication 
of the observer‟s response bias, which is useful for interpreting the d prime unbiased 
measure. Negative values indicate a bias towards recording „different‟ responses and 
positive values towards recording „same‟ responses.  
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LG
Hit rate
False alarm rate
Response bias
d’ unbiased
Individual 
detection condition
50%
reference condition
Individual
reference condition
8%
detection condition
0.31
0.33
-0.06
0.47
0.5
0.12
1.96
0.6
0.48
0.23
1.41
0.4
0.81
0.17
2.56
0.04
VG
Hit rate
False alarm rate
Response bias
d’ unbiased
Individual 
detection condition
50%
reference condition
Individual
reference condition
8%
detection condition
0.83
0.87
-0.15
-1
0.98
0.62
2.5
-1.17
0.85
0.75
0.97
-0.85
0.94
0.63
1.98
-0.95
A
B
 
Table 10-1: Hit rate, false alarm rate, unbiased d prime (d‟) and response bias measure for the four 
conditions (see text Section 10-5-1) A) for observer LG and B) for observer VG. Negative and positive 
values of the response biases correspond to a bias towards saying „different‟ and „same‟, respectively. 
 
Table 10-1A and B shows those four parameters for each condition and for each 
observer respectively. In general, for both observers, d prime values are very low for the 
two conditions near the detection threshold and quite low for the two supra-threshold 
conditions. False alarm rates are generally large for both observers. These observations 
indicate that the task was very difficult. Moreover, Observer LG (the author) shows a 
strong response bias towards recording „same‟ responses excepted in one condition 
(the 50% reference condition), whereas observer VG shows a very strong bias towards 
recording „different‟ responses in all conditions. These strong biases are also reflected in 
the hit and false alarm rate; note that sometimes the false alarm rate exceeds the hit 
rate, resulting in negative values of d prime. Due to those strong biases, the higher 
values of d prime (based on proportion correct for an unbiased observer) for supra-
threshold conditions are therefore not very representative of the data. Only in one case 
(the condition where linear and sinusoidal gradients of 50% contrast were compared), 
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observer LG‟s performance was unbiased and therefore the d prime is representative of 
his performance.  
10-5-3. Summary 
The direct comparison of the appearance between linear and sinusoidal gradients set at 
contrast levels used in Experiments I and II was assessed using a same-different 
paradigm in order to see if the visual system is able to distinguish between the two 
gradient types at threshold and supra-threshold conditions. The data results in Table 10-
1 shows that the task was very difficult and that both observers had in general a strong 
tendency in pressing always the same button in the response box. Both detection 
conditions show that both observers‟ performance in distinguishing between gradients 
types at detection levels is quasi null. Sinusoidal gradients near threshold regions seem 
not to be distinguishable from linear gradients for both detection conditions (Table 10-1). 
Yet, the visual system seems to use some mechanism of gradient detection that should 
explain the difference in the detection thresholds between both types of gradients. For 
the reference conditions, both observers showed better performance than in the 
detection conditions, implying that there is a difference in appearance between both 
types of gradients when there are clearly visible. Although we have seen in Chapter 9 
(Figure 9-1) that there is no large difference in the power spectrum between both types 
of stimuli, this does not tell anything about how the luminance is distributed within the 
gradient, i.e. its appearance. The results of this control experiment imply that the visual 
system is able to see a difference in the spatial distribution of luminance between both 
clearly visible gradients, though it was a difficult task. Identifying „same‟ trials correctly 
was in fact difficult (large false alarm rate). This may reflect the efficiency of the non-
uniform background in de-emphasizing the information at the edge of the stimulus. 
Because the non-uniform background changed at each stimulus presentation, irregular 
brightness effects at the boundaries of the stimulus with its surround exist. This might in 
fact render the task more difficult, since two equal gradients could have different 
appearance because of those brightness effects. Moreover, just the mere fact that the 
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background changed at each stimulus presentation and the gradient remained constant 
for a same sequence trial might reduce the ease of the same-different task. Finally, it is 
difficult to conclude anything about the difference in performance when both gradient 
types are equated in physical contrast or in individual contrast. LG seems however to 
perform better in the condition where gradients are equated in physical contrast, i.e. 
where contrast constancy holds (Georgeson & Sullivan, 1975). Further implications of 
the results of this control experiment will be discussed in the General discussion 
chapter.  
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11- Chapter: Detection and discrimination of 
isoluminant chromatic gradients (Experiments 
III and IV) 
11-1. Introduction 
We have seen in Chapter 2 that there is plenty of physiological and psychophysical 
evidence that the human visual system segregates luminance and chromatic information 
at early stages of visual processing. In fact, as seen in Chapter 2, three main 
mechanisms of light processing seem to exist and define three cardinal axes of a colour 
space: one luminance and two chromatic („red-green‟ and „yellow-blue‟). The aim of the 
present thesis is to understand the perception of gradients (achromatic and chromatic). 
In Chapter 8, 9 and 10, I studied the detection and discrimination of achromatic 
gradients that are processed by the luminance pathway. As noted in Chapter 2, the 
perception of colour gradients has hardly been explored. In the present chapter, I will 
therefore study the detection and discrimination of chromatic gradients that isolate the 
opponent „red-green‟ mechanism or the opponent „yellow-blue‟ mechanism.  
11-2. Colour space 
Since detection and discrimination thresholds for isoluminant chromatic gradients that 
are processed by either of the two cone opponent mechanisms will be studied, it will be 
convenient to have a colour system to specify the colours of the gradient stimuli. The 
present section will describe some available colour spaces that take into account 
physiological aspects of the vision. I will then describe the colour space used in this 
study to define the chromatic gradients. 
It is generally accepted that cells of the visual pathways that contribute to the second 
stage of the visual processing combine linearly L-, M- and S- cone outputs (Derrington, 
Krauskopf & Lennie, 1984; Lennie et al., 1990; Kaiser & Boynton, 1996). This property 
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of linearity allows us to define colours in three-dimensional colour spaces according to 
human physiological properties of light processing and to specify colours 
interchangeably between different colour spaces. For example, MacLeod and Boynton 
(1979) proposed a colour space (the chromaticity diagram) based on cone excitations 
calculated from the spectral cone sensitivity functions of Smith and Pokorny (1975). In 
the chromaticity diagram (Figure 11-1), any isoluminant colour is represented in a 
constant luminance plane and can be specified by the L-, M- and S- cone excitations. 
Colour stimuli modulated along the vertical axis of the chromaticity diagram will only 
change in S- cone activation (S- axis in Figure 11-1), L- and M- cone excitations 
remaining constant; whereas colour stimuli modulated along the horizontal axis will 
activate L- and M- cones, S- cone excitation remaining constant.  
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Figure 11-1: Chromaticity diagram (MacLeod & Boynton, 1979) on the left and DKL space (Derrington, 
Krauskopf & Lennie, 1984) on the right. The axes in the chromaticity diagram correspond to the L-, M- and 
S- cone excitations. The axes in the DKL space correspond to the three mechanisms of the post-receptoral 
stage of light processing identified physiologically and also correspond to the cardinal axes identified 
psychophysically by Krauskopf, Williams and Heeley (1982): the achromatic (±(LUM), „red-green‟ (±(L-M) 
and „yellow-blue‟ (±(S-(L+M)) axes. One of the isoluminant planes of constant LUM activation is shown in 
both colour spaces. Any other planes parallel to that isoluminant plane will be isoluminant. 
 
As seen in Chapter 2, Derrington, Krauskopf and Lennie (1984) found that cells in the 
LGN of macaques have their own chromatic signature, i.e. cells responded optimally to 
stimuli that were modulated in one direction of their colour space, but were silenced 
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when stimuli were modulated along the other two orthogonal axes. These axes 
corresponded to three cardinal axes found in a psychophysical study by Krauskopf, 
Williams and Heeley (1982) (Figure 2-5 in Chapter 2 and Figure 11-1). These cardinal 
axes of the colour space, that were used by Derrington, Krauskopf and Lennie (1984) to 
define the colour stimuli in their electro-physiological study, correspond to the three 
mechanisms of the post-receptoral stage of light processing: 
 The luminance mechanism which is mediated by the sum of L- and M- (and S-) 
cone excitations (LUM).  
 The „red-green‟ cone opponent mechanism that subtracts L- and M- cone 
outputs (L-M). 
 The „blue-yellow‟ cone opponent mechanism that processes the difference of S- 
cone outputs and the sum of L- and M- cone outputs (S-(L+M)).  
Those three orthogonal axes (LUM, L-M and S-(L+M)) can thus define the physiological 
DKL colour space (Figure 11-1) and intersect in the neutral point, the origin of the DKL 
space (Figure 11-2). Derrington, Krauskopf and Lennie (1984) based their colour space 
on MacLeod and Boynton (1979) chromaticity diagram (Figure 11-1). Those L- , M- and 
S- cone outputs that combine additively or subtractively to define the DKL colour space 
axes, result from the LMS cone excitation space (MacLeod & Boynton, 1979) and as a 
consequence derive from Smith and Pokorny (1975) spectral cone sensitivity functions. 
11-2-1. Colour space used in the present study 
Since the aim of the present chapter is to measure detection and discrimination 
thresholds for chromatic gradients that are processed by either of the two chromatic 
mechanisms, the DKL space seems therefore ideal to define the gradient stimuli. I thus 
adopted the DKL colour space (Derrington, Krauskopf & Lennie, 1984) with some 
modifications to define the colour contrast of the gradient stimuli (Figure 11-2).  
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Figure 11-2: DKL space adopted to define our isoluminant gradients. The neutral point and isoluminant 
plane are indicated by the arrows. The DKL space is defined by three axes: the achromatic axis LUM, the 
red-green axis L-M and the yellow-blue axis S-(L+M). 
 
Its origin (neutral point corresponding to the grey background) was set to the same 
mean luminance of 56 cd/m2 (
meanL ) as used in the achromatic experiments 
(Experiments I and II). In order to define the cardinal axes of my DKL space, I define the 
LMS cone excitation space using the Smith and Pokorny (1975) spectral cone sensitivity 
functions adapted to the Judd-Vos (1978) spectral luminous efficiency function 
( )MV  (see Figure 2-1 in Chapter 2; Wyszecki & Stiles, 2000; CIE, 1990). From the LMS 
cone excitation space, I defined the cone contrast space (Chaparro, Stromeyer III, 
Huang, Kronauer & Eskew, 1993; Mullen & Losada, 1994; Brainard, 1996; Eskew, 
McLellan & Giulianini, 1999) which is an adequate space to express the contrast of 
stimuli when the adaptation state is constant and where stimuli are modulated around 
the mean luminance of the adapting state as in the case of my study (
meanL ). The axes of 
the cone contrast space are defined by 
aL L , aM M and aS S , where L , M  
and S  correspond to the difference between the LMS cone excitation coordinates of 
the colour stimuli and the neutral point (
meanL ). aL , aM  and aS correspond to the LMS 
cone excitation coordinates of the neutral point (
meanL ). The advantages of defining the 
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colour contrast in cone contrast space are that it is a relative dimensionless measure of 
contrast and therefore is independent of the monitor or observer (Brainard, 1996; 
Eskew, McLellan & Giulianini, 1999). Colours in the cone contrast space can be 
specified using vectors that originate in the neutral point. So, one natural way of 
expressing the contrast of a colour stimulus will be by its vector length (Chaparro et al., 
1993; Brainard, 1996; Eskew, McLellan & Giulianini, 1999), which corresponds to 
Equation 11-1: 
 
2 2 2Pooled cone contrast ( ) ( ) ( )a a aL L M M S S         Equation 11-1 
 
This contrast (Equation 11-1) can be called the pooled cone contrast (Brainard, 1996) 
and corresponds to the square-root of the sum of the squares of the above defined cone 
contrast coordinates. 
The axes of the DKL space of the present study were then defined using the above 
isolating mechanism description [LUM, L-M and S-(L+M)] specified in cone contrast 
coordinates (Brainard, 1996). These axes of the DKL colour space were scaled, such 
that stimuli of unit pooled contrast produce unit response in each of the isolating 
mechanism axes of the DKL space. So, the DKL coordinates of any colour stimuli were 
normalised by dividing each set of DKL coordinates by its respective pooled contrast 
defined in Equation 11-1 (Brainard, 1996). The CIE1931 xyY coordinates of the neutral 
point of my DKL space were [0.275 0.293 56] and the maximal pooled cone contrasts 
achievable within the gamut of my monitor were 0.138 for the L-M axis and 0.891 for the 
S- (L+M) axis.  
Since I used the Smith and Pokorny (1975) spectral cone sensitivity functions, it is 
assumed that S-cones do not contribute to the luminance mechanism. As seen in 
Chapter 2, those cone spectral sensitivity functions were chosen, such that that the sum 
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of L- and M- cone fundamentals equated ( )MV   
(Wyszecki & Stiles, 2000). We have 
already seen in Chapter 2 that S- cones were found to have little contribution to the 
luminance mechanism (e.g. Cole, Hine & McIlhagga, 1993; Mullen & Losada, 1994). 
The S- cone contribution to the luminance and ‟red-green‟ mechanisms found in some 
studies are usually due to special adapting fields where the S- cone activation is 
promoted (Stockman, MacLeod & DePriest, 1991; Stockman, MacLeod & Lebrun, 1993; 
Stockman & Plummer, 1998). In my study, because I use Smith and Pokorny (1975) 
cone fundamentals and I do not use those special conditions that promote the activation 
of S- cones, I assumed that S- cones do not contribute to either the luminance or „red-
green‟ mechanisms. So, the LUM axis of my DKL space corresponds to the sum of L- 
and M- cone outputs (L+M).  
The stimuli in this study consisted of isoluminant gradients with the same parameters as 
in Experiments I and II (4 by 4 deg), but varied in chromaticity, i.e. their luminance (L+M 
plane) was constant, while their chromaticity varied along the physiological colour axes 
of the DKL space. There were two gradient conditions (Figure 11-2): the red-green (R-
G) condition, where the gradient varied around the neutral point and along the +(L-M) 
and –(L-M) axis, i.e. from red to green or vice e versa; and the yellow-blue (Y-B) 
gradient condition, where the gradient varied along +(S-(L+M)) to –(S-(L+M)) axis, i.e. 
from blue to yellow or vice e versa. The gradient stimuli were displayed against 
isoluminant non-uniform backgrounds with corresponding colours of their respective 
conditions (see Methods section 11-4-1 for more detail).  
11-3. Determination of each observer’s isoluminant point: flicker 
experiment 
Problems may arise when a colour stimulus is modulated along a mechanism axis of the 
colour space. For example, if we modulate a stimulus along the L-M axis (opponent „red-
green‟ mechanism axis) of the DKL space, the physical luminance along the stimulus 
will be constant (L+M constant plane or isoluminant plane in Figure 11-2). However, the 
153 
 
visual system often perceives in that case variations in luminance along the stimulus. 
The stimulus may therefore provide cues to the luminance mechanism, which was 
supposed to be silenced. This scenario may arise from different causes. The optics of 
the eye suffers from chromatic aberrations. So, in the case of the longitudinal chromatic 
aberration, different wavelengths of light will focus at different planes of the eye resulting 
in variation in luminance in the retinal plane (Atchison & Smith, 2000). As seen in 
Section 3-1 of Chapter 3, low spatial frequency stimuli are minimally affected by 
chromatic aberrations of the eye (Campbell & Green, 1965; Flitcroft, 1989; Charman, 
1991; Atchison & Smith, 2000). The gradient stimuli in the present study have a nominal 
spatial frequency of 0.125 cycles/degree, so it is assumed that they are immune to 
chromatic aberrations. Another possible cause for perceiving luminance variations in 
isoluminant stimuli may be the different weighting of L- and M- cone inputs to the 
luminance and opponent „red-green‟ mechanisms. In fact, as seen in Section 2-3-2 of 
Chapter 2, the opponent „red-green‟ mechanism is found to have equal and opposed L- 
and M- cone input weights (e.g. Cole, Hine & McIIhagga, 1993; Sankeralli & Mullen, 
1996), while the luminance mechanism has a higher weight on L- cone inputs with large 
inter-variability between observers (e.g. Cole, Hine & McIIhagga, 1993; Sankeralli & 
Mullen, 1996). For the opponent „yellow-blue‟ mechanism, there is not such a problem, 
since there is little S- cone contribution to the luminance mechanism.  
One way to avoid this problem is to ensure that the red-green isoluminant stimulus is 
modulated along the orthogonal direction to the mechanism we want to isolate it from, 
i.e. in this case from the luminance mechanism. This process may be achieved using 
the heterochromatic flicker photometry technique. This technique is based on the 
difference in temporal frequency properties between luminance and chromatic 
mechanisms (Kaiser & Boynton, 1996). Indeed, chromatic-opponent mechanisms have 
lower temporal resolution than the luminance mechanism (Kaiser & Boynton, 1996). If 
we set the frequency of alternation between two different colour stimuli between 10-15 
Hz (Kaiser & Boynton, 1996), the chromatic mechanism will not be able to pick up the 
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flicker, but the luminance mechanism will. So, when there is flicker, it means the 
luminance mechanism will detect a luminance difference between stimuli. If we now vary 
the luminance ratio between both colour stimuli till the flicker is minimal, we will reach 
the isoluminant point, so both stimuli match in brightness. On that point, the luminance 
mechanism is unable to pick the brightness difference, hence the minimal flicker point. 
Other techniques, such as the minimum distinct border (Boynton & Kaiser, 1996) or the 
minimum perceived velocity of a moving grating (Cavanagh, Tyler & Favreau, 1984), are 
also adequate to determine the isoluminant point. The isoluminant point results from 
those different techniques are usually not found to differ from each other (Cavanagh, 
MacLeod & Anstis, 1987; Regan, 2000). 
In the present study, I used the heterochromatic flicker photometry technique to 
determine each observer‟s isoluminant point. This way I ensured that the stimuli were 
isoluminant and that the luminance mechanism was silenced. I designed two flicker 
experiments to measure the isoluminant point of my stimuli under similar settings of the 
present experiment (Experiments III and IV). First, I measured the minimal flicker point 
for the non-uniform background. The central stimulus was a fixed grey patch of mean 
luminance (
meanL ), i.e. a gradient of 0% contrast. This situation approximated the 
detection task, since the gradient was normally close to a grey patch and the non-
uniform background had a fixed clearly visible chromatic contrast. I repeatedly and 
alternatively presented at a frequency of 10 Hz two non-uniform backgrounds of 
opposite (complementary) chromatic polarities. The non-uniform background luminance 
ratio from red-to-green for example could be varied in ten predetermined steps. Each 
step corresponded to an approximate change of 0.3 cd/m2. This choice of the step size 
was based on preliminary data of luminance threshold measurements, where the 
discrimination luminance threshold mean for three observers in a task with similar mean 
luminance (
meanL ) was 0.61±0.05 cd/m
2. So, the step was chosen as half of that 
luminance threshold. Observers‟ task consisted of finding the point where the flicker was 
minimized. The final minimal flicker point was obtained from the mean of 15 repeats.  
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The second flicker task involved the measurement of the isoluminant point of a clearly 
visible gradient with contrast of the reference gradient. This situation was similar to the 
discrimination task, where gradients are clearly visible and have contrasts close to the 
reference gradient. Two gradients of opposite chromatic polarity were therefore flickered 
at 10 Hz, while the non-uniform background remained fixed. The red-to-green (R-G) or 
yellow-to-blue (Y-B) luminance ratio could be varied in ten steps as just described; a 
luminance ratio of one being the neutral point (same physical luminance between red 
and green parts of the gradient for example). During the gradient flicker experiment, the 
fixed non-uniform background also varied its luminance ratio accordingly to each step 
change. Again, the final minimal flicker point was determined from the mean of 15 
repeats for each observer.  
In the R-G condition, the isoluminant points, determined by the two flicker tasks (non-
uniform background flicker and gradient flicker), were very similar for each observer. So, 
for each observer, the mean of this two isoluminant point settings was taken as the 
individual isoluminant point for the subsequent experiments on R-G chromatic gradients. 
On average, observers‟ isoluminant point settings lay between one and two steps above 
the neutral point, meaning that the gradient needed more luminance in the green part 
than in the red part for the perception of isoluminance. 
I also ran the flicker experiment for the Y-B condition and found as expected the 
isoluminant point to be neutral (same luminance settings for the yellow and blue parts of 
the gradient) when gradients of opposite colour polarity where flickered. Surprisingly, 
when non-uniform backgrounds of opposite colour polarity were flickered, the minimal 
flicker point was set to the greatest luminance ratio setting for all observers. The 
observers had the impression that the flicker was more pronounced than for the R-G 
condition and it was harder to tell the minimal flicker point. This finding was surprising for 
several reasons. Firstly, I did not find this effect for the R-G condition. Secondly, 
although non-uniform backgrounds and gradients in the Y-B condition were defined with 
the same Y-B colours, observers set the isoluminant point for the Y-B gradient flicker 
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condition to a yellow-to-blue luminance ratio of one (the neutral point), but not for the Y-
B background flicker condition. R-G and Y-B mechanisms seem to have similar temporal 
properties (Regan, 2000; McKeefry, Murray & Kulikowski, 2001), which are found to 
decrease with eccentricity (Mullen, 1991). However, there is evidence that Y-B 
mechanism is not as sluggish as it seems (Stockman & Plummer, 1998; Stockman, 
MacLeod & Lebrun, 1993). Physiological studies have also found better temporal 
properties of chromatic mechanisms than psychophysical studies (e.g. Lee, Martin & 
Valberg, 1989; Conway & Livingstone, 2006). In the background flicker experiment, 
observers were asked to perform the task fixating the centre of the screen. The 
backgrounds were thus flickering at the periphery of their visual field. The task could 
therefore depend on the temporal properties of the Y-B mechanism in the periphery. In 
fact, there is psychophysical evidence that the temporal properties of the Y-B 
mechanism do not degrade with eccentricity (Mullen & Kingdom, 1992) or are better in 
the periphery (Masuda & Uchikawa, 2009). There is also physiological evidence in line 
with the observation of the non-degradation of the temporal properties of the Y-B 
mechanism with eccentricity (Solomon, Lee, White, Rüttiger & Martin, 2005). This might 
explain the above flicker results, if the Y-B colour flicker were resolved by the visual 
system.  
Another possible explanation is that the effect of chromatic aberrations could be 
stronger for Y-B stimuli than R-G stimuli of high spatial frequency. The effect of 
chromatic aberration has actually been found to be greater for Y-B stimuli than R-G 
stimuli in the high spatial frequency region (e.g. Mullen, 1985; Charman, 1991). The 
non-uniform background used in the present experiments consisted of a pattern with 
high spatial frequency energy. The Y-B background could therefore introduce some 
luminance artefacts at the boundaries of the isoluminant gradient. However, in the Y-B 
gradient flicker experiment, the subjective impression from the observers, when they set 
the flicker to minimum, was that the gradient fuses with the non-uniform gradient and the 
screen appears as a uniform grey. If the chromatic aberration were affecting strongly the 
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non-uniform background, edges would be visible at the boundaries of the gradient with 
the background, but this was not the case. 
So, there is not clear explanation of the causes of those results in the Y-B flicker 
experiment. In the following section, I will run a control experiment, from which I will 
decide what isoluminant point setting to choose for the Y-B gradient experiment. 
11-4. Experiment III with stimulus configuration of Experiment I  
In the achromatic study, the first experimental configuration (Experiment I in Chapter 9) 
was improved and as a result I designed Experiment II (Chapter 10) with the improved 
configuration. At that stage of Experiment II, I had already collected data for the 
chromatic experiment with the old experimental configuration. I decide to keep and show 
this data of the chromatic experiment with the experimental configuration of Experiment I 
for several reasons. First of all, it includes relevant control experiments. Besides, we 
have seen that there was no major difference in the detection results between 
Experiments I and II, but there was a difference in the discrimination results due to the 
new definition of the reference gradient in Experiment II. It would be interesting to see if 
this observation also occurs in the chromatic experiment. We have seen that initial 
implementation of the QUEST introduced a bias in the weaker condition of the 
discrimination task in Experiment I. I therefore omitted the data results for the weaker 
condition in this first part of chromatic experiments.  
11-4-1. Methods 
I measured detection and discrimination thresholds for linear and sinusoidal chromatic 
gradients and for two colour conditions.  
The same material, stimuli parameters and experimental procedure as described in the 
methods section of Chapter 8 (Experiment I) were used to study chromatic gradients. 
The methods in this section will define in more detail the stimulus configuration particular 
to the chromatic study. 
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11-4-1-1. Stimuli and backgrounds 
In this chromatic experiment, I used the same experimental set-up as described in 
Chapter 8 (Experiment I). There were two chromatic conditions in order to isolate the 
two physiological cone opponent mechanisms (see Section 11-2): the red-green (R-G) 
and the yellow-blue (Y-B) condition. All chromatic stimuli were defined in the DKL space 
(Figure 11-2; Section 11-2). To ensure that gradients and non-uniform backgrounds 
were isoluminant, flicker experiments were conducted to determine each observer‟s 
isoluminant point (Section 11-3).  
As in the achromatic experiments, two types of gradients were used: the chromaticity of 
the gradient stimuli (spatial chromaticity profile) was modulated across the horizontal 
dimension of gradients either linearly, generating a linear gradient, or sinusoidally 
(Equation 8-2), generating a sinusoidal gradient (Figure 11-3). -G and Y-B colour 
conditions.  
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Figure 11-3: Spatial chromaticity profile of a linear (red line) and sinusoidal (blue line) red-green isoluminant 
gradient. It represents how the colour (y-axis) of a linear and a sinusoidal gradient varies from red to green 
across the horizontal dimension in degrees (x-axis) for a particular contrast setting. The colours of the 
gradients were modulated in the isoluminant plane of mean luminance (
meanL ) and around the neutral point 
of the DKL space, which is located at the centre of this figure. So, increasing progressively the colour 
contrast above and below the neutral point in the y-axis of this figure will modulate the colour contrast along 
the -(L-M) [green] and +(L-M)[red] of the DKL space respectively, resulting in a red-to-green gradient in the 
case of this figure. 
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Figure 11-3 shows chromatic profiles for a linear and a sinusoidal gradient, i.e. how the 
chromaticity varied from red to green across the horizontal dimension of the stimulus for 
a particular contrast setting. The chromatic gradients were modulated along the L-M and 
S-(L+M) axes of the DKL colour space (Figure 11-2; Section 11-2), resulting in the R-G 
and Y-B conditions respectively. 
The isoluminant non-uniform background consisted of a mosaic of squares (20 by 20 
pixels) with chromaticity values contained in a clearly visible linear chromatic gradient 
(linear distribution) of the corresponding colour condition. This linear chromatic 
reference gradient, from which the non-uniform backgrounds were defined, was set to a 
cone contrast of 0.04 and 0.25 in the DKL space for the R-G and Y-B conditions 
respectively. The choice of those contrasts was based on the following observation: in 
the achromatic experiment (Experiment I), observers‟ average ratio between the 50% 
reference gradient and their detection thresholds was about 10. For the chromatic 
experiment, I could not apply directly this ratio to generate the backgrounds, since we 
did not know yet the chromatic detection thresholds, but I could approximately choose 
equivalent contrasts based on preliminary chromatic detection results. A set of 50 pre-
generated non-uniform backgrounds with linear distribution was thus created 
beforehand for each observer according to his/her isoluminant point setting. Note that I 
use the same terminology as defined in Chapter 9: a linear non-uniform background 
refers to a background with linear distribution of chromaticity values. The mask was 
similar to the non-uniform background, but with smaller squares of 4-by-4 pixels. 
An example of a trial for the R-G detection task is represented in Figure 11-4. At each 
stimulus presentation, a background was randomly chosen from the set of pre-
generated backgrounds. The stimulus interval durations were 1100 ms. 
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Figure 11-4: Example of a presentation sequence of a trial for the red-green detection task. The durations 
of each screen are specified in milliseconds (ms) next to the corresponding screen. At the beginning of each 
session run, observers adapted for 90 seconds to an adaption screen of mean luminance 
meanL .  
11-4-1-2. Control experiment  
The aim of this control experiment was twofold. Recall from the flicker experiment 
(Section 11-3) that the results for the flicker of Y-B backgrounds was unexpected. The 
isoluminance point was set on average at the maximal luminance ratio available for all 
observers. So, firstly, I measured the effect of the background on detection thresholds 
for linear and sinusoidal Y-B gradients and for one observer (LG: myself). Detection 
thresholds were determined under three background conditions: non-uniform 
backgrounds set to the minimal, neutral or maximal luminance ratio settings as defined 
in Section 11-3. I also ran those conditions for a linear R-G gradient to compare the 
effects between both colour conditions. The gradients were generated using my 
isoluminant point setting of the gradient flicker experiment. Secondly, I measured the 
effect of the non-uniform background versus uniform background on the detection 
thresholds for linear and sinusoidal gradients in the Y-B condition and for linear 
gradients in the R-G condition. This was to see the effect of the non-uniform versus 
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uniform background on detection thresholds for chromatic gradients as I did in Chapter 8 
for achromatic gradients.  
11-4-1-3. Detection procedure 
I measured detection thresholds for linear and sinusoidal gradients against linear non-
uniform backgrounds using the temporal 2-AFC QUEST procedure that was described 
in Section 8-2-3 of Chapter 8. During the detection experiment, the gradient stimulus 
changed randomly its colour polarity at each trial i.e. the red part of the stimulus could 
be on the left or the right hand side of the display. Observers‟ task was to indicate which 
interval of the temporal 2-AFC contained the chromatic gradient (Figure 11-4); the other 
interval contained a homogenous grey patch of mean luminance
meanL . Conditions (R-G 
versus Y-B and linear versus sinusoidal) were randomized.  
11-4-1-4. Discrimination procedure 
I measured contrast discrimination thresholds for linear and sinusoidal gradients against 
linear non-uniform backgrounds using the temporal 2-AFC QUEST procedure. 
Observers‟ task consist of discriminating a stronger (higher colour contrast) gradient 
from a clearly visible reference gradient. The weaker condition was also run, but the 
results were discarded since the QUEST procedure introduced a bias in the results with 
the earlier experimental set-up (Experiment I). The reference gradients for the R-G and 
Y-B conditions were set as a multiple of each observer‟s detection thresholds of the 
detection experiment (Section 11-4-1-3). This individual multiple threshold factor 
corresponded to the ratio between the 50% reference gradient and individual achromatic 
detection thresholds of Experiment I (achromatic experiment). This way we set both 
achromatic and chromatic references to the same multiple of individual detection 
thresholds. Observers were informed at the beginning of each session which condition 
would be tested (stronger or weaker). Their task was to indicate which interval contained 
the stronger (or weaker) gradient; the other interval contained the reference gradient of 
162 
 
fixed contrast. The polarity of the gradients (red to green or green to red for example) 
remained constant within a trial. 
11-4-1-5. Observers 
I determined detection and discrimination thresholds for the same four observers that 
participated in Experiment I (two naive female, one non-naive female and the male 
author). 
11-4-2. Results 
11-4-2-1. Control experiment results 
Figure 11-5 shows the results of the control experiment for one observer (LG). 
Homogenous threshold bars correspond to threshold estimates by the QUEST from 200 
trials measured against a uniform background, while check-board pattern bars 
correspond to threshold estimates measured against non-uniform backgrounds. Three 
non-uniform backgrounds with maximal, neutral and minimal luminance ratios were used 
(see labels in x-axis). Standard deviations of the respective threshold estimates are also 
represented.  
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Figure 11-5: LG‟s detection thresholds in log10 of the contrast with corresponding standard deviation error 
bars for two colour conditions (R-G and Y-B). Plain bars are threshold estimates for gradients against 
uniform background. The bars with checkerboard pattern correspond to the threshold estimates for 
gradients against non-uniform background, which was set to a maximum luminance ratio (MAX), a 
luminance ratio of one (NEUTRAL) and a minimum luminance ratio (MIN) (See text for more detail); red 
bars: linear luminance profile; blue bars: sinusoidal luminance profile. Note that the y-axes are truncated 
near the origin. 
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We can see from the results that LG‟s performance is worse in both colour conditions 
when the non-uniform background is set to the neutral luminance ratio (luminance ratio 
of one) and increases for settings away (maximal and minimal) from the neutral 
luminance ratio. LG‟s isoluminant point for R-G gradients was close to the neutral 
luminance ratio (Section 11-3). These results may suggest that for the maximal and 
minimal luminance ratio settings, luminance artefacts at the boundaries of the gradient 
with its surround may facilitate the chromatic gradient detection (Gowdy, Stromeyer III & 
Kronauer, 1999). Because both colour conditions (Figure 11-5) show a drop in sensitivity 
when using non-uniform backgrounds with luminance ratio close to the isoluminant point 
that was determined in the gradient flicker experiment. For the detection and the 
discrimination experiments that follow, I decided to set the Y-B non-uniform 
backgrounds to the neutral isoluminant point as found for the gradient in Section 11-3. 
Now, if we have a look at the detection thresholds for gradients against uniform and 
non-uniform backgrounds, we can see that for both colour conditions LG‟s performance 
is better when using uniform backgrounds (you can refer to Appendix A for z-scores). 
Note also in Figure 11-5 that both linear and sinusoidal gradients in the Y-B condition 
are similar when using the uniform background, but differ significantly when non-uniform 
backgrounds are used. So, the use of non-uniform backgrounds seems to minimize the 
edge cue at the boundaries of the gradient with its surround. Though, the effect of the 
non-uniform background on detection thresholds seems not as strong as for achromatic 
gradients. This may reflect the difference in spatial properties between the chromatic 
and luminance mechanisms (Figure 3-2 of Chapter 3). 
11-4-2-2. Detection results 
Figures 11-6 shows detection thresholds for R-G gradients and Y-B gradients for four 
observers. Each of the four threshold bars in Figure 11-6 corresponds to the final 
QUEST estimate of the threshold from the 200 trials for each condition. Error bars 
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correspond to the standard deviations associated with the corresponding final QUEST 
threshold estimates.  
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Figure 11-6: Detection results for observers VG, MB, LG and MH for both colour conditions, R-G and Y-B. 
Each detection threshold bar is an estimate of threshold by the QUEST from 200 trials and is specified in 
log10 of the contrast. Error bars correspond to the standard deviations of the threshold estimates; lin: linear 
luminance profile (red); sin: sinusoidal luminance profile (blue). Note that the y-axes are truncated near the 
origin. 
 
Similar to the achromatic results, chromatic contrast sensitivity is higher for sinusoidal 
isoluminant gradients than for linear isoluminant gradients. This difference was 
significant for 3 observers out of 4 in the R-G condition and for all observers in the Y-B 
condition. 
11-4-2-3. Discrimination results 
Figure 11-7 represents the discrimination thresholds for the R-G and Y-B stronger 
conditions for four observers. Each of the four threshold bars in Figure 11-7 corresponds 
to the final QUEST estimate of the threshold from the 200 trials for each condition. Error 
bars correspond to the standard deviations of the corresponding threshold estimates.  
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Figure 11-7: Discrimination results for observers VG, MB, LG and MH for the R-G and Y-B conditions. Each 
bar corresponds to the contrast (in log10 unit) of the test gradient that just noticeably differed from the 
reference gradient for the stronger condition only. Error bars correspond to the standard deviations of the 
threshold estimates; lin red bars: linear luminance profile; blue bars: sinusoidal luminance profile. Note that 
the y-axes are truncated near the origin. 
 
Sinusoidal R-G and Y-B gradient are significantly easier to discriminate than linear ones 
for all observers (except for one in the Y-B condition). 
11-5. Experiment IV with stimulus configuration of Experiment II 
11-5-1. Methods 
11-5-1-1. Stimuli and backgrounds 
Experiment IV replicates Experiment III, but incorporates the changes from the new 
experimental set-up discussed in Chapter 9 and described in detail in Chapter 10. The 
same stimulus parameters as in Experiment III (Section 11-4-1-1) were used in the 
present experiment. The main change consisted of the use of two types of backgrounds: 
non-uniform backgrounds with either linear or sinusoidal distributions of the chromaticity 
values. For a detailed explanation of the reasons for using two kinds of backgrounds, 
refer to Chapters 9 and 10. At each stimulus interval presentation, the gradient was 
displayed against a non-uniform background that was randomly chosen from either set 
of pre-generated background types. This meant that a linear (or sinusoidal) gradient 
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could be surrounded by either a linear or a sinusoidal background and that first and 
second stimulus intervals could have backgrounds of different distributions.  
The stimulus interval duration was also reduced to 300 ms to minimize afterimages 
effects. 
11-5-1-2. Detection procedure  
I measured detection thresholds for linear and sinusoidal gradients against non-uniform 
backgrounds for two colour conditions (R-G and Y-B) and for four observers. Observers‟ 
task consisted of indicating which interval of the temporal 2-AFC contained the gradient 
(Figure 11-3); the other interval contained a homogenous grey patch of luminance 
meanL . 
The colour polarity changed randomly from trial to trial. The running order of the different 
conditions of Experiment IV was randomized with the conditions of Experiment II (linear 
versus sinusoidal, achromatic versus chromatic) for each observer.  
11-5-1-3. Discrimination procedure 
Discrimination thresholds for linear and sinusoidal gradients against non-uniform 
backgrounds were measured for both colour conditions and for four observers. There 
were two further conditions: observers had to discriminate either a stronger (higher 
contrast) gradient or weaker (lower contrast) gradient from a clearly visible reference 
gradient. The reference gradient was set to eight times each observer‟s detection 
thresholds. Observers were informed at the beginning of each session which condition 
they would be tested (stronger or weaker). Their task was to indicate which interval 
contained the stronger (or weaker) gradient; the other interval contained the reference 
gradient of fixed contrast. The polarity of the gradients (red to green or green to red for 
example) remained constant within a trial (first and second stimulus interval), but 
randomly changed from one trial to another. 
The running order of the different conditions (linear versus sinusoidal, achromatic versus 
chromatic, stronger versus weaker) was randomized for each observer.  
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11-5-1-4. Observers 
I determined detection and discrimination thresholds using the QUEST procedure for the 
same four observers as in Chapter 10 (two naive females, one naive male and the male 
author). 
In summary, detection thresholds were determined for linear and sinusoidal R-G and Y-
B isoluminant gradients against non-uniform backgrounds. 
11-5-2. Results  
11-5-2-1. Detection results 
Detection thresholds for R-G gradients and Y-B gradients are represented in Figure 11-8 
for four observers. Each of the four threshold bars in Figure 11-8 corresponds to the 
final QUEST estimate of the threshold from the 200 trials. Error bars correspond to the 
standard deviations of the respective final QUEST threshold estimates.  
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Figure 11-8: Detection results for observers LG, AF, LF and VG for both colour conditions, R-G and Y-B. 
Each detection threshold bar is an estimate of threshold by the QUEST from 200 trials and is specified in 
log10 of the contrast. Error bars correspond to the standard deviations of the threshold estimates; red bars: 
linear luminance profile; blue bars: sinusoidal luminance profile. Note that the y-axes are truncated near the 
origin. 
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Again, contrast sensitivity is significantly higher for R-G and Y-B sinusoidal gradients 
than for linear gradients for all observers. 
11-5-2-2. Discrimination results 
To make the assessment of symmetry or asymmetry for the stronger and weaker 
conditions visually easier, I present the contrast of the test gradient that just noticeably 
differed from the reference gradient for the stronger condition and one minus the 
contrast for the weaker condition. Figure 11-9 shows the results of four observers for 
both colour conditions (R-G and Y-B) with dark bars representing the stronger condition 
and light bars the weaker condition. Error bars correspond to the standard deviations of 
the threshold estimates. Note that from Figure 11-9, no comparison or conclusions can 
be made across conditions (linear versus sinusoidal), because the reference gradient 
was set to multiples of individual contrast detection threshold.  
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Figure 11-9: Discrimination results for observers LG, AF, LF and VG for the R-G and Y-B conditions. Each 
bar corresponds to the contrast (in log10 unit) of the test gradient that just noticeably differed from the 
reference gradient for the stronger condition and one minus the contrast for the weaker condition. Dark bars 
correspond to the stronger condition and light bars to the weaker condition. Error bars correspond to the 
standard deviations of the thresholds; red bars: linear luminance profile; blue bars: sinusoidal luminance 
profile. Note that the y-axis is truncated near the origin for the R-G condition. 
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Thresholds for stronger and weaker gradients were not significantly different for all 
observers and conditions. Therefore, for further analysis, the data for stronger and 
weaker discrimination conditions were collapsed. I ran the QUEST threshold estimation 
procedure for each condition and observer on the total of 400 trials (stronger + weaker 
conditions together).  
To be able to compare discrimination thresholds for both types of luminance profiles, I 
used the relative discrimination threshold, i.e. the threshold expressed as a multiple of 
the reference gradient (see Chapter 10). In Figure 11-10, thresholds with their 
corresponding standard deviations show by how much a gradient has to differ from the 
reference (corresponding to unity on the y-axis) to be perceived as just noticeably 
different. There was no significant difference between relative linear and sinusoidal 
discrimination thresholds for all observers (Figure 11-10) 
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Figure 11-10: Discrimination thresholds for the red-green condition shown as multiples of the reference 
gradient contrast for each observer (LG, AF, LF and VG). Error bars correspond to the standard deviations 
of the threshold estimates. One on the y-axis corresponds to the reference, which was set to eight times 
observers‟ individual detection thresholds; red bars: linear luminance profile; blue bars: sinusoidal luminance 
profile. 
 
11-6. Summary 
I measured detection and discrimination thresholds for red-green and yellow-blue 
isoluminant gradients. The isoluminant points for the chromatic gradients were carefully 
determined using two methods (non-uniform background flicker and gradient flicker) to 
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make sure that no luminance artefacts were used as cues. Both methods result in 
similar isoluminant points for red-green stimuli, but very different isoluminant points for 
yellow-blue stimuli. The origin of this discrepancy was not very clear, but it might have 
been due to chromatic aberrations or temporal properties of the Y-B pathway. The 
results of a control experiment, nevertheless, suggested setting the Y-B non-uniform 
background to the same isoluminant point as it was determined from the Y-B gradient 
flicker experiment stimuli, i.e. to the neutral isoluminant point. 
Similar to the achromatic results (Experiments I and II), sinusoidal red-green and yellow-
blue gradients are easier to detect than linear gradients for both experimental set-ups 
(Experiments III and IV). The visual system seems to use the chromatic information 
within the gradient to detect it. 
Using the earlier experimental set-up with longer interval stimulus duration and a 
reference gradient set to a different perceptual level for linear and sinusoidal gradients, 
sinusoidal red-green and yellow-blue gradients are easier to discriminate than linear 
gradients. This was also found in Experiment I. However, once I perceptually equated 
the reference gradients by defining the reference as multiple of each observer„s 
detection thresholds (Experiment IV), sinusoidal and linear gradients are equally 
discriminable (Figure 11-10). There is nevertheless a trend in the results: the 
discrimination thresholds for sinusoidal red-green and yellow-blue gradients are lower 
than for red-green and yellow-blue linear gradients. In the achromatic case (Experiment 
II), the result pattern was similar, but interestingly the trend is reversed (Figure 10-3).  
Summarizing, these results using isoluminant chromatic stimuli are in agreement with 
my previous findings for achromatic gradients. The visual system seems to use the 
different chromatic gradients to detect them. And once the reference gradients, used for 
the discrimination task, are perceptually equated across conditions, the just noticeable 
difference between a reference gradient and a stronger (or weaker) gradient is the same 
across spatial profiles and for the two colour gradients tested (two orthogonal 
physiological axes: „red-green‟ and „yellow-blue‟). 
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11-7. Linear versus sinusoidal 
Similar to Section 10-5 of Chapter 10, I conducted an experiment to determine if the 
observers were able to distinguish chromatic linear gradients from chromatic sinusoidal 
gradients. 
11-7-1. Methods 
The same same-different paradigm as described in detail in Section 10-5 was used for 
the R-G and Y-B conditions. So, there were four conditions for each colour condition. 
The comparison pairs were set to colour contrast as follows: 
1. set at each respective observer‟s detection threshold  
2. set at a same just above threshold contrast of 0.008 and 0.035 for the R-G and 
Y-B conditions respectively. 
3. set at each observer‟s gradient reference contrast as defined in Experiment II  
4. set at a same clearly visible reference cone contrast of 0.035 and 0.16 for the R-
G and Y-B conditions respectively. 
The two same observers as in the achromatic task participated in this experiment. 
11-7-2. Results 
The same analysis as described in Section 10-5-2 was applied for this experiment, i.e. I 
express the results using four parameters: the hit rate, the false alarm rate, unbiased d 
prime and the response bias measure. 
Tables 11-1A and B show those parameters for both colour conditions and for two 
observers (LG and VG). 
 
172 
 
LG
Hit rate
False alarm rate
Response bias
d’ unbiased
Individual 
detection condition
Same contrast
discrimination condition
Individual
reference condition
Same contrast
detection condition
0.23
0.31
-0.24
0.62
0.52
0.63
-0.29
-0.20
0.67
0.60
0.83
-0.32
Hit rate
False alarm rate
Response bias
d’ unbiased
0.21
0.27
-0.02
0.71
0.35
0.29
0.62
0.45
0.6
0.4
1.17
0.01
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0.37
0.37
-0.01
0.34
0.19
0.17
0.39
0.91
 
VG
Hit rate
False alarm rate
Response bias
d’ unbiased
Individual 
detection condition
Same contrast
discrimination condition
Individual
reference condition
Same contrast
detection condition
0.63
0.58
0.62
-0.27
0.88
0.52
1.91
-0.63
0.59
0.5
0.54
-0.11
0.90
0.71
1.47
-0.93
Hit rate
False alarm rate
Response bias
d’ unbiased
0.54
0.56
-0.05
-0.13
0.94
0.90
0.72
-1.4
0.65
0.60
0.62
-0.32
0.77
0.63
0.99
-0.52
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Table 11-1: Hit rate, false alarm rate, unbiased d prime (d‟) and response bias measure for the four 
conditions (see text for more detail) A) for observer LG and B) for observer VG. Negative and positive 
values of the response biases correspond to a bias towards saying „different‟ and „same‟, respectively. 
 
We can see from Table 11-1 that both observers‟ performance in distinguishing linear 
from sinusoidal chromatic gradients was poor. This is reflected by the low d prime 
values, which in some cases were negative, the high false alarm rates and the high 
response biases. For observer LG, overall performance was very poor, suggesting that 
he could not distinguish between the gradients of different chromatic profiles. Only, in 
the same contrast detection condition, his performance seems slightly better. In general, 
his results show a strong bias in recording „same‟ responses as he did in the achromatic 
same-different task. However, for the clearly visible R-G conditions, his response bias 
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was towards recording „different‟ responses. On the other hand, observer VG had a very 
strong response bias in recording „different‟ responses in all conditions, as she showed 
in the achromatic same-different task (Chapter 10). Nevertheless, she seemed to 
perform better in the same-different task for clearly visible R-G gradients.  
11-7-3. Summary 
I designed this latter experiment to determine if the observers were able to distinguish 
between chromatic gradients of different chromatic profiles (linear versus sinusoidal). 
The results (Table 11-1) imply that the task was very difficult. Overall, both chromatic 
gradient types seemed to be undiscriminable from each other. In the achromatic same-
different task, both observers‟ performance was also poor, but they seemed to perform 
better in the clearly visible task compared to their performance in the chromatic one. 
This probably reflects the poor spatial properties of the chromatic system (reviewed by 
Solomon & Lennie, 2007) compared to the luminance system. In other words, the visual 
system seems to perceive better the spatial modulation of achromatic gradients than of 
chromatic gradients.  
As for the achromatic task, the results of the chromatic task imply that some mechanism 
should exist for the detection and discrimination of chromatic gradients. Indeed, two 
chromatic gradients with different chromatic profiles, that seem indistinguishable from 
each other, were found to have significant different detection thresholds (Section 11-5 
and 11-6).  
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12- Chapter: Detection of combined luminance and 
chromatic gradients 
12-1. Introduction 
So far, I have studied the perception of gradients that activated in isolation the 
luminance (Chapters 8 and 10) and the two chromatic (Chapter 11) mechanisms. 
As seen in the introduction (Section 2-3-3 of Chapter 2), most of the studies on 
interactions between luminance and chromatic mechanisms found independence 
between mechanisms (e.g. Stromeyer III, Cole & Kronauer, 1985; Mullen & Losada, 
1994). Nevertheless, their results indicate that the independency between mechanisms 
seems to be only partial (Figure 2-7): some studies suggested some excitatory 
interactions between mechanisms (Switkes, De Valois & Bradley, 1988; Regan, 2000), 
other found inhibitory interactions between mechanisms (Mullen & Losada, 1994; Chen, 
Foley & Brainard, 2000a).  
All of those studies used TvC functions to study the interactions between mechanisms. 
TvC functions are described in Section 2-3-3 of Chapter 2. In those studies, described in 
Section 2-3-3, they first measured TvC curves in isolation for each mechanism (crossed 
conditions), i.e. they measured separately the detection of luminance stimuli in the 
presence of luminance pedestals and the detection of isoluminant chromatic stimulus in 
the presence of similar isoluminant pedestals (uncrossed conditions). Those luminance 
and chromatic TvC functions generally have the same shape, i.e. the traditional dipper 
shape: facilitation of stimulus detection by the pedestal with minima when the pedestal is 
set near threshold and masking at very high pedestal contrasts (see Section 2-3-3 for 
more detail). Then, they usually measured the crossed-TvC functions (crossed 
condition): they measured the detection of luminance stimuli in the presence of 
chromatic pedestals and vice-e-versa. In crossed conditions, those studies had 
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generally found little or no facilitation at low contrasts of the pedestal and some masking 
at high contrasts of the pedestal (e.g. Mullen & Losada, 1994; Chen, Foley & Brainard, 
2000a) (see Section 2-3-3 for more detail). In the present chapter, I will investigate the 
interactions between the luminance and the opponent „red-green‟ mechanisms for 
gradient perception. I will use similar methodology as just described. I will first measure 
the TvC functions for the luminance and isoluminant R-G gradients separately 
(uncrossed conditions) and then I will measure the TvC functions for the combined 
(luminance + red-green) gradients (crossed conditions).  
12-2. Methods 
Chapter 8 described the material and stimuli parameters in detail. The methods in this 
section define the experimental conditions, the stimulus configurations and observers‟ 
tasks. 
First, I will describe the methods for determining the uncrossed TvC functions and then 
the crossed TvC functions.  
12-2-1. Uncrossed TvC functions 
I determined separately TvC functions for the luminance condition and for the R-G 
condition. In other words, I measured the detection of luminance gradients in the 
presence of luminance gradients of fixed contrast, the pedestal stimuli. Similarly, I 
measured the detection of isoluminant R-G gradients in the presence of isoluminant R-G 
pedestal gradients. To keep the same terminology as used in previous chapters, the 
pedestal gradient was called the reference gradient. The conditions with reference 
contrasts set to zero refer to a detection task, while the conditions with reference 
contrasts set to non-zero refer to a discrimination task. The separate luminance and 
chromatic TvC functions were called uncrossed TvC functions, as opposed to crossed 
TvC functions that will be describe later.   
In Experiments II (Chapter 10) and IV (Chapter 11), I determined two points of each 
uncrossed TvC curves; one of the points corresponds to the detection threshold, i.e. 
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when the reference is set to 0% contrast and the other point was for a reference set to 
eight times individual detection thresholds. To complete more points of the uncrossed 
TvC functions, I determined the discrimination thresholds for three additional contrast 
settings of the reference gradient. The reference gradient was set to either half, once or 
twice each observer‟s threshold contrast. This resulted in five points for each uncrossed 
TvC functions and for each observer. Since the aim of the present experiment was to 
investigate the interactions between the luminance and the cone opponent „red-green‟ 
mechanisms, only gradients with sinusoidal spatial profile were used. The same 
stimulus configuration and the same backgrounds as described in Chapters 10 and 11, 
were used for the uncrossed conditions. A temporal 2-AFC QUEST procedure was used 
(Chapter 8) to determine the discrimination thresholds for the three new settings of 
reference gradient contrasts. The stimulus interval duration was set to 300 ms. 
12-2-2. Crossed TvC functions 
The contrast of the gradient stimuli was defined using the DKL colour space described in 
Chapter 11 (see Figure 11-2). The neutral point of the DKL space remained set to the 
luminance value of 56 cd/m2 (
meanL ). Only gradients with sinusoidal spatial profile were 
used. The sinusoidal gradient (4 by 4 deg) could vary both in luminance and 
chromaticity. Though, the chromaticity of the gradients only varied along the red-green 
physiological axis of the DKL space. Recall from the isoluminant experiment (Chapter 7) 
that the R-G stimulus was set orthogonally to the luminance mechanism by the flicker 
experiment and therefore the R-G stimulus direction defined the axis along which the R-
G gradient varied in chromaticity. In the present experiment, I defined the combined 
gradients taking into account that tilt of the R-G relative to the R-G axis of the DKL 
space. In sum, the gradients could vary in both luminance and colour along the 
luminance axis [+(LUM) and –(LUM)] and along the red-green stimulus axis [+(L-M) and 
–(L-M)] of the DKL space.  
177 
 
The gradients were displayed against linear and sinusoidal non-uniform backgrounds 
(refer to Sections 9-6-1 or 10-2-1 for the definition of this terminology). The non-uniform 
backgrounds used in the uncrossed conditions differed from the ones used in 
Experiments II and IV. They consisted of a combination of luminance and R-G non-
uniform backgrounds. Each square (20 by 20 pixels) of the non-uniform backgrounds 
was randomly assigned a luminance and chromaticity value contained in clearly visible 
linear and sinusoidal gradients respectively. Those clearly visible gradients, from which I 
chose the luminance and colour values for creating the backgrounds, consisted of 
combined luminance and R-G gradients. Their contrasts were set to eight times each 
observer‟s mean detection thresholds between linear and sinusoidal gradients of 
Experiments II and IV. I thus created individual non-uniform backgrounds for each 
observer. This was not possible in Experiments II and IV, whose backgrounds had a 
fixed contrast for all observers, because I did not know in advance each observer‟s 
detection thresholds. Bear in mind, however, that for each observer the contrast of the 
background remained fixed (with above defined settings) during the present experiment 
like in Experiments I, II, III and IV.  
The mask was similar to the non-uniform background, but with smaller squares of 4-by-4 
pixels and with only linear distribution. At each stimulus interval presentation, a 
background was randomly chosen from either set of pre-generated backgrounds (linear 
and sinusoidal distributions) and was displayed with the gradient at the centre.  
There were two crossed conditions: the detection of luminance gradients in the 
presence of chromatic reference gradients (abbreviated lum-on-chrom) and the 
detection of chromatic gradients in the presence of luminance reference gradients 
(abbreviated chrom-on-lum). To be able to compare the data of the present experiment 
with uncrossed TvC functions, I measured the detection thresholds with the reference 
gradients set to the same five contrast settings as in the uncrossed conditions (Section 
12-2-1). Those contrast settings were defined relative to the reference gradient detection 
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thresholds, which corresponded to contrasts of either zero, half, once, twice or eight 
times each observer‟s detection thresholds. 
I applied the usual temporal 2-AFC QUEST procedure to measure thresholds as 
described in previous experimental chapters (Chapter 8, 10 and 11). The stimulus 
interval duration was set to 300 ms as in Experiments II and IV. Observers‟ task 
consisted of indicating which interval contained the test gradient (i.e. the R-G gradient in 
the chrom-on-lum condition or the luminance gradient in the lum-on-chrom condition); 
the other interval contained the reference gradient (i.e. the isoluminant R-G gradient in 
the lum-on-chrom condition or the luminance gradient in the chrom-on-lum condition). In 
the lum-on-chrom condition, the combination of luminance polarity of the test gradient 
(light to dark or dark to light) and the chromatic polarity of the reference gradient (red to 
green or green to red) was random from trial to trial, but remained constant within a trial 
(first and second stimulus interval). So, from trial to trial, the test gradient could go 
randomly from dark red to light green or light red to dark green or vice e versa. This way, 
I ensured that observers would not use local colour cues that might facilitate the task as 
found by Mullen and Losada (1994). The same applied for the chrom-to-lum condition. 
12-2-3. Observers 
I determined the uncrossed and crossed TvC curves for three observers (one female 
that participated in the previous experiment, one new naive male and the author). 
12-3. Results 
I measured the TvC functions for the uncrossed conditions (luminance and R-G 
separately) and for the crossed conditions (lum-on-chrom and chrom-on-lum). The 
contrasts of the luminance and R-G reference gradients were equated perceptually by 
defining them as multiple of their respective detection threshold for each observer. It 
would be interesting to plot the data, such that we can compare directly how the 
presence of either a luminance or an R-G reference gradient influences the luminance 
or R-G gradient thresholds. However, the effect of the reference on thresholds may be 
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different in uncrossed and crossed conditions, since different non-uniform background 
types were used in the uncrossed and crossed condition and might have influenced the 
tasks differently. In fact, when we compare detection thresholds (i.e. the reference 
contrast set to zero contrast) against non-uniform background used in Experiments II 
and IV and combined non-uniform backgrounds used in the present study, the 
backgrounds affect differently the detection thresholds for different observers (Figure 12-
1). 
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Figure 12-1: Luminance (left graph) and R-G isoluminant (right graph) detection thresholds in log10 unit for 
three observers (LG, VG and GH). Error bars correspond to the standard deviations of the threshold 
estimates (bars). Threshold estimates were only measured for sinusoidal gradients. The bars with irregular 
pattern represent the thresholds when using the combined (luminance + R-G) non-uniform background, 
plain bars when using the usual non-uniform background of the respective condition (achromatic or 
isoluminant). 
 
Figure 12-1 shows for each observer the influence of the different background types, 
that were used in the uncrossed and crossed conditions, on the detection thresholds for 
achromatic and isoluminant gradients. We can see that the detection thresholds vary 
differently for each observer and conditions. For some observers, there is no or little 
influence of the background type used on detection thresholds. For some observers, the 
use of combined non-uniform backgrounds seems to enhance the detection of gradients 
and for other the reverse occurs. The luminance or chromatic thresholds for uncrossed 
and crossed conditions were therefore expressed relative to the individual detection 
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thresholds (Figure 12-2). This way of expressing the thresholds makes possible the 
comparison between crossed and uncrossed data. 
In Figure 12-2, I therefore represented the uncrossed luminance TvC function (dots) 
together with the crossed lum-on-chrom TVC function (crosses) for each observer (12-
2A, B and C, respectively). In Figure 12-2 are plotted the luminance thresholds (y-axis) 
against the reference gradient contrast expressed as a multiple of individual reference 
gradient detection thresholds (x-axis). The luminance thresholds in the y-axis are 
expressed as multiple of the luminance detection threshold (i.e. relative to the reference 
gradient set to zero contrast (one on y-axis)). Note that the contrasts of chromatic and 
luminance reference thresholds in the x-axis were perceptually equated. This way of 
scaling the axis allows us to visualize how the detection of the luminance gradient (y-
axis) is affected by increasing either the chromatic or luminance contrasts of the 
reference gradients (x-axis). Similarly, I plotted in Figure 12-3 the uncrossed R-G TvC 
function (dots) together with the chrom-on-lum TvC function (crosses) for each observer 
separately (12-2A, B and C). Figure 12-3 shows how the R-G thresholds (y-axis) relative 
to the R-G gradient detection threshold (one in y-axis) change with increasing reference 
contrasts (x-axis). The reference contrasts correspond to the luminance and R-G 
reference gradient contrasts for the crossed and the uncrossed condition respectively.  
The standard deviations of the thresholds are smaller than the data points, so there are 
not shown in the figures. 
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Figure 12-2: Uncrossed luminance (dots) and crossed lum-on-chrom (crosses) TvC functions for observer 
A) LG, B) VG and C) GH. Luminance thresholds are expressed as multiples of each observer‟s luminance 
gradient detection threshold (see text for more detail). The reference (pedestal) gradient contrasts are 
defined as multiples of each observer„s reference detection threshold. Note that the reference in the 
uncrossed condition was a luminance gradient, whereas in the crossed condition, it was an R-G gradient. 
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Figure 12-3: Uncrossed R-G (dots) and crossed chrom-on-lum (crosses) TvC functions for observer A) LG, 
B) VG and C) GH. R-G chromatic thresholds are expressed as multiples of each observer‟s R-G gradient 
detection threshold (see text for more detail). The reference (pedestal) gradient contrasts are defined as 
multiples of each observer„s reference detection threshold. Note that the reference in the uncrossed 
condition was an R-G isoluminant gradient, whereas in the crossed condition, it was a luminance gradient. 
 
If we first focus on the uncrossed TvC curves, we can see from Figure 12-2 that for the 
luminance TvC function, two observers (GH and LG) show a strong facilitation 
(thresholds below one) of the luminance gradient detection by any reference contrasts 
tested above zero contrast. The effect of the facilitation on observer VG is weaker. Note 
that for all observers there is a lack of masking at the highest contrast of the reference 
tested. The uncrossed R-G TvC functions in Figure 12-3 show for all observers a small 
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amount of facilitation at subthreshold contrasts of the reference and a strong masking at 
the maximum contrast of the reference tested (eight times threshold). 
In the crossed conditions, observer GH (Figure 12-2 and 12-3) was only run for three 
points. So, only VG and LG will be considered. The two uncrossed TvC functions for 
those two observers show similar shape: a small amount of facilitation at the 
subthreshold reference contrast tested and some masking at contrasts higher than twice 
the reference contrast.  
Finally, comparing uncrossed and crossed conditions, we can observe that the 
facilitation effect for the uncrossed luminance TvC function is clearly stronger at low 
contrasts of the reference for observer LG and GH (only one point) than for the lum-on-
chrom condition. As already noted above, there is a masking effect at the highest 
contrast of the reference for the lum-on-chrom condition, but it is not present when a 
perceptual equivalent luminance reference was used in the uncrossed luminance TvC 
function. In the chrom-on-lum condition the reverse happens: the masking effect of the 
R-G gradient detection by the highest luminance reference contrast is weaker than for 
the uncrossed R-G case (Figure 12-3). However, crossed and uncrossed TvC functions 
in Figure 12-3 show very similar shape at low contrasts of the reference gradient. 
12-4. Summary 
In the present experiment, luminance and isoluminant R-G discrimination thresholds 
were measured as in Experiments II and IV, but for different contrasts of the reference 
gradient. Plotting those data points in a graph (Figure 12-2 and 12-3) constituted the 
uncrossed luminance and R-G TvC functions. The shape of those functions does not 
resemble the traditional TvC functions (Figure 2-6). Traditional TvC functions show a 
large minima near threshold and a large masking effect at higher contrasts of the 
reference gradient. The minima in my uncrossed R-G TvC functions is very small, but as 
expected the masking effect becomes evident at the highest reference contrast used. 
The luminance TvC function instead shows a clear minima for two observers of three, 
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but the minima persists towards higher reference contrasts, where no masking effect of 
the luminance gradient detection by the highest reference contrast used was observed. 
This may be due to the use of reference contrast gradients that might not be high 
enough to reveal the masking effect. 
I then measured the detection of luminance gradients in the presence of different 
chromatic reference gradient contrasts and the detection of chromatic gradients in the 
presence of different luminance reference gradient contrasts (crossed lum-on-chrom 
and chrom-on-lum TvC functions respectively). In the lum-on-chrom condition, there is 
little or no facilitation of luminance gradient detection by chromatic reference gradients. 
There is however some masking of the luminance gradient detection by the highest 
chromatic reference contrast used. This suggests some interactions between luminance 
and R-G mechanism for the detection of luminance gradients. Other studies (Switkes, 
De Valois & Bradley, 1988; Mullen & Losada, 1994; Pandey Vimal, 1998; Chen, Foley & 
Brainard, 2000a) also showed similar pattern of results for the luminance stimulus 
detection in the presence of chromatic pedestals. However, Switkes, De Valois and 
Bradley (1988) found no masking effect for low spatial frequency gratings, similar to 
studies that used spot stimuli (Cole, Stromeyer III & Kronauer, 1990; Eskew et al., 
1991). This lack of masking effect in those studies may have been due to the use of 
edge cues at the boundaries of the stimulus and the surround. In the present study, 
such use of cues was prevented by using the non-uniform background that randomly 
changes the luminance and chromatic values of the mosaic at each stimulus 
presentation. 
In the crossed chrom-on-lum condition, similar to previous studies (Mullen & Losada, 
1994; Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a), I found some masking of 
the detection of R-G gradients by the highest luminance reference gradient used, but 
contrary to the previous studies, I found that chrom-on-lum and uncrossed R-G TvC 
functions have similar shape, suggesting a strong interaction between luminance and R-
G mechanisms for the detection of R-G gradients. The origin of this interaction may be 
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due to luminance artefacts when determining the uncrossed R-G TvC functions. 
However, as seen in Chapter 11, isoluminant points were carefully determined using two 
flicker experiments. Moreover, such strong interaction was not found in the lum-on-
chrom condition. In the lum-on-chrom condition, there was little subthreshold facilitation, 
but when the reference contrast was set to the detection threshold, the facilitation was 
not present. In case of luminance artefacts, they would have consistently affected the 
detection of the luminance gradient at higher contrast settings of the reference, but my 
results do not show this trend. This suggests that chromatic aberrations are not the 
cause of this interaction found in the chrom-on-lum condition.  
In sum, my results are consistent with previous findings (e.g. Mullen & Losada, 1994): 
cross-masking at high contrast pedestals, little if no interactions for luminance gradients 
on low contrast chromatic pedestals and interactions for chromatic gradients on low 
contrast luminance pedestals. 
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13- Overall discussion 
13-1. Summary of findings 
In the first experiment, sensitivity to gradients that arise naturally within a scene 
(rendered scene) was studied. The gradients arose in a white card from the illumination 
(luminance variation) and inter-reflections (luminance + chromatic variations). Studying 
separately the contribution of the luminance and chromatic components to sensitivity to 
gradients, I found that the luminance component of the gradient contributed mainly to 
sensitivity to gradients. Observers were found insensitive to the chromatic variation of 
the gradients, but their performance in discriminating gradients seemed to improve when 
the chromaticity was allowed to vary along with the luminance. These results suggest 
that chromatic information resulting from inter-reflections may provide cues to the visual 
system and may enhance the discrimination of gradients that arise from shadings.  
In a complex scene, such as the one used in this first experiment, it is difficult to control 
all the variables that determined the gradients. I therefore decided to use simpler stimuli 
to study the detection and discrimination of achromatic and chromatic gradients. I used 
two types of gradients with different spatial profiles: linear and sinusoidal. In general, I 
found that sinusoidal gradients were easier to detect and discriminate than linear 
gradients. However, it is worth noting that observers‟ performance in discriminating a 
sinusoidal gradient from a clearly visible sinusoidal reference gradient was similar to 
their performance for linear gradients once I equated perceptually the reference 
contrasts of both linear and sinusoidal gradients. Moreover, at threshold levels, linear 
and sinusoidal gradients were found to be indistinguishable from each other. These 
observations suggest that the contrast of the gradients is not the limiting factor for the 
gradient detection and therefore they must be other factors that explain the results. 
There is one main problem when studying gradients: the gradient detection task may be 
confounded with an edge detection task. To avoid the use of edge cues by the visual 
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system, I displayed the gradients against a non-uniform background that change at each 
stimulus interval presentation. However, such a background might also have provided 
cues to the visual system for the gradient detection, such that local contrast cues or 
second order contrast cues. Nevertheless, I provide several pieces of evidence that 
using such a background was effective to cancel the use of the edges at the boundaries 
of the gradients with its surround, so gradient detection could be studied. In Chapter 9, I 
gave an explanation in conjunction with an analysis that the visual system could not use 
local contrast cues between the gradient stimulus and the changing pattern of the non-
uniform background. The difference in contrast energy between the gradient and the 
background (second order contrast cues) could also have provided cues, but as shown 
in Chapter 9, this was not the case. Yet, I decided to use two different backgrounds with 
the same Michelson contrast, but different contrast energy to avoid the potential use of 
second order contrast cues by the visual system. In definitive, I found that the visual 
system seems to use the spatial information within the gradient and therefore some 
mechanisms of gradient perception should explain the results. 
I have also studied the interactions between luminance and chromatic mechanisms for 
sinusoidal gradient perception. On the one hand, I found that the detection of luminance 
gradients is minimally affected by the presence of chromatic gradients of low contrasts. 
However, the detection of chromatic gradients seemed, on the other hand, to be highly 
influenced on the presence of luminance gradients, showing a strong interaction 
between luminance and colour mechanisms in this case. In both cases, masking was 
observed when using high contrast pedestals (reference). This suggests some 
interactions between mechanisms. Those findings were in line with previous findings 
(e.g. Mullen & Losada, 1994; Chen, Foley & Brainard, 2000a).  
In the subsequent sections of this chapter, I will compare the thresholds for the 
achromatic and chromatic gradients in cone contrast modulations. This way, the 
sensitivity of the achromatic and chromatic pathways to gradient perception can be 
determined. Then, I will give an explanation of possible mechanisms of gradient 
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perception. Finally, I will contrast the findings of the luminance-chromatic interaction 
study with existing models of luminance-chromatic interactions. 
13-2. Comparison achromatic versus chromatic 
In Chapters 8 and 11, the detection and discrimination thresholds were measured for 
achromatic, isoluminant red-green and isoluminant blue-yellow gradients. In this section, 
I will therefore compare the detection and discrimination results of the different 
conditions using a common metric, cone contrast. The cone contrast metric was defined 
in Chapter 11; it expresses the contrast in L-, M- and S- cone modulations relative to an 
adaptive background. The thresholds that were determined in Chapters 10 and 11 for 
four observers were therefore converted to cone contrast.  
To compare cone contrast thresholds between the three conditions (achromatic (LUM), 
red-green (R-G) and yellow-blue Y-B), I show the ratio between the three cone contrast 
thresholds. For detection, I found an average ratio of 21 : 6 : 1 [LUM : Y-B : R-G] for four 
observers. The standard deviations associated with this ratio were [±7 : ±1 : 0]. This 
means that cone contrast threshold for luminance gradients is 21 times higher than for 
R-G gradients, and 3.5 times higher than for yellow-blue gradients. In other words, the 
visual system is extremely good at detecting colour differences along the red-green 
dimension: it is 21 times better (in pooled cone contrast modulation) at detecting red-
green differences than at detecting luminance differences and 6 times (21: 6) better than 
at detecting yellow-blue colour differences. Linear and sinusoidal gradient ratios [LUM : 
Y-B : R-G] were the same. For the discrimination thresholds, I obtained very similar 
ratios, but there was more variability between observers. The average ratio for linear 
gradients was 21 : 6 : 1 [LUM : Y-B : R-G] (SD: [± 10 : ±2 : 0]) and for sinusoidal 
gradients 24: 5.3 : 1 [LUM : Y-B : R-G] (SD: [± 9 : ±1 : 0]).  
The ratio results of the present study are in line with previous studies. Mullen (1985) 
found for her lowest spatial frequency grating (0.1 cycles/degree) ratios of 21 : 1 and 10 
: 1 between the R-G and luminance detection thresholds for the L- cone and the M- 
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cone contrast modulations respectively. Expressing the thresholds of the present study 
in a equivalent way to Mullen (1985), I found ratios [LUM : R-G] of 29 : 1 and 16 : 1 for 
L- and M- cone contrast modulations respectively. The ratios of the present study are 
slightly higher, but correlate quite well to their results: the visual system is very good at 
detecting red-green colour differences. Several other studies found similar trend of 
results using cone contrast metric. Sankeralli and Mullen (1996) found a ratio of 15 : 3 : 
1 [LUM: Y-B : R-G] for 1 cycle/degree grating stimuli. Chaparro et al. (1993) found a 
ratio of 5-9 : 1 [LUM : R-G ] for spot stimuli. Cole, Stromeyer III and Kronauer (1990) 
found a ratio of 6-10 : 1 [LUM : R-G] for one degree flash stimuli. The variability of the 
ratios between studies is likely to be due to the different stimuli used. 
Recall from Chapter 3, that the luminance spatial contrast sensitivity function (CSF) has 
a band-pass shape with a fall-off at low spatial frequencies, whereas the chromatic CSF 
has low-pass shape, so without fall-off at low spatial frequencies (e.g. Mullen, 1985). 
The low spatial frequency fall-off in the luminance CSF has generally been attributed to 
the lateral inhibition of centre-surround spatially opponent cells (Lennie et al., 1990). In 
other words, a low spatial frequency pattern that, for example, spans over the ON-centre 
and OFF-surround of a limited size receptive field will generate a weak cell response. 
On the other hand, spectrally opponent cells lack of lateral inhibition, so the cell will 
respond to smooth variation in colour. In sum, at low spatial frequency regions, the 
visual system is more sensitive to chromatic patterns than luminance patterns. This may 
therefore explain the difference in thresholds between luminance and chromatic 
thresholds for gradient perception.  
The difference between the red-green and the yellow-blue cone contrast thresholds may 
be explained by the under-sampling of S- cones in the retina compared to L- and M- 
cones and the lack of S- cones in central vision (see Section 2-2). McKeefry, Murray and 
Kulikoswky (2001) provided another reason to account for the difference between spatial 
and temporal properties between the cone opponent „red-green‟ and „yellow-blue‟ 
mechanisms. They showed that the R-G and Y-B CSFs were similar once the influence 
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of the transient property of the luminance mechanism on the R-G mechanism has been 
taken into account.  
In summary, the results of the present gradient study are consistent with previous 
literature that found that the visual system is notably more sensitive to chromatic 
changes than luminance changes at low spatial frequency regions.  
13-3. Possible mechanisms of gradient perception 
We have seen so far that the extrinsic factors could not account for the results that 
sinusoidal gradients are easier to detect than linear gradients. Although clearly visible 
(or just-visible) linear and sinusoidal gradients were hardly distinguishable from each 
other, we have seen that overall observers‟ performance was better in detecting and 
discriminating sinusoidal gradients. This suggests that the visual system does not use 
the contrast that defines the gradients as a limiting factor. The slope of the gradient 
seems therefore a good candidate to explain the present data. This contradicts McCann 
et al. (1974) and Erens, Kappers and Koenderink (1993) findings (Chapter 4), where the 
contrast was found as the limiting factor in the detection of linear and sinusoidal 
achromatic gradients. Recall that van der Wildt, Keemink and van den Brink (1976) 
found that the contrast was the limiting factor for small stimulus, such as of the range 
used by McCann et al. (1974), but  the slope becomes the limiting factor for larger size 
of the stimulus (Figure 4-2).  
Let us explore this possibility (in the achromatic domain). According to Figure 4-2 and 
the just-cited above studies, I should have found equal visual sensitivity to both gradient-
types (linear and sinusoidal), i.e. I should I have found constant contrast thresholds, 
because the stimulus size was in the flat region of Figure 4-2, but I have not. I have 
argued in Chapters 3 and 4 that the edge could have influenced those studies findings. 
This is why I chose to use an non-uniform background in the present study and it proved 
to be efficient to mask the potential use of edge cues at the boundaries of the gradient 
with its surround (Chapters 8 and 9). So, the mechanism of gradient perception was 
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freed from the influence of other visual mechanisms when using such a background and 
could thus be measured. The slope could be the limiting factor for the gradient 
perception. As noted in earlier chapters, the slope of the luminance profile of a 
sinusoidal gradient is steeper at the centre than of a linear gradient set at a same 
contrast setting (Figure 8-2). The average of the slope is also the same when both 
gradients are set to the same contrast setting. This implies that the visual system does 
not use the average slope of the gradient luminance profile, but instead it uses the local 
slope of the gradient (the steeper part of the gradient). Note in Figure 8-2 that sinusoidal 
gradients have a smooth profile or peak modulation as it approaches the boundaries of 
the sinusoidal gradient. So, the visual system might use either or both of those two cues 
(steeper part of the gradient profile and/or peak modulations). This point of view agrees 
with researchers that model vision from local features of the outside world filtered at 
different scales (e.g. Morgan & Watt, 1997; Georgeson et al., 2007 and see Section 4-4 
of Chapter 4). Adopting this point of view, the different types of gradients correspond to 
edges of different blur. In those models, the luminance profile of an image is blurred at a 
first stage by going through a Gaussian filter. This stage will have little effects in the 
gradient stimuli, but it will smooth the edges of the non-uniform background. Then as 
explained in Section 4-4, the image is further differentiated using second (Watt & 
Morgan, 1985; Kingdom & Moulden, 1992) and even third derivative operators 
(Georgeson et al., 2007). The response output of those stages for a linear gradient will 
be a constant in the first derivative and zero in the second derivative. However, the 
sinusoidal gradients in my study have a minima, a maxima and a point of inflexion 
(Figure 8-2). These features are part of the rules adopted by Hesse and Georgeson 
(2005) to identify bars and edges and therefore the blur of an edge. In other words, 
those peak modulations in the sinusoidal gradients and the point of inflexion at their 
centre, i.e. the change of the change in the luminance profile (see Bergström (1966) in 
Section 4-3 of Chapter 4), will be localised by the derivative operators. The point of 
inflexion will be located at the peak of the first derivative and at the zero-crossing of the 
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second derivative. For both gradient types, the derivative operators will locate some 
edge noise at the boundaries of the stimulus with the non-uniform background. In sum, 
the slope of the sinusoidal gradient could be the factor that is used to explain the 
difference in sensitivity to different gradient profile types.  
Applying some of those concepts to the gradient stimuli of the present study, I 
determined the ratio between the maximum local slope (first derivative) of a sinusoidal 
gradient and the constant slope of a linear gradient both set to the same contrast 
setting. This ratio is the same for any contrast settings and corresponds to 1.54. This 
ratio constitutes the theoretical ratio for predicting the present data. Calculating the 
actual ratio from the cone contrast threshold modulations that I found in the present 
study, I found on average a ratio of 1.31 (SD=±0.19) in the achromatic experiments 
(Experiment I (detection and discrimination) and Experiment II (detection)). And I found 
an averaged ratio of 1.34 (SD=±0.18) for all experiments conditions (achromatic and 
chromatic). The averaged ratios for each detection conditions were similar (close to 1.3). 
However, for all discrimination conditions of Experiment I (achromatic) and III 
(chromatic) the ratio was on average 1.45 (SD=±0.25). Those empirical ratios are below 
the theoretical ratio (1.54). The higher ratios for the discrimination task suggest that the 
compressive non-linearity by the transducer function (Nachmias & Sansbury, 1974; 
Foley & Legge, 1981) may play a role in explaining that difference (Figure 9-3). At 
threshold levels, there may also be more uncertainty about the features of the stimulus 
to detect (Pelli, 1985) and this can also explain this difference. Another plausible cause 
of this underestimation of the empirical ratios may be due to the overestimation of the 
theoretical ratio. Indeed, I calculated the theoretical ratio from the maximum slope value 
of the sinusoidal gradient, which corresponds to the peak of the first derivative of the 
sinusoidal gradient luminance profile. This peak only extends over two, three pixels at 
the centre of the gradient image and then the slope values decreases toward zero 
values at the boundaries of the gradient stimulus. The cell receptive fields of the visual 
system have been found to be large for the detection of low spatial frequency patterns 
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(see review by Lennie et al. 1990). This is also reflected in the feature detector models, 
where the sparse information is computed by larger scale filter operators (e.g. 
Georgeson et al., 2007). So, from these observations, a lower theoretical ratio than 1.54 
should be expected, since a larger receptive field would certainly extend over more than 
two-thee pixels. It is worth noting that for a constant size receptive field the local contrast 
along a luminance profile is the same at the centre when both gradients are set to 
similar central slope (Figure 13-1B). This equating of the slopes is what was done in 
Experiments II and IV by equating perceptually the reference gradients. So, from the 
point of view of a limited size receptive field, the limiting factor seems to be the contrast. 
In other words, at threshold levels, when both gradient types are set to the same 
contrast, the steeper central slope of the sinusoidal gradient provides a higher local 
contrast (vertical blue arrow in Figure 13-1A) within the constant receptive field. 
Alternatively, when both gradient types are set to similar limiting slope at the centre (by 
reducing the contrast of the sinusoidal gradient till it overlaps maximally with the linear 
gradient), the local contrast (vertical black arrow in Figure 13-1B) within the receptive 
field will be the same for both gradient types. So, the local contrast seems to be the 
limiting factor when considering the constant size of the receptive field that processes 
the gradient. The detection threshold for the gradient is reached when the threshold of 
the local contrast is reached for a limited fixed size of the receptive field. This 
observation is therefore in agreement with McCann et al. (1974), who found that the 
retinal contrast is the limiting factor in gradient detection.  
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Figure 13-1: Luminance or chromatic profile of a linear (red) and sinusoidal (blue) gradients. A limited size 
receptive field (RF) of a visual cell, that scans the centre of the gradient stimulus, will receive higher contrast 
(blue arrow in y axis) from the sinusoidal gradient than from the linear gradient (red arrow in y axis) when 
both gradients are equated in contrast (A), but will receive equal contrast from both gradients (black arrow in 
the y axis) when equating the central slope of both gradient types (B).  
 
In Experiments II and IV, recall that I set the contrasts of the clearly visible gradient 
references as multiples of individual detection thresholds. Under perceptual equated 
conditions, the discrimination thresholds for both gradients types did not differ 
significantly overall. Once the references are equated, both gradient types have similar 
central slope with maximal overlapping slopes ideally. Assuming that the visual system 
uses the slope as a limiting factor, in Experimentss II and IV, the discrimination 
thresholds for both gradient types are measured from equivalent slope settings (same 
local contrast at the centre). This therefore seems to explain the overall no significant 
difference in the discrimination results of Experiments II and IV. In Experiments I or III 
(same contrast settings for both linear and sinusoidal gradients), the discrimination 
thresholds were measured from different slope settings (different local contrast at the 
centre). The steeper slope of the sinusoidal reference may have been easier to 
discriminate, explaining the results of Experiments I and III.  
Summarizing, the findings of the present study on gradients are in agreement with multi-
scale detector models, which are based in the processing of the local feature within an 
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image. The gradient detection task seems to be determined by the local contrast 
threshold of the receptive field (constant scale) and its discrimination seems also to be 
determined by the local contrast discrimination. 
13-4. Interactions between luminance and chromatic mechanisms 
In chapter 12, the interactions between luminance and chromatic mechanisms were 
investigated for gradient perception. Similar to previous studies (Mullen & Losada, 1994; 
Pandey Vimal, 1998; Chen, Foley & Brainard, 2000a), I found that high contrast 
pedestals (reference gradients) mask the detection of the gradient in crossed conditions 
(luminance on chromatic or vice e versa). For low contrast pedestals, the detection of 
luminance gradients was minimally influenced by the presence of the red-green 
pedestals, whereas the detection of red-green gradients seemed to be highly influenced 
by the presence of luminance pedestals. In the crossed condition where I found this 
strong interaction, previous studies (Mullen & Losada, 1994; Pandey Vimal, 1998; Chen, 
Foley & Brainard, 2000a) found some facilitation. This suggests that the luminance 
mechanism interacts with the chromatic mechanism for the detection of red-green 
gradients. In Chapter 12, I discussed that luminance artefacts in the isoluminant red-
green gradient might explain this strong interaction in my results. I dismissed that 
possibility for several reasons. First, individual isoluminant points were carefully 
obtained using two flicker experiments and secondly the results of the other crossed 
condition would have been affected in case of luminance artefacts, but they were not.  
It would be interesting to evaluate if the different models in interactions between 
luminance and chromatic mechanisms explain my results. For that purpose, I need first 
to make some assumptions about my data results. First of all, I assume that my 
luminance and red-green gradients are processed by separate mechanisms: the 
achromatic and the red-green mechanisms. There is much evidence from previous 
psychophysical studies that this assumption holds (e.g. Cole, Hine & McIlhagga, 1993; 
Mullen & Losada, 1994). So, if the visual system processes separately luminance and 
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„red-green‟ information, any influence of the luminance pedestal on chromatic detection 
or vice e versa should arise either from interactions between both mechanisms or 
because the luminance pedestal activates the chromatic mechanism or vice e versa. 
From this observation arises the second assumption. I assume that the stimuli in the 
present study are modulated along directions that silence the other two cardinal 
mechanisms. As previously discussed, this assumption holds for the crossed condition 
where I measured the influence of red-green gradient on the detection of luminance 
gradients. The red-green gradient was in fact generated, such that it isolated it from the 
luminance mechanism. However, as in Chen, Foley and Brainard (2000a) study, my 
luminance gradients have not been isolated from the red-green mechanisms, so it could 
activate the „red-green‟ post-receptoral mechanism. Finally, I assume that the use of the 
non-uniform background does not determine the results in the crossed-conditions. The 
overall results of the present luminance-colour study and their consistency with previous 
studies, suggest that this assumption holds. Moreover, studies using static (Sankeralli & 
Mullen, 1997) or dynamic (Gegenfurtner & Kiper, 1992) non-uniform masks found little 
facilitation and masking effects.  
In Figure 2-7 of Chapter 2, I schematized the principal models in luminance-colour 
interactions. How well do these models account for the present data? The single 
pathway model (Figure 2-7A) can be discarded, because it would predict a full 
interaction in both crossed conditions, but my data only shows strong interactions in one 
cross condition. The model by Switkes, De Valois and Bradley (1988) (Figure 2-7A) also 
can be discarded, because it does not explain the cross-masking observed in both 
conditions. Let us consider both models of Figure 2-7C (Mullen & Losada, 1994; 
Sankeralli & Mullen, 1999, 2002) and 2-7D (Chen, Foley & Brainard, 2000b). Recall from 
Section 2-3-4 of Chapter 2 that both of these two latter models are equivalent (Figure 2-
7C) for stimuli whose luminance and chromatic components were chosen such that they 
stimulate in isolation the luminance and the opponent „red-green‟ mechanisms. For such 
stimuli, these models would predict no facilitation for low contrast pedestals, i.e. no 
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excitatory interactions between mechanisms, and they would predict masking for high 
contrast pedestals. This cross-masking occurs in both of the crossed conditions (Figure 
12-2 and 12-3). The divisive inhibition interactions between luminance and chromatic 
mechanisms could therefore explain also the cross-masking of the present data. Note 
that in the uncrossed luminance TvC function in Figure 12-2, no masking was present at 
the high contrast pedestal of eight times detection threshold, but the presence of a 
luminance pedestal (of same high contrast) masks the detection of a red-green gradient 
(Figure 12-3). The reverse happens for the colour gradient on luminance pedestal. This 
implies that, for gradients, divisive inhibitory interactions between mechanisms are 
stronger from the luminance pathway to the chromatic pathway than from the chromatic 
to the luminance pathway. Although all observers showed little if no facilitation 
(luminance detection on chromatic pedestal) when the pedestal was set to threshold, 
some subthreshold facilitation occurred for two observers tested at the subthreshold 
pedestal contrast. This subthreshold facilitation cannot be predicted by these models. 
More data points near the threshold contrast pedestal would be needed for each 
observer to establish whether there is facilitation or not. In the chromatic detection on 
luminance pedestal condition, the model from Figure 2-7D could predict my results in 
case that the luminance pedestal on its own activates the „red-green‟ mechanism. As 
mentioned in Section 2-3-4, the model of Figure 2-7D cannot account for the 
suprathreshold facilitation of chromatic detection by luminance pedestal found, for 
example, in Mullen and Losada (1994) study, where they used narrow-band stimuli that 
isolate each of the mechanisms. The origin of this suprathreshold facilitation remains 
therefore still unclear. This suprathreshold facilitation in addition to the strong influence 
in my results of the luminance pedestal on the detection of red-green gradients suggests 
that some interactions might exist between mechanisms. However, as noted by Chen, 
Foley and Brainard (2000a): “Neither cross-facilitation nor cross-masking by themselves 
imply anything about interpathway interactions”. So, it is would be daring to imply any 
interactions from the present study.  
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In sum, the model by Chen, Foley and Brainard (2000b) (Figure 2-7D) predict 
qualitatively well the results of the present study, assuming that the strong influence of 
luminance pedestals on chromatic gradient detection are only due to excitatory cross-
interactions between mechanisms. 
13-5. Physiological implications 
We have seen from the results of the present study that some mechanism of gradient 
perception exists. As mentioned in Chapters 2 and 4 and in Section 13-3, the spatial 
opponency of cells explains how the visual system analyses luminance spatial 
information. However, it is still not very well understood how cells at cortical levels 
combine spatial and chromatic information (e.g. review by Solomon and Lennie, 2007). 
In the present study, the visual system was also good at detecting or discriminating 
spatial isoluminant chromatic variations. In other words, although the appearance of 
isoluminant chromatic gradients of two different spatial profiles set at the same contrast 
seems indistinguishable, the results of the present study show that the visual system is 
able to use the chromatic information within the gradient. This ability of the visual system 
to see the spatial chromatic modulation implies that they must be some functional cells 
sensitive to spatial modulation. Previous physiological studies have generally found poor 
spatial properties in cone opponent cells at early stages of cortical processing (see 
Zrenner et al. (1990) in Section 2-3-1-3 of Chapter 2 and review by Solomon and Lennie 
(2007)). The first level where the processing of colour spatial properties appears is in the 
blobs of V1. Recently, several studies (see Section 2-3-1-3) have found evidence of 
double-opponent cells in the primary visual cortex (V1) of macaques (e.g. Johnson, 
Hawken & Shapley, 2001, 2004, 2008; Conway & Livingstone, 2006). Johnson and co-
workers (2001, 2004, 2008) found luminance cells (larger in amount compared to 
previous studies), single opponent cells and double-opponent cells. Those double-
opponent cells show both spectral opponency and spatial opponency. So, they may 
likely be involved in the processing of chromatic gradients.  
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These recent findings suggest that light processing is separated into three pathways at 
early stages of cortical processing: one luminance, one chromatic and one luminance-
chromatic pathway. So, the interactions between luminance and chromatic mechanisms 
discussed in the previous section could be better account for, taking into account those 
three mechanisms in V1. From the present study and previous studies (Section 13-4), 
the detection of a luminance gradient seems to be mainly determined by the luminance 
cells with inhibitory influence from possibly the other two mechanisms at higher contrast 
thresholds of the pedestal. Instead, the detection of chromatic gradients could be 
detected by both the single opponent cells and double-opponent cells, showing 
therefore a strong influence between both pathways. This is just a hypothesis that would 
need more research and may possibly be applied to explain more generally how 
illumination phenomena and surface-reflectance properties of objects can be recovered 
from the visual system (Chapter 1).   
13-6. Conclusions 
The aim of the present study was to understand how the visual system processes 
achromatic and chromatic gradients. I found that the visual system was able to use both 
achromatic and chromatic spatial information within the gradient. For the achromatic 
gradient perception, the findings of this study are in close agreement with the multi-scale 
based models of vision (e.g. Georgeson et al., 2008).  
However, the spatial properties of the chromatic system are still not yet clear (Solomon 
& Lennie, 2007). But definitively the next step would be to integrate both luminance and 
colour knowledge to explain any aspects of vision. For this purpose, further 
investigations would be needed to understand better some aspects of colour processing, 
such as luminance-colour interactions. This may give some light of how the visual 
system recovers information of the illumination and surface-reflectance properties of 
objects (see Equation 1-1 of Chapter 1). 
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Appendix A 
In this Appendix, I provide the z-score analysis for each experimental conditions of 
Chapters 8 to 12 and each observer. For a description of the z-score analysis, refer to 
Section 8-3-2.  
Here, I plotted the absolute z-score difference results for each condition of its 
corresponding Figure of the chapters. To interpret each of the graphs that follow, I 
mention on each of them, which figure of the chapters it belongs to and the comparison 
pair from which I perform the z-score difference.  
 Any z-score difference above 1.96 (horizontal red line) means that the comparison data 
pair is significantly different at a level of 95% confidence interval.  
Lin and sin correspond to linear and sinusoidal gradient condition respectively and each 
observer data point is colour coded (see labels). The gray dash vertical lines are to 
separate the conditions and to remind that the x-axis is not a continuum, but categorical, 
separating each comparison pair condition. 
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In Figure 8-7, scores are not shown, because there were largely surpassing z-score 
differences of 10. I have just plot the scores less than 10.   
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