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CHAPITRE
1
Introduction
Préambule
Cette thèse s’intitule « Conception, optimisation et commande d’un stabilisateur ac-
tif pour la compensation des vibrations des robots parallèles à câbles ». Elle a été
préparée sous la direction de Jacques GANGLOFF et de Marc GOUTTEFARDE et avec
l’encadrement de Loïc CUVILLON. Cette thèse a été réalisée conjointement au sein de
l’équipe Automatique, Vision et Robotique (AVR) du laboratoire ICube à Strasbourg
et de l’équipe DEXTER du LIRMM à Montpellier. Elle s’inscrit dans un projet financé
par l’Agence Nationale de la Recherche (ANR), qui vise entre autres à corriger les pro-
blèmes de vibrations des robots parallèles à câbles. Une solution pour y remédier est
proposée, puis sa topologie est optimisée et enfin une loi de commande est synthétisée
pour réaliser un système de compensation de ces vibrations.
La première partie de ce chapitre donne la définition d’un robot parallèle à câbles.
En deuxième partie, le contexte du projet ANR DexterWide est présenté. Puis le robot
parallèle à câbles CoGiRo est décrit. Ensuite, la problématique de cette thèse est in-
troduite dans la quatrième partie et enfin les contributions sont présentées dans la
dernière partie.
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1.1 Les robots parallèles à câbles
Les Robots Parallèles à Câbles (RPC) sont constitués d’une partie mobile appelée la
plate-forme reliée par des câbles à une structure fixe. La position et l’orientation de la
plate-forme sont contrôlées par l’intermédiaire des longueurs des câbles. Les RPC suspen-
dus, pour lesquels tous les câbles sont situés au-dessus de la plate-forme et qui utilisent
leur propre poids pour maintenir les câbles en tension, sont étudiés dans cette thèse.
Leur architecture confère aux RPC de nombreux avantages : un espace de travail impor-
tant, une charge utile importante et un rapport entre masse propre et charge utile faible,
qui permet des dynamiques rapides, une faible consommation d’énergie et un coût très
faible. Il est également possible de construire des RPC de très grandes dimensions. De plus,
ne pas avoir de câbles en-dessous de la plate-forme permet aux RPC suspendus de se ser-
vir de l’espace ainsi libéré sous la plate-forme à d’autres fins. Il est donc possible d’utiliser
des RPC dans de grands volumes encombrés ou encore pour déplacer des objets au sol.
Cependant, le contrecoup de ces avantages est dû à l’utilisation de câbles pour réaliser
l’actionnement du RPC. Les câbles doivent rester en tension, un câble ne pouvant exercer
un effort que dans un seul sens. L’actionnement par câbles présente donc une difficulté de
commande supplémentaire puisqu’il faut veiller à la faisabilité de la tension demandée.
En outre, le modèle des câbles est aussi un paramètre à prendre en compte dans le
comportement des RPC. En effet, un câble pesant est soumis à l’effet de sagging, il s’affaisse
sous son propre poids. Cet effet est en général négligé, les câbles étant le plus souvent
considérés comme des solides au comportement linéaire élastique.
Enfin, les câbles étant flexibles ; la raideur des RPC est de ce fait limitée, ce qui les rend
sujets à des vibrations parasites potentiellement très importantes. Ce défaut réduit la ca-
pacité des RPC à effectuer certaines tâches. Cet inconvénient peut être atténué par l’aug-
mentation de la tension dans les câbles pour certaines configurations de RPC, mais dans
le cas suspendu cette solution n’est pas envisageable.
1.2 Description du projet DexterWide
Le travail de recherche exposé dans la présente thèse a été réalisé dans le cadre du pro-
jet DexterWide [DexterWide]. Ce projet, financé par l’Agence Nationale de la Recherche
sous la convention d’aide ANR-15-CE10-0006, regroupe un consortium de quatre parties :
les laboratoires ICUBE – laboratoire des sciences de l’Ingénieur, de l’Informatique et de
l’Imagerie (UMR7357) – et LIRMM – Laboratoire d’Informatique de Robotique et de Mi-
croélectronique de Montpellier (UMR5506) – ainsi que les entreprises Reel NFM et Tecna-
lia France.
Un des principaux objectifs du projet est d’embarquer sur la plate-forme d’un RPC de
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grandes dimensions un manipulateur industriel afin de cumuler les bénéfices du grand
espace de travail d’un RPC et de la dextérité des robots sériels. Le manipulateur choisi est
un bras robotique sériel SIA20F du fabricant Yaskawa.
Ce système composé de deux robots répond au besoin de certaines applications qui né-
cessitent l’exécution de tâches précises sur un grand espace de travail, par exemple pour
des applications de manipulation ou d’inspection dans les secteurs de la construction na-
vale, de l’aéronautique, du nucléaire et du génie civil.
Dans le cadre de ce projet, trois applications ont été retenues pour des démonstrations
expérimentales : une application sans contact, la peinture à la bombe, et deux applications
en contact qui sont la découpe et le perçage de matériaux.
La faible raideur de la plate-forme mobile du RPC constitue l’un des principaux défis
de ce projet. En effet, à cause de celle-ci, l’influence du robot industriel embarqué sur la
plate-forme mobile du RPC ne peut pas être négligée.
Deux des tâches retenues pour les démonstrations expérimentales, la découpe et le
perçage, font interagir le système avec son environnement. Ces actions génèrent un torseur
d’effort sur le robot industriel qui est transmis au RPC. Compte tenu de la faible raideur du
RPC, ce torseur d’effort provoque les vibrations de la plate-forme mobile.
Figure 1.1: Le RPC CoGiRo équipé d’un bras série SIA20F de Yaskawa
1.3 Le RPC CoGiRo
Le projet DexterWide est consacré aux RPC pourvus d’actionneurs embarqués. Parmi
les moyens fournis par Tecnalia et le LIRMM se trouve le RPC de grandes dimensions Co-
GiRo. Il s’agit d’un RPC suspendu à 8 câbles pour 6 degrés de liberté (DDL), ce qui en fait
un robot à redondance d’actionnement.
1.3. LE RPC COGIRO 7
Figure 1.2: Le RPC CoGiRo à 8 câbles et 6 DDL
Le robot CoGiRo est le résultat du précédent projet de recherche du même nom – pour
Control of Giant Robots –, financé par l’ANR. La plate-forme de CoGiRo est un cube de 1 m
de côté. La disposition des câbles de ce RPC est le fruit d’une optimisation [Gouttefarde
et al., 2015a], visant à maximiser la distance entre le centre géométrique de la plate-forme
et son CDG au travers d’un espace de travail donné. Le RPC ainsi conçu présente l’avantage
d’avoir une charge utile importante.
Les dimensions de CoGiRo sont importantes, de même que ses autres caractéristiques
physiques, les principales sont :
• longueur : 15 m
• largeur : 11 m
• hauteur : 6 m
• masse de la plate-forme : 300 kg
• charge utile : 200 kg
À noter que la masse importante de la plate-forme provient du fait qu’elle est chargée
du robot sériel SIA20F, du stabilisateur et de leurs contrôleurs respectifs.
À cause de la configuration particulière de CoGiRo, sa plate-forme est sujette à des vi-
brations dont la fréquence propre est faible, de l’ordre de grandeur du Hertz [Yuan et al.,
2017].
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1.4 Description de la problématique
Le but de cette thèse est de concevoir un système actif permettant de compenser les
vibrations de la plate-forme mobile des RPC suspendus. Dans cette thèse, le robot indus-
triel série embarqué n’est pas étudié, seuls les problèmes engendrés par les vibrations de
la plate-forme le sont.
Puisque ces vibrations sont inhérentes à la nature des RPC, il est nécessaire d’utiliser
des techniques d’amortissement des vibrations pour stabiliser le système. Il existe trois
techniques d’amortissement des vibrations :
• l’amortissement passif, qui consiste à ajouter un ensemble masse-raideur dimen-
sionné pour amortir les vibrations à une fréquence donnée ;
• l’amortissement actif qui consiste à inclure dans la commande des enrouleurs un
signal de correction des erreurs de positionnement dues aux vibrations. Cette tech-
nique nécessite une bonne connaissance du modèle du RPC ;
• l’amortissement actif qui consiste à générer sur la plate-forme du RPC un torseur
d’efforts produit à l’aide de dispositifs actionnés embarqués dédiés.
Les autres solutions ne permettant que partiellement de compenser les vibrations, le
moyen choisi pour amortir les vibrations est l’ajout de dispositifs actionnés embarqués sur
la plate-forme du RPC. L’ensemble de ces dispositifs est nommé stabilisateur.
Les emplacements des dispositifs constituant le stabilisateur doivent être déterminés
afin de permettre de compenser au mieux les vibrations de la plate-forme. Ceci consti-
tue un problème d’optimisation qui vise à trouver le meilleur emplacement et la meilleure
orientation des dispositifs selon un critère choisi pour représenter l’influence du stabilisa-
teur et en respectant des contraintes de faisabilité de la solution.
À cause du grand nombre de solutions et de la complexité des relations entre les pa-
ramètres, les techniques d’optimisation déterministes ne peuvent permettre d’atteindre la
solution optimale qu’au terme d’un temps de calcul prohibitif. La résolution de ce pro-
blème se fait par l’utilisation d’une méta-heuristique évolutionniste.
Ensuite, une fois le stabilisateur totalement défini, une commande doit être synthétisée
pour l’utilisation du RPC muni de son stabilisateur. Ce système, composé de deux sous-
systèmes effectuant des tâches à des échelles de temps différentes – temps long pour le
déplacement de la plate-forme du RPC et rapide pour le stabilisateur – peut être analysé
au moyen des outils de la théorie des perturbations singulières.
Enfin, une validation en simulation permet de démontrer l’intérêt d’utiliser un stabili-
sateur composé de dispositifs embarqués sur la plate-forme du RPC pour la compensation
active des vibrations.
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Les objectifs de la thèse sont :
1. choisir les dispositifs actionnés composant le stabilisateur ;
2. sélectionner l’architecture du stabilisateur la plus adaptée au problème actuel ;
3. synthétiser une loi de commande pour le système composé du RPC et du stabilisa-
teur.
Les travaux réalisés au cours de cette thèse se veulent les plus généraux possibles. Tous
les développements sont valides pour n’importe quel RPC suspendu, quels que soient le
nombre de câbles et de DDL de la plate-forme et quel que soit le nombre et la nature des
dispositifs actionnés utilisés pour la stabilisation.
L’état de l’art de la robotique parallèle à câbles, en particulier les problèmes de vibra-
tions des RPC, est abordé dans le chapitre 2, ainsi que l’état de l’art des systèmes d’amor-
tissement des vibrations puis celui de la commande des RPC.
Les modèles mécaniques utilisés pour décrire le comportement dynamique de la plate-
forme du RPC et de différents types de dispositifs de compensation de vibrations sont don-
nés dans le chapitre 3. Ces modèles permettent de réaliser un choix technologique pour le
dispositif de compensation des vibrations. Un exemple d’utilisation du stabilisateur ainsi
obtenu est ensuite donné.
Le chapitre 4 explique le processus utilisé pour l’optimisation de l’architecture du
stabilisateur. Ce chapitre explicite notamment le problème d’optimisation, décrit les
contraintes, la méthode et les résultats obtenus.
Ensuite, le chapitre 5 décrit la synthèse de la loi de commande utilisée pour piloter
conjointement le RPC et le stabilisateur. Puis, en utilisant la théorie des perturbations sin-
gulières, une preuve de stabilité de la commande est formulée.
Enfin le chapitre 6 montre les résultats expérimentaux obtenus à l’aide de simulations
sur deux plate-formes expérimentales. La première est un RPC suspendu plan et la seconde
est le RPC suspendu à 6 DDL CoGiRo.
1.5 Contributions
L’étude de différents types de dispositifs élémentaires d’actionnement embarqués pour
la compensation des vibrations nécessite une modélisation générique des dispositifs per-
mettant de les comparer. Une première contribution est la modélisation sous forme de
torseur d’effort appliqué à la nacelle des contributions des différents dispositifs, cette ap-
proche permettant de décrire tous les dispositifs quels qu’ils soient. Cette modélisation
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permet un choix éclairé de type de dispositif en fonction de la compensation désirée pour
les vibrations.
Le choix de tels dispositifs pour concevoir un stabilisateur actif capable de compenser
les vibrations de la plate-forme mobile d’un RPC dans différentes directions est également
une contribution de cette thèse.
La troisième contribution de cette thèse est la modélisation d’un volume représentant
l’espace de travail des câbles afin de prouver l’absence de collision entre un câble et un dis-
positif embarqué sur la plate-forme mobile d’un RPC de manière peu coûteuse en temps
de calcul. L’absence de collision étant alors un test léger à réaliser, elle peut être introduite
comme une contrainte dans un processus d’optimisation du placement de dispositifs sur
la plate-forme.
Enfin, la dernière contribution est la synthèse d’une loi de commande du système cou-
plé de la plate-forme et de son stabilisateur embarqué basée sur le fonctionnement à deux
échelles de temps différentes.
CHAPITRE
2
État de l’art
Préambule
Ce chapitre définit en premier lieu les Robots Parallèles à Câbles (RPC) et dresse un
état de l’art des RPC existants, de leurs principales propriétés ainsi que de leurs utili-
sations. En particulier, la faible raideur de l’actionnement caractéristique des robots
parallèles à câbles est à l’origine de certains de leurs principaux avantages et incon-
vénients. Parmi ceux-ci, la faible raideur des RPC provoque des vibrations de la plate-
forme. Différents moyens de compensation de ces vibrations sont étudiés dans un se-
cond temps.
Ensuite, le besoin d’optimisation du dispositif de compensation des vibrations choisi
étant mis en évidence, les techniques d’optimisation les plus à même de répondre à ce
besoin sont décrites.
Enfin, certaines des propriétés des RPC ont une influence importante sur leur com-
mande. L’avancement de l’état de l’art en commande des RPC est dressé dans une der-
nière partie.
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2.1 État de l’art des RPC
2.1.1 Définition d’un RPC
Les Robots Parallèles à Câbles (RPC) consistent en une partie mobile appelée la plate-
forme reliée par des câbles à une structure, fixe le plus souvent. C’est en agissant sur les
longueurs de ces câbles qu’on modifie la position et l’orientation de la plate-forme.
Un mécanisme série est formé d’une seule chaîne cinématique, c’est à dire qu’il n’existe
qu’une seule succession de segments reliant le premier élément au dernier. Un mécanisme
parallèle est composé d’au moins deux chaînes cinématiques, qui sont chacune un méca-
nisme avec les mêmes premier et dernier éléments.
Dans le cas d’un RPC, chaque câble relie un point de sortie rattaché à la structure fixe
du robot à un point d’attache situé sur la plate-forme mobile. Chaque câble d’un RPC peut
être identifié à une chaîne cinématique puisqu’il relie la plate-forme mobile au bâti fixe.
Les RPC constituent donc une classe de mécanismes parallèles à N fermetures cinéma-
tiques, N étant le nombre de câbles. Des dispositifs enrouleurs de câble sont généralement
situés sur la structure fixe, même si on trouve certains contrexemples où le but est d’em-
barquer l’enroulement des câbles sur la plate-forme, comme par exemple dans [Weber
et al., 2015]. Le plus souvent, les enrouleurs de câbles se composent de tambours couplés
à des moteurs, soit directement soit au moyen de réducteurs. Les longueurs des câbles
sont modifiées en actionnant les enrouleurs, permettant ainsi de modifier la position et
l’orientation de la plate-forme.
Les points d’attache des câbles sur la plate-forme sont considérés équivalents à des
liaisons cardans et les points de sortie des câbles peuvent être considérés comme fixes
ou mobiles. La position du point de sortie d’un câble enroulé sur une poulie évolue dans
le temps autour de la poulie [Pott, 2012]. Ce problème peut être réglé au moyen d’une
poulie de renvoi, c’est le cas sur le RPC CoGiRo par exemple, cependant la plupart des
travaux négligent ce phénomène. Enfin des actionneurs supplémentaires peuvent aussi
faire varier la position des points d’attache ou de sortie des câbles, on parle alors de RPC
reconfigurables, comme par exemple [Gagliardini et al., 2015].
Dans certains travaux, les câbles sont combinés à d’autres mécanismes d’actionne-
ment pour améliorer leurs performances. Il peut s’agir d’autres types de chaînes cinéma-
tiques liant le bâti à la plate-forme ; par exemple sur le RPC de [Trevisani et al., 2006] un
bras 2R-SCARA passif est ajouté en parallèle aux câbles pour améliorer la précision du RPC
et dans [Seriani et al., 2015] le même type de bras est ajouté pour augmenter l’espace de
travail du RPC. Les outils utilisés au cours de cette thèse ne permettent pas de traiter ces
cas, les RPC désignent ici des mécanismes parallèles dont les chaînes cinématiques sont
toutes des câbles.
Un RPC est ainsi défini comme un robot dont la plate-forme mobile est liée au bâti par
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des câbles uniquement, et actionné en faisant varier la longueur des câbles ou la position
de leurs points d’attache dans le cas des RPC reconfigurables. Des actionneurs embarqués
peuvent aussi être ajoutés sur la plate-forme, par exemple dans [Weber et al., 2014]. Bien
qu’ils contribuent à son mouvement, ces actionneurs sont considérés comme externes au
RPC. Leur contribution au mouvement du RPC est comptabilisée comme la contribution
d’éléments extérieurs.
Contrairement aux mécanismes parallèles classiques, les chaînes cinématiques des
RPC ne sont pas rigides, mais composées de câbles flexibles. Un câble est un solide dé-
formable dont l’une des dimensions est très grande devant les deux autres.
Le câble ne peut agir sur la plate-forme qu’en traction. En effet le câble prend une forme
rectiligne lorsque une force de traction lui est appliquée – sa tension est alors positive – et
il flambe sans opposer de résistance lorsqu’il est soumis à une sollicitation en compres-
sion (tension négative). Lorsqu’un ou plusieurs câbles sont détendus, le RPC perd un ou
plusieurs degrés d’actionnement, cela peut empêcher la plate-forme d’atteindre avec pré-
cision la pose désirée. Cette particularité est au centre des questions de commande des
RPC.
Le comportement d’un câble de masse nulle est en général considéré comme linéaire
et élastique : le câble s’allonge proportionnellement à la tension qui lui est appliquée par
le poids de la plate-forme ou l’action des autres câbles.
Au contraire, un câble de masse non nulle s’affaisse sous son propre poids, on parle
du phénomène de sagging. Il faut alors considérer l’affaissement du câble dans le modèle
géométrique du robot [Riehl, 2011]. La forme du câble est alors généralement décrite par
le modèle de la caténaire élastique donné par [Irvine, 1981] : l’affaissement augmente en
fonction du poids linéique du câble et diminue en fonction de la tension mais son ampli-
tude maximale augmente non-linéairement en fonction de la longueur du câble. Si l’affais-
sement est faible, il est possible de modéliser le câble par une parabole [Riehl, 2011]. Dans
les cas où la masse du câble ne peut pas être négligée, il faut estimer sa déflexion due au
sagging pour déterminer la longueur de câble déroulée.
Dans sa thèse, Bouchard propose des outils pour déterminer si l’effet de sagging est
négligeable [Bouchard, 2008]. La masse des câbles est souvent négligée devant celle de la
plate-forme et de son chargement, ce qui permet d’utiliser un modèle mécanique pure-
ment élastique. Dans cette thèse la masse des câbles sera négligée et leur déformation sera
considérée comme élastique et linéaire à la tension.
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Figure 2.1: Exemple de robot à 8 câbles et 6 DDL
2.1.2 Configuration des RPC
Une représentation schématique d’un RPC entraîné par huit câbles est présentée à la
Figure 2.1. Le croisement de certains câbles résulte de l’optimisation de la géométrie du
robot pour améliorer ses performances. L’optimisation de la configuration des RPC n’est
pas abordée dans cette thèse. Ce sujet est notamment discuté dans [Barrette et Gosselin,
2005; Riehl, 2011; Zhou et al., 2012; Gouttefarde et al., 2015a; Hussein et al., 2018].
Les diverses possibilités de configurations des RPC – le placement des points d’attache
à la structure et à la plate-forme – permettent d’envisager différentes géométries. Celles-ci
sont généralement divisées en deux classes, les RPC pleinement contraints et suspendus.
Configuration pleinement contrainte. La configuration est dite pleinement contrainte
si les câbles peuvent générer des forces et des moments sur la plate-forme dans toutes les
directions. Une condition nécessaire mais non suffisante pour obtenir un RPC en confi-
guration pleinement contrainte est qu’il y ait au moins un câble de plus que le RPC ne
possède de DDL [Kawamura et Ito, 1993]. Un exemple de RPC pleinement contraint est
donné à la Figure 2.2.
Configuration suspendue. En configuration suspendue, tous les câbles sont situés au-
dessus de la plate-forme et tendus par son poids. Un avantage notable de cette configura-
tion est de réduire le risque de collision entre le robot et son environnement dans un cadre
industriel. Un RPC suspendu utilise le poids de la plate-forme comme force constante as-
surant la tension des câbles. Ce type de robot n’est pas nécessairement redondant, il suffit
d’autant de câbles que de DDL pour le commander dans toutes les directions. Par oppo-
sition à la classe précédente, cette configuration est dite partiellement contrainte, le robot
ne peut générer que des efforts limités dans certaines directions, il ne peut générer qu’un
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Figure 2.2: Robot pleinement contraint à 4 câbles et 3 DDL
faible effort vertical vers le bas par exemple. Un exemple en est donné à la Figure 2.3. Tous
les robots utilisés dans cette thèse sont en configuration suspendue.
• ••
•
• •
••
Figure 2.3: Robot suspendu à 3 câbles et 3 DDL
2.1.3 Avantages et inconvénients
Les mécanismes parallèles sont très utilisés en robotique notamment en raison de leurs
propriétés qui permettent d’atteindre des dynamiques importantes et un rapport charge
utile-masse élevé [Merlet, 2006].
L’utilisation de câbles au lieu de jambes rigides dans le cas des RPC permet de réduire
fortement les masses et les inerties des pièces mécaniques en mouvement pendant le fonc-
tionnement du robot. De plus, les câbles pouvant porter de lourdes charges, cette propriété
permet de construire des robots dont la charge utile est très importante par rapport à leur
masse [Albus et al., 1993; Gouttefarde et al., 2015a]. Enfin, cela permet aux RPC d’atteindre
des performances dynamiques élevées [Kawamura et al., 1995; Bruckmann et al., 2013].
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Les chaînes cinématiques simples des RPC les rendent facilement transportables et re-
configurables [Merlet et Daney, 2010; Gagliardini et al., 2015]. La géométrie de ces robots
peut rapidement être modifiée, ce qui permet de changer leur modèle géométrique.
En outre, l’emploi de câbles flexibles et légers, qu’il est possible de dérouler, permet
d’utiliser des câbles très long – jusqu’à plusieurs centaines de mètres [CableCam] – et per-
met donc aux RPC d’atteindre une taille importante [Nahon et al., 2002; Bouchard et Gos-
selin, 2006; Li et al., 2013].
La notion d’espace de travail d’un robot décrit l’ensemble des poses (positions et orien-
tations) qu’il peut atteindre et où il peut appliquer un torseur d’effort donné [Verhoeven
et Hiller, 2000]. Trois contraintes doivent être satisfaites pour qu’une pose appartienne à
l’espace de travail [Merlet, 2004]. La première est qu’elle respecte la longueur maximale et
minimale des câbles. La deuxième contrainte est que les collisions des câbles entre eux et
avec la plate-forme doivent être évitées dans l’espace de travail. La gestion de la collision
des câbles a notamment été traitée dans [Merlet, 2004; Bouchard, 2008; Nguyen et Goutte-
farde, 2015]. Les interférences entre câbles peuvent aussi être considérées comme des per-
turbations et corrigées par la commande [Otis et al., 2009]. La dernière contrainte est que
la tension dans les câbles doit être admissible, c’est à dire qu’elle doit être comprise dans
intervalle de tensions donné tel que le câble conserve un comportement linéaire élastique.
L’espace de travail des RPC est principalement limité par la capacité à générer un tor-
seur d’effort donné au Centre de Gravité (CDG) de la plate-forme. En effet, les câbles
n’étant pas capables de pousser, il existe de nombreuses situations où produire des efforts
dans certaines directions est impossible. Par exemple, un RPC suspendu ne peut fournir
vers le bas qu’un effort inférieur ou égal au poids de la plate-forme. L’unilatéralité de l’ac-
tionnement et l’admissibilité des tensions dans les câbles sont des facteurs limitant l’es-
pace de travail des RPC.
Il existe différentes définitions de l’espace de travail des mécanismes parallèles à
câbles, dont deux sont détaillées ici. La première est l’espace des poses polyvalentes ou
wrench closure workspace en anglais, définie comme l’ensemble des poses pour lesquelles
les câbles sont capables d’exercer n’importe quel torseur d’effort sur la plate-forme [Gout-
tefarde et Gosselin, 2006]. Cet ensemble dépend uniquement de la géométrie du robot. Le
calcul de cet espace s’avère complexe dans le cas général, mais des méthodes de calcul ont
été développées [Gouttefarde et Gosselin, 2005; Merlet, 2013].
La seconde, l’espace des torseurs générables ou Wrench-Feasible Workspace (WFW)
en anglais, désigne l’ensemble des poses pour lesquelles tous les torseurs d’un ensemble
donné peuvent être générés à l’aide de tensions dans les câbles comprises entre deux
bornes [Bosscher et al., 2006]. Cette définition plus pratique dans le cadre de la concep-
tion permet de déterminer l’espace dans lequel le RPC est à même de fournir un torseur
d’effort connu à l’avance.
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Parmi les autres définitions, Barette définit un espace de travail dynamique [Barrette
et Gosselin, 2005] qui contient les poses accessibles avec des accélérations atteignables en
conservant des tensions strictement positives.
Quelle que soit la définition retenue, l’espace de travail d’un RPC peut avoir des formes
et des tailles très variées selon sa géométrie. Il est à noter que le rapport entre le volume
occupé par le robot et son espace de travail peut être très important.
En contrepartie, l’utilisation de jambes flexibles diminue drastiquement la matrice de
raideur du robot. La raideur d’un RPC dépend de la tension dans les câbles, de la matrice
jacobienne du RPC et de la dérivée de cette jacobienne [Behzadipour et Khajepour, 2006].
En considérant les câbles comme des segments de droite, d’après [Behzadipour et Khaje-
pour, 2006; Bolboli et al., 2018], on obtient la matrice décrivant la raideur du robot dans
toutes les directions de l’espace en sommant les deux termes suivants :
1. la matrice de la raideur due aux câbles. Dans le cas simple où les câbles sont consi-
dérés comme des ressorts linéaires [Diao et Ma, 2009] : Ke = J>KcJ, avec Kc la ma-
trice diagonale contenant les raideurs axiales de chacun des câbles, J la matrice Ja-
cobienne du robot qui dépend de sa géométrie.
2. la matrice de la raideur due à la tension dans les câbles, K f . En notant, e
× la matrice
de pré-produit vectoriel associée au vecteur e , i l’indice du câble, i ∈ [1..N], u i le
vecteur directeur du i ème câble, li sa longueur, b i le vecteur entre le CDG de la plate-
forme et le point d’attache du i ème câble et τi la tension dans le i ème câble. D’après
[Behzadipour et Khajepour, 2006], K f se calcule ainsi :
K f =
N∑
i=1
τi
li
 I3×3−u iu>i (I3×3−u iu>i )b×>i
b×i (I3×3−u iu>i ) b>i (I3×3−u iu>i )b×>i − liu×i b×i
 (2.1)
Alors, selon Behzadipour, la raideur totale vaut :
K =Ke +K f (2.2)
Comme les chaînes cinématiques du RPC sont des câbles flexibles, les termes de la ma-
trice Kc contenant leurs raideurs axiales sont faibles. Alors, compte tenu de la géométrie
des RPC suspendus, les termes de la matrice Ke sont relativement faibles. Ke dépend éga-
lement de la configuration du RPC, à proximité de la singularité Ke tend à devenir nulle.
En configuration pleinement contrainte, il est possible d’augmenter les efforts internes du
système et donc sa raideur en tirant avec tous les câbles, et donc d’augmenter la valeur du
terme K f . Cependant, ceci n’est pas possible en configuration suspendue. Donc la raideur
totale des RPC suspendus est faible par nature.
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Le modèle élasto-dynamique d’un RPC permet de prendre en compte la dynamique
d’un câble élastique et pesant dans la modélisation de son comportement dynamique. Ce
modèle est obtenu à partir de la raideur dynamique [Yuan et al., 2014] de chaque câble, qui
prend en compte à la fois la masse et l’élasticité. Dans [Baklouti et al., 2018], une analyse
de sensibilité aux incertitudes paramétriques est menée en utilisant ce modèle.
La connaissance de la raideur dynamique permet l’identification des fréquences
propres du RPC [Yuan et al., 2017; Jiang et al., 2018]. À cause de leur faible raideur, les RPC
suspendus ont des fréquences naturelles de vibration très basses, de l’ordre du Hertz [Ka-
wamura et al., 2000; Weber, 2016]. Ces basses fréquences sont associées à des amplitudes
de vibrations parfois importantes [Yuan et al., 2017] et à cause du faible amortissement des
câbles, à un temps de stabilisation long.
2.1.4 Applications des RPC
Leurs spécificités, notamment un coût relativement faible, leurs tailles éventuellement
très grandes, leur grand espace de travail ou encore leur facilité de reconfiguration et de
transport, permettent des utilisations très diverses des RPC. L’utilisation de mécanismes
ou de structures exploitant l’enroulement de câbles remonte à l’antiquité notamment pour
soulever des charges (grues) mais aussi pour générer un mouvement comme sur le chariot
d’Héron d’Alexandrie [d’Alexandrie, I siècle].
Une des premières utilisations de RPC date de 1984 dans la thèse de Landsberger, où les
jambes d’une plate-forme de Stewart-Gough sont remplacées par des câbles [Landsberger,
1984]. Ce robot, représenté à la Figure 2.4a, se compose d’une plate-forme actionnée par 6
câbles situés sous la plate-forme qui la tirent vers le bas et un vérin vertical pour mainte-
nir les câbles en tension en appliquant une force sur la plate-forme. D’après la définition
utilisée dans cette thèse, ce manipulateur parallèle n’entre pas dans la définition de RPC
utilisée ici, comme il n’est pas actionné uniquement par des câbles.
Le premier exemple de RPC qui rentre dans cette définition est la Skycam [Cone, 1985].
Il s’agit d’un robot parallèle à quatre câbles suspendu au-dessus d’un stade avec une ca-
méra fixée sur la plate-forme, voir Figure 2.4b. La caméra doit pouvoir se mouvoir dans
un grand espace et le système doit être invisible depuis la caméra et discret dans le stade
pour ne pas déranger les personnes présentes. Ce robot étant piloté à distance, la question
de son asservissement n’est pas traitée. La Skycam effectue uniquement des mouvements
de translation, la caméra est munie d’un support pan-tilt qui effectue les rotations et com-
prend également des stabilisateurs passifs embarqués (roues à inertie) pour compenser les
vibrations.
Des RPC ont été utilisés à des fins de manipulation comme des grues robotisées pour
déplacer des charges dans un vaste espace de travail. Le premier de ces travaux a été pré-
senté par Dagalakis et Albus dans [Dagalakis et al., 1989] ; il concerne un dispositif pour
2.1. ÉTAT DE L’ART DES RPC 19
(a) Plate-forme actionnée par
des câbles[Landsberger, 1984]
(b) Skycam
Figure 2.4: Précurseurs des RPC suspendus
contrôler une lourde charge sur plusieurs DDL à l’aide d’une plate-forme de Stewart-
Gough inversée et pilotée par des câbles, tel que montré Figure 2.5a. Ces travaux ont été
précurseurs des premiers RPC suspendus, comme par exemple le NIST-ROBOCRANE [Al-
bus et al., 1993]. Ce dernier robot est suspendu et muni de 6 câbles pour 6 DDL, voir Fi-
gure 2.5b. Ce genre de manipulateur qui permet de manipuler de lourdes charges sur un
grand espace de travail correspond très bien aux avantages des RPC. D’autres robots de ce
type ont été développés plus récemment, comme par exemple le manipulateur suspendu
CoGiRo montré à la Figure 2.6, qui est un RPC suspendu redondant puisque muni de 8
câbles pour 6 DDL [Gouttefarde et al., 2015a].
(a) Robot grue [Dagalakis et al., 1989] (b) NIST-ROBOCRANE
Figure 2.5: Premiers concepts de RPC suspendus
L’aptitude des RPC à travailler à de très grandes échelles est également exploitée dans
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Figure 2.6: Le RPC CoGiRo à 8 câbles et 6 DDL
certains projets. Par exemple, le collecteur du radio-télescope FAST en Chine [Li et al.,
2013], représenté à la Figure 2.7a, est un RPC suspendu dont les câbles ont une longueur
de plusieurs centaines de mètres. De même le collecteur du télescope LAR au Canada (Fi-
gure 2.7b) est un robot suspendu inversé d’une taille de l’ordre de la centaine de mètres
dont les câbles sont tendus par un ballon d’hélium attaché à la nacelle [Dewdney et al.,
2002; Nahon et al., 2002; Meunier et al., 2009]. Un prototype à échelle réduite de ce téles-
cope a déjà été réalisé et testé [Lambert et al., 2007].
(a) Radio-télescope FAST (b) Principe du collecteur du LAR
Figure 2.7: Exemples de très grands RPC
Les grandes dynamiques qui peuvent être atteintes par des RPC ont également donné
lieu à des développements. Des RPC pleinement contraints ont été développés pour des
applications de manipulation d’objets avec des dynamiques importantes. Le premier tra-
vail sur les RPC rapides a été le FALCON-7 [Kawamura et al., 1995]. Il s’agit d’un RPC plei-
nement contraint à 7 câbles pour 6 DDL, il est représenté à la Figure 2.8a. De même le
SEGESTA est aussi un robot pleinement contraint redondant à 7 câbles développé pour at-
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teindre de grandes dynamiques [Hiller et al., 2005]. Des robots à 8 câbles pour 6 DDL ont
également été réalisés pour des application industrielles, par exemple les deux versions de
IPAnema [Pott et al., 2013] représentées à la Figure 2.8b.
(a) FALCON-7 (b) Les deux versions de IPAnema
Figure 2.8: Exemples de RPC pleinement contraints rapides
La capacité des RPC pleinement contraints à produire des torseurs d’efforts dans toutes
les directions tout en minimisant les perturbations visuelles est intéressante dans le do-
maine haptique. L’objectif est de donner à l’utilisateur la sensation de toucher un environ-
nement virtuel. Cette application nécessite des réactions très rapides de l’interface et donc
une grande dynamique de la plate-forme. Parmi les premiers RPC pleinement contraints
développés pour réaliser une interface haptique se trouve l’interface de [Lindemann et Te-
sar, 1989] pour réaliser de la télé-opération, voir Figure 2.9a. Ce concept a été repris notam-
ment dans [Kawamura et Ito, 1993] et dans les différents développements du SPIDAR [Sato
et al., 1992], une interface haptique de réalité virtuelle constituée d’un ou deux RPC plei-
nement contraints selon les versions. [Williams II, 1998] décrit les RPC comme plus légers
et plus faciles à manipuler que les interfaces haptiques traditionnelles. Enfin la compagnie
HAPTION SA commercialise l’interface haptique à taille humaine INCA 6D™, équipée de 8
câbles pour 6 DDL, représentée à la Figure 2.9b.
Enfin la facilité de transport et de reconfiguration des RPC a été mise à profit pour ima-
giner des robots suspendus transportables. La simplicité, la flexibilité et la légèreté des RPC
a permis la conception de robots rapidement déployables conçus pour porter assistance à
des victimes de catastrophes [Bosscher et al., 2005]. Dans ces travaux le RPC à 3 câbles est
attaché à des poteaux mobiles, voir Figure 2.10a.
Le MARIONET-crane décrit dans [Merlet et Daney, 2010], est un robot à 6 câbles, conçu
pour être déployé rapidement ; il est présenté à la Figure 2.10b.
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(a) Interface de téléopération
[Lindemann et Tesar, 1989]
(b) INCA™6D
Figure 2.9: Exemples de RPC pleinement contraints utilisés comme interface hap-
tique
(a) Concept de RPC déployable
[Bosscher et al., 2005]
(b) MARIONET-CRANE
Figure 2.10: Exemples de RPC déployables
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2.2 Stabilisation
2.2.1 Les différentes approches de stabilisation
Les chaînes cinématiques d’un RPC étant des câbles flexibles et non des ensembles de
solides rigides, certaines difficultés apparaissent quand la longueur des câble est grande ou
que leur raideur est faible. En utilisant des câbles fins, la raideur des RPC suspendus est très
faible. Ces robots ont des fréquences naturelles de vibration très basses et des amplitudes
de vibrations importantes.
Une approche proposée pour les robots pleinement contraints et redondants est d’aug-
menter la tension dans les câbles pour augmenter la raideur du système [Kawamura et al.,
1995; Behzadipour et Khajepour, 2006], comme vu à l’équation (2.2). Cette approche n’est
cependant pas adaptée aux RPC suspendus.
Pour résoudre les problèmes de vibrations de RPC suspendus, les approches classiques
existant dans la littérature se divisent en deux catégories :
• l’amortissement passif qui permet d’amortir les vibrations sans utiliser d’actionneur
• l’amortissement actif qui consiste à créer un torseur d’effort qui permet de dissiper
l’énergie d’oscillation. Deux techniques existent :
– soit en utilisant les actionneurs des enrouleurs, il s’agit de modifier la com-
mande des actionneurs du système déjà présents pour générer ce torseur
– soit en ajoutant des actionneurs supplémentaires dédiés à la compensation des
vibrations
m
m2
kd
k2d2
Moteur
Figure 2.11: Principe de l’amortissement passif
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Amortissement passif. Le concept de l’amortissement passif des vibrations est montré
à la Figure 2.11. Au système composé d’une masse m reliée au bâti par une liaison de rai-
deur k et d’amortissement d , et mû par un moteur est ajoutée une masse m2 en mouve-
ment non actionnée et liée à la première par une liaison de raideur k2 et d’amortissement
d2 L’ensemble composé de cette masse et de sa liaison avec le premier système devant
avoir la même fréquence naturelle que ce dernier. Ce principe d’amortissement, parfois
appelé amortisseur harmonique, est de par sa simplicité de mise en oeuvre utilisé dans
des applications très différentes. Un exemple d’utilisation est la stabilisation en torsion les
oscillations du vilebrequin dans les moteurs de voiture afin de diminuer significativement
l’usure des pièces et le niveau sonore du moteur [Henrich, 1957]. Ce système a aussi été
utilisé pour réduire l’amplitude des vibrations de bâtiment pendant les séismes [Petersen,
1980]. Dans [Connor, 2003], l’auteur donne une méthode pour dimensionner les masses,
ressorts et amortisseurs afin de concevoir un système d’amortissement sur mesure pour
un bâtiment. Un exemple célèbre est l’utilisation d’une masse pour amortir les vibrations
de la tour Taipei 101 illustré à la Figure 2.12. Il s’agit d’une sphère de 5,5 m de diamètre
pesant 600 tonnes et amortie par 6 vérins.
Figure 2.12: La masse d’amortissement passif de Taipei 101
Ces dispositifs ont l’inconvénient d’être conçus pour amortir les vibrations à une fré-
quence donnée. Or, cette fréquence dépend fortement de la raideur du système, qui dans
le cas d’un RPC dépend elle-même de la pose de la plate-forme, voir l’équation (2.2). Par
exemple, la fréquence de vibrations selon l’axe vertical en fonction des coordonnées selon
les deux autres axes, notés x et y , de la plate-forme du robot CoGiRo est donnée Figure 2.13.
La variation des fréquences d’oscillations en fonction de la pose pour un RPC plan a entre
autres été étudiée dans [Montgomery et Vaughan, 2017].
On constate à la fois que la fréquence d’oscillation de CoGiRo est faible et que l’in-
fluence de sa position dans l’espace sur celle-ci est forte. Ce type d’amortissement n’est
donc pas adapté pour un robot à câbles suspendu.
Amortissement actif par les actionneurs du système. Cette technique, aussi nommée
modelage d’entrées, est illustrée à la Figure 2.14. Le système composé d’une masse m re-
2.2. STABILISATION 25
Figure 2.13: Fréquence de vibration verticale de CoGiRo
en fonction de sa position en x et y
m
kd Moteur
∆x˙
Figure 2.14: Principe de l’amortissement actif par les actionneurs des enrouleurs
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liée au bâti par une liaison de raideur k et d’amortissement d , produit un signal de com-
mande pour annuler ses propres vibrations avec une valeur mesurée ou estimée de son
erreur de positionnement. C’est à dire que les actionneurs qui pilotent le système servent
aussi à atténuer les vibrations qu’il créent. À cette fin, il faut déterminer les paramètres vi-
bratoires – répartition des masses et matrice de raideur – du système à partir d’une bonne
connaissance de sa modélisation.
L’utilisation des actionneurs du système pour l’amortissement actif est une technique
très utilisée, permettant l’amortissement des vibrations en boucle ouverte ou en boucle
fermée. Cette technique a été utilisée sur des RPC dans différents contextes, en boucle ou-
verte ou en boucle fermée [Yanai et al., 2002; Yoon et al., 2016; Montgomery et Vaughan,
2017; Begey et al., 2018]. Si les impulsions de la commande sont bien choisies, alors le sys-
tème en boucle ouverte ne produira que peu de vibrations. Les amplitudes et fréquences
d’oscillations sont obtenues à partir du modèle du système [Singhose, 1997], les vibrations
résultant de perturbations ne sont donc pas amorties. Cette technique est bien adaptée
pour les systèmes linéaires, mais elle a pu être utilisée dans des contextes non-linéaires.
Son utilisation sur des systèmes non-linéaires est généralement lourde en calcul. De plus,
la majorité des résultats se limite à des systèmes vibrant selon un seul mode [Kozak et al.,
2004], ce qui n’est pas le cas des RPC.
Sur le robot suspendu à 8 câbles et 6 DDL CoMiRo, voir Figure 2.15, une mesure de
l’erreur en vitesse de la plate-forme est utilisée pour déterminer les vibrations. Cette me-
sure projetée dans l’espace modal1 permet de concevoir un contrôleur Single Input-Single
Output pour chacun des moteurs afin de rejeter les vibrations affectant la plate-forme du
robot [Weber et al., 2015].
Ces méthodes peuvent être rendues robustes aux erreurs paramétriques du système
[Kozak et al., 2004]. Cependant, ces méthodes nécessitent des moteurs ayant une bande
passante élevée pour donner de bons résultats [Weber, 2016]. Pour une bande passante
trop basse, les actionneurs du robot se révèlent incapables de suivre une consigne s’oppo-
sant aux vibrations.
Amortissement actif par ajout d’actionneurs. Le principe de fonctionnement général
de l’amortissement actif par ajout de dispositifs actionnés est illustré par la Figure 2.16. Au
système composé d’une masse m reliée au bâti par une liaison de raideur k et d’amortis-
sement d , et mû par un moteur est ajouté un second système, composé d’une masse m2
en mouvement non actionnée et liée à la première par une liaison de raideur k2 et d’amor-
tissement d2 et actionnée par un second moteur dont la commande dépend de la mesure
des vibrations. La commande de ces dispositifs étant indépendante de celle du RPC, ils
peuvent fonctionner avec une motorisation de bande passante adéquate. De plus, ils sont
indépendants de la géométrie du RPC.
1Espace dont les vecteurs de la base sont les directions principales de vibration du système
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Figure 2.15: Comiro
m
m2
kd
k2d2
Moteur
∆x˙
Moteur
Figure 2.16: Principe de l’amortissement actif par ajout d’actionneur
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Par exemple, dans le cas de l’Active Damping Device de Micromega Dynamics™ qui a
été utilisé pour réduire les vibrations d’une machine à commande numérique et d’un robot
de pick-and-place [Zulaika et Campa, 2009], des dispositifs d’amortissement sont utilisés
pour atténuer les vibrations dues au contact de l’outils sur l’objet lors des opérations d’usi-
nage numérique.
Sur le RPC plan CaWiRo présenté Figure 2.17a, des roues à inertie ont été utilisée pour
compenser les oscillations en rotation de la plate-forme dans [Weber et al., 2014].
Sur un autre RPC plan, deux pendules actionnés sont utilisés pour compenser les vibra-
tions hors-plan du robot [Rushton, Mitchell, 2016], voir Figure 2.17b. Ces pendules, dont le
positionnement sur la plate-forme du robot est le résultat d’un calcul d’optimisation [Ru-
shton et Khajepour, 2016], sont commandés par une commande proportionnelle à l’erreur
de position mesurée.
(a) CaWiRo [Weber et al., 2014]
(b) Pendules actionnés [Rushton, Mitchell, 2016]
Figure 2.17: Ajout d’actionneurs sur deux RPC
Il est possible pour les RPC dont le mouvement est de faible amplitude, de réaliser des
amortissements à deux étages [Connor, 2003]. Il s’agit d’un couple composé d’un amortis-
seur passif qui amortit une fréquence proche de celle du robot et d’un amortisseur actif
dont le rôle est de régler la fréquence de l’ensemble pour amortir les vibrations du robot,
comme présenté sur la Figure 2.18.
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Figure 2.18: Amortissement à deux étages
2.2.2 Stabilisation par ajout d’actionneurs
L’ajout de dispositifs actionnés pour stabiliser la plate-forme d’un RPC est la méthode
qui sera retenue dans cette thèse. Le choix du type de dispositif en fonction des perfor-
mances retenues sera discuté au chapitre 3. Le stabilisateur est le nom donné à l’ensemble
composé d’un ou plusieurs de ces dispositifs qui agissent de concert pour compenser les
vibrations.
Roue à inertie. Une roue à inertie est un solide en rotation autour d’un axe qui génère
un couple. Une roue à inertie produit un couple sur son axe de rotation, en accord avec le
troisième principe de Newton (principe de réaction). Le couple exercé par une roue à iner-
tie sur son support est l’opposé du couple moteur appliqué à la roue. Des roues à inertie
peuvent être utilisées pour générer un couple sur un robot afin de compenser des vibra-
tions.
Par exemple, sur le robot CaWiRo présenté Figure 2.17a ci-dessus, des roues à inertie
sont utilisées pour compenser les vibrations en rotation du robot [Weber et al., 2014].
Les roues à inertie sont fréquemment utilisées pour contrôler l’orientation de satellites
[Ismail et Varatharajoo, 2010]. Dans [Garrard et Clark, 1969] plusieurs roues à inertie sont
utilisées pour contrôler l’orientation selon les 3 DDL de satellites.
Actionneur gyroscopique. Un actionneur gyroscopique est un dispositif constitué d’une
roue formant un volant d’inertie et tournant généralement à vitesse élevée constante ainsi
que d’un moteur actionnant un axe perpendiculaire à l’axe de rotation de la roue. Contrai-
rement à une roue à inertie, un système gyroscopique produit un moment autour d’un axe
orthogonal à l’axe de rotation de son volant d’inertie et à l’axe du moteur d’inclinaison de
la roue, proportionnel à la vitesse de ce dernier.
Ce dispositif est également souvent utilisé pour contrôler et modifier l’orientation de
systèmes. Les actionneurs gyroscopiques sont souvent utilisés sur des objets sans contact
avec le sol, comme par exemple dans le domaine spatial [Lappas et al., 2002], pour la stabi-
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lisation en roulis d’un navire [Townsend et al., 2006] ou encore dans le milieu sous-marin
[Thornton et al., 2007].
Même si cela est beaucoup plus rare, des actionneurs gyroscopiques ont pu être utili-
sés comme stabilisateurs actifs, dans le domaine du génie civil par exemple [Higashiyama
et al., 1998]. On peut également citer un exemple d’utilisation en robotique médicale, avec
la stabilisation active des mouvements cardiaques dans [Gagne et al., 2012].
Masse en translation. Une masselotte actionnée en translation génère, selon le principe
de réaction de Newton, une force qui est l’opposée de la force qui lui est appliquée.
Ce type de dispositif est utilisé dans l’industrie pour la compensation active de vibra-
tions. Par exemple, des masses en translation sont utilisées dans le guidage de systèmes
spatiaux et aéronautiques [Zimmerman et Inman, 1990], ou pour la stabilisation d’un bâ-
timent [Diaz et Reynolds, 2009].
Bras en rotation. Ce dispositif est composé d’une masselotte disposée au bout d’un bras
de longueur fixe et actionné en rotation. Ce type d’actionement embarqué est parfois dé-
nommé pendule actionné, et a déjà été utilisé dans la stabilisation active de RPC.
Par exemple dans [Trimpe et D’Andrea, 2012], six bras sont utilisés pour stabiliser le
robot Cubli dans un contexte statique par compensation du décalage du centre de masse.
Le robot de forme cubique peut ainsi rester en équilibre sur une table sur un de ses coins
en résistant à certaines perturbations.
Dans [Rushton et Khajepour, 2016], deux bras sont placés sous la plate-forme d’un RPC
plan à 3 DDL. Ces bras sont commandés pour réaliser la compensation active d’efforts hors
plan, y compris dans un contexte dynamique.
La dynamique d’un bras actionné est utilisée pour générer un torseur d’efforts. C’est
aussi l’effet utilisé dans [Chang-Siu et al., 2011], où un pendule actionné est fixé sur une
base mobile. Le pendule actionné est utilisé pour générer un couple sur la plate-forme
afin d’éviter le basculement de la base pendant un saut, à la manière d’une queue de lézard
utilisée pour la stabilisation pendant un saut.
De même dans [He et al., 2008], deux bras servent à générer le torseur d’efforts pour
faire décoller un robot sauteur et le stabiliser en vol.
Ces différents dispositifs de stabilisation seront modélisés et étudiés dans le chapitre 3,
afin de réaliser le choix d’un ou de plusieurs pour la stabilisation active d’un RPC.
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2.3 Optimisation
2.3.1 Le processus d’optimisation
La position des dispositifs de stabilisation définit leur action sur la plate-forme du RPC.
En particulier, il existe une ou plusieurs positions pour lesquelles l’emplacement des ac-
tionneurs maximise la faculté du stabilisateur à agir sur la plate-forme. Le processus qui
consiste à comparer entre elles différentes positions alternatives et à les sélectionner en
fonction d’un critère défini est un processus d’optimisation.
Ce critère est exprimé sous la forme d’une fonction mathématique, appelée fonction
objectif ou fonction de coût. La solution optimale, ou la meilleure solution, correspond à
la valeur de l’argument qui minimise (ou maximise suivant le cas) une fonction de coût,
l’argument de cette fonction étant la variable à optimiser.
La variable d’optimisation ou la fonction de coût peuvent être sujettes à des
contraintes, la faisabilité d’une solution est vérifiée avant son évaluation.
Les problèmes d’optimisation sont utilisés dans de nombreux travaux, dont certains
sur les RPC tels que les problèmes de conception [Rosati et al., 2011; Azizian et Cardou,
2012], d’ordonnancement [Gouttefarde et al., 2015a; Khakpour et al., 2014], de planifica-
tion [Oh et Agrawal, 2006], mais également les domaines économiques et financiers, phi-
losophiques etc.
Pour un problème d’optimisation complexe [Dréo et al., 2003], soit en raison du grand
nombre d’inconnues ou soit en raison de la formulation complexe, il est rare de pou-
voir trouver une solution analytique exacte. Le problème est alors résolu au moyen d’al-
gorithmes numériques d’optimisation itératifs qui permettent d’approcher pas à pas une
solution. Selon le problème d’optimisation à résoudre, certains algorithmes peuvent être
efficaces ou au contraire complètement inopérants [Elbeltagi et al., 2005].
Deux approches de recherche du minimum – ou du maximum – de la fonction de coût
existent : l’approche déterministe et l’approche stochastique.
Approche déterministe. L’approche déterministe permet de résoudre les problèmes de
manière exacte dans un temps fini. Ces méthodes supposent généralement que la fonc-
tion de coût est convexe, au moins localement, continue et dérivable. Cette approche est
fréquemment utilisée en ingénierie pour optimiser la conception de systèmes, cependant
dans le cas d’un espace de recherche important – grand nombre de variables ou grand
nombre de valeurs possibles pour les variables – ces techniques se révèlent lentes. De plus,
quand la fonction d’optimisation n’est pas convexe, l’existence de nombreux minimas lo-
caux augmente les chances de ne pas trouver une solution optimale au problème. Cette ap-
proche inclut notamment les méthodes basée sur la descente de gradient, dont font partie
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la méthode d’Euler ou celle des points intérieurs. Ces deux méthodes sont celles utilisées
par la fonction fmincon de MATLAB®.
Approche stochastique. L’approche stochastique est parfois appelée approche de
Monte-Carlo en raison de l’utilisation des tirages aléatoires pour fournir une solution
approchée. Les méthodes stochastiques permettent de trouver une solution approchée
à un problème lorsque la solution est inconnue ou qu’il n’existe pas de méthode déter-
ministe pour le résoudre en un temps raisonnable. Cette approche possède certaines
propriétés que les algorithmes déterministes n’ont pas pour accélérer la recherche ou en-
core s’extraire des minimas locaux [Hoos et Stützle, 2004]. Parmi ces algorithmes, certains
possèdent un principe générique adaptable à différents problèmes, on les appelle des
méta-heuristiques.
Les méta-heuristiques sont des processus stochastiques, généralement itératifs, qui
progressent vers un optimum global, sans garantie de l’atteindre, en évaluant une fonction
objectif à chaque pas de calcul. Elles se comportent comme des algorithmes de recherche
en apprenant les caractéristiques d’un problème pour en trouver une solution approchée.
Ces méthodes utilisent un haut niveau d’abstraction, ce qui leur permet d’être adaptées à
un large éventail de problèmes différents. Les algorithmes évolutionnistes appartiennent
à cette catégorie, dont font partie entre autres les algorithmes génétiques ou encore l’Op-
timisation par Essaim de Particules (OEP).
Dans le cas de l’optimisation du placement des dispositifs constituant le stabilisateur
embarqué sur la plate-forme d’un RPC, l’espace des paramètres est très important, 6 va-
riables par dispositif, et ces paramètres s’influencent mutuellement. Il s’agit d’un problème
d’optimisation difficile, l’utilisation d’une méta-heuristique est donc adaptée [Dréo et al.,
2003].
2.3.2 Métaheuristiques
La méthode du recuit simulé est inspirée de la métallurgie et a été présenté dans [Kirk-
patrick et al., 1983]. Il s’agit en métallurgie de réchauffer rapidement et de refroidir len-
tement le matériau pour minimiser son énergie mécanique. En optimisation, l’énergie du
système représente la fonction de coût. L’état courant du système est modifié par un terme
qui dépend de son état et par un terme aléatoire. Ce nouvel état peut soit faire baisser
l’énergie du système soit l’augmenter. L’ajout d’un terme aléatoire permet de s’extraire
d’un minimum local en augmentant l’espace de recherche, ce qui évite à l’algorithme de
s’enfermer trop vite dans la recherche d’un optimum local.
Les algorithmes génétiques appliquent à un ensemble de solutions potentielles – ap-
pelées chromosomes – du problème d’optimisation des méthodes issues de la sélection
naturelle [Goldberg, 1989], notamment :
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• des mutations, modification aléatoire des chromosomes
• des croisements, l’échange de deux caractères d’un chromosomes
• de la sélection, où les gènes les moins aptes sont éliminés
Après le processus de sélection, de nouveaux chromosomes sont créés en mélangeant les
caractères de ceux qui ont passé le test de sélection.
La méthode d’OEP, ou Particle Swarm Optimization en anglais, a été développée dans
[Kennedy et Eberhart, 1995]. Cet algorithme s’inspire également du monde vivant, notam-
ment de la socio-psychologie. Le déplacement des solutions potentielles – nommées indi-
vidus – est basé sur la collaboration avec les autres individus. Tous les individus de l’essaim
convergent ainsi progressivement vers l’optimum global. Cette méthode est expliquée plus
en détail dans l’annexe D.
Les principales méthodes stochastiques ont été comparées sur différents benchmark
dans [Elbeltagi et al., 2005]. Cet article s’intéresse au choix d’une métaheuristique dans le
cadre d’un problème d’optimisation complexe sans connaissance a priori du problème,
les algorithmes classiques sont testés pour différentes classes de problèmes. Il en résulte
que l’OEP a la chance de succès la plus élevée et des solutions de meilleure qualité que les
autres algorithmes, en ayant un temps calcul parmi les plus courts.
2.4 Commande
La commande des manipulateurs parallèles est un sujet abondamment traité dans la
littérature. Si un certain nombre de ces travaux peut être utilisé tel quel sur des RPC, leurs
particularités, notamment l’unilatéralité de l’actionnement par des câbles, nécessitent cer-
taines précautions. Si certaines stratégies de commande spécifiques aux RPC ont été déve-
loppées, celles-ci restent peu nombreuses.
Les outils classiques de la commande, comme le découplage non-linéaire ou la com-
mande par anticipation sont à la base de ces stratégies de commande. La stabilité des stra-
tégies de commande doit être démontrée, on utilise en général des fonctions de Lyapunov
à cette fin.
2.4.1 Stratégies de commande
Découplage non-linéaire. Les stratégies de commande par découplage non-linéaire
visent à produire un signal de commande qui linéarise le système en utilisant l’inverse du
modèle dynamique du robot. Dans cette famille de stratégies, la plus connue et la plus em-
ployée est la commande dynamique ou commande par couple calculé, plus connue sous
son nom anglais computed torque, décrite à la section 5.2.1 du chapitre 5. L’inconvénient
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majeur de cette méthode est que sa mise en oeuvre nécessite une connaissance approfon-
die du système et une bonne identification de ses paramètres. Cette commande peut être
synthétisée soit dans l’espace opérationnel du robot – l’espace cartésien dans lequel sont
représentées les coordonnées de la plate-forme – soit dans son espace articulaire – l’espace
paramétré par les positions des actionneurs du robot.
Commande par anticipation. La commande par anticipation, plus communément ap-
pelée par son nom anglais feedforward, consiste en l’anticipation du comportement futur
du système, d’où la notion de prédiction. Ce genre de commande nécessite une bonne
connaissance a priori du comportement du système et est la plupart du temps couplé avec
une boucle de rétroaction. Cette méthode peut être utilisée en complément d’une com-
mande par couple calculé.
Dans le cas des RPC, par la connaissance précise du modèle dynamique, il est possible
d’anticiper les erreurs de suivi de trajectoire. Cette méthode de commande a deux incon-
vénient : nécessiter une bonne connaissance du modèle du robot et connaître a priori les
perturbations qui affectent le robot.
2.4.2 Répartition des tensions
L’une des difficultés majeures de la commande des RPC est l’impossibilité pour les
câbles de pousser. Cette particularité, qui se traduit par l’obligation de définir une consigne
positive pour la tension dans chaque câble est traitée différemment suivant que le robot ait
strictement plus de câbles que de DDL – c’est alors un système sur-contraint – ou non.
Pour obtenir la meilleure répartition possible des tensions dans les câbles, l’approche la
plus fréquemment utilisée est d’utiliser un calcul d’optimisation. Le but est de maintenir la
tension du câble dans un intervalle admissible tout en optimisant un critère sur la somme
des tensions : soit la minimiser pour minimiser la consommation électrique des moteurs,
soit la maximiser pour augmenter la rigidité du système.
Dans le cas où le nombre de câbles est égal au nombre de DDL du RPC, il existe un seul
jeu de tensions de câbles capable de produire un torseur d’effort donné à la plate-forme.
Dans [Oh et Agrawal, 2006], les contraintes de faisabilité des tensions sont exprimées
sous forme d’inégalités et un algorithme de planification de trajectoire qui respecte ces
contraintes est proposé. Un algorithme de planification de trajectoires dynamiques qui
garantit une tension positive dans les câbles est donné dans [Jiang et al., 2018].
Il est également possible d’utiliser les effets dynamiques pour actionner plus de DDL
que le robot n’a de câbles. Dans ce cas, les efforts dynamiques ou inertiels sont utilisés
comme un actionnement supplémentaire [Cunningham et Asada, 2009; Gosselin et al.,
2010]. Cela permet d’atteindre certaines positions auxquelles il n’est pas possible de s’ar-
rêter.
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Dans le cas où un RPC possède plus d’actionneurs que de DDL, cela signifie qu’il existe
plusieurs distributions de tensions de câbles possibles pour générer un torseur d’effort
donné.
Pour résoudre ce problème, la programmation linéaire ou la programmation quadra-
tique ont été proposées. La programmation linéaire [Fang et al., 2004] est une procédure
simple et systématique, mais qui ne garantit pas la continuité des tensions ce qui peut pro-
voquer une instabilité de la commande. La programmation quadratique [Behzadipour et
Khajepour, 2004; Bruckmann et al., 2006] garantit la continuité, mais le temps de calcul
variable et potentiellement important peut être problématique en temps réel.
Des algorithmes plus performants qui utilisent la projection alternée [Hassan et Kha-
jepour, 2007] ou des méthodes basées les barycentres [Mikelsons et al., 2008] ont été in-
troduits pour les robots ayant deux câbles de plus que de DDL. Toujours dans le même
cas d’application, [Gouttefarde et al., 2015b] démontre que l’espace des tensions de câbles
faisables est un polygone et, en se basant sur cette définition propose un algorithme qui
permet de déterminer une répartition optimale des tensions dans les câbles qui prend en
compte la faisabilité de la solution.
Enfin, la répartition des tensions influence la raideur des RPC. Dans [Jamshidifar et al.,
2017], la répartition des tensions est réalisée par une commande optimale de manière à
maximiser la raideur du RPC.
2.4.3 Commande des RPC
Le premier schéma de commande dédié aux RPC a été proposé dans [Ming, 1994]. La
loi de commande introduite dans cet article compare la longueur de câble mesurée à une
longueur désirée fournie par un algorithme de génération de trajectoire. Un découplage
non-linéaire basé sur le modèle dynamique du RPC est réalisé avec un correcteur propor-
tionnel sur l’erreur.
Dans [Kawamura et al., 1995], un contrôleur PD est utilisé pour la commande du RPC
FALCON-7. Cette commande dans l’espace articulaire ne compense que le poids de la
plate-forme, connu à l’avance. La stabilité de cette loi de commande est démontrée en
utilisant une fonction de Lyapunov.
Un schéma de commande très similaire au précédent est proposé dans [Alp et Agra-
wal, 2002; Oh et Agrawal, 2005], mais il compense également les effets dynamiques. Cette
commande utilise également un correcteur PD dans l’espace articulaire, qui est un contrô-
leur à rétroaction, à l’aide duquel le système est linéarisé. Les auteurs s’assurent que les
tensions dans les câbles restent admissibles lors de la planification de la trajectoire. Cette
commande a pu être validée sur un démonstrateur de RPC suspendu.
Dans [Khosravi et Taghirad, 2013], les auteurs développent un contrôleur
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Proportionnel-Intégral-Dérivé en cascade pour commander la plate-forme du robot.
Ce contrôleur est composé de deux boucles : la première boucle contrôle la position du
robot dans l’espace articulaire. La seconde boucle vise à satisfaire à l’exigence de tension
positive dans les câbles en comparant la sortie de la première boucle à la tension actuelle
des câbles.
Dans [Gholami et al., 2008], un schéma de commande avec correcteur PD a été pro-
posé dans l’espace articulaire du robot. Cette commande s’enrichit d’une commande par
couple calculé dans l’espace opérationnel pour prendre en compte la dynamique de la
plate-forme. Une version améliorée de cette commande, qui propose de calculer les er-
reurs dans l’espace opérationnel et d’ajouter un second contrôleur en cascade pour la
compensation des erreurs articulaires, est introduite dans [Vafaei et al., 2010].
D’autres méthodes utilisant l’approche de la commande par anticipation ont égale-
ment été utilisées sur les RPC. Par exemple un contrôleur PD muni d’une boucle d’anti-
cipation pour compenser la dynamique de la plate-forme dans l’espace articulaire a été
décrit dans [Fang et al., 2004]. Cette commande a été validée expérimentalement sur le
RPC pleinement contraint SEGESTA.
L’idée de commander le RPC dans l’espace opérationnel du robot tout en contrôlant
les effets au niveau articulaire, notamment pour prendre en compte les effets des câbles et
implémenter un algorithme de gestion de tension a donné lieu aux contrôleurs dits dans
l’espace dual (ou dual space en anglais) [Lamaury et Gouttefarde, 2013; Lamaury et al.,
2013]. Dans cette stratégie de commande, dont le schéma est donné Figure 2.19, le suivi
de trajectoire est réalisé dans l’espace opérationnel puis projeté dans l’espace articulaire
comme entrée de l’algorithme de distribution de tensions. Deux feedforward dans l’espace
articulaire compensent les effets de la dynamique de la plate-forme et la dynamique des
enrouleurs.
Figure 2.19: Commande dans l’espace dual
Dans le cadre de l’étude de systèmes composés de plusieurs robots fonctionnant à des
échelles de temps différentes, la théorie des perturbations singulières est souvent utilisée.
Dans [Khosravi et Taghirad, 2014], elle est utilisée pour démontrer qu’un correcteur com-
posite constituée d’une commande par couple calculé considérant un modèle rigide des
cables et d’un correcteur dérivateur sur l’élongation des cables permet d’amortir les vi-
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brations tout en assurant le positionnement de la nacelle. D’autres résultats issus de cette
théorie seront étudiés au chapitre 5.
Enfin, d’autres travaux ont utilisé des méthodes de commande moins conventionnelles
sur des RPC. Dans [Laroche et al., 2013], l’auteur explore l’utilisation de la commande ro-
buste H∞ sur un RPC en prenant en compte l’élongation des câbles, un modèle dyna-
mique de la plate-forme qui tient compte des frottements ainsi que des contraintes sur
les tensions. Dans [Zi et al., 2008], un correcteur Proportionnel-Intégral à logique floue est
utilisé pour compenser les perturbations provoquées par le vent sur les câbles. Enfin une
commande adaptative minimisant les erreurs dues aux incertitudes sur la position des ac-
tionneurs est développée dans [Kino et al., 2007], mais les paramètres dynamiques du RPC
ne sont pas pris en compte.
2.4.4 Commande des RPC soumis à des vibrations
Les vibrations de la plate-forme étant un enjeux primordiaux des RPC, diverses straté-
gies de commande prenant en compte ces vibrations ont été proposées. Notamment, des
stratégies de commande robuste, considérant les vibrations comme de perturbations ont
été développées.
La commande par mode glissant, sliding mode control en anglais, vise à amener le sys-
tème commandé dans un état d’où il converge vers un point d’équilibre. Un tel état consti-
tue un plan de commutation stable, aussi nommé surface de glissement. Cette stratégie
de commande robuste est utilisée en considérant les vibrations comme des perturbations.
Dans [Ren et Sun, 2018], l’auteur utilise une fonction de Lyapunov pour déterminer les
gains de la commande et une analyse par intervalles pour vérifier la faisabilité de la com-
mande.
De même, dans [Korayem et al., 2015], l’auteur utilise une commande par mode glis-
sant pour compenser les vibrations liées aux raideurs axiales des câbles et aux flexibilités
des enrouleurs. Les équations de la dynamique sont linéarisées à l’aide d’une transformée
de Fourier, puis une fonction de Lyapunov est utilisée pour déterminer les gains de la com-
mande.
Dans [Jamshidifar et al., 2015, 2018], l’auteur considère comme négligeable les termes
de vibration d’ordre 2 et plus en considérant l’apport de la redondance à la raideur d’un
RPC pleinement contraint. Le modèle de vibrations obtenu est alors un modèle linéaire à
paramètres variants (LPV), auquel peut être appliquée une commande H∞, robuste aux
erreurs de position.
La commande adaptative est une technique de commande robuste qui ne nécessite pas
de linéarisation du système, ni de connaissance a priori de l’intervalle de variation des in-
certitudes. Dans [Babaghasabha et al., 2015, 2016], les vibrations sont considérées comme
des incertitudes ajoutées à la mesure de position. La commande adaptative est alors utili-
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sée pour modifier le comportement de la loi de commande en réponse aux perturbations
générées par les vibrations. De plus, dans [Babaghasabha et al., 2016], la loi de commande
proposée est composée de deux parties, une commande adaptative et un terme qui est
ajouté pour contrôler les vibrations longitudinales dans les câbles. La démonstration de la
stabilité de cette approche se fait en utilisant la théorie des perturbations singulières.
La commande par anticipation permet d’ajouter à la commande un terme de feed-
forward en fonction de la raideur du RPC qui anticipe les vibrations provoquées par les
câbles. Dans [Baklouti et al., 2019], un terme de feedforward est obtenu à partir du modèle
élasto-dynamique inverse d’un RPC et ajouté à la commande pour compenser les effets
dynamiques et le comportement oscillatoire de la plate-forme mobile dus à l’élasticité des
câbles.
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CHAPITRE
3
Modélisation
Préambule
Ce chapitre décrit les outils de modélisation, les hypothèses de validité et les modèles
physiques exploités dans cette thèse. La mécanique newtonienne fournit le modèle dy-
namique ou loi de mouvement de la plate-forme d’un RPC, en prenant en compte une
modélisation linéaire élastique des câbles. Une formulation de ce modèle dans le cas
de petits déplacements dus aux vibrations est alors donnée.
Dans un deuxième temps, les dispositifs actionnés embarqués sur la plate-forme afin
de réaliser une stabilisation active en compensant ses vibrations sont étudiés. Divers
dispositifs sont évalués et les effets qu’ils exercent sur la plate-forme sont considérés
par l’intermédiaire de leurs torseurs d’effort.
Une fois tous les dispositifs envisagés modélisés, il est possible de choisir un dispo-
sitif pour réaliser un stabilisateur embarqué sur la plate-forme. La configuration de
stabilisateur retenue n’utilise qu’un seul type de dispositif de stabilisation, des bras ac-
tionnés terminés par des masselottes. Enfin, le modèle de la plate-forme embarquant
les pendules actionnés est simplifié en fonction du type de stabilisateur choisi.
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3.1 Modélisation dynamique d’un robot parallèle à câbles
3.1.1 Modélisation des câbles
Pour tous les RPC étudiés au cours de cette thèse, l’écart entre la masse des câbles et
celle de la plate-forme est de plusieurs ordres de grandeurs. D’après [Bouchard, 2008], cela
permet d’ignorer l’effet de l’affaissement des câbles – aussi appelé sagging – sur le com-
portement du RPC.
Sur un câble purement rectiligne sans sagging, la tension est en général considérée
comme uniforme sur toute la longueur. Cependant, la tension de la partie enroulée du
câble varie car le frottement statique du câble sur le tambour de l’enrouleur engendre un
effort différent d’un côté et de l’autre de la poulie. Ainsi la tension du câble sur sa partie en-
roulée dépend de la tension de la partie déroulée au moment de l’enroulement, on parle
de la « mémoire de tension » du câble [Snow, 1993].
La portion de câble enroulée est également affectée par le glissement du câble sur le
tambour. Une hypothèse couramment employée pour modéliser ce phénomène, et qui
est reprise dans cette thèse, suppose que la portion enroulée du câble l’est toujours à une
tension nulle, ce qui implique que le mouvement du tambour modifie directement la lon-
gueur à vide du câble.
Les câbles sont modélisés comme des solides purement élastiques, ils ont donc des
modes de vibrations propres [Yuan et al., 2017]. Pourtant, pour un grand nombre d’appli-
cations, le fort rapport entre la masse de la plate-forme et celle des câbles permet cepen-
dant de ne pas tenir compte des vibrations transmises par les câbles [Diao et Ma, 2009].
C’est pourquoi les masses des câbles sont dorénavant négligées.
Des modèles plus complexes existent pour décrire les câbles sans masse. En particulier,
la tension n’est plus proportionnelle à l’allongement dans un câble déformé très rapide-
ment, par exemple dans le cas d’oscillations rapides ou de changement de longueur sou-
dain. Dans [Baklouti et al., 2017], le modèle de câble utilisé tient compte du comportement
non-linéaire du câble dans ces cas de figure, en particulier il met en évidence une diminu-
tion de la raideur du câble soumis à de fortes contraintes. Les vibrations longitudinales le
long des câbles sont ignorées dans cette thèse, ainsi que les vibrations transversales, les
câbles étant considérés rectilignes. De plus, il est estimé que la commande des enrouleurs
de câbles évite les changements soudains de longueur de câble, il n’est alors pas nécessaire
de modéliser le comportement des câbles dans ce cas.
Les deux types de câbles utilisés pour actionner les robots étudiés durant cette thèse
sont soit des câbles polymères, soit des câbles en acier tressé. Ces deux types de câbles
présentent souvent des non-linéarités importantes [Riehl et al., 2010]. Cependant, il est
possible de linéariser ces caractéristiques : dans ce cas le modèle linéarisé est précis pour
un certain intervalle de tensions [Riehl, 2011]. Cette restriction sur les valeurs des tensions
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peut être assurée par l’utilisation de différents algorithmes de gestion des tensions, comme
par exemple [Oh et Agrawal, 2005; Mikelsons et al., 2008; Lim et al., 2014; Gouttefarde et al.,
2015a]. L’effet d’amortissement dépend lui aussi de la nature du câble. Les effets de non-
linéarité et d’amortissement sont supposés faibles en regard de l’élasticité des câbles pour
les cas retenus dans cette thèse. Leur effet est donc négligé ci-après, les câbles ont alors un
comportement supposé linéaire et élastique.
Le modèle de câble linéaire élastique ne tient pas compte de l’affaissement du câble
sous son propre poids ni des frottements entre le câble et le tambour de l’enrouleur, mais il
tient compte de l’allongement du câble chargé. Dans ce modèle, l’allongement, c’est à dire
la différence de longueur entre le câble sous charge et le câble à vide – avec une tension
nulle – est proportionnel à la tension, le coefficient de proportionnalité étant la raideur
spécifique du câble.
On introduit le vecteur des longueurs de câble à vide l1 = [l11 ...l1i ...l1N ]> où l1i est le vec-
teur des longueurs de câble i déroulées. Le vecteur des longueurs en charge des N câbles
est noté l2 = [l21 ...l2i ...l2N ]>. La raideur spécifique ks correspond à la raideur par unité de
longueur du câble : ks = EAc , sous l’hypothèse que les propriétés mécaniques sont homo-
gènes.
La longueur l2 se déduit à partir d’une pose x donnée du CDG de la plate-forme. La
pose x de la plate-forme du RPC est définie par x =
[
p> θ>p
]>
, avec p le vecteur donnant
la position de la plate-forme et θp le vecteur des angles d’Euler (voir Annexe A) donnant
son orientation dans le repère R0. l2 s’obtient par l’application du modèle géométrique
inverse, on note l2 = l2(x ). Dans chaque câble i , on a la relation suivante entre la tension
τi et l’élongation du câble l2i (x )− l1i :
τi = ks
l1i
(l2i (x )− l1i ) (3.1)
Pour un robot à câbles, le torseur d’effort exercé par l’ensemble des câbles sur la plate-
forme, noté w c , est donné par l’équation (3.2). Le vecteur des tensions dans les câbles du
RPC est noté τ = [τ1...τi ...τN]>.
w c =−J>τ (3.2)
où la matrice Jacobienne du robot J est définie comme suit :
l˙2 = J
 p˙
ωp
= JS˜ 0d
d t
x = JS˜x˙ (3.3)
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avec l˙2 les vitesses articulaires du robot et 0x˙ sa vitesse en coordonnées opérationnelles. La
définition de la matrice jacobienne S˜(θp ) qui relie la vitesse angulaire de la plate-formeωp
et la dérivée du vecteur décrivant son orientation θ˙p est donnée en Annexe A.
3.1.2 Modèle dynamique de la plate-forme
zp
yp
xp
Ip , mp
•
•
l2,i •
•
•
•
•
•
Bi
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Gp
z j
x j
y j O j
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G j
r j
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Figure 3.1: Schéma général d’un robot à câbles muni d’un stabilisateur embarqué
On considère en premier lieu le cas de la plate-forme sans stabilisateur embarqué.
Celle-ci est considérée comme un seul solide rigide. Mis à part les câbles, certains autres
composants d’un RPC sont susceptibles de présenter un comportement flexible. Les axes
de sortie des actionneurs, les poulies, les pièces de la plate-forme, les liaisons mécaniques
et même la structure à laquelle sont attachés les câbles possèdent une certaine raideur.
Ces raideurs seront négligées dans le présent travail. Ces liaisons mécaniques présentent
également des frottements [Kraus et al., 2015; Korayem et al., 2015], qui seront eux aussi
négligés dorénavant.
Soient les deux repèresR0 etR1, la vitesse de rotation deR1 dansR0 est notéeω(1/0)
et la dérivée du vecteur v dansR1 est notée 1v˙ . D’après la formule de Bour, la dérivée du
vecteur v dansR0 vaut : 0v˙ = 1v˙ +ω(1/0)×v
Le repère galiléen R0 est centré en O. Le repère est attaché à la plate-forme, Rp , est
centré en Gp . Les coordonnées deRp dans le repèreR0 sont données par le vecteur p . La
représentation d’un RPC suspendu muni d’un stabilisateur est donnée Figure 3.1.
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La vitesse du centre d’inertie Gp de la plate-forme exprimée dans le repère galiléenR0
est donnée par :
0v Gp =
0d
d t
−−−→
OGp = 0p˙ (3.4)
De même l’accélération de Gp dansR0 vaut :
0γGp =
0d
d t
0v Gp = 0p¨ (3.5)
La somme des forces exercées par les câbles au centre de gravité de la plate-forme est
notée f c et la somme des moments nc . On peut écrire w c = [f >c n>c ]>.
La résultante dynamique correspond à la réaction d’un solide aux forces qui lui sont
appliquées. Elle est obtenue par utilisation du Théorème de la Résultante Dynamique :
mp
0γGp =Σ
−→
F (ext→ p)
mp
0p¨ =mpg + f c
(3.6)
Le moment dynamique est le nom donné au torseur des quantités d’accélération. Le
moment dynamique δGp s’obtient par dérivation du moment cinétique. Avec Ip le tenseur
d’inertie de la plate-forme exprimé en Gp , le moment cinétique en Gp est exprimé par :
σGp = Ipωp (3.7)
Le vecteur vitesse angulaire entre les repères Rp et R0, noté ωp/0, est abrégé en ωp .
Donc en dérivant le moment cinétique :
δGp =
0d
d t
σGp
=
p d
d t
σGp +ωp ×σGp
= Ipω˙p +ωp ×Ipωp
(3.8)
Le Théorème du Moment Dynamique permet d’obtenir la résultante dynamique :
δGp =Σ
−→
M (ext→ p)
nc = Ipω˙p +ωp ×Ipωp
(3.9)
En regroupant les équations (3.6) et (3.9) sous forme matricielle on obtient la formula-
tion classique du PFD :mpI3×3 03×3
03×3 Ip

 p¨
ω˙p
+
 0
ωp ×Ipωp
+
mpg
0
=w c +w e (3.10)
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où le terme w e désigne le torseur d’effort généré au CDG de la plate-forme par tout dis-
positif extérieur et w c le torseur d’effort appliqué par les câbles sur la plate-forme en Gp .
D’après la partie précédente, w c =−J>τ.
3.2 Modélisation des dispositifs de stabilisation attachés à
la plate-forme
La plate-forme du robot étant soumise à des vibrations, une compensation de celles-ci
peut s’avérer nécessaire. La solution retenue est de réaliser une compensation active des
vibrations en produisant au moyen de masses mobiles actionnées un torseur d’effort qui
génère un mouvement opposé à celui dû aux vibrations. Une masse en mouvement génère
un torseur d’effort qui dépend de sa dynamique.
La Figure 3.2 présente un système, ci-après nommé solide quelconque, composé d’une
masselotte de masse m j ayant l’inertie décrite par le tenseur I j . Cette masselotte peut être
actionnée pour réaliser les déplacements suivants : une translation selon un axe et une
rotation autour d’un axe quelconque passant par O j . Une fois ce système décrit, les dif-
férentes simplifications possibles quand un seul de ces 4 DDL est motorisé seront consi-
dérées dans les sections 3.2.2, 3.2.4 et 3.2.5. Le cas de la stabilisation avec des actionneurs
gyroscopiques sera également étudié dans la partie 3.2.3.
3.2.1 Solide j quelconque
−→yp
Gp −→xp
−→zp
r j
O j λ j
m j ,I j
θ j
.
G j
Figure 3.2: Solide quelconque attaché à la plate-forme
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Tel que montré à la Figure 3.2, le repère R j attaché au solide j est centré en O j . Le
solide j de masse m j est attaché à la plate-forme en O j , avec
−−−−→
Gp O j = r j . Son inertie I j est
exprimée en G j , défini tel que
−−−→
O j G j =λ j . L’orientation du repèreR j dansRp est donnée
par le vecteur θ j contenant les angles d’Euler, selon la définition donnée en Annexe A.
La vitesse de G j , le CDG du solide j , exprimé dans le repère mondeR0 vaut :
0v G j =
0d
d t
−−→
OG j =
0d
d t
(p +r j +λ j )
= 0p˙ +
p d
d t
r j +ωp ×r j +
j d
d t
λ j + (ωp +ω j )×λ j
= 0p˙ + j λ˙ j +ωp ×r j + (ωp +ω j )×λ j
(3.11)
Pour plus de clarté, on noteωp/0 =ωp etω j /p =ω j . Comme le solide j est attaché à la
plate-forme en O j , le vecteur r j est fixe dans le repèreRp donc p
d
d t r j =0
L’accélération de G j dansR0 s’obtient en dérivant l’équation (3.11) :
0γG j =
0d
d t
0v G j
=
0d
d t
( 0p˙ + j λ˙ j +ωp ×r j + (ωp +ω j )×λ j )
= 0p¨ + 0ω˙p ×r j +ωp × (ωp ×r j )+ j λ¨ j + ( 0ω˙p + jω˙ j )×λ j + (ωp ×ω j )×λ j
+2(ωp +ω j )× j λ˙ j + (ωp +ω j )× ((ωp +ω j )×λ j )
(3.12)
Les moments cinétique et dynamique du solide j en G j sont tous deux dépendants de
la vitesse de rotation de la plate-formeωp . Leur expression est la suivante :
0σG j = I j (ωp +ω j ) (3.13)
0δG j =
0d
d t
0σG j = I j ( 0ω˙p + jω˙ j )+I j (ωp ×ω j )+ (ωp +ω j )×I j (ωp +ω j ) (3.14)
La relation de Varignon, ou relation d’équi-projectivité des torseurs, permet en
connaissant la résultante r et le moment MA en un point A d’un torseur, de calculer
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le moment en un autre point B du même solide ainsi :MB =MA+−→BA×r . On peut écrire le
moment dynamique en Gp grâce à la relation de Varignon :
0δGp = 0δG j + (r j +λ j )×m j . 0γG j
= I j ( 0ω˙p + jω˙ j )+I j (ωp ×ω j )+ (ωp +ω j )×I j (ωp +ω j )
+ (r j +λ j )×m j
(
0p¨ + j λ¨ j + 0ω˙p ×r j + ( 0ω˙p + jω˙ j )×λ j + (ωp ×ω j )×λ j
+2(ωp +ω j )× j λ˙ j +ωp × (ωp ×r j )+ (ωp +ω j )× ((ωp +ω j )×λ j )
) (3.15)
Soient Fp/ j la force exercée par la plate-forme sur le dispositif de stabilisation j et
M Gp (p/ j ) le moment exercé par la plate-forme sur j exprimé en Gp . Soit w p/ j le torseur
d’effort de la plate-forme sur le solide j au point Gp , noté comme suit :
w p/ j =
 Fp/ jM Gp (p/ j )
=−w j /p
Pour trois vecteurs de R3, u ,v et w , l’égalité de Jacobi est la suivante : u × (v ×w )+w ×
(u ×v )+v × (w ×u) = 0. Grâce à la propriété d’antisymétrie du produit vectoriel, on peut
réécrire (ωp ×ω j )×λ j +ωp × (ω j ×λ j )+ω j × (ωp ×λ j ) commeωp × (ω j ×λ j )+ω j × (ωp ×
λ j )+λ j × (ωp ×ω j ). On peut simplifier ce terme en utilisant la formule de Jacobi :
(ωp ×ω j )×λ j +ωp × (ω j ×λ j )+ω j × (ωp ×λ j )=−2ω×pλ×j ω j (3.16)
Pour plus de clarté, la notation de la matrice de pré-produit vectoriel est introduite
pour remplacer les produits vectoriels. En utilisant l’équation (3.12) et la simplification
donnée par (3.16), d’après le Théorème de la Résultante Dynamique :
m j .g +Fp/ j =m j
(
0p¨ + j λ¨ j + 0ω˙p ×r j + ( 0ω˙p + jω˙ j )×λ j + (ωp ×ω j )×λ j
+2(ωp +ω j )× j λ˙ j +ωp × (ωp ×r j )+ (ωp +ω j )× ((ωp +ω j )×λ j )
)
=
[
m j I3×3 −m j (r ×j +λ×j )
] 0p¨
0ω˙p
+[m j I3×3 −m jλ×j
] j λ¨ j
jω˙ j

+2(ωp +ω j )× j λ˙ j −m jω×p (r ×j +λ×j )ωp −m jω×j λ×j ω j
+m j ((ωp ×ω j )×λ j +ωp × (ω j ×λ j )+ω j × (ωp ×λ j ))︸ ︷︷ ︸
−2ω×pλ×j ω j
(3.17)
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Selon le PFD, le moment dynamique du solide j correspond à sa quantité d’accéléra-
tion angulaire. Le moment dynamique de j en Gp , obtenu d’après l’équation (3.15) vaut :
(r j +λ j )×m j .g +M Gp (p/ j ) =I j ( 0ω˙p + jω˙ j )+I j (ωp ×ω j )+ (ωp +ω j )×I j (ωp +ω j )
+ (r j +λ j )×m j
(
0p¨ + j λ¨ j + 0ω˙p ×r j + ( 0ω˙p + jω˙ j )×λ j + (ωp ×ω j )×λ j
+2(ωp +ω j )× j λ˙ j +ωp × (ωp ×r j )+ (ωp +ω j )× ((ωp +ω j )×λ j )
)
=
[
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )
] 0p¨
0ω˙p

+
[
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )λ×j
] j λ¨ j
jω˙ j

+2m j (r ×j +λ×j )(ω×p +ω×j ) j λ˙ j −2m j (r ×j +λ×j )ω×pλ×j ω j −m j (r ×j +λ×j )ω×j λ×j ω j
−m j (r ×j +λ×j )ω×p (r ×j +λ×j )ωp +ω×pI jωp +ω×j I jω j +ω×pI jω j +ω×j I jωp +I jω×pω j
=
[
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )
] 0p¨
0ω˙p

+
[
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )λ×j
] j λ¨ j
jω˙ j

+2m j (r ×j +λ×j )(ω×p +ω×j ) j λ˙ j −m j (r ×j +λ×j )ω×p (r ×j +λ×j )ωp + (ω×pI j +I jω×p
− (I jωp )×+ω×j I j −m j (r ×j +λ×j )ω×j λ×j )ω j −2m j (r ×j +λ×j )ω×pλ×j ω j +ω×pI jωp
(3.18)
En mettant sous forme matricielle (3.17) et (3.18), on obtient : m j g
m j (r ×j +λ×j )g
+
 Fp/ j
M G(p/ j )
=
 m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )

 0p¨
0ω˙p

+
 m j I3×3 −m jλ×j
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )λ×j

 j λ¨ j
jω˙ j

+
 2(ω×p +ω×j )
2m j (r ×j +λ×j )(ω×p +ω×j )
 j λ˙ j
· · ·
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+
 −m jω×p (r ×j +λ×j )
−m j (r ×j +λ×j )ω×p (r ×j +λ×j )+ω×pI j
ωp
+
 −m jω×j λ×j −2m jω×pλ×j
ω×pI j +I jω×p − (I jωp )×+ω×j I j −m j (r ×j +λ×j )ω×j λ×j −2m j (r ×j +λ×j )ω×pλ×j
ω j (3.19)
On peut identifier certains termes dans l’équation précédente :
w j /p =
Contribution du poids︷ ︸︸ ︷ m j g
m j (r ×j +λ×j )g
 −
Contribution de l’accélération de la plate-forme︷ ︸︸ ︷ m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )

 0p¨
0ω˙p

−
 m j I3×3 −m jλ×j
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )λ×j

 j λ¨ j
jω˙ j

Contribution de l’accélérationde la masselotte j
−
 −m jω×p (r ×j +λ×j )
−m j (r ×j +λ×j )ω×p (r ×j +λ×j )+ω×pI j
ωp
Terme dépendant de la vitessede rotation de la plate-forme
−
 2(ω×p +ω×j )
2m j (r ×j +λ×j )(ω×p +ω×j )
 j λ˙ j
Terme dépendant de la vitesse linéairede la masselotte j
−
 −m jω×j λ×j −2m jω×pλ×j
ω×pI j +I jω×p − (I jωp )×+ω×j I j −m j (r ×j +λ×j )ω×j λ×j −2m j (r ×j +λ×j )ω×pλ×j

︸ ︷︷ ︸
Terme dépendant de la vitesse de rotation de la masselotte j
ω j
(3.20)
3.2.2 Roue à inertie
Une simplification du solide quelconque présenté à la Figure 3.2 permet d’obtenir une
roue à inertie, représentée Figure 3.3. Une roue à inertie a un seul DDL, elle est en rotation
autour d’un seul axe. Dans le repère attaché à la roue à inertie cela se traduit physique-
ment par le fait que le vecteur vitesse de rotationωm de la roue à inertie n’a qu’une seule
composante non-nulle. De plus, le CDG d’une roue à inertie est confondu avec son point
d’attache à la plate-forme : Gm ≡Om .
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−→yp
Gp −→xp
−→zp
r m
Om ≡Gm
mm ,Im
θm
Figure 3.3: Roue à inertie attachée à la plate-forme d’un RPC
Dans le cas particulier d’une roue à inertie, le vecteur
−−−−−→
OmGm =λm du centre de rotation
au centre de gravité de la roue à inertie est toujours nul. La vitesse et l’accélération du
point Gm , le CDG de la roue à inertie m, dans R0 peuvent alors s’obtenir en appliquant
aux équations (3.11) et (3.12) les simplifications suivantes :λ j =λm =0λ˙ j = λ˙m =0
La vitesse et l’accélération du point Gm dansR0 valent donc respectivement :
0v Gm =
0d
d t
−−−→
OGm =
0d
d t
(p +r m)= 0p˙ +ωp ×r m (3.21)
0γGm =
0d
d t
0v Gm = 0p¨ + 0ω˙p ×r m +ωp × (ωp ×r m) (3.22)
On en déduit les moments cinétique et dynamique de la roue à inertie m en Gm :
0σGm = Im(ωp +ωm) (3.23)
0δGm =
0d
d t
0σGm = Im( 0ω˙p + mω˙m)+Im(ωp ×ωm)+ (ωp +ωm)×Im(ωp +ωm) (3.24)
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D’où :
0δGp = 0δGm +rm ×mm . 0γGm
= Im( 0ω˙p + mω˙m)+Im(ωp ×ωm)+ (ωp +ωm)×Im(ωp +ωm)
+r m ×mm .
(
0p¨ + 0ω˙p ×r m +ωp × (ωp ×r m)
) (3.25)
Soit par application des théorèmes du moment dynamique et de la résultante dyna-
mique :
w m/p =
 mmg
mmr ×mg
−
mmI3×3 −mmr ×m
mmr ×m Im −mmr ×mr ×m

 0p¨
0ω˙p
−
 −mmω×pr ×m
−mmr ×mω×pr ×m +ω×pIm
ωp
−
 0
Im
 mω˙m −
 0
ω×pIm +Imω×p − (Imωp )×−+ω×mIm
ωm
︸ ︷︷ ︸
w˜ m/p
(3.26)
w˜ m/p représente la composante active du torseur d’effort w m/p . Ce terme représente
la partie du torseur w m/p qui n’est pas due aux effets de couplage dynamique entre le sta-
bilisateur et la plate-forme. w˜ m/p représente alors les effets de la roue à inertie sur la plate-
forme, produits par son accélération angulaire et sa vitesse de rotation.
3.2.3 Actionneur gyroscopique
Les actionneurs gyroscopiques sont étudiés ici comme des générateurs de moment
d’inertie. La simplification détaillée ci-après du solide quelconque présenté à la Figure 3.2
permet d’obtenir un actionneur gyroscopique, représenté Figure 3.4. L’actionneur gyro-
scopique est composé d’une roue à inertie tournant à vitesse constante autour d’un axe
perpendiculaire à un bras de longueur constante. Ce bras pivote autour d’un autre axe en
Ol , créant un moment qui varie dans le temps. Cela se traduit physiquement par le fait que
le vecteur vitesse de rotation ωl d’un actionneur gyroscopique a au moins deux compo-
santes qui peuvent être non nulles dont une constante.
La vitesse et l’accélération du centre d’inertie Gl de l’actionneur gyroscopique l dans
R0 sont obtenues à partir des équations (3.11) et (3.12), en applicant la simplification sui-
vante : λ˙ j = λ˙l =0. Elles sont respectivement données par :
0v Gl =
0d
d t
−−→
OGl =
0d
d t
(p +rl +λl )= 0p˙ +ωp ×r l + (ωp +ωl )×λl (3.27)
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−→yp
Gp −→xp
−→zp
r l
Ol
λl = cste
ml ,Il
θl
.
Gl
Figure 3.4: Actionneur gyroscopique attaché à la plate-forme
0γGl =
0d
d t
0v Gl = 0p¨ + 0ω˙p ×r l + ( 0ω˙p + lω˙l )×λl + (ωp ×ωl )×λl +ωp × (ωp ×r l )
+ (ωp +ωl )× ((ωp +ωl )×λl )
(3.28)
On en déduit les moments cinétique et dynamique de l’actionneur gyroscopique l en
Gl :
0σGl = Il (ωp +ωl ) (3.29)
0δGl =
0d
d t
0σGl = Il ( 0ω˙p + lω˙l )+Il (ωp ×ωl )+ (ωp +ωl )×Il (ωp +ωl ) (3.30)
D’où :
0δGp = 0δGl + (rl +λl )×ml . 0γGl
= Il ( 0ω˙p + lω˙l )+Il (ωp ×ωl )+ (ωp +ωl )×Il (ωp +ωl )
+ (r l +λl )×ml .
(
0p¨ + 0ω˙p ×r l + ( 0ω˙p + lω˙l )×λl + (ωp ×ωl )×λl +ωp × (ωp ×r l )
+ (ωp +ωl )× ((ωp +ωl )×λl )
)
(3.31)
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Soit par application des théorèmes de la dynamique :
w l/p =
 ml g
ml (r
×
l +λ×l )g
−
 mlI3×3 −ml (r ×l +λ×l )
ml (r
×
l +λ×l ) Il −ml (r ×l +λ×l )(r ×l +λ×l )

 0p¨
0ω˙p

−
 −mlω×p (r ×l +λ×l )
−ml (r ×l +λ×l )ω×p (r ×l +λ×l )+ω×pIl
ωp −
 −mlλl
Il −ml (r ×l +λ×l )λ×l
 lω˙l
−
 −mlω×l λ×l −2mlω×pλ×l
ω×pIl +Ilω×p − (Ilωp )×+ω×l Il −ml (r ×l +λ×l )ω×l λ×l −2ml (r ×l +λ×l )ω×pλ×l
ωl
(3.32)
Le terme w˜ l/p qui donne les composantes actives du torseur d’effort appliqué par l’ac-
tionneur gyroscopique l au CDG de la plate-forme est donné par :
w˜ l/p =−
 −mlλl
Il −ml (r ×l +λ×l )λ×l
 lω˙l
−
 −mlω×l λ×l −2mlω×pλ×l
ω×pIl +Ilω×p − (Ilωp )×+ω×l Il −ml (r ×l +λ×l )ω×l λ×l −2ml (r ×l +λ×l )ω×pλ×l
ωl
(3.33)
3.2.4 Masselotte actionnée en translation
À partir du solide quelconque de la Figure 3.2, un solide k attaché à la plate-forme et en
translation pure par rapport au repèreRp a une vitesse de rotationωk nulle. L’actionneur
équivalent est modélisé à la Figure 3.5. La vitesse et l’accélération du centre d’inertie Gk de
la masselotte en translation k dansR0 s’écrivent donc respectivement :
0v Gk =
0d
d t
−−−→
OGk = 0p˙ + kλ˙k +ωp × (r k +λk ) (3.34)
0γGk =
0d
d t
0v Gk
= 0p¨ + kλ¨k + 0ω˙p × (r k + λk )+2ωp × kλ˙k +ωp × (ωp × (r k +λk ))
(3.35)
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−→yp
Gp −→xp
−→zp
r k
Ok λk
mk ,Ik
θk
.
Gk
Figure 3.5: Actionneur en translation attaché à la plate-forme
Les moments cinétique et dynamique du solide k en Gk sont :
0σGk = Ikωp (3.36)
0δGk =
0d
d t
0σGk = Ik 0ω˙p +ωp × (Ikωp ) (3.37)
donc :
0δGp = Ik 0ω˙p +ωp × (Ikωp )
+ (r k +λk )×mk .
(
0p¨ + kλ¨k + 0ω˙p × (r k + λk )+2ωp × kλ˙k +ωp × (ωp × (r k +λk ))
)
(3.38)
En applicant les théorèmes de la dynamique :
w k/p =
 mkg
mk (r
×
k +λ×k )g
−
 mkI3×3 −mk (r ×k +λ×k )
mk (r
×
k +λ×k ) Ik −mk (r ×k +λ×k )(r ×k +λ×k )

 0p¨
0ω˙p

· · ·
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−
 −mkω×p (r ×k +λ×k )
−mk (r ×k +λ×k )ω×p (r ×k +λ×k )+ω×pIk
ωp
−
 mkI3×3
mk (r
×
k +λ×k )
 kλ¨k −
 2ω×p
2mk (r
×
k +λ×k )ω×p
 kλ˙k
︸ ︷︷ ︸
w˜ k/p
(3.39)
w˜ k/p représente les composantes actives du torseur d’effort w k/p . Ce terme représente
la partie du torseur w k/p qui n’est pas due aux effets de couplage dynamique entre le sta-
bilisateur et la plate-forme. w˜ k/p représente alors les effets produits par l’accélération et la
vitesse de la masselotte en translation sur la plate-forme.
3.2.5 Bras en rotation
−→yp
Gp −→xp
−→zp
r h
λh = cste
mh ,Ih
θh
.
Gh
x j
R j
y j
z j
Oh
Figure 3.6: Bras attaché à la plate-forme
Un dispositif de pendule actionné h, ici nommé bras en rotation, consiste en une mas-
selotte excentrée en Gh telle que
−−−−→
OhGh = λh , en rotation à une vitesse ωh dans le repère
Rp . La dynamique du bras en rotation est obtenue à partir des équations (3.11) et (3.14).
La longueur du bras est constante, ce qui équivaut à la simplification : λ˙h = 0. Le système
est représenté Figure 3.6.
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La vitesse et l’accélération du centre d’inertie Gh du bras h dansR0 valent respective-
ment :
0v Gh =
0d
d t
−−−→
OGh = 0p˙ +ωp ×r h + (ωp +ωh)×λh (3.40)
0γGh =
0d
d t
0v Gh
= 0p¨ + 0ω˙p ×r h + ( 0ω˙p + hω˙h)×λh + (ωp ×ωh)×λh +ωp × (ωp ×r h)
+ (ωp +ωh)× ((ωp +ωh)×λh)
(3.41)
Les moments cinétique et dynamique du bras h en Gh sont :
0σGh = Ih(ωp +ωh) (3.42)
0δGh =
0d
d t
0σGh = Ih( 0ω˙p + hω˙h)+Ih(ωp ×ωh)+ (ωp +ωh)×Ih(ωp +ωh) (3.43)
Donc le moment dynamique du bras h en Gp est donné par :
0δGp = 0δGh + (r h +λh)×mh . 0γGh
= Ih( 0ω˙p + hω˙h)+Ih(ωp ×ωh)+ (ωp +ωh)×Ih(ωp +ωh)+ (r h +λh)×mh .
(
0p¨ + 0ω˙p ×r h
+ ( 0ω˙p + hω˙h)×λh + (ωp ×ωh)×λh +ωp × (ωp ×r h)+ (ωp +ωh)× ((ωp +ωh)×λh)
)
(3.44)
D’après les théorèmes généraux de la dynamique :
w h/p =
Contribution de l’accélération de la plate-forme︷ ︸︸ ︷
−
 mhI3×3 −mh(r ×h +λ×h )
mh(r
×
h +λ×h ) Ih −mh(r ×h +λ×h )(r ×h +λ×h )

 0p¨
0ω˙p

· · ·
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Contribution de
l’effet de Coriolis
+
0 mhω×p (r ×h +λ×h )
0 mh(r
×
h +λ×h )ω×p (r ×h +λ×h )−ω×pIh

 0p˙
ωp
 +
Contribution de la gravité︷ ︸︸ ︷ mhg
mh(r
×
h +λ×h )g

+
 mhλ×h
−Ih +mh(r ×h +λ×h )λ×h
 hω˙h
︸ ︷︷ ︸
w1 h
+
 mh(ω×h +2ω×p )λ×h
−ω×pIh −Ihω×p + (Ihωp )×−ω×hIh +mh(λ×h +r ×h )(ω×h +2ω×p )λ×h
ωh
︸ ︷︷ ︸
w2 h
(3.45)
w1 h et w2 h sont les deux composantes actives du torseur d’effort w h/p . En effet, tan-
dis que les autres termes résultent d’effets de couplage dynamique entre le stabilisateur
et la plate-forme, les deux torseurs w1 h et w2 h représentent les effets produits par l’ac-
célération et la vitesse du bras sur la plate-forme. L’accélération et la vitesse pouvant être
commandées, w1 h et w2 h sont les composantes actives du torseur w h/p .
3.3 Modèle dynamique d’une plate-forme de RPC munie de
stabilisateurs embarqués
3.3.1 Bilan des efforts au CDG de la plate-forme
L’équation globale régissant la dynamique d’une plate-forme de RPC embarquant un
nombre quelconque de stabilisateurs différents s’obtient en reprenant l’application du
PFD donnée à l’équation (3.10). Le terme w e de cette équation prend alors la valeur de
la somme des torseurs d’effort générés par les dispositifs de stabilisation embarqués :
w e =
J−H−K−L−M∑
j=1
w j /p +
H∑
h=1
w h/p +
K∑
k=1
w k/p +
L∑
l=1
w l/p +
M∑
m=1
w m/p (3.46)
Pour pouvoir donner une écriture PFD détaillant les contributions de chacun des dis-
positifs de stabilisation, les termes suivants sont définis :
• w˜ j /p les composantes actives du torseur d’effort en Gp appliqué par le j ième solide
quelconque sur la plate-forme
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• w˜ h/p les composantes actives du torseur d’effort en Gp appliqué par la h
ième masse
en rotation sur la plate-forme, avec w˜ h/p =w1 h +w2 h
• w˜ k/p les composantes actives du torseur d’effort en Gp appliqué par la k
ième masse-
lotte en translation sur la plate-forme
• w˜ l/p les composantes actives du torseur d’effort en Gp appliqué par le l
ième action-
neur gyroscopique sur la plate-forme
• w˜ m/p les composantes actives du torseur d’effort en Gp appliqué par la mième roue à
inertie sur la plate-forme
• MT la matrice comprenant les masses et inerties de la plate-forme et de tous les so-
lides attachés à celle-ci
• CT( 0x˙ ,x ) la matrice de Coriolis de la plate-forme avec tous les solides attachés
• w G le torseur d’effort en Gp dû aux poids de la plate-forme et des dispositifs embar-
qués
• w c le torseur d’effort appliqué par les câbles sur la plate-forme en Gp
3.3.2 Matrice de masse
Le torseur d’effort généré par chacun des J dispositifs embarqués possède un terme
décrivant la contribution de ce dispositif à l’accélération de la plate-forme, voir équation
(3.20). Ce terme est appelée matrice de masse de j par analogie avec la matrice de masse
de la plate-forme. La matrice de masse du dispositif j vaut :
M j =
 m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )
 (3.47)
On en déduit donc l’expression de la matrice de masse de l’ensemble des solides :
MT =
mpI3×3 03×3
03×3 Ip
+ J∑
j=1
 m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )
 (3.48)
3.3.3 Effet de Coriolis
De la même manière qu’au paragraphe précédent, on peut écrire pour chacun des
corps j sa contribution à l’effet de Coriolis sur le système à partir de l’équation (3.20) :
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C j =
03×3 m jω×p (r j +λ j )×
03×3 ω×pI j −m j (r j +λ j )×ω×p (r j +λ j )×
=
 0
ω×pI j
+
03×3 −m jω×p (r j +λ j )×
03×3 −m j (r j +λ j )×ω×p (r j +λ j )×

(3.49)
Ainsi, l’effet de Coriolis total appliqué au système s’écrit :
CT =
03×3 03×3
03×3 ω×pIp
+ J∑
j=1
03×3 −m jω×p (r j +λ j )×
03×3 ω×pI j −m j (r j +λ j )×ω×p (r j +λ j )×
 (3.50)
3.3.4 Action de la pesanteur
Le poids de chacun des J dispositifs de stabilisation et de la plate-forme produit un
moment en Gp . Pour un corps j , ce moment vaut :
M w Gp , j =m j (r j +λ j )×g (3.51)
Chacun des dispositifs exerce en Gp le torseur suivant :
w Gp , j =
 m j g
m j (r ×j +λ×j )g
 (3.52)
On peut donc calculer l’action de la pesanteur sur la plate-forme munie de J dispositifs
embarqués :
w G =
mpg
0
+ J∑
j=1
 m j g
m j (r ×j +λ×j )g
=
mTg
0
+ J∑
j=1
 0
m j (r ×j +λ×j )g
 (3.53)
où mT =mp +
J∑
j=1
m j .
3.3.5 Écriture complète du modèle avec J dispositifs embarqués de
stabilisation
Pour rappel des équations (3.20), (3.26) , (3.32),(3.39) et (3.45), on a :
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J−H−K−L−M∑
j=1
w˜ j =
J−H−K−L−M∑
j=1

 2(ω×p +ω×j )
2m j (r ×j +λ×j )(ω×p +ω×j )
 j λ˙ j
−
 −m jω×j λ×j −2m jω×pλ×j
ω×pI j +I jω×p − (I jωp )×+ω×j I j −m j (r ×j +λ×j )ω×j λ×j −2m j (r ×j +λ×j )ω×pλ×j
ω j

(3.54)
M∑
m=1
w˜ m/p =−
M∑
m=1

 0
Im
 mω˙m +
 0
ω×pIm +Imω×p − (Imωp )×−ω×mIm
ωm
 (3.55)
L∑
l=1
w˜ l/p =−
L∑
l=1

 −mlλl
Il −ml (r ×l +λ×l )λ×l
 lω˙l
−+
 −mlω×l λ×l −2mlω×pλ×l
ω×pIl +Ilω×p − (Ilωp )×+ω×l Il −ml (r ×l +λ×l )ω×l λ×l −2ml (r ×l +λ×l )ω×pλ×l
ωl

(3.56)
K∑
k=1
w˜ k/p =−
K∑
k=1

 mkI3×3
mk (r
×
k +λ×k ) f
 kλ¨k +
 2ω×p
2mk (r
×
k +λ×k )ω×p
 kλ˙k
 (3.57)
H∑
h=1
w˜ h/p =
H∑
h=1
(w1 h +w2 h)=
H∑
h=1

 mhλ×h
−Ih +mh(r ×h +λ×h )λ×h
 hω˙h
+
 mh(ω×h +2ω×p )λ×h
−ω×pIh −Ihω×p + (Ihωp )×−ω×hIh +mh(λ×h +r ×h )(ω×h +2ω×p )λ×h
ωh

(3.58)
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Alors, en réécrivant (3.10), l’équation du PFD appliqué au système est établie à l’équa-
tion (3.59). Le système est composé d’une plate-forme de RPC munie de J stabilisateurs
(incluant les actionneurs gyroscopiques, masses en translation, masses en rotation etc.)
indicés j , j ∈ 1..J dont :
• H masses en rotation indicées h, h ∈ 1..H
• K masselottes en translation indicées k, k ∈ 1..K
• L actionneurs gyroscopiques indicés l , l ∈ 1..L
• M roues à inertie indicées m, m ∈ 1..M
MT
 0p¨
0ω˙p
+CT
 0p˙
0ωp
+w G =w c+ H∑
h=1
w˜ h/p+
K∑
k=1
w˜ k/p+
L∑
l=1
w˜ l/p+
M∑
m=1
w˜ m/p+
J−H−K−L−M∑
j=1
w˜ j /p
(3.59)
3.4 Choix du dispositif embarqué et réécriture simplifiée
du modèle
3.4.1 Choix du dispositif embarqué
Le stabilisateur choisi doit être capable de compenser des vibrations selon plusieurs ou
tous les DDL du RPC. Il s’ensuit que le torseur d’effort produit par le stabilisateur doit avoir
une composante active - c’est à dire dépendant des paramètres commandés du dispositif -
selon chacun des DDL à compenser. Pour le dispositif de la roue à inertie, le torseur d’effort
produit - donné à l’équation (3.26) - n’a pas de composante active en force.
Un actionneur gyroscopique nécessite 2 actionneurs pour fonctionner, un pour main-
tenir le volant d’inertie en rotation et l’autre pour orienter l’axe de rotation, ce qui rend le
système plus difficile à embarquer. De plus les actionneurs gyroscopiques ont en pratique
une course limitée et un axeλ très court. Leur capacité à transmettre une force au système
est donc limitée même s’ils peuvent générer des moments significatifs.
Dans le cas des masselotte en translation, le torseur d’effort w˜ k/p donné en (3.39) a une
composante active selon tous les DDL du robot. L’actionnement des masselottes en trans-
lation se fait au moyen d’un seul actionneur par masselotte. Cet actionnement nécessite un
actionneur linéaire et un guidage en translation pour chacune des masselottes. L’action-
neur et le guidage linéaires sont deux solutions technologiques complexes et relativement
coûteuses à mettre en oeuvre, le choix a donc été fait de ne pas utiliser cette solution.
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Le dernier système étudié à la partie 3.2.5, les bras en rotation, cumule l’avantage de ne
nécessiter qu’un seul actionneur et de pouvoir exercer des efforts selon toutes les compo-
santes de leur torseur d’effort, d’après l’équation (3.45). Ce dispositif a l’avantage d’utiliser
un actionnement simple, même s’il est encombrant puisque le bras nécessite un certain
volume de travail.
Finalement, il a été décidé pour ce travail de concevoir un stabilisateur composé uni-
quement de bras en rotation placés sur la plate-forme du RPC.
3.4.2 Exemple de stabilisateur à 2 bras
Pour observer visuellement le fonctionnement d’un stabilisateur composé unique-
ment de bras en rotation, un exemple de couplage de deux bras symétriques est montré
sur la figure 3.7. Comme illustré sur la partie de gauche, si les deux bras ont la même ac-
célération angulaire dans le même sens, les forces qu’ils produisent selon l’axe vertical se
compensent, et le torseur d’effort résultant est un moment pur. De même, lorsque les deux
bras ont un mouvement opposé et de même vitesse, les moments produits par chacun se
compensent et le torseur d’effort résultant est une force pure.
−→g
z 0
R0 y 0
• • • •× ×Gp Gp
•
•
• •
−→
F
−→
M
θ2
θ1
θ2
θ1
Figure 3.7: Principe de génération d’un torseur d’effort avec deux bras
Le torseur d’effort produit par deux bras est donné dans l’équation (3.60). Dans ce cas
particulier symétrique, on a : 
r 1+r 2 =0
λ1 = λ2
m1 =m2 et I1 = I2
Dans le cas plan présenté figure 3.7, les angles de rotation des bras 1 et 2 autour de l’axe
perpendiculaire au plan sont notés θ1 et θ2 respectivement. Dans ce cas le vecteur position
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de G1 dansR0 s’écrit :λ1 = [0 λ1cθ1 λ1sθ1 ]> ; et de même
−−−→
O2G2 =λ2 = [0 λ1cθ2 λ1sθ2 ]>. En
configuration initiale, on a θ10 = 0 et θ20 = pi. Dans cet exemple, le vecteur ω1 a une seule
composante non-nulle et le tenseur d’inertie I1 est représenté par une matrice diagonale.
Dans ce cas,ω×1 I1ω1 =0.
En accord avec l’équation (3.45), on peut alors écrire le torseur d’effort appliqué par les
deux bras au CDG Gp de la plate-forme :
w {1+2}/p =−
 2m1I3×3 −m1(λ×1 +λ×2 )
m1(λ×1 +λ×2 ) 2I1 −m1(r ×1 +λ×1 )(r ×1 +λ×1 )−m1(r ×1 −λ×2 )(r ×1 −λ×2 )

 0p¨
0ω˙p

+
03×3 m1ω×p (λ×1 +λ×2 )
03×3 −2ω×pI1 +m1(r ×1 +λ×1 )ω×p (r ×1 +λ×1 )+m1(r ×1 −λ×2 )ω×p (r ×1 −λ×2 )

 0p˙
ωp

+
 2m1g
m1(λ×1 +λ×2 )g
+
 m1λ×1−I1 +m1(r ×1 +λ×1 )λ×1
ω˙1+
 m1λ×2−I1 +m1(−r ×1 +λ×2 )λ×2
ω˙2
+
 m1(ω×1 +2ω×p )λ×1−ω×pI1 −I1ω×p + (I1ωp )×+m1(r ×1 +λ×1 )(ω×1 +2ω×p )λ×1
ω1
+
 m1(ω×2 +2ω×p )λ×2−ω×pI1 −I1ω×p + (I1ωp )×+m1(−r ×1 +λ×2 )(ω×2 +2ω×p )λ×2
ω2 (3.60)
Comme le RPC choisi comme exemple est plan, on peut faire la simplification suivante :
m1(r
×
1 +λ×1 )λ×1 ω˙1 =m1


0
r1y +λ1cθ1
λ1sθ1
×

0
λ1cθ1
λ1sθ1

×ω˙1 =m1

r1yλ1sθ1
0
0
×ω˙1 (3.61)
Or, comme le RPC est plan,ω1 n’a de composante que selon x p , donc on a :
m1(r
×
1 +λ×1 )λ×1 ω˙1 =0 (3.62)
De même, on peut écrire : m1(r ×1 +λ×1 )(ω×1 +2ω×p )λ1 = −m1(r ×1 +λ×1 )λ×1 (ω1+2ωp ) = 0.
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Ces deux simplifications sont aussi valides pour (r ×2 +λ×2 )λ×2 ω˙2 et m1(r ×2 +λ×2 )(ω×2 +
2ω×p )λ2. Dans le cas plan, l’équation du torseur d’effort appliqué par le stabilisateur à la
plate-forme (3.60) se simplifie donc en :
w {1+2}/p =−
 2m1I3×3 −m1(λ×1 +λ×2 )
m1(λ×1 +λ×2 ) 2I1 −m1(r ×1 +λ×1 )(r ×1 +λ×1 )−m1(r ×1 −λ×2 )(r ×1 −λ×2 )

 0p¨
0ω˙p

+
03×3 m1ω×p (λ×1 +λ×2 )
03×3 −2ω×pI1 +m1(r ×1 +λ×1 )ω×p (r ×1 +λ×1 )+m1(r ×1 −λ×2 )ω×p (r ×1 −λ×2 )

 0p˙
ωp
+
 2m1g
m1(λ×1 +λ×2 )g

+
m1λ×1−I1
ω˙1+
m1λ×2−I1
ω˙2+
 m1(ω×1 +2ω×p )λ×1−ω×pI1 −I1ω×p + (I1ωp )×
ω1+
 m1(ω×2 +2ω×p )λ×2−ω×pI1 −I1ω×p + (I1ωp )×
ω2
(3.63)
Si les deux bras ont la même accélération et la même vitesse, alorsω1 =ω2 et ω˙1 = ω˙2.
Ce mouvement ayant commencé à l’état de repos, à tout moment θ2 = θ1+pi, doncλ1+λ2 =
0. On a alors :
w {1+2}/p =−
2m1I3×3 03×3
03×3 2I1 −2m1(r ×1 +λ×1 )(r ×1 +λ×1 )

 0p¨
0ω˙p
+
2m1g
0

+
03×3 03×3
03×3 −2ω×pI1 +2m1(r ×1 +λ×1 )ω×p (r ×1 +λ×1 )

 0p˙
ωp

+
 0−2I1
ω˙1+
 03×3−2ω×pI1 −2I1ω×p +2(I1ωp )×
ω1 (3.64)
Si les deux bras ont une accélération et une vitesse opposées, alors ω1 = −ω2 et ω˙1 =
−ω˙2. Ce mouvement ayant commencé à l’état de repos, à tout moment θ2 =pi−θ1 et le vec-
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teur λ1+λ2 est colinéaire à l’axe vertical du repère, et donc (λ×1 +λ×2 )g =0. Le mouvement
ne produit pas de force horizontale. On a alors :
w {1+2}/p =−
 2m1I3×3 −m1(λ×1 +λ×2 )
m1(λ×1 +λ×2 ) 2I1 −m1(r ×1 +λ×1 )(r ×1 +λ×1 )−m1(r ×1 −λ×2 )(r ×1 −λ×2 )

 0p¨
0ω˙p

+
03×3 m1ω×p (λ×1 +λ×2 )
03×3 −2ω×pI1 +m1(r ×1 +λ×1 )ω×p (r ×1 +λ×1 )+m1(r ×1 −λ×2 )ω×p (r ×1 −λ×2 )

 0p˙
ωp

+
2m1g
03×3
+
2m1(λ×1 −λ×2 )
03×3
ω˙1+
m1ω×1 (λ×1 +λ×2 )+2m1ω×p (λ×1 −λ×2 )
03×3
ω1
(3.65)
Sur cet exemple à deux bras, l’utilisation de la symétrie permet au stabilisateur de gé-
nérer une force tout en compensant le moment non-désiré produit par chaque bras (cas
de gauche sur la Figure 3.7) et de générer un moment sans produire de force non-désiré
(cas de droite sur la Figure 3.7). Tel que montré par les équations (3.64) et (3.65), les com-
posantes actives du torseur d’effort permettent en effet de produire uniquement une force
ou uniquement un moment. En utilisant le même principe et un nombre suffisant de bras,
il est possible en couplant leurs effets de créer un torseur d’effort dans toutes les directions
souhaitées.
Dans la suite de cette thèse, le stabilisateur désigne un système composé uniquement
de bras en rotation fixés sur la plate-forme du RPC à stabiliser. J désignant le nombre
de dispositifs de stabilisation, il désigne désormais également le nombre de bras, chacun
étant indicé j .
3.4.3 Formulation du modèle avec stabilisateur embarqué composé de
bras en rotation
De l’expression du torseur d’effort produit par un bras (3.45), on déduit l’équation (??)
qui donne le torseur d’effort en Gp fourni par un stabilisateur composé de J bras en rotation
indicés j .
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J∑
j=1
w j /p =−

J∑
j=1
m j I3×3 −
J∑
j=1
(
m j (r ×j +λ×j )
)
J∑
j=1
(
m j (r ×j +λ×j )
) J∑
j=1
I j −
J∑
j=1
(
m j (r ×j +λ×j )(r ×j +λ×j )
)

 0p¨
0ω˙p

+

0 ω×p
J∑
j=1
(
m j (r ×j +λ×j )
)
0
J∑
j=1
(
m j (r ×j +λ×j )ω×p (r ×j +λ×j )
)−ω×p J∑
j=1
I j

 0p˙
ωp

+

J∑
j=1
m j g
J∑
j=1
(
m j (r ×j +λ×j )
)
g
+
J∑
j=1
 m jλ×j
−I j +m j (r ×j +λ×j )λ×j
ω˙ j
︸ ︷︷ ︸
w1
+
J∑
j=1
 m j (ω×j +2ω×p )λ×j
−ω×pI j −I jω×p + (I jωp )×−ω×j I j +
(
m j (λ×j +r ×j )(ω×j +2ω×p )λ×j
)
ω j
︸ ︷︷ ︸
w2
On note w1 et w2 les deux vecteurs de dimension n donnant respectivement les com-
posantes actives, dues à l’accélération et à la vitesse en rotation des bras, du torseur d’effort
transmis par le stabilisateur. Les vecteurs donnant les contributions dues à l’accélération
et à la vitesse en rotation d’un bras indicé j sont notées w1 j et w2 j , voir équation (3.45).
L’écriture du bilan des efforts d’un système muni d’un stabilisateur donnée (3.59), peut
être réécrite dans le cas d’un stabilisateur composé de J bras en rotation :
MT
 0p¨
0ω˙p
+CT
 0p˙
0ωp
+w G−w1 −w2 =−JTτ (3.66)
avec MT la matrice d’inertie du système, CT la matrice de Coriolis, w G le poids du système
(plate-forme et stabilisateur) et J la matrice Jacobienne du RPC. On note w1 = ∑w1 j et
w2 =∑w2 j . Soient n le nombre de DDL de la plate-forme, N le nombre de câbles du RPC
et J le nombre de bras du stabilisateur, MT et CT sont deux matrices carrées de dimension
n×n, w G est un vecteur de dimension n, w1 et w2 sont deux vecteurs de dimension n, J
est une matrice N×n et τ un vecteur de dimension N.
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3.4.4 Conclusion
La modélisation présentée dans cette partie est générique pour un RPC muni d’un sta-
bilisateur embarqué, quels que soient le nombre de câbles, la nature ou le nombre des
dispositifs actionnés utilisés pour la stabilisation active. Les équations issues de cette mo-
délisation ont ensuite servi au choix d’un dispositif adapté à une utilisation pour un RPC
soumis à des petites vibrations selon tous ses DDL. Ce sont des pendules actionnés à 1
DDL qui ont été choisis pour l’actionnement embarqué du stabilisateur. Une fois ce choix
réalisé et la modélisation paramétrique du stabilisateur obtenue, l’étape suivante est de
trouver la topologie qui lui permet de maximiser l’effet des composantes actives de son
torseur d’effort sur la plate-forme. La mise en équations du RPC est également une étape
nécessaire à la mise en place de la commande qui s’applique au RPC et au stabilisateur.
Dans la suite de cette thèse, des exemples d’implémentation d’amortissement actif de vi-
brations sont proposés pour deux robots, l’un plan et l’autre à 6 DDL, développés pour
dans le cadre du projet DexterWide.
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CHAPITRE
4
Optimisation du placement des
actionneurs
Préambule
Les bras du stabilisateurs ayant pour but de compenser les vibrations par leur mouve-
ment, il s’agit de déterminer leur nombre, leurs masses, leurs longueurs et où placer les
bras pour obtenir la compensation la plus efficace possible. Pour ce travail, le nombre,
la masse et la longueur des bras sont fixés à priori, il reste à déterminer l’emplacement
des bras et leur orientation initiale par une procédure d’optimisation.
Les principales étapes d’une procédure d’optimisation sont les suivantes :
1. choisir les variables d’optimisation
2. définir l’intervalle des valeurs prises par les variables
3. formuler les contraintes
4. construire la fonction de coût
5. choisir un algorithme d’optimisation
Ce chapitre commence par une étape de simplification des équations obtenues précé-
demment puis décrit le processus d’optimisation du placement des bras en détaillant
ces étapes et ensuite présente les résultats.
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4.1 Simplification du modèle dynamique autour de son
point de fonctionnement
La pose x de la plate-forme du RPC est définie par x = [p> θ>p ]>, avec p le vecteur
donnant la position de la plate-forme et θp le vecteur des angles d’Euler (voir Annexe A)
donnant son orientation dans le repèreR0. Dans le cas de petites oscillations autour d’une
position d’équilibre statique de la plate-forme, la pose de la plate-forme se décompose en
deux sous parties : x = x s +∆x , où x s est la partie correspondant à la pose en équilibre sta-
tique et∆x le petit déplacement dû aux vibrations. Par hypothèse,∆x est petit. La dérivée
et la dérivée seconde de∆x sont notées respectivement :∆x˙ = dd t∆x∆x¨ = d 2
d t 2
∆x
(4.1)
Autour d’un équilibre statique, la vitesse et l’accélération de la plate-forme sont causées
uniquement par les vibrations, on peut donc écrire les relations suivantes :[p˙> ω>p ]> = S˜x˙ ' S˜∆x˙[p¨> ω˙>p ]> = S˜x¨ + ˙˜Sx˙ ' S˜∆x¨ + ˙˜S∆x˙ (4.2)
La matrice S˜(θ) abrégée en S˜ est donnée en annexe A.
La formulation de la matrice de masse MT à un instant donné dépend de la pose de la
plate-forme, on peut donc la noter MT(x ). MT(x ) peut être approchée par un développe-
ment de Taylor à l’ordre 1 :
MT(x )=MT(x s)+ ∂
∂x
MT(x )∆x (4.3)
Comme par hypothèse ∆x est petit, les variations de la matrice M peuvent être négli-
gées pour un petit déplacement de la plate-forme. On a alors :
MT(x )'MT(x s)
Ce raisonnement peut être répété pour le vecteur du poids G(x ) et la matrice Jaco-
bienne J(x ), qui toutes dépendent de la pose x de la plate-forme à un instant donné. La
matrice de Coriolis CT est fonction de la pose de la plate-forme et de sa vitesse à un instant
donné, on a donc CT(x ,S˜x˙ )'CT(x s ,S˜x˙ s).
Soient les matrices M˜T(x s) et C˜T(x ,S˜x˙ ) telles que :
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• M˜T(x s)=MT(x s)S˜
• C˜T(x ,S˜x˙ )=CT(x ,S˜x˙ )S˜ + ˙˜S
Finalement, d’après l’équation (3.59), l’équation régissant le mouvement d’une plate-
forme de RPC en petits déplacements s’écrit :
M˜T(x s)∆x¨ +C˜T(x s ,∆x˙ )∆x˙ +w G−
J∑
j=1
(
w1 j (x ,θ j ,θ˙ j )−w2 j (x ,S˜x˙ ,θ j ,θ˙ j )
)=−J>τ(x s) (4.4)
avec w1 j (x ,θ j ,θ˙ j ) et w2 j (x ,S˜x˙ ,θ j ,θ˙ j ) les composantes actives du torseur d’effort du bras
j du stabilisateur sur la plate-forme, et le torseur d’effort des câbles sur la plate-forme w c
donné par sa valeur −J>τ.
4.2 Simplification du torseur d’efforts w j /p
Le principe de fonctionnement du stabilisateur est de compenser les efforts qui pro-
voquent des vibrations de la plate-forme en produisant un torseur d’effort en son CDG par
des rotations combinées de ses bras. En rappel de l’équation (3.45), l’expression du torseur
d’effort fourni par un stabilisateur à J bras s’écrit :
w j /p =
Contribution de l’accélération de la plate-forme︷ ︸︸ ︷
−
 m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )

 0p¨
0ω˙p

Contribution de
l’effet de Coriolis
−
0 −m jω×p (r ×j +λ×j )
0 −m j (r ×j +λ×j )ω×p (r ×j +λ×j )+ω×pI j

 0p˙
ωp
 +
Contribution de la gravité︷ ︸︸ ︷ m j g
m j (r ×j +λ×j )g

+
 m jλ×j
−I j +m j (r ×j +λ×j )λ×j
 jω˙ j
︸ ︷︷ ︸
w1 j
· · ·
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+
 m j (ω×j +2ω×p )λ×j
−ω×pI j −I jω×p + (I jωp )×−ω×j I j +m j (λ×j +r ×j )(ω×j +2ω×p )λ×j
ω j
︸ ︷︷ ︸
w2 j
(4.5)
Dans le cas considéré de petites oscillations autour d’une pose en équilibre statique,
on a x = x s +∆x , où x s correspond à l’équilibre statique et ∆x au déplacement dû aux
vibrations. Par hypothèse∆x est petit.
Avec les matrices M j et C j , données au chapitre 3, respectivement dans les équations
(5.3) et (3.50), on définit les deux matrices suivantes :
M˜ j =
 m j I3×3 −m j (r ×j +λ×j )
m j (r ×j +λ×j ) I j −m j (r ×j +λ×j )(r ×j +λ×j )
S˜ =
 m j I3×3 −m j (r ×j +λ×j )S
m j (r ×j +λ×j ) I j S −m j (r ×j +λ×j )(r ×j +λ×j )S

(4.6)
C˜ j =
0 −m j (Sθ˙p )×(r ×j +λ×j )
0 −m j (r ×j +λ×j )(Sθ˙p )×(r ×j +λ×j )+ (Sθ˙p )×I j
S˜ +MT ˙˜S (4.7)
Le torseur d’efforts exercé par le stabilisateur sur le CDG de la plate-forme dans le cas
de petites vibrations s’écrit :
J∑
j=1
w j /p =−
J∑
j=1
M˜ j∆x¨ −
J∑
j=1
C˜ j∆x˙ +

J∑
j=1
m j g
J∑
j=1
(
m j (r ×j +λ×j )
)
g
+w1
+
 m j (ω×j +2(Sθ˙p )×)λ×j
−(Sθ˙p )×I j −I j (Sθ˙p )×+ (I j Sθ˙p )×−ω×j I j +m j (λ×j +r ×j )(ω×j +2(Sθ˙p )×)λ×j
ω j
(4.8)
La masselotte fixée au bout du bras est considérée comme ponctuelle pour la modélisa-
tion, cependant cette simplification étant physiquement impossible, on considèrera qu’il
s’agit d’un solide de petites dimensions. Une boule est l’objet dont les propriétés inertielles
se rapprochent le plus d’un point, la masselotte sera donc représentée par une boule pleine
de petit diamètre. Le tenseur d’inertie d’une boule s’écrit I j = 2m jρ
2
5 I3×3, avec m j la masse
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de la boule et ρ son rayon. Comme le rayon ρ de la boule est petit, le tenseur d’inertie I j de
la masselotte au bout du bras j est petit. I j est petit donc (Sθ˙p )×I j (Sθ˙p )'0
Des mesures expérimentales permettent de déterminer les vitesses de vibration de la
plate-forme, voir Annexe C. On note respectivement ∆x˙ et ∆x˙ les bornes de l’intervalle
contenant les vitesses de vibration. En considérant ces faibles vitesses de vibrations, la sup-
position suivante peut être faite : (Sθ˙p )×
J∑
j=1
(r ×j +λ×j )(Sθ˙p )'0. En outre, comme les vitesses
de vibrations sont considérés comme petites, on suppose ˙˜S =06×6.
De plus, le but du stabilisateur étant de parcourir des distances plutôt courtes en four-
nissant une accélération élevée, une loi de commande favorisant les fortes accélérations
sera choisie pour contrôler le stabilisateur. Par construction de la commande, les vitesses
de rotation des actionneurs du stabilisateur ω j sont faibles par rapport aux accélérations
angulaires ω˙ j . Donc :
J∑
j=1
w j /p '−

J∑
j=1
m j I3×3 −
J∑
j=1
m j (r ×j +λ×j )S
J∑
j=1
m j (r ×j +λ×j )
J∑
j=1
(
I j S + (r ×j +λ×j )(r ×j +λ×j )
)
∆x¨ +

J∑
j=1
m j g
J∑
j=1
(
m j (r ×j +λ×j )
)
g

︸ ︷︷ ︸
w G
+w1
(4.9)
Pour déterminer l’influence des différents termes composant le torseur
J∑
j=1
w j /p , une
simulation de robot suspendu à 3 câbles muni de 3 bras est réalisée dans le logiciel de
calcul MATLAB® en utilisant la boîte à outils de programmation graphique Simulink® et
le moteur de simulation physique Simscape Multibody™.
Les paramètres de la simulation sont donnés dans le tableau 4.1. Ce système dont la
consigne est de demeurer statique est perturbé à 15 s par un effort vertical de 30 N, ce qui
met en fonctionnement le stabilisateur.
Les valeurs des différentes composantes du torseur d’efforts produit par le stabilisa-
teur sur la plate-forme dans ce cas est donné Figure 4.1. On constate que les composantes
reflétant l’effet de Coriolis et celles du torseur w2 sont petites par rapport aux autres.
Enfin, l’équation (3.59) du chapitre précédent peut être simplifiée en (4.10) en suppo-
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Tableau 4.1: Valeurs des paramètres du RPC suspendu plan à 3 DDL avec un sta-
bilisateur 3 bras embarqué
Paramètre Notation Valeur
Position des points d’attache
des câbles au bâti
R0A
0m 0,24m −2m
0m 0m 0m

Position des points d’attache
des câbles à la plate-forme
Rp B
−0,12m 0,12m 0m
0,15m 0,15m 0,15m

Raideur des câbles kc 500Nm−1
Pose initiale du CDG de la plate-forme x0
[
−0,94m −1m 0rad
]T
Position des points d’attache
des bras du stabilisateur
Rp r j
0,12m −0,12m 0m
0m 0m −0,15m

Orientation initiale du stabilisateur θ0
[
0rad pirad −pi2 rad
]T
Masse de la plate-forme mp 3,2kg
Longueur des bras λ j 0,1m
Masse des bras m j 0,15kg
(a) Valeur des couples (b) Valeur des forces
Figure 4.1: Valeur maximale des torseurs par effet
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sant que ∆x , w2 et les effets de Coriolis peuvent être négligés autour d’un équilibre sta-
tique.

(mp +
J∑
j=1
m j )I3×3 −
J∑
j=1
m j (r ×j +λ×j )S
J∑
j=1
m j (r ×j +λ×j ) IpS +
J∑
j=1
I j S +
J∑
j=1
(r ×j +λ×j )(r ×j +λ×j )
∆x¨ +w G−w1 =−J>τ (4.10)
4.3 Définitions des variables du problème
La détermination de la topologie du stabilisateur qui permet d’obtenir la compensation
des vibrations de la plate-forme la plus efficace possible constitue un problème d’optimi-
sation.
Pour ce problème, les variables d’optimisation sont les positions des points d’at-
tache des bras, notées r j = [r jx r jy r jz ]> et leur orientations initiales, notées θ j0 =
[α j0 β j0 γ j0 ]
> pour le bras j . Les positions des points d’attache des bras correspondent
aux positions des points de sortie des moteurs actionnant les bras, lesdits moteurs étant
solidaires de la plate-forme. L’orientation initiale de chaque bras notée θ j0 est exprimée
par rapport à la la plate-forme, elle décrit l’orientation du repèreR j dans le repèreRp .
Les valeurs de longueur des bras λ j et de leur masse m j sont définies a priori, ces pa-
ramètres ne sont pas optimisés. De même, le nombre de bras J n’est pas optimisé dans la
suite de ce travail.
Chacun des bras du stabilisateur est défini par la position de son point d’attache à la
plate-forme r j et par θ j0 , son orientation initiale dans Rp . Chaque bras est ainsi défini
par deux vecteurs à 3 composantes, soit 6 scalaires. Donc, la variable d’optimisation du
problème d’optimisation de la topologie du stabilisateur est un vecteur à 6J composantes,
J étant le nombre de bras.
Finalement, la variable d’optimisation du problème est notée ξ, telle que : ξ =
{r j ,θ j0 }, j ∈ [1 · · · J].
Les valeurs des paramètres dimensionnels du stabilisateur sont définies dans un inter-
valle compatible avec sa réalisation technique. L’expression de ces intervalles pour cha-
cun des paramètres permet de borner le torseur d’effort. En outre, l’encadrement de la
variable d’optimisation dans un certain intervalle permet de réduire la taille de l’espace de
recherche, et donc le temps de convergence de l’algorithme.
En premier lieu, les bras sont fixés sur la plate-forme, donc les composantes du vecteur
r j sont comprises dans le pavé formé par la plate-forme du robot. Les coordonnées de ce
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vecteur, r jx , r jy et r jz , sont exprimées dans le repèreRp attaché à la plate-forme. De plus,
les points d’attache des bras devant se trouver sur une face de la plate-forme, au moins
une de ces coordonnées a pour valeur le minimum ou le maximum de son intervalle.
Les paramètres de la position du point de sortie des actionneurs r j ont également un
impact sur la limite de l’orientation initiale des bras : puisqu’il faut éviter les collisions
avec la plate-forme, l’angle initial doit être tel que les positions angulaires maximale θM
et minimale −θM ne provoquent pas de collision entre le bras et la plate-forme. θM est
défini comme l’angle maximal entre le bras et la plate-forme dans le repèreRp . Pour qu’un
bras, dont le point de sortie n’est pas situé sur une arête de la plate-forme, n’entre pas en
collision avec celle-ci, θM est donc limité à
pi
2 rad.
La course des bras, en rotation dans le repèreR j , est fixée à ±pi4 rad. Il faudra alors véri-
fier que les angles obtenus en sommant cette course avec θ j0 demeurent dans l’intervalle
[−θM θM].
Pour en rendre compte, on noteX l’intervalle comprenant la variable ξ.
4.4 Contraintes
Les contraintes représentent des relations entre les variables d’optimisation et d’autres
paramètres qui visent à représenter des phénomènes physiques ou des limitations du sys-
tème. Dans la plupart des cas, ces contraintes peuvent s’exprimer sous la forme d’égalités
ou d’inégalités.
Une solution envisageable pour le placement des bras est de les orienter vers l’intérieur
de la plate-forme, afin d’assurer l’évitement de collisions avec les câbles. Cette solution n’a
pas été retenue car, en pratique, l’espace à l’intérieur de la plate-forme est occupé par la
motorisation du stabilisateur, la centrale inertielle de la plate-forme et, sur CoGiRo, par le
contrôleur du robot sériel.
Dans le cas présent, ces contraintes sont l’assurance que l’action du stabilisateur ne
peut faire sortir la plate-forme du RPC de son espace des torseurs faisables et l’évitement
des collisions entre les bras du stabilisateur et leur environnement. Afin de déterminer
l’éventualité de collisions entre les bras et les câbles, il faut en premier lieu déterminer
l’espace occupé par les câbles.
Puisque les bras composant le stabilisateur sont attachés à la plate-forme, la variable
d’optimisationξ est donnée dans le repère attaché à la plate-forme. L’espace occupé par un
bras vu depuis la plate-forme a une expression simple, ce qui rend simple l’évaluation de la
collision dans le repère de la plate-forme. Reste alors à obtenir une définition de la région
occupée par le câble dans le repère attaché à celle-ci, cette région est nommée espace de
travail du câble.
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4.4.1 Définition de l’espace de travail d’un câble
Au cours des déplacements de la plate-forme mobile, la position de chacun des câbles
change. L’ensemble des positions prises par un câble pour toutes les poses de la plate-
forme dans son espace de travail est nommée ci-après l’espace de travail du câble (ETC).
Dans cette section, on cherche à modéliser l’espace de travail d’un câble avant de généra-
liser pour les N câbles de robot.
Pour s’assurer d’éviter les collisions entre un câble et la plate-forme ou un objet placé
sur celle-ci, il suffit qu’il n’y ait pas intersection entre l’espace occupé par cet objet et l’es-
pace de travail des câbles.
Les câbles sont approximés par des segments de droite entre les points de sortie Ai et
les points d’attache à la plate-forme Bi . Le vecteur directeur du câble i , u i a pour valeur :
0u i = 0p +R(θp )pb i − 0a i (4.11)
où R(θp ) est la rotation de la plate-forme dans le repèreR0.
L’espace de travail prescrit W pour un RPC à 6 DDL est défini comme suit :
W =
{
x = [0p> θ>p ]> | { 0p ∈ [x x]× [y y]× [z z] }
|| {θp ∈ [αp αp ]× [βp βp ]× [γp γp ] }
} (4.12)
Pour une orientation θp donnée, l’ensemble des positions à l’intérieur de W forme un
polyèdre. L’espace de travail prescrit est considéré comme inclus dans l’espace des tor-
seurs générables (voir chapitre 2), donc toutes les poses deW peuvent être atteintes par un
ensemble de tensions de câbles faisable [Bosscher et al., 2006; Gouttefarde et al., 2011].
L’ETC du câble i dansR0 est défini par : 0ETCi = {0u i | x ∈W }. Le vecteur 0u i est défini
dans (4.11). D’après cette formulation et l’équation (4.12), 0ETCi peut être exprimé comme
la somme de Minkowski [De Berg et al., 1997] de trois ensembles, ces ensembles étant :
• le parallélépipède contenant toutes les positions du vecteur p : [x x]×[y y]×[z z]
• la portion de sphère décrite par les rotationsθp : {R(θp )pb i |θp ∈ [αp αp ]×[βp βp ]×
[γp γp ]}
• le point Ai , dont les coordonnées sont exprimées dansR0 par le vecteur 0a i
Du point de vue d’un observateur situé sur la plate-forme, le point Bi étant fixé à la
plate-forme, son vecteur position pb i est constant pour tout i . De même, le vecteur 0a i
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est constant car Ai est fixe dans le repère R0. Donc, lorsque l’ensemble d’angles d’Euler
[αp αp ]× [βp βp ]× [γp γp ] n’est pas réduit à un point, l’ETC est un objet géométrique
complexe, pas nécessairement convexe, y compris pour la définition simple de l’espace de
travail W donnée à l’équation (4.12).
Le seul travail s’intéressant à l’espace occupé par les câbles d’un RPC a été réalisé dans
[Pott, 2018]. Dans cet article, le volume choisi pour représenter le sous-espace contenant
tous les segments Ai Bi , pour une orientation θp donnée de la plate-forme, est un cône
généralisé. La forme de la section de ce cône généralisé est un polygone, qui n’est pas né-
cessairement convexe. Ce polygone est obtenu en triant les segments Ai Bi obtenus par la
discrétisation de l’espace de travail W selon l’algorithme de polar sorting.
Représenter l’espace occupé par les câbles comme un volume permet de déterminer
l’éventualité de collision entre le câble et un objet fixe dans le repère de la plate-forme : si
un point appartenant à un objet appartient au volume, alors une collision entre le câble et
l’objet est possible. Pour le câble i , l’ETC exprimé dans le repère attaché à la plate-forme
Rp est défini comme p ETCi = {−pu i | x ∈W }, avec :
−pu i =R(θp )>( 0ai −0 p )− pb i (4.13)
L’équation (4.13) est obtenu en multipliant les deux parties de l’équation (4.11) par la
matrice de rotation R(θp )>. L’expression p ETCi de l’ETC dansRp correspond donc à une
translation de l’ensemble {R(θp )>( 0ai −0 p ) | x ∈W } par le vecteur pb i . Cet ensemble cor-
respond au volume occupé par le pavé { 0ai −0 p | 0p ∈ [x x]× [y y]× [z z]} quand il
subit la rotation R(θp ) pour tout θp dans [αp αp ]× [βp βp ]× [γp γp ]. Pour le câble i ,
l’ETC p ETCi exprimé dansRp , de manière similaire à 0ETCi calculé dansR0, est un objet
géométrique tridimensionnel complexe et qui n’est pas nécessairement convexe.
Dans [Pott, 2018], l’ETC obtenu par discrétisation, exprimé dansR0, apparaît comme
un cône généralisé (ou cône polyédrique). La même méthode peut être appliquée pour
obtenir p ETCi . Le cône généralisé n’est pas nécessairement un polyèdre convexe et sa base
peut être définie par un grand nombre de sommets, selon la discrétisation de l’espace de
travail W sélectionnée.
Par exemple, le test pour déterminer l’appartenant d’un point quelconque Q au cône
généralisé est le suivant. Le cône considéré dans l’exemple a une expression plus simple
qu’un cône généralisé quelconque puisqu’il est convexe. Les étapes pour déterminer si le
point Q est à l’intérieur du cône sont données par un algorithme proposé ci-après. L’algo-
rithme proposé, illustré Figure 4.2, réalise les opérations suivantes :
1. obtenir Q′ le projeté de Q sur l’axe du cône, ce qui définit le rapport k entre la dis-
tance du sommet du cône à Q′ et la longueur de l’axe
80 CHAPITRE 4. OPTIMISATION DU PLACEMENT DES ACTIONNEURS
2. appliquer le facteur k aux distances entre les points du polygone à la base du cône
et le centre de ce polygone. Le nouveau polygone ainsi obtenu est nommé P′, il s’agit
de la section du cône au point Q′
3. tester l’appartenance de Q à ce polygone, en utilisant une des méthodes classiques
[O’Rourke, 1998] (ray casting, somme des angles, etc.)
×
•
×
Bi
Q
Q′
u i
u
>
i
(q
−b i
)
Figure 4.2: Cône généralisé contenant toutes les positions de câbles
La complexité algorithmique de ce test d’appartenance est O (n), avec n étant le
nombre de sommets du polygone à la base du cône. L’approximation de l’ETC par un
cône généralisé peut ne pas être convexe ou, dépendant de la discrétisation de W choisie,
être définie par un grand nombre de sommets. Cette méthode peut alors devenir lourde à
mettre en œuvre si l’espace de travail du robot est discrétisé avec un nombre important de
points, le test d’appartenance d’un point au volume peut alors s’avérer long.
Une méthode plus intéressante en temps de calcul et suffisamment précise pour repré-
senter fidèlement l’ETC sous forme d’un volume consiste à déterminer les faces du cône
polyédrique. Ces faces peuvent être obtenues pendant l’opération de polar sorting ou bien
par le calcul d’une enveloppe convexe au cône. Dans ce cas, le point Q est à l’intérieur du
cône polyédrique si, et seulement si, il se trouve du même côté de chacun des plans por-
tant les faces du cône. Cette seconde approche est également de complexité algorithmique
O (n) avec n le nombre de sommets de la base du cône.
Le nombre de sommets n dépend du nombre de points utilisés pour discrétiser l’es-
pace de travail prescrit du RPC. Donc le temps de calcul nécessaire pour déterminer si un
ensemble de points donné n’interfère pas avec ce sous-espace, c’est à dire l’opération d’as-
surer l’absence de collision, dépend de n. En outre, ce test est à effectuer pour chacun des
N câbles. Utiliser l’une des deux méthodes précédemment décrites lors d’un calcul itératif,
par exemple une optimisation, est prohibitif lorsque n est grand. Il est donc nécessaire de
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définir un volume englobant l’ETC qui soit plus simple tout en évitant d’être trop conser-
vatif.
Un volume engobant l’ETC du câble i p ETCi peut être obtenu à partir de la discré-
tisation de l’espace de travail prescrit W du RPC. Dans le repère Rp lié à la plate-forme
mobile, le point Bi est fixe et le vecteur pa i donnant la position du point Ai a pour ex-
pression pa i = R(θp )>( 0ai −0 p ), et dépend donc de la pose de la plate-forme mobile
x = [0p> θ>p ]> ∈W . DansRp , la discrétisation de W engendre un ensemble de positions
du point Ai dont l’enveloppe convexe est un polyèdre convexe. Le pas de quantification de
la discrétisation doit être assez fin pour que ce polyèdre convexe soit une bonne approxi-
mation de toutes les positions possibles de Ai dans Rp quand x ∈ W . Comme vu précé-
demment, le nombre de sommets de ce polyèdre doit être faible. À cette fin, le plus petit
parallélépipède englobant cette enveloppe convexe est calculé, il est notéB. Les faces de
la boîte englobante B sont alignées avec les axes de Rp , les arêtes de ce parallélépipède
sont obtenues en déterminant les coordonnées maximales et minimales selon les axes de
Rp des arêtes de l’enveloppe convexe.
Le volumeB contient alors toutes les positions des points Ai pour tout x ∈W , comme
illustré Figure 4.3. Le câble i étant considéré comme un segment de droite entre les points
Ai et Bi , le polyèdre obtenu en connectant le point fixe Bi aux sommets deB est un volume
englobant p ETCi . Ce volume tel que toutes les positions de [Ai Bi ] pour tout x compris dans
l’espace de travail discrétisé W est compris dans le polyèdre. Donc ce polyèdre contient
l’ETC du câble i , il est nommé E dans la suite.
Figure 4.3: Enveloppe convexe des positions du câble Ai
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Un exemple de polyèdre englobant l’ETC d’un câble sur le robot CoGiRo est donné Fi-
gure 4.4. On peut voir sur cette figure qu’il s’agit de l’union du volume englobant B et
d’une pyramide de sommet Bi .
Figure 4.4: Volume englobant l’espace de travail du câble i
Assurer la non-collision entre un câble et un dispositif attaché à la plate-forme revient
à prouver que l’espace occupé par ce dispositif n’intersecte pas l’ETC. Pour vérifier qu’un
point ou un ensemble de points n’est pas compris dans l’ETC – ce qui implique qu’il n’y
a pas de collision possible avec le câble – il faut déterminer les faces du polyèdre E . En
effet, il peut être défini comme l’intersection de toutes les partitions de l’espace par les
plans portant ses faces, ce qui se traduit mathématiquement par un ensemble d’inégalités.
Alors, un point ou un ensemble n’est pas à l’intérieur du polyèdre E si, et seulement s’il
n’est pas inclus dans l’une des ces partitions de l’espace, c’est à dire s’il ne respecte pas
une de ces inégalités.
Le polyèdre E englobant l’ETC d’un câble peut être décrit comme l’union d’un parallé-
lépipède B et d’une pyramide de sommet Bi . Le nombre de faces du polyèdre E dépend
du nombre de faces du pavéB visibles du point Bi . On distingue trois cas :
• si seulement une face de B est visible depuis Bi : comme illustré Figure 4.5, E a
neuf faces. Quatre de ces faces forment la pyramide dont Bi est le sommet et les cinq
autres sont les cinq faces deB qui ne sont pas visibles depuis Bi
• si deux faces de B sont visibles depuis Bi : comme illustré Figure 4.6, E a dix faces.
Six de ces faces forment la pyramide dont Bi est le sommet et les quatre autres sont
les faces deB qui ne sont pas visibles depuis Bi
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Figure 4.5: Faces du polyhèdreP
si seulement une face est visible depuis
Bi
•
•
•
•
•Bi
B
Figure 4.6: Faces du polyhèdreP
si deux faces sont visibles depuis Bi
•
•
•
••
•
•Bi
B
Figure 4.7: Faces du polyhèdreP
si trois faces sont visibles depuis Bi
• si trois faces deB sont visibles depuis Bi : comme illustré Figure 4.7, E a neuf faces.
Six de ces faces forment la pyramide dont Bi est le sommet et les trois autres sont les
faces deB qui ne sont pas visibles depuis Bi
En plus de ces trois cas, certains cas particuliers doivent être traités : lorsque le point
Bi appartient à l’un des plan portant les faces deB. Ces cas particuliers ne sont pas traités
dans ce travail, cette difficulté n’ayant pas été rencontrée ici.
La description mathématique des faces du polyèdre englobant E est basée sur la ca-
ractérisation de ses faces. Deux éléments suffisent pour exprimer la description mathéma-
tique de la k ième face du polyèdre E , un point Pk de la face et le vecteur nk normal à celle-ci
et dirigé vers l’extérieur de E . Ces deux éléments décrivent le plan contenant la k ième face
de E . Un point Q est hors du polyèdre si, et seulement si, pour au moins une face k de E , il
n’est pas du même côté de ce plan que E , c’est à dire si, et seulement s’il existe un k tel que−−→
Pk Q ·nk > 0.
Dans le cas où la face k de E est aussi une face de B (un rectangle), le point Pk peut
être un des sommets de ce rectangle ou alors son centre, et le vecteur nk la normale à
ce rectangle pointant vers l’extérieur de B. Si la face k est une face de la pyramide, cette
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(a) Vue en 3D (b) Vue du dessus (projection selon z0)
Figure 4.8: Espace de travail des câbles de CoGiRo
face est un triangle dont les trois sommets sont connus, donc le point Pk et le vecteur nk
peuvent être obtenus aisément.
Par exemple sur le robot CoGiRo, dont les dimensions sont données au tableau 4.2,
l’ensemble des espaces de travail de tous les câbles, occupe un espace important, voir Fi-
gure 4.11. En particulier, on constate sur la Figure 4.8b que cet espace enserre la plate-
forme. Ceci est dû notamment aux choix de l’arrangement des câbles lors de la conception
de CoGiRo [Gouttefarde et al., 2015a].
La détermination des faces de E et leur description peuvent être effectuées hors-ligne,
c’est à dire avant d’utiliser la définition de E pour vérifier l’absence de collision entre un
câble et un dispositif embarqué sur la plate-forme mobile du RPC. Cet algorithme per-
met donc de n’effectuer comme test pendant un processus itératif, par exemple le calcul
d’optimisation, que des produits scalaires
−−→
Pk Q ·nk > 0 qui présentent l’avantage d’être très
rapides.
4.4.2 Non collision des bras avec leur environnement
Pour tester la collision entre un bras et un câble i , il suffit de matérialiser le sous-espace
des positions occupées par le bras et de tester l’intersection entre ce sous-espace et l’ETC.
Soit θ j la variable de position angulaire du bras autour de son axe de rotation.
Le bras effectuant un mouvement de rotation autour d’un axe, l’espace qu’ils par-
courent est une portion de disque. Cette portion de disque est incluse dans un triangle
isocèle de hauteur λ. La longueur des côtés égaux de ce triangle vaut λ
cos( 12 (θ−θ))
, où l’angle
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au sommet de ce triangle isocèle représente le débattement du bras compris entre θ et θ.
Cette simplification est illustrée Figure 4.9.
•
×
•
••
•
O j
λ
θ θ
Espace occupé par le bras
Espace simplifié pour les tests
Figure 4.9: Espace occupé par le bras
Chaque ETC et le bras sont tous deux attachés à la plate-forme, ces deux points ont au
moins une composante égale. Si l’espace de travail du bras intersecte l’ETC d’un câble, cela
signifie que l’un au moins des points du triangle représentant le débattement du bras est
inclus dans le volume de l’espace occupé par le câble.
Soient Ei l’espace occupé par le câble i et S j l’espace occupé par un bras, soit S j un
point de S j . Le bras j est bien placé si S j n’intersecte Ei pour aucun câble i . Soit V le
nombre de facettes du polyèdre Ei . D’après les résultats de la méthode ci-dessus, on a
l’équivalence suivante :
S j ∩Ei =∅ ⇔ ∀S j ∈S j ,∃k ∈ [2 . . .V]|si g ne(−−−→Pki S j ·nki ) 6= si g ne(
−−−→
P1i S j ·n1i ) (4.14)
,avec Pki un des sommets de la k
ième face de l’ETC i . La fonction si g ne(x) retourne le signe
de x.
En pratique, la forme de l’ETC sur le robot CoGiRo est du type illustré Figure 4.7. Ei a
9 faces, dont six sont les faces d’une pyramide de base Bi . Le point d’attache du bras à la
plate-forme O j et Bi sont coplanaires sur CoGiRo. Comme les dimensions de l’ETC sont
bien plus importantes que celles de l’espace occupé par un bras, alors si l’espace de travail
du bras intersecte l’ETC d’un câble, cela signifie que l’un au moins des sommets du triangle
représentant le débattement du bras est inclus dans la pyramide. Pour tester l’intersection
S j et Ei , il suffit alors de tester l’appartenance des trois sommets du triangle à la pyramide
constituant l’ETC.
De même pour tester les collisions des bras avec la plate-forme, il suffit de tester l’ap-
partenance des sommets du triangle au volume de la plate-forme. On s’en assure par
conception en vérifiant que pour tous les bras j , le point O j est toujours placé sur une
face et que la condition suivante sur les angles est vérifiée : θ j ∈ θ θ].
Enfin, la dernière forme de collision à tester, est la collision entre deux bras. Pour s’as-
surer que deux bras ne se touchent pas, il faut s’assurer que les surfaces de l’espace occupé
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par les bras ne se coupent pas. Pour cela, les triangles contenant l’espace de travail des
bras sont projetés selon les 3 axes du repèreRp , la projection de ce triangle sur un plan est
un triangle. Deux surfaces s’intersectent si et seulement si au moins un point du premier
triangle est à l’intérieur du second dans les 3 projections. L’appartenance d’un point à un
triangle est calculée avec la méthode de ray casting [O’Rourke, 1998].
4.4.3 Faisabilité des torseurs d’effort
Comme la position, la vitesse et l’accélération angulaire des bras du stabilisateur sont
limitées par le choix d’actionnement et comme l’amplitude des vibrations est comprise
dans un intervalle, alors tous les torseurs de la partie de gauche de l’équation (4.10) sont
bornés et donc la partie de gauche de cette équation est bornée. SoitF l’ensemble conte-
nant tous ces torseurs. On note w un élément deF , tel que, selon l’équation (4.10), on a :
w = M˜T∆x¨ −w1 +w G
Les torseurs d’effort produits par le stabilisateur ne doivent pas impliquer un jeu de
tensions des câbles que ceux-ci ne peuvent pas fournir. Il faut donc vérifier qu’à tout mo-
ment le RPC et le stabilisateur puissent effectuer leurs tâches tout en conservant des ten-
sions admissibles.
Les tensions des câbles du RPC doivent être comprises entre des tensions minimales
et maximales, pour chaque câble i , N étant le nombre de câbles, on a :τi ∈ [τ τ]. L’espace
des tensions admissibles dans les câbles notéT est défini par :
T = {τ|τ ∈ [τ τ]} (4.15)
Puisque le stabilisateur est composé de bras actionnés disposés sur la plate-forme
d’un RPC, sa conception doit prendre en compte une tension maximale et minimale dans
chaque, la tension minimale étant strictement positive. Pour tout torseur d’effort w ∈F ,
un ensemble de tensions de câbles admissibles doit exister, autrement dit :
∀w ∈ F ∃ τ ∈ [τ τ]N | −J>τ =w ⇔ F ⊆ T (4.16)
D’après l’expression (4.16), tout w deF appartient à T . Or, d’après [Bouchard et al.,
2010], T est un zonotope, c’est à dire un polytope obtenu comme somme de Minkowski
d’un certain nombre de segments dans un espace de dimension N. La condition donnée à
l’équation (4.16) peut alors être exprimée par une inéquation, qui est alors :
Cw ≤d (4.17)
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La matrice C et le vecteur d peuvent être obtenus par un calcul hors ligne en utilisant
certains algorithmes déjà développés, par exemple la méthode expliquée dans [Bouchard
et al., 2010; Gouttefarde et Krut, 2010].
4.5 Fonction de coût
La fonction objectif, appelée fonction de coût par abus de langage, est la fonction qui
doit être maximisée ou minimisée. Elle doit être une fonction scalaire afin de pouvoir com-
parer entre elles les valeurs qu’elle prend pour différents arguments. Comme la procédure
d’optimisation sert à améliorer la conception d’un système donné, la fonction de coût doit
être descriptive du système, et donc sa formulation est postérieure à la modélisation.
D’après l’équation (4.10), plus l’effet du torseur w1 est grand, plus l’influence du sta-
bilisateur sur la plate-forme est importante et donc la stabilisation efficace. L’efficacité du
stabilisateur actif peut être décrite par la puissance qu’il peut apporter de manière active
à la plate-forme. D’après l’équation (4.10), il s’agit de la puissance apportée par le torseur
w1 . D’après cette même équation, w1 =
J∑
j=1
w1 j
SoitP (w ) la puissance apportée par le torseur w au CDG de la plate-forme.
Le produit de torseurs – aussi nommé comoment – est noté ¯ tel que pour deux tor-
seurs S1 =
u1v 1
 et S2 =
u2v 2
 définis en un même point on a :
S1¯S2 =u1 ·v 2+u2 ·v 1
La puissance fournie par le stabilisateur est la somme des puissances fournies par cha-
cun des bras. Pour un bras j , la puissanceP (w1 j ) est le résultat du comoment du torseur
cinématique du bras par le torseur d’effort w1 j :
P (w1 j )=

pv G j
ω j
¯w1 j /p
avec pv G j la vitesse de déplacement du CDG G j de la masselotte exprimée dans le re-
père Rp et ω j la vitesse angulaire du bras j par rapport au repère Rp . Le torseur ciné-
matique utilisé est celui fourni par le bras à sa pose initiale [r >j θ
>
j0
]>, à une vitesse angu-
laire constante choisie arbitrairement et avec la plate-forme considérée comme statique.
En pratique on choisitω j = [0 pirads−1 0]>, avec une plate-forme statique, on a d’après
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l’équation (3.40) : pv G j =ω j ×λ j . Ce torseur est construit de sorte à ne dépendre que la
pose initiale [r >j θ
>
j0
]> de chaque bras.
Par définition, on a donc :
P (w1)=P
 J∑
j=1
w1 j
= J∑
j=1
P (w1 j ) (4.18)
Pour un stabilisateur composé de j bras, la puissance fournie par le torseur w 1 est
donnée par :
P (w1)=
J∑
j=1
P (w 1 j )=
J∑
j=1

 ω jω j ×λ j
¯w 1 j
= J∑
j=1

 ω jω j ×λ j
¯
 −m jλ×j
I j −m j (r ×j +λ×j )λ×j
 jω˙ j

=
J∑
j=1
[
ω j ·
(
I j −m j (r ×j +λ×j )λ×j
)
ω˙ j −m j (ω j ×λ j ) · (λ j ×ω˙ j )
]
(4.19)
4.6 Formulation du problème d’optimisation
Le choix de l’actionnement des bras donne les limites des valeurs de ω˙ j etω j . La masse
m j et la longueur λ j sont constantes pour un bras donné. Les derniers paramètres qui
influencent w1 sont ceux de la position initiale du bras ; la position du point de sortie du
moteur actionnant le bras, notée r j , et son orientation initiale exprimée dans le repèreRp ,
notée θ j0 .
λ j et m j étant connus pour chaque bras j , la position initiale optimale du stabilisateur
est le couple {r j ,θ j0 } ∀ j ∈ [1..J] qui maximise le scalaireP (w1), en assurant que le stabili-
sateur n’interfère pas avec les câbles et que le RPC puisse réaliser tous les torseurs tels que
leurs composantes sont dans un intervalle donné. Dorénavant la simplification suivante
est faite : toutes les masses m j des bras sont égales de même que toutes les longueurs λ j .
Le problème d’optimisation pour déterminer la topologie du stabilisateur qui permet
sa plus grande efficacité consiste en la recherche de la variable ξ telle que la composante
active du torseur d’efforts w1 , dont la formulation dépend de ξ, maximise P (w1), tout en
respectant les deux contraintes suivantes :
• pour aucun des bras du stabilisateur l’espace de travail du bras n’intersecte l’ETC
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d’un câble, c’est à dire, d’après l’équation (4.14) :
∀i ∈ [1 . . .N], ∀ j ∈ [1 . . . J], S j ∩Ei =∅ ⇔∀i ∈ [1 . . .N], ∀ j ∈ [1 . . . J]∀S j ∈S j , ∃k ∈ [2 . . .Vi ]
|si g ne(−−−→Pki S j ·nki ) 6= si g ne(
−−−→
P1i S j ·n1i )
• l’action du stabilisateur ne fait pas sortir le RPC de son espace des torseurs admis-
sibles, c’est à dire que quelle que soit la valeur de w1 , le torseur de la somme des
efforts au CDG de la plate-forme vérifie Cw ≤d , avec w = M˜T∆x¨ −w1 +w G
La recherche de la solution optimale à ce problème peut être écrite comme suit :
max
ξ∈X
P (w1(ξ))
tel que
∀w ∈W , Cw ≤d avec w = M˜T∆x¨ −w1 +w Gtq ∀i ∈ [1 . . .N]∀ j ∈ [1 . . . J]S j ∩Ei =∅
(4.20)
4.7 Résultats d’optimisation
4.7.1 Choix de l’algorithme
La métaheuristique d’optimisation choisie est l’optimisation par essaim de particules
(OEP), décrite en Annexe D. La notion de voisinage retenue pour les particules est le voisi-
nage social (voir Annexe D). Les particules sont virtuellement placées en anneau de sorte
que chacune ait deux voisins, comme représenté Figure 4.10.
12
3
4 5
6
Figure 4.10: Topologie en anneau des particules, voisinage de 1 en pointillés
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4.7.2 Paramétrage
Le calcul applicatif de l’optimisation du placement des bras a été réalisé pour placer
les bras d’un stabilisateur sur la plate-forme du RPC CoGiRo. La masse utilisée pour dé-
crire CoGiRo est de 340kg et ses paramètres géométriques mesurés sont donnés table 4.2.
L’algorithme d’OEP a été utilisé pour trouver l’emplacement des bras du stabilisateur qui
permet de fournir la puissance mécanique maximale au CDG de la plate-forme de CoGiRo.
L’espace de recherche de l’emplacement des bras est limité à la taille de la plate-forme. Une
analogie physique entre le fait de déplacer les bras pour trouver leur meilleure position et
les déplacements de la particule peut être faite.
Tableau 4.2: Points d’attache des câbles de CoGiRo
0x (m) 0 y (m) 0z (m) p x (m) p y (m) p z (m)
a0 -7.1775 -5.4361 5.3911 b0 0.495 -0.5075 -0.458
a1 -7.4594 -5.1504 5.3999 b1 -0.500 0.3560 0.542
a2 -7.3911 5.1940 5.3976 b2 -0.500 -0.2625 -0.458
a3 -7.1026 5.4753 5.4094 b3 0.500 0.3410 0.542
a4 7.2398 5.3759 5.4093 b4 -0.495 0.5075 -0.458
a5 7.5208 5.0851 5.4200 b5 0.500 -0.3560 0.542
a6 7.4461 -5.2539 5.3874 b6 0.500 0.2625 -0.458
a7 7.1608 -5.5342 5.3973 b7 -0.500 -0.3410 0.542
La contraintes de faisabilité des torseurs d’effort par les câbles peut être représentée
par des inéquations grâce à l’algorithme de [Gouttefarde et Krut, 2010]. Les contraintes de
non-collision des bras sont quant à elles exprimées par des opérateurs booléens et peuvent
donc aussi être exprimées comme des contraintes d’inégalités.
La masse des bras m j est fixée à une même valeur pour tous les bras, de même pour
leur longueur λ j . Enfin, afin de simplifier le problème, il est déterminé que les vibrations
ne seront compensées que selon 3 DDL, qui correspondent aux trois modes propres du
RPC dont la fréquence de vibrations est la plus basse. Il s’agit de la translation verticale
selon Z et les rotations selon les axes X et Y.
Compte tenu de la forme de l’espace de travail des câbles, illustré en Figure 4.11, les
bras ne peuvent être fixés sur les côtés de la plate-forme. Il est donc possible de restreindre
encore l’espace des positions possibles des bras. De plus, il est techniquement difficile de
fixer les bras sur la face du dessus de la plate-forme de CoGiRo, celle-ci embarquant déjà
d’autres outils pour d’autres applications. Pour une raison de simplicité technique, il est
décidé a priori que les bras sont tous fixés sur la face inférieure de la plate-forme.
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4.7.3 Exemple à 3 DDL et 4 bras
Dans la présente application, chaque particule de l’essaim a pour position dans l’es-
pace paramétrique ξ. La dimension de l’espace paramétrique est donc de 24. La taille de
l’essaim choisie est de 30 particules, toutes initialisées de façon aléatoires sauf 3, qui ont
été choisies pour évaluer les solutions « naturelles », à savoir :
(a) Disposition en étoile (b) Disposition en hélice
(c) Disposition en croix
Figure 4.11: Configurations initiales particulières de l’OEP
1. la disposition en étoile (voir Figure 4.11a) qui maximise les distances entre les mas-
selottes et le CDG de la plate-forme
2. la disposition en hélice (voir Figure 4.11a) qui est la plus facile à réaliser technique-
ment
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Tableau 4.3: Position optimale des bras dans le cas à 3 DDL et 4 bras
Paramètre Bras 1 Bras 2 Bras 3 Bras 4
r jx 0.5 0.5 -0.5 -0.5
r jy 0.5 -0.5 -0.5 0.5
r jz -0.5 -0.5 -0.5 -0.5
α j0 4.53066e-17 6.51109e-17 -9.16043e-18 2.07608e-17
β j0 -4.24912e-17 1.33895e-17 -2.90179e-18 3.04094e-17
γ j0 1.43754e-13 -1.5708 -3.14159 1.5708
3. la disposition en croix (voir Figure 4.11a) qui minimise les distances entre les masse-
lottes et le CDG de la plate-forme
Pour chacune de ces particules préprogrammées, on peut parler de leader puisqu’elles
ont pour rôle d’influencer la trajectoire de leur voisinage. Pour ces leaders, les rotations
initiales θ j0 ont une composante nulle autour des axes x p et y p .
Les coefficients c1, c2 et c3 ont été choisis avec des valeurs très inférieures à celles pré-
conisées dans [Clerc, 2005], des valeurs plus fortes ne permettant pas d’assurer la conver-
gence de l’essaim. De plus, les valeurs de c2 et c3 choisies sont très différentes puisque c3
vaut le double de c2. L’algorithme tel que réglé ici privilégie le comportement en essaim au
comportement égoïste qui n’atteint pas forcément l’optimum global. Les valeurs retenus
sont :
• c1 = 0.05
• c2 = 0.1
• c3 = 0.2
Pour cet exemple, la masse de chaque bras m j a été fixée à 2 kg et sa longueur λ j à
0,5 m. Avec de telles valeurs, l’algorithme converge pour tous les essais vers la valeur de ξ
interprétée dans le tableau 4.3 et illustrée à la Figure 4.12. Cette convergence est obtenue
dans chacun des essais en moins de 300 000 itérations.
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Figure 4.12: Solution optimale de placement des bras
4.7.4 Exemple plan à 3 DDL et 3 bras
Pour cet essai, chaque particule de l’essaim est composée de 3 bras ayant chacun 3
paramètres, l’espace des paramètres comporte donc seulement 9 dimensions. La taille de
l’essaim choisie est de 30 particules, toutes initialisées de façon aléatoires sauf deux, qui
ont été initialisées à une valeur donnée. Cette disposition des bras est celle utilisée dans
l’article [Lesellier et al., 2018], et présentée Figure 4.13.
Figure 4.13: Valeur initiale de placement des bras utilisée dans [Lesellier et al.,
2018]
Les valeurs des coefficients de l’OEP restant les mêmes que précédemment, l’algo-
rithme converge vers le résultat donné dans le tableau 4.4 et illustrée à la Figure 4.14. Cette
convergence est obtenue dans chacun des essais en moins de 200 000 itérations.
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Tableau 4.4: Position optimale des bras dans le cas plan
Paramètre Bras 1 Bras 2 Bras 3
r jy 0.12 -0.12 -4.53066e-17
r jz 6.72858e-10 8.62206e-10 -0.1428
α j0 -2.17892e-08 3.14159 -1.5708
Figure 4.14: Solution optimale de placement des bras dans le cas plan
4.7.5 Conclusion
La méthode présentée ici permet de déterminer la position optimale d’un nombre
donné de bras pour transmettre la plus grande puissance possible sur la plate-forme, en
respectant des contraintes de non-collision et de faisabilité des torseurs. Cette méthode
ne garantit pas que le nombre de bras soit suffisant pour assurer la commandabilité du
stabilisateur. Cette méthode ne permet pas non plus de déterminer le nombre idéal de
bras pour effectuer la stabilisation active d’un RPC. L’optimisation au cours de ce travail
n’a concerné que la position et l’orientation initiale de bras, dont la longueur et la masse
sont fixées a priori.
Le résultat de ce processus d’optimisation détermine une configuration du stabilisa-
teur. La connaissance de cette configuration permet, au chapitre suivant, de calculer une
loi de commande du stabilisateur pour compenser les vibrations de la plate-forme.
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CHAPITRE
5
Commande
Préambule
Ce chapitre propose une loi de commande globale du système composé du RPC et de
son stabilisateur embarqué. La stabilité de cette commande est ensuite étudiée.
En préalable, le modèle du système formulé précédemment aux chapitres 3 et 4 est re-
formulé en fonction de la pose et de la coordonnée articulaire des bras, afin de pouvoir
utiliser les approches classiques de commande.
Dans un premier temps, une loi de commande pour le système global composé du
RPC et de son stabilisateur embarqué est conçue. La stratégie de commande choisie
a un but différent pour chaque partie : contrôler la pose pour la plate-forme du RPC
et compenser des vibrations pour le stabilisateur. À ces deux tâches s’ajoute une troi-
sième qui consiste à ramener les bras du stabilisateur dans leur position nominale,
sans interférer avec la compensation des vibrations.
Comme ces tâches s’effectuent à deux échelles de temps différentes, il est possible de
prouver la stabilité du système global pour la loi de commande choisie par la méthode
des perturbations singulières. Cette méthode est décrite en seconde partie de ce cha-
pitre.
Enfin, en dernière partie, le système est séparé par échelle de temps et la stabilité du
système global muni de la loi de commande est prouvée en utilisant la seconde mé-
thode de Lyapunov.
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5.1 Modélisation du système en fonction de la pose et de la
coordonnée articulaire des bras
L’implémentation pratique d’un schéma de commande requiert la connaissance du
modèle dynamique du système. Pour pouvoir appliquer une stratégie de commande le
modèle est réécrit de façon à pouvoir isoler un vecteur contenant tous les paramètres com-
mandés. Le modèle du robot obtenu au chapitre 3 est donc reformulé en fonction de la
pose et des coordonnées articulaires des bras.
Pour rappel, l’application du PFD au système composé de la plate-forme du RPC à N
câbles et d’un stabilisateur embarqué composé de J bras, exprimée dans le chapitre 3 par
l’équation (3.66), est rappelée ici :
MT
 0p¨
0ω˙p
+CT
 0p˙
0ωp
+w G−w1 −w2 =−J>τ (5.1)
Comme explicité dans le chapitre 4, les matrices MT, J et CT ainsi que le vecteur w G
sont fonction de la pose de la plate-forme x ou de sa vitesse.Les torseurs représentant les
composantes actives du stabilisateur sur la plate-forme w1 et w2 sont fonction de la pose
et de la vitesse de la plate-forme ainsi que des coordonnées et vitesses articulaires des bras.
Les bras du stabilisateur n’ont chacun qu’un seul DDL actionné, la rotation autour de
y j (voir Figure 3.6 de la section 3.2.5) notée θ j . Soit θ le vecteur de dimension J des coor-
données articulaires de tous les bras dans le repère Rp . Il est obtenu par concaténation
des coordonnées articulaires θ j de chacun des bras : θ = [θ1 · · ·θ j · · ·θJ]>. Sa dérivée tem-
porelle dans le repèreRp est notée pθ˙. Le vecteurω j donne la vitesse angulaire deR j dans
Rp selon les trois angles d’Euler, avec le formalisme décrit annexe A. Soit κ le vecteur de
dimension J qui contient les couples moteur de chacun des actionneurs des J bras.
La plate-forme mobile du RPC et le stabilisateur sont couplés, ils forment un sys-
tème dont la variable est [x> θ>]> et la variable de commande [τ> κ>]>. On peut alors
construire les matrices M et C et le vecteur G tels que le modèle dynamique de ce système
soit décrit par l’équation suivante :
M(x ,θ)
x¨
θ¨
+C(x , x˙ ,θ,θ˙)
x˙
θ˙
+G(x ,θ)=
−J>τ
κ
 (5.2)
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La matrice M peut être décomposée en blocs :
M =
 M11 M12
M>12 M22
 (5.3)
où le bloc M11 est une matrice carrée de dimension n×n et M22 une matrice J×J. La matrice
M12 est de dimension n× J.
Pour rappel, la matrice S˜ , détaillée en annexe A, est telle que [p˙> ω>p ]
> = S˜x˙ . Alors,
[p¨> ω˙>p ]
> = S˜x¨ + ˙˜Sx˙ .
Le vecteur
−−−→
Gp G j exprimé dans le repère galiléenR0 est donné par :
0−−−→Gp G j =
[
xG j yG j zG j
]>
(5.4)
On peut donc exprimer le tenseur d’inertie du bras j en Gp en utilisant le théorème
d’Huygens :
I j ,Gp = I j ,G j −m j

y2G j + z2G j −xG j yG j −xG j zG j
−xG j yG j x2G j + z2G j −yG j zG j
−xG j zG j −yG j zG j x2G j + y2G j
 (5.5)
On note Iabj ,G j la composante du tenseur d’inertie d’ordre 2 I j ,G j située sur la a
ième ligne
et la bième colonne.
Les matrices M et C et le vecteur G sont obtenus à partir des équations (3.44) et (3.41)
du modèle dynamique d’un bras. La rotation θ j s’effectuant autour de y j , on a :
M11 =MTS˜ (5.6)
M12 =
 −m jλ×1 y 1 · · · −m jλ×j y j · · · −m jλ×J y J
I1,G1 y 1−m j (r ×1 +λ×1 )λ×1 y 1 · · · I j ,G j y j −m j (r ×j +λ×j )λ×j y j · · · IJ,GJ y J−m j (r ×J +λ×J )λ×J y J

(5.7)
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M22 =

I221,Gp · · · 0 · · · 0
...
. . .
...
0 I22j ,Gp 0
...
. . .
...
0 · · · 0 · · · I22J,Gp

(5.8)
De même, la matrice C peut être séparée en deux sous-matrices C1 et C2 de dimensions
respectives (n+J)×n et (n+J)×J, et le vecteur G peut être séparé en G1 et G2 , de dimensions
n et J. Ces termes sont donnés ci-après :
C1(x , x˙ ,θ,θ˙)=
CTS˜ +MT ˙˜S · · · −m j (ω×j +2ω×p )λ×j y j · · ·· · · (ω×pI j y j +I jω×p y j + (I jωp )×y j −m j (λ×j +r ×j )(ω×j +2ω×p )λ×j )y j · · ·

(5.9)
C2(x , x˙ ,θ,θ˙)=

0J×n
ω×1 I
22
1,Gp
· · · 0 · · · 0
...
. . .
...
0 ω×j I
22
j ,Gp
0
...
. . .
...
0 · · · 0 · · · ω×J I22J,Gp

(5.10)
G1 =

(mp +
J∑
j=1
m j )g
J∑
j=1
m j (r ×j +λ×j )g
 (5.11)
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G2 =

m jλ1 ·g
...
m jλ j ·g
...
m jλJ ·g

(5.12)
Avec ces notations l’équation (5.2) peut être écrite comme suit :
{
M11x¨ +M12θ¨+C1(x , x˙ ,θ,θ˙)x˙ +G1(x ) = −J>τ
M12
>x¨ +M22θ¨+C2(x , x˙ ,θ,θ˙)θ˙+G2(θ) = κ
(5.13a)
(5.13b)
Par définition la matrice de masse M est définie positive, elle est donc inversible. L’in-
verse d’une matrice écrite sous forme de blocs peut être obtenue de façon analytique :A B
C D

−1
=
A−1+A−1B(D−CA−1B)−1CA−1 −A−1B(D−CA−1B)−1
−(D−CA−1B)−1CA−1 (D−CA−1B)−1

=

(
A−BD−1C
)−1 −(A−BD−1C)−1 BD−1
−D−1C
(
A−BD−1C
)−1
D−1+D−1C
(
A−BD−1C
)−1
BD−1
 (5.14)
L’inverse H de M s’écrit :
H =
 M11 M12
M>12 M22

−1
=
 H11 H12
H21 H22
 (5.15)
où H11 est une matrice n×n, H12 une matrice n×J, H21 une matrice J×n et H22 une matrice
carrée J× J.
5.2 Conception de la loi de commande
5.2.1 Commande par découplage non-linéaire
Le principe de la commande par découplage non-linéaire est de linéariser le système
par une commande qui utilise le modèle dynamique du robot. La forme de découplage
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non-linéaire la plus courante est la commande par couple calculé, le plus souvent appelée
par son nom anglais computed torque [Cheng et al., 2003]. Par abus de langage, l’appel-
lation couple calculé qualifie communément toutes les commandes par découplage non-
linéaire. Le principe de cette méthode est donné Figure 5.1. Ce type de commande a pour
inconvénient de nécessiter une modélisation fidèle du système, qui en reflète une connais-
sance précise.
× Kp × M(x ) × Robot
C(x , x˙ )x˙ +G(x )
Kv
s2
x d + + +
-
τ
x-
x˙
-+
Figure 5.1: Schéma de commande par couple calculé
Le modèle dynamique générique d’un robot parallèle à câbles est donné par :
M(x )x¨ +C(x , x˙ )x˙ +G(x )=τ (5.16)
M étant la matrice de masse du robot, C modélise les effets fonctions de la vitesse (Corio-
lis et centrifuges), G les effets de la gravité, τ l’action des actionneurs sur le robot et x sa
pose. L’objectif de la commande est de suivre une trajectoire de référence x d dans l’espace
opérationnel. Le principe de la commande par couple calculé est de produire des couples
avec les actionneurs qui annulent les non-linéarités du modèle, par exemple :
τ =M(x )y +C(x , x˙ )x˙ +G(x ) (5.17)
y étant un vecteur de commande choisi.
En remplaçant la commande calculée en (5.17) dans le modèle dynamique du robot
dans (5.16), on obtient la dynamique en boucle fermée du système : x¨ = y . L’implémen-
tation la plus courante de ce type de commande se fait avec un correcteur Proportionnel-
Dérivé (PD) sur l’erreur en position. Cela correspond au choix suivant pour y :
y = x¨ d +Kv (x˙ d − x˙ )+Kp (x d −x ) (5.18)
Kp étant la matrice des gains du correcteur proportionnel et Kv la matrice des gains du
correcteur dérivé.
La dynamique en boucle fermée du système est alors celle d’un système autonome
(c’est à dire indépendant du temps) et linéaire :
x¨ = x¨ d +Kv (x˙ d − x˙ )+Kp (x d −x ) (5.19)
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5.2.2 Commande en couple calculé de la plateforme
Une commande par couple calculé est utilisée pour piloter la pose de la plate-forme.
La plate-forme peut être vue comme un sous-système de l’ensemble composé de la plate-
forme et du stabilisateur embarqué. On note avec un indice d la valeur désirée de chaque
variable. Soit∆x l’erreur de pose de la plate-forme telle que∆x = x d −x . La forme choisie
pour l’entrée de commande de ce sous-système, τ est la suivante :
τ =−(JT)+
(
M11x¨d +C1(x , x˙ ,θ,θ˙)x˙ +G1(x )+H−111 (Kv∆x˙ +Kp∆x )
)
(5.20)
avec Kp et Kv deux matrices de gain définies positives et diagonales qui représentent res-
pectivement les gains des correcteurs proportionnel et dérivé de la commande. L’intro-
duction du terme H−111 se justifie par les simplifications qu’il permet ultérieurement dans
l’équation (5.33).
Cette commande permet de linéariser l’équation (5.13a). L’équation régissant ce sous-
système en boucle fermée est donnée par :
M11∆x¨ −M12θ¨+H−111 Kv∆x˙ +H−111 Kp∆x =0 (5.21)
5.2.3 Commande des bras du stabilisateur
Pour le stabilisateur, le second sous-système de l’ensemble décrit à l’équation (5.13b),
la loi de commande utilisée a deux buts
• compenser les vibrations ;
• ramener les bras en position nominale.
En premier lieu, la visée du stabilisateur étant de compenser les vibrations de la plate-
forme en créant un torseur d’effort par le mouvement des bras, une commande propor-
tionnelle à la vitesse de vibrations∆x˙ est proposée.
Le travail d’optimisation présenté au chapitre 4 détermine les orientations des bras qui
maximisent la puissance transmise à la plate-forme d’un RPC par un stabilisateur embar-
qué. En particulier à la section 4.7, ces orientations optimales sont données pour deux
exemples d’applications différents. Pour rester efficaces, les bras doivent pouvoir revenir
à leur position angulaire optimale, qui est choisie comme leur position initiale. Cette po-
sition, qui est aussi nommée position nominale du stabilisateur, est représentée par l’état
Θ0 qui est défini comme : Θ0 =
{
θ¨d = 0, θ˙d = 0, θd = 0
}
où θd = 0 est le vecteur des
positions nominales de chaque bras. Pour rejeter les perturbation et assurer le retour en
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position nominale des bras ainsi que le rejet de perturbations, une régulation par couple
calculé est proposée pour le sous-système (5.13b).
Le premier effet de la commande doit être rapide pour pouvoir fournir les vitesses et
accélérations adéquates afin de compenser les vibrations de la plate-forme, alors que le se-
cond effet de cette commande doit être suffisamment lent pour ne pas interférer avec les
effets de la première. Finalement pour commander le sous-système (5.13b), une loi com-
posite est mise en place : le vecteur du couple appliqué aux moteurs du stabilisateur κ
est la somme de deux commandes, κ = κs +κ f , avec κ f la commande rapide de rejet de
vibrations et κs la commande lente pour ramener les bras en position nominale.
La commande rapide κ f est une commande proportionnelle à la vitesse de vibrations
∆x˙ . Avec Kη une matrice diagonale et positive de gains et H+12 la pseudo-inverse de H12 , qui
permet des simplifications ultérieures dans (5.31), la forme choisie de κ f est :
κ f =H+12Kη∆x˙ (5.22)
En second lieu, pour ramener le stabilisateur dans la configuration Θ0 qui permet de
maximiser les efforts transmis à la plate-forme, une commande lente κs est conçue. En
utilisant la commande par couple calculée suivante, la forme choisie de κs est :
κs =M>12x¨ d +C2(x , x˙ ,θ,θ˙)θ˙+G2(θ)−Kωθ˙−Kθθ (5.23)
avec Kθ et Kω deux matrices de gains diagonales définies positives et de valeurs faibles
devant Kη (d’un ordre de grandeur).
5.2.4 Loi de commande
En substituant les équations (5.20), (5.22) et (5.23) dans l’écriture du système (5.13) en
boucle ouverte s’obtient l’écriture de ce système en boucle fermée :
{
M11∆x¨ −M12θ¨+H−111 Kv∆x˙ +H−111 Kp∆x =0
M>12∆x¨ −M22θ¨+H+12Kη∆x˙ −Kωθ˙−Kθθ =0
(5.24a)
(5.24b)
Les matrices M et H sont dépendantes du temps puisqu’elles dépendent des variables
x d ,∆x et θ.
Le schéma-bloc de cette commande est donné à la Figure 5.2. La commande par couple
calculé de la plate-forme est entourée de bleu, la première boucle de commande du stabi-
lisateur est entourée de rouge et la seconde est entourée de vert.
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x˙
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+ κ
θ, θ˙
Commande en position de la plate-forme
Boucle rapide du Stab.
Boucle lente du Stab.
Figure 5.2: Schéma de commande
Ces trois boucles de commande peuvent être divisées en deux boucles lentes et une
boucle rapide. Les deux boucles lentes sont la boucle sur la commande en position de
la plate-forme du RPC et la boucle qui ramène les bras du stabilisateur en position no-
minale. La boucle rapide commande les bras pour compenser les vibrations de la plate-
forme. Puisque ces boucles fonctionnent à des échelles de temps différentes, la théorie des
perturbations singulières peut être utilisée pour prouver la stabilité du système asservi.
5.3 La théorie des perturbations singulières
5.3.1 Présentation de la théorie des perturbations singulières
Le résultat de la modélisation d’un RPC embarquant un stabilisateur composé de plu-
sieurs bras est un système d’équations non-linéaires, couplées et dépendant d’un relati-
vement grand nombre de variables : les n DDL de la plate-forme et le nombre J de bras.
Ceci complique la formulation d’une commande pour le robot et une analyse de stabilité
de cette commande.
Il est donc intéressant de chercher à réduire la complexité de ce modèle. Quand le sys-
tème étudié fonctionne à différentes échelles de temps, il est possible de réduire celui-ci
à plusieurs sous-systèmes ne comportant chacun qu’une seule échelle de temps. Les rela-
tions de couplage entre les sous-systèmes ainsi obtenus sont alors vues comme des pertur-
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bations. Les modèles de dimensions réduites de ces sous-systèmes se prêtent alors mieux
à une analyse de stabilité.
La théorie des perturbations singulières, appelée plus communément par son nom
anglais singular perturbation theory, s’intéresse aux systèmes hiérarchisés par échelle de
temps. Cette théorie a pour origine l’étude des phénomènes de couches limites dans les
écoulements des fluides, certains termes sont donc issus de ce domaine. Cette théorie est
utilisée entre autres pour l’analyse de stabilité de systèmes possédant deux échelles de
temps distinctes [Kokotovic et al., 1976; Fenichel, 1979].
Les systèmes sont explicités dans des coordonnées qui ne sont pas nécessairement
celles avec lesquelles le modèle a été obtenu. Les systèmes pour lesquelles cette théorie
s’applique doivent pouvoir être écrits sous la forme dite standard [Khalil, 2001]. Dans cette
écriture, le système est divisé en deux ou plusieurs sous-systèmes chacun étant considéré
à une échelle de temps différente.
{
y˙ = f (y ,z ,u ,ε)
εz˙ = g (y ,u ,z ,ε)
(5.25a)
(5.25b)
avec u un vecteur de commande, y ∈ Rn et z ∈ Rm ; ε est un paramètre strictement
positif et suffisamment petit, qui exprime le rapport entre les deux échelles de temps des
variables y et z . L’approche par perturbation singulière consiste à prédire le comportement
dynamique du système dans deux situations : l’une lente et l’autre rapide.
L’état z atteint son équilibre asymptotique en un temps ε. Si la commande appliquée au
système (5.25) est un retour d’état lent tel que u = h(y ) , alors pour tout ε> 0 suffisamment
petit le système admet un point d’équilibre. Soit ρ(y ,u) cet l’équilibre asymptotiquement
stable de l’état z . En faisant tendre ε vers 0, la dynamique de la partie rapide converge
instantanément vers son équilibre, on a alors z =ρ(y ,u).
Théorème 5.3.1 S’il existe un équilibre asymptotique stable z =ρ(y ,u), alors, quand ε→ 0,
la solution du système (5.25) tend vers la solution dégénérée du système :y˙ = f (y ,z ,u ,ε)z =ρ(y ,u)
L’état z tend vers son équilibre asymptotiquement stable. Ce théorème est l’interpréta-
tion partielle à l’état lent du théorème de Tikhonov [Roussel, 2005; Fenichel, 1979]. Dans
ce cas, seules les variables lentes du système sont considérées. Le système lent (5.25a)
est alors : y˙ = f (y ,ρ(y ,u),u ,0). Le sous-système lent est considéré comme perturbé par
le sous-système rapide.
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Le cas rapide est étudié après avoir effectué un changement de variable temporelle : le
temps rapide t¯ est introduit tel que :
t¯ = t
ε
(5.26)
Ce changement d’échelle temporelle permet de visualiser les phénomènes transitoires
rapides en considérant les variables lentes comme statiques. La théorie des perturbations
singulières est toujours vérifiée avec ce temps, le critère étant de choisir une échelle tem-
porelle qui permette d’isoler l’état rapide en figeant l’état lent.
On note avec ζ′ la dérivée de de la variable ζ par rapport au temps t¯ , telle que :
ζ˙= dζ
d t¯
d t¯
d t
= ζ
′
ε
(5.27)
L’introduction de cette échelle de temps permet une réécriture du système (5.25) :
{
y ′ = ε f (y ,z ,u ,ε)
z ′ = g (y ,u ,z ,ε)
(5.28a)
(5.28b)
Par hypothèse, il existe un point d’équilibre tel que y est stable. À cette échelle de temps
ε→ 0 fige effectivement la dynamique du système lent (y˙ = 0) et permet d’analyser la dy-
namique des variables rapides et leur convergence ou non vers l’équilibre.
Le théorème de Tikhonov, donné au paragraphe 11.4 du livre [Khalil, 2001], se formule
alors ainsi :
Théorème 5.3.2 (Théorème de Tikhonov) Si :
• les fonctions f et g sont continues
• il existe une solution z =ρ(y ,u)
• le système (5.25) est asymptotiquement stable quand ε→ 0
• le système (5.28) admet un point d’équilibre asymptotiquement stable en 0
• ρ(y ,u) est dans le domaine d’attraction de cet équilibre
Alors, il existe un ε suffisamment petit tel que le système (5.25) est exponentiellement stable
à l’origine.
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5.3.2 Applications de la théorie des perturbations singulières
La théorie des perturbations singulières a notamment été utilisée en robotique dans
le contexte de l’approche micro-macro : un robot de petites dimensions et aux grandes
dynamiques embarqué sur un robot aux grandes dimensions et faibles dynamiques.
Dans [Lee et Book, 1990], cette théorie a été utilisée pour commander un robot sé-
rie de petites dimensions placé sur un robot plus grand et destiné à compenser les vibra-
tions liées aux flexibilités de ce dernier. Dans cet article, le robot flexible est commandé par
couple calculé et le micro-robot embarqué a une commande proportionnelle à l’erreur en
vitesse du macro-robot. La théorie des perturbations singulières est utilisée dans ce cadre
pour simplifier les équations et pour effectuer une preuve de stabilité de la commande.
Le même principe est utilisé dans un contexte similaire de réduction de vibrations avec
un système micro-robot/macro-robot dans [Lew et Moon, 2001] ou encore dans [Siciliano
et Book, 1989]. Dans ces deux références, la forme standard de la théorie de la perturbation
singulière, donnée à l’équation (5.25), est obtenue par inversion du modèle obtenu par le
PFD.
Dans [Nenchev et al., 1999], la théorie des perturbations singulières est appliquée à
la commande d’un système micro-robot/macro-robot dont le macro-robot possède une
architecture redondante. Les deux systèmes ne sont pas séparés par des vitesses de fonc-
tionnement différentes mais par le fait que le macro-robot ait un espace nul, ce qui permet
une utilisation du micro-robot sans influence sur le macro-robot. Une preuve de stabilité
d’une commande comprenant les deux systèmes est donnée dans l’article.
Dans [Babaghasabha et al., 2016], une loi de commande composite est proposée : une
partie lente consiste en une commande adaptative pour rejeter les perturbations dues aux
incertitudes paramétriques de la modélisation du RPC et une partie rapide qui est ajoutée
pour contrôler les vibrations longitudinales dans les câbles. De même dans [Vafaei et al.,
2011], la théorie des perturbations singulières est utilisée pour proposer une commande
pour un RPC en tenant compte de sa flexibilité puis pour en démontrer la stabilité.
Enfin, dans [Khosravi et Taghirad, 2014], la théorie des perturbations singulières est uti-
lisée pour démontrer qu’un contrôleur composite constitué d’un computed torque consi-
dérant un modèle rigide des câbles et d’un correcteur dérivateur sur l’élongation des câbles
permet d’amortir les vibrations tout en assurant la commande en position de la plate-
forme. Les enrouleurs sont pilotés en couple et la stabilité analysée par la théorie des per-
turbations singulières.
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5.4 Preuve de stabilité
5.4.1 Séparation par échelle de temps
Avant d’appliquer la théorie des perturbations singulières afin de procéder à une ana-
lyse de sa stabilité, il est nécessaire de réécrire l’équation du système (5.24) en boucle fer-
mée sous la forme standard correspondant à l’équation (5.25).
Pour cela, en premier lieu, un changement de variable est réalisé en introduisant la
variable [∆x> −θ>]>. Le système (5.24) est réécrit avec cette nouvelle variable :
M11 M12
M>12 M22

∆x¨
−θ¨
+
H−111 Kv 0
H+12Kη Kω

∆x˙
−θ˙
+
H−111 Kp 0
0 Kθ

∆x
−θ
=
0
0
 (5.29)
Ce résultat est ensuite multiplié par M−1 =H pour obtenir l’équation suivante :
{
∆x¨ =−Kv∆x˙ −Kη∆x˙ −Kp∆x +H12
(
Kωθ˙+Kθθ
)
θ¨ =H>12H−111 Kv∆x˙ +H22H+12Kη∆x˙ +H>12H−111 Kp∆x −H22(Kωθ˙+Kθθ)
(5.30a)
(5.30b)
Soient Kη , Kp et Kv des matrices de gain diagonales, et soient Kθ et Kω deux matrices de
gains de valeurs faibles par rapport à Kη . Soit ε un paramètre scalaire strictement positif et
considéré comme petit. Par choix, les matrices Kθ et Kω sont de l’ordre de grandeur O (1),
la matrice Kp de l’ordre de grandeur O (
1
ε ), et les matrices Kv et Kη de l’ordre O (
1p
ε
).
On pose Kp = 1εIn×n . Soient K˜v =
p
εKv et K˜η =
p
εKη deux matrices de gain diagonales
et d’ordre de grandeur O (1).
On introduit la variable z = Kp∆x = 1ε∆x afin de pouvoir transcrire le système (5.30)
sous la forme standard de la théorie des perturbations singulières [Siciliano et Book, 1989] :
{
εz¨ =−pε(K˜v +K˜η)z˙ −z +H12(Kωθ˙+Kθθ)
θ¨ =pεH21H−111 K˜v z˙ +
p
εH22H
+
12K˜ηz˙ +H21H−111 z −H22(Kωθ˙+Kθθ)
(5.31a)
(5.31b)
Pour une valeur suffisamment faible de ε, ce système devient un système à deux
échelles de temps avec une variable θ évoluant lentement et une variable rapide z . L’évo-
lution de la variable rapide est dans ce cas indépendant de celle de la variable lente consi-
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dérée comme quasi-statique. Dans ce cas on peut écrire :ε → 0∥∥z¨∥∥>> ∥∥∥θ¨∥∥∥
Le modèle ayant été écrit sous une forme standard il devient possible d’utiliser la théo-
rie des perturbations singulières pour déterminer la stabilité du système (5.31) [Ghorbel
et al., 1989].
5.4.2 Sous-système lent
Le modèle à l’état lent ou quasi-statique est obtenu à partir de la forme standard (5.31)
en posant ε= 0. On obtient alors la forme suivante :
{
0 =−z +H12(Kωθ˙+Kθθ)
θ¨ =−H>12H−111 z −H22(Kωθ˙+Kθθ)
(5.32a)
(5.32b)
En divisant les deux côtés de l’équation (5.31a) par ε, on obtient une valeur de z¨ qui
devient très grande quand ε tend vers 0. On peut alors considérer que z converge instanta-
nément vers la valeur z s , qui est la solution de l’équation (5.32a) quand ε= 0. En subsituant
z par z s dans l’équation (5.31b) quand ε= 0 on obtient le modèle dans le cas lent ou quasi-
statique pour le système (5.31) :
{
z s =H12(Kωθ˙+Kθθ)
θ¨ = (H22 −H21H−111 H12)(−Kωθ˙−Kθθ)
(5.33a)
(5.33b)
Enfin, en considérant la relation suivante :
H22 −H21H−111 H12 =M−122 (5.34)
Le sous-système lent (5.33b) devient :
z s =−H12M22θ¨ (5.35)
La fonction candidate de Lyapunov Vs choisie pour déterminer la stabilité du système
dans le cas quasi-statique est donnée par (5.36). Cette fonction est construite comme la
somme de l’énergie cinétique et l’énergie potentielle élastique du système.
Vs = 1
2
θ˙>M22θ˙+ 1
2
θ>Kθθ (5.36)
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Par construction la matrice Kθ est constante et définie positive. La matrice M22 est sy-
métrique définie positive. D’après la relation (5.35), la dérivée de Vs est donnée par :
V˙s = θ˙>M22θ¨+ θ˙>Kθθ
= θ˙>M22M−122 (−Kωθ˙−Kθθ)+ θ˙>Kθθ
=−θ˙>Kωθ˙
(5.37)
Comme la matrice Kω est définie positive, alors V˙s est strictement négative pour tout θ˙
non nul. Donc le point d’équilibre du modèle du sous-système lent est exponentiellement
stable.
5.4.3 Sous-système rapide
La convergence immédiate de z en z s supposée dans l’établissement du modèle à l’état
quasi-statique requiert la stabilité de la partie rapide du modèle. Pour étudier le compor-
tement de la variable z par rapport à sa valeur quasi-statique z s , est introduite la notation
z f . z f représente l’écart entre z et sa valeur en régime lent z s . On note : z f = z −z s .
De plus, conformément à la théorie des perturbations singulières, une échelle de temps
rapide notée t¯ est introduite, telle que t¯ = tp
ε
. Soit une fonction f : t¯ → f (t¯ ), la dérivée de
cette fonction par rapport à t¯ est notée f (t¯ )′ = ∂ f (t¯ )
∂t¯ et ainsi f (t¯ )
′ = 1p
ε
f˙ (t¯ ).
L’équation du sous-système rapide, aussi appelée équation de la couche limite du sys-
tème (5.31) devient la nouvelle échelle de temps :

z ′′ =−(K˜v +K˜η)z ′−z +H12( 1p
ε
Kωθ
′+Kθθ)
θ′′ = ε
(
H21H
−1
11 K˜v z
′+H22H+12K˜ηz ′+H21H−111 z −H22(
1p
ε
Kωθ
′+Kθθ)
) (5.38a)
(5.38b)
Quand ε tend vers 0, l’échelle de temps rapide t¯ tend vers l’infini ; elle est en quelque
sorte étirée puisque un mouvement à cette échelle de temps est infiniment long comparé
à un mouvement à l’échelle de temps usuelle. Dans ce cas, la variable lente θ est constante
et θ˙ =0 pour ε→ 0. z s est également constante pour ε→ 0, on a alors :
lim
ε→0z = z f +H12Kθθ (5.39)
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Le système (5.38) peut être réécrit quand ε→ 0 :

lim
ε→0z
′′ = z ′′f =−(K˜v +K˜η)z ′f −z f +H12Kθθ
lim
ε→0θ
′′ =0 =−ε(H>12H−111 K˜v z ′f −H22H+12K˜ηz ′f −H21H−111 z f −M−122 Kθθ)
(5.40a)
(5.40b)
Enfin, quand ε tend vers 0, le sous-système (5.40b) tend vers l’équation triviale 0 = 0
comme θ est stationnaire et le sous-système (5.40a) dégénère vers l’équation dynamique
suivante :
z ′′f =−(K˜v +K˜η)z ′f −z f (5.41)
De la même manière que dans le cas lent, une fonction V f candidate de Lyapunov peut
être construite comme la somme de l’énergie cinétique et l’énergie potentielle élastique du
système, avec un système de raideur unitaire. L’expression de cette fonction est la suivante :
V f =
1
2
z ′>f z
′
f +
1
2
z>f z f (5.42)
D’après (5.41), la dérivée de V f par rapport au temps t¯ est donnée par :
V′f = z ′>f z ′′f +z ′>f z f =−z ′>f (K˜v +K˜η)z ′f (5.43)
Les matrices de gain K˜η et K˜v sont définies positives, donc on a V′f < 0 ∀ z ′f 6= 0. Donc
l’origine du système
{
z f ,z
′
f
}
= {0,0} sur la couche limite est exponentiellement stable.
5.4.4 Stabilité globale
Le système (5.31) peut être séparé par échelle de temps en deux sous-systèmes diffé-
rents à condition que les valeurs des matrices de gains Kθ et Kω soient faibles par rapport
aux valeurs des matrices Kη , Kp et Kv . En pratique la différence de valeur doit être d’un
ordre de grandeur pour pouvoir être considérée comme significative.
Comme le sous-système lent et le sous-système rapide sont tous deux exponentielle-
ment stables, on peut faire intervenir le théorème de Tikhonov. D’après ce théorème, il
existe un ε petit tel que le système (5.31) est exponentiellement – et donc asymptotique-
ment – stable.
La stabilité du système permet d’assurer qu’ajouter un stabilisateur tel que défini dans
cette thèse à un RPC n’empêche pas ce dernier de se stabiliser à la pose souhaitée.
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5.5 Conclusion
La loi de commande décrite dans ce chapitre s’applique au système composé d’un RPC
et d’un stabilisateur embarqué sur sa plate-forme. Le système muni de cette loi de com-
mande est stable. Il est donc possible d’embarquer un stabilisateur muni de cette loi de
commande sur la plate-forme d’un RPC sans entraver la capacité de celui-ci à atteindre
une pose désirée dans son espace de travail. Il reste alors à évaluer l’intérêt d’embarquer
un stabilisateur sur la plate-forme d’un RPC dans le but d’atténuer ses vibrations en me-
surant les performances obtenues avec la loi de commande définie dans ce chapitre. Pour
cela des essais sont pratiqués sur deux plate-formes expérimentales, un RPC suspendu
plan et le RPC de grandes dimensions CoGiRo.
CHAPITRE
6
Simulations
Préambule
Dans ce chapitre, les développements théoriques effectués dans les chapitres précé-
dents sont réalisés en simulation.
Dans une première partie les deux dispositifs expérimentaux utilisés sont décrits, un
RPC suspendu plan et le RPC CoGiRo déjà présenté au chapitre 1.
Puis une simulation numérique pouvant décrire différents RPC suspendus est réalisée
à partir des composants élémentaires décrits dans la première partie.
Enfin, la dernière partie décrit les séries de simulations pour les deux robots décrits
en première partie et en présente les résultats. De plus, une troisième simulation est
menée pour déterminer la robustesse de la compensation de vibrations aux erreurs de
modélisation.
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6.1 Description des RPC simulés
Le simulateur développé pour cette thèse se veut générique pour tous les RPC. Cela se
traduit par le fait que la plupart des fonctions du simulateur peuvent être utilisées pour
tous les robots à câbles, leur configuration particulière est définie à l’initialisation. Néan-
moins, deux robots ont été étudiés de manière plus approfondie. Il s’agit d’un RPC sus-
pendu plan à 3 DDL et 3 câbles et du RPC suspendu à 6 DDL et 8 câbles CoGiRo.
6.1.1 Robot plan
Le premier exemple de RPC traité au cours de cette thèse est un robot à câbles sus-
pendu, plan et possédant 3 DDL : les translations selon les axes Z et Y et la rotation autour
de l’axe X du repère R0 défini au chapitre 3. Ce robot est représenté Figure 6.2. Ce RPC
étant suspendu, le poids de la plate-forme est utilisé pour mettre les câbles en tension de
façon passive.
La conception de ce robot s’inspire de l’exemple de RPC plan suspendu décrit dans
[Jiang et Gosselin, 2014] et représenté Figure 6.2. Le point noté B3 sur la figure est au milieu
du segment [B1B2] formé par les coins supérieurs de la plate-forme. Les coins supérieurs
de la plate-forme, B1 et B2 sont reliés aux points A1 et A2, et B3 le milieu de [B1B2] au point
A3, situé à la limite de l’espace de travail du RPC.
Figure 6.1: Espace de travail en fonction de L2/L1
Dans le cas présent les rapports entre les distances A1A2, A1A3 et B1B2 ont été sélection-
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nés pour assurer le plus grand espace de travail possible pour une distance A2A3 donnée.
L’espace de travail est ici défini comme l’espace dans lequel le RPC peut fournir un torseur
d’effort compensant son poids. On nomme L1 la distance A1A2 et L2 les distances B1B3 et
B3B2.
La forme et la taille de l’espace de travail du robot plan en fonction du rapport L2/L1
sont données aux Figures 6.1. Le rapport de longueurs L1 = 2L2 a été sélectionné d’après
ces données. On observe alors l’égalité suivante entre les distances : A1A2 =B1B2.
• • •
•
•
•
•
A1 A2A3
B1
B2B3
Gp
k1, l01
k2, l02
k3, l03
−→z0
−→y0
−→zp
−→yp
r 1
O1
λ1
m1
θ1
r 2O2
λ2
m2
θ2
r 3
O3
λ3
m3
2pi−θ3
−→z0
Gp −→y0
−→zp −→yp
α
Figure 6.2: Représentation du RPC suspendu plan à 3 DDL avec un stabilisateur 3
bras embarqué
Dans ce modèle les bras sont représentés par des masses ponctuelles de valeur m j at-
tachées à des bras de longueur λ j dont la masse est négligée. La configuration initiale du
stabilisateur a été choisie de façon à maximiser l’espace parcouru par les bras en évitant
les collisions tout en assurant la possibilité de réaliser des torseurs d’efforts dans toutes les
directions principales des vibrations, qui sont ici toutes les directions du plan : les axes Y
et Z et la rotation α autour de l’axe X.
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Tableau 6.1: Valeurs des paramètres du RPC suspendu plan à 3 DDL avec un sta-
bilisateur 3 bras embarqué
Paramètre Valeur
R0A
0m 0,24m −2m
0m 0m 0m

Rp B
−0,12m 0,12m 0m
0,15m 0,15m 0,15m

kc 500Nm−1
x0 [−0,94m −1m 0rad]>
θ0 [0rad pirad −pi2 rad]
>
mp 3,2kg
Ip 0,0394kgm
λ j 0,1m
m j 0,15kg
Finalement, les paramètres utilisés dans la simulation sont donnés dans le Tableau 6.1.
Le robot obtenu est représenté dans la Figure 6.2.
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6.1.2 CoGiRo
Le deuxième exemple de RPC traité au cours de cette thèse est le RPC suspendu de
grandes dimensions CoGiRo. Il s’agit d’un RPC à 6 DDL et 8 câbles attachés à chacun des 8
sommets de la plate-forme cubique.
••
••
••
••
R0
••
•
•
•
•
•
•
Rp
Bi
Ai u i
Figure 6.3: Représentation du RPC CoGiRo
Le robot CoGiRo muni du stabilisateur à 4 bras dont la configuration optimale a été
déterminée au chapitre 4 est montré à la Figure 6.3. Les paramètres de modélisation utilisés
dans la simulation sont donnés dans deux tableaux : dans le Tableau 6.2 les coordonnées
des points d’attaches des câbles sont notées et le Tableau 6.3 présente les valeurs des autres
paramètres pris en compte.
Le module d’Young du câble n’a pas une valeur constante, car cette dernière varie selon
la longueur de câble déroulé. Cependant dans le cas étudié ici cette variation est faible. La
valeur choisie correspond donc au module d’Young du matériau multiplié par un coeffi-
cient de remplissage qui représente le fait qu’un câble est constitué de filins tressés et non
une tige pleine.
La matrice de raideur du robot CoGiRo à la pose x 0 dans le repèreR0 pour une masse
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Tableau 6.2: Points d’attache des câbles de CoGiRo
0x (m) 0 y (m) 0z (m) p x (m) p y (m) p z (m)
a0 -7.1775 -5.4361 5.3911 b0 0.495 -0.5075 -0.458
a1 -7.4594 -5.1504 5.3999 b1 -0.500 0.3560 0.542
a2 -7.3911 5.1940 5.3976 b2 -0.500 -0.2625 -0.458
a3 -7.1026 5.4753 5.4094 b3 0.500 0.3410 0.542
a4 7.2398 5.3759 5.4093 b4 -0.495 0.5075 -0.458
a5 7.5208 5.0851 5.4200 b5 0.500 -0.3560 0.542
a6 7.4461 -5.2539 5.3874 b6 0.500 0.2625 -0.458
a7 7.1608 -5.5342 5.3973 b7 -0.500 -0.3410 0.542
Tableau 6.3: Valeurs des paramètres de CoGiRo avec un stabilisateur à 4 bras em-
barqué
Paramètre Valeur
E 57GPa
Ac 4,0828mm2
x0 [0m 0m 1m 0rad 0rad 0rad]>
θ0 [0rad −1,5708rad −3,14159rad 1,5708rad]>
mp 340kg
Ip 56.6667I3×3kgm
λ j 0,5m
m j 2kg
correspondant à celle de la plate-forme et de son stabilisateur embarqué est donnée par
l’équation (6.1).
K = 104

9.9457 0.0405 −0.0000 −0.0848 0.4755 −0.0000
0.0405 5.1921 0.0000 −0.4782 0.3019 −0.0000
−0.0000 −0.0000 4.1398 −0.0000 0.0000 −0.2171
−0.0848 −0.4782 0.0000 2.2811 −0.4556 0.0000
0.4755 0.3019 0.0000 −0.4556 3.4782 −0.0000
−0.0000 −0.0000 −0.2171 0.0000 0.0000 7.2469

(6.1)
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On note Kx y l’élément situé sur la iième ligne et la jième colonne de la matrice K. Dans
l’expression de la matrice de raideur, on constate que le terme de la force selon l’axe Z n’a
de composante non-nulle que pour les déplacements selon Z et γ, la rotation autour de Z,
qui sont respectivement K33 et K36. Or, pour l’expérimentation actuelle, les vibrations – et
donc les déplacements – selon X, Y et γ ne sont pas prises en compte. Cela signifie qu’un
mouvement d’excitation selon Z comme par exemple un mouvement purement vertical,
ne génère de force que selon l’axe Z, les rotations autour de Z n’étant pas considérées.
6.2 Modèle de simulation
La simulation physique du comportement de ces robots a été implémentée à l’aide
du logiciel MATLAB® et de la boîte-à-outils de développement graphique Simulink®. La
simulation se fait en temps continu.
Le fil conducteur de cette modélisation est de pouvoir conserver la plus grande partie
du programme à la fois pour les simulations et pour des essais sur système réel, en utilisant
pour cela l’outil RPIt [RPIt]. Le projet RPIt pour Raspberry PI Simulink Coder target, permet
de piloter directement les capteurs et actionneurs d’un robot sous Simulink® avec le mode
externe pour permettre le prototypage rapide d’un contrôleur.
Le moteur de simulation physique Simscape Multibody™ a été utilisé pour décrire la
plate-forme du RPC et les bras du stabilisateur. Il s’agit d’une boîte-à-outils de MATLAB®
résolvant les équations du mouvement des systèmes mécaniques.
Les câbles sont commandés en tension désirée, selon la commande donnée au chapitre
5. La longueur de câble déroulé désirée est obtenue par inversion du modèle d’élasticité li-
néaire du câble donné à l’équation (3.1). En pratique, la mesure de la pose de la plate-forme
peut être obtenue par un système de vision. Dans le cas plan ce système est similaire à ce-
lui utilisé dans [Begey et al., 2018], dans un cas spatial, la pose est obtenue avec un système
de stéréovision. La tension dans le câble est obtenue en appliquant l’équation (3.1), c’est à
dire en multipliant par Kc la différence entre la longueur désirée et la longueur en charge
obtenue par la pose de la plate-forme. Le programme graphique utilisé pour simuler la
tension des câbles en fonction de leur longueur est donné Figure 6.4.
Les moteurs des enrouleurs de câble sont asservis en couple et modélisés par leur fonc-
tion de transfert en boucle fermée. Ces fonctions de transfert sont considérées comme
toutes identiques. De plus, la bande passante de l’asservissement des moteurs est consi-
dérée suffisamment grande pour que le modèle du moteur soit découplé de la charge. De la
même manière, les moteurs actionnant les bras sont asservis en couple, cet asservissement
étant considéré comme suffisamment rapide pour pouvoir modéliser les moteurs par une
fonction de transfert du premier ordre. L’identification et la commande des moteurs sont
détaillées en Annexe B.
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Figure 6.4: Représentation des câbles sous Simulink ®
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Figure 6.5: Schéma de la simulation
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Les blocs de commande par computed torque et la commande proportionnelle re-
prennent les trois lois de commande définies aux équations (5.20), (5.22) et (5.23).
Finalement, un schéma synthétisant la structure du simulateur est donné Figure 6.5.
6.3 Résultats en simulation
6.3.1 Robot plan
Le prototype modélisé pour la première simulation est le robot plan muni d’un stabili-
sateur à 3 bras décrit dans la sous-section 6.1.1 ci-dessus. La loi de commande appliquée
est celle définie au chapitre 5 et donnée par l’équation (5.24). La vitesse désirée de la plate-
forme du RPC x˙ d obtenue en intégrant l’accélération désirée x¨ d . La vitesse de vibration∆x˙
du robot est obtenue en soustrayant la vitesse mesurée de la plate-forme retournée par le
simulateur à x˙ d .
Dans le cas du RPC plan, les moteurs des enrouleurs de câble sont asservis par une
boucle de commande bas-niveau et très rapide. Cet asservissement est réalisé au moyen
d’un correcteur numérique RST. L’identification et l’asservissement des moteurs sont dé-
taillés en Annexe B.
Les valeurs des gains utilisés dans les trois boucles de commande sont données dans le
Tableau 6.4. Ces gains ont été réglés manuellement pour être efficaces à une position de la
plate-forme du RPC donnée prise à proximité du centre de son espace de travail. Ces gains
vérifient bien les conditions de stabilité données au chapitre 5 : les valeurs des matrices de
gains Kθ et Kω sont plus petites de plusieurs ordres de grandeur que celles de Kη . De même
Kη et Kv sont d’un ordre de grandeur au moins inférieures à Kp .
La simulation de l’expérience commence au centre de l’espace de travail, où la pose du
CDG de la plate-forme vaut x0 = [−0,94m −1m 0rad]>. En premier lieu un échelon de
position sur l’axe vertical z 0 et de valeur [0m 0,2m 0rad]> est réalisé après 1 seconde de
simulation. Puis, après 15 secondes, un effort ponctuel, noté impulsion sur le schéma de la
Figure 6.5, est appliqué au CDG de la plate-forme. Cette impulsion est appliquée pendant
10 ms, dans la direction verticale (selon l’axe z0) et vers le bas, avec une intensité de 30 N.
Dans les deux cas, une perturbation qui fait osciller le RPC est générée. Ces vibrations sont
plus fortes selon l’axe z 0. Les coordonnées de la pose selon les axes y 0 et z 0 sont notées
respectivement Y et Z. La coordonnée angulaire de rotation autour de l’axe x 0 est notée α.
Les résultats sont donnés aux figures 6.6, 6.7 et 6.8. Ces figures représentent la position
selon chacun de ses DDL du RPC plan, avec représentée en vert l’évolution de la position
pour le RPC non équipé d’un stabilisateur et en bleu pour le RPC avec stabilisateur.
Pour évaluer de façon numérique l’efficacité du stabilisateur, l’erreur moyenne qua-
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Tableau 6.4: Gains de commande
Gain Valeur Gain Valeur
Kp

500 0 0
0 500 0
0 0 500
 Kθ

2.10−2 0 0
0 2.10−2 0
0 0 2.10−2

Kv

5 0 0
0 5 0
0 0 5
 Kω

5.10−2 0 0
0 5.10−2 0
0 0 5.10−2

Kη 250

0.8 0 0
0 0.5 0
0 0 0.95

Figure 6.6: Position selon l’axe y 0
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Figure 6.7: Position selon l’axe z 0
Figure 6.8: Position angulaire α autour de l’axe x 0
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dratique (EMQ) entre la valeur désirée et la valeur mesurée durant toute la simulation est
introduite. Soient Yd la valeur désirée de Y(t ) et Yˆ sa valeur mesurée. La mesure de Y com-
porte Ns échantillons et Yˆk est le k
ième échantillon de Yˆ. L’EMQ sur la valeur de Y, notéeσY,
est donnée par :
σY =
√√√√ Ns∑
k=1
(
Yˆk −Ydk
)>(Yˆk −Ydk ) (6.2)
Les EMQ sur la valeur de Z et de α, notées respectivement σZ and σα, sont définies de
la même manière.
Les EMQ sur la simulation avec et sans stabilisateur selon chacun des axes sont donnée
dans le Tableau 6.5. On constate que l’EMQ décroit pour les coordonnées en translation Y
et Z avec l’ajout de stabilisateur, mais que le mouvement des bras l’augmente légèrement
pour la coordonnée angulaire α.
Tableau 6.5: EMQ avec et sans stabilisateur
Cas σY(m) σZ(m) σα(r ad)
Avec stabilisateur 0.0274 0.0525 0.6325
Sans stabilisateur 0.0298 0.0573 0.6238
Amélioration 8.05 % 8.38 % -1.28 %
La position angulaire des trois bras du stabilisateur pendant la simulation est donnée
Figure 6.9. La position d’un seul des bras, le deuxième, est donnée Figure 6.10. Sur ces
deux courbes, en particulier sur la seconde, il est possible de différencier les effets des deux
parties de la loi de commande appliquée aux bras. Sur la Figure 6.10, les oscillations de
la courbe en rouge représentent les mouvements rapides effectués pour compenser les
vibrations et la courbe en bleu pointillée représente la courbe de tendance de la partie
lente de la commande qui ramène les bras en position initiale.
Tableau 6.6: EMQ avec et sans stabilisateur pour le deuxième essai sur le RPC plan
Cas σY(m) σZ(m) σα(r ad)
Avec stabilisateur 0.0585 0.0791 0.4475
Sans stabilisateur 0.1376 0.0999 0.7925
Amélioration 57.49 % 20.82 % 43.53 %
Un deuxième essai demandant au RPC de parcourir une autre trajectoire est réalisé. La
deuxième simulation commence également au centre de l’espace de travail. Un échelon de
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Figure 6.9: Positions angulaires des bras du stabilisateur
Figure 6.10: Position angulaire du bras 2
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Figure 6.11: Vitesses de vibration de la plate-forme, sans stabilisateur en pointillés
et avec stabilisateur en trait plein
position sur les trois axes verticalR0, dont la valeur est [0,2m −0,5m pi15 rad]> est réalisé
après 1 seconde de simulation. La Figure 6.11 donne les courbes de l’erreur en vitesse∆x˙ ;
les EMQ en position avec et sans stabilisateur sont donnés dans le Tableau 6.6.
Sur ce deuxième exemple, il est aussi clair que l’ajout d’un stabilisateur actif sur la
plate-forme du RPC plan est efficace pour compenser les erreurs dues aux vibrations.
6.3.2 CoGiRo
La deuxième série de simulations s’est déroulée sur une modélisation numérique du
RPC CoGiRo dont la plate-forme est équipée d’un stabilisateur à 4 bras, tel que décrit dans
la sous-section 6.1.2 ci-dessus. Les moteurs des enrouleurs de câble sont asservis par une
boucle de courant interne très rapide (de constante de temps 1ms) dont l’étude est hors
du champ de cette thèse. Ces moteurs ne sont pas modélisés en simulation.
La vitesse de vibration ∆x˙ est obtenue comme précédemment, ∆x˙ = x˙ d − x˙ . La loi de
commande appliquée au système composé du RPC et du stabilisateur est celle donnée par
l’équation (5.24) du Chapitre 5. Les gains de la loi de commande ont été réglés manuel-
lement, leurs valeurs sont données dans le Tableau 6.7. Ces gains vérifient également les
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conditions de stabilité données au chapitre 5 : les valeurs des matrices de gains Kθ et Kω
sont plus petites de plusieurs ordres de grandeur que celles de Kη . De même Kη et Kv sont
inférieures à Kp d’au moins un ordre de grandeur.
Tableau 6.7: Gains de commande
Gain Valeur Gain Valeur
Kη 9.6

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0.9 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0

Kθ
Kω

0.2 0 0 0
0 0.2 0 0
0 0 0.2 0
0 0 0 0.2

0.5 0 0 0
0 0.5 0 0
0 0 0.5 0
0 0 0 0.5

Kp 2500 I8×8 Kv 50 I8×8
La simulation commence au centre de l’espace de travail, où la pose du CDG de la
plate-forme vaut x0 = [0m 0m 1m 0rad 0rad 0rad]>. L’expérimentation est simi-
laire à celle réalisée à la section 6.3.1 : d’abord après 1s de simulation un échelon de posi-
tion est réalisé sur l’axe vertical z 0 de valeur
[
0m 0m 0,5m 0rad 0rad 0rad
]>
, puis
après 10 secondes, un effort ponctuel de 1000 N est appliqué pendant 10 ms au CDG de la
plate-forme.
Le mouvement puis la perturbation génèrent tous deux des oscillations verticales de
la plate-forme selon l’axe z 0, et uniquement selon cet axe d’après la matrice de raideur
de CoGiRo (6.1). L’amplitude de ces oscillations est visible sur la Figure 6.12 qui montre la
position selon l’axe z 0 du RPC avec et sans stabilisateur actif. On peut constater dans le
Tableau 6.8, qui donne l’EMQ en position avec et sans stabilisateur, qu’une perturbation
selon l’axe z 0 ne génère de vibrations que selon z 0. On constate sur la courbe Figure 6.12
que l’ajout d’un stabilisateur actif améliore notoirement la vitesse de convergence vers la
consigne de la position selon z 0 de la plate-forme.
Dans la configuration actuelle, les 4 bras ont un mouvement toujours similaire puis-
qu’ils ne doivent produire d’effort que selon l’axe z 0. La position des bras au cours du
temps est donnée en Figure 6.13. Comme la perturbation est uniquement selon l’axe verti-
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Figure 6.12: Position selon l’axe z 0
Tableau 6.8: EMQ avec et sans stabilisateur pour le premier essai sur CoGiRo
Cas σX(m) σY(m) σZ(m) σα(r ad) σβ(r ad) σγ(r ad)
Sans stabilisateur 1.17 10−8 6.83 10−9 20.1993 6.16 10−9 6.51 10−9 1.21 10−12
Avec stabilisateur 1.89 10−12 1.05 10−12 7.1517 4.82 10−8 7.78 10−8 7.13 10−13
Amélioration – – 64.59% – – –
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cal, les quatre masselottes placées symétriquement par rapport au CDG de la plate-forme
décrivent le même mouvement.
Figure 6.13: Position angulaire des bras
Un deuxième essai demandant au RPC CoGiRo de parcourir une autre trajectoire est
réalisé. La deuxième simulation commence également au centre de l’espace de travail. Un
échelon de position dont la valeur est [1m 1m 0m 0rad −pi6 rad 0rad]> est réalisé
après 1 seconde de simulation. La Figure 6.14 donne les courbes des composantes de la
pose de la plate-forme mobile avec et sans stabilisateur embarqué ; les EMQ en position
avec et sans stabilisateur sont donnés dans le Tableau 6.9.
Tableau 6.9: EMQ avec et sans stabilisateur pour le deuxième essai sur CoGiRo
Cas σX(m) σY(m) σZ(m) σα(r ad) σβ(r ad) σγ(r ad)
Sans stabilisateur 10.2632 3.9012 9.8902 9.4698 21.1522 33.1760
Avec stabilisateur 3.1199 0.8093 2.4953 1.5870 7.3339 5.0614
Amélioration 69.60% 79.25% 74.78% 83.24% 65.33% 84.73%
Ces résultats montrent l’efficacité de l’utilisation d’un tel stabilisateur pour la réalisa-
tion d’un mouvement selon plusieurs composantes de la pose de la plate-forme mobile.
Les vibrations de la plate-forme étant couplées entre elles [Weber, 2016], la compensation
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Figure 6.14: Pose du CDG de la plate-forme avec et sans stabilisateur
des vibrations dans les directions où la raideur du RPC est la plus faible permet également
d’atténuer les vibrations dans les autres directions.
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6.3.3 Essais de robustesse
La stratégie de commande développée au cours de cette thèse est basée sur l’utilisa-
tion des modèles du RPC et du stabilisateur. Dans le cas de la réalisation physique des
démonstrateurs, des erreurs de mesure et de réalisation entachent ces modèles. Il est donc
nécessaire de déterminer si la commande développée au Chapitre 5 est robuste aux erreurs
de modélisation et quelle est l’influence des erreurs de modélisation paramétriques.
Pour réaliser les essais de détermination des effets des erreurs paramétriques en simu-
lation, un intervalle de confiance a été établi sur les paramètres testés. Les incertitudes
paramétriques considérées sont représentées sur la Figure 6.15, ce sont :
• l’erreur de géométrie, en bleu sur la figure : il s’agit de l’erreur de mesure sur la posi-
tion des points Ai et Bi
• l’erreur de modélisation des câbles, en magenta sur la figure : il s’agit de l’erreur d’es-
timation sur la raideur des câbles
• l’erreur de modélisation de la plate-forme, en vert : c’est l’erreur de positionnement
du CDG de la plate-forme et de son tenseur d’inertie due à une mauvaise modélisa-
tion de la répartition des masses de la plate-forme
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Figure 6.15: Schéma de la simulation avec perturbations
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Tableau 6.10: EMQ avec et sans stabilisateur, avec des paramètres incertains
Cas σy σz σα
moyenne 0.0256 0.1098 0.5955
Avec stabilisateur écart-type 0.0111 0.0914 0.4875
moyenne 0.0290 0.1180 0.7987
Sans stabilisateur écart-type 0.0130 0.0927 0.5012
À chacun des paramètres considérés, une erreur aléatoire a été ajoutée. Cette erreur est
comprise dans cet intervalle de confiance : ±5% de leur valeur selon chaque axe pour les
paramètres de position et ±10% de la valeur nominale de raideur des câbles, donnée dans
le Tableau 6.1. La distribution de cette erreur est uniforme.
Les essais ont été réalisés sur le modèle de RPC plan présenté à la section 6.1.1. Deux
cents essais ont été réalisés en faisant varier chacune des incertitudes paramétriques. L’Er-
reur moyenne quadratique (EMQ) est utilisée pour déterminer l’erreur due à chacune des
incertitudes paramétriques. Le résultat de ces tests pour le robot plan est donné dans le
Tableau 6.10. Ce tableau montre la valeur moyenne et l’écart type de l’EMQ sur la série de
200 essais.
Le Tableau 6.10, présentant la qualité de la compensation active des vibrations en pré-
sence d’incertitudes paramétriques, est à comparer au Tableau 6.5 présentant la qualité de
la compensation active. On constate que les incertitudes paramétriques ont une influence
non négligeable sur la compensation des vibrations, et donc sur l’erreur en position de
la plate-forme. Le stabilisateur embarqué parvient néanmoins à compenser les vibrations
dans tous le cas testés, y compris avec des incertitudes paramétriques très fortes.
6.4 Conclusion
Ce chapitre a montré en simulation la performance de l’amortissement actif des vi-
brations en utilisant un stabilisateur composé de bras en rotation attaché à la plate-forme
d’un RPC.
Les simulations ont été réalisées sur deux RPC différents : un RPC plan à 3DDL et le
RPC à 6 DDL CoGiRo. Sur chacun de ces RPC, un stabilisateur différent a été embarqué,
le stabilisateur défini dans l’article [Lesellier et al., 2018] au RPC plan et le résultat issu de
l’optimisation, décrit dans le Tableau 4.3 au chapitre 4, au RPC CoGiRo. L’expérimentation
a été réalisée numériquement par une simulation utilisant un moteur physique indépen-
dant, tous deux disponibles parmi les outils du logiciel de calcul MATLAB®.
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Les résultats de ces essais révèlent que la présence du stabilisateur rend la convergence
vers la consigne de la position du RPC plus rapide. L’amortissement actif des vibrations
par le stabilisateur embarqué prouve ainsi son efficacité à améliorer la précision de po-
sitionnement des RPC suspendus. De plus, une étude a été réalisée pour déterminer la
robustesse aux erreurs de modélisation de cette approche d’amortissement actif des vi-
brations. Cette robustesse a été testée en simulation en spécifiant un intervalle d’erreurs
des paramétriques. Les résultats obtenus montrent que l’EMQ est réduite aussi dans les
cas d’erreurs de modélisation.

CHAPITRE
7
Conclusion
Préambule
Cette thèse a présenté la conception, l’optimisation et la commande d’un stabilisateur
actif de vibrations embarqué sur la plate-forme d’un RPC. Après la mise en évidence
du besoin, la modélisation de différents types de dispositifs actionnés de stabilisation
a permis le choix d’une solution : les bras en rotation. Le choix réalisé a rendu pos-
sible l’optimisation d’un stabilisateur actif composé de bras, puis la synthèse d’une
commande assurant la stabilité de l’ensemble composé du RPC et du stabilisateur em-
barqué. Enfin, des simulations ont pu montrer la pertinence de ce concept.
Ce chapitre se divise en deux partie. La première consiste en un bref résumé de la thèse
et de la méthodologie employée pour répondre aux différentes questions soulevées :
celles de la modélisation du stabilisateur, du choix de dispositif, de l’optimisation de
l’architecture du stabilisateur, de la synthèse de la loi de commande et de la valida-
tion en simulation. Finalement, la seconde partie contient des suggestions de travaux
futurs et de problèmes encore ouverts.
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7.1 Synthèse
Les RPC, robots parallèles dont la plate-forme est reliée à une structure de soutien par
des câbles et actionnés uniquement par eux, ont des caractéristiques très intéressantes. Ce
sont en effet des robots au rapport entre masse propre et charge utile faible, possiblement
de grandes dimensions et aux dynamiques élevées, mais ils ont aussi une faible raideur due
à la flexibilité des câbles. Les RPC suspendus, pour lesquels tous les câbles sont situés au-
dessus de la plate-forme et maintenus en tension par le poids de cette dernière, forment
une classe de RPC dont la faible raideur ne peut être compensée par l’augmentation de la
tension dans des câbles antagonistes.
Cette faible raideur est à l’origine des vibrations qui affectent la plate-forme des RPC,
qui sont en général de faible fréquence et d’une amplitude qui peut être élevée.
Le travail de cette thèse s’inscrit dans le cadre du projet DexterWide dont un des ob-
jectifs est d’utiliser un manipulateur série embarqué sur la plate-forme du RPC de grandes
dimensions CoGiRo, dans le but de réaliser des tâches industrielles génératrices de vibra-
tions sur la plate-forme du RPC.
Dans cette thèse, une solution technologique a été proposée pour compenser les vibra-
tions de la plate-forme d’un RPC. Cette solution présente l’avantage de ne pas interférer
avec la tâche du RPC et d’être adaptable à tous les types de RPC.
L’objectif cette thèse est de concevoir un stabilisateur composé de plusieurs dispositifs
actionnés embarqués sur la plate-forme d’un RPC, d’optimiser son architecture et de syn-
thétiser une commande le prenant en compte pour piloter la position de la plate-forme du
RPC.
L’étude de l’état de l’art de la robotique parallèle à câbles révèle que les questions de
configuration des RPC ont été abondamment traitées, un grand nombre d’architectures
différentes ayant été proposées. D’autres travaux fournissent des guides de conception des
RPC en fonction de leur espace de travail, de leur capacité à réaliser certaines tâches, etc.
L’état de l’art de la commande des RPC montre de nombreux travaux sur la répartition des
tensions dans les câbles et sur la synthèse de commandes pour piloter leurs plate-formes,
en prenant en compte ou non la déformation des câbles. D’autres travaux s’intéressent à
la commande des RPC dont la plate-forme est sujette à des vibrations. Les méthodes utili-
sées dans la littérature pour compenser des vibrations se divisent en trois familles : les mé-
thodes d’amortissement passif des vibrations, d’amortissement par la commande des en-
rouleurs et d’amortissement actif par ajout de dispositifs actionnés, utilisés pour créer un
torseur d’effort sur la plate-forme. Le problème de l’optimisation du placement de dispo-
sitifs embarqués sur la plate-forme mobile d’un RPC est un problème d’optimisation sous
contraintes, celles-ci consistant en l’évitement des collisions avec les câbles, la plate-forme
et les autres bras ainsi que la contrainte de ne pas faire sortir la plate-forme de l’espace des
torseurs faisables du RPC. Les méthodes d’optimisation sont très nombreuses dans la lit-
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térature, chacune ayant des caractéristiques leur permettant de s’adapter mieux ou moins
bien à divers problèmes. Il apparaît que le problème de la disposition et de l’orientation des
bras sur la plate-forme étant complexe, des méthodes d’optimisation heuristiques permet-
tant d’obtenir un résultat approché sont plus faciles à mettre en œuvre que des méthodes
déterministes.
Le travail décrit dans les chapitres suivants de cette thèse sont désormais synthétisés
ci-après.
Dans le chapitre 3, la modélisation des RPC flexibles et de divers dispositifs actionnés
pour la compensation de vibrations sont exprimées. La modélisation mécanique a été ob-
tenue au moyen des outils de la mécanique générale. Les câbles sont représentés comme
des éléments linéaires élastiques. À partir du modèle de la plate-forme et des modèles des
différents dispositifs embarqués, le modèle dynamique complet d’un RPC embarquant ces
dispositifs est exprimé. Ce modèle a permis de réaliser le choix d’un dispositif de compen-
sation adéquat pour compenser les vibrations selon tous les DDL du RPC. Les dispositifs
choisis pour réaliser le stabilisateur sont des bras actionnés avec une masselotte à leur ex-
trémité.
Les dispositifs étant choisis, un processus d’optimisation doit permettre de trouver leur
position sur la plate-forme du RPC et leur orientation initiale qui maximisent l’effet du
stabilisateur sur la plate-forme, ce travail est décrit au chapitre 4. Le nombre de dispositifs
constituant le stabilisateur ainsi que la masse et la longueur des bras sont déterminées
au préalable, les variables d’optimisation sont alors la pose des bras sur la plate-forme et
leur orientation initiale. L’optimisation est réalisée avec l’algorithme métaheuristique de
l’Optimisation par Essaim de Particules (OEP). La difficulté de cette optimisation concerne
les contraintes auxquelles elle est soumise : faisabilité des torseurs et non-collision des bras
avec leur environnement. Cette dernière en particulier nécessite d’exprimer l’Espace de
Travail des Câbles (ETC) sous forme d’un polyèdre pour pouvoir alléger les calculs réalisés
pendant l’optimisation.
Une fois donnée l’architecture du stabilisateur, une loi de commande pour le système
composé de la plate-forme mobile du RPC et du stabilisateur embarqué est donnée au
chapitre 5. Cette loi de commande comprend trois termes : un terme de tension des câbles
pour piloter la pose de la plate-forme, un terme de couples sur les moteurs des bras pro-
portionnels à la vitesse de vibrations et un autre terme de couples sur les moteurs des bras
pour ramener les bras à leur orientation initiale. Les commandes de la plate-forme et des
bras fonctionnant à deux échelles de temps différentes, il est possible de découpler les deux
en utilisant la théorie des perturbations singulières. L’utilisation de cette théorie permet de
prouver la stabilité de la commande proposée par la méthode de Lyapunov.
Enfin, pour valider le choix d’utiliser un stabilisateur composé de bras en rotation em-
barqué sur la plate-forme mobile d’un RPC suspendu, une série de simulation ont été réa-
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lisées au chapitre 6 sur deux prototypes de RPC suspendus, l’un plan et l’autre le RPC à 6
DDL de grandes dimensions CoGiRo. Ces simulations montrent que la compensation ac-
tive des vibrations par un stabilisateur embarqué est dans chacun des cas une technique
efficace. De plus une autre série d’essais en simulation permet de déterminer la robustesse
de la compensation active de vibrations aux erreurs de modélisation du RPC.
7.2 Perspectives
Le planning de cette thèse n’a pas permis d’essais du stabilisateur sur un système réel,
ni sur CoGiRo ni sur le RPC plan. Le matériel nécessaire devant être livré après la fin de la
rédaction de ce manuscrit, des expérimentations sont déjà prévues et des résultats expéri-
mentaux viendront probablement compléter la version finale de cette thèse.
Cette thèse a prouvé l’efficacité d’un stabilisateur actif embarqué pour la compensa-
tion des vibrations auxquelles est sujette la plate-forme d’un RPC. S’ils se sont révélés per-
tinents, le choix des dispositifs embarqués, de la modélisation, de la méthode d’optimisa-
tion et de la loi de commande suggèrent plusieurs pistes d’amélioration pour des travaux
futurs.
La première concerne le modèle utilisé pour représenter les câbles. Dans tous nos tra-
vaux actuels les câbles ont été représentés comme non-pesants, rectilignes et linéairement
élastiques. Bien qu’elle donne de bons résultats, cette approximation représente mal le
modèle réel des câbles. Reprendre les travaux actuels en prenant en compte la masse et
le comportement non-linéaire des câbles dans la modélisation et la commande devrait
permettre d’obtenir des résultats plus conforme à la réalité et de meilleures performances
expérimentales.
L’optimisation réalisée par OEP vise à optimiser uniquement la position et l’orientation
initiale des bras. Pour pouvoir simplifier le calcul, le nombre de bras du stabilisateur est fixé
en préalable à la procédure d’optimisation, de même que leurs masses et longueurs, ces
paramètres étant égaux pour tous les bras. Une optimisation plus longue, qui permettrait
d’itérer sur le nombre de bras, leur longueurs et leurs masses pourrait donner un stabili-
sateur original et beaucoup plus performant que celui proposé dans cette thèse à la fin du
chapitre 4.
De plus, lors de la phase de modélisation, il a été décidé d’utiliser exclusivement des
bras pour générer des efforts selon tous les DDL à commander de la plate-forme mobile.
Pourtant, en couplant des masses en translation avec les bras en rotation, il est possible
que la compensation des vibrations soit plus efficace. Le choix des dispositifs d’actionne-
ment pourrait être ajouté au processus d’optimisation.
Les gains de la commande appliquée au système composé du stabilisateur et de la
plate-forme mobile du RPC sont réglés pour une pose donnée de la plate-forme. Afin
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d’étendre cette stratégie de commande à toutes les poses de l’espace de travail du RPC,
il pourrait être envisagé de discrétiser l’espace de travail et d’utiliser le séquencement de
gains (gain scheduling) pour déterminer localement les gains de commande.
Enfin, le mouvement de retour en position initiale des bras du stabilisateur perturbe
l’équilibre de la plate-forme. En introduisant de la redondance cinématique pour RPC (ou
en utilisant celle déjà présente dans le cas de CoGiRo) et pour le stabilisateur, il serait pos-
sible de générer des trajectoires couplées pour le RPC et pour les bras qui permettent un
tel retour en position sans affecter le mouvement de la plate-forme.
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ANNEXE
A
Paramétrage des angles d’Euler
Un repère local est associé à chaque solide, ce repère s’obtient par rotation à partie des
3 angles d’Euler. Pour décrire l’orientation des différents solides modélisés est choisie une
modélisation à 3 angles. Par exemple, avec cette description la successions de rotations
permettant de passer du repèreR1 au repèreR2 est décrite ainsi :
1. une rotation d’angle α autour de x 1 :
Rx(α)=

1 0 0
0 cα −sα
0 sα cα

2. une rotation d’angle β autour de [0 cαy 1 sαz 1]>, la transformée de y 1 par la précé-
dente rotation :
Ry1 (β)=

cβ 0 sβ
0 1 0
−sβ 0 cβ

3. une rotation d’angle γ autour de z 2 = [sβx 1 − sαcβy 1 cαcβz 1]>, la transformée de z 1
par les deux précédentes rotations :
Rz2 (γ)=

cγ −sγ 0
sγ cγ 0
0 0 1

143
144 ANNEXE A. PARAMÉTRAGE DES ANGLES D’EULER
La matrice de rotation R12 qui permet de calculer les coordonnées d’un point de R1
dansR2 est :
R12 =Rx(α)Ry1 (β)Rz2 (γ)=

cβcγ −cβsγ sβ
cαsγ+ sαsβcγ cαcγ− sαsβsγ −sαcβ
sαsγ− cαsβcγ sαcγ+ cαsβsγ cαcβ
 (A.1)
On noteθ = [α β γ]> le vecteur décrivant l’orientation du repèreR2 dansR1. La vitesse
de rotationω du repèreR2 dans le repèreR1 est liée à la dérivée première du vecteurθ par
la matrice S˜(θ). Il s’agit d’une matrice Jacobienne qui dépend de la représentation choisie
et de l’orientation du solide, telle que :
ω =

1
0
0
 1α˙+

0
cα
sα
 1β˙+

sβ
−sαcβ
cαcβ
 1γ˙=

1 0 sβ
0 cα −sαcβ
0 sα cαcβ

︸ ︷︷ ︸
S(θ)
1θ˙ (A.2)
On peut alors introduire la matrice S˜(θ), telle que :
p˙
ω
=
I3×3 03×3
03×3 S(θ)
 d
d t
 p
θp
= S˜ (θ)x˙ (A.3)
La dérivée temporelle de S˜ est notée ˙˜S et vaut :
˙˜S =

03×3 03×3
03×3
0 0 β˙cβ
0 −α˙sα −α˙cαcβ− β˙sαsβ
0 α˙cα −α˙sαcβ− β˙cαsβ
 (A.4)
Expression des matrices R0p et Rp j . La matrice R0p décrivant l’orientation du repèreRp
dans le repèreR0 – donnée par les angles d’Euler αp , βp et γp – est la suivante :
R0p =

cβp cγp −cβp sγp sβp
cαp sγp + sαp sβp cγp cαp cγp − sαp sβp sγp −sαp cβp
sαp sγp − cαp sβp cγp sαp cγp + cαp sβp sγp cαp cβp
 (A.5)
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La matrice Rp j décrivant l’orientation du repère R j dans le repère Rp est donnée ci-
après :
Rp j =

cθ j+β j0 cγ j0 −cθ j+β j0 sγ j0 sθ j+β j0
cα j0 sγ j0 + sα j0 sθ j+β j0 cγ j0 cα j0 cγ j0 − sα j0 sθ j+β j0 sγ j0 −sα j0 cθ j+β j0
sα j0 sγ j0 − cα j0 sθ j+β j0 cγ j0 sα j0 cγ j0 + cα j0 sθ j+β j0 sγ j0 cα j0 cθ j+β j0
 (A.6)

ANNEXE
B
Identification et commande des
moteurs
Sur le robot plan, les moteurs choisis pour l’actionnement des bras sont les mêmes que
ceux choisis pour l’enroulement des câbles, il s’agit des servomoteurs Dynamixel XM430-
W210-R 1.
B.1 Identification
Le schéma de fonctionnement d’un moteur électrique non asservi peut être représenté
par la Figure B.1, avec BOZ l’acronyme du bloqueur d’ordre 0. Il s’agit d’un circuit en boucle
ouverte, commandé en intensité et retournant une position du moteur dépendant d’un
certain nombre de paramètres mécaniques ou électriques, dont la dynamique électrique
ou mécanique du moteur ou encore son rapport de réduction.
Figure B.1: Schéma de principe d’un moteur électrique
La plupart de ces paramètres sont donnés par la fiche technique du moteur, cependant
ce n’est pas toujours le cas. Les paramètres transmis par le constructeur sont transcrits
dans le tableau B.1.
1Voir caractétistiques : http://support.robotis.com/en/product/actuator/dynamixel_x/xm_series/
xm430-w210.htm
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Notation Paramètre Définition
Imax Courant maximal 3 A
Kt Constante de couple 0,9439 N m A−1
τi Constante de temps électrique 1 ms
Kr Rapport de réduction 212.6
Qenc Pas de quantification du codeur 4096−1
Tableau B.1: Paramètres des moteurs du RPC plan
Les paramètres de la dynamique mécanique du moteur – son inertie Jl et son frotte-
ment visqueux fl –sont à déterminer.
On note ω la vitesse de rotation du moteur et Cm le couple fourni par le moteur. La
réponse impulsionnelle du moteur est mesurée et tracée, voir Figure B.2a. Cette réponse
peut être assimilée à celle d’un système du premier ordre, tracée en vert sur la figure. La
constante de temps de ce système est donnée par :
τp = Jl
fl
(B.1)
(a) Vitesse de rotation du moteur ω en fonction du temps(b) Couple moteur Cm en fonction du temps
Figure B.2: Caractéristique expérimentale du moteur
Le système étant identifié à un premier ordre, la valeur prise par sa fonction de transfert
à l’instant τp vérifie :
ω(τp )= 0.63ω(∞) (B.2)
oùω(∞) est la valeur finale prise par la fonction de transfert du moteur, dans le cas présent
5,565 rad s−1. Cette valeur est atteinte en 4,6 s, donc τp =4,6 s. Ces opérations sont illustrées
par la Figure B.3.
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Figure B.3: Détermination de τp à partir de la caractéristique ω en fonction du
temps du moteur
Le temps d’établissement du régime permanent est déterminé par des essais expéri-
mentaux réalisés sur les moteurs Dynamixel, à partir des mesures données par les courbes
de la figure B.2. Le régime permanent est atteint à partir de t=10 s.
La formulation du PFD sur l’axe du moteur est la suivante :
Cm −Cr − flω= J j ω˙ (B.3)
avec Cm le couple moteur et Cr le couple résistant dû au frottement sec du moteur.
En régime permanent, ω˙ = 0, donc, Cm = Cr + flω, le relation entre le couple mesuré
et la vitesse est alors une fonction affine. Le frottement visqueux correspond au coefficient
directeur de la courbe représentant le couple en fonction de la vitesse en régime perma-
nent. Cette courbe, donnée Figure B.4, est obtenue par régression linéaire à partir de me-
sures réalisées sur les moteurs de CoGiRo, les poonts mesurés sont en bleu sur la Figure. La
courbe de tendance tracée en rouge a pour équation y = 0.0605x +0.29853. Cette courbe
est proche d’une droite horizontale en régime permanent. Ce résultat permet d’obtenir
fl = 0,0605 N s.
L’inertie au niveau de l’arbre du moteur est alors obtenue par la relation (B.1) : Jl = τp fl .
Finalement on obtient Jl = 2781 kg cm2.
Une fois les paramètres du moteur identifiés, il devient possible de réaliser leur com-
mande.
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Figure B.4: Couple moteur Cm en fonction de ω en régime permanent
B.2 Correcteur RST
Le commande RST est une technique de commande numérique polynomiale. Le
contrôleur RST présente l’avantage de disposer de nombreux degrés de liberté, et donc
d’une grande souplesse d’utilisation.
Ce correcteur comprend trois polynômes en z−1 nommés R, S et T, z étant l’inverse de la
variable utilisée pour la représentation en temps discret de la fonction de transfert du mo-
teur. Le schéma de principe de la commande est donné Figure B.5. Les coefficients de ces
polynômes sont obtenus par la résolution de deux équations diophantiennes, auxquelles
il est possible d’ajouter des contraintes additionnelles. Il est ainsi par exemple possible
d’ajouter des effets de filtrage ou d’intégration à la commande.
Puisqu’il s’agit d’une commande numérique, le pas de quantification est une donnée
importante pour déterminer les paramètres du correcteur. Celui choisi pour représenter
les moteurs en temps discret est Ts =1 ms.
T(z−1) −+
Yr 1
S(z−1)
ε
G(z)
I Y
R(z−1)
Figure B.5: Principe du contrôleur RST
Sur le schéma de la Figure B.5, la valeur de la fonction de transfert du système à asservir
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G(z) et celle de l’entrée de ce bloc sont données par :
I(z)= T(z
−1)
S(z−1)
Yr (z)− R(z
−1)
S(z−1)
Y(z)
G(z)= z
−d B+B−
A+A−
(B.4a)
(B.4b)
où d est un entier positif représentant l’ordre maximal des polynômes R, S et T, B+, A+ et A−
sont des polynômes moniques, B− est un polynôme. Les polynômes B+ et A+ contiennent
les zéros que la commande doit compenser, A− et B− ceux que l’on ne souhaite pas com-
penser.
Le but de la commande est d’obtenir une équation du modèle complet en boucle fer-
mée qui soit égale à : F(z) = z−d B−B+mAm , avec B+m et Am deux polynômes de degré inférieur à
d . Le principe de cette commande est illustré par la Figure B.5.
Le nombre d’intégrateurs ajoutés dans le polynôme S est noté p, le filtre supplémen-
taire ajouté à la commande est représenté par le polynôme A0.
Le nombre et l’ordre des solutions de l’équation diophantienne est déterminé avant le
calcul. Soient : 
n = deg ((1− z)p A−)
m = deg (z−dB−)
q = deg (A0Am)
Alors on peut déterminer le degré des polynômes R, S et T :
• q < n+m → solution unique avec deg (S)=m−1 et deg (R)= n−1
• q >=n+m → deux solutions :
deg (S)=m−1 et deg (R)= q −mdeg (S)= q −n et deg (R)= n−1
Les équations diophantiennes régissant le comportement du moteur sont :{
T(z−1)=B+m(z−1)A0(z−1)
(1− z−1)p A−(z−1)S2(z−1)+ z−d B−(z−1)R0(z−1)= Am(z−1)A0(z−1)
(B.5a)
(B.5b)
Finalement la résolution de ces équation donne les coefficients des polynômes R, S et
T : 
R(z−1)= A+(z−1)R0(z−1)
S(z−1)= (1− z−1)p B+(z−1)S2(z−1)
T(z−1)= A+(z−1)B+m(z−1)A0(z−1)
(B.6a)
(B.6b)
(B.6c)
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Le modèle de suivi de consigne proposé pour les moteurs est décrit par la fonction de
transfert du deuxième ordre suivante donnée dans l’équation (B.7). Le type de consigne à
suivre est une rampe en position, donc p = 2.
M(s)= K
ω20+2.ξ.ω0.s+ s2
(B.7)
où s est la variable de Laplace, avec :
• K=1
• ω0 = 12pi
• ξ=
p
2
2
La synthèse du correcteur pour le suivi de cette consigne est réalisé par un logiciel de
calcul, dans le cas présent MATLAB® a été utilisé. Le résultat pour les moteurs Dynamixel,
dot les performances sont illustrées par la Figure B.6, est le suivant :
• R(z−1)= 3.79105−3.154105z−1−6.147104z−2
• S(z−1)= 1−0.7919z−1−0.2081z−2
• T(z−1)= 1.401105−2.431105z−1+1.051105z−2
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Figure B.6: Comparaison des performances des moteurs en boucle ouverte (BO)
et en boucle fermée (BF), courbes représentant la position angulaire θ du moteur
en fonction du temps

ANNEXE
C
Mesure des vibrations de la
plate-forme de RPC
Les vibrations de la plate-forme des RPC sont liées à la faible raideur de leur structure.
Afin de déterminer le déplacement provoqué par ses vibrations et la vitesse de ces vibra-
tions, des essais ont été menés en simulation et sur le RPC de grandes dimensions CoGiRo.
En premier lieu, les fréquences principales de vibration des RPC suspendus sont en gé-
néral très faible, de l’ordre de grandeur du Hertz ou de la dizaine de Hertz. Ce sujet a déjà
été traité plusieurs fois sur différents RPC des mesures expérimentales selon les modes
propres de vibration des plate-formes de différents RPC suspendus ont mis en évidence
des modes de vibrations principaux à des fréquences de 1.5 à 16 Hz suivant la direction
[Weber et al., 2014, 2015; Yuan et al., 2017]. La connaissance de ces fréquences sert de vé-
rification de la plausibilité des valeurs expérimentales trouvées ci-dessous.
C.1 Mesure des vibrations sur CoGiRo
La mesure des vibrations de la plate-forme de CoGiRo a été obtenue par le traitement
des données de position obtenues par une caméra vidéo. Dans cet essai, le RPC CoGiRo
dont la plate-forme pèse 142kg est commandé pour rester à une pose donnée. Une pertur-
bation est créée en modifiant temporairement la masse dans le terme de feed-forward f f f
de la commande de CoGiRo donnée dans [Gouttefarde et al., 2015b] et détaillée Figure C.1,
en la faisant passer à 200kg.
Puisque l’essai réalisé correspond à une excitation selon l’axe vertical uniquement, on
peut considérer que les vibrations du robot se font uniquement selon l’axe vertical (voir
sous-section 6.1.2).
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Figure C.1: Commande dans l’espace dual
Le programme de traitement vidéo a été réalisé en C++ en utilisant la bibliothèque open
source pour la vision par ordinateur OpenCV [OpenCV].
Une mire composée de papier quadrillé est fixée à la plate-forme et le mouvement du
RPC est capturé par une caméra. Les image obtenues sont traitées par un programme de
vision par ordinateur. En premier lieu ce programme lance une interface d’utilisation pour
pouvoir étalonner le système et choisir un point à suivre dans les images. Les étapes d’uti-
lisation de ce programme sont :
1. chargement d’une vidéo ;
2. choix par une interface d’utilisation d’un point de la mire qui sera suivi par le pro-
gramme ;
3. détermination de l’échelle par l’interface d’utilisation.
Ensuite, le point est suivi par le programme, son flot optique étant obtenue par la mé-
thode de Lucas-Kanade [Lucas et Kanade, 1982]. Puis grâce à la procédure d’étalonnage
précédemment suivie, la vitesse de vibration de la nacelle est obtenue en convertissant le
flot optique, qui correspond à une vitesse de déplacement en pixels par seconde. Enfin le
programme sauvegarde cette vitesse dans un fichier.
Finalement, un script MATLAB® lit ce fichier texte pour en extraire les valeurs. Au
moyen des vitesses d’oscillation de la plate-forme est obtenue sa pose. La mesure de la
position permet de mettre en évidence la période des oscillations. Un résultat de cette opé-
ration est donné Figure C.2.
La vitesse de vibration maximale observée pour la plate-forme du robot CoGiRo dans
cette expérience est de 0,4 m s−1.
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Figure C.2: Valeurs des vitesses et position de la plate-forme en fonction du temps
C.2 Mesure des vibrations en simulation
Sur les simulations décrites au chapitre 6, il est possible d’obtenir directement la vitesse
de déplacement du CDG de la plate-forme via le moteur physique Simscape Multibody™.
En particulier, sur la simulation du RPC CoGiRo, on peut obtenir la vitesse de vibration
de la plate-forme dans les mêmes conditions que l’expérimentation. L’essai réalisé est une
perturbation transitoire à 15 s, et donne une vitesse de vibration proche de 0,4 m s−1 au
maximum. Le résultat de cet essai est donné figure C.3. La simulation peut ainsi être vali-
dée expérimentalement, on constate que pour une même perturbation, la vitesse d’oscilla-
tion de la plate-forme est proche en simulation et sur la mesure expérimentale Figure C.2.
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Figure C.3: Vitesse de la plate-forme en fonction du temps
ANNEXE
D
L’optimisation par essaim de
particules
La méthode de L’Optimisation par Essaim de Particules (OEP), ou Particle Swarm Op-
timization en anglais, a été développée dans [Kennedy et Eberhart, 1995]. Cet algorithme
s’inspire du monde vivant, notamment de la socio-psychologie. Grâce à une règle de dé-
placement simple et basée sur la collaboration, les solutions potentielles – nommées indi-
vidus – convergent progressivement vers le minimum global.
L’algorithme de l’OEP travaille sur une population de ces particules appelée « essaim ».
Les particules ont chacune :
• une position, c’est à dire leur coordonnées dans l’espace des paramètres
• une meilleure position, la position visitée précédemment pour laquelle la valeur de
la fonction de coût est la meilleure
• un voisinage, c’est un ensemble de particules qui agit directement sur la particule
courante
• une vitesse calculée à chaque itération
Il existe deux définitions du voisinages [Kennedy, 1999] : le voisinage géographique
où les voisins sont les particules les plus proches, le voisinage devant être reconstruit à
chaque itération du calcul, ou le voisinage social, où les voisins sont définis à l’initialisation
pour tout le reste de la procédure. La seconde définition est la plus utilisée car elle est plus
simple à programmer, moins coûteuse en calculs et enfin parce que le voisinage social et le
voisinage géographique se confondent quand l’algorithme converge vers une solution. Le
voisinage de la particule correspond au sous-ensemble de l’essaim avec lequel la particule
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peut échanger des données. En particulier chaque particule connait la meilleure position
de son voisinage.
À chaque itération les particules se déplacent à une vitesse qui dépend de leur
meilleure position et de celle de leur voisinage. La vitesse à l’instant k +1 de la particule i
est donnée par :
Vik+1 = c1Vik + c2(bi −p i )+ c3(bv(i )−p i ) (D.1)
où p i désigne la position de la particule i , bi sa meilleure position. v(i ) est une fonction qui
retourne le voisin de i ayant le meilleur score et bv(i ) est la meilleure position du meilleur
voisin. Les coefficients c2 et c3 sont générés aléatoirement dans un certain intervalle à
chaque itération, le coefficient c1 est fixé.
La position de la particule à l’itération k+1 est alors :
Pik+1 = Pik +Vik+1d t (D.2)
avec d t = k+1−k = 1.
L’évolution d’une particule, illustrée sur la Figure D.1 issue de [Lepagnot, 2011], est le
résultat d’une combinaison de trois types de comportements [Clerc, 2004] :
• égoïste, la particule cherche à continuer son mouvement avec sa vitesse actuelle
• conservateur, la particule cherche à retourner vers sa meilleure valeur
• panurgien, la particule suit la particule la plus performante de son voisinage
Figure D.1: Déplacement d’une particule [Lepagnot, 2011]
L’algorithme de l’OEP est très simple, le pseudocode de cet algorithme est donné Fi-
gure D.2 et une représentation en schéma-bloc est donnée Figure D.3.
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1 Pour chaque particule :
2 Initialiser de la position
3 Mettre la meilleur position à la position courante
4 Initialiser de la vitesse de la particule
5 Fin Pour
6 Tant que l’itération maximale ou la meilleure valeur ne sont
pas atteintes :
7 Ancre:
8 Pour chaque particule i :
9 Tirer aléatoirement c2 et c3
10 Mettre à jour la vitesse de la particule
11 Mettre à jour la position de la particule
12 Si la position n′est pas faisable :
13 Sauter à l’Ancre
14 Fin Si
15 Sinon :
16 Si la position actuelle est la meilleure :
17 Mettre à jour la meilleure position de i
18 Fin Si
19 Fin Sinon
20 Fin Pour
21 Fin Tant que
Figure D.2: Pseudocode de la méthode d’OEP
Un des inconvénients majeurs de l’OEP est le nombre de paramètres de réglage à
prendre en compte. Ces paramètres permettent d’adapter cette heuristique à de nombreux
problèmes mais nécessitent un réglage précis pour l’application de cette méthode. Cer-
tains d’entre eux doivent être définis empiriquement, c’est le cas par exemple de la taille
de l’essaim ou du coefficient c1, ou encore des intervalles de variation de c2 et c3, qui im-
pactent grandement le temps de calcul et la capacité de la méthode à atteindre le maxi-
mum global. Le meilleur moyen de régler ces coefficients est de faire de nombreux essais,
ou de les régler en utilisant une méthode d’optimisation.
Un choix adéquats de ces paramètres est important pour une exécution efficace de
l’OEP. Ce paramétrage nécessite de définir un compromis exploration-exploitation dans
l’espace des variables d’optimisation. Ce compromis qui est celui entre la convergence ra-
pide vers une solution proche et la recherche d’une meilleure solution détermine la rapi-
dité de la recherche avec l’algorithme, sa capacité à s’extraire ou non d’un minimum local
et son aptitude à converger vers une solution. Clerc propose un réglage des principaux
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Initialisation
Mise à jour des positions
et vitesses de chaque particule
Évaluation de la
fonction de coût
Terminé ?
Découverte de la meilleure
position de chaque particule
STOP
non
oui
k = k+1
Figure D.3: Schéma-bloc de la méthode d’OEP
paramètres qui permet d’obtenir des résultats intéressants pour un large éventail de pro-
blèmes dans [Clerc, 2005]. Cet article préconise notamment d’utiliser un essaim de taille
comprise entre 20 et 40 solutions, de régler le paramètre c1 dans l’intervalle ]0,1[, ou en-
core de rendre égaux c2 et c3. Dans cet article comme dans de nombreuses autres méthodes
l’auteur suggère de limiter la valeur de la vitesse des particules. L’auteur précise que l’uti-
lisation de valeurs différentes peut conduire à des résultats meilleurs ou pires suivant le
problème.
L’initialisation de l’essaim a aussi une influence importante sur la convergence et la
rapidité de la méthode. Elle est généralement aléatoire, cependant il peut être intéressant
d’initialiser une ou plusieurs particule à proximité de solutions pressenties.
Enfin le critère d’arrêt de cet algorithme est un paramètre important à prendre en
compte. Comme la convergence vers la solution optimale n’est pas garantie, il faut doter
l’algorithme d’un nombre maximal d’itérations. L’algorithme s’arrête donc lorsque toutes
les particules ont convergé ou lorsque le nombre maximal d’itérations est atteint.
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Résumé
Dans cette thèse, un stabilisateur actif est conçu pour être embarqué sur la plate-forme
d’un Robot Parallèle à Câbles (RPC) et compenser les vibrations de la plate-forme en pro-
duisant un torseur d’effort sur celle-ci. Tout d’abord, une modélisation mécanique de di-
vers dispositifs de stabilisation actifs permet de choisir une solution appropriée à la com-
pensation des vibrations. La solution sélectionnée consiste en un stabilisateur composé
de bras en rotation. Ensuite, ce modèle est utilisé pour optimiser la structure du stabili-
sateur en recherchant quelle disposition de ses bras permet de maximiser la puissance
fournie par le stabilisateur à la plate-forme mobile du RPC. Une stratégie de commande
est alors proposée pour contrôler le système composé de la plate-forme mobile du RPC
et du stabilisateur actif embarqué. Ce système étant constitué de deux parties fonction-
nant à des échelles de temps différentes, la théorie de la perturbation singulière est utilisée
pour prouver la stabilité de la commande proposée. Enfin, des expériences en simulation
permettent de valider l’utilisation d’un stabilisateur actif embarqué pour la compensation
des vibrations de la plate-forme mobile d’un RPC et commandé avec la loi de commande
proposée dans cette thèse.
Mots clefs : Robot parallèle à câbles, Optimisation, Modélisation, Commande
Abstract
In this thesis, an active stabilizer is designed to be embedded on the platform of a
Cable-Driven Parallel Robot (CDPR) and to damp vibrations affecting the platform by pro-
ducing a wrench on it. First, a mechanical modeling of various active stabilization devices
allows the choice of an appropriate solution for vibration damping. The selected solution
consists of a stabilizer composed of rotating arms. Then, this model is used to optimize the
stabilizer structure by looking at which arm arrangement maximizes the power delivered
by the stabilizer to the CDPR mobile platform. A control strategy is then proposed for the
system consisting of the CDPR mobile platform and the embedded active stabilizer. As this
system consists of two parts operating at different time scales, the singular perturbation
theory is used to prove the stability of the proposed control. Finally, simulation experi-
ments make it possible to validate the use of an on-board active stabilizer to damp the
vibrations of the mobile platform of a CDPR, and controlled with the control law proposed
in this thesis.
Keywords: Cable-driven parallel robot, Optimization, Control
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