Introduction
Recall that for monomials u = A final lex-segment ideal is a lex-segment ideal which contains x q n in each degree q for which I q = 0. Initial lex-segment ideals have been well-studied. Macaulay used initial lex-segment ideals in 1927 in [8] to find an upper bound on the possible Hilbert functions of a cyclic graded module. This was the first discovery of several "extrema" properties possessed by lex-segment ideals. In [6] , Eliahou and Kervaire gave an explicit resolution for a class of ideals called stable ideals (which include the initial lex-segment ideals) and consequently obtained a formula for their Betti numbers. Bigatti and Hulett both used this formula to show another extremal property, namely that among ideals with a given Hilbert function, the Betti numbers of initial lex-segment ideals are maximal, see [3] and [7] . These results have been used in several other papers, see, for instance, [9] . On the other hand, Deery [5] has shown that certain final lex-segment ideals have minimal Betti numbers for given Hilbert functions. In [1] , Aramova and Herzog used a different and more comprehensive technique to derive, among other things, the Eliahou-Kervaire resolution. Sub-sequently, Aramova, Herzog and Hibi considered a natural generalization to squarefree (initial) lex-segment ideals in [2] .
In this paper, we will follow the methods of [1] and [2] closely by using what could be considered a modified notion of a stable ideal. We give an explicit description of the basis elements of the graded Koszul homology modules of arbitrary lex-segment ideals and also a formula for the graded Betti numbers. In contrast with the initial lex-segment case, the basis elements of lex-segment ideals are less well-behaved, so our computations become somewhat more complex. We circumvent some of the difficulties by computing the Koszul homology and Betti numbers in each degree separately, and then putting them all together. As one application, we are able to calculate the depth of R/I for certain lex-segment ideals. We also give criteria for an arbitrary lex-segment ideal I to have a linear resolution and more generally, we compute the Castelnuovo-Mumford regularity of lex-segment ideals, which turns out to be surprisingly well-behaved.
Koszul homology and Betti numbers
In this section we prove our main theorem for this paper which is a description of vector space bases for the graded components of the Koszul homology modules associated to a lex-segment ideal.
Throughout this paper, R = k[x 1 , . . . , x n ] is a polynomial ring over a field k of arbitrary characteristic and all modules are assumed to be graded. If M is a graded R-module, we will denote the ith graded component of M by M i . For an ideal I , let ε : R → R/I denote the canonical homomorphism.
We denote the Koszul complex over R/I with respect to the regular sequencē x = x 1 , . . . , x n by K(x; R/I ). This is a complex of free R/I -modules, 
We will also need to use the following well-known facts about Koszul complexes. For more details, see, for instance, [4] . First, it follows from the mapping-cone construction of the Koszul complexes that for each j = 1, . . ., n − 1, there is a graded long exact sequence on homology
Also, if there is a graded short exact sequence of graded R/I -modules
then there is a graded long exact sequence on Koszul homology
There is also an isomorphism of graded k-vector spaces H i (x; R/I ) ∼ = Tor R i (R/I, k), and hence the graded Betti numbers of
The following theorem is the main computational tool we use in this paper. 
Recall that a monomial ideal I is called a stable ideal if whenever u is a monomial in I , then x j u ∈ I for all j < m(u). While initial lex-segment ideals are always stable, general lex-segment ideals are not. Condition (ii) above gives a modified version of stability that will provide just what we need.
Proof. We prove the theorem by using induction on n − j . If n − j = 1, then H 1 (x n ; R/I ) d clearly has as a basis all the elements ε(u )e n , where u = u x n ∈ I has degree d. The remaining conditions are vacuous.
Suppose n − j > 1. First, we will show the theorem holds for H 1 (x j , . . . , x n ; R/I ) d . We have the graded long exact sequence on Koszul homology
By degree considerations, the leftmost module is zero. Furthermore, it is an easy computation to see that the kernel of the rightmost mapping has as a basis the images of Now, for i > 1, we again have the graded long exact sequence on Koszul homology:
where here we usex j +1 andx j to denote the sequences x j +1 , . . . , x n , and x j , . . . , x n , respectively. Again, by degree considerations, the leftmost module is zero, and since we know by the inductive hypothesis a basis for the module H i (x j +1 ; R/I ) d+i−1 , we need only compute a basis for the kernel of multiplication by x j on the module
We claim that a basis of K consists of the following elements, where we write
. . , i − 2, x divides u , and
First note that each of these elements does in fact represent an element in the homology
t +1 ε x k t u e σ \k t and since j < k 1 , then x j u > x k t u u for each t, and therefore x k t u ∈ I d by the lexsegment property. Thus we see that ∂(ε(u )e σ ) = 0.
For the elements in case (ii), each summand is a cycle: using (1) and the fact that x j u x k p+1 /x > x k t u u, we see that ∂(ε(u )e σ ) = 0. For the other summands, if k t ∈ σ with k t < , then again we have
Thus by (1) and the lex-segment property, each of the coefficients appearing in the expansion of ∂(ε(u x k t /x )e (σ \k t , ) ) is in I d , which shows that this summand is a cycle.
Next, we show that each of the given elements is an element of K. In case (i), x j u ∈ I d so elements of the type ε(u )e σ are in K. For elements of the second type, we note that / ∈ σ , and thus we can write
By (1) and the lex segment property, each of the monomials x j u x k t /x is in I d for < k t , and so each term in the second summation vanishes. This shows that x j multiplies each of the elements given in (i) and (ii) above to a boundary, and therefore the elements are all in K.
Since the given elements are clearly independent, it suffices to show that every element in K can be written as a linear combination of the given elements. Let z ∈ K represent a homology class and write z in terms of the basis of H i−1 (x j +1 ; R/I ) d+i−2 , which is known by the inductive hypothesis. After collecting terms if necessary, we may assume that 
where the summation in the second line is taken over those γ and those ∈ γ such that γ \ = σ , and where S is a sum of other terms not involving e σ . Thus, we have an equality g ε(x j u g ) = γ ε(x m γ ). Since I is a monomial ideal, this shows that for each g, either x j u g ∈ I d or for some particular γ and ∈ γ , we have x j u g = x m γ .
The first case gives rise to a term as in case (i) above. For the second case, let s ∈ σ be minimal such that < s and note that the term ε(x s m γ )e γ \s necessarily occurs as part of the summation S. Thus in order for the equality (2) to hold, this term must either cancel with one from x j T , or we must have x s m γ ∈ I . However, γ \ s < γ \ = σ , and since every permutation in T is strictly larger than σ , we see that ε(x s m γ )e γ \s cannot cancel with anything from T . Thus we have x j u g x s /x = x s m γ ∈ I d .
We have shown, therefore, that each of the monomials appearing in the leading term of z has one of the forms in (i) or (ii) above, and so appears as the leading term of one of the proposed basis elements of K. Letting w be the sum of the corresponding basis elements, we see that z − w ∈ K, and the leading permutation in z − w is strictly larger than the leading permutation in z. By an induction argument on the leading permutation, it is clear that z can be written as a combination of the proposed basis elements, which is what we wanted to show.
To finish the proof of the theorem, we only need to pull this basis back to basis elements of H i (x j ; R/I ) d+i−1 . A term like ε(u )e σ + r, where u satisfies the conditions given above pulls back to a term like ε(u )e (j,σ ) + r (j ) + r , where r (j ) means to add j onto the beginning of each indexing permutation occurring in r, and where r is an additional "error term" none of whose indexing permutations involve j . This is necessarily a basis element for H i (x j ; R/I ) d+i−1 and it satisfies the conditions in the statement of the theorem. Finally, basis elements of H i (x j +1 ; R/I ) d+i−1 are sent via the identity mapping into H i (x j ; R/I ) d+i−1 and, using the inductive hypothesis, it is clear that a basis for H i (x j ; R/I ) d+i−1 has the form specified. 2
is a lex-segment ideal of degree 5. In H 2 (x; R/I ) 6 , the monomial u = x 1 x 3 2 x 3 gives rise to the two basis elements (x 1 x 3 2 )e 2 ∧ e 3 and (x 1 x 3 2 )e 1 ∧ e 3 , since x 2 (x 1 x 3 2 )x 3 /x 3 ∈ I and
2 )x 3 /x 2 ∈ I , respectively. On the other hand, none of the first four monomials give rise to a basis element of the form u e 1 ∧ e m(u) , since we would have to have x 1 u x s /x ∈ I , and this fails for the first three monomials because of the degree of x 1 , and for the fourth monomial because of the degree of x 2 . In fact, it is easy to check that the first and fourth monomials give rise to no basis elements, the second and third monomials give rise to one basis element each, and the fifth and sixth monomials each give two basis elements. 
where we use the convention that a b = 0 for a < b. Taking the sum over all u ∈ I d we get the Betti number β j,d+j −1 for j 2:
Note that if I is an initial lex-segment ideal, then i (u) = s i (u) = m(u) for each u ∈ I d , so the formula simplifies to β j,d+j −1 (R/I ) = u∈I d m(u)−1 j −1 , which is the same as in [6] .
We can now use standard techniques to compute the higher degree Betti numbers for a lex-segment ideal. Suppose that I is a lex-segment ideal (in each degree) and for each j 1, define I (j) to be the lex-segment ideal generated by the monomials in I of degree d + j . Then we have a collection of short exact sequences
then R/I has depth 1, since u = x 2 1 x 2 3 x 6 , and x 2 u ∈ I but x 1 u / ∈ I .
Remark 2.3. The condition on the Betti numbers is necessary, since for the ideal
, we have t = 3, but depth R/I = 1 = 2 = t − 1. We remark that generally speaking, lex-segment ideals which do not have this condition on Betti numbers tend to have very small numbers of generators. Certainly lex-segment ideals with linear resolutions satisfy this condition; more generally, it would be nice to find larger classes of lex-segment ideals which also work.
Completely lex-segment ideals
In this section, we examine the condition that an ideal generated by a lex-segment of degree d be completely lex-segment. Of course, this is a non-trivial condition; for example, the ideal I = (ac 2 , b 3 ) in k [a, b, c] is missing the monomial ab 2 c in degree 4. On the other hand, it is clear that ideals generated by initial lex-segments are completely lex-segment, and Deery showed in [5] that a final lex-segment ideal of degree d, say, is completely lex-segment if and only if it has x d 2 as a generator. Our first theorem is an attempt to combine these two results, by giving an easy condition on the generators. We will subsequently use this condition to give a criterion for when a completely lex-segment has a linear resolution, and to compute the Castelnuovo-Mumford regularity of completely lex-segment ideals.
Theorem 3.1. Suppose I = (u 1 , . . . , u k ) is generated in degree d by a lex-segment, and assume that
Proof. Note that the initial and final monomials in I d+1 are x 1 u 1 and u k x n , respectively, so we need to show that if w is a monomial of degree d + 1, then w ∈ I d+1 if and only if x 1 u 1 w u k x n . Clearly, if w ∈ I d+1 , then x 1 u 1 w u k x n . So, suppose x 1 u 1 w u k x n , but that w / ∈ I d+1 . First note that if x 1 divides w, then u 1 w/x 1 , and if x 1 does not divide w, then u 1 w/x i for all x i dividing w, since x 1 divides u 1 . On the other hand, if x j = m(w), then w/x j u k for, if j = n, this is immediate, and if j < n, it follows by degree considerations. Thus, if w / ∈ I d+1 , there exist integers s > t such that x s and x t both divide w, and for s > i > t, x i does not divide w, and w/x t > u 1 u k > w/x s .
Writing
n , and w = x r 1 1 · · · x r n n , the inequalities above say that the n-tuple
is non-zero, with its first non-zero component negative and that the n-tuple
is non-zero, with its first non-zero component positive. Subtracting, we see that the n-tuple
is non-zero, with first non-zero component negative. But this contradicts the assumption on v 1 and v k that says
is either zero, or has its first component positive. 2 Thus by Theorem 3.1, I is lex-segment in degree d 2 + 1. Continuing inductively, we see that I is lex-segment in each degree. 2
Proof. For this, we just have to note that for j 1, I (j) is a lex-segment ideal which satisfies the conditions of the above theorem. In the first stated case, as in the proof above, the exact sequence (4) 
