In this study we give a feedback control method for steering support system. In this method we consider the stability of the path tracking control system under the limitation of steering angle, so that drivers can drive safer and more comfortable. In order to do this, we have derived linearized system from the nonholonomic kinematic system by the differential flatness consideration and linear control law which stabilizes the path tracking control system. Furthermore, feedback gains are tuned to satisfy the closed loop stability and the limitation of the steering angle by using Particle Swarm Optimization. Usefulness of the proposed control method has been demonstrated by experiments using a 1/10 scale robot car.
Introduction
In recent years, rate of fatal accident of senior person aged over 65 has been gradually increased. In order to reduce the fatal accident of senior person Automatic Vehicle Control System (AVCS) has been studied intensively by Sedlaczek and Eberhard (2006) . However, not only from the legal point of view but also from the technological point of view some problems come with it. One major problem is that the driver should remain in full control while the car is in the trouble. For example, the driver is possible to be panicking when the car turns suddenly to avoid an obstacle without confidence in AVCS. On the other hand, AVCS does not support the steering to avoid an obstacle when sensing errors occur even though the driver detects the obstacle. Hence, it is necessary to develop a concept which allows position control of the car with the human as an actuator for the vehicle speed. From this point of view several control schemes have been proposed by Kochem and Isermann (2004) and Szadeczky-Kardoss, et al. (2009) . In these cases the driver needs to generate the longitudinal velocity of the car with an appropriate management of the pedals while the AVCS controls the steering wheel. These approaches have been required to use the differential flatness technique and linear control theory such as linear quadratic regulator. However, in the case where the human serves as an actuator and generates the longitudinal velocity, a kinematic model of the car cannot satisfy flatness conditions (Fliess, et al., 1995) . In order to overcome this problem a novel model with a new time-scaling input has been proposed by Kiss and Szadeczky-Kardoss (2007) . By Szadeczky-Kardoss, et al. (2009) , this novel model has been used and linear pole assignment technique has been applied to stabilize the path tracking control system. However, in more realistic case steering angle is restricted within a small area. Therefore, to apply the flatness technique the stabilization of the path tracking control system has been considered under the limitation of the steering angle.
In this study we propose a semi-automated steering support system, where the human serves as an actuator in the same way as suggested by Kochem and Isermann (2004) and Szadeczky-Kardoss, et al. (2009) . The kinematic model of the car is converted to the flat model through the use of time-scaling input proposed by Szadeczky-Kardoss, et al. (2009) . Since the flat model can be linearized by dynamic output feedback, linear control methods are applied to track a reference path trajectory. However, in the case where the steering angle is constrained within a small area, the design parameters of a linear controller cannot be synthesized by the theoretical control approaches. In order to synthesize these design parameters we apply the particle swarm optimization (PSO) by Kennedy and Eberhart (1995) , Poli, et al. (2007) , and Maruta, et al. (2009) . By the virtue of the PSO the design parameters are synthesized to stabilize the tracking system Feedback control for steering support system based on flatness and particle swarm optimization and minimize the mean square tracking errors. To demonstrate the validity and usefulness of the semi-automated steering support system we apply to the 1/10 scale robot car.
Kinematic Vehicle Model

Non-flat Model
To simplify the complicated problems for the state estimation of the vehicle and for the design of the tracking controller, the model with three states is applied. The kinematic car model is depicted in Fig. 1 . The arrangement called Ackermann steering geometry ensures that at any angle of the steering, the center point of all the circles traced by four wheels will lie at a common point denoted by P. In the case, the motion of the vehicle can be described by the kinematic model of the bicycle applied to the longitudinal symmetry axis of the car. The angle of the front wheel of the equivalent bicycle model is defined as φ. The position of the car is given by the coordinates (x, y) at the midpoint of the rear axle and its orientation angle is denoted by θ. The distance between the front and the rear axles is l. The longitudinal velocity of the car is denoted by v car and we suppose the longitudinal velocity v car is generated by the driver as shown in Fig. 1 .
Based on the arrangement, the kinematic vehicle model is given by the following equations.
Since the model Eq.
(1)-(3) does not meet the flatness condition, the above model is not differentially flat.
Flat Model
To design the semi-autonomous driver assistance system, we here derive the flat model of the car through the use of time-scaling input proposed by Kawanishi, et al. (2012) Since we suppose the longitudinal velocity v car is generated by the driver, the model Eq.
(1)-(3) has only one single input of the steering angle φ. Moreover, since the model has three states and is an affine system with no drift term. the model is differentially flat only if there exist more than two independent inputs. Due to the lack of differential flatness, the feedback linearization is impossible on the model Eq. (1)-(3). One way to obtain a flat model is using time-scaling for adding a second input variable. Consider the time-scaling function defined as Eq. (4):
The model Eq.
(1)-(3) can be transformed by using the time-scaling function and we can obtain the new model such as
where ′ indicates the derivative by τ. Now there exist two independent inputs: the time-scaling input u s and the steering angle φ. Then, the model satisfies differential flatness property. Notice that, if both the signs of u s and v car are the same, the time-scaling does not rewind the time and the new time τ is a strictly monotonic increasing function with respect to the actual time t.
The scheme of the closed loop control is shown as Fig. 2 . The control system consists of three components: On our steering support system, the driver generates the longitudinal velocity v car to car for tracking the trajectory planned in advance. Based on a reference trajectory calculated with the time-scaling and on the measured states of the physical system, the tracking controller provides φ to the car for control and provides u s for time-scaling. The design methods for each component are described in the following section.
Linearization
In this section we concretely describe how to design the control system for our semi-automatic vehicle control system.
Motion Planning
The task of the motion planning is to determine the geometry of the reference path. It is designed for the model Eq. (5)-(7) exploiting its differential flatness property. The motion planning gives the mappings from τ to the flat output variables x and y such that
for τ ∈ [0, T ] where T is the traveling time along the reference path. Since the velocity of the car v car is determined by the driver, the real traveling time will be decided by t(T ).
Here are several ways for realizing the motion planning schemes Eq. (8) and (9). For the simplicity, we only consider trajectories that can be represented by polynomials as
By the time-scaling, the path of the reference of τ can be converted to the path of t.
Time-scaling of Reference Trajectory
According to the references for the model Eq. (1)- (3) and for the model Eq. (5)- (7), the time-scaling is defined by the mappings
The time-scaling function defined by Eq. (4) can be used to determine the relations between τ, v car , u s , and their derivatives as From Eq. (13)- (16), τ(t),τ(t),τ(t), and ... τ (t) are obtained. By the time-scaling, the time distribution along the reference path originally planned in time τ is adjusted. The adjusted reference path in time t is derived by
...
Tracking Feedback
In order to design the tracking feedback by using the differentially flat model Eq. (5)- (7), we first define the dynamics for the feedback as
where z 1 , z 2 , and z 3 are the inner states of the feedback controller, u 1 and u 2 are the inputs to the plant represented by the flat model. Then by some elementary calculations of differentiations on the flat model Eq. (5)- (7), we can obtain the following equations for feedback linearization.
Observed in Eq. (26) and (29) are the direct mapping relations from u 1 and u 2 to x ′′′ and y ′′′ . The two equations can be rewritten in the matrix form such that
where
If we choose the control input as
we can obtain linear differential equations of the states and the new inputs v x and v y as
The design of a tracking controller is simple, because linear control techniques are now applicable. Let e x = x − x τ,ref and e y = y − y τ,ref be the tracking error, and choose the new input v x and v y as with the feedback gains k ξ,i (ξ ∈ {x, y}, i = 0, 1, 2) such that the corresponding characteristic polynomials have all the roots in the left half of the complex plane. The tracking error of the closed loop system is given by
If Eq. (33) and (34) are stable, the exponential tracking can be achieved. Notice that the system is controllable if the coefficient matrix is invertible, i.e.
Hence, the conditions for the controllability of the kinematic vehicle model are
In other word, it may lose the controllability when longitudinal velocity is zero or steered wheels are perpendicular to the longitudinal axis of the car. For stabilizing the system, it is necessary that all the elements in the first column of the Routh array must be positive. Therefore, we have
Although the system would be stable when we choose the feedback gains satisfying Eq. (38) and (39), there always exist some physical limitations in the real system. For example, the steering angle is limited to the range in − [radians]. In the case, the traditional method of the feedback gain optimization, e.g. LQR, is not suitable, because the relations between the gains and the steering angle limitation is not linear and is complicated due to the nonlinear feedback for linearization. The tracking trajectory could not be smooth when the steering angle requested from tracking controller is more than the steering angle limitation of the vehicle. For safe driving support, we choose the PSO method to determine the feedback gains rather than LQR.
Particle Swarm Optimization
Optimization Algorithms
PSO by Kennedy and Eberhart (1995) and Poli, et al. (2007) is an optimization technique based on the movement and intelligence of swarms. The concept is in light of the simulation for the behaviors of bird flocking. In the particle swarm algorithm, the trajectory of each particle in the search space is adjusted by dynamically altering the velocity of each particle, according to its own moving experience and the moving experience of the other particles in the search space.
The position vector x and the velocity vector u of n particles in the D dimensional search space can be represented respectively as
Since our objective is to search the gains in Eq. (33) and (34) meeting the steering angle limitation, we can simply define as
However in this simple case the n particles search even unnecessary space that does not satisfy the stability conditions Eq. (38) and (39). In order to avoid the unnecessary search and to reduce the computational burden we here define the position vector x i such as
In the case of Eq. (42), if the position vector x i is restricted in the hyper rectangle such as 
According to a user defined fitness function f (·), the best position x i pbest (k) of each particle and the index number i gbest (k) of the fittest particle in the group at the kth iteration are respectively defined as follows.
i gbest (k) := arg min i∈{1,···,n}
Then, the velocities u i (k + 1) and the positions x i (k + 1) of the particles for the next fitness evaluation are calculated using the following equations:
Where ω is the inertia weight factor, c 1 and c 2 are known as acceleration coefficients, and rand
1 and rand
2 are two separately generated random numbers uniformly distributed in the range [0, 1] for the ith particle's dth dimension.
The original particle swarm optimization (PSO) algorithm cannot guarantee that particles constantly stay in H. In order to keep the particles in H, we modify the PSO algorithm. The steps of the particle swarm optimization (PSO) algorithm we utilized are as follows.
1.Initialize n number of particles with random positions x i ∈ R 6 and velocities u i ∈ R 6 in the search space.
2.For each particle, evaluate the fitness function by f (x i ).
3.Compare the evaluation with particle's previous best value f (x i pbest ):
Change the velocity and position of the particle according to Eq. (45) and (46) 6.If a particle is out from H, the position x i and velocity u i of the particle is adjusted as follows.
end for 7.Loop to step 2 and repeat until the terminating condition is satisfied.
When a particle is going out from H, by step 6, the velocity of the particle is reset to be reflected at the border of H and the position is also reset to a point at the border. Then all the particles are constantly kept in H.
Design of Fitness Function
In order to solve optimization tasks with constrained conditions, one of the approaches to handle the constrained optimization problems was developed by Sedlaczek and Eberhard (2010) . However, it is based on the assumption that the fitness function is differentiable, and the algorithm becomes complex due to the augmented Lagrangian. Therefore, Maruta et al. (2009) proposed an alternative simple way to handle various constraints in the PSO. In Maruta et al. (2009) , the optimization problem of the fitness function with multiple constraint conditions is mathematically formulated as
where F denotes the feasible region and h(x) ∈ R m is the constraint function. If F is not empty, the minimum value of the fitness function is the optimal solution with the constrained conditions. To achieve the purpose, it is necessary to find the virtual objective function f V (x) that satisfies the following two properties:
Although there are many ways to choose f V (x i ), one possible candidate is
Then, the fitness function with multiple constraint conditions in Eq. (47) is defined as
denotes the mth entry of h(x i ) in Eq. (47). We also utilize PSO method (Poli, et al., 2007) in the simple manner as like the above-mentioned constrained (Maruta, et al., 2009 ) and design our fitness function. In order to evaluate the fitness function of the target particle, we first carry out the simulation to numerically measure the performance for the controller corresponding to the target particle. Since the simulation stops when one of the controllability conditions Eq. (36) and (37) is violated during the simulation, we get a simulation stopping time T stop > 0, or a maximal absolute value of the steering angle φ max := max t φ(t) and a tracking error e := ∫ (e 2 x + e 2 y )dτ. Now, Given the steering angle limitation φ lim , we can design our fitness function as follows.
Notice that, if we define φ max as
where φ 1 (t), · · ·, φ N−1 (t), and φ N (t) indicate the steering angles of different simulation results with various references and various initial states, we can optimize the controller gains for multiple trajectories and for multiple initial states. Also notice that, since the following conditions hold: 
Experimental Results
Controller Design
First the settings of the simulation including the initial conditions of the simulated vehicle, the parameters of PSO, and the reference trajectory are summarized as follows. Using the modified version of the constrained PSO, after 10 times trials, we can get the following optimized controller gains:
The convergence of PSO is shown in Fig. 3 . is small enough, we can confirm our proposed method worked and could find the optimal gains satisfying the steering angle limitation and minimizing the tracking error strictly.
Experiments
In the semi-automated steering support system various velocity reference signals are generated by the driver. Although the system tries to track the velocity reference and tries to control the steering angle precisely, there always exist tracking errors on the velocity and on the steering angle. Therefore, in this subsection, we evaluate the practical performance of the proposed control system for actual semi-automated steering support system. A 1/10 scale robot car called RoboCar developed by ZMP Inc. is used to perform experiments. The size of RoboCar is 429 × 195 × 212[mm] and the weight is 1.8 [kg] . The system is equipped with various sensors including one laser range sensor, two stereo cameras, three infrared distance measuring sensors, one 1-axis gyro, one 3-axis accelerometer, and three encoders for steering and wheels. In our experiments, we only use three encoders to measure the steering angle and car velocity. A block set that can be used with rapid prototyping system on Matlab/Simulink is also provided with the RoboCar system. The signals between controllers with the rapid prototyping system and RoboCar are communicated with wireless LAN IEEE802.11n (300Mbps). Therefore, our proposed control system is implemented with Matlab/Simulink. The controller calculation is carried out on a computer equipped with Xeon E6 6-core 2.3GHz CPU, 23GB Memory, and 120GB SSD. Figure 5 shows the control system that we utilized for the experiments. Figure 6 (a) and (b) show the velocity, steering angle, and tracking trajectory for the ramp velocity input generated by the driver. From the figures, we can confirm the proposed control system properly works in the real system and can track the reference path under the relatively severe mechanical limitation of the steering angle ±24 [deg] . Figure 7 (a) and (b) show the performance of the proposed control system against the square wave velocity input. In the case, since the velocity reference given by the driver quickly changes, the tracking control is harder than the previous one. However, from Fig. 7 , we can observe that the proposed control system still keeps the steering angle within the rage ±24 [deg] and an exponential tracking to the reference path is achieved. For both different types of the velocity inputs, i.e. a ramp input and a square wave input, the proposed steering support system can successfully achieve the exponential tracking to the reference path under the steering angle limitation.
(a) (b) Fig. 6 (a) Velocity and steering angle for ramp input by a driver: dashed blue line of velocity is the ramp input by a driver, solid red line of the velocity is the actual response of the car, dashed blue line of steering angle is the reference generated by the proposed control system, and solid red line of steering angle is the actual response of the car. (b) Tracking trajectory during the experiment: dashed blue curve is a reference trajectory, dashed green curve is the trajectory by the simulation, and solid red line is the actual trajectory of the car.
(a) (b) Fig. 7 (a) Velocity and steering angle for square wave input by a driver: dashed blue line of velocity is the square wave input by a driver, solid red line of the velocity is the actual response of the car, dashed blue line of steering angle is the reference generated by the proposed control system, and solid red line of steering angle is the actual response of the car. (b) Tracking trajectory during the experiment: dashed blue curve is a reference trajectory, dashed green curve is the trajectory by the simulation, and solid red line is the actual trajectory of the car.
Conclusions
Based on the differential flatness with time-scaling and particle swarm optimization (PSO) we proposed a controller design method for semi-automated steering support system so that the controller can guarantee the path to converge to the reference trajectory under the steering angle limitation. By simulations and experiments, we showed the proposed design method with PSO could successfully search the optimal feedback gains satisfying the steering angle limitation without trial-and-error and by the designed semi-automated steering support system the stable tracking is achieved.
In this study, we did not consider the dynamics of the driver. Therefore a future topic for this research will be to develop the new driver assistance system including the estimation scheme for the driver's dynamics and the control scheme for the uncertainties of the driver's dynamics.
