Introduction
Forty years ago in the emerging field of developmental neurobiology, neuroanatomists studied cellular development in their favorite brain region by annotating static Golgi preparations at different time points. Cell biologists examined how growth cones grow in tissue culture, probed how cells survived, and discovered nerve growth factor with clever embryological, culture, and biochemical methods, and tested the concept of specificity-that neurons connected to their targets through chemical affinitieshighlighted by Sperry's studies (Sperry, 1963) on the regenerating frog visual system. Hubel and Wiesel's enormous contribution to understanding how early experience affected visual behavior (Wiesel and Huber, 1965) set the stage for the now avidly studied topic of activity-dependent sculpting of wiring; but they could not address questions at the mechanistic level. None of these investigators circa 1969 considered themselves neuroscientists, let alone developmental neurobiologists. The first Society for Neuroscience meetings were small, and there was little focus on development, save for a trio of talks on critical periods in CNS development (by Colin Blakemore, Seymour Levine, and Alan Hein) at the first meeting in 1971. Not until the mid-70s was there a whole section of the program out of approximately 50 categories devoted to development and aging. By 1981, developmental neuroscience became more popular, and a section called "Development and Plasticity" was created. Annual Meetings were always so exciting when we heard firsthand about new paradigms during platform sessions where students and postdocs made their debut. We were taken aback by new categorizations of glia based on monoclonal antibody staining from Martin Raff's Special Lecture, and were intrigued by Martha ConstantinePaton's experiments on the three-eyed frog that tested the notion of competition.
In those days, one did not choose upfront to enter the field of developmental neurobiology. There were few reigning instructional guides. The "texts" were long and detailed articles (25 figures within the paper was the norm) written in descriptive but analytic style, and followed a time line. These were tighter than the diarist style of the 19th century naturalists, but contained rich accounts of morphology and cell biology; even the Journal of Cell Biology in the 70s allowed sections of papers to be called "Observations" (Tennyson, 1970) . Now, we have an abundance of texts on development, some within neuroscience textbooks and others devoted to the subject, that try their best to merge history and current ideas from the flurry of journal publications (Patterson and Purves, 1982; Sanes et al., 2006) . One can learn much from the many poignant autobiographical recollections of those who have worked on neural development, e.g., from those in the History of Neuroscience in Autobiography series, http://www.sfn. org/index.aspx?pagenameϭHistoryofNeuroscience_main, by Victor Hamburger, Ray Guillery, Bernice Grafstein, Max Cowan, Mary Bunge, Lynn Landmesser, Nicole Le Douarin, David Hubel, and Torstein Wiesel, as well as other biographical accounts (Cowan, 2001 ). In addition, one can learn from articles recounting the trends of the previous decades (Reichardt, 1985; Cowan, 1998) , a commentary on specificity (Easter et al., 1985) , and a most engaging one published at the millennium (Jessell and Sanes, 2000) . Now, at the Annual Meeting we have an overwhelming sense of ignorance in trying to glean the newest information from the hundreds of posters in the Development section each morning and afternoon, flickering sound bites about expression of a new gene or manipulation of another gene. We consider ourselves victorious: many laboratories know how to genetically mark subsets of cells, use a dazzling array of cell culture and invasive molecular and genetic approaches to test the roles of an unending menu of molecular factors, and use the tools of the old anatomists-microscopes, but now laser-driven and digital-to peek at living neurons behaving in their native surroundings. But how much closer have we come to appreciating how growing axons and dendrites form synapses and create functional circuits, or how the neural tube and its emerging sectors are patterned into recognizable brain regions? Do we understand how specificity of synaptic connections is established? Have developmental studies contributed to solutions for injury or neurodevelopmental and neurodegenerative disorders? Here, I invite you to experience a "flight"-a tasting of what the field was like at the founding in 1969 of the Society for Neuroscience, where we are positioned after four decades of spectacular advances, and a forecast what is to come.
The ever-expanding toolbox
Over the last few decades, we have witnessed the emergence of a staggering array of new methods and tools for visualizing cells and pathways and following their development. We can isolate and cultivate neurons and tamper with molecular factors to deduce function. And we can hunt down genes, discovering many more than we can manage.
Seeing is believing
Thirty years ago, Victor Hamburger (1988) expounded the origins of the field of neural development, citing two streams, Histogenic Observation and Experimental Embryology. Of course there are no finer examples of the histogenetic approach to studying how neurons develop and connect with their targets than the studies of Ramon y Cajal (1911) . These vivid accounts remain the starting point of every developmental analysis of various brain regions in the vertebrate nervous system. Neuroanatomists of the 60s and 70s who followed in Cajal's footsteps annotated static Golgi preparations with exacting camera lucida drawings, and carefully gleaned principles of cell structure and synaptic connections in thin sections of unlabeled tissue using electron microscopes. These marvelously evocative accounts told the story of how the cellular components of a brain region are elaborated, and even made inferences about mechanisms.
In the late 60s, information about connectivity in the mature brain was deduced through lesions followed by silver stains (Nauta, 1993) ; but these methods were rarely applied to developing systems, because the stains were based on silver reactions with neurofilaments and degenerating myelin, which are in short supply in developing axons. By the 70s injection and transport of tritiated amino acids gave a more holistic and accurate view of normal projecting axons, and revealed the pruning that occurs during the formation of ocular dominance columns (LeVay et al., 1978) . In the 70s, tracers such as horseradish peroxidase (HRP) were injected into target areas, and retrograde transport of these tracers or fluorescently labeled beads (Katz and Iarovici, 1990) localized the somata of cells that innervated different regions. Similarly, anterograde transport provided Golgi-like, fulsome revelations of entire axon arbors (Mason, 1982a) .
Electron microscopy (EM) provided a means of studying synaptic connections, given that we knew the morphology and dimensions of neurons from Golgi preparations. After bulk labeling axons with HRP and studying their morphology, synaptic relationships could then be studied by examining details of axons arbors in the light microscope followed by ultrastructural analysis (Mason, 1982b) . While this method was very labor-intensive, new methods for serial section electron microscopy (with or without markers) and EM tomography (Luo et al., 2008) , while also laborious, should help us unravel the fine structure of developing circuitry.
Undoubtedly the biggest boon to developmental studies was the discovery in the late 80s of tracers that could be precisely applied in minute quantities to fixed tissue. These tracers outlined the early phases of axon outgrowth and developing pathways with single-cell resolution in embryos (Godement et al., 1987) . DiI (I,I-dioctadecyl-3,3,3Ј,3Ј-tetramethylindocarbocyanine perchlorate) and its analogues are lipophilic carbocyanine compounds that move within the lipid bilayer of the membrane and are never completely fixed by aldehydes. Although DiI works poorly on myelinated axons, DiI-filling of neurons in all their glory freed us from the capriciousness of the Golgi technique, which labels random cells without experimenter control. We readily saw growth cones in their natural paths, and deduced behaviors that led to forays into unraveling developmental steps and mechanisms (Godement et al., 1990) . And of late, tracers such as cholera toxin allow pathways to be charted in latedeveloping rodents, when DiI is no longer effective (Huberman et al., 2008) . These tracing methods initiated a renaissance in neuroanatomical and developmental methods (Cowan, 1998) .
Immunohistochemistry approaches opened another floodgate of knowledge, and helped to unveil cell relationships and developmental principles in a variety of species (Reichardt, 1984) . The development of monoclonal antibodies that labeled single epitopes was especially important and provided markers (TOP antigen) for polarity in the retina (Moskal et al., 1986) , which presaged the later discovery of gradients of Ephs and ephrins in the retina and tectum and other targets, defined anterior-posterior poles of the embryo (Kaprielian and Patterson, 1993) , and highlighted previously unknown cell types (Hockfield, 1987) . These tools also paved the way for studies of neurogenesis, cell lineage, and axon guidance in the simple nervous system of the insect (Goodman et al., 1984) . In one of the Society's first short courses, "New approaches in Developmental Neurobiology" in 1981, four of the 11 lectures were devoted to the production of monoclonal antibodies. Although many of these antibodies are still in use, the refinement of polyclonal antibodies, which are made purer by immunoabsorption, are now in as much use as monoclonals. Unfortunately, many commercially available antibodies have proven to be nonspecific for even the simplest of proteins and this has delayed progress in localizing many proteins such as growth and guidance factors. As a result, most researchers have resorted to localizing the mRNA of a particular protein by in situ hybridization.
Marking cells through molecular genetics
So much has advanced in cell marking and gene perturbation through molecular genetics. Forty years ago we would have never dreamed of these possibilities! Astounding achievements have come recently from genetic insertion, either intentionally or serendipitously, of fluorescent proteins and other markers into select genes (Luo et al., 2008) . Expression of green fluorescent protein (GFP) under the control of cell-type specific promoters and enhancers can be used to label specific subsets of cells. Using bacterial artificial chromosomes (BAC) to replace the endogenous protein coding sequence of a gene of interest with the sequence for EGFP (Heintz, 2001; Luo et al., 2008) reveals not only cells that express the gene, but also cells that are putatively similar or harbor a gene with the same regulatory sequences, results in the marker being expressed in a small percentage of neurons, and yields an inheritable Golgi-like effects that reveals the entire morphology of the cell. The most dazzling example of this is the Brainbow mouse, in which distinct mixtures of just three fluorescent proteins are expressed in individual neurons and, after several rounds of recombination, chance expression of the fluorescent proteins in varying concentrations in different neurons creates dozens of hues, producing color-coded Golgi-like labeling (Livet et al., 2007) . Using similar transgenic techniques to label specific populations of neurons with precise spatial and temporal control has been a boon for mapping the fate of developing neurons (Miyoshi and Fishell, 2006) . This approach showed, for example, that cortical interneurons come from a foun-tainhead in subcortical (ganglionic eminence) regions, migrate long distances to the cortex, and can be grouped by transcription factor expression and physiological responses (Butt et al., 2005) .
Microscopes-lights, action
The changes in the ways we visualize cells by intentionally labeling them are astonishing, and so are the improvements in the instruments through which we see them. In the 70s, time-lapse microscopy provided Wessells and Letourneau with their important first views of growth cone behavior using 8 mm cine film (Letourneau, 1975) . Later, simple inverted microscopes with fluorescence illumination and analog video cameras provided the first views of growth cones navigating and exploring targets (Harris et al., 1987; Godement et al., 1994; Hutson and Chien, 2002) . Since then, basic modes of transmitted light and electron microscopy have remained the same, but digital cameras now eliminate both the long exposures to illumination that would kill cells and the painstaking hours in the darkroom. Confocal and multiphoton microscopy now allow us to see fine details well below the surface of fixed tissue as well as in living preparations, and to reconstruct and rotate stacks of images in three dimensions. With our current abilities, we can see axons and dendrites growing and retracting, and see spines and synaptic boutons dancing in place, extending, withdrawing (Bonhoeffer and Yuste, 2002) , and even distinguish synaptic receptors and presynaptic or postsynaptic specializations (Marrs et al., 2001) . Nonetheless, the development of microscopical techniques is outpacing the ability of investigators to carry out such studies, which require the patient, observational style of the classic neuroanatomists to document the unfolding processes.
Reductionist and experimental: tissue culture
Even though he named the budding tips of developing axons and dendrites "growth cones" when he analyzed them in static preparations, Cajal never observed growth within living tissue. Harrison (1910) (Letourneau, 1975) . This work set the stage for many insights and assays in the extraordinary studies of axon guidance to come, such as turning assay in which substances were puffed onto growth cones (Lohof et al., 1992) , graded and striped substrates (Walter et al., 1987) to test growth cone preference, and cell purification followed by select recombinations to test cell autonomous effects (Hatten et al., 1986) . The Campenot chamber made it possible to test factors on distal axons without affecting the cell body and revealed that growth factors are retrogradely transported (Watson et al., 2001) . It is curious that even though cold-blooded amphibian and fish preparations could be kept for many days intact or isolated, most culture models use tissue or on cell lines derived from humans, chicks, or rodents. Nevertheless, it came as a surprise that slices and even whole embryos of rodent brain could be cultured and used to reveal many principles in all phases of development (Polleux and Ghosh, 2002) . In all, culture approaches paved the way for the molecular experimentation that is our mainstay today.
Molecules, and perturbing molecules
The mid-90s brought the molecular revolution to developmental neurobiology. With the knowledge that events occur at specific times, that sequences unfold in a certain order, and that molecules can stimulate or inhibit growth of cultured neurons (Patterson, 1988) , we used immunohistochemical and in situ hybridization methods to see whether members of the small set of previously discovered families of guidance factors were expressed in the right place and time to mediate these effects in vivo. One approach was to identify molecules that were expressed specifically in the sites where pathway choices were made. We hoped to find gradients of factors that could guide formation of topographical maps by growing retinal ganglion cell axons, or that might mediate the growth of commissural axons toward the ventral, but not dorsal, spinal cord, or toward a congregation of neuroepithelial cells at the midline called the floor plate. For the latter, brute force biochemistry, followed by culture assays and localization yielded netrin, one of the first guidance molecules identified that orients growth, luring some axons and repelling others. Once there was a hint of molecular expression at a certain site, we aimed to knock out the gene of interest and analyze the phenotype.
The other route, now used routinely in forward genetic screens by fly and worm geneticists, was to analyze mutants displaying disruptions of developmental processes or cellular morphology and then clone and identify the gene. In the 70s and 80s, using the histogenetic approach, Richard Sidman and Pasko Rakic, and Constantino Sotelo in France, made a major leap in understanding the development of brain regions such as the cerebellum and cortex by analyzing the storehouse of naturally occurring mutants cataloged by The Jackson Laboratory. They deduced cellular interactions and dependency from mutants in which cells were missing or had defective migration and cell-cell relationships (Rakic and Sidman, 1973) . Notable among these were abnormalities seen in the weaver, reeler, and staggerer mutants. At the time, deductions regarding the site of gene action were not always on the mark. The genes for these mutants and others have now been cloned [e.g., for weaver, see the study by Kofuji et al. (1996) ], but it is still difficult to comprehend how a mutation in any one of these genes in specific cell types could cause the severe brain disruptions found in these mutants, or in the albino, in which mutations in genes for melanin synthesis in the eye cause misrouting of visual projections (Guillery et al., 1974 (Guillery et al., , 1995 .
Once molecular tools became available, methods were developed to perturb the molecules and read the consequences, to deduce function. Tampering with genes and proteins to analyze molecular mechanisms have become the norm, requiring multimodal, multicollaborative efforts. We eliminate molecules through single, double, and triple knockouts and by barring RNA translation using RNA interference. We block function with antibodies or dominant/negative forms. We also create conditional knockouts, whereby a gene is deleted in a particular region or cell, at precise times, by regulating expression via a transactivator (tTA) driven by a distinct promoter or by site-directed recombination (e.g., Cre ER ) (Luo et al., 2008) . Using transgenic technology on the whole animal or gene delivery by viruses or electroporation, a gene of interest can be added back to rescue a deletion phenotype or can be expressed prematurely or in an ectopic location. After a mutant line is developed, downstream signaling pathways can be probed, from the membrane to the actin cytoskeleton to the nucleus, to study transcriptional effects. With our new-found ability to pinpoint transcription factors in the last few years, we entered the domain of true molecular biologists (Qiu and Ghosh, 2008) .
With this marvelous world at hand, though, we are now required to make a complete story about the molecular factors under study. Gone are the days when we can publish a paper describing a single axon trajectory that suggests the presence of both inhibitory and attractive growth (Tosney and Landmesser, 1985) or a description of growth cone behavior in culture (Kapfhammer and Raper, 1987) . We must now identify the molecules involved or execute a panoply of analyses on the subject.
Hunting for genes
In addition to cloning the genes from mutants found in screens or through histogenetic or other phenotype analysis, all routes are open for gene discovery, with the development of microarray technology in the last decade. A fruitful effort was mounted to seek activity-dependent changes in gene expression in the visual pathway, revealing the surprising link between activity and elements of the Major Histocompatibility Complex I in sculpting synaptic connectivity (Corriveau et al., 1998 ) and a poorly known adhesion molecule in mediating the formation of binocular circuitry through to the cortex (Leamey et al., 2007) . Now we can use ChipSeq to identify tissue-specific enhancers, use arrays for microRNAs, and examine cell-specific expression of mRNAs (Doyle et al., 2008) . Nothing is ever easy, however, because gene profiling, even of single cells, has unveiled great heterogeneity of gene expression in similar neuronal cell types (Sugino et al., 2006; Trimarchi et al., 2008) .
The phases of neural development: discoveries and lingering questions
Now for a roll call of the phases of neural development and advances therein. Here I list some interesting threads and critical findings from the last forty years.
Early neural development and regional specification
In 1969, the molecular factors control neuronal fate were unknown, but the work of Melton and Hemmati-Brivanlou (1997) gave a molecular language to Spemann's findings on the organizer and induction of neural identity. Although earlier embryological studies of the neural tube revealed physical subdivisions that give rise to the forebrain and hindbrain, the discovery that different families of transcription factors were expressed in known and new subdivisions of the developing brain (Rubenstein et al., 1994) or in different poles of the cortex (O' Leary et al., 2007) supported the idea of regional identity. Now we can enumerate the genes that define a coordinate system that produces, for example, the dorsoventral axis of the spinal cord (Jessell, 2000) , diversification of motor neuron columns (Dasen and Jessell, 2009) , and the laminar structure, foliation, and molecular organization of the cerebellum (Sillitoe and Joyner, 2007) .
Neurogenesis, migration and specification of cell fate
Sauer and others in the 30s outlined the steps in cell division in the neural tube, and showed that the nucleus moved from the pia to the ventricular zone, where it divided, then moved outward again to repeat the cycle (Sauer, 1935) . Richard Sidman (Miale and Sidman, 1961) then developed a technique for marking cells undergoing mitosis with tritiated thymidine. Using this technique in combination with x-irradiation to block division, many laboratories, notably Joseph Altman's, charted neurogenesis in almost every region in the rodent brain. Nowakowski and Caviness (Takahashi et al., 1996) then used a more refined method for charting neuronal proliferation; they measured the length of the cell cycle and the proportion of cells leaving the cell cycle, and found that neurons that migrate to a particular cortical layer have similar cell cycle parameters.
These studies made way for clonal analysis of neurons and glia, still an area of active study. Horseradish peroxidase was used by Jacobson in the very early frog embryo (Jacobson and Hirose, 1978) and later by Harris and Holt in the retina, then viral labeling methods were developed by Connie Cepko's laboratory. Surprisingly, a common progenitor was found to spawn clones composed of different cell types (Holt et al., 1988; Walsh and Cepko, 1988) . Enlightening transplant experiments in the late 80s tested when a cell became committed to a particular fate, its laminar residence in the cortex relative to its birthday, and when its fate can no longer be changed (McConnell, 1988) . A highlight from such studies was to see that upon cell division, proteins are distributed asymmetrically, and this determines cell polarity and/or cell fate (Doe, 1996) . Other studies have implicated Notch signaling in directing neuronal versus glial fate (Gaiano and Fishell, 2002) .
The 80s brought video microscopy of cells in culture, which provided new views of how neurons migrated, inchworm style, and revealed that neurons need radial glia as struts. These ideas were emphasized by dynamic views of the weaver mouse mutant in which neurons cannot migrate along disheveled glia (Hatten et al., 1986) as was inferred previously from histogenetic observation (Rakic and Sidman, 1973) . Then, only a few years ago, another seismic shift occurred: with cell marking methods and dynamic imaging, neurons were seen to arise directly from radial glial cells in the ventricular zone (VZ) (Noctor et al., 2001) and not separately, a heretical view to many.
These studies of neurogenesis and neuronal fate were accompanied in the late 90s by studies on naturally occurring mouse mutants or ones in which the genes that were discovered to cause human cortical malformations were knocked out, such as doublecortin, mutated in human X-linked lissencephaly (Gleeson et al., 1999) . Imaging and molecular studies continue to reveal the inner workings of migrating cells that power the cell body to translocate as the cell migrates (Solecki et al., 2009) . A remaining conundrum is what signal the cell recognizes as it takes residence in its home layer or region (Sauer, 1953) .
In a parallel effort, the most surprising, and at first, intensely debated, discovery regarding neurogenesis was that it can occur in adult brain. In the late 90s Doetsch and Alvarez-Buylla found that there are stem cells in the adult brain that have glial properties (Doetsch et al., 1999) . Adult neurogenesis occurs in the subventricular zone (SVZ) of the mammalian brain, from which neurons migrate to the olfactory bulb, and in the subgranular zone (SGZ) of the hippocampal formation. These zones appear to be regionally specialized, and triggers of cell proliferation in the SVZ are being identified (Cheng et al., 2009; Kriegstein and Alvarez-Buylla, 2009) . From studies in which these cells are labeled with retroviruses and fate mapped, we also know that the cells functionally integrate into the adult brain (Toni et al., 2008) . And as if this were not enough, the vasculature in the SVZ has been reported to serve as a microniche for precursors that are ripe for transiting into neurons. These precursors nudge up in direct apposition to the vessels where they can most certainly perceive blood-borne signals (Tavazoie et al., 2008) . The challenge presented by these huge discoveries of neurogenic events in young and developing brain include identifying the full repertoire of gene expression that coaxes embryonic stem cells or other progenitors into becoming identified subpopulations of neurons, which is being done for motor neurons (Wichterle et al., 2002) .
Cell specification
Although we now think of cell specification as a new subject driven by the knowledge of genes that direct cell fate, forty years ago, many experiments examined the role of the environment in determining cell identity. The elegant and precise experiments of Nicole Le Douarin in the 70s on the influence of position on the outcome of transplanted neural crest cells (Le Douarin et al., 1975) , and the culture experiments by Storey Landis and Paul Patterson on the factors that influence a cell to express noradrenergic or cholinergic neurotransmitters (Wolinsky et al., 1985) set the stage for thinking that the identity of a cell was in many ways scripted but malleable.
In the mid-90s, another shift in our view took place: unique combinations of transcription factors are expressed in different cell classes over the course of development. We now believe that these gene codes specify cell fate: for example, whether a neural precursor becomes an interneuron or a motor neuron (Jessell, 2000) , or becomes a retinal ganglion cell instead of an amacrine cell (Li et al., 2004 ). And we now readily accept that the worm is like a human: a conserved regulatory logic of transcription factor expression applies to dopamine neuron terminal differentiation in both species (Flames and Hobert, 2009 ). This arena should continue to provide fruit, revealing how transcriptional programs specify not only cell fate but also direct migration and axon outgrowth along specific routes (Polleux et al., 2007) .
Finding their way: axon guidance
The star of the developing neuron is the growth cone. Christened by Cajal, and studied in vitro and in vivo with new dyes and imaging techniques, we know much about its activities and likes and dislikes as it guides the growing axon by perceiving both good and bad signals in its environment, enabling the axon to respond in kind. Culture studies indicated that filopodia were the sensing structures, and that extracellular matrix components were important for adhesion, but there was no information available in the early 70s on what molecules indicated direction. In the 70s Singer et al. (1979) proposed that there were channels between epithelial cells through which axons coursed, providing a blueprint for growth. The idea of physical conduits serving to guide axons did not take hold, however, and instead studies of labeled cells fortified the notion that the first axons to grow used surrounding cells as guides and later axons grew along their mates, forming bundles. These discoveries laid the groundwork for work on adhesion and fasciculation and identifying the molecules that implement these processes (Jessell, 1988) .
In the late 60s, many believed that figuring out how simple circuits in invertebrates produce a simple behavior, where single identifiable neurons provide the inputs and outputs, would illuminate how vertebrate circuits function. Corey Goodman argued further that it was possible to use such simple systems to follow neurogenesis and axonal pathfinding in identified cells (Goodman et al., 1984) . After establishing that the neurons in the same locus had similar forms from animal to animal and could be located time and time again, he showed that the choices these identified neurons made as they navigate are also stereotyped, and that extension was directed. These landmark studies gave credence to using the invertebrate simple systems for asking how neurons developed, especially during axon guidance, and with the power of fly and worm genetics, provided a setting for identifying the molecular nature of a myriad of guidance cues, signaling molecules, and transcription factors that control many aspects of development.
In the 80s, the insect limb provided a graphic stage for viewing how the very first axons grow: sensory neurons contact a series of other cells, the guidepost neurons, and perceive information about where not to grow and where to extend toward the CNS (Caudy and Bentley, 1986) . Although there were intimations of molecules used for adhesion or avoidance of growth, such as the fasciclins in the Ig-superfamily (Jessell, 1988) , few factors that provide directional information had been identified. Then, several laboratories began to dissect the different influences of cells along the path of growing axons in vertebrate systems in vivo, such as the growth of dorsal-residing commissural neurons ventral and across the midline through the floor plate, which is comprised of neuroepithelial cells spanning the ventricle to the pia. The collagen gel assay indicated that factors emanating from the floor plate attracted commissural axons to that spot, and that these factors were secreted and axon guidance did not require contact with the midline cells (Tessier-Lavigne et al., 1988 ). This and many other studies suggested four categories of axon growth: contact mediated or diffusible cues, evoking positive or negative effects. These remain the canonical foursome of guidance effects, and growth cones likely rely on all four mechanisms (TessierLavigne and Goodman, 1996) . Marc Tessier-Lavigne then isolated the substance that was lured axons to the floor plate by biochemical isolation from thousands of chick spinal cords, and named it netrin. Thereafter he found an unlikely receptor for netrin, Deleted in Colorectal Cancer (DCC). And just as this work emerged around the mid-90s, genetic analysis revealed that UNC-6 was a conserved molecule with the same function in worm commissural neurons (Culotti, 1994; Serafini et al., 1994) . What followed thereafter was a virtual explosion of work that characterized more guidance factor families and receptors-the Slits and Robo receptors, Semaphorins and neuropilin and plexin receptors, and the receptor tyrosine kinase Ephs and ephrins, identified through genetic analysis in flies and worms, by good detective work in higher organisms, and by matching expression of orphan receptors to scenarios in vivo, respectively (Huber et al., 2003) .
The field continues to explore the action of these four guidance factor families, along with Ig-CAMs and extracellular matrix molecules such as laminin, the "original" molecular systems implicated in the simplest form of growth, axo-axonal and axo-basal lamina adhesion in developing systems of many species. Other guidance factors have been added to the list, the most surprising being morphogens such as Shh, BMPs, and Wnts (for example, see Butler and Dodd, 2003; Sanchez-Camacho and Bovolenta, 2008) . Many of these guidance families may work in concert, such as when slit receptors silence netrin receptors to allow commissural axons to exit the spinal cord midline (Stein and TessierLavigne, 2001) or when IgCAMs collaborate with Semaphorin receptors to enable commissural growth in the forebrain (Bechara et al., 2007) . To make for more complexity (and more elements to consider for a given guidance decision), molecular systems that are not canonical guidance factors may also play roles: for example, the cytokine SDF appears to mollify responses to semaphorins (Chalasani et al., 2003) .
A major advance in our thinking on axon guidance is that transcription factors regulate guidance receptor and cue expression. Very recent work has shown that sets of transcription factors designate programs of guidance to different poles of the same region, as in dorsal and ventral limb mesenchyme (Luria et al., 2008) ; to different sides of the midline, as in retinal ganglion cell projection at the optic chiasm (Herrera et al., 2003) ; or to grossly different pathway choices, such as callosal versus corticospinal projections (Leone et al., 2008) . How is this accomplished? Transcription factors direct guidance receptor expression, or, in the spinal cord, modifiers of receptor action (Wilson et al., 2008 )-all part of the score of the symphony of transcriptional activation and repression of genes during circuit formation, starting with cell specification and progressing to axon guidance.
The field of axon guidance has progressed very rapidly, but we are not there yet in understanding how axons grow: What controls the precise timing of transcription factor expression that in turn regulates the exquisitely controlled and discontinuous expression of cues and receptors, in some sort of magical forest of twinkling guiding lights? Are receptor proteins translated in the cell body and/or locally in the growth cone (Lin and Holt, 2008) ?
What are the signaling pathways from membrane to cytoskeleton that effect collapse or extension or turning? We know that commissureless and Rig-1/Robo3 proteins reign in Robo receptors at points where Slits are, to provide a pass to cross the midline (Dickson and Gilestro, 2006) , but even with our cell biological and imaging prowess, how receptors are trafficked and degraded in the growth cone as they interact with the discontinuous hotspots of cue expression along a path is not understood.
Dendrites
For over 100 years, from a myriad of studies based on Golgi, cell-specific, and other genetic marking approaches, we have come to appreciate a stunning variety of dendritic shapes of neurons in every species. Histogenetic studies charted the development of dendrites, and found that some cells, like the Purkinje cell, initially form a "koosh ball" of short processes, then withdraw those and put out thicker branched trees. Culture studies in the 80s showed how the cell forms an axon and by default, other processes become dendrites (Dotti et al., 1988) . The influence of neurotrophins as well as synaptic inputs in shaping dendrite development continues to be shown beautifully in single-cell labeling and cell-perturbation studies (McAllister et al., 1999; Shen et al., 2009 ). Quite astonishing is that retinal ganglion cells display a huge variety of dendritic shapes (Kong et al., 2005) . What genes regulate the cytoskeleton and dendritic process outgrowth to yield such different forms? And most remarkable is the discovery that dendrites of the same neuron do not become entangled because of a single splice form of DS-CAM out of many possible thousands, and that homotypic interactions of this splice form causes repulsion of one branch of a dendrite from another (Corty et al., 2009 ).
Synapses
Electron microscopy showed us how synapses in every reach of the nervous system were structured, but much of what we learned about synapse development has come from studies on the neuromuscular junction. An innervating nerve can induce cholinergic receptors to aggregate (Fischbach et al., 1978) , and agrin was identified as the factor that performs this function. Thirty years later, we know many factors that designate where and when a synapse should form, in a give-and-take involving agrin signaling from the nerve to MuSK, part of the agrin receptor, rapsyn as an effector, and the dystrophin-glycoprotein complex and its cytoplasmic component, ␣ dystrobrevin, to modulate maturation and maintenance of the postsynaptic apparatus (Sanes et al., 2001) . A recent surprise was that a low-density lipoprotein receptor, Lrp4, has been found to be the long-sought receptor for agrin (Kim et al., 2008) .
For many years the factors, both molecular and cell behavioral, that instigated CNS synapse development were acknowledged to be different from those at the neuromuscular junction, but what are they? Good cell biology brought the identification of neuroligins on the postsynaptic and neurexin on the presynaptic cell (Scheiffele et al., 2000) , which implement the first step in triggering adhesion of two cellular partners and assembly of a synapse. A host of other elements are now known to be comprised in the presynaptic and postsynaptic side of both excitatory and inhibitory synapses (Waites et al., 2005) . Growth cones were reported to spew out neurotransmitter while growing (Hume et al., 1983 ), but we still know little about the transformation of the growth cone to a synaptic bouton. Recent live imaging allowed us to view cell-cell interactions as axon endings contact dendritic protrusions: calcium transients fire as axonal tips contact dendritic filopodia during excitatory synapse formation, but not when GABAergic axons make synapses on that cell (Lohmann and Bonhoeffer, 2008) . The discovery that molecules from the immune system modulate synapse formation (Corriveau et al., 1998) illustrates that synapse formation and refinement between two neurons is more complex than we thought.
Dendritic spines
The last 10 years of cell marking and imaging has brought a flood of studies on spines, the small protrusions that receive excitatory synaptic input. Spines were annotated by Cajal, and in the 70s Purpura noted that their malformation reflected disorders such as mental retardation (Purpura, 1974) . Now we know, as Crick predicted in the 80s, that spines move and twitch, extend and retract, expand their heads, and do all of this more during development (Bonhoeffer and Yuste, 2002) . We have learned that spine motility is actin based and kept in check by glia, reflects calcium dynamics and receptor internalization, and that machinery for local protein translation is in place intracellularly-in sum, spines are targets for learning, plasticity, and disorders at every age. Still unresolved, however, is how spines emerge: through contact of the dendritic shaft by afferents, or de novo, waiting for an afferent to appear (Moltmaat and Svoboda, 2009)?
Wiring up the brain: neuron-to-neuron matching during circuit formation
When the Society began, one of the most influential undercurrents for developing and mature nervous systems alike was that neurons had factors that helped them recognize and connect with other neurons, to form specific synaptic connections. Roger Sperry brought back Cajal's idea that neurons had chemical affinities for specific paths of growth, and proposed a system of complimentary chemical factors that would enable both regenerating and developing axons to locate their site of termination. Before the Society started, Sperry, working with Attardi, showed that regenerating retinal axons can accurately find and innervate their original target locations in the frog tectum even after an eye was rotated (Attardi and Sperry, 1963; Sperry, 1963) . Gaze and Jacobsen later excised parts of the retina or tectum, and showed that retinal axons can adapt to a reduced tectum or innervate the normal part of the tectum of the remaining eye (Gaze et al., 1965) , indicating that axons indeed recognize labels on the tectal cells. Many have interpreted these labels to be as diverse as the cell types that form the multitude of connections in the nervous system (Easter et al., 1985) , and Sperry himself worried that the number of tags would be unending (Grafstein, 2006) .
The idea of selective synapse formation between afferent and target was studied extensively in the 70s with elegant experimental embryological experiments in vivo and in other settings by Purves, Lichtman, Thompson, and Landmesser and colleagues, on motor neuron innervation of limb muscles and preganglionic innervation of sympathetic ganglia (Landmesser, 1980) . Such experiments showed that in the limb, afferents establish connections with their proper target even if the anterior-posterior axis was rotated.
This work simulated a search, still ongoing, for labels for the formation of specific synaptic connections. To date, few labels or markers for connections between specific axons and sets of target cells have been found. Gerald Edelman (1983) posited that NCAM was a crucial element for constructing brain circuitry via adhesion and its modulation, rather than by "strict chemoaffinities." This idea did not gain favor. Now CAMs are back in the limelight and we are delighted to see that the same IgCAM is expressed in subsets of synaptically linked cells across retinal layers indicating a system of biases and matching labels (Yamagata and Sanes, 2008) , but not via the myriad of molecules that Sperry's initial thinking intimated.
In the mid-80s, an ex-physicist turned molecular biologist, Friedrich Bonhoeffer, decided to probe further into Sperry's model of retinotectal mapping and identify the molecules that implemented mapping. Bonhoeffer hypothesized that there might be factors arrayed in a gradient on the tectal surface, and devised clever and precise culture assays-microstripes stripes of membranes from different poles of the targets-to test this hypothesis. Different parts of the chick retina (nasal or temporal) were given a choice of anterior and posterior tectum, and upon seeing that temporal axons preferred to grow on anterior rather than posterior tectal membranes, Bonhoeffer proposed, counterintuitively, that the mapping on the tectum by retinal axons was mediated in part by inhibition of axon advance (Baier and Bonhoeffer, 1992) . Shortly thereafter, in the early 90s, John Flanagan told Bonhoeffer he knew of a tyrosine kinase that could be arrayed in just the kind of gradients Bonhoeffer envisioned. Bonhoeffer had already isolated a candidate factor from the tectum that was a ligand for Eph receptor tyrosine kinases. Both groups then converged to show that Eph receptors are arrayed in a gradient in the retina such that retinal cells from areas expressing high receptor terminated in regions of the tectum where the expression of ephrin ligands is low (Cheng et al., 1995; Drescher et al., 1995) . These inhibitory interactions thus enable retinal axons to topographically map onto the tectum, and now we know, other brain regions (Feldheim et al., 1998) . This work constituted a huge paradigm shift in the field of axon guidance and targeting, supporting Sperry's idea of chemoaffinity, broadly speaking, but through growth cone detection of ephrin gradients in the different axes of the tectum (Clandinin and Feldheim, 2009 ).
An old concept of specificity has returned of late, but not as Sperry might have imagined. The process of bundling or fasciculation of like axons, a seemingly innocuous act, may facilitate precise targeting. In the olfactory system, a tight correlation between the type of odorant receptor expressed by olfactory epithelial cell axons and the glomeruli they innervate led to the idea that the olfactory receptor itself serves as a guidance or axon-target matching molecule (Mombaerts et al., 1996; Barnea et al., 2004) . In both the mouse olfactory system and in the fly eye and olfactory system, orderly fasciculation of axons bound for the same target occurs en route to targets and is required for proper connectivity at the end of the line, with adhesion molecules DS-CAM and cadherins in the fly eye serving this purpose (Clandinin and Feldheim, 2009; Imai et al., 2009 ).
The field is in the exciting position to decide whether afferenttarget connections form through a specific lock-and-key type molecular system, or a more coarse-grained orienting system of interleaving gradients read by growth cones as a first set of orienting cues, followed by adhesion and reorganization of axons en route and other factors that indicate a more precise position on the target map.
Cultivation and pruning
In the 70s, we were puzzled by why so many more cells were produced, in, say, the retina, than survived to adulthood (Buss et al., 2006) . Then it was proposed that the determinant of whether a neuron lives or dies was the production of trophic factors, supplied by the target innervated by those axons.
By 1969, the legacy of the Levi-Montalcini and Hamburger work on trophic factors, specifically, nerve growth factor (NGF), became the bedrock for the concept of trophic support (Cowan, 2001) . Injection of the "nerve growth-promoting factor" into the embryo caused overgrowth of sympathetic and sensory ganglia, an antiserum against this factor destroyed most cells in these ganglia, and this factor, named Nerve Growth Factor (NGF), was essential for their survival when placed in culture. In vivo, the target supplies neurotrophins, which activate Trk receptors on axons (Patapoutian and Reichardt, 2001 ). In the late 80s and 90s, other neurotrophins such as NT3, NT4, and BDNF were identified, along with their receptors and coreceptors, and downstream signaling and transcriptional events were highlighted (Greene and Angelastro, 2005) . Most compelling was the finding that growth factor receptors, such as p75, can act either in survival or death pathways (Haase et al., 2008) .
In the 70s we knew that single immature muscles were innervated by multiple axons, and that that the pattern of one afferent to a single motor fiber develops by the elimination of all but one axon. Refinement of exuberant axonal connections by elimination of collaterals was also demonstrated in the CNS (Cowan et al., 1984) . Several climbing fiber axons extend onto single Purkinje cells during development, then pare back and focus on one Purkinje cell as they climb up its dendritic tree. At the same time that the extra axons are withdrawn, the axon that stays in place arborizes and makes more synapses (Kano and Hashimoto, 2009) . Not surprisingly, axon and synapse elimination seems to rely on mechanisms used in cellular degradation processes (Luo and O'Leary, 2005; Song et al., 2008) .
Neural activity-and competition for the prize
In addition to Sperry's notion of chemical labels for synapse specificity, another potent undercurrent that has fueled developmental studies of late stemmed from Hubel and Wiesel's work in the 50s through the late 70s (Daw, 2009 ) that the pattern and extent of sensory experience early in life molds connectivity. How does this work? Afferents from each eye project onto cells of the lateral geniculate nucleus (LGN) in the thalamus, and LGN cells project to layer IV of visual cortex, such that inputs from the right or left eye terminate in eye-specific layers in the LGN and columns in the cortex. As shown by physiological and anatomical studies using tracers and Golgi impregnation (LeVay et al., 1978) , there is considerable overlap in the innervation from each eye onto target cells during development. After the eyes open, neural activity causes eye-specific arbors to segregate from one another, but if an eye is occluded as in Hubel and Wiesel's experiments, particularly during a critical period of several postnatal weeks in kittens (Wiesel and Hubel, 1965) , connections from the open eye expand and dominate the physiology of cells in the visual cortex.
The idea that neural activity drives refinement and segregation of axons from different inputs was fueled by experiments by Bill Harris, who continued a line of experiments started by Tweetie years before on parabiosis of axolotls and newts (Harris, 1984) . When Harris injected tetrodotoxin into the eye, he found that the silenced axons still grew to targets, but the axons did not refine their projections to their proper territories. Work on the neuromuscular junction, autonomic ganglia, climbing fibers, and visual pathways (LGN, tectum, and cortex) fortified the concept of competition between axons with different activity patterns, in adjusting their terminations in the target. Then in late 70s, in a seemingly odd experiment, Martha Constantine-Paton surgically added an eye near the tectum of the frog, and showed that fibers from the third eye and normal eye formed alternating columns in the tectum. These columns did not form if NMDA receptors were blocked, confirming the relevance of neural activity to the competition directing these innervation patterns (Constantine-Paton et al., 1990) .
This work set the stage for enormous outpouring in the last 10 -15 years on the role neural activity plays in modulating connectivity, and how it interfaces with Sperry's notion of chemical labels in refinement of connectivity. And the notion of "use it or lose it" based on Hebb's hypothesis was extended to the idea that winning a competition with inputs that fired less frequently was enabled by uptake of growth factors from the target. To this day, there is argument over whether the prize in this competition is retrogradely supplied neurotrophins, such that the more active the terminal is, the more trophic substances come back to it. Whether this loop determines who wins, or whether neurotrophins are important for further aspects of winning, such as enhanced arborization, is still being contested (Kaneko et al., 2008) .
Although the idea of a critical period for these effects is still central to our thinking of developmental plasticity, another set of findings upended our concepts on the role of neural activity. Waves of activity are prominent in the prenatal retina (Torborg and Feller, 2005) , indicating that intrinsic activity plays a role at earlier stages of development, even if sensory activity does not emanate from external environment (Hanson et al., 2008) . A debate ensued thereafter on whether activity is the sole influence on afferent-specific innervation or whether molecular cues also participate (Katz and Shatz, 1996) . Few now doubt the existence of early waves of activity, but disagreement still abounds over the required features for waves to be instructive during refinement (Chalupa, 2009; Feller, 2009) . Most would now agree, however, that molecular factors and activity both contribute to the development of targeting and segregation of different afferent populations (Huberman et al., 2008) . The question is how: is there simply competition for retrograde growth factors? Does activity consolidate expression of guidance or pruning molecules? Does activity have any influence on the genes regulating axon withdrawal or modulation of expression of trophic factors? And is the chief molecular component aside from activity a guidance or matching molecule, or factors involved in intracellular signaling systems (Nicol et al., 2007) ?
Plasticity
In the 70s, we understood that the maturing nervous system is capable of plasticity. Among the surprising findings on developmental plasticity in recent years is that inhibition plays a role during the critical period as circuits are set and become increasingly difficult to modify by alteration of sensory input. A growing list of factors are proposed to dampen the state of structural plasticity, including local inhibitory synapses and later-developing interneurons (Morishita and Hensch, 2008) , Nogo, an oligodendrocytederived myelin protein that inhibits regenerating axons (McGee et al., 2005) , PirB, a major histocompatability complex 1 receptor that interacts with the Nogo receptor (Syken et al., 2006) , and chondroitin sulfate proteoglycans (Pizzorusso et al., 2006) . If any of these factors are inhibited later, the mature cortex can revert to a more plastic state. Adult neurogenesis is an unexpected bonus to adult plasticity in that neurogenesis in the adult can be influenced by extrinsic factors such as exercise (Suh et al., 2009) , pharmacological agents such as anti-depressants (Santarelli et al., 2003) ; and extrinsic influences can modulate neurogenesis by epigenetic mechanisms (Ma et al., 2009 ).
Behavior-circuits working together
Analysis of the development of behavior has progressed in some interesting directions in the last few years. In the 70s much effort was put into understanding hormonal control of anatomy and other sexually dimorphic differences. A strong thread over the last decades has been the study of the development of birdsong, founded on the work of Marler, Konishi, and Nottebohm (Marler and Peters, 1977; Gurney and Konishi, 1980; Nottebohm, 1981) , and how the underlying circuitry functions during song learning (Woolley and Doupe, 2008) . Noteworthy directions in the analysis of circuits in behavior include: When barn owls have abnormal visual and auditory experiences in their critical period, anatomical projections also become abnormal, but persist long after normal input is restored. If abnormal sensory conditions are reinstated, then the shift in neural responses occurs more rapidly, indicating that maintaining the trace of the circuitry underlying the abnormal response facilitates readaptation in later life to abnormal sensory experiences (Linkenhoker et al., 2005) . Studies on simple invertebrate systems, e.g., on the circuitry involving identified cells for olfactory behaviors in the worm (Chalasani et al., 2007) , offer an exciting path to understanding how neural circuits underlying behavior unfold.
When things go wrong: what have we learned from developmental studies?
Injury and regeneration One of the biggest paradigm shifts over the past few decades has been in our thinking about regeneration. From the days of Cajal until about a decade ago, we believed that peripheral axons can regrow to their proper destination, whereas mammalian CNS axons cannot. In the 70s Albert Aguayo's work gave a great boost to the field when he showed that a cut optic nerve would not only growth through a length of peripheral nerve graft but also make connections that relayed visual signals (Vidal-Sanz et al., 1987) . This work led to two streams of investigation, the second rather unresolved to this day: First, while mature axons can regrow, they do so at a disappointingly slow rate, and they lack the molecular components of young growing axons. Now we know that molecular brakes preventing mature axon regrowth include repressors of the m-TOR pathway, cAMP, and other transcription factors (Hannila and Filbin, 2008; Park et al., 2008) . Second, we have long known that the environment of the site of injury, adult neuropil, and tracts are rife with glia that impede regrowth. Activated macrophages aggressively induce retraction of dystrophic axons (Busch et al., 2009) . Enormous effort went into purifying and cloning the elements in myelin that inhibit axon growth and generating mice lacking them (Schwab, 2004) , but after several years of these investigations, the extent of axon regeneration after these molecules are disabled remains minimal. Perhaps the secret to successful regeneration is to re-empower older axons with the molecular programs that support axon growth, an ongoing attempt since the 80s (Skene, 1989) .
Neurodevelopmental disorders
Forty years ago, most neurodevelopmental disorders were recorded in neuropathology handbooks or in psychiatrists' annals. But in the late 80s and early 90s, genetic analysis of humans with brain malformations and their families led to identification of mutated genes. Modeling of these genes in mice is still yielding insights into the cellular perturbations in the developing brain caused by these mutations (Li et al., 2008) . Most promising has been the identification of mutations in individuals with autism and schizophrenia. From studying the genes implicated in autism that encode synaptic adhesion molecules, insight has come into the crucial balance of inhibitory and excitatory synapses required for normal brain function (Chih et al., 2004; Südhof, 2008) and genes that control activity-dependent synapse development (Flavell and Greenberg, 2008) . But linking these studies to the human brain has been tricky, because postmortem analyses do not allow biochemical or fine structural studies. Nonetheless, imaging studies have revealed that myelination is perturbed in autism (Herbert et al., 2004) , supporting the idea that perturbed connectivity causes the devastating behavioral effects associated with the autism spectrum disorders. We desperately need good rodent models that mirror both structural and behavioral features of these diseases.
Neurodegeneration
Perhaps one of the most stunning advances toward allaying neurodegenerative diseases has come from an understanding of the sequence of gene activation and repression in programs of cell fate specification. Identification of these genes provides the ability to push cells toward a certain fate in vitro, transplant them into animals, and achieve successful growth and integration (Wichterle et al., 2002) . This knowledge was used to manner strategies for human disease. Pluripotent stem (iPS) cells taken from an elderly patient with familial amyotrophic lateral sclerosis (ALS) were induced to form embryonic stem cells and using the known directives for producing motor neurons, these iPS cells were differentiated into motor neurons (Dimos et al., 2008) . This approach facilitates the production of large numbers of cells with the patient's precise genotype, and suggests that age and disease did not prevent differentiation toward the desired cell type. Thus, basic research on genes controlling cell fate contributed to possible cell replacement therapy and molecular screening of motor neurons generated from iPS cells, especially from individuals with sporadic forms of ALS where the disrupted genes or influences on the disease are not known.
Through the looking glass
So much has transpired in unraveling events, many counterintuitive, during development. What is there that we look forward to? In distinguishing the roles played by molecular factors, from morphogens to transcription factors, we can expect more studies to cover a greater span of developmental events. With the ability to fate map and turn on genes at different times, we can learn how turning on one gene can affect multiple processes, from the transcription factors controlling specificity and fate, to molecules that direct axonal and dendritic growth and branching, to the factors regulating target selection, innervation, and refinement of connections. We will hear of more instances in which the same molecule is used for quite different aspects of development. For example, FGFs regulate transcription factors that mediate graded guidance factor expression in the midbrain and optic tectum, and they also modulate the tempo of radial glial cell differentiation to neuronal progenitors particularly in rostral cortex (Chen et al., 2009; Regan et al., 2009) . Similarly, while morphogens such as BMPs and Wnts hold a prominent place in stimulating neural induction, they also serve as inhibitory axon guidance molecules (Butler and Dodd, 2003) , and as modulators of synaptic growth (McCabe et al., 2004) . We will undoubtedly see more surprising instances in which molecular factors function opposite to their canonical role. We were startled to learn that transcription factors such as engrailed-2 and Otx-2 can be released across synapses and act as either guidance or differentiation factors in cells that take them up (Brunet et al., 2005; Sugiyama et al., 2008) . Are these oddities, or just the first examples?
Many of the new molecular genetic labeling techniques, such as transneuronal labeling with pseudorabies virus or photoactivatable compounds that block activity, are being used to explore mature circuitry across mono-or multisynaptic links (Luo et al., 2008) . Down the road, we can expect these approaches to delineate afferent-target interactions during development, and to measure activity changes during different phases of development. We should grab the opportunity to reveal the dynamics of cellular and circuit development made possible by fate mapping and other genetic marking techniques together with our powerful imaging and computational arsenal. But we need more troops to analyze and mine these models and approaches. Journals and funding agencies need to better appreciate the inherent value in "descriptive" cellular anatomy and to support these much-needed investigations, performed so gloriously by too few (Morgan et al., 2005; Lu et al., 2009) .
We can look forward to greater crossover of widely different disciplines: the discovery that the effects of antidepressants depend on adult neurogenesis (Santarelli et al., 2003) was based on analysis reliant on neuropharmacology, developmental neurobiology, mouse behavior, and molecular genetics. Our graduate programs must ensure that the next generation is trained in a spectrum of areas.
Recent interest in theory and computational modeling of neuronal networks has yielded many superb studies of function and circuit analysis across species (Marder and Bucher, 2007; Sussillo and Abbott, 2009 ) and behaviors. However, since the 70s and 80s (Whitelaw and Cowan, 1981) , there have been only a few attempts at computational modeling of neural development (Miller, 1994; Simpson et al., 2009) . As more students are entering programs in neuroscience aiming to participate in neural theory, we can look to them for help in modeling how neural development proceeds. In recent years, we have focused on individual subroutines-one part of a trajectory or a small set of molecules. In the coming years, we will need to catalog and then decipher how the vast number of factors are integrated during a single axon pathfinding decision, and how the full script of transcription factors and guidance factors that participate during the entire journey of a group of axons is played out.
Can we expect to understand how specific neural connections are established? My guess is yes. All roads point to a combination of the labeled pathway hypothesis, with cell adhesion molecules and fasciculation playing a more prominent role in conjoining growing axons with shared topographic origin as they grow, so that they all convene in specific target zones. We can compare this mechanism to the still-operative idea that axons home in on the target subdivisions by reading gradients, and recognize the finish line by reading cues on target cells, and we should then be able to test whether a "lock and key" molecular matching mechanism truly "seals the deal." We will also surely learn how and over what time period activity comes into play, and determine whether activity modulates guidance and other molecules.
How do we go forth? We can try to emerge from our villages of one-gene, one-process analysis and combine our current strengths with the legacy of neuroscientists who worked before the molecular revolution. We can take inspiration from our history, and bring back observational studies, training our students in the skills of developmental biologists and embryologists. As when revisiting a favorite vacation spot, we can return to the histogenetic approach to study brain development; there is so much more to learn and see. We can use the new ways of tracing and observing dynamics to study cell behavior in the neurons' natural habitat, with and without perturbations. We can look at the steps in the developmental dances, and try to divine how much is scripted and how much is trial and error. We must ask how the many factors that are expressed at the same time and place might act in concert, then use the new experimental approaches to deduce function. And finally, we should apply our computational power to understand the orchestration of cellular processes and signals that sculpt the emerging brain. Go, students, go!
