The problem of deciding, given a graph G and two vertices s and t, whether there exists an induced path of given parity between s and t in G is known to be NP-complete. We show how to solve the problem in O(|V (G)| 7 ) time, when the input graph is planar. We use techniques from the theory of graph minors as well as the theory of perfect graphs.
Introduction
Given a graph G and two vertices s and t of G, we want to test whether there exists an induced s-t-path of given parity. (A path is odd/even if it has an odd/even number of edges and below we will usually assume without loss of generality that we are looking for an odd induced path.) We call this problem Odd Path. Odd Path was shown to be NP-complete by Bienstock [5] . A similar problem -testing whether there exist both even and odd induced s-t-paths (known as Parity Paths) -is also NP-complete.
Previous work. The first interest in induced paths of given parity comes from the theory of perfect graphs. Two non-adjacent vertices are called an even pair if every induced path between them is even. Determining if two vertices are an even pair is co-NP-complete [5] , as is the problem of deciding if a graph contains an even pair. The interest in even pairs was sparked by an observation of Fonlupt and Uhry [10] : if a graph is perfect and contains an even pair, then the graph obtained by identifying the vertices that form the even pair is also perfect. Later Meyniel showed that minimal non-perfect graphs contain no even pair [18] . Those two facts triggered a series of theoretical and algorithmic results which are surveyed in [9] .
Polynomial-time algorithms for the problem of finding an odd induced s-t-path were developed for different classes of graphs: chordal graphs [2] , circular-arc graphs [4] , comparability and cocomparability graphs [24] , perfectly orientable graphs [3] , planar perfect graphs [23] , 2-split graphs [12] , and recently clawfree graphs [13] .
The problem of finding a (not necessarily induced) s-t-path of given parity was considered by LaPaugh and Papadimitriou [17] . They mention an O(|V (G)|
3 ) time algorithm for solving both problems due to Edmonds, using a reduction to matching, and propose a faster one of O(|E(G)|) time complexity Their algorithm also finds a shortest (not necessarily induced) path of given parity between two vertices in O(|E(G)|) time, even in weighted graphs. Interestingly, as they also show in their paper, the problem of finding a directed path of given parity is NP-complete for directed graphs. Arkin, Papadimitriou and Yannakakis [1] generalized the result of [17] and designed a linear-time algorithm deciding if all (not necessarily induced) paths between two specified vertices are of length p mod q, for fixed integers p and q. Nedev [20] showed how to find an odd/even simple path in directed planar graphs in polynomial time.
Our motivation. Our motivation for studying induced paths of given parity is twofold.
1. Finding paths with certain properties in a graph is a fundamental algorithmic problem. The problem of finding an induced path of given parity has received a lot of attention, mostly due to its connections to perfect graphs, and has been studied on many different graph classes. Somewhat surprisingly the class of planar graphs, otherwise well-studied, has never been considered; the complexity of finding an induced path of given parity was open for planar graphs. 2. Many recent results in algorithmic graph theory fall in one of two paradigms: topological or induced. The former is related to graph minors, the latter to the theory of perfect graphs, decomposition theorems for small forbidden induced subgraphs, and finding induced structures in graphs (three-ina-tree, theta, and prism graphs). The problem of finding an induced path of given parity in planar graphs is particularly attractive as it belongs to both worlds.
Outline of the solution. Given a planar graph G and two vertices s and t of G, we determine whether there exists an induced s-t-path of given parity. Adding a new vertex s * to G and making it adjacent to s creates a new planar graph G * . There is a one-to-one correspondence between odd (even) induced s-t-paths in G and even (odd) induced s * -t-paths in G * . Hence, we will assume we are looking for an odd s-t-path in G.
The treewidth of a graph G is the minimum clique number of all chordal supergraphs of G minus 1. Informally, it measures how similar the graph is to a tree. Many algorithmic problems can be solved in polynomial time on graphs of bounded treewidth by dynamic programming. A celebrated result by Courcelle [7] states that all problems definable in Monadic Second Order Logic admit linear-time algorithms on graphs of bounded treewidth. On the other hand, large treewidth of a graph G forces a large grid minor in G and a large grid minor can be used to show that G contains an irrelevant vertex, that is, a vertex v such that G is a yes-instance if and only if G \ v is a yes-instance. This is a win-win approach: either we solve the problem exactly (small treewidth) or find a smaller equivalent instance (large treewidth). This is a standard technique from the theory of graph minors that is often employed to design polynomial-time algorithm. Our contribution is to show how to find an irrelevant vertex in the grid minor. More specifically, we show that if an s-t-path uses a vertex that is "deep" in the grid minor, we can reroute the path using only "shallow" parts of the grid minor. When rerouting, we have to overcome technical difficulties of two types: we want to keep the parity of the path and we want to keep the path induced. Here we use techniques from the theory of perfect graphs. Now let us present a more detailed outline of the algorithm while still skipping some more technical details. First, we check if G is of "small" treewidth (at most 480). If so, we can solve the problem using Courcelle's result (Lemma 2.9). Otherwise, large treewidth guarantees existence of a large grid minor in G. We work in the model of the grid minor, choosing a section of the grid excluding s and t, and distinguish two cases.
If the model of the grid minor is a perfect graph, then we use Hsu's decomposition of planar perfect graphs (Theorem 5.1). According to the decomposition theorem, every planar perfect graph either has a cutset of one of four types or belongs to one of three basic classes. We show that when the grid model admits a cut, it also has an irrelevant vertex (Lemma 5.1). Otherwise, we can assume that the perfect graph is either bipartite or a line graph of a bipartite graph. In both cases, the graph has an irrelevant vertex (Lemmas 5.3 and 5.4).
If the model of the grid minor is non-perfect, it contains an odd hole (Lemma 2.4). We show that if the odd hole is properly connected to the boundary of the grid minor, G is a yes-instance. Otherwise, G has an irrelevant vertex.
At every step, we either (1) determine whether the graph is a yes-or no-instance, or (2) reduce the size of the graph. Interestingly, while yes-instances can be detected in many places thorough the algorithm, the no-instances are only detected in the case of bounded treewidth.
Preliminaries
Each graph considered is undirected, finite, and has no loops or multiple edges. We use standard terminology; for notation not defined here, we refer the reader to Diestel [8] and Mohar and Thomassen [19] .
General. Two subgraphs H , H of a graph G are mutually induced if there is no edge in G between a vertex of H and a vertex of H . If a path does not contain any vertices in a set S, we will say that the path is S-free.
The parity of a path or cycle X is the parity of the number of constituent edges; we write P(X) = 0 for even parity and P(X) = 1 otherwise. For consistency, a single vertex has parity 0. For cycles C 1 and C 2 that intersect on a path P , we use C 1 ⊕ C 2 to denote the cycle formed by C 1 \ P and C 2 \ P ; we observe that P(C 1 ⊕ C 2 ) is the parity of P(C 1 ) + P(C 2 ).
A hole is an induced cycle of at least four edges, and an odd hole a hole on an odd number of vertices. For a path P and two vertices x, y ∈ V (P ), we will denote the x-y-subpath of P by xP y. A C 4 -vertex is a vertex v such that the neighborhood of v induces a subgraph isomorphic to an induced cycle on 4 vertices.
A line graph of a graph G is the intersection graph of the edges of G. A comparability graph is a graph that admits a transitive orientation of its edges. A claw is the star with three leaves and a central vertex. It is easy to see that a line graph cannot contain a claw as an induced subgraph.
Planar graphs. We will work with embedded planar graphs; the following lemma will be useful. For a cycle C in a plane graph G, R 2 \C has exactly two connected regions; the region not containing the infinite face of G is the interior of C and will be denoted by int(G). Lemma 2.2 is a direct consequence of the main result of Kawarabayashi and Kobayashi [15] . Lemma 2.2. Given a planar graph G and three vertices s, t, and v of G, we can determine in polynomial time whether there exist an induced s-t-path that contains v.
At times we will wish to extend an a-b-path to form an s-t-path by finding either both an s-a-path and a t-bpath or both an s-b-path and a t-a-path (where all three paths share only the vertices a and b). For convenience, we will denote the two pairs of paths involving s and t as mutually induced {s, t}-{a, b}-paths.
Instances. An instance (G, s, t) of Odd Path is a yesinstance (no-instance) if there exists (there does not exist) an odd induced s-t-path. Two instances of Odd Path are equivalent if they are both yes-or both noinstances. A vertex v ∈ V (G) is irrelevant if G and G \ {v} are equivalent.
Cuts and augmentations. For a graph G, a cutset S of G, and a connected component C in G[V (G) − S], the augmentation of C is the graph consisting of all vertices in V (C) ∪ S and all edges in G[V (C) ∪ S] except edges between vertices in S. For a set X of connected components in G[V (G) − S], the augmentation of X is the graph consisting of all vertices in V (X) ∪ S and all edges in G[(V (X) ∪ S] except edges between vertices in S.
If G[V (G) − S] consists of exactly two components, the vertex set S is a clean two-cut if |S| = 2 and the augmentation of one component is a path of length two or three and is a clean three-cut if |S| = 3 and the augmentation of one component is M i for some 1 ≤ i ≤ 19, as defined in Figure 4 . (In each illustration, the vertices of the cut are the outermost vertices.) Any cutset that is not clean is dirty. In Figure 1 , {b, d} is a clean two-cut, {a, c, e} is a clean three-cut, and {d, f } is a dirty two-cut. Gates. We use Γ(v) to denote the neighborhood of v; for a set of vertices S, Γ(S) = ∪ v∈S Γ(v). For an induced cycle C and for any vertex v ∈ Γ(V (C))\V (C), we define a path of neighbors of v in C, P , to be a minimal connected subgraph of C containing all vertices in V (C) ∩ Γ(v). If there are two candidates for P , they will have the same length and hence the same parity. The gate at v defined by P is the subgraph G[{v} ∪ V (P )], or, where clear from context, simply the gate at v. A gate is either a single edge (a degenerate gate), if P is a single vertex, or consists of a cycle with zero or more chords. The edges of the cycle that are not in P are the bounding edges of the gate. The parity of the gate is the parity of P . In Figure 2 , the path from a to b on C i defines the gate at g 1 , which has bounding edges g 1 a and g 1 b, and the vertex c defines the degenerate gate at g 2 ; both gates have even parity.
Tracks. Given the planar embedding of two mutually induced cycles, where C i is the inner cycle and C o is the outer cycle with respect to the planar embedding, a connecting path is a path with endpoints in each of C i and C o and such that other than the neighbors of the endpoints, no internal path nodes have neighbors on either cycle. A set of tracks is a set of vertex-disjoint connecting paths. The gate of track t, denoted g(t), is a gate at v, where v is the internal path node adjacent to C i (if there is a single track and two choices for the gate either one can be used; otherwise by planarity gates are uniquely defined). We say t has gate-parity equal to the parity of the gate at v. If C i is an odd hole and there exist two mutually-induced tracks between C o and C i with the same gate-parity, C i is well-connected (to C o ).
Figure 2: A well-connected odd hole (Lemma 2.3).
In Figure 2 , there is an odd v 1 -v 2 -path using bound-ing edge g 1 a and an even v 1 -v 2 -path using bounding edge g 1 b. The lemma below shows that such paths exist in any well-connected cycle.
Lemma 2.3. If C i is well-connected with mutuallyinduced tracks t 1 and t 2 , P(t 1 ) = P(t 2 ), then for any vertices v 1 on t 1 and v 2 on t 2 , there exist both even and
Proof. For P 1 the path defining g(t 1 ) and P 2 the path defining g(t 2 ), due to planarity P 1 and P 2 can intersect only at their endpoints. We can decompose C i into four paths, P 1 , P 1 , P 2 , and P 2 , where P 1 and P 2 each share endpoints with bounding edges (one might consist of a single vertex). Since C i is an odd hole and P 1 and P 2 are of the same parity, we can conclude that P 1 and P 2 are of different parities. Each P j , for j ∈ {1, 2}, can be part of an induced path consisting of part of t 1 , the bounding edge of g(t 1 ) sharing an endpoint with P j , P j , the bounding edge of g(t 2 ) sharing an endpoint with P j , and part of t 2 . As the lengths of the two paths differ only in P 1 and P 2 , one must be odd and one must be even.
Nested and tight cycles. Let k > 0 be an integer.
We call a set of pairwise mutually induced cycles C 1 , . . . , C k in a plane graph nested if C i+1 is in the interior of C i for each i, 1 ≤ i < k. A nested set of cycles C 1 , . . . , C k is called tight if, for each i, 1 ≤ i < k, in each path consisting of endpoints in C i and all other vertices in the interior of C i , there exists either a vertex in C i+1 or a neighbor of a vertex in C i+1 . Given a nested set of pairwise mutually induced cycles C 1 , . . . , C k in a graph G, it is possible in O(|V (G)| 3 ) time to obtain pairwise mutually induced tight nested cycles C 1 , . . . , C k . For each i, 1 ≤ i < k − 1, let Z i be the graph obtained from G by removing the vertices in V (C i ) and their neighbors. Processing the cycles C i in order from 1 to k − 1, we observe that due to connectivity, either C i satisfies the necessary condition to serve as C i or there must exist a pair of nonadjacent vertices v and w in C i such that there is a v-w-path
In the latter case, we form C i by replacing the v-w-path in C i with Q.
Perfect planar graphs. It is easy to verify that a planar graph cannot contain the complement of an odd hole on at least 7 vertices and the odd hole on 5 vertices is self-complementary. The following lemma (Strong Perfect Graph Conjecture for planar graphs) was proved by Tucker. Large treewidth forces a large square grid minor (Lemma 2.6 for planar graphs). Even though we know that a large grid minor exists, it isn't clear how to find it. One way is to determine a minimal set of vertices whose presence induces large treewidth. This can be done by repeatedly deleting vertices and running the algorithm from Lemma 2.7. However, we find it more convenient to use the elegant result by Gu and Tamaki.
A more general version of the following lemma, allowing for a tradeoff between the approximation factor and running time, was proved in [11] . As it suffices for our needs, we present the lemma for the approximation factor of 4.
Lemma 2.8. ( [11] ) There exists an algorithm to approximate the side length of the largest square grid minor in a planar graph with the factor of 4 and the corresponding grid minor can be constructed in time
The seminal result of Courcelle states that any problem definable in Monadic Second Order Logic can be solved in linear time on graphs of treewidth at most t, for any integer t > 0 [7] . It is easy to verify that Odd Path is definable in Monadic Second Order Logic by encoding the following sentence: there exists a set of vertices V ⊆ V (G) that induces an s-t path in G; V can be partitioned into two sets V 1 , V 2 such that for every edge on the path, one of its endpoints belongs to V 1 and the other to V 2 ; and also s ∈ V 1 and t ∈ V 2 . As the methods are standard, we omit the proof. Lemma 2.9. For every integer w > 0, there exists an algorithm deciding in linear time, given a graph of treewidth at most w and two vertices s and t, whether there exists an odd induced s-t-path.
Algorithm
In this section, we describe our algorithm (OddPath); two of its subprocedures (PerfectFinder and NonPerfectFinder) are presented in two later sections (Sections 5 and 6). The input to OddPath is a graph G and vertices s and t in V (G); the output is yes if there exists an odd s-t-path, and no otherwise. We first present the algorithm and then a proof of its correctness (Theorem 3.1).
Input: a graph G, vertices s and t of G. Output: yes or no. Solve using Monadic Second Order Logic (Lemma 2.9). 6 Else 7
Find a model of the 10 × 10 grid in G that does not contain s or t (Lemma 3.1 for d = 10). 8
Find nested tight induced cycles
Let v be a vertex from the interior of B −1 .
10
If there does not exist an induced s-t-path containing v (Lemma 2.2), then 11
Return OddPath(G \ {v}, s, t).
12
Else if B 1 is an odd cycle, then 13 Return yes (Lemma 3.2). 14 Let
If H 1 is perfect (Lemma 2.5), then 16 Return PerfectFinder(G, s, t, H 1 , H 2 ). 17 Else 18 Return NonperfectFinder(G, s, t, H 1 ).
Given a planar graph G and two vertices s and t of G, one can determine in time
whether there exists an s-t-path of given parity.
Proof. To prove the theorem, we will prove the correctness of OddPath. The proof is by induction on the size of the instance. If |V (G)| = 1, OddPath returns no in Step 5 (Lemma 2.9). Let us assume that |V (G)| > 1 and that OddPath is correct on all instances on less than |V (G)| vertices.
In Step 1, we produce an equivalent instance with no C 4 -vertex and such that s and t are of degree 1. This is required by PerfectFinder and can be done in O(|V (G)| 6 ) time. The correctness in this case is guaranteed by Lemma 4.3. In Step 2, we fix a plane embedding of G.
In
Step 3, we decompose G into blocks. There is a unique path in the block tree between the block containing s and the block containing t. All odd s-tpaths only use vertices from the union of the vertex sets of these blocks. Therefore, we need to compute odd/even induced paths in all these blocks between pairs of cutvertices. An odd induced s-t-path exists only if there exists a combination of paths in the blocks having the right parity. We will assume below that G is 2-connected.
Step 4 we check, using the algorithm of Lemma 2.7, if the treewidth of G is at most 48 · 10 = 480. If so, we use the decomposition tree returned by Lemma 2.7, and solve the problem by the algorithm of Lemma 2.9 (Step 5). Otherwise (Step 6), the treewidth of the graph is at least 480, and in Step 7, we use Lemma 3.1 for d = 10 and find a 10 × 10 grid minor in G that does not contain s or t.
A 10 × 10 grid contains five nested cycles C −1 , C 0 , C 1 , C 2 , C 3 that are pairwise mutually induced and such that there is a vertex in int(C 3 ). Hence, we can also find four cycles with the same property in the model of the 10 × 10 minor in G. Let us take such four induced cycles B −1 , B 0 , B 1 , B 2 , B 3 with the additional requirement that they are tight as explained in Section 2 and there is a vertex in int(B 3 ) (Step 8). Also notice that there are (more than) six vertex-disjoint paths between C −1 and C 0 in the 10 × 10 grid. Hence, there are six vertex-disjoint paths between B −1 and
Notice that there exists at least one vertex v in int(B −1 ) (Step 9). In Step 10 we check, using Lemma 2.2, whether there exists an induced s-t-path containing v. If there is no induced s-t-path containing v, then in particular, vertex v does not belong to any odd induced s-t-path. Hence, instances OddPath(G, s, t) and OddPath(G \ {v}, s, t) are equivalent (Step 11). If there exists an induced s-t-path containing v and B 1 is odd (Step 12), by Lemma 3.2, OddPath(G, s, t) is a yes-instance (Step 13).
For i = 1, 2, we define Step 1 is the most time-consuming among all the steps of the algorithm. It requires O(|V (G)| 6 ). Since it may need to be repeated O(|V (G)|) times, the total complexity of the algorithm is O(|V (G)| 7 ).
Below are two lemmas that are used in the proof of Theorem 3.1. Proof. From Lemma 2.6, if the treewidth of G is at least 48d, there exists a 8d × 8d grid minor. Using Lemma 2.8, we can find a 2d × 2d grid minor in G. The model of a 2d × 2d grid minor can be divided into four d × d grid minors. One of them, by the pigeonhole principle, will contain a d × d grid minor that does not contain s and t.
In the following lemma, we show that if B 1 is an odd cycle and there exists an induced s-t-path containing a vertex from int(B −1 ), then G is a yes-instance. If possible, we want to use two subpaths of that path, one from s to B −1 and another from t to B −1 , together with two out of six tracks that exist between B −1 and B 1 , to connect s and t to B 1 . Since B 1 is an odd cycle and the two chosen tracks ensure the right way of attaching to the cycle, we can produce an odd and even induced s-t path in G. Using the two subpaths is not always possible, however, we show that due to planarity of G and existence of a third cycle (B 0 ), it is always possible to connect s and t to B 1 and obtain two induced s-tpaths of different parities.
Lemma 3.2. If B 1 is an odd cycle and there exists an s-t-path that contains a vertex from the interior of B −1 , then there exists an odd s-t-path.
Proof. By the choice of B −1 , B 0 , and B 1 , there exist six tracks between B −1 and B 1 . Hence, three of them are pairwise mutually induced. Among these three, two, say P 1 and P 2 , will have the same gate parity at B 1 . We assume that P 1 and P 2 are induced paths and let v i be the vertex of P i that is adjacent to B −1 , for i = 1, 2.
For P an induced s-t-path that contains a vertex from the interior of B −1 , of the set of vertices of P neighboring B −1 we let s be the vertex closest to s and let t be the vertex closest to t.
If there exist mutually induced {s, t}-{v
is an induced subgraph of G that contains both even and odd s-t-paths. Hence, G contains both odd and even induced s-t-paths.
Otherwise, for one of the terminals, without loss of generality s, for both i = 1, 2 none of the s-v i paths in
will be mutually induced to tP t . Notice that in this case a subpath of P together with a subpath of B −1 form a cycle that has s in its interior and v 1 , v 2 in its exterior. (Also, observe that by the choice of the tracks v 1 , v 2 will never be both neighbors of s or both neighbors of t .) Let t be the vertex of P on this cycle different than t and adjacent to a vertex in B −1 .
However, P contains a vertex from the interior of B −1 . Let s be the first vertex of P adjacent to a vertex of B 0 when traversing P from s. Notice that by the fact that B 0 and B 1 are mutually induced and tight, only the first two vertices on sP s will be adjacent to a vertex in B −1 . By planarity of G,
] contains both an even and odd induced s-t-path.
C -vertices
In this section we show that the input graph can be preprocessed and assumed not to have any C 4 -vertex. This assumption will be convenient in the next section.
Let v be a C 4 -vertex and the four neighbors of v along the C 4 be u 1 , u 2 , u 3 , and u 4 . Now, we describe an operation that we call the splitting of v. First, let us remove v from the graph, add an induced C 4 with vertices w 1 , w 2 , w 3 , w 4 along the cycle, and add edges w i u i , for i = 1, . . . , 4. (We are going to use this notation in the proofs of lemmas in this subsection.)
Proof. First, let us assume that there exists an odd induced path P between s and t in G. If v / ∈ V (P ), then G [V (P )] is an odd induced path between s and t in G . If v ∈ V (P ), then P will contain exact two of v's non-adjacent neighbors, without loss of generality u 1 and u 3 . Then G [V (P ) \ {v} ∪ {w 1 , w 2 , w 3 }] is an odd induced path between s and t in G . Notice that the path is still induced as u 2 / ∈ V (P ) and the new path has two more edges than P (thus the parity is preserved). Now, let us assume that there exists an odd induced path P between s and t in G . If {w 1 , w 2 , w 3 , w 4 } ∩ V (P ) = ∅, then G[V (P )] is an odd induced path between s and t in G. Otherwise, the path must use two non-adjacent w i 's, and hence three of the w i 's; without loss of generality, {u 1 , w 1 , w 2 , w 3 , u 3 } ⊆ V (P ). Then G[V (P ) \ {w 1 , w 2 , w 3 } ∪ {v}] is an odd induced path between s and t in G. Notice that u 2 , u 4 / ∈ V (P ) and the new path is still induced. Also, the new path has two edges fewer than P (thus the parity is preserved).
Proof. First, let us add new vertices s and t and edges ss and tt (the new graph is still planar) and notice that there exists an odd induced path between s and t if and only if there exists one between s and t . Now, applying Lemmas 4.1 and 4.2 we can obtain a graph H with no C 4 -vertex such that there exists an odd induced path between s and t in H if and only if there exists an odd induced path between s and t in H.
A C 4 -vertex can be identified in O(|V (H)| 5 ) time and this needs to be repeated O(|V (H)|) times. Hence, the total time complexity of producing graph H is O(|V (H)| 6 ).
Perfect case
In this section we show how to find a smaller equivalent instance of the problem when H 1 is perfect.
Hsu's decomposition of planar perfect graphs
The structure of planar perfect graphs has been described by Hsu [14] . We use his decomposition theorem, presented here (for completeness) in a form adapted from [22] .
For a planar graph H, the rooted Hsu decomposition tree is defined as follows. The vertices of the decomposition tree are graphs and H is the root of T . If a vertex of T admits one of the four basic cutsets described below, then its children in T are the graphs built according to the given rules. (The cutsets are only applied when no child is isomorphic to H.) Leaves of T do not admit any of the four basic cutsets. Let Q be a cutset in a planar graph H and let C 1 , . . . , C k be the connected components of H \ Q.
I. Q is a clique.
The children are the graphs The decomposition tree can be found in O(|V (G)| 3 ) time.
Theorem 5.1 allows us to replace connected components of the cuts with smaller gadgets mimicking parities of induced paths inside the components. Notice that the mimicking gadgets are the minimum size graphs with given parities of induced paths between the vertices of a given cutset.
Lemma 5.1. Let K be a planar perfect graph and x and y two vertices of K. Let Q be a cutset in K of one of the four basic types and C be a connected component of K \ Q containing x or y. Let C be the child of K corresponding to C in the Hsu decomposition tree. Then, K and C are equivalent.
Proof. The lemma follows from observing that the stability number of K[V (Q)] is at most 2 and inspecting the four types of cuts. (The way the children in the Hsu decomposition are constructed preserves parities of induced paths in components of K \ Q different than C.) Theorem 5.1 states that every planar perfect graph either has a cutset or belongs to one of three basic classes. We will use Lemma 5.1 to handle cutsets in the decomposition. We do not need to be concerned with the ten exceptional graphs from Theorem 5.1. The planar perfect graphs that we need to decompose will have more than 12 vertices. Hence, the only two classes that will be important for us are comparability graphs and line graphs of bipartite graphs. Lemma 4.3 allows us to replace comparability graphs with bipartite graphs since a comparability graph that can appear in the decomposition and has no C 4 -vertex is bipartite (Theorem 5.1). The following lemma captures a common property of these two classes that we will need later.
Lemma 5.2. Let K be a connected graph that is either a bipartite graph or a line graph of a bipartite graph. For any two vertices x and y of degree 1 in K, all induced x-y-paths in K have the same parity.
Proof. We consider the two types of graphs separately.
K is a bipartite graph. A connected bipartite graph has a unique 2-coloring (up to swapping the color classes). If x and y belong to the same color class, then all xy-paths are even. If x and y belong to different color classes, then all x-y-paths are odd. (The assumption that x and y are of degree 1 is irrelevant for bipartite graphs.) In particular, all induced x-y-paths in K will have the same parity.
K is a line graph of a bipartite graph. Let x be the neighbor of x and let y be the neighbor of y. If K is a line graph of a bipartite graph, then an induced path in K corresponds to a path in its root graph. Let us assume that there are two induced x-y-paths of different parity in K. Let v 0 , v 1 be the vertices adjacent to x in the even and odd path, respectively; and let w 0 , w 1 be the vertices adjacent to y in the even and odd path, respectively. Notice that the edges in the root graph of K corresponding to the vertices x , v 0 and v 1 in G have a common endpoint. The same holds for y , w 0 and w 1 . However, there is then an odd cycle in a bipartite graph (the root graph of K), forming a contradiction.
Finding a smaller instance
Recall that
. In this section we will prove that if H 1 is perfect, then every vertex v ∈ int(B 3 ) is irrelevant. Remember that by the choice of B 3 such a vertex always exists and that the two basic types of planar perfect graphs that are important for us are bipartite graphs and line graphs of bipartite graphs.
In the following two lemmas we show that if H 1 is bipartite or a line graph of a bipartite graph, then every vertex in the interior of B 3 (or even in the interior of B 2 in the case of line graphs) is irrelevant. In both cases, we prove that if there exists an odd induced s-t-path using a vertex v ∈ int(B 3 ), then we can reroute the path along B 1 and/or B 2 so that it does not contain v. We use planarity of G to overcome the difficulty of keeping the parity of the path and keeping the path induced while rerouting.
Lemma 5.3. If H 1 is a line graph of a bipartite graph, then for every vertex v ∈ int(B 2 ), the instances G and G \ {v} are equivalent.
Proof. Let v ∈ int(B 2 ). If there exists an odd induced s-t-path that does not contain v, then certainly G and G \ {v} are equivalent. We assume that v belongs to every odd induced s-t-path in G. Let P be such a path.
Let s be the vertex closest to s along P among all the vertices on P adjacent to a vertex of B 2 and let s be its neighbor on P towards s. Similarly, let t be the vertex closest to t along P among all the vertices on P adjacent to a vertex of B 2 and let t be its neighbor on P towards t. By definition, s has at least one neighbor in B 2 . Suppose it has exactly one neighbor w. Let b − and b + be the two neighbors of w on B 1 . Then, {w, b − , b + , s } induces a claw. Suppose s has at least three neighbors in B 2 . Then, there are two, say w 1 , w 2 , that are not consecutive along the induced cycle B 2 and thus non-adjacent. However, {s , s , w 1 , w 2 } induces a claw. Therefore, s (and similarly t ) has exactly two neighbors in B 2 .
Claim 2. The neighbor of s (t ) on P other than s (t ) is a vertex from B 2 .
Let w be the neighbor of s on P other than s and suppose w / ∈ V (B 2 ) and let w 1 , w 2 be the two neighbors of s in B 2 . By planarity, either {w, w 1 , s , s } or {w, w 2 , s , s } induces a claw (since w and s are nonconsecutive vertices on an induced path). Therefore, the neighbor of s (t ) on P other than s (t ) is a vertex from B 2 .
is an induced subgraph of H 1 and thus a line graph of a bipartite graph. For an induced s -t -path P * in H * 2 , we call the path sP s P * t P t the extension of P * . By the tightness of B 1 , B 2 , an extension is an induced path in G.
Let P 1 be an s -t -path in G[V (B 2 ) ∪ {s , s , t , t }]. If the extension of P 1 is an odd induced path, then v is irrelevant, so we can assume it is even. Since s and t have degree one in H * 2 , by Lemma 5.2, the extensions of all s -t -paths in H * 2 are even. However, P is an odd path, so there is a subpath P 2 of P such that there exists an induced s -t -path in G[V (H 2 ∪ P 2 )] whose extension is odd. Observe P 2 contains a vertex from V (G) \ V (H 1 ) and that we can assume P 2 is a path between two vertices x and y that are adjacent to B 2 and these are the only vertices of P 2 adjacent to B 2 . The following can be proved by applying arguments similar to those used in Claims 1 and 2.
Claim 3. x (y) has exactly two neighbors in B 2 and the neighbor of x (y) on P other than its neighbor on P 2 is a vertex from B 2 .
From Claims 1, 2 and 3, there exists an odd induced s-t-path in G[V (B 2 ∪ P 2 ∪ sP s ∪ tP t )]. Clearly, v does not belong to this path and hence G and G \ {v} are equivalent.
Lemma 5.4. If H 1 is bipartite, then for every vertex v ∈ int(B 3 ), the instances G and G\{v} are equivalent.
Proof. Let v ∈ int(B 3 ). If there exists an odd induced s-t-path that does not contain v, then certainly G and G \ {v} are equivalent. We assume that v belongs to every odd induced s-t-path in G. Let P be such a path.
Let s be the vertex closest to s along P among all the vertices of P that are adjacent to a vertex of B 2 and let t be the vertex closest to t along P among all the vertices of P that are adjacent to a vertex of B 2 . We can assume that all induced s-t-
are of the same parity and thus even. However, P is an odd induced s-t-path. Therefore, there exists a subpath P (parity changer) of P whose endpoints v 1 , v 2 are in int(B 1 ) and such that the parity of any v 1 -v 2 -path in H 1 is different from the parity of v 1 P v 2 . By the tightness of B 1 , B 2 we may assume that v 1 , v 2 have neighbors on B 2 . We will consider two cases. Case 1. There are two non-adjacent vertices v s , v t ∈ V (B 2 ) such that v s is a neighbor of s but not t and v t is a neighbor of t but not s .
Let us notice that from planarity there exists an odd induced s-t-path in G[V (B 2 ∪ sP s ∪ tP t ∪ P )].
(When routing an s-t-path along B 2 some chords to P can be created. However, if an odd cycle is decomposed into two, one of them must be odd. Hence, we use it as a parity changer while keeping the path induced.) Case 2. s has only one neighbor v s ∈ V (B 2 ) and v s is adjacent to t , or symmetrically, t has only one neighbor v t ∈ V (B 2 ) and v t is adjacent to s .
We will assume the former. Let s be the next vertex after s along P that is adjacent to a vertex in B 2 . Now we will consider two subcases. Case 2a. s P s together with a subpath of B 2 and two extra edges forms a cycle that has t in its interior.
Let us call the cycle C. If v 1 and v 2 are in int(C), then there exists an odd induced s-t-path in G[V (C ∪ int(C) ∪ sP s )]. Thus, we assume that v 1 , v 2 are not in int(C).
Since P contains a vertex from int(B 3 ), then there is a subpath of P containing tP t that also contains a vertex t ∈ int(B 2 ). By the tightness of B 2 , B 3 , t can be assumed to be the vertex closest to t along P that is adjacent to a vertex on B 3 . Since P contains a vertex from int(B 3 ), there exists a subpath P of P that contains P and a vertex v 3 from int(B 2 ). By the tightness of B 2 , B 3 and without loss of generality, v 3 can be assumed to be the vertex closest to v 1 along P that is adjacent to a vertex on B 3 and such that v 1 is between v 2 and v 3 on P .
If the ordering around the cycle is the neighbors of v 2 , of v 1 , of s , and of s , then there exists an odd induced s-t-path in G[V (B 2 ∪B 3 ∪v 2 P v 3 ∪tP t ∪sP s )].
If the ordering around the cycle is the neighbors of v 1 , of v 2 , of s , and of s , we consider two possibilities. When traversing P from v 2 in the direction opposite to v 1 , there is a vertex from int(B 2 ), then we switch the roles of v 1 and v 2 and proceed as in the case of the first ordering. Otherwise, v 1 P v 2 P s is a subpath of P and there exists an odd induced s-t-path in G[V (B 3 ∪ tP t ∪ sP v 2 P v 1 P v 3 )]. (Here and in the previous paragraph, similarly to the earlier case, when routing along B 2 some chords to P can be created but they will can be handled as before.) Case 2b. There is no cycle like in Case 2a.
Let t be the next vertex after t along P that is adjacent to a vertex in B 2 . There exists an odd induced s-t-path in G[V (B 2 ∪ sP s ∪ tP t ∪ P )]. (Here again some chords to P can be created but they will can be handled the same way as before.) Theorem 5.2. If OddPath is correct for smaller instances, then PerfectFinder is correct.
Proof. Since H 1 is perfect, we find its Hsu decomposition tree by applying Theorem 5.1 (Step 1). Suppose that H 1 has a cutset Q of one of the four types (Step 2).
Notice that Q has at most four vertices since the graph is planar and contains no clique on five vertices. By the choice of B 1 , B 0 and B −1 there is no s-t cut of size at most 4. Hence, one of the connected components C of H 1 \ Q will contain B −1 (Step 3). Let C be the child of H 1 in the Hsu decomposition tree corresponding to C (Step 4). By Lemma 5.1, C and G are equivalent instances (Step 5). Also notice that C is smaller than G.
Now we assume that H 1 is in one of the three basic classes of planar perfect graphs in the Hsu decomposition tree (Step 6). Since |V (H 1 )| > 12, it cannot be one of the ten exceptional graphs; H 1 is thus either a comparability graph or a line graph of a bipartite graph. However, G and thus H 1 has no C 4 -vertices (Step 1 of OddPath). By Theorem 5.1, H 1 is either bipartite or a line graph of a bipartite graph. Observe that there exists a vertex v ∈ int(B 3 ) (Step 7). In this case correctness follows from Lemmas 5.3 and 5.4 (and the fact that int(B 3 ) ⊂ int(B 2 )).
Input: a graph G with no C 4 -vertices, vertices s and t of degree 1, a perfect subgraph H 1 of G, and a subgraph H 2 of H 1 . Output: yes or no. Let C be the child of G in the decomposition corresponding to C. 5
Return OddPath(C , s, t) (Lemma 5.1). 6 Else 7
Let v be a vertex in int(B 3 ). 8
Return OddPath(G \ {v}, s, t) (Lemmas 5.3 and 5.4).
------------------------

Nonperfect case
When H 1 is nonperfect, we either conclude that G is a yes-instance or we find a smaller equivalent instance. Recall that implicit in the definition of H 1 is the induced cycle B 1 , which appears in the proof of Lemma 6.1.
Algorithm
The algorithm relies on two procedures: TwoCutCleaning (presented in Section 6.2) and ThreeCutCleaning (Section 6.3), each handling a type of dirty cut, and Lemma 6.1, which covers the remaining case. Proof. The correctness of the algorithm follows from Lemmas 6.1, 6.2, and Lemma 6.6.
Return ThreeCutCleaning(G, s, t, H 1 , S). 5 Else return yes.
Lemma 6.1. If a nonperfect H 1 contains neither a dirty two-cut nor a dirty three-cut, then G is a yes-instance.
Proof. Since H 1 is nonperfect, it contains an odd hole C; since G is two-connected C must be connected to B 1 by tracks. If there were at most three tracks, there would be a dirty two-cut or a dirty three-cut, since none of the graphs in Figure 4 contains an odd hole. We can then conclude that C is connected to B 1 by at least four tracks.
We show that if C is not well-connected, it is always possible to find another odd hole in H 1 that contains C in its interior. This process will terminate with a wellconnected odd hole since B 2 is the bounding cycle of H 1 and can be assumed to be an even cycle (Lemma 3.2 and Step 12 of OddPath).
The proof is complete if two of the tracks are mutually induced and have the same gate-parity (Lemma 2.3); in the remainder of the argument we assume that nonadjacent (and hence mutually induced) tracks have opposite gate-parities and that each pair of (adjacent) tracks with equal gate-parities are joined by at least one edge. An edge is the closest among edges between a particular pair of tracks if the sum of the distances between its endpoints and C is the minimum; this term is well-defined due to planarity.
We denote the tracks t 0 , u 0 , t 1 , and u 1 , where P(g(t i )) = P(g(u i )) = i for i ∈ {0, 1}. In the proof below we assume that no gates are degenerate; the argument for degenerate gates is easily formed by omitting those gates when joining intersecting cycles. The bounding edges of g(t i ) are a i and b i , where b i is closer to u i ; the bounding edges of g(u i ) are c i and d i , where c i is closer to t i . We let e i be the closest edge 
is an induced cycle, if P(E i ) = 0 for either value of i, we have found an odd hole containing C, completing the proof. Figure 3 indicates possible parities of constituent induced cycles. We wish to find an induced path from the endpoint of e 0 on u 0 to the endpoint of e 1 on t 1 . If there is no edge between the section of u 0 between the endpoint of e 0 and C and the section of t 1 between the endpoint of e 1 and C (the danger zones), we can form an induced path using possibly part of u 0 , d 0 , possibly part of C, a 1 , and possibly part of t 1 . Should we be able to form an induced path from the endpoint of e 1 on u 1 to the endpoint of e 0 on t 0 in an analogous way, we can form an induced cycle C ⊕g(t 0 )⊕g(u 0 )⊕E 0 ⊕g(t 1 )⊕g(u 1 )⊕E 1 ; since this is odd, the proof is complete.
We now assume that there is at least one edge between one pair of danger zones; without loss of generality, we let f i be the closest edge between u 0 and t 1 and f o be the edge between the danger zones such that there is no edge between the section of u 0 between the endpoints of e 0 and f o and the section of t 1 between the endpoints of f o and e 1 . We define F i to be the cycle formed by f i , possibly part of t 1 , a 1 , possibly part of C, d 0 , and possibly part of u 0 . Since C ⊕ g(u 0 ) ⊕ g(t 1 ) ⊕ F i forms an induced cycle, the proof is complete unless P(F i ) = 0. We also conclude that
We define F o to be the cycle formed by f o , possibly part of t 1 , f i , and possibly part of u 0 . Our proof is now complete: if P(
forms an odd induced cycle, as illustrated in Figure 3 .
Handling dirty two-cuts
Procedure TwoCutCleaning detects a yesinstance if for vertices a and b of a dirty two-cut there are both even and odd paths joining a and b in addition to mutually induced {s, t}-{a, b}-paths (line 6). Otherwise, the part of the graph separated from s and t by a and b is either removed (when no s-t-path can use that part of the graph, lines 2 and 4) or replaced by a smaller graph, yielding a smaller instance (lines 9 and 12).
------------------------TwoCutCleaning Input: a graph G, vertices s and t in V (G), a subgraph H of G, and a dirty two-cut S = {a, b} in H. Output: yes or no.
1 Let Z be the set of components of G \ {a, b} not containing s and t and let Z be the augmentation of Z. 2 If {a, b} is an edge, return OddPath(G \ Z). Return OddPath(G ). 10 Else if Z contains an odd induced path from a to b, 11 Form G from G by replacing Z by new vertices u and v and edges au, uv, and vb.
12
Return OddPath(G ).
If OddPath is correct for smaller instances, then the procedure TwoCutCleaning is correct.
Proof. As in the procedure, we set Z be the augmentation of Z (the set of components of G \ {a, b} not containing s and t) and consider what role Z might play in an induced s-t-path. We know that Z exists because H was defined to contain neither s nor t.
Since {a, b} is a cutset separating Z from s and t, any path that contains a vertex in Z must consist of a path from s to a (or b), a path from a to b in Z , and a path from b (or a, respectively) to t, all mutually induced.
We first observe that if ab is an edge, any induced st-path including both a and b will include ab (and hence no vertex in Z). Moreover, if there do not exist mutually induced {s, t}-{a, b}-paths, no vertex in Z can be part of any induced s-t-path. In each of these cases, we can conclude that G\Z is an equivalent instance (lines 2 and 4).
In the remainder of the proof, we assume that there exist mutually induced {s, t}-{a, b}-paths and that ab is not an edge. Clearly, if Z contains both odd and even induced a-b-paths, then it will be possible to construct an odd s-t-path no matter what the parities of the {s, t}-{a, b}-paths are. If instead there is only an even (odd) induced a-b-path, then the original graph has an odd st-path if and only if the modified graph G does, where in G Z is replaced by a path of length two (respectively, three), namely a minimal odd or even path between the cut vertices, as in lines 7 through 10. Since G is twoconnected, there must be at least one induced a-b-path in Z , hence all cases have been covered.
Handling dirty three-cuts
Procedure ThreeCutCleaning either detects a yes-instance or replaces Z by a smaller mimicking graph, resulting in a smaller equivalent instance. For each nonadjacent pair of vertices u and v of a dirty threecut S, the potential role of u and v in an induced st-path depends on the existence of {s, t}-{u, v}-paths in G and a u-v-path in the augmentation Z of Z, the set of components of G − S not containing s and t. In order that these paths be mutually induced, we need to ensure that if one of the paths includes w, the vertex in S \ {u, v}, then the other paths must in Γ(w)-free. We say that mutually induced {s, t} − {u, v} paths in G are type 1 if Γ(w)-free, type 2 if {w}-free, and type 3 otherwise; the same definitions hold for an induced u-v-path in Z .
The information is encoded by labels for each pair of cut vertices. A pair {u, v} has label A 0 (A 1 ) if Z contains an even (respectively, odd) induced type 1 u-v-path and there exist mutually induced {s, t}-{u, v}-paths of any type; label B 0 (B 1 ) if A 0 (A 1 ) is not applicable, Z contains an even (respectively, odd) induced type 2 u-v-path, and there exist mutually induced {s, t}-{u, v}-paths of type 1 or 2; and label C 0 (C 1 ) if A 0 and B 0 (A 1 and B 1 ) are not applicable, Z contains an even (respectively, odd) induced type 3 uv path and there exist mutually induced {s, t}-{u, v}-paths of type 1. The label X is used to indicate that there can be no induced s-t-path using a u-v-path in Z .
For each nonadjacent pair of vertices u and v in S, the set paths({u, v}) will consist of at most two symbols, at most one with each subscript; if the set contains X it will be the only symbol. In the remainder of the procedure, either a yes-instance is detected (lines 13, 16, and 20) or a set of labels is generated, in turn yielding a mimicking graph to be used in forming a smaller equivalent instance.
------------------------ThreeCutCleaning Input: a graph G, vertices s and t in V (G), a subgraph H of G, and a dirty three-cut S = {s 1 , s 2 , s 3 } in H. Output: yes or no.
1 Let Z be the set of components of G \ S not containing s and t and let Z be the augmentation of Z. 2 For each u and v in S joined by an edge, label({u, v}) = X. 3 For each nonadjacent pair of vertices u and v in S, 4
Set paths({u, v}) = ∅. 5
Let w be the vertex in S \ {u, v} and let W be Γ(w) \ {u, v}.
6
If Z has an even type 1 induced u-v-path, add A 0 to paths({u, v}). 7
Else if Z has an even type 2 induced u-v-path, add B 0 to paths({u, v}). 8
Else if Z has an even type 3 induced u-v-path, add C 0 to paths({u, v}).
9
If Z has an odd type 1 induced u-v-path, add A 1 to paths({u, v}).
10
Else if Z has an odd type 2 induced u-v-path, add B 1 to paths({u, v}).
11
Else if Z has an odd type 3 induced u-v-path, add C 1 to paths({u, v}).
Proof. On the path P u we let v be the neighbor of v closest to w. Since there is no other neighbor of v on v P u w, we can form an induced v-w-path P v by combining vv and v P u w. If v is a neighbor of u, the proof is complete; suppose instead that v is not a neighbor of u. Since P v must contain a neighbor of u, there must exist a neighbor u of u somewhere on the path v P u w. However, we can then form an induced uw-path from the edge uu and the path u P u w; as this path does not contain a neighbor of v, this contradicts the assumption that every induced u-w-path contains a neighbor of v.
Lemma 6.4. If one of the labels is in {C 0 , C 1 }, the other two labels must be in {A 0 , A 1 }, and the sum of the parities must be even.
Proof. Suppose that label({u, v}) ∈ {C 0 , C 1 }; this means that every induced u-v-path P contains w. The segment uP w cannot contain a neighbor v of v, as the edge v v would prevent P from being induced. Using the same argument for the segment wP v, we conclude that there must exist a type 1 u-w-path and a type 1 w-v-path, whose parities will sum to the parity of P .
Lemma 6.5. If two labels are in {B 0 , B 1 }, the labels must be equal, and the parity of the third label must be even. Consequently, if all three labels are in {B 0 , B 1 }, they must all be B 0 .
Proof. Suppose instead that label({u, w}) = B 0 and label({v, w}) = B 1 . We know that every induced uw-path is even and contains a neighbor of v, and that every induced v-w-path is odd and contains a neighbor of u. Moreover, by Lemma 6.3, we can find a u-w-path P u and a v-w-path P v that share a vertex x that is a neighbor of both u and v. We let v be the neighbor of v closest to w on xP u w. We can form an induced v-w-path using the edge vv and v P u w and an induced u-w-path using the edges ux, xv, vv and v P u w. As these paths have the same parity, so must all u-w-paths and v-w-paths.
Furthermore, since we can form an even induced uv-path using ux and xv, every induced u-v-path must be even. This fact combined with the application of the argument above to each pair implies that if all three labels are in {B 0 , B 1 }, then all three must be B 0 . Figure 4 illustrates all of the mimicking graphs listed in Table 1 , which associates a set of labels with each one. The three outermost vertices in each graph correspond to the three cut vertices; the labels correspond to the left pair, right pair, and top pair, respectively. Lemma 6.6. If OddPath is correct for smaller instances, then the procedure ThreeCutCleaning is correct.
Proof. As in Lemma 6.2, the set Z of components of G \ S must be non-empty since H does not contain s or t; we let Z be the augmentation of Z. Any induced st-path that contains a vertex in Z must consist of three mutually-induced paths: an s-u-path, a u-v-path in Z , and a v-t-path, where u and v are two of the vertices in S. The role played by the graph Z depends entirely on how each pair of the cutset can be used, namely the existence of mutually induced {s, t}-{u, v}-paths in G of types 1, 2, or 3 and the existence of induced u-v-paths in Z (of each parity, of types 1, 2, or 3).
In lines 6 through 11, the set paths({u, v}) is used to indicate the least restrictive type of induced u-vpath of each parity; this information is combined with
Conclusions
We described how -given a planar graph and two vertices of the graph -determine in polynomial time whether or not there exists an odd induced path between this pair of vertices. The techniques we apply come from both the theory of perfect graphs and theory of minors. We believe that the same approach can be extended to graphs of bounded genus. Recently, Kawarabayashi et al. proved that the problem of finding k disjoint paths in a graph where each path has a parity condition can be solved in polynomial time [16] . Recall that finding an induced path of given parity between a pair of terminals is NPcomplete [5] . It would be interesting to determine what is the computational complexity of finding two induced paths between two pair of terminals in planar graphs where each path has a parity condition.
In fact, we believe that it should be possible to prove a more general result. Let Parity k-Induced Linkage be the following problem: given k pairs of terminals s 1 , t 1 , . . ., s k , t k and a 0-1 vector [p 1 , . . . , p k ] of length k, determine whether there exists k mutually induced paths between s 1 , t 1 , . . . , s k , t k such that the s i -t i -path is of parity p i , for i = 1, . . . , k.
Conjecture. For every fixed surface Σ and integer k, there exists a polynomial-time algorithm for Parity kInduced Linkage for input graphs embeddable on Σ.
We also want to point out that our algorithm can be simplified when the input graph is assumed to be planar and triangle-free. We do not need to distinguish between perfect and non-perfect cases but between bipartite and non-bipartite. There are also some simplifications in the non-bipartite part.
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