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A3 STAACT 
A m,=the~~arical f o r ~ ~ l a t i n -  of a ? r n b l e - i  of optimizing nonlinear closed-loop 
dynamical control system is presented. It I s  shown that an integral performance 
functional induces a par t i a l  O;~C;; ~ s; t;ie closed-loop controls which stabilize 
the system. .- Definitiors of mL..LzL- a..L ;;;;;a; c o n t r o l s  are made. 
It is proved that for certain c m c i t i o ~ s  on the nonlinearities in the equation 
of the system any minimal c o n i r o l  I s  o2Kimal and a technique is presented for 
constructing a minimal control. 
closed-loop controls for many system has been established. 
Thus the existence and construction of optimal 
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TOREKORD 
This document is the final report on one phase of the study carried on under 
contract NAS8-5222, sponsored by the 0:fice of Astrodynamics and Guidance Theory, 
&ru ~~i~-~-~-~-,~~,~i~~ ;i-v-;s;cii G f  L ; , c  ~rvL.g;r c. ;i _ _ _ _  i - - I 1  n _ _ _ _  - 1 2 - L ~  
*a&a3~iaii  apaLc L r ~ y i r  
Center, Huntsville, Alabama. Mr. C. C. Dearman was the project monitor for this 
program. The purpose of this portion of the work w a s  to develop an optimal synthesis 
technique for closed-loop system using Liapunov techniques. 
the work was presented in EIoneywell Report i5-h-FTR 2, "Predictive P-Guidance." 
In this a simplified guidance tech.iique for possible back-up systems was evaluated. 
Project personnel were I). L. Luices, 2 .  G. Johnson; principal investigators. The 
work was supervised by E. R. Rang. 
The other portion o f  
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OPTDfAL STABILIZATION OF 
SONLISE&? DYXLYICAL SYSTEMS 
by D. L. Lukes 
INTRCXCTION ASD S L M Y  
A mathematical formulation o i  a problem of optimizing nonlinear closed-loop 
dynamical control systems is presented. It Is shown that an integral performance 
functional induces a partial ordering of the closed-loop controls which stabilize 
the system. A natural definltion of a:; o?tisal control is that control which 
represents a zero of the partially or,erel sys tem.  
ordering are analogous to extrema1 conirols in open-loop optimization problems. 
The minimal elements in this 
It is proved that any minimal control is optimal if the nonlinearities in the 
equation of the system satisfy certain boundedness conditions, and a technique is 
presented for constructing a minimal control. Thus, the existence and construction 
of optimal closed-loop controls for i;,&i"y systems has been established. 
Letov and Kirillova studied the ?roblern of optimal stabilization for linear 
systems with quadratic index-integrand i n  References2,3 and 5 ,  respectively. 
The existence of an optimal control for the case in which the equations of the system 
are linear in the control but posslbiy nonlinear in the dependent variable was 
investigated by Al'brekht, Refererice 6 . His technique was based upon the 
construction of a Liapunov functioa. 
of these problems to cases in which the control function may appear nonlinearly 
1 - - -  
. 
The work presented here outlines the extension 
in the equations of the system and the state variables may occur in a general manner 
in the performance index. The proof that the formal calculation of the closed-loop 
control law converges will be compieted in subsequent work. 
2 
DEF I?: ITiONS AND AS SUMPTIONS 
W e  assume t h a t  t h e  uncontroi led process i s  descr ibed by t h e  system e q w t i o n  
For  t h e  cho ice  of a l lowable feedjack controls, w e  restrict our atFention t o  the 
c o n t r o l  space 
12 % = { U ( X ) E C W  , .(X> = DX + o ( i \ ~ l i  ), R e X r A  + B D ~  < 01. 
W e  s h a l l  assume t h a t  ,! # 0. A s d f i i c i e n t  cond i t ion  f o r  t h i s  is t h a t  rank 
[B, AB, A2B, ..., An"B? = n. This assumption on the  l i n e a r  p a r t  of t h e  system 
equa t ion  and c o n t r o l  func t ions  ensures t h a t  t h e  o r i g i n  is a sympto t i ca l ly  s t a b l e  
f o r  each choice of con t ro l  funcizLon from ;!. 
I n  o rde r  t o  compare the performance of t h e  c o n t r o l s  i n  ?(w& d e f i n e  a performance 
func t iona l .  Le t  u s  assume as given 
G ( x , u )  = (x , ;~ x) i (u, '. u) i- H ( x ) ,  
/ 
-.- where 0- and 3 are symmetric and p o s i t i v e  d e f i n i t e  matrices, H ( x ) E  C* and 
3 !H(x)  1 = O( 11x1! ). Then w e  can de f ine  t h e  performance i n t e g r a l  
I .  
i 
'. . 
a2 
J(x,u) = J' G d t .  
0 
The i n t e g r a t i o n  is  done along a t r a j e c t o r y  of t he  system w i t h  c o n t r o l  UE?; x is  the 
*Cw denotes t h e  class of func t ions  a n a l y t i c  i n  a neighborhood of t h e  o r ig in .  
let dim(x) = n and dim(u) = r. 
We 
A and 3 a r e  cons t an t  matrices.  
,, 
3 
I 
I 
i n i t i a l  condi t ion.  It can be shown t h a t  J ( x , u )  is f i n i t e - v a l u e d  and a n a l y t j c  for 
a l l  x i n  some neighborhood of x = o €or  each LIE;(. 
We s h a l l  say t h a t  u2 5 u1 f o r  ti, and u i n  ': i f  3(x,u ) 5 J(x,ul) on some 
I 2 2 
neiehborhood of x = 0.  
* 
Lemma (?.( - L) is  a p a r t i a l l y  ordered s y s t e m  
Proof: That u 5 u i s  t r i v i a l  f o r  each uc' I . .  
Suppose t h a t  u1 5 u2 and u < u3 where 1; P 2  and u 3 are i n  ?.( Then J(x,ul) 5 2 -  3 
< J(x,ue) and J(x,u ) 5 J(x,u ) on czi.@~borhoods 6 
or ig in .  
and 8 respectively- of the - 2 3 1 2' 
Thus J(x,ul) 5 J(x,u ) on 2- = 8,n 02. But t h i s  says u1 5 u3. 3 3 
D e f i n i t i o n s  
If u E?( and u < 3, then uo i s  c a l l e d  an optimal c o n t r o l  f o r  t h e  system. 
0 0 -  
If u 5 u but i t  i s  no t  t r u e  t h a t  u u for u and u i n  qy t hen  w e  say ~ 1 2  2 -  1 1 2 
/ 
2' 
u1 < u 
For each p a i r  of c o n t r o l  elexients u, and u 
A 2 i n  z ,  w e  d e f i n e  an "order funct ion" 
of x by 0 (ul  u ) E f(x,u,(x)). .  Vx.J(x ' 2  u ) + G(x,ul(x)) on a s u f f i c i e n t l y  small 
d e l e t e d  ne'ighborhood of t he  o r ig in .  
x ' 2  
. .  
Lemma 
For each p a i r  u and u i n  [ I ,  1 2 
(1) oX(u1,u2) < o implies  u1 < u 2 
* A p a r t i a l l y  ordered system i s  a s e t  S w i th  a r e l a t i o n  5 s a t i s f y i n g  t h e  condi t ions:  
(1) 
(21 
a 2 b and b 2 c imply a 2 c 
andpa 5 a f o r  a l l  a, b and c i n  S. 
4 
(2) oX(u1,u2) 5 o implies u < u 1 -  2 
1 -  2 2 1  
! 
implies u < u and u 5 u 1 ( 3 )  O x b p 2 )  = 0 
f 
t 
(4) O ~ ( U ~ ~ U ~ )  2 o implies u 2 u 1 2  
(5) > o implies u > u 1 2  
( 6 )  Ox(u1,u2) 5 o implies J (x ,u  ) is a Liapunov function for the system with 2 
1' control u 
Proof: We first prove (2 ) .  Let il ard u be in [/ and suppose 0 (u u ) 5 o on 
some deleted neighborhood of x = 0. 
borhood of x = o (namely a neighborhood in which both J(x u ) is finite and 
oX(ulyu2) L 01 we can integrate the inequality 
1 2 x lY 2- 
Then on some sufficiently small deleted neigh- 
'1 
along the trajectories of the system with c o n t r o l  u (x), X(t) with X(o) = xy to get 1 
# t 
J(X,u2) - J(x,u,) + G(X,ul(X))da 5 o for t 2 0. Then letting ' 
0 m 
t 4 m, and using the fact that X(t) -, 0, we get J(x,u2) 2 
on a neighborhood of x = o so u 
G(Xyul(X))dg E S(x u ) 
w -  '1 
0 
5 u 1 2' This proves (2). 
The proofs of ( l j ,  (3 ) ,  (4) and ( 5 )  are obtained in a similar manner by 
replacing the inequality signs by the appropriate alternatives in the above calcu- 
lat ions . II 
4 
f 
\ I  
$ 1  ' 1  Now we prove (6). For u E ' / /  we can easily see that J(x u ) satisfies most bf 2 ' 2  
the requirements of a Liapunov function; namely, J ( o  u ) = 0, J(x u ) > o on a 
deleted neighborhood of the origin, and J(x,ug)cC . 
J 2  y 2  
UJ Then the added assumption that 
\ 
0 
5 
‘If ( S , g  is a p a r t i a l l y  ordered system then an element a t3  i s  c a l l e d  minima1)if 
brS and b 5 a implies  a 5 b. 
4 
\ 
r 
I 
I 
I 
> 
Ox(u1,u2) 5 o on a d e l e t e d  neighborhood of t h e  o r i g i n  r e q u i r e s  
* - -  
5 on a d e l e t e d  neighborhood of x = o since--!. and are p o s i t i v e  d e f i n i t e .  Thus 
1’ ’ 2  4 J(x u ) is  a Liapunov func t ion  f o r  t h e  systein with c o n t r o l  u 
Q. E. D, 
We now prove a theorem which s t a t e s  t h a t  i n  a t  least some cases proving the 
exisience vi a11 opiimai conl;roi reciuces L O  proving cne exiscence of a m i n i m a i  
element* i n  (‘y, L ). Of course,  every optimal c o n t r o l  is minimal. 
Lemma -
If U,E@ is  minimal and t h e r e  i s  a u E ‘ ~  so  t h a t  
2 
Ox(u2,u1) = n i n  [f(x,u)*VxJ(x,ul) + G(x,u) l  
U 
on a neighborhood of x = 0, then u i s  optimal. 1 
Proof: Assume t h e  hypothesis. B u t  Ox(u2,u1) 2 o s i n c e  Ox(u u ) = 0. Thus u 5 ul* 1’ 1 2 
! Now i f  0 (u u ) = o on a neighborhood of x = o then  u i s  optimal since t hen  x 2’ 1 1 
i . Ox(u,ul) 2 o for every U ( X ) E  on a neighborhood of x = 0.  Now app ly  (4) of t h e  
1 
4 previous lemma. * 
The c o n t r a r y  case,  namely t h a t  0 ( u  u ) i s  nega t ive  on a sequence of p o i n t s  x 2’ 1 
. .  
. . ~ j ( :  
Y 
"By t h e  l i n e a r  problem w e  mean t h e  case H(x) E o and f (x ,u)  = Ax + Bu. The s o l u t i o n  * 
0 
converging t o  t h e  o r i g i n ,  v i o l a t e s  the minimali ty  of u 
seen  from the  s a m e  c a l c u l a t i o n  used t o  prove (1). 
This las t  f a c t  cak be 1' 
Q. E. D. 
.I iLleuz tlul 
Let  . T c x j  (2) denote t h e  p o s i t i v e  d e f i n i t e  quadra t i c  form determined by t h e  optimrdm 
* 
s o l u t i o n  of t h e  l i n e a r  problem. 
I f  both: 
(1) 
(2) min [(Bu + h(x ,u ) ) ' *  VxJ(2)(x)  + (u ,  g u ) ]  has an  a n a l y t i c  s o l u t i o n  u(x) 
u E% i s  minimal and 1 
U 
on a neighborhood of x = 0, 
then u .  is optimal. 
1 
Proof:  
W e  assume t h e  hypotheses. We f i r s t  note  t h a t  J ( 2 ) ( x  u ), t h e  quadra t i c  term ! ' 1  
i n  t h e  expansion of J ( x  u ), depends upon only the  l i n e a r  p a r t  of u 
minimal i ty  of u 
problem. Thus J( 2 ) (  x,ul) = J( ') (x) . 
Also the 
, 1  1. 
implies  t h a t  i t s  l i n e a r  p a r t  i s  t h e  optimum s o l u t i o n  t o  the linear 1 
/ 
Therefore ,  
'. 
min[(Bu + h ( x , u ) ) * ~ ~ J ( ~ ) ( x , u ~ )  + . ( U , @ U )  J 
U 
= [( Bu(x)+h(x,u(x) )* VxJ(2)(x,ul)+(u( x) , 8 ~ ( x ) )  1 
I 
1 ( A x  + Bu ( x ) ) * V  J ( 2 ) ( x )  = - ( x , ~ I x ) - ( u ~ ( x ) , ~ u ~ ( x ) )  
0 X 
(see r e f e r e n c e  3) ') 
\ 
7 
on a neighborhood of x = 0. 
in x, we get 
Therefore, on a neighborhood of x = 0 ,  by addihg term8 
= f(X,U(x)),. VxJ(x,ul) + G(x,u(x)) 
Thus all that remains before we can apply the lemma is to show that u(x)E?/. 
(Note that U(O) = 0). 
of the closed loop system stable. 
Thus we must show that its linear term makes the linear part 
7 
But since u(x) satisfies the minimizing condition (2) it is necessary that 
_ "  
on a neighborhood of x = 0. That is 
U(X) = -4 B*V X J(2)(x) + R(x) 
where llR(x)II = O( 1 1 ~ 1 1 ~ ) .  This says that the linear part of u(x) is the solution to 
, !  ' . .  . . 
._. 
1 
i 
I 
r . .  
j .- 
1 
,f ! ,  
& 
the linear,problem. Therefore U E ? ~ .  Thus, applying the lemma by usiug u (x) = U(X) 
2 i 
P .: we conclude that u is optimal. . 1  
Q. E. D. 1 t 
, 
A n  example of a nonlinear system satisfying the hypotheses of the theorem is . 
Examp le 
ic  = x  1 2  
U 3 
x1 5 = C + x 1 u -  2 l+u 
, 
. .  
8 
THE FOXMAL CONSTRUCTION 
\ We now develop a procedure for constructing a minimal control. 
Let u~~L.lbe fixed and let X = X(x,t) be the solution of the corresponding 
. ,  
closed loop system equation where X(x,o) = x. We restrict x to the domain of + 
m 
= G[IX(x,o), u(X(x,a)) Ida. 
t 
Differentiating with respect ot t yields 
I 
dJ0 = -GFX, u(x)], for t 2 0. 
\ dt 
I t -  
' -  - I ---2 
But using the chain rule, , -  - 
dJ X u dX = VxJ(X,u)- - dt dt 
._ 
Then setting t = o we get f(x,u(x))- VxJ(x,u) = -G(x,u(x)). 
This last equation is an identity in x on the domain of asymptotic stability. 
Since all functions are analytic, in a neighborhood of the origin we can expand all 
1 '  
terms in the identity in convergent power series. Let 
. 
J(x,u) = J ( 2 ) ( x )  + . J ( 3 ) ( x )  -t .... 
U(X) = u(I)(x) + u ( 2 ) ( x )  f .... 
' H(x) = H(3)(x) + H(l')(x) + .... 
'! ' 
I 
* 
t 
, 
9 
superscript denotes the degree of the 
the identity may be rewritten as 
{[Ax + B u ( ~ > ~  + [B(U-U(')) + h(x ,u) ] l  
= - ( x , a x )  - (u, @ u) - [&)+ 
Equating terms of similar degree, we get the system of equations 
. *  
t 
// 
k=l 
\m = 3,4,5.*. 0 .  
1 
i 
* 
In the limits of summation the symbol [MI denotes the integer part of M. 
H 
This term is omitted for m odd. 
I 
. 
I -  - -  E=- "."-..-,-I - o ----- - = 
I ' .  _ .  
_ > . - . ,  ~ . .  j 
I 
10 
Here t h e  symbol h(k) denotes t h e  kth-order t e r m s  i n  t h e  v a r i a b l e s  x ~ , x ~ ~ . . . x ~  
W e  now examine t h e  way the  J (k) (x)  depend upon t h e  choice of U. 
* I  
I ,  
\ 
I ob ta ined  from t h e  formal power series expansion of h(x,u(')(x) + U(?)(X) + ...). 
Thus it is a n  n-vector whose components h ( k )  are homogeneous forms of degree k. 
I 
; I  
2 
! I  
1 .< 
' 4  
i 
Notice that 
tqe general form of t h e  equations is 
t 
1 
. .  
I 
I .  r 
$ '  
, . .  
-! 
? .  
h 
where A i s  a s t a b i l i t y  ma t r ix  (ReX[i]k 0 )  and Z(k)(x) and Y(k) (x )  are kth-degree 
homogeneous forms. 
Z(k)(x) and t h e  converse -are questions about s o l u t i o n s  of l i n e a r  equations.  
theorem proved by Malkin, Beference 1 , s ta tes  t h a t  each choice of Y(k) (x )  r e s u l t s  
I n  t h i s  equat ion how t h e  choice of Y(k)(x) a f f e c t s  t h e  s o l u t i o n  
1 
A 
* 
I  
, - .  i n  a unique s o l u t i o n  f o r  Z C k )  and t h e  converse a l s o  holds. Also w e  no te  t h a t  . I  
i; I .  U (m-l) i s  t h e  h ighes t  ordered t e r m  upon which h(') depends so JBm) depends upon 
no term h ighe r  than  u (m-l). ' J(2) depends upon only u ( 1) . - i 
S ince  we  can restrict  our a t t e n t i o n  t o  an a r b i t r a r i l y  s m a l l  neighborhood of * 
t h e  o r i g i n  i n  d i scuss ing  most questions w e  would expect t h a t  i n  s e l e c t i n g  'u SO as *' 
t o  ach ieve  a minimal c o n t r o l  t h e  lower ordered J(k) would have h ighes t  p r i o r i t y .  1 1  
* -  (. * I  4 
With t h i s  motivat ion w e  now develop a method of determining a n  i n f i n i t e  series I . ;  
1 The d i s c u s s i o n  of i t s  minimality and convergence is  momentarily postponed. 
4 
We s h a l l  make use  of t h e  formula * .  
, .-. 
. 
i 
+ .  
11 
lSt Step  We begin the  s e l e c t i o n  by  choosing u(') t o  be the  s o l u t i o n  of the  
t runca ted  opt imiza t ion  problem ( f ( x , u )  = Ax + Bu, H(x) E 0 ) .  
\ .  
That is, according 
. .  
I 
and s i n c e  a l l  terms have been d e t e r m i n e d ,  e x c e p t  J(3), w e  appeal t o  Malkin'e ' I  
I .  
theorem and de f ine  J(3) t o  be t h e  unique s o l u t i o n  t o  t h e  equation. 
jrd Step  ]cn t h i s  step we make the  determinat ion of J(4) and u(*) by donsider ing 
t h e  equat ion  
, 
P - i  
1 
3 .  f -
-H (4) 
I 
i -  . i -  
.' . 
- ---  - . , 
:> {' . I ... 
L , . I  . . .  
I 
i 
4- . 
i 
By our choice  of u(') t h  
i 
12 
terms conta in ing  u ( ~ )  cance l  and t h e  r i g h t  hand 
\ s i d e  depends upon u ( ~ )  as t h e  only undetermined var iab le .  Since u ( ~ )  e n t e r s  
l i n e a r l y  i n  h(3) a n d c i s  p o s i t i v e  d e f i n i t e ,  by i n t e g r a t i n g  both  s i d e s  of t h e  
equa t ion  along the  t r a j e c t o r i e s  of the l i n e a r  system ;E = Ax + Bu'') maximizing 
the r igh t  hand s i d e  wi th  r e s p e c t  t o  uid' minimizes J i4 ' (x)  f o r  every cho ice  i f  X. 
I - \  I , .  
Thus u(~) is  determined by t h e  formula 
. .  
Using our prev ious ly  mentioned formula t h i s  can be w r i t t e n  as 
Then wi th  u ( ~ )  determined, .J(4) is  detcrnined v i a  Malkin. 
Induc t ive  S tep  W e  now d e f i n e  the  u ( ~ )  and J(k) by induction. 
and f ixed.  Let 
L e t  m > 3 be  even 
. 1 -; 
i k- 1 1 
j=1 
- I  m 
2 k = l,2,3, ...,- - 1 
i n  which t h e  .J(p)(x) have been determined r ecu r s ive ly  so  t h a t  t h e  i d e n t i t y  eqmtione 
I 
i 
. I  
have been s a t i s f i e d - f o r  p = 2,3,..., m-1 and so t h a t  
whenever 
- I  . 
( W e  assume t h a t  i n  t h e  previous s t e p  the  r i g h t  hand s i d e  of t h e  equat ion  used t o  
determine J(m-l) had been shown t o  be independent of a l l  undetermined func t ions) .  f 
. 
(m). Now w e  examine t h e  r i g h t  hand s i d e  of t he  i d e n t i t y  equat ion  f o r  J 

14 . I  
k=l 
I "  - 0. 
I 
But this formula agrees with the one used to define u(~)(._! k = l i 2 , . + .  ' m  --I, 
With' this determination of u (x) and J (m) (x )  all that remains to complete 
'2 (5) 
, . 
the proof of the induction is to show that the right hand side of the equation f o r  
J(*') is independent of u (PI ~ p = 5 m + 1, - m + 2,... ,m. Again by differentiating we 
2 
m-v+l / 
. k=2 
. '. 
(Let t ing  j = m-k+2-p), 
j=1 L 
I 
> _  . :  . -  
I 
i 
i 
. 
i 
L 
\ for the range of p being considered. This completes the induction. 
OD 
Thus we have shown that it is possible to generate infinite series c u(~)( 
Q) k=l 
and c J(k)(x) for which the identity equations hold and so the property (P) 
holds. 
of convergence thah u( x) E 
k=2 OD f l , \  Note that ir the iniinite series u(x) = c u‘”’(x) has a non-zeta ra 
k=l . 
i 1- We summarize the construction by a theorem. 
eo 1 ,  
i 
I ’  Theorem If U(X) = ZU(~)(X) constructed above has a non-zero radius of convergence 
k=l 
then uEZCand u(x) is a minimal control. 
UJ 
Proof: Assume the hypothesis. 
radius of convergence. Also J(k)(x) = J(k)(x,u), k = 2,3,4, ... because of the 
uniqueness of the solutions of the equations used to define the .T(k)(x). 
Thus U(X) = Z u(~)(x) as constructed hLs a non-zero 
k=l 
. To prove u is minimal we shall use the property (P). Let C be a chain i n  : 
(“zc ,s) containing u and let u 
Thus either J(x,u ) 
be an arbitrary fixed element in C. 
‘ z  Q 
J(x,u) on a neighborhood of x = o or else J(x,u) 5 f(x,ua) ‘ 
i -  a 
8 ~’ 
I on a neighborhood of x = 0. In the latter case we have nothing t o  prove. 
,/ 9 .  
Therefore-suppose J(x,u ) 5 J(x,u) in a neighborhood of x = 0. It can be a 
chosen so that the expansions 
**J(x,ua) = J(2)(x,ua) + J(3)(x,ua) + i... -. ‘. 
J(x,u) = J(*)(x,u) + 43)(x,u) + .... - 
are valid there. 
‘ ,-
* i 
I 
.I 

1. 
2. 
2 -  
.d- 
4. 
5. 
6. 
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