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Abstract
Investigating diffusion on networks with long-range interactions: application to
object clustering using generalised heat kernel invariants
Alice Nanyanzi
Department of Mathematical Sciences,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc
December 2018
Diffusion on networks is widely used to model dynamical processes on networks such as
propagation of information through a social network for marketing purposes [79], spread of
epidemics within a social network [41], among others. The most common model (which we
refer to as the standard diffusion model) studied in literature is based on the idea that a dif-
fusing substance spreads from one node to another along the edges of the network. Backed
by empirical evidence from real-world processes, Estrada et al. [40] put forward another dif-
fusion model in which the substance is considered to spread not only via the edges but also
through long-range interactions between non-nearest nodes. These interactions are accounted
for using the Mellin or Laplace transforms of k-path Laplacian matrices, where k is the short-
est path distance between a given pair of nodes [38]. We propose to refer to this model as the
generalised diffusion model. We study this model in some detail and perform simulations
based on this model to ascertain the impact of long-range interactions on the diffusion process
on networks of different structures.
The diffusion equation in its simple and generalised version has been extensively studied in
the literature [40, 118, 119]. Its fundamental solution, known as the heat kernel, is very vital
with applications ranging from graph characterisation and clustering [118], community de-
tection [72] and node centrality measure [24]. Particularly, we focus on the application of the
heat kernel for graph clustering purposes. In [118], the heat kernel associated with the stan-
dard diffusion equation is studied and the utility of its invariants to graph characterisation
for purposes of clustering has been explored in detail. In this thesis, however, we extend this
concept by considering the generalised heat kernel, that is to say, the heat kernel associated
with diffusion on networks with long-range interactions taken into account. We discuss how
ii
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to extract stable and useful invariants of the heat kernel and the use of these invariants in
characterisation of graphs for purposes of clustering.
Given a database of objects, we obtain a set of graphs representing each of the images and
further show how different invariants of the generalised heat kernel can be used to construct
feature vectors used for clustering of the objects. We further investigate the impact of long-
range influence on the quality of resulting clustering. From the results of the experiments,
we deduce that as the value of exponents of the Mellin and Laplace transforms of k-path
Laplacian matrices decreases, better clusters are obtained. This can be explained by the fact
that an increase in the value of exponents results in a decrease in strength of long-range
interactions.
iii
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Uittreksel
Ondersoek diffusie op netwerke met langafstand interaksies: toepassing om
klustering te beswaar deur gebruik te maak van algemene hitte kern invariante
Alice Nanyanzi
Departement Wiskundige Wetenskappe,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc
Desember 2018
Diffusie op netwerke word wyd gebruik om dinamiese prosesse op netwerke soos versprei-
ding van inligting deur ’n sosiale netwerk vir bemarkingsdoeleindes [79], verspreiding van
epidemies met in ’n sosiale netwerk [41], onder andere. Die mees algemene model (wat
ons verwys na as die standaard diffusie model) bestudeer in die literatuur is gebaseer op
die idee dat ’n dif- smeltstof versprei van een knoop na ’n ander langs die kante van die
netwerk. Gerugsteun Deur empiriese bewyse uit werklike prosesse, Estrada et al. [40] stel
nog ’n ander uiteensetting voor samesmeltingsmodel waarin die stof nie net oor die kante
versprei word nie, maar ook deur langafstand interaksies tussen nie-naaste nodes. Hierdie
interaksies word verantwoord vir die gebruik van die Mellin- of Laplace-transformasies van
k-pad Laplaciese matrikse, waar k die kort- est pad afstand tussen ’n gegewe paar nodes [38].
Ons stel voor om na hierdie model te verwys as die algemene diffusie model. Ons bestudeer
hierdie model in detail en voer simulasies uit gebaseer op hierdie model om die impak van
langafstandinteraksies op die diffusieproses te bepaal op netwerke van verskillende strukture.
Die diffusievergelyking in sy eenvoudige en algemene weergawe is omvattend bestudeer die
literatuur [40, 118, 119]. Die fundamentele oplossing, bekend as die hitte kern, is baie be-
langrik met toepassings wat wissel van grafiek karakterisering en clustering [118], gemeens-
kap de- tection [72] en node sentraliteitsmaatreël [24]. In die besonder fokus ons op die
toepassing van die hitte kern vir grafiek clustering doeleindes. In [118], word die hittepyp
geassosieer met die standaard- Dard diffusievergelyking word bestudeer en die nut van sy
invariante om grafiekkarakterisering te bepaal Vir die doeleindes van clustering is in detail
ondersoek. In hierdie proefskrif verruim ons dit egter konsep deur die algemene hitte kern te
oorweeg, dit wil sê die hittepyp wat verband hou met diffusie op netwerke met langafstand
iv
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interaksies in ag geneem. Ons bespreek hoe Om stabiele en bruikbare invariante van die hitte
kern en die gebruik van hierdie invariante in te onttrek karakterisering van grafieke vir die
doel van clustering.
Gegee ’n databasis van voorwerpe, kry ons ’n stel grafieke wat elk van die beelde verteen-
woordig wys verder hoe verskillende invariante van die genormaliseerde hitte kern gebruik
kan word om te konstrueer funksie vektore wat gebruik word vir die samestelling van die
voorwerpe. Ons ondersoek verder die impak van langtermyn- omvang invloed op die kwali-
teit van die gevolglike clustering. Uit die resultate van die eksperimente, ons aflei dit as die
waarde van eksponente van die Mellin- en Laplace-transformasies van k-pad Laplaciese ma-
trikse afneem, beter clusters word verkry. Dit kan verklaar word deur die feit dat ’n toename
in die waarde van eksponente lei tot ’n afname in sterkte van langafstand interaksies.
v
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Chapter 1
Introduction
In this chapter, we briefly introduce the concept of diffusion on networks, the heat kernel and
discuss related work. We also present the research question, explain our contributions to this
area and finally give a summary of the thesis structure.
1.1 Diffusion on networks
Among many other definitions, Newman [86] defines diffusion as the movement of substance,
such as heat, gas, gossip, and information, from a region of high concentration to one of low
concentration.
In network theory, diffusion on networks is widely used in developing simple models of
processes in the real-world, for example spread of epidemics, dissemination of information
within social network, among others. The diffusion process on networks is modelled us-
ing diffusion (or heat) equation in which the Laplacian matrix of the corresponding network
plays a key role. To start with, researchers have developed various models in which diffusion
is considered to occur through interactions along edges of a graph. In other words, there is no
interaction between non-nearest neighbours. We choose to refer to this model as the standard
diffusion model. This model has been extensively studied with applications to modeling the
spread of information in social media marketing [79], propagation of innovation within social
networks, and many others.
However, in many real-world processes such as consensus process among agents, synchroni-
sation processes, spread of non-contact epidemics, among others, it was observed that there
exist some kinds of interaction between components or agents or individuals that are not
directly connected to each other. Such kind of interactions, known as long-range interactions,
were not accounted for in the previously discussed case though they contribute significantly
to the dynamical processes. A number of experiments aimed at studying and understanding
the existence of both direct and long-range interactions in real-world, have been carried out.
For example, in the United States of America where an experiment to trace the circulation of
bank notes was performed, the tracking mobile phone usage, among others [41].
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In these experiments, long-range interactions are considered as random. However, based on
empirical evidence, Estrada et al. [41] showed that in modelling the spread of infections
in social networks, the long-range interactions are considered non-random and the strength
of influence due to these interactions is a function of the shortest distance between pairs of
nodes in the network. In [38, 39], Estrada presents a method of accounting for long-range
interactions using Laplace and Mellin transforms of the k-path Laplacian matrices. The linear
combination of k-path Laplacian matrices for k in the interval [1, dmax] (where dmax denotes
the diameter of the graph), results in a matrix which we refer to as the generalised Laplacian
matrix.
In later chapters, we will perform simulations to explore the impact of long-range interac-
tions on networks of different structure, that is, the random graphs, particularly Erdo˝s-Rényi
networks, and scale free networks, specifically Barabási-Albert networks.
1.2 The heat kernel
The heat kernel is the fundamental solution of the heat or diffusion equation and it is ob-
tained by exponentiating the spectrum of the Laplacian matrix over time. The heat kernel is
a very important aspect of diffusion as it describes the flow of substance across edges within
a graph. Many researchers have devoted time to the study of the heat kernel and a lot of
literature has been published explaining various applications of the heat kernel for example
as a pagerank of a graph specifically in determination of the ranking of web pages by web
search engines [24], as a local graph partitioning technique [25], as a community detection
tool in networks [72], as a means of graph embedding [119], among others.
A number of computer vision and pattern recognition problems such as graph clustering,
pattern matching, image segmentation, routing, sequencing of relational data, among others
have been solved using spectral graph theory which involves the use of eigenvalues, eigen-
vectors and characteristic polynomials of the adjacency or Laplacian matrix to characterise
the structural properties of graphs. In this study, we focus on graph clustering which is a
very important challenge encountered in computer vision. We approach this problem by use
of the heat kernel. According to Xiao [119] different invariants of the heat kernel for example
the trace, zeta function, heat content, and derivative of zeta function at the origin, can be
used in structural characterisation of graphs for purposes of clustering. This is achieved by
extracting feature vectors from the invariants followed by performing Principal Component
Analysis (PCA) on the vectors to map the corresponding graphs onto low-dimensional spaces.
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1.3 Research question and contributions
The heat kernel associated with diffusion in which substance flows along the paths of a net-
work has been studied extensively with applications in various areas. In particular, Xiao [119]
has explored the use of invariants of the heat kernel such as the trace, zeta function, derivative
of zeta function at the origin, and heat content for characterisation and clustering of graphs.
Following from his work briefly discussed in section 1.2, we pose a research question: Let us
consider a diffusion model on a network in which the spread occurs both through direct and
long-range interactions. We call such model the generalised diffusion model. Can the invari-
ants such as the trace, zeta function, heat content, derivative of the zeta function at origin,
associated with the generalised heat kernel be used for graph characterisation for purposes
of clustering? If so, what is the impact of long-range interactions on the quality of clusters?
In this thesis, we contribute to the existing work in this area by introducing the heat kernel
resulting from the diffusion model in which both direct and long-range interactions are con-
sidered. We propose to call it the generalised heat kernel. We then explore the invariants of
this heat kernel and ascertain their utility in graph characterisation and graph clustering in
general. Given a database consisting of objects, we extract graphs representing each of the
objects. For each extracted graph, we will construct feature vectors based on the invariants
above and then perform graph clustering using principal components analysis on the feature
vectors. The resulting clusters corresponds to object clusters.
1.4 Thesis structure
The thesis is composed of five chapters and is structured as follows: The current chapter (1)
is the introduction in which we discuss brief background and motivation of the heat ker-
nel concept. We further propose the idea of extending the heat kernel concept by including
long-range interactions in the diffusion model and utility of its invariants for graph charac-
terisation.
In chapter 2, we review the literature related to this thesis. This includes an introduction
to networks and graphs, terminology and definitions in graph theory, matrix representation
of graphs, random models of networks, characterisation and structure of networks. It also
consists of background on graph similarity and embedding, Voronoi diagrams and triangula-
tions, corner detection in images and finally Principal Component Analysis.
In chapter 3, we explore diffusion on networks where we illustrate diffusion of heat on net-
work using a model where flow of heat occurs along the edges of a network. We also discuss
the equilibrium behaviour. We further ascertain the impact of network structure, choice of
initial nodes and network homogeneity on the dynamics of diffusion on a network. We also
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introduce the idea of diffusion on directed networks in comparison to undirected networks.
Moreover, we discuss an extended model where diffusion is not only due to interaction be-
tween neighbouring nodes but also through long-range interactions. We refer to this model
as the generalised diffusion model. We illustrate this model on networks of different struc-
ture, that is, networks with power-law degree distribution (Barabási-Albert networks) and
networks with Poisson degree distribution (Erdo˝s-Rényi networks). We further illustrate the
impact of long-range interactions on the rate of diffusion on both networks.
In chapter 4, we study the concept of the heat kernel and its utility in graph characterisation.
We then extend this concept by considering the generalised diffusion model. In other words,
the heat kernel which we refer to as the generalised heat kernel is the fundamental solution
of the generalised diffusion equation. We discuss how stable invariants such as the trace, zeta
function, derivative of the zeta function and heat content invariants can be extracted from the
generalised heat kernel and how these invariants can be used for graph clustering. Experi-
ments are performed on the Columbia Object Image Library (COIL-100) [85] database.
Finally, in chapter 5, we draw conclusions and discuss areas of further research.
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Chapter 2
Literature review
2.1 Graphs and networks. An introduction
Graph theory is a branch of mathematics that deals with the study of graphs or networks
[37]. Most often, the two words: ‘graph’ and ‘network’ are used interchangeably, so shall we
in this thesis. To begin with, let us discuss some of the terminology that we will use often in
this work.
2.1.1 Graph/network terminology
Definition 2.1.2 (Graph). A graph is a pair G = (V, E), where V is a set of vertices or nodes,
and E is a set of edges connecting vertices, E ⊆ {(u, v)|u, v ∈ V}. A graph may be undirected
where edges have no directions or it may be directed (known as digraph) in which each edge
has a direction with each edge drawn as a line with an arrow pointing to one of the two
vertices that it connects. The order (or size) of a graph G, denoted as |G|, is the number of
vertices of a graph. On the other hand, the number of edges of a graph is denoted by ‖G‖.
The size of a graph determines whether it is finite or infinite.
A graph with multiple edges is a multi-graph. On the other hand, a simple graph is a
graph with neither multiple edges or self loops. Moreover, a weighted graph is a graph
in which each edge e = {i, j} is associated with a value or weight, wi,j, which is usually a
real number. The weights take on different interpretations depending on what the graph
represents for example transportation costs, distance covered, frequency of information flow
and many others [86]. Let G = (V, E) be a graph, then a graph G′ = (V ′, E′) is a subgraph of
G if and only if V ′ ⊆ V and E′ ⊆ E.
Remark 2.1.3. In this study, we will be working with simple connected undirected graphs or
networks unless stated otherwise.
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(a) (b) (c) (d)
Figure 2.1: Classifications of graphs: (a) A simple graph. (b) A graph with self-loops and
multiple edges. (c) A directed graph. (d) A weighted graph.
Definition 2.1.4 (Incidence, vertex adjacency and neighborhood). Given a graph G = (V, E),
node v and edge e are incident if v is one of and e2 are said to be incident if they both
have vertex v ∈ V as an end-points [86]. Two vertices vi and vj are adjacent if there exists
an edge, e, connecting the two vertices, that is, e = {vi, vj}. With the understanding of
adjacency, we can represent a network using a matrix known as adjacency matrix A [86].
More so, the neighborhood of a vertex v ∈ V is a set of all vertices that are adjacent to v [86].
Mathematically, NG(v) = {u ∈ V|uv ∈ E}.
Definition 2.1.5 (Degree of a vertex (kv)). The degree of a vertex v is defined as the number of
edges incident to it. A self-edge is counted as two edges. The degree of a node v is the number
of nearest neighbors of v, that is, kv = |NG(v)|. If kv = 0, then node v is said to be isolated in
G, and if kv = 1, then v is a leaf of the graph. The minimum degree kmin(G) = min{kv|v ∈ G}
and the maximum degree kmax(G) = max{kv|v ∈ G}. For a directed network, we consider
two types of degrees, namely in-degree (kinv ) and the out-degree (koutv ), which are the number
of edges pointing towards or departing from vertex v respectively [37]. The total degree kv is
kv = kinv + koutv .
Definition 2.1.6 (Walks, trails and paths). A walk in a graph is a sequence of edges (not
necessarily distinct)
(u1, v1), (u2, v2), . . . , (uk, vk), for which vi = ui+1 (i = 1, 2, . . . , l − 1). (2.1.1)
A trail is a walk in which all the edges are distinct [42]. A walk of length k is referred to as
a k-walk. We can compute the number of k-walks between any pair of nodes in a network
using the entries of Ak where A is the adjacency matrix of a graph. On the other hand, a path
of length l is a walk of the same length in which all the nodes and edges are distinct. A closed
path is called a cycle [37]. In a connected graph, there exists one or more paths connecting
vi to vj and the ones with minimum length are referred as shortest paths (also referred to
as geodesic paths). The length of a shortest path is known as the shortest path distance.
Let pl(vi, vj) denote a shortest path between vertices vi and vj, an irreducible set of shortest
paths of length l is the set Pl = {Pl(vi, vj), Pl(vi, vr), . . . , Pl(vs, vt)} in which the endpoints of
every shortest path Pl(vi, vj) in the set are different. Each path in this set is referred to as an
irreducible shortest path [38].
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Definition 2.1.7 (Random walk). A random walk (also known as drunkard’s walk) is a
stochastic process that describes a path that consists of a succession of random steps on
some mathematical space such as graphs. An example of a simple random walk on a graph
can be described in the following way: Suppose a walker starts off a given node i and then
moves to one of the neighbouring nodes of i, say j, with a uniform probability. Once at j,
the walker again moves to the next node following a similar process until the stopping node.
The sequence of these randomly visited nodes is referred to as the random walk [86]. For a
simple undirected graph, the uniform probability, pi,j, with which a random walker moves
from node i to j is given by
pij =
1
ki
δij, (2.1.2)
where ki denotes the number of neighbours of i and δij is Kronecker delta which is equal to 1
if nodes i and j are connected and 0 otherwise.
Definition 2.1.8 (Connectivity of a graph). A non-empty graph G is said to be connected
if there exists a path between any two pair of vertices [86]. A connected component of an
undirected graph is a subgraph in which any two vertices are connected to each other by
paths, and which is connected to no additional vertices in the supergraph [86].
2.1.9 Categories of graphs
Here, we discuss some of the categories of graphs: A tree is a connected undirected graph
that contains no closed loops [86]. It is important to note that a tree with n vertices has (n− 1)
edges. A spanning tree of a graph G = (V, E) is a subgraph of G with vertex set V, which is a
tree. G has a spanning tree if and only if G is connected. A star graph of order n, denoted as
Sn, is a tree on n nodes with one node having vertex degree n− 1 and the other n− 1 having
vertex degree 1 [117]. A complete graph G = KV(G), on the other hand, is a graph on V(G), if
every two nodes are adjacent: E = E(G).
A complete graph of order n is denoted by Kn. Moreover, a graph G in which every node has
the same degree is referred to as a regular graph. A k-regular graph is one in which every
node has degree equal to k. A cycle graph is a connected graph in which there exists an edge
connecting one node to another and each node has degree 2. A cycle with n nodes is denoted
as Cn [117]. Another interesting graph is a bipartite whose nodes can be divided into two
disjoint sets V1 and V2 such that (u, v) ∈ E implies that u ∈ Vi, v ∈ Vj, i 6= j. A bipartite graph
in which each node of V1 is connected to each node of V2 is known as a complete bipartite
graph; if |V1| = m and |V2| = n, such a graph is denoted by Km,n, for example, a star graph
Sn is a complete bipartite graph K(1,n−1) [86].
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(a) (b) (c) (d)
Figure 2.2: Categories of graphs: A complete graph with 6 nodes, denoted as C6 in (a). A
3-regular graph (b). A star graph, S6 in (c). A bipartite graph with m = 4 and n = 3 (d).
Definition 2.1.10 (Network). Let us begin by considering a finite set V = {v1, v2, . . . , vn} of
unspecified elements, and let V ⊗ V be the set of all ordered pairs [vi, vj] of the elements of
V. A relation on the set V is any subset E ⊆ V ⊗V. The relation E is symmetric if [vi, vj] ∈ E
implies [vj, vi] ∈ E, and it is reflexive if ∀v ∈ V, [v, v] ∈ E. The relation E is antireflexive if
[vi, vj] ∈ E implies vi 6= vj . A network is a triple G = (V, E, f ), where V is a finite set of
nodes, E ⊆ V ⊗ V = {e1, e2, . . . , em} is a set of links, and f is a mapping which associates
some elements of E to a pair of elements of V, for instance, if vi, vj ∈ V, then f : e1 → [vi, vj]
and f : e2 → [vj, vi]. For an undirected network, [vi, vj] ∈ E implies [vj, vi] ∈ E [37].
2.2 Complex systems and complex networks
Complex systems are very vital in our daily lives. They exist in fields such as social, eco-
nomic, science, technology among others. During his interview with San Jose Mercury News
on January 23, 2000, Stephen Hawking referred to the 21st century as one of complexity [59].
Complex systems are composed of interconnected components, however, it has been observed
that many complex systems display a behaviour phenomenon (also known as emergent be-
haviour) that cannot be explained by any conventional analysis of the system’s constituent
parts [22]. In other words, for one to understand the behaviour of a system, it is necessary for
one to consider a holistic system-level view point. There are different approaches to study of
complex systems such as statistical description, empirical data analysis, simulations, analyti-
cal and network approach.
In this work, we focus on the network approach in which complex networks are used as
diagrammatic representations of complex systems where nodes (vertices) represent system
components or entities while links (edges) represent interconnections among the entities re-
spectively. For example, a transportation system can be represented by network where nodes
are cities or towns and the links are roads, railways or flight routes. This is then followed by
mathematical formulation of the problem, modelling and validation.
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An interesting early historical application of the network approach to the study of a system
is the Königsberg bridge problem which is described in [43, 44]. Euler solved the problem by
reformulating it in terms of a graph where vertices represent islands while edges represent the
seven bridges joining any two islands as shown in Figure 2.3. Work published by Leonhard
Euler [43] is considered the genesis of the story of network theory.
(a) (b)
Figure 2.3: The Königsberg bridges: (a) is a schematic diagram of the seven Königsberg
bridges. (b) is a graph representing the Königsberg bridges. Source: [15].
2.2.1 Examples of real-world networks
Networks are used in many fields such as in biology, chemistry, computer science, transport,
psychology, social sciences among others. For instance, in computer science, a network can
be a representation of computers, routers, or any other electronic devices that are connected
together by wires or wireless connections. In his work [87], Newman considered a loose
categorisation of networks: social, communication, technological, and biological.
a) Social networks
Networks considered as social networks are ones whose nodes correspond to people
or groups of people while the edges represent the interactions or relationship between
them [62]. For instance friendship networks such as facebook in which the interactions
represent friendship ties among acquaintances, networks of intermarriages between
families, social interaction networks which capture peoples’ interactions through social
activities or events, employee networks with companies, and many others. Some com-
mon networks that researchers have frequently experimented upon include: the Zachary
karate network [51] which consists of two communities centred at the administrator and
instructor as a result of misunderstandings that broke out among the members of the
club. The nodes in the network are the members of the club as the links represent inter-
actions between members during non-club activities. Other networks include terrorist
networks [80] and many others.
b) Information networks:
Information networks are also referred to as knowledge networks. Examples of net-
works under this category include: The world wide web which consists of billions of
9
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web pages as nodes that are linked together through links known as hyperlinks [61],
citation networks that are composed of nodes which are articles while directed link
between two nodes denoted by i −→ j indicate article i cites article j.
c) Technological networks:
This category consist of networks made by man to aid in distribution or transfer of
resources, services or commodities such as electricity, water, transportation services, and
many others. Examples of such networks include the internet, transportation networks,
power grids, to mention but a few [9, 45, 92].
d) Biological networks:
Biological networks exists in areas related to human and processes that take place
with in the human body, animals and their ways of survival, chemistry. Such net-
works include the human brain network, protein-protein interaction network, network
of metabolic path ways, ecological networks [37, 95, 101].
(a) (b)
(c) (d)
Figure 2.4: Sample networks in real-world: (a) A social network. (b) A co-citation network of
journals. (c) A food web. (d) Computer network. Sources: [5, 51, 90, 110]
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2.3 Matrix representations of graphs
Graphs can be represented in a numerous ways which include edge lists, matrices, and many
others. However, matrices are the most widely used technique for representation of graphs
especially for large graphs whose structure cannot be captured by human eye. In addition,
representing graphs by matrices enables the application of mathematical and computer tools
on networks for purposes of summation, pattern identification and many others [108]. In
the subsequent subsections, we discuss the most common matrices used in the field of graph
theory and their properties.
2.3.1 Adjacency matrix
The adjacency matrix (also known as binary adjacency) is a simple but very useful matrix
commonly used in graph representation. It captures the connection between nodes in the
graph, that is, the edge structure of a graph. For a graph with n nodes, the adjacency matrix
A is an n× n matrix with elements
Aij =
1 if i and j are adjacent,0 otherwise. (2.3.1)
The summation of the i-th row or column is equivalent to the total number of immediate
neighbours, known as degree of vertex vi. For simple undirected networks, the matrix is
symmetric with zeros entries at the main diagonal. However, for directed networks, the
matrix may be asymmetric since edge directions have to be considered. For multi-graphs,
the entries of A are the number of edges between each pair of vertices and for graphs with
self-loops the diagonal entries are non-zero as self-loops may be counted once or twice based
on whether the network is directed or undirected [16, 49]. For graphs with weighted edges,
the adjacency matrix is given by
Aij =
wi,j if i and j are adjacent,0 otherwise, (2.3.2)
where wi,j denotes the weight of edge connecting nodes i and j.
The spectrum, which is the eigenvalues and their multiplicities, of the adjacency matrix is such
a rich one and is thus used to mine interesting information about the graph. For example, the
multiplicity of the largest eigenvalues is equal to the number of connected components of the
graph [29].
The summation of the absolute values of the eigenvalues of the adjacency matrix is referred to
as the energy, E, of the graph. It is given by E = ∑i |λi|. The concept of energy of a graph has
its origin in chemistry [52, 53] where it is used in approximating the total pi electron energy
of molecules [52]. This concept has however been extended to other matrices resulting into
different kinds of graph energy as discussed in [52, 54]
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2.3.2 Degree matrix
The degree matrix is a diagonal matrix that provides information about the degree of each
node in a given network [86]. Given a network G = (V, E) with n = |V|, the degree matrix
D(G) is defined as
Di,j =
ki if i = j0 otherwise, (2.3.3)
where ki denotes the degree of node i. In a directed network the degree of node may be the
in-degree or the out-degree or the sum of the two.
2.3.3 Distance matrix
The distance matrix also known as the all-pairs shortest path matrix denoted by S is a sym-
metric matrix whose elements are defined as
Si,j =
li,j if i 6= j0 otherwise, (2.3.4)
where li,j is the length of the irreducible shortest path between nodes i and j.
2.3.4 Incidence matrix
Consider a graph with vertex set V = {v1, v2, . . . , vn} and edge set E = {e1, e2, . . . , em}. Let us
consider an arbitrary orientation of every edge in the graph, say, we label each edge {vi, vj} in
a way that vi is the positive end and vj is the negative end. It should be, however, noted that
the orientation does not matter. Then the oriented incidence matrix B(G) has entries defined
as
Bij =

+1 if node vi is the positive end of the edge ej
−1 if node vi is the negative end of the edge ej
0 otherwise.
(2.3.5)
2.3.5 Laplacian Matrix
The Laplacian matrix or graph Laplacian is another matrix used in representation of graphs.
Recently, a number of researchers have been deeply involved in the study of the Laplacian
matrix of a graph since this matrix has interesting spectral properties that provide more use-
ful information about the structure of a graph as compared to other matrices such as the
adjacency matrix. The Laplacian plays a key role as a natural link between discrete repre-
sentations like graphs and continuous representations such as vector spaces and manifolds.
There are various applications of the graph Laplacian which include spectral clustering, spec-
tral matching, diffusion on networks, centrality measure, among others. We will discuss the
diffusion process on networks and the role of the Laplacian matrix of a graph in chapter 3.
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The Laplacian matrix takes on different versions namely the normalised and unnormalised
Laplacian matrices. We thus discuss some of the variations of the Laplacian matrix:
Definition 2.3.6 (Combinatorial Laplacian Matrix). Given a graph G = (V, E), its combina-
torial Laplacian or unnormalised Laplacian matrix is defined as the difference between the
degree matrix D and the adjacency matrix A of the graph. That is, L = D− A. The entries of
L are given by
Lij =

kvi if i = j
−1 if i 6= j and vi is adjacent to vj
0 otherwise,
(2.3.6)
where kvi denotes the degree of node i [37]. For a directed graph, the Laplacian matrix can
be defined in different ways for instance diagonal entries may be the out degrees, in degrees,
the sum or average of both, depending on the application.
Alternatively, the combinatorial Laplacian matrix can be defined in terms of the vertex-edge
incidence matrix B. That is,
L = BBT, (2.3.7)
where BT is the transpose of B [37].
In most literature, the combinatorial Laplacian matrix is referred to as the Laplacian matrix.
We will use the same convention in this thesis. The combinatorial Laplacian matrix is a
real, symmetric and singular matrix. It is also positive semi-definite, that is to say, all its
eigenvalues are non-negative. This property makes the Laplacian matrix more suitable for
spectral analysis compared to the adjacency and incidence matrices [30].
2.3.6.1 Spectrum of the combinatorial Laplacian matrix
The spectrum of the Laplacian matrix is the set of all its eigenvalues and their multiplicities
[37]. Let λ1 < λ2 < . . . < λn be the distinct eigenvalues of L and let m(λ1), m(λ2), . . . , m(λn)
be their multiplicities. Then, the spectrum of L is written as
Sp(L) =
(
λ1 λ2 . . . λn
m(λ1) m(λ2) . . . m(λn)
)
. (2.3.8)
For some categories of simple graphs, the following expressions of their spectra have been
put forward [37]:
• Star, Sn : Sp(L) = {0, 1n−2, n}.
• Complete, Kn : Sp(L) = {0, nn−1}.
• Complete bipartite, Km,n : Sp(L) = {0, mn−1, nm−1}.
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We note that the summation of eigenvalues, that is to say, the trace of L is twice the number
of edges, E, of a graph [19]. Mathematically, ∑ni=1 λi = Trace(L) = 2|E|. Given a graph, G,
with n connected components denoted by Gi for 1 ≤ i ≤ n, its spectrum is the union of the
spectra of the components Gi with multiplicities inclusive [19].
As mentioned earlier, the spectrum of the Laplacian matrix provides useful information per-
taining the structure of a network. Firstly, the smallest eigenvalue of the Laplacian matrix is
zero and its multiplicity is equal to the number of connected components of the correspond-
ing graph. A graph is connected if its second smallest eigenvalue is nonzero. That is, λ2 > 0
if and only if G is connected. The eigenvalue λ2 is thus called the algebraic connectivity of a
network, a(G) whose magnitude tells how well connected a graph is. The algebraic connec-
tivity has significant implications for properties such as clustering and synchronizability. The
eigenvector corresponding to the eigenvalue λ2 is called the Fiedler vector [42]. By Kirchoff’s
matrix-tree theorem, the number of unique spanning trees of a connected graph is equal to
the value of any cofactor of the matrix L [58].
2.3.7 Spectral matrix of the Laplacian
The spectral matrix results from the eigenvector expansion of the Laplacian matrix L such
that its columns are the scaled eigenvectors, that is
Φ = (
√
λ1v1,
√
λ2v2, . . . ,
√
λnvn), (2.3.9)
where λi and vi are the i-th eigenvalues and corresponding eigenvectors respectively [116].
The matrix Φ is quite interesting as it is a complete representation of the graph. Moreover,
we can reconstruct the original Laplacian matrix from Φ using the formula L = ΦΦT. It
is however important to note that the matrix Φ is a unique representation of L iff all n
eigenvalues are distinct or zero which implies that the eigenvectors are distinct as well. Wilson
and Hancock [116] discuss in detail the use of spectral matrix in graph clustering. We explore
the concept of graph clustering in chapter 4 .
2.3.8 Normalized Laplacian matrix
One format of normalized Laplacian matrix also known as symmetric normalised Laplacian
is defined as
L =

1, if i = j and ki 6= 0,
− 1√
kik j
, if i and j are adjacent,
0, otherwise.
(2.3.10)
We can also write
L = D−1/2LD−1/2 = I − D−1/2AD−1/2 (2.3.11)
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where D−1/2 is the diagonal matrix whose diagonal entries are the inverse square root of he
respective diagonal entries of the degree matrix [37]. For a k-regular graph, we have
L = I − 1
k
A. (2.3.12)
The matrix L is symmetric with real and non-negative eigenvalues which satisfies:
0 = λ1(L) ≤ λ2(L) ≤ . . . ≤ λ(L) ≤ 2.
It is very convenient to work with the spectrum of the normalised Laplacian because of the
small interval [0, 2] for instance, it is easier to compare the spectrum of the normalised than
the combinatorial Laplacian of two graphs. In addition, the eigenvalues in some areas such
as stochastic process are consistent with the spectrum of the normalised Laplacian matrix.
More over, when the spectrum of the normalised Laplacian is used, it is possible to generalise
results that were only known for regular graphs to other categories of graphs [26]. It is for
these reasons that we will, in most cases, consider the normalised version of the Laplacian.
We note that the largest eigenvalue, λn(L), is equal to 2 only for a bipartite graph. Like the
combinatorial Laplacian, the smallest eigenvalue is zero and its the multiplicity is equal to
the number of connected components of the corresponding graph.
2.3.9 Random walk normalised Laplacian
This another variant of the Laplacian matrix that is based on random walks in the graph. It
is defined as
Lr = LD−1 (2.3.13)
The relationship between Lr and L is :
Lr = D1/2LD−1/2. (2.3.14)
By diagonalizing L, equation 2.3.14 can be rewritten as
Lr = (D1/2Φ)Λ(D1/2Φ)−1, (2.3.15)
where Λ is a diagonal matrix of eigenvalues of L and Φ is the eigenvector matrix. Thus,
Lr is diagonalizable and it shares the same set of eigenvalue as L though the corresponding
eigenvectors are different. Based on this relationship, it is possible to use Lr in place of L in
some applications. A detailed account of other variants of the Laplacian matrix can be found
in [107].
2.4 Structure of a network
In the process of understanding the functionality of systems, studying the structure of the
system is a fundamental step and this posses a question of what role the structure of a sys-
tem plays in revealing insights about the its functionality. The answer to this question clearly
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follows from a quote from Francis H. C. Crick who is the co-discoverer of the structure of the
DNA molecule. It states that "If you want to understand function, study structure". We must
know that it is not guaranteed that having known the structure then we definitely know how
the system works, however, it is certainly impossible for one to understand the functionality
of the system without prior knowledge of its structure.
The structure or topology of a network is a description of how nodes are connected to each
other in a network. For example in a complete graph, each node is connected to every other
node in the network, the star graph consists of a ’central’ node to each other nodes are con-
nected and there is link joining any pair of non-central nodes. The structure of a network
is captured by the adjacency matrix (see equation 2.3.1). The study of network structure for
purposes of understanding and predicting properties of networks was first and much em-
braced by chemists who used graphs to represent chemical molecules where vertices are used
to represent atoms and edges to represent chemical bonds. In their work [20], Crum Brown
and Fraser were among the earliest researchers who put forward the idea that the properties
of a chemical molecule are greatly dependent on its structure. This structure-property rela-
tionship has further been explored using graph-theoretical approach not only in chemistry
but in other fields such as social networks, biological networks and many others [114, 115].
For small networks made of tens or thousands of nodes, it is possible to ascertain the struc-
ture of such networks by analysis using direct use of human eye. However, as networks grow
in size and complexity, the analysis of their structure require advanced analytic approaches.
A number of statistical measures have been developed for purposes of characterising large
networks. These quantifiers range from global measures which consider the whole graph,
intermediate measures for groups of nodes and local measures which are applied to individ-
ual nodes. In the subsequent subsections, we discuss some statistical characterisation of the
structure of network:
2.4.1 Diameter
The diameter of a graph, denoted as D, is the maximum distance between pairs of nodes in
the graph[86]. The diameter of a graph is given by
D = max
i,j∈V
{dij}, (2.4.1)
where dij is the shortest path between node i and j.
For a disconnected network, the diameter is undefined and therefore, for such a case, we take
the efficiency which is defined as
e¯ =
1
n(n− 1) ∑i,j∈V,i 6=j
1
dij
, (2.4.2)
where di,j is the shortest path between vertices i and j, and n is the size of the network.
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The efficiency of a network is a measure of the efficiency of information flow between vertices,
thus networks with high values of efficiency are considered fast spreaders of information and
a large percentage of vertices are reached compared to their counterparts with lower values
of efficiency.
2.4.2 Characteristic path length
The characteristic or average path length of a network is the average number of steps along
the shortest paths for all possible pairs of network nodes. Given a network G = (V, E), the
average path length lG is defined by
lG =
1
n(n− 1) ∑i,j∈V, i 6=j
dij, (2.4.3)
where dij is the shortest path between node i and j and n is the total number of nodes in G.
The value of lG determines the size of a network as well as the efficiency of information flow
or disease spread over a network [86].
2.4.3 Clustering coefficient
The clustering coefficient of a network measures the degree to which nodes tend to cluster
together. Such behaviour is more evident in real-world networks, especially social networks
where nodes cluster together forming tightly knit groups that have relatively high density of
ties among them [42]. Consider three nodes in a network labelled i, j and k. Suppose i is
connected to both j and k, then the likelihood that j and k are also connected is known as the
clustering coefficient. In other words, clustering coefficient measures the density of triangles
in a network. The value of clustering coefficient lies in the interval [0, 1]. There are two types
of clustering coefficients namely, the local and the global clustering coefficients.
Definition 2.4.4 (Local clustering coefficient). The local clustering coefficient is a measure of
the clustering tendency in a node’s immediate neighborhood. The local clustering coefficient
for a node i with degree ki is formally defined as
Ci =
number of pairs of neighbors of i that are connected
number of pairs of neighbors of i
=
2ti
ki(ki − 1) , (2.4.4)
where ti denotes the number of triangles attached to node i. For nodes with degree equal
to zero or one, we set Ci = 0 since there are no triangles attached to such nodes [86]. The
average clustering coefficient of a network is given by
C¯ =
1
n∑i
Ci. (2.4.5)
Definition 2.4.5 (Global clustering coefficient). The global clustering coefficient measures the
density of triplets of nodes in a network where a triplet is composed of three nodes that are
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connected by either two (open triplet) or three (closed triplet) ties or links. The global clus-
tering coefficient determines the overall level of clustering in a network [86]. Mathematically,
we define the global clustering coefficient,C, as
C =
3× number of triangles
number of connected triplets of vertices
=
∑ tM
∑ t
, (2.4.6)
where ∑ tM is the total number of closed triplets and ∑ t is the total number of connected
triplets of nodes in a network.
2.4.6 Degree distribution of networks
The scattering of node degrees over a network is characterised by the distribution function,
p(k), which is the probability that a node chosen uniformly at random has degree, k. We
define p(k) to be the fraction of nodes in a network that have degree k. That is, p(k) =
n(k)/n, where n(k) is the number of nodes with degree k in a network of size n. The degree
distribution of a network is referred to as the probability distribution of node degrees over
that network. It is represented by plot of p(k) against k [37]. Figure 2.5 is of plots of some
of the common degree distributions in networks namely Gaussian, Poisson, exponential and
power-law degree distributions.
2.4.6.1 Power-law degree distribution
In the power-law degree distribution, there exists few nodes with very high degree and many
with very low degree. In other words, the probability of finding a node with degree k de-
creases as a negative power of degree k. This implies that in such networks, it is less likely to
find a node with high degree [37]. Formally,
p(k) = Ck−γ, for 2 ≤ γ ≤ 3. (2.4.7)
The range of the exponent between 2 and 3 was asserted by Barabási in Linked [10]. However,
other literature indicate an exponent of value greater than zero (that is, γ > 0).
Using a logarithmic scale, the plot of equation 2.4.7 is a straight line,with a slope equal to −γ
and an intercept equal to ln C and it is given by ln p(k) = −γ ln k + ln C.
However, we observe that the part that corresponds to high degrees (tail of the distribution) is
very noisy. One solution to overcome the problem is to consider the cumulative distribution
function, which is defined as
P(k) =
∞
∑
k′=k
p(k′),
which represents the probability of randomly choosing a node with degree k or greater [37].
When we scale the degree by a constant factor a, we obtain
p(k, a) = C(ak)−γ = a−γp(k) ∝ p(k). (2.4.8)
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(a) (b)
(c) (d)
Figure 2.5: Common degree distributions of networks: (a) Gaussian distribution. (b) Poisson
distribution. (c) Exponential distribution.(d) Power-law distribution.
Thus, scaling by a constant a multiplies the original power-law relation by the constant a−γ
which implies that all power laws with a particular scaling factor are scaled versions of each
other and thus networks that follow a power-law distribution are referred to as scale-free net-
works.
In network science, there is an ambiguity in language regarding what ’scale-free’ really means.
Some possible suggestions of what a scale free network is include: a network with power
degree distribution with exponent in range 2 to 3, a network formed by the process of prefer-
ential attachment where nodes joining the network connected to already existing high degree
nodes in the network, one that follows a power law on some or all scales, and many others.
Work published by Barabási and his then graduate student Réka Albert [9] claimed that many
real-world networks (such as genetic networks and world-wide web) have node connectivities
that follow a scale-free power-law degree distribution. Since then, a multitude of papers have
been published affirming the existence of scale-freeness in biological, social, and many other
real-world networks [5, 27, 64].
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However, the claim that scale free networks are universal has been criticised by some network
scientists and experts. For example, the scale freeness of some networks such as the power
networks and metabolic networks has been questioned [6, 103]. The most recent criticism was
raised by Clauset and Broido in [18] where they asserted that scale free networks are rare
in nature based on statistical analysis of nearly 1, 000 networks from social, technological,
biological and many other domains. A very interesting debate on this issue was captured
in [70] which indicates that there is need for research directed towards that area to clear the
ambiguities regarding scale-freeness and the universality of scale-free networks.
2.4.6.2 Structure of network and its degree distribution
The degree distribution of a graph provides useful insights about its structure though it
is not conclusive as graphs with different structures can have the same degree distribution
which implies that degree distribution gives us some but not all the information regarding
the structure of a graph. Thus, in most cases, we cannot deduce a complete structure of a
network based on knowledge of its degree distribution. To further backup this argument, we
consider a simple example of two graphs both of size 5 (Figure 2.6a & Figure 2.6b) and whose
degree distribution is shown in table 2.6c.
(a) (b)
Degree, k p(k)
1 1/5
2 3/5
3 1/7
(c)
Figure 2.6: Two simple graphs (a and b) with the same degree distribution given in table (c).
We then compute some of the structural properties of the two graphs (as in table 2.1) to
ascertain whether their structures are the same.
Diameter Average degree Clustering coefficient Global efficiency
G1 3 1.6 0.0000 0.7333
G2 3 1.7 0.4667 0.7167
Table 2.1: Summary of values of some of the structural properties of the two simple graphs
(Figures. 2.6a & 2.6b) whose degree distribution is the same.
Table 2.1 contains some of the selected structural properties computed for the two graphs.
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First, the diameter of both graphs is the same. However, other properties such as average
degree, clustering coefficient and global efficiency have different values for both graphs. For
example graph G1 has clustering coefficient of 0 yet graph G2 has a value of 0.4667. From the
two values, we can tell that the structure for the two graphs is different. We can thus conclude
that we cannot totally rely on the similarity in degree distribution for both graphs to deduce
that the graphs under study are structurally similar since other structural properties indicate
otherwise.
2.5 Random models of networks
In the study of real-world networks such as protein-protein interaction, transport networks,
and food web, we observe different topological structures of these networks and it is of great
importance to understand the mechanisms that are responsible for such structures. We there-
fore discuss some of the models that mimic real-world networks.
2.5.1 The Erdo˝s-Rényi (ER) model
This random graph model was introduced by Erdo˝s and Rényi in 1959. It is the best known
model for random networks. In this model, we take n isolated nodes and then fix a probability
p with which we link the nodes. For each pair of nodes, we generate a random number, r,
uniformly from the interval [0, 1]. If p > r, the two nodes are connected forming a network.
Networks generated by the ER model have a small average path length and their average
clustering coefficient tends to zero as n increases [37].
2.5.2 The Barabási-Albert (BA) model
The motivation for developing this model was the claim that most of the real-world networks
follow a power-law degree distribution which did not manifest in ER networks and thus,
Barabási and Albert tackled this curiosity by developing a network model that generates net-
works which mimic the degree distribution observed in the real-world networks. This model
uses a preferential attachment (also known as rich get richer) mechanism to evolve a given
initial graph. The preferential attachment technique commences with an initial network with
n0 nodes. This is then followed by introducing a new node at each time step. The new node
connects to the existing nodes with a probability proportional to the degrees of existing nodes.
In other words, it is highly probable that the incoming node connects to the high degree ex-
isting nodes. The resulting networks have high clustering coefficients and are scale-free [37].
We note that the BA networks created using the above code follow a power law degree distri-
bution p(k) ∼ k−3 [37].
In this study, we will perform simulations on networks developed by the mentioned models
using the code snippet implemented in NETWORKX package in PYTHON [55]:
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import networkx as nx
n = 20 #number of nodes of the graph
p = 0.15 #probability for edge creation
m = 30 #number of edges
m_b = 2 #number of edges connecting a new node to existing nodes
seed = None #seed for random number generator
#creation of the 3 undirected connected graphs namely random graphs //
#using G_np, G_n,m and BA models and if resulting graph is //
#not connected, repeat process till a connected one is obtained
G_np = nx.gnp_random_graph(n,p,seed,directed=False)
while (nx.is_connected(G_np)==False):
G_np = nx.gnp_random_graph(n,p,seed,directed=False)
G_nm = nx.gnm_random_graph(n, m, seed, directed=False)
while (nx.is_connected(G_nm)==False):
G_nm = nx.gnm_random_graph(n, m, seed, directed=False)
G_ba = nx.barabasi_albert_graph(n,m_b,seed)
while (nx.is_connected(G_ba)==False):
G_ba = nx.barabasi_albert_graph(n,m_b,seed)
#visualise the 3 graphs
nx.draw_circular(G_np, with_labels=True, node_color='b'); plt.show()
nx.draw_circular(G_nm, with_labels=True, node_color='b'); plt.show()
nx.draw_circular(G_ba, with_labels=True, node_color='b'); plt.show()
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Figure 2.7: Two sample graphs created using the ER and BA models implemented in net-
workX. (a) is an ER graph with n = 20, p = 0.15 and (b) is a BA graph with n = 20, mb = 2.
We compare the structures of the two graphs generated by two different models. 2.7a is a ER
graph with degree of nodes in the range [1, 5] which implies that there is no much difference
between degrees of nodes, that is to say homogeneous graph. On the other hand, the BA
graph in 2.7b has most of the nodes with degrees in the range [2, 5]. However, we notice that
a few nodes namely nodes 2 and 0 have very high degrees compared to the rest of the nodes.
These two nodes are referred to as hubs.
2.5.3 The Watts-Strogatz (WS) model
An experiment carried out by Stanley Milgram in 1967 [83] consisted of randomly selected
people in the cities of Omaha and Wichita in the United States of America (USA) who were
asked to send letters to target persons living in Boston. The individuals at the starting points
were asked to send the letters to persons they knew. Despite the fact that the senders and their
respective targets were separated by more than 2000 kilometres and that there was a total of
200 million inhabitants in the USA by then, results showed that the letters took an average of
about six steps to reach the targets and that there was a large group interconnection where
an acquaintance of an individual fed back into his own circle, thus eliminating new contacts.
In terms of networks, two properties are observed: the former implies a small average path
length of 6 while the latter implies a high clustering coefficient. It is from this experiment that
the phrase "six degrees of separation" was born. This phrase explains a small world in which
an individual is connected to another by a maximum of six steps. In 1998, the authors in [112]
proposed a model that reproduces the two properties mentioned previously. This model starts
with a circulant (or ring) network with n nodes connected to k nearest neighbors. With a fixed
probability p, an end to each original link is rewired to a new randomly selected node. The
WS model interpolates between a regular and a random network as shown in Figure 2.8(a).
The intermediate network is a small-world characterised by high clustering coefficient and
small average path length.
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(a) (b)
Figure 2.8: The rewiring process: (a) Interpolation of WS model as probability increases.
(b) Illustration of the variation of clustering coefficient and average path length during the
rewiring process.
In Figure 2.8(b), as the probability increases during the rewiring process, the average path
length and clustering coefficient vary. The region where the average path length is small and
the clustering coefficient is high corresponds to the small world network in Figure 2.8(a).
2.6 Graph similarity
Graph similarity is a way of comparing a given set of graphs in order to identify similarity
between them. However, similarity can be defined in different ways depending on the ap-
plication for example graphs can be considered similar if they are isomorphic, that is to say,
they are identical copies of each other. In cases where isomorphism is impossible, similarity
between graphs can be based on the cost incurred in changing one graph into another. These
changes can be in form of edge or node deletion or addition, edge redirection in directed
edges, among others. Alternatively, one may quantify graph similarity based on how the
neighborhood of a given node in one graph is similar to the neighborhood of another node in
the other graph [120]. With these and many other definitions, the concept of graph similarity
remains ambiguous. Despite the ambiguity, graph similarity has been used in a multitude
of applications such as comparison of biological networks, web searching, chemical structure
matching, synonym extraction, image clustering, social network mapping and many others
[89, 120]. We note that the similarity measure used is selected guided by the intended appli-
cation. In literature [120], measures of similarity have been categorised as follows:
1. Isomorphism based techniques
Let G and H be graphs with vertex sets V(G) and V(H) respectively, are isomorphic if
there exists a bijective (one-to-one and onto) function, denoted by f , between the vertex
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sets
f : V(G) −→ V(H), (2.6.1)
such that any two vertices are connected in one graph if and only if their images under
the bijection are connected [120]. This bijection must preserve the edges in graphs and
thus the two are structurally identical as illustrate in Figure. 2.9. The case where the
bijective function acts on nodes of the same graph is known as graph automorphism
which is the mapping off a graph to itself.
(a) (b)
Figure 2.9: Two simple isomorphic graphs
Alternatively, similarity of graphs can be based on isomorphism of the subgraphs of cor-
responding graphs for instance two graphs are considered similar if they both contain
common subgraph and the larger the subgraph, the higher the similarity between the
graphs. Another case involves the measure of similarity based on whether one graph
is isomorphic to a subgraph of another graph. This kind of isomorphism is known as
subgraph isomorphism. In image analysis specifically scenery study, subgraph isomor-
phism has been used to ascertain whether a given object is part of another object or a
group of objects. Detailed algorithms for the three similarity measures can be found in
[75, 109, 113].
In cases where the above methods cannot be applied, an alternative is inexact matching
which involves modification of one graph labelled source graph to obtain another graph
called the target graph. One such method is graph edit-distance which involves trans-
forming one graph into another by performing edit operations such as edge or node
deletions, insertions or substitutions, edge splitting, edge contraction, among others.
Each operation is associated with a cost and the sequence of operations with the mini-
mum cost is attained which amounts to a measure of similarity between the two graphs
[48]. Formally, a source graph G and target graph H, the graph edit distance is given by
d(G, H) = min
(e1,e2,...,en)∈τ(G,H)
n
∑
i=1
c(ei), (2.6.2)
where τ(G, H) is the set of edit operations that transform G into H, and c(ei) ≥ 0 is the
cost of graph edit operation ei.
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For small number of vertices of a given graph, exact algorithms such the A∗ algorithm
can be feasibly used to compute the edit distance. However, for large graphs, such
algorithms are not practical due to high computation complexity and thus heuristic
algorithms are instead considered as option. According to Kubicka et al., finding the
global optimal of the edit distance problem is Non-deterministic Polynomial-complete
[74].
2. Iterative methods
These methods are based on the idea of node similarity for which two nodes are similar
if their neighbourhoods are similar. The methods involve iterative processes in which
nodes share similarity scores at each iteration until convergence is attained. There are
various algorithms used in computing the similarity using the iteration method, how-
ever, the difference mainly lies in the rules used to update similarity scores. A detailed
review of some of these algorithms can be found in [82, 120].
We note that both graph isomorphism and iterative methods require a correspondence
between nodes of two graphs to be established which, as we mentioned earlier on, is a
cumbersome task especially for large graphs. Another draw back associated with these
methods is scalability which implies that methods do not perform well on very large
networks.
3. Feature extraction
These are statistical methods that measure graph similarity based on properties of graph
structure such as degree distribution, betweenness measures, diameter, graph spectrum
and many others. Graphs are counted similar if their respective aggregated properties
are assessed based on certain similarity measures and similarity is established. This
method is very powerful as it maps graphs to various statistics that are smaller and eas-
ier to work with compared to original graphs. However, one draw-back of this method
is the choice of the statistics which at times may not give intuitive results. Take an
example of graphs with different number of nodes but with the same diameter, these
graphs may be considered similar which is not actually true. In most of the literature,
graph properties based on eigenvalues and eigenvectors of the adjacency and Laplacian
matrices have been intensely explored. For example, in [78] a vector of k leading eigen-
values of the adjacency matrix of a graph is used to describe the graph, elements of the
spectral matrix are used in [116], among others. In later chapters, we will discuss other
graph similarity measure based on the Laplacian spectrum.
In this work, we use the concept of graph similarity as a basis for performing clustering (also
known as graph clustering) on a given set of graphs extracted from objects. Here, we aim
at grouping graphs into classes such that graphs belonging to the same class are similar and
those belonging to different classes are dissimilar. To start with, we discuss some of the key
concepts encountered in the extraction of graphs representing objects.
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2.7 Corner point detection for an image
A feature can be defined as an ’interesting’ part of an image based on the type of application
or problem at hand. The detection of features of an image is a core step in a number of
image related tasks such as object recognition, motion tracking, 3D scene reconstruction and
many other tasks [106]. These feature points can be obtained from intensity, colour, texture,
colour, among others. In this study, we are interested in intensity-based features. Taking
a small window of pixels, a feature is categorised as a corner, edge or flat region based on
the amount of change in pixel intensity on shifting the window in any direction as shown in
Figure 2.10.
Figure 2.10: Illustration of the impact of shifting window to the pixels within that window
using Harris corner detector.
From Figure 2.10, pixels can be categorised as either a flat region where all shifts of the win-
dow result in very small changes in intensity, an edge where a shift in the perpendicular
results into a large change or a corner point where all shifts result into a large change in in-
tensity and thus referred to as good feature points. According to [84], corner points are points
where there is intensity variation in all directions. The corner points (or points of interest)
are highly used in computer vision applications because for a particular image, thousands of
these features can be obtained and real time performance be achieved using these corners.
There are numerous corner point detection methods which include Moravec’s corner detector
[84], high-speed detector [94], Harris corner detector [57] and many others.
In this study, we are building on earlier work in [102, 118] where the Harris corner detector
was used. Moreover, the Harris corner detector is simple to compute, fast and most impor-
tantly, the corner points obtained based on this method are invariant in position to rotation,
scale, illumination, and partially to affine intensity changes as discussed in detail in [102].
one main drawback of the Harris corner detector is that its is not invariant to image scaling.
However, solution to this problem has been discussed in [102].
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2.7.1 The Harris corner detector
The Harris corner detector is a corner detection algorithm put forward by Stephen and Harris
[57]. It is an improvement to the earliest algorithm introduced by Moravec [84]. According to
Moravec [84], a corner is defined as a point with low self-similarity. Considering a window
positioned at a given pixel and then subjecting to a slight shift in different directions, the
similarity between the windows is obtained by computing the sum of squared differences
(SSD) of corresponding pixels of both windows [84]. The pivotal pixel is thus categorised as
a corner based on the similarity value obtained, that is to say, a lower value implies more
similarity. The corner strength is the smallest SSD between the window and its neighbours
in the horizontal, vertical and diagonal directions. One of the drawbacks of this algorithm as
pointed out by Moravec [84], is that the algorithm is not isotropic, that is to say, no uniformity
in all orientations. This normally results into a miscategorisation of pixels. To overcome this
problem, Harris and Stephen redesigned the Moravec algorithm by considering differential on
corner scores with respect to direction directly. In other words, in the Harris method, changes
are captured for the shift in the window in all directions unlike in the Moravec method where
only shifts of the window by 45 degree angle are considered. The Harris corner detector
method determines the nature of a point by computing the average change of intensity in the
image when shifting a small local window in the image by small amount in any direction.
Given an image, the following procedure explains how to obtain corner points of the image
using Harris corner detection method:
Let us consider a grayscale image with intensities denoted by I. Let w be a window of size
(u, v) consisting of a portion of pixels. Suppose the window is shifted by (x, y). The change
of intensity due to the shift is given by [102]
E(x, y) =∑
u
∑
v
w(u, v) [I(u + x, v + y)− I(u, v)]2, (2.7.1)
where w(u, v) is the Gaussian window function e−
u2+v2
2σ2 with parameter σ. The Gaussian
function is often used as it ensures isotropic response due to the shift.
Let Ix and Iy be the partial derivatives of I. Using Taylor series expansion, an approximation
of I(u + x, v + y) is given as
I(u + x, v + y) ≈ I(u, v) + Ix(u, v)x + Iy(u, v)y + higher order terms (2.7.2)
For a small shift (x, y), we eliminate the high order terms as the first order approximation is
good enough and thus an approximation of equation 2.7.1 is given by
E(x, y) ≈∑
u
∑
v
w(u, v) [Ix(u, v)x + Iy(u, v)y]2, (2.7.3)
whose matrix form is
E(x, y) ≈
[
x y
]
M
[
x
y
]
, (2.7.4)
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where
M =∑
u
∑
v
w(u, v)
[
Ix(u, v)2 Ix(u, v)Iy(u, v)
Ix(u, v)Iy(u, v) Iy(u, v)2.
]
(2.7.5)
The matrix, M, is known as the Harris matrix. It describes the shape of the local autocorrela-
tion function E at the origin.
The function E(x, y) = p, where p is a constant, is an ellipse with axis lengths and directions
determined by eigenvalues and eigenvectors of matrix M. The eigenvalues of M are propor-
tional to the principal curvatures of the autocorrelation function E, and form a rotationally
invariant description of M: the direction of fastest change is the eigenvector parallel to the
minor axis of the ellipse (minimum eigenvalue) and the direction of slowest change is the
eigenvector parallel to the major axis of the ellipse (maximum eigenvalue). Moreover, the
eigenvalues of M can be used in classification of image points: Let λ1 and λ2 be the eigenval-
ues of M. For a "flat" region λ1 and λ2 are small hence E is almost constant in all directions.
For an "edge", either λ1  λ2 or λ2  λ1. For a "corner", λ1 and λ2 are large, λ1 ∼ λ2 thus E
increases in all directions.
In order to reduce complexity associated with computing eigenvalues, the authors in [57] use
the response function, denoted by R, as a measure of corner quality. It is given by
R = Det(M)− k(Trace(M))2, (2.7.6)
where Det(M) = λ1λ2, Trace(M) = λ1 + λ2 and k is an empirical constant such that k ∈
[0.04, 0.06] .
Finally, all corner points with R > Th, where Th is the threshold, are selected. This is then
followed by computation of non-maximum suppression which involves selecting points of the
local maxima of the response function R. All other corner points that do not lie in the local
maxima are suppressed to zero.
A clear step-by-step algorithm and Matlab code for the Harris corner Detector can be reviewed
[102]. Another response function which does not rely on the value of k was introduced by
Noble [4]. It is given by
R =
Det(M)
Trace(M)
(2.7.7)
In summary, the steps for performing Harris corner point detection are as follows:
i) For the input image, compute the derivatives Ix(u, v) and Iy(u, v) of each pixel.
ii) Compute products Ix(u, v)2, Iy(u, v)2 and Ix(u, v)Iy(u, v).
iii) Compute matrix, M, in a Gaussian window around each pixel.
iv) Compute corner response function R, that is R = det(M)− k(Trace(M))2.
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v) Threshold on R which entails finding points with response function greater than thresh-
old (R > Th).
vi) Compute non-maximum suppression which involves selecting points of the local max-
ima of R and suppress the rest of the points that do not lie in the local maxima to
zero.
(a) (b)
Figure 2.11: Illustration of corners of a sample image (Source: [85]) using Harris corner
detector. (a) is a sample image and (b) is the image with Harris corner points superimposed.
2.8 Voronoi diagrams and Delaunay triangulation
Voronoi diagrams and Delaunay triangulation are very useful tools in various fields but most
commonly in computational geometry.
2.8.1 Voronoi diagrams
Voronoi diagrams (also called Voronoi tessellations, Voronoi decompositions, or Dirichlet
tessellations) are important geometrical structures that are found almost everywhere in the
world. They have a wide range of applications such as modeling of biological structures such
as cells, in pattern-based art work, study of growth patterns of forests and forest canopies in
ecology, tracing sources of infections in epidemics, finding clear routes in autonomous robot
navigations, among others [91]. Before defining what Voronoi diagrams are, let us first briefly
present some of the terminologies we need to know beforehand:
Definition 2.8.2 (Metric space). A metric space is a set E, together with a function d (known
as a metric) which operates on each pair a, b ∈ E such that the following properties hold:
• d(a, b) ≥ 0, equality holds if and only if a = b.
• d(a, b) = d(b, a)
• d(a, b) + d(b, c) ≥ d(a, c) (known as the triangular inequality)
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Let R = {x1, x2, . . . , xn} be a set of n real numbers, an n-dimensional euclidean space is a met-
ric space that consists of set En of all n-tuples of R. Let a, b ∈ En such that a = (p1, p2, . . . , pn)
and b = (q1, q2, . . . , qn) then the function d(a, b) is given by
d(a, b) =
√
(p1 − q1)2 + (p2 − q2)2 + . . . + (pn − qn)2. (2.8.1)
Definition 2.8.3 (Voronoi). A Voronoi diagram is a special kind of decomposition of a metric
space (or plane) into regions based on distances to a specified discrete set of objects in the
space (usually denoted by a set of points normally referred to as seeds, sites or generators),
according to the nearest-neighbor rule, such that each point is associated with the region of
the plane closest to it [8]. The regions are referred to as Voronoi cells. A Voronoi vertex is the
common boundary of 3 adjacent cells. The Voronoi edge, on the other hand, is the common
boundary of two adjacent cells.
One simple and practical example of an application of Voronoi diagrams: suppose a particular
chain of stores is to be introduced in a given country. The shops have to be established in
different locations such that the whole country is covered and with as minimal shops as
possible. To address this challenge, suppose we have n shops located at different cities of
the country. The different locations of the shops are a subset of points denoted by S =
p1, p2, . . . , pn. We assume that the distance between two points is given by the Euclidean
distance function of equation 2.8.1 with n = 2.
Assuming other factors remain constant and that customers choose to buy from a shop closer
to them, then the estimated number of customers to be served by a shop located at spot pk is
given by the region Rk around point pk.
Let us briefly review some of the definitions used in the study of Voronoi diagrams as by [8]:
Definition 2.8.4 (Convex set). In a Euclidean space, a convex region (or set) is a region where,
for every pair of points within the region, every point on the straight line segment that joins
the pair of points is also within the region.
Definition 2.8.5 (Convex hull). The convex hull (or convex envelope) of a set P of points in
the Euclidean plane or in a Euclidean space is the smallest convex set that contains P.
Definition 2.8.6 (Simplex). A k-simplex is a k-dimensional polytope (a geometric object with
flat sides) which is the convex hull of its k + 1 vertices. For example 1-simplex is a line
segment, 2-simplex is a triangle and 3-simplex is a tetrahedron.
Definition 2.8.7 (Planar graph). A planar graph is a graph that can be drawn in the plane
without any edges crossing. A planar graph drawn in this way divides the plane into regions
bounded by the edges of the graph. These regions are called faces.
Definition 2.8.8 (Dual graph). The dual graph denoted as G∗ of a plane graph G is a plane
graph whose vertices correspond to the faces of G and whose edges correspond to the edges
of G.
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2.8.9 Delaunay triangulation
Let P = p1, p2, . . . , pn ⊂ R2 be a point set. A triangulation T of P is a maximal planar sub-
division with vertex set P. The triangulation T is referred to as a Delaunay triangulation of
P if and only if the circumcircle (a circle that touches each of the three vertices of a triangle)
of any triangle in T does not contain a point of P in its interior [8]. Delaunay Triangulation
has been applied in various fields for example climate and global modeling [65], modeling
computer vision problems [33], and many others. Most interesting, the minimum spanning
tree of a set of points P is a subgraph of the Delaunay triangulation. Following this theorem,
the Delaunay triangulation is applied to approximating the Euclidean Traveling Salesperson
Problem (ETSP) [46].
There are various methods of computing the Delaunay triangulations which include plane
sweeping, iterative flipping from any other triangulation, randomized incremental construc-
tion, and conversion from Voronoi diagram [46]. For this work, however, we will consider
the Voronoi diagram based method which is founded on the relation that for a euclidean
space with point sites, the dual graph of the Voronoi diagram corresponds to the Delaunay
triangulation whose vertices are the point sites. The regions are referred to as Voronoi cells.
A Voronoi vertex is the common boundary of 3 adjacent cells. The Voronoi edge, on the other
hand, is the common boundary of two adjacent cells.
(a) (b)
Figure 2.12: A sample Vorronoi diagram on 8 seeds/points (blue) in (a) and its corresponding
dual graph (Delaunay triangulation in red) superimposed in (b).
In chapter 4, we discuss how a combination Harris corner point detection and Delaunay
triangulation can be applied to extraction of graphs from objects.
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2.9 Principal Component Analysis (PCA)
Principal Component Analysis is a powerful tool for data analysis especially for purposes of
dimension reduction in high dimension data. PCA technique is applied in various applica-
tions such as image compression, face recognition, pattern identification in high dimensional
data, among others [98]. Here, we briefly discuss the core steps involved in performing PCA
on a given a data set with n dimensions. Let us take n = 3 such that we have dimensions x,
y, and z:
• First, we compute the mean for each dimension. For example for dimension x, the mean
value, X¯, is given by
X¯ = ∑
n
i=1 xi
n
, (2.9.1)
where n is the number of elements in dimension x.
• Next, we obtain normalised data set by subtracting the mean from the respective dimen-
sion, for example, for dimensions x and y, subtract each x value, compute x− x¯ and for
each y value, compute y− y¯.
• Let Cov(x, y) denote the covariance between dimensions x and y. We then compute the
covariance matrix as matrix is given by
Cm×m = (Ci,j,Ci,j = Cov(Dimi, Dimj)), (2.9.2)
where Cm×m is a matrix with m rows and m columns, Dimi is the i-th dimension. For
example, for a data set with 3 dimensions x,y, and z, we write the covariance matrix as
C =
Cov(x, x) Cov(x, y) Cov(x, z)Cov(y, x) Cov(y, y) Cov(y, z)
Cov(z, x) Cov(z, y) Cov(z, z)
 (2.9.3)
• Compute the eigenvalues and eigenvectors of the covariance matrix.
• For dimensional reduction and data compression, choose principal components which
are the eigenvectors corresponding to largest eigenvalues. The principal components
are the directions where there is most variance (that is, where data is most spread). The
number of principal components corresponds to the new dimensionality.
• Feature vector formation. Having chosen which eigenvectors to keep, we construct the
feature vector which is a matrix with the chosen eigenvectors as columns.
• New data set. We obtain the new data set (with reduced dimensions) by
NewData = FeatureVectorT × NormalisedDataT (2.9.4)
Having obtained the feature vectors as explained in the previous subsection, we create a
database whose columns are the feature vectors for each graph. We can then apply principal
components analysis to the database so as to embed the respective graphs onto low dimension
space as we will elaborate in chapter 4.
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2.10 Conclusion
In this chapter, we have reviewed relevant literature which includes a brief introduction to
and terminology used in the study of graphs and networks. We further discussed the network
approach to the study of systems; first, we looked at how networks can be used to represent
artificial and real-world systems with nodes representing components that constitute the sys-
tem while links represent interconnections between components. Second, we discuss the use
of different types of matrices to represent networks or graphs. Matrices are good represen-
tation of networks and aid in compuations related to networks. More so, we discuss the
structure of graphs/networks and some measures used in characterising the structure of a
graph or network. We note that though useful insights about network structure can be ob-
tained using these measures, in some cases, however, networks with different structures can
have the same value of a particular measure.
In addition, we briefly discuss degree distributions and random models of networks, particu-
larly focusing on the common models namely ER and BA which are used to design networks
depicting both artificial and real-world networks. We further lay a foundation for performing
object clustering using graph-based approach (discussed in later chapters) by reviewing the
following concepts; graph similarity, corner point detection for images, Voronoi diagrams,
Delaunay triangulations, and Principal Component Analysis.
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Chapter 3
Diffusion on networks
In the previous chapter, we reviewed some of the relevant literature. In this chapter, we will
explore the diffusion process on networks. First, we look at the model where diffusion occurs
along the edges of a network. We also study the equilibrium behaviour under this model and
also investigate the role played by the structure of a network, choice of source nodes, and
network homogeneity on the diffusion process on a network. Moreover, we explore diffu-
sion on directed networks and discuss equilibrium behaviour on different types of directed
networks. Furthermore, we consider an extension of the above model introduced in [38, 39].
Here, diffusion on networks involves both direct interactions (among nearest neighbor nodes)
as well as long-range interactions between pairs of non-nearest nodes in the network. Our
interest in this model is the significant contribution of long-range interactions observed in
many processes in real-world for example epidemic spread in population, synchronisation
processes in physics and consensus problems, to mention but a few.
3.1 Introduction
Diffusion on networks is a particular example of a broad concept of dynamical systems on
networks. A dynamical system is defined as a system whose state, as represented by a given
set of quantitative variables, changes over time according to some given rules or equations
[86]. Diffusion on networks aid in developing simplified models of real-world processes that
occur in real-world systems for example propagation of infection within a population, trans-
mission of signals in brain networks, dissemination of information in a social network, virus
spread in computer network, spread of money within an economy, and many others [69].
In network theory, diffusion is a process by which behaviours such as information, heat,
viruses spread over networks [69]. In the study of diffusion process in networks, a familiar
model discussed in literature is based on the idea that the behaviour under study spreads
through a network along paths that connect pairs of nodes. This model has been widely used
in modeling the spread of information, ideas, opinions in social networks, social media mar-
keting of commodities and infection spread among population [13, 41, 69, 76].
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Estrada [41] pointed out that in modeling the spread of epidemics, the most important task
is the determination of a network of social contacts over which the spread of infections oc-
curs. Though it is an easy task in cases such as spread of sexually transmitted diseases, it is
however a challenging task in cases that involve spread of airborne or close contact infections
[41]. This is so because the airborne or close contact infections can be transmitted in two
ways: First, through interactions between individuals connected to each other in the social
network known as close contacts. Second, through encounters between two individuals that
are not close to each other in the network. These contacts are known as casual contacts and
they play a vital role in the spread of infection as evidenced in the case of severe acute respi-
ratory syndrome (SARS) discussed in [100], spread of obesity [28], among others. It is thus of
utmost importance to account for the casual contacts when modeling the spread of infections.
To that cause, various experiments have been carried out to account for both close and casual
contacts. An interesting attempt by Estrada et al. [41] to account for the two types of contacts
among individuals was by considering the transmission of an infection through paths (direct
interactions) and by long-range (LR) interactions in a complex network. This method is based
on the idea that with the structure of network of close contact to hand then the casual contacts
can be deduced for any pair of individuals as long range interactions based on the distance
of separation between them. It is worth noting that in this model, the long-range interactions
are considered to be nonrandom as opposed to other models in which casual contacts were
assumed to occur randomly.
3.2 The standard diffusion model
The most common model used in the study of diffusion on networks considers the spread
of behaviour or substance along the edges from vertices with a high value to vertices with
lower values in the network. In this section, we describe the diffusion process on a network
based on this model. Let G = (V, E) be a simple connected undirected graph with vertex set
V and edge set E. Let the state variable, φi(t), be the amount of heat at vertex, i, at time, t,
and ε ∈ [0, 1] be the heat diffusion coefficient that controls the rate of diffusion. When ε tends
to 0, heat transfer among nodes becomes difficult and as a result, heat does not spread to
each of the nodes with in the network. However, as ε tends to 1, heat spreads rapidly among
nodes and thus, with out loss, heat is distributed to all nodes in the network. Suppose that
the vector φ0 describes the initial heat distribution over nodes of a network and heat flows
along the edges connecting nodes, that is to say, through direct interactions, then the process
of heat spread through the network can therefore be modelled by
dφi
dt
= ε∑
j
Aij(φj(t)− φi(t)) = ε∑
j
(Aij − δijki)φj(t) (3.2.1)
= −ε∑
j
Lijφj(t), (3.2.2)
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where A is the adjacency matrix, ki is the degree of node i, and δij is the Kronecker delta
whose value is 1 if i = j and 0 otherwise. In matrix-vector notation, we have
dφ
dt
= −εLφ(t), φ(0) = φ0, (3.2.3)
where L is the Laplacian matrix of a graph. Equation 3.2.3 has the form of the heat equation
with the Laplacian operator ∇2 replaced by −L which is the reason why L is called the graph
Laplacian. Alternatively, the normalised version L of the Laplacian can is used.
The solution to equation 3.2.3 is
φ(t) = φ0 e−εtL. (3.2.4)
Alternatively, by using the spectral decomposition of the Laplacian, equation 3.2.4 can be
written as
φ(t) =∑
i
φ0 · vi e−ελitvi, (3.2.5)
where λi, vi are respectively the eigenvalues and corresponding eigenvectors of the Laplacian
matrix and φ0 · vi is simply the projection of φ0 onto the set of eigenvectors [7].
3.3 Equilibrium behaviour
For any dynamical system, equilibrium is a very vital concept. The equilibrium is the simplest
possible solution to a dynamical system. It is a solution where the state variables do not
change with time. Most importantly, the study of equilibrium lays a foundation for analysing
the behaviour of a system when time goes to infinity. In this section therefore, we study the
equilibrium of diffusion process on a simple undirected network. As t goes to infinity, we
have
lim
t→∞ e
−ελit =
0 if λi > 01 if λi = 0. (3.3.1)
Asymptotically, the equilibrium state is completely determined by the kernel of L. Since
∑j Lij = 0, it is easy to see that v1 =
1√
n [1, 1, . . . , 1], the eigenvector associated with λi = 0, is
in the kernel of L. We then have
lim
t→∞φ(t) = (φ(0) · v
1)v1. (3.3.2)
The quantity of heat φj(t) at any node j at time t is given by
lim
t→∞φj(t) =
1
n
n
∑
i=1
φi(0). (3.3.3)
At steady state, the quantity φi(t) at each of the nodes is the same. It is the average of the
initial values at all of nodes. This is because, as expected, neighboring nodes in the network
will exchange heat amongst each other until all nodes attain equal amounts of heat (that is,
no difference in heat quantities for any given pair of nodes).
For better understanding of the concept of equilibrium behaviour on networks, let us consider
a simple example:
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Example 3.3.1. Let us consider diffusion of heat over the network in Figure 3.1a. Suppose the
quantity of heat at each node at time t = 0 is given by the vector φ(0) = [8, 0, 3, 0, 0, 5, 0, 0, 0, 0]
of random values between 0 and 10. Let ε = 0.05. Figure 3.1b illustrates how heat spreads
over the network in Figure 3.1a. In this thesis, most simulations of diffusion on networks are
implemented using NETWORKX in PYTHON [55].
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Figure 3.1: Results from simulation of diffusion process over the network in (b).
From Figure 3.1, we observe that at each time step t, nodes that initially have high amounts
of heat (that is to say, 1, 3, and 6) exchange heat with adjacent nodes that initially had none or
little amounts of heat and eventually all nodes in the network have relatively equal amounts
of heat. As observed in Figure 3.1b, with time the quantity of heat φj(t) at each node tends
to equilibrium value of 1.6 which is attained at about t = 50.
Following from equation 3.3.3, it is clear that at equilibrium, the state variables at each of the
node has the same value which is the average value of the initial values at all nodes in the
network. It should, however, be noted that equilibrium value is not always the average value
of the initial distribution for instance in some directed networks, equilibrium can be attained
at different values (not the average of initial values) for each of the nodes as discussed in [86].
3.4 Impact of network structure, choice of initial nodes and
heterogeneity on diffusion on a network
In this section, we explore some of the factors that affect the rate of diffusion on networks.
3.4.1 Impact of network structure on the dynamics of diffusion process on a
network
As discussed earlier on in chapter 2, the structure of a network is the way in which nodes
are connected in the network. For example, in a regular network each node is connected to
equal number of nodes, for a star network one node is positioned in a way that all other
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nodes are connected to it. Since diffusion on networks occurs through interactions between
neighbouring nodes, it is reasonable to investigate the impact of network structure on the
diffusion process on a network.
We consider two networks with different structures: one is an Erdo˝s-Rényi (ER) network that
follows a Poisson degree distribution and the other Barabási-Albert (BA) network that follows
scale free power-law degree distribution, that is to say, the probability of finding a node with
degree k decreases as the negative power of k. We perform simulations to illustrate diffusion
on two different networks and the results are explained: Consider ER and BA networks both
of size 100 each; we randomly select 5 nodes to which we assign random quantities (in the
interval [1− 10]) of heat and then allow diffusion to occur. After every time step t, we compute
the quantities at each node as depicted in Figure 3.2.
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Figure 3.2: Results of the simulations for diffusion on networks using equation 3.2.3. The left
hand panel corresponds to BA network and right hand side panel corresponds to ER. Both
networks are of size n = 100 and average degree k¯ ≈ 4.
In Figure 3.2, we observe that diffusion occurs much faster in BA network than in ER network
based on the time at which equilibrium is attained. In BA (see Figure 3.2a), equilibrium is
reached after about 2.5 time steps while in ER network (see Figure 3.2b) equilibrium is reached
much later after about 5.0 time steps which is double the time in BA network. This behaviour
can be attributed to the difference in structure of the two networks. The BA network is
composed of highly connected nodes, known as hubs, that interact with many nodes to which
they are connected in each time step thus hastening the diffusion process. On the other
hand, for the ER network, most nodes are connected to few nodes which explains the slower
diffusion process compared to the previous case. From the results, we can thus appreciate
that the structure of a network plays a significant role in the diffusion process and thus a
determinant of how fast equilibrium can be attained.
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3.4.2 Impact of choice of initial diffusion nodes on the diffusion process on
networks
Apart from network structure, another factor that affect the diffusion process on a given
network is the choice of nodes from which the diffusion process commences. Some nodes of
a network are positioned in such a way that they can quickly interact with many other nodes
in a network and when selected as source nodes to which initial qualities of heat greater
than zero are assigned, diffusion can occur faster. To throw more light on this concept, we
consider an ER network and BA network of 1000 nodes. First, we randomly select 10 of the
nodes in both networks to be source nodes. Second, we select 10 nodes with the highest
degree centrality to be considered as source nodes. In both cases, we assign initial quantities
of heat obtained as random values in the interval [1, 100] to the 10 source nodes while the rest
are assigned values of zero. We then obtain quantities at each node at time step t. The results
of the simulations are illustrated in Figure 3.3.
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Figure 3.3: Results of the simulations for diffusion on BA (top row) and ER (bottom row)
networks both of size n = 1000 and k¯ ≈ 6.0. The left column corresponds to the case where
source nodes are selected randomly while the right hand column corresponds to the case for
which highest degree nodes are chosen as source nodes.
Figure 3.3 illustrates the results of simulations of diffusion of heat on BA and ER networks
40
Stellenbosch University  https://scholar.sun.ac.za
under conditions of choice of nodes from which diffusion commences, that is to say, nodes to
which quantities of heat greater than zero are assigned at t = 0. First, we consider a scenario
in which source nodes are selected randomly. Second, we consider selection of highest degree
nodes as source nodes. In the first case (Figures 3.3a and 3.3c), we observe that diffusion
occurs slightly faster in BA network (see Figure 3.3c) than in ER network (see Figure 3.3a).
We explain this observation based on the fact that since source nodes are selected randomly
in both networks, there is a high possibility of selecting mostly low degree nodes than high
degree nodes (hubs) in the BA network since hubs are very few and thus the probability that
such nodes are selected as source nodes is very low. When low degree nodes are selected as
source nodes, the rate of diffusion is relatively slow as the flow of substance between nodes
occurs in a few nodes at a time. On the other hand, when highest degree nodes are selected
as source nodes as shown in Figures 3.3b and 3.3d for BA and ER networks respectively, we
observe a drastic increase in the rate of diffusion in both the ER and BA networks compared
to the previous case. However, we can see that the diffusion process is much faster in BA
network than in ER network as supported by the times at which equilibrium is attained, that
is, equilibrium is attained at about t = 0.8 while in ER network, equilibrium is attained at
t = 2.5. This huge difference in equilibrium times can be explained based on the fact that
in BA networks, there exists high degree nodes called hubs and when such nodes initiate
the diffusion process, they quickly spread the heat to many other nodes to which they are
connected in a short period of time which results into faster diffusion. For ER networks,
almost all nodes have the same and relatively low degree and thus, when some of these
nodes are selected to initiate diffusion, for each time step, they spread heat to their few
neighbouring nodes (compared to hubs) which makes the diffusion process slower in this
case than in the former case. The concept of the impact of the choice of initial selection of
nodes very important as it can be used in applications to control the flow of information or
any other substance within a system.
3.4.3 Influence of heterogeneity on diffusion over network
In literature, the heterogeneity of a network has been defined in two aspects as based on
analysis made by authors in [63]. In [3, 14], heterogeneity is defined as the diversity in node
degrees. According to authors in [2, 36, 87], heterogeneity of a network is the irregularity
characterised by the existence of nodes with degree significantly larger than the average de-
gree of the network. The star network is considered as the most heterogeneous for which the
average degree tends to 2 as the number of nodes increases. On the other hand, the regular
network is considered the least heterogeneous as all nodes have the same degree, that is to
say, regular networks are homogeneous.
From the degree distribution, we can obtain some useful insights about the heterogeneity of
a network. However, this technique may not perform well in some cases for instance where
more than one degree distribution fits for a given network, a case of comparison between
two networks with totally different degree distributions, among others. To work around such
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cases, various measures that uniquely quantify network heterogeneity have been put forward,
for example in [3, 14, 36].
For simulations, we consider heterogeneity in scale free networks by varying power exponent,
γ using the method proposed in [111]. We consider two networks with γ = 2.0 and γ =
2.3. both networks consists of 1000 nodes each. We commence by assigning random initial
quantities of heat to each of the 10 nodes with highest degree while the rest of the nodes are
assigned values of zero. This forms the initial heat distribution in the networks. Figure 3.4
illustrates results of simulations of diffusion over the networks with time.
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Figure 3.4: Results of simulation on two scale free networks with power exponents 2.0 (left)
and 2.3 (right). Both networks have average degree k¯ = 5.4 and k¯ = 5.2 respectively.
We consider two scale free networks with γ values of 2 and 2.3. On simulating diffusion of
heat on the two networks where 100 high degree nodes are taken as initiators of the spread,
we observe in Figure 3.4 that diffusion occurs much faster in the more heterogeneous network
(γ = 2.0) than in its less heterogeneous counterpart (γ = 2.3). This is because, in the former
there are more nodes with very high degree (hubs) and numerous nodes with very low degree
and this large difference in degree is responsible for the faster spread of heat since hubs form
part of source nodes and thus reaches many other nodes with in a short time. On the other
hand, the latter network is more homogeneous and thus few nodes with degree far above
the average. Though highest nodes are selected as source nodes, they are not as densely
connected to the rest of the nodes as in the previous case and so relatively few nodes are
reached in each time step resulting into a slower diffusion process.
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3.5 The generalised diffusion model
3.5.1 Motivation
Many real-world systems consist of an interconnection of different components. The collec-
tive dynamic behaviour or functionality of these systems is, to a large extent, determined by
the interactions between constituent components and thus studying an individual component
in isolation cannot guarantee understanding of a system’s functionality but rather a holistic
view of the system is required. Recently, researchers from various fields such as physics,
sociology, and mathematics have been deeply involved in complex network related research
and various applications of complex networks in these areas have been documented.
In network science, complex networks have been used to represent structures of complex sys-
tems. This representation has aided in understanding and predicting the dynamic behaviour
of real-world systems using the network approach. The network approach involves represent-
ing the system by a network, followed by the studying the dynamical interactions between
nodes (represent components). The majority of such models are based on the idea that in-
teraction between nodes only occurs along the edges, that is to say, nodes interact with only
their nearest neighbours (nodes with which they share an edge) as discussed in section 3.2.
For example, in modelling the spread of sexually transmitted diseases, interactions between
nodes (individuals) are considered to occur along edges of the social network of close contacts.
However, in many natural and artificial dynamical processes such as the spread of infections
among people, consensus process in multi-agent systems, synchronisation dynamics, among
others, it has been observed that interaction between constituent components occurs via both
direct interactions between nearest components as well as interactions between non-nearest
components which are referred to as long-range interactions [41].
For example, in the account of the spread of the severe acute respiratory syndrome in China
[100], the authors pointed out the fact that apart from the infections passed on from one per-
son to another with in china, the disease happened to spread to other countries such as Viet
Nam, Canada, and Singapore as a result to interactions between a medical doctor from China
and people from the respective countries during their stay in a hotel in Hong Kong. The
people from the mentioned countries other than china are not close contacts to the doctor.
In addition, Estrada [38] indicated that in many real-world networks that consist of highly
connected clusters which are poorly linked amongst themselves (known as communities), it
is expected that consensus with in a particular community is reached faster and as a result
consensus can be attained easily for different communities. On the other hand, consensus
between nodes belonging to different communities is quite slower which implies that overall
consensus with the network is reach slowly. However, it is observed that in such networks,
consensus is reached much faster than anticipated. According to Estrada, this behaviour could
possibly be justified by the interaction between nodes from different communities. Such in-
teractions between non-neighbouring nodes are referred to as long-range interactions and are
considered to be nonrandom [38].
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A number of models that capture these interactions have been presented in literature for
example, Random Walks with Levy Flights (RWLF) [71], Fractional Diffusion Equation (FDE),
k-path Laplacian based model [40], and many others. In this work, however, we adopt an
elegant model based on k-path Laplacian matrices introduced by Estrada [38]. To start with,
we briefly review the concept of k-path Laplacian matrices.
3.5.1.1 k-path Laplacian matrices, Lk
The k-path Laplacian matrices are a natural generalisation of the combinatorial Laplacian of
a graph [38]. The motivation behind this generalisation is the idea of determining whether
every node in a graph can be visited by means of a process that involves hopping from one
node to another separated at a distance k. We can better understand the concept of the k-path
Laplacian by considering the analogy of polarisation process on a network put forward by
Estrada [38]: Suppose a particle with a positive charge resides at a given node of simple graph
G = (V, E) and while at that node, it polarises all nodes at a distance k from it. Consequently,
the particle’s movement from the current node is guided by the rule that the particle can only
to any nearest non-positively charged particle. While at the new node, the particle polarises
neighbouring nodes in the same manner as before. As a result, the particle either hops to the
nearest non-positive nodes or returns to the origin node. This process goes on until all nodes
are visited or when further hopes result into a loop. Figure 3.5 illustrates a possible hope on
a simple graph.
Figure 3.5: Illustration of how the polarisation analogy used as a motivation for the k-path
Laplacian concept for networks. Suppose a particle starts off at node labelled 1, top row and
bottom row correspond to possible pattern traversed by the particle for k = 1 and k = 2
respectively
.
For the standard case in which traversing the graph involves subsequent hops of length 1 at
a time, terminology such as walk, path, and many more are defined in chapter 2. In the same
way, for the generalised case in which hops of various length not exceeding the diameter of a
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graph are taken into account, (that is to say, 1 < k ≤ dmax, where dmax denotes the maximum
diameter of a network), the following terminology have been defined in [38]:
Definition 3.5.2 (k-hopping walk). A k-hopping walk of length l is any sequence of (not
necessarily different) nodes v1, v2, . . . , vl , vl+1 such that di,i+1 = k for each i = 1, 2, . . . , l. In
other words, this walk is referred to as a k-hopping walk from v1 to vl+1 [38].
Definition 3.5.3 (k-path degree). The k-path degree δk(vi)(k ≤ dmax) of a node vi is the number
of irreducible shortest-paths of length k having vi as an endpoint [38].
For a simple graph in Figure 3.6 with diameter equal to 2, the k-degree (k ≤ 2) for each vertex
is summarised in Table 3.1.
Figure 3.6: A simple graph.
Vertex δ1 δ2
a 2 1
b 3 0
c 3 0
d 2 1
Table 3.1: The k-path degrees for vertices of graph in Fig-
ure 3.6.
Definition 3.5.4 (k-path Laplacian matrix). The k-path Laplacian matrix Lk(k ≤ dmax) of a
connected undirected graph G = (V, E) is defined as the square symmetric n × n matrix
whose entries are given by
Lk(ij) =

δk(i) if i = j,
−1 if di,j = k,
0 otherwise,
(3.5.1)
where di,j is the shortest path distance between nodes i and j, δk(i) is the k-path degree of
node i [38].
This concept has been extended to connected and locally finite infinite graphs [40].
For clarity, let us compute the k-path Laplacian matrices for the simple graph in Figure 3.6.
Note that since dmax = 2 for the graph, then we consider k = 1 and k = 2 and thus we have:
L1 =

2 −1 0 −1
−1 3 −1 −1
0 −1 2 −1
−1 −1 −1 3
 , L2 =

1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0

In [38], Estrada proved that the k-path Laplacian matrices are positive semi-definite and satisfy
the condition:
yTLky ≥ 0, (3.5.2)
where y is an eigenvector of Lk corresponding to eigenvalue λ1(Lk) = 0.
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Definition 3.5.5 (k-hopping connected component). A k-hopping connected component of a
graph G = (V, E) is a subgraph G′ = (V ′, E′), V ′ ⊂ V, E′ ⊂ E, such that there is at least one
k-hopping walk that visit every node vi ∈ V ′.
As mentioned earlier, the motivation of the generalisation of graph Laplacian is to ascertain
whether a given graph can be k-hopped and if not, how many k-hopping connected compo-
nents exist. The author in [38] showed that the number of k-hopping connected components,
denoted by ηk(G), in a connected undirected graph G = (V, E) is equal to the multiplicity of
zero as an eigenvalue of the k-path Laplacian matrix. Mathematically, ηk(G) = m[λ1(Lk) = 0].
Example 3.5.6. Let us consider the graph, G in Figure 3.6, since dmax = 2 we compute the
1-hopping and 2-hopping connected components of G.
no. of components components
λi(L1)
0
2 1 1- 2- 3- 4
4
4
λi(L2)
0
0 3 1-3,
0 2,
2 4
Table 3.2: The k-connected components of the graph in Figure 3.6.
We see from Table 3.2, that when we consider hops of length k = 1, there is only one connected
component which is equal to the multiplicity of 0 as an eigenvalue in the spectrum given as
0, 2, 2, 4. On the other hand, however, when we consider hops of length 2 (k = 2), we obtain 3
components which are reflective of the multiplicity of 0 eigenvalue in the respective spectrum
0, 0, 0, 2. For details about the k-path Laplacian matrices, we refer the reader to [38].
3.5.7 The generalised Laplacian matrix
The generalised Laplacian matrix is obtained as a linear combination of the k-path Laplacian
matrices and it is given by
LG =
∆
∑
k=1
ckLk, (3.5.3)
where 1 ≤ ∆ ≤ dmax (diameter of a network) and ck are the coefficients [38]. The coefficients
ck play a crucial role in the generalisation of diffusion process on network and so determining
the values of these coefficients is an important task. The values of ck are expected to give
more weight to shorter than to the longer range interactions. In [38], Estrada proposed two
approaches categorised as social and physical ways of influence.
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3.5.8 Choice of coefficients, ck
In [38], Estrada pointed out that in many artificial and natural dynamical systems that com-
munication among the agents of the system follows a spatial decay. For example, in sensor
systems, the value of the noise-signal ratio reported by the sensors decreases with increase
in the distance between target and the sensor due to attenuation of signal energy. Another
example is the aftermath of earth quake where areas close to the epicentre (origin of an earth
quake) are heavily affected compared to those far away. In ecological systems, organisms
tend to rise and fall in abundance and in synchronisation with other populations of species,
(known as spatial synchrony) it is been observed that this behaviour follows a spatial decay
with increase in distance. The spatial decay takes on the form d−α, where d is the distance
from the target, epicentre of an earthquake and separation between species for the three cases
respectively. Following from the physical scenarios, a similar idea was adopted by authors in
[38] in developing a method to account for long-range interactions between a given pair of
nodes separated at a distance k (k is the length of the shortest path between them) whereby
weights are assigned based on the fact that the longer the distance of separation, the weaker
the influence of long-range interactions. In this thesis, we discuss two approaches to account-
ing for long-range interactions namely the Laplace transform and Mellin transform-based
approaches put forward in [40]:
a) Laplace transform
Here, the rate at which long-range influence weakens with increase in distance d that is
to say, the decay rate is exponential. Thus, using the Laplace transforms of the k-path
Laplacian matrices, we have
LG = L+
∞
∑
k=2
e−λkLk. (3.5.4)
Thus, in this case the coefficients of equation 3.5.3 are c1 = 1 and ck≥2 = e−λk.
b) Mellin transform
In this case, the decay rate follows a power law, that is, k−s where s > 0. The gener-
alised Laplace matrix can be computed from the Mellin transform of the k-path Laplace
matrices and is given by
LG =
∞
∑
k=1
k−sLk, (3.5.5)
For this case, the coefficients of equation 3.5.3 are ck = k−s. In [40], it is shown that
normal diffusion occurs only when s > 3. On the other hand, superdiffusion occurs
when 1 < s < 3.
In summary, given a finite graph G = (V, E) for which both direct interactions and long-
range interactions are taken into account. We account for the latter using two models, namely
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the Laplace and Mellin transforms of the path Laplacian matrix from which the generalised
Laplacian matrix, LG, is derived. It is thus given by
LG = L˜τ = L+
∆
∑
k=2
e−λkLk, for τ = Laplace,λ > 0, (3.5.6)
or
LG = L˜τ =
∆
∑
k=1
k−sLk, for τ = Mellin, s > 0. (3.5.7)
where λ and s are positive constant parameters for the Laplace and Mellin transforms respec-
tively and 1 ≤ ∆ ≤ dmax where dmax is the diameter of G.
3.5.9 Properties of the generalised Laplacian matrix
• The generalised matrix LG is real and symmetric which follows from the fact that LG is
a linear combination of real and symmetric k-path matrices.
Proposition 3.5.10. The generalised Laplacian matrix, LG, is positive semi-definite,
that is, yTLGy ≥ 0, ∀y ∈ Rn .
Proof. Let {y1, y2, . . . , yn} be an orthogonal basis of Rn.
yTLGy = yT(c1L1 + c2L2 + . . . + c∆L∆)y = c1yTL1y+ c2yTL2y+ . . . + c∆yTL∆y (3.5.8)
We know that yTLky ≥ 0 [38], ck > 0 and 1 ≤ k ≤ ∆. Substituting for yTLky in
equation 3.5.8 gives
yTLGy ≥ 0 (3.5.9)
• Like for the standard Laplacian matrix, zero is always an eigenvalue of LG with eigen-
vector, 1, which is an all ones vector [37].
• Behaviour of eigenvalues with change in s (or λ). As discussed in [39], for a graph
G = (V, E) with generalised Laplacian matrix, LG, obtained from either the Laplace or
Mellin transform of k-path Laplacian matrices, its eigenvalues behave as follows:
(
µi
N
)
−→

(
λi
N
)
, if λ, s −→ ∞
1, if λ, s −→ 0,
(3.5.10)
where µi and λi are the eigenvalues (except the zero eigenvalue) of LG and L respectively
and N is the size of the spectrum.
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3.5.11 Time complexity of the generalised Laplacian matrix
In computing of the generalised Laplacian matrix LG, we need to compute k-path Laplacian
matrices for 1 ≤ k ≤ dmax which we obtain from the distance matrix S whose elements are the
shortest path distances between pairs of nodes in the network. There are various algorithms
used in computing the all-pairs shortest paths in a given network as discussed in [23]. The
most common one of these algorithms is the Dijkstra’s with time complexity O(mn+ n2 log n)
where n and m are the number of nodes and links respectively [32]. Though improvements to
Dijkstra’s algorithm have been developed [93, 96], for very large networks however, compu-
tation of the generalised Laplacian matrix still remains a computationally cumbersome task
especially as the size of the network increases. Fortunately, in some applications it is not a
requirement to compute all the k-path Laplacian matrices as only the first two or three can
be good enough. We however stress that research directed towards developing more efficient
algorithms for solving the all-pairs shortest path problem for very large networks would be
of utmost importance.
3.5.12 The generalised diffusion model
In modelling the diffusion process in which we consider both direct and long-range interac-
tions, we need to modify the standard diffusion model described by equation 3.2.3 in order to
capture the long-range interaction. The modification entails substituting the standard Lapla-
cian matrix L in equation 3.2.3 with the generalised Laplacian matrix LG (see equation 3.5.6).
The generalised diffusion equation is thus given by
dφ
dt
= −εLGφ, φ(0) = φ0. (3.5.11)
From now on, we will take ε = 1 for simplicity.
3.5.13 Comparison of Mellin and Laplace transform-based generalised diffusion
Here, we consider two networks of different structures that is, random networks using Erdo˝s-
Rényi (ER) model [35, 68, 88] and power-law networks using Barabási-Albert (BA) model
[11, 88] both of size 500 and average degree approximately equal to 4.5. We consider diffusion
of heat over both networks. First, for both networks we consider an initial heat distribution in
which 10 randomly selected nodes are assigned random values in the interval [1, 10] while the
rest of the nodes have values set to zero. We then perform simulations using equation 3.5.11
for both networks for different values of s and λ following the Mellin and Laplace transform-
based diffusion approaches as shown in Figure 3.7 and Figure 3.8.
We observe from simulations in Figure 3.7 that generally for both the Mellin and Laplace
transform-based cases, the rate of diffusion becomes slower as the values of s and λ increases
respectively. For instance at s = 2, equilibrium is attained at about 0.06 time steps compared
to s = 3 where equilibrium is attained at about 0.1 time steps which is slightly double the
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(f) λ = 4
Figure 3.7: Results of simulations of diffusion on BA network of 500 nodes and average degree
of 4.5. The long-range interactions are accounted for using the Mellin and Laplace transforms
of the k-path Laplacian matrices using s = λ = 2, 3 and 4. The left column corresponds to the
Mellin based diffusion while the right column corresponds to the Laplace based diffusion.
time for the former. Similarly, for the Laplace transform-based case, equilibrium is attained at
about t = 0.8 and t = 1.5 for λ = 2 and λ = 3 respectively. This is because as values of s (or
λ) increase, the influence of long range interactions weaken and thus a decrease in the rate
of diffusion. It is however important to note that on comparing diffusion based on both the
Mellin and Laplace transform-based cases, it is evident that rate of diffusion is much faster
in the former than later. For instance, we observe that equilibrium is attained at about 0.06
and 0.5 time steps for s = 2 and λ = 2 respectively. This can be explained by the fact that
for the same value of exponents s and λ, the corresponding value of strength of long range
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Figure 3.8: Simulations (performed using equation 3.5.11) for diffusion on ER network of
500 nodes for which long-range interactions are accounted for using the Mellin and Laplace
transforms of the k-path Laplacian matrices using s = λ = 1.5, 2, and 3. The left column
corresponds to the Mellin while the right column corresponds to the Laplace.
interactions is larger for the Mellin than for the Laplace case. When we focus on network
with a different structure, that is, the ER network, we observe similar behaviour as for the
BA network discussed before. The results of diffusion on ER network for different values of s
and λ is illustrated in Figure 3.8.
On comparing diffusion on the BA and ER network for the same values of s and λ, for
instance at s = 3, equilibrium is attained at about t = 0.1 and t = 0.2 for BA and ER
networks respectively. We can tell that equilibrium state of BA network is reached two times
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faster than in the ER network. Turning to the Laplace transform-based case, for instance at
λ = 3, equilibrium is attained at about t = 1.5 and t = 4.0 for the BA and ER networks
respectively. Still like before, equilibrium state is attained about three times faster in BA than
in ER network. The faster rate of diffusion in BA networks is attributed to its structure and
in particular to the existence of high degree nodes (known as hubs) that disseminate heat
faster to the many nodes to connected to them. For the ER networks, however, such hubs (fast
spreaders) do not exist and this explains the slow rate at which diffusion occurs as few nodes
are reached at a time.
3.5.13.1 Simulations of diffusion on lattice
We consider a 20 by 20 two-dimensional discrete grid in which each point is connected to 8
of its nearest neighbours. Initially, we consider diffusion of heat (represented by a function φ)
over the graph. We commence by assigning heat quantities of amounts 5 (green), 7 (yellow)
and 10 (red) to selected blocks of the lattice and the rest are assigned zeroes (dark blue). We
consider two cases of diffusion over the grid namely one through direct interactions of nearest
neighbours and the other through both direct and long-range interactions. The latter are
accounted for by the Mellin and Laplace transforms of the path Laplacian matrices following
equation 3.5.4 and equation 3.5.5 respectively.
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Standard diffusion
Laplace transform based generalised diffusion at λ = 3
Mellin transform based generalised diffusion at s = 3
Figure 3.9: Sample illustrations for progression of diffusion over a 20× 20 lattice with initial
heat quantities indicated by coloured blocks. The diffusion state is captured at different time
steps, that is, from left to right, t = 0, 2.5, 5.0 and 7.5 respectively for the three cases. The top
row corresponds to diffusion through direct interactions only. The middle row and bottom
row correspond to diffusion with long-range interactions accounted for by the Laplace and
Mellin transforms of k-path Laplacian matrices at λ = s = 3 respectively.
At the start that is t = 0, the state of the lattice is the same in the three cases (direct and
long-range cases). However, with time we observe that diffusion occurs much faster in the
cases where long-range interactions are involved (middle and bottom rows) compared to
the case where diffusion occurs through direct interactions only (top row). Moreover, it is
evident from the illustrations in Figure 3.9 that for the case where long-range interactions
are accounted for by Mellin transform, diffusion occurs much more faster than the in the
Laplace transform-based case. For example, by t = 7.5 (column at extreme right) almost the
whole lattice is at equilibrium (light blue coloured blocks) for the Mellin transform-based case
(bottom row) yet for the Laplace transform-based case (middle row), equilibrium is not yet
attained then. Though not indicated in Figure 3.9, for the Laplace-based case and standard
diffusion cases, equilibrium is attained at approximately t = 50 and t = 65 respectively. The
observed fast diffusion in the Mellin transform-based case is due to stronger long-range inter-
actions (following from equation 3.5.5) observed in the Mellin transform-based case than in
the Laplace transform-based case (given by equation 3.5.4) for the same values of exponents
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s and λ respectively. This thus justifies the faster rate of diffusion observed in the former case.
3.6 Conclusion
In this chapter, we have reviewed two models of diffusion on networks. First, the standard
model which involves spread of substance along edges of a network from nodes with high
quantities of substance to nodes with low quantities of substance until equilibrium state is
attained. For a simple undirected network, equilibrium state is attained when all nodes have
the same quantity of substance at equilibrium which is the average of the initial quantities at
all nodes of the network. Using this model, we further investigated the impact of network
structure, choice of source nodes, and heterogeneity of a network to the rate of diffusion.
Second, we discuss the generalised diffusion model, introduced by Estrada et al. [41], which
is characterised by the spread of substance through both direct interactions along the edges of
the network and through long-range interactions between non-nearest nodes. The long-range
interactions are accounted for using the Mellin and Laplace transforms of k-path Laplacian
matrices [40]. The strength of long-range interactions increases with decrease in respective
Mellin or Laplace transform exponents. Furthermore, we performed simulations of diffusion
based on the above model on networks of different structures namely the BA and ER net-
works. The results of simulations show that long-range influence have a stronger impact in
the former than the later due to the existence of high degree nodes known as hubs in the
former case.
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Chapter 4
Heat kernel on graphs
In the previous chapter, we discussed the diffusion process on network in which we presented
two models of diffusion. One model, referred to as the standard model, describes the diffusion
process in which the flow of substance occurs only along the edges of the network. The other
model, which we refer to as the generalised model, captures flow of substance among nearest
neighbours via the edges connecting them and also among non-nearest neighbours through
long-range interactions as put forward by Estrada [38]. In this chapter, we will focus on
the heat kernel which is the fundamental solution to the heat equation. First, we present a
review of the heat kernel resulting from the standard diffusion model. This heat kernel has
been extensively studied along with its applications in object clustering, centrality measure,
community detection, among others [24, 72, 119]. Second, we dive into exploring the heat
kernel associated with the generalised diffusion model which we refer to as the generalised
heat kernel. We will further discuss various invariants of the generalised heat kernel and
ascertain their utility as means of graph characterisation and clustering.
4.1 Introduction
Diffusion on graphs is an important concept in the study and modelling of various real-world
systems. As mentioned earlier in chapter 3, the diffusion process in standard and generalised
models is captured by equations 3.2.3 and 3.5.11 respectively. In studying the diffusion pro-
cess on a network, the fundamental solution to the diffusion equation known as the heat
kernel, plays a key role and it is perhaps the reason as to why intensive research has been
on-going in this area. The heat kernel resulting from the standard diffusion model has been
extensively studied along with its applicability to object clustering, centrality measurement,
community detection, among others [24, 72, 119]. Particularly in object clustering, a number
of invariants of the standard heat kernel have proven to perform well in graph characterisa-
tion and object clustering as put forward by authors in [118, 119]. Such invariants include
the zeta function, heat kernel trace, derivative of the zeta function at the origin and the heat
content.
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In [118, 119], it is shown that feature vectors constructed from the above mentioned invariants
of the standard heat kernel perform well in clustering of objects using Principal Component
Analysis. This prompted us to explore how this story will unveil if we instead consider
the same set of invariants of the generalised heat kernel other than the standard one. In
this chapter therefore, we will extend the work in [118] by exploring the generalised heat
kernel resulting from the generalised diffusion equation (see equation 3.5.11) based on k-path
Laplacian matrices proposed in [38, 40]. Moreover, we will ascertain whether the invariants of
the generalised heat kernel can also be used for graph characterisation as is the case with the
standard heat kernel. Considering the generalised diffusion model based on the Mellin and
Laplace transforms of the k-path Laplacian matrices, we will perform experiments on selected
objects from the Columbia Object Image Library (COIL-100) [85] database to ascertain the use
of the generalised heat kernel invariants for object clustering and the impact of long-range
interactions to the quality of object clusters.
4.2 The standard heat kernel
The standard heat kernel, the fundamental solution to the standard diffusion model, has
proven very useful in a number of applications such as identification of communities in graph,
partitioning of graphs, as a pagerank centrality of a graph, as a means of embedding a graph
into a pattern space, among others [24, 25, 72]. As discussed earlier, diffusion of substance
along the edges of a graph can be modelled by the equation
dφ
dt
= −Lφ, (4.2.1)
where L is either the Laplacian matrix or its normalised version.
The standard heat kernel is the fundamental solution to the diffusion equation 4.2.1 and it is
obtained by exponentiating the Laplacian eigensystem over time. It is given by
Ht = e−tL (4.2.2)
It literally describes the flow of substance (for instance heat) across edges (direct interactions)
in the graph [119]. On applying spectral decomposition to equation 4.2.2, we have
Ht = Ve−tΛVT =
n
∑
i=0
e−λitvivTi (4.2.3)
where λi denotes the i-th eigenvalue of L with corresponding eigenvector vi, Λ is a diagonal
matrix of eigenvalues and V is a matrix with eigenvectors as columns. The eigenvalues are in
non-decreasing order 0 = λ1 ≤ λ2 ≤ . . . ≤ λn ( or 0 ≤ λi ≤ 2 for the normalised Laplacian)
[7].
For a graph G = (V, E), the standard heat kernel of the graph is an |V| × |V| matrix whose
entry for a pair of nodes p, q is given by
Ht(p, q) =
|V|
∑
i=1
e−λitvi(p)vi(q) (4.2.4)
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It is noteworthy that Ht(p, q) is the amount of heat flowing from vertex p to vertex q and that
Ht(p, q) ≥ 0 [26].
When t tends to zero, the kernel behaviour can be obtained from the Taylor’s expansion of
equation 4.2.2 which is
e−tL =
∞
∑
k=0
(−t)k
k!
Lk = I − tL+ t
2
2!
L2 − t
3
3!
L3 + · · · (4.2.5)
Thus,
lim
t−→0
(
e−tL
)
≈ I − tL. (4.2.6)
It therefore implies that for t tending to zero, the heat kernel depends on the local connectivity
structure of the graph [118]. On the other hand, as t tends to infinity, following from equation
4.2.3
lim
t−→∞
(
e−tL
)
≈ e−λ2tv2vT2 , (4.2.7)
where λ2 is the smallest non-zero eigenvalue and v2 is the corresponding eigenvector (known
as Fiedler vector) of the Laplacian matrix. From equation 4.2.7, it is evident that for large
t, the heat kernel behaviour is determined by the global structure of the graph [118]. The
difference in the behaviour of the heat kernel as t tends to zero and to infinity provides useful
insights about the structure of the network and can thus be a useful tool in network analysis.
4.3 The standard heat kernel and path length distribution
In this section, we review the relationship between the standard heat kernel and the dis-
tribution of path lengths of a given graph. According to Xiao [118], the derivation of this
relationship commences with the relation L = I − P where L is the normalised Laplacian
matrix and P is the Randic´ matrix [17]. Using this relation, the heat kernel expression can be
re-written as
Ht = e−t(I−P). (4.3.1)
Using the Maclaurin expansion on the heat kernel, equation 4.3.1 can be expressed as a poly-
nomial in t as
Ht = e−t
(
I + tP+
(tP)2
2!
+
(tP)3
3!
+ . . .
)
= e−t
∞
∑
k=0
Pk
tk
k!
, (4.3.2)
where
Pk(p, q) =∑
Wk
k
∏
i=1
1√
dpi dpi+1
(4.3.3)
where Wk is a walk of length k with sequence of vertices p0, . . . , pl such that (pi, pi+1) ∈ E
and dp is the degree of vertex p. Thus, Pk(p, q) is the sum of weights of all walks of length k
connecting nodes p and q. We note that the shortest distance between a given pair of nodes p
and q of a graph, G, can be obtained by finding the smallest value of k for which Pk(p, q) is
non zero [118], that is,
dG(p, q) = f loorkPk(p, q). (4.3.4)
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We recall that the number of walks of length k between a given pair of nodes p and q is equal
to the (p, q)-th entry of Ak, where A is the adjacency matrix discussed in chapter 2. Using this
approach to compute the shortest path between nodes p and q requires inspection through
the matrices Ak for different values of k to identify the minimum non-zero (p, q)-th entry.
This approach is computationally cumbersome compared to using equation 4.3.4.
Following from equation 4.3.3, the elements of the heat kernel are given by
Ht(p, q) = e−t
|V|2
∑
k=0
Pk(p, q)
tk
k!
(4.3.5)
Since L = I − P, we can deduce that Pk = (I −L)k and performing eigenvector decomposi-
tion of L, we have
Pk(p, q) =
|V|
∑
i=1
(1− λi)kvi(p)vi(q), (4.3.6)
where λi and vi are the i-th eigenvalue and corresponding eigenvector of the normalised
Laplacian matrix L.
Example 4.3.1. Let us consider a simple graph in Figure 4.1 with its normalised Laplacian
matrix, L, as shown below:
L =

1 −0.5 0 0 0
−0.5 1 −0.354 −0.354 −0.5
0 −0.354 1 −0.5 0
0 −0.354 −0.5 1 0
0 −0.5 0 0 1

Figure 4.1: A simple graph of size 5 and its normalised Laplacian matrix.
We then compute the shortest path distance between node 1 and node 4 using equation 4.3.4
in which Pk is computed using equation 4.3.6. We obtain P1(1, 4) = 0, P2(1, 4) = 0.1768,
P3(1, 4) = 0.0884, and P4(1, 4) = 0.1768. Thus, for non-zero Pk, f loorkPk(1, 4) = 2 which
implies that the shortest distance d1,4 = 2 which is the path p(1, 2, 4).
4.4 The trace of the heat kernel
The combinatorial trace of the heat kernel at time t, denoted as Tr(Ht), is the sum of the
entries at the main diagonal of the heat kernel matrix. It is given by
Tr(Ht) = Tr(Ve−tΛVT) = Tr(e−tΛ(VTV)) = Tr(e−tΛ), (4.4.1)
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where V is the matrix with eigenvectors of L as columns and Λ is the diagonal matrix with
eigenvalues λi. Thus, the trace of the heat kernel is a function, Z(t), whose parameters are
the eigenvalues of the Laplacian matrix and whose argument is time. It is given by
Z(t) = Tr(Ht) =∑
p
Ht(p, p) =∑
i
e−λit, (4.4.2)
where λi is the eigenvalue of the Laplacian matrix [118]. From equation 4.4.2, it is evident
that the trace of the heat kernel is invariant to permutations. For a connected graph, equation
4.4.2 can be written as
Z(t) = 1+ e−λ2t + e−λ3t + . . . + e−λnt, (4.4.3)
where n is the number of vertices of a graph.
In most literature, the trace of the heat kernel is used rather than the heat kernel due to the
fact that the trace can capture the essential part of the heat kernel and can be computed in
polynomial time (following from equation 4.4.2). In other words, the trace helps to overcome
the cumbersome task associated with computing the heat kernel and it is thus an effective tool
that can capture graph properties as well as major invariants. For example, for a complete
graph, K4, for all vertices, p, the entry Ht(p, p) is the same which makes computation of the
trace much easier.
4.4.1 Graph characterisation using the heat kernel trace
According to Xiao [118], the trace of the heat kernel has a potential applicability to distin-
guishing graphs with different topologies based on the shape of the curves obtained by plots
of the trace of the heat kernel as a function of time. For illustration of this concept, we con-
sider 3 simple graphs namely a star, path and 2-regular graph of size 10 each. Figure 4.2
shows the plot of heat kernel trace against time for the three graphs.
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Figure 4.2: (a) three graphs used for which analysis is performed. (b) plot of the heat kernel
trace against time for star (blue), path (orange) and regular (green) graphs.
From Figure 4.2, we observe that since the 3 graphs have different topologies, the correspond-
ing curves take on different shapes as well, that is to say, the curves are distinct. It is evident
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that the curves corresponding to the path graph and 2-regular graph (ring) graph are closer
to each other as both graphs have almost similar topologies. On the other hand, the curve
corresponding to the star graph is quite separate and has a different (deeper trough) shape.
Based on the study we carried out, the use of the heat kernel trace for graph characterisation
has limitations. One of them is the difficulty in characterising co-spectral non-isomorphic
graphs. These are graphs which are not isomorphic but have the same multi-set of eigen-
values. Plots of the trace function against time for such graphs do coincide due to similarity
in spectrum and thus these graphs may be characterised as structurally similar which is not
true. An example of co-spectral non-isomorphic graphs is shown in Figure 4.3 along with the
corresponding plot of the trace function of the heat kernel.
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Figure 4.3: (c) Plot of the trace function of the normal Laplacian matrix against time for two
co-spectral graphs (a) and (b) with respect to L.
From Figure 4.3c, it is evident that curves of the trace plot based on the Laplacian matrix
against time for the two graphs coincide due to a similar multi-set of eigenvalues of the
Laplacian matrix shared by both graphs. However, since the graphs are not co-spectral with
respect to the normalised Laplacian matrix, we observe distinct curves of the trace function
for the two graphs. Based on this evidence, we can thus report that the heat kernel trace
cannot be used to characterise co-spectral non-isomorphic graphs, as they display similarity
in structure following from the plots of the trace function and yet their structures are quite
different.
In addition, Xiao [118] highlighted another limitation that is attributed to the fact that for each
value of time, t, only a single scalar attribute is provided. This calls for either sampling of the
trace function with time or selecting a fixed value of time to work with.
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4.5 The generalised heat kernel
In the previous section, we have discussed the heat kernel resulting from the diffusion process
in which the spread occurs through direct interactions, that is to say, along edges connecting
nearest neighbour nodes in the network. In this section, we extend this concept by considering
the heat kernel resulting from the generalised diffusion equation (equation 3.5.11), that is to
say, where long-range interactions are taken into account. We refer to this heat kernel as the
generalised heat kernel and it is given by
HGt = e
−tLG , (4.5.1)
where
LG =
( ∆
∑
k=1
ckLk
)
= c1L1 + c2L2 + . . . + c∆L∆, (4.5.2)
where k ∈ N, 1 ≤ ∆ ≤ dmax (diameter of network) and ck are the coefficients. As discussed
earlier, the coefficients ck are chosen in such a way that as distance k increases, the long range
effect is weakened. Some of the common expressions for coefficients ck are c1 = 1, ck≥2 = e−λk
or ck≥2 = k−s which depict physical influence [38]. Equation 4.5.2 can be written as
HGt = e
−t(c1L1+c2L2+...+c∆L∆), (4.5.3)
where L1, L2, . . . , L∆ are k-path Laplacian matrices for hops of length k = 1, 2, . . . ,∆ respec-
tively. We note that at k = 1, we recover the standard heat kernel in equation 4.2.2.
The (generalised) Laplacian matrix plays a key role in determining the (generalised) heat ker-
nel. On performing permutations of node labels of a graph, the spectrum of (generalised)
Laplacian matrix of the graph remains unchanged. Thus, functions whose arguments are the
spectrum of the (generalised) Laplacian are considered invariants under node label permu-
tations. Xiao [118] presented an extensive study of some of the invariants of the standard
heat kernel. These include the trace of the heat kernel, zeta function, derivative of the zeta
function at the origin and the heat content. In subsequent sections, we will explore a similar
set of invariants associated with the generalised heat kernel.
4.6 Trace of the generalised heat kernel
Like the trace of the standard Laplacian matrix discussed earlier on, we define the trace of the
generalised heat kernel by
ZG(t) = Tr(HGt) =
|V|
∑
i=1
e−µit, (4.6.1)
where µi is the i-th eigenvalue of the generalised Laplacian matrix. Alternatively, for the same
graph with n vertices, equation 4.6.1 can be written as
ZG(t) = 1+ e−µ2t + e−µ3t + . . . + e−µnt, (4.6.2)
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which takes on a similar format as equation 4.4.3 for the trace of the standard Laplacian ma-
trix.
We earlier on pointed out that the multiplicity of zero as an eigenvalue of LG is equal to the
number of connected components in a given graph; it therefore follows from equation 4.6.2
that the trace of the generalised heat kernel can be re-written as
Tr(HGt) = CG + ∑
µi 6=0
e−µit, (4.6.3)
where CG is the multiplicity of zero as an eigenvalue of LG, that is to say, the number of
connected components of a graph.
We are interested in ascertaining whether the trace of the generalised heat kernel can be used
as a basis for analysing graphs as is the case with the trace of the standard heat kernel dis-
cussed earlier on. We consider a simple example of three graphs namely the star, ring and
path graphs of size 10 each as shown in Figure 4.4a. Using the generalised Laplacian matrix
based on both the Mellin and Laplace transforms of the k-path Laplacian matrices, we per-
form simulations and results of plots of the trace function against time, t, shown in Figure 4.4.
From Figure 4.4, we observe distinct curves with distinct shapes for the 3 graphs for the trace
of the heat kernel of both the standard and generalised heat kernel. Focusing on the middle
row which corresponds to the Mellin transform-based generalised trace function, we observe
that for s = 2 (Figure 4.4c), the curves get much closer to each other, nevertheless, we can
still observe their distinctiveness, albeit their slopes are slightly different from each other. For
s = 3 (Figure 4.4d), the curves corresponding to the 3 graphs are more distinct and their shape
tends to the one of the trace plots of the standard heat kernel (see Figure 4.4b). This can be
attributed to a decrease in strength of long-range interactions as s increases. For the Laplace
transform-based case illustrated in the bottom row (see Figures 4.4e and 4.4f), we observe a
similar behaviour as in the Mellin case. A slight difference between the two cases is that as
s and λ increase, the trace plots in the Laplace transform-based case become similar to the
trace plots of the normal Laplacian matrix at a faster rate than in the Mellin transform-based
case. This is due to stronger long-range influence in the Mellin transform-based case than
the Laplace transform-based case for the same value of the respective exponents. Thus, as
the values of the exponents increase, there is a decrease in long-range influence with a rate
much faster in the Laplace than the Mellin transform-based case. Based on the results of the
simulations in Figure 4.4, we can thus conclude that the trace function of the generalised heat
kernel can as well be used as a tool for analysing graphs with different topologies.
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Figure 4.4: Plots of the trace of the generalised heat kernel against time for the star (blue
curve), ring (green curve) and path (orange curve) graphs in (a). (b) is the plot of the trace
of the standard heat kernel. (c) and (d) in the middle row correspond to plots of the trace
function for the generalised heat kernel using Mellin transform at s = 2 and s = 3 respectively.
The bottom row, that is, (e) and (f) are plots of trace function of the generalised heat kernel
based on Laplace transform at λ = 2 and λ = 3 respectively.
Let us consider a simple toy example to illustrate the variation of the trace of the generalised
heat kernel with time for different values of Mellin exponent s and Laplace exponent λ.
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Figure 4.5: A simple network of size 10
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Figure 4.6: Plots (performed using equation 4.6.1) of the trace of the generalised heat kernel
against time for the simple graph in Figure 4.5. The long-range interactions are accounted
for by the Laplace (left) and Mellin (right) transforms of the k-path Laplacian matrices of the
graph for different values of λ and s respectively.
First, we observe from the plots in Figure 4.6 that the curve for the trace function against
time for the standard diffusion process (that is, through direct interactions) on the graph (in
blue) is the top most curve and it decreases gradually with time. When we consider long-
range influence, we observe that as the values of the parameters λ and s for the Laplace
and Mellin transforms respectively increase, the corresponding curves approach that of the
standard diffusion (in blue). However, we note that the rate of tendency to the standard
diffusion curve is faster in the Laplace transform-based case than in the Mellin transform-
based case. This is due to the fact that long-range influence is stronger in the Mellin case than
in the Laplace case for the same value of respective exponents following from equations 3.5.5
and 3.5.4. For clarity, let us consider λ = s = 3.0 (brown); we observe from Figure 4.6 that
the curve corresponding to Laplace transform-based case already coincides with that of the
standard diffusion curve while that for the Mellin transform-based case is still distant from
the standard diffusion curve.
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4.7 The zeta function
In the literature, there exist various definitions of the zeta function for finite simple graphs
[47, 73]. In this thesis, we focus on the zeta function associated with the eigenvalues of the
Laplacian matrix which is obtained by exponentiating and summing the reciprocal of the
non-zero eigenvalues [47]. For the standard Laplacian matrix, L, the associated zeta function
is defined by
ς(p) = ∑
λi 6=0
λ
−p
i , (4.7.1)
where λi is the i-th eigenvalue of the standard Laplacian matrix. Following from the above
definition, we define the zeta function associated with the generalised Laplacian matrix as
ζ(p) = ∑
µi 6=0
µ
−p
i , (4.7.2)
where µi denotes the i-th eigenvalue of the generalised Laplacian matrix.
Let us consider a plot of the zeta function against p for different values of the Mellin transform
and Laplace transform exponents s and λ respectively for a simple graph of size 10 (see
Figure 4.5).
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Figure 4.7: Illustration of the zeta function of the graph in Figure 4.5 against exponent p. (a)
corresponds to the Laplace transform-based case with λ = 2, 2.5, 3, and 4. (b) corresponds to
the Mellin transform-based case with s = 2, 2.5, 3, and 4.
For the standard Laplacian and the Mellin or Laplace transform-based generalised Laplacian,
we observe that the zeta function increases with increase in the exponent p. For different
values of Laplace exponent λ, we can tell from the illustration in Figure 4.7a that the variation
of the zeta function with p follows a similar trend to that in the standard Laplacian curve
(in blue) due to relatively less pronounced long-range influence which also decreases with
increase in the value of λ. On the contrary, as the Mellin exponent, s, changes, there are ob-
servable changes in the corresponding curves for the zeta function against p (see Figure 4.7b).
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This can be attributed to stronger long-range interactions in the Mellin transform-based case
than in the Laplacian transform-based case. Like in the former case, the strength of long-range
influence decreases as the exponent s increases which explains why the curve corresponding
to s = 4 (purple) gets closer to one of the standard Laplacian matrix (blue).
4.7.1 The zeta function and generalised heat kernel trace moments
In his work [118], Xiao showed that the zeta function and the heat kernel trace, both associated
with the standard Laplacian matrix, are related in some way using the Mellin transform. In
a similar way, we explore this relationship for the case of the generalised heat kernel and the
zeta function of the eigenvalues of the generalised Laplacian matrix.
Let us consider the function f (t) = e−µit. Its Mellin transform is given by
µ
−p
i =
1
Γ(p)
∫ ∞
0
tp−1e−µitdt, (4.7.3)
where µi is the i-th eigenvalue of LG and Γ(p) is the gamma function defined by
Γ(p) =
∫ ∞
0
tp−1e−tdt. (4.7.4)
On summation of all non-zero eigenvalues of the Laplacian, equation 4.7.3 becomes
ζ(p) = ∑
µi 6=0
µ
−p
i =
1
Γ(p)
∫ ∞
0
tp−1 ∑
µi 6=0
e−µitdt (4.7.5)
Using the connected component based formula for the trace of the generalised heat kernel
(see equation 4.6.3), equation 4.7.5 becomes
ζ(p) =
1
Γ(p)
∫ ∞
0
tp−1 {Tr(HGt)− CG} dt, (4.7.6)
where C is the number of connected components of the graph. Thus the zeta function is
related to the moments of the heat kernel trace.
4.8 Derivative of the zeta function at the origin
The derivative or slope of the zeta function at the origin is another invariant of the heat kernel
that can be used for graph characterisation [119]. In this thesis, we focus on the derivative
of the zeta function at the origin associated with the generalised heat kernel with intention
of ascertaining its utility for graph characterisation. To begin with, the derivative of the zeta
function associated with the generalised Laplacian matrix is given by
ζ ′(p) = ∑
µi 6=0
{− ln µi}e−p ln µi . (4.8.1)
At the origin, that is p = 0, we have
ζ ′(0) = − ∑
µi 6=0
ln µi (4.8.2)
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This is another simple characterisation of graphs. It is simpler than the zeta function because
it is parameter independent.
2 4 6 8 10 12 14
λ or s
−14
−12
−10
−8
−6
−4
Ze
ta
 fu
nc
tio
n 
at
 O
rig
in
, ζ
′ (0
)
Laplace
Mellin
(a)
2 4 6 8 10 12 14
λ or s
−0.5
0.0
0.5
1.0
1.5
Ze
ta
 fu
nc
tio
n 
at
 O
rig
in
, ζ
′ (0
)
Laplace
Mellin
(b)
Figure 4.8: Derivative of the zeta function at origin against time for the graph in Figure 4.5.
Panel (a) corresponds to the generalised Laplacian matrix, LG, while the plot in panel (b)
corresponds to the generalised normalised Laplacian LG.
To start with, we compute the values of the derivative of the zeta function at the origin for
the graph (Figure 4.5) which are 1.5686 and −3.4012 for the normalised and unnormalised
Laplacian matrices respectively. We then turn our attention to the generalised version of both
the normalised and unnormalised Laplacian: From Figure 4.8, we observe that in both cases,
the values of ζ ′(0) increase rapidly as the Mellin (or Laplace) exponents, s (or λ), increase until
constant values of ζ ′(0) are attained at s (or λ) ≈ 9. The observed behaviour is due to the fact
that as the values of s (or λ) increase, the strength of long-range interactions decreases until
a point in which further increase in the value of the exponents results in negligible strength
of long-range interactions and in turn a corresponding negligible change in the value of the
spectrum of the corresponding generalised Laplacian matrix. We, however, observe that for
the Laplace transform-based case, the value for the derivative of zeta function at the origin
approaches faster (in both (4.8a) and (4.8b)) that of the standard diffusion (no long range
interactions) compared to the Mellin transform-based case. This is due to a smaller value of
long-range interactions in the former than in the latter case following from equations 3.5.4
and 3.5.5 which are used to compute the strength of interactions in the two cases respectively.
4.9 The generalised heat content
The generalised heat content is defined as the sum of entries of the generalised heat kernel
matrix (see equation 4.5.2) of a graph. For a graph G = (V, E), the generalised heat content,
denoted by Qt, at time, t, is given by
Q(t) = ∑
p∈V
∑
q∈V
HGt(p, q) (4.9.1)
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We note that, when we consider a particular case of hops of length 1 (k = 1), the correspond-
ing formulation of equation 4.9.1 is equal to the heat content based on the standard Laplacian
matrix which is extensively presented in [118].
Following from equation 4.9.1, the heat content for a given pair of nodes p and q is given by
Q(t) = ∑
p∈V
∑
q∈V
|V|
∑
i=1
e(−µit)vi(p)vi(q). (4.9.2)
According to the authors in [81], the heat content can be expanded into a polynomial in time
and it is given by
Q(t) =
∞
∑
m=0
qmtm, (4.9.3)
where qm is given by
qm =
|V|
∑
i=1
{(
∑
p∈V
vi(p)
)2}
(−µi)m
m
(4.9.4)
From equation 4.9.4, we can tell that any coefficients, qm, can be computed using the entries
of eigenvectors and eigenvalues and thus the set of polynomial coefficients, qm, is unique for
a given graph. This property can be used as a basis for graph characterisation. For purposes
of graph clustering, we can construct feature vector using the k-leading coefficients, that is,
Bk = (q1, q2, . . . , qk)T. We will further explore this concept in section 4.11.
4.9.1 The generalised heat content simulations
As pointed out before, the normalised Laplacian matrix performs better than the normal
Laplacian in some scenarios. For computation of heat content, we use the normalised Lapla-
cian since for the unnormalised case, the heat content remains constant over time.
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Figure 4.9: Results of simulations of the generalised heat content against time for simple graph
of size 10 and average degree equal to 2.0 (see Figure 4.5). Panels (a) and (b) correspond to the
results for different values of the parameters, s and λ of the Mellin and Laplace transform-
based generalised normalised Laplacian matrix respectively.
68
Stellenbosch University  https://scholar.sun.ac.za
At t = 0, the heat kernel matrix HG0 = I. Thus, the value of heat content of a given graph at
t = 0 is equal to the trace of I which is equal to the number of vertices, |V|, of the graph. For
a simple graph of size 10 (Figure 4.5), we have Q(0) = 10.
In Figure 4.9, the curve (in blue) corresponds to diffusion that occurs only along the edges of
the graph, we observe that the heat content decreases rapidly with time. However, on com-
paring with the generalised diffusion based on both Laplacian and Mellin transform-based
cases, we can see that as the respective values of λ and s increase, there is a faster drop in heat
content and the heat content curves tend to the one corresponding the standard diffusion pro-
cess in both cases. It is, however, evident that the rate at which the heat content drops is faster
in the Laplace transform-based case than in the Mellin transform-based case which is due to
a stronger influence in long-range interactions compared to the Laplace transform-based case
which is attributed to bigger values of coefficients ck in the former case (equation 3.5.5) than
in the latter (equation 3.5.4) for same values of k and exponents s and λ respectively. Follow-
ing from equation 4.9.5, as time tends to infinity, the heat content tends to zero.
It is worth noting that for very large graphs, computation overheads for the heat content are
very high. To overcome this problem, Kang [67] put forward methods to estimate heat content
based on matrix multiplication and random walks.
4.9.2 Asymptotic behaviour of the heat content
According to Kang [67], equation 4.9.2 can be written as
Q(t) =
|V|
∑
i=1
αie−µit, (4.9.5)
where αi = ∑p∈V ∑q∈V vi(p)vi(q). We can see from equation 4.9.5 that the heat content can
be treated as a summation of exponential functions with different decay rates determined by
Laplacian eigenvalues and different weights (αi) determined by the eigenvectors of the Lapla-
cian. The asymptotic behaviour near zero of the normalised heat content (obtained by divid-
ing through by the largest value at each time, t) can be described as, Qn(t)|t−→0+ = ∑i αi = 1.
For a given initial distribution of heat on a graph, the heat content describes the diffusion of
heat with time on the graph. The asymptotic behaviour of the heat content has been used in
studying the structure of graphs [67].
From equation 4.9.5, we can tell that the trivial eigenvalue (µi = 0) has a large corresponding
weight value, α. In addition, the exponential decay component associated with the trivial
eigenvalue drops much slower and thus dominates the heat content curve. In order to do
away with the dominance of the trivial eigenvalue and to ascertain the role played by large
eigenvalues, Kang [67] put forward the idea of considering first and second time derivatives
of the heat content given by the equations below:
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∂Q
∂t
= −
|V|
∑
i=1
αiµie−µit and
∂2Q
∂t2
=
|V|
∑
i=1
αiµ
2
i e
−µit (4.9.6)
Following from the above derivative equations, smaller eigenvalues have smaller correspond-
ing weights while larger eigenvalues have larger weights associated with them. Moreover, the
asymptotic behaviour of the first and second derivatives of the heat content are given by
∂Q
∂t
|t−→0+ = −∑
i
αiµi and
∂2Q
∂t2
|t−→0+ =∑
i
αiµ
2
i . (4.9.7)
Thus, from the asymptotic behaviour one can easily distinguish graphs of different structures
quickly using the initial time derivatives of the heat content. Based on this property, Kang
[67] developed a fast algorithm for differentiating graphs which he used to compare random
graphs generated by the ER model and graphs with heavy tail degree distribution generated
by the BA model. From the results of the simulations, the heat content curves of the latter
dropped much faster than that for the former due to the different α values associated with
the eigenvalues of the Laplacian except the smallest eigenvalue. Furthermore, in comparison
with other graph similarity testing algorithms, Kang pointed out the following advantages of
his heat content-based algorithm: First, a clear difference of the two graphs was evident at
the very beginning of the heat content curves. Second, the algorithm does not require prior
nodes correspondence. Finally, the algorithm is robust to minor changes in comparatively
large graphs and can thus be used in random complex networks. Interestingly, for graphs
with heavy tail distributions, the asymptotic behaviour of the heat content can distinguish
graphs with different average degrees as shown in Figure 4.10b where the curves with deep
blue colours are ones of lower average degree and the lighter ones are ones with higher
average degree.
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Figure 4.10: (a) is a plot of normalised heat content Qn(t) with time for five BA (blue lines)
and five ER graphs (green lines) made of 1000 nodes each with average degree between 5 and
20. (b) is the plot of the first derivative of the heat content with time.
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From Figure 4.10, it is evident that as t → 0+, it is very difficult to distinguish graphs.
Particularly at t = 0, all graphs have the same value of heat content which is equal to 1
(see Figure 4.10a). However, when we consider the plot of the first derivative of the heat
content (see Figure 4.10b), we observe that different graphs can be distinguished immediately
as t→ 0+.
4.10 Graph characterisation using heat kernel invariants
4.10.1 Image representation using Delaunay graphs
Graph-based techniques are widely used in a number of applications such as computer vi-
sion, image processing and analysis, pattern recognition, object clustering, among others [66].
In high level vision for example, graph structures have been used to represent structural and
relational arrangements of objects in a scene [66]. This is achieved through a graph represen-
tation where nodes represent the objects or parts of objects, while the edges (or links) describe
relations between the objects or parts of the objects respectively. The idea behind graph-based
techniques is to interpret the concept of interest as a graph theory concept to which meth-
ods and theories such as spectral graph theory, graph-cuts theory, random walks and graph
similarity can be applied. For example object classification can be viewed as a graph clus-
tering problem when different objects are represented by graphs. Kang [67] motivated the
effectiveness of graph-based methods for image representation based on the fact that in the
human brain, information is stored in graph form where nodes represent neurons and links
represent connections between neurons and this arrangement could perhaps be responsible
for the speed at which the human brain stores and retrieves information. Further more, Shok-
oufandeh et al. [99] showed the utility of graph structures in structural abstractions of 2D and
3D objects in object recognition and learning of shape classes.
There are different techniques of representing objects using graphs. The nature of the appli-
cation at hand dictates the technique used. For example, in image segmentation problems,
pixel-based method is often used. In this method, every pixel in an image is represented by
a vertex while weighted edges are connections between neighboring pixels based on inten-
sity differences [50]. After extracting the graph, the image segmentation problem can then
be solved using graph theory concepts such as random walks [50], graph cuts especially
minimum-cut and maximum-flow methods [97], among others. Despite its rampant usage,
one drawback of the pixel-based method is that when the resulting graph is large, it becomes
challenging to apply techniques such as spectral graph theory as computation overheads are
high. In order to overcome this problem, improvements in this method have been developed
such as the use of super-pixels (that is to say, groups of very similar pixels with almost the
same color and intensity contents) rather than individual pixels as vertices of a graph [1]. An-
other approach is discussed in [56] where an image is represented by an undirected labelled
planar graph known as a segmentation graph whose vertices are singly-connected regions
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with edges connecting neighbouring regions.
Another approach involves a combination of corner point detection (specifically the Harris
corner detection) and Delaunay triangulation techniques. The process of graph representation
entails the following steps:
i) First, we obtain feature or corner points which are the nodes of the graph. Here we use
the Harris corner detection method discussed in Chapter 1.
ii) Construct Delaunay triangulation on the extracted corner points using Matlab function
DelaunayTri(x,y) which is based on the quickhull (Qhull) algorithm for convex hulls
[12].
We note that graphs (known as Delaunay graph) resulting from the Delaunay approach have
reduced size compared to graphs resulting from the pixel-based method.
Using the above procedure, we present illustration of Delaunay graph representation of 8
selected objects from the COIL-100 database [85]. The database consists of color images (on
dark background) of 100 objects. For each object, different images were taken at every 5
degree turn up to 360, making a total of 72 images per object.
In our experiments, we consider 8 objects and their corresponding images at different views.
In order to extract the graph corresponding to each image, we implement the algorithm
explained in the previous subsection using my own code in Matlab (available on request)
onto the selected objects. The extracted Delaunay graphs are then superimposed onto the
objects as shown in Figure 4.11.
(a) object 1 (b) object 2 (c) object 3 (d) object 4
(e) object 5 (f) object 6 (g) object 7 (h) object 8
Figure 4.11: Illustration of 8 selected objects from the COIL-100 database with their Delaunay
graphs superimposed.
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4.10.2 The zeta function experiments
Here, we explore the use of the zeta function (equation 4.7.2) as a means of characterising the
structure of a graph. For the 8 selected objects from the COIL database, we extract graphs for
different images of each object using the method explained in the previous subsection. First,
we consider the zeta function associated with the non-zero eigenvalues of the normalised
Laplacian matrix, that is to say, we use equation 4.7.2 where µi denotes the eigenvalues of
the standard normalised Laplacian matrix, that is to say, with no long-range interactions
considered. We perform simulations for different values of zeta argument, p, for each of the
graphs extracted for different views of each of the 8 selected objects.
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Figure 4.12: Plots of the zeta function ζ(p) associated with the normalised Laplacian eigenval-
ues against view number. (from left to right, and top to bottom, p = 1, 2, 3 and 4 respectively).
In Figure 4.12, we observe that 8 different curves corresponding to the 8 selected objects are
distinct in all the four plots. We, however, see that the curve corresponding to object 3 is
much separate (extreme top) from the other 7 objects. This is because, for each view of object
3, the extracted Delaunay graph consists of about 150 vertices which is very large compared
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to vertices of the graphs of the other objects which is in the range 40 − 90. Thus, a large
number of non-zero eigenvalues corresponding to object 3 and consequently a large value of
the corresponding zeta function.
We then turn our attention to the individual plots, we observe minimal fluctuations in the
value of the zeta function of each object at small values of the zeta exponent, p. However,
as the value of p increases, we observe that the fluctuations become larger. From the zeta
function formula given by equation 4.7.2, it follows that the value of the zeta function is de-
pendent on the p-th inverse of the eigenvalues of the corresponding matrix and thus for large
values of p for instance p = 4, small eigenvalues become more dominant in determining the
value of the zeta function thus responsible for larger fluctuations.
Moreover, we perform similar experiments for the zeta function associated with the eigenval-
ues of the normalised generalised Laplacian matrix of the graphs corresponding to different
views of the 8 selected objects. First, we consider a case for zeta function argument p = 1
for different values s and λ and results are shown in Figure 4.13 and Figure 4.15 respectively.
From the results, we observe that the curves for different objects are well separated which in-
dicates that the zeta function associated with the generalised Laplacian eigenvalues can also
be used to characterise graphs. Furthermore, we observe that as the values of the Mellin (or
Laplace) exponents s (or λ) increase, fluctuations in the value of zeta function become large.
This can be explained based on equation 3.5.10 where by as the exponents s (or λ) increase,
the associated eigenvalues of the generalised Laplacian matrix decrease as they approach the
spectrum of the standard Laplacian matrix and thus exponentiating these eigenvalues gives
huge magnitudes of the zeta function thus the large fluctuations. For small values of s (or
λ), the corresponding spectrum has large eigenvalues which approach the spectrum of the
complete graph as s (or λ) tend to zero. When we turn our attention to the difference in
the magnitude of fluctuations in the zeta function associated with the Mellin transform-based
and Laplace transform-based generalised Laplacian matrices, we observe that fluctuations are
relatively smaller in the former than in the latter case for the same value of zeta argument,
p, and Mellin or Laplace exponents. For example, Figures 4.13b and 4.15b are plots of the
zeta function at exponent, p = 1 against view number for s = 2 and λ = 2 respectively.
We can see from these figures that fluctuations are larger in the latter case than the former.
This is attributed to the fact that the eigenvalues associated with the Mellin transform-based
generalised Laplacian matrix are larger in value compared to eigenvalues associated with the
Laplace-based generalised Laplacian matrix following from equation 3.5.5 and equation 3.5.4
used to compute the generalised Laplacian matrix in the two cases respectively. In addition,
as the values of s and λ decrease, the values of the corresponding eigenvalues become larger
which on exponentiating results into smaller values of zeta function compared to the previous
large value of s or λ and in addition the dominance of the small eigenvalues is low and this
explains the observed trend of increase in the magnitude of fluctuations as s (or λ) increases.
On increasing the value of the zeta exponent from p = 1 to p = 2, we observe that fluctuation
become large for the same values s (or λ) in both cases. This behaviour is due to the increased
74
Stellenbosch University  https://scholar.sun.ac.za
dominance of the small eigenvalues to the overall value of the zeta function as the value of p
increases.
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Figure 4.13: The zeta function ζ(p) at p = 1, associated with the Mellin transform-based
generalised normalised Laplacian eigenvalues against view number.
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Figure 4.14: Plots of the zeta function ζ(p) at p = 2, associated with the Mellin transform-
based generalised normalised Laplacian eigenvalues against view number.
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Figure 4.15: Plots of the zeta function ζ(p) at p = 1 associated with the Laplace transform-
based generalised normalised Laplacian eigenvalues with view number.
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Figure 4.16: Plots of the zeta function ζ(p) at p = 2 associated with the Laplace transform-
based generalised normalised Laplacian eigenvalues with view number.
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4.10.3 Experiments of the derivative of the zeta function at origin
Here, we consider the use of the derivative of the zeta function at origin as a means of graph
characterisation. We proceed with similar experiments as we performed with the zeta function
and the results are shown in Figure 4.17.
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Figure 4.17: The derivative of the zeta function (associated with the standard Laplacian ma-
trix) at the origin as a function of view number (a) and a histogram of the derivative of the
zeta function at the origin for 8 selected objects of the COIL database (b).
We observe from Figure 4.17a that the curves for each of the 8 objects are well separated
and the fluctuations are low. More importantly, the curves in this plot are better separated
compared to any of the plots of the zeta function in Figure 4.12 which implies that derivative
of the zeta function at the origin performs better at differentiating objects than any of the zeta
functions for different arguments. Furthermore, in Figure 4.17b, the histogram of ζ ′(0) shows
a clear separation of different objects.
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(d) s = 4
Figure 4.18: Plot of derivative of the zeta function of the Mellin-based generalised Laplacian
matrix at the origin against view number (from left to right, and top to bottom, s = 1, 2, 3,
and 4 respectively).
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Figure 4.19: Plot of derivative of the zeta function of the Laplace-based generalised Laplacian
matrix at the origin against view number (from left to right, and top to bottom, λ = 1, 2, 3,
and 4 respectively).
From Figures 4.18 and 4.19, we can see that for small values of exponent s and λ, fluctuations
are large and objects are not well separated. As the values of s and λ increase, we observe a
decrease in fluctuations and objects become well separated. This is due to the fact that as the
values of exponents s or λ increase, the strength of long-range interactions decreases and thus
smaller fluctuations and better separation of objects. This behaviour is even more evident
in the histograms for different values of s and λ as shown in Figure 4.20 and Figure 4.21
respectively.
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Figure 4.20: Histogram of derivative of the zeta function of the Mellin-based generalised
Laplacian matrix at the origin against view number (from left to right, and top to bottom,
s = 1, 2, 3, and 4 respectively).
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Figure 4.21: Histogram of derivative of the zeta function of the Laplace-based generalised
Laplacian matrix at the origin against view number (from left to right, and top to bottom,
λ = 1, 2, 3, and 4 respectively).
From Figures 4.20 and 4.21, we can see that for small values of exponent s and λ, the corre-
sponding histograms have overlapped bars which indicates that objects are not well clustered.
As the values of s and λ increase, we observe that the resulting histograms have well separated
bars. We attribute this behaviour to the fact that as the values of exponents s or λ increase,
the strength of long-range interactions decreases and thus better separation of objects in the
histogram.
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4.10.4 Laplacian Energy
The Laplacian energy of a graph is the sum of squares of eigenvalues of its Laplace matrix. It
is given by
EL = ∑
λi 6=0
λ2i (4.10.1)
Like the derivative of the zeta function, the Laplacian energy is an invariant to node label
permutations and is parameter independent. These properties thus pose a possibility of
using the Laplacian energy for purposes of graph characterisation. The results of experiments
performed on the eight selected objects of the COIL database using the Laplacian energy of
the extracted graphs are shown in Figure 4.22.
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Figure 4.22: Plot of Laplacian energy as a function of view number in (a) and the histogram
of the Laplacian energy for 8 selected objects of the COIL database in (b).
From Figure 4.22, we observe that the Laplacian energy performs well in distinguishing dif-
ferent graphs extracted from the objects compared to the derivative of the zeta function at
the origin which is also a unitary feature. We further perform similar experiments using the
generalised Laplacian energy based on both the Mellin transform and Laplace transforms of
the k-path Laplacian matrices as shown in Figures 4.23 and 4.24. The results from the experi-
ments show that Laplacian energy computed from the generalised Laplacian matrix performs
well in distinguishing different graphs.
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Figure 4.23: Plot of the Laplacian energy associated with the Mellin-based generalised Lapla-
cian matrix against view number (from left to right, and top to bottom, s = 1, 2, 3, and 4
respectively).
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Figure 4.24: Plot of Laplacian energy associated with the Laplace transform-based generalised
Laplacian matrix against view number (from left to right, and top to bottom, λ = 1, 2, 3, and
4 respectively).
4.11 Graph-based Image clustering
Image clustering is a very important application in many image analysis tasks such as object
recognition, object tracking and many others. The task of image clustering involves categoris-
ing images based on similarities or differences in various features among them. Such features
are based on intensity, colour, shape, texture, among others. In this thesis, we explore clus-
tering of objects using information obtained exclusively from the object itself. In other words,
no other information attached to the object such as tags, location, and any other form of addi-
tional information is used in the process of object clustering. Recently, it is common practice
to use graphs to capture the structure of images in shape-based object clustering. There are
various approaches used to extract graphs representing images, however, in this thesis we
focus on the Delaunay graph approach explained in the previous section (section 4.10). With
the extracted graphs at hand, graph clustering techniques are then applied to them. The fun-
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damental step in the process of graph clustering is ascertaining the similarity between graphs
such that graphs that are similar to each other are categorised as a cluster or group. There are
various approaches to graph clustering which include but not limited to the following:
One approach involves defining a class prototype that captures the most noticeable features
of a class. Individual graphs are then compared to respective class prototypes such that those
which match particular prototypes are assigned accordingly, thus forming clusters. One of the
major problems of this approach is the difficulty of defining the class prototype (a graph that
represents each cluster). Fortunately, authors in [21] have attempted to overcome this prob-
lem by developing generic algorithms that generate class prototypes for different clusters.
The other problem is dealing with graphs of different numbers of nodes. Another approach
is known as pairwise clustering. Given a set of graphs, pairwise clustering involves a com-
parison between pairs of graphs normally based on the edit distances of the two graphs. The
resulting clusters consist of subsets of the graph set that have strong mutual pairwise affinities
[77, 105].
One drawback of the two approaches is that correspondence between nodes must be com-
puted beforehand which is a computationally cumbersome task especially for large graphs.
To overcome this problem, methods have been developed which use feature vectors. It is
noteworthy that pattern vectors can be easily manipulated compared to graphs. However,
difficulties arise in vectorisation of graphs which include: First, there is no natural way of
mapping nodes or edges of a graph into components of vectors as there exists no standard
ordering of nodes or edges of graphs. Second, suppose we find an ordering of nodes or
edges, vectors of different lengths can be obtained for graphs with different number of nodes
and edges [78, 116]. This thus calls for a method of dealing with pattern-vectors of different
lengths. The difficulty associated with vectorising graphs makes it practically impossible to
adopt clustering methods which involve pairwise similarity measurements. Luo et al.[78] at-
tempted to overcome this problem by using the spectral representation of graphs in which the
structure of a graph is mapped onto a vector of fixed length. The pattern vectors are devel-
oped based on the adjacency matrix of a graph where the content of the vectors are features
such as leading eigenvalues, eigenmode volume, eigenmode perimeter and Cheeger constant.
Alternatively, the vectors can be composed of binary features which are pairwise attributes
of eigenmodes and these include mode association matrix and inter-node distances. Shortly
after, Xiao [118] introduced mapping of graphs onto pattern vectors using the spectrum of the
Laplacian matrix as well as other invariants of the heat kernel such as the zeta function and
coefficients of heat content polynomials. The vectors of invariants can then be embedded into
low-dimensional space using techniques such as Principal Component Analysis (PCA) [98],
Multi-Dimensional Scaling (MDS) [104], Locality Preserving Projection (LPP) [60], and many
others.
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In this section, we explore how pattern vectors are constructed from invariants of the gen-
eralised heat kernel. We further present results of experiments of graph clustering based
on these invariants. Moreover, we discuss the impact of long-range interactions in graph
clustering.
4.11.1 Constructing pattern vectors of objects
One very important and essential step in clustering of objects is extraction of image features.
For good clusters to be attained, features used must be appropriate, that is to say, they should
capture the important information of an image. Moreover, since images are of very high
dimensions, the features must allow for reduction in dimension so as to make the features
appropriate as input to clustering algorithms. One thing worth noting is that in order to
capture complete information of images, methods that involve appropriate combination of
features have been developed since no particular method based on a single feature performs
well in completely capturing the important information of an image as discussed in the review
in [31]. It was observed that particular image descriptors or features perform well at specific
tasks or for specific image databases [31].
There are various methods used in constructing pattern vectors most of which are based on
the spectrum of the adjacency or Laplacian matrices of corresponding graphs. We discuss
some of these methods:
4.11.1.1 Leading eigenvalues
For a graph indexed k, that is, Gk extracted from a particular object, a feature vector that rep-
resents Gk can be constructed from ordered eigenvalues of the (normalised) Laplacian matrix
of a graph. We recall that the Laplacian eigenvalues are invariant to node label permutations.
The feature vector constructed from the spectrum is given as Bk = (l1, l2, . . . , ln)T where li is
the i-th eigenvalue. The eigenvalues follow a non-increasing order: l1 ≥ l2 ≥ . . . ≥ ln. Since
in our experiments we are dealing with 72 views of each of the 8 objects, we will use the 6
leading eigenvalues, that is, n = 6 to reduce on complexity in computation.
4.11.1.2 The zeta function at different values of argument
Xiao [118] showed that the zeta function associated with the Laplacian eigenvalues can be
used in constructing feature vectors. The vector is composed of zeta function values at differ-
ent arguments. That is, for a graph Gk, the corresponding feature vector
Bk = (ζ(1), ζ(2), . . . , ζ(n))T. Again for computation convenience, we will take n = 4 in the
experiments.
4.11.1.3 Symmetric polynomials
Symmetric polynomials are polynomials on a set of variables that are invariant under per-
mutation of variable indices. In other words, on interchange of one or more variables, one
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obtains the same value of the polynomial. Due to this invariant property, symmetric polyno-
mials have proven useful in constructing pattern vectors used for graph analysis [116, 118].
Given n variables x1, x2, . . . , xn. A polynomial S ∈ k[x1, x2, . . . , xn] is symmetric if
S(x1, x2, . . . , xn) = S(xσ(1), xσ(2), . . . , xσ(n)), (4.11.1)
for all possible permutations xσ(1), xσ(2), . . . , xσ(n) of the variables.
There are various types of symmetric polynomials, however, in this thesis we focus on two of
them namely the elementary and power-sum symmetric polynomials.
1. Elementary symmetric polynomials: For a given set of n variables {x1, . . . , xn}, the set
of elementary symmetric polynomials are given by
S1(x1, . . . , xn) =
n
∑
i=1
xi
S2(x1, . . . , xn) =
n
∑
i=1
n
∑
j=i+1
xixj
...
Sk(x1, . . . , xn) = ∑
i1<i2<...<ik
xi1 xi2 . . . xik
...
Sn(x1, . . . , xn) =
n
∏
i=1
xi
2. Power-sum symmetric polynomials:
With the same set of variables as above, the set of power symmetric polynomials are
defined as
P1(x1, . . . , xn) =
n
∑
i=1
xi
P2(x1, . . . , xn) =
n
∑
i=1
x2i
...
Pk(x1, . . . , xn) =
n
∑
i=1
xki
...
Pn(x1, . . . , xn) =
n
∑
i=1
xni
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Using the Newton-Girard formula of symmetric functions, the two polynomials are related to
each other by the the formula
Sk =
(−1)k+1
k
k
∑
r=1
(−1)r+kPrSk−r, (4.11.2)
where Sk is shorthand for Sk(x1, . . . , xn) as Pk is for Pk(v1, . . . , vk). The elementary symmetric
polynomials Sk can be computed efficiently using the poser symmetric polynomials using the
above relation.
For graph clustering purposes, the set of variables to these polynomials can be the n leading
eigenvalues of the normalised Laplacian [118], the zeta function for different non-integer ar-
guments [118], the elements of the spectral matrix [116], and many others. Experiments for
graph clustering using pattern vectors obtained from symmetric polynomials demonstrate
results of good clustering as discussed in [116].
It is worth noting that when the eigenvalues of the (generalised) Laplacian are used as argu-
ments to the symmetric polynomials, the following relations hold:
1. The lowest order elementary symmetric polynomial is the sum of the eigenvalues, that
is, the trace of the (generalised) Laplacian.
2. The highest order elementary symmetric polynomial is the product of non-zero eigen-
values of the (generalised) Laplacian and thus related to the derivative of the zeta func-
tion at the origin by
S|V|(λ1,λ2, . . . ,λ|V|) = e(ζ
′(0))−1 (4.11.3)
3. The second lowest order power symmetric polynomial is the sum of the squares of the
eigenvalues which is equal to the Laplacian energy of corresponding graph.
Using symmetric polynomials, feature vectors can be constructed in a number of ways: One
is using the vector of leading eigenvalues of Laplacian as an input to the set of symmetrical
polynomials. The result of each polynomial then constitutes a component of the feature
vector.
Wilson et al. [116] presented a method of constructing the feature vector by using the elements
of the spectral matrix (equation 2.3.9). Here, each column of the spectral matrix forms the
input to a set of symmetrical polynomials. This results in a set of n2 spectral features formed
by a combination of n columns of the spectral matrix and n symmetric polynomials. It is worth
noting that this method is very powerful since it makes use of the full spectral matrix, that is,
both eigenvalues and eigenvectors. For graphs of different sizes of node-sets, authors in [116]
tackled this problem as follows: For graphs whose node-set size is less than the maximum
among a set of graphs, their spectrum are modified by appending eigenvalues of zeros and
their corresponding eigenvectors consisting of zeros such that the size of the spectrum of all
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graphs is the same, that is to say, equal to that corresponding to graph(s) with the maximum
size of nodes [116].
4.11.1.4 Coefficients of heat content polynomials
Since for each graph, the set of coefficients of the heat content polynomial given by equa-
tion 4.9.4 is always unique, these coefficients can thus be used for graph characterisation. We
can then construct feature vectors whose components are the coefficients indexed by m. That
is to say, Bk = (q0, q1, . . . , qn)T. To ensure less computation overheads, we take the k leading
coefficients.
4.11.2 Principal Component Analysis (PCA) on images
As mentioned earlier, PCA is a widely used statistical tool for dimension reduction. The PCA-
based dimension reduction relies on selection of dimensions with the largest variance. Ding
and He [34] showed that PCA dimension reduction indirectly performs clustering according
to the K-means objective function by proving that the principal components are the continu-
ous solution of the cluster membership indicators in the K-means clustering method. In this
subsection, we present the steps followed in performing PCA-based dimension reduction on
a given number, m, of objects.
i) We commence by selecting the objects from a database to which PCA is to be applied,
say m objects.
ii) Next, we extract graphs from each object using a combination of Harris corner detection
and Delaunay triangulation techniques as discussed in subsection 4.10.1. This results
into graphs G1, G2, . . . , Gm.
iii) We construct the feature vector, Bk, for each graph, Gk, as discussed in the previous
subsection.
iv) We compute the matrix S = [B1|B2| . . . |Bm]. The feature vectors form the columns of S.
v) We then compute the matrix, Sˆ, by subtracting the mean of the feature vectors from each
of the column of the matrix S.
vi) We follow this with computation of the covariance matrix C by taking the matrix product
C = SˆSˆT.
vii) We extract the principal components directions by first performing eigendecomposition
on the covariance matrix, C, that is
C =
m
∑
i=1
λivivTi , (4.11.4)
where λi are the eigenvalues and vi are the eigenvectors. This is followed by selection
of the first s leading eigenvectors (normally 3 for purposes of visualisation) to represent
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the graphs extracted from the objects. By selecting the principal components, we reduce
the dimension of the data. The coordinate system of the eigenspace is spanned by the s
orthogonal vectors V = (v1, v2, . . . , vs).
viii) Finally, we project individual graphs (represented by Bk for 1 ≤ k ≤ m) onto this
eigenspace using B′k = V
TBk. Therefore, each graph Gk is represented by an s-component
vector B′k in the eigenspace.
4.12 Object clustering experiments
In this subsection, we use the heat kernel invariants to construct feature vectors used for
graph clustering on the selected objects of the COIL database described in section 4.10. To
begin with, we will use the 6 leading eigenvectors of the normalised Laplacian of each graph
to create feature vector. We will then consider these eigenvalues as inputs to the set of elemen-
tary symmetric polynomials forming feature vectors. Next, we will show results for using the
zeta function associated with the eigenvalues of both the standard Laplacian matrix and the
generalised Laplacian matrix. The latter case involves results for different exponents of the
Laplace and Mellin transforms of the Laplacian matrix. We will also show results based on
the coefficients of the heat content polynomials defined in equation 4.9.4. For visualisation
purposes, we perform dimensionality reduction to only 3 dimensions.
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Figure 4.25: Clustering of the 8 objects of Figure 4.11 using PCA with feature vectors com-
posed of the six leading eigenvalues of the graph Laplacian matrix (left) and elementary
symmetrical polynomial with the six leading eigenvalues of the normalised Laplacian matrix
as variables (right).
In the left-hand panel in Figure 4.25, we observe that PCA performed on the vectors of six
leading eigenvalues of the Laplacian matrix results in clusters that overlap which implies that
different views of the eight objects are not well classified in this case. On the other hand, the
right-hand panel in Figure 4.25, shows that with the six leading eigenvalues as variables to
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the set of elementary symmetric polynomials, we observe that the different views of the eight
objects do overlap but not as much as in the former case. This implies that using symmetrical
polynomials results in relatively better clusters than when the leading eigenvectors are used
as feature vectors.
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Figure 4.26: Clustering of the 8 selected objects of Figure 4.11 using zeta function for four
different integer arguments, that is p = 1, 2, 3 and 4.
In Figure 4.26, the objects are well separated and the clustering is better when the feature vec-
tors consist of the zeta function for different arguments compared to the one obtained using
the leading eigenvalues of the Laplacian shown in Figure 4.25.
We repeat similar experiments with feature vectors constructed from the zeta function asso-
ciated with the eigenvalues of the generalised Laplacian matrix for the eight objects. In this
case, long-range interactions are accounted for by the Mellin and Laplace transforms of the
k-path Laplacian matrices. For different exponents, s, of the Mellin and, λ, of the Laplace
transform, the results are shown in Figure 4.27 and Figure 4.28 respectively.
First, we note that an increase in the Mellin (or Laplace) exponent, s (or λ), implies a decrease
in strength of long-range influence, for instance when s(or λ) = 2, the long-range influence
is much greater than when s(or λ) = 6. On performing clustering using feature vectors
constructed from the zeta function of the generalised Laplacian matrix (see Figure 4.27 and
Figure 4.28), we observe that for small values of s (or λ), we obtain well-separated clusters
and the size of different clusters are big and as the values of s (or λ) increase, the individ-
ual clusters become smaller in size. In addition, for object 3, we observe small variation in
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its cluster at small values of s and as s increases, so does the variations. For the Laplace
transform-based case, however, we observe very small variations in the cluster corresponding
to object 3 as λ increases. Generally, as s (or λ) increases, the resulting clusters tend to be
similar to the clusters obtained by performing PCA on the zeta function associated with the
standard Laplacian matrix (that is, at s (or λ) = ∞ which is the case where the influence of
long-range interactions is negligible).
This can be explained based on the fact that increase in the value of exponents implies a
decrease in strength of long-range interactions and thus clustering obtained tends to the clus-
tering with no long-range interactions.
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Figure 4.27: Illustration of PCA based clustering for 8 selected objects of the COIL-100
database. The feature vector consist of the zeta function on 4 arguments (p = 1, 2, 3, 4) of
the normalised Laplacian matrix of the respective graphs. From left to right and top to bot-
tom, we start with the standard Laplacian followed by generalised Laplacian based on Mellin
transform for s = 2, 3, 5, and 6.
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Figure 4.28: Illustration of PCA-based clustering for 8 selected objects of the COIL-100
database. The feature vector consist of the zeta function on 4 arguments (p = 1, 2, 3, 4 ) of
the normalised Laplacian matrix of the respective graphs. From left to right and top to bot-
tom, we commence with the standard Laplacian followed by generalised Laplacian based on
Laplace transform for λ = 2, 3, 4, and 6.
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Figure 4.29: Object clustering with feature vectors consisting of four leading coefficients of
the heat content polynomials q0, q1, q2, q3.
As mentioned earlier on, we can perform PCA on the feature vectors constructed from the k
leading coefficients of the heat content polynomials. In our experiments, we take k = 4 and
the results of clustering are illustrated in Figure 4.29. In comparison with Figure 4.25, we
observe that analysis of coefficients results in better separation of objects than analysis using
the leading eigenvalues of the Laplacian matrix and the zeta function. The better clustering
observed using the polynomial coefficients is attributed to the fact that these coefficients are
computed using both the eigenvalues and eigenvectors of the Laplacian which completely
capture the structure of a graph. On the other hand, eigenvalues of the Laplacian matrix par-
tially capture the structure of a graph and thus invariants constructed using the eigenvalues
do not perform well in graph clustering compared to the former case.
We then turn our attention to the clustering using feature vectors constructed from the heat
content polynomial coefficients associated with the generalised Laplacian matrix formed by
either the Mellin or Laplace transforms of the k-path Laplacian matrices. The results of the
simulations are shown in Figure 4.30 and Figure 4.31 for the Mellin transform and Laplace
transform-based cases respectively. From the figures, we observe that as the exponents s (or
λ) increase, there is a slight difference in the clusters obtained. For small values of s (or λ),
clusters are slightly better comparable to higher values of the exponents. The observed trend
in the resulting clusters is due to the slight variation in the eigenvectors of the generalised
Laplacian matrix as the values of s (or λ) varies and since both eigenvalues and eigenvectors
constitute the computation of the heat content polynomial coefficients, the slight variation in
the latter is possibly responsible for the observed slight variation in clusters obtained.
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(d) s = 4
Figure 4.30: Illustration of PCA based clustering for 8 selected objects of the COIL-100
database. The feature vector consist of heat content polynomial coefficients q0, q1, q2, q3. From
left to right and top to bottom, plots correspond to Mellin exponents s = 1, 2, 3, and 4.
97
Stellenbosch University  https://scholar.sun.ac.za
100-0.05
0.4
0.2 50
First eigenvector
0
Second eigenvector
-0.2 0
-0.4
-50
-0.6
0
Th
ird
 e
ig
en
ve
ct
or 0.05
object1
object2
object3
object4
object5
object6
object7
object8
(a) λ = 1
100
-0.1
1
500.5
First eigenvector
0
Second eigenvector
0
-0.5
-1
-50
-1.5
0
Th
ird
 e
ig
en
ve
ct
or 0.1
object1
object2
object3
object4
object5
object6
object7
object8
(b) λ = 2
-0.1
1
0.5
-0.05
0
Second eigenvector
0
Th
ird
 e
ig
en
ve
ct
or
-0.5
100
-1
0.05
First eigenvector
50
0
-1.5
-50
0.1
object1
object2
object3
object4
object5
object6
object7
object8
(c) λ = 3
-0.1
1
0.5 80
600
Second eigenvector
40
First eigenvector
-0.5 20
0
-1
-20
-1.5
-40
0
Th
ird
 e
ig
en
ve
ct
or 0.1
object1
object2
object3
object4
object5
object6
object7
object8
(d) λ = 4
Figure 4.31: Illustration of PCA based clustering for 8 selected objects of the COIL-100
database. The feature vector consist of heat content polynomial coefficients q0, q1, q2, q3. From
left to right and top to bottom, plots correspond to Laplace exponents λ = 1, 2, 3, and 4.
4.13 Conclusion
In this chapter, we have reviewed the heat kernel of a graph based on the standard diffusion
model as discussed in [118] . We extended this concept by introducing the heat kernel (which
we refer to as the generalised heat kernel) obtained as a fundamental solution to the heat
equation where diffusion occurs through both direct (along edges) and long-range interac-
tions. The latter are accounted for using either the Mellin or Laplace transforms of the k-path
Laplacian matrices [38]. We have also discussed the utility of invariants of the heat kernel
namely the heat kernel trace, zeta function, derivative of the zeta function at the origin, and
heat content invariants for characterisation of graphs as put forward by Xiao [118]. We fur-
ther showed that the same set of invariants of the generalised heat kernel can as well be used
for graph characterisation for purposes of clustering as depicted by the results of experiments
performed on selected objects of the COIL database. We also introduced the Laplacian energy
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computed using the eigenvalues of both the standard and the generalised Laplacian matrix
as a parameter independent feature for characterisation of graphs.
We have also investigated the impact of long-range interactions to object clustering. This
is done by varying the values of the Mellin and Laplace exponents, s and λ respectively.
The results from the experiments are two fold: For analysis in which feature vectors are
constructed from the zeta function values for different values of p, it is observed that as s or λ
increases, resulting clusters become more overlapped. On the other hand, using the derivative
of the zeta function at the origin, better clusters are obtained as s or λ increases.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
Diffusion is one of the dynamical processes that occurs on networks. It is of great impor-
tance as it aids in developing models of processes on real-world networks. Such processes
include spread of epidemics in populations, dissemination of information in social networks,
propagation of viruses in computer networks, among others. Our concern in this thesis lies
in exploring an important aspect of diffusion which is the heat kernel and its utility in graph
characterisation for purposes of clustering. Before diving into the study of the heat kernel,
it was necessary first to understand in detail the diffusion process on (undirected) networks
and this we did by discussing in some detail the standard diffusion model characterised by
the flow of substance only along the edges of the network. We further performed simulations
depicting the equilibrium behaviour under this model, and the impact of factors such as net-
work structure, choice of source nodes and network heterogeneity on the rate of diffusion on
simple undirected networks. Based on empirical evidence, Estrada [38] put forward the fact
that in many dynamical processes, such as consensus, synchronisation, diffusion dynamics,
among others, interaction among constituent components does not only occur among near-
est neighbours but also between non-nearest neighbours which are referred to as long-range
interactions. Long-range interactions have been proven to play a key role in many dynamic
processes.
We thus turned our focus to studying the diffusion model (which we referred to as the gen-
eralised diffusion model) in which the flow of substance (particularly heat in this thesis) does
not occur only along edges but also through long-range interactions which are accounted for
using the Mellin and Laplace transforms of the k-path Laplacian matrices as introduced by
Estrada [38]. Through simulations, we showed that diffusion is accelerated when long-range
interactions are considered. Moreover, using simulation on artificial networks, we showed
that the impact of long-range interactions is more pronounced in networks that follow power
law degree distribution (BA networks) than in networks with Poisson degree distribution (ER
networks). This is because of the existence of hubs in the former and node degree homogene-
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ity in the latter.
The heat kernel is the fundamental solution of the diffusion equation. It describes the flow of
substance over a network. In [118], the standard heat kernel is defined in such a way that it
describes flow of substance only along edges of the network. Furthermore, Xiao extensively
discussed the use of the standard heat kernel invariants such as the trace of the heat kernel,
zeta function, derivative of the zeta function and heat content for characterisation of graphs
and application to image analysis. In this thesis, we extended this concept by considering the
heat kernel obtained as a solution to heat diffusion equations in which long-range interac-
tions are taken into consideration. This heat kernel, which we refer to as the generalised heat
kernel, is associated with the eigenvalues of the generalised Laplacian matrix. We further ex-
plored the use of invariants of the generalised heat kernel for characterisation of graphs and
how stable feature vectors based on these invariants can be extracted and used in graph clus-
tering. These invariants include the heat kernel, zeta function, derivative of the zeta function
at the origin, and coefficients of the heat kernel. Similar to the standard heat kernel invariants,
the above mentioned invariants associated with the generalised heat kernel do perform well
too in distinguishing of graphs.
For object clustering, we performed experiments using 8 selected objects of the COIL database
where we constructed feature vectors using the mentioned invariant and then performed prin-
cipal component analysis on the dataset composed of the feature vectors. Results from the
experiments showed that the invariants of the generalised heat kernel perform well in char-
acterising graphs as is the case with the invariants of the standard heat kernel discussed in
[118]. For comparison, we observed that clusters resulting from the use of the coefficients of
the heat content are quite separated, that is to say, the overlap between clusters is minimal.
This then followed by the zeta function whose associated clusters demonstrate less overlap
compared to clusters resulting from the use of feature vector composed of the leading eigen-
values of the Laplace matrix.
5.2 Contributions
In summary, our contributions to this area include the following: we have introduced the
generalised heat kernel which describes the flow of substance along the edges of the network
and through long-range interactions. We have shown that invariants, namely the trace, zeta
function, heat content, Laplacian energy and the derivative of the zeta function at the origin,
associated with the generalised heat kernel can be used for characterisation of graphs and
clustering of objects thus extending the approach of Xiao [118, 119] to the generalised heat
kernel case as depicted by results of experiments in chapter 4. We also explored the impact
of long-range influence on the quality of object clusters. Results of experiments of object
clustering reveal that, for feature vectors constructed from the values of the zeta function at
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different values of argument,p, as the influence due to long-range interaction weakens (by
an increase in the Mellin or Laplace exponents (s or λ), the resulting clusters become more
overlapped and as long-range interactions become stronger, the resulting clusters tend to be
less overlapped implying better clusters. On the other hand, object clustering based on the
derivative of the zeta function at the origin show an opposite trend to the previous case, that
is to say, as the influence in long-range increases, better clusters are obtained. For clustering
based on coefficients of the heat content polynomials, the variation in long-range influence
results into slight variation in the quality of clusters.
5.3 Directions for future research
We have discussed the generalised diffusion model in which both direct and long-range in-
teractions are considered. To account for long-range interactions, we use the method based
on the Mellin and Laplace transforms of the k-path Laplacian matrices introduced by Estrada
[38]. In this method, the strength of long-range interactions between pairs of nodes decreases
as the shortest distance between the nodes increases.
The heat kernel of a diffusion equation is a very key concept in diffusion on networks and has
various applications such as page rank measure of a graph [24], graph characterisation and
clustering [118, 119], among others. In particular, Xiao [118] extensively studied the use of
the standard heat kernel invariants namely the heat kernel trace, zeta function, derivative of
zeta function at origin and the heat content for graph characterisation. Using feature vectors
constructed using these invariants, Xiao performed principal component analysis on selected
objects of the COIL database to obtain different object clusters.
The long-range interactions have proven significant in accelerating dynamical processes such
as consensus [38], synchronisation [39] and diffusion on networks [40]. Focusing on diffusion
on network with long-range interactions, we have explored the heat kernel resulting from this
diffusion model and its applicability to graph characterisation for clustering purposes. Using
experiments on 8 selected objects of the COIL database, we have shown that the invariants
of the generalised heat kernel namely the trace, zeta function, derivative of the zeta function
and heat content, do perform well in object clustering. Most interesting is the fact that as we
vary the values of the Mellin transform or Laplace transform exponents (s or λ), we obtain
an ensemble of clusters. Important to note is that as the values of exponents s or λ increase,
the resulting clusters are less overlapped and this poses the following open question: at what
value or range of values of the exponents (s or λ) do we obtain meaningful clusters? We hope
our curiosity will open more doors to interesting research...
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