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a b s t r a c t
We investigate the accuracy of approximation of E[ϕ(u(t))], where {u(t) : t ∈ [0,∞)} is
the solution of the stochastic wave equation driven by the space–time white noise and ϕ
is an R-valued function defined on the Hilbert space L2(R). The approximation is done by
the leap-frog scheme. We show that, under certain conditions on ϕ, the approximation by
the leap-frog scheme is of order two.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The numerical analysis of stochastic partial differential equations is a young topic of research. Inmost of the articles in the
literature, the aim has been to analyse pathwise convergence or the strong error for parabolic SPDEs; see e.g. Gyöngy [1,2],
Gyöngy and Millet [3], Hausenblas [4,5], Kloeden and Shot [6], Millet and Morien [7] and Shardlow [8]. For the Kortweg–de
Vries equation and the stochastic Schrödinger equation, see e.g. De Bouard and Debussche [9,10] and Debussche and
Printems [11]. For the numerical approximation of the stochastic wave equation, see e.g. Quer-Sardanyons and Sanz-
Solé [12], Walsh [13] and Kovacs et al. [14].
The strong error depends on the regularity of the noise. Nevertheless, in the best possible case the order of the scheme is
1
2 of the order of the schemewithout noise. However, it can be shown, that considering theMonte Carlo error or the so-called
weak error, the order of the scheme can be improved; see e.g. Fichter andManthey [15], Hausenblas [16] and Shardlow [17]
and the very recent works of De Bouard and Debussche [9] and Debussche and Printems [18,19].
Let u be the solution of a one-dimensional quasi-linear stochastic wave equation, uˆ its approximation and φ be a real-
valued function defined on L2(R × [0,∞);R). Our point of interest is the accuracy with which the entity E[ϕ(u)] can be
computed. In the Monte Carlo simulation, a large numberM of independent trajectories {uˆi : 1 ≤ i ≤ M} are simulated on
a computer. Then, the entity E[ϕ(u)] is approximated by
1
M
M∑
i
ϕ(uˆi).
The resulting error depends on the choice of the approximation uˆ and the parameterM . The effect ofM can be described by
the Central Limit Theorem, while the effect of the choice of the approximation can be measured by the quantity
|E[ϕ(u)] − E[ϕ(uˆ)]|,
which is called theweak error.Milstein [20] and Talay [21]were the firstwho investigated theweak error in finite dimension.
Moreover, let us mention that a further work that investigated the weak error was Talay and Tubaro [22].
Therefore, it is known that for example, the Euler scheme is in general of strong order 1/2 and of weak order 1. Our
objective is to investigate the weak error of the leap-frog scheme applied to the stochastic wave equation. This scheme
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is widely used in the deterministic case and is, in the deterministic context, of order 2. For more details, we refer to
e.g. Iserles [23] or Quarteroni et al. [24]. Now, the question we are interested in, is, whether the order of convergence for the
weak error of the leap-frog scheme can be also of order two, and, if yes, under which conditions. We will show that, similar
to the Euler scheme, the order of convergence can also be in the best possible case equal to two.
The paper is organised as follows. In the next section, i.e. Section two, we present the main result. In Section 3 three we
give some preliminaries of the stochastic wave equation. In Section 4, the numerical approximation is described. The actual
proof of our main result is the content of Section 5. In Appendix A the stability of the leap-frog scheme is analysed and in
Appendix B we recall some basic facts about finite differences.
2. The main result
As mentioned before, we are concerned with the numerical approximation of a quasi-linear stochastic wave equation in
[0, 1] driven by a space–time white noise. First, let us recall the definition of a space–time white noise.
Definition 2.1. Let (Ω,F , (Ft)t≥0, P) be a complete probability space andO ⊂ Rd ameasurable subset. Then a space–time
(Gaussian) white noise on O is a measurable mapping
W : (Ω,F )→ (M([0,∞)× O),M([0,∞)× O)1)
such that
(i) for all A ∈ B([0,∞) × O), W (A) is a real-valued, Gaussian random variable with mean 0 and variance λd+1(A)2,
provided λd+1(A) <∞;
(ii) if the sets A1, A2 ∈ B([0,∞) × O) are disjoint, then the random variables W (A1) and W (A2) are independent and
W (A1 ∪ A2) = W (A1)+W (A2).
(iii) for any A ∈ B(O) the real-valued process [0,∞) 3 t 7→ W ([0, t)× A) ∈ R is adapted.
For any (t, ξ) ∈ [0,∞) × O, the Radon–Nikodym derivative of the measure W exists P-a.s. and will be denoted by
W˙ = {W˙ (t, ξ) : 0 ≤ t <∞, ξ ∈ O}.
The stochastic wave equation driven by space–time white noise was initially introduced in [25] (for an introduction of
the stochastic wave equation and its applications we refer to e.g. [26–28]) and reads as follow:
∂2
∂t2
u(t, ξ) = ∂
2
∂ξ 2
u(t, ξ)+ f (u(t, ξ))+ W˙ (t, ξ), t ∈ [0, T ], ξ ∈ [0, 1],
u(0, ξ) = u0(ξ), ξ ∈ [0, 1],
∂
∂t
u(0, ξ) = v0(ξ), ξ ∈ [0, 1],
(1)
where T > 0. We consider Dirichlet boundary conditions, that is u(t, 0) = u(t, 1) = 0, for all t ∈ [0, T ]. The random
perturbation W˙ here is the Radon Nikodym derivative of a space–time (Gaussian) white noise on [0, T ] × [0, 1] over a
given complete filtered probability space (Ω,F , (Ft)t≥0, P). The initial conditions u0, v0 : R → R are bounded functions
satisfying some regularity conditions and the drift term f : R→ R is Lipschitz continuous.
As a solution to Eq. (1), we take the so-called mild solution.
Definition 2.2. We call a process u = {u(t, ξ) : (t, ξ) ∈ [0, T ] × [0, 1]} a mild solution of Eq. (1), if u is an adapted process
over (Ω,F , (Ft)t≥0, P) such that P-a.s. the following integral equation is satisfied:
u(t, ξ) =
∫ 1
0
G(t, ξ , ζ )v0(ζ ) dζ + ∂
∂t
(∫ 1
0
G(t, ξ , ζ )u0(ζ ) dζ
)
+
∫ t
0
∫ 1
0
G(t − s, ξ , ζ )f (u(s, ζ )) dζ +
∫ t
0
∫ 1
0
G(t − s, ξ , ζ )W (ds, dζ ),
for all t ∈ (0, T ] and ξ ∈ (0, 1). Here G denotes the Green function associated to the wave equation on [0, 1]with Dirichlet
boundary conditions.
In this paragraph, we give a description of the leap-frog scheme applied to Eq. (1). Let τh be the time step size
corresponding to the grid size h and kh := 1h . We assume, without loss of generality, that kh is a positive integer. Then,
the approximation of u(jτh), for an integer j ≥ 0, is given by
uˆjh(ξ) := kh
kh∑
i=0
1(Nhi ,Nhi+1](ξ)
[
(ξ − Nhi )
h
uˆji+1,h +
(Nhi+1 − ξ)
h
uˆji,h
]
, ξ ∈ [0, 1], (2)
1 For a measurable space (S, S)we denote byM(S) the set of all measures on S.
2 For d ∈ N, λd denotes the d-dimensional Lebesgue measure.
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where {uˆji,h : i = 1, . . . , kh, j = 1, 2, 3, . . . } satisfies the following recursion
uˆ0i,h := u0(Nhi−1)+ hu′0((Nhi−1 + Nhi )/2), i = 1, . . . , kh − 1,
uˆ1i,h := uˆ0i,h + τhv0(Nhi−1)+ hτhv′0((Nhi−1 + Nhi )/2), i = 1, . . . , kh − 1,
(τh)
−2
(
uˆj+1i,h − 2uˆji,h + uˆj−1i,h
)
= h−2
(
uˆji−1,h − 2uˆji,h + uˆji+1,h
)
+ h− 12∆ji,hW + f (uˆji,h),
i = 1, . . . , kh − 1, j ≥ 1.
(3)
Here,
∆
j
i,hW := h−
1
2
∫ (j+1)τh
jτh
W (ds, Jhi ), i = 1, . . . , kh,
and Jhi = [(Nhi−1 + Nhi )/2, (N ih + Nhi+1)/2]. Notice that, since the leap-frog scheme arises by the explicit mid-point rule, the
initial conditions have to be chosen following this pattern as well.
Before stating the main result of the paper, let us introduce the following Sobolev-type spaces. Let Λ = − ∂2
∂x2
and
H = L2([0, 1]). Then, for any α ≥ 0 we denote by Hα([0, 1]) the domain of the operator (1 + Λ) α2 in L2([0, 1]) with
Dirichlet boundary conditions. The space Hα([0, 1]) is equipped with the norm
‖w‖Hα := ‖(1+Λ) α2w‖H , w ∈ Hα([0, 1]).
For α < 0, we define Hα([0, 1]) as the completion of H with respect to the norm ‖  ‖Hα . Since we will investigate the
quality of approximation of functionals defined on L2([0,∞) × [0, 1];R), we introduce also a scale of Sobolev spaces on
L2([0,∞)×[0, 1];R). Let∆ = ∂2
∂t2
+ ∂2
∂ξ2
and for α ≥ 0 letH−α([0,∞)×[0, 1]) be the completion of L2([0,∞)×[0, 1];R)
with respect to the norm ‖(I −∆)−α · ‖. Now, we can formulate our main result.
Theorem 2.1. Let u = {u(t, ξ) : (t, ξ) ∈ [0, T0] × [0, 1]} be the mild solution of the stochastic wave equation, i.e. the solution
of Eq. (1), and uˆh := {uˆji,h : j = 1, . . . , K , i = 1, . . .} be its approximation given by the leap-frog scheme, i.e. given by the
recursion (3) with τh = h. Assume that f ∈ C1b (R) and u0, v0 ∈ C2b (R) have bounded support.
Fix α > 32 and T0 ≥ 1. Suppose that for a function Φ : H−α([0, T0] × [0, 1]) → R there exists a function φ :
R× [0, T0] × [0, 1] → R such that φ is four times differentiable in the first variable with bounded derivatives and
Φ(u) =
∫ T0
0
∫ 1
0
φ
(
(I −∆)−αu(t, ξ), t, ξ) dξ dt, u ∈ H−α([0, 1] × [0, T ]).
Then, there exists a constant C > 0 such that∣∣EΦ (uˆh)− EΦ (u)∣∣ ≤ Ch2, 0 ≤ k ≤ K .
Remark 2.1. The function Φ has to be Fréchet differentiable on H−α([0, T0] × [0, 1]) where α > 32 . That means, we can
only describe properties, which can be characterised in H−α([0, T0] × [0, 1]).
Corollary 2.1. Under the conditions of Theorem 2.1, for all T0 ≥ 1 the following holds. Let φ : [0, T0]×[0, 1] → R be a function
such that φ ∈ Cαb ([0, T0] × [0, 1]), α > 12 and φ = 0 on the boundary of [0, T0] × [0, 1]. Then, there exists a constant C such
that for any h ∈ (0, 1]∣∣∣∣∣E
nh∑
k=0
kh∑
j=0
h τh uˆkj,h φ(kτh, jh)− E
∫ T
0
∫ 1
0
u(t, ξ)φ(t, ξ) dξdt
∣∣∣∣∣ ≤ Ch2, 0 ≤ k ≤ K .
where nhτh = T0.
Proof. The proof is a combination of Theorem 2.1 and duality arguments. 
3. Preliminaries
There exists different approaches to dealwith Eq. (1), e.g. the variational approach (see e.g.Walsh [28]) and the semigroup
approach (see e.g. Da Prato and Zabczyk in [27]). Here, in the first part of this section we describe the semigroup approach.
In the second part of this section, we consider the wave equation with non homogeneous boundary conditions.
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3.1. Lifting of the wave equation
In the semigroup approach we formulate the second order system given in (1) as a first order system (see also
[29, Chapter 7.4]). This first order system generates a C0 semigroup, such that a solution to (1) can be defined by using
the variation of constant formula. Usually, this kind of solution is also called a mild solution.
LetΛ := − ∂2
∂ξ2
be the Laplace operator on H := L2([0, 1])with domain
D(Λ) = {u ∈ H : Λu ∈ H, u(0) = u(1) = 0} .
Let V ∗,H, V be a Gelfand triple
V ↪→ H ≡ H∗ ↪→ V ∗,
where V = D((1 + Λ) 12 ). Here, V ∗ denotes the dual of V , and H has been identified with its dual H∗. Notice that all the
embeddings in the above diagram are dense and continuous.
Let us define the Hilbert space
H = H ⊕ V ∗ = H ⊕ D
(
(1+Λ)− 12
)
(4)
equipped with the inner product〈(
u1
v1
)
,
(
u2
v2
)〉
H
= 〈u1, u2〉H +
〈
(1+Λ)− 12 v1, (1+Λ)− 12 v2
〉
H
,
for all u1, u2 ∈ H and v1, v2 ∈ V ∗. We define a linear operatorA : H → H by
D(A) = D(Λ)⊕ V
and
A
(u
v
)
=
(
0 1
−Λ 0
)(
u
v
)
,
(
u
v
)
∈ D(A). (5)
Let us also define an operator F : H → H by
F
((u
v
))
:=
(
0
Nf (u)
)
where Nf : H → H is the Nemytskij operator associated to f given by
Nf (u)(ξ) = f (u(ξ)), ξ ∈ R, u ∈ H.
Putting v(t, ξ) := ∂u
∂t (t, ξ), for t ≥ 0 and ξ ∈ [0, 1], Eq. (1) can be rewritten in the following form
d
(
u(t)
v(t)
)
=
[
A
(
u(t)
v(t)
)
+ F
((
u(t)
v(t)
))]
dt +
(
0
dW (t)
)
,(
u(0)
v(0)
)
=
(
u0
v0
)
,
(6)
where {W (t) : t ∈ [0, T ]} is a cylindrical Wiener process on H . Let us note that a space–time Gaussian white noise on
[0, 1] can be written as a cylindrical Wiener process in L2([0, 1])(= H). Due to the fact that the embedding H ↪→ V ∗ is
Hilbert–Schmidt,W takes values in V ∗. Now, Eq. (6) is equivalent to
dX(t) = [AX(t)+ F(X(t))]dt + QdW (t),
X(0) =
(
u0
v0
)
,
(7)
where X(t) = (u(t), v(t))T , t ≥ 0, and the operator Q is defined by D(Q ) = V ∗ and
Qz =
(
0
z
)
.
The operator A generates a unitary C0-semigroup of contractions S = {S(t) : t ≥ 0} on the Hilbert spaceH . The explicit
form of S is given by
S(t) =
 cos(√Λt) 1√Λ sin(√Λt)
−√Λ sin(√Λt) cos(√Λt)
 , t ≥ 0.
For more details we refer to [29, Theorem 4.5, Chapter 7] or [27, Example 5.8].
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The mild solution of (7) is given by an adapted andH-valued process X such that X solves P-a.s. the following integral
equation
X(t) = X(0)+
∫ t
0
S(t − s)F(X(s))ds+
∫ t
0
S(t − s)QdW (s), t ≥ 0. (8)
The stochastic convolution term on the right-hand side of (8) is well defined, that is, S(t − s)Q defines a Hilbert–Schmidt
operator from V ∗ with values in H . Existence and uniqueness of a H-valued solution {X(t) : t ∈ [0, T ]} to Eq. (8) is a
consequence of [27, Theorem 7.4].
Since we will need it later on, let us introduce the following scales of Hilbert spaces. For any α ∈ R, let
Hα := Hα ⊕ Hα−1. (9)
We equipHα with the inner product defined by〈(
u1
v1
)
,
(
u2
v2
)〉
Hα
= 〈u1, u2〉Hα + 〈v1, v2〉Hα−1 ,
for u1, u2 ∈ Hα and v1, v2 ∈ Hα−1.
3.2. The stochastic wave equation with non-homogeneous boundary conditions
To handle the space discretisation of Eq. (1) wewill perform in Section 4.1 a change of coordinates bymeans of reflecting
at the t-ξ -axis. This change of coordinates will lead to a stochastic wave equation with non-homogeneous boundary
conditions. Note, that there will be also appear initial and terminal conditions. However, since the semigroup generated
by the lifted wave equation is unitary, the initial conditions determine the values of the solution at time T and, vice versa,
the terminal conditions determine the values of the solution at time 0. Therefore, we will fix in the equation the initial
conditions and will not impose any terminal conditions.
Let u0 and v0 be fixed and let L > 0. For simplicity we assume that the support of
ξ 7→
∫
R
G(T0, ζ , ξ)u0(ζ ) dζ and
∂
∂t
ξ 7→
∫
R
G(T0, ζ , ξ)v0(ζ ) dζ
are included in [0, 1]. We consider the following problem:
∂2
∂t2
w(t, ξ) = ∂
2
∂ξ 2
w(t, ξ)− W˙ (t, ξ)− f (w(t, ξ)), t ∈ [0, L], ξ ∈ R+,
w(0, ξ) = w0(ξ), w′(0, ξ) = w1(ξ), ξ ∈ R+,
w(t, 0) = u0(t), t ∈ [0, L],
∂
∂ξ
w(t, 0) = v0(t), t ∈ [0, L],
(10)
wherew0(ξ) = u(ξ , 0) andw1(ξ) = v(ξ, 0) for ξ ∈ R+, v(t, ξ) := ddt u(t, ξ), ξ ∈ R, t ∈ [0, T ] and u is a solution to Eq. (1).
In the theory of deterministic PDEs, there exist several approaches to deal with non-homogeneous boundary conditions.
Since we are working in the framework of semigroup theory, we have chosen the approach introduced in [30, Chapter 4.11],
which has been recently considered in [31] (see also [32]) to study heat and wave equations with a non-homogeneous ran-
dom input on the boundary. To define a solution to (10), first, we define a boundary operator associated to the corresponding
boundary problem, and, then, we define the mild solution of (10) as the solution of the homogeneous problem disturbed by
a perturbation due to the boundary operator.
We start by considering the Laplace operator Λ on a bounded interval (for simplicity we take [0, 1]) with boundary
conditions. Namely,Λ := − ∂2
∂ξ2
with domain
D(Λ) = {u ∈ L2([0, 1]) : Λu ∈ L2([0, 1]), u(0) = 0, u′(0) = 0} .
The Dirichlet and Neumann boundary conditions are described by the mappings υD and υN , respectively, which are
defined by
υDφ := φ(0) ∈ R and υNφ := φ′(0) ∈ R, (11)
for any φ ∈ L2([0, 1]) for which the expression above makes sense.
Given γD, γN ∈ R, the inhomogeneous problem is defined by the pair (Λ,D(Λ)), whereΛ is the Laplacian and
D(Λ) = {u ∈ L2([0, 1]) : Λu ∈ L2([0, 1]), υDu = γD, υNu = γN} .
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Let λ ∈ R. First, we consider the following auxiliary (deterministic) elliptic problem: for any given γD, γN ∈ R, find u in
S′([0, 1])3satisfying
Λu = λu, υDu = γD and υNu = γN . (12)
Problem (12) defines a boundary operator on R2 (see [31, Definition 1.2]). We write (u, ϕ) to denote the action of u ∈
S′([0, 1]) on ϕ ∈ S([0, 1]).
Definition 3.1. Let γD, γN ∈ R and λ ∈ R. We call u ∈ S′([0, 1]) a weak solution to (12), if
(u,Λφ)− (γDυN , φ)− (γNυD, φ) = λ(u, φ),
for all φ ∈ S([0, 1]) such that φ(0) = φ′(0) = 0.
We denote by Bλ(γD, γN) the weak solution to (12) with boundary conditions γD, γN . Then, Bλ : R2 → S′([0, 1]) is called
the boundary operator associated to the (weak) problem of Definition 3.1. In our problem, i.e. Problem (10), the boundary
operator can be calculated explicitly.
Example 3.1 (Compare with Example 1.1 in [31, Section 6.1]). The boundary operator associated to the problem (12) with
λ = 1 is given by
B1(γD, γN)(x) = 12 (γD + γN)e
x + 1
2
(γD − γN)e−x, x ∈ [0, 1].
Let us remind the scales of Hilbert spaces Hα and Hα , α ∈ R, defined at the end of Section 3.1. We denote by Λα the
restriction (or self-adjoint extension if α < 0) of the LaplacianΛ to Hα , and byAα the operator
Aα =
(
0 1
−Λα 0
)
Dom (Aα) = Hα. (13)
Recall thatAα generates a unitary group {Sα(t), t ≥ 0} onHα . Let {Y (t),∈ [0, L]} be anHα-valued stochastic process given
by
Y (t) = Sα(t)Y (0)+
∫ t
0
Sα(t − s)F(Y (s))ds+
∫ t
0
Sα(t − s)QdW (s)
+
∫ t
0
(1−Aα)Sα(t − s)B1(u0(s), v0(s))ds, t ≥ 0, (14)
whereBλ, λ ∈ R, denotes the lifted boundary operator given by
Bλ(γD, γN) :=
(
Bλ(γD, γN)
Bλ(γD, γN)
)
, γD, γN ∈ R.
Putting (w(t), y(t)) := Y (t)T , t ≥ 0, and ∂w
∂t := y,w solves the deterministic boundary value problem
∂2
∂t2
w(t, ξ) = ∂
2
∂ξ 2
w(t, ξ), t ∈ [0, L], ξ ∈ R+,
w(0, ξ) = w0(ξ), w′(0, ξ) = w1(ξ), ξ ∈ R+,
w(t, 0) = u0(t), t ∈ [0, L],
∂
∂ξ
w(t, 0) = v0(t), t ∈ [0, L].
(15)
For more details we refer to [31, Section 6.1]. Finally,
(Λ− 1)B1(γD, γN) = 12 (γD + γN)(δ
′ + δ)e−M + 1
2
(γD − γN)(δ′ + δ)eM − (γD + γN)δ′ − (γD − γN)δ + (γD − 1).
(16)
Thus, setting λ = 1 and substituting the calculation before in Example 3.1, the last term disappears and we get(
w
v
)
(t) = Sα(t)
(
y0
z0
)
+
∫ t
0
Sα(t − s)
(
0
(Λ− 1)B1(γD(s), γN(s))
)
ds, t ≥ 0.
3 S([0, 1]) denotes Schwarz space of rapidly decreasing C∞ functions on [0, 1] and S′([0, 1]) its dual, i.e. the space of tempered distributions on [0, 1].
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Setting
γD(t) =
{
u0(t) 0 ≤ t ≤ 1
0, t ≥ 1, and γD(t) =
{
v0(t), 0 ≤ t ≤ 1
0, t ≥ 1,
Eq. (6) is equivalent to the following equationdX(t) = [AX(t)+ F(X(t))]dt + QdW (t)+ (A− 1)B
1(γD(t), γN(t)),
X(0) =
(
u0
v0
)
,
where X(t) = (u(t), v(t))T , t ≥ 0, and the operator Q and its domain are given by D(Q ) = H ⊗ V ∗ and
Qz =
(
0
z
)
.
4. The numerical scheme
The numerical approximation is done by the leap-frog scheme. This scheme is widely used in the deterministic case; see
e.g. [23,24]. In our approach we first introduce the space discretisation by finite differences (or finite elements), then we
introduce a time discretisation, and, finally, we end up with the leap-frog scheme.
Let h be the parameter of the subdivision {Th, 0 < h ≤ 1}, defined in Appendix B, corresponding to the size of the grid
and letVh be the family of all functions u ∈ L2([0, 1])which are linear between the grid points. Let u˜h = {u˜(t), 0 ≤ t <∞}
be the space discretisation of Eq. (1) by finite differences corresponding to the parameter 0 < h ≤ 1 (see Appendix B). In
particular, u˜ solves the following finite-dimensional equation
d2
dt2
u˜h(t) = Λhu˜h(t)+Wh(dt)+N fh (u˜h(t)), t > 0,
u˜h(0) = Phu0,
d
dt
u˜h(0) = Phv0
(17)
where Ph, Nh,Wh andΛh are defined in Appendix B. Identifying Vh with Rkh and putting u˜h := Phu˜h, obviously, Eq. (17) is
equivalent to
d2
dt2
u˜h(t) = 3hu˜h(t)+Wh(dt)+ Nfh(u˜h(t)), t > 0,
u˜h(0) = Phu0,
d
dt
u˜h(0) = Phv0.
(18)
Again, here Ph, Nh,Wh and3h are defined in Appendix B.
Similar to Section 3.1we lift Eq. (18) to a first order equation and end upwith a (finite dimensional) stochastic differential
equation of the same type as in Eq. (7). In particular, we end up with the followingH-valued SDEdu˜h(t) = v˜h(t)dt,dv˜h(t) = Λhu˜khdt + dWh(dt)+ Nf u˜khdt,u˜h(0) = Phu0, v˜h(0) = Phv0, (19)
or equivalently
dX˜h(t) =
(
AhX˜h(t)+ Fh(X˜h(t))
)
dt + QWh(dt),
X˜h(0) =
(
Phu0
Phv0
)
,
(20)
where we used the following notations:
X˜h(t) :=
(
u˜h(t)
v˜h(t)
)
, Ah :=
(
0 1
−Λh 0
)
, D(Ah) = Vh.4
The drift term is defined by
Vh ⊗ Vh 3
(
u
v
)
7→ Fh
((
u
v
))
:=
(
0
N
f
h (v)
)
∈ Vh ⊗ Vh, 0 < h ≤ 1.
4 For a definition, see Appendix B.
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Under suitable hypothesis on the drift f and the stability condition
τh = h, (21)
Eq. (20) has a unique solution {X˜h(t), t ∈ [0, T ]}with values inH such that there exists a constant C with
E
∣∣∣X˜h(t)∣∣∣2
H
≤ C, 0 < h ≤ 1.
4.1. Reflecting of the approximation
To handle the space approximation we will reflect Eq. (18) at the t–ξ -axis. Then one can write the space approximation
of Eq. (1) as an semi implicit Euler scheme in time. Without loss of generality we assume T = L = 1. If T > L, then we
extend the initial condition to the interval [0, T ] by setting u(ξ) = v(ξ) = 0 for L < ξ ≤ T . In Appendix B we have seen,
that we can associate the finite element space Vh by Rkh . Substitution of the exact form of the stiffness matrix 3h gives for
(20) the following system of equations written in the Itô form:
du˜hk(t) = v˜hk(t)dt,
dv˜hk(t) = −h−2
(
u˜hk+1(t)− 2u˜hk(t)+ u˜hk−1(t)
)
dt + f (uhk(t))dt + h−1W (dt, Jhk ),
u˜hk(0) = uˆ0k,h,
v˜hk(0) = vˆ0k,h, 1 ≤ k ≤ kh.
(22)
System (22) defines a function u˜h : [0, 1]×{1, . . . , kh} 3 (t, k) 7→ u˜h(t,Nhk ) := u˜hk(t) ∈ R, where [0, 1] represents the time
and {1, . . . , kh} the space. Thatmeans, for a fixed t ∈ [0, 1], u˜h(t) given by
(
(u˜h(t))1, . . . , (u˜h(t))kh
)
belongs toRkh . Now, the
(finite dimensional) space {1, . . . , kh} ismapped onto the kh-iterates of the set of functions {u¯hk : [0, 1] → R, k = 1, . . . , kh}.
This is equivalent to apply a change of coordinates in the above Eq. (22). For k = 1, . . . , kh and any (s, z) ∈ [0, 1]2 put
u¯hk(s, z) := u˜h(z,−s). Then, from the recursion (22) we obtain that u¯hk(z) := u¯h(Nhk , z) satisfies the following stochastic
equation:
d2
dz2
u¯hk(z) = −h−2
(
u¯hk+1(z)− 2u¯hk(z)+ u¯hk−1(z)
)+ h−1W˙ (z, Jhk )+ f (u¯hk(z)),
u¯hk(0) = (Phu0)(Nhk ),
v¯hk (0) = (Phv0)(Nhk ), k = 1, . . . , kh.
(23)
The notation W˙ (z, Jhk ) is the formal notation for
d
dzW (z, J
h
k ). Put
v¯hk(z) := h−1
(
u¯hk+1(z)− u¯hk(z)
)
.
Then
d2
dz2
u¯hk(z) = −h−2
(
u¯hk+1(z)− 2u¯hk(z)+ u¯hk−1(z)
)+ h−1W˙ (z, Jhk )+ f (u¯hk(z))
= −h−1 [h−1 (u¯hk+1(z)− u¯hk(z))− h−1 (u¯hk(z)− u¯hk−1(z))] h−1W˙ (z, Jhk )+ f (u¯hk(z))
= −h−1 [v¯hk (z)− v¯hk−1(z)]+ h−1W˙ (z, Jhk )+ f (u¯hk(z)).
Rearranging gives
h−1
[
u¯hk+1(z)− uhk(z)
] = v¯hk (z)dt, k = 1, . . . , lh.
h−1
[
v¯hk+1(z)− vhk (z)
] = − d2
dz2
u¯hk+1(z)+ h−1W˙ (z, Jhk )+ f (u¯hk(z)), k = 1, . . . , lh,
u¯h0(z) = 0, 0 ≤ z ≤ 1,
v¯h0(z) = 0, 0 ≤ z ≤ 1,
(24)
with boundary conditionsu¯
h
k(z) = (Phu0)(Nhk ); k = 1, . . . , lh,
∂
∂z
u¯hk(z) = (Phv0)(Nhk ); k = 1, . . . , lh.
(25)
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Similarly to before, first, Eq. (24) can be lifted onH and, secondly, the boundary conditions (25) can be handled in the
same way as in Section 3.2. So we arrive at
h−1
[(
u¯hk(z)
v¯hk (z)
)
−
(
u¯hk−1(z)
v¯hk−1(z)
)]
=
(
0 1
0 0
)(
u¯hk−1(z)
v¯hk−1(z)
)
+
(
0 0
Λ 0
)(
u¯hk(z)
v¯hk (z)
)
+(1−A)B ((Phu0)(Nhk ), (Phv0)(Nhk ))
+
(
0
h−1∆k−1W˙ (z)
)
+
(
0
f
(
u¯hk−1(z)
) ) , k = 1, . . . , kh,
(26)
where ∆kW˙ (z) = W˙ (z, kh + h2 ) − W˙ (z, kh − h2 ) and B : R2 → H is defined in (3.1), resp. (16). Comparing Eqs. (26) and
(33), one can see that both are of the same type apart from the following differences. First, in (26) an additional term due to
the boundary conditions appears, and, secondly, the operator Λh in (33) is finite dimensional, therefore bounded, and the
operatorΛ in (26) is unbounded.
We approximate the solution between the grid points thk = kτh and thk+1 = (k + 1)τh in the same way as we have
approximated the solution of (33). If (u¯h(t), v¯h(t))T denote the approximation at time t , where u¯h(t) = (u¯0(t), . . . , u¯m(t)),
then the solution will be defined for t = kτh, k ∈ N, by(
u¯h(t)
v¯h(t)
)
:=
(
u¯kh
v¯kh
)
(27)
and for t ∈ (thk , thk+1), by
u¯h(t) = u¯kh +
∫ t
thk
v¯h(s)ds,
v¯h(t) = v¯kh + (t − thk )Λu¯kh +
(
t − thk
)2
Λv¯kh +∆khW (t)+
(
t − thk
)
N f u¯kh
+(t − thk )(1−Λ)B1
(
(Phu0)(Nhk ), (Phu0)(N
h
k )
)
.
(28)
Equivalently,
du¯h(t) = v¯h(t)dt,
dv¯h(t) = Λu¯khdt + 2(t − thk )Λv¯khdt + dW (dt)+ Nf u¯khdt
+ (t − thk )(1−Λ)B1
(
(Phu0)(Nhk ), (Phu0)(N
h
k )
)
.
(29)
5. Time discretisation
Next we discretise Eq. (18) with respect to the time variable. Let τh be the time step size corresponding to the subdivision
{Th, 0 < h ≤ 1}. The approximation of u(kτh, ih) at the grid points will be denoted by uˆki,h. We make use of the classical
centred difference method to discretise the second derivative with respect to time appearing in (18), such that we end up
with the so-called leap-frog scheme.
The initial values uˆ0i,h and uˆ
1
i,h are defined by
uˆ0i,h := (Phu0)i, i = 1, . . . , kh,
uˆ1i,h − uˆ0i,h := τh(Phv0)i, i = 1, . . . , kh, (30)
where Ph : H → Rkh is defined by (51). Note, by (·)i we denote the projection onto the ith column, i.e.
Rkh 3 u = (u1, . . . , ukh) 7→ (u)i = ui ∈ R.
The vectors uˆki,h, k ≥ 2, are given by the following recursion
(τh)
−2 (uˆk+1i,h − 2uˆki,h + uˆk−1i,h ) = h−2 (uˆki−1,h − 2uˆki,h + uˆki+1,h)+ h− 12∆ki,hW + f (uˆki,h), i = 1, . . . , kh, (31)
where
∆ki,hW := h−
1
2
∫ (k+1)τh
kτh
W (ds, Jhi ), i = 1, . . . , kh,
withW = {W (t, ξ)|0 ≤ t ≤ T , 0 ≤ ξ ≤ M} is the space–time white noise.
Set∆khW := (∆k1,hW , . . . ,∆kkh,hW )T and uˆkh =
(
uˆk1,h, . . . , uˆ
k
kh,h
)T ∈ Rkh for all k = 1, . . . , n. We rewrite (31) as
(τh)
−2 (uˆk+1h − 2uˆkh + uˆk−1h ) = 3huˆkh +∆khW+ Nfh(uˆkh).
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Again, we lift the leap-frog scheme to a two-dimensional system of recursions only involving one finite differences. Let(
u˜h0
v˜0h
)
=
(
Phu0
Phv0
)
(32)
and put uˆnh := (uˆn1,h, . . . , uˆnkh,h)T and vˆhn := (vˆn1,h, . . . , vˆnkh,h)T . Now, the vector
(
uˆkh, vˆ
k
h
)T is given by the recursion
1
τh
((
uˆkh
vˆkh
)
−
(
uˆk−1h
vˆk−1h
))
=
(
0 0
3h 0
)(
uˆkh
vˆkh
)
+
(
0 1h
0 0
)(
uˆk−1h
vˆk−1h
)
+
(
0
τ
− 12
h ∆
k
hW
)
+
(
0
Nfhuˆh
)
, (33)
where 1h ∈ Rkh × Rkh denotes the identity. Since((
1h 0
0 1h
)
− τh
(
0 0
3h 0
))−1
=
(
1h 0
τh3h 1h
)
,
Eq. (33) can be also written in the following explicit form:(
uˆkh
vˆkh
)
=
(
1 0
τh3h 1
)[(
uˆk−1h
vˆk−1h
)
+ τh
(
0 1
0 0
)(
uˆk−1h
vˆk−1h
)
+
(
0
∆k−1h W
)
+ τh
(
0
Nfhuˆ
k−1
h
)]
, (34)
or equivalently
uˆkh = uˆk−1h + τhvˆk−1h ,
vˆkh = vˆk−1h + τh3huˆk−1h + τ 2h3hvˆk−1h +∆k−1h W+ Nfhuˆk−1h , k ∈ N.
The solution between the grid points thk = kτh and thk+1 = (k+1)τh will be interpolated as follows. Let (uˆh(t), vˆh(t))T denote
the approximation at time t , where uˆh(t) =
(
uˆ0(t), . . . , uˆm(t)
)
and vˆh(t) =
(
vˆ0(t), . . . , vˆm(t)
)
. If t = kτh, k ∈ N, then we
put (
uˆh(t)
vˆh(t)
)
:=
(
uˆkh
vˆkh
)
(35)
and if t ∈ (thk , thk+1), then we putuˆh(t) = uˆ
k
h +
∫ t
thk
vˆh(s)ds,
vˆh(t) = vˆkh + (t − thk )3huˆkh +
(
t − thk
)2
3hvˆ
k
h +∆khW(t)+
(
t − thk
)
Nfhuˆ
k
h.
(36)
Equivalently,{
duˆh(t) = vˆh(t)dt,
dvˆh(t) = 3huˆkhdt + 2(t − thk )3hvˆkhdt + dWh(dt)+ Nf uˆkhdt, t ≥ 0, (37)
or for uˆh(t) := Ih5 uˆh(t) and vˆh(t) := Ihvˆh(t), t ∈ [0, T ],{
duˆh(t) = vˆh(t)dt,
dvˆh(t) = Λhuˆkhdt + 2(t − thk )Λhvˆkhdt + dWh(dt)+Nf uˆkhdt, t ≥ 0. (38)
6. Error analysis
This section is devoted to the actual proof of Theorem 2.1. To be precise, wewill investigate theMonte Carlo error, i.e. the
quantity given by
Eh(Φ) := ∣∣EPhu0,Phv0Φ(uˆh)− Eu0,v0Φ(u)∣∣ .
Above, Φ : H−α02 ([0, L] × [0, T0])→ R is a fixed mapping and Ph is given in (50). Similarly to the way the approximation
in Section 4 was introduced, the error can be split in two parts, i.e.
Eh(Φ) ≤ errorh1(Φ)+ errorh2(Φ),
where the first entity is the error between the space and the space–time approximation and the second entity is the error
between the exact solution and the space approximation. In particular,
errorh1(Φ) =
∣∣EPhu0,Phv0Φ(u˜h)− EPhu0,Phv0Φ(uˆh)∣∣ , and
errorh2(Φ) =
∣∣Eu0,v0Φ(u)− EPhu0,Phv0Φ(u˜h)∣∣ .
5 See the definition of the interpolant given in Eq. (48).
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6.1. The first error
In this section we give an estimate of the first term, i.e. of errorh1(Φ). Identifying H
−α([0, T0] × [0, 1];R) with
H−α([0, T0];H−α([0, 1];R)) there exists a function ρ : H−α([0, T0])× [0, T0] → H−α([0, 1];R) such that
Φ(u) =
∫ T0
0
ρ(u(T ), T ) dT .
Therefore, the Fubini Theorem and the Minkowski inequality give
errorh1(Φ) =
∣∣∣∣EPhu0,Phv0 ∫ T0
0
ρ(u˜h(T ), T ) dT − EPhu0,Phv0
∫ T0
0
ρ(uˆh(T ), T ) dt
∣∣∣∣
≤
∫ T0
0
∣∣EPhu0,Phv0ρ(u˜h(T ), T )− EPhu0,Phv0ρ(uˆh(T ), T )∣∣ dT .
We will show in the following, that there exists a constant C > 0 such that
sup
0≤T≤T0
∣∣EPhu0,Phv0ρ(u˜h(T ), T )− EPhu0,Phv0ρ(uˆh(T ), T )∣∣ ≤ C τ 2h , h ∈ (0, 1].
Let us fix T ∈ [0, T0] and let us assume that T = nhτh. Similarly to the method of Talay and Tubaro [22] we introduce a
function Ψ as follows:
Ψ : H0 × [0, T ] → R
(x, y, t) 7→ Ψ (x, y, t),
where
Ψ (x, y, t) := Ex,y [ρ (u˜h(T − t), T)] , t ∈ [0, T ].
Recall that the process {u˜h(t) : t ∈ [0, T ]} corresponds to the space approximation of {uh(t) : t ∈ [0, T ]}, given by the
stochastic differential equation (19), and, written in a lifted form, solves the stochastic differential equation (20). Now, due
to the definition of Ψ , it is straightforward that
errorh1(φ, T ) :=
∣∣EPhu0,Phv0ρ(u˜h(T ), T )− EPhu0,Phv0ρ(uˆh(T ), T )∣∣
= ∣∣EPhu0,Phv0Ψ (uˆnh, vˆnh , T )− Eu0,v0Ψ (Phu0,Phv0, 0)∣∣ .
By the tower property of the conditional expectation we infer that
errorh1(φ, T ) = EPhu0,Phv0
nh−1∑
i=0
Ψ
(
uˆnh−ih , vˆ
nh−i
h , (nh − i)τh
)
− Ψ
(
uˆnh−(i+1)h , vˆ
nh−(i+1)
h , (nh − (i+ 1))τh
)
= EPhu0,Phv0
nh−1∑
i=0
Euˆ
nh−i−1
h ,vˆ
nh−i−1
h
[
Ψ
(
uˆ1h, vˆ
1
h , (nh − i)τh
)− Ψ (Phu0,Phv0h , (nh − i− 1)τh)] .
Consequently, we have to investigate the following differences
êrrorhΨ (k, T ) :=
∣∣Ex,y [Ψ (uˆ1h, vˆ1h , (nh − k)τh)− Ψ (x, y, (nh − k− 1)τh)]∣∣ , k ∈ {0, . . . , nh − 1},
where x, y are random elements ofVh. Note that in order to get convergence of order two, we have to show that there exists
a constant C > 0 such that
êrrorhΨ (k, T ) ≤ C τ 3h , 0 < h ≤ 1.
Putting uˆ0 := Phu0 and vˆ0 := Phv0, the process {uˆh(t) : t ≥ 0} defined in (37), satisfies for t ∈ (0, τh){
duˆh(t) = vˆ0(t)dt,
dvˆh(t) = Λhuˆ0dt + 2tΛhvˆ0dt +∆0W(t)+ N fh uˆ0dt. (39)
Remind that ∆0Wh(t) = 1√h
∑kh
i=1
∫ t
0 W (ds, J
h
i ) g
h
i , for t ∈ (0, τh), where ghi : [0, 1] 3 ξ 7→ 1[Nhi−1,Nhi )(ξ)(ξ − N
h
i−1) +
1[Nhi ,Nhi+1)(ξ)(N
h
i − ξ). Hence by the Itô formula
êrrorhΨ (k, T ) = Ex,y
[∫ τh
0
〈
DxΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
, vˆh(s)
〉
H0
ds
+
∫ τh
0
〈
DyΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
,Λhx+ 2sΛhy+N fh x
〉
V∗0
ds
+ 1
2
∫ τh
0
Tr
(
D2yyΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
))
V∗0
ds
+
∫ τh
0
DtΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
ds
]
. (40)
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Recall that the pair (u˜h, v˜h) appearing in the definition ofΨ satisfies Eq. (19). Taking the derivative ofΨ with respect to time
corresponds applying the Kolmogorov equation (19) to Ψ . Therefore
DtΨ
(
uˆh(s), vˆh(s), (t − s− (nh − k− 1)τh)
)
= −E 〈DxΨ (uˆh(s), vˆh(s), t − s− (nh − k− 1)τh) , v˜h(s)〉H0
−E
〈
DyΨ
(
uˆh(s), vˆh(s), t − s− (nh − k− 1)τh
)
,Λhu˜h(s)+N fh u˜h(s)
〉
V∗0
− 1
2
ETr
[
DyyΨ
(
uˆh(s), vˆh(s), t − s− (nh − k− 1)τh
)]
V∗0
We plug this equality in (40) and obtain
êrrorhΨ (k, T ) = Ex,y
[〈
DxΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
, vˆh(s)− v˜h(s)
〉
H0
ds
+
∫ τh
0
〈
DyΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
,Λhx+ N fhx−Λhu˜h(s)−N fh u˜h(s)
〉
V∗0
ds
]
.
Notice that the terms containing the trace have been cancelled out. Put
diff1(x, y, k) := Ex,y
[∫ τh
0
〈
DxΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
,
(
vˆh(s)− v˜h(s)
)〉
H0
ds
]
,
diff2(x, y, k) := Ex,y
[∫ τh
0
〈DyΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
,N fhx−N fh u˜h(s)〉V∗0 ds
]
,
diff3(x, y, k) := Ex,y
[∫ τh
0
〈DyΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
,Λhx−Λhu˜h(s)〉V∗0 ds
]
.
We first deal with the term diff1(x, y, k). Taking into account that the Kolmogorov equation at the time grid points coincide
for u˜h and uˆh, we write
diff1(x, y, k) = Ex,y
[∫ τh
0
[〈
DxΨ
(
uˆh(s), vˆh(s), s+ (nh − k− 1)τh
)
, v˜h(s)
〉
H0
− 〈DxΨ (uˆh(0), vˆh(0), (nh − k− 1)τh) , y〉H˜0]ds
]
−Ex,y
[∫ τh
0
〈
DxΨ
(
uˆh(0), vˆh(0), (nh − k− 1)τh
)
, vˆh(s)
〉
H0
− 〈DxΨ (uˆh(s), vˆh(s), s+ (nh − k− 1)τh) , y〉H0 ds
]
.
Next, we apply the Itô formula to the following functional:
Θ(s, Xˆh(s)) := E
〈
DxΨ (uˆh(s), vˆh(s), s+ (nh − k− 1)τh), v˜h(s)
〉
H0
.
In particular,
∂
∂s
Θ(s, uˆh(s), vˆh(s)) =
〈
DsxΨ (uˆh(s), vˆh(s), s+ (nh − k− 1)τh), v˜h(s)
〉
H0
+
〈
DsyΨ (uˆh(s), vˆh(s), s+ (nh − k− 1)τh),Λhu˜h(s)+N fh u˜h(s)
〉
V0
.
Observe that under the standing situation, v˜h(0) = y. Therefore, we end up with the following equality:
diff1(x, y, k) = Ex,y
[∫ τh
0
∫ s
0
{〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, v˜h(r)⊗ vˆh(r)
〉
H0⊗H0
+
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, v˜h(r)⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
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+
〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhu˜h(r)+N fh u˜h(r)
〉
H0
+ 〈Dx,rΨ (uˆh(r), vˆh(r), r + (nh − k− 1)τh) , v˜h(r)〉H0
+ 1
2
〈
DxTr
[
DhyyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)]
V∗0
, v˜h(r)
〉
H0
+ 1
2
∞∑
i=1
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, ei ⊗ ei
〉}
drds
]
−Ex,y
[∫ τh
0
∫ s
0
{〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, vˆh(r)⊗ vˆh(r)
〉
H0⊗H0
+ 〈DxyΨ (uˆh(r), vˆh(r), r + (nh − k− 1)τh) , vˆh(r)⊗ (Λhx+ N˜f x+ 2rΛhy)〉H0⊗V∗0
+
〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhx+ 2rΛhy+N fh x
〉
H0
+ 〈Dx,rΨ (uˆh(r), vˆh(r), r + (nh − k− 1)τh) , vˆh(r)〉H0
+ 1
2
〈
DxTr
[
DyyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)]
V∗0
, vˆh(r)
〉
H0
+
∞∑
i=1
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, ei ⊗ ei
〉}
drds
]
.
Rearranging the summands gives
diff1(x, y, k) = Ex,y
[∫ τh
0
∫ s
0
〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,
(
v˜h(r)− vˆh(r)
)
⊗ vˆh(r)
〉
H0⊗H0
drds
]
+Ex,y
[∫ τh
0
∫ s
0
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,
(
v˜h(r)− vˆh(r)
)
⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
drds
]
+ 1
2
Ex,y
[∫ τh
0
∫ s
0
〈
DxTr
[
DyyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)]
V∗0
,
(
v˜h(r)− vˆh(r)
)〉
H0
drds
]
+Ex,y
[∫ τh
0
∫ s
0
〈
Dx,rΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,
(
v˜h(r)− vˆh(r)
)〉
H0
drds
]
+Ex,y
[∫ τh
0
∫ s
0
〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhu˜h(r)+N fh u˜h(r)
−
(
Λhx+ 2rΛhy+N fh x
)〉
H0
drds
]
=: diff11(x, y, k)+ diff12(x, y, k)+ diff13(x, y, k)+ diff14(x, y, k)+ diff15(x, y, k).
Again, taking into account that the Kolmogorov equation at the time grid points coincide for u˜h and uˆh, we write for the first
difference
diff11 = Ex,y
[∫ τh
0
∫ s
0
{〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, v˜h(r)⊗ vˆh(r)
〉
H0⊗H0
− 〈DxxΨ (x, y, (nh − k− 1)τh) , y⊗ y〉H0⊗H0
}
−
{〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, vˆh(r)⊗ vˆh(r)
〉
H0⊗H0
− 〈DxxΨ (x, y, (nh − k− 1)τh) , y⊗ y〉H0⊗H0
}
drds
]
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= Ex,y
[∫ τh
0
∫ s0
0
∫ s1
0
{〈
DxxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗ vˆh(s2)⊗ vˆh(s2)
〉
H0⊗H0⊗H0
+
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗ vˆh(s2)⊗
(
Λhx+ 2s2Λhy+N fh x
)〉
H0⊗H0⊗V∗0
+
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhu˜h(s2)+N fh u˜h(s2)
)
⊗ vˆh(s2)
〉
H0⊗H0
+
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗
(
Λhx+ 2s2Λhy+N fh x
)〉
H0⊗H0
+ 1
2
∞∑
i=0
〈
DxxyyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗ vˆh(s2)⊗ ei ⊗ ei
〉
H0⊗H0⊗V∗0⊗V∗0
+ 1
2
∞∑
i=1
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, ei ⊗ vˆh(s2)⊗ ei
〉
H0⊗H0⊗H0
+ 1
2
∞∑
i=1
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗ vˆh(s2)⊗ ei
〉
H0⊗H0⊗H0
+ 1
2
∞∑
i=1
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, ei ⊗ ei
〉
H0⊗H0⊗H0
}
ds2ds1ds0
]
.
Similar representation can be found for the remaining differences, i.e.
diff12 = Ex,y
[∫ τh
0
∫ s
0
〈
DxyΨ
(
uˆh(s2), vˆh(s2), r + (nh − k− 1)τh
)
, v˜h(r)⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
−
〈
DxyΨ (x, y, (nh − k− 1)τh) , y⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
−
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, vˆh(r)⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
−
〈
DxyΨ (x, y, (nh − k− 1)τh) , y⊗
(
Λhx+N fh x+ 2rΛhy
)〉
H0⊗V∗0
drds
]
= Ex,y
[∫ τh
0
∫ s1
0
∫ s0
0
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗ v˜h(s2)
⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
H0⊗H0⊗V∗0
+
〈
DyxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+N fh x+ 2s2Λhy
)
⊗v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
V∗0⊗H0⊗V∗0
+
〈
DrxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
H0⊗V∗0
+ 1
2
∞∑
i=0
〈
DyxyyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗ v˜h(s2)⊗ ei ⊗ ei
〉
V∗0⊗H0⊗V∗0⊗V∗0
+ 1
2
∞∑
i=0
〈
DyxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, ei ⊗ v˜h(s2)⊗ ei
〉
V∗0⊗H0⊗V∗0
+ 1
2
∞∑
i=0
〈
DyxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗ ei ⊗ v˜h(s2)
〉
V∗0⊗H0⊗V∗0
+ 1
2
∞∑
i=0
〈
DyxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, ei ⊗ ei
〉
V∗0⊗H0
+
〈
DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhu˜h(s2)+N fh u˜h(s2)
)
⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
H0⊗V∗0
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−
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆ(s2)⊗ vˆh(s2)⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
H0⊗H0⊗V∗0
−
〈
DyxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+N fh x+ 2s2Λhy
)
⊗vˆh(s2)⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
V∗0⊗H0⊗V∗0
−
〈
DrxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗
(
Λhx+N fh x+ 2s2Λhy
)〉
H0⊗V∗0
− 〈DxyΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , vˆh(s2)⊗ 2Λhy〉H0⊗V∗0 ds2ds1ds0
]
.
Setting
Ψ˜ (x, y, r) := Tr [DyyΨ (x, y, r)]V∗0 ,
we obtain for the third term
diff13 = Ex,y
[∫ τh
0
∫ s1
0
〈
DxΨ˜
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, v˜h(r)
〉− 〈DxΨ˜ (x, y, (nh − k− 1)τh) , y〉H0
−
{〈
DxΨ˜
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
, vˆh(r)
〉− 〈DxΨ˜ (x, y, (nh − k− 1)τh) , y〉H0}drds
]
= Ex,y
[∫ τh
0
∫ s0
0
∫ s1
0
〈
DxxΨ˜
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
v˜h(s2)− vˆh(s2)
)⊗ vˆh(s2)〉H0⊗H0
+
〈
DxyΨ˜
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
v˜h(s2)− vˆh(s2)
)⊗ (Λhx+N fh x+ 2s2Λhy)〉H0⊗V∗0
+ 〈Dxr Ψ˜ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , (v˜h(s2)− vˆh(s2))〉H0
+ TrV∗0
〈
DxyyΨ˜
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
v˜h(s2)− vˆh(s2)
)〉
H0
+
〈
DxΨ˜
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λ˜huh(s2)+Nhuh(s2)−Λhx−N fh x− 2s2Λhy
)〉
H0
ds2ds1ds0
]
.
Next, we get for the fourth term
−diff14 = Ex,y
[∫ τh
0
∫ s
0
{〈
DxxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,
(
v˜h(r)− vˆh(r)
)⊗ v˜h(r)〉H0⊗H0
+
〈
DxyΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,
(
v˜h(r)− vˆh(r)
)⊗ (Λhu˜h(r)+N fh u˜h(r))〉H0⊗V∗0
}
drds
]
.
Again, rearranging and taking into account that the Kolmogorov equation at the time grid points coincide for u˜h and uˆh, we
write
−diff14 = Ex,y
[∫ τh
0
∫ s0
0
∫ s1
0
{〈
DxxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)
⊗ v˜h(s2)⊗
(
vˆh(s2)− v˜h(s2)
)〉
H0⊗H0⊗H0 +
〈
DxxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)
⊗ v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy−Λhu˜h(s2)−Nhu˜h(s2)
)〉
H0⊗H0⊗V∗0
+ 2 〈DxxΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , (Λhu˜h(s2)+Nhu˜h(s2))
⊗ v˜h(s2)〉H0⊗H0
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗
(
Λhu˜h(s2)+N fh u˜h(s2)
)〉
H0⊗H0
− 〈DxxxΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , vˆh(s2)⊗ v˜h(s2)⊗ (vˆh(s2)− v˜h(s2))〉H0⊗H0⊗H0
+ 〈DxxyΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , vˆh(s2)
⊗ v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy−Λhu˜h(s2)−Nhu˜h(s2)
)〉
H0⊗H0⊗V∗0
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+ 2
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+Λhs2y+N fh x
)
⊗ v˜h(s2)
〉
H0⊗H0
×〈DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗
(
Λhu˜h(s2)+N fh u˜h(s2)
)
〉H0⊗H0
×〈DxyxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)⊗ v˜h(s2)⊗
(
vˆh(s2)− v˜h(s2)
)〉H0⊗H0⊗H0
+〈DxyyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, v˜h(s2)
⊗ v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy−Λhu˜h(s2)−Nhu˜h(s2)
)
〉H0⊗H0⊗V∗0
+ 2〈DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhu˜h(s2)+Nhu˜h(s2)
)⊗ v˜h(s2)〉H0⊗H0
×
〈
DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗
(
Λhu˜h(s2)+N fh u˜h(s2)
)〉
H0⊗H0
− 〈DxyxΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , vˆh(s2)⊗ v˜h(s2)⊗ (vˆh(s2)− v˜h(s2))〉H0⊗H0⊗H0
+ 〈DxyyΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , vˆh(s2)
⊗ v˜h(s2)⊗
(
Λhx+N fh x+ 2s2Λhy−Λhu˜h(s2)−Nhu˜h(s2)
)〉
H0⊗H0⊗V∗0
+ 2
〈
DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+Λhs2y+N fh x
)
⊗ v˜h(s2)
〉
H0⊗H0
×
〈
DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, vˆh(s2)⊗
(
Λhu˜h(s2)+N fh u˜h(s2)
)〉
H0⊗H0
ds2ds1ds0.
The last term is a little more delicate. In particular we have
diff15 = Ex,y
[∫ τh
0
∫ s
0
{〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhu˜h(r)+N fh u˜h(r)
〉
−
〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhx+ 2rΛhy+N fh x
〉
H0
drds
]
= Ex,y
[∫ τh
0
∫ s
0
{〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhu˜h(r)+N fh u˜h(r)
〉
−
〈
DxΨ (x, y, (nh − k− 1)τh) ,Λhx+N fh x
〉
H0
}
−
{〈
DxΨ
(
uˆh(r), vˆh(r), r + (nh − k− 1)τh
)
,Λhx
+ N fh x
〉
H0
−
〈
DxΨ (x, y, (nh − k− 1)τh) ,Λhx+N fh x
〉
H0
}
− 〈DxΨ (uˆh(r), vˆh(r), r + (nh − k− 1)τh) , 2rΛhy〉H0 drds
]
.
Again, taking into account that the Kolmogorov equation at the time grid points coincide for u˜h and uˆh, we write
diff15 = Ex,y
[∫ τh
0
∫ s0
0
∫ s1
0
{〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhu˜h(s2)+N fh u˜h(s2)
)
⊗ vˆh(s2)
〉
H0×H0
+
〈
DxyΨ
(
uˆh(s2), vˆh(s2), r + (nh − k− 1)τh
)
,
(
Λhu˜h(s2)+N fh u˜h(s2)
)
⊗
(
Λhx+ 2s2Λhy+N fh x
)〉
H0×V∗0
+
〈
DxrΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,Λhu˜h(s2)+N fh u˜h(s2)
〉
H0
+
〈
DxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,Λhv˜h(s2)+ DN fh u˜h(s2)
〉
H0
×
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+N fh x
)
⊗ vˆh(s2)
〉
H0×H0
−
〈
DxyΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,
(
Λhx+N fh x
)
⊗
(
Λhx+ 2s2Λhy+N fh x
)〉
H0×V∗0
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×
〈
Dxs2Ψ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
,Λhx+N fh x
〉
H0
× 〈DxΨ (uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh) , 2s2Λhy〉H0 ds2ds1ds0
]
.
Analysing term by term of diff11, . . ., diff15 one can verify that the terms consisting of s0Λhy and living inH0 are the worst
cases. In particular, these terms are the following∫ τh
0
∫ s0
0
∫ s1
0
Ex,y
〈
DxxΨ
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, s2Λhy⊗ vˆh(s2)
〉
H0⊗H0 ds2ds1ds0,∫ τh
0
∫ s0
0
∫ s1
0
Ex,y
〈
DxΨ˜
(
uˆh(s2), vˆh(s2), s2 + (nh − k− 1)τh
)
, s2Λhy
〉
H0
ds2ds1ds0,
and finally, if the worst comes to the worst, the term
Ex,y
[∫ τh
0
∫ s0
0
〈
DxΨ
(
uˆh(s1), vˆh(s1), s1 + (nh − k− 1)τh
)
, 2s1Λhy
〉
H0
ds1ds0.
But, since α > 32 and τh ∼ h there exists a constant C such that
sup
0≤s≤T
E |Λhy|2 ≤ C, h ∈ (0, 1],
sup
0≤r≤T
E |v˜h(r)|4 , sup
0≤r≤T
E
∣∣vˆh(r)∣∣4 ≤ C, h ∈ (0, 1],
and, finally,
sup
0≤k≤Nh
E
∣∣Λhukh(r)∣∣4 , sup
0≤k≤Nh
E
∣∣2τhΛhvkh(r)∣∣4 ≤ C, h ∈ (0, 1].
Since φ is four times Fréchet differentiable, there exists a constant C <∞ such that
diff11(x, y, k), diff12(x, y, k), diff13(x, y, k) and diff14(x, y, k) ≤ C τ 3h , h ∈ (0, 1].
For the second difference we have
diff2(x, y, k) :=
∫ τh
0
[〈
DyΨ
(
uˆh(s), vˆh(s), s+ (k− 1)τh
)
,
(
Nf (x)
)− (Nf (u˜h(s)))〉V∗0 ] ds
=
∫ τh
0
[〈
DyΨ
(
uˆh(s), vˆh(s), s+ (k− 1)τh
)
,
(
Nf (x)
)〉
V∗0
− 〈DyΨ (uˆh(0), vˆh(0), s+ (k− 1)τh) ,Nf (x)〉V∗0 ]ds
+
∫ τh
0
[〈
DyΨ
(
uˆh(0), vˆh(0), s+ (k− 1)τh
)
,
(
Nf (x)
)〉
V∗0
− 〈DyΨ (uˆh(s), vˆh(s), s+ (k− 1)τh) ,Nf (u˜h(s))〉V∗0 ]ds.
Note, that duˆi,h(s) = yi,hds and dN fh (u˜h(s))i = f ′(u˜i,h(s))du˜i,h(s) = f ′(u˜i,h(s))u˜i,h(s)ds = f ′(u˜i,h(s))u˜i,h(s)i,hds. Setting
DhN fh (u˜h(s)) = (f ′(u˜1,h(s))u˜1,h(s), . . . , f ′(u˜kh,h(s))u˜kh,h(s))
a second application of the Itô formula yields
diff2(x, y, k) =
∫ τh
0
∫ s
0
{〈
DyxΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)⊗ y
〉
V∗0⊗H0
+
〈
DyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)⊗Λhx+N fh (x)+ 2rΛhy
〉
V∗0⊗V∗0
+ Tr
[〈
DyyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)
〉
V∗0
]
V∗0
〈
DyrΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)
〉
V∗0
−
[∫ τh
0
∫ s
0
〈
DyxΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))⊗ y
〉
V∗0⊗H0
+
〈
DyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))⊗
(
Λhx+N hf (x)+ 2rΛhy
)〉
V∗0⊗V∗0
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+ Tr
[〈
DyyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))
〉
V˜∗0
]
V∗0
]
×
〈
DyrΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))
〉
V∗0
+
〈
DyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,DN fh (u˜h(r))v˜h(r)
〉
V˜∗0
}
drds.
Again, as before, we split the inner part of diff2 into four differences and write each summand as an integral. The first
differencewe treat similarly to the termdiff11. Applying the Itô formula and using (38) and (19)we get for the first difference〈
DyxΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)⊗ y
〉
V∗0⊗H0
−
〈
DyxΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))⊗ y
〉
V∗0⊗H0
=
∫ r
0
(〈
DyxxΨ
(
uˆh(r1), vˆh(r1), r + (k− 1)τh
)
,N
f
h (x)⊗ y⊗ vˆ0(r1)
〉
V∗0⊗H0⊗H0
+
〈
DyxyΨ
(
uˆh(r1), vˆh(r1), r1 + (k− 1)τh
)
,N
f
h (x)⊗ y⊗ (Λhuˆ0 + 2r1Γhvˆ0 +N fh (x))
〉
V∗0⊗H0⊗V∗0
+
〈
DyxtΨ
(
uˆh(r1), vˆh(r1), r1 + (k− 1)τh
)
,N
f
h (x)⊗ y
〉
V∗0⊗H0
)
dr1
−
∫ r
0
(〈
DyxxΨ
(
uˆh(r1), vˆh(r1), r + (k− 1)τh
)
,N
f
h (u˜h(r))⊗ y⊗ vˆ0(r1)
〉
V∗0⊗H0⊗H0
−
〈
DyxyΨ
(
uˆh(r1), vˆh(r1), r1 + (k− 1)τh
)
,N
f
h (u˜h(r))⊗ y⊗ (Λhuˆ0 + 2r1Γhvˆ0 +N fh (x))
〉
V∗0⊗H0⊗V∗0
−
〈
DyxtΨ
(
uˆh(r1), vˆh(r1), r1 + (k− 1)τh
)
,N
f
h (u˜h(r))⊗ y
〉
V∗0⊗H0
−
〈
DyxΨ
(
uˆh(r1), vˆh(r1), r1 + (k− 1)τh
)
,
〈
DN fh (u˜h(r))⊗ v˜h(t)
〉
⊗ y
〉
V∗0⊗H0
)
dr1.
Similarly to the term diff12 we obtain for the next term〈
DyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)⊗
(
Λhx+N fh (x)+ 2rΛhy
)〉
V∗0⊗V∗0
−
〈
DyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))⊗
(
Λhx+N hf (x)+ 2rΛhy
)〉
V∗0⊗V∗0
=
∫ r
0
[〈
DyyxΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (x)⊗
(
Λhx+N fh (x)+ 2rΛhy
)
⊗ vˆh(r1)
〉
V∗0⊗V∗0⊗H0
+
〈
DyyyΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (x)
⊗
(
Λhx+N fh (x)+ 2rΛhy
)
⊗ (Λhuˆ0 + 2r1Γhvˆ0 +N fh (x))
〉
V∗0⊗V∗0⊗V∗0
+
〈
DyytΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (x)⊗
(
Λhx+N fh (x)+ 2rΛhy
)〉
V∗0⊗V∗0
+
〈
DyyxΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (u˜h(r1))⊗
(
Λhx+N fh (x)+ 2rΛhy
)
⊗ vˆh(r1)
〉
V∗0⊗V∗0⊗H0
+
〈
DyyyΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (u˜h(r1))
⊗
(
Λhx+N fh (x)+ 2rΛhy
)
⊗ (Λhuˆ0 + 2r1Γhvˆ0 +N fh (x))
〉
V∗0⊗V∗0⊗V∗0
+
〈
DyytΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,N
f
h (u˜h(r1))⊗
(
Λhx+N fh (x)+ 2rΛhy
)〉
V∗0⊗V∗0
+
〈
DyyΨ
(
uˆh(r1), vˆh(r1), r1 + (n− k− 1)τh
)
,
〈
DN fh (u˜h(r))⊗ v˜h(t)
〉
H0
⊗ y
〉
V∗0⊗H0
dr1.
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Also,
Tr
[〈
DyyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)
〉
V∗0
]
V∗0
− Tr
[〈
DyyyΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))
〉
V˜∗0
]
V∗0
is similar to diff31. The difference〈
DyrΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (x)
〉
V∗0
−
〈
DyrΨ
(
uˆh(r), vˆh(r), r + (k− 1)τh
)
,N
f
h (u˜h(r))
〉
V∗0
,
can be treated in the same way as the difference diff14.
Finally, we deal with the term diff3(x, y, k), i.e.
diff3(x, y, k) := Ex,y
[∫ τh
0
〈
DyΨ
(
uˆh(s), vˆh(s), s+ (n− k− 1)τh
)
,Λhx−Λhu˜h(s)
〉
V∗0
ds
]
.
Again, by the same arguments as before we write
diff3(x, y, k) := Ex,y
[∫ τh
0
∫ s
0
{〈
DyxΨ
(
uˆh(r), vˆh(r), r + (n− k− 1)τh
)
,Λhu˜h(r)⊗ (vˆh(r)− v˜h(r))
〉
V∗0⊗H0
+
〈
DyyΨ
(
uˆh(r), vˆh(r), r + (n− k− 1)τh
)
,Λhu˜h(r)⊗ (Λhx+ rΛhy+N fh x−Λhu˜h(r)−N fh u˜h(r))
〉
V∗0⊗V∗0
+
〈
DyΨ
(
uˆh(r), vˆh(r), r + (n− k− 1)τh
)
,Λhu˜h(r)−N fh u˜h(r)
〉
V∗0
}
drds
]
= Ex,y
[∫ τh
0
∫ s0
0
∫ s1
0
{〈
DyxxΨ
(
uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh
)
,Λhu˜h(s2)
⊗ (vˆh(s2)− v˜h(s2))⊗ (vˆh(s2)− v˜h(s2))
〉
V∗0⊗H0⊗H0
+ 〈DyxyΨ (uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh) ,Λhu˜h(s2)
⊗ (vˆh(s2)− v˜h(s2))⊗ (Λhx+ s2Λhy+N fh x−Λhu˜h(s2)−N fh u˜h(s2))
〉
V∗0⊗H0⊗V∗0
+ 〈DyxΨ (uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh) ,Λhv˜h(s2)⊗ (vˆh(s2)− v˜h(s2))〉V∗0⊗H0
+
〈
DyxΨ
(
uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh
)
,Λhu˜h(s2)⊗ (Λhx+ s2Λhy+N fh x−Λhu˜h(s2)−N fh u˜h(s2))
〉
V∗0⊗H0
− 〈DyyxΨ (uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh) ,Λhu˜h(s2)⊗ (vˆh(s2)− v˜h(s2))⊗ (vˆh(s2)− v˜h(s2))〉V∗0⊗V∗0⊗H0
+ 〈DyyyΨ (uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh) ,Λhu˜h(s2)
⊗ (s2Λhy−Λhu˜h(s2)−N fh u˜h(s2))⊗ (s2Λhy−Λhu˜h(s2)−N fh u˜h(s2))
〉
V∗0⊗V∗0⊗V∗0
+
〈
DyyΨ
(
uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh
)
,Λhv˜h(s2)⊗ (s2Λhy−Λhu˜h(s2)−N fh u˜h(s2))
〉
V∗0⊗V∗0
+
〈
DyyΨ
(
uˆh(s2), vˆh(s2), s2 + (n− k− 1)τh
)
,Λhu˜h(s2)⊗ (Λhy−Λhv˜h(s2)− DN fh u˜h(s2))
〉
V∗0⊗V∗0
}
ds2ds1ds0
]
.
Again, analysing term by term one can verify that the worst terms are bounded uniformly in h. In particular, there exists a
C such that
|diff3(x, y, k)| ≤ Cτ 3h , h ∈ (0, 1].
Summing up leads to
errorh1(Φ, T ) ≤ C τ 2h .
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6.2. The second error
In Section 4.1 we have seen, that the solution of Eq. (20) coincides in distribution with the solution of the reflected wave
equation approximated by the implicit Euler scheme. In particular, ifA is defined in (5) it holds
1
τh
[(
u˜i(t)
v˜i(t)
)
−
(
u˜i−1(t)
v˜i−1(t)
)]
= A
(
u˜i(t)
v˜i(t)
)
+
(
0
Ih∆W (t)
)
+ Fh
(
u˜i(t)
v˜(t)
)
,
+B
(
h−1
[
u0(Nhi )− u0(Nhi−1)
]
h−1
[
v0(Nhi−1)− v0(Nhi−1)
] ) , i = 1, . . . , kh,(
u˜(0)
v˜(0)
)
=
(
0
0
)
.
The second difference will be handled in the same way as the first difference, where we followed Talay and Tubaro [22].
Nevertheless, some changes have to be taken into account. For simplicity we assume that T0 = 1 (see Section 4.1). First,
note, that identifying H−α([0, 1] × [0, 1];R) by H−α([0, 1];H−α([0, 1];R)) there exists a function ρ such that
Φ(u) =
∫ 1
0
ρ(u(ξ), ξ) dξ .
Let {u˜hk : 0 ≤ k ≤ kh} be the solution of System (22) and let {u¯kh : 0 ≤ k ≤ kh} be the solution to System (29). Similarly,
let u = {u(t, ξ) : (t, ξ) ∈ [0, 1] × [0, 1]} be the solution of system (1) and w = {w(t, ξ) : (t, ξ) ∈ [0, 1] × [0, 1]} be a
solution of System (10). Then w(t, ξ) = u(ξ , t), (t, ξ) ∈ [0, 1] × [0, 1], and u˜hj (ξ) = u¯jh(t) for t = ξ = thj , j = 1, . . . , kh.
The interpolation between the grid points {Nhi : i = 1, . . . , kh} of uˆ is given by formula (2). To be consistent we define the
interpolation between the grid points {Nhi : i = 1, . . . , kh} of u˜ by the same formula, i.e. by
u˜h(t, ξ) :=
kh∑
i=0
1(Nhi ,Nhi+1](ξ)
[
(ξ − Nhi )
h
u˜i+1,h(t)+ (N
h
i+1 − ξ)
h
u˜i,h(t)
]
, ξ ∈ [0, 1]. (41)
Reflecting and a short calculation give for u¯ the interpolation between the time points {thj : j = 1, . . . .kh
u¯h(t, ξ) :=
kh−1∑
i=0
1(thi ,thi+1](t)
[
u¯i,h(ξ)+ (ξ − Nhi ) v¯i,h(ξ)
]
, (42)
where v¯i,h = 1h [u¯i+1 − u¯i]. Note, that there does not exist any condition how to interpolation v¯ between the time grid.
Therefore, we can choose an interpolationmethod between the time grid points which is appropriate for our purpose. Since
we would like that the equation for u¯ of System (29) coincides with the equation given in Definition (42), we chose the
interpolation method given by System (29). Now having defined u¯ as a mapping from [0, T0] × [0, 1] → R we obtain for
the functional following identities
Φ(u) =
∫ 1
0
ρ(u(ξ), ξ) dξ =
∫ 1
0
ρ(w(t), t) dt,
and
Φ(u¯h) =
∫ 1
0
ρ(u˜(ξ), ξ) dξ :=
∫ 1
0
ρ(u¯(t), t) dt.
Again, the Fubini Theorem and the Minkowski inequality give
errorh2(Φ) ≤
∫ 1
0
∣∣EPhu0,Phv0ρ(w(t), t)− EPhu0,Phv0ρ(u¯(t), t)∣∣ dt
≤ sup
0≤t≤1
∣∣EPhu0,Phv0ρ(w(t), t)− EPhu0,Phv0ρ(u¯(t), t)∣∣ .
We will show in the following, that there exists a constant C > 0 such that
sup
0≤T≤1
∣∣EPhu0,Phv0ρ(w(T ), T )− EPhu0,Phv0ρ(u¯h(T ), T )∣∣ ≤ C τ 2h , h ∈ (0, 1].
Let us fix T ∈ [0, 1]. Similarly to the method of Talay and Tubaro [22] we introduce a function Ψ as follows:
Ψ : H0 × [0, T ] → R
(x, y, t) 7→ Ψ (x, y, t),
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where
Ψ (x, y, t) := Ex,y [ρ (w(T − t), T )] , t ∈ [0, T ].
Now, due to the definition of Ψ , it is straightforward that
errorh1(φ, T ) :=
∣∣EPhu0,Phv0ρ(w(T ), T )− EPhu0,Phv0ρ(u¯h(T ), T )∣∣
=
∣∣∣EPhu0,Phv0Ψ (u¯khh , v¯khh , T )− Eu0,v0Ψ (Phu0,Phv0, 0)∣∣∣ .
By the tower property of the conditional expectation we infer that
errorh1(φ, T ) = EPhu0,Phv0
kh−1∑
i=0
Ψ
(
u¯kh−ih , v¯
kh−i
h , (kh − i)τh
)
− Ψ
(
u¯kh−(i+1)h , v¯
kh−(i+1)
h , (kh − (i+ 1))τh
)
= EPhu0,Phv0
kh−1∑
i=0
Eu¯
kh−i−1
h ,v¯
kh−i−1
h
[
Ψ
(
u¯1h, v¯
1
h , (kh − i)τh
)− Ψ (Phu0,Phv0h , (kh − i− 1)τh)] .
Similar to before, put
e˜rrorhΨ (k) :=
∣∣Ex,y [Ψ (u¯1h, v¯1h , (kh − k)τh)− Ψ (x, y, (kh − k− 1)τh)]∣∣ ,
where x, y are some random elements of Vh and k ∈ {0, . . . , kh − 1}. In order to get convergence of order two, we have
again to show that there exists a constant C such that
e˜rrorhΨ (k) ≤ C τ 3h , h ∈ (0, 1].
In particular, comparing Eqs. (29) and (37) we see that plugging in the Kolmogorov equation in (40) we get in Eq. (40)
the additional term
e˜rrorhΨ (k) = êrrorhΦ(k)+
∫ h
0
Ex,y
[
〈DyΨ (u¯h(s), v¯h(s), s+ (n− k− 1)τh) ,
(Λ− 1)B1 (u0(s), v0(s))− (Λ− 1)B1 (Phu0(s),Phv0(s)) 〉V∗0 ds
]
.
Proceeding in the very same way as done many times before, we write∫ h
0
Ex,y
[
〈DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) ,
(Λ− 1)B1 (u0(s), v0(s))− (Λ− 1)B1 (Phu0(s),Phv0(s)) 〉V∗0 ds
]
=
∫ h
0
[
Ex,y〈DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1 (u0(s), v0(s))〉V∗0
×Ex,y〈DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1 (u0(s), v0(s))〉V∗0
+Ex,y〈DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1 (u0(s), v0(s))〉V∗0
−Ex,y〈DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1 (Phu0(s),Phv0(s)) 〉V∗0
]
ds.
Observe that the boundary operator is bilinear. In addition, the boundary conditions, i.e. the functions u0 and v0, are purely
deterministic. As a consequence we write
=
∫ h
0
∫ s1
0
[
+Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u′0(s2), v0(s1))〉V∗0
+Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u(s1), v′0(s2))〉V∗0
−Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u′0(h/2), v0(0))〉V∗0
−Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u0(0), v′0(h/2))〉V∗0 ]ds2ds1
+
∫ h
0
Ex,y
〈
DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1
(
su′0(h/2), sv
′
0(h/2)
)〉
V∗0
ds
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=
∫ h
0
∫ s1
0
[
Ex,y
〈
DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1
(
u′0(s2)− u′0(h/2), v0(s1)
)〉
V∗0
+ 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u′0(h/2), v0(s1)− v0(0))〉V∗0
+ 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u0(s1), v′0(s2)− v0(h/2))〉V∗0
+ 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u0(s1)− u0(0), v′0(h/2))〉V∗0 ]ds2ds1
+
∫ h
0
Ex,y
〈
DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1
(
su′0(h/2), sv
′
0(h/2)
)〉
V∗0
ds
=
∫ h
0
∫ s1
0
∫ h/2
s2
[
Ex,y〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1
(
u′′0(s3), v0(s1)
)〉V∗0
+Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (uh(s1), v′′0 (s3))〉V∗0 ]ds3ds2ds1
+
∫ h
0
∫ s1
0
∫ s1
0
[
Ex,y
〈
DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1
(
u′′0(s3), v
′
0(h/2)
)〉
V∗0
+Ex,y 〈DyΨ (u¯h(s1), v¯h(s1), s1 + (kh − k− 1)τh) , (Λ− 1)B1 (u′0(h/2), v′′0 (s3))〉V∗0 ds3ds2ds1
+
∫ h
0
Ex,y
〈
DyΨ (u¯h(s), v¯h(s), s+ (kh − k− 1)τh) , (Λ− 1)B1
(
s u′0(h/2), su
′
0(h/2)
)〉
V∗0
]
ds.
Since the initial conditions are belonging to C2(O), (Λ − 1)B1 : Hα → Hα is bounded for any α < −1 and Hα ↪→ V ∗0 ,
the inner part of the RHS in the inequality above is bounded. Taking into account that we can make the same calculation
each time when the derivative up to the boundary operator appears, we can show that the second error is of second order.
Because the exact calculations are quite technical, we omit them.
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Appendix A. Stability leap-frog scheme
The leap-frog scheme is a linear multi-step method, in particular, an explicit two step method. In the finite-dimensional
case without any perturbation, the stability can be characterised by the characteristic polynomial and their roots. In the
infinite-dimensional case, one has to take into account the eigenvalues of the discrete Laplacian.
Analysing the stability of the scheme by analysing the eigenvalues and eigenvectors of the associated stiffness matrix,
we can show the following proposition
Proposition A.1. Let {(uˆkh, vˆkh)T : k ∈ N} be a Markov chain given by the following recursion(
uˆkh
vˆkh
)
=
(
1 τh
τh3h 1+ τh3h
)(
uˆk−1h
vˆk−1h
)
+
(
1 0
τh3h 1
)[(
0
∆khW
)
+ τh
(
0
Nfhuˆ
k
h
)]
.
If for K <∞,
K∑
k=1
E
∥∥∆khW∥∥2V∗0 <∞
and f : R→ R is Lipschitz continuous, then there exist some constants C1 and C2 such that∥∥∥∥(uˆkhvˆkh
)∥∥∥∥
H
≤ C1 exp (C2Kτh) , 0 ≤ k ≤ Kτh, h > 0.
Proof. The proof is done by first by showing stability of the scheme without perturbation. To be precise, we will show that
there exists some C1, C2 <∞ such that we have for all h > 0∣∣∣∣∣
(
1 τh
τh3h 1+ τh3h
)k∣∣∣∣∣
L(H,H)
≤ C1 exp(C2kτh), k ∈ N,
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This is done by analysing the eigenvalues of(
0 τh
τh3h τh3h
)
.
The next step is expand (uˆkh, vˆ
k
h)
T as the following sum(
uˆkh
vˆkh
)
=
(
1 τh
τh3h 1+ τh3h
)k−1 (uˆ0h
vˆ0h
)
+
k−1∑
l=0
(
1 τh
τh3h 1+ τh3h
)k−1−l [( 0
∆lhW
)
+ τh
(
0
Nfhuˆ
l
h
)]
.
Now, estimating term by term and applying the Gronwal Lemma leads to the assertion.
Due to Lemma 10.5 [23, p.198], (291), the eigenvalues of3h are given by
qhj =
2
h2
(cos(jpih)− 1) = −2 sin2
(
pi jh
2
)
, j = 1, 2, . . . , kh,
each with corresponding orthogonal eigenvector ei = (e1i, . . . , ekh i)T , i = 1, . . . , kh, where
ej,l =
√
2h sin (h2pi jl) , j, l = 1, 2, . . . , kh.
Direct computations gives that the matrix(
0 τh
τh3h τh3h
)
(43)
has eigenvalues
λhj = −τh
qhj
qhj − 1
,
with eigenvectors(
ej
rhj ej
)
∣∣∣∣(rhj ejej
)∣∣∣∣ and
(
r2,hj ej
ej
)
∣∣∣∣(rhj ejej
)∣∣∣∣ ;
where
rhj = −
qhj
qhj − 1
.
In order to verify the convergence, we have to analyse the limit of λij, j = 1, . . . , kh, i = 1, 2, as h→ 0. Since there exists C1
and C2 such that
−C1
h2
≤ qhj ≤ −C2h2, j = 1, . . . , kh,
the stability condition (21) implies, that there exists some constant C0 <∞ such that
λjh ≤ 1+ C0τh, j = 1, . . . , kh,
and therefore,(
1+ λj
)τhn ≤ C0 exp (C1τhn) j = 1, . . . , kh, n ∈ N.
It follows, that∥∥∥∥∥
(
1 τh
τh3h 1+ τh3h
)k ( ej
rhj ej
)∥∥∥∥∥ ≤ C0 (1+ C1τh)k
∥∥∥∥( ejrhj ej
)∥∥∥∥ ≤ C0 exp (C1τhk) ∥∥∥∥( ejrhj ej
)∥∥∥∥ , 0 < h ≤ 1. (44)
Let Eh ∈ Rkh × Rkh be the unitary matrix, which maps :=
(
e1, . . . , ekh
)
. By recursion, the solution can be written as(
uˆkh
vˆkh
)
=
(
1 τh
τh3h 1+ τh3h
)mh
Eh
(
uˆ0h
vˆ0h
)
+
mh∑
l=1
(
1 τh
τh3h 1+ τh3h
)mh−j
Eh
[(
0
∆
j
hW
)
+ τh
(
0
Nfhuˆ
j
h
)]
. (45)
Since Eh is unitary, (44) and (45) and the Gronwal Lemma gives stability of the scheme. 
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Appendix B. Finite differences
In this section we recall some basic facts about finite differences and introduce the notation used in the Sections before.
For simplicity, we assume we take as underlying Hilbert space H = L2([0, 1]). In addition, we denote by V the space
H12 ([0, 1]).
Fix the parameter h > 0, put kh = 1/h and assume for simplicity that kh is an integer. Put Th =
{
Nh1 , . . . ,N
h
kh
}
, where
Nhi := ih. We call Th the family of nodal variables. For a function v ∈ V we define the interpolant by
(Ihv)(ξ) := kh
kh∑
i=1
1(Nhi ,Nhi+1](ξ)
1
h
(
v(Nhi+1)(ξ − Nhi )+ v(Nhi )(Nhi+1 − ξ)
)
, ξ ∈ [0, 1].
The Nemytskij operator N f induced by f is approximated byN fh , whereN
f
h (v) is defined by
N
f
h (v)(t) := kh
kh∑
i=1
1(Nhi ,Nhi+1](ξ)
1
h
(
f (v(Nhi+1))(ξ − Nhi )+ f (v(Nhi ))(Nhi+1 − ξ)
)
, ξ ∈ [0, 1]. (46)
The Laplace operator is approximated by its corresponding variational problem. In particular, for a given subdivision Th let
Vh be the space of continuous functions, which are linear between the grid points. Now, the Ritz –Galerkin approximation of
the Laplace operator is the unique operatorΛh on Vh which satisfies
〈Λu, v〉 = 〈Λhu, v〉 , ∀u, v ∈ Vh. (47)
Since Vh is finite dimensional, we can identify Vh with Rkh . Doing so, we introduce for a function u ∈ Vh the vector
u ∈ Rkh , which is defined by
Vh 3 u 7→ u =
(
u(Nh1 ), . . . , u(N
h
kh)
)
.
By (u)i we denote the projection onto the ith column, i.e.
Rkh 3 u = (u1, . . . , ukh) 7→ (u)i = ui ∈ R,
and by Ih we denote the interpolant of a vector defined by
Rkh 3 u = (u1, . . . , ukh) 7→ Ihu = kh
kh∑
i=1
1(Nhi ,Nhi+1](ξ)
1
h
(
u(Nhi+1)
1
h
(ξ − Nhi )+ u(Nhi )
1
h
(Nhi+1 − ξ)
)
. (48)
Similarly to Ih, for any u ∈ V we define the interpolation operator by Ih by
V 3 u 7→ Ihu :=
(
u(N1), . . . , u(Nkh)
) ∈ Rkh . (49)
In the sameway, by identifyingVhwithRkh one can associate toΛh a stiffnessmatrix3h. Straightforward calculations show,
that3h is given by (ahi,j)
kh
i,j=1, where
ahi,j = h−2 ×
{0 if i 6= j, j+ 1, j− 1,
−1 if i = j+ 1, j− 1,
2 if i = j.
The leap-frog scheme is constructed by a mid point rule. This is reflected in the way the initial conditions are
approximated. To be precise, we had to take an approximation constructed by the midpoint rule. As a consequence we
introduce the following interpolation operator Ph by
V 3 u 7→ Phu(ξ) :=
kh∑
i=1
1[Nhi−1,Nhi )(ξ)
[
u(Nhi−1)+ (ξ − Nhi−1)u′((Nhi−1 + Nhi )/2)
]
, ξ ∈ [0, 1]. (50)
Again, identifying Vh with Rkh we introduce a projection operator Ph by
V 3 u 7→ Phu :=
(
u(N0)+ hu′((N0 + N1)/2), . . . , u(Nkh−1)+ hu′((Nkh−1 + Nkh)/2)
) ∈ Rkh . (51)
In our problemW denotes the space–time white noise. For any t > 0 we define the interpolant by
Wh(t, ξ) = k
1
2
h
kh∑
i=1
1(Nhi ,Nhi+1](ξ)
(
W ([0, t], Jhi+1)(ξ − Nhi )+W ([0, t], Jhi )(Nhi+1 − ξ)
)
. (52)
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where Jhi = (ih− h2 , ih+ h2 ]. Again, identifying Vh with Rkh we can associate for t > 0 toWh(t) a vector
Wh(t) =
(
k
1
2
h W (t, J
h
1 ), . . . , k
1
2
h W (t, J
h
kh)
)
.
Since for any A ∈ B(R), the process [0,∞) 3 t 7→ W ([0, t) × A) is a Brownian motion with variance λ(A), we can infer
thatWh(t) equals in distribution to an Rkh-dimensional Brownian motion with covariance matrix k
1
2
h I . In other words,
(k
1
2
h β
i
k(t), . . . , k
1
2
h β
kh
k (t)) ∈ Rkh ,
where β ik, i = 1, . . . , kh, are independent one-dimensional Brownian motions with mean zero and variance τhλ(Jhi ). Thus,
the approximation of
∆khW := Wh(kτh)−Wh((k+ 1)τh)
at time kτh is given by the random vector
χhk = (χh1,k, . . . , χhkh,k),
where χhi,k, i = 1, . . . , kh, k ∈ N, are Gaussian with mean zero and variance τhkh.
Proposition B.1. The Vh-valued processW(t) defined in (52) fulfills the following properties:
1. There exists some constant C such that we have
E ‖Wh(t)‖2V∗ ≤ Ct, h ∈ (0, 1].
Proof. Thus, we have by the isometry
E ‖Wh(t)‖2V∗ = k
1
2
h
kh∑
i=1
1(Nhi ,Nhi+1](ξ)
(
W ([0, t], Jhi+1)(ξ − Nhi )+W ([0, t], Jhi )(Nhi+1 − ξ)
)
= E
∥∥∥∥∥
kh∑
i=1
W ([0, t], Jhi )h−
1
2
[
(ξ − Nhi−1)+ (Nhi+1 − ξ)
]∥∥∥∥∥
2
V∗
= E
kh∑
i=1
∥∥∥W ([0, t], Jhi )h− 12 [(ξ − Nhi−1)+ (Nhi+1 − ξ)]∥∥∥2V∗
≤ E
kh∑
i=1
∣∣W ([0, t], Jhi )∣∣2 h−1 ∥∥(ξ − Nhi−1)+ (Nhi+1 − ξ)∥∥2V∗ .
But, putting ghi (ξ) := 1[Nhi−1,Nhi )(ξ) (ξ − N
h
i−1)+ 1[Nhi ,Nhi+1)(ξ) (N
h
i+1 − ξ), ξ ∈ [0, 1], we get∥∥ghi ∥∥2V∗ =∑
k,l∈N
〈
ghi ,Λ
− 12 ek
〉 〈
ghi ,Λ
− 12 el
〉
〈ek, el〉 ,
where {ek : k ∈ N} are the eigenfunction ofΛ. Thus, we have∥∥ghi ∥∥2V∗ = ∞∑
k∈N
〈
ghi ,Λ
− 12 ek
〉2 = C ∞∑
k∈N
k−2
〈
ghi , ek
〉2
≤
∞∑
k∈N
k−2
∥∥ghi ∥∥2H ≤ Ch.
Substituting the result in the equation before we obtain
E ‖W(t)‖2V∗ ≤ E
kh∑
i=1
th ≤ Ct. 
58 E. Hausenblas / Journal of Computational and Applied Mathematics 235 (2010) 33–58
References
[1] I. Gyöngy, Lattice approximations for stochastic quasi-linear parabolic partial differential equations driven by space–time white noise. II, Potential
Anal. 11 (1999) 1–37.
[2] I. Gyöngy, Lattice approximations for stochastic quasi-linear parabolic partial differential equations driven by space–time white noise. I, Potential
Anal. 9 (1998) 1–25.
[3] I. Gyöngy, A. Millet, On discretization schemes for stochastic evolution equations, Potential Anal. 23 (2005) 99–134.
[4] E. Hausenblas, Approximation for semilinear stochastic evolution equations, Potential Anal. 18 (2003) 141–186.
[5] E. Hausenblas, Numerical analysis of semilinear stochastic evolution equations in Banach spaces, J. Comput. Appl. Math. 147 (2002) 485–516.
[6] P.E. Kloeden, S. Shott, Linear-implicit strong schemes for Itô-Galerkin approximations of stochastic PDEs, J. Appl. Math. Stochastic Anal. 14 (2001)
47–53.
[7] A. Millet, P.-L. Morien, On implicit and explicit discretization schemes for parabolic SPDEs in any dimension, Stochastic Process. Appl. 115 (2005)
1073–1106.
[8] T. Shardlow, Numerical methods for stochastic parabolic PDEs, Numer. Funct. Anal. Optim. 20 (1999) 121–145.
[9] A. de Bouard, A. Debussche, Weak and strong order of convergence of a semi discrete scheme for the stochastic Nonlinear Schrodinger equation, Appl.
Math. Optim. 54 (2006) 369–399.
[10] A. De Bouard, A. Debussche, A semi-discrete scheme for the stochastic nonlinear Schrödinger equation, Numer. Math. 96 (4) (2004) 733–770.
[11] A. Debussche, J. Printems, Convergence of a semi-discrete scheme for the stochastic Korteweg-de Vries equation, Discrete Contin. Dyn. Syst. Ser. B 6
(2006) 761–781 (electronic).
[12] Ll. Quer-Sardanyons, M. Sanz-Solé, Space semi-discretisations for a stochastic wave equation, Potential Anal. 24 (2006) 303–332.
[13] J.B. Walsh, On numerical solutions of the stochastic wave equation, Illinois J. Math. 50 (2006) 991–1018 (electronic).
[14] M. Kovacs, S. Larsson, F. Saedpanah, Finite Element Approximation of the linear stochastic wave equation with additive noise, Manuscript, 2009.
[15] K.H. Fichtner, R. Manthey, Weak approximation of stochastic equations, Stoch. Stoch. Rep. 43 (3–4) (1993) 139–160.
[16] E. Hausenblas, Weak approximation of stochastic partial Differential equations, in: U. Capar, A. Üstünel (Eds.), Stochastic Analysis and Related Topics
VIII. Silivri workshop, in: Progress in Probability, Birkhäuser, Basel, 2003.
[17] T. Shardlow, Weak convergence of a numerical method for a stochastic heat equation, BIT 43 (2003) 179–193.
[18] A. Debussche, J. Printems, Weak order for the discretization of the stochastic heat equation, Math. Comp. 78 (2009) 845–863.
[19] A. Debussche, Weak approximation of stochastic partial differential equations: the non linear case, Mathematics in Comp., 2010 (in press).
[20] G.N. Milstein, Weak approximation of solutions of systems of stochastic differential equations, Teor. Veroyatnost. i Primenen.
[21] D. Talay, Discrétisation d’une équation différentielle stochastique et calcul approché d’espérances de fonctionnelles de la solution, RAIROModél.Math.
Anal. Numér. 20 (1986) 141–179.
[22] D. Talay, L. Tubaro, Expansion of the global error for numerical schemes solving stochastic differential equations, Stochastic Anal. Appl. 8 (1990)
483–509.
[23] A. Iserles, A first course in the numerical analysis of differential equations, in: Cambridge Texts in Applied Mathematics, Cambridge University Press,
Cambridge, 1996.
[24] A. Quarteroni, R. Sacco, F. Saleri, Numerical Mathematics, second edition, in: Texts in Applied Mathematics, vol. 37, Springer-Verlag, Berlin, 2007.
[25] E. Cabana, The vibrating string forced by white noise, Z. Wahrscheinlichkeitstheorie Verw Geb. 15 (1970) 111–130.
[26] P. Chow, Stochastic Partial Differential Equations, Chapman & Hall/CRC, 2007.
[27] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, in: Encyclopedia ofMathematics and Its Applications, vol. 44, CambridgeUniversity
Press, 1992.
[28] J.B. Walsh, An introduction to stochastic partial differential equations, in: École d’été de probabilités de Saint-Flour, XIV—1984, in: Lecture Notes in
Math., vol. 1180, Springer, Berlin, 1986, pp. 265–439.
[29] A. Pazy, Semigroups of linear operators and applications to partial differential equations, in: Applied Mathematical Sciences, vol. 44, Springer-Verlag,
New York etc., 1983.
[30] A.V. Balakrishnan, Applied Functional Analysis, second edition, in: Applications of Mathematics, vol. 3, Springer-Verlag, New York, 1981.
[31] Z. Brzezniak, S. Peszat, Hyperbolic equaions white random boundary conditions, in: World Scientific Review Volume, in: Interdisciplinary
Mathematical Science, vol. 8, 2009, pp. 1–23.
[32] G. Da Prato, J. Zabczyk, Evolution equations with white-noise boundary conditions, Stoch. Stoch. Rep. 42 (3–4) (1993) 167–182.
