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ABSTRACT

In this thesis, we present a new metaheuristic algorithm for analyzing challenging
optimization problems. Initial testing reveals the potential for the algorithm, which is
based on the rooting phenomena found in plants in nature, to quickly produce effective
solutions to challenging combinatorial optimization problems in the class NP. We present
computational results describing the proposed metaheuristic’s efficacy for an important
class of scheduling problems and discuss areas of future work and application.
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INTRODUCTION
One of the main areas of emphasis in industrial engineering is optimization. In

optimization problems, one seeks to minimize or maximize some objective function’s
value while simultaneously satisfying some set of specific constraints. Practicallymotivated optimization problems are usually so difficult and contain so many decision
variables that solving them by hand is almost impossible in many cases. This fact
encourages the use of computer-based algorithms to analyze optimization problems. For
many problems, there are straight-forward and easy-to-understand algorithms that
produce either optimal or near-optimal solutions. However, many of these algorithms can
be so computationally intensive that using them would not be reasonable to obtain
solutions in a reasonable, practically acceptable amount of time.
Optimization problems can be divided into two main classes: those in the class P
and those in the class NP. There are algorithms that are able to solve problems in class P
optimally in an amount of time that is bounded by a polynomial function of the problem’s
size. On the other hand, there are no known polynomial-time algorithms available to
solve problems in class NP (i.e., non-polynomial). As producing effective solutions to
class NP problems is important in practice, as many problems of practical interest are in
class NP, these challenging problems have been the focus of much previous and current
research.
Metaheuristics are one type of algorithm typically used to analyze class NP
problems. While these algorithms are not guaranteed to produce an optimal solution, in
practice the solutions obtained using metaheuristics often are reasonable and near
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optimal. The performance or solution quality of a metaheuristic is usually assessed by
comparing its output to known optimal solutions for small class NP problems that can be
solved to optimality. Metaheuristic solution quality often improves for difficult
optimization problems as the algorithm is allowed to run (execute) for longer periods of
time. Interestingly, many metaheuristics have been developed based on or have been
inspired by natural phenomena from a variety of scientific fields: genetics, ant colonies,
and swarms of insects such as bees, to name only a few. These phenomena are then used
as a metaphor to explain how the algorithm works and how/why it is efficient for solving
the important optimization problem under study.
Although metaheuristics try to solve problems by using methods similar to what
happens in nature, implementing these methods computationally can be done in a variety
of ways. Metaheuristics often have many different variable representations and other
settings that must be defined. These include the definition or representation of the
solution, mechanisms for changing, developing, or producing new solutions to the
problem under study, and methods for evaluating a solution’s fitness or goodness. Once
any metaheuristic has been developed, a tuning process is often required to evaluate
different experimental options and settings that can be manipulated by the user in order to
maximize the opportunity for the metaheuristic to produce near optimal solutions.
Usually, tuning a metaheuristic is done with regard to a specific set of problems, as
different types of problems may require different settings or configurations of a
metaheuristic. However, one of the nice features of effective metaheuristics is their
ability to adapt to a wide variety of problem types.

2
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LITERATURE REVIEW
There are many different metaheuristic algorithms that have been described in the

literature—each algorithm seems to have its own pros and cons. Two of the most popular
metaheuristic algorithms are genetic algorithms and tabu search. Genetic algorithms are
population-based metaheuristics in which the algorithm manipulates a collection or set
(i.e., a population) of solutions (called chromosomes) during each iteration of the
procedure. On the other hand, tabu search is a path-based metaheuristic that moves from
one single solution to another at every iteration (i.e., there is only one solution being
considered at each point of time). We now examine each of these two popular
metaheuristics in more detail.

2.1

Genetic Algorithms
Genetic algorithms (GAs) were inspired by the science of genetics (Holland,

1975); specifically, by the way a population of living creatures evolves through time. For
this reason, GAs are also described or known as evolutionary algorithms. Initially in a
GA, a set of multiple solutions known a population is created. Each member chromosome
of the population is evaluated in terms of its fitness to assess key features and properties
that we desire to have in a “good” (effective) solution. In order to evolve the population
and move from the current generation to the next, many of the next generations’ members
are created by combining two (often fit) chromosomes in the current population via
crossover. A fraction of most fit chromosomes will appear in the next generation’s
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population without any changes via elitism. Further, a small fraction of next generation’s
population may be created randomly by immigration, while another small fraction can be
created by slightly changing some attribute of one or more members in the current
generation via mutation. Crossover, elitism, immigration, and mutation can be
implemented in many different ways in a GA, depending on the nature of the problem
being studied.
There are two main properties that are typically defined in any implementation of
a GA: 1) the way each solution is represented (i.e., the chromosomal structure) and 2) the
way the fitness of each solution is evaluated. These two properties can affect the quality
of the GA’s results directly. While other properties of the GA are important too, they can
be defined only after these two main issues are handled properly. Many believe that
solution representation is the key to a well-designed GA, since it dictates the structure
and space in which the algorithm operates. Effective solution representation can help to
block undesirable or encourage desirable solutions to appear in subsequent generations as
the GA progresses towards its final solution.

2.2

Tabu Search
In contrast to GAs, the tabu search (TS) metaheuristic is not inspired by a natural

phenomenon or another field of science; rather, it is an advanced or smart local search
(Glover, 1989; Glover, 1990).In TS, an initial solution is obtained either randomly or as
an output of some other constructive algorithm. Then, from solutions available in the
neighborhood of the current solution, where the definition of a neighborhood may be
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described in a number of ways (e.g., all adjacent pairwise interchanges of jobs in a
scheduling problem’s solution), the fittest (best) solution is picked to be the next
iteration’s solution, provided TS is allowed to move to this desired solution.
A tabu list is used to keep track of some number of previous moves or TS
transitions. If any candidate solution in the neighborhood of the current solution violates
any member of the tabu list, it will be removed from the neighborhood and therefore will
not be considered as a viable option for the next iteration’s solution. The tabu list, in this
way, prevents the TS algorithm from being trapped in a limited set of solutions that
continue to repeat each other in some way(i.e., a local minimum).Solution representation
also is very important in TS, because the neighborhood is highly dependent on it. The
size (length) of the tabu list is yet another important issue when designing a TS solution
approach. For example, a large (long) tabu list can slow the performance of the algorithm
due to the high number of tabu checks that must be made. However, a small (short) list,
while potentially affording faster TS algorithm execution, can increase the chance that
the algorithm gets trapped in an area of local minima.

2.3

Branch-and-Bound for Combinatorial Optimization
Both GAs and TS methods have been demonstrated in the literature to be highly

effective methods for analyzing combinatorial optimization problems. In combinatorial
optimization problems, the set of feasible solutions often is discrete or can be reduced to
some discrete set. In these problems, even though the number of feasible solutions is
usually finite, completely enumerating the feasible set of solutions is usually not practical

5

because as the size of the problem grows (e.g., the number of jobs in a scheduling
problem), the number of feasible solutions grows exponentially (e.g., a total of n!
solutions/orderings exist for the schedule of n jobs on a single machine).
One traditional approach for analyzing combinatorial optimization problems is
branch-and-bound. Branch-and-bound (BnB) is a deterministic search method that, for a
given optimization problem, proceeds in exactly the same order/manner every time it is
applied to the problem. The method iteratively evaluates partial solutions and the solution
bounds associated with them in a tree structure to smartly eliminate poor solution
choices/options and explore promising “good” solution options/directions. This process
repeats itself until the true, optimal solution is found after all other solutions are
eliminated. The main problem with BnB is that the optimal solution, in the worst case,
maybe found in the very last iteration (solution evaluation). This means that each time the
method is used, it searches over the feasible region and checks all possible solutions until
in the very last step the optimal solution is found. This possibility, in addition to the
potential difficulty associated with establishing good solution bounds, often makes BnB a
limiting choice for solving large, practically-sized optimization problems.
Even though there are more advanced versions of BnB than that as described
above, BnB often proves inferior when compared to well-implemented metaheuristics in
side-by-side comparisons in practice. It is important to note that metaheuristics, when
solving difficult optimization problems, typically 1) do not start from the same initial
solution and 2) do not follow the same path towards the eventual solution each time they
run. This is because they often have built-in randomness within their structure that
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prevents them from producing the same results over and over (e.g., mutation in GAs). In
this way, metaheuristics explore the feasible region in order to find quality areas within
which to focus. Then, using their search and construction algorithmic components, they
work to obtain good or better solutions at each iteration.

7

3

THESIS RESEARCH
We present a new metaheuristic which is based on the rooting phenomena in

plants (Figure 1). Roots are responsible for finding and extracting water and nutrients
from the soil around a plant. Any plant’s survival is highly dependent on its roots’ ability
to find these key components of life. Obviously, the more water and nutrients that a
plant’s roots can extract from the soil, the stronger the plant becomes. Therefore, after
millions of years of evolution and survival, it is reasonable to believe that the tactics
deployed by plant roots are quite efficient means of living and thriving.

Figure 1. Roots of a Plant
(http://micahgallant.com/wp-content/uploads/2011/11/root-info2.gif)

In nature, soil is the search space for roots. Water and nutrients typically are not
evenly distributed throughout soil (i.e., some spots are rich and some are poor). The goal
of rooting is to find those spots with the highest levels of nutrients for the plant. Once a
seed is planted in the soil, roots begin to grow (Figure 2). These roots take the most
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attractive paths in the soil—they divide into branches over time to increase the plant’s
chances of finding nutrients. This can be thought of in terms of the plant increasing the
number of search options or threads. Obviously, there are limited resources for branching
and root growth, so at any point in time, some root branches are inactive or dormant
while some continue to grow.

Figure 2. A Typical Plant Root Structure
(http://www.dof.virginia.gov/urban/images/landscape-man-Fencing-002.jpg)

Plant roots in the location(s) with the highest amounts of water and nutrients have
a higher priority to grow and expand. Also, the stronger (and older) the branch, the more
likely it is to be active. If we look at the whole process in the long run, branches that go
through richer spots in the soil gain more strength due to higher rates of activity and
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therefore will be more likely to stay active. On the other hand, those branches passing
through poor soil areas stay inactive; this behavior is targeted by many commercial
products to prevent the growth of the roots (Figure 3). If we look into the soil after some
reasonable amount of time, both 1) locations with a high density of roots and 2) roots
with high strength should indicate the richest spots in the soil. Clearly, there are many
different types of roots in the plant kingdom and we do not claim to know or understand
all of their individual tactics. However, we describe the general concept here to motivate
our proposed metaheuristic methodology.

Figure 3. Example of a Commercial Product Preventing Root Growth
(http://www.arborist.com/product/W230540-50/24%22_x_100'_Biobarrier.html)

3.1

Transitioning from the Metaphor to the Algorithm
The algorithm for our proposed metaheuristic uses these phenomena to locate the

location in the solution space containing the “best” solutions. If one considers the
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solution space as the soil, the algorithm starts at a single point or location in that space
and then starts branching and exploring the soil. If the objective function value obtained
from a given solution is deemed better than other options, the better solution’s location’s
corresponding branch will expand further as inferior solution branches become inactive.
Therefore, in our proposed algorithm, the following terminology is used:
 Soil is the solution space that may contain infeasible or partial solutions
 Seed is the very first solution in the soil (i.e., it is where the algorithm starts)
 Roots are search threads(i.e., paths from the seed to current solutions)
 Root Strength of any root is a function of the branch’s length(i.e., how far or deep
has it reached in the search tree)
 Soil Richness is the value of the objective function for each solution in the soil
(i.e., a fitness evaluation)

3.2

Algorithmic Considerations
There are many different parameters and properties of the proposed algorithm—

we have described only the most important ones above. Obviously, defining these aspects
of the algorithm properly will be very important to ensure the performance of the
algorithm. Initially, defining the soil is similar to designing the neighborhood in existing
metaheuristics. We do not require any particular design for this definition and instead,
leave it up to the individual implementing the algorithm for specification. For example, it
can be defined as a BnB-type neighborhood design or it can be specified similar to other
metaheuristic neighborhoods, such as in GAs or TS. As mentioned previously, as
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neighborhood design can affect the behavior and performance of the algorithm greatly, it
is a very important part of the algorithmic development process.
Next, the seed should be defined as the starting point (initial solution) of the
algorithm. Roots are the way that the proposed algorithm transitions from one solution to
other solutions; clearly, this transition ability depends on soil definition. Finally, the
proposed algorithm requires that proper functions are constructed to calculate root
strength and soil richness such that they can be combined to evaluate solution quality or
fitness.

3.3

Algorithmic Pseudo-Code
The proposed algorithm is summarized in pseudo-code in Figure 4. Based on the

neighborhood design used, the seed can be a partial or complete solution that is either
feasible or infeasible. The seed is expanded into its possible neighbors (which may be
selected neighbors out of the set of all possible neighbors). In this step, the seed is
removed and its neighbors (nodes) are added to the pool (e.g., memory) for possible
expansion in the future. From this point on at each step or iteration of the
algorithm,n1nodes are selected and removed from the pool. Each of these selected nodes
is then expanded into n2 neighbors that are added to the pool.
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Figure 4. Pseudo-Code for the Proposed Algorithm

3.4

Approach for Initial Metaheuristic Implementation
In order to provide a proof of concept for the proposed metaheuristic algorithm,

we implement it as a Java-based computer program to analyze a class NP scheduling
problem of interest (discussed later). In this version, the following methods and
assumptions are employed:


Soil and search space (i.e., neighborhood design) are based on a simple BnB
neighborhood. Each point in this space consists of n component (entries), where n
denotes the number of jobs to be scheduled.



Expansion and branch growth: all candidate nodes with feasible values for the
next job to be scheduled are added. We maintain a pool of current nodes to be
expanded (i.e., nodes containing partial schedules).



Root Strength is based on the number of jobs contained in the node’s partial
schedule. If more than 50% of all jobs are present (i.e., scheduled) in a given
node’s partial schedule, the node’s strength equals s2, the number of jobs in the
partial schedule, squared. Otherwise, we set the strength of the node equal to s. In
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this way, we choose to favor longer roots in our tree structure (i.e., we favor depth
over breadth) which will hopefully result in obtaining complete, feasible solutions
more quickly. This, in turn, will help to establish solution bounds rapidly.


Soil Richness is the objective function value for the scheduled jobs in each node.



Node Fitness: we initially use the relationship for each node of Fitness =10*
RootStrength + SoilRichness. This weighting scheme will be varied in subsequent
experiments to assess its impact on solution quality.

Although our initial testing of the proposed metaheuristic appears promising for
small problem instances, an increase in problem instance size will result in a rapidly
(exponentially) increasing solution time given the simple BnB neighborhood structure. In
practice, we believe it is preferred to get to “good” solutions quickly as opposed to
waiting for an unbounded amount of time to get the “optimal” solution. This is especially
true considering the fact that heuristic solutions might be exactly the same as or very
close to the optimal. Additional pilot tests confirmed the need to analyze additional
neighborhood designs for our proposed heuristic. Therefore, we decided also to
investigate the neighborhood designs of both GAs and TS as embedded in our notion of
soil and search space. This results in three additional implementations of the proposed
algorithm in addition to the one described above (Root):


Root-GA-Average: Rooting heuristic employed using the neighborhood design
of GAs with a weighted average fitness function of the population as a measure of
Soil Richness
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Root-GA-Best: Rooting heuristic employed using the neighborhood design of
GAs using the best fitness in the population as a measure of Soil Richness



Root-Tabu: Rooting heuristic employed using the neighborhood design of tabu
search

3.5

Tuning the Algorithm
As mentioned previously, there are many different ways to “tune” any proposed

metaheuristic algorithm. Apart from main concepts like neighborhood design, there are
many specific parameters in the proposed rooting metaheuristic (e.g., n1 and n2) that
should be set properly in order to get the best possible solution results. For example,
increasing n1 at each iteration of the algorithm results in more nodes needing to be
examined and expanded. While this will make the proposed algorithm advance slower in
depth, it will explore more potential opportunities for advancement in time. Further, the
size of the active nodes pool also can have the same impact on algorithmic performance.
The properties and structure of the underlying optimization problem being
analyzed, along with the problem’s objective function may necessitate different
algorithmic parameter settings. As part of this research effort, we will investigate the
effects of different parameter settings on the performance of the proposed algorithm.
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4

EXPERIMENTAL PLAN
We assess the proposed metaheuristic algorithm’s solution performance using the

single machine scheduling problem to minimize total weighted tardiness (TWT). In the
classic scheduling problem notation scheme of Lawler et al.(1982), this is the and
∑

problem. In scheduling notation, wj denotes the weight (importance) of job

j, Cj represents the time at which job j completes it processing on the machine, and Tj is
the tardiness of j, the positive difference between job j’s completion time and its due date
(Tj =

.
In the TWT problem, we seek to maximize the on-time delivery of customer

orders, subject to varying levels of customer importance. The

∑

problem is in

class NP and specifically is classified as NP Hard, which means there exists no known
algorithm to solve it to optimality in a polynomial amount of time in any problem
encoding scheme. This problem has been the focus of much previous research (Ying,
2007) (Matthijs den Besten, 2000) and is important in practice when on-time delivery of
customer orders is a goal. In fact, many metaheuristic-based solution approaches have
been developed for this problem, so it is a worthwhile means to assess the performance of
our proposed rooting-based metaheuristic.

4.1

Initial Results
Our initial implementation approach Root was implemented in Java and used to

analyze sample

∑

problems with varying job sizes. The example problems

were solved to optimality using the commercially available, off-the-shelf optimization
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software package Gurobi (www.gurobi.com), one of the leading solvers used in practice
today. Gurobi employs advanced branch and bound-based solution procedures to
effectively analyze combinatorial optimization problems such as the single machine TWT
problem under study. As an example, consider the sample problem data given in Table 1.

Table 1. Example Problem Instance Data for Algorithmic Testing
Job
1
2
3
4
5
6
7
8
9
10
11

Process time
10
8
6
9
4
7
6
15
2
6
12

Weight
4
5
3
6
3
4
6
2
10
3
6

Due Date
18
35
20
30
30
25
31
50
35
25
40

Table 2 contains the experimental results reported by both the proposed rooting
metaheuristic and Gurobi. In Table 2, the required CPU time to find the optimal solution
is given in seconds, as well as the solution time ratio that the proposed metaheuristic is
able to achieve as compared to Gurobi (i.e., the ratio of the proposed metaheuristic’s
solution time divided by Gurobi’s solution time). While these initial results are
encouraging, we recognize that they are only for a single problem instance case. In
addition, they also demonstrate the previously-discussed need for additional
implementation approaches such as Root-GA-* and Root-Tabu when one examines the
solution time increase between the 10- and the 11-job problems.
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Table 2. Solution Time Comparison for Example Problem Instance Data

Problem Size
6 jobs
7 jobs
8 jobs
9 jobs
10 jobs
11 jobs

4.2

Basic Root
Implementation
.045
.077
.184
.378
3.680
3,447.670

Gurobi’s BnB
0.280
1.138
6.614
74.989
802.500
11,279.900

Time Ratio
16.0%
6.7%
2.7%
0.5%
0.4%
30.0%

Full Experimental Study
We developed an experimental design to generate a wide variety of single

machine TWT scheduling problems of varying job sizes, weights, and due date tightness
levels in order to evaluate the performance of the proposed metaheuristic for the
∑

problem. In addition, we analyzed various parameter settings within the

rooting metaheuristic to determine how best to “tune” its performance for the proposed
scheduling problems of interest. Additional trial runs were conducted to evaluate the
interactions between different parameter settings and solution quality for the single
machine TWT scheduling problem. We investigated the following properties and
parameters of the proposed metaheuristic in our tuning experiments:


Definition and evaluation of root strength



Definition and evaluation of soil richness



Scaling and tuning strength against richness to obtain a fitness or activity
measurement for nodes
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Number of threads to be explored at each iteration



Number of new branches to be added at each branching operation



Size of the active nodes’ pool

Considering the popularity and demonstrated abilities of both GAs and TS as
reported in the literature, we evaluate our proposed algorithm against typical
implementations of these two popular metaheuristics. Further, in order to promote a
fairer, more valid evaluation, we use each of the competing metaheuristic’s neighborhood
designs within our own proposed algorithm as well, as discussed previously.
The performance measures of interest in our experimental studies are each
competing solution approach’s required solution time and each approach’s performance
ratio. We define performance ratio as the ratio of any solution approach’s solution value
at time t divided by the best objective function found by any solution approach after one
minute of execution. While any amount of time could have been selected, we choose one
minute as our practically-acceptable baseline amount of time to be spent searching for a
solution to the single machine TWT problem.
We define soil richness as the ratio of the initial solution’s objective function
value (initial seed solution) to the current solution’s value (i.e., improvement compared to
where we started results in increasing soil richness). Further, we define root strength as
the number of iterations required to obtain the solution. Using these two components, we
then can formally evaluate the fitness of any schedule as
(1)
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In (1),β and γ are two constants that can be tuned for the problem instance under study. A
full description of the experimental factor settings used in our tuning study for the
proposed rooting metaheuristic is given in Table 3. It is important to note that Table 3
represents all of the variations of the proposed rooting metaheuristic that will be run on a
single machine TWT scheduling problem of interest. It also should be noted that at each
iteration, algorithm chooses the minimum of n1 and the number of nodes in the active
nodes’ pool to take out from the pool, therefore, with active nodes’ pool size of 3, the
instances of n1=3 and n1=4 are practically the same.

Table 3. Experimental Design for Tuning Proposed Metaheuristic
Factor

Values

Levels

Active nodes’ pool size
Number of nodes to be explored (n1)
Number of nodes to be added (n2)
β
γ

3, 6, 9
2, 3, 4
2, 3, 4
1, 100
-2, 2

3
3
3
2
2

Total factor combinations
Replications per combination
Total runs

108
30
3,240

In terms of the single machine TWT problem under study, we randomly generated
20 problems containing 25 jobs to be scheduled and 20 problems containing 50 jobs. In
all 40 test instances, job weights are generated using a discrete uniform distribution over
the range [1, 10]. Job processing times are generated in the same fashion over the range
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[1, 50]. Job due dates are generated according to the method of Demirkol et al. (1998) in
order to obtain realistic due date tightness levels:
~

In (2),

∑

where

⌈

⌉ ⌊

{

}and

⌋ ; μ=C

{

(2)

} For each combination

of the job-specific parameters, five random problem replications were generated.
Each competing solution approach was given one minute to solve each single
machine TWT problem instance. Given the randomness inherent within the competing
metaheuristic approaches, we choose to run each algorithm on each problem using thirty
different random number seeds. The proposed experimental plan will require at least
392,400 minutes of computation times (i.e., >272 consecutive days on a single machine
assuming that there will be no unexpected crashes, bugs, power outages, software
updates). Therefore, we decided to use the Condor network which consists of more than
1,900 computers around the Clemson University campus that was designed to serve such
scientific experiments. With the help of Condor, we managed to obtain all experimental
results in less than one week of real world time.
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5

COMPUTATIONAL RESULTS
We recorded each algorithm’s current objective function value every 2.5 seconds

during the one minute of allowable solution time. All results obtained from the different
competing algorithms (Root, Root-GA-Average, Root-GA-Best, Root-Tabu, GA, and
TS) were collected into a single spreadsheet to ease further analysis. As mentioned in
Table 3, 3,240 variations of the rooting metaheuristic algorithm were used to analyze
each problem of interest in order to understand the best “tuned” settings for the proposed
solution approach. In order to determine whether the different parameter settings produce
statistically different solution values, and more importantly, if any “tuned” settings are
superior to basic TS or GA approaches, a statistical analysis of performance ratio was
performed in Minitab.
Initially, we tested for normality in our responses to determine whether we could
use a powerful ANOVA-based analysis. Unfortunately, we rejected the null hypothesis
that our responses were normally distributed and therefore had to settle on using a more
general analysis approach, the Kruskal-Wallis test. Kruskal-Wallis is a non-parametric
method that determines whether two or more samples originate from the same
distribution. Equality of medians is the null hypothesis of this test and the only
assumption in the Kruskal-Wallis test is that the samples have identically-shaped and
scaled distributions. However, the medians of the samples can be different. We were able
to validate this assumption after reviewing our response data.
After conducting the Kruskal-Wallis tests, experimental results show that both
basic TS implementation and Root-Tabu produce the highest quality TWT solutions
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overall as they are significantly different than the other competing approaches (p =
0.000). Further, we find no statistically-significant difference between the different
parameter settings of the Root-Tabu approach in our tuning experiments (p = 0.527).
The two best-performing approaches, Root-Tabu and basic TS, are not significantly
different (p = 0.452).Finally, even though we did find that specific parameter settings
within both Root-GA-Average and Root-GA-Best did improve performance, even the
best Root-GA-* methods are inferior to both basic TS and Root-Tabu(p = 0.000).
Although our statistical tests showed no significant difference in the performance
of a basic TS implementation and the proposed Root-Tabu approach, our proposed
rooting-based approach outperformed basic TS in 19 of the 40 problem instances studied.
Given the relatively short amount of computation time required (i.e., a maximum of one
minute), it might be appropriate to run both basic TS and Root-Tabu on a given problem
of interest and then simply choose the best overall solution.
Mean and standard deviation of each algorithm’s performance is provided in
Table 4 to help better understand the differences between each algorithm. In each cell of
the Table 4, in the algorithms’ columns, first number is the population mean and second
number in parenthesis is the population’s standard deviation. It should be noted that for
the Root-Tabu (RTS) and in order to ease the comparison, a random setting was selected
to represent the population, but for Root-GA-Average (RGA-Ave) and Root-GA-Best
(RGA-Best) the whole population of 108 different settings is represented. In terms of
population, RGA-Ave and RGA-Best have a size of 16200, while other four algorithms
(i.e., GA-*, TS and RTS) have a population size of 150. In order to measure the
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performance, we calculated the ratio of objective function value of the solution reported
by the algorithm at the end of 60 seconds period, over the objective function value of the
best solution reported from any algorithm for that specific problem instance. This ratio
shows the percentage each algorithm is performing above the best known solution.

Table 4. Mean and (standard deviation) for each problem combination
No. of
jobs

Rfactor

Tfactor

GA-Ave

GA-Best

TS

RGA-Ave

RGA-Best

RTS

25

0.5

0.3

1.0262
(0.0806)

1.0377
(0.1174)

1.0003
(0.0013)

1.2131
(0.2664)

2.5947
(1.0972)

1.0005
(0.0018)

25

0.5

0.6

1.0086
(0.0052)

1.0129
(0.0153)

1.0044
(0.0063)

1.1331
(0.0746)

1.6775
(0.2985)

1.0042
(0.0051)

25

2.5

0.3

1.0481
(0.1162)

1.0335
(0.0718)

1.0000
(0.0)

1.6638
(0.7597)

4.3141
(2.9118)

1.0000
(0.0)

25

2.5

0.6

1.0526
(0.0435)

1.0580
(0.0497)

1.0000
(0.0)

1.5716
(0.3811)

3.0512
(1.4191)

1.0001
(0.0004)

50

0.5

0.3

1.3668
(0.2673)

1.4438
(0.3623)

1.0553
(0.0768)

2.4862
(1.0445)

6.3223
(3.2252)

1.0479
(0.0799)

50

0.5

0.6

1.1964
(0.0504)

1.1896
(0.0397)

1.0025
(0.0024)

1.4221
(0.1078)

1.8794
(0.2224)

1.0038
(0.0033)

50

2.5

0.3

3.0028
(2.4077)

2.9457
(2.2926)

1.0011
(0.0055)

5.3302
(4.9554)

9.8812
(10.1319)

1.0011
(0.0055)

50

2.5

0.6

2.6279
(1.4097)

2.6821
(1.6613)

1.0473
(0.1019)

3.8918
(2.5455)

6.0352
(4.3895)

1.0378
(0.0944)
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6

CONCLUSIONS AND FUTURE RESEARCH
The result of this Master’s thesis study was the creation of a new rooting-based

metaheuristic algorithm for analyzing challenging optimization problems found in
practice. We demonstrated the possible efficacy of this approach in the context of an
important single machine scheduling problem. Using a TS-based neighborhood design
within the proposed rooting-based metaheuristic produced solutions that were
indistinguishable from a competing TS-based metaheuristic approach. In some cases, the
proposed approach was found to be superior to basic TS. Considering this fact, we realize
that while quantitative results and conclusions are important, we cannot definitively
conclude that the proposed approach is superior to available methods in its current form
for other types of optimization problems.
While this thesis investigated how different neighborhood designs can be adopted
by the proposed algorithm, future work should investigate designing hybrid
neighborhoods that utilize more than one approach (e.g., GA combined with ant colony
optimization) to determine their efficacy in analyzing both single and multi-criteria
optimization problems of interest.
The recent advancements in computing technologies, especially in multi-core
processor chip sets, have revealed the growing need and importance of parallel-friendly
algorithmic approaches. While there are algorithms, methods, and techniques that use
parallel computing today, typically they are limited to solving different problems in
parallel and/or running different calculations in parallel. An important area of future
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research will be to exploit the true power of parallel computing architectures through
parallel-based thinking during algorithmic development.
Our proposed algorithm has built-in parallel computation analogies. When each
node is explored, a separate processor/core could be used for the computations—this is
exactly in line with the algorithm’s original concept, rooting phenomena in plants. We
believe that all root branches in plants expand independently and in parallel
(simultaneously) to each other. A true parallel implementation and deployment of the
algorithm could reveal its true potential. Our proposed algorithm is able to use as much
parallel computational power (CPUs and cores) as is available to expand its functionality,
precision, power, and reliability. Opportunities clearly exist to parallelize the proposed
metaheuristic such that available computation resources such as Clemson’s Palmetto
Cluster may be brought to bear on class NP problems to help extend or further deepen the
size and scale of class NP problems for which optimal or near optimal solutions can be
produced for practical problems of interest.
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