Abstract. In this paper, we find a formula for the number of r-walks on NEPS of arbitrary graphs in any basis. We apply this formula to find the number of elements of a commutative ring that can be represented as a sum of r units. We then also obtain the number of solutions (x i ) r i=1 with x i = 0 to the diagonal equation
Introduction
Given a set B ⊆ {0, 1} n and graphs G 1 , . . . , G n , the NEPS (non-complete extended psum) of these graphs with respect to the basis B is the graph G = NEPS(G 1 , . . . , G n ; B), whose vertex set is the cartesian product of the vertex sets of the individual graphs, V (G) = V (G 1 ) × · · · × V (G n ) and two vertices (x 1 , . . . , x n ), (y 1 , . . . , y n ) ∈ V (G) are adjacent in G, if and only if there exists some n-tuple (α 1 , . . . , α n ) ∈ B such that x i = y i , whenever α i = 0, or x i , y i are distinct and adjacent in G i , whenever α i = 1.
The NEPS operation generalizes a number of known graph products, all of which have in common that the vertex set of the resulting graph is the cartesian product of the input vertex sets. For instance, NEPS(G 1 , . . . , G n ; {(1, . . . , 1)}) = G 1 ⊗ · · · ⊗ G n is the Kronecker product of the G i 's; NEPS(G 1 , . . . , G n ; {e 1 , . . . , e n }) = G 1 + · · · + G n (where e i is the vector which only 1 in the position i) is the sum of the graphs G i ; NEPS(G 1 , G 2 ; {(1, 1), (1, 0), (0, 1)}) = G 1 ⊠ G 2 is the strong product of G 1 , G 2 . We refer to [5] or [6] for the history of the notion of NEPS.
Outline and results. The main goal of this paper is to find a closed formula for the number of walks in NEPS of complete graphs. This is useful because there are some very wellknown families of graphs which are NEPS. We focus on the family of unitary Cayley graphs over abelian rings and generalized Paley graphs, because the number of walks in these cases give information of two different kind of problems: the first case is related to the representation of an element of a ring as a sum of units of the ring, and the second one is related to the number of solution of diagonal equation over finite fields.
The paper is organized as follows. In Section 2 we give some basic definitions and find a closed formula for the number of r-walks in NEPS in terms of the number of walks of its factors by using essencially the properties of Kronecker products of matrices Key words and phrases. NEPS, Hamming graphs, diagonal equations, finite fields. 2010 Mathematics Subject Classification. Primary 05C25 ; Secondary 05C50, 11L99. Partially supported by CONICET and SECyT-UNC. and well-known facts about the power of matrices and the number of walks between two vertices.
In Section 3 we apply this formula to some special cases. On the first hand we apply this formula for the Kronecker product of complete graphs which correspond to the NEPS(K n 1 , . . . , K nr ; {(1, . . . , 1)}) and by using the fact that every unitary Cayley graphs in commutative rings without nilpotent elements can be constructed in this way (see [1] ) we derive a formula for the number of representation of an element of the given ring as a r-sum of units in the ring. On the other hand, we apply this formula for the case of the cartesian product of the same complete graph which is NEPS(K n , . . . , K n ; B) with B the cannonical basis. In this case, this graph the well-known Hamming graph. In [7] , the authors characterize those generalized Paley graphs which are Hamming graph. Using this, we find the r-walks between two vertices in generalized Paley graphs. This allows us to find a relation between generalized Jacobi sums and other kind of combinatorial sums since every r-walk between the vertix 0 and α in the generalized Paley graph is the same to having a solution (
Number of walks in NEPS
Given a graph G and v i , v j vertices of G, we denote by w G (r, v i , v j ) the number of walks of length r from
labeling the vertices in an appropriate way.
The adjacency matrix of NEPS(G 1 , . . . , G n ; B) can be calculated in terms of the adjacency matrices of the graphs G 1 , . . . , G n . More precisely, if G = NEPS(G 1 , . . . , G n ; B) and the graphs G 1 , . . . , G n have adjacency matrices A 1 , . . . , A n , then the adjacency matrix of G is given by
where ⊗ denotes the Kronecker matrix product and α = (α 1 , . . . , α n ) (see [5] ).
where π t denotes the projection of
Proof. Recall that the Kronecker product has the property
Thus, by (2.2) if A, A 1 , . . . , A n are the adjacency matrices of G, G 1 , . . . , G n , respectively, then
where β ℓ = (β ℓ1 , β ℓ2 , . . . , β ℓn ) ∈ B for all ℓ = 1, . . . , r and thus
Taking into account that A is constructed with the lexicographic order for the vertices of G which represent the ordered n-tuples of vertices of G 1 , . . . , G n (see [5] ). Denote by o t (i) the label of π t (v i ) in G t for t = 1, . . . , n. By definition of Kronecker product we have
and, by (2.1)
Therefore, by (2.1) and (2.4), we obtain the desired formula.
As a consequence we obtain a formula for the number of walks in NEPS of complete graphs.
Proof. It is enough to find w Km (r, w i , w j ), where K m is the complete graph with m vertices. It is well known that
Thus, the result follows from Theorem 2.1.
Example 2.3. Let K 3 and K 4 be the complete graphs of 3 and 4 vertices respectively and let
Clearly, B r 1 only contains the element β = (β 1 , . . . , β r ) such that β i = β j = (1, 1) for all i, j ∈ {1, . . . , r}, i.e we have that β 1t + · · · + β rt = r for t = 1, 2. On the other hand, B r 2 contains all the elements β = (β 1 , . . . , β r ) such that β 1t + · · · + β rt = ℓ t for t = 1, 2 and ℓ i 's satisfying ℓ 1 + ℓ 2 = r. By Corollary 2.2 we have that
for any vertex v ∈ V (G).
Kronecker product and sums of units
There are a lot of graphs that can be constructed by the NEPS of complete graphs. For instance, every unitary Cayley graph and every integral circulant graph is a NEPS of some K m i . Even more, the class of all graphs that can be formed from some K m by means of a NEPS operation is a nicely structured subclass of integral Cayley graphs (not necessarily circulant). In [8] , the authors showed that the class of gcd-graphs are NEPS of complete graphs and reciprocally, all NEPS of complete graphs is a gcd-graph.
If G is the NEPS with basis B = {(1, . . . , 1)} of G 1 , . . . , G n , then G = G 1 ⊗ · · · ⊗ G n is the Kronecker product of the G t 's. By Theorem 2.1 we have that
where π t denote the projection of V (G) on V (G t ).
Given R a commutative ring with 1, the unitary Cayley graph G R = Cay(R, R * ) is the graph with vertex set R and where two elements x, y in R are neighbors in G R if and only if x − y is an unit of R. Since R is a commutative ring, R = R 1 × · · · × R n is a product of local rings R t with |R t | = p rt , moreover R * = R * 1 × · · · × R * n (see [2] ). If R is reduced, i.e. without nilpotent elements, the rings R t are finite fields for all t = 1, . . . , n, thus G R is the Kronecker product of the complete graphs K pt r t for t = 1, . . . , n (see [1] ). In this case, by Theorem 2.1 we obtain that
In the case of R is not reduced, we can take the reduced ring R red = R/N , where N is the nilradical of R (the set of nilpotents elements of R). The authors in [1] show that, if R is a finite commutative ring, then G R red ≃ (G R ) red . In general, if Γ is a given graph, Γ red denotes the graph having as vertex set the equivalence classes of the relation
where N(x) denotes the number of neighbors of x and [x] is connected with
induces a complete bipartite graph in Γ. The graph Γ red is called the reduced graph of Γ. By proceeding in the same way as in the case of Z n (see [4] ), we obtain that
where p : R → R red is the quotient map.
Notice that if a, b ∈ R, then a r-walk from a to b in G R gives x 1 , . . . , x r ∈ R * such that
Reciprocally, any solution (x 1 , . . . , x r ) of (3.2) with x 1 , . . . , x r ∈ R * defines a r-walk from a to b. Thus,
Therefore, we have obtained a formula for the representation of any element of R as an ordered sum of r units of R.
GP-graphs and diagonal equation over finite fields
Let B = {e 1 , . . . , e n }, where e i is the n-tuple with 1 in the position i and zeros in the remainning positions. If G is the NEPS of the graphs G 1 , . . . , G n with basis B, then G = G 1 + · · · + G n is the sum of G t (cartesian product of graph). In this case we have the following result.
where π t denote the projection of V (G) over V (G t ).
Proof. Let r be a non-negative integer. By Theorem 2.1 we have that
where B = {e 1 , . . . , e n }. Notice that if (β 1 , . . . , β r ) ∈ B r , then
Moreover, there exist a number r! r 1 !···rn! of r-tuples (β 1 , . . . , β r )'s with β 1 + · · · + β r = (r 1 , r 2 , . . . , r n ). Therefore we set (4.1) as we wanted.
Recall that the Hamming graph H(n, q) is the graph with vertex set all the n-tuples with entries from a set ∆ of size q, and two n-tuples are neighbors if and only if they differ in exactly one entry. It is known that H(n, q) is the n-sum of the complete graph K q . Therefore, we have that
where r t ≥ 0 for all t = 1, . . . , n and
Let p be a prime and let m, k be positive integers such that k | p m − 1. The generalized Paley graph is the Cayley graph 
Notice that if ω is a primitive element of
We assume that u =
is a primitive divisor of p m − 1 (i.e. u does not divide p h − 1 for any h < m) and u even if p is odd. The first condition is equivalent to Γ(k, p m ) being a connected graph and the second one is equivalent to Γ(k, p m ) being a simple graph if p is odd. Notice that if p = 2 then Γ(k, p m ) is a simple graph (without using this condition).
In [7] , the authors caracterized all generalized Paley graphs which are Hamming graphs. More precisely, they showed that Γ(k, p m ) is a Hamming graph if and only if u = b(p a − 1) for some divisor b > 1 such that m = ab.
Also if ω is a primitive element of F p m , then the set {1, ω k , ω 2k , . . . , ω (b−1)k } is a basis of F p m as F p a -vector space, then
and hence we have the isomorphism (see [7] )
In this case, we have the following result. As a direct consequence we obtain the following. where χ is a character of F p m of order k and 0 ≤ j i ≤ k − 1. The identity follows from (4.9) and Corollary 4.3.
