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Abastract 
A simple modification of the semiempirical model of Shevelko et al (J. Phys. B: At. Mol. 
Opt. Phys. 38, 525 (2005)) is proposed for the calculation of electron impact double 
ionization cross section of ܪ݁଴ , ܮ݅଴,ଵା, ܤଵା, ܥଵା,ଷା, ܱ଴ିଷା, ܣݎ଴ି଻ା, ܨ݁ଵା,ଷାି଺ା, ܭݎ଴ିସା, 
ܺ݁଴ି଼ା, ܲݎଵାିସା, ܾܲ଴ିଽା , ܤ݅ଵାିଷା,ଵ଴ା, and ܷ଴,ଵ଴ା,ଵଷା atoms and positive ions. The 
contributions from the direct double ionization of outer shell and indirect processes of inner 
shells are also considered in the proposed modification. Ionic correction and relativistic 
factor are also incorporated. The results of the simplified model are compared with the 
experimental, quantum, and other semiempirical calculations where available.  It is found 
that the proposed modification provides better performance than those obtained by the 
existing semiempirical cross sections over the range of incident energies and a significant 
number of atomic and ionic targets considered herein for the description of experimental 
cross sections.  
 
1. Introduction 
The electron impact ionization processes of atoms and ions play important role for the 
understanding of collision dynamics and electron-atom interactions. Electron impact double 
ionization (EIDI) cross sections are comprehensively exercised in numerous practical fields 
for instance in plasma physics, radiation physics, ion source development, accelerator physics 
and elemental analysis using electron probe microanalysis (EPMA), Auger electron 
spectroscopy (AES), electron energy loss spectroscopy (EELS), transmission electron 
microscopy (TEM), and so on. Experimental measurement of EIDI cross section is extremely 
arduous albeit not impossible. Quantum calculations are complex, time-consuming and have 
limited applicability. Moreover, quantum calculations are based upon various approximations, 
the generated cross-sections are not as precise as the applied researcher desires. Experimental 
measurements of EIDI cross sections are usually performed at discrete incident energy points. 
Similarly, quantum mechanical methods generate data at particular energies and specific 
electronic configurations of the targets on the basis of suitable physical and mathematical 
approximations. In the field of applied research mentioned above, researchers require 
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straightforward model that can provide cross-sections with adequate accuracy and 
computation speed at an arbitrary incident energy. 
There are several quantum [1-8] and classical [9-14] models are anticipated in the last few 
years for the computation of EIDI cross sections. Numerous semiempirical [15-24] models 
are proposed to describe experimental EIDI cross sections. Out of these, models propounded 
by Lotz [12], Bélenger et al [17], and Fisher et al [19] have been widely used for the 
description of cross sections for a variety of species. These models can describe EIDI cross 
sections on average but unable to represent peaks found in the experimental measurements, 
and hence lead to a discrepancy of up to an order of 10 or more. Recently, Shevelko et al [15, 
16] and Talukder et al [21, 22] proposed empirical models for the computation of EIDI cross 
sections for atomic and ionic species. These models can fairly describe two peaks of the EIDI 
cross sections as found in the experimental measurements. The models proposed by Talukder 
et al [21, 22] provide better agreement with the experimental results than those obtained by 
the models of Shevelko et al [15, 16].  Both models were developed taking into account the 
contribution of direct double ionization of two outer-shell electrons of the targets and also of 
single inner-shell ionization processes followed by autoionization with additional ejection of 
an electron. The models propounded by Shevelko et al [[15, 16] introduces, in some cases, 
more than 40% errors in the calculated cross sections. Moreover, they proposed two models, 
one for the light targets having nuclear charge ܼ = 1 − 20 [15] and the other for heavy 
targets of nuclear charge ܼ = 21 − 92 [16], respectively. On the other hand, the models 
proposed by Talukder et al were found to describe well the experimental EIDI cross sections 
for ܼ = 1 − 20 [21] and ܼ = 21 − 92 [22] both for atomic and ionic targets, respectively. 
But for the multi-electron targets, a significant deviation between the experimental and 
calculated cross sections is found mainly in the low energy region. These discrepancies are 
most probably due to the higher order processes including the inner-shell excitation with 
subsequent double auto-ionization (EDA), and the resonant excitation-triple-autoionization 
(RETA) due to the capture of incident electron by the target ion into a highly excited state 
which decays either by sequential or by simultaneous removal of three electrons. The direct 
and the indirect processes can be treated quantum mechanically for the estimation of EIDI 
cross sections with tremendous mathematical complexities taking certainly many 
approximations into account. But modeling codes, as used by the researchers in the applied 
fields, prefer analytic models providing straightforward calculation of cross-sections rather 
than the extensive numerical methods used in solving the problem.  These facts provoked us 
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to obtain a simple but reliable, that produce less than 20% errors, semi-empirical user-
friendly single formula, in spite of two as proposed by Shevelko et al [15, 16] and Talukder et 
al [21, 22], for the description of plausibly accurate EIDI cross sections with atomic numbers 
for the extensive range from 921Z  over a wide range, from ܫ௧௛  to 10ହܸ݁, of incident 
energies. 
An outline of the model is sketched in Section 2. The results of the proposed model are 
compared with the available experimental and theoretical results and discussed in Section 3.  
Finally, conclusions are drawn in Section 4. 
 
2. Outline of the model 
The semi-empirical formula, originally developed by Shevelko et al [15] for multiple 
ionization, of Bélenger et al [17] is often used for double ionization by electron impact. 
Shevelko et al [15] concentrated their work for double ionization of light ions where the ܭ-
shell electrons are responsible for the indirect double ionization process. They calculated 
cross sections for the removal of ܭ-shell electrons taking the Coulomb-Born approximation 
into account and finally presented the cross sections using a common fitting formula of 
Golden and Sampson [23, 24]. However, the EIDI cross section ߪଶ, taking into account the 
direct and indirect collision processes [15, 16, 19, 21, 22], for atomic and ionic systems can 
be written as 
ߪଶ(ܧ) = ߪௗ௜(ܧ) + ߪ௜ௗ(ܧ) = ߪௗ௜(ܧ) + ෍ߚ௝
௝
ߪ௝(ܧ) ,     for ܧ ≥ ܫ௧௛            (1) 
where ߪௗ௜, ߪ௜ௗ, ܫ௧௛ , ܧ, ߚ௝ , and ߪ௝ are the direct double ionization cross section for 
simultaneous ionization of two of the outermost electrons, ionization cross section due to 
indirect processes related to single inner-shell ionization followed by autoionization, 
threshold energy for double ionization, energy of the incident electron, branching ratio for the 
autoionization processes, and electron impact single ionization cross section of the ݆-shell, 
respectively. The summation has been considered over all the subshells ݆ of the initial target. 
It is important to know the branching ratio  ߚ௝  for autoionization of many inner-shell 
electrons which contribute to the double ionization cross sections. But their calculations, will 
be discussed later, for multi-electron system are a difficult task. ܫ௧௛  for double ionization is 
considered as the sum of the first (ܫଵ) and second (ܫଶ) ionization potentials, i.e. ܫ௧௛ = ܫଵ + ܫଶ, 
of the target considered. 
When the incident electron is becoming closer to the ݆-shell electrons, the atom behaves as an 
ion of charge ݍ = ܼ − ௝ܰ , where ௝ܰ  is the number of electrons in the ݆-shell. Consequently 
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the charge cloud of electron feels attractive force towards the ݆-shell electron, thereby leading 
to a greater overlap of the charge clouds of the incident and target electrons and as a result 
EIDI cross section becomes pronounced. The effect of ion on cross section reduces with the 
increase of incident energy as the electron get less time in the vicinity of the atomic force 
field. In view of the above explanation, the ionic correction factor, which increases with the 
increase of charge ݍ but decreases with the incident energy of the electron, [25, 26] is 
modified as 
ܨ௜ = 1 +  ቀ ݍܼݑቁఈ .                                           (2) 
In Eq.(2)  and ߙ are fitting parameters and ݑ = ܧ/ܫ௧௛ is the reduced energy. It is seen from 
Eq.(2) that ܨ௜ will be unity for ݍ = 0. The values of the fitting parameters  = 3.65  and 
ߙ = 1.15 are used in the present calculation and will be discussed later. 
EIDI cross section is dominated by the contribution from the inner shell ionization-
autoionization process. For heavy ions, the inner shell ionization is strongly affected by 
resonance [27]. The relativistic effect plays a significant role in determining the strength of 
resonance for heavy atomic ions. Hence, for heavy targets and at high incident energies, 
Gryzniski’s [11] relativistic factor is incorporated as a multiplying factor with Eq. (1), as 
applied by Deutch et al [18] is given by  
ܨ௚ = ൬1 + 2ܬݑ + 2ܬ൰ ൬ݑ + ܬ1 + ܬ൰ଶ ቊ (1 + ݑ)(ݑ + 2ܬ)(1 + ܬ)ଶܬଶ(1 + 2ܬ) + ݑ(ݑ + 2ܬ)(1 + ܬ)ଶቋଵ.ହ ,       (3) 
where ܬ = ݉ܿଶ/ܫ௧௛, ݉ and ܿ are the mass of electron and the velocity of light in vacuum, 
respectively. 
2.1. Direct ionization process 
Shevelko et al [15] developed an empirical formula for the estimation of multiple ionization 
cross sections. Later on, this formula has been modified by Bélenger et al [17] and used for 
the calculation of EIDI cross sections.  However, the ionization of two of the outermost 
electrons is related to the direct process and the indirect processes those are associated with 
single inner shell ionization followed by auto-ionization. Shevelko et al proposed two 
models, one for the light targets [15] having nuclear charge ܼ = 3 − 26  and the other for 
heavy targets [16] of nuclear charge ܼ = 22 − 83. These models are applicable for the range 
of incident energies ܧ < 50ܫ௧௛. On the other hand, Talukder et al proposed two models for 
the nuclear charge ܼ = 1 − 18 [21] and ܼ = 21− 92 [22] as well. In the present work, a 
simple modification of Shevelko et al [15, 16] model is proposed for the estimation of EIDI 
cross sections for the direct ionization of two outer shell electrons. This straightforward 
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modification considerably enhances not only for the wide range of nuclear charge from 
ܼ = 1 − 92 but also the range of incident electron energy from ܫ௧௛  to 10ହܸ݁. However, the 
modified form of the Shevelko et al [15] model for simultaneous ionization of two outer shell 
electrons is written as 
ߪௗ௜(ܧ) = ܣௗ௜ܫ௧௛ଷ ݑ − 1(ݑ + ߮ௗ௜)ଶ {1 − ݁ିଷ(௨ିଵ)} 10ିଵଷܿ݉ଶ ,   (4) 
where  ܣௗ௜ and ߮ௗ௜ are the target dependent fitting parameters of the direct ionization 
process. In Eq.(4), ߮ௗ௜ has been considered as a target dependent parameter in the present 
work, while Shevelko et al [15] considered  ߮ௗ௜ = 0.5 as a constant both for the light and 
heavy atomic and ionic systems. In Eq.(4), the dimensions of the fitting parameters  ܣௗ௜ and 
߮ௗ௜ are ܸ݁ଷ and constant, respectively. 
 
2.2. Indirect ionization processes 
The indirect higher order processes include double auto-ionization (EDA) due to the inner-
shell excitation, and the resonant excitation-triple-autoionization (RETA) due to the capture 
of incident electron by the target ion into a highly excited state decays by either sequential or 
by simultaneous removal of three electrons. Indirect double ionizations by electron impact 
may occur due to indirect ionization (or excitation) of an inner-shell electron through Auger 
decay(s), and RETA due to the capture of incident electron by target ion into a highly excited 
state which decays by sequential or simultaneous removal of three electrons. However, one 
can easily extract the contributions from the inner-shell ionization cross section to EDA 
processes provided that the electron impact direct single ionization cross section is estimated. 
The sum over single ionization cross section of Shevelko et al [15, 16] of the inner shell 
electrons leading to the net double ionization via subsequent auto-ionization processes, is 
modified as  
ߪ௜ௗ(ܧ) = ෍ߚ௝ߪ௝
௝
= ෍ߚ௝
௝
ܣ௝
ܫ௝
ଶ  ݔ − 1ݔ൫ݔ + ߮௝൯ 10ିଵଷܿ݉ଶ,   (5) 
where  ݔ = ܧ/ܫ௝ ≥ 1, ܣ௝ and ߮௝  are the fitting parameters, ܫ௝  is the binding energy of the 
inner shell electrons. In Eq.(5), ߮௝  has been considered as a target dependent parameter in the 
present calculation, while Shevelko et al [16] here also considered  ߮௝ = 5.0 as a constant for 
the heavy ionic systems. The constant value of ߮௝ = 5.0 restricts, not only either in ܼ = 3 −26 [15] or ܼ = 22 − 83 [16] but also for the incident electron energy ܧ < 50ܫ௧௛, the 
applicability of their models for the wide range of nuclear charge ܼ = 1 − 92 that will be 
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evidenced from the results of the proposed model. And hence ߮௝  is considered as the target 
dependent parameter in the presented work. It is noted that the branching ratio ߚ௝  in Eq. (5) 
will be considered as unity [9, 10, 15] and will be discussed later. In Eq. (5), the dimensions 
of the fitting parameters  ܣ௝ and ߮௝   are  ܸ݁ଶ and constant, respectively. 
Now, inserting the ionic correction factor from Eq.(2) and the relativistic effect from Eq.(3) in 
Eq. (1), the EIDI cross sections  ߪଶ(ܧ) can finally be expressed as 
ߪଶ(ܧ) = ܨ௚ܨ௜[ߪௗ௜(ܧ) + ߪ௜ௗ(ܧ)] 10ିଵଷܿ݉ଶ .           (6) 
Eq. (6) is used for the estimation of EIDI cross sections for the range of incident electron 
energies from ܫ௧௛ to 10ହܸ݁ and for the nuclear charge from  ܼ = 1 − 92.  
 
3. Results and Discussions 
For heavy targets, it is important to know the branching ratios for many inner-shell electrons 
contributing to the double ionization, as noted earlier. On the other hand, the contribution of 
ionization-autoionization can be described with known branching ratios for the 1ݏ excitation 
for relatively light targets. The determinations of branching ratios for the higher shells in 
multi-configuration electronic systems are complicated [9, 10, 15] due to the involvement of 
many other interaction processes including EIDA, and REDA [27]. The ensuing multiply 
excited state decays especially through either sequential or simultaneous ejection of three 
electrons, and thus contributing to the total double ionization of the parent targets. 
Undoubtedly, the description of the double ionization cross-sections will be more 
problematic, which is not a straightforward task to solve the system either analytically or 
numerically and hence the branching ratios will be considered unity [28] throughout the 
calculation considered herein for simplicity.  
The ionic parameter values  = 3.65 and ߙ = 1.15 for the ionic correction factor ܨ௜ in Eq.(2) 
are optimized in such a way, where a tedious optimization process is involved, that Eq.(6) 
describes the best fit of EIDI cross sections with respect to the experimental data for the 
studied range of incident energies and for the targets considered in this work. The ionization 
potentials ܫଵ, ܫଶ, and ܫ௝ used in the present calculations are collected from [29, 30] and some 
of them, which are not available, are calculated using Dirac-Hartree-Fock code [31]. The 
ionization potentials and binding energies used, and the fitting parameters obtained in the 
calculations are tabulated in the tables 1, 2, 3, 4 and 5. The EIDI cross sections of He0, Li0,1+, 
B1+, C1+,3+, O0-3+, Ar0-7+, Fe1+,3+-6+, Kr0-4+, Xe0-8+, Pr1+-4+, Pb0-9+, Bi1+-+3,10+, and U0,10+,13+  
atomic and ionic targets are calculated and compared with the available experimental and 
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theoretical results where available. The values of the fitting parameters of Eq. (4) and Eq.(5) 
are determined from the overall best fit of the predicted cross sections to the experimental 
data considered herein. A measure of the quality of best fit is obtained by minimizing ߯ଶ 
defined by  
߯ଶ = ෍ቊߪଶ(ܧ௜) − ߪ௘௫௣(ܧ௜)
ߪ௘௫௣(ܧ௜) ቋଶ .                                (7)
௜
 
In Eq.(7), ߪଶ(ܧ௜) and ߪ௘௫௣(ܧ௜) refer to the calculated and experimental cross sections at the 
energy point ܧ௜ of the incident electron, respectively. The optimum values of the coefficients, 
in terms of which the parameters  ܣௗ௜, ߮ௗ௜, ܣ௝, ߮௝, , and ߙ are defined, are obtained using a 
nonlinear least square curve fitting code. The parameter values are optimized in such a way 
that Eq.(6) describes the best EIDI cross sections with respect to the experimental data for the 
range of incident energies and for the targets considered in the present calculations.  
The EIDI cross sections determined by the present model are depicted in figure 1 along 
with the experimental and theoretical results of He0+, Li0+, Li1+, B1+, C1+, and C3+ atomic and 
ionic systems. The measured data are collected from Gaudin et al [32], Shah et al [33] and 
theoretical data are collected from Pindzola et al [34], Shevelko et al [15] and Talukder et al 
[21] for He0+. The cross sections of the presented model provides better agreements with the 
experimental measurement than those obtained by Shevelko et al [15] for He0+ targets. The 
experimental data for Li0+, and Li1+ are collected from Peart et al [35] and theoretical data are 
taken from Talukder et al [21], respectively. It is seen from figure 1(b) and 1(c) that the EIDI 
cross sections of the proposed model provide better judgment with the experimental data than 
those presented by Talukder et al [21].  The experimental and theoretical data for B1+ are 
taken from Scheuermann et al [36] and Talukder et al [21], respectively. Both models fairly 
describe the experimental results. The measured cross sections data are picked up from 
Westermann et al [37] and theoretical one are collected from Talukder et al [21] and 
Shevelko et al [15], respectively, for C1+ and C3+. The model calculations of Shevelko et al 
[15] underestimate the measured data of C1+, while for C3+ it fairly describe the experimental 
data. Hence, as a whole it is observed from figure 1 that the proposed model provides better 
agreement than those obtained by either Shevelko et al [15] or Talukder et al [21] with the 
measured cross sections.  
Figure 2 compares the EIDI cross sections calculated by the proposed model along with 
the measured data and theoretical results for O0+, O1+, O2+, and O3+ atomic and ionic targets. 
The experimental data are collected for O0+ from [38], O1+ from [37, and references 
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mentioned in [15]], O2+ and O3+ from [38, 15], respectively. The experimental measurements 
show that the contributions to the EIDI cross sections from the simultaneous ionization are 
much smaller than that from the inner-shell ionization. The EIDI cross sections for O0+, and 
O1+ show single maximum due to direct double ionization from the outer shell. The peaks in 
the low-energy region for O2+ and O3+  targets are caused by the simultaneous ionization of 
the outer-shell electrons having low binding energies of the outer-shell electrons, whereas in 
the high-energy region the contribution from the inner-shell ionization comes into play due to 
the high ionization potentials. The model calculations of Shevelko et al [15] and Talukder et 
al [21] misjudge the experimental measurements. However, the theoretical results of 
Shevelko et al [15] overestimate the experimental results from the peak to the high energy 
region for O1+, while underestimate from threshold to peak region for O2+. However, the 
proposed model provides better agreement with the measured data than those obtained by 
Shevelko et al [15] and Talukder et al [21]. 
The EIDI cross sections of the proposed model are displayed in figure 3 along with the 
theoretical and experimental results of Ar0, Ar1+, Ar2+, Ar3+, Ar4+, Ar5+ Ar6+, and Ar7+ atomic 
and ionic systems. The experimental data are collected from [32, 39-42] for Ar0+, and from 
Müller et al [43] for Ar1+ to Ar7+, respectively. Theoretical calculations of Shevelko et al [15] 
underestimate the measured cross sections in low energy region, while overestimate from the 
peak to the high energy region of the ionic Ar systems. The reason may arise due not to take 
into account the ionic, as well as relativistic effects in their model. Because, the relativistic 
effect strongly influences the ionization-autoionization mechanisms through the resonance 
process [27] for the inner shell ionization that finally contributes to the double ionization 
cross sections and hence increases the cross sections.  However, the presented model provides 
better agreement with the experimental data.  
The EIDI cross sections determined by the present model are depicted in figure 4 along 
with the experimental and theoretical results of Fe1+, Fe3+, Fe4+, Fe5+, and Fe6+ ionic systems. 
The measured data are collected from Stenke et al [44]. Theoretical data are picked up from 
Jha et al [45] for Fe1+ and Fe3+, and from Talukder et al [22] for all ionic systems. Two 
distinct peaks are observed in the measured data for Fe5+, and Fe6+ ionic targets, while the 
peaks of the remaining targets are indistinct. The single peak of Fe1+, Fe3+, and Fe4+ targets 
occur due to direct ionizations of the outer shell electrons and hence the contribution of the 
direct part of the ionization cross sections are much greater than those of the inner shell 
ionization. Theoretical results of Jha et al [45] underestimate the measured cross sections for 
Fe1+. They considered modified binary encounter model incorporating the effects of 
9 
 
Coulombic field of the target on the incident electron taking into account Hatree-Fock 
velocity distribution of the target electrons. The reason of such discrepancy may arise due not 
to considering the indirect ionization processes involved in the collision. However, the 
present model provides better agreement, than those calculated by Talukder et al [22], with 
the experimental data for all Fe ionic targets over the range of incident energies considered 
herein.  
Figure 5 compares the EIDI cross sections calculated by the proposed model along with 
the measured data and theoretical results for Kr0+, Kr1+, Kr2+, Kr3+, and Kr4+. The 
experimental data are collected for Kr0+ from [42, 39, 46, 47], for Kr1+, Kr2+ and Kr3+ from 
[42], and Kr4+ from [27, 42], respectively. The EIDI cross sections show indistinctive single 
maximum due to direct double ionization from the outer shells in the most cases of Kr system 
except for Kr1+, and Kr2+. The maxima of cross sections in the low-energy region are caused 
by the simultaneous ionization of the outer-shell electrons having their low binding energies, 
whereas in the high-energy region the contributions from the inner-shell ionization play 
significant role due to their higher ionization potentials. The open circle data [42] for Kr4+ are 
the distorted wave [DW] calculation for 3݀ and 3݌ ionizations obtained using Hatree-Fock 
configuration-average continuum orbitals. The DW calculations are seen to be in better 
agreements with the experimental data in the 175-400 eV range. The relative importance of 
direct double ionization is seen to be small in the region between the double ionization 
threshold at 140.2 eV and the lowest 3݀ threshold near 150 eV. But in the high energy region, 
DW calculations underestimate the experimental measurements may arise due to take into 
account of configuration-average continuum orbitals inspite of level by level contributions 
and neglecting the excitation autoionization processes involved in the states considered.  
However, the proposed model calculations show better or at least similar agreements in most 
targets over the incident energies considered with the measured data and the theoretical 
results of Talukder et al [22].  
The EIDI cross sections determined by the proposed model are depicted in figure 6 along 
with the experimental and theoretical results of Xe0+, Xe1+, Xe2+, Xe3+, Xe4+, and Xe6+ atomic 
and ionic systems. The experimental data are collected from Mathur et al [48], Stephan et al 
[49], and Schram et al [46] for Xe0+, from Müller et al [50], and Achenbach et al [51] for 
Xe1+, Xe2+, and Xe3+, from Müller et al [50, 52, 53], Pindzola et al [27], and Achenbach et al 
[51] for Xe4+, and from Gregory et al [54] for Xe6+, respectively. Theoretical data are picked 
up from Shevelko et al [16], and Pindzola et al [27] for Xe4+, and from Talukder et al [22] for 
all atomic and ionic systems, respectively. Two separate peaks are seen for both the atomic 
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and ionic targets of Xe0+, Xe1+, Xe2+, and Xe3+, while the peaks for ionic Xe4+, and Xe6+ 
targets are invisible in the measured data. The present calculations show better conformity 
with the experiment than those of the theoretical results of Talukder et al [22] for Xe0+, Xe1+, 
Xe2+, and Xe3+. Pindzola et al [27] estimated DW cross sections for 4݀ and 4݌ inner-shell 
ionizations. They obtained 4݀ cross sections taking into account Hartree-Fock term-
dependent continuum orbitals, while  4݌ cross sections calculated using configuration-
average orbitals. However, the DW cross sections underestimate the measured data, the 
reasons may arise due to considering the configuration-average orbitals instead of level by 
level contributions and neglecting the excitation autoionization states below the 4݌ threshold. 
Such states may contribute to the double ionization cross sections via excitation double 
autoionization. However, the present model provides better agreement, than those calculated 
by Talukder et al [22], with the experimental data for ionic Xe4+, and Xe6+ targets over the 
range of incident energies considered. 
The EIDI cross sections obtained by the proposed model are displayed in figure 7 along 
with the theoretical and experimental results of Pr1+, Pr2+, Pr3+, and Pr4+ ionic systems. The 
experimental data are collected from Aichele et al [55], and theoretical data from Talukder et 
al [22], respectively, for the Pr ionic systems. Electron impact excitation double 
autoionization of 4݀ orbital plays significant role for all the targets. As seen from the figures, 
it is evident that the present calculations provide better or at least similar agreement with the 
experimental results. 
Figure 8 compares the EIDI cross sections calculated by the proposed model along with 
the measured data and theoretical results for Pb0+, Pb1+, Pb3+, Pb4+, Pb5+ and Pb9+ atomic and 
ionic systems. The experimental data are, for all targets, collected from McCartney et al [56] 
and Fabian et al [57] and the theoretical data are collected from Talukder et al [22] except for 
Pb0+. The experimental measurements show that the contributions to the EIDI cross sections 
from the simultaneous ionization are significant with respect to the inner-shell ionization in 
most targets except Pb1+. The calculations of the proposed model provide better agreement 
with the measured data, for all the targets except Pb1+, and Pb2+, than those obtained by 
Shevelko et al [16] and Talukder et al [22]. The discrepancies may arise due to the 
differences in the experimental appearance energies with the calculated one and the existence 
of metastable excited ions in the measured beam [57]. 
The EIDI cross sections determined by the proposed model are displayed in figure 9 
along with the theoretical and experimental results of Bi1+, Bi2+, Bi3+, and Bi10+ ionic systems. 
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The experimental data are collected from Müller et al [58] for Bi1+, Bi2+, and Bi3+, from 
Scheuermann et al [59] for Bi10+, and theoretical data from Talukder et al [22] and Shevelko 
et al [16], respectively. As seen from the figures, it is evident that the present calculations 
provide better or at least similar agreement with the experimental results.  
Figure 10 show the experimental, theoretical and present model calculations of U0+, U10+, 
and U13+ EIDI cross sections. The experimental data are collected from Hally et al [60] and 
Talukder et al [22] for U0+, Gregory et al [61] for U10+, and U13+, respectively. Theoretical 
data are collected from Talukder et al [22] for the three targets. The proposed model describes 
well the experimental data over the range of incident energies and the targets considered. 
 
 
Conclusion 
A semiempirical model of Shevelko et al [15, 16] is modified taking into account the ionic 
correction factor and the relativistic effect in order to calculate electron impact double 
ionization cross sections of atomic and ionic species over a wide range of incident electron 
energies from threshold to 105 eV having nuclear charge from ܼ = 1− 92. The results of the 
proposed model are compared with the available experimental and theoretical data. The 
proposed semiempirical model calculations provide better agreement, than those obtained by 
the existing semiempirical models, with the experimental results over the range of incident 
energies considered herein for the huge number of targets. Furthermore, this model can also 
predict cross sections for those high energies where experimental data are not available. 
Hence, the proposed model for its simple structure can be a prudent choice for the applied 
researchers where the fast generations of electron impact double ionization cross section data 
are required. 
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Figure 1. Electron impact double ionization cross sections for: a) He0+, b) Li0+, c) Li1+, d) B1+, 
e) C1+ and f) C3+. 
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Figure 2. Same as in figure 1 for: a) O0+, b) O1+, c) O2+, and d) O3+. 
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Figure 3. Same as in figure 1 for: a) Ar0, b) Ar1+, c) Ar2+, d) Ar3+, e) Ar4+, f) Ar5+ g) Ar6+, 
and h) Ar7+. 
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Figure 4. Same as in figure 1 for: a) Fe1+, b) Fe2+, c) Fe4+, d) Fe5+, and e) Fe6+. 
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Figure 5. Same as in figure 1 for: a) Kr0+, b) Kr1+, c) Kr2+, d) Kr3+, and e) Kr4+. 
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Figure 6. Same as in figure 1 for: a) Xe0+, b) Xe1+, c) Xe2+, d) Xe3+, e) Xe4+, and f) Xe6+. 
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Figure 7. Same as in figure 1 for: a) Pr1+, b) Pr2+, c) Pr3+, and d) Pr4+. 
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Figure 8. Same as in figure 1 for: a) Pb0+, b) Pb1+, c) Pb2+,  d) Pb3+, e) Pb4+, and f) Pb5+. 
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Figure 9. Same as in figure 1 for: a) Bi1+, b) Bi2+ c) Bi3+, and d) Bi10+. 
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Figure 10. Same as in figure 1 for: a) U0+, b) U10+ and c) U13+. 
25 
 
 
Table 1. Fitting coefficients obtained of targets considered for EIDI cross sections. The units 
of the fitting coefficients ܣௗ௜, ܣ௝, and ߮௝ are ܸ݁ଷ, ܸ݁ଶ and constant, respectively.  
 
 
 
 
  
Targets 
ܫ௧௛[ܸ݁] 
ܣௗ௜[ܸ݁ଷ] 
߮ௗ௜ 
ܫଵ௦[ܸ݁]
ܣଵ௦[ܸ݁ଶ] 
ଵ߮௦  
ܫଶ௣[ܸ݁] 
ܣଶ௣[ܸ݁ଶ] 
߮ଶ௣  
ܫଶ௦[ܸ݁] 
ܣଶ௦[ܸ݁ଶ] 
߮ଶ௦  
He0+ 
79.00 
4.90 
0.75 
24.590 
0.000 
0.000
  
Li0+ 
81.03 
6.95 
1.25 
67.44 
0.000 
0.000
  
Li1+ 
198.09 
7.50 
2.15 
76.01 
0.000 
0.000
  
B1+ 
63.08 
1.60 
0.50 
139.87 
5.800 
10.50
  
C1+ 
72.27 
7.30 
0.50 
323.87 
3.000 
5.00
  
C3+ 
456.57 
12.50 
1.75 
366.93 
0.002 
5.00
  
O0 
48.73 
65.00 
1.75 
562.93 
2.000 
5.00



 
 
- 
 
O1+ 
85.13 
42.00 
0.75 
581.99 
1.60 
5.00



 
- 
 
O2+ 
132.35 
18.00 
0.40 
606.26 
2.70 
4.00



- 
O3+ 
191.38 
6.60 
0.50 
635.45 
3.70 
7.00


- 
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Table 2. Table 1 continued. 
  
Targets 
ܫ௧௛[ܸ݁] 
ܣௗ௜[ܸ݁ଷ] 
߮ௗ௜ 
ܫଵ௦[ܸ݁]
ܣଵ௦[ܸ݁ଶ] 
ଵ߮௦  
ܫଶ௣[ܸ݁] 
ܣଶ௣[ܸ݁ଶ] 
߮ଶ௣  
ܫଶ௦[ܸ݁] 
ܣଶ௦[ܸ݁ଶ] 
߮ଶ௦  
Ar0 
43.39 
67.4 
0.30 
 
- 
249.25 
1.40 
0.00
327.04 
1.40 
0.00 
Ar1+ 
68.37 
76.00 
0.30 
 
- 
 
267.37 
1.30 
0.00 
342.63 
1.30 
0.00 
Ar2+ 
100.55 
23.50 
0.00 
 
- 
280.21 
1.50 
0.00 
359.79 
4.00 
5.00 
Ar3+ 
134.83 
10.50 
0.00 
 
- 
301.77 
2.80 
0.00 
379.06 
1.30 
0.50 
Ar4+ 
166.03 
25.50 
0.00 
 
- 
320.46 
3.80 
0.50 
399.92 
6.60 
4.50 
Ar5+ 
215.33 
10.50 
0.00 
 
- 
345.31 
7.50 
5.00 
422.89 
6.50 
5.00 
Ar6+ 
267.78 
25.00 
0.00 
 
- 
373.41 
10.00 
7.50 
447.09 
3.50 
7.50 
Ar7+ 
565.90 
725.00 
0.00 
 
- 
395.00 
0.10 
5.00 
468.00 
0.10 
5.00 
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Table 3. Table 1 continued. 
 
 
  
 Targets 
ܫ௧௛[ܸ݁] 
ܣௗ௜[ܸ݁ଷ] 
߮ௗ௜
ܫଷ௦[ܸ݁] 
ܣଷ௦[ܸ݁ଶ] 
߮ଷ௦ 
ܫଷ௣[ܸ݁] 
ܣଷ௣[ܸ݁ଶ] 
߮ଷ௣ 
ܫଶ௦[ܸ݁] 
ܣଶ௦[ܸ݁ଶ] 
߮ଶ௦ 
ܫଶ௣[ܸ݁] 
ܣଶ௣[ܸ݁ଶ] 
߮ଶ௣ 
Fe1+ 
49.60 
25.30 
0.20 
122.22 
4.90 
5.00 
83.41 
5.30 
3.00 
878.25 
1.30 
5.00 
755.20 
71.30 
5.00 
Fe3+ 
128.95 
25.30 
0.20 
151.07 
3.30 
2.00 
111.92 
2.30 
7.00 
908.58 
0.50 
2.00 
785.52 
11.30 
5.00 
Fe4+ 
173.92 
25.30 
0.20 
172.50 
2.00 
2.50 
132.78 
0.30 
7.00 
932.49 
0.50 
2.00 
809.34 
5.30 
5.00 
Fe6+ 
286.00 
130.30 
0.00 
221.06 
0.10 
2.00 
180.10 
0.30 
7.00 
988.60 
42.50 
25.00 
847.20 
2.90 
0.00 
Kr0+ 
36.95 
103.30 
0.70 
295.32 
3.30 
2.00 
226.78 
1.30 
0.00 
981.01 
0.50 
2.00 
855.80 
11.30 
5.00 
Kr1+ 
61.31 
181.30 
0.70 
268.71 
39.30 
10.00 
203.56 
0.10 
0.00 
1774.74 
0.50 
2.00 
1593.85 
61.30 
5.00 
Kr3+ 
117.20 
553.30 
0.70 
335.61 
9.30 
2.00 
266.89 
4.30 
0.00 
1943.53 
0.50 
2.00 
1755.89 
11.30 
5.00 
Kr4+ 
143.20 
803.30 
0.70 
351.66 
9.30 
2.00 
282.87 
34.30 
12.00 
1959.95 
0.50 
2.00 
1772.32 
21.30 
0.00 
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Table 4. Table 1 continued. 
 
 
 
 
 
  
  Targets 
ܫ௧௛[ܸ݁] 
ܣௗ௜[ܸ݁ଷ] 
߮ௗ௜ 
ܫଵ௡[ܸ݁] 
ܥଵ௡[ܸ݁ଶ] 
߮ଵ௡ 
ܫଶ௡[ܸ݁] 
ܥଶ௡[ܸ݁ଶ] 
߮ଶ௡  
ܫଷ௡[ܸ݁] 
ܥଷ௡[ܸ݁ଶ] 
߮ଷ௡  
ܫସ௡[ܸ݁] 
ܥସ௡[ܸ݁ଶ] 
ସ߮௡ 
Xe 
33.34 
53.30 
0.00 
75.61(5d) 
4.60(5d) 
0.00(5d) 
163.55(4p) 
1.50(4p) 
0.00(4p) 
213.85(4s) 
6.90(4s) 
0.00(4s) 
710.96(3d) 
51.30(3d) 
0.00(3d) 
Xe1+ 
53.33 
100.30 
-0.20 
85.59(5d) 
3.50(5d) 
-0.90(5d) 
173.53(4p) 
1.50(4p) 
0.00(4p) 
223.86(4s) 
30.90(4s) 
2.00(4s) 
721.02(3d) 
5.30(3d) 
0.00(3d) 
Xe2+ 
72.68 
370.00 
-0.30 
96.69(5d) 
0.60(5d) 
0.00(5d) 
184.63(4p) 
2.00(4p) 
-0.50(4p) 
235.01(4s) 
58.90(4s) 
4.00(4s) 
732.29(3d) 
5.30(3d) 
0.00(3d) 
Xe3+ 
105.84 
85.00 
-0.70 
108.76(5d) 
5.00(5d) 
-0.70(5d) 
196.71(4p) 
1.50(4p) 
-0.50(4p) 
247.14(4s) 
52.00(4s) 
5.00(4s) 
744.61(3d) 
5.30(3d) 
0.00(3d) 
Xe4+ 
116.64 
15.00 
-1.00 
121.68(5d) 
4.00(5d) 
-0.40(5d) 
209.64(4p) 
1.00(4p) 
-0.50(4p) 
260.14(4s) 
5.90(4s) 
5.00(4s) 
757.88(3d) 
5.30(3d) 
0.00(3d) 
Xe6+ 
187.74 
365.00 
-0.30 
149.80(5d) 
0.10(5d) 
0.00(5d) 
237.82(4p) 
0.10(4p) 
-0.30(4p) 
288.48(4s) 
6.00(4s) 
2.00(4s) 
787.02(3d) 
2.30(3d) 
-1.00(3d) 
Pr1+ 
48.24 
55.00 
0.50 
32.29(5p) 
10.50(5p) 
5.00(5p) 
50.61(5s) 
1.60(5s) 
-0.30(5s) 
136.16(5d) 
1.60(5d) 
-1.00(5d) 
243.51(4p) 
-0.01(4p) 
-0.30(4p) 
Pr2+ 
89.35 
205.00 
-0.60 
38.77(5p) 
3.00(5p) 
2.00(5p) 
57.07(5s) 
0.01(5s) 
5.00(5s) 
142.77(5d) 
0.05(5d) 
-1.00(5d) 
250.11(4p) 
14.00(4p) 
0.30(4p) 
Pr3+ 
96.51 
305.00 
0.00 
50.58(5p) 
0.01(5p) 
-0.30(5p) 
68.34(5s) 
0.10(5s) 
5.00(5s) 
156.02(5d) 
7.70(5d) 
5.00(5d) 
263.30(4p) 
17.00(4p) 
5.00(4p) 
Pr4+ 
138.93 
255.00 
-0.50 
62.99(5p) 
0.01(5p) 
-0.30(5p) 
80.16(5s) 
0.10(5s) 
5.00(5s) 
170.16(5d) 
4.90(5d) 
1.00(5d) 
277.39(4p) 
17.00(4p) 
5.00(4p) 
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Table 5. Table 1 continued. 
 
 
 
 
 
 
  Targets 
ܫ௧௛[ܸ݁] 
ܣௗ௜[ܸ݁ଷ] 
߮ௗ௜ 
ܫଵ௡[ܸ݁] 
ܥଵ௡[ܸ݁ଶ] 
߮ଵ௡ 
ܫଶ௡[ܸ݁] 
ܥଶ௡[ܸ݁ଶ] 
߮ଶ௡  
ܫଷ௡[ܸ݁] 
ܥଷ௡[ܸ݁ଶ] 
߮ଷ௡  
ܫସ௡[ܸ݁] 
ܥସ௡[ܸ݁ଶ] 
ସ߮௡ 
Pb0+ 
22.45 
175.00 
2.00 
33.33(5d) 
7.50(5d) 
6.00(5d) 
98.39(5p) 
2.00(5p) 
-1.00(5p) 
137.72(5s) 
2.00(5s) 
5.00(5s) 
179.29(4f) 
68.00(4f) 
5.00(4f) 
Pb1+ 
39.54 
72.00 
0.50 
40.78(5d) 
0.10(5d) 
6.00(5d) 
105.85(5p) 
5.00(5p) 
-0.90(5p) 
145.20(5s) 
2.00(5s) 
5.00(5s) 
186.77(4f) 
5.00(4f) 
5.00(4f) 
Pb2+ 
62.34 
255.00 
0.50 
49.46(5d) 
0.02(5d) 
6.00(5d) 
114.55(5p) 
0.02(5p) 
-1.00(5p) 
153.94(5s) 
4.00(5s) 
-0.80(5s) 
195.53(4f) 
1.00(4f) 
-0.80(4f) 
Pb3+ 
111.12 
265.00 
-0.50 
60.13(5d) 
0.20(5d) 
6.00(5d) 
121.56(5p) 
10.20(5p) 
3.00(5p) 
164.49(5s) 
0.01(5s) 
-0.80(5s) 
206.26(4f) 
5.00(4f) 
0.80(4f) 
Pb4+ 
151.05 
285.00 
-0.60 
136.90(5p) 
4.80(5p) 
1.00(5p) 
175.91(5s) 
0.01(5s) 
-0.80(5s) 
218.12(4f) 
62.00(5d) 
6.00(5d) 
494.11(5d) 
5.00(4f) 
0.80(4f) 
Pb5+ 
194.49 
255.00 
-0.60 
154.07(5p) 
0.30(5p) 
1.00(5p) 
193.72(5s) 
3.00(5s) 
-0.30(5s) 
237.06(4f) 
15.20(5d) 
1.50(5d) 
513.02(5d) 
5.30(4f) 
1.00(4f) 
Bi1+ 
41.78 
400.00 
0.80 
116.93(5p) 
5.00(5p) 
5.00(5p) 
157.87(5s) 
6.00(5s) 
0.90(5s) 
209.90(4f) 
2.00(5s) 
5.00(5d) 
493.25(5d) 
255.00(4f) 
5.00(4f) 
Bi2+ 
70.86 
325.00 
0.20 
125.99(5p) 
2.40(5p) 
-0.80(5p) 
166.96(5s) 
2.00(5s) 
1.00(5s) 
219.05(4f) 
1.00(5s) 
0.20(5d) 
502.40(5d) 
16.00(4f) 
0.10(4f) 
Bi3+ 
101.30 
315.00 
-0.50 
135.99(5p) 
1.00(5p) 
-0.95(5p) 
176.88(5s) 
7.00(5s) 
1.00(5s) 
229.01(4f) 
4.00(5s) 
0.10(5d) 
512.53(5d) 
10.00(4f) 
-0.10(4f) 
Bi10+ 
403.20 
775.00 
-0.65 
257.37(5p) 
0.01(5p) 
5.00(5p) 
301.16(5s) 
0.05(5s) 
5.00(5s) 
364.14(4f) 
0.05(5s) 
0.20(5d) 
647.31(5d) 
3.20(4f) 
0.00(4f) 
U0+ 
17.33 
25.00 
2.00 
28.19(6p) 
1.00(6p) 
-0.70(6p) 
45.79(6s) 
4.50(6s) 
0.40(6s) 
120.92(5d) 
12.00(5d) 
-0.80(5d) 
218.65(5p) 
10.50(5p) 
-0.90(5p) 
U10+ 
303.08 
490.00 
-0.50 
258.94(5d) 
0.05(5d) 
5.00(5d) 
358.96(5p) 
2.70(5p) 
-0.70(5p) 
415.13(5s) 
8.00(5s) 
2.00(5s) 
592.44(4f) 
25.50(4f) 
5.00(4f) 
U13+ 
537.35 
690.00 
-0.80 
998.04(4d) 
20.50(4d) 
1.00(5p) 
412.32(5p) 
0.05(5p) 
0.00(5p) 
468.45(5s) 
0.05(5s) 
2.00(5s) 
648.51(4f) 
7.50(4f) 
0.00(4f) 
