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Вступ 
Методи прогнозування знаходять широке 
застосування у багатьох сферах людської дія-
льності особливо у складних технічних, еколо-
гічних, економічних, соціальних та інших сис-
темах. 
Серед процесів, поведінку яких необхідно 
прогнозувати, слід виділити коливні процеси з 
некратними частотами. Так, до них можна від-
нести процеси, які мають місце в екології, що 
зумовлено циклічністю цілого ряду природних 
факторів, наприклад, зміна рівня води у ріках, 
урожайність сільськогосподарських культур та 
ін.  
Для регіонів Західної України актуальною 
науковою задачею є прогнозування паводків, 
які можуть призвести до катастрофічних нас-
лідків, як це мало місце у 2008 році. 
 
 
Аналіз сучасних публікацій 
Процес прогнозування складається із двох 
етапів [1]: побудова моделі досліджуваного 
об’єкта; вибір структури моделі, визначення її 
параметрів і оцінка точності прогнозу за отри-
маною моделлю. 
Процес прогнозування здійснюється з ви-
користанням математичних моделей, які можна 
отримати двома способами – шляхом побудови 
аналітичних або емпіричних моделей.   
Якщо процеси, що протікають у моделі, 
мають зрозумілу фізичну природу, можна 
отримати модель, яка адекватно відтворює по-
ведінку такого об’єкта при зроблених припу-
щеннях і за певних умов. У багатьох випадках 
мають справу з об’єктами, складність яких зу-
мовлена не тільки їх структурою, але й склад-
ною взаємодією такого об’єкта зі зовнішнім 
середовищем. У таких випадках для опису по-
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Розглянуто новий метод побудови математичних моделей складних коливних процесів з некратними 
частотами, який ґрунтується на ідеях генетичних алгоритмів. В порівнянні з методом групового урахуван-
ня аргументів даний метод дає можливість синтезувати математичні моделі будь-якої складності без 
попереднього вибору числа рядів селекції. Крім того, використання генетичних алгоритмів значно змен-
шить число обчислень у порівнянні з  індуктивним методом самоорганізації моделей, який передбачає знач-
ний обсяг перебору моделей із заданої множини. Новий метод може бути застосований для прогнозування 
як фізичних явищ, так і складних технологічних процесів. Як приклад застосування методу здійснено про-
гнозування рівня р. Дністер та оцінена вірогідність такого прогнозування за 2(S)-критерієм та шляхом 
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Рассмотрен новый метод построения математических моделей сложных колебательных процессов с 
некратными частотами, основанный на идеях генетических алгоритмов. По сравнению с методом группо-
вого учета аргументов, данный метод дает возможность синтезировать математические модели любой 
сложности без предварительного выбора числа рядов селекции. Кроме того, использование генетических 
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зации моделей, который предполагает значительный объем перебора моделей из заданного множества. 
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The article describes the new method for development of mathematical models of complex oscillating pro-
cesses with nonmultiple frequencies, based on the ideas of genetic algorithms. When compared with the group 
method of data handling, this method provides an opportunity to synthesize mathematical models of any complexity 
without prechoosing of a number of selection rows. Besides, utilization of genetic algorithms will significantly 
decrease the number of calculations when compared with the inductive method of model self-organisation, which 
involves considerable model enumeration from the given set. The new method can be applied to forecast both 
physical phenomena, and complex technological processes. To exemplify this method utilization, the forecast of 
water level in the Dniester river was conducted and the reliability of such a forecast in accordance with the 
Δ2 (S)-criterion and confidence interval construction were evaluated. 
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ведінки складних об’єктів звертаються до емпі-
ричного моделювання. 
У загальному випадку емпірична модель 
включає у себе три складові – лінійний тренд 
 h t , гармонічну складову  G t  і залишкову 
складову  H t , тобто 
       H t,x H x G t h t   .          (1) 
Найчастіше залишкову складову вибира-
ють у вигляді рівняння регресії, яке є лінійним 
відносно своїх параметрів 





H x a f x

 ,                   (2) 
 для визначення яких застосовують добре відо-
мий метод найменших квадратів (МНК), зміст 
якого полягає у такому. Зміна залишкової скла-
дової  H x  визначається вектором вхідних 
величин  1 2, ,
T
nx x x x  . У результаті спосте-
режень за вхідними і вихідною величною 
 Y H x   отримують множину значень –  
 1x ,  2x ,  ,  Nx  та  1Y ,   2Y ,  ,  NY ,  
де N  – кількість спостережень. Сукупність  
векторів  1x ,  2x ,  ,  Nx  утворюють, так  
звану, матрицю спостережень, рядки якої  
 1x ,  2x ,  ,  Nx . 
У МНК припускають, що структура моделі 
(2) відома. Задача полягає у тому, щоб на осно-
ві спостережень за вхідними і вихідною вели-
чинами визначити параметри ka , 1,k r  моделі 
(2), таким чином, щоб якомога точніше набли-
зити вихід системи до виходу моделі. За крите-
рій такого наближення вибирають суму квадра-
тів відхилень розрахункових  iy   від експери-
ментальних значень  iY , 1,i N . 
За відомим  iY  та  обчисленим значенням 
 iy  згідно з формулою (2) можна отримати 
критерій наближення (апроксимації) 





J a Y y

  , який у векторній формі 
набуде такого вигляду: 
     TJ a Y Fa Y Fa   ,            (3) 
де  Y  – вектор спостережень з компонентами 
 iY , 1,i N ;  
F  – матриця, рядки якої значення функцій 
  jif x , 0i ,r , 1j ,N  у точках спостере-
жень за величинами  jx . 
Значення параметрів моделі (2) обчислю-
ють із умови, що критерій наближення (3) на-
буде мінімального значення відносно вектора 
параметрів a . Мінімізація (3) приводить до 
такого результату: 
T
FM a F Y ,                         (4) 
де  TFM F F  – матриця Фішера. 
У тому випадку, коли розмірність вектора 
a  невелика і матриця M  добре обумовлена, із 
рівняння (4)  можна безпосередньо визначити 
1 T
Fa M F Y
 . 
У переважній більшості випадків структу-
ра моделі (2) невідома, що приводить до необ-
хідності вибору як структури самої моделі, так і 
її параметрів. Критерій наближення (2) є внут-
рішнім критерієм, [2] і його застосування при-
зводить до помилкового висновку: чим склад-
ніша модель, тим вона точніша. Оскільки на 
вихід системи накладається перешкода (допус-
кають, що вона адитивна), то надмірна точність 
моделі може значно спотворити об’єктивно іс-
нуючу функціональну залежність між виходом 
системи і її входами. 
Тому для вибору структури моделі (2) 
акад. О. Г. Івахненком був запропонований ме-
тод, який дістав назву індуктивний метод само-
організації моделей [3], ідейну сторону якого 
визначає теорема Геделя. Ця теорема ствер-
джує, що жодна система аксіом не може бути 
логічно замкнутою: завжди знайдеться така те-
орема, для доведення якої необхідне зовнішнє 
доповнення – розширення початкової системи 
аксіом. Стосовно задачі синтезу моделі геделів-
ський підхід означає застосування зовнішнього 
критерію для однозначного вибору структури 
моделі із заданого класу моделей. Критерій на-
зивають зовнішнім, якщо його обчислення ґру-
нтується на даних, які не використовувались 
при розв’язанні задачі (2). Це означає, що всі 
дані, отримані у результаті експерименту, роз-
биваються на дві частини – навчальну AN  і пе-
ревірну BN .   
Для вибору структури моделі (2) здебіль-
шого використовують критерії регулярності 
 
        
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і зміщення 
 






















,         (6) 
де     iy A ,    iy B  – значення виходу моделі, 
обчислені відповідно на множинах експериме-
нтальних значень AN  і BN . 
Якщо вибрано критерій регулярності (5), 
то вибирають такий розподіл даних експериме-
нту [4]: 0,7AN N  і 0,3BN N , а при виборі 
критерію (6) – розподіл 0,5AN N  і 
0,5BN N . 
Реалізація індуктивного методу самоорга-
нізації моделей здійснюється поетапно: перший 
етап – генерування моделей-претендентів (у 
певному порядку підвищення їх складності); 
другий етап – вибір найкращої моделі за міні-
мумом критерію селекції (5) або (6). 
Розрізняють три способи генерування мо-
делей-претендентів. Перший із них комбінато-
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рний [4], за яким вибір моделей-претендентів 
здійснюється шляхом прирівнювання до нуля 
деяких коефіцієнтів у виразі (2), що дає змогу 
отримати сукупність моделей. Вибір найкращої 
із них здійснюється на основі одного із критері-
їв селекції (5) або (6). Другий спосіб відомий як 
метод групового врахування аргументів 
(МГУА) [5], у якому генерування моделей-
претендентів здійснюється за допомогою бага-
торядної процедури. У першому ряду селекції 
комбінують всі можливі пари аргументів (вхід-
них величин), і для кожної із них утворюють 
моделі, наприклад, у вигляді повного полінома. 
Із всіх часткових моделей, утворених у такий 
спосіб, вибирають К найкращих за одним із 
критеріїв селекції. Із виходів цих К моделей 
знову утворюють комбінації всіх можливих 
пар, які є входами другого ряду селекції. Для 
кожної із цих пар знову формують часткові мо-
делі, із яких вибирають K  найкращих. Процес 
нарощування рядів селекції відбувається до тих 
пір, поки вибраний критерій селекції зменшує 
своє значення. Оцінка параметрів часткових 
моделей здійснюється за допомогою МНК. 
Третій метод [3] подібний до другого. Різниця 
полягає лише у тому, що на кожному ряді селе-
кції часткові моделі утворюють шляхом прирі-
внювання до нуля певного числа їх коефіцієн-
тів. 
Недоліком комбінаторного методу селекції 
моделей є необхідність перебору великої кіль-
кості часткових моделей. Так, якщо за початко-
ву модель вибрано повний поліном степені m , 
то загальне число моделей претендентів буде 
2 1M  , де M  – загальне число членів початко-
вого полінома. Навіть сучасні ЕОМ не здатні 
реалізувати комбінаторний алгоритм селекції 
моделей при значній кількості вхідних величин 
і при високій степені початкового полінома. 
МГУА синтезує моделі, в яких фігурують про-
міжні змінні, що значно ускладнює процес пе-
реходу до вхідних змінних системи. Сказане 
відноситься і до третього методу, оскільки він, 
по суті, є модифікацією МГУА. 
МГУА має той недолік, що у відповідності 
до прийнятої процедури синтезу емпіричних 
моделей вихідні змінні досить складно вирази-
ти у явному вигляді через вхідні змінні об’єкта.  
Із усіх трьох методів найпривабливішим є 
комбінаторний метод, оскільки він дає змогу 
отримати оптимальну модель, де аргументами 
виступають вхідні змінні системи.  
Гармонічна складова  G t  з некратними 
частотами відноситься до ширшого класу мо-
делей, які отримали назву сезонних. До сезон-
них відносять такі явища, які у своєму розвитку 
мають тенденцію до більш-менш регулярного 
повторення. Для синтезу сезонних моделей ви-
користовують два різних підходи [6]: метод 
корегуючих коефіцієнтів і подання циклічних 
змін у вигляді ряду Фур’є. Метод коригуючих 
коефіцієнтів чутливий до зовнішніх впливів, а 
точність прогнозу за методом Фур’є залежить 
від допрогнозного проміжку спостережень, 
який визначає кількість гармонік ряду. А це 
вимагає значного усереднення амплітуди коли-
вань, тобто отримані амплітуди не будуть від-
повідати прогнозним значенням. Це означає, 
що використовувати такий метод доцільно ли-
ше для короткотермінових прогнозів.   
Для прогнозування сезонних змін також 
використовують модель, яка дістала назву 
“процес авто – регресії” – проінтегрованого 
ковзкого середнього (АПРКС) [7, 8]  або метод 
Бокса-Дженікса. 
У методі Бокса-Денікса не використову-
ються незалежні змінні. Синтез моделі АПРКС 
ґрунтується на інформації, що міститься у пе-
редісторії прогнозованих рядів. 
 
Виклад основного матеріалу  
Тренд  h t , який є адитивною складовою 
рівняння (1), описується лінійним рівнянням 
регресії (наприклад, першого порядку), а його 
коефіцієнти визначають за методом найменших 
квадратів. 
Гармонічну складову з некратними часто-
тами будемо описувати таким виразом: 
      0
1
m
j j j j
j
G t A A sin t B cos t

     , (7) 
де  t  – такти відліку часу, 1 2 3t , , ,... , N ;  
0A , jA , jB  – параметри гармонічного ря-
ду (7); 
1j j j     – некратні частоти, 
1 2 3j , , ,... ; 
Для того, щоб можна було б оцінити пара-
метри ряду (7), необхідно виконати умову [3] 
3 1N m  .  
Суму декількох гармонік ряду (7), у якому 
коефіцієнти 0A , jA , jB  визначені за методом 
найменших квадратів, а число гармонік і їх час-
тоти вибрані так, щоб отримати мінімум деяко-
го зовнішнього критерію селекції, називають 
[3] гармонічним трендом оптимальної складно-
сті. 
Ідентифікація параметрів моделі (7) відбу-
вається у декілька етапів [4]. 
Перший етап - обчислення коефіцієнтів 
p  із умови  






g i p g i p g i m g i m ,


         
 1i m ,N m   , 
де   g t  – відліки реалізації процесу у момен-
ти часу, що симетрично розміщені відносно 
довільної точки i . 
Балансові коефіцієнти p  знаходять [3] із 









  ,                          (8) 
де  
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b g i m g i p g i p g i m ,


          
1i m ,N m    . 






i,m p i ,p
i m p





    
 
  ,  (9) 
де   0 1 1
T
m, ,...,      – вектор вагових  
коефіцієнтів; 
   i ,mz g i m g i m    ; 
   i ,pg g i p g i p    ; 
T  – символ транспонування матриць. 
Задачу (3) запишемо у матрично-векторній 
формі 
     Tm m m mmin : J z F z F

      , (10) 
де матриці m mz , F  зображені на рис. 1. 
Мінімізація виразу (10) приводить до нор-
мального рівняння Гауса, яке у матричній фор-
мі матиме такий вигляд: 
T T
m m m mF F F z  .                  (11) 
Із останнього рівняння можна знайти 
   1T Tm m m mF F F z

  .                (12) 
Використовувати формулу (12) можна ли-
ше тоді, коли розмірність вектора   невелика і 
матриця Tm mF F  є добре обумовленою. Якщо 
така умова не виконується, то для знаходження 
  слід розв’язувати рівняння (11) одним із чи-
слових методів, наприклад, методом Гауса зі 
зворотнім ходом [9]. 
На другому етапі складається рівняння 







cos p cos m


       для довільної 
частоти  , яке за допомогою рекурентного 
співвідношення [3] 
       2 1 2cos p cos p cos cos p ,        
2p ,m  
приводиться до алгебраїчного рівняння m -ного 
степеня відносно cos  
   11 1 0 0
m m
m mP z P z ... P z P

     ,    (13) 
де  z cos  . 
Рівняння (13) має m коренів, які однознач-
но визначають частоти j , 1j ,m . 
Суть третього етапу полягає у тому, що, 
знаючи вагові коефіцієнти p , можемо скласти 
рівняння (13), розв’язок якого відносно z дає 
змогу однозначно визначити частоти гармонік 
j , 1j ,m . Тепер задача полягає в оптималь-
ному синтезі гармонічного ряду (7).  
Відомі два підходи [4] до вирішення по-
ставленої задачі. Перший з них передбачає ви-
креслювання гармонік у різних комбінаціях із 
повного ряду j , 1j ,m .  
Другий метод ґрунтується на ідеях багато-
рядних алгоритмів групового урахування аргу-
ментів (МГУА). У відповідності з цим методом 
число гармонік, що включаються у модель, по-
стійно зростає. Це відбувається до тих пір, поки 
критерій селекції зменшується. Найпростішим 
є алгоритм з послідовним виділенням найкра-
щої моделі у кожному ряду. Але ефективнішим 
є алгоритм, коли виділяється кілька гармонік у 
кожному ряді. Нехай отримана деяка реалізація 
вихідної величини процесу довжиною N . Де-
яка частина цих даних, яка вміщує RN  послі-
довних точок спостережень, виділяється у на-
вчальну послідовність. Інші точки розбивають-
ся на дві частини: перша QN  – перевірочна і 
друга SN  – екзаменаційна. Всього точок: 
R Q SN N N N   . На першому ряді селекції 
за всіма заданими точками виділяються всі мо-
жливі тренди гармонічного ряду; максимальне 
число трендів [2] 
3мах
N
m  . Із них вибирається 
не єдиний тренд, а q трендів, які якнайкраще 
задовольняють вибраному критерію селекції. 
Після цього обчислюється q  залишків (залиш-
ком називають різницю ординат коливного 
процесу і кожного із трендів першого ряду). На 
другому ряду селекції із кожного залишку зно-
ву виділяється 1q трендів. Із всієї множини 1qq  
   
   









g N g N m
   
   
 
 
   
 , 
             
             
             
2 1 2 3 1 2 2
2 2 3 1 4 2 1 3
2 1 11 2 2 1 2 1
m
g m g m g m g m g m ... g m g
g m g m g m g m g m ... g m g
F
... ... ... ... ...
g N m g N m g N m g N m g N m ... g N g N m
        
         
 
 
                
 
Рисунок 1 – Матриці m mz , F  
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отриманих трендів другого ряду за тим же кри-
терієм селекції вибирається q кращих трендів 
цього ряду і т. д. Величину свободи вибору 
q рекомендується вибирати на основі ряду 
проб, а вибір кращих трендів здійснюється за 
точками окремої перевірної послідовності. 
Складність моделі (число рядів селекції) збіль-
шується до тих пір, поки зменшується величина 
критерію селекції. На останньому ряді селекції 
вибирається єдиний розв’язок, що відповідає 
мінімуму критерію селекції. 
Недоліком першого підходу до вирішення 
поставленої задачі є необхідність перебору ве-
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 
      Якщо 









  . Отже, 2 1mvS   . 
Наприклад, при 20m   необхідно перебрати 
1048575 варіантів, що потребує значних затрат 
машинного часу. Для другого підходу характе-
рним є те, що у результаті реалізації багаторяд-
ного алгоритму МГУА неможливо отримати 
математичну модель у явному вигляді, що є 
суттєвим недоліком такого методу. 
Нами запропоновано інший підхід до по-
будови математичних моделей коливних про-
цесів, який базується на ідеях генетичних алго-
ритмів. Суть такого підходу полягає у наступ-
ному. 
Вся реалізація вихідної величини процесу 
або явища розбивається на три частини у такій 
пропорції [2]: 0 7RN , N , 0 2QN , N  і 
0 1SN , N . Для множини даних R QN N  ви-
значаються вагові коефіцієнти p  як розв’язок 
лінійного алгебраїчного рівняння (4) за мето-
дом виключення Гауса з вибором головного 
елемента [9]. Розв’язок рівняння (11) відносно 
змінної z дає можливість знайти частоти j , 
1j ,m . За відомими частотами j  на множи-
ні точок R QN N  необхідно знайти параметри 
моделі (8) 0A , jA  і jB . Поставлену задачу бу-
демо розв’язувати, використовуючи генетичні 
алгоритми [10]. Утворимо упорядковану струк-
туру довжиною m , в якій на i -тому місці стоя-
тиме нуль або одиниця, що залежить від того, 
вилучена частота j  із вибраного повного ряду 
m , чи залишена. У теорії генетичних алгорит-
мів така упорядкована послідовність має назву 
хромосоми або особи, а атомарний елемент 
хромосоми (одиниця або нуль) – це ген. Набір 
хромосом утворює популяцію. Важливим по-
няттям у теорії генетичних алгоритмів є функ-
ція пристосування, яка визначає ступінь при-
стосування окремих осіб у популяції. Вона дає 
змогу із всієї популяції вибрати прийнятно 
пристосовані особи, тобто такі, які мають най-
більше (найменше) значення функції пристосу-
вання. У задачі синтезу моделей коливних про-
цесів функцією пристосованості виступає ком-
бінований критерій селекції [5] 
2 2
dn B   ,                    (14) 
де  2dn  – критерій зміщення, який обчислюєть-
ся за такою формулою: 



















;             (15) 
B  – функція нев’язки, що визначається як 
(8); 
 ig R ,  ig S  – величини, значення яких 
обчислені відповідно на множині точок N за 
формулою (7), а коефіцієнти моделі (7) знайде-
ні відповідно на множинах R QN N  і SN . 
Таким чином, задачу синтезу моделі коли-
вного процесу сформуємо наступним чином: із 
початкової популяції хромосом шляхом еволю-
ційного відбору вибрати таку, хромосому, яка 
забезпечує найкраще значення функції присто-
сування (мінімальне значення критерію селек-
ції (14)). 
Запропонований алгоритм синтезу моделей 
коливних процесів оптимальної складності, як і 
класичний генетичний алгоритм, складається із 
таких кроків [10, 11]. 
К1. Формування початкової популяції (іні-
ціалізація). На першому кроці роботи алгорит-
му випадковим чином формується популяція із 
I  осіб, кожна із яких є хромосомою довжиною 
m .  
К2. Оцінка пристосованості хромосоми у 
популяції. Для кожної хромосоми обчислюєть-
ся критерій селекції (14). Здійснюється така 
процедура наступним чином. У відповідності з 
моделлю (7) формується матриця F  (рис. 2). 
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Рисунок 2 – Матриця F  
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У сформованій хромосомі подвоюємо оди-
ниці і нулі. Наприклад, якщо згенерована на 
першому кроці хромосома була такою: 
 10 01011Ch  , то після виконання операції 
подвоєння вона набуде такого вигляду: 
 1100 0011001111dCh  . Оскільки у моделі 
(7) завжди присутній коефіцієнт 0A , то до хро-
мосоми dCh  на першу позицію додаємо одини-
чний ген, у результаті чого отримаємо 
 111 00 0011 001111doCh  . Необхідність 
операції подвоєння пояснюється тим, що кож-
ній частоті j  відповідає пара коефіцієнтів jA , 
jB . У відповідності до сформованої хромосоми 
doCh із матриці F  формуємо нову матрицю 
newF  шляхом вилучення тих стовпців із матриці 
F , які асоційовані із нулями хромосоми doCh . 
Із отриманої матриці утворимо дві матриці AF  
і BF  розмірами   1R QN N m   і 1SN m . Мат-
рицю RF  утворюють перші R QN N  стовпці 
матриці newF , а другу – останні SN  стовпці ма-
триці newF . На множинах точок R QN N  і SN  
обчислюються ненульові коефіцієнти 0A , 
jA і jB  моделі (7) шляхом розв’язання норма-
льного рівняння Гаусса  
T T
R R R R RF F A F g ,                  (16) 
T T
S S S S SF F A F g ,                   (17) 
де  
              1 10 1 1 2 2, , , , ,... , ,
TR R R R R R R
R m mA A A B A B A B ,
              1 10 1 1 2 2, , , , ,... , ,
TS S S S S S S
S m mA A A B A B A B   – 
вектори параметрів моделі, яка асоційована з 
черговою хромосомою із початкової популяції і 
обчислені за формулою  (11); 
      1 2, , ,..., R Q
T
N N
Rg g g g

 ,  
      1 2, , ,..., S TNSg g g g  – вектори екс-
периментальних даних на множині точок 
R QN N .і SN . 
За відомою сукупністю коефіцієнтів RA  і 
SA  моделі (7) на множині точок N  обчислю-
ють  
  new Rg R F A , 
  new Sg S F A . 
За формулами (14) і (15) обчислюють кри-
терій селекції, де B  знаходять у відповідності з 
(8). Значення критерію селекції обчислюють 
для кожної хромосоми, в результаті чого отри-
мують множину значень i , 1i ,M , де M – 
кількість хромосом у популяції. 
 К3. Перевірка умови зупинки алгоритму. 
Визначають  
min min ii M
   .                   (18) 
Якщо мінімальне значення (18) критерію 
селекції (14) не перевищує деякого додатного 
значення  , то відбувається зупинка алгорит-
му. Зупинка алгоритму також може відбутися у 
випадку, коли його виконання не приводить до 
покращення функції пристосування або у тому 
випадку, коли алгоритмом уже виконано задане 
число ітерацій.  
Після виконання однієї із трьох умов із по-
пуляції вибирається хромосома *ch , для якої 
виконується умова (18). Після операції подво-
єння і приєднання одиничного гену до хромо-
соми *dCh  отримуємо 
*
doCh  Ця хромосома задає 
структуру моделі оптимальної складності і фо-
рмує матрицю *F таким чином, що із початко-
вої матриці F  вилучаються стовпці, які асоці-
йовані з нульовими генами хромосоми *doCh . 
Перерахунок параметрів моделі (7) здійснюєть-
ся на множині всіх точок початкового масиву 
даних. 
К4. Селекція хромосом. За розрахованими 
на другому кроці значеннями функції присто-
сування здійснюється відбір тих хромосом, які 
будуть брати участь в створенні потомків для 
наступної популяції. Такий вибір проводиться у 
відповідності з принципом природного відбору, 
коли найбільші шанси у створенні нової попу-
ляції мають хромосоми з найкращим значенням 
функції пристосування, тобто такі, що забезпе-
чують мінімальне значення критеріїв селекції 
(14). Найбільш поширеними методами селекції 
[10] є метод рулетки і метод турнірної селекції. 
У даному алгоритмі використано турнірний 
метод, який можна використовувати як у зада-
чах максимізації, так і у задачах мінімізації фу-
нкцій. При турнірній селекції всі хромосоми 
розбиваються на підгрупи з наступним вибором 
із кожної утвореної підгрупи хромосоми з най-
кращою пристосованістю. Підгрупи можуть 
мати довільний розмір, але найчастіше популя-
ції ділять на підгрупи по 2 – 3 особи у кожній.  
К5. Формування нової популяції потомків 
здійснюється за допомогою двох основних опе-
раторів: схрещування і мутації [11]. Слід відмі-
тити, що оператор мутації  відіграє другорядну 
роль у порівнянні з оператором схрещування. 
Це означає, що у генетичному алгоритмі схре-
щування проводиться майже завжди, а мутація 
– досить рідко. Вірогідність схрещування до-
сить велика ( 0,5 1cP  ), тоді як ймовірність 
мутації вибирається досить малою 
( 0 0,1mP  ). 
Оператор мутації з ймовірністю mP  змінює 
значення гена в хромосомі на протилежне, тоб-
то з 1 на 0 чи з 0 на 1. Мутація може здійснюва-
тись як над пулом родичів, так і над пулом по-
томків. 
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Після виконання оператора схрещування 
відбувається перехід до К2.  
Після вилучення тренду  h t  і складової 
 G t  із моделі (1) отримаємо залишкову скла-
дову        H x H t,x G t h t   , яка є функці-
єю незалежних змінних  1 2
T
nx x ,x ,...,x . 
Співвідношення (2) будемо шукати у ви-











  ,               (19) 
де  M  – кількість членів полінома;  
ia  – коефіцієнти полінома;  
jis  – степені аргументів, які повинні задо-







 .Число членів 








 .    
Вхідні величини jx , 1j ,n , які є аргуме-
нтами  залежності  y H x , у кожному спо-
стереженні 1t ,N приймають певне значення 
так, що їх сукупність утворює матрицю X . Ре-
акція деякої системи на сукупність значень X  
характеризується вектором Y .  
Допустимо, що нам відомі параметри ia , 
1 1i ,M   моделі  (19). Тоді за відомими зна-











  , 1t ,N . 
Множина значень ty , 1t ,N  утворює век-
тор y  Знаючи Y  і y  із рівняння (4), можна 
визначити параметри  моделі (19). 
На практиці, як правило, структура моделі 
(19) невідома, що вимагає довільного вибору як 
числа функцій, так і вигляду самих функцій у 
моделі (19). 
Проведений аналіз показав, що з усіх трьох 
методів найпривабливішим є комбінаторний 
метод, оскільки він дає можливість отримати 
модель, де аргументами виступають вхідні ве-
личини системи. Його реалізація наштовхуєть-
ся на проблему під назвою «прокляття розмір-
ності»; зі збільшенням числа незалежних змін-
них і степені полінома (19) катастрофічно зрос-
тає кількість можливих варіантів перебору мо-
делей-претендентів.  
Для зняття проблеми великої розмірності 
застосуємо генетичний підхід. Як емпіричну 
модель будемо розглядати поліном (19) степені 
m . При комбінаторному методі синтезу моделі 
із повного полінома (19) отримують емпіричну 
модель, де частина параметрів набуває значен-
ня “нуль”. Інші параметри, що залишились, бу-
дуть відмінні від нуля. Утворимо упорядковану 
структуру довжиною M , в якій на i -тому міс-
ці  буде стояти одиниця або нуль залежно від 
того, чи параметр ia , 1,i M  моделі (19) від-
мінний від нуля, чи нульовий.       
Таким чином, задачу синтезу емпіричної 
моделі сформуємо наступним чином: із почат-
кової популяції хромосом шляхом еволюційно-
го відбору вибрати таку, хромосому, яка забез-
печує найкраще значення функції пристосуван-
ня (мінімальне значення критерію селекції (5) 
або (6)). 
Алгоритм розв’язку поставленої задачі [13] 
аналогічний раніше розробленому для виділен-
ня гармонічного тренду з тією лише різницею, 
що не здійснюється операція подвоєння генів у 
хромосомах. 
Оскільки, спостереження за реальними 
процесами, як правило, завжди проводиться в 
умовах різних завад, а протікання самих проце-
сів піддається впливу різноманітних випадко-
вих факторів, тому не можна впевнитись в то-
му, що прогнозоване майбутнє значення проце-
су за математичною моделлю буде отримане 
абсолютно точним. Важливим етапом побудови 
прогнозу є оцінка точності результатів прогно-
зування. 
Для оцінки виконаного прогнозу викорис-
товують різноманітні критерії точності в зале-
жності від вибраного методу моделювання. 
Для оцінки якості прогнозу при самоорга-
нізації прогнозуючих моделей з вхідних експе-
риментальних даних крім навчальної RN  і пе-
ревірної QN  вибірок виділяють частину даних 
на екзаменаційну вибірку SN . На новій множи-
ні даних SN , що не використовується в побу-
дові математичної моделі, визначають серед-
ньоквадратичне відхилення обчисленого за мо-
деллю прогнозованого значення iy  і дійсного 























.       (20) 
Обчислене за формулою (20) значення 
критерію дає можливість встановити якість 
прогнозу: за умови  2 0 5S ,   прогноз вважа-
ється високої якості, при  2 0 8S ,   – прогноз 
задовільний. При  2 1S   застосовувати про-
гнозуючу модель немає змісту, оскільки модель 
не точна, тобто мають місце значні відхилення 
від реального досліджуваного процесу. 
Інший метод визначення надійності про-
гнозу – це побудова довірчих інтервалів. 
Помилку прогнозу в кожній прогнозованій 
точці kN   можна визначити у вигляді різниці 
kNkNkN y
~y   , 
де  N ky  , 1 prk ,N  – точковий прогноз, зроб-
лений за результатами спостережень за проце-
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сом до моменту N включно при припущенні 
про незмінність структури моделі (19) та її ко-
ефіцієнтів; 
kNy   – дійсне значення процесу в момент 
дискретного часу N kt  . 
У випадку точного прогнозу 0N k  . На-
справді, прогнозовані і фактичні значення бу-
дуть відрізнятись між собою. Щоб охарактери-
зувати відмінність, побудуємо лінію регресії 
між фактичними значеннями N ky   і відповід-
ними розрахунковими значеннями N ky   
 pr
N k p p N ky a b y   .                 (21) 
Довірчий інтервал прогнозованого значен-
ня N ky   для оцінки точності моделі можна об-
числити за такою формулою [15]: 
   
1 2 1 2
pr pr
N k / k N k N k / ky t s y y t s        ,     (22) 
де  2/1 t  – безрозмірна статистика Стьюден-
та, яка підпорядкована t -розподілу з 2prN   
степенями вільності і для якої рівень значущос-
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   . 
Розроблений метод синтезу моделей опти-
мальної складності та оцінка точності прогнозу 
за  2 0 5S ,  - критерієм та за довірчими ін-
тервалами був застосований для прогнозування 
рівня води у р. Дністер. Математична модель, 
що описує зміну рівня води за часом, була виб-
рана у вигляді співвідношення (1) і включає у 
себе лінійний тренд   0 1h t a a t  , гармонічну 
складову  G t  (7) та залишкову складову 
 H x . Залишкова складова апроксимується 
поліномом (19) і залежить від погодних умов, 
які представлені такими параметрами - tT - се-
редньодобова температура повітря; tf , 1tf  , 
2tf  , 3tf  - середньодобова кількість опадів в 
поточний момент та напередодні; tv  - серед-
ньодобова швидкість вітру; tp - середньодобо-
вий барометричний тиск. Вибір структури та 
визначення коефіцієнтів математичної моделі 
(1) здійснювалося на основі навчальної та пере-
вірної вибірок, що містить 160R QN N   спо-
стережень за рівнем води та погодними умова-
ми. Результат синтезу моделі оптимальної 
складності відображає рис. 3. 
Оцінка адекватності математичної моделі 
(1) здійснювалась за довірчими інтервалами 
[16], для яких рівень значущості 0 01,  . Ана-
ліз отриманих результатів показав, що перева-
жна більшість точок (96.2 %) потрапляють у 
довірчий інтервал. Це дає змогу з високим сту-
пенем імовірності стверджувати про адекват-
ність побудованої математичної моделі. Вихід 
невеликого числа точок за межі довірчого ін-
тервалу можна пояснити можливими промаха-
ми при вимірюваннях рівня, які ведуться візуа-
льно, або друкарськими помилками при підго-
товці звіту і звідки були взяті експериментальні 
дані. 
Для оцінки якості прогнозу за допомогою 
моделі (1) з вхідних даних крім навчальної RN  
і перевірної QN  вибірок виділялась частина 
даних на екзаменаційну вибірку 24SN  . На 
рис. 4 показані отримані на екзаменаційній 
множині експериментальні значення та значен-
ня рівня води обчислені за побудованою мо-
деллю (1).  
 
Рисунок 3 – Залежність рівня води у р. Дністер від погодних умов 
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На множині точок SN  визначали значення 
 2 S -критерію за формулою (20). Отримане 
значення  2 0 0058S ,   свідчить про достат-
ню точність прогнозування рівня ріки Дністер 
за даним критерієм.  
Оцінка точності прогнозування за довір-
чими інтервалами здійснювалась у відповіднос-
ті до співвідношення (22). Результати обчис-
лень довірчого інтервалу відображає рис. 5. 
Аналіз отриманих результатів свідчить, що 
з ймовірністю 0,99 можна стверджувати про 
достовірність зробленого прогнозу на вибрано-




Розроблено метод побудови математичних 
моделей складних процесів на засадах генетич-
них алгоритмів, які можна подати як компози-
цію трьох складових – тренду, коливної скла-
дової з некратними частотами та залишкової 
складової, що описується рівнянням регресії 
вибраного порядку. В порівнянні з багаторяд-
ним алгоритмом групового урахування аргуме-
нтів даний метод дає змогу синтезувати мате-
матичні моделі будь-якої складності без попе-
реднього вибору числа рядів селекції та вибра-
ти оптимальну за структурою адекватну модель 
і значно зменшити об’єм обчислень. 
Розроблена методика синтезу математич-
них моделей оптимальної складності на засадах 
генетичних алгоритмів апробована на прикладі 
прогнозування рівня води в ріці Дністер. Точ-
ність результатів прогнозування, отриманих за 
побудованою математичною моделлю зміни 
рівня води ріки Дністер, перевірено на множині 
даних, що не використовувались при побудові 
моделі. Обчислене значення критерію 
 2 0 0058S ,  , а також  побудовані довірчі 
інтервали свідчать проте, що синтезована ма-
тематична модель з вірогідністю до 0,99 здатна 
прогнозувати зміну рівня води в ріці Дністер 
відповідно до погодних умов з випередженням 
до 24 діб. 
 
Рисунок 4 – Результати прогнозування рівня води на екзаменаційній множині 
 
 
Рисунок 5 – Оцінка точності прогнозу за довірчими інтервалами 
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