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Abztract-The generalized Green’s theorem introduced in [l] for smooth domains is here extended 
to Lipschitz domahrs (hence, including the case of polyhedrons, which is particularly important in 
numerical analysis). For first-order linear differential systems whose coefficient matrices are Lipchitz- 
continuous, the regularity requirement for test functions in Green’s theorem is fairly weak since both 
test functions are assumed to be roughly in the same regularity space. 
1. GREEN’S THEOREM 
Throughout this paper, all the functions and the inner products are taken in the complex field. 
Bold-faced letters will be used to denote vector valued functions over the field Ck, for a positive 
integer k, in order to distinguish those over the field C’. 
Let RN be the N-dimensional Euclidean space, for some positive integer N. For a closed 
subset 5’ c RN, we shall denote by Lip(y, S), 0 < y 5 1, the Banach space of all continuous 
functions on S with the norm 
IMlLip(r,S) = zW& Mx)I + Iv(z) - V(Y) I 
If y = 1, Lip(r, S) will be abbreviated as Lip(S). 
by Lip(S)‘. 
The dual space of Lip(S) will be designated 
Let R be a Lipschitz domain (not necessarily bounded) in RN, and I the boundary of Q. We 
clarify the definition of Lipschitz boundaries [24]. 
DEFINITION 1 .l. The boundary I of an open subset Sl of RN is said to be Lips&k if, for every 
f’k E r, 
(4 
(b) 
there exists an N-neighborhood vk and an affine transformation y = Ykz = &(a? - pk), 
where & is an orthogonal N x N matrix such that vk is a hypercube {y; ]Yj] < oj, 1 5 
j 5 N}, and 
there exists a Lipschitz-continuous function 4k defined in V,l = {y’ = (~1, . . . , yN_1); IYj I < 
aj, l<j<N-1)satisfying 
]dk(Y’)] < y, fl n vk = {Y E vk; ?IN > dk(Y’)}, r n vk = {Y E vk; 3/N = +k(Y’))- 
Denote by [L2(S2)lk and [L2(I’)lk the spaces of square integrable vector functions on R and 
on I?, respectively. Corresponding inner products and norms will be designated by (a, a), (e, *)r 
and 11 . 11, I . Ir, respectively. Let [Hm(n)]” and [H”-1/2(I’)]k denote the usual vector Sobolev 
spaces. 
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Consider the following first-order linear differential operator 
where the Aj’s are k x k matrices with uniformly Lipschitz-continuous components on n. Let L* 
be the formal adjoint of L given by 
N a 
L* =-c-A;(x), 
j=l dxj 
where Ai+% are adjoint matrices of Aj 's. 
Introduce, then, the following Hilbert space 
H(L; fi) = {u E [L”(Q]$ Lu E [L2(Q)lk} 
with the inner product and the norm given by 
(u, v)H(L;n) = (u, v) + (J% Cv), 
IIUIIH(M) = w412 + ll~ul12Y’2 * 
The analogues for L’ are also considered in the sequel. 
For the unit outward normal v = (VI,. 1. , vN) on I?, we shall write A, = xf!!l VjAj. 
It has been well-known that A,u E [H-1/2(r)]k for all u E H(L; Q), and the classical version 
of Green’s formula holds: 
(Lu,v) - (u, L*v) = (AYu, v)r, for all u E H(L; a) and v E [H’(Q)lE. (1.1) 
The regularity requirement for the test functions in the above Green’s formula (1.1) is not sym- 
metric. However, there are many cases where we would like to have Formula (1.1) with u and v 
roughly in the same regularity space. Such is the case of dealing with symmetric bilinear (or 
sesquilinear) forms on H(L; 0). For bounded Cl-continuous domains, this difficulty has been 
overcome by Rauch [l] by utilizing the duality of Lipschitz-continuous function spaces. 
The aim of this paper is to extend Rauch’s idea in order to cover Lipschitz domains (and then 
even more general domains) and general first-order systems with Lipschitz-continuous coefficients. 
In what follows in this section, we shall state our generalized Green’s Theorem and give several 
remarks. Our proof of the theorem will then be given in the next section. 
THEOREM 1 .l. Suppose R is an open set (not necessarily bounded) in RN with a Lipschitz 
boundary. Then the map. (u, v} H A,u. v from [D(n)lk x [‘D(a)]” into Lip(r)’ can be extended 
by continuity to a continuous sesquilinear map from H(L; Q) x H(L*; a) into Lip@‘)‘; moreover, 
for aU u E H(L; 0) and v E H(L’; Q), the following Green’s formula holds: 
(lu, v) - (u, L*v) = {A, U, VIP q Lip(r)t(AvU * v, l)Lip(r)’ I (1.2) 
where Lip(r),(*) *)LiP(r), denotes the duality paring between Lip(r)’ and Lip(r). 
REMARK 1.1. In particular, if A, 2 0 on I?, then A,u *ii is a nonnegative distribution in r and 
{AYu, u)r 2 0 for all u E H(L; a) n H(L*; a). I n case R is a bounded @-continuous domain, 
the above theorem was proved by Rauch [l]. 
REMARK 1.2. For N = k = 3, set L = curl. Then L = C’, and A,u = v x u so that (1.2) ha.9 
the form 
(curlu,v) = (u, curlv) + (V X u,v)r, for all u, v E H(cur1; Q), 
which generalizes the corresponding Green’s theorem on H(cur1; 0) ([2,5,6]). 
REMARK 1.3. Theorem 1.1 holds for general first-order linear systems with Lipschitz-continuous 
coefficients. That is, the matrices Aj's in the L need not be square matrices. 
REMARK 1.4. According to Lemma 2.3 (see Section 2)) Theorem 1.1 is valid for any domain R 
in RN satisfying the density property of [Z@)]” in H(L; 0) and H(L*; a). 
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Introduce the spaces 
2. PROOF OF THEOREM 1.1 
Ho(C; sl) = [zqn)]~*‘C;n’; H&z’; cl) = [qa)p’~? 
The following lemmas are based on standard techniques. For example, see [2,5,6], which we 
follow. 
LEMMA 2.1. Suppose R to be a bounded open set in RN with a Lipschitz boundary. If f E 
H(L*; 0) satisfies 
(Lu, f) = (u, L*f), for all u E [D(i=l)]“, (2-l) 
then f E Hs(C*; Q). 
PROOF. Denote by 2 and g the extensions of f and C’f by zero outside Sz, respectively. Since 
g = fZ*f as an element of [ZY(RN)lk by (2.1) and jj E [L2(RN)lk, we immediately see that 
f E H(L*; RN). It then suffices to construct a sequence in [ZJ(RN)]‘, which converges to f in 
H(C’; RN) with supports in s2. 
Recall that a general bounded Lipschits domain can be covered by an open cover {Oj}T=i 
such that, for each j, G!j = 0j nR is bounded, Lipschitz, and strictly star-shaped. Therefore, by 
using a partition of unity subordinate to {c?j}P=i, it is enough to restrict our problem to the case 
where R is Lipschitz, bounded, and strictly star-shaped with respect to the origin; i.e., 6D C fl 
for all 0 E (0,l). Then, consider, for all 0 E (0, l), 
i;B(z) = f (;) , 2 E m. 
Since i E H(L*; RN), we have & + i in H(.C*; RN) as 6 + 1. We mollify $0 as follows. Consider 
SUPP(p,) C (1~1 < a}, 0 2 pa(z) ---) 6 in ZJ’(RN) as Q + 0, and 
For sufficiently small Q > 0, supp(p, * io) c Sz. Hence, pa * & -+ f! in 
J RN Pa(~)d3: = 1. 
[z>(RN)lk as a + 0 and 
0 + 1 with supports in R. Hence, f E Ho(C*; Cl). This proves the lemma. 
LEMMA 2.2. Suppose R to be as in Lemma 2.1. Then [D(i?)]kis dense in H(L; Sl). 
PROOF. Since H(L; Cl) is a Hilbert space, it suffices to show that f = 0 whenever f E H(.C; f2) 
vanishes on [D(a)]“. 
{~~}~>o C ti(RN) with 
Thus, suppose (f, u)~(,-;~) = 0 for allu E [D(Qlk. Writing g = Lf, we have (by the definition 
of the inner product in H(L; f2)) 
(f,u) + (g, w = 0, for allu E [D(Qlk. (2.2) 
Let $ and k be the extensions of f and g by zero outside R. Then, from (2.2) it follows that 
2 = -~Z*jj in [‘o’(RN)lk; therefore, g E H(L*; 0) and 
-@‘g, u) + (g, lu) = 0, for all u E [D((n)lk. (2.3) 
Hence, by Lemma 2.1, we see that g E Ho(C*; iI>. By the definition of Ho(L’; Q), there exists a 
sequence {gj} in [D(n)]” such that gj --) g in H(L*; 0) as j + 00. By (2.2) and (2.3), we then 
see that, for all v E H(L; Cl), 
(f, V)kqL;n) = (f, VI + (LCf, Lv) 
= (-.c*g, VI + (I% Cv) 
= ]~~{(-~*gj > v, + (IZjj CV)l 
= 0 
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by an application of a classical version of Green’s theorem. Therefore, f = 0, proving our 
assertion. I 
We now quote the following result from [7, p. 1741. 
LEMMA 2.3. Suppose S is any closed set. Then there exists a continuous linear extension operator 
& from Lip(y, S) into Lip(y, RN), if 0 < 7 5 1. Moreover, the norm of this mapping Eo has a 
bound independent of the closed set S. 
Assume for the moment that R is a bounded open set with a Lipschitz boundary. The proof 
of Theorem 1.1 then follows as the proof of Theorem 2 in [l] by replacing the density argument 
by our Lemma 2.2. 
Let 11, E Lip(I’) be given. Then by Lemma 2.3 an extension \E E Lip(a) exists with (I\EllLipC~l I
clltiIILip(r)* 
By a classical version of Green’s formula, we have, for u, v E [D@)]“, 
I(ti&u, +I 5 II(Qk v)ll + II(u> L*(Qv))II 
I C(LC)II~IILip(r) {IK”II lkll + Ilull lIvlI + Ilull Il~*vIII 
5 C(~)IIICIIILip(r) lIUIIH(~;~) lIVIIH(L*;n)* 
Therefore, 
II&u * vIILip(r)~ I C(~)~~~~~~(~:;~~ll~Jl~~~~;~~~ (2.4 
The application of Lemma 2.2 for u E H(,C; R) and v E H(fZ*; a) leads to Theorem 1.1 in the 
case of bounded domains. 
If n is unbounded, consider the following limiting procedure: for u E H(& 0) and v E 
H(L*; a) define, for every /3 > 0, up(z) = u(z) C$ (z/p) and VP(Z) = v(z) 4 (z/p), where 4(z) E 
D(RN) is a cut-off function satisfying 
Then, up(a) E H(C; RN),vp(z) E H(L*; RN) with compact supports in n; moreover, 
a5mup = u in H(L; RN); i&nwvp = v in H(L*; RN). 
By applying the estimate (2.4) to each R n (2 E RN; 1x1 < /3} and then letting P tend to 00, we 
complete the proof of Theorem 1.1. I 
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