We present theoretical foundations for traditional sensitivity and generalized sensitivity functions for a general class of nonlinear delay differential equations. Included are theoretical results for sensitivity with respect to the delays. A brief summary of previous results along with several illustrative computational examples are also given.
Introduction
Delay differential equations (DDEs) have been used for a number of years to model biological, physical, and sociological processes, as well as other naturally occurring oscillatory systems. Minorsky [59] in 1942 was among the first to introduce the idea of hystero-differential equations, using these type of equations to explain self-excited oscillations arising in dynamic stabilization systems. He proposed [59, 60, 61] that some natural phenomena such as self-oscillations may be effected by the previous history of a motion or action as described by a retarded dynamical system. A retarded dynamical system is a system that describes an action that has delayed time dependence. The simplest of these physical systems are usually classified into systems with retarded damping given byẍ (t) + Kẋ(t − τ ) + bx(t) = g(t), (1.1) or those with retarded restoring force described bÿ
x(t) + Kẋ(t) + bx(t − τ ) = g(t)
, (1.2) where g is some external force. Specifically, Minorsky used models such as (1.1) and (1.2) to study stabilization systems in ships. It is has been well understood for many years [30] that the infinite degree of the corresponding characteristic equation for a DDE such as (1.1) or (1.2) allows for an infinite number of eigenvalues for even a scalar DDE. This can promote dramatically different (from an ordinary differential equation) solution behavior such as self-excited oscillations in the solution [61] . This property of the DDE along with the widespread presence of delays in many physical and biological systems makes DDEs very important in modeling and control in these systems. Minorsky also provided insight as to the use of a nonlinear DDE to model a system with selfexcited oscillations, as a linear DDE is unable to capture all of the properties of the self-excitation. Thus Minorsky lays a foundation for modeling oscillatory phenomena in general systems. Another early contributor, Hutchinson [50] , in 1948 revealed the importance of delay systems in biology and ecology. He developed a delay differential equation model, known as the delay logistic equation, to describe the dynamics of circular causal systems. A circular causal system is any causal system (one with current solution values depending only on current or past inputs) where changes to one part of the system effects another part of the system at a different rate so that the system does not go extinct. Parasite-host interaction is an example of an ecological circular causal system; if a parasite can complete its life cycle without killing the host or drastically altering the growth of the host population, the host population will continue to exist [50, 55] . The delay in this model can represent various naturally occurring phenomena such as the gestation period in a growing population, the life cycle of a parasite, cell cycle delays, etc. Hutchinson's equation (to be used in the numerical illustrations below), its variations and other delay systems have also been used to model physiological control systems as well as numerous other biological processes [1, 23, 24, 26, 34, 35, 36, 37, 39, 40, 43, 44, 46, 47, 49, 53, 55, 56, 66] . This wide spread use of delay equations in applications has continued since the early contributions of Minorsky and Hutchinson. In the 1970's and 80's much work was done on foundations of delay systems, in contributions both theoretical and qualitative [30, 38, 39, 48] as well as computational (see [4, 5, 6, 7, 8, 9, 20, 52, 54] and the references therein) in nature. In some of these early efforts, parameter estimation and control system questions led to the investigation of traditional sensitivity functions (TSFs) for delay systems. These TSFs and a more general concept of generalized sensitivity functions (GSFs) are the focus of our investigations in this paper. In one early paper [12] , Banks, Burns and Cliff observed difficulty when estimating the delay and they suggested that this could be due to the fact that solutions of DDEs may not always be differentiable with respect to the delays; this makes estimation methods such as least squares and maximum likelihood challenging if derivative-based optimization routines are used. These authors also suggested the need for a formal theory regarding the existence of sensitivity functions with respect to the delay. Gibson and Clark [45] and Brewer [31] were among the first to treat theoretical questions of sensitivity for linear DDEs. In both contributions, these authors reformulated the delay system (as was done in the early semigroup approximation efforts of Banks, Burns and Kappel [8, 9, 20] ) as an abstract systeṁ
where S(t; q) is a strongly continuous semigroup and x t (ξ) = x(t + ξ), −r ≤ ξ ≤ 0. By defining strongly continuous solution semigroups, a well-posed problem can be formulated. While both contributions present conditions under which solutions are Frechèt differentiable with respect to the parameter q, in Gibson and Clark's efforts [45] the differentiability results were obtained where the operator A(q) is required to be represented as a linear combination of an operator A independent of the parameter and a dependent bounded linear operator A 1 (q), i.e., A(q) = A + A 1 (q) with A 1 bounded. Brewer [31] expands the results in [45] by considering classes of problems in which the full parameter dependent operator, A(q), is unbounded. In Brewer's theory this operator generates a strongly continuous semigroup, and using semigroup representation results he is able to prove the existence of Frechèt derivatives with respect to the parameters for the initial value problem (1.3).
As a result of the existence of the Frechèt derivatives, he is able to carefully and rigorously define sensitivity equations with respect to the parameters including the delay for the abstract system. In a more recent report [2] , Baker and Rihan formally derive sensitivity equations for delay differential equation models, as well as the equations for the sensitivity of parameter estimates with respect to observations (these latter sensitivities are what we shall discuss below as Generalized Sensitivity Functions (GSFs)). They consider a general nonlinear system of parameter dependent delay differential equations with parameter p ∈ R L given bẏ
and investigate methods for sensitivity functions with respect to the parameters p and delay τ . Baker and Rihan offer an outline on how to numerically compute both TSFs and GSFs for retarded delay differential equations (as well as for neutral delay differential equations which are not discussed here in any generality). While their focus is on computational methods, they also list issues that arise when carrying out parameter estimation in DDEs. As we have already noted earlier, these include difficulty in establishing existence of the derivatives of the solution with respect to the parameters and the delays, as well as difficulty in establishing well-posedness for the derived sensitivity equations. Some of these issues are dealt with in a rigorous manner below.
Banks and Bortz [11] were among the first to consider sensitivity with respect to distributional delays. They used sensitivity analysis to show how changes in distributed parameters will effect the solutions of their nonlinear delay differential equation model for HIV progression at the cellular level where intracellular processing delays are distributed across cell populations. The models are validated with what is called aggregate data [7] .
When deriving the sensitivity equations Banks and Bortz obtain a system of DDEs, which are assumed to be well-posed. In their discussion of well-posedness for these sensitivity equations they assume the delay distributions are differentiable and parameterizable by a mean and standard deviation. In [11] they use theoretical steps (i.e., successive approximations, fixed point theory, Lipschitz continuity, etc.) employed in [10] to prove existence and uniqueness of the resulting sensitivities and sensitivity equations. Motivated by the efforts in [11] , Banks and Nguyen [25] develop a rigorous theoretical framework for sensitivity functions for general nonlinear dynamical systems in a Banach space X where the parameters µ are themselves members of another Banach space M. In this setting they consider the sensitivity of solutions x with respect to parameters µ in the following type of abstract nonlinear ordinary differential equationṡ
where f : R + × X × M → X and M and X are complex Banach spaces. They establish wellposedness for (1.5), and existence of Frechèt derivatives of the solution x(t) with respect to the parameters µ. As a result, there is a unique solution to the corresponding sensitivity equatioṅ
where
∂µ . In [25] Banks and Nguyen provide rigorous theoretical sensitivity results for the DDE example for HIV dynamics with measure dependent or distributional parameters given in [11] ; however they only present results for the the sensitivity with respect to absolutely continuous probability distributions for the delay. In subsequent efforts [18] a rigorous theoretical foundation is developed for sensitivity theory using directional derivatives where the parameter space M is taken as the convex metric space of probability measures (including discrete, continuous or convex combinations thereof) taken with the Prohorov metric topology [7] . Below we give new results for sensitivity with respect to discrete delays. The proofs, given in [27] , while quite tedious, continue with an adaption of the well known ideas for existence and uniqueness of the Frechèt derivative with respect to the delay in nonlinear DDE as employed in [11, 18, 25] . Very recent efforts, especially in areas of biology, demonstrate the continuing interest and importance of sensitivity equations in the sciences. For example Burns, Cliff, and Doughty [34] explain the use of continuous sensitivity equations for DDE models arising in a model for Chlamydia Trachomatis, while Kappel [53] discusses generalized sensitivities in dynamics of threshold-driven infections.
Solutions and their approximation
We first summarize some fundamental well-posedness and approximation results that have been recently developed elsewhere [7, 64] . We consider nonlinear nonautonomous dynamical systems involving delays of the general forṁ
1)
The theoretical results in this manuscript will be illustrated computationally, and therefore, the solutions will need to be approximated. In order to approximate solutions, one may first convert them to an abstract evolution equation and then approximate in a space spanned by piecewise linear (or even higher order) splines (i.e., in a Galerkin approach, which is equivalent to a linear finite element approximation in partial differential equations). One is then able to numerically calculate the generalized Fourier coefficients of approximate solutions relative to the splines, and with these coefficients, recover an approximation to the solutions of (2.1).
We turn to the mathematical aspects of these nonlinear functional differential equations (FDE) systems and present an outline of the necessary mathematical and numerical foundations. First we describe the conversion of the nonlinear FDE system to an abstract evolution equation (AEE) as well as provide existence and uniqueness results for a solution to the FDE. One can use the ideas of the linear semigroup framework, in which approximation of linear delay systems has been developed, as a basis for a wide class of nonlinear delay system approximations. Details in this direction can be found in the early work [5, 6, 52] which is a direct extension of the results in [8, 9, 20 ] to nonlinear delay systems. We then provide a fundamental approximation framework including convergence results.
We shall make use of the following hypotheses throughout our presentation.
(H1) The function G satisfies a global Lipschitz condition:
we observe that even though G satisfies (H1), g will not satisfy a continuity hypothesis on its domain in the X norm.
Letting z(t) = (x(t), x t ) ∈ X, where the Hilbert space X has the inner product
we define the nonlinear operator
where here Dψ = ψ ′ . Then the FDE (2.1) can be formulated aṡ
ϕ) is the initial condition and A = A(t, θ).
For notational convenience we suppress the dependence on θ in the remainder of this section.
Theorem 2. Assume that (H1) holds and let z(t; ϕ, G
2 ) = (x(t; ϕ, G 2 ), x t (ϕ, G 2 )), where x is the solution of (2.1) corresponding to ϕ ∈ H 1 , G 2 ∈ L 2 . Then for ζ = (ϕ(0), ϕ), z(t; ϕ, G 2 ) is the unique solution on [0, T ] of z(t) = ζ + ∫ t 0 [A(σ)z(σ) + (G 2 (σ), 0)]dσ. (2.5) Furthermore, G 2 → z(t; ϕ, G 2 ) is
weakly sequentially continuous from L 2 (with weak topology) to X (with strong topology).
These results can be established in one of several ways including fixed point theorem arguments or Picard iteration arguments. Either of these approaches can be used to establish existence, uniqueness and continuous dependence of the solution of (2.5). For existence, uniqueness and continuous dependence of the solution of (2.1), we note that our condition (H1) is a global version of the hypothesis of Kappel and Schappacher in [54] , so that in the autonomous case their results also yield immediately the desired result for (2.1).
The uniqueness of solutions to (2.5) follows in the usual manner once we establish that A satisfies a dissipative inequality. Indeed, we define a weighting function w on [−r, 0) by
Then we consider solutions on the space X w which is topologically equivalent to X, with the weighted inner product
One can show without difficulty that (H1) implies the dissipative inequality (see [29, p. 71] ) for the nonlinear operator A(t)
for all x, y ∈ D(A) and all t.
The system of functional differential or delay equations described can now be simulated using an algorithm first developed by Banks and Kappel for linear systems [20] and extended in [5, 6] . Solutions are approximated in a space spanned by piecewise linear splines. Thus one can numerically calculate the generalized Fourier coefficients of the approximate solution in the spline basis representation and recover an approximation to the solution of (2.1).
Define X N to be an approximating subspace [20, 21] of X. In particular, we choose X N = X N 1 to be the piecewise linear spline subspaces of X discussed in detail in [20] . We briefly outline the results for the piecewise linear subspaces X N 1 (see Section 4 of [20] ) given by
A careful study of the arguments behind our presentation reveals that the approximation results given here hold for more general spline approximations. For example, if one were to treat cubic spline approximations (X N 3 of [20] ), one would use the appropriate approximation analogues of Theorem 2.5 of [69] and Theorem 21 of [70] (e.g., see Theorem 4.5 of [69] ). Hereafter when we write X N the reader should understand that we mean X N 1 of [20] . Let P N be the orthogonal projection in ⟨·, ·⟩ w of X = X w onto X N . We define the approximating operator A N (t) = P N A(t)P N and consider the approximating equations in X N given by
These are equivalent toż
The basis elements e N j 's are piecewise linear splines defined by the Kronecker symbol δ ij , so
Then solving for z N (t) in the finite dimensional system (2.9) is equivalent to solving for α N (t) in the vector systemα 10) whereβ N α N 0 = P N z 0 and A N is the matrix representation for A N . We note that having obtained α N (t), the productβ N α N (t) converges uniformly in t to the solution z(t) = (x(t), x t ) of (2.4) if we can argue the convergence z N (t) → z(t). To do this for linear systems, one can use the Trotter-Kato theorem, involving linear semigroups. For nonlinear autonomous systems, one can invoke the use of nonlinear semigroups [52, 54] .
From (2.7) and the definition of A N in terms of the self-adjoint projections P N , we have at once that under (H1) the sequence {A N } satisfies on X a uniform dissipative inequality
for all x, y ∈ D(A) and all t. Uniqueness of solutions of (2.8) then follows immediately from this inequality. Upon recognition that (2.9) is equivalent to a nonlinear ordinary differential equation in Euclidean space with the right-hand side satisfying a global Lipschitz condition, one can easily argue existence of solutions for (2.9) and hence for (2.8) on any finite interval [0, T ]. The next theorem, which ensures that solutions of (2.9) converge to those of (2.5), along with its proof is contained in [26] .
Theorem 3. Assume (H1), (H2). Let
Remark 4. One can actually obtain slightly stronger results than those given in Theorem 3. One can consider solutions of (2.5) and (2.9) corresponding to initial data
, ζ ∈ X) and argue that the results of Theorem 3 hold also in this case.
The convergence given in Theorem 3 yields state approximation techniques for nonlinear FDE systems based on the spline methods developed in [20] . These results can be applied directly to control and identification problems, which are discussed in [5, 6] .
Continuous dependence and differentiability
To establish continuous dependence in parameters and differentiability with respect to model parameters, initial conditions, and discrete time delays (not previously done elsewhere for general nonlinear systems to the authors' knowledge), we focus on a restricted case with nonlinear autonomous systems with one discrete delay of the form
where x(t) ∈ R n , x 0 ∈ R n , and θ ∈ R p . While we consider here the case of finite dimensional model parameters the results also hold in a more general case when parameters are distributed, and hence infinite dimensional, as presented in [17, 18] . Once established, these results allow us to study the traditional and generalized sensitivity functions, where sensitivity is considered with respect to these three quantities. We begin by considering continuous dependence of solutions x(t) on model parameters θ. We note that we focus on these quantities as they are often unknown in practice and may need to be estimated from observed or experimental data. The use of sensitivity functions can aid in that endeavor.
where C j > 0 is a constant for j = 1, 2. Then the initial value problem (3.1)-(3.2) has a unique solution x(t, x 0 , ϕ, τ, θ) that satisfies
Next, we turn to differentiability of the general system (3.1)-(3.2) with respect to model parameters in the following theorem. The proof is excluded but can be found in [27, 64] . Also, the proof of Theorem 8 can easily be followed to give that of Theorem 6. Without further discussion, we then state Theorem 7, in which we establish differentiability of the model system with respect to the initial conditions, which is also proven in [27] .
Theorem 6. Suppose that G(x,x, θ) has continuous Frechèt derivatives
∂θ ∈ R n×p exists and is the unique solution foṙ
, and satisfies the equatioṅ
where I ∈ L(Z, R n ) is the identity.
Finally we state results for derivatives with respect to the discrete delays with proofs being given in [27] . ∂τ ∈ R n exists and is the unique solution foṙ
Moreover,
∂τ is continuous in θ and, if x ∈ C 1 (−τ, T ; R n ) it is also continuous in τ .
Sensitivity functions
Given the above results, especially differentiability in the quantities θ, z 0 = (x 0 , ϕ) and τ , we are now able to use the powerful sensitivity analytic techniques in delay systems. For further simplification in the remainder of our discussions we restrict our considerations to constant function initial conditions so in z 0 = (x 0 , ϕ) we assume ϕ(ξ) = x 0 , −r ≤ ξ ≤ 0. Traditionally, sensitivity analysis is the quantification of the effect changes in parameters have on model solutions. Traditional sensitivity functions (TSFs), which are given by,
are local in nature as they are defined by locally evaluated partial derivatives, i.e., ∂x ∂θ (t,θ,x 0 ,τ ), which gives information over specified time intervals, and at values of parameters, initial conditions and delays. Even with this limitation, these functions have been used to improve sampling in an experimental setting; specifically they can be used to guide the time at which measurements should be taken to best inform the estimation of unknown parameters [15, 16] . That is, sampling might be advisable in time intervals where, for example, y k 1 (t) is large, as it indicates that the model solution x(t) is sensitive to changes in the parameter θ k . Similarly, insensitivity to a certain parameter (or unknown quantity), indicated by small or zero values of the TSF, imply that observations can not be profitably taken in that region if the goal is estimation of the parameter.
TSFs may be approximated by forward differences, but are typically found by solving the system of sensitivity equations
for the corresponding system
where the ∂ ∂θ and d dt operators have been interchanged, due to the continuity assumptions made on G and x. We note that sensitivity analysis is most efficiently carried out in two steps. Once a solution x(t) corresponding to (θ,x 0 ,τ ) of the above (original delay) equation (4.3) is obtained, one uses this solution to evaluate the coefficients in system (4.2). This decoupling of the original equation and the sensitivity equation has implications when considering the sensitivity with respect to the time delay τ in one of the examples discussed below, which if solved in a coupled manner would result in a so-called neutral delay system. Generalized sensitivity functions, first introduced by Thomseth and Cobelli [72] , and further studied in a series of papers by Banks, et al., [15, 16, 19] , provide a measure of how informative measurements of the output or observation variables (f (t, q) defined below, which are not necessarily simply the state variables), are for the identification of unknown quantities. Notably, the functions G and h must be differentiable to construct the TSFs, and must also be sufficiently smooth to construct generalized sensitivity functions (GSFs). Before defining the GSFs we briefly outline an inverse problem framework, not only to put our discussion in context, but also to define quantities in the definition of the GSFs.
Given a model solution x(t), the sensitivity of the solution to an estimated quantity q k (where
where f (t, q) = h(t, x(t), x(t − τ ), θ) are the model quantities corresponding to the observed data. Observations are typically available at discrete times, which we denote by t 1 , ..., t n d . The model representation of the data is then
In general, the data are not exactly f (t j , q), due to uncertainty in the measurement process, and also due to small fluctuations not explicitly included in the model. Therefore we represent the observation process Y j at time t j by the statistical model
the 'true values' of the parameters that generates the observations
j=1 . The existence of q 0 is commonly assumed [13] , implying that (3.1) describes the biological, sociological, or physical process essentially precisely.
The observation errors E j are random variables, each with unknown but assumed independent and identical probability distributions of mean zero, and constant variance σ 2 . Each data set
j=1 is one realization of the random variable {Y j } n d j=1 , and the corresponding errors are also a realization of the E j . Estimating unknown quantities via the minimization between the model and data assuming the statistical model (4.4) gives rise to the commonly used ordinary least squares (OLS) estimator
where the objective functional is minimized over an admissible parameter space Q. Another common formulation is a weighted least squares procedure, in which the error is assumed to be proportional to the model quantity f (t j ; q), i.e., relative error. For a more complete discussion of the underlying assumptions and related formulations, see [13] . The variance σ 2 of the observation error is used in the computation of standard errors, confidence intervals, etc. and also in the generalized sensitivity functions. For a given set of data, {y j } n d j=1 and parameter estimatesq, the (bias-adjusted) variance is estimated aŝ
for n p = p + n + 1 estimated parameters, where n p = dim(Q).
The generalized sensitivity functions [16, 19, 72] are defined by
for variance σ 2 (t) that may possibly be time-dependent, true parameters q 0 , some general measure P that embodies the observations, and the Fisher information matrix (FIM) F which is defined by
We note that the definition of the measure P affects the FIM, and it can be chosen in such a way as to optimize the information from data concerning the estimated parameters. The GSFs are cumulative functions, such that at time t j , only the contributions of measurements up to and including those at time t j are relevant. By the definition in (4.7), it is readily seen that the GSFs are one at the final time gs(t n d ) = 1. As discussed in [16, 72] , regions over which the sharpest change (either increase or decrease) of the GSFs indicate regions of high information content. Decreases in the GSF corresponding to a given parameter indicate correlation between that parameter and at least one other estimated parameter. In this case, it can be seen [16] that computing the GSF for one of the correlated parameters and holding the other(s) fixed, will result in a monotonically increasing GSF. Therefore, regions over which the GSF decreases indicate that the data in that region indeed contains information concerning that parameter, but it is correlated with at least one other parameter, and simultaneous identifiability of all parameters may be difficult.
As observations are typically available at discrete time points and our discussions are in the context of parameter estimation from observed or measured data, we have included here also the definitions for the GSFs and FIM for a discrete measure P = ∑ n d j=1 ∆ t j . In the discrete case, the generalized sensitivity functions are
for observation times t j where j = 1, ..., n d . In the above definition, the discrete FIM is given by
which measures the information content of the data corresponding to the parameters. In both (4.7) and (4.9), the estimate for the variance of the observation error is used up to and including the time t j of the observation, given by
If the variance is assumed constant (σ 2 (t) ≡ σ 2 ), one would simply calculate the estimate as in (4.6), and use that in (4.7) or (4.9).
Illustrative computations
To complete our presentation, we illustrate the uses of sensitivity analysis in two prominent examples of delay equations. The first example we consider is a delay version of one of the most commonly studied models, the logistic equation. This delayed logistic equation, commonly known as Hutchinson's equation mentioned above, is not only discussed in most introductory modeling courses, but is still used in research endeavors to represent growth within an environment in which saturation is possible, but the death rate is proportional to previous population levels. The standard logistic example (without delay) has been effectively used to illustrate with simulated data the ideas of traditional and sensitivity functions and how these techniques may improve data sampling for the purpose of parameter estimation [15, 16] . Therefore, it is natural to turn to the delayed logistic equation now that we are able to study sensitivity functions in systems involving a discrete delay. Here we will also numerically generate simulated data with a known delay, and demonstrate that the estimation can be improved using insights gained from the sensitivity function solutions. The second example we use is also an ubiquitous model, the delayed harmonic oscillator of Minorsky discussed in the Introduction. As noted there, this example arises in many physical applications where oscillatory phenomena are important.
Hutchinson equation example
In his seminal paper [50] and book [51] , Hutchinson arrived at a version of the logistic equation that incorporated a delay in the carrying or death rate term,
The model was suggested as a possible explanation of the growth dynamics seen in Daphnia. This population seemed to grow exponentially at low population sizes, but it would oscillate at higher population levels. Hutchinson hypothesized that this growth was like that of the logistic model, only that the population seemed to be able to exceed its carrying capacity and perhaps it was this value that the population level was oscillating around. The traditional sensitivity functions with respect to the model parameters r, K, initial condition x 0 , and delay τ are given by
By changing the order of integration, and letting
, and
∂τ , we have the system As noted earlier, we consider only the case of constant initial data, and thus we do not discuss here the Frechèt derivative y 2 (t) = not unknown quantities but rather an input in the traditional sensitivity functions above.
The solutions for the Hutchinson equation with no delay (i.e., the standard logistic equation), and the corresponding traditional and generalized sensitivity functions are displayed in Figure 1 . In comparing panels 1(b) to 1(a), the traditional sensitivity functions with respect to the growth rate r and the initial condition x 0 suggest that the beginning growth portion of the solution is quite sensitive to both parameters. In the bottom panel 1(c), the solutions of the generalized sensitivity function suggest that the same region is informative for both parameters, but that they are correlated since one of the curves decreases as the other increases. Thus, estimating both the initial condition x 0 and the growth rate r simultaneously from data corresponding to this interval is likely problematic. As one would expect the solution appears to be sensitive to the carrying capacity essentially once it is approached. It is easier to see this in panel 1(c) than in 1(b), as the magnitude of the sensitivity to the other parameters (r and x 0 ) is significantly greater. The definition of the generalized sensitivity functions is such that their magnitude is not as varied even with respect to different quantities.
With a moderate delay, τ = 1, there appears only one time interval over which the solution x(t) exceeds its carrying capacity, as seen in Figure 2a . The solution then decreases to below its carrying capacity but the effect is not sufficient for the oscillations to continue, and the solution approaches its carrying capacity x(t) → K around t = 14. It is around the time of the solution first exceeding and then decreasing to less than the carrying capacity (approximately, the interval t ∈ [8, 11] ), which can be interpreted as the effect of the delay, that the sensitivity function solutions can be interpreted to mean that the model solution x(t) is sensitive to this delay τ . The solutions of the traditional and generalized sensitivity functions with respect to x 0 and r together suggest that the beginning time interval of the solution is most sensitive to these quantities but that they are strongly correlated. With a larger delay, τ = π 2r ≈ 2.244, the results given in Figure 3 reveal that many more oscillations in the solution x(t) occur, although they do dampen slightly. The traditional and generalized sensitivity functions for the unknown quantities q = (r, K, x 0 , τ ) then indicate which parts of the oscillatory solution are most sensitive to the respective parameter q i . Regions of decreasing GSF indicate correlation among parameters, as with the growth rate r and initial condition x 0 in Figures  1 and 2 .
To illustrate the information gained from the solutions of the TSF and GSF with respect to the delay with a moderate delay τ = 1, we generated simulated data with 10% error and used this to estimate the delay τ , while holding the other parameters fixed. As seen in [16] , any parameter correlation issues would be irrelevant and estimates should be improved if data is concentrated in any regions of enhanced information content (regions of greatest change in GSF or TSF). The results from estimating the delay τ from 15 data points spread uniformly over the time interval [0, 15] versus those for 8 out of 15 data points concentrated in the interval [8, 11] are contained in Table 1 . Improvement using data with enhanced information content with respect to the delay is evident in that the estimated value forτ = 1.032 is closer to the true value τ 0 = 1 than thatτ = 0.9561 when uniform data is used. Additionally the resulting residual sum of squares
is less (i.e., a better fit to data) in the estimation with data concentrated in [8, 11] . Model solutions corresponding to the estimatedτ 's overlayed with the data are shown in Figure 4 (a) for simulated uniform data and with data concentrated in [8, 11] in Figure 4 (b).
Harmonic Oscillator
We turn finally to illustrating the use of the TSF and GSF for the Minorsky harmonic oscillators with delays as given in the Introduction. We recall that the equation with delayed damping has the form 6) while the system with delayed restoring force is given by
We use traditional and generalized sensitivity functions with equations (5.6) and (5.7) and illustrate their application in determining regions of sensitivity for model parameters K, b and time delay τ . As before, we take the derivative of equation (5.6) with respect to each parameter q i , where q = (K, b, τ ) T to obtain the TSF corresponding to that parameter q i . First, letting x = x 1 (t) and x 2 (t) =ẋ(t), and rewriting equation (5.6) as a first order system we have
The traditional sensitivity functions are then solutions of
∂b , and s 6 (t) = ∂x 2 (t)
∂τ . In Figure 5 , the solution for the harmonic oscillator with delayed damping is shown for parameter values K = 0.5, b = 2, g(t) ≡ 10, and delay τ = 1, along with the solutions of the traditional and generalized sensitivity functions with respect to q = (K, b, τ ) T . The solutions of the TSFs imply that the solution is sensitive to all three parameters, with the sensitivities varying in phase with each other, and beginning when the solution itself begins oscillating. This would suggest that there may be some correlation between these three parameters, since their regions of sensitivity are identical. The solutions to the generalized sensitivity functions, however, clarify this point, and indicate that it is the parameters K and b that are correlated and the delay τ is uncorrelated with the other two over its regions of sensitivity. Therefore, if one were to estimate parameters with this model, one should not expect to estimate both K and b simultaneously, but estimating either K or b does not affect one's ability to estimate the delay τ . The solution is not sensitive to any of the parameters until the oscillations grow, indicating that data taken in the beginning time intervals should not be expected to contain much information about any of the parameters. It is not immediately obvious that two parameters K and τ appearing in the same term would be uncorrelated and therefore, both potentially are identifiable from data. The sensitivity functions for the harmonic oscillator with delayed restoring force, equation (5.7) , are arrived at in the same manner as when the delay appears in the damping term and are therefore omitted. The solution x(t) and the corresponding traditional and generalized sensitivity solutions with respect to q = (K, b, τ ) T are graphed in Figure 6 . The solution looks relatively monotonic, and the traditional sensitivity function solutions appear to indicate that the solution is disproportionately sensitive to the restoring coefficient b as compared with K and τ . However, the generalized sensitivity functions provide additional insight in that the solution appears to be sensitive to K early on and while there are regions of increased information content relative to the delay τ , that the parameter b is, not surprisingly, correlated with τ , and one should not expect to identify both simultaneously with data sampled from those intermediate and later regions.
Concluding Remarks
After giving a brief survey of previous contributions on theoretical and computational aspects of traditional sensitivity functions for delay differential equation systems, we presented a summary of new theoretical results (proofs for which are given in [27] ) for differentiation of solutions with respect to parameters, initial data and delays in general nonlinear delay differential equations. These results provide a theoretical foundation for the rigorous formulation of both traditional and generalized sensitivities for delay systems. We illustrate the ideas in the context of Hutchinson's delayed logistic equation and the classical Minorsky harmonic oscillators with delayed damping or delayed restoring forces.
