We use a Hamiltonian interacting particle system to derive a stochastic mean field system whose McKean-Vlasov equation yields the incompressible Navier-Stokes equation. Since the system is Hamiltonian, the particle relabeling symmetry implies a Kelvin Circulation Theorem along stochastic Lagrangian paths. Moreover, issues of energy dissipation are discussed and the model is connected to other approaches in the literature.
Introduction
Stochastic fluid dynamics can be discussed from different perspectives:
(1) Multi-scale approach, stochastic dynamics for modelling fluid flow under uncertainties: The idea is to separate the dynamics into a slow (deterministic) and a fast (stochastic) component. The result is a stochastic system and the goal is generally to study the corresponding S(P)DE as a realistic model of fluid motion. Representatives of this approach are [1] [2] [3] [4] [5] [6] [7] . (2) Stochastic approaches to deterministic fluid mechanics: again one uses a stochastic perturbation to capture fine-scale effects. But, in contrast to (1) , the goal is to average over the stochastic system to gain information about (or, a solution of) the resulting deterministic model. Representatives of this approach are [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
The present paper belongs to the second category. We are concerned with the incompressible Navier-Stokes equation on the n-dimensional torus M = T n = R n /Z n : where η is the viscosity and u = u(t, x) and p = p(t, x) are Eulerian velocity and pressure, respectively. Our approach is based on the following 'separation of dynamics' idea: We assume that each fluid parcel consists of a large number of identical particles. The corresponding dynamics is then derived as a stochastic Hamiltonian system with respect to an energy that consists of two components:
(1) a deterministic part due to the total momentum of the ensemble of fluid particles;
(2) a stochastic part due to independent random impacts on the individual particles.
Thus the particles interact deterministically via the total ensemble momentum. In the limit, as the number of particles goes to infinity, this interacting particle system (IPS) tends to a mean field stochastic differential equation (4.4) . Averaging over solutions to this mean field SDE yields a deterministic PDE that describes the deterministic dynamics of the original fluid parcel at the macroscopic level. Essentially only assuming that the random impacts are independent and Gaussian, we show that this PDE is the incompressible Navier-Stokes equation. The incompressibility condition follows because we use the space of volume preserving diffeomorphisms as the configuration space for our system.
(a) Description of contents Section 2 contains notation and preliminaries. We give a detailed exposition of the Hamiltonian structure used throughout the paper. Section 3 describes the above-mentioned Hamiltonian IPS for fluid dynamics. In order to have a simple and tractable picture, we start with a system of identical particles on the real line. Then we use the Hamiltonian structure introduced in §2 to transfer the construction to the phase space of incompressible fluid mechanics. Section 4 contains our main equation (4.4) and shows how this is obtained as a mean field limit from the IPS in §3. We remark that this passage to the mean field equation is carried out under the assumption that the limit exists. theorem 4.4 then shows that averaging over solutions of (4.4) leads to solutions of the Navier-Stokes equation for incompressible flow. Thus the Navier-Stokes equation is obtained from the McKean-Vlasov equation for (4.4) . A converse is proved as-well: a Gaussian stochastic perturbation of Lagrangian trajectories, corresponding to a solution of the Navier-Stokes equation, yields a mean-field SDE whose mean field coincides with the original solution. Owing to the Hamiltonian structure, we also obtain a Kelvin Circulation Theorem (proposition 4.6) that holds along stochastic Lagrangian paths.
Section 5 is concerned with issues of energy dissipation. It is shown that the system (4.4) neither conserves stochastic energy, nor does the average over the stochastic energy dissipate. However, considering a slight modification of the equation proposed in [13] , one does obtain a stochastic energy whose average dissipates and bounds the energy of corresponding solutions to the Navier-Stokes equation.
Section 6 discusses energy dissipation for the empirical mean of the corresponding IPS. This is carried out, as in §5, for equation (4.4) and for the system proposed in [13] . It is found that the average over the (stochastic) energy of the empirical mean need not dissipate. While this is contrary to intuition, since one would expect the energy of the empirical mean to behave as that of the deterministic solution, this result is consistent with [15] [16] [17] .
Section 7 offers a discussion of connections with other approaches to stochastic fluid dynamics. We compare our model (4.4) to representatives of both of the categories mentioned at the beginning of this introduction. Moreover, in §7d it is explained why complying with the Kelvin Circulation Theorem is a desirable property. Section 8 recapitulates the results and draws conclusion.
(a) Volume preserving diffeomorphisms
Let M = T n = R n /Z n . We fix s > 1 + n/2 and let G s denote the infinite dimensional C ∞ -manifold of H s -diffeomorphisms on M. Further, G s 0 denotes the submanifold of volume preserving diffeomorphisms of Sobolev class H s . Both, G s and G s 0 , are topological groups but not Lie groups since left composition is only continuous but not smooth. Right composition is smooth. The tangent space of G s (respectively, G s 0 ) at the identity e shall be denoted by g s (respectively, g s 0 ). Let X s (M) denote the vector fields on M of class H s and X s 0 (M) denote the subspace of divergence free vector fields of class H s . We have g s 0 = X s 0 (M) and g s = X s (M). See [19, 20] . We will keep track of the superscript s only when it is needed for clarification. Otherwise, we shall assume s to be fixed throughout and write G, G 0 , g, g 0 instead of G s , G s 0 , g s , g s 0 . We use right multiplication R g :
By right multiplication we extend the L 2 inner product ., . on g 0 to a Riemannian metric μ on G 0 , that is
where dx is the standard volume element in M. We shall subsequently use ., . to denote both, the standard inner product in R n and the duality pairing (2.2).
(b) Leray-Hodge projection P
The Leray-Hodge projection operator is defined as follows (see [20, Corollary 1.4.4] ): Consider an H s vector field ξ on M. Then there is a unique divergence free vector field η of class H s and a function f on M such that ξ = η + ∇f . Setting η = Pξ thus defines a bounded linear operator P : X s (M) → X s 0 (M) (for arbitrary s ≥ 0). Further, η, ∇f = 0.
(c) Inertia operator
Let g 0 denote the space of continuous linear functionals on g 0 . Since μ is a weak Riemannian metric, we do not obtain an isomorphism between g 0 and g 0 . Following [21] , define the smooth dual g * 0 as
which is the space of 1-forms of Sobolev class H s modulo exact 1-forms of class H s . The inertia tensor is defined as the isomorphism
where ξ is the 1-form associated with ξ (raising indices) and [·] denotes the equivalence class. The inverse ofμ is given byμ −1 [ψ + df ] = Pψ , where ψ is a representative of the class [ψ + df ] ∈ g * 0 and is the inverse to . The pairing between [ξ ] ∈ g * 0 and η ∈ g 0 is
which is well-defined independently of the representative of [ξ ]. We define the bracket [., .] to be the negative of the usual Lie bracket:
This choice of sign is compatible with [21] [22] [23] . ∼ = G 0 × g 0 , the space G 0 × g 0 carries a natural symplectic structure. We follow, and slightly adapt, the exposition of [23, Section 4] to describe this structure. The second tangent bundle is expressed, again via right multiplication, as
(2.
3)
The Hamiltonian vector field X f of a function f is defined by i(X f )Ω = df . It is given explicitly by
4)
where grad 1 f and grad 2 f are the partial gradients. Since μ is only a weak Riemannian metric, the gradients need not exist. But if they do, then so does the Hamiltonian vector field, and it is given by the above formula.
(e) The momentum map
The particle relabeling symmetry group G 0 acts on itself by right multiplication R g : G s 0 → G s 0 . The tangent lifted action acts on G s 0 × g s 0 via TR g : (k, ξ ) → (kg, ξ ). The associated momentum map is given by
where Ad(g)ξ = TL g .(TR g ) −1 .ξ = Tg • ξ • g −1 , L g is left multiplication by g, and Ad(g) * =: Ad * (g −1 ) is the adjoint of Ad(g) with respect to the dual pairing. Further, g * ξ is the pullback of the one-form ξ by the diffeomorphism g. Since the pullback involves differentiation, the result is only of Sobolev class H s−1 . Thus J is not a momentum map in the classical sense. Nevertheless, we can use it as long as the expression J(g, ξ ) makes sense and is of sufficient regularity. 
for t ∈ [0, T]. If h and f a are invariant under G s 0 , then, for any closed smooth curve C in M, Proof. By the stochastic Noether Theorem [24] , J(g t , ξ t ) is constant in t. Thus
whence there is a time-dependent function p t such that δ(ξ t • Ad(g t )) = dp t . Full differentials vanish when integrated over a closed loop C. Therefore,
The mechanical connection is defined by A :=μ −1 • J, that is
3. A Hamiltonian interacting particle system for fluid dynamics (a) Translational kinetic energy of a particle ensemble Suppose that the dynamics of the system is determined entirely by the translational kinetic energy of the particle ensemble. The phase space of the system is T * R N and we identify T * R N = TR N via the standard inner product ., . . Letω = (1/N)ω denote the natural symplectic form on TR. Then the product symplectic form is
, v N ) are coordinates on TR N and π j : TR N → TR is the projection onto the jth factor. Since (1/N) N j=1 v j is the translational momentum of the system, the kinetic energy is given bỹ
Since i(X) ω N = dH if and only if i(X)ω N = dH, the dynamics of the system is given by the Hamiltonian vector field X = X H with respect to ω N . Denote the ith component of the Hamiltonian vector field by X i
(b) The Hamiltonian construction of Brownian motion in finite dimensions
Let (Q, μ Q ) be a Riemannian manifold with dimension dim Q = m. For a vector field X ∈ X (Q), we define the momentum function F X : TQ → R by
where τ : TQ → Q is the tangent projection. We use the metric isomorphsimμ Q : TQ → T * Q to transfer the natural symplectic form ω T * Q on T * Q to a symplectic form ω TQ = (μ Q ) * ω T * Q on TQ. Let X f denote the Hamiltonian vector field on TQ with respect to ω TQ . Assume now that there is a global orthonormal frame ( 
It is shown in [24, Section 3.4 ] that then τ • γ is Brownian motion in Q.
(c) Stochastic perturbation of (3.1)
Let us consider the case Q = R and
, where e = 1 is viewed as the standard basis vector in R. Note, as in §3a, that i(X)ω = dF if and only if i(X)ω = dF. Let X F be the Hamiltonian vector field of F with respect to ω. The stochastic perturbation of equation (3.1) is therefore given by
where W 1 t , . . . , W N t are independent copies of Brownian motion in R and γ t = (γ i t ) i . This describes a particle in an ensemble, where the energy of each (identical) particle is given as a sum of two components:
(1) a deterministic part due to the translational momentum of the ensemble;
(2) an internal energy that is modelled as a Brownian motion.
The corresponding model for the full system of particles is given by the stochastic Hamiltonian equation
on TR N , where X π * i F is the Hamiltonian vector field of the pullback π * i F to TR N . We have Tπ i .X π * i F = X F • π i . Equation (3.5) is the motivation for (3.10) below.
(d) An orthogonal system on g 0
In [11, Appendix] , the following system of vectors is introduced:
Here e j ∈ R n is the jth standard vector. By slight abuse of notation we identify these vectors with their corresponding right invariant vector fields on G 0 .
Further, we shall make use of the multi-index notation α = (k, i, a), where k ∈ Z + n and a = 0, 1, 2 such that
Thus by a sum over α we shall mean a sum over these multi-indices, and this notation for X α will be used throughout the rest of the paper. It is shown in [11, Appendix] that the X α form an orthogonal system of basis vectors in g 0 such that
where c s > 0 is a constant and is the vector Laplacian.
where W α t are independent copies of Brownian motion in R. Then W defines (a version of) Brownian motion (i.e. cylindrical Wiener process) in g 0 .
(e) The Hamiltonian interacting particle system
We consider the phase space
. This construction is justified by proposition 3.1. equation (2.4) yields
can be written as
and
4. The mean field system (a) The mean field limit Stochastic mean field equations in a Hilbert space setting are treated in [26] . See also [ a deterministic initial condition Γ i 0 = (e, u 0 ) for i = 1, . . . , N and where e ∈ G 0 is the identity in the group. For the following we assume there exists a T > 0, independent of N but with a possible dependence on the initial condition, such that the system (3.11) and (3.12) has a strong solution on [0, T] in the usual SDE sense. Further, we assume that the mean field limit of (3.11) and (3.12) exists in the sense of [26] . This means:
(1) The empirical mean (1/N) N j=1 ξ j converges in probability to a smooth curve u :
(2) The stochastic process (g 1 t , ξ 1 t ) converges in the appropriate norm, for N → ∞, to a stochastic process (g t , ξ t ), and the limiting process solves
where W α = W α,1 is a sequence of independent Brownian motions. Since the particles are identical there is no loss in generality in considering the limit of (g 1 (t), ξ 1 (t)).
Equations (4.1) and (4.2) are mean field SDEs and their solutions are to be understood in the sense of definition 4.1. 
Note that, once the prescription t → μ t of the law of ξ t is found, the concept of a mean field Stratonovich SDE is not different from that of a time-dependent Stratonovich SDE. The Stratonovich integral above is hence to be understood as 
where Γ t = (g t , ξ t ) and F α (g, ξ ) = ξ , X α . By right invariance of the Hamiltonian system (4.1) and (4.2), we can pass to g 0 , which is the Lie-Poisson reduction of G 0 × g 0 . Therefore, using the expression for ad in lemma 2.1, we 
where u 0 ∈ g 0 is the initial condition. In proposition 4.6, equation (4.1) will be used as a reconstruction equation to pass again to the full phase space G 0 × g 0 .
Remark 4.2. The stochastic velocity along a path of the fluid motion is given, in the Euler picture, by equation (4.1) as (TR g t ) −1 δg t . Since (TR g t ) −1 δg t and ξ t do not coincide, we refer to the latter as stochastic specific momentum in velocity space or, more briefly, as stochastic momentum. This terminology is justified, becauseμ(ξ t ) = ρμ(ξ t ) ∈ g * 0 is the momentum density, whereμ is the inertia tensor (2.1) and ρ = 1 is the fluid density. See also [2, Remark 5] . The distinction between velocity and momentum in velocity space is necessary, because the vector valued Hamiltonian, (H t , F α ) in (4.3), is not the kinetic energy Hamiltonian associated with μ.
(b) Hamiltonian mean field system for the Navier-Stokes equation
Proof. The directional derivative of ev x alongX α is not necessarily well-defined, since the latter is not a proper vector field on g s but takes values in g s−1 . However, since ev x is linear, the Gâteaux derivative isX
which clearly exists. Similarly,
By (3.7) the first term becomes ∇ X α ∇ X α ξ = c s ξ . The other terms cancel. Indeed, for α = (k, i, 0) this is clear. Note that
Let us consider α = (k, i, 1), the case α = (k, i, 2) being analogous. Now,
where the first term vanishes because of (3.6) and the second term cancels in the sum because of the asymmetric sign change in (4.5). We have thus shown that
The terms
also cancel in the sum. Finally, since k t k ⊥ i = 0 by construction, where k t is the transpose of k . For the second statement we note that
where f ξ α = −1 div(X α (ξ )). 2 Conversely, suppose u is a smooth solution of (4.7) on [0, T] with initial condition u 0 , and g u is a strong solution of (4.2) on [0, T] with g u 0 = e. Let ζ t := Ad (g u t ).u 0 , where Ad is defined in (2.6). It follows that u = E[ζ ], and (g u t , ζ t ) is a solution of (4.3). In particular, ζ t solves the mean field system (4.4).
In Part (1), equation (4.7) is thus the McKean-Vlasov equation for ev x : g 0 → R n corresponding to the nonlinear generator of ξ t . In Part (2), we regard g u t as a Gaussian perturbation of the Lagrangian trajectory defined by u. This is justified by proposition 3.1.
Proof. Ad (1) . Note that div u t = E[div ξ t ] = 0. Let us write the Ito version of (4.4)
where we use the notation from lemma 4.3. By linearity ofŶ α and lemma 4.3, we have for the quadratic variation
where δ αβ is the Kronecker delta. (See [29] or [25, Section 3.4] .) Therefore, the Ito version of (4.4) is
Since η = c s (ν 2 /2), P(u ⊗ u) = 1 2 P∇ u, u = 0, and by linearity of ξ → b(u, ξ ), it follows that
solves the Navier-Stokes equation on [0, T]. Ad (2). Using the notation from (2.6), we obtain A(g u t , ζ t ) = Ad ((g u t ) −1 ).Ad(g u t ).u 0 = u 0 . Therefore, Note that div v = div w = 0. Subtracting the Navier-Stokes equation (4.7) from (4.10) yields (4.10) with v replaced by w. Therefore, we have the energy identity ∂ ∂t
because ∇ u w, w = 0 by partial integration. This gives
where |u s | ∞ is the supremum norm and w 2 2 = w, w is the L 2 -norm. The Gronwall Lemma now implies that w t Proof. If u is a solution to (4.7) then u t = E[Ad (g u t ).u 0 ] by theorem (4.4)(2). Conversely, if ξ t := Ad (g u t ).u 0 and u t = E[ξ t ] then ξ t satisfies the mean field equation (4.4), whence u is a solution of (4.7) by theorem (4.4)(1).
(c) Kelvin circulation theorem
Then, for any closed smooth curve C in M,
Proof. Since H t and F α in (4.3) are invariant under the G 0 -action, this follows immediately from proposition 2.2. However, we can also give an explicit proof:
where c(s) is a parametrization of C.
Since u t ⊗ ξ t and X α ⊗ ξ t (4.15) are obtained by transposing Tu t and TX α , we refer to these as the line stretching terms. 
Energy dissipation
The energy E d associated with a solution u of the Navier-Stokes equation is
The superscript is to emphasize that this is the energy associated with the deterministic solution u. Since ∂ ∂t E d t = −η ∇u(t, x), ∇u(t, x) , it follows that energy dissipates for η > 0. For ξ ∈ g 0 let
We define the energy of a solution ξ t of equation (4.4) as
The superscript s stands for stochastic, even though E s t is not a random variable. This section is concerned with two questions:
(1) Do conservation or dissipation for H 0 or E s hold? (2) Does dissipation of E d follow from the stochastic formulation?
Concerning the first question, note that equation (4.2) yields
whence commutation of ξ t with u t and X α is an obstruction to stochastic energy conservation. Thus H 0 is not conserved along ξ t . Non-conservation of stochastic energy is ubiquitous stochastic geometric mechanics. This is also discussed in [1] from a perspective of multi-scale analysis and, in finite dimensions, in [30] .
(a) Non-dissipation
Suppose ξ t is a solution of equation (4.8) , which is the Ito formulation of (4.4). LetŶ α (ξ ) as in lemma 4.3. Then
Using ξ , ∇f = 0, which follows by partial integration from div(ξ ) = 0, we note that
since the cross terms 
where we use that |k ⊥ i | = |k|.
which certainly is not negative in general. We note that the non-dissipation of E s is due to the line stretching terms (4.15), which are precisely the terms needed to make the Kelvin Circulation theorem 4.6 hold.
(b) Dissipation
Let us now perform the same analysis as in §5a, but with respect to the formulation (5.13): Consider, with ν = √ 2η/c s and u 0 ∈ g 0 as above, the mean-field equation
This is now an equation in g. Its solutions are not necessarily divergence free. 1 ([13] ). Ifζ t ∈ g is a strong solution to (5.11) on [0, T] such thatζ 0 = u 0 ∈ g 0 then u(t, x) = E[ev x (ζ t )] satisfies the Navier-Stokes equation (4.7) with u(0, .) = u 0 for t ∈ [0, T]. Further, the Ito version of (5.11) is
In order to obtain a divergence free solution, we modify equation (5.12) as
with u t = E[ζ t ] and the same initial condition ζ 0 = u 0 . Now we have an equation in g 0 , such that div ζ = 0 and u t still solves the Navier-Stokes equation (4.7). Indeed, ifζ t is as in theorem 5.1, then
Proposition 5.2. Assume ζ t is a solution of (5.13). Let P∇ u ζ = ∇ u ζ + ∇p, P∇ X α ζ = ∇ X α ζ + ∇q α and
(1) In particular, (deterministic) energy dissipation for the Navier-Stokes equation follows from the stochastic formulation (5.13), without using the PDE setting.
Proof. Ad (1) . Observe that
It follows that
and, therefore, d ζ t , ζ t = −ν 2 α ∇q α , ∇q α dt as-well as
Now, the Jensen inequality implies that
which is non-zero since div ∇ X α u = Tr(u ⊗ X α ) = 0 for non-trivial solutions u and general α. Ad (2). This follows from the Jensen inequality. Ad (3) . This has to be proved separately, since being bounded by a decreasing function does not imply being (locally) decreasing. Let t 0 < t 1 (such that solutions ζ and u exist on an interval containing these two points). We can condition (5.13) to start at time t 0 with initial condition
We remark that the dissipation of the stochastic energy E s follows not, as in the deterministic case, from the Laplacian in the drift, but from the quadratic variation of the martingale part in (5.13).
One may ask whether E s decreases as quickly as E d . To this end, note that ν 2 /2 equals η up to the c s -factor, and
Hence the stochastic energy dissipates at a rate that is proportional to the L 2 -square of u , just as in the deterministic case.
Interacting particle system
Numerical algorithms for the simulation of mean field equations can be devised by means of IPS approximations. This is true, both, in the finite and infinite dimensional setting. See [26, 31, 32] . The mean field formulation of [9] has been used in [15] [16] [17] to derive and study Lagrangian formulations of associated IPSs. One of the key issues in these articles is the fact that the energy of the [16] , in their approximation scheme. Below we use equations (4.8) and (5.13) to discuss our version of an approximating IPS.
(a) Version 1 -(4.8)
Fix a large integer N. The approximating IPS for the mean field equation (4.2) is (3.12) . The Ito version of (3.12) is
where W i,α is a sequence of pairwise-independent Brownian motions and i = 1, . . . , N. equation (6.1) is therefore the approximating IPS for the mean field system (4.8). We have div(ξ i ) = 0 = div(u N ). Note that the empirical average u N t is a stochastic process.
where f i α = −div(∇ X α ξ i + X α ⊗ ξ i ). The term −(η/N 2 ) i =j ∇ξ i , ∇ξ j corresponds to [17, eqn (2.8) ]. The other two terms are due to the fact that the X α are non-constant, which is a difference between (6.1) and [15, Lemma 4.2] that is due to the infinite dimensional approach. An explicit formula for the middle term of the right-hand side is given in (5.9).
(b) Version 2 -(5.13)
Consider now the approximating IPS for equation (5.13) :
where W i,α is a sequence of pairwise-independent Brownian motions and i = 1, . . . , N. Again we have div(ζ i ) = 0 = div(u N ). Let R t denote the martingale part of H 0 (u N t ) = 1 2 u N t , u N t . The calculation (5.14) now implies
where f m α = −div(∇ X α ζ m ). Both formulations, (6.2) and (6.4), involve cross terms of the type i =j ∇ζ i , ∇ζ j . This leads to the non-dissipation of the expectation E[H 0 (u N t )] that has been observed in [15] [16] [17] . Let dx denote the standard volume element in T 3 . Then [2] use a stochastic version of Newton's second law to derive the 3D stochastic Euler equation
where ψ t ⊗ dx is now a stochastic curve of one-form densities and p t is the pressure. For η ∈ g we have the dual pairing ψ t ⊗ dx, η = ψ t (x), η(x) dx, and ad * is defined with respect to this pairing as in §2c. Since dx is constant, we can reformulate the stochastic Euler equation as an equation in g * 0 :
(δ + ad * (δy t )).[ψ t ] = 0, (7.1)
where we use again the notation from §2c. Assume thatX α = X α . Note that this means that δy t = δg t • g −1 t in the terminology of (4.1). Therefore, under these assumptions, the following are equivalent for a stochastic process ζ t in g 0 with E[ζ t ] = v t : 2) holds with respect to u: δζ t = ad (u t ).ζ t δt + ν α ad (X α ).ζ t δW α t . (4) ζ t = Ad (g).u 0 is the stochastic momentum along g t .
Indeed, the equivalence of (1) and (2) is shown by [2, eqn. (2.37)]. Equivalence of (2) and (3) follows from the reformulation (7.1) and the identityμ • ad = ad * •μ. Equivalence of (3) and (4) is equation (4.9).
If (1) In particular, proposition 4.6 can also be seen as a direct consequence of the stochastic Kelvin Circulation Theorem in [3] .
(d) Comparison with [13]
Equations (5.11) and (4.4) are, at first sight, very similar, and so are the respective conclusions of theorems 5.1 and 4.4. However, carrying out the calculation (4.14) with respect to ζ t , a solution of (5.11), immediately shows that the line stretching terms u ⊗ ζ and X α ⊗ ζ do not have a counterpart in δζ , whence there is no cancellation. We conclude that the Kelvin Circulation Theorem does not hold for ζ . Furthermore, (5.11) is an equation in g. Thus, from a structural point of view, (5.11) and (4.4) are very different.
In [33] , it is argued that conservation of circulation is a quality criterion for any proposed model of fluid mechanics. Given proposition 2.2, we can extend this argument as follows: The natural phase space of incompressible fluid mechanics is G 0 × g 0 . If the model is Hamiltonian with respect to a (possibly vector valued) function H, then H should be invariant under the particle relabeling symmetry, which is given by right action of G 0 on itself. Thus, by proposition 2.2, if a model does not satisfy the Kelvin Circulation Theorem it cannot be a Hamiltonian system. This is why we prefer (4.4) compared to (5.11) . In fact, the Hamiltonian structure is given by (4.3). We call this structure the Hamiltonian approach. Equation (5.11) was derived in [13, Sec. 1] by using a stochastic version of the material derivative along Lagrangian paths. While this is mathematically correct, the resulting structural properties and physics are different, as argued in the previous paragraph. In this regard, it is worth noticing that this material derivative approach and the Hamiltonian approach are indeed equivalent in the deterministic case: This follows immediately from the observation that the deterministic version of the line stretching terms (4.15) is u ⊗ u = integration over closed loops. Thus the two approaches differ, in the deterministic case, by a full differential, and this difference is absorbed by the pressure term. See also §7e.
(e) Comparison with Mémin et al. [4, 5] The approach of [4, 5] is also based on the material derivative approach. Analogously to equation (4.1), they assume Lagrangian particle trajectories given by an Ito SDE of the form
where B t is n-dimensional Brownian motion. However, their material derivative approach is not derived from a direct stochastic perturbation of the deterministic argument as in [ [5, eqn. (38) ]. This is due to the same reasons that also apply to the model (5.11), as explained in §7d. (2) [4, Sec. 5] uses a stochastic version of the stress tensor to model shear forces, whereas (4.4) is derived without the stress tensor. (3) Energy is conserved exactly along stochastic paths for the model of [4, 5] . However, this does not hold for equation (4.4) , due to the line stretching terms as shown by (5.3) . Nor does it hold for (5.11) or (5.13), due to the non-solenoidal character of ∇ X α ζ as shown by (5.14).
Conclusion
We have constructed a Hamiltonian IPS (3.10) for the description of an ensemble of fluid particles from the assumption that the energy separates into a deterministic and a stochastic part. The deterministic component is responsible for the overall drift of the ensemble, while the stochastic part models the molecular transfer of momentum between fluid layers of different velocities. It is this molecular transfer that is responsible for shear forces which are thus accounted for in the IPS. In the continuum limit, as the number of particles goes to infinity, this IPS yields a mean field SDE (4.4). The mean field system has the following properties:
-It is equivalent to a stochastic Hamiltonian system (4.3) with respect to the natural symplectic structure on the phase space G 0 × g 0 of incompressible fluid mechanics. -Averaging over solutions of (4.4), which are stochastic momenta identified with elements in velocity space, implies a solution to the Navier-Stokes equation -Energy is neither conserved nor dissipating ( §5a). However, the approach of [13] can be slightly modified to yield a system which is dissipative ( §5b).
Finally, we have contrasted the model (4.4) with existing approaches from the literature and established several connections. Our model should also be compared with [34, 35] where (deterministic) advection of fluid microstructure is studied. The Kinematic Sweeping Ansatz of [35] is to consider deterministic turbulence parameters which are swept along a mean flow, while (4.4) is a model for stochastic particles along a mean flow. A detailed comparison of these approaches is a task for future research.
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