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Abstract
We give a new infinite family of group homomorphisms from the braid group Bk to
the symmetric group Smk for all k and m ≥ 2. Most known permutation representations
of braids are included in this family. We prove that the homomorphisms in this family are
non-cyclic and transitive. For any divisor l of m, 1 ≤ l < m, we prove in particular that if m
l
is odd then there are 1+ m
l
non-conjugate homomorphisms included in our family. We define
a certain natural restriction on homomorphisms Bk → Sn, common to all homomorphisms
in our family, which we term good, and of which there are two types. We prove that all good
homomorphisms Bk → Smk of type 1 are included in the infinite family of homomorphisms
we gave. For m = 3, we prove that all good homomorphisms Bk → S3k of type 2 are
also included in this family. Finally, we refute a conjecture made in [MaSu05] regarding
permutation representations of braids and give an updated conjecture.
1 Introduction
The study of permutation representations of braids, i.e., homomorphisms from the braid group
Bk on k strings to the symmetric group Sn, is closely related to a variety of fields such as
algebraic equations with function coefficients, algebraic functions, configuration spaces and their
holomorphic maps and more. For more information on these relations see [Arn70a, Arn70b,
Arn70c], [GorLin69, GorLin74], [Kal75, Kal76, Kal93], [Kurth97], [Lin71, Lin72b, Lin79, Lin96a,
Lin96b, Lin03, Lin04a].
Most results known to date on permutation representations of braids were obtained by Artin
([Ar47]) and by Lin ([Lin04b]). Some results were also obtained by Matei and Suciu in [MaSu05]
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where permutation representations of B3 and B4 are discussed and computed (we shall address
a conjecture made in that paper later on). Let us also mention the work of Arouch in [Ab07]
who has applied an algorithmic point of view.
Lin ([Lin04b]) gives an explicit description of all non-cyclic transitive homomorphisms Bk → S2k
for k > 6 up to conjugation. He proves that there are exactly three such homomorphisms up to
conjugation. In our work we give a previously unknown infinite family of group homomorphisms
Bk → Smk for all k > 8 and m ≥ 2. In fact, our description of these homomorphisms (up
to conjugation), can be seen to be a generalization of Lin’s result. Furthermore, we show that
this family can be described essentially by a single formula. Interestingly enough, this single
formula includes almost all permutation representations known to date. We prove that all ho-
momorphisms in this family are non-cyclic and transitive. Furthermore, for any divisor l of m,
1 ≤ l < m, we prove in particular that if m
l
is odd then there are 1 + m
l
non-conjugate homo-
morphisms included in our family (in fact, the condition on m and l which guarantees 1 + m
l
non-conjugate homomorphisms is more general than that - see proposition 3.25). We define a
certain natural restriction on homomorphisms Bk → Sn, common to all homomorphisms in our
family, defined as follows
We call a homomorphism ω : Bk → Sn good if one of the following holds
1. supp(σ̂i) ∩ supp(σ̂j) = ∅ for 1 ≤ i, j ≤ k − 1 such that |i − j| > 1.
2. supp(σ̂1) = · · · = supp(σ̂k−1)
We prove that all transitive non-cyclic good homomorphisms Bk → Smk of type 1 are included
in the infinite family of homomorphisms we gave. For m = 3, we prove that all good homomor-
phisms Bk → S3k of type 2 are also included in this family.
We state our conjecture that all non-cyclic transitive homomorphisms Bk → Sn for n > 2k and
k > 8 are good. This conjecture is based on our findings as well as those of Lin([Lin04b]) : There
is only a finite number of known examples for non-cyclic transitive homomorphisms Bk → Sn
which are not good. These examples are given for small values of k and n (see section 4 in
[Lin04b]).
Our paper is organized as follows :
In section 2 we give the definitions and notations which we shall use throughout the article.
We define the important notion of (co)retraction and (co)reduction of a homomorphism Bk →
Sm and prove a relevant key result. In section 3 we present our new family of permutation
representations of braids and prove various results regarding it as follows : In subsection 3.1 we
give a new family of homomorphisms Bk → Smk and prove these are transitive and non-cyclic.
We also exhibit how this family generalizes the known family of homomorphisms Bk → S2k
found by Lin in [Lin04b]. In subsection 3.2 we define our new family of homomorphisms
Bk → Smk and prove that these homomorphisms are well defined, non-cyclic and transitive. In
subsection 3.3 we define the notion of good permutation representations of braids, common
to the homomorphisms in our family, of which there are two types and we prove some of its
properties. In subsection 3.4 we prove that there are non-trivial conjugacies between the
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homomorphisms defined in our new family of homomorphisms Bk → Smk. In particular, for
any divisor l of m, 1 ≤ l < m, we prove that if m
l
is odd then there are 1 + m
l
non-conjugate
homomorphisms included in our family. In section 4 we prove that all type 1 good transitive
non-cyclic homomorphisms Bk → Smk are included in the family of homomorphisms we gave
in section 3. In section 5 we prove that all type 2 good transitive non-cyclic homomorphisms
Bk → S3k are included in the family of homomorphisms we gave in section 3. Finally, in
section 6 we give an updated conjecture (updating the conjecture made in [MaSu05]) regarding
permutation representations of braid groups and we explain a way to construct homomorphisms
Bk → Sn for n 6= mk. We give an infinite family of non-cyclic transitive homomorphisms
Bk → S k(k−1)
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thus refuting a conjecture made in [MaSu05].
2 Definitions and Basic Properties
Let us fix a few definitions and notations (most of our notations are taken from [Lin04b]).
Definition 2.1. The canonical presentation of the braid group Bk on k strings consists of
k − 1 generators σ1, . . . , σk−1 and relations
σiσj = σjσi (|i− j| ≥ 2) , (2.1)
σiσi+1σi = σi+1σiσi+1 (1 ≤ i ≤ k − 2) . (2.2)
•
Notation 2.2. We denote a conjugate pair of elements g, h of a group G as g ∼ h. We denote
conjugation as usual by ab = b−1ab and we denote the commutator as usual [a, b] = aba−1b−1.
The pair g, h is called braid-like if ghg = hgh; in this case we write g∞h. Clearly, g∞h implies
g ∼ h. •
Definition 2.3 (Conjugate homomorphisms). Two group homomorphisms φ, ψ : G→ H are
called conjugate if there exists an element h ∈ H such that ψ(g) = h−1φ(g)h for all g ∈ G; in
this case we write φ ∼ ψ and ψ = φh; “∼” is an equivalence relation in Hom(G,H). •
Definition 2.4 (Fixed points, Supports and Invariant sets). We regard the symmetric
group on a set Γ, S(Γ), as acting on Γ from the left. For any element s of S(Γ) let Fix(s)
denote the set {γ ∈ Γ| s(γ) = γ} of all fixed points of s; the complement supp(s) = Γ \ Fix(s) is
called the support of s. If C = {s1, . . . , sn} is a set of permutations then we denote supp(C) =⋃
i=1,...,n supp(si). For Σ ⊆ Γ we identify S(Σ) with the subgroup {s ∈ S(Γ)| supp(s) ⊆ Σ} ⊆
S(Γ). s, t ∈ S(Γ) are disjoint if supp(s) ∩ supp(t) = ∅. For H ⊆ S(Γ) a subset Σ ⊆ Γ is
H-invariant if s(Σ) = Σ for all s ∈ H; we denote by Inv(H) the family of all non-trivial (i. e.,
6= ∅ and 6= Γ) H-invariant subsets of Γ. •
Remark 2.5. If Γ and Γ′ are two disjoint sets, and A ∈ S(Γ), B ∈ S(Γ′) are two permutations
on them, then it will be our convention in this work that the multiplication AB should mean a
permutation in S(Γ ∪ Γ′). •
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Notation 2.6. Sn denotes the symmetric group of degree n, that is, the permutation group
S(∆n) of the n point set ∆n = {1, 2, . . . , n}. The alternating subgroup An ⊂ Sn consists of all
even permutations S ∈ Sn and coincides with the commutator subgroup S′n. •
Definition 2.7. The canonical epimorphism µ = µk : Bk → Sk is defined by
µ(σi) = (i, i+ 1) ∈ Sk
•
Definition 2.8. We say that a group homomorphism ψ : G→ Sn is transitive if its image ψ(G)
is transitive, i.e. if ψ(G) as a subgroup of Sn ∼= S(∆n) acts transitively on ∆n (see Definition 2.4
and Notation 2.6). ψ is called cyclic if its image ψ(G) is a cyclic subgroup of Sn.
•
Let us record the following
Fact 2.9. Let a, b be any two elements in a group which satisfy a∞b (i.e. a and b are a braid-like
pair) and [a, b] = 1, then we have that b = aba = aa = a. •
This fact implies the following
Lemma 2.10. A homomorphism ω : Bk → Sn is cyclic iff ϕ(σi) = ϕ(σi+1) for some i ∈
{1, . . . , k − 2} iff ϕ(σ1) = · · ·ϕ(σk−1).
Proof. If ω is cyclic then in particular we have that for each i = 1, . . . , k − 2
[ω(σi), ω(σi+1)] = 1
but since ω is a homomorphism we also have
ω(σi)∞ω(σi+1)
and this implies by Fact 2.9 that ω(σi) = ω(σi+1) for all i = 1, . . . , k − 2.
Conversely, if ω(σi) = ω(σi+1) for some i ∈ {1, . . . , k − 2}, then ω(σi+2)∞ω(σi+1) and 1 =
[ω(σi+2), ω(σi)] = [ω(σi+2), ω(σi+1)] implies by Fact 2.9 that ω(σi+1) = ω(σi+2). Applying the
same argument for each consecutive index gives that ω(σ1) = · · · = ω(σk−1) and hence Im(ω) is
a cyclic subgroup of Sn generated by ω(σ1).
Definition 2.11 (Cyclic types, Components). Let A = C1 · · ·Cq be the cyclic decomposition
of A ∈ Sn and ri ≥ 2 be the length of the cycle Ci (1 ≤ i ≤ q); the unordered q-tuple
of the natural numbers [r1, . . . , rq] is called the cyclic type of A and is denoted by [A] (each
ri occurs in [A] as many times as ri-cycles occur in the cyclic decomposition of A). Clearly,
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ord(A) = LCM(r1, . . . , rq) (the least common multiple of r1, ..., rq). For A ∈ Sn and a natural
r ≥ 2 we denote by Cr(A) the set of all r-cycles that occur in the cyclic decomposition of A;
we call this set the r - component of A. The length of an r-component Cr(A) is the number
|Cr(A)|. The set Fix(A) is called the degenerate component of A. •
Notation 2.12. For a permutation representation ω : Bk → Sn we shall sometimes denote ω(σi)
as σ̂i when ω is understood from the context. •
Definition 2.13 (Disjoint product of homomorphisms). Given a disjoint decomposition
∆n = D1∪· · ·∪Dq, |Dj | = nj, we have the corresponding embedding S(D1)×· · ·×S(Dq) →֒ Sn.
For a family of group homomorphisms ψj : G→ S(Dj) ∼= Snj , j = 1, ..., q, we define the disjoint
product
ψ = ψ1 × · · · × ψq : G→ S(D1)× · · · × S(Dq) →֒ Sn
by ψ(g) = ψ1(g) · · ·ψq(g) ∈ Sn, g ∈ G. •
Definition 2.14 (Reductions of homomorphisms to Sn). Let ω : G → Sn be a group
homomorphism, H = Im(ω) and Σ ∈ Inv(H) (for instance, Σ may be an H-orbit). Define the
homomorphisms
φΣ : H ∋ s 7→ s|Σ ∈ S(Σ) and ωΣ = φΣ ◦ ω : G
ω
−→ H
φΣ
−→ S(Σ) ;
the composition ωΣ = φΣ ◦ ω is called the reduction of ω to Σ; it is transitive if and only if Σ
is an Im(ω)-orbit. Any homomorphism ω is the disjoint product of its reductions to all Im(ω)-
orbits (this is just the decomposition of the representation ω into the direct sum of irreducible
representations). •
Definition 2.15 (Retractions and Coretractions). Let ω : Bk → Sn be a homomorphism.
Let Dr = {D1, . . . , Dt} be an ordered set of r-cycles in the cycle decomposition of σ̂1 for some r ≥
2. We call Dr an r-subcomponent of σ̂1. Since σ̂3, ..., σ̂k−1 commute with σ̂1, the conjugation
of σ̂1 by any of the elements σ̂i (3 ≤ i ≤ k−1) induces a certain permutation of the r-cycles in the
cycle decomposition of σ̂1; suppose this permutation permutes the cycles of the r-subcomponent
Dr among themselves, then this gives rise to a homomorphism
ΩDr : Bk−2 → S(Dr)
∼= St,
where Bk−2 is the subgroup of Bk generated by σ3, ..., σk−1 and each σi is sent to the permutation
it induces on the t r-cycles in Dr.
The homomorphism ΩDr is called the retraction of ω to the r-subcomponent Dr.
Furthermore, since
supp(Dr) =
⋃
i=1,...,t
supp(Di) ∈ Inv({σ̂3, . . . , σ̂k−1})
(since, according to our assumption, the conjugation of σ̂1 by each permutation in {σ̂3, . . . , σ̂k−1}
induces a permutation of the cycles in Dr among themselves), we can define the reduction of ω
to supp(Dr) :
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ωsupp(Dr) : Bk−2 → S(supp(Dr))
where Bk−2 is the subgroup of Bk generated by σ3, ..., σk−1. The homomorphism ωsupp(Dr) thus
defined is called the reduction of ω corresponding to the r-subcomponent Dr.
Similarly, suppose that Er = {E1, . . . , Et} is an r-subcomponent of σ̂k−1 and suppose that
σ̂1, ..., σ̂k−3 permute the cycles in Er among themselves then we can define
ΩEr : B
∗
k−2 → S(Er)
∼= St,
where B∗k−2 is the subgroup of Bk generated by σ1, ..., σk−3 and each σi is sent to the permutation
it induces on the t r-cycles in Er.
The homomorphism ΩEr is called the coretraction of ω to the r-subcomponent Er.
Furthermore, since
supp(Er) =
⋃
i=1,...,t
supp(Ei) ∈ Inv({σ̂1, . . . , σ̂k−3})
(since, according to our assumption, the conjugation of σ̂k−1 with each permutation in {σ̂1, . . . , σ̂k−3}
induces a permutation of the cycles in Er among themselves), we can define the reduction of ω
to supp(Er) :
ωsupp(Er) : B
∗
k−2 → S(supp(Er))
where B∗k−2 is the subgroup of Bk generated by σ1, ..., σk−3. The homomorphism ωsupp(Er) thus
defined is called the coreduction of ω corresponding to the r-subcomponent Er
•
We will use the following results (based on sections 5 and 6 in [Lin04b])
Proposition 2.16. Let ω : Bk → Sn be a homomorphism. Let Dr be an r-subcomponent of σ̂1
with t cycles. Let ΩDr be the retraction of ω to the r-subcomponent Dr (assuming it is well
defined) and let ωsupp(Dr) be the corresponding reduction as defined in Definition 2.15. Then
there exists a commuting diagram as follows
Bk−2
ωsupp(Dr)

ΩDr
((R
R
R
R
R
R
R
R
R
R
R
R
R
R
H
i
// G
pi
// S(Dr) ∼= St
(2.3)
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where Bk−2 is the subgroup of Bk generated by {σ3, . . . , σk−1}, G is a finite group, H is a finite
abelian group and the horizontal line in (2.3) is an exact sequence.
Similarly, let Er be an r-subcomponent of σ̂k−1 with t cycles. Let ΩEr be the coretraction of ω
to the r-subcomponent Er (assuming it is well defined) and let ωsupp(Er) be the corresponding
coreduction as defined in Definition 2.15. Then there exists a commuting diagram as follows
B∗k−2
ωsupp(Er)

ΩEr
((R
R
R
R
R
R
R
R
R
R
R
R
R
R
H∗
i
// G∗
pi
// S(Er) ∼= St
(2.4)
where B∗k−2 is the subgroup of Bk generated by {σ1, . . . , σk−3}, G
∗ is a finite group, H∗ is a
finite abelian group and the horizontal line in (2.4) is an exact sequence.
Proof. Let us first prove the claim for diagram (2.3).
Denote the t r-cycles in Dr as {D1, . . . , Dt} and denote Σ = supp(Dr). As usual, we denote
ω(σi) as σ̂i for each i, 1 ≤ i ≤ k − 1.
Let G be the centralizer of the element D = D1 · · ·Dt in S(Σ).Since any element g ∈ G commutes
with the element D = D1 · · ·Dt, we have
D1 · · ·Dt = g
−1 ·D1 · · ·Dt · g = g
−1D1g · · · g
−1Dtg for any g ∈ G, (2.5)
in (2.5) we have that D1, . . . , Dt are disjoint r-cycles as well as g
−1D1g, . . . , g
−1Dtg. Hence
there is a unique permutation τg ∈ S(Dr) such that g
−1Djg = τg(Dj) for all j. Let us define
π : G→ S(Dr) ∼= St as follows
π(g) = τg where τg(Di) = g
−1Dig. (2.6)
Let H ∼= (Zr)t be the abelian subgroup of S(Σ) generated by the r-cycles {D1, . . . , Dt}. Note
that since each Di commutes with D we have that H ⊂ G. We will now prove that H = Ker(π) :
Suppose π(g) = id for some g ∈ G. Then it follows from (2.6) that each Di commutes with g
and according to Lemma 5.3 this means that g|supp(Di) is equal to some power of Di, i.e., g ∈ H .
Conversely, if h =
∏
j D
cj
j ∈ H where cj ∈ N, 0 ≤ cj ≤ r − 1, then for each i = 1, . . . , k − 1 we
have
h−1Dih = (
∏
j
D
cj
j )
−1Di
∏
j
D
cj
j = Di
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so h ∈ Ker(π). Hence H = Ker(π) is an abelian normal subgroup of G.
Thereby, we obtain the exact sequence
H
i
// G
pi
// S(Dr) ∼= St (2.7)
where i is the embedding of H in G and π is as defined in (2.6).
Consider the following diagram, which includes (2.7)
Bk−2
ωsupp(Dr)

ΩDr
((R
R
R
R
R
R
R
R
R
R
R
R
R
R
H
i
// G
pi
// S(Dr) ∼= St
(2.8)
First note that the image of ωsupp(Dr) indeed lies in G : For each i, 3 ≤ i ≤ k − 1, we have by
Definition 2.15 that ωsupp(Dr)(σi) is equal to σ̂i|Σ and that conjugation of σ̂1 by σ̂i|Σ induces
a permutation of the r-cycles of Dr which means in particular that each σ̂i|Σ commutes with
D = D1 · · ·Dt, hence Im(ωsupp(Dr)) ⊆ G.
Furthermore, by Definition 2.15, ΩDr send σi, 3 ≤ i ≤ k− 1, to the permutation that is induced
on the r-cycles in Dr by conjugating σ̂1 with σ̂i or, what is equivalent, by conjugating σ̂1 with
σ̂i|Σ. But this is exactly π ◦ ωsupp(Dr)(σi) according to the definition of π in (2.6). This means
that the diagram (2.8) is commutative.
Now if Er = {E1, . . . , Et} is an r-subcomponent of σ̂k−1 with t cycles and ΩEr is the coretraction
of ω to the r-subcomponent Er and ωsupp(Er) is the corresponding coreduction as defined in
Definition 2.15, then the analogous claim about (2.4) is proved in a completely similar way
where in this case H∗ ∼= (Zr)t is the subgroup of S(supp(Er)) generated by the cycles of Er and
G∗ is the centralizer of the element E = E1 · · ·Et in S(supp(Er)).
Corollary 2.17. Let ω : Bk → Sn be a homomorphism. If the (co)retraction of ω to an r-
subcomponent for some r ≥ 2 is cyclic then the (co)reduction of ω to that r-subcomponent is
cyclic as well. •
Proof. Let Dr be an r-subcomponent of σ̂1 with t cycles. Denote the t r-cycles in Dr as
{D1, . . . , Dt}. Let ΩDr be the retraction of ω to the r-subcomponent Dr (assuming it is well
defined) and let ωsupp(Dr) be the corresponding reduction as defined in Definition 2.15.
For the rest of the proof let us denote Σ = supp(Dr). According to Proposition 2.16 we have the
following commuting diagram
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Bk−2
ωΣ

ΩDr
((R
R
R
R
R
R
R
R
R
R
R
R
R
R
H
i
// G
pi
// S(Dr) ∼= St
(2.9)
where Bk−2 is the subgroup of Bk generated by {σ3, . . . , σk−1}, G is a finite group, H is a finite
abelian group and the horizontal line in (2.9) is an exact sequence.
Denote the commutator subgroup of Bk−2 as B
′
k−2. Suppose ΩDr is cyclic. In particular, the
image of ΩDr is abelian. Hence, since the homomorphic image of any commutator in an abelian
group is trivial, we have that ΩDr(B
′
k−2) = {1}. By Proposition 2.16 ΩDr = π ◦ ωΣ and so
π ◦ ωΣ(B
′
k−2) = {1}. Hence ωΣ(B
′
k−2) is contained in the abelian group Ker(π) = H and again
since the homomorphic image of any commutator in an abelian group is trivial, we have that
ωΣ(B
′
k−2) = {1}. But since Bk−2/B
′
k−2
∼= Z (see section 1.3 in [Lin04b]), this means that ωΣ
factors through Bk−2/B
′
k−2
∼= Z, i.e. ωΣ is cyclic.
The dual claim regarding the coretractions and their corresponding coreduction follows by the
same arguments applied to an r-subcomponent of σ̂k−1 and using (2.4) of Proposition 2.16.
3 New Permutation Representations of the Braid Group
3.1 Model and Standard Permutation Representations
Permutation representations of braids were first studied by Artin in [Ar47b] where he proves
ARTIN THEOREM Let ψ : Bk → Sk be a non-cyclic transitive homomorphism. Denote α =
σ1σ2 · · ·σk−1. (α and σ1 generate Bk, see [Lin04b])
a) If k 6= 4 and k 6= 6 then ψ is conjugate to the canonical epimorphism µ = µk.
b) If k = 6 and ψ 6∼ µ6 then ψ is conjugate to the homomorphism ν6 defined by
ν6(σ1) = (1, 2)(3, 4)(5, 6), ν6(α) = (1, 2, 3)(4, 5). (3.1)
c) If k = 4 and ψ 6∼ µ4 then ψ is conjugate to one of the three homomorphisms ν4,1, ν4,2 and
ν4,3 defined by
ν4,1(σ1) = (1, 2, 3, 4),
ν4,2(σ1) = (1, 3, 2, 4),
ν4,3(σ1) = (1, 2, 3),
ν4,1(α) = (1, 2);
ν4,2(α) = (1, 2, 3, 4);
ν4,3(α) = (1, 2)(3, 4);
[ν4,1(σ3) = ν4,1(σ1)]
[ν4,2(σ3) = ν4,2(σ
−1
1 )]
[ν4,3(σ3) = ν4,3(σ1)].
(3.2)
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d) ψ is surjective except for the case when k = 4, ψ ∼ ν4,3 and Im(ψ) = A4.

The next important work on the subject was done in [Lin04b]. Among other results, Lin classifies
homomorphisms Bk → S2k for k > 6 and we quote this result here
Definition 3.1. The following three homomorphisms ϕ1, ϕ2, ϕ3 : Bk → S2k are called the model
ones:
ϕ1(σi) = (2i− 1, 2i+ 2, 2i, 2i+ 1)︸ ︷︷ ︸
4-cycle
;
ϕ2(σi) = (1, 2)(3, 4) · · · (2i− 3, 2i− 2) (2i− 1, 2i+ 1)(2i, 2i+ 2)︸ ︷︷ ︸
two transpositions
×
× (2i+ 3, 2i+ 4) · · · (2k − 1, 2k);
ϕ3(σi) = (1, 2)(3, 4) · · · (2i− 3, 2i− 2) (2i− 1, 2i+ 2, 2i, 2i+ 1)︸ ︷︷ ︸
4-cycle
×
× (2i+ 3, 2i+ 4) · · · (2k − 1, 2k);
in each of the above formulas i = 1, ..., k − 1. A homomorphism ψ : Bk → S2k is said to be
standard if it is conjugate to one of the three model homomorphisms ϕ1, ϕ2, ϕ3. •
We will use the following
Lemma 3.2. Let φ : Bk → S2k be a standard homomorphism which is conjugate to either of
the model homomorphisms ϕ2 or ϕ3 as defined in Definition 3.1. If there exist permutations
R,R1, . . . , Rk−1 ∈ S2k with R disjoint from R1, . . . , Rk−1, such that
φ(σi) = R · Ri for i = 3, . . . , k − 1
or
φ(σi) = R · Ri for i = 1, . . . , k − 3
then |supp(R)| ≤ 4.
Proof. Let us prove the claim in case φ is conjugate to ϕ2 and i = 3, . . . , k − 1. The other three
cases (φ is conjugate to ϕ3 or i = 1, . . . , k − 3) follow in a completely similar way.
First assume φ = ϕ2. Recall the definition of this model homomorphism (see Definition 3.1)
ϕ2(σi) = (1, 2)(3, 4) · · · (2i− 3, 2i− 2) (2i− 1, 2i+ 1)(2i, 2i+ 2)︸ ︷︷ ︸
two transpositions
×
× (2i+ 3, 2i+ 4) · · · (2k − 1, 2k);
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We see that
ϕ2(σi) = (1, 2)(3, 4) · Si for i = 3, . . . , k − 1 (3.3)
where
Si = (5, 6)(7, 8) · (9, 10) · · · (2i− 3, 2i− 2) · (2i− 1, 2i+ 1)(2i, 2i+ 2)·
·(2i+ 3, 2i+ 4) · · · (2k − 1, 2k)
for i = 3, . . . , k − 1.
Now suppose that
ϕ2(σi) = R ·Ri for i = 3, . . . , k − 1 (3.4)
for some R,Ri ∈ S2k where R is disjoint from the Ri. We claim that R is disjoint from each Si in
(3.3) for i = 3, . . . , k− 1. For suppose, by way of contradiction, that supp(R)∩ supp(Sj) 6= ∅ for
some j,3 ≤ j ≤ k− 1. Then equating (3.3) and (3.4) for i = j gives R ·Rj = (1, 2)(3, 4)Sj and so
the cyclic decomposition of R contains some cycle in the cyclic decomposition of Sj. This means
that the cyclic decomposition of R contains some cycle of the form (l, l+1) or (l, l+2) for some
l, 5 ≤ l ≤ 2k − 1. Now if the cyclic decomposition of R contains (l, l + 1) then equating (3.3)
and (3.4) for l′ = min(⌊ l+12 ⌋, k − 1) gives a contradiction since the cyclic decomposition of Sl′
does not contain (l, l+ 1). Furthermore, if the cyclic decomposition of R contains (l, l+ 2) then
equating (3.3) and (3.4) for any l′′, 3 ≤ l′′ ≤ k − 1, such that |l′′ − l′| > 1, gives a contradiction
since the cyclic decomposition of Sl′′ does not contain (l, l+ 2).
We conclude that R in (3.4) is disjoint from each Si in (3.3) and by equating (3.3) and (3.4) we
see that each cycle in the cyclic decomposition of R must be included in the cyclic decomposition
of (1, 2)(3, 4). Hence R could be only one of four possibilities : id, (1, 2), (3, 4) or (1, 2)(3, 4). In
any case |supp(R)| ≤ 4.
Now suppose φ is conjugate to ϕ2 and
φ(σi) = R ·Ri for i = 3, . . . , k − 1
for some R,R1, . . . , Rk−1 ∈ S2k where R is disjoint from R1, . . . , Rk−1. By definition there exists
a C ∈ S2k such that ϕ2 = φC , so we can write
ϕ2(σi) = R
C · RCi for i = 3, . . . , k − 1
but clearly RC is disjoint from the RCi and according to the argument above we have that
|supp(RC)| ≤ 4 and so necessarily |supp(R)| ≤ 4 which concludes the proof.
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The following results are proved in [Lin04b], we give the references within.
Theorem 3.3. a) For 6 < k < n < 2k every transitive homomorphism Bk → Sn is cyclic
(Theorem F (a) in [Lin04b]).
b) For k > 6 every non-cyclic transitive homomorphism ψ : Bk → S2k is standard (Theorem
F (b) in [Lin04b]).
c) For 6 < k < n < 2k every non-cyclic homomorphism ψ : Bk → Sn is conjugate to a homomor-
phism of the form µk × ψ˜, where ψ˜ : Bk → Sn−k is a cyclic homomorphism (Theorem 7.26 (b)
in [Lin04b]).
d) for k > 6 every non-cyclic homomorphism ψ : Bk → Sk is conjugate to µk (Theorem 3.9 in
[Lin04b]).
e) for k > 4 and n < k every homomorphism ψ : Bk → Sn is cyclic (Theorem A (a) in [Lin04b]).
3.2 New Model and Standard Permutation Representations
In this subsection we define new model and standard permutation representations of the braid
group, extending those defined in Definition 3.1. We begin with a few notations and preliminary
results.
Notation 3.4. Throughout the paper we shall use the following notation : For each m, i ∈ N,
we denote by Ami the following permutation
Ami = (1 +m(i − 1), . . . ,mi) (3.5)
so each Ami is an m-cycle in S({1 +m(i − 1), . . . ,mi}). We shall sometimes denote A
m
i as Ai
when m is understood from the context. Also, we denote for each j, 0 ≤ j ≤ m− 1
aij = 1 +m(i− 1) + j ∈ supp(A
m
i )
Furthermore, we denote ▽m = {0, . . . ,m− 1} ⊂ Z.
Finally, for a ∈ Z we shall denote by |a|m ∈ ▽m the residue of a modulo m (e.g. |8|5 = 3 ∈
▽5 ⊂ Z). •
We now prove
Lemma 3.5. Let 2 ≤ m, r ∈ N and let σ ∈ Sr be some permutation, then for every choice of r
elements
12
ti ∈ ▽m 1 ≤ i ≤ r
we can define an element C ∈ S(∪i=1...rsupp(Ami ))
∼= Smr such that
(Ami )
C−1 = Amσ(i) 1 ≤ i ≤ r (3.6)
by the formula
C(aij) = a
σ(i)
|j+tσ(i)|m
, aij = 1 +m(i− 1) + j ∈ Supp(Ai) (3.7)
for each 1 ≤ i ≤ r and j ∈ ▽m.
If σ is an r-cycle, the cyclic decomposition of C consists of exactly m
l
lr-cycles where l is the
minimal number between 1 and m such that
l ·
r−1∑
j=0
tσj(i)(= l ·
r−1∑
j=0
tj) ≡ 0(mod m).
Hence in this case
∑r−1
j=0 tσj(i) determines the cycle structure of C.
Furthermore, each C ∈ S(∪i=1...rsupp(Ami )) which satisfies equation 3.6 is given by the for-
mula 3.7 for some choice of ti ∈ ▽m.
Proof. To show that equation 3.7 defines C as a permutation in Smr it is enough to show that
it is injective as a map from ∆mr to ∆mr. Assume then that C(a
i1
j1
) = C(ai2j2), by equation 3.7
this means that
a
σ(i1)
|j1+tσ(i1)|m
= a
σ(i2)
|j2+tσ(i2)|m
so necessarily i1 = i2 and
j1 + tσ(i1) ≡ j2 + tσ(i2)(mod m)
which means that
j1 ≡ j2(mod m)
but since j1, j2 ∈ ▽m this means that j1 = j2 and so C is indeed a well defined permutation.
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To see the cyclic decomposition of C in case σ is an r-cycle, note that for any n ∈ N
Cn(aij) = a
σn(i)
|j+tσ(i)+···+tσn(i)|m
hence, since σ ∈ Sr is an r-cycle, we have that
Cr(aij) = a
i
|j+ti+tσ(i)+···+tσr−1(i)|m
and
Clr(aij) = a
i
|j+l(ti+tσ(i)+···+tσr−1(i))|m
hence the minimal n such that Cn(aij) = a
i
j is n = rl where l is the minimal number between 1
and m such that
l(ti + tσ(i) + · · ·+ tσr−1(i)) ≡ 0(mod m)
so the cyclic decomposition of C consists of exactly m
l
lr-cycles.
Now let C ∈ Smr satisfy the following equation
(Ami )
C−1 = Amσ(i) 1 ≤ i ≤ k
then clearly we have that for each 1 ≤ i ≤ r there exists some ti ∈ ▽m such that
C(ai0) = a
σ(i)
|tσ(i)|m
but then necessarily
C(aij) = a
σ(i)
|j+tσ(i)|m
Notation 3.6. Let σ ∈ S({j, . . . , j+ r− 1}) ∼= Sr be a permutation and let t1, . . . , tr ∈ ▽m. We
denote by Cσ,mt1,...,tr the permutation in S({∪i=j...j+r−1supp(A
m
i )})
∼= Smr which is given by the
following formula (see notation 3.4)
Cσ,mt1,...,tr(a
i
q) = a
σ(i)
|q+tσ(i)|m
, aiq = 1 +m(i− 1) + q ∈ Supp(A
m
i ) (3.8)
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for each j ≤ i ≤ j + r − 1 and q ∈ ▽m.
(that (3.8) defines a permutation - see remark 3.7).
•
Remark 3.7. To see that (3.8) indeed defines a permutation we have to show that Cσ,mt1,...,tr(a
i
q)
as a function on ∪i=j...j+r−1supp(Ami ) is injective. But if
Cσ,mt1,...,tr (a
i1
q1
) = Cσ,mt1,...,tr (a
i2
q2
)
then by (3.8) this means that
a
σ(i1)
|q1+tσ(i1)|m
= a
σ(i2)
|q2+tσ(i2)|m
and so σ(i1) = σ(i2) which implies that i1 = i2 (since σ is a permutation). Hence let us denote
i = i1 = i2. So we now have that
|q1 + tσ(i)|m = |q2 + tσ(i)|m
which means that |q1|m = |q2|m, but since q1, q2 ∈ ▽m, it follows that q1 = q2, and so ai1q1 = a
i2
q2
.
Let also us remark on the special case m = 1 in Notation 3.6. If σ ∈ S({j, . . . , j + r − 1}) ∼= Sr
is an r-cycle then
(A1i )
C
σ,1
tj ,...,tj+r−1 = A1σ(i), j ≤ i ≤ j + r − 1. (3.9)
But A1i = (i) and ti ∈ ▽1 = {0} so we can rewrite (3.9) as
(i)C
σ,1
0,...,0 = σ(i), j ≤ i ≤ j + r − 1
which means that
Cσ,10,...,0 = σ.
•
Example 3.8. Let us give an example for an application of Lemma 3.5. Choosing m = 6, r = 4
and σ = (1, 3, 2, 4) ∈ S4 we have
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A61 = (1, 2, 3, 4, 5, 6)
A62 = (7, 8, 9, 10, 11, 12)
A63 = (13, 14, 15, 16, 17, 18)
A64 = (19, 20, 21, 22, 23, 24)
now choose t1 = 2, t2 = 1, t3 = 0, t4 = 5. Since t1+t2+t3+t4 ≡ 2(mod 6), and since the minimal
l (between 1 and m = 6) such that 2l ≡ 0(mod 6) is l = 3, we expect the cycle decomposition of
Cσ,62,1,0,5 to consist of exactly (
m
l
= 63 =)2 (rl =)12-cycles. Indeed
C
(1,3,2,4),6
2,1,0,5 =
(1, 13, 8, 19, 3, 15, 10, 21, 5, 17, 12, 23)·
(2, 14, 9, 20, 4, 16, 11, 22, 6, 18, 7, 24)
As a simpler example, take m = 3, r = 2 and σ = (1, 2) ∈ S2. Here we have
A31 = (1, 2, 3)
A32 = (4, 5, 6)
note that since m = 3 is prime then for any choice of ti, the sum of the ti would be either
0(mod 3) or coprime to m = 3. This means that there are only two possible cycle decompositions
of C
(1,2),3
t1,t2
: It either consists of three transpositions (in which case l = 1, m
l
= 3 and rl = 2) or
it is a single 6-cycle (in which case l = 3, m
l
= 1 and rl = 6). Let us exhibit the two possibilities.
If we choose for example t1 = 1, t2 = 2 then in this case t1 + t2 ≡ 0(mod 3) and we get
C
(1,2),3
1,2 = (1, 6)(2, 4)(3, 5)
choosing t1 = 1, t2 = 0 we get
C
(1,2),3
1,0 = (1, 4, 2, 5, 3, 6)
As an example for the more general formula in Notation 3.6 let us take m = 2, r = 2 and the
k − 1 transpositions (i, i+ 1) for i = 1 . . . k − 1 for some k ∈ N. We have
A2i = (2i− 1, 2i)
As in the case of m = 3, since 2 is prime there are only two possible cycle decompositions of
C
(i,i+1),2
t1,t2
: Either a single 4-cycle or two transpositions. Let us give examples exhibiting both
possibilities
C
(i,i+1),2
0,1 = (2i− 1, 2i+ 2, 2i, 2i+ 1) i = 1 . . . k − 1
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C
(i,i+1),2
1,1 = (2i− 1, 2i+ 2)(2i, 2i+ 1) i = 1 . . . k − 1
note that we can rewrite the definition of the model homomorphisms from Definition 3.1 in the
following way
ϕ1(σi) = C
(i,i+1),2
0,1
ϕ2(σi) = A1 · · ·Ai−1 · C
(i,i+1),2
0,0 ·Ai+2 · · ·Ak
ϕ3(σi) = A1 · · ·Ai−1 · C
(i,i+1),2
0,1 ·Ai+2 · · ·Ak
•
We are now ready to present our main results. We first exhibit a family of homomorphisms
Bk → Smk for every 2 ≤ m ∈ N which is a natural generalization of Definition 3.1.
Let m ∈ N, for each 6 < k ∈ N we define
Definition 3.9. The following homomorphisms ψ, φ : Bk → Smk are called the model ones:
ψm(σi) = C
(i,i+1),m
1,0
in other words, ψm(σi) is a 2m-cycle whose support is supp(A
m
i ) ∪ supp(A
m
i+1) = {1 + m(i −
1), 2 +m(i− 1), . . . ,m(i + 1)} and for each 0 ≤ j ≤ m− 1
ψm(σi)(a
i
j) = a
i+1
j
ψm(σi)(a
i+1
j ) = a
i
j+1
where
aij = 1 +m(i− 1) + j ∈ supp(A
m
i ) j ∈ ▽m.
Still put differently, we can write
ψm(σi) = (a
i
0, a
i+1
0 , a
i
1, a
i+1
1 , . . . , a
i
m−1, a
i+1
m−1)
(note that ψ1 = µ the canonical epimorphism, see Definition 2.7).
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We now use ψ to define φ. For each divisor l of m where 1 ≤ l < m and for each set of elements
{ti(i−1)l+1, . . . , t
i
(i+1)l}i=1,...,k−1 in ▽ml
which satisfy the following condition
∀j ∈ ▽l t
i
(i−1)l+1+|1+j|l
+ tiil+1+|1+j|l ≡ t
i+1
(i+1)l+1+j + t
i+1
il+1+|1+j|l
(mod
m
l
) (3.10)
define
φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) = A
m
l
1 · · ·A
m
l
(i−1)l · C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
·A
m
l
(i+1)l+1 · · ·A
m
l
kl (3.11)
Equation (3.10) is a necessary and sufficient condition for (3.11) to be a homomorphism as we
prove in Lemma 3.13.
Note that in (3.11), since ψl(σi) is a 2l-cycle in S(l(i − 1) + 1, . . . , l(i + 1)), each permutation
C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
is considered as a permutation in S(
⋃
j=l(i−1)+1,...,l(i+1) supp(A
m
l
j )) (see also
remark 2.5).
In each of the above formulas i = 1, ..., k − 1. A homomorphism ω : Bk → Smk is said to be
standard if it is conjugate to one of the model homomorphisms ψ, φ : Bk → Smk.
•
Remark 3.10. Note that by Remark 3.7, in the case m = l in Definition 3.9, we have that all
ti are in ▽1 = {0} and
φm,m,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) = C
ψm(σi),1
ti
l(i−1)+1
,...,ti
l(i+1)
= C
ψm(σi),1
0,...,0 = ψm(σi).
Hence ψ can be considered as a special case of φ.
We can also see from Example 3.8 that ϕ2 = φ2,1,{tii=0,tii+1=0} and ϕ3 = φ2,1,{tii=0,tii+1=1}. Fur-
thermore, as a consequence of our results in Section 4 we have that ϕ1 is conjugate to ψ2 and
so we conclude that the model homomorphisms which we define in Definition 3.9 are indeed a
generalization of the homomorphisms defined in Definition 3.1. •
We dedicate the rest of this subsection to prove that the maps defined in Definition 3.9 are indeed
transitive and non-cyclic homomorphisms. We begin with the following
Lemma 3.11. Let m ∈ N. The map ψm : Bk → Smk defined as follows (see also Definition 3.9)
ψm(σi) = (a
i
0, a
i+1
0 , a
i
1, a
i+1
1 , . . . , a
i
m−1, a
i+1
m−1), 1 ≤ i ≤ k − 1
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where aij = 1 + m(i − 1) + j ∈ supp(A
m
i ) and j ∈ ▽m, is a well defined non-cyclic transitive
homomorphism.
Proof. For each j ∈ ▽m and 1 ≤ i ≤ k − 1 we have
ψm(σi)ψm(σi+1)ψm(σi)(a
i
j) =
ψm(σi)ψm(σi+1)(a
i+1
j ) =
ψm(σi)(a
i+2
j ) = a
i+2
j
ψm(σi+1)ψm(σi)ψm(σi+1)(a
i
j) =
ψm(σi+1)ψm(σi)(a
i
j) =
ψm(σi+1)(a
i+1
j ) = a
i+2
j
ψm(σi)ψm(σi+1)ψm(σi)(a
i+1
j ) =
ψm(σi)ψm(σi+1)(a
i
j+1) =
ψm(σi)(a
i
j+1) = a
i+1
j+1
ψm(σi+1)ψm(σi)ψm(σi+1)(a
i+1
j ) =
ψm(σi+1)ψm(σi)(a
i+2
j ) =
ψm(σi+1)(a
i+2
j ) = a
i+1
j+1
ψm(σi)ψm(σi+1)ψm(σi)(a
i+2
j ) =
ψm(σi)ψm(σi+1)(a
i+2
j ) =
ψm(σi)(a
i+1
j+1) = a
i
j+2
ψm(σi+1)ψm(σi)ψm(σi+1)(a
i+2
j ) =
ψm(σi+1)ψm(σi)(a
i+1
j+1) =
ψm(σi+1)(a
i
j+2) = a
i
j+2
Hence, since aqj 6∈ supp(ψm(σi)) ∪ supp(ψm(σi+1)) for q 6= i, i + 1, i + 2 and j ∈ ▽m , we have
that for each 1 ≤ i ≤ k − 1
ψm(σi)ψm(σi+1)ψm(σi) = ψm(σi+1)ψm(σi)ψm(σi+1).
Furthermore, we have that ψm(σi)ψm(σj) = ψm(σj)ψm(σi) for |i− j| > 1 since for these indices
supp(ψm(σi)) ∩ supp(ψm(σj)) = (supp(Ai) ∪ supp(Ai+1)) ∩ (supp(Aj) ∪ supp(Aj+1)) = ∅.
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Hence we conclude that ψm : Bk → Smk is indeed a homomorphism. It is clear that ψm is
non-cyclic since ψm(σi) 6= ψm(σj) for i 6= j. To see that ψm is transitive, consider the orbit of
1 ∈ ∆mk in Im(ψm); it includes supp(ψm(σ1)) = supp(A1)∪ supp(A2) and since supp(ψm(σi))∩
supp(ψm(σi+1)) = supp(Ai+1) then it is easy to see by induction on i that the orbit of 1 includes
∪i=1,...,ksupp(Ai) = ∆mk.
Before proceeding to show that the rest of the maps we defined in Definition 3.9 are well defined
non-cyclic and transitive homomorphisms, we prove a few preliminary results
Lemma 3.12. Let k, l ∈ N and A1, . . . , Akl, C1, . . . , Ck−1 be permutations in Sn for some n ∈ N
which satisfy the following restrictions for each i = 1, . . . , k − 1
ACir =
{
Ar r = 1, . . . , (i− 1)l or r = (i+ 1)l + 1, . . . , kl
Aψl(σi)(r) r = (i− 1)l + 1, . . . , (i+ 1)l
(3.12)
[Ar, As] = 1 r, s = 1, . . . , kl (3.13)
where ψl is the model homomorphism from Definition 3.9, then we have that Ci∞Ci+1 (i.e. Ci
and Ci+1 are a braid-like pair) if and only if Di∞Di+1 where
Di = A1 · · ·A(i−1)l · Ci ·A(i+1)l+1 · · ·Akl
for each i = 1, . . . , k − 1
Proof. First note that since
ψl(σi)({(i − 1)l+ 1, . . . , (i+ 1)l}) = {(i− 1)l + 1, . . . , (i+ 1)l}
we have that the conditions 3.12 and 3.13 imply that
(A(i−1)l+1 · · ·A(i+1)l)
Ci = A(i−1)l+1 · · ·A(i+1)l
and so we can deduce the following two equations
C
A(i−1)l+1···Ail·Ail+1···A(i+1)l
i = Ci (3.14)
C
Ail+1···A(i+1)l·A(i+1)l+1···A(i+2)l
i+1 = Ci+1 (3.15)
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Now, by definition, Di∞Di+1 means that
DiDi+1Di = Di+1DiDi+1
let us write the last equation as follows
D
Di+1
i = D
D
−1
i
i+1
and explicitly
(A1 · · ·A(i−1)l · Ci · A(i+1)l+1 · · ·Akl)
A1···Ail·Ci+1·A(i+2)l+1···Akl = (3.16)
(A1 · · ·Ail · Ci+1 ·A(i+2)l+1 · · ·Akl)
A
−1
kl
···A−1
(i+1)l+1
·C−1i ·A
−1
(i−1)l
···A−11 .
Now since Di = A1 · · ·A(i−1)l ·Ci ·A(i+1)l+1 · · ·Akl and the cycles Aj in this product are disjoint
and Ci commutes with all of these Aj (according to (3.12)) we conclude that all the cycles in
this product commute and we can write
D−1i = A
−1
kl · · ·A
−1
(i+1)l+1 · C
−1
i · A
−1
(i−1)l · · ·A
−1
1 =
= A−11 · · ·A
−1
(i−1)l · C
−1
i ·A
−1
(i+1)l+1 · · ·A
−1
kl .
Hence we can rewrite (3.16) as
(A1 · · ·A(i−1)l · Ci · A(i+1)l+1 · · ·Akl)
A1···Ail·Ci+1·A(i+2)l+1···Akl =
(A1 · · ·Ail · Ci+1 ·A(i+2)l+1 · · ·Akl)
A
−1
1 ···A
−1
(i−1)l
·C−1i ·A
−1
(i+1)l+1
···A−1
kl .
Now using the given equations 3.12 and 3.13 we can rewrite the last equation as follows (we
denote ψl(σi) as σ̂i for short)
A1 · · ·A(i−1)lC
A(i−1)l+1···Ail·Ci+1·A(i+2)l+1···Akl
i ·
·Abσi+1((i+1)l+1) · · ·Abσi+1((i+2)l)A(i+2)l+1 · · ·Akl =
A1 · · ·A(i−1)lAbσ−1i ((i−1)l+1) · · ·Abσ−1i (il)C
C
−1
i ·A
−1
(i+1)l+1
···A−1
kl
i+1 A(i+2)l+1 · · ·Akl
which can be written after cancellations as
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C
A(i−1)l+1···Ail·Ci+1·A(i+2)l+1···Akl
i Abσi+1((i+1)l+1) · · ·Abσi+1((i+2)l) = (3.17)
Abσ−1i ((i−1)l+1) · · ·Abσ−1i (il)C
C−1i ·A
−1
(i+1)l+1
···A−1
kl
i+1
now since
σ̂−1i ({(i− 1)l+ 1, . . . , il}) = {il+ 1, . . . , (i+ 1)l} =
= σ̂i+1({(i+ 1)l+ 1, . . . , (i+ 2)l})
and by the condition 3.13, we have that
Abσi+1((i+1)l+1) · · ·Abσi+1((i+2)l) = Ail+1 · · ·A(i+1)l
and
Abσ−1i ((i−1)l+1) · · ·Abσ−1i (il) = Ail+1 · · ·A(i+1)l
and so we can rewrite (3.17) as
C
A(i−1)l+1···Ail·Ci+1·A(i+2)l+1···Akl
i Ail+1 · · ·A(i+1)l = (3.18)
Ail+1 · · ·A(i+1)lC
C
−1
i ·A
−1
(i+1)l+1
···A−1
kl
i+1
or equivalently as
C
A(i−1)l+1···Ail·Ci+1·A(i+2)l+1···AklAil+1···A(i+1)l
i =
= C
C−1i ·A
−1
(i+1)l+1
···A−1
(i+2)l
i+1
which is equivalent to
C
A(i−1)l+1···Ail·Ci+1·A(i+2)l+1···AklAil+1···A(i+1)l·A(i+2)l···A(i+1)l+1·Ci
i = Ci+1
which can be rewritten, using 3.12 and 3.13, as
C
A(i−1)l+1···Ail·Ci+1·Ail+1···A(i+1)lA(i+2)l+1···Akl·CiA(i+1)l+1···A(i+2)l
i = Ci+1
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now according to (3.14), we can rewrite the last equation as
C
(Ail+1···A(i+1)l)
−1·Ci+1·(Ail+1···A(i+1)l)A(i+2)l+1···Akl·CiA(i+1)l+1···A(i+2)l
i = Ci+1
and according to (3.15) we can rewrite the last equation as
C
(A(i+1)l+1···A(i+2)l)·Ci+1·(A(i+1)l+1···A(i+2)l)
−1A(i+2)l+1···Akl·CiA(i+1)l+1···A(i+2)l
i = Ci+1
and using 3.12 and 3.13 again we get that this is equivalent to
C
Ci+1Ci
i = Ci+1
Lemma 3.13. Let l ∈ N, ψl : Bk → Skl be the model homomorphism defined for each i =
1, . . . , k − 1 as follows (see Definition 3.9 and Notations 3.4 and 3.6)
ψl(σi) = (a
i
0, a
i+1
0 , a
i
1, a
i+1
1 , . . . , a
i
l−1, a
i+1
l−1)
where
aij = 1 + l(i− 1) + j ∈ supp(A
l
i) j ∈ ▽l
Let us denote
∆i =
⋃
j=0,...,l−1
supp(A(i−1)l+1+j). (3.19)
Then for each i = 1, . . . , k − 2, n ∈ N and ti
l(i−1)+1, . . . , t
i
l(i+1), t
i+1
li+1, . . . , t
i+1
l(i+2) ∈ ▽n we have
that
C
ψl(σi),n
ti
l(i−1)+1
,...,ti
l(i+1)
∞C
ψl(σi+1),n
t
i+1
li+1,...,t
i+1
l(i+2)
if and only if
(C
ψl(σi),n
ti
l(i−1)+1
,...,ti
l(i+1)
)2
∣∣
∆i+1
= (C
ψl(σi+1),n
t
i+1
li+1,...,t
i+1
l(i+2)
)2
∣∣
∆i+1
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if and only if
∀j ∈ ▽l t
i
(i−1)l+1+|1+j|l
+ tiil+1+|1+j|l ≡ t
i+1
(i+1)l+1+j + t
i+1
il+1+|1+j|l
(mod n)
(The n in this lemma is m
l
appearing in (3.10) in Definition 3.9)
Proof. Let us denote C
ψl(σi),n
ti
l(i−1)+1
,...,ti
l(i+1)
∈ Slnk as Ci for short.
Recall that we consider each element of Slnk as a bijection from the following set to itself
∆lnk = {1, . . . , lnk} =
⋃
1,...,lk
supp(Ai)
We denote
∆i =
⋃
j=0,...,l−1
supp(A(i−1)l+1+j)
Using the notation in (3.19), we can write
supp(Ci) = ∆
i ∪∆i+1
and so
Ci|∆lnk−(∆i∪∆i+1) = id (3.20)
and
Ci+1|∆lnk−(∆i+1∪∆i+2) = id (3.21)
we can also see that Ci maps ∆
i bijectively to ∆i+1 and vice versa, i.e.
Ci : ∆
i
∼=
−→ ∆i+1
∼=
−→ ∆i (3.22)
and
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Ci+1 : ∆
i+1 ∼=−→ ∆i+2
∼=
−→ ∆i+1 (3.23)
Consider the following permutation in Slnk
Di = CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1
We shall show first that Di is trivial (as a permutation in Slnk) iff C
2
i = C
2
i+1. According to
equations 3.20 and 3.21 it is enough to show this for the restriction of Di to ∆
i ∪∆i+1 ∪∆i+2.
Consider first the following restriction
Di|∆i = CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1|∆i
because of equation 3.21 we have
CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1|∆i = CiCi+1CiC
−1
i+1C
−1
i |∆i
and by the diagrams 3.22 and 3.23 we have that
C−1i+1C
−1
i (∆
i) = ∆i+2
and by equation 3.20 we have that C−1i |∆i+2 = id and so
CiCi+1Ci(C
−1
i+1C
−1
i |∆i) = CiCi+1C
−1
i+1C
−1
i |∆i = id
hence we conclude that Di|∆i = id.
Now consider
Di|∆i+2 = CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1|∆i+2
by the diagrams 3.22 and 3.23 we have that
C−1i C
−1
i+1(∆
i+2) = ∆i
by equation 3.21 we have that Ci+1|∆i = id and so
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CiCi+1CiC
−1
i+1(C
−1
i C
−1
i+1|∆i+2) = CiCi+1CiC
−1
i C
−1
i+1|∆i+2 = Ci|∆i+2 = id
the last equation implied from equation 3.20. Hence we conclude that Di|∆i+2 = id.
Now consider
Di|∆i+1 = CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1|∆i+1
by the diagram 3.23 we have that
C−1i+1(∆
i+1) = ∆i+2
and by equation 3.20 we have that C−1i |∆i+2 = id and so
CiCi+1CiC
−1
i+1C
−1
i (C
−1
i+1|∆i+1) = CiCi+1CiC
−1
i+1C
−1
i+1|∆i+1
now by the diagrams 3.22 and 3.23 we have that
CiC
−1
i+1C
−1
i+1(∆
i+1) = ∆i
and by equation 3.21 we have that Ci+1|∆i = id and so
CiCi+1(CiC
−1
i+1C
−1
i+1|∆i+1) = CiCiC
−1
i+1C
−1
i+1|∆i+1
Hence we conclude that supp(Di) = ∆
i+1 and that Di|∆i+1 = C
2
i C
−2
i+1|∆i+1 .
Since Di = CiCi+1CiC
−1
i+1C
−1
i C
−1
i+1 = id iff Ci∞Ci+1, we have that
Ci∞Ci+1 iff C
2
i |∆i+1 = C
2
i+1|∆i+1
Now let us see what this means in terms of the indices t∗. Let us write explicitly
(C
ψl(σi),n
ti
l(i−1)+1
,...,ti
l(i+1)
)2
∣∣
∆i+1
= (C
ψl(σi+1),n
t
i+1
li+1,...,t
i+1
l(i+2)
)2
∣∣
∆i+1
(3.24)
Let us denote ψl(σi) as σ̂i for short. We have by definition that
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Ci(a
r
s) = a
bσi(r)
|s+tibσi(r)|n
where (see notation 3.4)
ars = 1 + n(r − 1) + s ∈ supp(A
n
r ), s ∈ ▽n
since we have to check equation 3.24 only on the set ∆i+1 we have that it is equivalent to
a
bσ2i (r)
|s+tibσi(r)+t
i
bσ2
i
(r)
|n
= a
bσ2i+1(r)
|s+ti+1bσi+1(r)+t
i+1
bσ2
i+1
(r)
|n
for r = il+ 1, . . . , (i+ 1)l and each s ∈ ▽n. But for each j ∈ ▽l we have
r = il+ 1 + j
bσi−→ (i− 1)l + 1 + |1 + j|l
bσi−→ il + 1 + |1 + j|l
r = il + 1+ j
bσi+1
−→ (i + 1)l+ 1 + j
bσi+1
−→ il+ 1+ |1 + j|l
hence we conclude that for each r = il + 1, . . . , (i + 1)l we have that σ̂2i (r) = σ̂
2
i+1(r) and that
equation 3.24 holds iff tibσi(r) + t
i
bσ2i (r) ≡ t
i+1
bσi+1(r) + t
i+1
bσ2i+1(r)
(mod n) for each r = il+ 1, . . . , (i+ 1)l
which translates to
∀j ∈ ▽l t
i
(i−1)l+1+|1+j|l
+ tiil+1+|1+j|l ≡ t
i+1
(i+1)l+1+j + t
i+1
il+1+|1+j|l
(mod n)
for all i = 1, . . . , k − 2.
We are now ready to prove
Proposition 3.14. Let m ∈ N. The model homomorphisms ψ, φ : Bk → Smk (see Definition 3.9)
are well-defined non-cyclic transitive homomorphisms
Proof. That ψm is a well defined non-cyclic transitive homomorphism is proved in Lemma 3.11.
Now let l be a divisor of m where 1 ≤ l < m and let
{ti(i−1)l+1, . . . , t
i
(i+1)l}i=1,...,k−1 ∈ ▽ml
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(when l = 1 we take ▽1 = {0} )
then for each i = 1, . . . , k − 1 we define
φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) = A
m
l
1 · · ·A
m
l
(i−1)l · C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
·A
m
l
(i+1)l+1 · · ·A
m
l
kl
Let us denote A
m
l
∗ as A∗, C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
as Ci and φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) as σ̂i for
short. We have by definition of Ci that
ACir =
{
Ar r = 1, . . . , (i− 1)l or r = (i + 1)l+ 1, . . . , kl
Aψl(σi)(r) r = (i− 1)l+ 1, . . . , (i + 1)l
(3.25)
and clearly
[Ar, As] = 1 r, s = 1, . . . , kl (3.26)
According to Lemma 3.12 we have that σ̂i∞σ̂i+1 iff Ci∞Ci+1 iff
∀j ∈ ▽l t
i
(i−1)l+1+|1+j|l
+ tiil+1+|1+j|l ≡ t
i+1
(i+1)l+1+j + t
i+1
il+1+|1+j|l
(mod
m
l
)
which is exactly the condition stated in the definition of φ (see Definition 3.9). Now suppose
|i− j| ≥ 2 where 1 ≤ i < j ≤ k − 1. Then since j − i ≥ 2 we have that i+ 1 ≤ j − 1 and we can
write
σ̂j = A1 · · ·A(i−1)l(A(i−1)l+1 · · ·A(i+1)l)A(i+1)l+1 · · ·A(j−1)lCjA(j+1)l+1 · · ·Akl
Now [Ci, Cj ] = 1 since supp(Ci) ∩ supp(Cj) = ∅, [Ci, Ar] = 1 for r = 1, . . . , (i − 1)l and
r = (i + 1)l + 1, . . . , kl according to equation 3.25, and finally we have that the equations 3.25
and 3.26 imply (see the proof of Lemma 3.12)
[Ci, A(i−1)l+1 · · ·A(i+1)l] = 1
and this means that [σ̂i, σ̂j ] = 1 for |i− j| > 1. Hence we conclude that φ is indeed a homomor-
phism.
φ is non-cyclic since σ̂i 6= σ̂i+1 for i 6= j.
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To see that φ is transitive, consider the orbit of 1 ∈ ∆mk in Im(φ). We see from σ̂2 that
1 ∈ supp(A1) hence supp(A1) ⊆ orbit(1). Now since the support of each cycle in the cycle
decomposition of C1 contains an element of supp(A1) we have, by considering σ̂1, that supp(C1) ⊆
orbit(1). Now since supp(Ci) ∩ supp(Ci+1) = supp(Ail+1) ∪ · · · ∪ supp(A(i+1)l) and the support
of each cycle in the cycle decomposition of Ci+1 contains an element of supp(Ail+1) ∪ · · · ∪
supp(A(i+1)l) for each i = 1, . . . , k − 1, we can see (by induction on i) that
⋃
i=1,...,k−1
supp(Ci) ⊆ orbit(1)
but since supp(Ci) = supp(A(i−1)l+1) ∪ · · · ∪ supp(A(i+1)l) this means that
⋃
i=1,...,k−1
supp(A(i−1)l+1) ∪ · · · ∪ supp(A(i+1)l) =
=
⋃
i=1,...,kl
Ai = ∆mk ⊆ orbit(1)
and hence φ is transitive.
3.3 Good Permutation Representations
In this subsection we define and study a particular property of permutation representations of
the braid group. This property is common to almost all known permutation representations of
the braid group (except for a finite number of exceptions, i.e., homomorphisms Bk → Smk for
small values of k and m - see section 4 in [Lin04b] for these examples). We define this property
in the next definition and explain the motivation for studying it the remark that follows.
Definition 3.15. We call a homomorphism ω : Bk → Sn good if one of the following holds
1. supp(σ̂i) ∩ supp(σ̂j) = ∅ for 1 ≤ i, j ≤ k − 1 such that |i − j| > 1.
2. supp(σ̂1) = · · · = supp(σ̂k−1)
•
Remark 3.16. The motivation for defining good homomorphisms in Definition 3.15 is our
conjecture that in fact all transitive non-cyclic permutation representations of the braid group
are good (see Conjecture 6.1). Furthermore, it is our conjecture that all good transitive non-
cyclic permutations representations of the braid group are either standard or derived in some
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sense from standard homomorphisms. We make these conjectures precise in Section 6. Hence,
we dedicate the rest of the section to the investigation of good permutation representations of the
braid group. •
Lemma 3.17. Let ω, ω′ : Bk → Sn be conjugate homomorphisms, then
|supp(ω(σ1)) ∩ supp(ω(σ2))| = |supp(ω
′(σ1)) ∩ supp(ω
′(σ2))|
Proof. Suppose ω′ = ωζ for some ζ ∈ Sn. Let j ∈ supp(ω(σ1)) ∩ supp(ω(σ2)) then
ζ(j) ∈ supp(ωζ(σ1)) ∩ supp(ω
ζ(σ2)) =
= supp(ω′(σ1)) ∩ supp(ω
′(σ2))
and similarly, if ζ(j) ∈ supp(ω′(σ1)) ∩ supp(ω
′(σ2)) then by applying ζ
−1 on ζ(j) we get that
j ∈ supp(ω(σ1)) ∩ supp(ω(σ2))
Hence ζ is a bijection between the sets supp(ω(σ1))∩supp(ω(σ2)) and supp(ω′(σ1))∩supp(ω′(σ2)).
Definition 3.18. For a homomorphism ω : Bk → Sn define
intersect(ω) = |supp(σ̂1) ∩ supp(σ̂2)|
and
supp(ω) = |supp(σ̂1)|
•
Remark 3.19. Lemma 3.17 shows that for any homomorphism ω : Bk → Sn, intersect(ω)
is invariant under conjugation. In particular, since ασiα
−1 = σi+1 (where as above α =
σ1σ2 · · ·σk−1) then by conjugating ω with ω(α) we have that for any i ( where 1 ≤ i ≤ k − 2 )
intersect(ω) = |supp(σ̂i) ∩ supp(σ̂i+1)|
Similarly, since x 7→ α(x) is a bijection between supp(σ̂1) and supp(σ̂
ζ
1) for any ζ ∈ Sn, we see
that supp(ω) is also invariant under conjugation and in particular we get that
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supp(ω) = |supp(σ̂i)|
for each i = 1, . . . , k − 1
•
We also prove
Lemma 3.20. Let ω : Bk → Sn be a homomorphism and let x1 ∈ supp(σ̂i) for some i, 1 ≤ i ≤
k − 1. If x1 /∈ supp(σ̂i±1) then σ̂i(x1) ∈ supp(σ̂i±1) (for i = 1 and i = k − 1 we take σ̂1±1 and
σ̂(k−1)±1 to mean σ̂2 and σ̂k−2 respectively)
Proof. Let us denote x2 = σ̂i(x1). Assume by way of contradiction that x2 /∈ supp(σ̂i±1). Let
us write
D = (x1, x2, . . .)
where D is a cycle in the cycle decomposition of σ̂i. Now since σ̂i = σ̂
bσibσi±1
i±1 , we have that
σ̂
bσ−1i±1bσ−1i
i = σ̂i±1 and we expect that
Dbσ
−1
i±1bσ−1i = (σ̂iσ̂i±1(x1), σ̂iσ̂i±1(x2), . . .) = (x2, σ̂i(x2), . . .)
be a cycle in the cycle decomposition of σ̂i±1, i.e., that x2 ∈ supp(σ̂i±1) which is contrary to our
assumption.
As a consequence we get
Corollary 3.21. Let ω : Bk → Sn be a homomorphism. Then for every i = 1, . . . , k− 1 and for
every cycle D in the cycle decomposition of σ̂i we have that
|supp(D) ∩ supp(σ̂i±1)| ≥
1
2
|supp(D)|
and so
intersect(ω) ≥
1
2
supp(ω)
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Proof. LetD = (x0, . . . , xl−1) be a cycle in the cycle decomposition of σ̂i. Consider (x0, . . . , xl−1)
as an ordered tuple of elements in ∆n, then according to Lemma 3.20 for each j = 0, . . . , l − 1
we have that at least one of xj and x|j+1|l are in supp(σ̂i±1) which means that |supp(D) ∩
supp(σ̂i±1)| ≥
1
2 |supp(D)|. Since this holds for every cycle in the cycle decomposition of σ̂1, say
σ̂1 = D1 · · ·Dr, we conclude that
intersect(ω) =
∑
j=1,...,r
|supp(Dj) ∩ supp(σ̂i±1)| ≥
≥
∑
j=1,...,r
1
2
|supp(Dj)| =
1
2
supp(ω)
Let us now focus on good transitive homomorphisms ω : Bk → Smk. We prove
Lemma 3.22. Let ω : Bk → Smk be a good transitive homomorphism where k ≥ 4, then exactly
one of the following holds :
1. supp(ω) = 2m and intersect(ω) = m
2. supp(ω) = mk and intersect(ω) = mk
Proof. Suppose supp(σ̂1) = · · · = supp(σ̂k−1), then since ω is transitive we necessarily have
that supp(σ̂1) = · · · = supp(σ̂k−1) = ∆mk but then also supp(σ̂i) ∩ supp(σ̂i+1) = ∆mk for
i = 1, . . . , k − 2 and so supp(ω) = mk and intersect(ω) = mk.
Assume then that supp(σ̂i) ∩ supp(σ̂j) = ∅ for 1 ≤ i, j ≤ k − 1 such that |i− j| > 1 and we will
prove that supp(ω) = 2m and intersect(ω) = m.
Since ω is transitive we must have that
⋃
i=1,...,k−1
supp(σ̂i) = ∆mk (3.27)
We shall prove, by induction on k ≥ 4, that
∣∣∣∣∣∣
⋃
i=1,...,k−1
supp(σ̂i)
∣∣∣∣∣∣ = (k − 1)supp(ω)− (k − 2)intersect(ω) (3.28)
If k = 4 then ω : B4 =< σ1, σ2, σ3 >→ S4m and since, by assumption we have
supp(σ̂1) ∩ supp(σ̂3) = ∅
and according to remark 3.19 we have
|supp(σ̂1) ∩ supp(σ̂2)| = |supp(σ̂2) ∩ supp(σ̂3)| = intersect(ω)
all in all this means that
|supp(σ̂1) ∪ supp(σ̂2) ∪ supp(σ̂3)| =
= |supp(σ̂1)|+ |supp(σ̂2)|+ |supp(σ̂3)| − |supp(σ̂1) ∩ supp(σ̂2)|−
−|supp(σ̂2) ∩ supp(σ̂3)| = (k − 1)supp(ω)− (k − 2)intersect(ω)
and equation 3.28 holds in this case.
Now assume that equation 3.28 holds for k − 1. Since by assumption we have that
supp(σ̂k−1) ∩ (
⋃
i=1,...,k−3
supp(σi)) = ∅
and so
∣∣∣∣∣∣supp(σ̂k−1) ∩ (
⋃
i=1,...,k−2
supp(σi))
∣∣∣∣∣∣ = |supp(σ̂k−1) ∩ supp(σ̂k−2)| = intersect(ω)
(see remark 3.19 for the last equality) hence we conclude that
∣∣∣∣∣∣
⋃
i=1,...,k−1
supp(σ̂i)
∣∣∣∣∣∣ =
∣∣∣∣∣∣supp(σ̂k−1) ∪ (
⋃
i=1,...,k−2
supp(σi))
∣∣∣∣∣∣ =
= |supp(σ̂k−1)|+
∣∣∣∣∣∣
⋃
i=1,...,k−2
supp(σi)
∣∣∣∣∣∣−
∣∣∣∣∣∣supp(σ̂k−1) ∩ (
⋃
i=1,...,k−2
supp(σi))
∣∣∣∣∣∣ =
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= |supp(σ̂k−1)|+
∣∣∣∣∣∣
⋃
i=1,...,k−2
supp(σi)
∣∣∣∣∣∣− intersect(ω) =
= |supp(σ̂k−1)|+ ((k − 2)supp(ω)− (k − 3)intersect(ω))− intersect(ω) =
= (k − 1)supp(ω)− (k − 2)intersect(ω)
see remark 3.19 for the last equality.
Now since, by equation 3.27, |
⋃
i=1,...,k−1 supp(σ̂i)| = mk, then (3.28) implies that
(k − 1)supp(ω)− (k − 2)intersect(ω) = mk (3.29)
let us rewrite this equation as follows
supp(ω) =
m(k − 1) +m+ (k − 1)intersect(ω)− intersect(ω)
k − 1
=
= m+ intersect(ω) +
m− intersect(ω)
k − 1
(3.30)
but since this equation involves only integers, there exists an n ∈ Z such that
m− intersect(ω)
k − 1
= −n
or
intersect(ω) = m+ n(k − 1) (3.31)
Now by substituting the expression of intersect(ω) from equation 3.31 into equation 3.30 we get
supp(ω) = m+ (m+ n(k − 1))− n = 2m+ n(k − 2)
and so we have the two equations
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intersect(ω) = m+ n(k − 1) (3.32)
supp(ω) = 2m+ n(k − 2) (3.33)
Consider now σ̂1, σ̂2 and σ̂3 (here we assume that k ≥ 4). Since, by assumption we have that
supp(σ̂1) ∩ supp(σ̂3) = ∅
which implies that
(supp(σ̂1) ∩ supp(σ̂2)) ∩ (supp(σ̂2) ∩ supp(σ̂3)) = ∅
but since |supp(σ̂1) ∩ supp(σ̂2)| = |supp(σ̂2) ∩ supp(σ̂3)| = intersect(ω) and since supp(σ̂1) ∩
supp(σ̂2), supp(σ̂2) ∩ supp(σ̂3) ⊆ supp(σ̂2) we have that
2(intersect(ω)) ≤ supp(ω),
but according to Corollary 3.21, we also have that
2(intersect(ω)) ≥ supp(ω).
Hence
2(intersect(ω)) = supp(ω)
which, according to equations 3.32 and 3.33, translates to
2m+ 2n(k − 1) = 2m+ n(k − 2)
and this is equivalent to
nk = 0
which means that n = 0.
Hence we conclude from (3.32) and (3.33) that intersect(ω) = m and supp(ω) = 2m.
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3.4 Conjugacies between Model Homomorphisms
In this subsection we prove that there are non-trivial conjugacies between the model homo-
morphisms defined in Definition 3.9. Since we are interested in model homomorphisms up to
conjugacy this will lead to a more concise definition of the model homomorphisms.
By definition 3.9, for each m there is only one model homomorphism Sk → Bmk which is
good of type 1 (see definition 3.15). Hence, we will study the conjugacies between the model
homomorphisms which are good of type 2, as defined in Definition 3.9.
We shall use the following notations (see notation 3.4 and notation 3.6) :
Fix a natural number m ∈ N, m ≥ 2.
For each i ≥ 1 and q ∈ ▽m we denote
aiq = 1 +m(i− 1) + q ∈ supp(A
m
i ).
Now let σ ∈ S({j, . . . , j + r − 1}) ∼= Sr be some permutation and let tj , . . . , tj+r−1 ∈ ▽m. We
denote by Cσ,mtj ,...,tj+r−1 the permutation given by the formula
Cσ,mtj ,...,tj+r−1(a
i
p) = a
σ(i)
|p+tσ(i)|m
for all p ∈ ▽m (3.34)
for each i ∈ {j, . . . , j + r − 1}.
According to Lemma 3.5, we have that
(Ami )
(Cσ,mtj ,...,tj+r−1
)−1
= Amσ(i) (3.35)
Lemma 3.23. Let m ∈ N, m ≥ 2. Let σ, τ ∈ S({j, . . . , j+ r− 1}) ∼= Sr be any two permutations
and let t1j , . . . , t
1
j+r−1, t
2
j , . . . , t
2
j+r−1 ∈ ▽m. Then the following formulas hold
(a)
Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
= Cσ·τ,m
t3j ,...,t
3
j+r−1
where
t3i = |t
2
σ−1(i) + t
1
i |m (3.36)
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for each i ∈ {j, . . . , j + r − 1}.
(b)
(Cσ,m
t1j ,...,t
1
j+r−1
)−1 = Cσ
−1,m
t2j ,...,t
2
j+r−1
where
t2i = | − t
1
σ(i)|m
for each i ∈ {j, . . . , j + r − 1}.
(c)
(Cτ,m
t2j ,...,t
2
j+r−1
)−1 · Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
= Cτ
−1·σ·τ,m
t3j ,...,t
3
j+r−1
where
t3i = |t
2
σ−1(τ(i)) + t
1
τ(i) − t
2
τ(i)|m (3.37)
for each i ∈ {j, . . . , j + r − 1}.
Proof.
In this proof we denote, for each i ∈ N, i ≥ 1
Ai = (1 +m(i− 1), . . . ,mi)
(i.e., Ai = A
m
i from notation 3.4 but we suppress the superscript).
Proof of (a) :
By (3.34) we have for each i ∈ {j, . . . , j + r − 1} and q ∈ ▽m
Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
(aiq) = C
σ,m
t1j ,...,t
1
j+r−1
(Cτ,m
t2j ,...,t
2
j+r−1
(aiq)) =
= Cσ,m
t1j ,...,t
1
j+r−1
(a
τ(i)
|q+t2
τ(i)
|m
) = a
σ(τ(i))
|q+t2
τ(i)
+t1
σ(τ(i))
|m
= a
σ·τ(i)
|q+t2
τ(i)
+t1
σ·τ(i)
|m
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which means, by (3.34), that
Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
= Cσ·τ,m
t3j ,...,t
3
j+r−1
where
t3σ·τ(i) = |t
2
τ(i) + t
1
σ·τ(i)|m
or equivalently
t3i = |t
2
σ−1(i) + t
1
i |m
Proof of (b) :
For each i ∈ {j, . . . , j + r − 1} set t2i = | − t
1
σ(i)|m.
According to part (a) we have
Cσ,m
t1j ,...,t
1
j+r−1
· Cσ
−1,m
t2j ,...,t
2
j+r−1
= Cid,m
t3j ,...,t
3
j+r−1
where
t3i = |t
2
σ−1(i) + t
1
i |m = || − t
1
i |m + t
1
i |m = 0
Hence
Cid,m
t3j ,...,t
3
j+r−1
= Cid,m0,...,0 = id
and so
(Cσ,m
t1j ,...,t
1
j+r−1
)−1 = Cσ
−1,m
t2j ,...,t
2
j+r−1
where t2i = | − t
1
σ(i)|m.
Proof of (c) :
By part (b) we have that
38
(Cτ,m
t2j ,...,t
2
j+r−1
)−1 = Cτ
−1,m
|−t2
τ(j)
|m,...,|−t2τ(j+r−1)|m
and by part (a) and (3.36) we have that
Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
= Cσ·τ,m
|t2
σ−1(j)
+t1j |m,...,|t
2
σ−1(j+r−1)
+t1j+r−1|m
.
Using part (a) and (3.36) again we now have
(Cτ,m
t2j ,...,t
2
j+r−1
)−1 · Cσ,m
t1j ,...,t
1
j+r−1
· Cτ,m
t2j ,...,t
2
j+r−1
=
= Cτ
−1,m
|−t2
τ(j)
|m,...,|−t2τ(j+r−1)|m
· Cσ·τ,m
|t2
σ−1(j)
+t1j |m,...,|t
2
σ−1(j+r−1)
+t1j+r−1|m
=
= Cτ
−1·σ·τ,m
t3j ,...,t
3
j+r−1
where
t3i = |t
2
σ−1(τ(i)) + t
1
τ(i) − t
2
τ(i)|m
for each i ∈ {j, . . . , j + r − 1}.
Proposition 3.24. Let k,m ∈ N, m ≥ 2. Let l be a divisor of m, 1 ≤ l < m, and for each
i = 1, . . . , k − 1 let {ti(i−1)l+1, . . . , t
i
(i+1)l} ∈ ▽ml .
Suppose that φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1 : Bk → Smk, defined by
φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) = A
m
l
1 · · ·A
m
l
(i−1)l · C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
·A
m
l
(i+1)l+1 · · ·A
m
l
kl (3.38)
for i = 1, . . . , k − 1, is a homomorphism.
Then φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1 ∼ φm,l,{t′i(i−1)l+1,...,t
′i
(i+1)l
}i=1,...,k−1 where for each i = 1, . . . , k−
1 and q, (i− 1)l + 1 ≤ q ≤ (i+ 1)l
t′iq =
{
0 q 6= (i − 1)l+ 1
p q = (i − 1)l+ 1
(3.39)
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for some p ∈ ▽m
l
.
Proof. For the purposes of the proof we denote φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1 as φ, φm,l,{t′i(i−1)l+1,...,t
′i
(i+1)l
}i=1,...,k−1
as φ′, and φm,l,{ti
(i−1)l+1
,...,ti
(i+1)l
}i=1,...,k−1(σi) as σ̂i.
Furthermore, we use the notation 3.4, where for each p ∈ N, p ≥ 2, and each i ≥ 1 we denote
Api = (1 + p(i− 1), . . . , pi)
We shall denote the d-th power of Api as (A
p
i )
d for any d ∈ Z.
Consider the following element in Smk :
D =
∏
1≤i≤k
C
Ali,
m
l
s(i−1)l+1,...,sil
where the si-s are numbers in ▽m
l
, yet to be determined, and in each C
Ai,
m
l
s(i−1)l+1,...,sil we consider
Ai as a permutation in S({(i− 1)l + 1, . . . , il}) ∼= Sl.
Let us now show that the conjugation of φ by D is a model homomorphism (see Definition 3.9).
We have that
(σ̂i)
D = (C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
)D ·
∏
j=1,...,(i−1)l,(i+1)l+1,...,kl
(A
m
l
j )
D
First note that C
Ali,
m
l
s(i−1)l+1,...,sil permutes the cycles A
m
l
(i−1)l+1, . . . , A
m
l
il among themselves (see
notation 3.6), i.e.,
(A
m
l
(i−1)l+1 · · ·A
m
l
il )
C
Ali,
m
l
s(i−1)l+1,...,sil = A
m
l
(i−1)l+1 · · ·A
m
l
il .
This means that for each i = 1, . . . , k − 1 we have
∏
j=1,...,(i−1)l,(i+1)l+1,...,kl
(A
m
l
j )
D =
∏
j=1,...,(i−1)l,(i+1)l+1,...,kl
A
m
l
j (3.40)
Now note that since (ψl(σi))
2 = Ali · A
l
i+1 for each i = 1, . . . , k − 1, C
Alj ,
m
l
s(j−1)l+1,...,sjl is disjoint
from C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
except for j = i, i+ 1. Hence
40
(C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
)D = (C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
)
C
Ali·A
l
i+1,
m
l
s(i−1)l+1,...,s(i+1)l (3.41)
(see notation 3.6 for the expression C
Ali·A
l
i+1,
m
l
s(i−1)l+1,...,s(i+1)l).
Let us now compute the expression on the right hand side of (3.41).
According to part (c) of Lemma 3.23 and using the fact that (ψl(σi))
2 = Ali · A
l
i+1 for each
i = 1, . . . , k − 1, we have that
(C
ψl(σi),
m
l
ti
l(i−1)+1
,...,ti
l(i+1)
)
C
Ali·A
l
i+1,
m
l
s(i−1)l+1,...,s(i+1)l = C
ψl(σi),
m
l
t′i
l(i−1)+1
,...,t′i
l(i+1)
(3.42)
where
t′ij = |sψl(σi)(j) + t
i
ψ2
l
(σi)(j)
− sψ2
l
(σi)(j)|ml (3.43)
for each j = l(i− 1) + 1, . . . , l(i+ 1).
The equations (3.40), (3.41) and (3.42) prove that φD is indeed a model homomorphism.
We now set the values of the sq ∈ ▽m
l
so that the t′iq in (3.43) will satisfy the equations (3.39)
in our claim.
We continue the proof in a series of steps as follows.
Step 1 : At this step we set the values of s1, . . . , s2l.
First set sψ2
l
(σ1)(1) = 0. Next set inductively the values of sψ3l (σ1)(1), . . . , sψ2ll (σ1)(1), sψl(σ1)(1) by
the following set of equations (recall that ψ2ll (σi) = id for any i)
sψ3
l
(σ1)(1) = |sψ2l (σ1)(1) + t
1
ψ3
l
(σ1)(1)
|m
l
...
s
ψ
j+2
l
(σ1)(1)
= |s
ψ
j+1
l
(σ1)(1)
+ t1
ψ
j+2
l
(σ1)(1)
|m
l
s
ψ
j+3
l
(σ1)(1)
= |s
ψ
j+2
l
(σ1)(1)
+ t1
ψ
j+3
l
(σ1)(1)
|m
l
...
sψ2l
l
(σ1)(1) = |sψ2l−1l (σ1)(1)
+ t1
ψ2l
l
(σ1)(1)
|m
l
sψl(σ1)(1) = |sψ2ll (σ1)(1) + t
1
ψl(σ1)(1)
|m
l
(3.44)
41
where the j-th equation in (3.44) sets the value of s
ψ
j
l
(σ1)(1)
using the value of s
ψ
j−1
l
(σ1)(1)
defined
in the j − 1-th equation.
We now have, according to (3.43), that
t′1
ψ
j
l
(σ1)(1)
= |s
ψ
j+1
l
(σ1)(1)
+ t1
ψ
j+2
l
(σ1)(1)
− s
ψ
j+2
l
(σ1)(1)
|m
l
=
= |s
ψ
j+1
l
(σ1)(1)
+ t1
ψ
j+2
l
(σ1)(1)
− (s
ψ
j+1
l
(σ1)(1)
+ t1
ψ
j+2
l
(σ1)(1)
)|m
l
= 0
for each j = 1, . . . , 2l− 1 and furthermore
t′11 = |sψl(σ1)(1) + t
1
ψ2
l
(σ1)(1)
− sψ2
l
(σ1)(1)|ml = |sψl(σ1)(1) + t
1
ψ2
l
(σ1)(1)
|m
l
Let us denote
p = |sψl(σ1)(1) + t
1
ψ2
l
(σ1)(1)
|m
l
∈ ▽m
l
Hence we now have that the t′1j satisfy (3.39) for each j = 1, . . . , 2l. •
Step 2 : At this step we set the rest of the values : s2l+1, . . . , skl. We do this in k − 2 steps
where in step q we set the values of sql+1, . . . , s(q+1)l where q = 2, . . . , k − 1.
For each q = 2, . . . , k − 1 we set
sj = |sψ−1
l
(σq)(j)
+ tqj |ml for j = ql + 1, . . . , (q + 1)l
which is equivalent to
sψ2
l
(σq)(j) = |sψl(σq)(j) + t
q
ψ2
l
(σq)(j)
|m
l
for j = ql + 1, . . . , (q + 1)l (3.45)
Now according to (3.43) and (3.45), we have that
t′qj = |sψl(σq)(j) + t
q
ψ2
l
(σq)(j)
− sψ2
l
(σq)(j)|ml =
= |sψl(σq)(j) + t
q
ψ2
l
(σq)(j)
− (sψl(σq)(j) + t
q
ψ2
l
(σq)(j)
)|m
l
= 0
for each q = 2, . . . , k − 1 and j = ql + 1, . . . , (q + 1)l, in accordance with (3.39). •
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Step 3 : It is now left to show that the values of t′qj satisfy (3.39) for q = 2, . . . , k − 1 and
j = (q − 1)l+ 1, . . . , ql.
Since φD = φ′ is a model homomorphism, as we have shown above, we have by Lemma 3.12 and
Lemma 3.13 that
∀j ∈ ▽l t
′i
(i−1)l+1+|1+j|l
+ t′iil+1+|1+j|l ≡ t
′i+1
(i+1)l+1+j + t
′i+1
il+1+|1+j|l
(mod
m
l
) (3.46)
for each i = 1, . . . , k − 2. But since, by step 1 and step 2, we have that t′iil+1+|1+j|l = 0 for each
i = 1, . . . , k − 1 and j ∈ ▽l, and since each summand in (3.46) is in ▽m
l
, we have that (3.46)
implies
∀j ∈ ▽l t
′i
(i−1)l+1+|1+j|l
= t′i+1
il+1+|1+j|l
(3.47)
Now since, by step 1, t′11 = p and t
′1
2 = · · · = t
′1
l = 0, (3.47) implies that for each i = 2, . . . , k− 1
we have
t′i(i−1)l+1 = p and t
′i
(i−1)l+2 = · · · = t
′i
il = 0
•
Summing up, we have shown that φ′ = φD is a model homomorphism and in steps 1, 2 and 3 we
have shown that the values of t′iq in φ
′ satisfy (3.39) which completes the proof.
Proposition 3.25. Let k,m ∈ N, m ≥ 2. Let l be a divisor of m, 1 ≤ l < m.
For each p ∈ ▽m
l
let lp be the minimal number between 1 and
m
l
such that
lp · p ≡ 0 (mod
m
l
). (3.48)
Suppose that
2l · lp 6=
m
l
for all p ∈ ▽m
l
(3.49)
( (3.49) holds for example when m
l
is odd). Then there are exactly m
l
+1 pairwise non-conjugate
model homomorphisms Bk → Smk in the set of model homomorphisms defined in definition 3.9.
Explicitly, these homomorphisms are
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ψm(σi) = C
(i,i+1),m
1,0
and
φm,l,{p,0,...,0}i=1,...,k−1(σi) = A
m
l
1 · · ·A
m
l
(i−1)l · C
ψl(σi),
m
l
p,0,...,0 ·A
m
l
(i+1)l+1 · · ·A
m
l
kl (3.50)
for each p = 0, . . . , m
l
− 1.
Proof. According to proposition 3.24, every model homomorphism which is good of type 2 (see
definition 3.15) is conjugate to a homomorphism of the form (3.50) for some p ∈ ▽m
l
.
Let φ1 and φ2 be two homomorphisms of the form (3.50) with p1 and p2 instead of p respectively.
Suppose that there is an element D ∈ Smk such that φD1 = φ2. We will prove that necessarily
p1 = p2 which will prove our claim.
Let us denote φ1(σi) as σ̂i.
Let us write the equations (σ̂i)
D = φ2(σi) for i = 1, 3 as follows :
(C
ψl(σ1),
m
l
p1,0,...,0
)D · (
∏
j=2l+1,...,kl
(A
m
l
j ))
D = C
ψl(σ1),
m
l
p2,0,...,0
·
∏
j=2l+1,...,kl
(A
m
l
j ) (3.51)
(C
ψl(σ3),
m
l
p1,0,...,0
)D · (
∏
j=1,...,2l,4l+1,...,kl
(A
m
l
j ))
D = C
ψl(σ3),
m
l
p2,0,...,0
·
∏
j=1,...,2l,4l+1,...,kl
(A
m
l
j ) (3.52)
According to lemma 3.5, the cyclic decomposition of each C
ψl(σi),
m
l
p1,0,...,0
consists of exactly m
l
· 1
lp1
(2l ·lp1)-cycles where lp is defined in (3.48). Since, according to our assumption (3.49), 2l ·lp1 6=
m
l
we have that each side of the equations (3.51) and (3.52) consists of a product between disjoint
permutations whose cyclic decompositions contain cycles of different lengths.
In particular, (3.51) implies
(
∏
j=2l+1,...,kl
(A
m
l
j ))
D =
∏
j=2l+1,...,kl
(A
m
l
j ) (3.53)
and (3.52) implies
(
∏
j=1,...,2l,4l+1,...,kl
(A
m
l
j ))
D =
∏
j=1,...,2l,4l+1,...,kl
(A
m
l
j ). (3.54)
Now (3.53) implies in particular that
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{(A
m
l
4l+1)
D, . . . , (A
m
l
kl )
D} ⊆ {A
m
l
2l+1, . . . , A
m
l
kl }
and (3.54) implies
{(A
m
l
4l+1)
D, . . . , (A
m
l
kl )
D} ⊆ {A
m
l
1 , . . . , A
m
l
2l } ∪ {A
m
l
4l+1, . . . , A
m
l
kl }
Hence
{(A
m
l
4l+1)
D, . . . , (A
m
l
kl )
D} ⊆ {A
m
l
2l+1, . . . , A
m
l
kl } ∩ ({A
m
l
1 , . . . , A
m
l
2l } ∪ {A
m
l
4l+1, . . . , A
m
l
kl })
or equivalently
{(A
m
l
4l+1)
D, . . . , (A
m
l
kl )
D} ⊆ {A
m
l
4l+1, . . . , A
m
l
kl }
but since the Ai-s are disjoint this means that
{(A
m
l
4l+1)
D, . . . , (A
m
l
kl )
D} = {A
m
l
4l+1, . . . , A
m
l
kl } (3.55)
hence (3.54) and (3.55) imply that
(
∏
j=1,...,2l
(A
m
l
j ))
D =
∏
j=1,...,2l
(A
m
l
j ).
Hence, by lemma 3.5 we can write
D|supp(
S
j=1,...,2l Aj)
= C
τ,m
l
s1,...,s2l (3.56)
where τ ∈ S2l.
Furthermore, by (3.51), we have that
(C
ψl(σ1),
m
l
p1,0,...,0
)D = C
ψl(σ1),
m
l
p2,0,...,0
which, by (3.56), can be rewritten as
(C
ψl(σ1),
m
l
p1,0,...,0
)C
τ,m
l
s1,...,s2l = C
ψl(σ1),
m
l
p2,0,...,0
(3.57)
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According to part (c) of lemma 3.23, (3.57) implies that
(ψl(σ1))
τ = ψl(σ1)
but since ψl(σ1) is a 2l-cycle, then according to part (b) of lemma 5.3 we have that
τ = ψql (σ1) for some q, 0 ≤ q ≤ 2l − 1.
Hence we can rewrite (3.57) as
(C
ψl(σ1),
m
l
p1,0,...,0
)C
ψ
q
l
(σ1),
m
l
s1,...,s2l = C
ψl(σ1),
m
l
p2,0,...,0
(3.58)
In order to prove our claim it is enough to show that equation (3.58) has a solution s1, . . . , s2l ∈
▽m
l
only if p1 = p2.
Suppose then that (3.58) has a solution s1, . . . , s2l ∈ ▽m
l
.
Let us rewrite (3.37) from part (c) of lemma 3.23 as
t3τ−1(i) = |t
2
σ−1(i) + t
1
i − t
2
i |m (3.59)
(the m in (3.59) is m
l
in our case, τ is ψql (σ1) and σ is ψl(σ1)).
Then (3.58) and (3.59) imply the following set of 2l equations :
p2 = |sψ−1
l
(σ1)(1)
+ 0− s1|m
l
0 = |sψ−1
l
(σ1)(2)
+ 0− s2|m
l
...
0 = |s
ψ
−1
l
(σ1)(ψ
−q
l
(σ1)(1))
+ p1 − s2|m
l
(3.60)
...
0 = |sψ−1
l
(σ1)(2l)
+ 0− s2l|m
l
Now the set of 2l equations (3.60) can be rewritten in matrix form as follows
(P − I)
s1...
s2l
 ≡ p2 · ~e1 − p1 · ~eψ−q
l
(σ1)(1)
(mod
m
l
) (3.61)
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where I is the unit matrix of size 2l, ~ej is the unit vector of size 2l (it has 1 in the j-th place
and 0-s elsewhere) and P is the permutation matrix of size 2l corresponding to ψ−1l (σ1), i.e., its
j-th row consists of zeros except for the ψ−1l (σ1)(j) column where the entry is 1.
Now note that since ψl(σ1) is a 2l-cycle, its only power that has a fixed point is the identity, and
so ψ−1l (σ1)(i) 6= i for all i = 1, . . . , 2l. Hence the j-th column of the matrix P − I in (3.61) has
the entry −1 on the j-th row, it has the entry 1 on the ψ−1l (σ1)(j)-th row (which is 6= j) and
0 in the rest of the entries. This means that the submodule of (Zm
l
)2l spanned by the columns
of the matrix P − I consists of vectors whose entries sum is 0. Hence (3.60) can have a solution
only if p1 = p2.
4 Homomorphisms ω : Bk → Smk with supp(ω) = 2m
Recall the definition of model homomorphisms ω : Bk → Smk with supp(ω) = 2m :
ψm(σi) = C
(i,i+1),m
1,0
(see Definition 3.9 and Notations 3.6 and 3.4). Alternatively, we can write
ψm(σi) = (a
i
0, a
i+1
0 , a
i
1, a
i+1
1 , . . . , a
i
m−1, a
i+1
m−1)
where
aij = 1+m(i − 1) + j ∈ supp(A
m
i ) j ∈ ▽m.
Recall (see Definition 3.9) that a homomorphism Bk → Sn is called standard if it is conjugate
to a model homomorphism.
Theorem 4.1. Let k,m ∈ N be such that k > 6 and m ≥ 2. Every good transitive non-cyclic
homomorphism ω : Bk → Smk with supp(ω) = 2m is standard.
(The condition supp(ω) = 2m corresponds to case 1 of Definition 3.15 according to Lemma 3.22)
Proof. Let ω : Bk → Smk be a good transitive non-cyclic homomorphism with supp(ω) = 2m.
We will define a permutation θ ∈ Smk such that ωθ = ψm (where ψm is a model homomorphism
defined in Definition 3.9). Recall that ωθ is defined by conjugating each element in the image of
ω by θ, i.e.
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ωθ(σi) = (ω(σi))
θ = (σ̂i)
θ i = 1, . . . , k − 1
We shall prove our claim in five steps as follows :
Step 1: intersect(ϕ) = m.
Proof of Step 1: This follows directly from Lemma 3.22 since supp(ω) = 2m and ω is good.
Step 2 : For each i = 1, . . . , k − 1, each cycle D in the cycle decomposition of σ̂i is of even
length and |supp(D) ∩ supp(σ̂i±1)| =
1
2 |supp(D)| (as in Lemma 3.20, for i = 1 and i = k − 1 we
take σ̂1±1 and σ̂(k−1)±1 to mean σ̂2 and σ̂k−2 respectively).
Proof of Step 2 : Let i ∈ {1, . . . , k − 1} and let us write
σ̂i = D1 · · ·Dr
according to Corollary 3.21, for each j = 1, . . . , r we have that |supp(Dj) ∩ supp(σ̂i±1)| ≥
1
2supp(Dj) and so
intersect(ω) = |supp(σ̂i) ∩ supp(σ̂i±1)| =
=
∑
j=1,...,r
|supp(Dj) ∩ supp(σ̂i±1)| ≥
∑
j=1,...,r
1
2
|supp(Dj)| =
=
1
2
|supp(σ̂i)| = m
but since intersect(ω) = m by step 1, we get that for each j = 1, . . . , r : |supp(Dj)∩supp(σ̂i±1)| =
1
2 |supp(Dj)| and |supp(Dj)| must be even, i.e., each Dj is of even length.
Step 3: Let i ∈ {1, . . . , k − 2} and let D be a cycle in the cycle decomposition of σ̂i and let us
write D as follows (recall that D is of even length by step 2)
D = (xi0, x
i+1
0 , x
i
1, x
i+1
1 , . . . , x
i
r, x
i+1
r )
assume w.l.o.g that xi0 6∈ supp(σ̂i+1) (this can be assumed by Step 2 since |supp(D)∩supp(σ̂i+1)| =
1
2 |supp(D)|), then
{xi0, x
i
1, . . . , x
i
r} ∩ supp(σ̂i+1) = ∅
and Dbσ
−1
i+1bσ−1i can be written as follows
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Dbσ
−1
i+1bσ−1i = (xi+10 , x
i+2
0 , x
i+1
1 , x
i+2
1 , . . . , x
i+1
r , x
i+2
r )
where {xi+20 , x
i+2
1 , . . . , x
i+2
r } ∩ supp(σ̂i) = ∅
Proof of Step 3: Let us first consider D
D = (xi0, x
i+1
0 , x
i
1, x
i+1
1 , . . . , x
i
r, x
i+1
r )
Consider (xi0, x
i+1
0 , x
i
1, x
i+1
1 , . . . , x
i
r, x
i+1
r ) as an ordered tuple of (distinct) elements in ∆mk. Ac-
cording to Lemma 3.20 at least one element in each consecutive pair in this tuple belongs to
supp(σ̂i+1) and according to Step 2 exactly half of the elements of this tuple belong to supp(σ̂i+1).
This means that in each consecutive pair in this tuple exactly one element belongs to supp(σ̂i+1).
Since, according to our assumption, xi0 6∈ supp(σ̂i+1), we conclude that
{xi0, x
i
1, . . . , x
i
r} ∩ supp(σ̂i+1) = ∅
and xi+1j ∈ supp(σ̂i+1) for each j = 0, . . . , r.
This means that σ̂iσ̂i+1(x
i
j) = σ̂i(x
i
j) = x
i+1
j for each j = 0, . . . , r.
Let us now compute Dbσ
−1
i+1bσ−1i directly
Dbσ
−1
i+1bσ−1i = (σ̂iσ̂i+1(xi0), σ̂iσ̂i+1(x
i+1
0 ), σ̂iσ̂i+1(x
i
1), σ̂iσ̂i+1(x
i+1
1 ), . . . , σ̂iσ̂i+1(x
i
r), σ̂iσ̂i+1(x
i+1
r )) =
= (xi+10 , σ̂iσ̂i+1(x
i+1
0 ), x
i+1
1 , σ̂iσ̂i+1(x
i+1
1 ), . . . , x
i+1
r , σ̂iσ̂i+1(x
i+1
r ))
Let us denote σ̂iσ̂i+1(x
i+1
j ) as x
i+2
j for j = 0, . . . , r. According to step 2 we have that D
bσi+1bσi ,
which is a cycle of σ̂i+1, satisfies |supp(Dbσi+1bσi) ∩ supp(σ̂i)| = 12 |supp(D
bσi+1bσi)| and so, since
xi+1j ∈ supp(σ̂i) for each j = 0, . . . , r ,this means that
{xi+20 , x
i+2
1 , . . . , x
i+2
r } ∩ supp(σ̂i) = ∅
Step 4: The cyclic type of σ̂1 (and hence of σ̂i for all i = 1, . . . , k − 1) is [2m] (i.e. the cycle
decomposition of each σ̂i consists of a single 2m-cycle)
Proof of Step 4: Let D1 be a cycle in the cycle decomposition of σ̂1. Let us write D1 as follows
(recall that D1 is of even length by step 2)
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D1 = (x
1
0, x
2
0, x
1
1, x
2
1, . . . , x
1
r, x
2
r)
where we assume w.l.o.g that x10 6∈ supp(σ̂2) (this can be assumed by Step 2 since |supp(D) ∩
supp(σ̂i+1)| =
1
2 |supp(D)| for each i = 1, . . . , k − 2)
For i = 1, . . . , k − 2 define inductively
Di+1 = D
bσ−1i+1bσ−1i
i
since σ̂
bσ−1i+1bσ−1i
i = σ̂i+1 we have that each Di is a cycle in the cycle decomposition of σ̂i and
according to step 3 we can write
Di = (x
i
0, x
i+1
0 , x
i
1, x
i+1
1 , . . . , x
i
r, x
i+1
r )
where xij 6∈ supp(σ̂i+1) and x
i+1
j ∈ supp(σ̂i+1) for j = 0, . . . , r.
Now let us prove that the orbit of x10 ∈ ∆mk inside the permutation group generated by
{σ̂1, . . . , σ̂k−1}, denoted orbit(x10), is equal to the union of the supports of the Di, i.e.,
orbit(x10) =
⋃
i=1,...,k−1
supp(Di).
Let us denote the orbit of x10 ∈ ∆mk inside the permutation group generated by {σ̂1, . . . , σ̂j−1}
as orbitj(x
1
0), so orbit(x
1
0) = orbitk−1(x
1
0). The proof will be carried out by induction on j.
The induction base is clear since the orbit of x10 inside the group generated by σ̂1 is exactly
supp(D1). Now assume the induction hypothesis for j − 1 and prove for j. Since ω is good
(case 1 of Definition 3.15), we have that
supp(σ̂j) ∩
⋃
i=1,...,j−2
supp(σ̂i) = ∅ (4.1)
and in particular
supp(Dj) ∩
⋃
i=1,...,j−2
supp(σ̂i) = ∅. (4.2)
Furthermore, by step 3 we have that
supp(Dj) ∩ supp(σ̂j−1) = {x
j
0, . . . , x
j
r} (4.3)
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and so, it follows from (4.2) and (4.3) that
supp(Dj) ∩
⋃
i=1,...,j−1
supp(σ̂i) =
= (supp(Dj) ∩
⋃
i=1,...,j−2
supp(σ̂i)) ∪ (supp(Dj ∩ supp(σ̂j−1)) =
= {xj0, . . . , x
j
r} (4.4)
and from (4.1) it follows that for any other cycle Ej , Ej 6= Dj , in the cycle decomposition of σ̂j
supp(Ej) ∩
⋃
i=1,...,j−1
supp(Di) = ∅. (4.5)
Now according to the induction hypothesis we have that orbitj−1(x
1
0) =
⋃
i=1,...,j−1 supp(Di)
and by (4.4) and (4.5) we have that orbitj−1(x
1
0) has a non-trivial intersection only with the
cycle Dj in σ̂j . This means that
orbitj(x
1
0) =
⋃
i=1,...,j−1
supp(Di) ∪ supp(Dj) =
⋃
i=1,...,j
supp(Di)
which concludes the induction proof. We now have that
|orbit(x10)| = |
⋃
i=1,...,k−1
supp(Di)| = |supp(D1)|+
∑
j=2,...,k−1
|supp(Dj)− supp(Dj−1)| =
= (2r + 2) + (k − 2)(r + 1)
but since ω is transitive we must have that
2r + 2 + (k − 2)(r + 1) = mk
which is equivalent to
k(r + 1) = mk
and we conclude that r = m− 1 and each σ̂i is a single 2m-cycle.
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Step 5: There exists a permutation θ ∈ Smk such that ωθ = ψm (ψm is the model homomorphism
defined in Definition 3.9).
Proof of Step 5: By step 4, each σ̂i for i = 1, . . . , k − 1 is a single 2m-cycle. Let us write σ̂1
explicitly
σ̂1 = (x
1
0, x
2
0, x
1
1, x
2
1, . . . , x
1
m−1, x
2
m−1)
where we assume that x10 6∈ supp(σ̂2) (this can be assumed by Step 2 since |supp(D)∩supp(σ̂i+1)| =
1
2 |supp(D)| for each i = 1, . . . , k − 2).
Since σ̂
bσ−1i+1bσ−1i
i = σ̂i+1 for each i = 1, . . . , k − 2, step 3 implies that we can write
σ̂i = (x
i
0, x
i+1
0 , x
i
1, x
i+1
1 , . . . , x
i
m−1, x
i+1
m−1)
where xij 6∈ supp(σ̂i+1) and x
i+1
j ∈ supp(σ̂i+1) for j = 0, . . . ,m−1. This means that {x
i
0, . . . , x
i
m−1}i=1,...,k
is a set of mk distinct elements, i.e. it is equal to ∆mk. Hence we can define the permutation
θ ∈ Smk as follows
θ(aij) = x
i
j j = 0, . . . ,m− 1 i = 1, . . . , k
where
aij = 1 +m(i− 1) + j ∈ supp(A
m
i ) j ∈ ▽m
which would give ωθ = ψm (see Definition 3.9).
5 Good Transitive Homomorphisms ω : Bk → S3k
In this section we prove that good transitive homomorphisms ω : Bk → Smk are standard for
m = 3, i.e. they are conjugate to the model homomorphisms (see Definition 3.9).
Notation 5.1. Recall notation 3.4 in the case m = 3 :
A3i = (3i− 2, 3i− 1, 3i) i ≥ 1 (5.1)
In this section we shall denote A3i simply as Ai and we denote
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(Ai · Ai =)A
−1
i = (3i− 2, 3i, 3i− 1) i ≥ 1 (5.2)
(i.e. we use the superscripts of the Ai-s in the conventional manner instead of their use in
notation 3.4). •
We shall use the following important results from [Lin04b]
Lemma 5.2 (cf. Lemma 7.12 in [Lin04b]). Let k > 6 and let ω : Bk → Sn be a homomorphism
such that all components of σ̂1 (including the degenerate component Fix(σ̂1)) are of lengths at
most k − 3. Then ω is cyclic.
Lemma 5.3 (cf. [Ar47b] and Lemma 2.7 in [Lin04b]). Suppose that A,B ∈ Sn and AB = BA.
Then:
a) The set supp(A) is B-invariant;
b) If for some r, 2 ≤ r ≤ n, the r-component of A consists of a single r-cycle C, then the set
supp(C) is B-invariant and B|supp(C) = Cq for some integer q, 0 ≤ q < r.
Lemma 5.4 (Normalization assumption). Let ω : Bk → Sn be a homomorphism and assume
Dr = {Arj , . . . , A
r
j+t−1} (for some j ≥ 1, see notation 3.4) be an r-subcomponent of σ̂1 (of σ̂k−1).
Let ΩDr be the (co)retraction of ω to Dr (assuming it is well defined). Suppose ΩDr is conjugate
to Ω′, then ω is conjugate to ωC = ω′ for some C ∈ S(supp(Dr)) where the (co)retraction of ω′
to Dr is equal to Ω
′ and the conjugation of the cycles of Dr by C induces a permutation between
them.
Proof. We will prove the claim only for retractions, the dual claim (for coretractions) being
completely similar.
Assume then that Dr = {Arj , . . . , A
r
j+t−1} is an r-subcomponent of σ̂1 and denote ΩDr = Ω.
Recall that by definition Ω(σl) ∈ S({j, . . . , j + t − 1}) ≃ St for each l = 3, . . . , k − 1. Suppose
Ω′ = ηΩη−1 for some η ∈ S({j, . . . , j + t− 1}) ≃ St.
By using Lemma 3.5, we construct a permutation C ∈ S(
⋃
s=j,...,j+t−1 supp(As)) that corre-
sponds to η and satisfies
(Arp)
C = Arη(p) p ∈ supp(η)
And so, conjugation of the cycles Dr = {Arj , . . . , A
r
j+t−1} by C induces a permutation between
them. Furthermore, we have for each l = 3, . . . , k − 1
(Arp)
C−1bσlC = (ArηΩ(σl)η−1(p)) for j ≤ p ≤ j + t− 1
or equivalently
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(Arp)
(bσl)C = (ArΩ′(σl)(p)) for j ≤ p ≤ j + t− 1
which means that the retraction of ωC to Dr is Ω
′.
Lemma 5.5. Let ω : Bk → Sk be a non-cyclic homomorphism such that ω(σi) = (i, i + 1) for
i 6= k − 2, then either ω(σk−2) = (k − 2, k − 1) or ω(σk−2) = (k − 2, k)
Proof. If ω(σk−2) were disjoint from ω(σk−3) or ω(σk−1) it would commute with either of them
and then ω would be cyclic according to Lemma 2.10 and Fact 2.9, contradicting our assumption.
For the same reason, ω(σk−2) could not be equal to either ω(σk−3) or ω(σk−1). This leaves only
4 possibilities for ω(σk−2) : (k−3, k−1), (k−3, k), (k−2, k−1) or (k−2, k). (k−3, k−1) and
(k− 3, k) are impossible since they do not commute with ω(σk−4) = (k− 4, k− 3). (k− 2, k− 1)
and (k − 2, k) are readily seen to be appropriate possibilities.
We are now ready to prove
Theorem 5.6. For k > 8 every good transitive non-cyclic homomorphism ω : Bk → S3k is
standard.
Proof. Since ω is good by assumption, then according to Lemma 3.22 there are only two possi-
bilities : Either supp(ω) = 6 or supp(ω) = 3k. It was proved in Theorem 4.1 (for m = 3) that
ω is standard in the case supp(ω) = 6. Assume then that supp(ω) = 3k. Then the degenerate
component of σ̂1 is empty. Furthermore, by Lemma 3.22 we have in this case intersect(ω) = 3k.
In the rest of the proof we will denote the r-component of σ̂i as C
i
r for i, 1 ≤ i ≤ k − 1. In case
i = 1 we also denote Cr = C
1
r and in case i = k − 1 we denote C
∗
r = C
k−1
r .
Note that we have the following equality
∑
r>1
r · |Cr| = supp(ω) = 3k (5.3)
and as a consequence for any r > 1
r · |Cr| ≤ 3k. (5.4)
According to Lemma 5.2 there must be some r-component of σ̂1 of length ≥ k − 2. But if
|Cr| ≥ k − 2 then by (5.4) we have
r ≤
3k
|Cr|
≤
3k
k − 2
= 3 +
6
k − 2
< 4 for k > 8 (5.5)
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Hence r is 2 or 3 and we now proceed according to these two possibilities.
Case 1 : |C2| ≥ k− 2
We will show that this case is impossible.
First we claim that |Cr| < k − 2 for each r > 2. For r > 3 this follows from (5.5) and for r = 3,
if |C3| ≥ k − 2, we would have that
3 · |C3|+ 2 · |C2| ≥ 3(k − 2) + 2(k − 2) = 5k − 10 > 3k for k > 8
contradicting (5.3).
Hence we conclude from Theorem 3.3 (e) that for each r-component Cr where r > 2, the retrac-
tion of ω to Cr, ΩCr : Bk−2 → S(Cr) ∼= S|Cr| , is cyclic (since |Cr| < k− 2). Put ΣCr = supp(Cr).
According to Corollary 2.17 the reduction of ω corresponding to each such component Cr,
ωCr : Bk−2 → S(supp(Cr)), is also cyclic. This means that ωΣCr (σ3) = . . . = ωΣCr (σk−1),
and thus
σ̂3|ΣCr = . . . = σ̂k−1|ΣCr . (5.6)
Put Σ =
⋃
Cr
ΣCr , where Cr runs over all the r-components of σ̂1 for r > 2. The set Σ is invariant
under all the permutations σ̂3, ..., σ̂k−1. Since (5.6) holds for every r-component Cr of σ̂1 for r > 2,
it follows that there is a permutation S ∈ S(Σ) such that σ̂3|Σ = . . . = σ̂k−1|Σ = S.
Consider now C2. Denote Σ
′ = supp(C2). There are two possibilities for ΩC2 (the retraction of ω
to C2) : It is either cyclic or non-cyclic. If ΩC2 were cyclic, we would get that the reduction of ω
corresponding to Σ′ would be cyclic by Corollary 2.17 and hence there would be a permutation
S′ ∈ S(Σ′) such that σ̂3|Σ′ = . . . = σ̂k−1|Σ′ = S′, but since Σ ∪ Σ′ = ∆3k = supp(σ̂i) for
each i = 3, . . . , k − 1, this would mean that σ̂3 = . . . = σ̂k−1 = SS′ which would imply by
Lemma 2.10 that ω is cyclic which contradicts our assumption.
Hence assume that ΩC2 is non-cyclic. Note that |C2| < 2(k − 2) for otherwise
2 · |C2| ≥ 2 · 2(k − 2) = 4k − 8 > 3k for k > 8
contradicting (5.4). Hence k − 2 ≤ |C2| < 2(k − 2) and we may conclude from Theorem 3.3 (c)
and (d) that ΩC2 : Bk−2 → S(C2)
∼= S|C2| is conjugate to µk−2 × κ where κ is cyclic (µk−2 is the
canonical epimorphism, see Definition 2.7). This means that there is a 2-subcomponent, C′2, of
σ̂1 such that κ is the retraction of ω to C
′
2. Since κ is cyclic then according to Corollary 2.17,
the reduction of ω corresponding to the component C′2, ωC′2 : Bk−2 → S(supp(C
′
2)), is also cyclic.
This means that ωΣ
C′2
(σ3) = . . . = ωΣ
C′2
(σk−1), and thus
σ̂3|ΣC′2 = . . . = σ̂k−1|ΣC′2 . (5.7)
Now, the set Σ ∪ supp(C′2) is invariant under all the permutations σ̂3, ..., σ̂k−1, and hence , by
combining (5.7) and (5.6) it follows that there is a permutation T ′ ∈ S(Σ ∪ supp(C′2)) such that
σ̂3|Σ ∪ supp(C′2) = . . . = σ̂k−1|Σ ∪ supp(C
′
2) = T
′.
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Denote C′′2 = C2 − C
′
2 and set T
′′
i = σ̂i|supp(C
′′
2), i = 3, ..., k − 1. We now have
σ̂i = T
′ · T ′′i for all i = 3, ..., k − 1. (5.8)
where
supp(T ′) ∩ supp(T ′′i ) = ∅, |supp(T
′)| = k + 4 and |supp(T ′′i )| = 2(k − 2) (5.9)
for each i = 3, ..., k − 1.
Consider the reduction of ω to supp(C′′2), ωsupp(C′′2 ) : Bk−2 → S(supp(C
′′
2))
∼= S2(k−2). Denote
φ = ωsupp(C′′2 ). According to the above arguments φ is not cyclic and the degenerate component
of φ(σi) is empty for each i = 3, . . . , k − 1. Hence, according to Lemma 7.28 in [Lin04b], φ
is standard and is conjugate to either of the model homomorphisms ϕ2 or ϕ3 as defined in
Definition 3.1.
Since σ̂1 and σ̂k−1 are conjugate, they have the same cycle structure. Hence we can argue in
a completely similar way on the components of σ̂k−1 (instead of σ̂1) to conclude that there are
permutations R′, R′′i ∈ S3k such that
σ̂i = R
′ · R′′i for all i = 1, ..., k − 3. (5.10)
where
supp(R′) ∩ supp(R′′i ) = ∅, |supp(R
′)| = k + 4 and |supp(R′′i )| = 2(k − 2) (5.11)
for each i = 3, ..., k − 1.
By comparing (5.8) and (5.10) we have that
σ̂i = T
′ · T ′′i = R
′ · R′′i for all i = 3, ..., k − 3. (5.12)
In particular
T ′′i |supp(T ′′i ) = R
′|supp(T ′′i ) ·R
′′
i |supp(T ′′i ) i = 3, . . . , k − 3. (5.13)
Since φ : Bk−2 → S(supp(C′′2))
∼= S2(k−2), where φ(σi) = T
′′
i |supp(T ′′i ), is conjugate to either ϕ2 or
ϕ3 and since supp(R
′) ∩ supp(R′′i ) = ∅ by (5.11) , we get from (5.13), according to Lemma 3.2,
that |supp(R′|supp(T ′′i ))| ≤ 4, i.e., |supp(R
′) ∩ supp(T ′′i )| ≤ 4. Hence, by using (5.9) and (5.11),
we have
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k + 4 = |supp(R′)| = |supp(R′) ∩∆3k| = |supp(R
′) ∩ (supp(T ′) ∪ supp(T ′′i ))| =
= |(supp(R′) ∩ supp(T ′)) ∪ (supp(R′) ∩ supp(T ′′i ))| ≤
≤ |(supp(R′) ∩ supp(T ′))|+ |(supp(R′) ∩ supp(T ′′i ))| ≤ |(supp(R
′) ∩ supp(T ′))|+ 4
And so |(supp(R′) ∩ supp(T ′))| ≥ k.
Now according to (5.12), the set Ψ′ = supp(R′)∩supp(T ′) is a union of supports of cycles in each
σ̂i, i = 3, . . . , k − 3 and so there exists a non-trivial permutation U ∈ S(supp(R′) ∩ supp(T ′))
such that
R′|Ψ′ = T
′|Ψ′ = U
which means that
σ̂i = U · Ui for all i = 1, ..., k − 1. (5.14)
where supp(U) ∩ supp(Ui) = ∅ for i = 1, . . . , k − 1 and so ω is not transitive which contradicts
our assumption.
Case 2 : |C3| ≥ k− 2
We will divide this case to the three possibilities : |C3| = k− 1,k, or k− 2 respectively.
Subcase 2.1 : |C3| = k− 1
We will show that this case is impossible.
Suppose |C3| = k − 1. Let us write (5.3) in this case :
3 · |C3|+
∑
r 6=3,r>1
r · |Cr| = 3(k − 1) +
∑
r 6=3,r>1
r · |Cr| = 3k
and this implies the equation
∑
r 6=3,r>1
r · |Cr| = 3
which has no solutions.
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Subcase 2.2 : |C3| = k
We will show that this case is impossible as well.
Denote Σ = supp(C3). There are two possibilities for ΩC3 (the retraction of ω to C3) : It is either
cyclic or non-cyclic. If ΩC3 were cyclic, we would get that the reduction of ω corresponding
to Σ would be cyclic by Corollary 2.17 and hence there would be a permutation S ∈ S(Σ)
such that σ̂3|Σ = . . . = σ̂k−1|Σ = S, but since Σ = ∆3k in this case, this would mean that
σ̂3 = . . . = σ̂k−1 = S which would imply by Lemma 2.10 that ω is cyclic which contradicts our
assumption.
Hence we can assume that ΩC3 is non-cyclic. Since |C3| = k we have by Theorem 3.3 (c) that
ΩC3 : Bk−2 → S(C3) ∼= Sk (the retraction of ω to the 3-component R) is conjugate to µk−2 × κ
where κ is cyclic and µk−2 : Bk−2 → Sk−2 is the canonical epimorphism (see Definition 2.7). In
particular, this means that there are C1, C2 ∈ C3 such that
Cbσ31 = C2 and C
bσ3
2 = C1.
But according to Lemma 3.5 and Example 3.8, σ̂3|supp(C1)∪supp(C2) must be of cyclic type [2, 2, 2]
or [6] which is impossible in this case.
Subcase 2.3 : |C3| = k− 2
We have shown that this is the only possible value of |C3|. We will now prove that in this case
ω is indeed conjugate to a model homomorphism, as defined in Definition 3.9.
According to (5.3) we have in this case
3 · |C3|+
∑
r>1,r 6=3
r · |Cr| = 3k
or (since |C3| = k − 2)
∑
r>1,r 6=3
r · |Cr| = 6
and in particular for any r > 1, r 6= 3 :
r · |Cr| ≤ 6
which implies that for any r > 1, r 6= 3 :
|Cr| ≤ 3. (5.15)
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Hence, according to Theorem 3.3 (e), the retraction of ω to Cr for any r > 1, r 6= 3, ΩCr : Bk−2 →
S(Cr) ∼= S|Cr|, is cyclic since k − 2 > 3 (for k > 8) and |Cr| ≤ 3. It follows from Corollary 2.17
that the reduction of ω corresponding to Cr for any r > 1, r 6= 3 is cyclic. We claim that ΩC3 , the
retraction of ω to C3, is non-cyclic. For suppose ΩC3 were cyclic, then according to Corollary 2.17
the reduction of ω corresponding to C3, ωsupp(C3), would be cyclic. Now since
supp(C3) ∪
⋃
r>1,r 6=3
supp(Cr) =
⋃
r>1
supp(Cr) = supp(ω)
this would mean that ω|supp(ω) = ω is cyclic on Bk−2, i.e., ω(σ3) = · · · = ω(σk−1) and by
lemma 2.10 this means that ω itself is cyclic which contradicts our assumption.
Hence we can assume that ΩC3 : Bk−2 → S(C3) ∼= Sk−2 is non-cyclic. According to Theo-
rem 3.3 (d), this means that ΩC3 is conjugate to µk−2, the canonical epimorphism (see Defini-
tion 2.7). Since σ̂1 and σ̂k−1 are conjugate, they have the same cycle structure and we can argue
as above on the r-components of σ̂k−1 to deduce that ΩC∗3 is conjugate to µk−2 as well.
By conjugating ω with an appropriate permutation we may assume w.l.o.g that C∗3 = {A1, . . . , Ak−2}
(see Notation 5.1). Furthermore, by Lemma 5.4 we can assume that ΩC∗3 = µk−2 (and not just
ΩC∗3 ∼ µk−2) so that
A
bσj
i =

Ai+1 i = j
Ai−1 i = j + 1
Ai i 6= j, j + 1
1 ≤ j ≤ k − 3, 1 ≤ i ≤ k − 2 (5.16)
In particular we see that for each i, 1 ≤ i ≤ k − 3, σ̂i induces a transposition between Ai and
Ai+1, i.e.,
Abσii = Ai+1 and A
bσi
i+1 = Ai. (5.17)
Hence,
supp(Ai) ∪ supp(Ai+1) ∈ Inv(σ̂i). (5.18)
Denote Ci = σ̂i|supp(Ai)∪supp(Ai+1). Then (5.17) and (5.18) mean that each cycle in the cyclic
decomposition of Ci is included in the cyclic decomposition of σ̂i and we can write
ACii = Ai+1 and A
Ci
i+1 = Ai. (5.19)
According to Lemma 3.5 and as explained in Example 3.8, the cyclic type of Ci must be either
[2, 2, 2] or [6] and so, it is disjoint from Ci3. This means that the cyclic type of each σ̂i has only
two possibilities :
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[ 3, . . . , 3︸ ︷︷ ︸
k−2 times
, 2, 2, 2] or [ 3, . . . , 3︸ ︷︷ ︸
k−2 times
, 6] (5.20)
Furthermore, from (5.16) we get that
A
bσj
i = Ai for 1 ≤ i ≤ k − 2, 1 ≤ j ≤ k − 3, i 6= j, j + 1. (5.21)
But since supp(Ai) ⊂ supp(σ̂j) for these indices we have, by Lemma 5.3 (b), that σ̂j |supp(Ai) =
A±1i .
So far we have concluded that (up to conjugation) ω|supp(C∗3) : B
∗
k−2 → S(supp(C
∗
3))
∼= S3(k−2)
satisfies
σ̂i|supp(C∗3) = A
±1
1 · · ·A
±1
i−1 · Ci · A
±1
i+2 · · ·A
±1
k−2 for i = 1, . . . , k − 3 (5.22)
Let us use the following notation :
C
i
3 = {D
i
1, . . . , D
i
i−1, D
i
i+2, . . . , D
i
k} 1 ≤ i ≤ k − 1 (5.23)
where Dij = A
±1
j for 1 ≤ j ≤ k− 2, 1 ≤ i ≤ k− 3 (this can be assumed according to (5.22)) and
Dk−1j = Aj for 1 ≤ j ≤ k − 2 (this is so by assumption).
We will prove the rest of our claim in a series of steps, as follows.
Step 1: Up to conjugation in S∆3k−supp(C∗3) (a conjugation that does not alter (5.22)), ω satisfies
the following
σ̂i|∆3k−supp(C∗3) = Ak−1 ·Ak for 1 ≤ i ≤ k − 3
and if we write
σ̂k−1 = A1 · · ·Ak−2 · Ck−1
then
A
Ck−1
k−1 = Ak and A
Ck−1
k = Ak−1
Proof of Step 1:
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Since σ̂1 and σ̂k−1 are conjugate, they have the same cycle structure. Hence, from (5.15) we
have that |C∗r | ≤ 3 for any r > 1, r 6= 3. In fact, by (5.20) we know that C
∗
r 6= ∅ for r > 1, r 6= 3
only if r is equal either to 2 or 6. Let s be that value such that s > 1, s 6= 3 and C∗s 6= ∅.
Hence, according to Theorem 3.3 (e), the coretraction of ω to C∗s, ΩC∗s : B
∗
k−2 → S(C
∗
s)
∼= S|C∗s |, is
cyclic since k− 2 > 3 (for k > 8) and |C∗s| ≤ 3. It follows by Corollary 2.17 that the coreduction
of ω corresponding to C∗s, ωsupp(C∗s), is cyclic.
Now since
supp(C∗s) = ∆3k −
⋃
i=1,...,k−2
supp(Ai) = ∆3k − supp(C
∗
3)
and since, by (5.22), there are k − 4 3-cycles in the cyclic decomposition of σ̂i|supp(C∗3) for 1 ≤
i ≤ k − 3, this means that there are two (disjoint) 3-cycles, Dk−1, Dk ∈ Ssupp(C∗s), such that
σ̂i|∆3k−supp(C∗3) = Dk−1 ·Dk for 1 ≤ i ≤ k − 3 (5.24)
Putting i = 1 in (5.24) and using notation (5.23) we can write in particular Dk−1 = D
1
k−1 and
Dk = D
1
k.
Now again by (5.22) we have that
(D1i )
bσk−1|supp(C∗3) = D1i for i = 3, . . . , k − 2
and if we write
σ̂k−1 = A1 · · ·Ak−2 · Ck−1
i.e., σ̂k−1|supp(C∗s ) = Ck−1 then since ΩC3 ∼ µk−2 we necessarily have that
(D1k−1)
Ck−1 = D1k and (D
1
k)
Ck−1 = D1k−1
Finally, by conjugating ω with an appropriate permutation in S∆3k−supp(C∗3) = Ssupp(Cs) we
can assume that Dk−1 = Ak−1 and Dk = Ak. In terms of notation (5.23) this means that
Dik−1 = Ak−1 and D
i
k = Ak for each i = 1, . . . , k − 3.

Step 2: There are only two possibilities : Either
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D1j = Aj for j = 3, . . . , k − 2
or
D1j = A
−1
j for j = 3, . . . , k − 2
(see the notation in (5.23))
Proof of Step 2:
Using the notation in (5.23) and using step 1 and (5.22) we have that
σ̂i = D
i
1 · · ·D
i
i−1 · Ci ·D
i
i+2 · · ·D
i
k−2Ak−1Ak for i = 1, . . . , k − 3
where Dij = A
±1
j . Hence we have by (5.19)
(D1i )
bσi = (D1i )
Ci = D1i+1 for i = 3, . . . , k − 3
But according to (5.19)
ACii = Ai+1 for i = 3, . . . , k − 3
which implies that
(A−1i )
Ci = A−1i+1 for i = 3, . . . , k − 3
Hence, for each i = 3, . . . , k− 3, we have that D1i = Ai iff D
1
i+1 = Ai+1. And so, either D
1
i = Ai
for all i = 3, . . . , k − 3 or D1i = A
−1
i for all i = 3, . . . , k − 3.

Step 3: For each i, 1 ≤ i ≤ k − 3, we have that (using the notation in (5.23))
Dij ∈ C
i
3, D
i+1
j ∈ C
i+1
3 implies that
Dij = Aj iff D
i+1
j = Aj
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For any j, 1 ≤ j ≤ k − 3.
Proof of Step 3:
SupposeDij ∈ C
i
3, D
i+1
j ∈ C
i+1
3 for some i, 1 ≤ i ≤ k−3. Recall (see (5.23)) thatD
i
j , D
i+1
j = A
±1
j .
Since Dij is a cycle in the cyclic decomposition of σ̂i for each j 6= i, i+ 1, we have that
(Dij)
bσi+1bσi ∈ Ci+13 (5.25)
But since
supp(Dij) = supp(D
i+1
j ) ∈ Inv(σ̂i) ∩ Inv(σ̂i+1) (5.26)
we have that
(Dij)
bσi+1bσi = (Dij)
D
i+1
j D
i
j = Di+1j (5.27)
Now suppose Dij = Aj , then
(Dij)
D
i+1
j D
i
j = A
A
±1
j Aj
j = Aj
which means by (5.27) that Di+1j = Aj . Similarly, D
i
j = A
−1
j implies that D
i+1
j = A
−1
j .

Step 4: For each i, 1 ≤ i ≤ k − 4, we have
Dii+2 = Ai+2 iff D
i+1
i = Ai
Proof of Step 4:
Rewriting (5.22) in terms of the notation in (5.23) we have
σ̂i|supp(C∗3) = D
i
1 · · ·D
i
i−1 · Ci ·D
i
i+2 · · ·D
i
k−2 for i = 1, . . . , k − 3 (5.28)
where Dij = A
±1
j for any j, 1 ≤ j ≤ k − 2.
Since Dij is a cycle in the cyclic decomposition of σ̂i for each i, we have that
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(Dii+2)
bσi+1bσi ∈ Ci+13 1 ≤ i ≤ k − 3 (5.29)
But since
supp(Dii+2) ∪ supp(Ci) = supp(D
i+1
i ) ∪ supp(Ci+1) ∈ Inv({σ̂i, σ̂i+1})
and since the cyclic type of each Ci is either [2, 2, 2] or [6] (and in any case not [3, 3], see (5.20)),
(5.29) implies
(Dii+2)
bσi+1bσi = (Dii+2)
D
i+1
i Ci+1D
i
i+2Ci = Di+1i (5.30)
Now assume that Dii+2 = Ai+2, then
(Dii+2)
D
i+1
i Ci+1D
i
i+2Ci = (Ai+2)
A
±1
i Ci+1Ai+2Ci = Ai
where we used (5.19) in the last equality. So (5.30) implies that Di+1i = Ai in this case. Similarly,
Dii+2 = A
−1
i+2 implies that D
i+1
i = A
−1
i .

Step 5: There are only two possibilities : Either
Dij = Aj for all 1 ≤ i ≤ k − 3, 1 ≤ j ≤ k − 2, j 6= i, i+ 1
or
Dij = A
−1
j for all 1 ≤ i ≤ k − 3, 1 ≤ j ≤ k − 2, j 6= i, i+ 1
Proof of Step 5:
Rewriting (5.22) in terms of the notation in (5.23) we have
σ̂i|supp(C∗3) = D
i
1 · · ·D
i
i−1 · Ci ·D
i
i+2 · · ·D
i
k−2 for i = 1, . . . , k − 3 (5.31)
Let Dij ∈ C
i
3 for some i, 1 ≤ i ≤ k − 3. By (5.31) there are two possibilities : Either j ≥ i+ 2 or
j ≤ i− 1. Assume first that j ≥ i+ 2.
According to step 3 and by (5.31) we have that
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Dij = Aj iff D
i−1
j = Aj iff · · · iff D
1
j = Aj (5.32)
Now assume that j ≤ i− 1.
According to step 3 and (5.31) again we have that
Dij = Aj iff D
i−1
j = Aj iff · · · iff D
j+1
j = Aj (5.33)
By step 4 we have that
Dj+1j = Aj iff D
j
j+2 = Aj+2 (5.34)
and again by step 3
Djj+2 = Aj+2 iff D
j−1
j+2 = Aj+2 iff · · · iff D
1
j+2 = Aj+2 (5.35)
Summing up, we have by (5.32) that for each i, 1 ≤ i ≤ k − 3
Dij = Aj iff D
1
j = Aj for any j ≥ i+ 2 (5.36)
and by (5.33), (5.34) and (5.35)
Dij = Aj iff D
1
j+2 = Aj+2 for any j ≤ i − 1 (5.37)
But according to step 2
D1j = Aj iff D
1
3 = A3 for any 3 ≤ j ≤ k − 2 (5.38)
Hence (5.36), (5.37) and (5.38) imply that
Dij = Aj iff D
1
3 = A3 for any 1 ≤ i ≤ k − 3, 1 ≤ j ≤ k − 2, j 6= i, i+ 1
Since Dij = A
±1
j this implies the claim.

Step 6:
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Dij = Aj for all 1 ≤ i ≤ k − 3, 1 ≤ j ≤ k − 2, j 6= i, i+ 1
and
σ̂i|∆3k−supp(C3) = A1 ·A2 for 3 ≤ i ≤ k − 1
Proof of Step 6:
From (5.15) we have that |Cr| ≤ 3 for any r > 1, r 6= 3. In fact, by (5.20) we know that Cr 6= ∅
for r > 1, r 6= 3 only if r is equal either to 2 or 6. Let s be that value such that s > 1, s 6= 3 and
Cs 6= ∅.
Hence, according to Theorem 3.3 (e), the retraction of ω to Cs, ΩCs : Bk−2 → S(Cs)
∼= S|Cs|, is
cyclic since k− 2 > 3 (for k > 8) and |Cs| ≤ 3. It follows from Corollary 2.17 that the reduction
of ω corresponding to Cs, ωsupp(Cs), is cyclic.
Now since
supp(Cs) = ∆3k −
⋃
i=3,...,k
supp(Ai) = ∆3k − supp(C3)
and since, by (5.22), there are k − 4 3-cycles in the cyclic decomposition of σ̂i|supp(C3) for 1 ≤
i ≤ k − 3 and hence also for i = k − 2 and i = k − 1, this means that there are two (disjoint)
3-cycles, D1, D2 ∈ Ssupp(Cs), such that
σ̂i|∆3k−supp(C3) = D1 ·D2 for 3 ≤ i ≤ k − 1
But we already have that
σ̂k−1|∆3k−supp(C3) = A1 · A2
Hence
σ̂i|∆3k−supp(C3) = A1 ·A2 for 3 ≤ i ≤ k − 1
In particular, this means that Dk−31 = A1 and by step 5 this implies that
Dij = Aj for all 1 ≤ i ≤ k − 3, 1 ≤ j ≤ k − 2, j 6= i, i+ 1
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By combining (5.22), step 1 and step 6 we have established that up to conjugation, ω satisfies
σ̂i = A1 · · ·Ai−1 · Ci ·Ai+2 · · ·Ak for i = 1, . . . , k − 3 and i = k − 1 (5.39)
where
ACii = Ai+1 and A
Ci
i+1 = Ai for i = 1, . . . , k − 3 and i = k − 1 (5.40)
It is now left to determine σ̂k−2 which we do in the next step.
Step 7: Up to conjugation that does not alter (5.39) we can assume that ω satisfies
σ̂k−2 = A1 · · ·Ak−3Ck−2Ak
where
(Ak−2)
Ck−2 = Ak−1 and (Ak−1)
Ck−2 = Ak−2
Proof of Step 7:
First, by step 6, we already know that
σ̂k−2|∆3k−supp(C3) = A1 · A2
Let us now determine σ̂k−2|supp(C3).
By (5.39) and (5.40), we have that for any i, 1 ≤ i ≤ k − 3 or i = k − 1 and any D1j ∈ C3 where
3 ≤ j ≤ k − 1 and D1j = Aj
(D1j )
bσi = (Aj)A1···Ai−1·Ci·Ai+2···Ak = (Aj)Ci =

Ai+1 j = i
Ai j = i+ 1
Aj j 6= i, i+ 1
=

D1i+1 j = i
D1i j = i+ 1
D1j j 6= i, i+ 1
(5.41)
By identifying D1i with i− 2 ∈ ∆k−2 for i = 3, . . . , k, (5.41) implies that
ΩC3(σi) = (i, i+ 1) ∈ S(C3) ∼= Sk−2 for i = 3, . . . , k − 3 and i = k − 1.
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Now since ΩC3 ∼ µk−2 this means, by Lemma 5.5, that there are only two possibilities :
ΩC3(σk−2) = (k − 2, k − 1) or (k − 2, k)
Assume first that ΩC3(σk−2) = (k− 2, k− 1). This means that for any D
1
j ∈ C3 where 3 ≤ j ≤ k
(D1j )
bσk−2|supp(C3) =

D1k−1 j = k − 2
D1k−2 j = k − 1
D1j j 6= k − 2, k − 1
(5.42)
We see that for any j 6= k−2, k−1, D1j commutes with σ̂k−2|supp(C3). Since supp(D
1
j ) ⊂ supp(C3)
and since D1j is a 3-cycle, we have by Lemma 5.3 (b) that
σ̂k−2|supp(D1j ) = (D
1
j )
±1 = A±1j j 6= k − 2, k − 1
But since Aj ∈ C∗3 for each j = 3, . . . , k − 3 and since Ak ∈ C
k−3
3 , we can use step 3 to conclude
that
σ̂k−2|supp(D1j ) = (D
1
j ) = Aj j 6= k − 2, k − 1 (5.43)
Furthermore, (5.42) implies that
supp(D1k−2) ∪ supp(D
1
k−1) = supp(Ak−2) ∪ supp(Ak−1) ∈ Inv(σ̂k−2)
so we can denote Ck−2 = σ̂k−2|supp(D1
k−2)∪supp(D
1
k−1)
and by (5.42) we have
(D1k−2)
Ck−2 = D1k−1 and (D
1
k−1)
Ck−2 = D1k−2
or
(Ak−2)
Ck−2 = Ak−1 and (Ak−1)
Ck−2 = Ak−2 (5.44)
Combining (5.43) and (5.44) we have that
σ̂k−2 = A1 · · ·Ak−3Ck−2Ak
and the claim follows in this case.
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Now assume that ΩC3(σk−2) = (k− 2, k). Then in this case we have that for any D
1
j ∈ C3 where
3 ≤ j ≤ k − 1
(D1j )
bσk−2|supp(C3) =

D1k j = k − 2
D1k−2 j = k
D1j j 6= k − 2, k
(5.45)
By arguing in a completely similar way to the case ΩC3(σk−2) = (k − 2, k − 1) we can conclude
that
σ̂k−2 = A1 · · ·Ak−3Ak−1C
′
k−2
where supp(C′k−2) = supp(Ak−2) ∪ supp(Ak) and
(Ak−2)
C′k−2 = Ak and (Ak)
C′k−2 = Ak−2 (5.46)
Recall that
(Ak−1)
Ck−1 = Ak and (Ak)
Ck−1 = Ak−1 (5.47)
Furthermore, since supp(Ck−1) = supp(Ak−1) ∪ supp(Ak), then
(Aj)
Ck−1 = Aj for any j 6= k − 1, k (5.48)
and since supp(C′k−2) = supp(Ak−2) ∪ supp(Ak), then
(Aj)
C′k−2 = Aj for any j 6= k − 2, k (5.49)
Let us now conjugate ω by Ck−1. By (5.39) and (5.40) we have for any i, 1 ≤ i ≤ k − 3
(σ̂i)
Ck−1 = (A1 · · ·Ai−1 · Ci · Ai+2 · · ·Ak)
Ck−1 =
= A
Ck−1
1 · · ·A
Ck−1
i−1 · C
Ck−1
i · A
Ck−1
i+2 · · ·A
Ck−1
k =
= A1 · · ·Ai−1 · Ci ·Ai+2 · · ·Ak = σ̂i
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The last equation follows from the fact that supp(Ci) = supp(Ai)∪ supp(Ai+1) for 1 ≤ i ≤ k− 3
is disjoint from supp(Ck−1) = supp(Ak−1) ∪ supp(Ak).
For i = k − 1 we have
(σ̂k−1)
Ck−1 = (A1 · · ·Ak−2 · Ck−1)
Ck−1 =
= A
Ck−1
1 · · ·A
Ck−1
k−2 · C
Ck−1
k−1 = A1 · · ·Ak−2 · Ck−1 = σ̂k−1
And finally, for i = k − 2 we have
(σ̂k−2)
Ck−1 = (A1 · · ·Ak−3Ak−1C
′
k−2)
Ck−1 =
A
Ck−1
1 · · ·A
Ck−1
k−3 A
Ck−1
k−1 (C
′
k−2)
Ck−1 =
= A1 · · ·Ak−3Ak(C
′
k−2)
Ck−1 (5.50)
Denote Ck−2 = (C
′
k−2)
Ck−1 . Now (5.50) implies that supp(Ck−2) = supp(Ak−2) ∪ supp(Ak−1).
Furthermore
(Ak−2)
Ck−2 = (Ak−2)
C
−1
k−1C
′
k−2Ck−1 = (Ak−2)
C′k−2Ck−1 = (Ak)
Ck−1 = Ak−1
and
(Ak−1)
Ck−2 = (Ak−1)
C
−1
k−1C
′
k−2Ck−1 = (Ak)
C′k−2Ck−1 = (Ak−2)
Ck−1 = Ak−2
Summing up, we have shown that conjugating ω by Ck−1 does not alter (5.39), and σ̂k−2 satisfies
σ̂k−2 = A1 · · ·Ak−3Ck−2Ak
where
(Ak−2)
Ck−2 = Ak−1 and (Ak−1)
Ck−2 = Ak−2

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Combining (5.39) and step 7 we have established that, up to conjugation, ω satisfies
σ̂i = A1 · · ·Ai−1 · Ci · Ai+2 · · ·Ak for i = 1, . . . , k − 1 (5.51)
where
ACii = Ai+1 and A
Ci
i+1 = Ai for i = 1, . . . , k − 1 (5.52)
Using Notation 3.6 we can write
Ci = C
(i,i+1),3
ti1,t
i
2
for each i = 1, . . . , k − 1
where tij ∈ ▽3.
Since ω is a homomorphism, we have according to Lemma 3.12 (in the case l = 1, m = 3 in
which case ψl(σi) = ψ1(σi) = (i, i+ 1)) that
Ci∞Ci+1 for i = 1, . . . , k − 2. (5.53)
or equivalently, using Notation 3.6
C
(i,i+1),3
ti1,t
i
2
∞ C
(i+1,i+2),3
t
i+1
1 ,t
i+1
2
for i = 1, . . . , k − 2 (5.54)
According to Lemma 3.13, (5.54) is equivalent to
tii + t
i
i+1 ≡ t
i+1
i+2 + t
i+1
i+1(mod 3) for i = 1, . . . , k − 2
which is condition (3.10) in Definition 3.9 for m = 3 and l = 1. Thus we see that (5.51) is a
model homomorphism given by (3.11) in Definition 3.9 for the case m = 3 and l = 1.
We have shown that any good non-cyclic and transitive homomorphism ω : Bk → S3k is conjugate
to a model homomorphism, hence each such homomorphism is standard.
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6 An Updated Conjecture
It is already known (see Theorem 3.3 (a) through (e)) that any non-cyclic transitive homomor-
phism Bk → Sn is good for n ≤ 2k, k > 8. Our first conjecture then is the following
Conjecture 6.1. Every non-cyclic transitive homomorphism Bk → Sn for n > 2k, k > 8, is
good (see Definition 3.15). •
It was conjectured in [MaSu05] that there is no non-cyclic transitive homomorphism Bk → Sn
for k 6 | n but as we shall see in Example 6.3 there are an infinite number of refutations for this
conjecture. First we define
Definition 6.2. Let 2 ≤ k ∈ N, 1 ≤ m ∈ N and let H be an index n subgroup of Smk where
k 6 | n. Let ϕ be one of the standard homomorphisms (Definition 3.9) if m ≥ 2 or the canonical
homomorphism (Definition 2.7) if m = 1. Then the homomorphism f : Bk → Sn which sends
σi ∈ Bk to the permutation in Sn that ϕ(σi) induces on the n cosets of H in Smk by left
multiplication is said to be derived from ϕ using H. In general, such a homomorphism f is
said to be derived from a canonical or a standard homomorphism. •
Note that a homomorphism Bk → Sn derived from a canonical or a standard homomorphism is
not necessarily transitive nor is it necessarily non-cyclic as the images of the standard homomor-
phisms do not generate Smk in general. However, we do have
Example 6.3. In Definition 6.2, we take m = 1,
H = S({1, 2})× S({3, . . . , k}) ∼= S2 × Sk−2
as a k(k−1)2 index subgroup of Sk. Consider the homomorphism f : Bk → S k(k−1)
2
which is derived
from µk : Bk → Sk using H (see definition 2.7). Then
f is transitive : First note that µk is surjective : µk(σi) = (i, i + 1) which generate Sk
for i = 1, . . . , k − 1. Hence, for any g1, g2 ∈ Sk there exists an element g ∈ Bk such that
µk(g) = g1g
−1
2 . So, for any two cosets of H in Sk, say g1H and g2H, we have that
g1H = (g1g
−1
2 )g2H = µk(g)g2H
which means, by definition of f , that f is transitive.
f is non-cyclic : If f were cyclic then according to Lemma 2.10 and the definition of f , we
would have that for each i = 1, . . . , k − 1, µk(σi) = (i, i+ 1) would induce the same permutation
on the cosets of H in Sk by multiplication on the left. However, since µk(σ1) = (1, 2) ∈ H then
(1, 2) sends the coset H to itself while the element µk(σ2) = (2, 3) 6∈ H sends the coset H to
(2, 3)H 6= H. Hence f is non-cyclic.
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Finally, note that if k is even then k ∤ k(k−1)2 , and so, for any even k, this example indeed refutes
the conjecture made in [MaSu05] that there is no non-cyclic transitive homomorphism Bk → Sn
for k 6 | n.
•
We now give the following
Conjecture 6.4. Every good non-cyclic transitive homomorphism Bk → Sn is either canonical
(if n = k), standard (if k 6= n, k | n) or derived from a canonical or a standard homomorphism
(if k 6 | n). •
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