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In bakery production, product quality attributes as crispness, brownness, crumb and water content are developed
by the transformations that occur during baking and which are initiated by heating. A quality driven procedure
requires process optimization to improve bakery production and to ﬁnd operational procedures for new products.
Control vector parameterization (CVP) is an effective method for the optimization procedure. However, for accurate
optimization with a large number of parameters CVP optimization takes a long computation time. In this work, an
improved method for direct dynamic optimization using CVP is presented. The method uses a sensitivity based step
size reﬁnement for the selection of control input parameters. The optimization starts with a coarse discretization
level for the control input in time. In successive iterations the step size was reﬁned for the parameters for which the
performance index has a sensitivity value above a threshold value. With this selection, optimization is continued for
a selected group of input parameters while the other nonsensitive parameters (below threshold) are kept constant.
Increasing the threshold value lowers the computation time, however the obtained performance index becomes less.
A threshold value in the range of 10–20% of the mean sensitivity satisﬁes well. The method gives a better solution fora lower computation effort than single run optimizationwith a large number of parameters or reﬁnement procedures
without selection.
© 2008 The Institution of Chemical Engineers. Published by Elsevier B.V. All rights reserved.
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To solve the optimization problem for the processing time
indirect and direct methods for dynamic optimization are1. Introduction
Quality driven process design can help to meet the challenges
of the food industry to produce high quality products. More-
over, the approach also can create ﬂexibility to produce a wide
range of products. In quality driven process design, one starts
with a process model, which describes the conversion process
from ingredients and process conditions, to the product. Next,
the product speciﬁcations are translated to an objective func-
tion. An optimization procedure is applied to ﬁnd the required
product treatment as a function of time and time dependent
process conditions. Finally, the treatments are translated into
processing equipment (Hadiyanto et al., 2008; Garcia et al.,
2006).
∗ Corresponding author. Current address: NIZO Food Research BV, Ede T
fax: +31 317 484 957.
E-mail address: hady.hadiyanto@gmail.com (H. Hadiyanto).
0960-3085/$ – see front matter © 2008 The Institution of Chemical Engi
doi:10.1016/j.fbp.2008.03.007Quality driven process design has been applied for bakery
applications (Hadiyanto et al., 2008). Here the oven tempera-
ture, radiation temperature andmicrowave are used as control
variables. The challenge is to ﬁnd a heating strategy, i.e. the
variation of these control variables in time (ﬁxed oven) or in
residence time (tunnel oven). The heating strategy must be
designed such that desired qualities, as brownness, crispness,
size and crumb can be realized. The calculation of the heating
strategies is based on bakingmodels and an objective function
which reﬂects the deviation of the realized qualities from the
setting values at the end of the baking process.he Netherlands. Tel.: +31 318 659 679;
available. Indirect methods are based on the calculus of varia-
neers. Published by Elsevier B.V. All rights reserved.
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Nomenclature
aw water activity
C non-starchwater binding components (kgkg−1)
Dv gas diffusivity (m2 s−1)
Dw liquid diffusivity (m2 s−1)
e relative extension of height
Ea activation energy (Jmol−1)
f fusion factor
G retrogradation rate constant (s−1)
G0 reference value for retrogradation rate (s−1)
hc convective heat transfer coefﬁcient
(Wm−2 K−1)
hv mass transfer coefﬁcient (ms−1)
Hc enthalpy of water vapour (J kg−1)
Hv enthalpy of CO2 gas (J kg−1)
J performance index
k thermal conductivity of product (Wm−1 K−1)
kgel rate constant for gelatinization
kme reaction rate constant for Maillard reaction
(s−1)
kretro rate constant for retro gradation
ksoft constant for gelatinization
Kg constant
lmax maximum reﬁnement iteration
mc mass ﬂux of CO2 gas (kgm−2 s−1)
mv mass ﬂux of water vapour (kgm−2 s−1)
me melanoidines
Mw molecular weight of water (kgkmol−1)
Nu total number of input parameter
P total pressure (Pa)
P0,r incident power of microwave (Wm−3)
Pmw microwave power (W)
pv,sat saturated pressure of water vapour (Pa)
Qmw microwave power per unit volume of product
[Wm−3]
rε factor of sensitivity threshold
R height of product (m)
RCO2 CO2 production rate (kgm
−2 s−1)
Rg gas constant (Jmol−1 K−1)
s sensitivity
S sugar content (kgkg−1)
S/Z ratio sugar and starch
t time (s)
tf ﬁnal time of processes (s)
T∞ hypothetical temperature (K)
T0 initial dough temperature (K)
Tg glass transition temperature (K)
Tm melting temperature (K)
Tr radiation temeparture (K)
uopt input parameter subjected for optimized group
uconst input parameter subjected for constant group
U* activation energy for recrystallization (Jmol−1)
Vc CO2 gas concentration (kgkg−1)
Vv water vapour (kgkg−1)
W water content (kgkg−1)
W0 initial water content (kgkg−1)
Z starch content (kgkg−1)
Greek letters
˛ total degree of starch gelatinization
˛max maximum attainable degree of gelatinization
˛,mw attenuation factor (m−1)
ε porosity
εr emissivity
εs threshold value for sensitivity
 dynamic viscosity (Pa s)
 permeability (kgm−3 Pa−1 s−1)
 evaporation heat (J kg−1)
 density of product (kgm−3)
 time knot (s)
 kinematics viscosity (m2 s−1)tions and use adjoint variables. It follows from the calculus
of variations that optimal conditions have been obtained
when the derivative of the Hamiltonian with respect to the
inputs equals to zero for any point at the input trajectories
(Bryson and Ho, 1975; Bryson, 1999). Therefore indirect meth-
ods require the computation of the gradient and a search for
the control variables trajectories forwhich the gradient is zero.
Betts and Huffman (1998) mentioned two main drawbacks for
this approach. First, the necessary conditions for optimiza-
tionhave to bedeﬁnedand for complicatednonlinear dynamic
system this can be quite daunting task. Second, the region of
convergence may be surprisingly small, especially when the
adjoint variables values do not have a clear physical meaning.
For direct methods the dynamic optimization problem
is transformed into a nonlinear programming problem. The
main advantage is that there is no requirement to satisfy
the necessary conditions for the Hamiltonian function or to
use adjoint variables. The control variables are adjusted and
optimize the objective function directly. A well known direct
methodparameterizes the input trajectory over the time inter-
val; this approach is named control vector parameterization
(CVP) (Betts and Huffman, 1998).
In the control vector parameterization the total time is split
into a number of intervals and each interval is characterized
by a parameter for the control variable. If the total time is split
in m intervals and if a piece-wise constant parameterization
is applied then each control variable is constant at every inter-
val. Then for n control variables, n×m parameters have to be
optimized.
Both methods (indirect and direct) have been applied
for baking processes (Hadiyanto et al., 2008). Optimization
resulted in optimum heating trajectories which can be trans-
lated into design for unit operations. The direct method is
basedona lowdiscretization level of the control input for heat-
ing and cooling. As a consequence, the results obtained with
the direct method were of less quality compared to that of the
indirect method. Proper choice of the discretization level is a
point of concern. Low numbers may not yield optimal results,
while a high number mostly may end in local minima and an
input trajectory with strong switching values (see Roubos et
al., 1999).
The computational time required for direct methods
increases signiﬁcantly with the number of parameters. In
recent years a number of methods to reduce computational
time of large-scale optimization problems were proposed; for
example reﬁnement of control input (Binder et al., 2000; Schlegel
et al., 2005) or successive re-optimization (Garcia et al., 2006).
These reﬁnementmethods start the optimizationwith a rough
grid (a few parameters) and subsequently the grid is reﬁned
to increase the resolution of the control inputs (Binder et al.,
cessing 8 6 ( 2 0 0 8 ) 130–141
Fig. 1 – Example of a piece-wise constant discretized
with sk the sensitivity of parameter with index k, and εs the
threshold value which fraction (rε) of the average sensitivity
(s¯k). In this work the sensitivities are numerically calculated132 food and bioproducts pro
2000; Schlegel et al., 2005). After some reﬁnement iterations a
smooth grid is obtained for an acceptable computation time.
In the approach of Garcia et al. (2006) the reﬁnement is applied
to all positions in the time grid by halving the step size from
previous reﬁnement iteration until the stopping criteria are
fulﬁlled. However, it must be noted that not all parameters
have signiﬁcant effect on the improvement of the objective
function. Therefore, one can reduce the necessary computa-
tion time by applying the step size reﬁnement only at points
in the time grid with enough sensitivity. This paper illustrates
the use of the sensitivity based reﬁnement method for the
design of optimal baking operations.
2. Dynamic optimization
2.1. Problem formulation
Dynamic optimization, also known as open loop optimal con-
trol, computes a set of control variables as a function of
time that minimizes or maximizes a performance index. The
performance index (J) composed from the terminal (˚) and
running cost (L) is optimizedwithin the constraints of the pro-
cess (x˙ = f (t, x, u)), and the deﬁned lower and upper bounds of
input variables (u):
min
u,p,tf
J = 	(x(tf)) +
∫
L(x, t, u) dt s.t. x˙
= f (t, x, u) [t0, tf] x(0) = x0 uL ≤ u ≤ uU [t0, tf] (1)
2.2. Control vector parameterization
For direct dynamic optimization the optimal control problem
is transformed into a Non Linear Programming (NLP) problem.
Control vector parameterization implies that the control input
is discretized and approximated by a basis functionwith a lim-
ited number of parameters. The state variables in the process
model remain in the formof continuous differential equations
(Goh and Teo, 1988) (Fig. 1). These differential equations are
solved by forward integration and for the endpoint (t = tf) the
performance index is evaluated and optimized over a number
of iterations.
Mostly a low order B-spline function (for example piece-
wise constant or piece-wise linear functions) is used to
represent the control inputs. Polynomial functions such as
Chebychev polynomials can also be used.
For piece-wise constant functions the control input is for-
mulated as:
u(t) = uk, t ∈ [ k k+1 ] for k = 0,1, . . . , N − 2 (2)
2.3. Reﬁnement procedure
A ﬁne grid for the discretization of the control vector in time
improves the quality of the control strategy, but it has signiﬁ-
cant effect on the computational effort. Therefore, to limit the
computational effort, we propose to startwith optimization by
starting with a low number of parameters (coarse grid). When
this optimizationhas reached a plateau, a step size reﬁnement
is applied for a next iteration to achieve better performance.
Such reﬁnement procedure has been considered important
in the improvement of direct optimization methods. Binder
et al. (2000) and Schlegel et al. (2005) used a local resolution
based analysis to point out which control parameter needs tocontrol input and continuous trajectories of the states and
the development of the performance index.
be reﬁned further while Balsa-Canto et al. (2001) and Garcia et
al. (2006) applied grid reﬁnement throughout the trajectory.
However, for process optimization, we found that there are
several intervals where adjustment of the control parameter
has no signiﬁcant effect on the improvement of the perfor-
mance index. These intervals can be excluded from further
optimization. The selection uses a threshold value for the sen-
sitivity (εs) which separates the control parameters into two
groups: uopt, with sensitivity above the threshold value and
whichwill be considered for reﬁnement and further optimiza-
tion, and uconst, with a sensitivity below the threshold value
andwhich are excluded from further optimization. Fig. 2 illus-
trates the selection of control input based on its sensitivity.
The sensitivity (si) of each parameter input is given by:
sk =
∂J
∂uk
(3)
εs = rεs¯k (4)
and the selection by
u
k
(sk >= εs)∈u,optk
u
k
(sk < εs)∈u,constk
(5)Fig. 2 – Selection of parameters for reﬁnement based on the
sensitivity.
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Table 1 – Setting of stopping criteria of patternsearch
Options Value
TolMesh 10−4
TolX 10−5
TolFun 10−5
SearchMethod Positive basis Np1
Mesh contraction 2
Mesh reﬁnement 0.3
Fig. 3 – Single run optimization for optimal production of
protein with a control vector parameterization by 40
parameters. This optimization gives performance indexfood and bioproducts proce
y small perturbations for each individual parameter with
u=10−6.
The threshold value is chosen such that the less sen-
itive parameters are separated from the parameters to be
ptimized. Here, the threshold value is linked to the mean
ensitivity by multiplication with a proportionality factor (rε).
he proportionality factor value is an indicator for the range
elow mean sensitivity; rε =0 means that all input parameters
re above the threshold value and therefore they are always
eﬁned and further optimized. Using the value rε =0 corre-
ponds to the work of Balsa-Canto et al. (2001) and Garcia et
l. (2006). By increasing the rε value more parameters will be
ransferred to the second group that is not optimized further.
The optimization procedure is given by the following
seudo-algorithm. In the ﬁrst step, the initial number of con-
rol parameter input (Nu) and their values (u0) are deﬁned
ogether with the threshold parameter (rε), stopping criteria of
ptimization, and the maximum number of reﬁnement (lmax).
or the ﬁrst iteration (l=1), all control parameters are above
he threshold value and therefore they are all parameters to
e optimized (u0,opt
k
). The optimizations were performed for
his set of parameters and at the end the obtained parameters
ere evaluated for their sensitivity in regard to performance
ndex (see Eqs. (3) and (4)). After grouping by using the thresh-
ld value and sensitivity values, a new set of input parameters
s obtained by doubling the number of parameters from previ-
us iterationN+1u = 2Nu. The new set of parameters optimized
nd will be subject for a following reﬁnement. The procedure
s repeated until lmax is reached.
.3.1. Pseudo algorithm
hoose number of input parameters, initial control proﬁles
nd ﬁnal time: Nu, u
0, tf
Specify tolerances, and maximum number of reﬁnement:
olMesh, TolFun, TolX, rε, lmax
For optimization, a direct search by using Patternsearch
rom Matlabs’ optimization toolbox is applied. The method
s normally used for highly nonlinear functions and if other
irect gradient-based methods are not reliable anymore. Pat-
ernsearch operates from a set of points that form a pattern and
t does not require derivatives to determine the descent direc-
ion. The pattern is reﬂected, expanded or shrunk, depending
n whether any point within the pattern has a lower objective
unction value than the current point. The stopping criteriavalue, J=32.7297 with required computation time 2149s.
for the procedure are related to those characteristics. If the
progress in optimization, expressed in terms of changes in
the objective function (TolFun), and in changes of the mesh
(TolMesh), and the changes in the parameters (TolX) is below
the values as given in Table 1, the optimization ends.
2.4. Evaluation of the procedure on a reference process
For evaluation of the procedure a reference case on the opti-
mal production of protein in a fed-batch reactor is used. This
casewasoriginally formulatedby Park andRamirez (1988). The
objective of this case is tomaximize the secreted heterologous
protein by a yeast strain in a fed-batch culture. The substrate
(i.e. glucose) feed rate was considered as the control input.
The model and its description are given in the work of Park
and Ramirez (1988) and Balsa-Canto et al. (2001).
Luus (1995) applied dynamic programming while Banga
et al. (1998) used control vector parameterization without
reﬁnement to solve this optimization problem. The attained
performance index values were J=32.686 and 32.562, respec-
tively. To test the effect of reﬁnement to this particular case,
we ﬁrst did a single run optimization (i.e. without reﬁnement)
with 40 control parameters (i.e. the control variable values in
the 40 time intervals) and the computation was performed in
PC Intel Pentium M processor 1.40GHz.
The result of optimal feed rate (Fig. 3) shows strong vari-
ations in values of the succeeding parameters which is the
result of local optima of the solution. The calculation timewas
35 minutes and the obtained performance index J=32.7297.In the reﬁnement method the choice for the threshold
value is important. Its value has effect on the obtained result
134 food and bioproducts processing 8 6 ( 2 0 0 8 ) 130–141
Table 2 – Computation time and performance index for optimal protein production optimization
Iteration Reﬁnement on all CVP-points (rε =0) Reﬁnement with threshold value (rε =0.15) Single run
uopt J tcpu (s) uopt J tcpu (s) uopt J
1 5 31.5805 98 5 31.5805 98 40 32.7297
2 10 32.1610 218 10 32.1612 218
3 20 32.6412 376 18 32.6392 303
4 40 33.0028 813 22 33.0032 451
Total, tcpu 1506 1071 2149
uopt: number of parameters for optimization in this step, J: performance index value, tcpu: computation time (s). Computation time on Intel
Pentium M processor 1.40GHz, Matlab 7.0.
and the parameters used during the reﬁnement iterations.
The threshold is a fraction (rε) of the mean current sensitiv-
ity. Fig. 4 gives the obtained value of the performance index
and the ﬁnal number of optimization parameters for thresh-
old factors (rε) varying from 0 to 1. Increasing threshold factors
reduce the number of parameters for optimization (uopt) and
consequently lower computation time, but at the same time
theﬁnal obtainedperformance index is reduced,meaning that
the optimum solution is not attained. The threshold of rε =0,
which mean all parameters are optimized, could give better
performance index, however the computation time is high.
Fig. 4 – The effects of threshold factor (rε) variation to the
ﬁnal obtained value of the performance index (a) and the
required computation time (logarithmic scale) (b).Therefore, the choice for the threshold factor is recommended
in the range rε =0.1–0.2.
Fig. 5 shows the development of the input trajectories and
the sensitivity values for (rε) = 0 and 0.15 respectively. The ﬁrst
reﬁnement iteration started with 5 parameters and after opti-
mization the sensitivity of each parameter is still above the
threshold value. Thus, all input parameters are reﬁned and the
number of parameters for the second reﬁnement is doubled to
10.
After optimization in the second reﬁnement iteration, the
sensitivity values are evaluated and now there is only one
parameter with sensitivity below the threshold value. There-
fore, in the third reﬁnement step, the control input to be
optimized (uopt) has 18 parameters and one parameter is not
optimized further. During the fourth iteration there are only
22 parameters to be optimized which makes the computation
time less than full optimization and the result after this step
is given in the last graph of Fig. 5.
The results in Table 2 show that the required computa-
tional time for the reﬁnement based on threshold sensitivity
method (rε =0.15) is favorable compared to the reﬁnement
with no threshold value (rε =0) as was used by Balsa-Canto et
al. (2001) and Garcia et al. (2006). However, both reﬁnements
in Table 2 perform better than the single run optimiza-
tion (40 parameters, 2149 s) in terms of the performance
index and computation time. Furthermore, comparing to
previous studies (Banga et al., 1998; Luus, 1995) an inter-
esting improvement for the performance index is realized.
The gained performance index values were J=32.686 and
32.562, for Luus (1995) and Banga et al. (1998), respec-
tively
3. Application to baking process
In Section 2.4 the method has been tested to a standard
problem from literature in which the objective function was
maximized, andnow themethodwill be applied to bakery pro-
duction (baking process) optimization. The general purpose
of baking optimization is to minimize the deviation of ﬁnal
qualities from the aimed values.
3.1. Formulation of baking optimization problem
The objective of baking optimization is to ﬁnd optimal heating
strategies that result in the speciﬁed ﬁnal product qualities.
Baking can be performed by applying different heating inputs
as: convective, radiation andmicrowave heating. Each heating
input has a different role in the improvement of baking per-
formance. Convective heating is the most applied type; heat
is transferred to the product surface and then penetrates into
food and bioproducts processing 8 6 ( 2 0 0 8 ) 130–141 135
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mize the objective function. This does not give any differences
in results or method.
Table 3 – Applied setting values for the ﬁnal product
qualities and weight factors
Optimized quality (x) Weight factor (wi) Setting value (xs)
Brownness surface 1 0.8
Crispness surface 10 0.65
Water content center 10 [(kgkg)−2] 0.38ig. 5 – Trajectories for optimal production of protein by usin
olid line) from the mean sensitivity value.
roduct by convection and conduction. Microwave heating
enerates heat inside the product. Radiation (usually infrared)
irectly heats the upper layer of the product, by exciting rota-
ional/vibrationmodes in the presentmolecules. Hadiyanto et
l. (2008) showed that depending on the required ﬁnal prod-
ct quality, different optimal heating strategies can be found
y optimization.
For optimization the required ﬁnal qualities have to be
ranslated into a performance index. The following formula-
ion is used to express the performance index.
in J =
N∑
i=1
wi · (xi(tf) − xs,i)2 (6)
here xs,i represent the setting values of the states (quali-
ies) at the end of baking time, and wi are weighting factors
or each product quality. The results in this work are based
n the setting values and weight factors as given in Table 3.
he corresponding weight factor and setting values (Table 3)
ere opted based on our experiences by several simula-ions. The weight factor for surface temperature was set very
ow in order to make it as a soft target, due to the design
as emphasized only for ﬁnal product quality. This is pur-ep size reﬁnement with (rε =0, dashed line) and (rε =0.15,
posed to maintain the ﬁnal temperature closely around of the
consumption temperature (20–40 ◦C). Optimization regardless
this weight factor may obtain a right product quality, how-
ever the ﬁnal temperature might also over the consumption
temperature.
The weight factors of crispness and water content were set
higher than brownness due to it was found that crispness and
water content are less sensitive to the changes of control input
than brownness quality.
Please note that while in the validation example of Section
2.4 the objective function was maximized, we will here mini-[kg kg−1]
Temperature [◦C] 0.0001 [(◦C)2] 25
cessing 8 6 ( 2 0 0 8 ) 130–141
Fig. 6 – Single run optimization for convective baking with
an input represented by 45 parameters. This optimization136 food and bioproducts pro
3.2. Baking model development
The baking model concerns a series of three sequential pro-
cesses:
1. Heat and mass transfer of liquid water, water vapour and
CO2.
2. Product transformations.
3. Product quality development.
The full model was presented in previous work (Hadiyanto
et al., 2007); here the main equations are brieﬂy discussed and
presented in Appendix A (Tables A1a–A1c). Discretization of
1-D in 10 segments was found to be satisfactory. This resulted
in a system with 108 ordinary differential equations (ODEs)
which were solved with integration procedures for stiff sets of
ODEs (Matlabs’ ode15s or ode23s).
3.2.1. Heat and mass transfer
The heat and mass balances for liquid water, water vapour
and CO2 gas (Eqs. (A1)–(A4)) follow from the laws for
mass and energy conservation and include water evap-
oration/condensation. The heat transport is described by
convection augmented with a (microwave) source term. The
mass transport is described by diffusion equations. The local
change of liquid water in the product is the result of the dif-
fusion and the evaporation rate (Iv).
3.2.2. State transformations
The product extension (e) gives the change of size (height)
compared to the initial height of the product (Eq. (A5)). The
extension of height is developed based on Kelvins–Voight’
model for viscoelastic material. Protein thermosetting reac-
tions and starch state transformation from crystalline state
into the gel state and reverse are themain transformations for
product texture. Protein thermosetting reactions only solidify
the network. Therefore, starch gelatinization and retrogra-
dation are the main transformations relevant for textural
properties. The changes of the degree of gelatinization are
equal to the gelatinization rate (Zanoni et al., 1995) minus
the retrogradation rate (Eq. (A6)). Here is ˛max the maximum
attainable degree of gelatinization which is a function of
the initial composition of the product, i.e. content of water
(W), starch (S) and other water binding components (C) in
dough (Hadiyanto et al., 2007). Gelatinization occurs at higher
temperatures and is faster than retrogradation. Therefore
gelatinization takes place during baking and retrogradation
during storage (staling of product). Browning of bakery prod-
ucts is mainly caused by the Maillard reaction which forms
melanoidins as coloring compounds (Eq. (A7)). These reactions
Table 4 – Computational time and performance index for three
Iteration Reﬁnement on all CVP-points (rε =0) Reﬁ
uopt J tcpu (s) uopt
1 6 0.00718145 382 6
2 12 0.00697551 869 6
3 24 0.00692146 1718 12
4 48 0.00686000 4941 24
Total, tcpu 7911
uopt: number of parameters for optimization in this step, J: performance
Pentium M processor 1.40GHz using Matlab 7.0.gives performance index value, J=0.0071432 with required
computation time 18,432s.
are zero order (van Boekel, 2001) and the reaction rate depends
on temperature and water content in the product.
3.2.3. Product quality model
Crumb (i.e. the open network structure in the center of bread)
is linked to the degree of starch gelatinization and for a range
of Dutch bakery products the relation between crumb and
degree of gelatinization is given by Eq. (A8) (Hadiyanto et al.,
2007). Crispness and softness of bakery products are linked
to the difference between the current product temperature
(Tr) and the glass transition temperature of the product (Tg). A
product is crispywhenTr −Tg < 0 (Eq. (A9)). Theglass transition
temperature is a functionof theproduct composition. Softness
is a combined function of Tr −Tg and the degree of gelatiniza-
tion. Products are soft for Tr −Tg > 0 but softness requires a
minimum value of the degree of gelatinization above 0.3 (Eq.
(A10)). The relation between brownness and the amount of
melanoidins (me) is given by Eq. (A11).
4. Results and discussion
4.1. Case 1: baking using convective heating
We ﬁrst discuss baking with convective heating only. The set
points for the quality attributes are given in Table 3. A single
run optimization (l=1) with 45 parameters and 120 ◦C as ini-
tial value for all parameters resulted in a computation time of
different methods
nement with threshold value (rε 0.2) Single run
J tcpu (s) uopt J
0.00718145 382 45 0.0071432
0.00697542 537
0.00692135 1078
0.00684551 2245
4243 18,432
index value, tcpu = computation time(s). Computation time on Intel
food and bioproducts processing 8 6 ( 2 0 0 8 ) 130–141 137
Fig. 7 – Convective heating baking operation. Succeeding iterations for the optimization procedure with reﬁnement for
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fteration 1 to 4 (—) with threshold value re =0.2, (- - -) withou
round 5h. The obtained performance index is J=0.0071432.
he optimization result (Fig. 6) shows several irregular peaks
f the control input which are not expected for a continuous
rocess. This phenomenon is common for CVP with a large
umber of parameters and illustrates that the ﬁnal result is in
local minimum.
The procedure with reﬁnement is started with 6 parame-
ers and 120 ◦C as initial values for the parameters. Two cases
re considered, with rε =0 and 0.2, respectively. Fig. 7 gives the
evelopment of the input trajectories for convective heating
nd the sensitivity values used for reﬁnement for the case
ε =0.2. For both cases the trajectories fall almost together and
ave a much more regular form than for the single run opti-
ization. The convergence to optimal solution is illustrated
y the decrease of the sensitivity values at each reﬁnement.
For a factor rε =0.2, similar trajectories are obtained as
or rε =0 while the computation is almost halved (Table 4).
he computation time is also about 4 times faster than that
or a single run optimization. Moreover, compared to singleeshold value (re =0).
run optimization the reﬁnement procedure with a threshold
factor rε =0.2 gives a clear improvement of the performance
index.
4.2. Case 2: baking with multi-heating inputs
Multi-heating baking is another application with setting val-
ues as given in Table 3. The applied heating sources are
convective heating, characterized by the oven temperature
(Toven), radiation, characterized by the temperature of the radi-
ating element (Trad) and microwave power (Pmw). The use of
the three heating sourcesmakes the baking systemmore ﬂex-
ible and can result in a better achievement of the product
quality goals (Hadiyanto et al., 2008).
First, the multi-heating system is optimized by a single
run optimization and applying 45 parameters for each input,
which results in a total of 135 of control parameters for opti-
mization (uopt). Trajectories are presented in Fig. 8. The single
run optimization results in a performance index of J=0.003725
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Fig. 8 – Single run optimization for multi-heating baking.
Each input is represented by 45 parameters. This
optimization gives performance index value, J=0.00372505
Fig. 9 – Succeeding iterations optimization procedure for
multi-heating baking operation with reﬁnement forwith required computation time 42,078s.
and required about 11h of computation time. The trajectories
are more irregular than for the single input optimization and
are not very intuitive for a continuous process.
In the casewith only convective heating,we concluded that
the reﬁnement procedure with re =0.2 performed best. Thus
we only apply this procedure here. The results for the step
size reﬁnement are given in Fig. 9 and Table 5.
Fig. 9 shows the development of the trajectories and the
sensitivity values for four succeeding reﬁnement steps. At the
start, each input is represented by 6 parameters which results
in a total of 18 parameters. This set of parameters can be opti-
mized quickly. In the next reﬁnement iteration only 6 input
parameterswith sensitivity above the threshold value are opti-
mized (18 for total). This strongly reduces the computation
time compared to a procedure in which all parameters are
reﬁned (36 parameters).
Table 5 shows that ﬁnally 50% of the control parameters
are selected for uopt. Control parameters in the ﬁrst 1.25h are
the most sensitive (uopt), while the rest are not sensitive and
are not varied. Compared to the single run optimization, the
reﬁnement method gives a much better performance index
(80% improved) and requires much less computation time (a
factor 6 less). Moreover the trajectories have a more regular
form that complies to the continuous nature of the process.
Table 5 – Results of optimization with reﬁnement for
multi-heating baking process
Iteration (l) Reﬁnement with rε =0.2 Single run
uopt J tcpu (s) uopt J
1 18 0.00370194 785 45 0.0071432
2 18 0.00205799 1264
3 36 0.00156933 2057
4 76 0.00144551 3245
Total, tcpu 7352 42,078
The optimization is performed with threshold factor rε =0.2 and
compared to single run optimization.iteration 1 to 4 and threshold factor rε =0.2.
5. Conclusion
The improvement of control vector parameterization in opti-
mization by using sensitivity functions has been presented.
Starting with a low number of parameters, the reﬁnement
method showed a signiﬁcant reduction of computation time
while the achieved performance index was still equal as
compared to full control vector parameterization. The reﬁne-
ment method used a threshold sensitivity to group input
parameters. The reduction of the number of input parameters
to be optimized (above threshold value) resulted in lower
computational effort, and in this work it was found that the
recommended threshold value is in the range of 10–20% of
the mean sensitivity.
Keeping computational timewithin limits becomes critical
for larger complex systems.A signiﬁcant reductionof the com-
putation time (58% and 82% reduction of time for respectively
the single and multi-heating baking system) is achieved for
baking including a heating and cooling period. This achieve-
ment is especially interesting if the optimization problems
are considered which cannot be performed in a reasonable
computation time based on the backgroundmemory of a com-
puter.The control parameters in the cooling period have min-
imal effect on the performance index and therefore these
ssing
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Appendix A
See Tables A1a–A1d.food and bioproducts proce
arameters were hardly considered in the optimization
rocedure. The optimization focused itself on the heat-
ng period, by which the performance index is the most
ffected. Reﬁnement gives a good estimate of the optimal
rocess.
The obtained values for the objective functions are better
or the reﬁnement method than for the single run opti-
izations. Also, the trajectories for the input variables are
moother. These ﬁndings show that the sensitivity functions
elp to come closer to the global minimum/maximum.
The proposed control vector parameterization method has
wo-fold beneﬁt. First, it is useful for optimization of the
esign and operation of large process systems. Secondly, the
ethod also identiﬁes critical control points in the produc-
ion process (i.e. moments where the quality is most sensitive
or the process conditions like temperature, microwave, etc.),
ielding more insight in what factors determine the quality of
he product. For example, this method shows from the sensi-
ivity functions atwhichmoment (time for batch processing orTable A1a – The main baking models
Laws of conservation
Energy cp
∂T(r, t)
∂t
+ 
1 + e(r, t)
Liquid water 
∂W(r, t)
∂t
+ W(r, t)
1 + e(r, t)
Water vapour 
∂V(r, t)
∂t
+ V(r, t)
1 + e(r, t)
∂
CO2 
∂Vc(r, t)
∂t
+ Vc(r, t)
1 + e(r, t)
State transformations
Product extension 
de(r, t)
dt
+ Ee(r, t) = P −
Degree of gelatinization
d˛(r, t)
dt
= kgel(˛max − ˛
Melanoidine formation
dme(r, t)
dt
= kme(r, t) (
Quality attributes
Crumb
{
0, if˛(r, t) = 0
2˛(r, t), if˛(r, t) ≤
1, if˛(r, t) > 0.5
Crispness − 0.0067(T − Tg(r, t))
1 + exp(3(T − Tg(r, t
Softness −ksoft
0.01 exp(3(T − T
1 + exp(3(T − T
Brownness 1 − (1 − brown(0)) e−0.8 6 ( 2 0 0 8 ) 130–141 139
residence time during continuous processing) in the operation
of complex food production systems where the temperature
must be used to obtain quality. It shows the role of supply
chains with long periods of cooling where product quality is
not very sensitive to the settings, as long as they stay in a
certain (low) region of sensitivity. This critical control point
analysis will facilitate further study and improvement of the
production system.
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∂t
= k ∂
2T(r, t)
∂r2
− Iv(r, t) − ∂(mvHv)
∂r
− ∂(mcHc)
∂r
+ Qmw(r, t) (A1)
∂e(r, t)
∂t
= ∂
∂r
(
Dw
∂W
∂r
)
− Iv (A2)
e(r, t)
∂t
= ∂
∂r
(
Dvc
∂V
∂r
− mv
)
+ Iv (A3)
∂e(r, t)
∂t
= ∂
∂r
(
Dvc
∂Vc
∂r
− mc
)
+ Ic (A4)
Patm (A5)
(r, t)) − kretro˛(r, t) (A6)
Maillard reaction) (A7)
0.5 (A8)
)))
(A9)
g(r, t)))
g(r, t)))
(A10)
23(me(r,t)) (A11)
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Table A1b – Additional equations for the baking model
Equation
(A1)–(A4) mv = − 

V(r, t)
V(r, t) + Vc(r, t)
∂P
∂r
(A1)–(A4) mc = − 

Vc(r, t)
V(r, t) + Vc(r, t)
∂P
∂r
(A5) P = pv + pc
(A1) Qmw(r, t) = 2˛mwRP0,r
r
exp(−2˛mw(R − r)), P0, r = Pmw
2R(L + R)
(A1)–(A4), (A7) aw = 1.05W(r, t)
0.09 + W(r, t)
(A6) kgel = 2.8 × 1019 exp
(−139000
RgT(r, t)
)
(A7) kretro = G0 exp
[ −U∗
Rg(T(r, t) − T∞)
]
exp
[ −Kg
T(r, t)T × f
]
ifT < 298K
(A7), (A9), (A10) ˛max =
⎧⎨
⎩
0, ifW < 0.5(S + C)
(W − 0.5S − 0.5C)
S
, if 0.5(S + C) < W < 0.5(3S + C)
1, if 0.5(3S + C) < W
(A7) kme(r, t) = 4.9 × 10−3 × exp(9aw)
2 × 103 + exp(11.3aw)
exp
[−Ea
Rg
(
1
T(r, t)
− 1
363
)]
(A10) ksoft =
(−3
7
+ 10
7
˛max
)
exp(500(˛max − 0.3))
1 + exp(500(˛max − 0.3))
Initial and boundary condition for heat and mass transfer:
Surface center k
∂T
∂r
∣∣∣
r=R
= hc(Toven − T(R, t)) − Dw ∂W
∂r
∣∣∣
r=R
+ Fεr(T4r − T(R, t)4) −Dvc
∂V
∂r
∣∣∣
r=R
=
hv(Vext − V(R, t)) −k ∂T
∂r
∣∣∣
r=0
= −Dvc ∂V
∂r
∣∣∣
r=0
= 0
Initial T(0,t) =T0, W(0,t) =W0
Table A1c – Equation for glass transition and melting temperature
Tg/m = p1 + p2(S/Z) + p3W + p4(S/Z)W + p5(S/Z)2 + p6(W)2 + p7(S/Z)2W2
Parameters p1 p2 p3 p4 p5 p6 p7
Tg 457.10 −396.32 −853.21 716.76 430.27 778.44 −1424.71
Tm 472.69 −180.90 −519.97 419.63 124.46 471.87 −749.88
Table A1d – The thermal properties of bread product
used in this study
Parameter Value
Attenuation factor, ˛mw (cm−1) 0.2
Emmisivity (εr) 0.9
Thermal conductivity, k (Wm−1 K−1) 0.4
Heat capacity, cp (J kg−1 K) 2000
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