tions such as congestive heart failure or pneumonia may indeed not satisfy inpatient criteria solely on the basis of diagnoses but require additional physiologic abnormalities to assess severity. To facilitate education and decision making, it was found that systems applicable to logical or mathematical thought would be helpful in communicating the decision process of what would otherwise be interpreted as arbitrary or inconsistent ( see Table 1 ).
This protocol was instituted at a private, tertiary, not-for-profi t hospital for all admissions for greater than 5 years. The circumstances that enabled a smooth utilization of this protocol was stable leadership and staff of the Utilization Review and Care Management department and the utilization of one on-site physician advisor, an active Utilization Review Committee, and the use of an off-site physician advisor for off hours determination. The institution and development of a hospitalist system facilitated review by improving documentation and recognition of the noninpatient status determinations in medical treatment and discharge planning.
At this institution, all efforts were made to correctly assume the obligation of these status determinations that previously would be made by the attending physician. Every effort was made in each case to thoroughly evaluate the data and the physician documentation and attempt to use the commercial screening system to make the status determination. If there was evidence that the admission be more suitable for inpatient status, rather than outpatient, then a dialogue with the physician adviser was initiated. The available data that are reviewed were often available through the hospital information system that contained physicians' documentation, and reports of ancillary studies as well as real-time physiologic data. After assessment of the data and ensuring that the case did not optimally fi t the screening system was the secondary review system accessed.
The Secondary Review system is unique to the institution that was used to facilitate the use of the CMAP ( see Table 2 ). It was fi rst utilized in specialized training of the nurse case managers to assist in the optimal review of the documentation of the admission. The emphasis was that all relevant data were accessed from the medical record and the data properly interpreted. Emphasis was on the abnormalities that were relevant to the current problem as it became apparent that in a population of patients with well-documented prior admissions and procedures that history could potentially overshadow the events that precipitated the admission. Conceptual methods such as the patient's conditions in terms of rapidity and extent of change from baseline, risk of adverse outcome, treatment required, diagnostic uncertainty, and its change over time with additional medical information are assessed.
The Secondary Review system is an a priori system in that it categorizes what could be an idealized set of conditions or elements that defi ne an inpatient, prior to the review of that particular patient. The term a priori is used in the context that it is independent of experience with a particular patient. The subsequent determination is based upon that particular patient and thus becomes a posteriori. The a priori system is well characterized in logic, philosophy, and theological discourse ( Lewis, 1987 ; Russell, 2011; Soloveitchik, 1983 ).
An important issue in status determination is the correct way of acknowledging that medical providers have an obligation to resolve medical uncertainty, which is often described as a "concern" relating to a potential diagnosis and that hospitalization is required. There can be a difference between what a treating physician may consider a legitimate concern and what may be considered an appropriate admission by a screening system.
A logical method that could be directed at this concept of concern is to consider whether the assessment is a priori, but it is not supported by the individual patient's circumstances. An example would be: For all elderly patients who have syncope, there is a concern that this represents critical aortic stenosis or potentially fatal arrhythmia. Russell (2011) describes such statements as necessary propositions that cannot be false. Should there be experiential evidence that this particular patient has a substantiated risk for this outcome then this concern is a posteriori and is strengthened and more readily justifi es the treatment. The decision to admit is strengthened when the documentation clearly delineates the adverse risk related to the particular patient and any supporting evidence that has been evaluated. At times, this concept is straightforward and is associated with conditions that can be rapidly evaluated and is readily able to be risk-stratifi ed, for example, the evaluation of chest pain ( Anderson et al., 2007 ) . This might be referred to as a "rule out" category of admission and requires a well-defi ned sequence of testing. More diffi cult is the presentation of conditions that do not appear to be life threatening, have stable vital signs, and are not clearly a signifi cant change from baseline function. Factors such as availability of outpatient or primary care treatment and family and physician dynamics are often operative. These patients often will neither meet standard inpatient criteria, nor will they be designated as inpatients in a robust secondary review system.
B OOLEAN L OGIC , S ET T HEORY , AND L OGIC G ATES
There is a potential contradiction in patient-oriented medical care and that of making a defi nitive assessment of a process with many variables. In fact, the categories of admission, inpatient, observation, or ambulatory are well represented by a Venn diagram ( see Figure 1 ) . A potential solution to this problem that was developed was based upon Boolean Logic, which is consistent with a binary system of yes/no, true/false, or positive/negative designation to make a status determination of inpatient/outpatient. This binary system is used in Boolean Logic and Algebra, where mathematical functions can be written with the variables being only 0 or 1. George Boole's treatise (2005) , An Investigation of the Laws of Thought , attempted to express in a symbolic notation human thought ( see Table 3 ). It became apparent that one of the major screening systems could be evaluated in terms of Set Theory and Boolean Logic. These systems are an intersection of two systems: one composed of physiologic abnormalities and the other of treatment parameters ( see Figure 2 ) . The intersection of two systems in Boolean Logic is that of an "AND" systems. This would be analogous in an electronic logic gate requiring both gates to be open to complete the circuit. Boolean Logic can be represented as truth tables, electronic circuits, or Venn diagrams ( Whitsitt, 1961 ; see Figure 3 ). The fi rst column of fi gures indicates the "AND" function or intersection of sets and the second column indicates the "OR" function or union of sets. The third and fourth columns represent other logical propositions. For example, the third column would be a logical proposition that is false when " x " is true and "y" is false but is true for any other combination. This is not applicable to status determinations when the statement must be true when both are true or rarely when one is true. The symbols are standard for Boolean Algebra propositional functions ( Brown, 2003 ) .
This concept is useful in graphically illustrating the relationship of the various sets that are defi ned by their characteristics ( see Table 4 , see Figure 4 ). X is
FIGURE 1
Venn diagram of hospital status.
FIGURE 2
Intersection of screening sets. A is objective data, imaging, physiologic abnormalities, laboratory; and B is treatment medical, surgical.
TABLE 3
What Is Boolean Algebra and Logic? the set of all patients who have the characteristics of inpatients and Y and Z are patients who have the characteristics that satisfy the standard screening systems and secondary system, respectively. However, if sets Y and Z were combined as a union of sets, the OR function, then the union of the two sets would describe the majority of those that are considered inpatients. It could be stated that infrequently there could be patients who satisfy neither screening systems and would be designated as the set
One advantage of graphically displaying these sets is to conceptualize that the goal is to have as many cases satisfy the standard screening systems and emphasize rigor in the proper interpretation of the documentation. What is not desired is to have large numbers of patients with medical problems that may be common but are not considered inpatients and the treatment of these conditions is not considered inpatient treatments. Conditions that are common and are clearly not designated as inpatient by screening systems are severely restricted not to being made inpatients.
E NTROPY TO D ESCRIBE M EDICAL I NFORMATION
An interesting historical confl uence ties the concepts of Boolean Logic, Logic Gates, and the use of Information Theory in medical information and ultimately in status determination. Claude Shannon of the Massachusetts Institute of Technology was instrumental in all of these concepts ( Brown, 2003 ) . Common usage of entropy in science is known as a term of thermodynamics that systems tend to become more disordered (Shannon & Weaver, 1963) . Entropy in information theory does not describe information but describes the degree of uncertainty and what is the amount of information that is required to resolve that uncertainty. A recent defi nition of entropy is a measure of the uncertainty of a random variable (Cover & Thomas, 2006) . When a patient presents to an emergency department initially, he may have the potential of having any one of many medical problems. This potential group of illness may be described in probability theory as a random variable ( Rozanov, 1969 ) . Although there may be formal or informal assessment of probability of a certain event or outcome as part of medical evaluation, this is less likely to be stated explicitly until the assessment is complete. The theory of entropy used in information theory would state that the more uncertain the patient's problem is, the greater the amount of information that would be required to transmit the message ( Pierce, 1980 ) . H( X ) is the symbol for entropy and as shown in Figure 5 , that entropy is the highest when the probability of the event occurring is equal chance or 0.5. As the probability either increases or decreases, the entropy moves toward 0. Entropy in information theory is interested in how much the message can be compressed and communicated with an acceptable amount of error, and there are mathematical models that defi ne how much information in binary information is required as a measure of entropy ( Pierce, 1980 ) . In a patient the information would come from the traditional forms of history, physical examination, laboratory, and imaging studies. Ideally, the medical assessment would interpret the available information and provide, when possible, a number of diagnoses with a statement of treatments and prognosis. This is contrasted with a less than optimal assessment that restates the information already known and details what further evaluation is to be done, which may be a less-effi cient use of the information. When a patient presents to an emergency department, the number of possible outcomes is very large. As information is obtained in a successive manner over increasing time, the potential diagnoses and treatment options may become less uncertain. For status determinations there are only two possible outcomes: inpatient or outpatient. These must be synthesized from many complex pieces of data. Once the information is obtained and organized suffi ciently, then the methods of analysis with the screening systems are utilized as defi ned previously. Within this conceptual framework of decreasing uncertainty as information is acquired, the optimal time for status determination possibly should not be defi ned as absolute time but as a parameter of a minimum amount of information obtained.
It appears to follow that the goal of medical evaluation and treatment is to decrease uncertainty in
FIGURE 4
Status determination as a Boolean function.
Within this conceptual framework of decreasing uncertainty as information is acquired, the optimal time for status determination possibly should not be defi ned as absolute time but as a parameter of a minimum amount of information obtained.
word trivial or relevant could correspond to designating the items as being considered as a binary variable. The diagnostic "clues" are matched with characteristics of known diseases, and the diseases are narrowed down to the most likely, which is the intersection of the sets of characteristics and diseases. Of course, this approach describes diagnosis; in the modern hospital environment the diagnosis may be more apparent because of the advancement of diagnostic studies but the correct setting for treatment and the threshold for that treatment continue to be diffi cult to defi ne.
Utilization review has a primarily goal that is administrative in nature, that is, to place patients in the proper status and fulfi ll our obligation to provide assistance as to the optimal utilization of resources and patient care. It is stated at the outset that these issues are marked by potential confl ict between patient care and placing barriers to that care (Trerise, Dodek, Leung, & Spinelli, 2001) .
The methods contained in this article have been used to organize medical information in a consistent framework. An important task would be to clarify how these concepts can be used in diverse case management situations. One issue is that the correct hospital status category is not always intuitive to the practicing physician because of the external standards of screening systems and other criteria-based systems. A defi nitive decision by case management that cannot be clearly explained may be seen as arbitrary and lacking clinical acumen. The concepts of a priori and a posteriori defi ne information in terms of an ideal model compared with the information that is specifi c to the patient under consideration. The principles of Boolean Logic and set theory are useful in making a defi nitive decision, evaluating characteristics of patients, and validating specifi c pieces of medical data. Information theory recognizes that information acquisition is dynamic over time as is the uncertainty which has been presented as medical entropy. An interesting question would be, what is the optimal time for making a status determination. This question encompasses the variables of time and information, as well as resolution or increase in uncertainty or entropy. Experience would suggest that the optimal time would be at the start of the admission when the attending physician documents the history, physical terms of medical risk to the patient and resolve uncertainty with respect to what is the proper treatment of the patient. Time is an important component with respect to resolving uncertainty, and it seems reasonable that with additional time and information the entropy of the information would decrease. Decreasing entropy does not mean that the medical situation is less serious or less unstable only that it can now be defi ned with less information. An example of this would be an ST-segment elevation myocardial infarction, which by that term alone transmits a large piece of medical information of diagnosis, prognosis, and treatment that is specifi ed not only qualitatively but also quantitatively with respect to time. Figure 6 suggests that medical information and the corresponding entropy vary over time but it is hypothesized that there is a decreasing trend overall. The question would be whether there is an optimal time when the medical information and the entropy are such that a reevaluation of the patient would change the medical utilization that was required.
D ISCUSSION
The association of logic with the medical diagnostic process is not new. A classic text of bedside diagnosis (DeGowin & DeGowin, 1976) , which is well known to physicians of a senior vintage, begins the fi rst chapter titled, "Logic and Diagnosis." The outline is successive acquisition of facts, evaluation of facts, listing of the hypothesis, and choosing between hypotheses. It is reasonable to consider that this outline of conceptual steps, in fact, uses Boolean and Set Theory concepts. In the section Evaluation of Facts, it encourages one to "conclude whether the items are trivial or relevant" to the identifi cation of disease. The
FIGURE 6
Entropy change with time and information. ED = emergency department; Lab, laboratory; IMAG, imaging studies; H&P, history and physical; IMP, impression; plan, plan of treatment; data, additional data.
The question would be whether there is an optimal time when the medical information and the entropy are such that a reevaluation of the patient would change the medical utilization that was required.
