INTRODUCTION
Autism spectrum disorders (ASDs) are a highly prevalent class of neurodevelopmental disorders characterized by impaired social interaction and communication accompanied by stereotyped behaviors and restricted interests. Synaptic dysfunctions and excitation/inhibition imbalances are common findings in several ASD mouse models, suggesting that problems in neuronal connections and networks occur during early brain development (Fö ldy et al., 2013; Gogolla et al., 2009) . Further evidence has shown that altered hypothalamic-striatal-cortical circuitry in one mouse model of ASD is linked to stereotyped, repetitive behaviors (Peç a et al., 2011 ). Yet one of the core symptoms in ASDs is a deficit in social behavior; neither the brain region(s) affected nor the underlying mechanisms in mouse models are clear.
While abnormal gamma oscillations are known to lead to excitation/inhibition imbalance and social deficits in ASD patients (Rojas and Wilson, 2014; Yizhar et al., 2011) , the physiological basis for these abnormalities during the development of ASDs, as well as the specific brain region(s) responsible for these changes, remain unclear. Parvalbumin (PV)-expressing basket cells are well-known key factors giving rise to gamma oscillations, and their dysfunction could lead to impaired gamma oscillations and consequently to social deficits (Buzsá ki and Wang, 2012; Cardin et al., 2009) . NL3 R451C knockin (KI) mice have been reported to be a complete or general ASD model, with impaired social novelty, hyperactivity, and repetitive behaviors (Rothwell et al., 2014; Tabuchi et al., 2007) . Recent studies have shown that PV-expressing basket cells in various brain regions (Cellot and Cherubini, 2014; Fö ldy et al., 2013; Pizzarelli and Cherubini, 2013) may be the primary target affected in the NL3 R451C KI mouse. In addition, reduced gamma oscillations and sharp-wave ripples in the hippocampus are associated with decreased extinction of contextual fear memory in the NL3 fl /PV-cre mouse (Polepalli et al., 2017) . However, this report only describes the phenomenon and the relevance of fear conditioning but does not explore the cellular mechanisms.
In this study, we recorded local field potentials (LFPs) and single-neuron spiking and further explored the coding mechanism of the local network in the mPFC in NL3 R451C KI mice during social interaction. We found that the reduced excitability of fast-spiking interneuron and the resulting dysfunction in gamma oscillations caused social deficits in the KI mice. Combined 40 Hz and 8 Hz optogenetic stimulation of the PV interneuron could effectively rescue the social novelty deficit in the KI mice, providing the capability to reverse ASD-like social abnormalities in adulthood.
RESULTS

Decreased c-Fos-Immunoreactive Cells in the mPFC of NL3 R451C Knockin Mice during Social Interaction
We initially examined the behavioral abnormalities in NL3 R451C KI mice. Consistent with previous studies (Etherton et al., 2011; Jaramillo et al., 2014; Rothwell et al., 2014) , the KI mice exhibited clear hyperactivity and deficits in social novelty preference (Figure 1A ; Figure S1A ). The KI mice showed normal object learning, spatial learning, and memory (Figures 1B and 1C;  Figure S1B ). To locate the specific brain region(s) involved in social behaviors, we then assessed the expression of the immediate-early gene, c-Fos, in different brain regions of mice after each stage of the three-chamber test ( Figure S2 ) to identify regions with neuronal activity alterations. While the results showed specific and remarkably increased c-Fos expression in the mPFC after the social novelty test, this increment was significantly attenuated in the KI mice compared to wild-type (WT) mice (Figures 1D and 1E) . This result indicates that the mPFC is associated with social novelty behavior, and reduced activation in the mPFC might contribute to the social novelty deficit in the KI mice. Interestingly, re-expression of WT NL3 in the mPFC effectively rescued the social novelty deficit of the KI mice (Figures 1F and 1G;  Figure S1C ), indicating a key role of the mPFC in regulating social novelty behavior. (C) Y-maze. (*p < 0.05, **p < 0.01, ***p < 0.001, one-way ANOVA and Student's t test; mean ± SEM; n in each bar, number of mice). See also Figure S1 . (D) Neuronal activation in the three-chamber test was decreased in KI mice after social novelty. The red puncta indicate c-Fos-expressing neurons in the mPFC (scale bars, 200 mm and 50 mm). Cg1, cingulate cortex, area 1; PrL, prelimbic cortex; IL, infralimbic cortex. (E) c-Fos expression in KI mice after the social novelty test was significantly decreased in the mPFC. Data are presented as mean ± SEM of neuronal activation in animals with no social stimuli (Control, n = 3 pairs of littermates), the sociability group (Sy, n = 3 pairs of litters), and the social novelty group (SN, n = 3 pairs of littermates) (***p < 0.001, one-way ANOVA). See also Figure S2 . (F) Histological verification of NL3 re-expression specificity in the mPFC of WT mice injected with pAAV-CMV-Nlgn3-mCherry after 3 weeks (scale bars, 200 mm and 50 mm). (G) NL3 re-expression in the mPFC after 3 weeks rescued the social novelty deficits of KI mice as analyzed by the sociability difference index (left) and social novelty difference index (right) (*p < 0.05, two-way ANOVA; mean ± SEM; n in each bar, number of mice). See also Figure S1 for NL3 knockdown.
Dysfunction of Social-Related Neuronal Oscillations in the mPFC of NL3 R451C Knockin Mice As abnormalities in neuronal activation occurred in the mPFC region of the KI mice, we next investigated the neuronal activity patterns in the mPFC of freely moving mice during social state by in vivo electrophysiological recording (Figures 2A and 2B; Figures S3A and S3B) . During social interaction (sniffing), the KI mice showed significantly lower gamma band activity (30-90 Hz) than the WT mice (Figures 2A and 2B) , which is independent of the hyperactivity KI mice performed (Figures S3C, S3F, and S3G) . It has been suggested that cross-frequency coupling plays a role in neuronal signal processing (Canolty and Knight, 2010) . For example, in theta-to-gamma phaseamplitude coupling (PAC), the amplitude of a fast signal is modulated by the phase of a slow signal as measured by the modulation index ( Figure 2C ). To determine whether such coupling is altered in the KI mice, we first used standard PAC algorithms to measure the high-frequency band modulated by theta band (4-12 Hz) in epochs with a matched, filtered LFP amplitude envelope and compared them in the KI and WT groups. Standard PAC comodulogram analysis in the mPFC showed that upon social interaction, regardless of whether the conspecific was familiar or novel, the LFPs from the WT mice showed clear modulation of both low-gamma (30-50 Hz) and high-gamma (55-90 Hz) amplitudes by the theta phase (Figures 2D and 2E; Figures S3D, S3E, and S3H, WT) . In contrast, the KI mice showed remarkably reduced coupling between the lowgamma amplitude and the theta phase but displayed significantly stronger and wider coupling between high gamma and theta rhythms, especially during sniffing period (Figures 2D and 2E; Figures S3D, S3E, and S3H, KI) . This result revealed that the KI mice exhibit a general dysfunction of temporal information integration in local circuits.
We also used oscillation-triggered coupling (Dvorak and Fenton, 2014) to further analyze PAC by treating higher-frequency neuronal oscillations as discrete bursting events (Figures 2F and 2G) . We found that the strength of modulation between low gamma and theta was weaker in the KI mice when exploring a new environment ( Figure 2I ). Interestingly, during sniffing behavior, the emergence of gamma bursts was clearly more decentralized within a single theta cycle, and the strength of modulation was significantly changed in the KI mice (Figures 2H and 2I) , implying an impairment of local coordinated network activity in the mPFC during social behaviors. Together, these data indicate that NL3 R451C KI mice have impaired low-gamma oscillations and a dysfunction of local phase-amplitude coupling along with social deficits.
Deficits in Encoding by Single Neurons in the mPFC of NL3 R451C Knockin Mice
The precision of spike timing that depends on instantaneous external inputs may allow cortical neurons to accurately transform synaptic input into spike sequences (Mainen and Sejnowski, 1995) . To explore the relationship between single-neuron responses and LFP fluctuations, we recorded and analyzed the distinct frequency band in the mPFC to which the units locked during different behaviors. We found that the incidence of principal neuron spike-phase locking was affected by the magnitude of subthreshold potential fluctuations and LFP amplitude. As the LFP amplitude increased, the phase-locking probability gradually increased, eventually reaching a plateau at certain amplitude ( Figure S4 ). To eliminate the variations and background noise in amplitude between groups, we selected epochs of matching amplitude falling in the plateau for analysis ( Figure S4 ). We found in the WT mice that, during social interaction, a larger proportion of neurons in the mPFC were recruited to lock in theta and gamma oscillations than that in the quiet state ( Figures 3A-3D) . However, the KI mice exhibited a higher locking probability in the quiet state and yet a lower locking probability in the social state ( Figure 3D ). We also quantified the firing rate changes in the quiet and social states by calculating the discrimination index (DI). The distribution of DI values revealed significant differences between the WT and KI groups: we found a tendency toward decentralization without apparently altering the mean value in the KI mice compared to the WT ( Figures 3E and 3F ), i.e., a considerable proportion of neurons in the KI mice showed higher firing rates during sniffing, while another proportion showed an apparent inhibition. Taken together, these results indicate that the NL3 R451C mutation disrupts functional encoding through dysregulated discharges in the mPFC during social interaction.
Optogenetic Stimulation of PV-Positive Interneurons in the mPFC in a Theta-Gamma Nested Pattern Rescues the Social Novelty Defect It has been reported that the generation of local gamma and theta oscillations is closely related to the activity of PV-positive interneurons (Buzsá ki and Wang, 2012; Cardin et al., 2009) . Using in vitro patch-clamp recordings, we found that the intrinsic excitability of mPFC FS interneurons in response to step-current injection, but not pyramidal neurons (PNs), was significantly impaired in G42-crossed-KI mice (Figures 4A and 4B; Figures S5A and S5B; . These data suggested that the reduced excitability of FS interneurons in the mPFC of the KI mice is associated with the social novelty deficit.
We therefore manipulated the spiking of FS interneurons via an optogenetic approach and monitored mouse behavior in parallel. Since PV is commonly used to identify fast-spiking cells, we selectively expressed light-sensitive ion channels (channelrhodopsin-2 [ChR2] or halorhodopsin [eNpHR]) in PV interneurons in the mPFC region of Pvalb-cre-crossed KI and WT mice ( Figures S6A and S6B ). We also confirmed that optogenetic stimulation effectively altered the LFP in the mPFC of the freely moving mouse (Figures S6C and S6D ). We further reasoned that the best optogenetic stimulation protocol to achieve behavioral effects would mimic the physiological oscillation pattern. Therefore, we stimulated 8-week-old mice expressing PVChR2 unilaterally in the mPFC during the three-chamber test using light activation at 40 Hz nested at 8 Hz ( Figure 4C ). This activation pattern significantly enhanced the power of theta and gamma bands simultaneously as well as their coupling strength ( Figures S6F-S6I ). In addition, patterned optogenetic manipulation of both KI ( Figure 4D ; Figure S8A ) and WT mice ( Figure 4I ; Figure S7F ) enhanced social novel preference, but not a constant 40 Hz or 8 Hz-nested 20 Hz stimulation (Figures 4E, 4F, 4J, and 4K; Figures S7C, S7C, S7G, and S7H) . Higherfrequency stimulation (80 Hz) or direct inhibition of the activity of PV neurons (via NpHR) impaired the social novelty discrimination in both KI and WT mice ( Figures 4G, 4H , 4L, and 4M; Figures  S7D, S7E , S7I, and S7J). When infected with a vector control virus that did not express ChR2, the WT mice showed no change in the social test scheme, indicating the absence of non-specific effects of the light (Figures S6E and S7K ). In addition, exciting PV interneurons did not affect either the total distance moved or the percentage of time spent in the center during open-field tests ( Figures S7A and S7F) . Therefore, our optogenetic study suggested that physiologically relevant and oscillation-coupled excitation of PV interneurons in the mPFC plays a critical role in the social novelty behavior of mice.
DISCUSSION
In summary, our work for the first time demonstrates the critical role of gamma oscillations in the mPFC in controlling the preference for social novelty. A single mutation in neuroligin 3 caused defects in regional oscillations and information encoding, and finally in social behaviors. In addition to revealing the role of PV neuron-driven oscillations in social novelty deficits in the mouse model of ASD, our work demonstrated that manipulating the oscillations reversed the phenotype, pointing out potential treatments for the social deficits of ASD patients, even in adulthood.
Our data demonstrate that interneurons in the mPFC are critical for social novelty preference. NL3 re-expression in the mPFC of the KI mice rescued the social novelty deficit (Figures 1F and 1G) . However, NL3 knockdown in the mPFC of WT mice via a viral-mediated RNAi system did not show any effect in the social behavior even 3-10 weeks after virus injection (Figures S1D-S1I). It is possible that to see a phenotype the number of manipulated neurons in knockdown might need to be significantly higher than the number in re-expression cases. In addition, optogenetic manipulation of the mPFC region effectively changed the outcome of social novelty behavior, indicating the mPFC as a key brain area for social novelty behavior. Since mPFC could perform high-order integration of information and receives projection from various brain regions (Bedwell et al., 2014; Murugan et al., 2017) , it is highly possible that other brain regions also participate in conducting of social behavior. There is good evidence that disrupted olfactory function impairs social behavior in NL3-knockout mice (Radyushkin et al., 2009). As olfactory system also makes intensive projections to mPFC, it may function as an upstream processor in social-controlling circuitry. PV basket cells firing in theta-nested gamma frequency drive cross-frequency coupling between theta and gamma rhythms (Buzsá ki et al., 1983; Gloveli et al., 2005; Korotkova et al., 2010) . Actually, high densities of PV neuronal firing tonically inhibits their downstream neurons, whereas in longer windows without strong PV activity, PNs can still be active, and even exhibit rebound APs; thus, PV neurons serve as a low-pass filter or a band-pass filter in the network. Defects in PV neurons and their inhibitory synapses can lead to a dramatic decrease in low-frequency activity and an abnormal increase in highfrequency activity. Our data demonstrated a weakening of the low-frequency neuronal oscillations and impairment of crossfrequency phase-amplitude coupling in the KI mice during social interaction. The KI mice also lost gamma phase-dependent firing precision and rate modulation of principal neurons; thus, their encoding function during social exploration was impaired. More intriguingly, besides its rescuable effects in KI mice, a theta-nested gamma oscillation-patterned optogenetic approach in PV-positive interneurons was able to improve social behavior of WT mice. It is possible that, under physiological conditions, even the WT mice did not possess perfect and consistent coupling of theta and gamma oscillations, which allowed further improvement after patterned stimulation. In addition, when we inhibited the PV neurons and disrupted the oscillations via NpHR activation (Kim et al., 2015) , the WT mice displayed the same social novelty deficit as the KI mice ( Figure 4M ), which further supported our conclusion. To test whether there are distinguishable changes in PN activation along with different oscillation-related stimulation patterns, we also examined the c-Fos signals after optogenetic manipulation and three-chambered social tests ( Figure S8 ). We noted that inhibition of PV interneuron activity lowered the c-Fos-positive cell number in mPFC, while activation of PV interneurons could generally increase the excitability of PNs, despite of the distinct activation patterns. This result indicates that even though PNs could be effectively regulated by the PV activity, they could not quite distinguish among the oscillation patterns PV interneurons deliver. It suggests that it is not the absolute level, but rather patterns of neuronal activity that encode the relevant signals, and static c-Fos expression is a good indication of neuronal activity but may not be able to reflect the dynamics. We found that the NL3 R451C mutation significantly and differently affected synapses on FS interneurons and PNs ( Figures S5C-S5H ). These synaptic defects likely contribute to the oscillation dysfunctions in KI mice, although the exact mechanism may be complicated, as some synaptic changes might be compensatory.
In addition, our study also revealed increased theta-to-high gamma phase-amplitude coupling in the mPFC of the KI mice in the social novelty context. Several lines of evidence have recently revealed that, depending on the specific region recorded from, or the specific task being performed, the exact combination of low-frequency phase and high-frequency amplitude may be different (Cohen et al., 2009; Osipova et al., 2008 ). Though we did not investigate the function of high gamma oscillation further, our current data also suggest its importance in social interaction, as high gamma burst stimulation of PV neurons in the mPFC impaired the social novelty behavior of the WT mice. It has been reported that high gamma oscillation is correlated with working memory load (Yamamoto et al., 2014) , so it would be interesting to further determine whether gamma oscillation is involved in any form of memory during social activities.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS Animals
The NL3 R451C KI G mice were generated by crossing NL3 R451C KI mice with G42 mice (Chattopadhyaya et al., 2004) and males were used in all experiments. Mice were maintained under a 12 hr light/dark cycle at 22-25 C, and given ad libitum access to tap water and standard chow. Pvalb-cre mice were kindly given by Professor Xiao-Ming Li (Zhejiang University) (Li et al., 2011) . Young adult (60-70 days old) were used in the electrophysiological experiments. In the behavioral tests and histochemical experiments, 2-3 month-old mice were used. All procedures were approved by the Animal Advisory Committee at Zhejiang University and followed the US National Institutes of Health Guidelines for the Care and Use of Laboratory Animals.
METHOD DETAILS
Behavioral tests
All behavioral tests were performed with age-matched male littermates (8-12 weeks) during the day (light-on period). Mice were handled for at least 2-3 min/day for 5 days until they were habituated to the operator. There were at least 1-day rest periods between tests.
Open field test
The open-field box was 40 3 40 3 40 cm and the center zone line was 10 cm from the edge. Mice were placed in the center of the chamber at the beginning of the test, and movements were recorded with a video camera for 15 min and analyzed using Smart v3.0.
Three-chamber social interaction test
The three-chambered apparatus was 60 3 40 3 25 cm with a 20-cm-wide center chamber and 20-cm-wide side chambers. In the first phase, a WT or NL3 R451C KI mouse was placed in the apparatus and allowed to explore the environment freely for 10 min for habituation. Then, the mouse was gently guided to the center chamber, and its two entrances were blocked while a stranger mouse (Stranger 1) was placed in one side chamber. In the second phase (sociability), the position of Stranger 1 was alternated between tests to prevent side preference. The two entrances were then opened to allow the subject mouse to explore the new environment freely for 10 min. In the third phase (social novelty), Stranger 2 was placed in the other empty side chamber and the subject mouse again was allowed to freely explore all three chambers for 10 min. All stranger mice were males of the same age and previously habituated to the plastic cage for 30 min during the previous day. The box was wiped with 70% ethanol and air-dried between mice. The behaviors were recorded by a video camera, and the sniffing time was calculated manually and blindly by others. Sniffing time was defined as each instance in which a mouse's nose touched the side chamber or was oriented toward it and came within 2 cm. We also calculated the difference index, which was the numerical difference between the times spent exploring the targets (Stranger 1 versus Empty, and Stranger 2 versus Stranger 1) divided by the total time spent exploring both targets, as described previously (Wang et al., 2011) . Experimental design to verify brain activity during three-chamber social tests Mice were exposed to an empty apparatus for 10 min. Control (WT and KI) animals were exposed to the empty apparatus for another 10 min, perfused, and had their brain removed 1.5 hr later. Sociability and social novelty mice were exposed to an unknown Stranger1 for 10 min. Sociability animals were perfused and had their brain removed 1.5 hr after the encounter. The social novelty animals were exposed to the same Stranger1 and an unknown Stranger 2 for 10 min, perfused, and had their brain harvested 1.5 hr later. The brains were submitted to anti-c-Fos immunohistochemistry for the quantification of social behavior-triggered neuronal activity in several brain areas.
Morris water maze
The Morris maze was 100 cm in diameter. One platform 6 cm in diameter was hidden 1-2 cm below the water surface in one of the quadrants and titanium dioxide was used to render the water opaque. Water temperature was adjusted to 20-22 C. The learning trials were conducted for 6 days, with 4 trials per day. Mice were randomly placed in one of the four start positions facing the tank wall, and gently released into the water. A computer tracking program was started the moment the mice started to swim. A trial limit of 60 s was used. Mice finding the platform within this time and staying on the platform for 10 s were returned to their home cages. Mice that failed to find the platform within the time limit were guided to the platform with a bamboo rod and stayed on the platform for 10 s. The probe trial was conducted on day 7. The platform was removed and mice were placed in a novel start position facing the tank wall and released. At the same time, the computer tracking program was started and the recording time was 60 s (Vorhees and Williams, 2006) . Movements were recorded with a video camera and analyzed using Water Maze 4.07 (Actimetrics, USA). Novel object recognition Mice were placed in the apparatus to become familiar with the testing environment for 10 min for two successive days before object exposure. On the test day, two objects were placed in the back left and right corners of the apparatus. Mice were placed at the midpoint of the wall opposite the objects and were then exposed to the objects for 10 min before being returned to the home cage. One hour later, one of the two objects was replaced by another novel object and mice were exposed to the two objects for 10 min. Object exploration was defined as each instance in which a mouse's nose touched the object or was oriented toward it and came within 2 cm (Bevins and Besheer, 2006) . Movements were recorded with a video camera and analyzed by ViewPoint version 3.10 (Viewpoint Life Sciences, France).
Y-maze
Short-term spatial working memory was tested by recording spontaneous alternation behavior in the Y-maze. Mice were placed at the end of one arm and allowed to explore the three arms freely for 8 min. The computer recording system was started to track the mice. Three consecutive choices of all three arms were regarded as a correct alternation. The percentage of spontaneous alternation was calculated by dividing the total number of alternations by the total number of choices minus 2 and then multiplying by 100 (Kim et al., 2014) . Movements were recorded with a video camera and analyzed using the ANY-maze Video Tracking System 4.98 (Braintree Scientific, USA).
Immunohistochemistry
Animals were deeply anesthetized (sodium pentobarbital, 75 mg/kg, i.p.) and perfused transcardially with an initial wash of phosphate-buffered saline (PBS, 0.1 M, pH 7.4, 4 C), followed by 4% paraformaldehyde in PBS. Brains were fixed for 24 hr in 4% paraformaldehyde in PBS and then cryoprotected for 48 hr in 30% sucrose (pH 7.4). Coronal sections were cut at 30 mm on a sliding freezing microtome (SM2010R, Leica, Germany). The free-floating sections were then incubated in PBS containing 0.2% Triton X-100 and 10% normal donkey serum overnight at 4 C, and then incubated with primary antibody (rabbit polyclonal c-Fos antibody, Cell Signaling #2250; rabbit polyclonal parvalbumin antibody, Novus NB120-11427; mouse monoclonal CaMKII antibody, Abcam ab22609; self-made rabbit polyclonal NL3 antibody, aa706L-825V) in 3% normal donkey serum for 48 hr at 4 C. After 3 rinses in PBS for 10 min each, the sections were incubated with secondary anti-mouse antibody (647-conjugated, Invitrogen A-21236) or anti-rabbit antibody (Cy3-conjugated, Jackson ImmunoResearch 711-165-152 or 488-conjugated, Invitrogen A-11008) in 3% normal donkey serum for 4 hr. After three washes with PBS for 10 min each, the sections were mounted in Mowiol 4-88 (Sigma) glycerol mounting medium with or without DAPI (Beyotime C1002).
Microscopy, image processing, and analysis Slides were visualized under a Nikon A1R confocal scanning microscope in the core facilities, Zhejiang University School of Medicine. c-Fos fluorescence images were acquired with a 103 objective lens (NA,0.40) at a thickness of 10 mm. Images were captured with the same parameters and were analyzed blindly. Brain regions were defined using the Mouse Brain in Stereotaxic Coordinates (interaural 5.50 mm, bregma 1.70 mm for the mPFC; interaural 1.98 mm, bregma À1.82 mm for the hippocampus, somatosensory cortex, amygdala, and piriform cortex) (George Paxinos, 2001 ). c-Fos-positive cells were characterized as round or oval with diameters of 6-10 mm. The background signal was determined by the mean gray value of an unlabeled brain region within the microscopic field (Xiu et al., 2014) . Cell counts and analysis were performed using ImageJ software. Signals were counted from 3-4 sections per mouse at the labeled Bergman position. The control and experimental groups were processed in parallel and samples from at least 3 groups of mice were analyzed.
Immunoblotting HEK293T cells were cultured in MEM media (GIBCO) containing 10% fetal bovine serum (GIBCO) and penicillin/streptomycin (GIBCO) at 37 C. For NL3 overexpression, HEK293T cells were transiently transfected with NL3-containing viral plasmids (pAAV-CMV-Nlgn3-2A-mCherry-3FLAG or pAAV-CMV-2A-mCherry-3FLAG, ObioTechnology, Shanghai, China) (Nlgn3, GenBank: NM_172932) by calcium phosphate coprecipitation, and then lysed with 1x SDS sample 24 hr after transfection. For NL3 knockdown, AAV-infected sections were carefully separated from mPFC acute slices. AAV-infected mPFC were homogenized quickly in RIPA buffer (Beyotime) containing protease inhibitors and phosphatase inhibitors and centrifuged at 20,000 g for 20 min. The supernatant was collected and the protein concentration was determined by using BCA Protein Assay Kit (Thermo). Samples were denatured by boiling for 5 min in 1x SDS sample buffer before SDS-PAGE separation. For each sample, a total amount of 10 mg proteins were loaded. Western blotting was carried out as described previously (Wang et al., 2012) . The antibodies used in these assays were mouse monoclonal b-actin antibody (HuaBio EM21002, 1:5,000), mouse monoclonal GAPDH antibody (Beyotime AG019, 1:10,000), rabbit polyclonal mCherry antibody (BioVision #5993, 1: 1,000) and rabbit polyclonal NL3 antibody (self-made, 1:1,000). Secondary antibodies were purchased from Thermo scientific (Goat anti-mouse-680, Thermo fisher #35518, 1:10,000; goat anti-rabbit-680, Thermo fisher #35568, 1:10,000). The results were quantified and analyzed by volume tools in Quantity One (4.6.2) (Bio-Rad, USA).
In vivo recording Each tetrode and optetrode was constructed by twisting four nickel-cadmium wires (13 mm, California Fine Wire). The tetrode wire tips were plated with gold (gold-plating solution, NeuraLynx) to adjust the impedance to 500-800 kU. The wire tips were 0.3 mm longer than the optical fiber. All data were collected from 8 littermates. All data shown in Figure S10 were collected from Pvalb-cre mice and CamKII-Cre mice expressing ChR2 in the mPFC with a 64-channel multi-electrode recording system (Plexon, Dallas, TX, USA). After tetrode implantation, mice were allowed to recover for at least 1 week. We advanced the tetrode by $35 mm every other day for 3-5 times. Neuronal signals were referenced to two connected skull screws (above the prefrontal cortex and cerebellum). Spike sorting was carried out in Offline Sorter software (Plexon). Using principal component analysis, a rough separation of units from PNs and interneurons in the mPFC was mainly based on their differences in spike wave shapes and mean baseline firing rates.
Putative interneurons with a mean firing rate (FR)>5 Hz and a narrow peak-valley width <0.3 ms. In our recordings from 16 mice over $2 weeks per mouse, we recorded from 465 putative PNs and 83 putative interneurons in the mPFC.
Power Spectral Density. Power spectral density describes how the power of an LFP is distributed over frequency. In analyzing the frequency content of the LFP signal X(t) in afinite time interval [0,T], the truncated Fourier transform X^T(u) was applied:
XðtÞe
Àiut dt Therefore, the power spectral density is defined as P XX (u) = lim T/N E½ XTðuÞ 2, where E denotesthe expected value.
To be specific,
The function PWELCH in MATLAB estimates the Power Spectral Density via Welch's method. In order to reduce spectrum leakage, a window was applied to the original signal. The Hanning (64) window was chosen since theta and gamma oscillations are both in the low-frequency range. Confidence intervals were computed using a c 2 approach with a confidence level of 95%. The abscissa and ordinate of each figure was frequency f and ten times the logarithm of power P XX , respectively [i.e.,P' XX = 10 log 10 (P XX )]. Filters Filters were applied to extract oscillatory signals of interest. Since theta and gamma oscillations are both in the low-frequency range, a low-pass Butterworth filter was used and the order was 3. The Butterworth filter was implemented using the MATLAB function Butter and filter.
Speed filters
All the behavioral data were extracted by filtering at 3-20 cm/s for active social behavior and exploration, and < 3 cm/s for quiet or self-grooming states. The active social and exploration state were also subdivided into a slow part (3-10 cm/s) and a fast part (10-20 cm/s).
Power of gamma oscillation locking to the phase of theta oscillation
The gamma oscillation G(t) and theta oscillation T(t)were first filtered from the LFP signal X(t). The phase of theta q theta (t) in terms of time oscillation was calculated from a Hilbert transform of T(t).
H½TðtÞ = X T ðtÞ + iY T ðtÞ q theta ðtÞ = arctan yðtÞ xðtÞ
Meanwhile, the power P gamma (t) of gamma oscillation was also calculated from a Hilbert transform of G(t).
The phase interval from Àp to pwas uniformly divided into 36 bins. The average power at the corresponding time of the phase in each bin was calculated to characterize the degree of phase-locking. Furthermore, when the gamma oscillation was filtered at each frequency, a heatmap was plotted with the phase and frequency of theta oscillation as abscissa and ordinate along with the average power as color. The gamma oscillation at frequency f was filtered from the interval ½fðf=1:1pÞ; f + ðf=1:1pÞ
Mean vector
The mean vector is a composite two-dimensional time series formed by the theta phase as the x-coordinate and the gamma amplitude as the y-coordinate. A scatterplot of mean vectors indicates the preferred phase of the modulation, z(t) = A gamma (t)*exp [i*q theta (t)] = real[z(t)]+imag[z(t)]. And the mean vector length is considered to show the strength of the coupling; this is the modulation index. A random distribution based on each set of original data was constructed and a normalization process was performed to eliminate variations due to amplitude differences between groups. The specific scripts are: %% compute surrogate values for s = 1:numsurrogate surrogate_amplitude = [amplitude(skip(s):end) amplitude(1:skip(s)-1)]; surrogate_m(s) = abs(mean(surrogate_amplitude.*(complex(cos(phase),sin(phase))))); end %% fit Gaussian to surrogate data, uses normfit.m from MATLAB Statistics toolbox [surrogate_mean,surrogate_std] = normfit(surrogate_m); %% normalize length using surrogate data (z-score) m_norm_length = (abs(m_raw)-surrogate_mean)/surrogate_std; m_norm_phase = angle(m_raw); m_norm = m_norm_length*complex(cos(m_norm_phase),sin(m_norm_phase)); (Dvorak and Fenton, 2014) .
Phase-amplitude coupling (PAC) PAC describes how the amplitude of the gamma signal is modulated by the phase of a theta signal. The results of PAC are shown in a comodulogram with the x axis as the phase of oscillations at theta frequencies and the y axis as the amplitude of oscillations at gamma frequencies. And the color is the modulation index. Oscillation-triggered coupling Since the standard PAC comodulogram has limited time resolution (at least 10 s is required for robust PAC estimation), the eventbased and parameter-free approach, oscillation triggered comodulogram (OTCG), was used to show the modulatory phase for each frequency band. Power series over time at each frequency range ½fðf=1:1pÞ; f + ðf=1:1pÞ centered on f were derived from LFP signals using the following formula:
À1/2 , St = 2:2=f, and tP = 2S t 2 . Summation of the power at each frequency range was calculated and sorted by time at each center frequency. The 95% quantile was denoted by P 0 (f) and defined as the threshold value. All the summations of power larger than P 0 (f) can be written as P(f,t 1 ), P(f,t 2 ),$$$, P(f,t k ).
Phase-locking of spikes
In order to establish whether the spike firing was concentrated at a certain phase of the LFP, the distribution of corresponding phases to spikes was calculated and displayed in the form of a rose plot. Since the variation exists in several bands of oscillation power between KI and WT groups, the typical oscillation events were selected with a matching amplitude envelope (0.25-0.4 mV for theta; 0.06-0.1 mV for low gamma; 0.035-0.05 mV for high gamma) for further analysis. The spike-LFP phase vector was computed to indicate the locked phase and intensity. Meanwhile, the Rayleigh z test was used to determine the significance of phase-locking. The percentage of pyramidal neurons locked to a given frequency band was defined as successful locking while meeting the criteria p < 0.05, Rayleigh test, and 30 spikes/neuron, and was analyzed for each of 5 randomly selected trials during given states.
Rose plot
Since the sampling frequency for spikes was higher than that for LFPs, linear interpolation was applied to the LFP. Then each spike corresponded to the LFP signal X(t) in terms of time. The phase of the LFP was derived from a Hilbert transform of the filtered signal. If the Hilbert transform is written as:
Then the phase of the LFP at time t is qðtÞ = arctan yðtÞ xðtÞ and the amplitude at time t is AðtÞ = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi x 2 ðtÞ + y 2 ðtÞ p
The phase interval from -p to pwas uniformly divided into M bins and the number of spikes in each phase interval was counted. The numbers of spikes were denoted by N 1 ,N 2 ,$$$, N M . Therefore, the probability of a spike firing in the phase interval (ð2 Ã ði À 10Þ=MÞp, ð2 Ã ði À 1Þ=MÞp] is Ni=N, where N = P M i = 1 Ni. The probabilities of spike firing in each phase range over frequency were displayed in arose plot.
Spike-LFP phase vector
For the i th bin, q i = ðð2i À 11Þ=MÞp denotes the center of an interval; i = 1,2,$$$, M; and the spike-LFP phase vector is defined as
The direction and length of the spike-LFP phase vector indicate the possible mean of the locked phase and the locking intensity. Statistics The Rayleigh z test was used to test the null hypothesis that there is no phase-locking mean direction.
The hypothesis is stated as follows:
There is no sample mean direction:
There is a sample mean direction:
The Rayleigh z statistic is determined by the following equation: q
q and q k = arctanðy k =x k Þ is the phase of the kth spike, k = 1,2,$$$, N. 2Z obeys an approximately c 2 distribution, and the p value can be calculated using the CircStat MATLAB Toolbox. Since directional statistics including the Rayleigh Z value are sensitive to sample size, the z values were compared in the condition that both groups fired the same number of spikes (30 spikes in this case). Moreover, the Rayleigh Ztest is based on the hypothesis that the data are unimodal (no more than one clustering of points), so this test is not applicable to a bidirectional situation. [Xð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
Þm a/2 ] Since the Kolmogorov-Smirnovtest showed significant differences between the distribution of DI values for WT and KI mice, several statistics were chosen to further compare the differences.
Mean: The confidence interval is calculated by [Xð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
Þm a/2 ], since the central limit theorem ensures that the mean value follows a normal distribution when the sample size is large enough. n is the sample size and 1 À a is the confidence level. Variance Skewness : skewness of sample X is defined as :
Kurtosis : kurtosis of sample X is defined as :
Slice preparation Mice were deeply anesthetized with ether and decapitated. The brain was quickly removed and placed in ice-cold artificial cerebrospinal fluid (ACSF) saturated with 95% O 2 and 5% CO 2 to maintain the pH $7.4. The ACSF consisted of (in mM): 119 NaCl, 2.5 KCl, 11 glucose, 1.0 NaH 2 PO 4 , 26.2 NaHCO 3 , 2.5 CaCl 2 , and 1.3 MgCl 2 . Coronal slices (300 mm) containing the PFC were cut on a microtome (Leica VT1200S). The slices were stored in a submerged holding chamber for 25-35 min at 34 C in oxygenated ACSF, and then kept at room temperature for experiments.
Electrophysiology
Whole-cell recordings were performed in the mPFC, which included the anterior cingulate and prelimbic cortices. Individual slices were transferred to a recording chamber and continuously perfused with ACSF (2 mL/min) saturated with 95% O 2 and 5% CO 2 and maintained at 34 ± 2 C. EGFP-expressing FS basket interneurons were identified based on two criteria: a round/oval soma with a diameter >10 mm, and the presence of multipolar dendritic trees lacking apparent apical and/or basal dendrites. Pyramidal neurons were identified by pyramidal shaped somas and ''regular-spiking'' action potentials. For action potential (AP) recordings, microelectrodes (3-5 MU) were filled with (in mM) 110 K-gluconate, 40 KCl, 10 HEPES, 2 Mg-ATP, 0.5 Na 2 -GTP, and 0.2 EGTA (pH 7.2; 290-310 mOsm). To block synaptic transmission, CNQX (20 mM, Sigma, to block AMPA receptors), AP-V (50 mM, Sigma, to block NMDA receptors) and bicuculline (10 mM, Abcam, to block GABA A receptors) were added to the bath solution. For sIPSC and mIPSC recordings, we used an internal solution containing the following (in mM): 120 CsCl, 10 HEPES, 5 NaCl, 1 MgCl 2 , 0.3 Na 2 -GTP, 3 Mg-ATP and 10 EGTA (pH 7.2; 290-310 mOsm). To isolate mIPSCs, tetrodotoxin (TTX; 1 mM, to block sodium current), AP-V (50 mM) and CNQX (20 mM) were present in the bath solution. sIPSCs were recorded in the presence of AP-V (50 mM) and CNQX (20 mM). For mEPSC recordings, the internal solution contained (in mM): 117.5 CsMeSO 4 , 10 HEPES, 10 TEA-Cl, 15.5 CsCl, 1 MgCl 2 , 10 NaPhosphocreatine, 8 NaCl, 0.3 Na 2 -GTP, 4 Mg-ATP and 5 EGTA (pH 7.2; 290-310 mOsm). To isolate mEPSCs, TTX (1 mM) and picrotoxin (100 mM, Sigma, to block GABA A receptors) were added in the bath solution. The series resistance (R a ) was 10-20 MUU and monitored on-line throughout experiments; the data were discarded when the R a changement was over 20%. For mIPSC, sIPSC, and mEPSC recordings, neurons were voltage-clamped at À70 mV.
All recordings were made with an Axon 700B amplifier and 1440A digitizer (Molecular Devices, Sunnyvale, CA, USA). Responses were filtered at 3 kHz, digitized at 10 kHz, and analyzed using Clampfit 10.4 (Molecular Devices) and Mini-analysis 6.0 software (Synaptosoft, USA). 100-150 individual events for mIPSCs, sIPSCs and mEPSCs each were taken from recordings.
The resting membrane potential was the average membrane potential within 2 min of obtaining the whole-cell configuration. The input resistance (R in ) was calculated from small (2.5-5 mV) voltage deflections induced by rectangular hyperpolarizing current injection (50 pA). The membrane time constant (t m ) was obtained by fitting a single exponential function to the same hyperpolarizing voltage deflections. The first spike evoked by the minimum current needed to elicit an AP applied from À70 mV was used to quantify the spike properties. AP amplitude was calculated as the voltage difference between threshold and peak. After-hyperpolarization (AHP) amplitude was defined as the voltage difference between the AP threshold and the depth of the AHP. AP duration was measured as the duration at half-maximal amplitude.
Microinjection and optical manipulation
Mice were anesthetized with 1% pentobarbital (Sigma, USA), and then fixed in a stereotaxic frame. A craniotomy was performed at 1.80 mm anterior to bregma and 0.40 mm lateral to the midline. The virus was delivered through a glass capillary attached to a stereotaxic injector (Stoelting, USA) at 100 nL/min; the center of the injection was targeted to the prelimbic cortex (AP +1.80 mm, LM 0.40 mm, DV À1.5 mm). The pipette was held in place for 5 min after injection and then slowly retracted. The incision was closed with tissue glue (Vetbond, 3M, USA).
For NL3 re-expression of 8-week-old male WT and KI mice, adeno-associated virus (AAV) 2/9 serotype (pAAV-CMV-Nlgn3-2A-mCherry-3FLAG or pAAV-CMV-2A-mCherry-3FLAG, ObioTechnology, Shanghai, China) was injected (500 nL/hemisphere). Using modest titers of control AAV, we obtained sparse infectivity that allowed the number of Nlgn3+ neurons after pAAV-CMV-Nlgn3-mcherry infection was compared with the number in control animals with control AAV. For NL3 knockdown of 8-week-old male WT mice, pAAV-CMV-mCherry-shRNA-Nlgn3 (ObioTechnology, Shanghai, China) was injected (600 nL/hemisphere).
For optogenetic activation of PV interneurons in 8-week-old male Pvalb-cre mice, AAV 2/9 serotype (pAAV-EF1a-DIO-hChR2 (H134R)-mCherry or pAAV-EF1a-DIO-mCherry, ObioTechnology) was injected (200 nL/hemisphere). The titers were 1 3 10 12 -1 3 10 13 viral particles/mL). For inhibition of PV interneuron activity, AAV-DIO-eNphr-EYFP (pAAV-EF1a-DIO-NpHR 3.0-eYFP, ObioTechnology) was used (200 nL/hemisphere; titer 4 3 10 12 viral particles/ml). Animals were allowed to recover for at least 3 weeks for optimal viral expression. Mice underwent open-field tests followed by three-chamber tests the next day. About one week later, the same mice were tested in the open-field box and then the three-chamber device when the stimulating light was on. The ON and OFF epochs were counterbalanced. A 473-nm blue laser controlled by an optogenetic system (Newdoon, Hangzhou, China) was used for ChR2 activation. The laser light was conducted to the implanted fiber-optic cannula using a lightweight patch cord connected to a mating sleeve. For specific purposes, the blue light was delivered at 5 mW in a cycling stimulation mode (e.g., for social novelty rescue, 2-ms pulses at 40 Hz, 50 ms on, 75 ms off), or for the specific frequency controlled experiment at 80 Hz in 1-ms pulses throughout the entire epoch.
qRT-PCR
Total RNA was isolated and purified from infected neurons in the acute mPFC slices, and complementary DNA synthesis was performed by reverse transcription of each sample using a Single Cell Sequence Specific Amplification Kit (Vazyme, Nanjing, China). Real-time PCR was performed using the Bio-Rad CFX96 Detection System (Applied Bio-systems, USA) with SYBR Green detection (QIAGEN 204057) in a two-step reaction. Results of the PCR analysis were calculated as threshold cycle (C T ) values and were used to determine the amount of target gene mRNA in relation to the amount of reference gene mRNA. DC T indicated the difference between the number of cycles necessary to detect the PCR products for NL3 and the reference gene. DDC T was the difference between the DC T of the control group and the DC T of the NL3 knockdown group. Data were expressed as 2 -DDCT to give an estimate of the amount of target mRNA present in the tissue relative to the control group.
QUANTIFICATION AND STATISTICAL ANALYSIS
Data are presented as mean ± standard error of the mean (SEM). The electrophysiological statistics were obtained using OriginPro 8.0. The behavioral and imaging statistics were calculated using Graphpad Prism 6. Unless otherwise specified, comparisons between two groups were tested using the unpaired two-sample Student's t test. Multiple comparisons were carried out by oneway ANOVA (the Newman-Keuls test) or two-way ANOVA. In all figures: *p < 0.05, **p < 0.01, ***p < 0.001.
