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The orientation of Ne´el-type skyrmions in the lacunar spinels GaV4S8 and GaV4Se8 is tied to
the polar axes of their underlying crystal structure through the Dzyaloshinskii-Moriya interaction.
In these crystals, the skyrmion lattice phase exists for externally applied magnetic fields parallel
to these axes and withstands oblique magnetic fields up to some critical angle. Here, we map
out the stability of the skyrmion lattice phase in both crystals as a function of field angle and
magnitude using dynamic cantilever magnetometry. The measured phase diagrams reproduce the
major features predicted by a recent theoretical model, including a reentrant cycloidal phase in
GaV4Se8. Nonetheless, we observe a greater robustness of the skyrmion phase to oblique fields,
suggesting possible refinements to the model. Besides identifying transitions between the cycloidal,
skyrmion lattice, and ferromagnetic states in the bulk, we measure additional anomalies in GaV4Se8
and assign them to magnetic states confined to polar structural domain walls.
I. INTRODUCTION
The discovery of the nanometer-scale magnetiza-
tion configurations known as magnetic skyrmions1 has
spurred renewed interest in non-centrosymmetric mag-
nets. The lack of inversion symmetry in these crystals
gives rise to an asymmetric exchange coupling, known
as the Dzyaloshinskii-Moriya interaction (DMI), which
manifests itself in the continuum approximation of the
magnetic order parameter as Lifshitz invariants (LIs) in-
volving first derivatives of the magnetization M with re-
spect to the spatial coordinates:
L(k)i,j = Mi
∂Mj
∂xk
−Mj ∂Mi
∂xk
. (1)
Crystal symmetry determines the allowed LIs, i.e. a cer-
tain combination of first order derivatives, which – in
competition with the spin stiffness – stabilize modulated
spin-textures such as spirals and skyrmions and deter-
mine their internal structure2,3. Both skyrmion lattices
(SkLs)4,5 and isolated skyrmions6 have now been ob-
served in either bulk or nanostructured noncentrosym-
metric crystals. Their topologically protected spin-
texture, which is stable even at room temperature7, their
nanometer-scale size, and their easy manipulation via
electric currents and fields8–12 make skyrmions a promis-
ing platform for information storage and processing ap-
plications13,14.
Until recently, most investigations in bulk crystals have
focused on Bloch-type skyrmions, in which the local mag-
netization rotates perpendicular to the radial direction
moving from the skyrmion core to the far field. This
type of skyrmion has been observed in chiral cubic heli-
magnets with B20 structure such as MnSi1, FeGe15, or
Cu2OSeO3
16. Recently, Ne´el-type skyrmions, in which
the local magnetization rotates in a plane containing the
radial direction, have been observed in bulk GaV4S8,
GaV4Se8
12,17–21, and GaMo4S8
22. These materials crys-
tallize in the cubic lacunar spinel structure23–30, which
becomes polar below ∼ 45 K and the point symmetry is
reduced from Td to C3v
17,30–32. Since the magnetic order
develops in the polar phase, these compounds are multi-
ferroic. Furthermore, the skyrmions posses a non-trivial
electric polarization pattern due to the magnetoelectric
effect30, which may enable nearly dissipation free manip-
ulation of the magnetic order by electric fields31.
In addition to obvious differences in the spin texture of
Bloch- and Ne´el-type skyrmions, the phase diagrams of
cubic helimagnets and polar skyrmion hosts are markedly
different. In cubic helimagnets, the LI has an isotropic
form wDMI = M · (∇×M). Therefore, the plane of the
SkL aligns itself to be nearly perpendicular to the applied
magnetic field, irrespective of the field’s direction. The
isotropic LI also results in a narrow stability range of for
Bloch-type skyrmions in the vicinity of the magnetic or-
dering temperature, due to competition with the longitu-
dinal conical phase1,15. In contrast, Cnv (n ≥ 3) symme-
try only allows an axially symmetric LI. Therefore, in po-
lar skyrmion hosts, modulated magnetic structures with
wave vectors perpendicular to the high symmetry, polar
axis are favoured. In these compounds, the orientation of
Ne´el skyrmions is locked to the polar axis rather than the
applied magnetic field. Thus, instead of tilting the plane
of the SkL, oblique applied fields distort the configuration
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2of the Ne´el skyrmions and displace their cores33. This
property has two consequences on the magnetic phase
diagram of such materials: 1) the SkL phase is more ro-
bust than in cubic helimagnets, because the conical phase
is suppressed, and 2) its stability range depends on the
direction of the applied field. In addition to the polar
LI, the second order magnetic anisotropy allowed in this
symmetry can also modify the phase diagram. In the
case of GaV4S8, strong easy-axis anisotropy
32 suppresses
the modulated phases at low temperature19, whereas in
GaV4Se8 easy-plane anisotropy helps to stabilize the SkL
phase down to the lowest temperatures12,18,20.
Here, we use dynamic cantilever magnetometry
(DCM)34–36 to map the magnetic phase boundaries in
GaV4S8 and GaV4Se8 as a function of the strength and
orientation of magnetic field. We determine the cor-
responding phase diagrams, which reproduce the ma-
jor features predicted by a recent theoretical model33.
The measurements constitute a direct experimental con-
firmation of the robustness of Ne´el-type skyrmions to
oblique magnetic fields in two materials with uniaxial
magnetic anisotropy of opposite signs. In addition to
magnetic transitions between the cycloidal, SkL, and
field-polarized ferromagnetic states, in GaV4Se8, we also
observe sharp anomalies in the torque, which we assign to
field-driven transformations of magnetic states confined
to polar domain walls (DWs).
II. DYNAMIC CANTILEVER
MAGNETOMETRY
In DCM, the sample under investigation is attached to
the end of a cantilever, which is driven into self-oscillation
at its resonance frequency f . Changes in this resonance
frequency ∆f = f − f0 are measured as a function of the
uniform applied magnetic field H, where f0 is the reso-
nance frequency at H = 0. ∆f reveals the curvature of
the magnetic energy Em with respect to rotations about
the cantilever oscillation axis34,35:
∆f =
f0
2k0l2e
(
∂2Em
∂θ2c
∣∣∣∣
θc=0
)
, (2)
where k0 is the cantilever’s spring constant, le its effective
length, and θc its angle of oscillation. Measurements of
this magnetic curvature are particularly useful for iden-
tifying magnetic phase transitions34, since – just as the
magnetic susceptibility – it should be discontinuous for
both first and second order phase transitions37.
DCM measurements are carried out in a vibration-
isolated closed-cycle cryostat. The pressure in the sam-
ple chamber is less than 10−6 mbar and the temperature
can be stabilized between 4 and 300 K. Using an exter-
nal rotatable superconducting magnet, magnetic fields
up to 4.5 T can be applied along any direction spanning
120◦ in the plane of cantilever oscillation, as shown in
Fig. 1. xˆ in our coordinate system is defined by the
cantilever’s long axis, while yˆ coincides with its axis of
oscillation. β is the angle between H and xˆ in the xz-
plane. The cantilever’s motion is read out using a op-
tical fiber interferometer using 100 nW of laser light at
1550 nm38. A piezoelectric actuator mechanically drives
the cantilever at f with a constant oscillation amplitude
of a few tens of nanometers (corresponding to oscilla-
tion angles of tens of microradians) using a feedback
loop implemented by a field-programmable gate array.
This process enables the fast and accurate extraction of
f from the cantilever deflection signal as well as pro-
viding a measure of the dissipation Γ, which described
the system’s rate of energy loss: dE/dt = −Γl2e θ˙c
2
. In
order to maintain a constant oscillation amplitude, the
cantilever must be driven with a force F = Γleθ˙c, such
that any losses due to dissipation are compensated. The
voltage amplitude used to drive the piezoelectric actu-
ator is therefore proportional to Γ = Γ0 + Γm where
Γ0 is the cantilever’s intrinsic mechanical dissipation at
H = 0 and Γm represents magnetic losses. Given that Γm
reflects the sample’s magnetic relaxation, Γ should un-
dergo abrupt changes at magnetic phase transitions. We
therefore use both measurements of the magnetic cur-
vature and dissipation, combined with knowledge from
other measurements12,17–20, to map the low-temperature
magnetic phase diagrams of GaV4S8 and GaV4Se8 as a
function of H.
III. SAMPLES
Single crystals of GaV4S8 and GaV4Se8 are grown
by a chemical transport reaction method using iodine
as a transport agent17. X-ray diffraction measurements
of both sample materials show impurity-free single-
crystals30. For the DCM measurement, we attach indi-
vidual crystals of GaV4S8 and GaV4Se8, which are a few
tens of micrometers in size, to the ends of commercial Si
cantilevers (NanosensorsTMTL-cont) using non-magnetic
epoxy, as shown in Fig. 1. These cantilevers are 440µm-
long, 50µm-wide, and 2.3 µm-thick. Unloaded, they have
resonance frequencies of about 16 kHz, quality factors
around 5× 105, and spring constants of 300 mN/m. Due
to the additional mass of the samples, the resonance fre-
quency of a loaded cantilever shifts to around 3 kHz.
Both samples are attached near the free end of the
cantilever with the (001) surface pressed flat against the
Si surface. The orientation of the GaV4S8 and GaV4Se8
samples differs and can be roughly estimated from optical
and scanning electron microscope (SEM) images. The
resultant direction of each sample’s crystalline axes with
respect to the cantilever is shown in Fig. 1: specifically
the approximate orientation of the four cubic 〈111〉 axes
cˆi (i = 1, 2, 3, 4) is shown in black, red, green, and blue.
Both GaV4S8 and GaV4Se8 undergo a Jahn-Teller
structural phase transition from a non-centrosymmetric
cubic to a rhombohedral structure at 44 K and 42 K, re-
spectively11,12,29,30. The transition is characterized by
3Figure 1. Schematics of the measurement setup. (a) shows the coordinate system and the definition of β as the angle between
H and xˆ. (b) and (c) show the cantilever, its oscillation angle θc, and the crystalline axes of the measured sample. Black, red,
green, and blue lines correspond to the four cˆi. (d) shows the orientation of H with respect to an optical image of a sample and
cantilever. (e) Composite optical and scanning electron micrographs of the measured GaV4S8 and GaV4Se8 samples mounted
on their respective cantilevers.
a stretching of the cubic unit cell along one of the four
cubic body diagonals cˆi, resulting in four different struc-
tural domains. The rhombohedral distortion also gives
rise to polarization along cˆi, making these the polar axes
of the system. The multi-domain state is composed of
sub-micrometer-thick sheets of these four different rhom-
bohedral polar domains, which we label Pi
20,21. The
polar axis cˆi also corresponds to the axis of magnetic
anisotropy in the respective rhombohedral domain state.
In GaV4S8, the uniaxial anisotropy is of easy-axis type,
while in GaV4Se8 it is of easy-plane type
17,18,32. In both
materials, measurements indicate the presence of modu-
lated magnetic phases including a cycloidal (Cyc) state, a
Ne´el-type SkL, and a field polarized ferromagnetic (FM)
phase17,18. The population of multiple rhombohedral do-
mains at low temperature complicates the determination
of the magnetic phase diagram, because for any given ori-
entation of the applied field H, there can be up to four
different angles, αi, between H and cˆi. As a result, for
an arbitrary orientation of H, a single phase transition
can appear at up to four different values of H, depending
on the projections of H on each cˆi. Although the appli-
cation of a large electric field upon cooling through the
structural phase transition has been shown to polarize
GaV4S8 and GaV4Se8 samples such that only a single
domain is populated11,12, it is practically challenging to
apply such fields in a DCM apparatus.
IV. MEASUREMENTS
A. GaV4S8
Fig. 2 shows DCM measurements of ∆f(H) and
Γm(H) in GaV4S8 for different temperatures T . Data
shown in Fig. 2 (a) and (b) are collected with H aligned
along the cantilever’s long axis (β = 0), i.e. approxi-
mately H ‖ [100]. In this configuration, the angles αi
between H and the four cˆi are the same within the
precision of the sample orientation, i.e. within a few
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Figure 2. Temperature and field dependence of magnetic phase transitions measured by DCM in GaV4S8. (a) DCM measure-
ments of (a) ∆f(H) and (b) Γ(H) taken at T = 7, 12, and 15 K in cyan, maroon, and brown, respectively. Curves are shifted
for better visibility. β = 0, i.e. approximately H ‖ [100]. Arrows indicate features corresponding to phase transitions. (c)
Sketch of the expected magnetic phase diagram as a function of temperature and applied field for H ‖ [100]17. Color-coded
dashed lines and points correspond to temperatures and measured features in (a) and (b).
degrees. Consequently, each magnetic phase transition
should occur at a similar value of H for each domain.
In this particularly simple case, we compare ∆f(H)
and Γ(H) at different temperatures to the corresponding
magnetic phase diagram measured by Ke´zsma´rki et al.17
and shown schematically in Fig. 2 (c). Where metamag-
netic transitions are expected, they manifest themselves
as dips in ∆f(H) and peaks in Γm(H). At T = 12 K,
the two features at 45 and 100 mT (indicated by arrows)
correspond to the Cyc-to-SkL and the SkL-to-FM phase
transitions, respectively. The double dip (peak) feature
in ∆f(H) (Γ(H)) comes from the imperfect alignment
of the sample’s crystalline axes with the coordinate sys-
tem of our measurement setup, resulting in a difference
in αi for each domain. At T = 7 K only one feature is
found, corresponding to the Cyc-to-FM transition, while
at T = 15 K, which is above the magnetic ordering tem-
perature, no features are observed.
H is rotated approximately in the (010) plane such
that, in general, by changing β, we change each αi dif-
ferently. As a result, the number of features related to
phase transitions and the fields at which they occur can
also change. The dependence that we observe is consis-
tent with the orientation of our sample and previous mea-
surements by Ke´zsma´rki et al. In particular, we note that
because of the crystal’s alignment and its cubic symme-
try, the measured curves should repeat themselves upon
rotating β by 90◦. This periodic behavior can be seen
in Fig. 3 (a), where two DCM curves with β = 0 and
90◦ nearly overlap; differences, including the splitting of
the dips in ∆f(H) into two dips, are again related to the
slight misalignment of the sample’s crystalline axes with
respect to the applied field, resulting in slightly different
αi for each domain. In the curve taken with β = 40
◦ (ap-
proximately H ‖ [101]) shown in Fig. 3 (b), we observe
four features. The features observed at 35 and 60 mT are
the Cyc-to-SkL and the SkL-to-FM phase transitions, re-
spectively, also observed by Ke´zsma´rki et al. These tran-
sitions correspond to the P4 and P1 domains (blue and
black in Fig. 1) with α4 = 31.7
◦ and α1 = 39.2◦. The
two transitions at 320 mT and 370 mT correspond to the
Cyc-to-FM transitions in the P3 and P2 domains (green
and red in Fig. 1), where α3 = 84.5
◦ and α2 = 88.8◦.
As before, the mismatches α4 6= α1 and α3 6= α2 and
the resulting pair of split features are due to the crystal’s
imperfect alignment with the applied field.
Using the measured features in ∆f(H) and Γm(H),
we map the magnetic phase transitions of GaV4S8 as a
function of H and β. After initializing the system with
a large external field H = 1 T, DCM measurements are
made by stepping H toward zero at a fixed β and T . The
angular dependence over the range −5◦ < β < 100◦ is
recorded at T = 11 K by changing β in steps of 2.5◦ and
repeating the measurement. We plot the features identi-
fied in these measurements as open circles in Figs 4 (a)
and (b). By comparing our data taken for a few mag-
netic field orientations with the phase diagram reported
by Ke´zsma´rki et al.17, we assign each feature to a certain
type of transition (i.e. Cyc-to-FM, Cyc-to-SkL, SkL-to-
FM) occurring in a certain domain state (P1, P2, P3,
P4).
Next, we determine the dependence of the phase
boundaries on the orientation of the magnetic field with
respect to the axis of the uniaxial magnetic anisotropy.
The measured signatures shown as open circles in
Figs. 4 (a) and (b) can be fit by assuming that each
of the four rhombohedral domains of GaV4S8 obeys the
magnetic phase diagram shown in (d), plotted as a func-
tion of H‖ and H⊥, the components of H parallel and
perpendicular to the rhombohedral axis cˆi, respectively.
A feature in ∆f and Γ observed at certain H and β cor-
responds to a transition of a particular domain Pi for
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Figure 3. Angular dependence of magnetic phase transitions measured by DCM in GaV4S8. (a), (b) ∆f(H) at T = 11 K for
at β = 0, 40, and 90◦ in maroon, cyan, and brown, respectively. Arrows indicate features corresponding to phase transitions.
Inset: zoomed view of the low-field region. (c) Schematic diagram showing the three measured orientations relative to the
sample-loaded cantilever.
a field of magnitude H and angle αi with respect to
cˆi, as shown in Fig. 4 (c). The magnitude H and the
angle αi at which each feature occurs, correspond to a
point on a phase boundary in the diagram of Fig. 4 (d),
through H‖ = H cosαi and H⊥ = H sinαi. This phase
diagram reflects the general form suggested by Leonov
and Ke´zsma´rki33. Phase boundaries corresponding to
the diagram are also plotted as a function of β and H in
Figs. 4 (a) and (b) to show their agreement with the mea-
surements. They appear as solid lines, which are color-
coded according to the domain to which they belong.
An Euler rotation of the crystal (-5.0, 0.2 and 10.0◦)
with respect to ideal configuration, shown in Fig. 1 (b),
is required such that the phase boundaries correspond-
ing to the different domain states collapse onto the single
boundary diagram of Fig. 4 (d).
The agreement between the measured features and fit
phase boundaries allows us to eliminate complications
arising from the multi-domain nature of the crystal and,
thus, to extract a the general magnetic phase diagram
of GaV4S8 as function of field applied parallel and per-
pendicular to the anisotropy axis. The position of the
intersection between the different phase transitions in
Fig. 4 (d) shows that the SkL phase in GaV4S8 per-
sists in oblique fields up to a threshold angle as large as
αmax = 77
◦. For larger α, the cycloidal state directly
transforms to the ferromagnetic state upon increasing
H. The extent of the SkL phase shows stronger stabil-
ity against fields applied perpendicular to the anisotropy
axis (up to H⊥ = 200 mT) than fields applied parallel
(up to H‖ = 65 mT). This critical angle αmax is larger
than predicted by Leonov and Ke´zsma´rki33.
B. GaV4Se8
We apply the same experimental procedure to explore
the magnetic phase diagram of GaV4Se8. In this case, H
is rotated approximately in the (11¯0) plane. Figs. 5 (a)
and (b) show the angular dependence of the features,
as extracted from measurements of ∆f(H) and Γm(H)
at T = 12 K. Using previous measurements made by
Borda´cs et al. along particular crystalline directions18,
as well as neutron diffraction data by Geirhos et al.20 for
guidance, we assign each feature to a transition between
Cyc, SkL, or FM states for a certain domain and color-
code it accordingly.
Once again, the measured features are shown as open
circles in Figs. 5 (a) and (b) and can be fit by assum-
ing that each of the four rhombohedral domains obeys a
single magnetic phase diagram shown in (d). The mag-
nitude of the applied field H and its angle αi with re-
spect to the assigned domain’s rhombohedral axis cˆi put
each feature on one of the phase boundaries depicted in
Fig. 5 (d). Phase boundaries corresponding to the phase
diagram are plotted in Figs. 5 (a) and (b) for compari-
son with the measured data. They appear as solid lines,
which are color-coded according to the domain. Similarly
to GaV4S8, the overall form of the phase diagram agrees
with that suggested by Leonov and Ke´zsma´rki33, al-
though there are minor quantitative differences between
our results and the theoretical predictions. Note that
the rotation plane of H, approximately (11¯0), contains
cˆ1 and cˆ2, but not cˆ3 and cˆ4. An Euler rotation of the
crystal (-14, -1 and 7◦) with respect to ideal configura-
tion, shown in Fig. 1 (c), is required such that the phase
boundaries corresponding to the different domain states
(P1, P2, P3, P4) collapse onto the single boundary di-
agram of Fig. 5 (d). We find additional anomalies in
both ∆f(H) and Γm(H), that cannot be ascribed to the
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Figure 4. Magnetic phase transitions measured in GaV4S8
at T = 11 K. Features extracted from DCM measurement
of (a) ∆f(H) and (b) Γ(H) are plotted as open circles as a
function of β. Black, red, green, and blue circles correspond to
domains P1, P2, P3, and P4, respectively. Color-coded lines
indicate phase boundaries for each domain according to the
phase diagram in (d). (c) Angle αi between the corresponding
cˆi and the external field H vs. β for all four rhombohedral
domains, using the same color code as in (a) and (b). (d)
Best-fit magnetic phase diagram for single-domain GaV4S8
as a function of field applied perpendicular and parallel to
the axis of symmetry.
boundaries between the Cyc, SkL, and FM phases. We
suspect that these anomalies originate from the forma-
tion of magnetic textures localized at structural DWs, as
discussed in section IV C.
For the black and red domains, which are the only
two experiencing sufficient H‖ to reach the SkL phase,
the boundaries of the SkL state appear as prominent
rain-drop-like shapes in Figs 5 (a) and (b). From the
intersection of the SkL with the Cyc phase boundary
in (d), we extract a threshold angle αmax = 31
◦ for
the SkL phase in GaV4Se8 at T = 12 K. Contrary to
GaV4S8, the extent of the SkL phase shows stronger sta-
bility against fields applied parallel to the anisotropy axis
(up to H‖ = 340 mT) than fields applied perpendicular
(up to H⊥ = 75 mT). Furthermore, we note the presence
of a reentrant Cyc phase for angles 19◦ < αi < 30◦, as
predicted by Leonov and Ke´zsma´rki33. For this range
of αi, two successive first-order phase transitions from
Cyc to SkL and back occur as a function of increasing
field. The signature of this behavior in DCM is shown in
Fig. 5 (e).
C. Magnetic States Confined to Domain Walls in
GaV4Se8
Geirhos et al. observed anomalies in various macro-
scopic thermodynamic properties of GaV4Se8, emerging
exclusively in crystals with polar multi-domain structure.
They suggest a possible scenario for the formation of
magnetic states at the structural DWs of the lacunar
spinel GaV4Se8
20. Magnetic interactions change step-
wise at the DWs and spin textures with different spi-
ral planes, hosted by neighboring domains, need to be
matched there. This can, for example, lead to conical
magnetic states at the DWs with a different closing field
magnitude than bulk magnetic states. Here, we adopt
and modify this model in order to analyze its applica-
bility to anomalies observed in our DCM measurements
of GaV4Se8, which cannot be assigned to bulk magnetic
phase transitions.
In the rhombohedral phase of the studied lacunar
spinels, mechanically compatible and charge neutral
DWs are normal to cˆi + cˆj , the sum of the two polar
directions of the domain states Pi and Pj separated by
the DW, as shown in Fig. 620,21,39. For example, me-
chanically and electrically compatible DWs connecting a
P1 (black) and a P2 (red) domain are parallel to (001)
planes, cf. Fig. 6. The same is true for DWs between P3
(green) and P4 (blue) domains.
For an arbitrary orientation of the external magnetic
field, magnetic states confined to DWs with different ori-
entations are expected to undergo field-induced transi-
tions, similarly to the bulk (in-domain) magnetic states.
However, in this case the situation is more complex: The
stability of the magnetic states confined to DWs is deter-
mined by the orientation of the field with respect to the
magnetic anisotropy axes of adjacent domains and to the
DW itself.
It is reasonable to assume, that the angle, γn, between
H and the normal of the DW planes, given by cˆi + cˆj ,
plays a decisive role in setting the angular range, across
which confined states are stable. This leads to three pairs
of DWs, as shown in Fig. 6, each sharing the same γn for
a given H. For DWs in a pair, however, the relative
orientation between the magnetic anisotropy axes of the
two domains involved and H is not the same. For ex-
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as indicated by lines in the phase diagram (d). (c) Angle αi between corresponding polar axis and the external field H vs
β for all four rhombohedral domains, using the same color code as in (a) and (b). (d) Best-fit magnetic phase diagram for
single-domain GaV4Se8 as a function of field applied perpendicular and parallel to the axis of symmetry. (e) DCM measurement
of ∆f(H) for αi = 26.6
◦ (β = 7.5◦) showing the reentrant Cyc phase. These measurements corresponds to line-cuts along the
dashed vertical lines in (a) and (b) and the dashed diagonal line in (d).
ample, consider the P1P2/P3P4 pair: the rotation plane
of H (11¯0) contains the anisotropy axes of P1 and P2,
but not the anisotropy axes of P3 and P4; they span 54
◦
with this plane. We therefore introduce another angle,
γp, between H and the difference of the two polar vec-
tors cˆi − cˆj , which lies in the DW plane. Both these
angles γn (β) and γp (β), plotted in Fig. 7 (a) and (b),
respectively, are expected to affect the stability of the
DW-confined magnetic states.
In the angular dependent torque measurements, shown
in Figs. 7 (c)-(f), we observe at most four anomalies
(open circles) for a given field orientation. Since there
are six types of DWs, distinguished by γn and γp, some
transitions, which occur simultaneously in different types
of DWs appear as a single anomaly, while some transi-
tions appear not to be experimentally observable. In the
following analysis, we take into account an additional
anomaly (crosses) between β ' 40 and 130◦ at field val-
ues around 100 mT, which is not present in our DCM
measurements, but has been observed in magnetoelectric
measurements20.
As a first scenario, we suggest the following assign-
ment of the observed anomalies, shown in Fig. 7 (c).
The anomalies are labeled A to F with an additional
index 1 or 2, indicating if they appear for β < 90◦ or
β > 90◦, respectively. A1 and B1 anomalies are assigned
to P2P4 DWs; A2 and B2 anomalies to P1P3 DWs; C1
and E1 anomalies to P2P3 DWs; the C2 anomaly to P1P4
DWs; D1 and D2 anomalies to P1P2 DWs; and F1 and
F2 anomalies to P3P4 DWs. In this scenario, all observed
anomalies are assigned to transitions of magnetic states
confined to DWs, as shown in Fig. 7 (c). In all cases,
both domains adjacent to the DWs host the Cyc state
and the DW-confined state emerges due to the matching
of these two cycloidal patterns. As shown in Fig. 7 (c),
no anomaly is observed in angular ranges, where the ad-
jacent domains host magnetic states other than the Cyc.
This is true for the all the transitions meeting at β ≈ 90◦.
For example, the B1 anomaly, which is assigned to tran-
sitions on P2P4 DWs, would progress above 150 mT for
β > 90◦, but because in-domain states within the P4
domain (blue axis) transform from the Cyc to the FM
state for β > 90◦ and H > 150 mT, the B1 anomaly
disappears for larger angles. Similarly, the D1 and D2
anomalies assigned to transitions in the P1P2 DWs are
limited by the two skyrmion pockets of the P1 and P2
8Figure 6. Schematic for understanding the orientation of the 6
different domain walls types. Top left: Directions of the four
possible polar axes, P1-P4, which are the axes of magnetic
anisotropy within the corresponding domains. The transpar-
ent blue plane indicates the approximate plane of rotation of
the external magnetic field. Top right: Mechanically compat-
ible and charge neutral DWs separating P1 and P2 domains
are parallel to the (001) plane, just as DWs between P3 and
P4 domains. The former and latter DWs are referred to as
P1P2 and P3P4, respectively. γn (γp), the angle between H
and cˆi + cˆj (cˆi − cˆj), is shown for both DW pairs. Bottom:
The other two pairs of DWs sharing the same orientation.
The normal vector of the corresponding planes and their la-
bels are indicated for the three cases, as well as the difference
vector cˆi − cˆj , unique to each DW type.
domains. The A1 and A2 anomalies assigned to P2P4
and P1P3, respectively, also do not extend above 150 mT
were P3 and P4 domains transform from the Cyc to the
FM state.
An alternative scenario is an extension of the one sug-
gested by Geirhos et al.20, shown in Fig. 7 (d). Here,
B1 and B2 anomalies are assigned to transitions at P3P4
DWs; A1, A2, C1 and C2 anomalies to transitions at
P1P2 DWs; D2, E1, and F1 anomalies to transitions at
P2P3 as well as P2P4 DWs; and D1 and F2 anomalies to
transitions at P1P3 as well as P1P4 DWs. This scenario
allows some DW transitions to persist even when one of
the adjacent domains leaves the Cyc phase. Such a situa-
tion occurs for the P1P2 DW transition, which penetrates
both the P1 and the P2 SkL pockets.
In both scenarios, the mirror symmetry expected
across β ' 90◦, as dictated by γn(β) and γp(β) is ful-
filled: the transition lines are either symmetric to this
point or they have a symmetry-related counterpart. The
basis for both scenarios is the occurrence of a distinct
magnetic state confined to DWs, and its transition to
the FM state at certain critical field, observed as an ad-
ditional anomaly in the DCM measurement.
The angle of the applied field with the DW-normal, γn,
and the orientation of its component in the DW-plane,
γp, appear to be a important parameters in determining
the critical field of the DW states.
V. CONCLUSION
We extract the magnetic phase diagrams as a function
applied field magnitude and direction for both GaV4S8
and GaV4Se8 that are in good qualitative agreement with
the theoretical predictions of Leonov and Ke´zsma´rki33,
confirming the general validity of their model. This
agreement, in turn, provides indirect confirmation that,
under oblique applied magnetic field, the axes of Ne´el-
type skyrmions stay locked to the anisotropy axis while
their structure distorts and their core displaces. The
measurements reproduce the overall structure of the
phase diagrams, imposing a maximum angle αmax of
magnetic field applied with respect to the anisotropy axis,
for which a SkL phase persists. In addition, they show
that easy-axis anisotropy – as found in GaV4S8 – en-
hances the robustness of Ne´el-skyrmions against mag-
netic fields applied perpendicular to the symmetry axis,
while easy-plane anisotropy – as found in GaV4Se8 – in-
creases their stability for fields parallel to this axis. Our
results also confirm the existence of a reentrant Cyc phase
in GaV4Se8, which was anticipated to occur for certain
values of easy-plane anisotropy. Finally, anomalies in
∆f(H) and Γm(H), which cannot be explained as bulk
domain transitions, are consistent with distinct magnetic
states confined to polar structural DWs and their tran-
sition from the Cyc to FM state, as proposed by Geirhos
et al.20.
Nevertheless, the measured magnetic phase diagrams
are not in strict quantitative agreement with the pre-
dicted ones. For both GaV4S8 and GaV4Se8, we are
unable to tune the uniaxial anisotropy of the model to
match the measured values of threshold angle of the SkL
phase αmax = 77
◦ for GaV4S8 at T = 11 K and 31◦ for
GaV4Se8 at T = 12 K. This discrepancy suggests that
approximations made in the model ignore important de-
tails, thus preventing it from capturing the full behavior
of the system. Possible improvements to the model in-
clude consideration of the anisotropic exchange interac-
tion or extension the model from two to three dimensions.
Also, further experimental investigation – especially real-
space imaging – of anomalies assigned to transitions of
DW-confined magnetic states is required to characterize
the spin pattern associated with these states.
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Figure 7. Anomalies in ∆f(H) and Γ(H) assigned to transitions of DW rather than bulk magnetic states. Arrows at the top
indicate from left to right the approximate angle β corresponding to the [111], [001] and [11 − 1] directions, respectively. (a)
Angle γn between the normal vector of a DW and H plotted against β. The color of the dashed lines shows their correspondence
to a DW type in the legend. (b) Angle γp between the vector formed by the sum of the polar axis vectors of the two adjacent
domains of a DW and H plotted against β. (c) Transitions extracted from both ∆f and Γ that are not assigned to a domain
transition (dark gray circles). Crosses show transitions extracted from magnetoelectric measurements20, scaled by about 0.9 to
match the DCM data. Colored lines show the suggested assignment of the transitions to DW types as denoted in the legend.
(d) Same data as in (c) with a different assignment of transitions. Color map of (e) ∆f(H,β) and (f) − log10 Γm(H,β).
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