A factorization, which is shown to be a generalization of WienerHopf factorization, is studied for Hölder continuous functions defined on a contour Γ that is the pullback ofṘ (or the unit circle) on a Riemann surface Σ of genus 1. The existence of a holomorphic Σ-factorization for every invertible function in that class is established and formulas are given for the factors. A new concept of meromorphic Σ-factorization is introduced and studied, and its relation with holomorphic Σ-factorization is discussed. This is applied to study and solve some vectorial Riemann Hilbert problems, including WienerHopf matrix factorization, as well as to study some properties of Toeplitz operators with 2 × 2 matrix symbols.
Introduction
Let C µ (Ṙ) denote the Banach algebra of functions that are continuous and satisfy a Hölder condition with exponent µ ∈]0, 1[ onṘ ( [1] ) and let C ± µ (Ṙ) := C µ (Ṙ) ∩ H ± ∞ where H ± ∞ := H ∞ (C ± ) are the Hardy spaces of functions which are analytic and bounded in the half-planes C ± , respectively. Denoting by GA the group of invertible elements in an algebra A, it is well known that any f ∈ GC µ (Ṙ) can be represented as a product
where
, ξ ∈ R, and k ∈ Z is the index of the complex function f relative to the origin, k = ind f . The representation (1.1) is called a Wiener-Hopf (or WH ) factorization of f ; if ind f = 0, which is equivalent to having log f ∈ C µ (Ṙ) ( [2] ), we can write
and the WH factorization is said to be canonical. It allows to solve RiemannHilbert (RH) problems of the form
where ψ is a given function and the unknowns ϕ ± belong to certain spaces of functions analytic in C ± , respectively. The representation (1.1) is also important in the study of several properties of Toeplitz operators
where, for [1, 2, 4, 5, 6] ). Many problems in engineering, physics and mathematics also lead to RH problems with matrix coefficients, for which a factorization analogous to (1.1) can be defined and used in a similar way. However, contrary to the scalar case, methods to obtain its factors are known only for particular cases, even in what can be considered the simplest non-scalar case, that of 2 × 2 matrix functions ( [1, 2, 6] ).
In this case, though, it was shown in [7] that for every 2×2 matrix function G with entries in C µ (Ṙ) and possessing an inverse of the same type, there are symmetric matrix functions
(where by R we denote the space of rational functions with poles offṘ) such that
It is shown moreover that Q 1 and Q 2 can be chosen such that det Q 1 = det Q 2 = p, where p is a monic polynomial admitting, at most, simple zeros. Denoting by C(Q 1 , Q 2 ) the class of all matrix functions G satisfying (1.4) for a given pair (Q 1 , Q 2 ), it is then possible to associate with each class C(Q 1 , Q 2 ) a Riemann surface Σ defined by an algebraic curve of the form τ 2 = p(ξ). This, in its turn, allows to reduce the factorization problem for a large class of 2 × 2 matrix functions to a scalar RH problem in Σ, thus providing a general framework that goes significantly beyond the partial results that could previously be found in the literature (for general references on RH problems in Riemann surfaces, including their relations with the factorization of particular types of matrix functions see, for instance, [8, 9, 10] and, more recently, [11] and references in it).
As a tool that can be considered naturally suggested by the use of (1.1) to solve scalar RH problems relative toṘ (or, equivalently, relative to the unit circle, as it is often the case), the concept of Σ-factorization of a function f defined on a contour Γ, which is the pullback ofṘ (or the unit circle) in Σ, is also introduced in [7] . This factorization takes the form
where f ± as well as their inverses belong to certain spaces of analytic functions in Σ ± , respectively, denoting by Σ ± the pullback of C ± in Σ. If r = 1 in (1.5), we say that is a special Σ-factorization.
It is shown in [7] that a representation (1.5) exists for all f satisfying a Hölder condition with exponent µ ∈]0, 1[ on Γ (f ∈ C µ (Γ)) and such that we have log f ∈ C µ (Γ). In contrast with the analogous situation in C µ (Ṙ), in this case f does not possess a special Σ-factorization (which can be considered as the natural analogue of (1.2) in Σ), unless some additional and rather restrictive condition is satisfied. Assuming that log f ∈ C µ (Γ) (no conditions for existence of a Σ-factorization having been established otherwise), a method is proposed in [7] to obtain (1.5). Its application in the case of surfaces with genus greater than 1, however, presents great difficulties. Even in the case of genus 1, some questions naturally arise regarding the formulas defining the factors f ± and the form of the meromorphic middle factor r in (1.5). Namely, the latter is given as a power of order N ∈ N of a rational function defined in terms of Riemann theta functions and depending also on N, where N is large enough in a given sense (see Theorems 3.4 and 3.10 in [7] ). Since f ± also depend on N and we can replace N by anyÑ > N, it is clear that a factorization obtained by using the method proposed in [7] is highly non-unique, unless it is a special Σ-factorization, and can present unnecessary difficulties.
Defining an appropriate form for the rational factor r in (1.5) is particularly important. On the one hand, since a Σ-factorization of f is applied to solve RH problems of the form (1.3) in Σ in a way which is similar to that used when applying a WH factorization to solve RH problems in C (cf. [7] ), r should be of a simple form and in particular N should have the smallest possible value. On the other hand, this form should by itself provide some information on the RH problem with coefficient f (such as the dimension of the space of solutions to the homogeneous RH problem), or on the Toeplitz operator T G , if G is a 2 × 2 matrix symbol whose factorization problem can be reduced to a scalar RH problem in Σ as described in [7] .
Our main purpose in this paper is to develop the study of Σ-factorization for functions defined on a contour Γ in a Riemann surface Σ of genus 1, and address the questions and difficulties that were mentioned above, considering its applications to the study of the solvability of RH problems in Σ and of some properties of Toeplitz operators with 2 × 2 matrix symbols, such as invertibility or the characterization of its kernel and cokernel.
We assume here that Γ is the pullback ofṘ in Σ having in mind applications to problems which are originally formulated inṘ. All the results can however be translated to the case where, instead ofṘ, the unit circle is the natural domain to be considered. We assume moreover that Σ is given in a standard form which avoids computational difficulties ( [12] ) and allows to use convenient analogues of the Cauchy kernel ( [10, 13] ). The main results concerning Σ-factorization are stated in sections 4 and 5, while in section 6 we illustrate their application to the study of vectorial RH problems, WH factorization and some properties of Toeplitz operators with 2 × 2 symbols. Sections 2 and 3 can be considered of an auxiliary nature. The paper is organized as follows.
In section 2 we settle some notation and recall several preliminary results that will be needed later.
In section 3 we define and study the properties of functions of a certain form which are meromorphic in Σ + or in Σ − (recall that Σ ± denotes the pullback of C ± on Σ), or rational, which play a crucial role in the results that follow. All these functions are represented in the form f 1 + τ f 2 where f 1 , f 2 can be identified with functions in C µ (Ṙ). In particular, rational functions are represented in the form r 1 + τ r 2 with r 1 , r 2 ∈ R. This option turns out to be crucial in simplifying the results and in obtaining truly explicit factorizations in the last section.
In section 4 we show that every f ∈ GC µ (Γ) admits a (holomorphic) Σ-factorization (1.5) and we present explicit formulas for its factors, their form being particularly simple in the case of existence of a special Σ-factorization.
By introducing a new concept of meromorphic Σ-factorization in section 5, we show that it is possible to simplify the rational middle factor and reduce the number of zeros and poles that we have to deal with, when applying a factorization of f to solve RH problems in Σ with coefficient f . This concept of meromorphic Σ-factorization actually sheds some new light on Σ-factorization; in particular it clarifies the relation between the existence of a special Σ-factorization and the existence of an M-special Σ-factorization (see (5.3) ).
In section 6 we apply the results of the preceding sections to characterize the kernels and establish invertibility conditions for Toeplitz operators with symbols in a class of 2 × 2 Daniele-Khrapkov matrices and to obtain the explicit factorization of their symbols, both in the canonical and in the noncanonical cases. Two examples are given, one of which is motivated by the problem of existence of global solutions to a Lax equation for some integrable systems ( [14, 15] ).
Preliminary Results

Notations
We start by establishing some notation regarding Riemann surfaces (for a general reference see, for instance, [9, 16] ).
Let Σ be the Riemann surface of genus 1 obtained by the compactification of the elliptic algebraic curve Σ 0 = {(ξ, τ ) ∈ C 2 : τ 2 = p(ξ)} where we assume the polynomial equation defining Σ 0 to be, up to a simple change of variables, in Legendre's normal form
( [12] ), by adding two points "at infinity". In a neighbourhood of these, ξ −1 is taken as the local parameter. We take the meromorphic function (ξ, τ ) → τ as the local parameter in a neighbourhood of the branch points; at all other points, ξ is the local parameter.
It is convenient to view Σ as a two-sheeted covering of 
We say that ξ is the projection of (ξ, τ ) in C ∞ or, equivalently, that (ξ, τ ) is a preimage of ξ in Σ. Denoting by ρ the branch of √ p (where p(ξ) is defined by the right-hand side of (2.1)) for which Re ρ ≥ 0, the points (ξ, ρ(ξ)) (resp. (ξ, −ρ(ξ))) are in the upper (resp. lower) sheet Σ 1 (resp. Σ 2 ) and we denote by ξ 1 , ξ 2 the preimages of ξ in Σ 1 and Σ 2 respectively. By Σ ± we denote the inverse images under Π of C ± , respectively, and by Γ the pullback of the compactified real lineṘ. Note that Π −1 (Ṙ) consists of two disjoint closed paths (whose orientation is induced by that of the real line) Γ 1 and Γ 2 in Σ 1 and Σ 2 respectively, dividing Σ into the two disjoint regions Σ + and Σ − . Denoting by * the hyperelliptic involution defined in Σ by (ξ, τ ) → (ξ, −τ ), we will also use the following notations: D * = * (D) for D ⊂ Σ, f * for the composition of a complex valued function f , defined in a *-invariant subset D(= D * ) of Σ, with * : f * = f • * . Any function in a *-invariant subset of Σ can be decomposed uniquely in the form
Thus, we identify each *-invariant function f in D ⊂ Σ with F (in Π(D) ⊂ C) such that f = F Π and we use the same notation for both.
With this convention, if f belongs to the space of Hölder continuous functions with exponent
We denote by C ± µ (Γ) (resp. M(Σ ± )) the subspace of C µ (Γ) whose elements admit an analytic (resp. meromorphic) extension to Σ ± and by R(Σ) the field of rational functions in Σ without poles on Γ.
We will also need the Abel-Jacobi map
where L is the lattice L = Z.4K + Z.2iK ′ , K and K ′ being the complete elliptic integrals ( [12, 17] )
Denoting by P the rectangle P = {s + it :
, by the standard identified polygon representation ( [16, 17] ) the torus C/L is obtained from P by identifying the sides s 1 with s ′ 1 and γ 2 with γ ′ 2 . In this representation all four vertices of P correspond to one point of C/L and the (oriented) sides s 1 and γ 2 correspond to closed paths:
, σ | P is a bijective map. We will use the following notation:
, and σ(γ j ) = Γ j for j = 1, 2)
Let moreover A denote the closed path on Σ,
whose projection on C ∞ is the line segment [−i, i].
We have
Singular Integral Operators
We introduce now some integrals of Cauchy type and present their fundamental properties. They are defined making use of analogues of the Cauchy kernel, of the same type as those constructed in ( [7, 10, 13] ), taking here into account that the points corresponding to ∞ belong to Γ.
where the integrals are understood in the sense of Cauchy's principal value.
Denoting by P ± R the projections defined in C µ (Ṙ) by
where λ + is defined in (2.2) and P ± R are the projections associated with the singular integral operator with Cauchy kernel S R ([1]), i.e., P ± R = (1/2)(I ± S R ), it is easy to see that
From (2.4) and the properties of S R and P ± R , it is clear that P ± Γ are bounded operators in C µ (Γ) and the following holds ( [7] ):
, with a simple pole at the branch point −i.
In what follows we will need two other integrals of Cauchy type using the Behnke-Stein analogue of the Cauchy kernel ( [13] ):
where α f and A were defined in (2.6) and (2.3) respectively.
Γ f has an analytic extension to Σ ± \A, its jump across A being equal to α f ( [13] ). It is easy to see that P ± Γ f = P ± Γ f if and only if α f = 0, i.e., (2.5) holds and, in this case,
It is clear that if f ∈ C µ (Γ) is *-invariant, and can thus be identified with a function in C µ (Ṙ), we have f O = 0 and α f = 0, so that from (2.4) and (2.7), P
3 Meromorphic functions in Σ and Σ
±
In this section we define and study the properties of some functions which are meromorphic in Σ or in Σ ± and will be used later. For φ ∈ C µ (Γ), let φ j = φ |Γ j , j = 1, 2. We define ind j φ = ind φ j , j = 1, 2, where ind ϕ denotes the index of a complex function ϕ continuous inṘ with ϕ(ξ) = 0 for all ξ ∈Ṙ ([1]).
Theorem 3.1. Let S ∈ R(Σ) be defined, up to a multiplicative constant, by the principal divisor
otherwise.
Then we have
Proof. Following the proof of Abel's theorem in [16] , we have
where B(dS/S) and A(dS/S) denote the Γ 2 -period and the S 1 -period of dS/S (where S 1 = σ(s 1 )), respectively. From (3.1) we see that
and since the Γ 2 -period and the S 1 -period of dS/S are integral multiples of 2πi, we conclude that
On the other hand, by the residue theorem,
and from (3.2) it follows that
In the following sections we will also need some functions which are not rational, but merely meromorphic in an open set containing Σ + ∪Γ or Σ − ∪Γ. Let ρ + = (ξ + i)(ξ + ik 0 ) denote the branch of the square-root which is analytic in the complex plane cut along [−i, −ik 0 ] and takes the value i √ k 0 for ξ = 0. Analogously, let ρ − = (ξ − i)(ξ − ik 0 ) denote the branch which is analytic in the complex plane cut along [i, ik 0 ] and takes the value −i √ k 0 for ξ = 0. We have ρ = ρ − ρ + . Let moreover α + , α − be the functions defined by
We remark, for future reference, that
and, for α ± defined by (3.3),
These functions have moreover the following properties.
Theorem 3.2. For α ± defined as above, we have:
with a single (simple) pole at the branch point i and no zeros in Σ + , and
with a single (simple) pole at the branch point −i and no zeros in Σ − , and
Proof. (i) It is clear that α + is holomorphic in an open set containing Σ + ∪ Γ, except for the branch point i, where it has a simple pole. It has no zeros in Σ + ∪ Γ since from (3.
On the other hand, identifying α +|Γ j , j = 1, 2, with functions in C µ (Ṙ), we have α
(ii) can be proved analogously.
Corollary 3.3. With the same assumptions as in Theorem 3.2, we have
In the following theorems, we choose branches of log α ± on Γ such that (log α ± ) |Γ 1 and (log α ± ) |Γ 2 \{∞ 2 } are continuous. 
14)
and let D be the simply connected domain obtained from D by removing the points in the line segment
We can define F holomorphic inD and continuous in (Ω
and, since ind 1 α + = 0, ind 2 α + = −1,
We have then
so that, taking (3.18), (3.19) and (3.20) into account, we obtain the equality (3.14) for α + . The other equalities can be deduced analogously.
Finally, we define and study some properties of a rational function r ν ,
with ν ∈ C defined, for each value of β ∈ P 1 \ {0} where
We remark that z 0 in (3.24) is such that z 0 ∈ C − and therefore k 0 z
Theorem 3.5. The rational function r ν defined above for each β ∈ P 1 \ {0} has two simple poles at the branch points −i, ik 0 , two simple zeros
, no other zeros or poles, and is such that
Proof. The first part of the theorem can be easily checked; (3.25) can be verified using the same reasoning as in the proof of Theorem 3.1, since
finally (3.26) can be obtained using the same reasoning as in the proof of Theorem 3.4 taking (3.25) into account and considering an appropriate polygon representation for the torus C \ L, such that branch points do not lie on the boundary of the rectangle.
We remark, for future convenience, that for r 0 (ξ,
′ . An important property of the rational functions r ν can be easily verified:
where f ± ∈ GC ± µ (Γ) and r ∈ R(Σ). If r in (4.1) is a constant, which can be assumed without loss of generality to be equal to 1, then (4.1) is called a special Σ-factorization ( [7] ).
It is easy to see that for f to admit a holomorphic Σ-factorization it is necessary that f ∈ GC µ (Γ) and that, in two special Σ-factorizations of the same function f , the corresponding factors must be constant multiples of each other, i.e., if f = f − f + and f =f −f+ are special Σ-factorizations, theñ f ± = cf ± , with c ∈ C\{0}.
We will assume in what follows that f ∈ GC µ (Γ) and omit mentioning the contour Γ when referring to a representation (4.1). Moreover we start by assuming, in the results that follows, that ind 1 f = ind 2 f = 0, in which case we have log f ∈ C µ (Γ) and it is known that f always admits a holomorphic Σ-factorization ( [7] ).
Proof. (i) and (ii) were proved in [7] and are stated here for the sake of selfcontainedness. As to (iii), taking (4.2) into account, we can assume that log f , as well as Log f , are in C µ (Γ). The jump ofP ± Γ (Log f ) across A (see the paragraph before the last in section 2) is
On the other hand, Log f =P + Γ (Log f )+ P − Γ (Log f ) so that the factorization f = f − f + follows, with f ± defined by (4.4) and f ± ∈ GC ± µ (Γ). We remark that (4.4) provides a much simpler expression than that given in [7] for a special Σ-factorization of f satisfying the assumptions of Theorem 4.1; not withstanding the differences in their expressions, the factors f ± can only differ by a non-zero constant multiplicative factor.
The previous result also suggests that the value of
gives some relevant information on the structure of the holomorphic Σ-factorization of f , by stating in (ii) that a special Σ-factorization of f exists if and only if β f = 0 mod L. The following theorem shows that indeed the rational middle factor r in (4.1) can be expressed as a power of exponent N ≤ 3 of a rational function r ν of the form (3.21), where both ν and N are determined by β f . In particular, it is possible to establish conditions for r to be a (non-constant) rational function of the simplest form (with two simple zeros and two simple poles), in the case where a special Σ-factorization does not exist.
Theorem 4.2. Let f ∈ GC µ (Γ) be such that ind j f = 0, for j = 1, 2, and let β f be defined by (4.6) for some branch of the logarithm such that log f ∈ C µ (Γ). Then a holomorphic Σ-factorization for f is given by
where, forβ f ∈P such that β f =β f mod L,
(ii) for k = 0, r ν is given by (3.21)-(3.24) with β =β f /k; for k = 0, r ν = 1 by convention;
it admits a special Σ-factorization withf ± = f ± given in (iii).
In particular we have the following, which will later be used. 
Using the results of section 3 we can now extend the previous results to any f ∈ GC µ (Γ). In what follows we use the notation n j = ind j f, j = 1, 2, and we define ind Γ f = ind 1 f + ind 2 f for any f ∈ GC µ (Γ).
Proof. Let λ ± (ξ) = ξ ± i as in (3.7) and let
(see Theorem 3.1 for S and (3.3) for α + ), wherẽ
From Theorem 3.1 and Corollary 3.3, it follows that ind j f = 0, so that f admits a holomorphic Σ-factorization (4.7). Thereforef also admits a holomorphic Σ-factorizationf =f − rf + with
We remark that the proof of the last theorem provides formulas for the factors in a holomorphic Σ-factorization of anyf ∈ GC µ (Γ). Moreover, since for any *-invariant f ∈ GC µ (Γ) (which can be identified with a function in GC µ (Ṙ)) we havek = ind f , l = 0, m = 0, taking Theorem 4.1 and (2.8) into account we conclude that the holomorphic Σ-factorization of f coincides with its WH-factorization. where n = ind 1f = − ind 2f . In this case,f =f −f+ withf − = f − ,
−n where f ± are the factors of a special Σ-factorization of f =f (α
n , given by (4.4).
Proof. From Corollary 3.3, we have α 
The usefulness of holomorphic Σ-factorization in solving RiemannHilbert problems (relative to Γ) in Σ has been illustrated in examples presented in ( [7, 14] ). In particular it has been used to study and solve some boundary value problems which appear in connection with finite-dimensional integrable systems. The examples presented there, however, make it clear that the difficulty in solving RH-problems, such as those mentioned above, considerably increases with the complexity of the rational function r in (4.1). This is particularly true if the RH problem on Σ is studied as a step to obtain the explicit factorization of matrix functions, as will be done in section 6.
In this context, the simplest case corresponds naturally to the existence of a special Σ-factorization for f . Otherwise, the simplest case involves two simple zeros and two simple poles in r, the other cases involving two zeros and two poles of order N > 1 ( [7] ).
An alternative approach to Σ-factorization consists in looking for a factorization of the form (4.1), allowing however the outer factors f ± to have some known zeros or poles, which leads to a factorization involving a smaller number of zeros and poles in Σ ± than in the case of holomorphic outer factors and rational middle factor. This alternative approach is presented in the next section.
Meromorphic Σ-factorization
By a meromorphic Σ-factorization (relative to Γ) of f ∈ C µ (Γ) we mean a representation of the form
where (m
, r ∈ R(Σ). It is clear that a necessary condition for existence of a representation (5.1) is that f ∈ GC µ (Γ). It is also clear that any holomorphic Σ-factorization is of the above type. If the factors m ± f or their inverses are not holomorphic in Σ ± , respectively, we say that (5.1) is a strictly meromorphic Σ-factorization. Since, for the same f ∈ GC µ (Γ) admitting a meromorphic Σ-factorization, (infinitely) many such representations are possible, it is important to characterize more precisely the factors on the right-hand side of (5.1).
Here we will consider meromorphic Σ-factorizations allowing the factors m ± f to be non-holomorphic in Σ ± (respectively) but, in a certain sense, of the simplest non-holomorphic kind, admitting one simple pole and no zeros in Σ ± , respectively. In what follows we will thus consider that the meromorphic Σ-factorization is of the form
, r ν is a rational function defined, for a given ν ∈ C, by (3.21) and l ∈ {0, 1}, l = ind Γ f ( mod 2).
If l = k =k = 0 and f
we say then that (5.3) is an M-special Σ-factorization. It is easy to see that the factors f M ± in this case can differ only by a nonzero constant factor, analogously to what happened in the case of existence of a special Σ-factorization.
As in the previous section, we start by studying the case where log f ∈ C µ (Γ). In what follows, let β f be defined by (4.6) and letβ f ∈P be such that β f =β f mod L. In this case,
(5.5) ν . We remark that, in the cases considered in the two previous corollaries, f also admits a holomorphic Σ-factorization that can be obtained according to Theorem 4.2. In particular for the case where β f = 2K mod L, a zero and a pole of order 3 have to be considered in the rational middle factor, as regards either Σ + or Σ − . In contrast with this, in (5.5) only one simple pole is involved whether we consider the factors which are meromorphic in Σ + or in Σ − .
Corollary 5.3. With the same assumptions as in Theorem 5.1, if eitherβ
As a consequence of Theorem 3.2 and Corollary 3.3, the case where ind j f = 0 for some j = 1, 2 can be reduced, as in the previous section, to that where ind 1 f = ind 2 f = 0, using the meromorphic factors α ±1 + and (α + ) * . In what follows we define, forf ∈ GC µ (Γ),
withk, l as in (4.8) and (4.9) and m = (n 1 − n 2 )/2 if ind Γ f is even, m = (n 1 − n 2 + 1)/2 if ind Γ f is odd.
It follows from Theorem 3.2 and Corollary 3.3 that ind j f = 0 for j = 1, 2, so that f admits a meromorphic Σ-factorization of the form (5.2), according to Theorem 5.1. With f M ± and r k ν defined as in Theorem 5.1 andk, l, m defined as in the previous paragraph, it is easy to see that the following holds.
Theorem 5.5. Letf ∈ GC µ (Γ), ind Γf = 0. Thenf admits an M-special Σ-factorization if and only if βf = 2(n + 1)K mod L where n = ind 1f = − ind 2f .
We conclude this section with the following remark which allows a better understanding of these results and may deserve further investigation in the future.
It is clear that to eachf ∈ GC µ (Γ) we can associate by (5.7) a unique f ∈ GC µ (Γ) such that ind j f = 0, j = 1, 2 and reduce the study of the Σ-factorization off to that of f . On the other hand, to each such f we can associate a uniqueβ f ∈P such that β f =β f mod L and, thus, a unique point P f in Σ, P f = σ(β f ) = σ(β f ). Now, according to the results of sections 4 and 5, we conclude that P f determines the form of the Σ-factorization of f . For instance, considering meromorphic Σ-factorizations of the form (5.4), if P f 1 ∈ Σ 1 and P f 2 ∈ Σ 2 have the same projection in C, then the factorizations of f 1 and f 2 differ by a factor α − α + . In particular we see from Theorem 4.1 and Corollary 5.2 that, for f such that ind j f = 0, j = 1, 2, the existence of a special Σ-factorization corresponds to having P f = 0 1 , while the existence of an M-special Σ-factorization corresponds to P f = 0 2 .
2×2 be a matrix function satisfying a relation
where Q is a symmetric rational matrix whose entries do not have poles oṅ R and possesses an inverse of the same type, and det G admits a bounded
with γ ± ∈ GC ± µ (Ṙ), m ∈ Z and λ ± defined by (3.7). We denote by C(Q) the class of matrix functions G ∈ G(C µ (Ṙ)) 2×2 satisfying (6.1) ( [7, 18] ). RH problems of the form
which consist in, given a matrix function G satisfying (6.1) and a vector function η, finding ϕ ± in appropriate spaces of analytic vector functions, appear in connection with many problems in Physics, Engineering and Mathematics (see for instance [14, 19, 20, 21, 22, 23] ). Let us assume that, in (6.3), G ∈ C(Q), η ∈ (L p (R)) 2 with 1 < p < ∞ and ϕ ± are sought in the Hardy 3, 24] ). In this case, (6.3) is equivalent to the equation
2 with symbol G and η + = P + η.
2×2 , it admits a representation as a product [1, 2, 6 ]
where k 1 , k 2 ∈ Z are uniquely defined, up to their order, and are called the partial indices of G. We have moreover k 1 + k 2 = m, and if we assume (for reasons that will be explained later in this section) that m ∈ {0, 1}, we can write
A complete solvability picture of (6.3) can be obtained from the factorization (6.4), as well as many properties of the Toeplitz operator T G ([1, 2, 6]) . Namely, T G is invertible if and only if k 1 = k 2 = 0 (the factorization G = G − G + being then called canonical ) and (T G ) −1 can be expressed in terms of the factors G ± : (
The partial indices of G are not, in general, known a priori. They can however be determined by solving the homogeneous (η = 0) RH problem
which is equivalent to the problem of characterizing ker T G . In fact, assuming m ∈ {0, 1}, the integer k in (6.6) is equal to the dimension of the space of solutions to (6.7), and to the dimension of ker T G . It is not difficult to see on the other hand that, due to (6.4), (6.5) and (6.6), (ϕ + , ϕ − ) is a solution to (6.7) if and only if φ ± = λ ± ϕ ± satisfy
We will thus study here the vectorial RH problem (6.8), assuming that Q and G take the normal forms associated with
with α, δ ∈ C µ (Ṙ) and
where p 1 (ξ) = (ξ +i)(ξ +ik 0 ), p 2 (ξ) = (ξ −i)(ξ −ik 0 ). The rational function q in (6.10) is related to the polynomial p defined by the right-hand side of (2.1) by q = pp −2 2 = p 2 1 p −1 and we say that Σ, defined as in section 2, is the Riemann surface associated to C(Q).
Let now T Σ : (C µ (Ṙ)) 2 → C µ (Γ) be the linear transformation defined by T Σ (ϕ 1 , ϕ 2 ) |Γ j = ϕ j , j = 1, 2, for which it is easy to see that the following holds ( [7] ).
(ii) T Σ is invertible with inverse T −1 Σ given by
By diagonalizing G and taking φ ± = (φ 1± , φ 2± ) we can rewrite (6.8) in the equivalent form
where g 1 and g 2 are the eigenvalues
√ p defined as in Section 2. It follows from Proposition 6.1 in [7] (see also [26] ) that (6.11) is equivalent to the scalar RH problem relative to Γ in
will be called the Σ-symbol of G.
if m is odd, we obtain a matrix which also satisfies (6.1) but whose determinant admits a bounded factorization of the form (6.2) with m = 0 or m = 1. Thus we assume in the results that follow that m ∈ {0, 1} in (6.2) and we will consider separately the cases where m = 0 and m = 1.
Theorem 6.2. Let G ∈ C(Q) be such that m = 0 in (6.2) and let g be its Σ-symbol. Then the following propositions are equivalent:
(i) The RH problem (6.8) admits non-zero solutions.
(ii) The RH problem (6.12) admits non-zero solutions.
(iii) The Σ-symbol of G admits a holomorphic Σ-factorization
is a solution to (6.8) if and only if
(ii)⇒(iii) If (ii) is true and (ψ + , ψ − ) is a non-zero solution to (6.12), then we have
. Applying the involution * to both sides of (6.15) and multiplying, we obtain
Taking into account that gg * = g 1 g 2 = det G = γ − γ + , we have thus
and, since the left and the right hand sides of (6.16) can be identified with functions in C + µ (Ṙ) and C − µ (Ṙ), respectively, both sides must be equal to c ∈ C\{0}. Thus ψ + and ψ − are bounded away from zero in Σ + and Σ − , respectively, and therefore their inverses are also in C + µ (Γ) and C − µ (Γ), respectively. From (6.15) we obtain then
and we can take
(iii)⇔(iv) Since m = 0, we must have ind 1 g = ind g 1 = n and ind 2 g = ind g 2 = −n for some n ∈ Z and the equivalence follows as in Remark 4.6. Theorem 6.3. Let the assumptions of Theorem 6.2 hold and let the Σ-symbol g admit a factorization (6.14). Then the space of solutions (ψ + , ψ − ) of (6.12) is generated by
and the space of solutions (φ + , φ − ) to the RH problem (6.8) is generated by (Φ + , Φ − ) with
Proof. From (6.14) we have
Both sides of the latter equality must be equal to a rational function with (at most) a double pole at the branch point −ik 0 and a double zero at the branch point −i (due to ψ − ∈ C − µ0 (Γ)). Thus
, c ∈ C and therefore 6.19) give all the solutions to (6.12).
The solutions to the RH problem (6.8) can be obtained from (6.19) using the equivalence with (6.12) ( [7] ) which implies that φ ± = (φ 1± , φ 2± ) satisfy (6.8) if and only if
Thus we obtain Φ + , Φ − given by (6.17), (6.18).
Remark 6.4. The RH problem (6.12) can also be studied, with the same assumptions as in Theorem 6.3, in a different setting, looking for solutions ψ ± in C ± µ (Γ) (see [7] ). It is easy to see, following the same reasoning as in the previous proof, that in that case the space of solutions is isomorphic to the space L(−D) of meromorphic functions with poles bounded by the divisor −D ( [16] ), where D =div[(ξ − ik 0 )/(ξ + ik 0 )] |Σ − , and thus its dimension is 2.
As an immediate consequence of Theorems 6.2 and 6.3, we conclude that ker T G = {0} unless condition (iv) in Theorem 6.2 is satisfied, in which case dim ker T G = 1 and ker T G is generated by λ −1 + Φ + with Φ + defined by (6.17) . Therefore we can establish necessary and sufficient conditions for existence of a canonical factorization for G (and invertibility of T G ), and determine the partial indices in the non-canonical case.
Corollary 6.5. With the same assumptions as in Theorem 6.2, G admits a canonical bounded factorization unless g admits a factorization (6.14); in that case G admits a non-canonical bounded factorization with partial indices ±1.
Now we use Theorem 6.2 to study the same problems when m = 1 in (6.2). Theorem 6.6. Let G ∈ C(Q) be such that m = 1 in (6.2) and let g be its Σ-symbol. Then the RH problems (6.8) and (6.12) do not admit non-zero solutions and G admits a non-canonical bounded factorization with partial indices 0 and 1.
Proof. Let ind 1 g = ind g 1 = n, ind 2 g = ind g 2 = −n + 1, with n ∈ Z. As in the proof of Theorem 6.3, we use the equivalence between (6.8) and (6.12) . Assume that ψ ± = 0 satisfy (6.12). Then, definingg = (α
n α + g, we see from Theorem 3.2 and Corollary 3.3 that ind jg = 0 for j = 1, 2 and the equation (6.12) is equivalent tog
where η + = (α
and η + has a zero at the branch point i due to the factor α + in η + ) and, at most, a double pole at the branch point ik 0 . Thus q 0 = 0, which implies that ψ ± = 0, against our assumption. Therefore (6.12) has only the trivial solution ψ ± = 0. We conclude moreover that (6.8) admits also only the trivial solution φ ± = 0 and therefore the partial indices of G must be non-negative ( [1, 2, 6] ). Since the total index of G is 1 = ind(det G) = m, it follows that the partial indices in a bounded factorization of G are 0, 1. It is easy to see that C(Q) is a multiplicative group ( [25] ) and I is a group isomorphism. For g ∈ GC µ (Γ),
(6.21) where by M * we denote the adjugate (algebraic conjugate) of a matrix M. Moreover, we have the following property:
, then from (6.9) we see that we must have
. Therefore g is bounded away from zero and we conclude that
section 2) and gg * ∈ GC + µ (Ṙ), and it follows from (6.21
We can now characterize completely the subclass of matrix functions belonging to C(Q) and admitting a commutative canonical factorization within C(Q) (see for instance [27, 28] as regards the discussion of this problem).
Theorem 6.10. G ∈ C(Q) admits a canonical WH factorization with G ± ∈ C(Q) if and only if its Σ-symbol g admits a special Σ-factorization.
2×2 then by Proposition 6.9 we have g = g − g + with g ± ∈ GC ± µ (Γ), and conversely. We remark that in the case where G admits a canonical WH factorization we necessarily have ind Γ g = 0, so that (4.10) gives a necessary and sufficient condition for existence of a factorization G = G − G + with factors in C(Q).
It is also useful to remark at this point that, if f ∈ GC µ (Ṙ) and we identify it with a function in GC µ (Γ), we have I −1 (f ) = f I. Moreover:
where r ν , α ± and C are defined by (3.21), (3.3) and (3.4), respectively. Since, by Theorem 5.4, every g ∈ GC µ (Γ) admits a meromorphic Σ-factorization of the form (5.2), it is clear that applying I −1 to its right-hand side we obtain a meromorphic factorization ( [6, 29] ) for any G ∈ C(Q).
Moreover, by (5.7) and Theorem 5.1, we can reduce the problem of factorizing g to the case where, apart from a rational function (λ − /λ + ) −k , we have g = g − α s − r t µ α v + g + , with s, t ∈ {0, 1, 2} and v ∈ {0, 1}, g ± ∈ GC ± µ (Γ). In this case by applying I −1 we obtain a meromorphic factorization of the form
and the middle factor M is a product whose factors are equal to A + , A − or R ν . More precisely, the middle factor M takes one of the forms I, R ν , R
The following results, together with (6.21) and Proposition 6.9 provide a WH factorization for M in each case.
Proof. The equality R ν = (R ν ) − (R ν ) + , for ν = 0, ν 2 = 1, can be checked directly, taking (3.27) into account, and it is easy to verify that
2×2 and det(R ν ) ± ∈ GC ± µ (Ṙ). The factorization for R 0 is straightforward.
As regards the statement of the previous theorem, we remark that in (3.23) we may have ν = 0 but we never have ν 2 = 1, so that the latter case was not considered above. On the other hand it is well known, and easy to see, that the canonical WH factorization presented in Theorem 6.11 for R ν is not unique; however, by choosing that particular factorization, we obtain factors which satisfy some relations that will be useful later. Namely, we have
where the second factor on the right hand side is a matrix function belonging to GC + µ (Ṙ) 2×2 , given by Analogously to what happened in the previous factorizations, the factors A ± possess some properties which will later be helpful. As an illustration of the application of the previous results, we present the examples that follow. Example 1. We consider here the factorization problem for G ∈ C(Q) of the form G = exp(tL) (6.41) where t is a real parameter and L is a rational matrix function This can be seen as the real line analogue of a factorization problem relative to the unit circle S 1 , arising when solving a Lax equation for some integrable systems ( [14, 15] ). We assume here for simplicity that G takes the normal form (6.9); for a general L ∈ GR 2×2 , G defined by (6.41) can be reduced to the normal form by multiplication on the left and on the right by a rational matrix and its inverse, respectively ( [25] ). For L given by (6.42) we have L = (ξ 2 + 1) −1 S −1 diag(ρ, −ρ)S where
so that G can be diagonalized with eigenvalues g 1 = exp(tρ(ξ 2 + 1) −1 ), g 2 = exp(−tρ(ξ 2 + 1) −1 ), for which ind g 1 = ind g 2 = 0. An important question when studying that kind of factorization problem is to determine for which values of the (dynamical variable) t does G admit a canonical WH factorization, which is connected with the question of global existence of solutions to some Lax equations (see for instance [14, 15] ). We have the following.
Theorem 6.18. G admits a canonical bounded factorization for all t ∈ R.
Proof. Since det G = 1 (m = 0), G admits a canonical WH factorization (which is necessarily bounded) if and only if the RH problem (6.8) admits only the trivial solution φ ± = 0. By Theorem 6.2 there are non-zero solutions to that problem if and only if β g = iK ′ mod L, where g = exp(tτ (ξ 2 + 1) −1 ) is the Σ-symbol of G. Since
0, 1 as in Theorem 6.6, is G = G − DG + with D = diag(λ − /λ + , 1),
where we took into account that I −1 (α 
