This paper further examines the rate at which potential vorticity in the core of a monotonic cyclone becomes vertically aligned and horizontally axisymmetric. We consider the case in which symmetrization occurs by the damping of a discrete vortex Rossby ͑VR͒ wave. The damping of the VR wave is caused by its stirring of potential vorticity at a critical radius r * , outside the core of the cyclone. The decay rate generally increases with the radial gradient of potential vorticity at r * . Previous theories for the decay rate were based on ''balance models'' of the vortex dynamics. Such models filter out inertia-buoyancy ͑IB͒ oscillations, i.e., gravity waves. However, if the Rossby number is greater than unity, the core VR wave can excite a frequency-matched outward propagating IB wave, which has positive feedback. To accurately account for this radiation, we here develop a theory for the decay rate that is based on the hydrostatic primitive equations. Starting from conservation of wave activity ͑angular pseudomomentum͒, an expression for the decay rate is derived. This expression explicitly demonstrates a competition between the destabilizing influence of IB wave emission, and the stabilizing influence of potential vorticity stirring at r * . Moreover, it shows that if the radial gradient of potential vorticity at r * exceeds a small threshold, the VR wave will decay, and the vortex will symmetrize, even at large Rossby numbers.
I. INTRODUCTION
Vortices abound in planetary flow. Familiar examples are the Gulf Stream rings, hurricanes, and the polar stratospheric vortex. Many geophysical vortices tend to become symmetric, that is, vertically aligned and circular in the horizontal plane. For example, numerical simulations indicate that the vortices of planetary turbulence symmetrize on average, although individual vortices may retain some degree of tilt and ellipticity. 1 We should also remark that symmetrization is more than a geometrical curiosity. It can, in principle, contribute to the intensification of a swirling storm, such as an incipient tropical cyclone. [2] [3] [4] One paradigm of symmetrization is the decay of a threedimensional ͑3D͒ deformation wave in a nearly symmetric vortex. This paper will examine a mechanism that drives the decay of the wave, and a mechanism that frustrates the decay. We will focus on a wave in an atmospheric cyclone that has strong vertical density stratification. We will assume that the mean circular wind of the cyclone does not vary with height. In addition, we will assume that the angular velocity and potential vorticity of the cyclone decrease monotonically with radius r.
Early studies of 3D symmetrization 4 -10 assumed that the vortex motion was quasigeostrophic. The quasigeostrophic model applies only if the Rossby and Froude numbers,
are much less than unity. 11, 12 Here, V, L h , and L v are the characteristic horizontal velocity, horizontal length scale, and vertical length scale of the flow. In addition, f and N are the Coriolis parameter and the buoyancy frequency of the local atmosphere; typically, f ӶN.
In the quasigeostrophic approximation, the cyclone supports only one class of waves. These oscillations occur due to a finite radial gradient of potential vorticity ͑PV͒, and are here called vortex Rossby waves. 13 A vortex Rossby ͑VR͒ wave is either barotropic ͑2D͒ or baroclinic ͑3D͒. Figure 1 illustrates several of both kinds. Each is excited by deforming the mean PV distribution, with a specific pair of vertical (m) and azimuthal (n) wave numbers. In time, the deformed PV structure spins about the vertical axis with a constant angular phase velocity, R /n. The wave frequency R generally increases with n.
In a monotonic cyclone, a VR wave is damped by a resonance with the fluid rotation at a critical radius r * . 9,14 -20 The critical radius satisfies the equation in which ⍀ (r) is the angular velocity of the mean cyclone. Figure 2 illustrates how cat's eyes develop in the horizontal flow near r * , upon excitation of a VR wave (nϭ2). The perturbed flow in and near the cat's eyes efficiently redistributes PV. For a monotonic cyclone, this redistribution has negative feedback, and causes the wave to decay, exponentially at early times. The decay rate is proportional to the radial derivative of PV at r * . We will often refer to this decay as critical layer (CL) damping.
A recent effort was made to extend the theory of damped VR waves to rapidly rotating cyclones, which have Rossby numbers of order unity or greater. 20 The analysis was based on an asymmetric balance ͑AB͒ approximation of the wave dynamics. [21] [22] [23] Overall, the AB theory of VR waves compared well to numerical simulations, based on less approximate primitive equations. However, the accuracy of AB theory declined as the Rossby number became much greater than unity. The error arose for the following reason: at such large Rossby numbers, baroclinic VR waves can resonantly excite inertia-buoyancy ͑IB͒ oscillations in the ambient fluid. AB theory, like any balance model, neglects the creation and feedback of these oscillations. Figure 3 illustrates the potential error of neglecting IB waves in the environment. The contour plots show the dynamical pressure perturbation (Ј) that is produced by a VR wave in a Rankine cyclone, with Roϭ10. According to the primitive equations ͓Fig. 3͑a͔͒, the core VR wave emits a frequency-matched, spiral IB wave into the environment. It has been shown that such emission has positive feedback. 24 -30 In this example, there is effectively no PV gradient at r * to provide negative feedback. As a result, the amplitude of the VR wave doubles in 5.6 eddy turnovers ͑not shown͒. In contrast, AB theory ͓Fig. 3͑b͔͒ permits no radiation, and predicts a stable wave.
In a similar way, a VR wave can amplify by emitting a sound wave. 31, 32 Since the cyclones of interest have Mach numbers much less than unity, we need not concern ourselves with acoustic destabilization. However, the following trend should be noted: VR waves tend to grow as the vortex loses energy and angular momentum to the environment, by . ''Stirring'' of PV in this critical layer causes the wave to decay, and the vortex to symmetrize. In this paper, we will assume that the wave amplitude is sufficiently small to avoid nonlinear arrest of the decay ͑see Refs. 14, 15, 18, and 19͒.
FIG. 3. Dynamical pressure perturbation (Ј) produced by the (m,n) ϭ(2,2) VR mode of a smoothed Rankine cyclone ͓Eq. ͑37͔͒, at an arbitrary height z, according to: ͑a͒ the primitive equations and ͑b͒ the asymmetric balance model. Solid and dashed contours indicate positive and negative anomalies. The contour levels are the same in ͑a͒ and ͑b͒ and have arbitrary units. The cyclone parameters are Roϭ10, l 2 ϭr 0 , and ⌬ϭ0.025. Equations ͑20͒ and ͑42͒ precisely define Ro and the deformation radius l 2 . Equation ͑37͒ defines the smoothness parameter ⌬ and the core radius r 0 . The Froude number, given here by FrϭRor 0 /l 2 , is 10.
various means. This indicates that VR waves carry negative energy and negative angular momentum. 14 In this paper, we will revise the theory of discrete VR waves in geophysical cyclones to incorporate both critical layer stirring and IB wave emission. The revised theory will be based on the linearized hydrostatic primitive equations. A growth rate formula ͓Eq. ͑70͔͒ will be derived as a corollary to conservation of wave activity, i.e., angular pseudomomentum. This formula will clearly demonstrate the negative feedback of critical layer stirring and the positive feedback of IB wave emission. It will further show that there is a critical value of the radial PV gradient at r * , above which the VR wave is damped, and below which the wave will grow. Balance models are justified only if the PV gradient far exceeds this critical value, and therefore dwarfs the influence of ambient IB waves ͑cf. Refs. 28 and 33͒. We will verify the revised growth rate formula upon comparison to numerics.
There are four subtle issues to address before advancing to the main text. The first issue concerns the modal classification of a VR wave. A growing VR wave appears as an exact eigenmode of the linearized perturbation equations. A damped VR wave does not; instead, it appears as a quasimode. 8,9,14 -20 Physically, a quasimode hardly differs from an eigenmode. It behaves like a single exponentially damped wave over the bulk of the vortex; however, in a thin critical layer, the PV perturbation grows.
The second issue concerns our restricted use of the term ''VR wave.'' In this paper, the term generally refers to a discrete mode of oscillation. However, the literature also describes sheared VR waves. 2-4,23,34 -42 Discrete and sheared VR waves differ considerably. For example, the pressure field of a sheared VR wave can decay algebraically, as opposed to exponentially, with time. Although an arbitrary PV perturbation blends discrete and sheared waves, discrete waves typically dominate vortex deformations. 8, 9, 15, 18, 42, 43 The third issue concerns our focus on monotonic cyclones, as opposed to arbitrary vortices. In this paper, we do not discuss anticyclones, because they suffer centrifugal instabilities at large Rossby numbers. 44 We further assume monotonicity to ensure that stirring in the critical layer damps the VR wave. If the slopes of PV in the core and critical layer were opposite, stirring at r * would ironically amplify the wave. 14 The fourth issue concerns the limitations of linear theory. Although linear theory provides useful insight, there are various nonlinear processes that merit future investigation. For example, nonlinear stirring in the critical layer decreases the magnitude of the radial PV gradient at r * . 3, 4, 14, 15, 18, 19 If the initial wave amplitude is sufficiently large, this gradient might eventually drop below the stability threshold. 45 Furthermore, finite amplitude VR waves interact with others. This may lead to beat-wave damping, 46 among other effects. Finally, although they do not pertain directly to geophysical vortices, there are several analogous papers worth mentioning. These papers analyze waves in straight shear flow [47] [48] [49] and in stellar accretion disks. [50] [51] [52] In general, they discuss how PV stirring in the critical layer affects wave stability. The accretion disk papers further discuss the positive feedback of sound-wave emission ͑as opposed to IB wave emission͒. Most notably, Papaloizou and Pringle 50 derive a growth rate formula for accretion disk waves that closely resembles our Eq. ͑70͒.
The remainder of this paper is organized as follows: Section II reviews the hydrostatic primitive equations. Section III presents the equations that govern 3D perturbations in a barotropic cyclone. Section IV describes the VR-IB wave instability in the context of linear eigenmode theory. Section V shows how the VR-IB wave instability is quenched as the radial PV gradient increases above a threshold in the critical layer. Section VI contains the main result of this paper. In it, we derive a formula for the growth rate of a VR wave, which takes into account both CL damping and IB wave emission. This formula agrees quantitatively with the growing and damped waves of Secs. IV and V. Section VII recapitulates our conclusions and discusses their possible relevance to tropical cyclone dynamics.
II. MODEL FOR ATMOSPHERIC FLOW
In this paper, we will focus on vortex dynamics in a dry, stably stratified atmosphere, for which the equation of state is approximately that of an ideal gas, pϭRT. Here, p(x,t) is pressure, (x,t) is mass density, T(x,t) is temperature, R is the gas constant, x is the position vector, and t is time. We will neglect frictional effects, thermal diffusivity, and spatial variation of the Coriolis parameter f . Finally, we will employ the hydrostatic and Boussinesq approximations. The resulting model can also apply to oceanic flow, 11 with an appropriate change of variables ͑Appendix A͒.
We will use the pressure-based coordinate system of Hoskins and Bretherton ͑HB͒, which is a staple of dynamical meteorology. 53 The HB coordinate system uses a function of pressure for the vertical coordinate, rather than the actual height variable z * . This function, called ''pseudoheight,'' is defined below:
where g is the gravitational acceleration, c p is the isobaric specific heat of the atmosphere, and p 0 ( 0 ) is a constant reference pressure ͑density͒. 
͑8͒
In the Boussinesq approximation, p is treated as a constant in ͑7͒, and divided through on both sides to obtain
Hereafter, we will use the Boussinesq approximation. In addition to conserving entropy, our atmospheric model ͓Eqs. ͑4͒-͑6͒, ͑9͔͒ conserves Boussinesq potential vorticity
along material trajectories. That is,
It is possible to construct additional flux-conservative equations from ͑4͒ to ͑6͒ and ͑9͒. One is for the evolution of energy density
in which
and
͑14͒
Another is for the evolution of vertical angular momentum density
͑17͒
Note that r 2 ϵ(ẑ ϫx) 2 . Finally, we have
where C is an arbitrary function of potential vorticity and potential temperature. Of course, any linear combination of E, L, and C will also satisfy a flux-conservative equation. The fluid dynamics is generally sensitive to the boundary conditions. We will focus on flow in a horizontal layer, bounded between zϭ0 and H. For simplicity, we will assume that is constant along the top (zϭH) and bottom (zϭ0) surfaces. From Eq. ͑6͒, and the convective stability condition ‫ץ‬ z Ͼ0, constant implies zero vertical velocity (wϭ0). Accordingly, the vertical energy flux (F e •ẑ ) and vertical angular momentum flux (F l •ẑ ) both vanish at zϭ0 and H. However, we will allow energy and angular momentum to leave the radial boundary via waves.
III. PERTURBATIONS IN A CYCLONE
We now present the equations that govern 3D perturbations in a barotropic cyclone. In general, we will denote the perturbation of a field (x,t) about the basic state (r,z) by a prime; i.e., Ј(x,t)ϵϪ . In addition, we will use a cylindrical coordinate system (r,,z) ͑see Fig. 1͒ , in which the vector field (u,v,w) gives the radial, azimuthal, and vertical velocities, in that order.
A. Unperturbed cyclone
The unperturbed cyclone is characterized by its azimuthal velocity profile v (r). For convenience, we define the auxiliary fields
͑19͒
Here, ⍀ is the angular rotation frequency, is the vertical vorticity, is the modified Coriolis parameter, and is the absolute vorticity. The intensity of the cyclone is measured by the central Rossby number Figure 4 shows the vertical vorticity for a class of cyclones that we will examine. The unperturbed vortex is stationary due to a balance of forces. This includes gradient balance
and hydrostatic balance 
The positive derivative of (z) determines the buoyancy frequency
͑23͒
To simplify future analysis, we will assume that N is constant.
The unperturbed PV distribution is given by
Note that dq /dr is proportional to, and has the same sign as, d /dr. Therefore, the unperturbed PV and vorticity gradients are essentially the same.
B. Linearized dynamics
The perturbation equations are easily derived from the original model ͑4͒-͑6͒, ͑9͒. In cylindrical coordinates, the linearized equations for the velocity and geopotential perturbations are
In addition, the linearized potential vorticity equation is
in which, to first order,
C. Wave activity
To simplify future analysis of modal growth and decay, we will appeal to conservation of wave activity. The wave activity in a vortex of radius r v is defined by
is the ''angular pseudomomentum. Simplifying the sum yields
͑34͒
Note that the flux of angular pseudomomentum (F p •ẑ ) vanishes at the vertical boundaries, since ‫ץ‬ z Јϭ0ϭwЈ at zϭ0 and at zϭH.
The volume integral of Eq. ͑33͒ implies that
Fundamentally, S rad is the rate at which wave activity enters the vortex from the environment. It is also the outward flux of vertical angular momentum.
IV. INSTABILITY OF A RANKINE CYCLONE: INERTIA-BUOYANCY WAVE EMISSION

A. Smoothed Rankine cyclone
We now describe the potential instability of a rapidly rotating monotonic cyclone in greater detail. In particular, we consider a smoothed Rankine cyclone, defined by
͑37͒
Here, Z 0 is the central vorticity and ⌬ is a smoothness parameter. Figure 4 illustrates how the smoothness increases as ⌬ increases. where a is an arbitrary constant, and c.c. denotes the complex conjugate. Substituting the normal mode solution into Eqs. ͑25͒-͑28͒, and performing some manipulation, we obtain
is the ''inertial stability,'' ͑r ͒ϵϪn⍀ ͑41͒
is the complex Doppler shifted mode frequency, and
is the mth internal Rossby deformation radius. The complex mode frequencies are the values of that permit a solution to Eq. ͑39͒, with prescribed radial boundary conditions. Once a solution is found for ⌽, the other field variables are obtained by the following relations:
In general, is complex, and the resonant denominators in Eqs. In what follows, we will focus on nonaxisymmetric (n у1) baroclinic (mу1) modes. Other modes are either pure VR waves (mϭ0) or pure IB waves (nϭ0). Accordingly, other modes cannot represent hybrid instabilities.
To find the normal modes, we must specify the radial boundary conditions. As r→0, there exist two independent solutions to Eq. ͑39͒:
The singular solution ⌽ I (1) is rejected on physical grounds, leaving ⌽ I (2) as the natural choice. This implies the following mixed boundary condition at a point near the origin:
As r→ϱ, i.e., in the radiation zone, there also exist two independent solutions to Eq. ͑39͒; they are
and H 0 ( j) is the zeroth-order Hankel function of the jth kind. The associated mixed boundary conditions at a point 
The first ( jϭ1) and second ( jϭ2) Hankel functions correspond to radially outward and radially inward propagating waves ͑spiral if nу1). As in related literature, 44 we will choose the outward propagating ( jϭ1) wave as the ''radiation condition'' for an unbounded medium. In Appendix D, we discuss another possibility-the sponge-ring boundary condition. The sponge ring deserves some attention, because it is often used in numerical simulations.
To compute the normal modes, we generally use a center-point shooting scheme. We first obtain the inner and outer solutions of Eq. ͑39͒ for a trial value of . The inner solution (⌽ I ) must satisfy Eq. ͑45͒ at a radius near zero. The outer solution (⌽ II ) must satisfy Eq. ͑48͒ ( jϭ1) at a sufficiently large radius r b . The value of is varied until the Wronskian
vanishes at an arbitrary radius r between zero and r b , and hence at all radii. 63 Wkϭ0 indicates that is an eigenfrequency, and ⌽ I (ϰ⌽ II ) is an eigenfunction. The values of and r b are decreased and increased, respectively, until the eigenfrequency converges to the desired accuracy.
C. Dominant modes
We now examine the dominant modes of a smoothed Rankine cyclone, with parameters ⌬ϭ0.025, l 2 ϭr 0 , and Roϭ10. By definition, a dominant mode is the fastest growing eigenmode for a given wave vector ͑m,n͒. Figure 5 shows the geopotential perturbation ⌽(r) for several dominant modes. Each mode has the same vertical wave number, mϭ2. The azimuthal wave numbers vary from nϭ1 to nϭ4. Extended tick marks indicate the locations of the critical radii. In each case, r * is greater than r 0 . Figure 6 shows the complex frequency ϭ R ϩi I of the dominant mode for each n, as m increases from 0 to 4. The shortest e-folding time ( I Ϫ1 ) in this sample is about four central rotation periods. The mϭ0 frequencies were calculated analytically, assuming a radially unbounded domain. 14, 18 These modes are stable because they represent pure VR waves.
We may view each dominant mode as having inner and outer parts. As in Sec. I, we identify the inner part as a VR wave. It is peaked approximately where ͉dq /dr͉ is maximum, and is retrograde ( R /nϽ⍀ ) at that location. As the radius r increases, the mean cyclonic flow becomes negligible. In this outer region, the eigenmode is a spiral wave that propagates away from the vortex. There is no local PV gradient to support this propagation. Accordingly, we identify the outer part of the dominant mode as an IB wave.
We note that a shooting code does not necessarily find the dominant mode. However, we have checked ͑for many cases͒ that the modes in Figs. 5-7 dominate numerical integrations of the initial value problem, after short transition periods. Our numerical simulations employed a sponge-ring boundary condition, with absorption coefficient Dϭ20, and r w ϭ7.5r 0 ͑see Appendix D͒. The initial conditions were simple vortex deformations as in Ref. 20 . Figure 7 illustrates how smoothing the edge of the vortex ͑increasing ⌬͒ decreases the growth rate I of a dominant mode. It is crucial to realize that smoothing the edge actually steepens the unperturbed PV profile at the critical radius r * . As a result, CL damping intensifies. This would explain the observed decay of I .
V. STABILIZATION OF A SMOOTHED RANKINE CYCLONE: A HINT OF CRITICAL LAYER DAMPING
As ⌬ surpasses a threshold, I becomes negative. As I becomes negative, the wave becomes a quasimode. 8,9,14 -20 Over most of the cyclone, a quasimode behaves like a single damped wave. In contrast, the PV perturbation grows in the critical layer. Consequently, the disturbance is not a solution to the eigenmode problem. Appendix E describes a method for computing the complex frequencies of quasimodes. The resulting values for I appear as empty symbols in Fig. 7 .
The data in Fig. 6 also reflect the stabilizing influence of a steepened PV profile at r * . As the vertical wave number m increases, the critical radius decreases to a region of larger dq /dr. 9, 20 Accordingly, I eventually diminishes. Figure 8 illustrates the interaction of a VR wave with its critical layer and the environment. A VR wave acts on the environment by emitting an IB wave. It acts on the critical layer by resonantly disturbing PV in that region. The results of Sec. IV indicated that IB wave emission has positive feedback. 24 -30 The results of Sec. V indicated that PV stirring in the critical layer has negative feedback. 9,14 -20 In what follows, we will use conservation of wave activity to quantify the competition between both feedbacks.
VI. CRITICAL LAYER DAMPING VERSUS IB WAVE EMISSION
A. Decomposition of wave activity
We assume that the perturbation within the cyclone is dominated by a single VR wave, with a critical radius at r * . Furthermore, we divide the wave activity into bulk (b) and critical layer ͑cl͒ components:
Here, ␦r is the half width of the critical layer, and « denotes integration outside the critical layer, i.e., over the bulk of the vortex. Ultimately, we will consider the limit ␦r→0
ϩ . With the present decomposition, conservation of wave activity ͓Eq. ͑35͔͒ becomes
In principle, the vortex radius r v is arbitrary, insofar as it is greater than r * ϩ␦r. Choosing r v near its lower limit typically ensures that A b represents the VR wave activity, with only a small contribution from the emitted IB wave.
B. Growth rate formula: A physical derivation
In this subsection, we derive an analytical expression for the growth rate of a VR wave. Our presentation aims to elucidate the dynamics, at the expense of mathematical rigor. Appendix F outlines a more formal derivation.
Because In the single wave model, dA b /dt is proportional to the rate of change of ͉a͉. In particular,
Here, we have introduced the weight
and 
ͬ .
͑65͒
For tӶ͉a͉/(d͉a͉/dt), we may substitute the approximation a*(tЈ)Ӎa*(t) into the right-hand-side of Eq. ͑65͒. With some additional reduction, we find that the PV perturbation develops a sharp peak at the critical radius, i.e.,
in which ␦ is the Dirac distribution. The second approximation is valid for tӷ R Ϫ1 . A Frobenius analysis ͑Appendix C͒ of normal modes suggests that ‫ץ‬ t (v cl cl *) is at worst logarithmically singular near the critical radius r * . Accordingly, the second term in Eq. ͑62͒ vanishes as the critical layer becomes infinitesimally thin.
Substituting Eq. ͑66͒ into ͑62͒, and taking the limit ␦r
͑68͒
Using Eqs. ͑56͒, ͑60͒, and ͑67͒, we may convert conservation of wave activity ͑53͒ into an amplitude equation
The solution to Eq. ͑69͒ is ͉a͉ϭa 0 e I t , where
and a 0 is a constant coefficient ͑cf. Ref. 50͒. For all cases considered here, the weight M of the VR wave is positive. As a result, the sign of ⑀ rad Ϫ⑀ cl gives the sign of I . Assuming that dq /dr is negative at r * , ⑀ cl is positive. Therefore, stirring of PV in the critical layer damps the VR wave. Assuming that the IB wave component of the mode transports angular momentum outward at the boundary, ⑀ rad is positive. Therefore, IB wave emission induces the bulk wave to grow. This competition between PV stirring in the critical layer and IB wave emission was discussed earlier, in connection to Fig. 8 .
We emphasize that the analysis leading to Eq. ͑69͒ requires that the amplitude of the wave grows or decays on a slower time scale than its oscillation period, i.e.,
That is, the wave must be near marginal stability.
C. Verification
We now verify the growth rate formula ͓Eq. ͑70͔͒ of the previous subsection. In particular, we consider the normal modes of Fig. 7 , which meet the requirement of weak growth
To evaluate the growth rate formula, we must extract values for M , ⑀ rad , and ⑀ cl from the critical radius r * and wave form ⌽(r) of a computed mode. For ⑀ rad and ⑀ cl , the procedure is straightforward. The procedure for M requires further explanation. Figure 9 plots the primary and secondary densities of the wave activity, ␣ 1 (r) and ␣ 2 (r), for four of the modes. Figure 9͑a͒ corresponds to the case in which the smoothness parameter of the cyclone is smallest, i.e., ⌬ϭ0.025. In this example, the PV gradient at the critical radius r * is negligible, and ␣ 1 has no visible amplitude there. Rather, ␣ 1 is concentrated near r 0 , where the PV gradient is maximal. The secondary density ␣ 2 extends over a broader region. Figures  9͑b͒ and 9͑c͒ correspond to cases in which ⌬ϭ0.0375 and ⌬ϭ0.055. For both modes, ␣ 1 has a notable spike at the critical radius, where resonant stirring now acts on a larger PV gradient. By definition, the integral M excludes this critical layer contribution. Accordingly, we make the approximation
in which r c is between the spike of ␣ 1 at r * and the core region in which ␣ 1 is otherwise concentrated. For all cases considered, we specifically set r c ϭ1.2r 0 .
For quasimodes ( I Ͻ0) there is a more subtle issue ͑see Appendix E͒. Here the eigenvalue problem ͓Eq. ͑39͔͒ is solved along a contour of the form
in which 0рr R рr b . The imaginary part r I satisfies r I (0) ϭ0ϭr I (r b ). In addition, the contour must arc above the complex critical radius. By choice, we keep r I uniformly positive and small, such that 0рr I Ͻ0.015r 0 . ͑75͒
The eigenfunction ⌽(r R ) that emerges from this problem only approximates the form of the physical quasimode. Nonetheless, it is used here to evaluate the analytical growth rate ͓Eq. ͑70͔͒. The procedure for quasimodes and normal modes is otherwise equivalent. Figure 9͑d͒ plots the primary and secondary densities of modal wave activity, from which we calculate M , for a quasimode in a cyclone with ⌬ ϭ0.07. Note that by smoothing the cyclone, the distinction between the critical layer and bulk wave activity has become less obvious; yet, we have kept the separation at r c ϭ1.2r 0 .
The cross-hairs ͑ϩ͒ in Fig. 7 correspond to I , given by Eq. ͑70͒, as explained. Apparently, Eq. ͑70͒ correctly describes the competition between CL damping and IB wave emission. FIG. 9 . Wave activity densities for the (m,n)ϭ(2,1) dominant mode of a smoothed Rankine cyclone, with fixed parameters Roϭ10, l 2 ϭr 0 , and variable ⌬ as indicated. ͑d͒ corresponds to a damped quasimode. In a given plot, ␣ 1 and ␣ 2 have the same arbitrary units.
VII. CONCLUDING REMARKS
This paper has merged two disparate theories of discrete VR waves in a monotonic cyclone. One theory examined the decay of a VR wave due to the resonant disturbance of a PV gradient in its critical layer. 9,14,16 -20 Another theory examined the growth of a VR wave due to its excitation of a spiral IB wave in the ambient fluid. 24 -27 We have referred to these processes as CL damping and IB wave emission, respectively. CL damping was previously studied in the context of balance models, which ignore the influence of IB waves. IB wave emission was previously studied for the case of zero PV gradient in the critical layer.
We believe that Eq. ͑70͒ is the first analytical expression for the growth rate of a VR wave that includes both CL damping and IB wave emission. 64 This formula was derived as a corollary to conservation of wave activity ͑53͒. It shows that the wave will damp ͑or grow͒ if the PV gradient is above ͑or below͒ a threshold at the critical radius r * . Several past studies have shown that monotonic vortices that coarsely represent tropical cyclones are stable and will symmetrize. 42, 65, 66 Furthermore, there is evidence that balance models adequately describe the linear dynamics of VR waves in such vortices, despite Rossby numbers of order 10-100. 20, 42 In part, this is because the CL damping of VR waves dominates the positive feedback of IB wave emission, i.e., ⑀ cl /⑀ rad ӷ1.
Of course, even if balance models describe damped VR waves, they cannot describe the emitted IB waves. Further study of this transient radiation, in the context of the primitive equations, may provide insight into various weather patterns that emerge in and around tropical cyclones. 67 Here, we have focused on radiation from discrete VR waves. As mentioned earlier, discrete VR waves typically dominate vortex deformations. However, an arbitrary PV perturbation may also generate VR waves of another kind-sheared spirals. 2-4,23,34 -42 A comprehensive study would consider IB wave emission from both discrete and sheared VR waves. 
APPENDIX A: ISOMORPHISM BETWEEN ATMOSPHERIC AND OCEANIC DYNAMICS
It is worth mentioning that Eqs. ͑4͒-͑6͒, ͑9͒ are isomorphic with the following inviscid, hydrostatic, Boussinesq equations that can be used to model oceanic flow:
Here, p and are pressure and mass density, both divided by the constant reference density 0 . Equations ͑A1͒-͑A4͒ are obtained from ͑4͒-͑6͒, ͑9͒ by the transformation →Ϫ , →p and g/ 0 →g. In addition, z has returned to actual height.
APPENDIX B: ANGULAR PSEUDOMOMENTUM
The angular pseudomomentum density is a function of the form
It is closely related to the vertical angular momentum density of the perturbation, L(r,v)ϪL(r,v ), and is flux conservative by construction. The Casimir function C and gauge vector G are chosen so that L p is quadratic to lowest order in the perturbation fields. We will attempt a solution for C and G, assuming that C depends only on q. Then, a Taylor expansion of the first term in L p , about the cyclonic equilibrium, yields
͑B2͒
We next substitute the relation
into the second term on the right-hand side of Eq. ͑B2͒. To simplify the notation, let
͑B5͒
and c 3 ϵЈٌϫuЈ. ͑B6͒
Then, Eq. ͑B2͒ becomes
We may eliminate the first term on the right-hand side of Eq. ͑B7͒ by setting c 1 ϭ0. This condition is satisfied if
in which R(q) is the inverse of the mapping qϭq (R), and q max is the maximum PV in the vortex. We have assumed that q is monotonic. We have also recalled that d /dz ϭ 0 N 2 /g. From Eq. ͑B8͒, we obtain
Substituting Eqs. ͑B9͒-͑B11͒ into Eq. ͑B7͒, and setting
So, we have arrived at a flux-conserved quantity, L p , that reduces to the right-hand side of Eq. ͑32͒ to lowest order in the perturbation fields. Its exact form is given below ͑cf. Ref.
59͒:
APPENDIX C: BEHAVIOR OF A MODE NEAR RESONANCES
This appendix briefly describes the form of ⌽(r), and its derivatives, near the false and genuine singular points of the eigenmode equation ͑39͒. The false singular points are the inertial resonances, r Ϯ , defined by
The genuine singular point is the complex critical radius r s , defined by ͑r s ͒ϵ0. ͑C2͒
A standard Frobenius analysis near r Ϯ yields
in which ϵ(rϪr Ϯ ). So, ⌽ is regular at the inertial resonances. A standard Frobenius analysis near r s yields
in which ϵ(rϪr s ). Therefore, in general, the first derivative of ⌽ is weakly ͑logarithmically͒ singular at the complex critical radius. Equations ͑43͒ relate ⌽ to the velocity and PV perturbations. There are several results worth noting. One may verify, by direct substitution, that the velocity and PV perturbations are regular at the inertial resonances, r Ϯ . At the complex critical radius r s , U and W are continuous well-defined functions. On the other hand, V is logarithmically singular, and Q has a pole.
APPENDIX D: SPONGE-RING BOUNDARY CONDITION
Another notable treatment of the far-field radial boundary is to let a sponge-ring buffer a ''wall'' at rϭr w . Here, we apply a sponge ring that linearly damps the perturbation fields (uЈ, vЈ and ‫ץ‬ z Ј) at a rate
in which DϾ0 is an adjustable absorption coefficient. Note that ␥ is effectively zero for rՇr w (1Ϫ2/15). At the ''wall,'' we set ⌽͑r w ͒ϭ0. ͑D2͒
A sponge ring slightly modifies the vortex eigenmode problem. To begin with, we must let →Ϫn⍀ ϩi␥ ͑D3͒
in Eq. ͑39͒. Furthermore, we must replace the radiative boundary condition ͑48͒ ( jϭ1) with ͑D2͒. Although a sponge ring is meant to absorb, it may partially reflect outward propagating IB waves. The value of D affects the reflectivity. In what follows, we examine how changing D varies the growth rate of a mode that represents the VR-IB wave instability. Figure 10 shows the growth rate of the (m,n)ϭ(2,1) Fig. 7 . The additional data result from sponge-ring boundaries ͑D1͒-͑D2͒, with r w ϭ7.5r 0 . Filled symbols correspond to normal modes, whereas empty symbols correspond to quasimodes. For weak absorption (Dр0.2), the growth and decay rates differ notably from the solid curve. However, for 2 рDр20, the sponge-ring and radiative boundary conditions give approximately the same results. Figure 10 merely illustrates the extent to which spongering and radiative boundary conditions can differ. A more comprehensive study is tangential, and not pursued here.
APPENDIX E: QUASIMODES
In this appendix, we briefly examine the formal definition of a quasimode, and present a method for computing its complex frequency. 14, 16, 17 For simplicity, we consider a perturbation that consists of a single Fourier component, e.g., Јϭ (r,t)cos(mz/H)e in ϩc.c. We may define the Laplace transform of the Fourier coefficient , as follows:
As such, the inversion contour is in the upper half of the complex plane, and is antiparallel to the real axis; i.e.,
where ␤Ͼ0.
By standard techniques, we may convert the linearized equations of motion into a single differential equation in r for T . Following Ref. 14, we may solve this differential equation with the aid of a Green function.
For the purposes of this appendix, we need only consider the form of the solution at the boundary radius r b :
͑E3͒
Here, F is a function that depends on both the basic vortical flow and the initial perturbation. As before, ⌽ I and ⌽ II are independent solutions of Eq. ͑39͒, with end-point conditions ͑45͒ and ͑48͒ ( jϭ1), respectively. Their dependence is implicit. Notably, the Wronskian of ⌽ I and ⌽ II ͓Eq. ͑49͔͒ appears in the denominator of the integrand. As a result, poles of T (r b ,) will occur at discrete values of where the Wronskian is zero ͑for any and all r betweem 0 and r b ). Each pole explicitly contributes a term to (r b ,t) that oscillates at a discrete frequency, and grows or decays exponentially with time. One zero of Wk, at ϭ, corresponds to the dominant growing eigenmode of Sec. IV C. We will refer to this zero as the dominant root.
By analogy to the theory developed in Ref. 14, we may assume that Wk has a branch cut along the real axis. By further analogy, we may assume that the dominant root of Wk will ''slip underneath'' this branch cut, and disappear, as the magnitude of dq /dr increases above a threshold at r * . However, the analytic properties of Wk vary with the radial contour r on which it is defined, i.e., the flexible integration contour in Eq. ͑E3͒. If we bend the radial contour above the real r axis ͓Fig. 11͑a͔͒, the branch cut of Wk will dip below the real axis ͓Fig. 11͑b͔͒. The dominant root will reappear if the radial contour arches over the complex critical radius r s , defined by n⍀ (r s )ϭ.
The recovered root of Wk, and pole of T , corresponds to an exponentially damped quasimode. From above, we conclude that the procedures for computing eigenmode and quasimode frequencies hardly differ. To find an eigenfrequency, we solve the equation Wk͑,r͒ϭ0 for , on the real r axis. To find a quasimode frequency, we must solve the equation Wk͑,r͒ϭ0 for on a deformed radial contour, similar to that in Fig. 11͑a͒ . Our numerics ͑see Sec. IV B͒ was easily generalized for this task. The principal modification was to integrate Eq. ͑39͒ for ⌽ I and ⌽ II along the deformed radial contour.
APPENDIX F: ALTERNATIVE DERIVATION OF THE GROWTH RATE FORMULA
Assume that the perturbation is an exponentially growing mode. Substituting the normal mode solution ͓Eq. ͑38͔͒ into conservation of wave activity ͓Eq. ͑35͔͒ yields where ␣ 1 , ␣ 2 , and ⑀ rad were defined by Eqs. ͑58͒, ͑59͒, and ͑61͒. Using the identity
in which Ϯ ϵ R Ϫn⍀ Ϯi I , we may write
As the PV gradient at r * increases above a threshold: ͑a͒ the imaginary part of the complex critical radius r s becomes positive and ͑b͒ the imaginary part of the mode frequency becomes negative. Such changes are indicated by the dashed arrows. Above the gradient threshold, one must deform the radial integration contour above r s in order to keep as a pole in the analytic continuation of the geopotential transform T . Otherwise, the pole will ''slip underneath'' the branch cut. The subscripts R and I denote the real and imaginary parts of the complex variables r and .
Note that we have used Eq. ͑43͒ to express ␣ 1 as a function of U, rather than Q.
Consider the expansion in which ⑀ cl was defined by Eq. ͑68͒. Substituting Eq. ͑F7͒ into ͑F1͒ reproduces the growth rate formula of the main text ͑70͒, with M given by ͑73͒.
