Heterogeneous face recognition involves matching faces in different image modalities, such as near infrared images to visible images or sketch images to photos. This challenging task has attracted increasing attention in recent years. This paper presents, for the first time, a subspace based method to tackle the problem of face recognition between visible images (VIS) and near infrared (NIR) images. Subspace is used to extract essential attributes from VIS and NIR images. We adopt Grassmannian radial basis function (RBF) kernel to keep the relationship between subspaces, and use kernel canonical correlation analysis (KCCA) to handle correlation mapping between VIS and NIR domains. After mapping both VIS and NIR images to the common space, the heterogeneous face recognition problem can be easily completed by the nearest search. We evaluate the proposed method on the CASIA NIR-VIS 2.0 dataset. The experimental results demonstrate that our method is very effective for NIR-VIS face recognition.
INTRODUCTION
Heterogeneous face recognition has attracted increasing attention in the past several years [1, 2] . Its purpose is to recognize face images obtained from different modalities, such as those captured in the visible (VIS) light spectrum and near infrared (NIR) spectrum. This setting is useful in many real world applications, for example surveillance, which have to handle NIR images but most accessible datasets only contain VIS images. This is a more challenging task compared with face recognition in the same data modality.
Many methods have been proposed for the heterogeneous face recognition task [3, 4, 5, 6] . However, most of these methods directly use single image of a face as a data point for analysis, which may lose the global or structure information of a face. Linear or affine subspace representation [7, 8, 9] can capture the structure and the global feature of a face from several images of the face. Since the face images in different modalities are very different, using linear or affine subspaces will better represent the structural information of face than using only one image. This forms the motivation that we use subspace to extract the basic attributes of a face.
For heterogeneous face recognition, mapping two different modalities to a common space is a major solution for the recognition problem. To minimize the intra-class difference of two modals, canonical correlation analysis (CCA) [10, 11] is a classic and widely used solution. It aims at maximizing the correlation of the projection of two modalities and has shown effectiveness in heterogeneous face recognition [3, 12] . Moreover, to ensure high accuracy of face recognition and to consider that the distribution of subspaces conforms to manifold, kernel CCA is often adopted with nonlinear kernels [13] . For the subspaces, the most important steps are mapping subspaces to a common space and then calculating the distances between subspaces in the common space. An effective solution for these steps would allow more accurate face recognition.
In this paper, we propose a new approach for heterogeneous face recognition. We use subspace to capture the essential information of each face. Then we apply kernel CCA as the correlation mapping method to learn the subspace correlation between NIR and VIS images, in which the Grassmannian [14] radial basis function has been used for nonlinear modelling. We define the Grassmannian distance as the distance metric between subspaces in order to effectively find the nearest subspace of query. Our method shows better performance in the experiments than several alternative methods. The contribution of this paper are three fold. First, according to our knowledge, it is the first time that a subspace based solution is proposed to handle the heterogeneous face recognition problem. Second, we take kernel into consideration and combine kernel canonical correlation analysis with subspace to minimize the intra-class difference between NIR and VIS faces for the mapping problem. Third, we define a distance metric to measure the distance between subspaces for the nearest subspace search.
The rest of the paper is organized as follows. The proposed method is described in Section 2. The details of datasets and experimental results are presented in Section 3. The conclusions are drawn in Section 4. Fig. 1 . This figure shows the basic framework of our method. During the training phase, we extract subspaces of faces in two modalities, and then learn the correlation between NIR and VIS spaces by mapping two different modalities into a common space. For testing, we utilize the correlation matrix to map the probe subspace into the common space and find the nearest gallery subspace to get the corresponding face ID.
PROPOSED METHOD
As is shown in Fig. 1 , we first extract the subspace information of a face from its images in the same modality (in Section 2.1). Then two projection matrices, which map the subspaces of NIR and VIS images to a common space respectively, are learned by using kernel canonical correlation analysis (in Section 2.2). Finally, the distance between subspaces is defined, and a subspace searching strategy is employed for face recognition (in Section 2.3).
Subspace Generation
As illustrated in [15, 16] , subspace representation has many advantages in capturing the global information of a face dataset. Several vectors of the same face in one modal constitute a subspace. We utilize principal component analysis (PCA) [17] to generate the subspace from face images.
Each face I consists of several images of the same person.
where m is the dimensionality of each vectorized face image, n i is the number of images, and ξ 1 , ξ 2 , · · · , ξ ni are the vectorized images of face i. We first subtract the mean face bŷ
where ξ is the mean value of the vectorized face images. Then we generate the subspace x i of each face based on the eigenvalue decomposition ofÎÎ T . We use x i to present the samples in the subspace of face i. x i is an m×d matrix, which is composed of the top d principal components of the eigenvectors of covariance matrixÎÎ T .
Subspace Mapping
When we have generated the subspaces of each face in both NIR and VIS modalities, we map these subspaces into a common space. To deal with the nonlinear problem caused by the distribution of subspaces of face, we use Grassmannian radial basis function (RBF) kernel [18] for subspace embedding, which is defined as
where x i , x j are the generated subspaces, · 2 F is the Frobenius norm.
Since we take kernel into consideration, we use kernel canonical correlation analysis (KCCA) [13] for correlation learning. The subspaces can be used to maximize the correlation between two modalities X = (x 1 , x 2 , · · · , x n ) and Y = (y 1 , y 2 , · · · , y n ) in KCCA, we want to find matrices W x and W y that project the embedded item ϕ(·) from each modal into a low dimensional common space such that the distance in the resulting space between each pair of modals for the same face is minimized. The similarity between the items in the same modal is defined by a kernel function κ(x i , x j ).
The objective function for this optimization problem is given by
where the K X and K Y are kernel matrices of modal X and Y respectively, which can be calculated by Equation (2) . K X K X and K Y K Y represent the empirical covariance matrices for the two modalities of data respectively, while K X K Y represents the cross-covariance matrix between them.
KCCA maximizes the correlation between the projected matrices W T x ϕ(X) and W T y ϕ(Y ) to keep the similarity of intraclass in the embedded common space. The standard minimization process for KCCA can be found in [10] . Finally, we can get the mapping matrices W x and W y for these two modalities.
Nearest Subspace Search
After mapping, the problem of face recognition is to find the nearest subspace P i in one modal of the given probe subspace Q in another modal. We can formulate this problem as
where i is the ID of the nearest gallery subspace to the probe subspace, d G is the geodesic distance. Geodesic distance is a formal measure on the distance between two subspaces. It is the length of the shortest path connecting two points on the Grassmannian manifold [19] .
Let G(D, d) denote the Grassmannian manifold which is a set of d-dimensional linear subspaces of the
and the geodesic distance between x 1 and x 2 is
it is still a good method to measure the distance between subspaces when the dimensions of subspaces are different. If
is the elevation angle between the line (single image) and the subspace [14] . For all of these searches, the query time is O(Ddn ρ ), where d is the largest dimension of subspaces among both query elements and the database elements, D is the ambient dimension and ρ < 1.
With respect to our framework, subspaces from different modals are mapped into a common space, so the distance between the probe subspace and the gallery dataset turns into the distance between embedded subspaces. Let X represent the VIS gallery subspaces and Y represent the NIR probe subspaces, as defined previously, we can obtain the mapping matrices W x and W y using Equation (3) to embed X and Y into the learnt common space. The mapped subspace of VIS and NIR space is where x i , x j are the subspaces of the i-th face and the j-th face respectively from the VIS dataset, y i , y j are the subspaces of the i-th face and the j-th face in the NIR dataset, u j is the embedded subspace of the j-th face in VIS dataset, and v j is the embedded subspace of the j-th face in the NIR dataset.
Combined with Equation (6), the distance between the subspaces in the VIS modality and the NIR modality is d G (u, v) . Given a query image, the identification of the most similar subspace is the heterogeneous face recognition result.
EXPERIMENTS AND RESULTS

Dataset and Protocol
In this work, we used the CASIA NIR-VIS 2.0 dataset [20] for experimental validation. This is the largest publicly available heterogeneous face recognition dataset across the NIR and the VIS spectrum. It contains 17580 images of 725 faces. The dataset provides two views: View 1 is meant for algorithm development and parameters can be tuned on this subset, View 2 is to be used for performance evaluation which is divided into 10 folds. For each fold, there are 357 faces for training (learning mapping matrix in our experiment) and 358 faces for testing. Performance evaluation is obtained from the average performance of 10 folds in View 2. Figure 2 shows some sample images in the CASIA NIR-VIS 2.0 dataset. The images in the dataset have been aligned and cropped into 128x128 from their original face images. Following the protocol of many methods [3, 21] , we downsampled these well-aligned images by restricting the set of pixels and then used 32 × 32 resized images for our experiment.
For each face in different modals, we vectorized each 32× 32 training image to a 1024 dimensional vector and created 5-dimensional subspaces (one for each face) in each modality as mentioned in Section 2.1. When a face has only single image, the problem is to find its closest face (subspace) in the other modal, for which the solution is given in Section 2.3. 
Results
We have compared our method with several state-of-art methods, including CCA [10] , KCCA [10] , Partial Least Squares (PLS) [22] , Coupled Discriminative Feature Learning (CDFL) [6] , Large Margin Coupled Feature Learning (LMCFL) [5] , NIR-VIS Heterogeneous face recognition [3] and Couple Compact Binary Face Descriptor (C-CBFD) [21] . Among these, as mentioned in their methods, CCA, PLS and KCCA based methods directly vectorize the 32 × 32 face images to a 1024 dimensional vector, and adopt a Gaussian kernel [18] for KCCA. The parameters of the compared methods are tuned on View 1 of the dataset.
The experimental results are shown in Table 1 , which summarizes the rank-1 identification rates and their standard deviations crossing all ten folds, and the verification rates at 0.1% false accept rate (FAR). It is obvious that the proposed method is better than the other methods being compared with. An important reason is that the subspace representation is very suitable for face recognition. The experimental results NIR-VIS 2.0 Rank 1 Std. Dev. FAR=.001 CCA [10] 28.5 3.4 10.8 PLS [22] 17.7 1.9 2.3 KCCA [10] 30.3 1.0 9.4 CDFL [6] 71.5 1.4 55.1 LMCFL [5] 75.7 2.5 55.9 NIR-VIS Rec. [3] 78.5 1.7 85.8 C-CBFD [21] 81 prove that the Grassmannian distance is a good metric to measure the similarity between subspaces. The results of our method are better than NIR-VIS Heterogeneous face recognition [3] and C-CBFD [21] which use normalized cosine distance for measuring the distance between face samples. Furthermore, compared with the results of KCCA [10] , our method has better performance. It proves that Grassmannian RBF kernel makes correlation analysis more suitable for nonlinear problem, especially for heterogeneous face recognition.
We show the ROC curve on View 2 of the CASIA NIR-VIS 2.0 dataset in Figure 3 . In order to emphasize the performance at very low FAR, the ROC curves are shown in the semi-log scale. It shows that at very low FAR, the performance of the proposed method is still very promising.
CONCLUSIONS
We have introduced a new approach for NIR-VIS face recognition. It is the first time subspace is used to handle the heterogeneous face recognition problem. We extract subspace information of a face and measure the distance between subspaces on the Grassmannian manifold. The mapping matrix is learned by maximizing the intra-class similarity of subspaces from NIR and VIS face modalities. Then heterogeneous face recognition task can be implemented by the nearest neighbor search. The experiments show that the proposed method has achieved higher accuracy than several alternatives. 
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