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Chapter 1: Introduction 
1.1      Motivation 
Within the last century, global temperatures have risen from nearly the coldest to warmest 
levels of the past 11,300 years (Marcott et al., 2013). Studies suggest that this warming, due in 
large part to anthropogenic greenhouse gas (GHG) emissions, will have profound impacts on all 
aspects of life over the next century regardless of realized GHG emission scenario (5th IPCC 
report). However, there remains uncertainty about Earth system sensitivity to changes in GHG 
concentrations (Rohling et al., 2012). Feedbacks and decadal variability within the exceptionally 
complex Earth system lead to a large range of model predictions and hinder our ability to 
accurately forecast the amplitude and heterogeneity of climate change into the next century and 
beyond (Knutti et al., 2010b). 
One of the greatest difficulties about modeling future climate change is the unique nature of 
the problem. Civilization has not experienced this magnitude of CO2 increase (Petit et al., 1999) 
and many of the climate responses will take centuries to unfold (Hansen et al., 1984). 
Observations only extend back a few hundred years, with relatively poor spatial coverage before 
the satellite era beginning in the 1970s. As a result, they provide limited data to benchmark 
climate models and little insight into how climate responds to large GHG forcing. Further, 
without sufficient records for calibration, climate models run the risk of being over-tuned to the 
short observation period, which might prevent them from accurately simulating the future 
climate state. 
Paleoclimate research is a powerful method for testing climate model capability and 
understanding key periods in Earth’s history (Taylor et al., 2012). Studying past greenhouse 
climates, such as the Cretaceous or Eocene, gives us the ability to better understand high CO2 
conditions (e.g. Poulsen et al., 1999; Lunt et al., 2012) while studying past glacial cycles 
provides insight into ice sheet stability (e.g. Pollard and DeConto, 2009; Abe-Ouchi et al., 2013). 
Specifically, modeling paleoclimates and comparing the outputs against proxy records provides a 
powerful tool for improving climate models and increasing confidence in climate projections 
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(Braconnot et al., 2012). In this dissertation, I take a model/proxy comparison approach toward 
solving global problems in paleoclimatology. By studying extreme conditions in Earth’s past, I 
advance our understanding of Earth system responses to dramatically different forcings and 
assess the ability of climate models to accurately simulate these extreme conditions. 
1.2      Methods 
This dissertation utilizes General Circulation Models (GCMs) in combination with proxy 
reconstructions to explore extreme climates in Earth’s past. All original data contributions come 
from GCM experiments. Here, I use the following Earth system models to explore the 
Quaternary (2.588 – 0.005 Ma) and Late Cretaceous (100 - 66 Ma): Global ENvironmental and 
Ecological Simulation of Interactive Systems (GENESIS) and Community Earth System Model 
(CESM) developed by the National Center for Atmospheric Research, and Hadley Centre Model 
(HadCM3L) developed by the UK Met Office. They are considered Earth system models and 
simulate the interactions of the atmosphere, ocean, land, ice, and biosphere. Models with the 
same underlying architecture have been used in IPCC reports and many other paleoclimate 
studies (e.g. Lunt et al., 2010; Zhou et al., 2012; Rosenbloom et al., 2013). The chosen model 
configurations are on the upper end of complexity commonly used for paleoclimate research. My 
results and those of previous studies (e.g. Horton et al., 2010) demonstrate the value of added 
complexity for solving the enigmas of paleoclimatology.  
1.3      Background 
1.3.1      Quaternary ice ages 
Proxy evidence suggests that the past 2.7 Myr of Earth’s history were some of the most 
climatically variable, cycling from interglacial conditions similar to the present-day to glacial 
conditions with massive Northern Hemisphere ice sheets. These glacial-interglacial cycles 
display quasi-cyclic variations on timescales of 104 to 106 years that loosely fluctuate with 
changes in Earth’s orbit (Hays et al., 1976), which varies with degree of axial tilt (obliquity), 
direction of axial tilt (precession), and circularity (eccentricity). The most robust evidence for the 
cyclicity and trends in ice-volume through the Quaternary come from the combination of many 
benthic δ18O records (Lisiecki and Raymo, 2005). These “stacked” records clearly show δ18O 
variability at periods of eccentricity and obliquity, and provide details about Northern 
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Hemisphere ice sheet initiation, changes in ice age cycles through time, and global temperature 
trends. Yet despite the significance of these records, there remain uncertainties as to what the 
changes in δ18O represent. δ18O is the relative abundance of 18O to 16O. The δ18O value recorded 
in foraminifera is a function of temperature and δ18O of the water, which is dependent on δ18O of 
the water source region and ice-volume. Most attempts to interpret the long-term δ18O records 
agree that the ice-volume/temperature relationship changes through time (Bintanja et al., 2005) 
and could vary in response to different orbital forcings (Lisiecki et al., 2008). However, the 
spatial variability and physical mechanisms responsible for these differences remain poorly 
resolved.  
 
	  
Figure 1.1: Oxygen isotope record of glacial cycles 
The δ18O stacked record of Lisiecki and Raymo (2005) from 3.5 Ma to present. The decrease in 
δ18O over this period suggests a cooling trend while the increasing variability at lower 
frequencies is thought to represent more extreme glacial-interglacial cycles. 
 
Even if we assume δ18O records responds linearly to changes in ice-volume, our 
understandings of the glacial-interglacial cycles remain incomplete. The most widely held theory 
for the relationship between ice-volume and Earth’s orbit comes from the calculations of Milutin 
Milankovitch who proposed that high-latitude summer insolation determines the amount of snow 
cover that can survive summer melt and consequently, the amount of ice-sheet growth or retreat 
(Milankovitch, 1941). However, there are many intriguing inconsistencies between 
Milankovitch’s theory and proxy records of the Plio-Pleistocene. For instance, early Pleistocene 
(2.6 - 0.8 Ma) ice-volume proxy records vary almost exclusively at the frequency of the 
obliquity, despite the fact that changes in precession account for most of the variability in high-
latitude summer insolation (Raymo and Nisancioglu, 2003; Figure	   1.1). Further, a transition 
ѝ
18
O
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from 41 kyr to 100 kyr ice-volume cycles occurs between ~1.2 - 0.7 Ma with seemingly little 
change in orbital forcing or CO2 (Clark et al., 2006). This transition, known as the mid-
Pleistocene transition (MPT), is particularly perplexing since the 100 kyr ice-volume cycles of 
the late Pleistocene (0.8 – 0.117 Ma) suggest eccentricity forcing, which has almost no direct 
influence on insolation. Here, I use a complex Earth system model with a 3-dimensional 
thermomechanical ice sheet to help resolve these apparent paradoxes between Milankovitch 
theory and the Pleistocene ice-volume proxy records. 
1.3.2      Cretaceous Greenhouse 
 Proxy temperature reconstructions define the Cretaceous as one of the warmest periods of the 
past 140 Ma. Throughout much of the Late Cretaceous (100-66 Ma), climate was characterized 
by a reduced equator-to-pole temperature gradient (Huber et al., 2002) and dense vegetation 
extending into the polar regions (Upchurch et al., 1999). Warmth peaked during the 
Cenomanian-Turonian (100 - 90 Ma) when evidence suggests Earth was in a greenhouse state, 
free of polar ice sheets (MacLeod et al., 2013).  Temperatures then cooled considerably into the 
Maastrichtian (72 – 66 Ma) (Friedrich et al., 2012; Linnert et al., 2014) with the possible 
appearance of land-ice (Miller et al., 2005); however, reconstructions suggest that temperatures 
remained significantly warmer than present-day (Upchurch et al., 2015).  
The origins of the Late Cretaceous warmth and subsequent cooling are ambiguous. CO2 
reconstructions for the period have large uncertainty but most estimates suggest that CO2 
remained below 8x-preindustrial (2240 ppmv) during the Cenomanian-Turonian, with a mean 
estimate closer to 4x-preindustrial (Wang et al., 2014). This is concerning given the evidence for 
extreme warmth, especially if the warmth was entirely attributable to CO2. The IPCC 
Representative Concentration Pathway 8.5 scenario has CO2 concentrations exceeding 1120 ppm 
by the end of the century (5th IPCC report). If the Cretaceous can be considered an analog for the 
future, it suggests that model simulated Earth system sensitivity to CO2 changes is too low, and 
hence, the models might be missing some key climate system feedbacks. However, the 
Cretaceous spanned from 140 – 66 Ma; there were many differences from present-day that 
potentially had substantial impacts on the climate system, besides CO2 (Poulsen et al., 2003; 
Zhou et al., 2012; Hunter et al., 2013). For instance, other GHGs such as methane could have 
been in higher concentration during the Cretaceous due to greater prevalence of wetlands 
(Beerling et al., 2011). Heat transport, due to differences in the distribution of land and sea or 
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tropical storms, might have helped transport heat poleward (Poulsen et al., 2001; Korty et al., 
2008). Cloud microphysics also may have been different than in the present-day due to more 
pristine air having less cloud condensation nuclei (Kump and Pollard, 2008). Finally, Cretaceous 
vegetation likely had different properties during the Cretaceous, which might alter temperatures 
through different amounts of transporation (Boyce et al., 2010).  
Climate models provide a unique way to test Earth system sensitivity to these differences 
between the Cretaceous and present-day, and to help determine if the Cretaceous can be labeled 
as an analog for a future, warmer world. Further, modeling the Cretaceous allows the opportunity 
to better understand proxy reconstructions. Here I use complex Earth system models with a 
compilation of Late Cretaceous temperature reconstructions to better understand the mechanisms 
responsible for climate change through the Cretaceous. 
1.4      Outline 
This dissertation consists of 6 chapters. Four results chapters (2-5) and a concluding chapter 
(6) follow this introductory chapter (1). Chapters 2-5 use the GENESIS GCM coupled with the 
BIOME4 vegetation model and Penn State University ice sheet model. To better understand the 
41 kyr ice-volume cycles of the early Pleistocene, Chapter 2 focuses on the climate and land-ice 
responses to the independent orbital cycles of obliquity and precession. In contrast with 
traditional Milankovitch theory, I show that the ice-volume cycles are not a direct response to 
summer insolation. Instead, sea-ice and vegetation feedbacks amplify the ice-volume response to 
obliquity relative to precession. Chapter 3 extends these results by modeling the interactions of 
obliquity and precession on climate and ice-volume. Here I find that, in addition to climate 
feedbacks, seasonal offset of the precession insolation signal and differences in cycle duration 
are necessary to understand the contributions of obliquity and precession to the ice-volume 
response. The combination of these factors allow obliquity to have the dominant influence on 
ice-volume variability, which is in agreement with early Pleistocene δ18O records (Lisiecki and 
Raymo, 2005). Chapter 4 explores the appearance of the 100 kyr ice-volume cycles that 
characterize the late Pleistocene. My research supports the hypothesis that a surface transition 
from regolith to crystalline bedrock in the high-latitudes of North America by multiple cycles of 
ice advance and retreat can explain the MPT (Clark and Pollard, 1998). Finally, I assess the 
cause of Late Cretaceous cooling through a multi-model/proxy comparison study in Chapter 5. 
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My results show that CESM and HadCM3L do a reasonably good job simulating the late 
Cretaceous sea surface temperature (SST) gradients. Further, model results suggest that the 
proxy identified Late Cretaceous cooling was mainly a result of CO2 reduction, not changes in 
geography. In Chapter 6, I summarize my finding and provide avenues for future research. 
1.5      Publications and abstracts resulting from this dissertation 
Publications: 
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Tabor, C.R., Poulsen, C.J., and Pollard, D. (2015), How obliquity cycles powered early 
Pleistocene global ice-volume variability, Geophys. Res. Lett., doi:10.1002/2015GL063322 
(Chapter 3) 
Tabor, C.R. and Poulsen, C.J. (2015), Simulating the mid-Pleistocene transition through regolith 
removal, Earth Planet. Sci. Lett., doi:10.1016/j.epsl.2015.11.034 (Chapter 4) 
Tabor, C.R., Poulsen, C.J., Lunt, D.J., Otto-Bliesner, B., Rosenbloom, N., and Markwick, P. (in 
prep) (2015), The contributions of paleogeography and CO2 to Late Cretaceous Cooling: A 
multi-model/proxy comparison (Chapter 5) 
Conference Abstracts: 
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Meeting. 
Rosenbloom, N., Otto-Bliesner, B., Esther, B., Lunt, D.J., Poulsen, C.J., and Tabor, C.R. 
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(2014), Simulating Cenomanian climate with the Community Earth System Model, The 
Geological Society of America Annual Meeting. 
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Chapter 2: Mending Milankovitch Theory: Obliquity Amplification by 
Surface Feedbacks 
2.1      Abstract 
Milankovitch theory states that orbitally induced changes in high-latitude summer insolation 
dictate the waxing and waning of ice-sheets. Accordingly, precession should dominate the ice-
volume response because it most strongly modulates summer insolation. However, Early 
Pleistocene (2.588-0.781 Ma) ice-volume proxy records vary almost exclusively at the frequency 
of the obliquity cycle. To explore this paradox, we use an Earth system model coupled with a 
dynamic ice-sheet to separate the climate responses to idealized transient orbits of obliquity and 
precession that maximize insolation changes. Our results show that positive surface albedo 
feedbacks between high-latitude annual-mean insolation, ocean heat flux and sea-ice coverage, 
and boreal forest/tundra exchange enhance the ice-volume response to obliquity forcing relative 
to precession forcing. These surface feedbacks, in combination with modulation of the 
precession cycle power by eccentricity, help explain the dominantly 41 kyr cycles in global ice 
volume of the Early Pleistocene. 
2.2      Introduction 
Paleoclimate proxy records often display variations on timescales of 104 to 106 years. These 
climate variations, known as Milankovitch cycles, are quasi-cyclic. They are attributed to the 
direct and combined effects of changes in Earth’s degree of axial tilt (obliquity), direction of 
axial tilt (precession), and circularity of orbit (eccentricity) (Hays et al., 1976). Milankovitch 
cycles are thought to be responsible for the growth and retreat of the large Northern Hemisphere 
(NH) ice sheets that characterize the Pleistocene through the influence of Earth’s three orbital / 
rotational parameters on high-latitude summer insolation. According to Milankovitch theory, 
times of high (low) summer insolation produce high (low) rates of summer melting, leading to 
NH ice-sheet retreat (growth). This theory is the most widely accepted explanation for the strong 
correlation between ice-volume proxy records and orbital variations (Hays et al., 1976). 
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One of the most intriguing inconsistencies between Milankovitch theory and proxy records is 
the lack of a strong precession signal in Early Pleistocene (2.588-0.781 Ma) ice-volume proxies 
(i.e. benthic δ18O from sediment cores), despite the fact that precession accounts for most of the 
variability in high-latitude summer insolation (Raymo and Nisancioglu, 2003). While the orbital 
influences of precession/eccentricity can produce a high-latitude (60-75°N) May, June, July 
(MJJ) average insolation amplitude that is more than 2.5 times that of obliquity for the cycle 
extremes of the Pleistocene, the power spectra of the Early Pleistocene δ18O sediment records 
show almost no variability at the precession cycle frequency (~21 kyr). Instead, the bulk of the 
signal strength appears at the obliquity cycle frequency (~41 kyr) (Lisiecki and Raymo, 2005). 
This apparent failure of Milankovitch theory has led to new hypotheses for how orbital cycles 
influence ice-volume. The recognition that obliquity has a larger influence on the summer half-
year meridional insolation gradient, defined as the 25 to 70°N insolation difference averaged over 
the period between vernal and autumnal equinoxes, than precession has led to the suggestion that 
variations in gradient-driven northward moisture fluxes enhance ice-sheet sensitivity (Raymo 
and Nisancioglu, 2003). Alternatively, it has been proposed that changes in the integrated 
summer energy, the total insolation received over the summer half-year period, may drive 
changes in ice volume (Huybers, 2006). Though precession has a substantial influence on 
summer insolation strength, because summer insolation amplitude and summer duration are anti-
correlated, the changes in integrated summer energy resulting from variations in precession are 
smaller than the changes in integrated summer energy resulting from variations in obliquity. 
Finally, it has been suggested that precessional variations in marine δ18O records are damped 
because precession insolation forcing is out-of-phase between hemispheres, potentially causing 
simultaneous (and partially offsetting) ice-sheet growth and retreat (Raymo et al., 2006; Lee and 
Poulsen, 2009). Despite these numerous hypotheses, there is no strong consensus as to the cause 
of the Early Pleistocene δ18O signal. 
Here we employ an Earth system model asynchronously coupled with a thermo-mechanical 
ice-sheet to better understand the differences in climate response to changes in precession and 
obliquity. We examine the high-latitude climate response to insolation forcing through a 
sensitivity analysis in which we separate the system responses to obliquity and precession. Our 
results demonstrate that internal climate feedbacks not considered in Milankovitch theory help 
explain the relatively strong obliquity signal observed in the Early Pleistocene δ18O sediment 
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records. 
2.3      Methods 
In this study, we use an Earth system model consisting of the GENESIS 3.0 atmospheric 
global climate model (AGCM) and land-surface model with a slab ocean coupled to a thermo-
mechanical sea-ice model (Pollard and Thompson, 1997), the Pennsylvania State University ice-
sheet model (Pollard and DeConto, 2012), and the BIOME4 vegetation model (Kaplan et al., 
2003). To gain a better understanding of the climate feedbacks and ice dynamics associated with 
changes in orbital configuration, we design two sets of transient orbit experiments, one without 
an ice-sheet model (climate-only) and one with an ice-sheet model (climate-ice sheet). For each 
set of experiments, we run two transient orbital configurations in which either precession or 
obliquity systematically varies through a full orbital cycle (Table	  2.1) with ranges representing 
extremes of the Pleistocene (Berger and Loutre, 1991). In our experiments, obliquity and  
 
 
 
Table 2.1: Orbital configurations 	  
precession cycles are 40 and 20 kyrs respectfully, slightly less than the known durations of 41 
and 21 kyrs, for computational efficiency and ease of comparison (DeConto and Pollard 2003; 
Horton and Poulsen 2009). The ice-sheet model is run over a domain consisting of Greenland 
and North America at latitudes greater than 40°N. Since our focus is the role of orbital 
configuration, greenhouse gas concentrations (GHG) are fixed with values representing averages 
of the last 400 kyr (Petit et al., 1999; Bender, 2002) (CO2=230 ppmv, CH4=520 ppbv, N2O=250 
ppbv). All simulations use modern continental arrangement and start with modern ice-sheet 
extents. Resolutions for the AGCM, land surface, and ice-sheet models are T31 (~3.75 X 3.75°), 
2 X 2°, and 0.5 X 0.25°, respectively. We decrease high Alaskan elevations in our simulations to 
prevent excessive ice build-up caused by the inability of the AGCM to capture valley ablation in 
Alaska (Marshall and Clarke, 1999). For these experiments, no floating ice or grounding-line 
advance into water is allowed in the ice-sheet model. Sea level is lowered by 275 m relative to 
modern to allow ice-sheet growth over the Hudson Bay and continental shelf. We found ~275 m 
to be the smallest amount of sea level lowering required to prevented flooding of the Hudson 
Experiment Obliquity Precession Eccentricity 
OBL 22.079° - 24.538° NA 0 
PRE 23.3085° 0° – 360° 0.056596 
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Bay when considering isostatic subsidence. The sea level lowering of 275 m has little influence 
elsewhere in the model because this is a terrestrial ice model with no explicit marine physics. 
Because response times of the atmosphere and ice sheets differ by several orders of 
magnitude, we apply an asynchronous technique to couple the AGCM and the ice-sheet model 
(Birchfield et al., 1981). This process involves running the AGCM for short durations of 20 
years, passing AGCM outputs to the ice-sheet model, running the ice-sheet model for longer 
durations of 2.5 kyr, and updating the AGCM with new topography and land-surface type. We 
use an average of the final 10 years of AGCM outputs to force the ice-sheet model. Due to the 
continuous nature of the orbital changes and the rapid response time of the slab ocean, 10 years 
of spin-up prior to the averaging period is sufficient to produce near equilibrium climate states. 
Herrington and Poulsen (2011) show that ice-sheet volume is sensitive to the asynchronous 
coupling period due to ice albedo and atmospheric circulation feedbacks. Here the model 
produces fairly continuous ice-volume and area responses to the transient orbital forcings, which 
suggests our coupling time is sufficiently small to capture the majority of the transient climate 
signal. In the ice-sheet model, we implement an insolation/temperature melt (ITM) scheme (van 
den Berg, 2008) calculated using AGCM outputs instead of the default positive degree-day melt 
(PDD) scheme (Pollard and DeConto, 2012). Robinson et al. (2010) find that the ITM approach 
produces greater and more realistic ice-sheet sensitivity in transient climate experiments than the 
PDD approach, making the ITM scheme preferable for paleoclimate simulations. 
We run all ice-sheet experiments for 160 kyr model years, representing 4 cycles of obliquity 
and 8 cycles of precession. The first 40 kyr model years are not considered in our analysis since 
the ice sheets are still equilibrating during that time. Subsequent cycles are averaged to simplify 
the results. Because orbits with high eccentricity and transient precession cause significant 
changes in seasonal duration, we convert monthly AGCM outputs from a Gregorian calendar to 
an angular calendar using the methods detailed in Pollard and Reusch (2003). All monthly and 
seasonal analyses use the converted angular calendar outputs. For example, here June refers to 
the angular month most temporally similar to June in the Gregorian calendar. Furthermore, for 
our results we define high-latitude insolation as the shortwave radiation received at the top of the 
atmosphere between 60-75°N. Summer insolation is the average insolation of the angular 
calendar months May, June, and July. While our results focus mainly on the high-latitudes of 
North America because it is encompassed by ice sheet domain, the same general climate 
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responses also occur in the high-latitudes of Europe. 
2.4      Results 
2.4.1      Climate-only experiments 
Our initial analysis examines the climate response to transient cycles of obliquity and 
precession in absence of dynamic ice sheets. Model results show that differences in the ocean 
and vegetation feedbacks to the cycles of obliquity and precession produce greater climate 
sensitivity to insolation forcing from obliquity (described below). This climate sensitivity 
difference is due in part to the influence of obliquity-controlled variations in annual-mean 
insolation on the high-latitude ocean. The amount of absorbed insolation by the high-latitude 
ocean is mainly controlled by the amount of surface incident insolation and sea-ice cover. 
Because the obliquity cycle generates variations in annual-mean insolation, the high-latitude 
oceans absorb a greater range of insolation annually from obliquity than precession (Figure	  2.1).  
 
	  
Figure 2.1: High-latitude climate feedbacks to orbital forcing 
a) Annual-mean ocean-absorbed insolation (Wm-2) and sea-ice coverage (%) between 60-75°N 
through time for the climate-only experiments. b) Differences in monthly average sensible + 
latent heat flux (Wm-2) over the ocean between 60-75°N during the maximum and minimum 
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high-latitude summer insolation forcing from obliquity and precession for the climate-only 
experiments. c) Annual-mean coverage (%) of tundra and boreal forest over North America 
between 60-75°N through time for the climate-only experiments. d) Annual-mean ocean-
absorbed insolation (Wm-2) and sea-ice coverage (%) between 60-75°N through time for climate-
ice sheet experiments. e) Differences in monthly average sensible + latent heat flux (Wm-2) over 
the ocean between 60-75°N during the maximum and minimum high-latitude summer insolation 
forcing from obliquity and precession for climate-ice sheet experiments. f) Annual-mean 
coverage (%) of tundra and boreal forest over North America between 60-75°N through time for 
climate-ice sheet experiments. Cycle lengths were standardized and aligned by peak summer 
insolation in a), c), d), and f) to more easily compare the 40 kyr obliquity cycle with the 20 kyr 
precession cycle. In a) and d), the annual-mean insolation (orange lines) and sea-ice coverage 
(blue lines) amplitudes are greater over the cycle of obliquity (solid lines) than the cycle of 
precession (dashed lines). The greater annual-mean ocean-absorbed insolation causes the high-
latitude ocean to emit a greater range of heat to the atmosphere for the obliquity cycle, which is 
illustrated in b) and e) as the difference (obliquity minus precession) in ocean/atmosphere heat 
flux for the maximum summer insolation orbit (solid orange) and the minimum summer 
insolation orbit (dashed blue). High-latitude vegetation change is also more influenced by 
obliquity than precession. In c) and f), obliquity (solid lines) produces a greater transition 
between tundra (gray lines) and boreal forest (green lines) than precession (dashed lines). 
 
Changes in the amount of ocean-absorbed insolation modify the timing of sea-ice growth and 
retreat (Figure	   2.1). Sea-ice coverage produces a positive feedback with ocean-absorbed 
insolation because of the albedo difference between ocean and ice. The annual-mean insolation 
signal of obliquity causes the change in ocean-absorbed insolation due to obliquity to be greater 
than those due to precession, resulting in a larger sea-ice response (Figure	  2.1). Direct insolation 
also accounts for some of the sea-ice melting. However, the strong correlation between annual-
absorbed insolation and seasonal sea-ice coverage suggests the direct insolation signal is of less 
importance. The contrast in sea-ice coverage is particularly apparent during spring and fall (not 
shown). For example, total April sea-ice area varies by ~2,065,900 km2 through an obliquity 
cycle but only ~1,340,300 km2 through a precession cycle, a difference of ~43%. Interestingly, 
the sea-ice difference does not lead to a large cloud albedo response. In April, when the 
difference in sea-ice coverage is largest, the variation in high-latitude cloud albedo over the 
ocean is only 0.013 for obliquity and precession. 
Although smaller than obliquity, precession does have an effect on annual-mean high-latitude 
ocean-absorbed insolation and sea-ice coverage, despite no annual-mean insolation forcing, due 
to changes in the timing of seasonal insolation and interactions with sea-ice coverage. Because 
sea-ice coverage is smallest in the summer, when summer insolation is relatively high the lower 
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albedo of the open-ocean allows it to absorb more of the surface incident insolation, leading to 
an increase in the amount of annual-mean ocean-absorbed insolation even if there is no change in 
annual-mean insolation forcing. The summer insolation amplitude changes from obliquity also 
have some effect on the amount of annual-mean ocean-absorbed insolation, but it is smaller than 
precession, and smaller still than the effect of annual-mean insolation forcing from obliquity on 
ocean-absorbed insolation, so is of secondary importance in the transient obliquity experiments. 
In combination, the effects of surface incident insolation and sea-ice feedbacks produce an 
annual-mean high-latitude ocean absorbed insolation amplitude of ~12 Wm-2 from obliquity 
forcing but only ~6 Wm-2 from precession forcing (Figure	   2.1). The ocean acts as a seasonal 
energy integrator, which allows it to store and reemit the absorbed insolation as heat throughout 
the year. During times of maximum (minimum) high-latitude summer insolation, the high-
latitude ocean absorbs and releases to the atmosphere a larger (smaller) amount of heat for 
obliquity than precession. The difference in high-latitude ocean-atmosphere heat flux is plotted 
in Figure	  2.1. The greater heat flux response to obliquity relative to precession adds to the direct 
insolation heating, increasing the seasonal climate sensitivity to the insolation forcing. 
The larger influences of obliquity compared to precession on ocean-atmosphere heat flux and 
sea-ice have been found in other modeling studies (e.g. Gallimore and Kutzbach, 1995). 
Additionally, Eemian sea surface temperature estimates from planktonic foraminifera along a 
North Atlantic meridional transect correlate well with local changes in mean annual insolation 
(Cortijo et al., 1999).  
Changes in obliquity also produce greater North American high-latitude vegetation responses, 
mainly between tundra and boreal forest, than precession (Figure	  2.1). In BIOME4, annual net-
primary-productivity (NPP) and number of growing degree-days (GDD) above 0 °C determine 
the threshold between tundra and boreal forest (Kaplan et al., 2003). Due to annual-mean 
insolation changes, obliquity produces a larger range of annual temperature and sunlight 
reaching the surface and accordingly, a larger amount of tundra/boreal forest exchange. While 
the precession cycle causes large average insolation changes on seasonal timescales, its 
insolation forcing sums to zero on an annual basis, which reduces the annual-mean changes in 
surface incident insolation and temperature. As a result, NPP and GDD variations favor obliquity 
with 22.7% more land area transitions from tundra to boreal forest in the high-latitudes of North 
America during periods of peak summer insolation from obliquity forcing than precession 
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forcing. The greater boreal forest coverage decreases annual-mean high-latitude North American 
surface albedo by an additional 0.040 (27.6%) for obliquity compared to precession; the 
differences are especially large in the winter and spring months (over 0.077 in March) when the 
tree canopy masks the snow cover.  
The lower albedo and greater moisture content of boreal forest compared to tundra causes 
more near-surface warming year-round. Additionally, like sea-ice changes, the boreal 
forest/tundra exchange influences the timing of spring warming and fall cooling and amplifies 
seasonal temperature differences of the orbital extremes. In turn, the timing of snowmelt varies, 
further modifying surface albedo and temperature responses.  
While proxy studies show a correlation between vegetation and orbit (e.g. Gonzalez-Samperiz 
et al., 2010), we are not aware of any records directly documenting cycles of orbitally-driven 
Arctic taiga-tundra feedback. This feedback has, however, been recognized in modeling studies 
that looked at snapshots outputs from several orbital configurations (Gallimore and Kutzbach, 
1996; Koenig et al., 2011) as well as transient experiments with models of intermediate 
complexity (Crucifix and Loutre, 2002; Claussen et al., 2006). For instance, Crucifix and Loutre 
(2002) observe a large high-latitude vegetation (and sea-ice) response to changes in insolation 
when modeling the transition out of the last interglacial period. In contrast to our results, 
precession was found to control most of their vegetation feedback. Differences in vegetation 
transition thresholds and the strength of the insolation forcing might be in part to blame for this 
discrepancy. Moreover, Horton et al. (2010) found the taiga-tundra feedback was essential for 
producing orbitally-driven ice-sheet retreat in simulations of Late Paleozoic glacial cycles. 
The cycles of obliquity and precession both affect seasonal temperatures. However, annual-
insolation-enhanced positive feedbacks of ocean heat flux, sea-ice coverage, and vegetation type 
work synergistically to amplify the temperature sensitivity to changes in the obliquity compared 
to precession. For all months, obliquity-forced changes in high-latitude insolation produce a 
larger temperature response than precession (see Appendix	   Figure	   2.1). Arguably the most 
important temperature sensitivity to insolation forcing for ice-sheet response is during the 
summer months. The regression in mean high-latitude North American June, July, August (JJA) 
surface temperature with MJJ insolation is 1.73 times steeper for obliquity than precession 
(Figure	  2.1), resulting in a similar range of summer temperatures despite a large difference in 
summer insolation amplitude. Even though summer insolation is the dominant factor for 
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determining perennial snow cover through seasonal melting in the high-latitudes of North 
America, annual-mean insolation intensifies the climate response to changes in obliquity. 
 
 
Figure 2.2: High-latitude temperature sensitivity to obliquity and precession 
a) The regression slope of MJJ insolation against JJA temperature (K/Wm-2) for obliquity minus 
precession over northern North America for the climate-only experiments. Stippling represents 
areas where linear regressions are not significant at the 95% confidence level. b) JJA temperature 
response to MJJ insolation forcing from obliquity and precession averaged over North America 
between 60-75°N for climate-only experiments. c) JJA temperature response to MJJ insolation 
forcing from obliquity and precession averaged over North America between 60-75°N for 
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climate-ice sheet experiments. In b) and c), each dot represents the AGCM averaged equilibrium 
output for a given orbital configuration. Here we choose a 1-month delay for the temperature 
response to incoming insolation because it has the best linear relationship. Using a 2-month 
delay produces a similar insolation/temperature relationship with obliquity still having much 
greater temperature sensitivity than precession. 
 
Studies have proposed that the greater latitudinal summer insolation gradient caused by the 
obliquity cycle enhances eddy fluxes, which leads to greater Arctic snowfall variability (e.g. 
Jackson and Broccoli, 2003; Lee and Poulsen, 2008). While the mid-latitudes eddy fluxes vary as 
a result of changes in insolation gradient, we find little difference in the NH high-latitude eddy 
heat and moisture flux between obliquity and precession (see Appendix	  Figure	  2.2). The small 
differences in transport that do exist do not reflect the high-latitude temperature sensitivity 
responses. Therefore, we do not believe transport significantly influences the climate sensitivity 
differences to orbital forcing we discuss here. Instead, local changes appear to control most of 
the climate response. Furthermore, moisture flux appears to be of secondary importance, as 
ablation, not snowfall, dictates the majority of the ice volume response in our model. 
2.4.2      Climate-ice sheet experiments 
We ran the same transient orbital configurations of obliquity and precession with the inclusion 
of an asynchronously coupled thermo-mechanical ice-sheet model. Results show that while high-
latitude summer insolation is the main mechanism controlling ice-sheet volume, the ice-sheet 
rate of change to variations in obliquity and precession are similar (Figure	  2.3), despite summer 
insolation changes due to precession being much larger. This is due to ocean heat flux, sea-ice, 
and vegetation feedbacks that enhance the temperature response to insolation forcing from 
obliquity (Figure	  2.1; 	   Figure	  2.2). The enhanced temperature range promotes ice growth and 
retreat. The similar growth and decay rate, combined with the longer cycle duration for obliquity 
(40 versus 20 kyr), results in a total ice-volume amplitude that is 42% larger for obliquity than 
precession (Figure	  2.3).  
To evaluate the influence of the different durations of obliquity and precession cycles on ice 
volume, we ran an additional experiment with a transient obliquity cycle scaled to 20 kyr. The 
percent difference in ice-volume range through a precession cycle is larger by only 22.5% 
(Figure	  2.4) even though the high-latitude summer insolation range is larger for precession by 
87%. The similar ice volume rate of change and ranges in Figure	   2.4 demonstrate that the 
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annual-mean insolation forcing of obliquity and resulting surface feedbacks are strong enough to 
cancel the nearly 2 times greater MJJ summer insolation forcing of precession. Additionally, the 
standardized duration experiment shows that the potential lesser damping of the 40 kyr obliquity 
forcing due to ice-sheet mass inertia and isostasy (vs. 20 kyr for precession) would be 
insufficient on their own to yield the greater obliquity response in Figure	   2.3. Without 
considering the surface feedbacks to the annual-mean insolation forcing from obliquity, 
traditional Milankovitch theory is unable to explain the relative amplitudes of ice sheet response 
in our model results. 
 
 
Figure 2.3: Ice volume responses to obliquity and precession 
a) Maximum ice-sheet extents simulated over the 40 kyr obliquity and 20 kyr precession cycles. 
b) Ice-volume rate of change (ma-1) and MJJ insolation forcing between 60-75°N (Wm-2) through 
a 40 kyr cycle of obliquity and a 20 kyr cycle of precession. Cycle lengths were standardized and 
aligned by peak summer insolation for comparison. c) Total North American ice-volume (m3) 
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from obliquity and precession orbital forcing over a 40 kyr period. Mean sea-level equivalent 
values (m2) relative to modern-day are also provided. 
 
In all climate-ice experiments, the ice volume cycles of growth and retreat are fairly 
symmetric. We note that the δ18O signal of the Early Pleistocene is also fairly symmetric; only 
after the mid-Pleistocene transition with the appearance of the 100 kyr cycle does asymmetry 
become significant. The near-symmetry of the modeled ice volume cycles is likely in part a 
response to the idealized nature of our experiments that include a large, fixed value of 
eccentricity and no greenhouse gas fluctuations. We do not expect the ice volume responses 
would maintain the same amount of symmetry if these additional factors were included in the 
model. 
 
	  
Figure 2.4: Ice volume responses to standardized orbital forcing 
a) The ice-volume rate of change (ma-1) and b) total North American ice volume (m3) for a 20 
kyr cycle of obliquity and a 20 kyr cycle of precession. 
 
2.5      Discussion and conclusion 
The results of this study show that positive surface feedbacks enhance the ice-volume 
response to the cycles of obliquity relative to precession. Our choice of orbital configurations 
further highlights the influence of obliquity on the climate system. Insolation forcing from 
precession changes significantly between cycles due to power modulation by eccentricity. Here 
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we use the largest eccentricity value of the Pleistocene, producing the maximum precession 
summer insolation amplitude. A precession cycle with similar summer insolation amplitude to 
these experiments occurs at most once every 100 kyr. Like the precession cycle, the obliquity 
cycle in these experiments represents the maximum range of the Pleistocene; however, the 
extreme orbital amplitude of obliquity is a smaller deviation from the average (47% difference) 
than the extreme orbital amplitude of eccentricity/precession (66% difference). 
In this study, we do not examine the ice-volume response to combined changes in precession, 
obliquity, and eccentricity. Nevertheless, assuming similar climate feedbacks to our current 
results, we would expect to find a strong obliquity signal when applying combined orbital 
forcing as well. The obliquity signal should appear continuously while the precession cycle will 
only have a significant influence on ice-volume when eccentricity is large (every ~100 kyr), 
reducing the signal frequency. Combined with the potential for melting offset by Antarctica from 
precession forcing (Raymo et al., 2006; Lee and Poulsen, 2009), the obliquity dominated δ18O 
record of the Early Pleistocene might not be difficult to replicate. However, without invoking a 
hemispheric offset we expect our current model configuration will produce a smaller, yet 
significant, precession ice volume signal, which is not found in the Early Pleistocene ice volume 
proxy records (Lisiecki and Raymo, 2007). Future work will examine the combined interactions 
between obliquity and precession to help quantify the synergistic interactions. 
Our model experiments reveal feedbacks that help explain the Early Pleistocene δ18O record; 
yet, the 100 kyr ice volume cycle of the Late Pleistocene remains an enigma. It is possible that 
the amplifying feedbacks associated with annual insolation are lost when considering the much 
larger ice-sheets of the Late Pleistocene. Simply covering a much greater area of the Arctic with 
ice could reduce the vegetation feedbacks. Likewise, the cooling effect of a large ice-sheet might 
push the permanent sea-ice extent below latitudes with a large annual-mean insolation signal 
from obliquity. In this case, the combined insolation forcing of precession and obliquity may be 
required to trigger ice-sheet retreat. Indeed, statistical analysis of δ18O indicates that both 
obliquity and precession forcings influence ice-sheet retreat during the Late Pleistocene 
(Huybers, 2011). 
The goal of this study was to investigate climate sensitivity to orbital configuration rather than 
simulate specific intervals of ice-volume change. However, it is worth noting that the ice sheets 
in our experiments are fairly small; over obliquity and precession cycles, the mean sea-level 
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equivalent change is 13.5 and 9.5 m (Figure	  2.3), significantly less than Early Pleistocene global 
sea-level change estimates of 60-80 m (Sosdian and Rosenthal, 2009). Much of this volume 
change is due to variations in the North American ice sheets, and our simulated ice sheets are 
much smaller than those at glacial maxima, even for the Early Pleistocene (Clark and Pollard, 
1998). This discrepancy is likely a combination of factors. First, there is a known warm bias in 
modern-day GENESIS AGCM climate simulations over Northern Canada (Herrington and 
Poulsen, 2011). Second, our idealized orbits do not capture the strongly reduced NH summer 
insolation produced by combinations of obliquity, precession, and eccentricity that lead to past 
glacial maxima. Thirdly, a lack of GHG fluctuations might contribute to the small ice-volume 
changes in our model (Abe-Ouchi et al., 2007). We plan to address the significance of more 
realistic climate variability in a future study. Regardless, we believe our results are robust even if 
the model under predicts the scales of the changes in ice-volume. 
Our findings support Milankovitch theory; of all insolation forcings, high-latitude summer 
insolation forcing has the strongest correlation with ice volume rate of change (r = -0.85 for 
obliquity and -0.89 for precession) (Figure	  2.3). Yet Milankovitch theory alone cannot explain 
the Early Pleistocene δ18O records or our model results. Surface feedbacks remedy these 
incongruities. The changes in high-latitude annual-mean insolation resulting from a transient 
obliquity orbit leads to significant modification in high-latitude ocean heat flux, sea-ice cover, 
and vegetation type, which work in concert to amplify the annual and seasonal climate sensitivity 
to changes in insolation. This causes the summer climate sensitivity to changes in insolation 
from obliquity to become magnified, producing a larger ice-sheet response than expected given 
the much smaller summer insolation amplitude than precession. These results highlight the 
significance of annual-mean insolation on the climate and help explain the strength of the 
obliquity signal found in δ18O proxies, particularly before the mid-Pleistocene transition. We 
demonstrate the amplification of surface feedbacks by obliquity with and without dynamic ice 
sheets and in a duration-standardized experiment. Our results offer a new explanation of the 
mechanisms related to the Early Pleistocene Milankovitch theory paradox and emphasize the 
importance of using complex models when investigating long-term changes in climate.  
2.6      Caveats 
The long-run time required for our transient orbital experiments makes use of a dynamic 
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ocean unfeasible. Instead, we apply a 50-m thermodynamic slab ocean that calculates ocean heat 
transport through linear diffusion based on the local temperature gradient and a latitude-
dependent diffusion coefficient (Thompson and Pollard, 1995a). This method of heat transport 
works well for paleoclimate simulations because a flux correction is not prescribed as in many 
other slab ocean models. The model also includes a dynamic-thermodynamic sea ice model with 
six layers. Previous studies show the slab ocean can fairly accurately replicate the modern 
climate (Thompson and Pollard, 1997) and the GENESIS GCM has been used extensively for 
paleoclimate simulations (e.g. DeConto and Pollard, 2003; Horton et al. 2007). We expect our 
model correctly captures the short-term ocean response to orbital changes, but we cannot address 
the longer-term changes such as those from the thermohaline circulation. Orbital sensitivity 
experiments using a dynamic ocean have found sea-ice results that are in agreement with the slab 
ocean response (Tuenter et al. 2004). Furthermore, dynamic ocean studies suggest that the fast 
acting sea-ice response controls the changes in the thermohaline circulation (e.g. Tuenter et al. 
2004; Poulsen and Zhou, 2013). Nevertheless, additional transient orbital studies using a 
dynamic ocean model are needed to assess the full impact of the ocean on the ice response. 
While we demonstrate the significance of surface feedbacks on climate response, we are 
unable to quantify the relative significance of the ocean, sea-ice, and vegetation feedbacks due to 
the large computational expense of a complete feedback analysis. To isolate the effects of the 
differences in vegetation response, we switch the equilibrium vegetation outputs of obliquity and 
precession for the climate-only experiments, and then rerun the snapshots to new equilibriums. 
We find that swapping vegetation decreases the temperature sensitivity difference to insolation 
forcing between obliquity and precession from 1.73 to 1.60 times. More significantly, the 
maximum high-latitude summer temperature response decreased by 0.35°C to obliquity and 
increase by 0.85°C to precession. The temperature responses are as expected; lower surface 
albedo, caused by a transition from tundra to boreal forest, allows great surface warming. 
Unfortunately, the same technique cannot be used to explore the ocean and sea-ice feedbacks 
because swapping ocean temperatures and sea-ice coverage compromises the energy balance of 
the system.  
As previously mentioned, other studies find surface feedbacks to be important climate 
response modifiers. For example, Horton et al. (2009) report the vegetation feedback is critical 
for ice sheet retreat in the Paleozoic. Furthermore, Claussen et al. (2009) observe sea-ice and 
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vegetation to be important for surface temperature with synergy between the feedbacks 
amplifying both responses. Recently, Erb et al. (2013) use the radiative kernel method to 
deconstruct the feedback responses in several orbital snapshot experiments. However, their study 
did not look at the feedbacks associated with vegetation and land-ice. We plan to perform a 
feedback analysis of “slow” climate responses in the future. Despite these limitations, our study 
is the first to examine the role of obliquity and precession using transient orbits with a complex 
Earth system model that includes dynamic land-ice.  
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2.8      Appendix A 
There is a greater difference in the moisture flux between obliquity and precession, mainly 
due to the transient eddy component (Appendix	   Figure	   2.2). Still, the differences are rather 
minimal, especially compared to the mid-latitude flux. It is possible that that greater moisture 
flux in response to precession during summer perihelion slows the rate of ice retreat. However, 
studies, including our own, suggest that ablation is more important than accumulation for 
determining ice sheet mass balance. 
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Appendix Figure 2.1: Temperature / insolation relationships 
The correlation between monthly temperature and monthly insolation with a 1-month lag for the 
temperature response. The negative correlation between obliquity insolation forcing and 
temperature in the winter months is due to the overpowering annual insolation signal. Also, the 
large temperature range in the spring and fall without a large change in insolation is due to ocean 
and vegetation feedbacks. 
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Appendix Figure 2.2: Heat transport through time 
The global annual-average northward heat (VT) and moisture (VQ) flux across 65°N separated 
into mean-meridional, stationary eddy, and transient eddy components. The total heat flux (S2a) 
response is almost identical for obliquity and precession. While there are some differences in the 
transient eddy heat flux (S2d), the variations are small and completely masked by the other heat 
flux transport terms.	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Chapter 3: How Obliquity Cycles Powered Early Pleistocene Global Ice-
Volume Variability 
3.1      Abstract 
Milankovitch theory proposes that the magnitude of high-latitude summer insolation dictates 
the continental ice-volume response by controlling summer snow melt, thus anticipating a 
substantial ice-volume contribution from the strong summer insolation signal of precession. Yet 
almost all of the early Pleistocene δ18O records’ signal strength resides at the frequency of 
obliquity. Here we explore this discrepancy using a climate-vegetation-ice sheet model to 
simulate climate-ice sheet response to transient orbits of varying obliquity and precession. 
Spectral analysis of our results shows that despite contributing significantly less to the summer 
insolation signal, almost 60 % of the ice-volume power exists at the frequency of obliquity due 
to a combination of albedo feedbacks, seasonal offsets, and orbital cycle duration differences. 
Including eccentricity modulation of the precession ice-volume component and assuming a small 
Antarctic ice response to orbital forcing produces a signal that agrees with the δ18O ice-volume 
proxy records. 
3.2      Introduction 
The most widely held theory for the relationship between ice-volume and insolation comes 
from the calculations of Milankovitch (1941), who proposed that high-latitude (HL) caloric 
summer half-year insolation determines the amount of snow cover that can survive summer melt 
and consequently, the amount of ice-sheet growth or retreat. Changes in both Earth’s obliquity 
and precession contribute significantly to the caloric summer half-year insolation forcing. 
Therefore, Milankovitch theory predicts that precession should produce a considerable ice-
volume signal, a prediction born out by climate models (e.g., Berger et al., 1999). However, the 
δ18O ice-volume proxy records do not show the same signal. Rather, little spectral power exists 
at the frequency of precession, with practically none of the signal strength in the early 
Pleistocene (EP) (2.588-0.781 Ma) (Figure	   3.1) (Lisiecki and Raymo, 2007). The surprising 
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dominance of the obliquity signal in opposition to Milankovitch theory has been coined the “41 
kyr problem” (Raymo and Nisancioglu, 2003). Multiple hypotheses have been proposed to 
remedy the discrepancies between traditional Milankovitch theory and the ice-volume proxy 
record (e.g., Clark and Pollard, 1998; Berger et al., 1999; Philander and Fedorov, 2003; Raymo 
and Nisancioglu, 2003; Loutre et al., 2004; Ravelo et al., 2004; Vettoretti and Peltier, 2004; 
Huybers and Wunsch, 2005; Lee and Poulsen, 2005; Huybers, 2006; Raymo et al., 2006; Lee and 
Poulsen, 2008; Tabor et al., 2014) but the contributions of these hypotheses to the ice-volume 
record have not been systematically explored with a model that includes both dynamic 
atmosphere and ice components. 
 
	  
Figure 3.1: The 41 kyr problem and the ice sheet responses to orbital forcing 
a) The power spectra of EP (2.588-0.781 Ma) detrended δ18O stack [Lisiecki and Raymo, 2005]. 
Almost all of the power is at the frequency of obliquity. b) Average standardized spectral power 
distribution of the ice-volume response to our four transient orbital configurations (OC1-OC4). 
The ice-volume response produces more power at the frequency of obliquity than precession. c) 
Plot of the 65°N June insolation spectral power distribution. Here we chose 65°N June insolation 
because it is a standard commonly associated with modeling studies of Milankovitch theory. 
Vertical dashed gray lines highlight the location of the obliquity and precession frequencies. d) 
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Simulated ice-volume (1015 m3) for our four transient orbital configurations (OC1-4). e) The 
minimum and maximum ice extents for OC1. Ice extents for OC2-OC4 are comparable. 
 
Here we use an Earth system model to investigate the role of orbital forcing on climate. In 
contrast to previous studies, which model the climate responses to orbital forcing without 
dynamic land-ice (e.g., Lee and Poulsen, 2008; Mantsis et al., 2011; Erb et al., 2013) or with 
only individual orbital parameters (e.g., Tabor et al., 2014), our simulations use a series of 
transient orbital configurations with dynamic land-ice and simultaneously varying obliquity and 
precession. This model setup allows us to explore the climate interactions produced by combined 
orbital forcings and use statistical time-series analysis to make direct comparisons between the 
modeled ice-volume cycles and proxy data. We find that the ice-volume signal is not entirely a 
direct response to summer insolation. Instead, climate feedbacks involving sea ice, vegetation, 
and clouds, seasonal offset of the insolation forcing from precession, and greater cycle duration 
of obliquity enhance the ice-volume response to obliquity relative to precession. Combined, 
these factors give obliquity about 60% of the ice-volume power. Though substantially muted, our 
experiments still produce a larger precession ice-volume response than recorded in Pleistocene 
δ18O records. In our discussion, we provide methods to resolve the remaining discrepancies 
between the modeled ice-volume signal and the δ18O records of the early Pleistocene. We 
quantitatively show that the ice-volume spectral power shifts to the obliquity cycle frequency 
when modulating the precession component by eccentricity or including a small amount of ice-
volume response from Antarctica. Our findings are an important step towards explaining the ice-
volume records of the early Pleistocene. 
3.3      Methods 
3.3.1      Earth system model  
We use a global climate-vegetation-ice model consisting of the GENESIS 3.0 GCM (Alder et 
al., 2011), the BIOME4 vegetation model (Kaplan et al., 2003), and the Pennsylvania State 
University (PSU) ice-sheet model (Pollard and DeConto, 2012). The GENESIS 3.0 GCM 
contains coupled atmosphere (AGCM) and land-surface (LSX) components. The AGCM is run 
at T31 horizontal resolution (~3.75°) with 18 vertical sigma levels, and the LSX model is run at 
2° horizontal resolution with a 50-m slab ocean that calculates ocean heat transport through 
linear diffusion based on local temperature gradient and a latitude-dependent diffusion 
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coefficient and dynamic sea-ice. GENESIS 3.0 is synchronously coupled with the BIOME4 
vegetation model. Ecosystem types are calculated annually from a combination of prescribed soil 
and atmospheric CO2, and monthly mean GCM averages of temperature, insolation, and 
precipitation. The PSU ice-sheet model is a 3D thermomechanical model; here its marine ice 
capability is suppressed so all dynamics are based on the shallow ice approximation. Further, we 
use an insolation/temperature melt scheme (ITM) (Pollard, 1980; van den Berg et al., 2008) in 
place of the commonly employed positive-degree-day (PDD) melt scheme. Robinson et al. 
(2010) find the ITM scheme produces a heightened ice-sheet sensitivity compared to the PDD 
scheme, which better represents ice-volume changes over long time scales. 
3.3.2      Experiment design 
We force the Earth system model with a series of four idealized, transient orbital 
configurations that represent the extremes of the Pleistocene (Berger and Loutre, 1991) to 
explore the interactions of obliquity and precession on climate and northern hemisphere (NH) 
ice-volume. For ease and efficiency, obliquity and precession vary through time as pure (simple, 
idealized) sinusoids with durations of 40 kyr and 20 kyr respectfully, approximations of the 
actual durations. The four orbital configurations (OC1-4) differ only in the timing of precession 
with respect to obliquity. From a fixed obliquity perspective, precession cycles are staggered by 
5 kyr (Appendix	   Table	   3.1). All experiments are initialized with modern continental 
configuration and land surface type including modern Greenland and Antarctica, and no other ice 
sheets. The dynamic ice-sheet domain includes Greenland and North America above 40°N. Due 
to computational costs, we use an asynchronous coupling technique to capture the responses of 
the Earth system to the transient orbits (e.g., Birchfield et al., 1981; Herrington and Poulsen, 
2012). We look at the climate response to orbital forcing both with (climate-ice) and without 
(climate-only) a dynamic ice-sheet. For experiments without dynamic ice, the ice-sheet model is 
not run, and land surface type and topography are held fixed at modern. Because EP GHG 
fluctuations are not well known, we use values representing the average of the last 400 kyr 
(CO2=230 ppmv, CH4=520 ppbv, N2O=250 ppbv) (Petit et al., 1999; Bender, 2002). See 
supporting material for additional experiment design details. 
3.4      Results 
3.4.1      Ice-volume spectral power 
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The ice-volume responses to our four transient orbital configurations produce mean-sea-level 
equivalent (MSLE) variations between 25 and 31 m (Figure	   3.1). Transient orbital forcing 
causes substantial variations in the areal extent of both the Laurentian and Cordilleran ice-sheets 
(Figure	  3.1). Spectral analysis of the transient ice-volume signals shows that, on average, there 
is more power at the frequency of obliquity (40 kyr-1) than precession (20 kyr-1) (Figure	  3.1). 
There is some minor variability in the power density distribution between the four transient 
orbital configurations, but the greatest signal strength is always at the frequency of obliquity 
(Appendix	  Figure	  3.1). In contrast, most of the spectral power of June 65°N insolation intensity, 
a commonly used metric for Milankovitch forcing in climate models, is at the frequency of 
precession (Figure	  3.1), which indicates this common Milankovitch metric is not a direct driver 
of ice-volume in our model. Like other modeling studies, our results also display too great of an 
ice-volume response to precession, which is absent in the ice-volume proxy records of the EP 
(Lisiecki and Raymo, 2005; Huybers, 2007) (Figure	  3.1). We propose several explanations for 
this discrepancy below.   
3.4.2      Climate signal decomposition 
The prominent ice-volume response at the obliquity frequency occurs through climate 
amplification of the insolation forcing. To better and more easily understand the climate 
responses to changes in orbital forcing, we decompose the climate responses of the climate-only 
experiments into contributions from obliquity and precession using a least-squares fitting 
procedure similar to that of Jackson and Broccoli (2003). The deviation of a given variable 
through time from its mean, Χ t , is expressed as: Χ t = A!ϕ! t + A! cos λ t − ϕ! + R(t). (1) 
where ϕ! is the deviation of obliquity from its mean, λ is the longitude of perihelion, and R is the 
residual that accounts for nonlinearity of the system. The fitting procedure finds the amplitude of 
response to obliquity Ao, the amplitude of response of precession Ap, and the phase angle of 
precession ϕp. Because eccentricity is constant, it is excluded from equation 1. 
The following analysis focuses on the North American (NA) HL (area between 55-75°N and 
57-165°W) responses of insolation, surface-absorbed shortwave radiation, and near-surface 
temperature because these variables are used to calculate ablation in the ice-sheet model 
(equation S1). Precipitation also contributes to the mass balance of the ice-sheets; however, our 
ice-volume responses are dominated by ablation, not accumulation, a finding mirrored in other 
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studies (e.g., DeConto et al., 2008; Tabor et al., 2014). Furthermore, precipitation responses to 
orbital changes are less linear than surface-absorbed shortwave radiation and near-surface 
temperature, which reduces the appropriateness of the least-squares fitting procedure. 
Conversely, the NA HL surface-absorbed shortwave radiation and near-surface temperature 
responses to insolation changes are quite linear in the summer months. The decomposed climate 
responses discussed below are spatially, temporally, and experiment-averaged signal 
decompositions from all four transient orbital configurations. We find that the climate responses 
are similar for all orbital configurations and therefore, Figure	  3.2 shows the outputs of OC1 for 
simplicity. Note, we focus on NA for our analysis because it is within the dynamic ice domain; 
however, similar responses are found throughout the NH HL. 
 
	  
Figure 3.2: Decomposition of high-latitude climate feedbacks to orbital forcing 
Spatial and temporal averages of NA HL (55-75°N, 57-165°W) June, July, August (JJA) signals 
from OC1 over an orbital cycle. The model responses (solid orange line) and least-squares 
reconstructions (dashed black line) are plotted on the primary y-axis. The contributions from 
obliquity (dashed blue line) and precession (solid blue line) are plotted on the secondary y-axis. 
a) The insolation forcing (Wm-2). b) The amount of surface-absorbed shortwave radiation (Wm-
2). c) The near-surface temperature (K) response. Obliquity contributes nearly twice as much to 
the NA HL summer variations in surface-absorbed shortwave radiation and near-surface 
temperature as it does to insolation forcing, which suggests internal amplification.  
 
3.4.3      Summer season feedbacks 
The total HL June, July, August (later referred to as summer) insolation variability is over 124 
Wm-2 (Figure	  3.2). By decomposing the summer insolation forcing into obliquity and precession 
components, we find that only 11 % of the variance is due to obliquity with the remaining 89 % 
attributable to precession. On the other hand, the variance of the 78 Wm-2 fluctuations in NA HL 
summer surface-absorbed radiation is split 36 % to 62 %, and the 10°C fluctuations in NA HL 
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summer near-surface temperature are split 24 % and 75 % between obliquity and precession, 
respectively (Figure	   3.2). While precession still controls the majority of the NA HL summer 
surface-absorbed shortwave radiation and near-surface temperature responses, obliquity 
contributes nearly twice what would be expected assuming a direct surface response to insolation 
forcing.  
The amplification of the surface responses to insolation forcing is mainly a result of albedo 
feedbacks that are significantly larger for obliquity than the incoming insolation would suggest. 
For instance, obliquity forcing accounts for 49 % of the NA HL summer planetary albedo 
variance. The planetary albedo signal is, in part, a result of variations in surface albedo, which 
oscillates by 0.14 during the summer months, with a 39 % to 57 % split in the variance between 
obliquity and precession, respectively. Changes in NH HL sea-ice fractional coverage, split 57 % 
to 38 % between obliquity and precession, and NA HL tundra/boreal forest exchange, split 38 % 
to 58 % between obliquity and precession cause much of the summer surface albedo variability. 
We focus on the summer response because of its significance to ice ablation, but the sea-ice 
contribution from obliquity is even larger in the spring and fall months. Furthermore, in the 
model, vegetation distributions do not vary seasonally, enhancing the obliquity response all year. 
In addition to their direct effects, the surface albedo feedbacks of sea-ice and vegetation also 
influence the amount of snow cover through melting and canopy masking, which further 
magnifies the surface albedo response. However, the snow cover fluctuations are less linear than 
sea-ice and vegetation and therefore, are difficult to decompose through least-squares fitting. 
These surface albedo feedbacks allow the surface to warm disproportionately relative to the 
insolation forcing, amplifying the obliquity signal relative to precession.  
The obliquity contribution to cloud albedo response is also larger than the insolation forcing 
with a 47 % to 46 % split in variance between obliquity and precession. The total cloud albedo 
changes over an orbital cycle are only 0.033 and are mainly a result of changes in stratus clouds. 
In these experiments cooler HL summer temperatures during periods of low summer insolation 
allow more snow and soil moisture to persist into the summer months. The surface moisture 
source, combined with a weak low-level lapse rate due to the cold surface, allows greater low-
level relative humidity and stratus cloud cover. In the summer, enhanced cloud cover reduces 
surface absorbed shortwave radiation and temperature, and provides a positive ice-volume 
feedback. As previously mentioned, the changes in cloud albedo are fairly small. 
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The amplified responses of sea-ice fraction and vegetation to obliquity relative to precession 
are a consequence of the annual-mean insolation changes due to obliquity. Latitudinal 
redistribution of annual-mean insolation due to changes in obliquity causes variations in ocean-
absorbed shortwave to be greater than those due to precession, resulting in more ocean heat 
release and a larger sea-ice response. Likewise, obliquity forced annual-mean insolation 
variations in the high latitudes produce a larger range of annual temperature and sunlight 
reaching the surface than precession, which boosts the range of net-primary productivity and 
allows for a greater vegetation transition between tundra and boreal forest. Other studies have 
also found important vegetation and sea-ice responses to orbital variations (e.g., Gallimore and 
Kutzbach, 1995; 1996; Tuenter et al., 2004; 2005; Claussen et al., 2006; Horton et al., 2010; 
Tabor et al., 2014); however, this research is the first to examine surface feedbacks under the 
combined effects of obliquity and precession with a complex Earth system model that includes 
dynamic land-ice. 
3.4.4      Precession seasonal insolation offset 
In addition to differences in summer insolation and climate response, obliquity and precession 
also contribute differently to insolation timing and duration. Even though precession dominates 
the summer insolation signal, precession produces no changes in annual-mean insolation. 
Conversely, obliquity does alter the latitudinal distribution of annual-mean insolation, especially 
in the HLs. The difference in mean-annual insolation between obliquity and precession works to 
amplify the climate influence of obliquity while dampening the influence of precession 
(Huybers, 2006). Using the least-squares signal decomposition, we illustrate the difference in 
insolation forcing from precession and obliquity by examining differences in NH HL insolation 
forcing between April and September (Appendix	   Figure	   3.2). When April insolation forcing 
from precession is anomalously large, September insolation forcing from precession is 
anomalously small, and vice versa. The difference in seasonal phasing of the precession 
insolation signal causes offset in the NA HL surface-absorbed shortwave (Appendix	  Figure	  3.2) 
and, to a lesser amount due to inertia of the system, near-surface temperature (Appendix	  Figure	  3.2) while the concurrent seasonal phasing of obliquity amplifies the response. These differences 
in seasonal forcing shorten the melt season for precession but lengthen it for obliquity.     
The amount of ablation that occurs during the spring and fall is small, about 5 % of the total 
climate-only HL NA land potential ablation (based on equation S1), which makes seasonal offset 
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of secondary importance in our experiments. However, our experimental design uses relatively 
low GHG concentrations. While not well constrained, the EP was potentially warmer than the 
mean climate produced by our model configuration. In a warmer world, the melt threshold is 
more easily reached, allowing a longer melt season that both enhances the seasonal cancellation 
effect from precession and melt of obliquity (Huybers and Tziperman, 2008). Therefore, our 
experiments represent a conservative estimate of the seasonal offset response to precession 
forcing. 
3.4.5      Cycle frequencies and nonequilibrium 
Even with surface amplification of obliquity signal and seasonal offset of precession forcing, 
the ablation response favors precession; however, the ice-volume response favors obliquity. 
Much of this remaining discrepancy is a consequence of the nonequilibrium response of the ice 
sheets to orbital forcing in combination with differences in cycle duration between obliquity and 
precession (Roe, 2006; Huybers and Tziperman, 2008). Our results show that ablation has a 
nearly linear control on ice-volume rate of change while ice-volume lags ablation and has no 
direct correlation (Appendix	   Figure	   3.3). Using these relationships, we can describe the 
magnitude of the ice-volume as a combination of obliquity and precession (Huybers and 
Tziperman, 2008): V = !!!! sin ω!t + !!!! sin ω!t . (2) 
where t is time, V is ice-volume, A! is the amplitude response to obliquity, ω! is the frequency 
of obliquity (40 kyr-1), A! is the amplitude response to precession, and ω! is the frequency of 
precession (20 kyr-1). Here we assume a 90° phase lag response of the ice sheets to forcing. 
Equation 2 demonstrates that the influence of obliquity on the ice-volume rate of change is 
relatively enhanced simply because the frequency of the obliquity cycle is half that of the 
precession cycle.  
We approximate relative magnitudes of Ao and Ap in our simulations to be 40 % and 58 % by 
calculating the HL NA land potential ablation (based on equation S1) contributions from 
obliquity and precession. Due to its lower frequency, we estimate that obliquity accounts for over 
58% of the ice-volume signal. The actual ice-volume responses to obliquity and precession are 
quite similar to this estimate (Figure	  3.1). 
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3.5      Discussion 
3.5.1      Orbital bias  
One cause for the overly large precession ice-volume signal in our model results is our choice 
of orbital configuration. In these experiments, the value of eccentricity is a larger deviation from 
the mean orbit (66 % difference) than the cycle of obliquity (47 % difference). To address this 
bias, we ran an additional experiment using the OC1 phasing of obliquity and precession with the 
Pleistocene average eccentricity (0.0285) and obliquity range (22.791-24.085). The total ice-
volume response decreases with a more moderate transient orbit (22 m vs. 31 m), and the 
resulting ice-volume spectral power distribution transfers signal strength to the obliquity 
frequency (73 %) compared to the default OC1 configuration (63 %) (Figure	  3.3). Nonetheless, 
the precession ice-volume signal strength remains larger than that observed in δ18O records of 
the EP (Lisiecki and Raymo, 2005; Huybers, 2007).  
 
	  
Figure 3.3: Comparison of ice-volume spectral power under different scenarios 
a) Ice-volume spectral power distribution from the high eccentricity and obliquity orbital 
configuration (OC1). b) Ice-volume spectral power distribution from the moderate eccentricity 
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and obliquity orbital configuration. A moderate orbit results in a weaker precession ice-volume 
signal, but the precession signal is still larger than the δ18O records of the EP. c) Ice-volume 
spectral power distribution that includes transient eccentricity modulation of the precession 
response shows a reduction in the precession power. d) Ice-volume spectral power distribution of 
the global ice-volume response that includes contributions from both hemispheres. The 
precession power is significantly reduced with only 15 m of MSLE fluctuations from Antarctica. 
e) The combination of transient eccentricity modulation and ice-volume fluctuations from 
Antarctica almost completely removes the precession signal, creating the “41 kyr world.” 
 
An additional bias in our orbital configuration is that eccentricity remains constant, giving 
precession a large insolation forcing every 20 kyr instead of every 100 kyr or 400 kyr. We 
approximate the effect of transient eccentricity on modeled ice-volume spectral power 
distribution by decomposing the ice-volume signals into obliquity and precession components, 
then temporally scaling the precession signal amplitude by the percent difference between the 
original eccentricity (0.056596) and a 100 kyr eccentricity cycle (0.000267-0.056596). 
Recombining the obliquity ice-volume component with the scaled precession ice-volume 
component produces an eccentricity-cycle modulated ice-volume signal. The resulting spectral 
power distribution amplifies the obliquity power from 63 % to 80 % and reduces the precession 
power to 10 % (Figure	  3.3). 
3.5.2      Ice-volume hemispheric offset 
Another consideration is that the δ18O ice-volume record is not completely driven by NH 
forcing (Raymo et al., 2006). Because insolation forcing from precession is out of phase between 
hemispheres and ocean δ18O proxies record global ice-volume, precession might have a 
significant influence on local ice-volume without producing a global δ18O signal. Raymo et al. 
(2006) show that changes in Antarctic ice-volume during the EP can cause the precession signal 
to vanish from the δ18O records. Given the already relatively small precession ice-volume signal 
strength in our model results, the precession signal also disappears with minimal variations in 
southern hemisphere (SH) ice-volume. If we assume that other EP ice sheets, including the 
Fennoscandian and Antarctic ice sheets, respond to orbital forcing in a similar manner to our NA 
ice sheets, we can scale our ice-volume signal to match the estimated EP MSLE variability of 
~70 m (Sosdian and Rosenthal, 2009). As an example, if we use the ice-volume signal from OC1 
to represent the NH ice-volume response and assume SH variations equivalent to 15 m MSLE in 
combination with ice δ18O compositions of -30 ‰ and -45 ‰ for NH and SH ice, respectively 
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(Raymo et al., 2006), the precession signal contribution to the global δ18O signal reduces to less 
than 10% with only 15 m of MSLE contribution from Antarctica (Figure	   3.3). Further, 
combining hemispheric offset with eccentricity modulation of the precession signal almost 
completely removes power at the frequency of precession (2 %) (Figure	   3.3). Note, here we 
posit that the Antarctic ice sheets respond to orbital forcing in the same manner as the modeled 
NA ice sheets; however, Antarctica response to orbital forcing is uncertain and might be more 
significantly influenced by changes in ocean currents than land-based ablation (e.g., Pollard and 
DeConto, 2009). Nevertheless, our results lend credibility to the hemispheric offset hypothesis 
given the relatively small amount of Antarctic ice melt required to remove most of the precession 
signal. Antarctic ice-volume variability of 15 m is reasonable since proxy evidence suggests an 
unstable East Antarctic ice-sheet (EAIS) during the Late Pliocene, with sea-level fluctuations of 
up to 10 m (Cook et al., 2013). 
3.5.3      GHG fluctuations 
Due to the lack of high-resolution atmospheric composition data available for the EP, we omit 
GHG fluctuations from our experiments. However, other modeling studies suggest a significant 
role for CO2 during the last deglaciation (Abe-Ouchi et al., 2007). Further, Ruddiman (2003, 
2006) shows that during the Late Pleistocene CO2 fluctuations were significantly larger at the 
frequency of obliquity than precession, and these 41 kyr fluctuations in CO2 acted nearly in-
phase with ice-volume, implying a positive feedback. If such a relationship existed during the 
EP, it would be yet another mechanism to enhance the 41 kyr ice-volume signal. Variations in 
CO2 could further reduce the amount of hemispheric offset required to produce the EP δ18O 
records. However, additional proxy and modeling data are required to discern the magnitude and 
time of EP CO2 variability. 
3.5.4      Response changes after the mid-Pleistocene transition 
Our simulations address the ice-volume record prior to the mid-Pleistocene transition (MPT), 
at which point ice-volume varies predominantly at a period of 100 kyrs. The change in the 
response to orbital forcing might be related to ice sheet extent. Summer insolation forcing from 
obliquity is strongest over the high-latitudes and reverses sign below ~45° latitude, while 
summer insolation forcing from precession remains uniform over much of the hemisphere. 
Therefore, once an ice sheet reaches lower latitudes, precession controls almost all insolation 
variability in the main ice sheet ablation zone. The simultaneous appearance of larger NA ice 
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sheets and a stronger eccentricity ice-volume response after the MPT might be a consequence of 
more extensive ice sheets requiring a greater magnitude, low-latitude forcing to retreat. 
Furthermore, a more extensive ice sheet would likely not be as susceptible to vegetation 
feedbacks, further reducing the influence of obliquity. This theory is somewhat dependent on an 
increasing areal extent of the ice sheets after the MPT. While some research proposes little 
change in the maximum ice sheet extent through the Pleistocene (e.g., Clark and Pollard, 1998), 
other proxies support a less extensive ice sheet during much of the EP (e.g., Balco and Rovey, 
2010).  
3.6      Conclusion 
Our results illustrate that no single factor completely explains the modeled ice-volume signal. 
Instead, amplification of the obliquity forcing by sea-ice, vegetation, and cloud feedbacks, 
seasonal offset of the precession forcing, and differences in cycle duration are necessary to 
understand the contributions of obliquity and precession to ice-volume response. These factors 
cause obliquity to have the dominate influence on ice sheet variability, in agreement with the 
Pleistocene δ18O records (Lisiecki and Raymo, 2005; Huybers, 2007). Furthermore, by including 
eccentricity modulation of the precession ice-volume signal and invoking a reasonably small 
amount of ice response from Antarctica, we are able to reduce the global ice-volume response to 
precession and produce a signal that compares favorably with the ice-volume proxy records of 
the EP. Based on these results, a possible hypothesis for the “40 kyr world” involves a 
marginally unstable Antarctic ice sheet during the EP, which dampens the precession 
contribution to the δ18O records, while albedo feedback amplifications allow obliquity to produce 
a strong signal throughout the Pleistocene. 
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3.8      Appendix B 
In our ice sheet experiments, we used an insolation/temperature melt scheme. The melt, M, is 
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calculated with the following equation: M = ∆t  (𝒯 1− α Q+ c+ 10T) (1000L!). (S1) 
where M is the melt in meters, ∆t is a day in seconds, α is the albedo, 𝒯 is the transmissivity of 
the atmosphere, T is the lowest atmospheric layer temperature in °C, Q is the daily insolation at 
the top of the atmosphere in W m-2, L! is the latent heat of melting in J kg-1, and c is a constant 
equal to -100 based on our modern day model experiments. Here α, 𝒯, Q,  and T, are taken from 
the daily GCM outputs.  
The asynchronous coupling technique that allows us to capture the transient climate response 
to long-term orbital changes involves running the GCM with a fixed orbital configuration for 25 
yr. The final 10 yr of the GCM integration are averaged and passed to the ice-sheet model to 
calculate surface mass balance. After forcing the ice-sheet model for 2.5 kyr with the GCM 
outputs, updated land surface type and topography data are fed back into the GCM along with an 
appropriately advanced orbital configuration (Pollard et al., 1990). Because orbits with large 
eccentricity alter seasonal duration, we use an angular calendar for all monthly and seasonal 
comparisons following Joussaume and Braconnot (1997). Each month in our angular calendar 
corresponds with 30° arc length of Earth’s orbit around the Sun. 
For the climate-ice experiments, we run two orbital cycles, equivalent to 80 kyr. The ice-
sheets require a cycle to equilibrate; therefore, the first cycle is removed from our analysis. We 
confirm that the ice-volume signals are producing consistent cycle responses by running the OC4 
orbital configuration for an additional orbital cycle (40 kyr) (Appendix	   Figure	   3.4) and find 
virtually no difference in the ice-volume response between the 40-80 kyr and 80-120 kyr cycles. 
Given consistent cycles, we combine several of the same ice-volume cycles together to calculate 
the ice-volume power spectra.  
No floating ice or grounding-line advance into water is allowed in the ice-sheet model. 
Because the Scandinavian ice sheet contains a large shelf component, we limit our ice domain to 
North America and Greenland. In order for ice to advance onto the continental shelf and over the 
Hudson Bay, we lower sea level by 275 m in this region in the ice-sheet model relative to 
modern day. Our artificial sea level reduction might be justified since there is no evidence that 
the Hudson Bay was below sea level during the Pliocene (Sohl et al., 2009). Additionally, due to 
the inability of the AGCM to capture valley ablation in Alaska (Marshall and Clarke, 1999), a 
6°C temperature bias correction is applied to the region when running the ice-sheet model to 
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prevent permanent ice build up. The temperature adjustment only applies to the ice sheet model 
component, not the GCM, and therefore, has no impact on the climate-only experiments. 
Furthermore, previous tests suggest that the temperature bias correction does not significantly 
change the pattern of our ice sheet response. 
 
	  
Appendix Figure 3.1: Ice-volume spectral power for all orbital configurations 
(a-d) Power spectra plots for orbital configurations OC1-4. While there is a bit of variability in 
frequency power distribution between orbital configurations, the obliquity frequency produces a 
	   49	  
stronger ice-volume signal than precession for all orbital configurations. Vertical dashed gray 
lines highlight the location of the obliquity and precession frequencies.   
 
	  
Appendix Figure 3.2: Decomposition of spring and fall climate to orbital forcing 
Spatial and temporal averages of NA HL (55-75°N, 57-165°W) April (solid lines) and 
September (dashed lines) signals are decomposed into obliquity (oranges lines) and precession 
(green lines) components to highlight the seasonal differences in insolation forcing and climate 
response. Plots show the differences in insolation forcing between obliquity and precession over 
40 kyr, equivalent to one obliquity cycle and two precession cycles. a) The insolation (W m-2) 
contributions from obliquity and precession for April and September. b) The surface-absorbed 
shortwave radiation (W m-2) contributions from obliquity and precession for April and 
September. c) The near-surface temperature (K) contributions from obliquity and precession for 
April and September. These plots show that the in-phase seasonal forcing of obliquity amplifies 
absorbed shortwave radiation and near-surface temperature responses while the out-of-phase 
seasonal precession forcing leads to some offset in the same responses. 
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Appendix Figure 3.3: The relationship between ice and ablation 
a) Ice-volume (m3) on the y axis is plotted against average NA HL (55-75°N, 57-165°W) 
potential ablation (m) over land from the climate-only experiments on the x axis. There is no 
correlation between ice-volume and ablation. b) Ice-volume change on the y axis is plotted 
against potential ablation (m) over land from the climate-only experiments on the x axis. There is 
a strong linear relationship between the change in ice-volume and NA HL ablation, suggesting 
the model ice-volume is mainly in response to changes in ablation. 
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Appendix Figure 3.4: Additional orbital cycle test 
OC2 was run for an additional orbital cycle to show that the differences in the ice-volume (m3) 
response between cycles are minimal. The ice-volume response over the first 40 kyr is nearly 
identical to the second 40 kyr and shows almost no difference in spectral power.  
 
 Starting Precession Starting Obliquity Eccentricity 
OC1 0° 23.3085° 0.056596 
OC2 90° 23.3085° 0.056596 
OC3 180° 23.3085° 0.056596 
OC4 270° 23.3085° 0.056596 
Appendix Table 3.1: Orbital configuration 
The starting values of precession, obliquity, and eccentricity for the four transient orbital 
configurations. The only difference between orbital configurations is the phasing of precession 
relative to obliquity. Obliquity ranges from 22.079 to 24.538°, precession includes 360° cycles 
representing the prograde angle from perihelion to NH Vernal Equinox, and eccentricity is held 
constant at 0.056596. Both the obliquity range and eccentricity represent the extremes of the 
Pleistocene. 
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Chapter 4: Simulating the Mid-Pleistocene Transition Through Regolith 
Removal 
4.1      Abstract 
Quaternary δ18O ice-volume proxy records show a transition from high frequency, small-
amplitude glacial cycles to low frequency, large-amplitude glacial cycles. This reorganization of 
the climate system, termed the mid-Pleistocene transition (MPT), is thought to reflect a change in 
land-ice response to orbital forcing, despite no significant change in orbital cycles during this 
period. One potential explanation for the MPT proposes that gradual erosion of high-latitude 
northern hemisphere regolith by multiple cycles of glaciation caused a transition in ice sheet 
response to external forcing. Here, we explore this “regolith hypothesis” using a complex Earth 
system model. We show that simulating a transition from deformable sediment to crystalline 
bedrock produces an evolution in ice-volume response similar to proxy reconstructions of the 
MPT. The simulated change in ice-volume response is due to a combination of climate and ice-
flow changes, with crystalline bedrock producing thicker, colder ice sheets that accumulate more 
snowfall and have a smaller ablation zone. Further, experiments that include transient 
eccentricity-amplifying CO2 forcing show only small differences in ice response compared to 
those with orbital forcing only, suggesting that cycles of CO2 were not the primary cause of the 
MPT. 
4.2      Introduction 
The MPT (1.2 to 0.7 Ma) (Clark et al., 2006) represents a change in Earth’s climate state from 
one characterized by 41 kyr glacial cycles with ~70 m sea-level amplitude to one dominated 
by100 kyr glacial cycles with ~120 m sea-level amplitude (e.g. Elderfield et al., 2012). In this 
way, the MPT is one of the most dramatic climate transformations of the Quaternary (2.58 to 0 
Ma) and represents a fundamental change in the internal variability of the climate system (Pisias 
and Moore, 1981). The cause of the MPT is uncertain; reconstructions show minimal change in 
orbital forcing (Berger and Loutre, 1991) or glacial CO2 (~30 ppmv) (Hönisch et al., 2009) 
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across the interval. In the absence of an obvious direct forcing, numerous hypotheses have been 
proposed to explain the MPT including gradual cooling (e.g. Berger et al., 1999), sea-ice 
feedbacks (Tziperman and Gildor, 2003), climate phase-locking with orbital forcing (Rial et al., 
2013), and Antarctic ice sheet expansion (Elderfield et al., 2012).  
Here, we explore a hypothesis for the MPT that invokes removal of northern North American 
regolith (Clark et al., 2006; Clark and Pollard, 1998). In theory, chemical and physical 
weathering of bedrock through the Tertiary produced thick (up to 60 m) regolith on northern 
North America (Clark et al., 1999; Setterholm and Morey, 1995). With the onset of North 
American glaciation in early Pleistocene, this thick regolith provided a deformable substrate that 
reduced basal shear stresses and promoted thin, extensive ice sheets. As a result, early 
Pleistocene ice sheets were relatively thin and warm with large ablation zones, and therefore, 
retreated under moderate summer insolation forcing of obliquity. Over time, the erosion of the 
regolith and gradual exposure of crystalline bedrock by multiple cycles of ice advance and retreat 
resulted in greater basal shear stresses, which caused ice sheets to grow thicker. Greater 
insolation forcing, potentially produced by a combination of obliquity and eccentricity/precession,	  or	  some	  other	  internal	  feedback	  triggered	  by	  the	  larger	  ice	  sheets	  was	  then	  necessary	  to	  cause	  complete	  retreat	  of these thicker, colder ice sheets, resulting in 
~100 kyr period glacial cycles.  
A unique prediction of the regolith hypothesis is that early Pleistocene ice sheets were as 
aerially extensive as late Pleistocene ice sheets, despite large differences in ice-volume. In 
support of this prediction, several proxies show that early Pleistocene ice sheets were as 
extensive as late Pleistocene ice sheets (Boellstorf, 1978; Balco et al., 2005; Joyce et al., 1993; 
Roy et al., 2004) and a change in erosion from weathered soils to crystalline bedrock across the 
MPT (e.g. Andrews, 1993; Farrell et al., 1995; Peucker-Ehrenbrink and Blum, 1998; Roy et al., 
2004). While some evidence suggests that most of the regolith was stripped by the Laurentide ice 
sheet during early Pleistocene glacial advances (Balco and Rovey, 2010; Refsnider and Miller, 
2013), temporal gaps and large age uncertainties leave poor constraints on the timing of regolith 
export with respect to the MPT. Finally, both δ13C (Raymo et al., 2004; Clark et al., 2006; 
Lawrence et al., 2010; Lisiecki, 2014) and εNd (Pena and Goldstein, 2014) records suggest 
Atlantic circulation changes occurred across the MPT such as greater glacial shoaling of northern 
component water, increased 2300-4010 m southern component water, and reduction of the 
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obliquity signal in 2300-4010 m water. The cause of these circulation shifts cannot be directly 
determined from the data; however, increased ice sheet size resulting from a reduction in regolith 
provides a possible North Atlantic source for many of the changes in overturning. 
Previous modeling studies show basal sliding plays an important role in the cyclic response of 
ice-volume to orbital forcing (Clark and Pollard, 1998; Ganopolski and Calov, 2011). However, 
those studies used simplified models that were unable to capture the details of mid- and high-
latitude climate dynamics, and thus, were unable to comprehensively examine the climate 
mechanisms responsible for changes in ice-volume response (See Model Comparison Section for 
additional discussion). Here, we examine the role of regolith on the ice sheet cycles of the 
Pleistocene using a complex Earth system model with dynamic atmosphere, vegetation, sea ice, 
and land-ice components.  
4.3      Methods 
4.3.1      Model and Coupling 
To explore the role of regolith in the MPT, we use the GENESIS GCM and land surface 
(LSX) model (Alder et al., 2011) coupled with the BIOME4 vegetation model (Kaplan et al., 
2003) and Pennsylvania State University (PSU) ice-sheet model (Pollard and DeConto, 2012a). 
The atmosphere GCM is run at T31 spectral resolution (~3.75°) with 18 vertical levels and the 
LSX model is run at 2°x2° resolution.  GENESIS includes a slab ocean that calculates diffusive 
heat transport as a function of latitude and temperature gradient, and contains a dynamic sea ice 
module. The GCM is synchronously coupled with the BIOME4 vegetation model. BIOME4 is an 
equilibrium vegetation model with plant functional types (PFTs) determined from boundary 
conditions of soil type and CO2, and GCM calculations of temperature, insolation, and 
precipitation. PFTs update annually from GCM outputs. The PSU ice-sheet model is a 
thermomechanical ice-sheet model based on the shallow ice approximation. Here, only the land-
ice component of the model is active and is run at 0.25°x0.5° resolution with 10 vertical levels. 
The ice domain is limited to North America and Greenland, and sea level is lowered over the 
Hudson Bay region to allow ice sheet expansion. Further, due to the inability of the AGCM to 
capture fine-scale valley ablation, a 6°C temperature bias correction is applied to Alaska in the 
ice-sheet model to prevent unrealistic ice build up (Marshall and Clarke, 1999; Tabor et al., 
2015). For this study, an insolation/temperature melt scheme (Pollard, 1980; van den Berg et al., 
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2008) is used in place of the commonly employed positive-degree-day melt scheme because it 
produces a more realistic ice-volume response over long time scales (Robinson et al., 2010, 
Tabor et al., 2014). 
Given the slow response time of the ice sheet model, synchronous coupling of all model 
components is computationally infeasible. Instead, an asynchronous coupling technique is used 
in which the GENESIS GCM and BIOME4 vegetation models are run with a fixed orbital and 
GHG configuration for 25 years. Then, the ice sheet model is forced for 2.5 kyr using 
climatology from the final 10 years of the GCM. The resulting ice sheet extents and topography 
with updated orbital conditions are fed into the GCM and run to a new equilibrium state. Due to 
the continuous nature of the orbital forcing and the rapid response time of the slab ocean, 15 
years of spin-up prior to the averaging period is sufficient to produce near equilibrium climate 
states. This method allows simulation of large-scale climate responses to orbital forcing with 
current computational limitations (Horton et al., 2010; Pollard et al., 1990).  
4.3.2      Experiment Design 
All experiments are initialized with preindustrial geography, topography, and land-surface 
types (Peltier, 2004). Orbital cycles are simulated using pure (simple, idealized) sinusoidal orbits 
of obliquity, precession, and eccentricity that represent the calculated cyclical ranges of the 
Pleistocene (Berger and Loutre, 1991) (Figure	   4.1). For regular, consistent orbital cycles and 
computational efficiency, eccentricity, obliquity, and precession are scaled to cycles of 80, 40, 
and 20 kyr, respectively. This orbital configuration produces two local maxima in high-latitude 
summer (JJA) insolation at 32.5 and 75 kyr (Figure	  4.1). The 32.5 kyr summer insolation peak is 
relatively moderate and is driven mainly by obliquity, whereas the 75 kyr peak is greater, 
produced by a combination of high obliquity and eccentricity. Experiments include two 
greenhouse gas (GHG) configurations, one with fixed GHG concentrations representative of an 
average of the last 400 kyr (CO2=230 ppmv, CH4=520 ppbv, N2O=250 ppbv) (Bender, 2002; 
Petit et al., 1999) and the other with a transient CO2 cycle. The transient CO2 forcing roughly 
mimics the saw-tooth CO2 pattern of the last glacial cycle (Petit et al., 1999), with a range from 
180 to 280 ppmv that is appropriately scaled to the idealized orbital configuration duration and 
acts to enhance ice-volume spectral power at the frequency of eccentricity because it cycles at 
the same 80 kyr period. The timing of peak CO2 in our model occurs several thousand years later 
than the insolation/CO2 relationship observed in newer high-resolution CO2 records (Landais et 
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al, 2013; Marcott et al, 2014). We discuss the implications of this timing in the Role of CO2 
Section. 
 
 
Figure 4.1: Experiment forcings and ice responses 
A) Schematic of external model forcings. Model forcings include 20 kyr cycles of precession, 40 
kyr cycles of obliquity, and 80 kyr cycles of eccentricity, each with ranges representing those of 
the Pleistocene (Berger and Loutre, 1991). Transient CO2 forcing roughly simulates the cycles 
and range of late Pleistocene reconstructions (Petit et al., 1999). B) High latitude average 
summer (JJA) insolation at 65°N through time. C) The ice volume (m3) and D) ice-area (m2) 
response to transient orbital and CO2 forcings. 
 
In the model, different regolith scenarios are simulated by changing the basal sliding 
coefficient. Basal sliding is calculated with a drag law: 𝜇! = ∁!   τ! !!!  τ!. (1) 
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where 𝜇! is basal sliding velocity, τ! is basal stress, and 𝑚 = 2. Implicitly, ∁! represents basal 
sedimentology and hydrology and is defined by: ∁!  = 1− 𝑟   ∁!"#$ + 𝑟  ∁(𝑥,𝑦) with 𝑟   = max  [0,min 1, !!!!! ]. (2) 
where ∁ 𝑥,𝑦  is the full sliding coefficient, ∁!"#$ is no sliding, and 𝑇! is the basal temperature 
relative to the pressure melting point. Here ∁ 𝑥,𝑦   = 10-7 m a-1 Pa-2 to represent a bed of 
deformable sediment and ∁ 𝑥,𝑦   = 10-11 m a-1 Pa-2 to represent crystalline bedrock. These values 
roughly correspond to the range of values found to be appropriate for simulating flow rates in 
Antarctica (Pollard and DeConto, 2012b). Four experiments are carried out that simulate the 
land-ice response to orbital forcing over either regolith (slippery-bed) or crystalline bedrock 
(sticky-bed), with either fixed or transient CO2. 
Each experiment is run for 160 kyr, equivalent to two complete orbital cycles of eccentricity. 
Tests show that after the first cycle, the ice sheet model reaches a transient equilibrium state with 
no significant trend in ice-volume between cycles (Appendix	   Figure	   4.1)(Tabor et al., 2015). 
For this reason, the first orbital cycle is not included in our analysis. Given the consistent 
response of subsequent ice-volume cycles, we append several of the same ice-volume cycle 
together to calculate the ice-volume power spectra. In addition, to account for seasonal changes 
due to eccentricity variability, an angular calendar is applied to all seasonal comparisons with 
each month corresponding to 30° arc length of Earth’s orbit around the Sun (Joussaume and 
Braconnot, 1997). 
4.4      Results 
4.4.1      Ice-Volume and Area 
With a sticky-bed, ice-area and volume grow from minima of 4.3*103 km2 and 5.65*106 km3 
under warm high-latitude summer conditions to maxima of 11.3*103 km2 and 18.89*106 km3 
when summer temperatures cool. The sticky-bed land-ice cycle has a mean sea level equivalent 
(MSLE) amplitude of 34 m. In comparison, the slippery-bed ice sheets increase from ice-area 
and volume minima of 3.4*103 km2 and 4.34*106 km3 to maxima of 10.2*103 km2 and 12.78*106 
km3, corresponding to 20 m MSLE variability. Ice-volume cycle amplitude increases by roughly 
70 % with a change from slippery to sticky bedding  (Figure	  4.1). This result is consistent with 
modeling and isotopic studies that show late Pleistocene (0.7 – 0 Ma) North American ice-
volume cycles had roughly 75 % greater amplitude than early Pleistocene (2.58 – 1.2 Ma) North 
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American ice-volume cycles (e.g. Bintanja and van de Wal, 2008). Further, visual comparison of 
the Lisiecki and Raymo (2005; hereafter LR04) stacked benthic foraminifera δ18O record against 
our simulated ice-volume record shows similarity between the 41 kyr cycles that characterize the 
early Pleistocene and the saw-tooth 100 kyr cycles that characterize the late Pleistocene (Lisiecki 
and Raymo, 2005) (Figure	  4.2). Both the LR04 δ18O records of the early Pleistocene and our 
slippery-bed experiment have somewhat symmetric, low amplitude cycles that follow the 
insolation forcing of obliquity, whereas the LR04 δ18O records of the late Pleistocene and our 
sticky-bed experiment are less symmetric with larger amplitudes and durations (Ashkenazy and 
Tziperman, 2004; Huybers, 2007; and Lisiecki and Raymo, 2007). 
 
	  
Figure 4.2: Comparison of select glacial cycles and simulated ice-volume 
A) Example δ18O variability from the early (1400 - 1280 ka)  and late Pleistocene (120 - 0 ka). 
B) Model ice-volume responses for the two basal sliding conditions. The sticky-bed produces an 
ice-volume response almost twice as large as the slippery-bed, similar to the early and late 
Pleistocene δ18O signals, respectively. Further, the sticky-bed does not completely retreat under 
moderate summer insolation forcing. Differences in durations between example δ18O cycles and 
simulated ice-volume cycles are due to a shortened duration of orbital cycles in our experiments. 
 
There is also agreement between our simulated ice-area and proxy reconstructions. Many 
proxy records indicate that ice sheets had similar extents during both the early and late 
Pleistocene (e.g. Balco et al., 2005; Joyce et al., 1993; Roy et al., 2004). In our simulations, the 
difference in maximum ice-area between slippery and sticky-beds is only ~10 % (Figure	  4.1), 
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with most of the difference coming from the Cordilleran ice sheet. The southern most extents of 
the Laurentide ice sheets are also quite similar (48.1 versus 46.9 °N) between simulations. While 
the relative changes in our ice-sheet simulations agree with proxy reconstructions, the absolute 
magnitudes of simulated ice-area and volume are smaller than proxy reconstructions suggest for 
North American ice-volume of the late Pleistocene (max amplitude of ~34 versus ~70 msle) 
(Bintanja and van de Wal, 2008). We discuss possible causes for this discrepancy in the 
Limitations and Justifications section. 
 
	  
Figure 4.3: Proxy and model ice-volume spectral power 
A) Early Pleistocene (EP) δ18O spectral power resides mainly at the frequency of obliquity. B) 
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Late Pleistocene (LP) δ18O spectral power resides mainly at 100 kyr-1 frequency. C) Slippery-bed 
ice-volume responses show most power at the frequency of obliquity. D) Sticky-bed ice-volume 
responses show an increase at the frequency of eccentricity, which is closer to the LR04 late 
Pleistocene δ18O record. Idealized CO2 cycles have a small effect on the distribution of spectral 
power. Gray dashed lines mark the frequencies of obliquity and eccentricity. 
 
4.4.2      Spectral Power 
Spectral analysis of the LR04 δ18O record over the early Pleistocene shows a dominant signal 
at the frequency of the obliquity cycles (Figure	  4.3). Our slippery-bed model results display a 
similar response, with 70 % of the ice-volume signal attributable to obliquity and only 0.6 % 
attributable to eccentricity (Figure	   4.3). The dominance of the obliquity signal arises from a 
combination of albedo feedbacks, seasonal offsets, and orbital cycle duration differences 
between obliquity and precession (for details see Tabor et al., 2015).  In contrast, the late 
Pleistocene interval of the LR04 δ18O record shows strong spectral power at the frequencies of 
both eccentricity and obliquity (Figure	  4.3). Likewise, a significant increase in spectral power at 
the frequency of the eccentricity cycle occurs when we reduce basal sliding in the ice sheet 
model (Figure	  4.3). Obliquity still controls the spectral range with 55 % of the spectral power 
but eccentricity now contributes 27 %. The redistribution of spectral power in our experiments 
due to changes in basal sliding are not as dramatic as the LR04 δ18O record; however, they show 
a similar shift. Further, the LR04 δ18O record represents an average of multiple records, over 
multiple orbital cycles and is not a direct measure of ice-volume (see Model/Proxy Discrepancies 
Section). 
4.4.3      Ice Dynamics 
The similarities in ice-area and differences in ice-volume between basal sliding experiments 
are partially due to differences in ice dynamics. In the slippery-bed experiment, low basal drag 
results in ice flow mainly by sliding over the substrate. In the sticky-bed experiment, greater 
basal drag reduces basal sliding and leads to ice flow by internal deformation. Basal sliding 
allows for faster flowing ice sheets than internal deformation alone (Clark and Pollard, 1998), which	   causes	   the	   slippery-­‐bed	   ice	   sheets	   to	   flow	   more	   quickly	   than	   the	   sticky-­‐bed	   ice	  sheets	  and	  results	  in	  a	  lower	  profile (Figure	  4.4).  
Basal flow relates to the fraction of the ice sheets frozen to the bed. Ice sheets frozen to the 
bed can only flow through internal deformation while ice sheets at the pressure melting point can 
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also flow by sliding over the substrate. In our experiments, greater portions of the slippery bed 
ice sheets are frozen to the bed due to a relatively lower pressure melting point, resulting from 
being thinner (Appendix	   Figure	   4.2). However, between bed configurations, the difference in 
frozen fraction is small while the difference in sliding rate is large.  
 
	  
Figure 4.4: Ice ablation and basal sliding during two local maxima in ice-volume 
A) Areas of ice accumulation and ablation (m a-1) and basal flow rates (m a-1) of the slippery-bed 
experiment at 27.5 kyr. B) Areas of ice accumulation and ablation (m a-1) and basal flow rates (m 
a-1) of the sticky-bed experiment at 27.5 kyr. C) and D) are the same as A) and B), respectively, 
except at 70 kyr. The slippery-bed ice sheets (A, C) show a larger ablation zone and faster flow 
than the sticky-bed ice sheets (B, D).  
 
The difference in ice flow rates between experiments helps produce differences in ice sheet 
sensitivity, with the slippery-bed ice sheets responding more rapidly and significantly to changes 
in insolation. In the slippery-bed experiment ice both flows and wastes rapidly. When the climate 
cools, the slippery-bed ice sheets quickly expand over regions favorable to ice accumulation in 
the high-latitudes of North America. As the climate warms, the low profile and continued rapid 
ice flow into the warm continental interior exacerbates ice sheet mass loss and retreat (Figure	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4.4). In contrast, the sticky-bed ice sheets responses are slower and less pronounced over most of 
the orbital cycle. During cold summers, the sticky-bed ice sheets grow thicker, creating a larger 
ice-volume to area ratio than the slippery-bed ice sheets. When the climate subsequently warms, 
the steeper profile and slow advance of the sticky-bed ice sheets dampen retreat. 
These differences in ice response between experiments are evident during the period of 
moderate high-latitude summer insolation. While both sticky and slippery-bed ice sheets retreat 
during this period, the slippery-bed ice sheets begin to retreat 2.5 kyr earlier (25 kyr versus 27.5 
kyr) and more rapidly (Figure	   4.1). By the time summer insolation decreases sufficiently to 
allow ice re-advance, the slippery-bed ice sheets have almost completely vanished with 90 % 
loss in ice-volume and 87 % loss in ice-area relative to the previous ice maximum. In contrast, 
sticky-bed ice sheets remain largely intact, experiencing only 55 % loss in ice-volume and 44 % 
loss in ice-area relative to the previous ice maximum. Complete retreat of the sticky-bed ice 
sheets only occurs with the more powerful high-latitude summer insolation starting at 70 kyr. 
4.4.4      Climate feedbacks 
 
	  
Figure 4.5: Summer surface temperature and low level winds over ice sheets 
Summer (JJA) surface temperature (°C) over the ice sheets and low level winds (m s-1) for the 
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slippery and sticky bed experiments during two local maxima in ice-volume (27.5 and 70 kyr). In 
general, the slippery bed ice sheets (A, C) are warmer than the sticky bed ice sheets (B, D), 
resulting in greater summer mass loss. 
 
The differences in ice-volume response between basal sliding experiments result, in part, from 
a combination of temperature, snowfall, and albedo feedbacks. Consistent with the regolith 
hypothesis, the higher drag substrate produces thicker ice sheets with greater elevation and 
steeper slopes. For instance, at maximum extent, the surface elevation of the sticky-bed 
Laurentide Ice Sheet (LIS) is, on average, 365 m higher than the slippery-bed LIS. Due to the  
 
	  
Figure 4.6: Summer snowfall and low level winds over ice sheets 
Summer (JJA) snowfall (mm day-1) over the ice sheets and low level winds (m s-1) for the 
slippery and sticky bed experiments during two local maxima in ice-volume (27.5 and 70 kyr). 
The slippery bed ice sheets (A, C) receive less snowfall on average in the summer months than 
the sticky bed ice sheets (B, D), resulting in less accumulation and lower albedo. 
 
temperature lapse-rate relationship, surface temperatures above the sticky-bed sheets are colder, 
making them more resistant to melting during warm summer orbital configurations (Figure	  4.5; Figure	  4.7). June, July, and August (summer) average surface temperature over the Laurentide 
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portion of the ice sheet is 2.2 °C colder in the sticky-bed experiment than the slippery-bed 
experiment during initial retreat at ~27.5 kyr. Only during more significant summer warming 
between 70-80 kyr do both the sticky and slippery-bed ice sheets reach a similar average summer 
surface temperature and the sticky bed ice sheets retreat rapidly to their minimum extents. In 
addition, the sticky-bed ice sheets have a steeper and higher ice edge than the slippery-bed ice 
sheets. Therefore, with increasing summer temperature and insolation, the area of ablation 
expands more readily over the slippery-bed ice sheets compared to the sticky-bed ice sheets 
(Figure	  4.4). 
The sticky-bed ice sheets also tend to have greater snowfall and higher albedo than the 
slippery-bed ice sheets (Figure	  4.6; Figure	  4.7; Appendix	  Figure	  4.3). This is a result of several 
feedbacks. First, less summer snowmelt occurs over the sticky-bed ice sheets than the slippery-
bed ice sheets due to colder surface temperatures, leading to a higher surface albedo, since snow 
has a higher albedo than bare ice. This is significant because surface absorbed insolation, in 
addition to temperature, contributes to ice melt. Increased moisture convergence and snowfall 
complement the more persistent snow cover of the sticky-bed ice sheets. Here, the greater slope 
at the ice edge allows  
 
	  
Figure 4.7: Comparison of the climate over the ice sheets through time 
Plotted are average surface temperatures and snowfall over the Laurentide ice sheets for slippery 
and sticky beds. In general, the sticky bed LIS has a lower temperature (A) and receives more 
snowfall (B) than the slippery bed ice sheet LIS during the summer. Gray dashed lines mark the 
beginning of major ice sheet retreat. 
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for somewhat greater condensation and snowfall from upslope winds in the sticky-bed 
experiments compared to the slippery-bed experiments (Figure	   4.6). This feedback acts to 
dampen net ablation. When ice-volume begins decreasing at 27.5 kyr, the sticky-bed LIS 
receives 39 % more summer snowfall on average than the slippery-bed LIS, allowing for 
comparatively less retreat. However, this difference in snowfall is reduced to 25 % at 70 kyr 
under the strong high-latitude summer warming from combined obliquity and 
eccentricity/precession, causing both basal configurations to experience complete melt-back. 
4.5      Discussion 
4.5.1      Role of CO2 
Our simulations that incorporate transient CO2 forcing suggest that CO2 variations are of 
secondary importance to basal sliding and orbital forcing in determining ice-volume cyclicity. 
The addition of an eccentricity-enhancing CO2 cycle (Figure	   4.1) leads to only moderate 
increases in maximum ice-volume amplitude of ~4 and 5 m MSLE for slippery-bed and sticky-
bed experiments (Figure	   4.1), and does not greatly change the spectral power of either the 
slippery or sticky-bed experiments with increases in the ratio of eccentricity-to-obliquity power 
of ~9 and ~22 %, respectively (Figure	  4.3). These model responses agree with other ice sheet 
modeling works that find CO2 forcing was less important than insolation forcing during the last 
glacial cycle (Abe-Ouchi et al., 2007) and in various CO2 sensitivity tests (Loutre and Berger, 
2000; Ganopolski and Calov, 2011; Abe-Ouchi et al., 2013). Further, our results align with a late 
Pliocene/early Pleistocene CO2 record that suggests CO2 varied with 100 kyr-1 frequency and 80-
100 ppmv amplitude in the late Pliocene to early Pleistocene (Martínez-Botí et al., 2015) while 
global ice-volume varied at both 100 kyr-1 and 41 kyr-1 frequencies in the late Pliocene to early 
Pleistocene (Lisiecki and Raymo, 2005). These differences in cyclicity imply that the 41 kyr 
glacial cycles of the early Pleistocene proceeded despite predominately 100 kyr cycles of CO2 
forcing, which our slippery-bed simulations support. Given the coarse temporal resolution of the 
Martínez-Botí et al. (2015) CO2 record and its limited overlap with the “41 kyr world” (Lisiecki 
& Raymo, 2007), we await additional CO2 reconstructions to confirm this finding.  
A slightly larger obliquity signal is possible under the potentially higher CO2 of the early 
Pleistocene because the longer melt season of a warmer climate both enhances the seasonal 
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cancellation effect from precession forcing and melt from obliquity forcing (Huybers and 
Tziperman, 2008). However, our experiments capture the dominant obliquity signal of the early 
Pleistocene with low basal sliding values, even under relatively low and eccentricity-amplifying 
transient CO2 forcing. Given the small changes in ice sheet response to large, transient CO2 
forcing, our results do not support the notion that a ~30 ppmv reduction in glacial CO2 across the 
mid-Pleistocene transition (Hönisch et al., 2009) dramatically changed the ice-volume response 
to orbital forcing. 
We note that our prescribed transient CO2 represents a simplification of reconstructed CO2 
forcing from the last few glacial cycles (e.g. Landais et al., 2013; Marcott et al., 2014). In 
contrast with proxy records, our peak CO2 concentration occurs 5 kyr later than peak insolation 
and aligns with our ice-volume cycles. Given the lesser impact of CO2 forcing compared to 
orbital forcing in our ice sheet response, we do not believe a few thousand year shift in the 
timing of our CO2 forcing will significantly change our results. A slightly earlier peak in CO2 
forcing would likely accelerate ice sheet retreat to its minimum extent, but not significantly 
change the ice-volume spectral power of the response. Still, this topic requires additional study. 
4.5.2      Model/Proxy Discrepancies 
As shown, the LR04 δ18O record of the late Pleistocene shows a dominant spectral peak at 
~100 kyr-1 frequency (Lisiecki and Raymo, 2005) (Figure	  4.3). However, analysis of individual 
glacial cycles from the LR04 δ18O record highlights significant temporal variability in ice-
volume spectral power at the frequencies of obliquity, precession, and eccentricity (e.g. Lisiecki 
and Raymo, 2007). In addition, δ18O values from foraminifera are a function of both seawater 
temperature and δ18O of local water, which is dependent on δ18O of the water source region and 
ice-volume. The relative partitioning of the benthic foraminifera δ18O signal between deep-water 
temperature and ice-volume fluctuated through the Pleistocene (e.g. Bintanja and van de Wal, 
2008; Elderfield et al., 2012; Rohling et al., 2014, Shakun et al., 2015). For instance, temperature 
and δ18O reconstructions from a record in the South Pacific show that late Pleistocene deep-sea 
temperature varied mainly at 100 kyr-1 frequency while δ18O varied significantly at both 100 and 
41 kyr-1 frequencies (Elderfield et al., 2012) (Appendix	  Figure	  4.4). Although not necessarily 
representative of the global signal, this example illustrates that the ice-volume cycles of the late 
Pleistocene behave differently than the deep ocean temperature cycles and might help reduce the 
discrepancy between our simulated late Pleistocene ice-volume signal and the LR04 δ18O record. 
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The strength of the obliquity ice-volume signal in our sticky-bed simulations might be related 
to the relatively small size of our simulated ice sheets, which do not reach the maximum extents 
indicated by glacial records. Obliquity cycles primarily affect high-latitude insolation while 
precession cycles affect insolation more uniformly over most latitudes. Therefore, summer 
insolation variability in the ablation zone of an ice sheet that reaches mid-latitudes is controlled 
almost exclusively by precession. Likewise, high latitude vegetation and sea ice feedbacks, 
which amplify the obliquity ice-volume response, will be muted if the LIS ice sheet extends far 
enough south and west (Tabor et al., 2014). Accordingly, if our ice sheets reached further south, 
we might expect a greater transferal of spectral power from obliquity to eccentricity. 
Some previous studies find large North American ice sheets trigger threshold responses that 
are important for producing the 100 kyr ice-volume cycles of the late Pleistocene by way of 
isostatic subsidence (Abe-Ouchi et al., 2013), dust deposition (Peltier and Marshall, 1995; 
Ganopolski and Calov, 2011), ice sheet calving into proglacial lakes/marine incursions (Pollard, 
1982), sea-ice cover that affects moisture supply (Gildor and Tziperman, 2001), or other non-
linear ice-sheet and climate-state responses (Raymo, 1997; Paillard, 1998). Here, we do not 
simulate dust or proglacial lakes, and ice calving occurs immediately when the ice sheets reach 
open ocean (see Methods). Therefore, we are unable to consider the potentially varying impact of 
these mechanisms with changes in ice sheet size. In our model, the isostatic response helps ice 
sheets retreat, but it affects both sticky and slippery-bed ice sheets. Further, it dampens the 
resistance of the sticky-bed ice sheets to orbital forcing and thus, reduces the strength of the 
eccentricity ice-volume signal. Finally, we do not find any shift in our climate state with the 
appearance of larger ice sheets. However,	  our	  modeled	  maximum	  ice	  volumes	  are	  relatively	  small	  compared	  to	  those	  of	  the	  Late	  Pleistocene.	  If	  our	  ice	  sheets	  grew	  larger,	  an	  additional	  mechanism	  might	  become	  important	  for	  triggering	  rapid	  destabilization	  of	  the	  ice	  sheets. 
4.5.3      Model Comparison  
Many of our results agree with the findings of Ganopolski and Calov (2011). In both studies, 
simulation of deformable sediment over North America produces thin, extensive ice-sheets with 
relatively less volume and little to no eccentricity ice-volume signal. Removal of regolith leads 
to thicker, more resistant ice sheets and the appearance of an eccentricity ice-volume signal in 
agreement with the regolith hypothesis (Clark et al., 2006). These similarities are encouraging, 
given the large differences in model components and configuration. Ganopolski and Calov 
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(2011) use CLIMBER-2, a statistical-dynamical model of intermediate complexity (Brovkin et 
al., 2002), with the ice sheet model SCOPOLIS (Greve, 1997) while we use the GENESIS GCM 
(Alder et al., 2011) with BIOME4 (Kaplan et al., 2003) and the PSU ice sheet model (Pollard 
and DeConto, 2012). Their configuration allows for the simulation of many long-term, transient 
experiments covering the last 800 kyr; our configuration allows exploration of synoptic-scale 
climate responses under more idealized orbital conditions. While model results agree, this study 
provides new insight into the climate mechanisms responsible for the change in ice-volume 
response due to the removal of regolith. 
There are also several noteworthy differences between works. Arguably most important is the 
difference in ice-volume spectral response between models. In this study, a slippery-bed 
produces an ice-volume response with almost all of the spectral power at the frequency of 
obliquity (Figure	  4.3) while in Ganopolski and Calov, (2011), a slippery-bed appears to produce 
slightly more spectral power at the frequency of precession than obliquity (see Figure 3f in 
Ganopolski and Calov, 2011). In contrast, Ganopolski and Calov (2011) simulate a large North 
American ice sheet with greatest ice-volume variability at the frequency of eccentricity under 
late Pleistocene conditions (see Figure	   4.3 in Ganopolski and Calov, 2011). Here, the 
eccentricity ice-volume signal strengthens, but is less pronounced relative to Ganopolski and 
Calov (2011), when we increase basal drag (Figure	   4.3). These differences in ice-volume 
response likely stem, in large part, from differences in the climate forcing between studies and 
inclusion of a powerful dust feedback in Ganopolski and Calov (2011). 
4.5.4      Limitations and Justifications  
Our model configuration is the most complex yet to explore removal of regolith as a 
mechanism for the MPT. However, there remain several limitations to our model configuration. 
In our model, ice sheets calve immediately upon reaching the ocean, preventing ice buttressing 
(e.g. Gagliardini et al., 2010), and might be partly responsible for our relatively small ice-volume 
cycle amplitudes. Further, the model does not simulate ice sheet instability due to retreat over 
retrograde bedding for marine-based portions (Schoof, 2007a). We note, however, that retreat of 
the LIS occurs from the western and southern edges and therefore, omission of retrograde 
instability is unlikely to significantly alter the simulated retreat. 
Previous proxy (e.g. Lisiecki et al., 2008) and model (e.g. Tuenter et al., 2005) based studies 
find evidence for different ocean overturning responses to changes in obliquity and precession. 
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Unfortunately, computational limits prevent implementation of a dynamic ocean here. Our slab 
ocean calculates ocean heat transport through linear diffusion based on the local temperature 
gradient and a latitude-dependent diffusion coefficient (Thompson and Pollard, 1995a), which 
does not strictly prescribe heat transport unlike many slab ocean models. While this gives us 
confidence that the model captures the basic ocean responses to orbital change, we cannot 
comment on the role of changes in ocean overturning; we leave these topics to future 
investigation. 
Due to computational limitations, our experimental design only applies a single orbital 
configuration. The possibility exists for different orbital configurations to change the ice-volume 
spectral power distribution, especially given our choice of a large amplitude eccentricity cycle. 
While our previous research shows little variability in ice-volume magnitude and spectral power 
under different combinations of large amplitude obliquity and precession/eccentricity forcing 
(Tabor et al, 2015), those experiments did not vary eccentricity. Through observations and model 
sensitivity tests, studies find that eccentricity modulation of precession forcing contributes 
significantly to the 100 kyr ice-volume signal (e.g. Raymo, 1997; Ganopolski and Calov, 2011; 
Abe-Ouchi et al., 2013). Therefore, the relative timing of obliquity, precession, and eccentricity 
might affect our ice-volume signal strength. Still, we suspect that the roughly every 100 kyr peak 
in high-latitude summer insolation due to the eccentricity modulation of precession should 
produce a saw-tooth ice-volume cycle characteristic of the late Pleistocene as long as the ice 
sheets are thick enough to resist collapse from moderate high-latitude summer insolation 
maxima.  
Asynchronous coupling between the GCM and ice sheet models can potentially alter positive 
ice-climate feedbacks such as circulation and ice-albedo (Herrington and Poulsen, 2012). While 
we do not find large discontinuities in ice-area between iterations and use an asynchronous 
coupling period known to accurately capture the ice-volume response to climate forcing (Pollard 
et al., 1990), the simulated feedbacks still might not be as large as those in a synchronously 
coupled system (Herrington and Poulsen, 2012). Also, our chosen orbital cycles are shorter than 
reality, especially that of eccentricity, and might be partly responsible for the dampened ice-
volume response. 
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4.6      Conclusions 
We use a complex Earth system model to demonstrate that removal of high-latitude Northern 
Hemisphere regolith can explain the initiation of 100 kyr ice-age cycles at the MPT. Experiments 
that simulate a regolith substrate produce North American ice sheets that mainly follow the 
cycles of obliquity, while experiments that simulate a crystalline bedrock substrate produce ice 
sheets that only completely retreat from the combined high summer insolation of obliquity and 
precession/eccentricity, which results in a strong ice-volume signal at the frequency of 
eccentricity. The difference in ice-volume cycles between bed types results from a combination 
of changes in ice sheet flow and climate. Simulations representing a crystalline bedrock substrate 
have greater average ice sheet elevation than those with a regolith substrate due to greater basal 
drag. These thicker ice sheets have colder surface temperatures, receive more snowfall, and have 
a smaller ablation zone, and therefore, require greater insolation forcing to completely retreat. 
Further, experiments with transient CO2 forcing cause only minor changes in ice-volume 
response, suggesting that CO2 played a secondary role in the MPT. 
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4.8      Appendix C 
	  
Appendix Figure 4.1: Additional orbital cycle test 
Ice-volume (m3) response to an additional orbital cycle with the sticky-bed model configuration. 
The ice-volume response between 80-160 kyr is nearly identical to the ice-volume response 
between 160-240 kyr, suggesting the ice sheets are in a cyclic equilibrium state after a spin up 
cycle. 	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Appendix Figure 4.2: Ice bed frozen fraction during two local maxima in ice-volume 
A) Areas of bed at pressure melting point of the slippery-bed experiment at 27.5 kyr. B) Areas of 
bed at pressure melting point of the sticky-bed experiment at 27.5 kyr. C) and D) are the same as 
A) and B), respectively, except at 70 kyr. The slippery-bed ice sheets (A, C) show a larger area 
frozen to the bed than the sticky-bed ice sheets (B, D) due to relatively less mass, which keeps 
the pressure melting point low. However, the areas of the slippery-bed ice sheets that are not 
frozen to the bed move much more rapidly than the areas of sticky-bed ice sheets at their 
pressure melting point. 	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Appendix Figure 4.3: Summer surface albedo over ice sheets 
Summer (JJA) surface albedo over the ice sheets for the slippery and sticky bed experiments 
during two local maxima in ice-volume (27.5 and 70 kyr). On average, the slippery bed ice 
sheets (A, C) have a lower albedo in the summer months than the sticky bed ice sheets (B, D) 
due to a combination of colder temperatures and greater snow cover. 	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Appendix Figure 4.4: Ocean oxygen isotopic signal versus Mg/Ca temperature signal 
Wavelet comparison of late Pleistocene deep-sea temperature and δ18O from a single sediment 
core in the South Pacific (Elderfield et al., 2012). A) Wavelet analysis of standardized Mg/Ca 
values. The strongest signal is at the 100 kyr-1 frequency of eccentricity. B) Wavelet analysis of 
standardized δ18O values. Strong, statistically significant signals are present at both 100 kyr-1 and 
41 kyr-1 frequencies, indicating significant variability due to both eccentricity and obliquity. 
Dotted regions represent 95 % confidence and hatching represents the cone of influence.  	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Chapter 5: The Contributions of Paleogeography and CO2 to Late Cretaceous 
Cooling 
5.1      Abstract 
Proxy temperature reconstructions indicate a dramatic cooling from the Cenomanian to 
Maastrichtian. Yet the spatial extent of and mechanisms responsible for this cooling remain 
uncertain given simultaneous tectonic and greenhouse gas changes through the Late Cretaceous. 
Here, we compare several climate simulations using two different Earth System models with a 
compilation of marine proxy sea-surface temperatures from the Cenomanian and Maastrichtian 
to better understand Late Cretaceous climate change. Surface temperature responses are 
generally consistent between models and allow us to separately assess the climate effects of 
geography and CO2 in the Late Cretaceous. The comparison of proxies and models confirm that 
Late Cretaceous cooling was a widespread phenomenon and likely due to a reduction in GHG 
concentrations in excess of a halving of CO2, not changes in geography. Nevertheless, model 
simulations demonstrate that plate migration through the Late Cretaceous caused large regional 
temperature changes, which must be considered when interpreting long-term temperature trends. 
5.2      Introduction 
Across the Late Cretaceous (101-66 Ma), proxy temperature reconstructions suggest a cooling 
trend from the Cenomanian/Turonian Thermal Maximum (e.g.	  Huber et al., 2002; Friedrich et 
al., 2012; Linnert et al., 2014) to the Maastrichtian, with the possible appearance of significant 
polar land-ice (Miller et al., 2005). This cooling occurred in concert with large-scale tectonic 
changes such as restriction of the Arctic ocean and expansion of the Atlantic ocean (e.g. Sewall 
et al., 2007), a reduction in atmospheric CO2 (e.g. Berner and Kothavala, 2001; Wang et al., 
2014) and the radiation of angiosperms (e.g. Boyce et al., 2009), which make determining the 
cause of Late Cretaceous climatic change difficult. A dearth of long-term temperature records 
(Linnert et al., 2014) and climate simulations spanning the Late Cretaceous (Donnadieu et al., 
2006) exacerbate the problem.  
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To investigate the mechanisms responsible for the Late Cretaceous cooling, we compare 
several Earth System model simulations with a compilation of marine sea-surface temperature 
(SST) proxy records from the Cenomanian and Maastrichtian. Model simulations allow us to 
separate the Late Cretaceous temperature responses due to changes in geography from responses 
due to reduction in CO2. These simulations, in combination with the SST proxy compilation, 
provide additional insight into the extent, magnitude, and mechanisms responsible for the Late 
Cretaceous cooling. Although tectonic changes lead to significant regional temperature responses 
across the Late Cretaceous, we show that the cooling was likely a global response to a reduction 
in CO2. 
5.3      Methods 
5.3.1      Climate simulations 	  
Experiment Age (Ma) 
Solar 
Constant 
(Wm-2) 
CO2 
(ppmv) 
Global 
MAT (°C) 
EQ Temp: 
5°S-5°N  (°C) 
N Pole Temp: 
85°-90°N  (°C) 
CEN 4x CO2: CESM 96.4 1353.9 1120 22.80 30.76 -10.94 
CEN 4x CO2: 
HadCM3L 96.4 1353.9 1120 22.18 31.69 -12.17 
MAA 4x CO2: CESM 68.2 1357.18 1120 22.92 31.93 -9.93 
MAA 4x CO2: 
HadCM3L 68.2 1357.18 1120 22.34 32.52 -8.00 
MAA 2x CO2: CESM 68.2 1357.18 560 19.82 29.51 -23.31 
MAA 2x CO2: 
HadCM3L 68.2 1357.18 560 19.02 29.29 -18.09 
Table 5.1: Model configurations and statistics 
All reported temperatures are mean annual surface temperatures. 
 
 We use the Community Earth System Model (CESM) and the Hadley Centre Model 
(HadCM3L) with identical paleogeographies, greenhouse gas levels (GHG), total solar irradiance 
(TSI), and orbital configurations. Both models contain dynamic atmosphere, ocean, sea ice, land 
surface, and vegetation components. Here, CESM has a 1.9x2.5° atmosphere/land-surface grid 
and ~1° ocean/sea-ice grid, and HadCM3L has a 2.5x3.75° grid for all model components. These 
models have been previously used for paleoclimate simulations (e.g. Rosenbloom et al., 2013; 
Lunt et al., 2010; Feng and Poulsen, 2014). Paleogeographic	  maps	  come	  from	  0.5°	  Getech	  Plc	  reconstructions,	  based	  on	  the	  methods	  of	  Markwick	  and	  Valdes	  ((2004)),	  and	  contain	  both	  
	   86	  
detailed	   topography	   and	   bathymetry.	   In	   this	   study,	   we	   focus	   on	   paleogeographic	  reconstructions	  of	  the	  Cenomanian	  (100.5-­‐93.9	  Ma)	  and	  Maastrichtian	  (72.1-­‐66.0	  Ma),	  end-­‐member	  ages	  of	  the	  Late	  Cretaceous	  (Figure	  5.1).	  All	  experiments	  use	  age	  appropriate	  TSI	  (Gough,	  1981)	  with	  a	  present-­‐day	  orbital	  configuration	  (Table	  5.1).	  CO2	  concentrations	  	  are	  	  	  
	  
Figure 5.1: Late Cretaceous paleogeography 
Getech Plc Cenomanian and Maastrichtian paleogeography with marine proxy locations. 
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set	   to	  either	  4x	  or	  2x	  preindustrial	   (1120	  or	  560	  ppm),	   roughly	   representative	  of	  proxy-­‐reconstructed	  averages	  for	  the	  mid-­‐to-­‐late	  Cretaceous	  (Wang	  et	  al.,	  2014).	  Here	  we	  assume	  modern	  cloud	  microphysical	  properties	  and	  atmospheric	  mass,	   though	  prior	  studies	  have	  shown	  these	  may	  affect	  the	  surface	  energy	  balance	  (Kump	  and	  Pollard,	  2008;	  Poulsen	  et	  al.,	  2015). 
We run all CESM simulations for 1500 years and all HadCM3L simulations for 1422 years, 
long enough for the upper ocean (100 m) and atmosphere to reach near-equilibrium. All results 
are climatologies from the final 30-years of the model runs. Below we explore three model 
configurations with both CESM and HadCM3L: a 4x CO2 Cenomanian case, a 4x CO2 
Maastrichtian case, and a 2x CO2 Maastrichtian case. See supplemental information for 
additional model configuration and spin-up details.	  	  
5.3.2      Proxy records 
Marine SST proxy reconstructions come from a combination of planktonic foraminifera 
(Schönfeld et al., 1991; D'Hondt and Lindinger, 1994; Sellwood et al., 1994; Huber and Hodell, 
1995; Li and Keller, 1998; Li and Keller, 1999; Norris and Wilson, 1998; Price et al., 1998; 
Barrera and Savin, 1999; Clarke and Jenkyns, 1999; Frank and Arthur, 1999; Pearson et al., 
2001; Price and Hart, 2002; Huber et al., 2002; Norris et al., 2002; Abramovich et al., 2003; 
Gustafsson et al., 2003; Maestas et al., 2003; Friedrich et al., 2004; Macleod et al., 2005; Bice et 
al., 2006; Zakharov et al., 2006; Moriya et al., 2007; Friedrich et al., 2008; Friedrich et al., 2009; 
Ando et al., 2009), fish tooth enamel (Kolodny and Raab, 1988; Kolodny and Luz, 1991; 
Lécuyer et al., 1993; Pucéat et al., 2003; Pucéat et al., 2007; Ounis et al., 2008), shells of 
mollusks, bivalves, brachiopods, and belemnite rosta (Pirrie and Marshall, 1990; Ditchfield et al., 
1994; Wilson and Opdyke, 1996; Carpenter et al., 2003; Voigt et al., 2003; Voigt et al., 2004; 
Steuber et al., 2005; Zakharov et al., 2006; El-Shazly et al., 2011; Henderson and Price, 2012; 
Price et al., 2012), and TEX86 (Schouten et al., 2003; Jenkyns et al., 2004; Forster et al., 2007a; 
Forster et al., 2007b; Damste et al., 2010; Alsenz et al., 2013; Vellekoop et al., 2014; Linnert et 
al., 2014) (Error! Reference source not found.). Proxy values used here represent data 
averages of studies from the Cenomanian and Maastrichtian based on published ages, with 
averaging done over the entire age and for nearby sample locations from a single study and 
technique. To allow for a more direct comparison, we use several standard SST calibrations that 
come from the works of Erez and Luz (1983) for foraminifera, Anderson and Arthur (1983) for 
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shells, Lécuyer et al. (2013) for fish tooth enamel, and Kim et al. (2010) for TEX86. Here, we 
only provide analytical and/or calibration uncertainties (Grossman and Ku, 1986; Crowley and 
Zachos, 2000; Kim et al., 2010; Lécuyer et al., 2013); therefore, our compilation represents a 
minimum estimate of proxy range over an age. To correct seawater δ18O (δ18Osw) for regional 
variability, we use model period-specific zonal mean salinity (Poulsen et al., 1999) (Appendix	  Figure	  5.1) with the relationship of Broecker (1989) and assume a mean δ18Osw of -1‰ Vienna 
Mean Standard Ocean Water (VSMOW) (Shackleton and Kennett, 1975). See supplement 
materials for additional details on proxy data collection, averaging, and calibration.  
	  
Figure 5.2: Late Cretaceous mean annual surface temperatures 
Comparison of CESM and HadCM3L outputs highlight the similarities in surface temperature 
patterns over most of the global. Polar amplification of the global cooling response to a reduction 
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in CO2 during the Maastrichtian is clearly visible in both models, particular in the Arctic. 
 
5.4      Results 
Both models produce similar global average surface temperatures (Error! Reference source 
not found.). CESM is  warmer than HadCM3L by 0.67°C, mainly due to slightly higher SSTs in 
CESM than HadCM3L. The largest difference occurs in the high-latitudes of the South Pacific 
where CESM SSTs are up to 10°C warmer due to greater ocean heat transport into the region and 
less cloud cover (Figure	   5.2, Appendix	   Figure	   5.3). In contrast, CESM land-surface 
temperatures (LST) tend to be cooler than HadCM3L. Much of this difference stems from model 
vegetation. In mid-to-high latitudes, less dense vegetation in CESM reduces canopy masking of 
snow-cover and raises surface albedo (Appendix	  Figure	  5.4). Despite these general differences, 
both models agree on the sign and magnitude of surface temperature change with changes in 
paleogeography and CO2, particularly in the low to mid-latitudes where proxy density is greatest 
(Figure	  5.2, Appendix	  Figure	  5.2). 
5.4.1      Response to paleogeography 
In contrast to a previous Cretaceous modeling study on the role of paleogeography 
(Donnadieu et al., 2006), we do not find a large global surface temperature response in either 
model considered here. In fact, changes in geography and TSI from the Cenomanian to 
Maastrichtian lead to only 0.14°C of warming, almost completely in response to a 3.28 Wm-2 
increase in solar constant across the Late Cretaceous (Appendix	  Figure	  5.2). This is mirrored by 
minimal changes in global average emissivity (0.065°C), albedo (-0.100°C), and heat transport 
(0.094°C) with no change greater than 0.2°C for either model based our energy balance 
calculations. Further, emissivity and albedo responses disagree between models. Nevertheless, 
robust regional temperature changes exist. For instance, the North Pacific warms in both models 
due to a reduction in low-level clouds (Appendix	   Figure	   5.3) and the closure of the Bering 
Strait, which allows less mixing with cold Arctic water (Poulsen and Zhou, 2013). Eastern North 
America, however, experiences widespread cooling, in places greater than 10°C, with the closure 
of the climate moderating Western Interior Seaway in the latest Cretaceous (Poulsen et al., 1999) 
(Figure	  5.2). Restriction of the Drake Passage also leads to cooling by reducing the amount of 
warm Pacific water flowing through the Southern Ocean, while Australia warms as it detaches 
from Antarctica allowing flow along its southern margin. Finally, the equatorial Pacific warms 
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due to a decline in upwelling and evaporation as the future Southeast Asian archipelago extends 
further south, reducing the fetch of Easterlies and weakening the strength of the Walker 
circulation (Poulsen et al., 1998).  
5.4.2      Response to atmospheric ρCO2 
The model response to a decrease in CO2 is greater than that due to changes in 
paleogeography (Appendix	  Figure	  5.2). Reducing Maastrichtian CO2 by a factor of 2 leads to an 
average cooling of 3.1 °C and 3.3 °C in CESM and HadCM3L, respectively. Based on our 
energy balance calculations, an increase in infrared emissivity is the greatest driver of cooling, 
and causes about ~2.5°C of the decrease in global surface temperature. Albedo feedbacks 
amplify the global cooling by ~0.76°C while heat transport provides a small amount of warming 
due to the larger equator-to-pole temperature gradient, contributing 0.07°C.  
Polar amplification occurs in both models with decreasing CO2, but it is also the primary 
source of discrepancy between simulated temperature responses (Error! Reference source not 
found.). CESM exhibits larger Arctic sea ice and water vapor feedbacks than HadCM3L 
(Appendix	  Figure	  5.2, Appendix	  Figure	  5.5). In CESM, the increase in sea ice cover leads to 
less evaporation from the ocean and less trapped longwave radiation, while reflected shortwave 
radiation remains high due to high cloud and sea-ice albedos. Greenland also becomes 
significantly colder in CESM, as vegetation is replaced by bare ground and snow cover 
increases. These responses are not as pronounced in HadCM3L because neither Arctic sea ice 
nor vegetation change as significantly. Further, HadCM3L maintains a similar Artic cloud cover, 
which reduces the emissivity feedback. The responses in Antarctica are somewhat distinct. Here, 
drier conditions also reduce cloud cover in CESM, but this acts to reduce the albedo and dampen 
polar amplification. Like in the Arctic, HadCM3L cloud-cover decreases relatively less in 
Antarctica, leading to only small albedo amplification from greater snow-cover. Overall, the 
model responses to CO2 reduction in the Maastrichtian are not uniform, but almost the entire 
globe experiences some amount of cooling and the large-scale responses are consistent between 
models. 
5.5      Discussion 
5.5.1      Proxy comparison 
Our compilation of marine SST proxy records suggest widespread cooling from the 
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Cenomanian to Maastrichtian, with general agreement between different proxies in the amount 
of cooling ( Figure 5.3). With the current dataset, we find no compelling evidence for a 
significant increase in low-to-mid latitude SST gradients from the Cenomanian to the 
Maastrichtian, as might be anticipated from global cooling. In fact, SST proxy gradients are 
steeper in the Cenomanian than the Maastrichtian. The temperature gradient increases even more 
if we remove planktonic foraminifera reconstructions, under the justification that they are cold 
biased due to diagenetic alteration (Pearson et al., 2001). Furthermore, all proxy-based latitudinal 
SST gradients that do not include foraminifera are steeper than our model results (Appendix 
Figure 5.6, Appendix Figure 5.7, Appendix Figure 5.8). Even though the cool tropical SST  
 
 
Figure 5.3: Zonal average SSTs from proxies and models 
Proxy data and model zonal mean SSTs for the A) 4x CO2 Cenomanian, B) 4x CO2 
Maastrichtian, and C) 2x CO2 Maastrichtian. D) Zonal mean SSTs of all model simulations. E) 
All proxy data and parabolic fits colored by age. F) Differences in model SSTs due changes in 
paleogeography, reduction in CO2, and both, as well as the difference in parabolic fits between 
SST proxy reconstructions from the Cenomanian and Maastrichtian. In all figures: simulated 
SSTs are from 2.5-m depth, line shadings represents range of model mean SSTs, vertical lines 
over proxy data represent method uncertainty, black dots are model SST values of proxy 
locations and overlaid vertical lines are model range, and maroon lines show parabolic best fits 
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of the proxy data. See supplement information for details on data collection, parabolic fitting, 
and proxy uncertainty. 
 
values from planktonic foraminifera hint at post-depositional alteration, the magnitude of cooling 
from the Cenomanian to Maastrichtian is on par with other reconstruction methods. This 
suggests a similar cooling of surface and deep-water temperatures, and is reflected in the Late 
Cretaceous benthic foraminifera compilation of Friedrich et al. (2012). Regardless of the proxy 
methods included, SST gradients imply at least seasonal Arctic sea-ice throughout the Late 
Cretaceous, in agreement with our model results and sea-ice proxy studies (Davies et al., 2009; 
Bowman et al., 2013). 
5.5.2      Amount of Cooling 
 There is sufficient data to confirm that cooling was widespread and greater than can be 
explained by a factor of two reduction in atmospheric CO2 (	   Figure	  5.3), assuming the model 
sensitivity of ~3°C. In the low-to-mid latitudes, where sample density is greatest, proxies show 
an SST cooling of almost 6°C while the models suggest a cooling of only 2-4°C from a halving 
of CO2 (	   Figure	   5.3). Therefore, a larger GHG reduction likely occurred across the Late 
Cretaceous than we simulate. Based on our model results, we suspect 1120 ppm CO2 is too low 
for the mid-Cretaceous since many SST proxy values are greater than the model simulated values 
(mean SST difference of +2.27 ±5.70 (1σ) without foraminifera), particularly in the equatorial 
region (Appendix	  Figure	  5.1:	  Model	  average	  zonal	   salinities). In contrast, the 560 ppm CO2 
Maastrichtian simulations match SST proxy reconstructions fairly well and only show a small 
warm bias (mean SST difference of -0.65 ±4.16 (1σ) without foraminifera). Greater than 1120 
ppm CO2 values during the Cenomanian are within proxy reconstruction uncertainty (Wang et 
al., 2014) but model simulated CO2 sensitivity suggests that CO2 values on the upper-end of 
reconstruction estimates are necessary to capture the Cenomanian warmth.  
5.6      Limitations 
Data scarcity limits the extent of our comparisons. High-latitude SST changes remain 
uncertain due to a lack of available proxy data; therefore, little can be said about the robustness 
of model simulated polar amplification with a reduction in CO2. Further, the available SST proxy 
records are too few and spatially biased toward the Atlantic to calculate representative global 
average SSTs for either the Cenomanian or Maastrichtian. Proxy uncertainties are also 
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problematic. In this study, we chose to explore only the marine realm because of known 
difficulties comparing LST proxies with model simulations (e.g. Spicer et al., 2008; Feng et al., 
2013; Upchurch et al., 2015). In addition, there exist relatively few, and heavily localized, LST 
reconstructions for the Cenomanian compared to the Maastrichtian (Spicer and Herman, 2010), 
which may bias our comparisons. 
Here, we propose CO2 as a mechanism for global cooling based on proxy records and model 
responses. Other factors not considered here such as changes in cloud microphysics (Kump and 
Pollard, 2008; Kiehl and Shields, 2013)), methane concentrations (Beerling and Royer, 2011), or 
atmospheric mass (Poulsen et al., 2015) might help the models reach SST proxy estimates for the 
Cenomanian. In such scenarios, Maastrichtian CO2 concentrations could be even lower. 
However, the uncertainties associated with alternative warming scenarios make their impacts 
difficult to assess.  
5.7      Conclusions and outlook 
 SST proxy records show that the Late Cretaceous cooling was widespread. Our model results 
show that a reduction in GHG concentrations, not paleogeographic evolution, can explain the 
global cooling. Nevertheless, geographic evolution does cause substantial region climate changes 
that are important for interpreting proxy records. Our findings support previous proxy 
temperature comparisons (Linnert et al., 2014), and CO2 proxy records (e.g. Wang et al., 2014). 
While SSTs agree to first order between models and proxies, LST discrepancies remain. In 
particular, simulated Cenomanian annual mean LSTs for Vilyui, Central Siberia are almost 20°C 
colder than suggested by CLAMP LST reconstructions (Spicer et al., 2008; Spicer and Herman, 
2010). The continuing model/proxy disagreement in the Siberian interior might represent missing 
model features such as heterogeneous topography (Spicer et al., 2008), small-scale waterways 
(Upchurch et al., 2015), vegetation differences (e.g. Otto-Bliesner and Upchurch, 1997; Zhou et 
al., 2012; Hunter et al., 2013), or adjustments to cloud microphysics (Kump and Pollard, 2008; 
Upchurch et al., 2015). Surprisingly, we find mid-to-high latitude LST proxy reconstructions 
from the Late Cretaceous are often warmer than SST proxy reconstructions at similar latitude. 
This is at odds with present-day latitudinal temperature gradients and our current understanding 
of climate, and will be an area of future study. 
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5.9      Appendix D 
5.9.1      Model descriptions 
CESM 
 We use the Community Earth System Model (CESM) version 1.2 developed by the National 
Center for Atmospheric Research (NCAR). Our model component-set includes the Community 
Atmospheric Model version 4 (CAM4), the Community Land Model version 4 with dynamic 
vegetation (CLM4-DGVM), the Parallel Ocean Project model version 2 (POP2), and the 
Community Sea Ice model version 4 (CICE4). Additional details on the model components and 
performance can be found in Gent et al. (2011), and information on the DGVM is documented in 
Levis et al. (2004). The ocean and sea ice models run on a rotated poles grid at roughly 1° 
resolution with 60 vertical ocean levels. The atmosphere and land-surface models run on a finite-
volume grid of 1.9x2.5°, and the atmosphere has 28 vertical levels. We run CAM4 with the Bulk 
Aerosol Model (BAM), a prognostic aerosol model, with aerosol concentrations and types 
adjusted for the Cretaceous using a method similar to Heavens et al. (2012). Here, aerosol data 
come from pre-industrial datasets converted into hemispherically symmetric, monthly zonal 
average aerosols distributions masked independently to land and sea. In addition, we add the land 
black carbon emissions from 62.5°N/S to all latitudes further poleward to reflect the greater 
vegetation cover and fire potential at high latitudes during the Cretaceous (Upchurch and Otto-
Bliesner, 1998). We run all simulations for 1500 years with all model components active and 
synchronously coupled. 
HadCM3L 
 We also use the Hadley Centre Model (HadCM), developed by the UK Met Office. For this 
study, we implement HadCM3L version 4.5, which contains dynamic atmosphere, ocean, land, 
and sea ice components on a 2.5x3.75° grid. The ocean and atmosphere have 19 and 20 vertical 
levels, respectively. Description of the similar HadCM3 model is documented in Gordon et al. 
(Gordon et al., 2000). We couple HadCM3L with the Top-down Representation of Interactive 
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Foliage and Flora Including Dynamics (TRIFFID) model with the land surface scheme MOSES 
2.1 to simulate dynamic vegetation (Cox, 2001). We run the HadCM3 experiments in 4 phases: 
1. 50 years with 280 ppm CO2 and bare-ground 
2. 319 years of either 560 or 1120 ppm CO2 with TRIFFID turned on 
3. 53 years with the addition of prescribed lakes  
4. 1000 years with barotropic ocean flow enabled to allow non-zero vertically integrated 
ocean flow 
For additional details on HadCM3L initialization and spin-up see Lunt et al. (2015, in review). 
5.9.2      Model setup 
 Simulations use the paleogeographic reconstructions of Getech Plc. Following model standard 
practices and for improved stability, we apply model specific smoothing to the topography. For 
both models, we adjust total TSI for the Cenomanian and Maastrichtian based on the equation of 
Gough (Gough, 1981). We prescribe CO2 concentrations as either 4x (1120 ppm) or 2x 
preindustrial (560 ppm). All other GHG concentrations are set to preindustrial values of 790 ppb 
for CH4, 275 ppb for N2O, and no CFCs. The orbit configuration is set to present-day. Vegetation 
plant functional types are model defaults; we make no adjustments for the Cretaceous. All 
simulations run long enough for the upper ocean to reach near-equilibrium; however, the deep 
ocean continues to adjust. As a result, we focus only on surface conditions. 
5.9.3      Energy balance calculations 
 We use the zonal mean energy balance decomposition method of Heinemann (2009), which 
was subsequently adopted and modified by Lunt et al. (2012), and Hill et al. (2014), to explore 
the mechanisms responsible for surface temperature change in the Late Cretaceous with changes 
in paleogeography and CO2. This method assumes incoming shortwave balances with outgoing 
longwave and that local imbalances are due to changes heat transport, using the following 
relationship: 
 !!! 1− 𝛼 + 𝐻 = 𝜀𝜎𝑇! . (1) 
Here, 𝑆! is TSI, 𝛼 is albedo, 𝐻 is meridional heat convergence, 𝜀 is emissivitiy, σ (5.67*10-8 
Wm-2K-4) is the Stefan-Boltzmann constant, and 𝑇 is surface temperature. With the exception of 
σ, values in equation (1) come from zonal averages of Earth system model outputs. We can 
rewrite equation (1) with respect to surface temperature as: 
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 𝑇 = ( !!" !!! 1− 𝛼 + 𝐻 !.!") ≡ 𝐸(𝜀,𝛼,𝐻) . (2) 
By substituting variables from different simulations and differencing them, we can deconstruct 
the various contributions to the change in surface temperature. We illustrate this below: 
 ∆𝑇!"" = 𝐸 𝜀,𝛼,𝐻 − 𝐸 𝜀!,𝛼,𝐻  , (3) 
 ∆𝑇!"# = 𝐸 𝜀,𝛼,𝐻 − 𝐸 𝜀,𝛼!,𝐻  , (4) 
 ∆𝑇!"#$ = 𝐸 𝜀,𝛼,𝐻 − 𝐸 𝜀,𝛼,𝐻!  , (5) 
where ∆𝑇!"", ∆𝑇!"#, and ∆𝑇!"#$ are contributions from emissivity, albedo, and heat transport to 
surface temperature change, and primes represent the zonal averages from the simulations being 
compared. The combination of surface temperature changes due to emissivity, albedo, and heat 
transport sum to approximate the total surface temperature response:  
 ∆𝑇!"!#$ ≅ ∆𝑇!"" + ∆𝑇!"# + ∆𝑇!"#$ . (6) 
This technique can be used to further decompose the climate contributions to surface 
temperature. 
5.9.4      Proxy data 
As mentioned in the main text, SST proxy values represent location and age averages. Method 
uncertainties roughly reflect the choices of Upchurch et al. (2015) and only accounts for 
calibration uncertainties. We apply these uncertainties to every averaged data point.  The range 
in values from a particular age and site are often significantly greater than the calibration 
uncertainties. Therefore, uncertainties represent minimum estimates. 
Point locations are consistently rotated back in time from their present-day sampling locations 
to the Cenomanian and Maastrichtian using the plate reconstructions from Getech Plc. 
Occasionally, the coarse model resolutions result in marine proxy paleo-locations over land 
instead of water. In these situations, we select the nearest model ocean location to represent the 
SST value.  
To create more representative latitudinal SST gradients, parabolic fits of the proxy records 
include an adjustment for the deviation of the SSTs from the zonal mean based on model-
simulated longitudinal heterogeneity. For example, if an equatorial proxy location has a model 
simulated SST of 30°C and a model zonal mean equatorial SST of 35°C, then 5°C are added to 
the proxy value so that it is in better agreement with the zonal average. This technique assumes 
that model longitudinal variability is robust regardless of mean SSTs. 
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Seawater δ18O 
 We assume a mean δ18Osw of -10/00 VSMOW, based on the assumption of an ice-free world 
(Shackleton and Kennett, 1975). This assumption is widely used in Cretaceous SST 
reconstructions (e.g. Huber et al., 2002; Friedrich et al., 2012); however, debate remains about 
the potential for glaciation in the Late Cretaceous (e.g. Miller et al., 2005). A significant increase 
in land-ice would require less cooling in the Maastrichtian from δ18O records but is not 
considered further in this study. 
 δ18Osw has significant regional variability in both the modern and Late Cretaceous (Zhou et 
al., 2008). To account for this variability, we use zonal average salinity from the model outputs 
(Appendix	  Figure	  5.1) with the present-day salinity/δ18Osw relationship of Broecker (1989). This 
simple linear relationship follows:  
 𝛿!"𝑂! = 0.5 𝑃𝑆𝑈 − 17.12 , (7) 
where 𝑃𝑆𝑈 stands for positive salinity units. In our simulations, mean ocean salinity starts at 35 
PSU, which is equivalent to present-day. While not perfect, we prefer this relationship to the 
commonly employed present-day latitudinal δ18Osw correction by Zachos et al. (1994), because it 
indirectly accounts for precipitation and evaporation, and does not make present-day 
assumptions about the latitudinal distribution of δ18Osw (Poulsen et al., 1999). Still, this 
technique is inferior to model experiments that include water isotope tracking (e.g. Zhou et al., 
2008). 
Planktonic foraminifera 
 We calculate SSTs from δ18O measurements of planktonic foraminifera using the calibration 
of Erez and Luz (1983) and a conversion to VSMOW of 0.220/00 (Bemis et al., 1998). This 
calibration has been widely used for foraminifera temperature reconstructions and proven 
accurate for a wide range of temperatures. Temperatures are calculated using the polynomial: 𝑇 °𝐶 = 16.998− 4.52[𝛿!"𝑂! − (𝛿!"𝑂!" + 0.22)]+ 0.028[𝛿!"𝑂! − (𝛿!"𝑂!" + 0.22)]! , (8) 
where δ18Oc is the δ18O of sample calcite.  
Diagenetic alteration is a potential issue for foraminifera, causing them to pickup post-
depositional temperature signals from the ocean floor (e.g. Pearson et al., 2001; Norris et al., 
2002). It is likely that some of the foraminifera presented in this study suffer from such alteration 
given the sample descriptions, relatively cool tropical SSTs, and disagreement with other SST 
proxy values. However, given the paucity of records and uncertainty in other included proxy 
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techniques such as TEX86 (e.g. Taylor et al., 2013), we opt to include all planktonic foraminifera 
data. For comparison, we include zonal SST reconstructions without foraminifera as well 
(Appendix	  Figure	  5.6, Appendix	  Figure	  5.7, Appendix	  Figure	  5.8). Even though removal of 
foraminifera leads to warmer tropical SST reconstructions, it does not significantly change the 
magnitude of cooling from the Cenomanian to the Maastrichtian, which is the main focus of this 
study. We assign an uncertainty of !!2.9°C for planktonic foraminifera based on Holocene core-
top data from Crowley and Zachos (Crowley and Zachos, 2000) and to be consistent with the 
work of Upchurch (2015). 
Shells and others 
 We use the δ18O to temperature conversion of Anderson and Arthur (1983) for both aragonite 
and calcite of shells of mollusks, bivalves, brachiopods, and belemnite rosta based on its 
prevalent use in the proxy source literature. The equation is: 
 𝑇 °𝐶 = 16.4− 4.14(𝛿!"𝑂!/! − 𝛿!"𝑂!")+ 0.13(𝛿!"𝑂!/! − 𝛿!"𝑂!")! , (11) 
where δ18Oc/a is the δ18O of sample calcite or aragonite. Like foraminifera, shells are prone to 
alteration (Steuber et al., 1999). We include all records here for completeness. We also show 
comparisons with shell SST proxy reconstructions omitted (Appendix	   Figure	   5.7, Appendix	  Figure	   5.8). We apply an uncertainty of !!1.6 based on 1-SD of a mollusk calibration by 
Grossman and Ku (1986) as in Upchurch et al. (2015). 
Tooth Enamel δ18O 
 Our SST proxy compilation includes phosphate δ18O records from fish tooth enamel, most of 
which were originally compiled by Puceat et al. (Pucéat et al., 2007). These records are 
considered more resistant to diagenetic alteration than foraminifera or shells, and were 
previously used by Puceat et al. (Pucéat et al., 2007) to argue for a near-modern latitudinal SST 
gradient in the Cretaceous, in contrast to reconstructions from foraminifera that suggested a 
shallower latitudinal SST gradient (e.g. Huber et al., 2002). Recently, there have been several 
recalibrations of the phosphate δ18O temperature relationship. Here, we use the most recent 
calibration by Lecuyer et al. (2013): 
 𝑇 °𝐶 = 117.4− 4.5(𝛿!"𝑂!"! − 𝛿!"𝑂!") , (10) 
where δ18OPO4 is the δ18O of sample phosphate. This calibration results in SSTs that are several 
degrees warmer than the calibration by Puceat et al. (2007) and several degrees cooler than the 
recent calibration by Puceat et al. (2010). However, the magnitude of offset between calibrations 
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remains quite similar over the range of δ18OPO4 values. Therefore, while the absolute temperature 
reconstructions differ depending on the chosen calibration, the difference between the 
Cenomanian and Maastrichtian records is small. In addition, the calibration of Lecuyer et al. 
(2013) benefits from the smallest uncertainty of !!1.2°C, which we apply to all tooth enamel SST 
values. 
TEX86 
 TEX86 is a relatively new SST proxy method based on the ratio of different glycerol dialkyl 
glycerol tetraethers (GDGTs) with 86 carbons, which comprise membrane lipids in marine 
Crenarchaeota (Schouten et al., 2002). It has the benefit of not relying on δ18Osw assumptions. 
Here, we use the calibration of Kim et al. (2010) TEX86H, which provides the smallest error in 
warm climate conditions. The equation is: 𝑇 °𝐶 = 68.4 log 𝑇𝐸𝑋!" + 38.6 . (9) 
Modern calibration by Kim et al. (2010) show an uncertainty of !!2.5°C, which we use in our 
model/proxy comparison.  
We include the high-latitude Maastrichtian TEX86H SST value from Jenkyns et al. (2004) in 
our tables and plots for reference but do not include it in our analyses. We find, like several 
former studies (Davies et al., 2009; Spicer and Herman, 2010; Upchurch et al., 2015), that this 
value represents an extreme outlier from other proxy data and model results. Inclusion of this 
data point significantly skews our results, because it is the only available Arctic Maastrichtian 
SST value. Based on our other findings, it requires roughly 10°C warming from 50°N to 80°N, 
for which we have no physical basis. 
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Appendix Figure 5.1: Model average zonal salinities 
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Appendix Figure 5.2: Late Cretaceous energy balance calculations 
Decomposition of the simulated changes in zonal mean surface temperature into contributions 
from heat transport (red), emissivity (green), albedo (blue), and TSI (yellow) for A) CESM and 
B) HadCM3L changes in geography, C) CESM and D) HadCM3L changes in CO2, and E) 
CESM and F) HadCM3L changes in both geography and CO2. See supplement methods for 
details on energy balance calculations. 
 
	  
Appendix Figure 5.3: Late Cretaceous mean annual total cloud cover 
Clouds remain one of the largest uncertainties in climate models. Both models show similar 
cloud patterns for all model configurations. However, the range of cloud cover between regions 
is more pronounced in HadCM3L than CESM. The configuration of the CESM aerosols for 
paleoclimate might be partly responsible for the discrepancies in cloud magnitude. 
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Appendix Figure 5.4: Late Cretaceous mean annual surface albedos 
Model surface albedos agree in the low- and mid-latitudes. In the high-latitudes, CESM 
simulates higher surface albedos than HadCM3L due to differences in sea ice cover and 
vegetation. CESM tends to produce more sea in the Arctic than HadCM3L, which leads to 
greater shortwave reflection, especially in the spring and fall. CESM also grows shorter, less 
dense vegetation than HadCM3L in the polar regions. As a result, the tree-canopy masks less 
snow-cover in CESM, which raises the albedo. It appears dynamic vegetation in CESM does not 
want to grow the tall, dense Antarctic vegetation suggested by paleobotantical reconstructions 
(e.g. Upchurch et al., 1999). Modification of the vegetation model will be an important step in 
our future work, as some research shows vegetation can help remedy model/proxy LST 
discrepancies (e.g. Otto-Bliesner and Upchurch, 1998; Zhou et al., 2012). 
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Appendix Figure 5.5: Late Cretaceous annual mean sea ice cover 
Seasonal sea ice exists in all 4x CO2 simulations in agreement with some proxy records that find 
evidence for Arctic sea ice during peak Cretaceous warmth (Davies et al., 2009). The Arctic 
experiences an increase in sea ice concentration from the Cenomanian to Maastrichtian because 
the Arctic becomes more restricted in the Maastrichtian. With a reduction in CO2, a significant 
amount of perennial sea ice forms in the Arctic while Antarctic sea ice remains mostly seasonal. 
This contrast in sea ice between hemispheres is similar to present-day where the restricted Arctic 
promotes retention of sea ice, and the open ocean Antarctic allows the equator drift and wasting 
of sea ice. 
In all experiments, CESM produces greater Arctic sea ice cover and less Antarctic sea ice 
cover than HadCM3L. This contrast relates to the differences in open ocean SSTs between 
models. In general, CESM has greater ocean over turning in the high Southern latitudes, which 
promotes transports of warm equatorial water poleward and inhibits sea ice formation. In 
contrast, there is less deep-water formation in the high Northern latitudes in either model. 
Further, the Late Cretaceous Arctic is quite restricted from the greater ocean, especially in the 
Maastrichtian, which prevents warm open ocean waters from having a large effect. 
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Appendix Figure 5.6: Cenomanian 4x CO2 zonal mean SST reconstructions 
Latitudinal temperature gradient reconstructions from the Cenomanian with the systematic 
removal of SST proxy reconstruction data from individual methods. Simulated 4x CO2 
Cenomanian zonal average SSTs with all Cenomanian proxies SST except A) foraminifera, B) 
fish tooth enamel, C) shells and related structures, and D) TEX86. Removal of foraminifera leads 
to a significantly warmer equator and steeper equator-to-pole temperature gradient. This gradient 
is steeper than model simulated SSTs. It appears likely that some foraminifera are not recording 
a pure SST signal. 
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Appendix Figure 5.7: Maastrichtian 4x CO2 zonal mean SST reconstructions 
Latitudinal temperature gradient reconstructions from the Maastrichtian with the systematic 
removal of SST proxy reconstruction data from individual methods. Simulated 4x CO2 
Maastrichtian zonal average SSTs with all Maastrichtian proxies SST except A) foraminifera, B) 
fish tooth enamel, C) shells and related structures, and D) TEX86. Like for the Cenomanian, 
removal of foraminifera leads to a significantly warmer equator and steeper equator-to-pole 
temperature gradient. 
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Appendix Figure 5.8: Maastrichtian 2x CO2 zonal mean SST reconstructions 
Figure S8. Identical to figure S7 except with simulated 4x CO2 Maastrichtian data plotted. 
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Appendix Figure 5.9: SST model/proxy discrepancies by latitude 
A) Differences between Cenomanian proxies and 4x CO2 Cenomanian simulations. B) 
Differences between Maastrichtian proxies and 4x CO2 Maastrichtian simulations. C) 
Differences between Maastrichtian proxies and 2x CO2 Maastrichtian simulations. In general, the 
4x CO2 Cenomanian model simulations have a cold bias while the 4x CO2 Maastrichtian 
simulations have a warm bias. The 2x CO2 Maastrichtian simulations are in better agreement 
with SST proxy records. A model warm bias remains in the equatorial region in the 2x CO2 
Maastrichtian, but this might be a result of diagenetic alteration of planktonic foramina. While 
beyond the scope of this work, calibration choices also impact model/proxy agreement. For 
example, the warmer fish tooth enamel calibration of Puceat et al. (2010) might result in a better 
agreement between models and proxies for the 2x Maastrichtian simulations. 
 
Source Type Age Location Paleo Lat Paleo Lon Temperature 
Abramovitch et 
al. 2003 
Planktonic 
Forams MAA Walvis Ridge -36.7 -8.5 22.1 
Abramovitch et 
al. 2003 
Planktonic 
Forams MAA Shatsky Rise 8.9 -166.3 18.5 
Abramovitch et 
al. 2003 
Planktonic 
Forams MAA 
Western Mid-
Pacific Mtns -3.4 -152.1 19.9 
Alsenz et al. 
2013 TEX86 MAA Israel 19.8 31.2 27.5 
Barrera and 
Savin 1999 
Planktonic 
Forams MAA Maud Rise -63.6 -3.6 7.9 
Carpenter et al. 
2003 Fish otolith MAA South Dakota 49.7 -73.9 9.4 
Clarke and 
Jenkyns 1999 
Composite 
Forams MAA Exmouth Plateau -45.2 100.1 18.3 
Dhondt and 
Lindinger 1994 
Planktonic 
Forams MAA Walvis Ridge 20.1 1.6 23.9 
Ditchfield et al. 
1994 Mollusk MAA 
James Ross 
Island, AA -62.6 -61.8 8.0 
Frank and 
Arthur 1999 
Planktonic 
Forams MAA Rio Grande Rise -33.4 -18.2 23.6 
Frank and 
Arthur 1999 
Planktonic 
Forams MAA Blake Nose 30.7 -53.6 23.1 
Frank and 
Arthur 1999 
Planktonic 
Forams MAA Goban Spur 43.0 -9.8 12.2 
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Friedrich et al. 
2004 
Planktonic 
Forams MAA Blake Nose 30.7 -53.6 21.6 
Friedrich et al. 
2009 
Planktonic 
Forams MAA Walvis Ridge -36.7 -8.5 22.1 
Friedrich et al. 
2009 
Planktonic 
Forams MAA Maud Rise -63.6 -3.6 7.4 
Huber et al. 
1995 
Planktonic 
Forams MAA Falkland Plateau -54.2 -30.9 13.5 
Huber et al. 
1995 
Planktonic 
Forams MAA Falkland Plateau 30.7 -53.6 20.6 
Huber et al. 
2002 
Planktonic 
Forams MAA Blake Nose 30.7 -53.6 20.1 
Huber et al. 
2002 
Planktonic 
Forams MAA 
Western Mid-
Pacific Mtns -3.4 -152.1 20.8 
Huber et al. 
2002 
Planktonic 
Forams MAA Shatsky Rise 8.4 -166.2 20.3 
Jenkyns et al. 
2004 TEX86 MAA Alpha Ridge 80.4 7.9 18.8 
Kolodny and 
Luz 1991 Tooth Enamel MAA Morocco 25.0 -7.0 30.6 
Kolodny and 
Luz 1991 Tooth Enamel MAA California, USA 42.4 -97.5 9.9 
Kolodny and 
Raab 1988 Tooth Enamel MAA Israel 19.8 31.2 26.7 
Lecuyer et al. 
1993 Tooth Enamel MAA Morocco 25.0 -7.0 28.0 
Li and Keller 
1998 
Planktonic 
Forams MAA Walvis Ridge -36.7 -8.5 20.6 
Li and Keller 
1999 
Planktonic 
Forams MAA 
Western Mid-
Pacific Mtns -3.4 -152.1 19.6 
Linnert et al. 
2014 TEX86 MAA 
Mississippi, 
USA 35.9 -65.2 29.5 
MacLeod et al. 
2005 
Planktonic 
Forams MAA Blake Nose 30.7 -53.6 23.4 
Maestas et al. 
2003 
Planktonic 
Forams MAA California 42.4 -97.5 21.5 
Ounis et al. 
2008 Tooth Enamel MAA Tunisia 26.5 9.1 28.0 
Pearson et al. 
2001 
Planktonic 
Forams MAA Lindi, Tanzania -20.2 33.3 30.2 
Pirrie and 
Marshall 1990 Mollusk MAA 
James Ross 
Island, AA -62.6 -61.8 6.5 
Puceat et al. 
2003 Tooth Enamel MAA Israel 19.8 31.2 27.0 
Puceat et al. 
2003 Tooth Enamel MAA Morocco 25.0 -7.0 26.1 
Puceat et al. 
2003 Tooth Enamel MAA 
Eben-Emae, 
Belgium 44.9 4.9 11.6 
Puceat et al. 
2007 Tooth Enamel MAA 
Las Tablas, 
Chile -30.5 -54.7 21.7 
Puceat et al. 
2007 Tooth Enamel MAA Algarrobo, Chile -35.8 -55.8 20.3 
Puceat et al. 
2007 Tooth Enamel MAA Morocco 25.0 -7.0 28.7 
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Puceat et al. 
2007 Tooth Enamel MAA Nasilov, Poland 45.7 20.7 9.2 
Puceat et al. 
2007 Tooth Enamel MAA 
New Jersey, 
USA 40.2 -49.7 15.5 
Puceat et al. 
2007 Tooth Enamel MAA 
Maastricht, The 
Netherlands 44.9 6.1 7.5 
Schoenfeld et 
al. 1991 
Planktonic 
Forams MAA 
Northern 
Germany 46.0 10.4 16.1 
Steuber et al. 
2005 Rudist MAA Jamaica 17.9 -71.9 31.0 
Steuber et al. 
2005 Rudist MAA Oman 7.7 48.9 32.8 
Vellekoop et al. 
2013 TEX86 MAA Texas, USA 35.4 -74.4 30.0 
Wilson and 
Opdyke 1996 Rudist MAA 
Wobejebato 
Guyot 6.4 -36.9 24.2 
Zakharov et al. 
2006 
Planktonic 
Forams MAA Shatsky Rise 8.4 -166.2 18.8 
Zakharov et al. 
2006 Rudist MAA South Dakota 49.3 -74.4 8.7 
Zakharov et al. 
2006 
Planktonic 
Forams MAA 
Ontong-Java 
Plateau -35.0 152.0 22.3 
Zakharov et al. 
2006 
Planktonic 
Forams MAA Blake Nose 30.7 -53.6 20.3 
       
Ando et al. 
2009 
Planktonic 
Forams CEN Blake Nose 26.7 -41.3 26.8 
Bice et al. 2006 Planktonic Forams CEN Demerara Rise 5.7 -26.6 32.4 
Clarke and 
Jenkyns 1999 
Composite 
Forams CEN Exmouth Plateau -43.9 97.9 21.9 
El-Shazy et al. 
2011 Rudist CEN Czech Republic 45.2 19.6 30.1 
El-Shazy et al. 
2011 Rudist CEN Egypt 14.0 30.0 41.0 
Forster et al. 
2007a TEX86 CEN Demerara Rise 5.2 -26.0 35.8 
Forster et al. 
2007a TEX86 CEN 
Cape Verde 
Basin 9.3 -21.3 35.4 
Forster et al. 
2007b TEX86 CEN Demerara Rise 5.7 -26.6 34.6 
Friedrich et al. 
2008 
Planktonic 
Forams CEN Demerara Rise 5.7 -26.6 33.1 
Gustafsson et al. 
2003 
Planktonic 
Forams CEN Goban Spur 41.9 -6.3 21.4 
Henderson and 
Price 2012 Mollusk CEN 
Northern 
Australia -40.6 123.6 31.0 
Henderson and 
Price 2012 Mollusk CEN 
Northern 
Australia -40.6 123.6 25.1 
Huber et al. 
1995 
Planktonic 
Forams CEN Falkland Plateau -54.2 -13.8 24.9 
Huber et al. 
1995 
Planktonic 
Forams CEN 
Naturaliste 
Plateau -56.6 88.9 18.5 
Huber et al. Planktonic CEN Blake Nose 26.7 -41.3 27.6 
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2002 Forams 
Kolodny and 
Luz 1991 Tooth Enamel CEN Angola -1.4 9.2 29.2 
Kolodny and 
Raab 1988 Tooth Enamel CEN Israel 15.3 33.0 36.1 
Kolodny and 
Raab 1991 Tooth Enamel CEN Israel 15.3 33.0 35.4 
Moriya et al. 
2007 
Planktonic 
Forams CEN Demerara Rise 5.7 -26.6 32.7 
Norris and 
Wilson 1998 
Planktonic 
Forams CEN Blake Plateau 26.6 -41.9 31.6 
Norris et al. 
2002 
Planktonic 
Forams CEN Demerara Rise 5.7 -26.6 32.2 
Price and Hart 
2001 
Planktonic 
Forams CEN 
Western Mid-
Pacific Mtns -16.3 -143.3 27.8 
Price et al. 1998 Planktonic Forams CEN 
Western Mid-
Pacific Mtns -16.3 -143.3 28.2 
Price et al. 1998 Planktonic Forams CEN Shatsky Rise -5.2 -158.3 28.5 
Price et al. 2012 belemnite rostra CEN Boologooro -48.7 97.7 12.7 
Puceat et al. 
2003 Tooth Enamel CEN France 42.6 2.4 22.8 
Puceat et al. 
2007 Tooth Enamel CEN Germany 46.8 14.4 11.9 
Puceat et al. 
2007 Tooth Enamel CEN Poland 47.4 24.9 18.7 
Schouten et al. 
2003 TEX86 CEN North Atlantic 31.3 -34.7 36.4 
Schouten et al. 
2003 TEX86 CEN 
Cape Verde 
Basin 9.3 -21.3 36.0 
Sellwood et al. 
1994 
Planktonic 
Forams CEN Demerara Rise 5.7 -26.6 29.3 
Sellwood et al. 
1994 
Planktonic 
Forams CEN Mazagan Plateau 26.4 -4.1 29.3 
Sinninghe 
Damsté et al. 
2010 
TEX86 CEN Newfoundland Basin 38.6 -9.9 35.5 
Steuber et al. 
2005 Rudist CEN France 39.9 5.2 25.0 
Steuber et al. 
2005 Rudist CEN Croatia 30.2 22.1 31.2 
Voigt et al. 
2003 brachiopods CEN England 43.4 5.7 15.1 
Voigt et al. 
2003 brachiopods CEN Tagle East 37.3 3.4 22.4 
Voigt et al. 
2004 brachiopods CEN England 43.4 5.7 12.2 
Voigt et al. 
2004 brachiopods CEN Spain 37.3 3.4 23.2 
Voigt et al. 
2004 brachiopods CEN France 43.0 7.7 15.3 
Appendix Table 5.1: All Cretaceous SST proxy data 
See supplemental methods for details on collection, averaging, calibration, and uncertainty. 
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Chapter 6: Conclusions and Future Work 
Below I summarize the major finding of Chapters 2-5, highlight the key questions 
answered by my dissertation, and discuss continuing and future research. 
6.1      Summary of results 
 Chapter 2: By independently forcing the Earth System model with cycles of obliquity and 
precession, I show that Northern Hemisphere high-latitude summer temperature changes with 
changes in orbit are not exclusively controlled by the amount of summer insolation. Instead, 
obliquity dominated changes in annual average high-latitude insolation enhances vegetation and 
sea-ice responses relative to precession. These feedbacks amplify the high-latitude surface 
albedo response and in turn, the summer surface temperature sensitivity to obliquity forcing. As 
a result, the model produces a larger ice-volume response to changes in obliquity than would be 
anticipated from summer insolation changes alone and helps resolve why the ice-volume 
response to obliquity is so much greater than precession. Consequently, June 65°N insolation, 
which is commonly employed in Milankovitch forcing experiments, does a poor job of 
forecasting the ice-volume response to orbital changes. Further, Chapter 2 demonstrates the 
importance of using complex Earth system models to explore problems in paleoclimatology. For 
example, previous modeling studies on the subject did not include dynamic vegetation and 
therefore, did not capture this important feedback. 
 Chapter 3: This chapter builds upon the findings of Chapter 2. Here I vary obliquity and 
precession simultaneously in a series of orbital configurations to explore North American land-
ice responses under more realistic orbital scenarios. The results of Chapter 3 demonstrate that the 
surface albedo feedbacks, which amplified high-latitude climate sensitivity to obliquity cycles in 
Chapter 2, remain under high eccentricity and varying precession. I also show that spring and fall 
seasonal offsets of precession forcing have a small impact on ice-volume and are of secondary 
importance to changes in summer insolation. Finally, my results illustrate that cycle duration 
differences between obliquity and precession, in combination with signal amplification from 
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albedo feedbacks, allow obliquity to produce about 60% of the ice-volume power. If I modulate 
the precession ice-volume component by eccentricity or including a small ice-volume response 
from Antarctica, the global ice-volume spectral power shifts almost completely to the obliquity 
cycle frequency, in agreement with early Pleistocene ice-volume proxy records. 
Chapter 4: In this chapter, I explore the hypothesis that gradual removal of regolith in the 
high-latitudes of North American by multiple cycles of ice advance and retreat caused the MPT. 
I find that a low shear regolith bed allows for thin, extensive ice sheets that follow the 41 kyr 
cycles of obliquity, while high shear crystalline bedrock produces thicker, more sluggish ice 
sheets that only completely retreat from the combined high summer insolation forcing of 
obliquity and precession. With a reduction in basal sliding, a shift occurs in the modeled ice-
volume cycles from 41 kyr to 100 kyr power, which agrees with ice-volume proxy records. As in 
previous chapters, climate feedbacks are important for amplifying the ice sheet responses. The 
thicker ice sheets produced from greater basal drag have colder surface temperatures, receive 
more snowfall, and have a smaller ablation zone, which makes them more resistant to moderate 
summer insolation increases. Surprisingly, model experiments that include transient CO2 forcing 
do not show a significantly different ice-volume response from those with fixed CO2, suggesting 
that CO2 forcing was of secondary importance to the MPT. 
 Chapter 5: Here I investigate the role of paleogeography and CO2 in the proxy identified 
cooling of the Late Cretaceous using two climate models with detailed paleogeographies of the 
Cenomanian and Maastrichtian, and a comprehensive compilation of SST proxy records. My 
results show that the Late Cretaceous cooling was global and likely the result of a reduction in 
CO2, not changes in geography. In both models, a reduction in CO2 from the Cenomanian to 
Maastrichtian results in a global cooling of ~3°C and significant polar amplification. Given 
model sensitivity and proxy temperature reconstructions, I propose that CO2 decreased by more 
than 75% from the Cenomanian to Maastrichtian.  Even though geographic changes cannot 
explain the Late Cretaceous cooling, they do cause significant regional climate changes that must 
be considered when interpreting long-term proxy records. Despite model agreement in the 
climate responses with changes in geography and CO2, some model/proxy temperature 
discrepancies remain, especially in the high-latitude continental interiors. 
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6.2      Key findings 
My dissertation highlights the value of Earth system models to understanding Earth’s climate 
history. While proxy records provide a wealth of information about past climates, their spatial 
and temporal coverage remain limited. Model simulations help fill these gaps in our global 
understanding by providing dynamically feasible solutions to problems in paleoclimatology. 
More specifically, my dissertation stresses the importance of model complexity. Often, 
paleoclimate simulations use reduced complexity due to high computational cost. However, 
reduced complexity oversimplifies the Earth system, which can be particularly erroneous when 
studying paleoclimatology. I find several important feedbacks in my research that are often 
neglected by the paleoclimate modeling community. Yet, despite relatively greater complexity, 
my experiments also lack some potentially important aspects of the Earth system, which limit my 
conclusions. Heading forward, more proxy records, reduced model parameterization, and 
additional model intercomparison will be necessary to advance our understanding of the past. By 
doing so, we will be able to better understand our future. 
Below, I summarize important questions in paleoclimatology answered by my dissertation: 
1) What produced the 41 kyr glacial cycles of the early Pleistocene? 
My research shows that no single factor led to the 41 kyr glacial cycles of the early 
Pleistocene. Instead, amplification of the obliquity forcing by high-latitude albedo feedbacks, 
seasonal offset of the precession forcing, and differences in orbital cycle duration all act to 
amplify the ice-volume response to obliquity relative to precession. As a result, creating the “41 
kyr world” of the early Pleistocene only requires a small amount of hemispheric offset in the 
global ice-volume response to precession. 
2) What led to the appearance of a 100 kyr ice-volume cycle? 
Several hypotheses exist for the appearance of a 100 kyr ice-volume cycle between 1.2 and 
0.7 Ma. Using a complex Earth system model, I show that the regolith hypothesis for the MPT 
can simulate the appearance of an eccentricity ice-volume signal. Further, my results do not 
support the common alternative MPT hypotheses that draw-down of CO2 or changes in CO2 
cycling led to the appearance of the 100 kyr ice-volume cycles. 
3) What caused Late Cretaceous cooling? 
My compilation of proxy SST records suggests that the Late Cretaceous cooling was a global 
phenomenon. Model simulations of the Cenomanian and Maastrichtian do not show a significant 
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global temperature response to changes paleogeography, despite large regional differences. In 
contrast, a simulated reduction in CO2 matches the proxy inferred cooling well. Therefore, I 
propose that the Late Cretaceous cooling was in response to a reduction in GHG concentrations, 
not feedbacks relating to geographic change. 
6.3      Continuing and future work 
This dissertation helps clarify several outstanding questions in paleoclimatology. However, 
there are many additional questions associated with these topics that I am currently researching 
or plan to begin researching in the near future. 
1) Reevaluating the ice-volume proxy records 
In all of my Pleistocene ice-volume cycle experiments, I use δ18O values from foraminifera in 
deep-sea sediments to define the glacial cycles (Lisiecki and Raymo, 2005). I assume these 
measurements linearly record the global ice-volume signal, but this might not be strictly true 
(Elderfield et al., 2012). δ18O values capture both temperature and land-ice changes, and studies 
suggest that ocean overturning responds differently and inconsistently to changes in obliquity 
and precession through time (Lisiecki et al., 2008; Rohling et al., 2014). Therefore, deep-ocean 
δ18O records may not simply reflect changes in ice-volume. I plan to test the validity of this 
common assumption using POP2 ocean model with prognostic water isotopologue calculations 
under a series of different orbital and mean-state conditions. Model results will allow for better 
interpretation of Plio-Pleistocene δ18O records and improve our understanding of the climate 
dynamics that led to key glacial and interglacial periods of the Pleistocene.  
2) The role of vegetation in the Late Cretaceous 
 In the Late Cretaceous experiments presented here, dynamic vegetation comes from present-
day plant functional types where flowering plants make up about 80 % of all floras. However, 
paleobotanical research suggests that proliferation of angiosperms did not occur until the early-
to-mid-Cretaceous (Coiffard et al., 2012). Because angiosperms have significantly greater 
conductance than gymnosperms, their appearance and eventual dominance potentially had a 
profound impact on continental climate (Boyce et al., 2009). Idealized removal of angiosperms 
in present-day model simulations leads to tropical drying and warming (Boyce et al., 2010).  I 
plan to simulate this vegetation transition with more realistic Cenomanian and Maastrichtian 
boundary conditions in an attempt to explain the low-latitude cooling and mid-latitude 
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moistening observed over this period. 
3) Late Cretaceous ocean circulation changes 
 Even though I find that changes in geography across the Late Cretaceous were not responsible 
for the proxy identified global cooling, neodymium isotopic records suggest significant changes 
in ocean circulation over this period (Robinson and Vance, 2012). To understand the 
mechanisms responsible for these apparent circulation shifts, I will use the Cretaceous model 
results presented here with an offline neodymium isotope tracer model (Arsouze et al., 2006) to 
explore ocean circulation changes in the latest Cretaceous. Model results will help determine if 
latest Cretaceous circulation changes were due to changes in geography, GHG concentrations, or 
neodymium sources. 
 
You made it. Congratulations! 
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