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ABSTRACT 
 
In  this  paper,  we  consider  the  problem  of 
turbo encoding/decoding for Pulse Position 
Modulation  (PPM)  that  constitutes  a  very 
popular modulation scheme for Free-Space 
Optical (FSO) communications and unipolar 
ultra-wideband (UWB) communications. At 
the  transmitter  side,  a  simple  mapping 
strategy  is  applied  where  the  systematic 
information bit and the parity bit determine 
the  PPM  slot in  which the  signal  is  to be 
transmitted.  At  the  receiver  side,  a 
convenient demodulation scheme, which is 
based on the soft decisions generated in all 
PPM slots, is proposed. This demodulation 
scheme  that  is  adapted  to  the  multi-
dimensional  PPM  signal  sets  is  inspired 
from  the  turbo  coding  techniques  that  are 
often  applied  with  the  two-dimensional 
Quadrature-Amplitude  Modulated  (QAM) 
signals. The soft output of the PPM signal 
demodulator  is  then  passed  to  the  turbo 
decoders  that  undergo  iterative  decoding 
based on the BCJR or the LOG MAP BCJR 
algorithm. 
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1 INTRODUCTION 
 
Turbo encoding constitutes a very 
powerful  forward  error  correcting 
technique  that  is  capable  of  achieving 
very  high  performance  gains  over  the 
Additive  White  Gaussian  Noise 
(AWGN)  channels.  At  the  transmitter 
side,  Recursive  Systematic 
Convolutional  (RSC)  encoders  are 
implemented along with interleavers that 
are  deployed  to  provide  the  above 
encoders  with  different  independent 
versions  of  the  information  bits.  The 
encoded bits are then often punctured in 
order  to  improve  the  code  rate.  At  the 
receiver  side,  demodulators  that  are 
capable  of  generating  soft  decisions 
about  the  received  data  are  often 
implemented.  The  soft  output  of  the 
demodulator is then passed to the turbo 
decoders  that  use  this  soft  output  as  a 
metric  to  run  an  iterative  decoding 
procedure. Usually, there are two turbo 
decoders  that  exchange  the  generated 
soft  metrics  between  each  other.  This 
exchange  of  information  is  done  in  an 
iterative manner to achieve low bit error 
rates  (BER).  Finally,  the  BCJR 
algorithm (Bahl, Cocke, Jelinek, Raviv) 
is often implemented for generating soft 
outputs  and  decoding  the  applied 
convolutional codes [1], [2], [3], [4]. 
 
The  turbo  encoding/decoding 
strategy that is based on the above main 
building blocks was studied extensively 
in  the  wide  literature  of  digital 
communications.  Turbo  codes  were 
applied  mainly  with  binary  phase  shift 
keying  (BPSK)  where  the  simple 
mapping  and  direct  link  between  the 
binary 0‟s and 1‟s on one hand and the 
positive  and  negative  signals  on  the 
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structures.  Most  of  the  research  effort 
was steered in this direction and BPSK 
constituted,  by  far,  the  most 
conventional  modulation  scheme  that 
was associated with turbo codes [5]-[7]. 
In this context,  the research effort  was 
directed  towards  soft-input  soft-output 
iterative  decoding  algorithms  for 
different  types  of  turbo  codes,  such  as 
block  turbo  codes  BTC  [8],  [9]. 
Designing interleavers for Turbo Codes 
is also an important research direction in 
the field of turbo codes [10]-[12]. 
  
Recently,  various  contributions 
considered  the  problem  of  turbo 
encoding/decoding  with  QAM  signals 
where  different  solutions  showed  how 
QAM  signals  can  make  use  of  turbo 
codes  to  improve  the  BER  [13],  [14]. 
These proposed solutions can be seen as 
extending  the  turbo  coding  techniques 
from the one-dimensional BPSK signal 
sets  to  the  two-dimensional  QAM 
constellations.  Pursuing  the  research 
effort  in  this  direction,  we  further 
present  a  simple  and  efficient  solution 
for  extending  the  principle  of  turbo 
encoding/decoding  to  the  multi-
dimensional PPM signal sets. Note that 
PPM is attracting a growing attention as 
a  strong  candidate  modulation  scheme 
for  free-space  optical  (FSO) 
communications  [15]  and  ultra-
wideband (UWB) communications [16]. 
Given the very high temporal resolution 
resulting from the very large bandwidths 
occupied by optical and UWB signals, it 
is  often  much  simpler  to  control  the 
positions  of  the  transmitted  modulated 
signals  rather  than  controlling  their 
amplitudes  and/or  phases.  Note  that 
various  contributions  considered  turbo 
codes with binary PPM in the context of 
UWB  communications  [17]-[20]. 
However,  these  proposed  solutions  are 
exclusive  to  two-dimensional  binary 
PPM and cannot be extended to M-ary 
PPM.  In  fact,  the  two  binary  PPM 
signals  [1  0]  and  [0  1]  can  be  easily 
mapped to the +1 and -1 signals of the 
BPSK signal set by subtracting the value 
of  the  signal  received  in  the  first  slot 
from that received in the second slot. 
 
The major contribution of this paper 
consists  of  extending  turbo  codes  to 
multi-dimensional  PPM  where  we  use 
the Log Likelihood Ratio LLR to carry 
on  the  soft  demodulation.  The  paper 
goes  through  the  proposed  design  by 
explaining  the  different  components  to 
be  implemented  at  the  transmitter  and 
receiver sides. In other words, the turbo 
encoders are presented first and then the 
interleaver is introduced. After covering 
the  encoding  part,  the  PPM  channel 
modulator is discussed. At the receiver 
side we have the PPM demodulator that 
generates soft outputs fed into the turbo 
decoders.  Finally,  we  have  the  BCJR 
algorithm  used to  undergo the iterative 
turbo  decoding.  The  results  of  the 
simulations are presented at the end of 
the paper. 
 
2 TURBO CODES WITH PPM 
 
As  stated  before,  much  research 
effort is done to maximize the benefits 
of turbo codes applied on BPSK signals. 
The advantages of working with BPSK 
signals can be summarized in these three 
point;  1)  At  the  transmitter  side  the 
encoded  bits  directly  map  to  BPSK 
signal, such that; binary zero is mapped 
to -1 and binary one is mapped to +1 or 
the other way around. 2) At receiver side 
a  hard  decision  can  be  made  simply 
based  on  the  arithmetic  sign  of  the 
received  signal.  3)  BCJR  algorithm, 
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Ratio,  is  highly  adapted  to  the  BPSK 
signals. 
 
These  three  points  prompted  us  to 
introduce additional layers to the already 
existing design in order to extend turbo 
codes to multidimensional PPM. At the 
transmitter  side  we  have  a  simple 
modulator  that  generates  M-ary  PPM 
signals.  At  the  receiver  side  the 
demodulation  of  the  received  signal  is 
achieved  through  a  PPM  signal 
demodulator  that  generates  soft  BPSK-
like  signal  that  can  undergo  turbo 
decoding  as  suggested  in  past  research 
papers.  This  paper  aims  at  abstracting 
the modulation/demodulation layer from 
other  layers;  turbo  encoding, 
interleaving,  turbo  decoding,  etc.  As 
such,  further  optimization  of  the 
proposed design can be accomplished by 
simply improving the demodulator at the 
receiver  side  keeping  all  other 
components intact. 
  
In  this  section,  we  go  through  the 
proposed design in a sequential manner. 
At  the  transmitter  side  turbo  encoders 
are  introduced  first.  At  the  encoding 
stage, the crucial role of the interleaver 
is highlighted. Data encoding is followed 
by pulse position channel modulation. At 
the receiver side,  before going through 
the  traditional  turbo  decoding  process 
using  the  BCJR  algorithm,  pulse 
position  demodulation  comes  into  play 
to  generate  the  desired  BPSK-like  soft 
decision. 
 
2.1 Turbo Encoders 
 
Turbo  codes  are  generated  using 
two convolutional encoders that are IIR 
(infinite  impulse  response)  Finite  State 
Sequential Machines (FSSM). These two 
encoders  are  known  as  recursive 
systematic  convolutional  (RSC) 
encoders  that  are  concatenated  in 
parallel.  They  receive  the  same  input 
message however in different order and 
generate  the  corresponding  parity  bits. 
As  such,  each  input  message  bit  is 
encoded twice, which results in a code 
rate  of  1/3.  However,  we  puncture  the 
two parity bits to improve the code rate 
from  1/3  to  1/2.  For  even  position 
message  bits,  the  parity  bits  from 
encoder I are taken. On the other hand, 
for odd position message bits, the parity 
bits from encoder II are taken. Note that 
we  should  not  puncture  the  systematic 
bits  because  it  results  in  BER 
performance  loss  [1]  [2].  Therefore, 
upon puncturing we end up with a code 
rate  of  1/2.  The  trellis  encoders  used 
make the source model a discrete hidden 
Markov source. The joint probability of 
the symbol sequences is given by,  
 
p(X) = p(X1). ∏                      , (1)  
X =   
  = {           , where the 
source transition probabilities are 
            = 
 (       )
 (    )                        (2) 
 
 
Fig1. Turbo Encoder 
 
As  state  before,  the  reordering  of 
input  message  before  entering  the 
second RSC encoder is significant. The 
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input  message  renders  the  two  parity 
streams  from encoder  I and  encoder  II 
sufficiently  independent,  which 
enhances  the  performance  of  the 
iterative  decoding  at  the  receiver  side. 
The degree of independence is strongly 
associated  with  the  type  of  interleaver 
used.  In  this  paper,  we  used  10  by  10 
block interleavers that are simply matrix 
structures.  In  this  matrix  structure  data 
are input along the rows and read along 
the  columns  [1]  [2].  A  6  by  6  block 
interleaver, for example, can use a 6x6 
matrix  as  shown  below.  The  data  bits 
will be read from the entries as (1, 7, 13, 
19, 25, 31, 2, 8, 14, 20, 26, 32, 3, 9, 15, 
21, 27, 33, 4, 10, 16, 22, 28, 34, 5, 11, 
17,  23,  29,  35,  6,  12,  18,  24,  30,  36). 
Note that block interleavers do not have 
to be square matrices. 
  
[
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The  turbo  encoding  process, 
interleaving of input message and parity 
bit puncturing are depicted in Fig. 1.  
 
2.2 Pulse Position Modulation 
 
After we generate the parity bits we 
have the channel modulation part. In the 
case  of  BPSK  signals  we  have  no 
problem because zeros are mapped to „-
1‟ and ones are mapped to „1‟. However, 
given that PPM is attracting a growing 
attention  for  the  reasons  briefly 
mentioned  in  the  introduction,  we 
propose  modulating  the  encoded  data 
into  PPM  symbols  and  not  simply 
sending  them  through  the 
communication  channel  as  BPSK 
signals. 
 
Pulse position modulation is based 
on  sending  N  message  bits  by 
transmitting a single pulse in one of the 
        possible  M-ary  PPM  symbol 
slots.  As  such,  we  should  adopt  a 
strategy to map the encoded bits to PPM 
symbols. A similar effort is done in [13], 
where  the  encoded  bits  are  mapped  to 
gray-coded  QAM  signals.  In  other 
words,  the  encoded  bits  specify  the 
coordinates  of  the  QAM-symbol 
generated on the gray code QAM map 
shown in Fig. 2. The puncturing process 
yields  two  bits,  a  systematic  bit  and  a 
parity  bit,  at  every  time  instant. 
Therefore, two time instants are required 
to  indicate  both  the  abscissa  and  the 
ordinate on the mentioned map. 
 
 
Fig2. Gray code QAM map 
 
A similar yet a simpler approach is 
proposed  to  undergo  pulse  position 
modulation.  Upon  puncturing,  the  two 
encoded  bits  are  capable  of  uniquely 
specifying,  as  shown  in  Table  1,  four 
channel slots, which results in having 4-
ary PPM symbols.  
 
b1b0  PPM symbol 
00  0001 
01  0010 
10  0100 
11  1000 
Table 1. 4-ary PPM symbol 
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three  encoded  bits,  the  symbols 
generated  are  8-ary  PPM  symbols  as 
shown in Table 2. Note that for the two 
mentioned cases, the PPM symbols are 
generated  at  every  time  instance.  In 
other  words,  each  PPM  symbol 
corresponds  to  one  systematic  or 
message  bit.  Therefore,  the  modulation 
can  take  place  every  n  time  instants 
resulting  in     -ary  and     -ary  PPM 
symbols  for  punctured  and  non-
punctured  turbo  encoded  bits, 
respectively. 
 
b2b1b0  PPM symbol 
000  00000001 
001  00000010 
010  00000100 
011  00001000 
100  00010000 
101  00100000 
110  01000000 
111  10000000 
Table 2. 8-ary PPM symbols 
 
2.3 Pulse Position Demodulation 
 
Turbo decoding at the receiver side, 
as  shown  in  Fig.  3,  requires  that  the 
channel  demodulator  generate  soft 
decision about the transmitted data. The 
paper  proposes  a  pulse  position 
demodulation  strategy  based  on  two 
important  facts:  1)  State  transitions  on 
the  trellis  diagram  are  based  on  the 
message bits entering the turbo encoders. 
In  other  words,  the  iterative  turbo 
decoding,  irrespective  of  the  decoding 
algorithm  used  (whether  BCJR 
algorithm  or  Soft  Output  Viterbi 
Algorithm  (SOVA)  or  any  other 
algorithm),  cannot  be  operated  directly 
on the received PPM symbols. 2) BCJR 
algorithm  is  highly  compatible  with 
polar bits, because it is based on the log 
likelihood ratio. 
 
 
Fig3. Pulse Position Demodulation 
Based on the mentioned reasons, a 
soft demodulation technique is proposed, 
which is based on evaluating the LLR of 
the transmitted data. Similar technique is 
used in [13] to generate soft decision for 
gray-coded QAM symbols. 
 
The  paper  presents  the 
demodulation  equation  for  the  4-PPM 
received symbol. However, the equation 
extends  to  M-ary  pulse  position 
modulation.  Note  that  M-ary  PPM 
symbols have a pulse in one of the M 
slots. 
The  PPM  symbols  are  transmitted 
over AWGN channel.  Therefore, if the 
transmitted value is x then, 
P(z/x)= 
 
√         
*( 
  
   )       +         (3) 
where z is the  received value and 
  
     is 
the signal to noise ratio SNR. 
 
Denote by zi the received value in 
the     slot of the PPM signal. Moreover, 
the  demodulation  of  a  4-PPM  symbol 
must evaluate two LLR‟s for b1 and b0 
(recall Table 1.). Table 3 illustrates the 
stated ideas. Accordingly,  
 
P(b0=0/z3 z2 z1z0) = ∑                   
= P(A3=0/z3).P(A2=0/z2).P(A1=0/z1).P(A0=1/z0) + 
P(A3=0/z3).P(A2=1/z2).P(A1=0/z1).P(A0=0/z0)   (4) 
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Encoded 
bit (bi) 
Possible 
transmitted 4-ppm 
symbol (A) 
Received 
values 
(z) 
A3  A2  A1  A0 
i=0 
0 
0  0  0  1 
z3  z2 z1 z0  0  1  0  0 
1 
0  0  1  0  z3  z2 z1 z0 
1  0  0  0 
i=1 
0 
0  0  0  1 
z3  z2 z1 z0  0  0  1  0 
1 
0  1  0  0 
z3  z2 z1 z0  1  0  0  0 
Table 3.  
 
Moreover,  the  log  likelihood  ratio 
of the encoded bit is as follows, 
 
LLR(bi) =   (
                   
                   )          
             =   
∑                
∑                
                      (5) 
 
Applying Bayes‟ Theorem gives, 
 
LLR(bi) =   
∑                
∑                
                      (6) 
 
Note  that  equation  is  (6)  is  valid 
because  the  PPM  symbols  are 
equiprobable. 
 
(4) and (6) result in, 
 
LLR (bi) = 
  ∑  
 {
        
     
        
     
        
     
        
    }
             
  ∑  
  
        
     
        
     
        
     
        
     
         .  (7) 
Note  that  equation  (7)  has  a 
positive value if bi is more likely to be 
equal  to  1  and  a  negative  value 
otherwise.  Moreover,  the  magnitude  of 
the  calculated  value  represents  the 
degree  of  confidence  of  the  likely  bit 
value. The calculated quantity, therefore, 
specifies  the  bit  metrics  of  the 
transmitted  data.  As  a  result,  the  LLR 
values generated by the demodulator can 
pass to the turbo decoders that can deal 
with them as if they were BPSK signals. 
The  complexity  of  the  above 
equation is high. For this reason, MAX 
Log Likelihood ratio can be used instead 
[20]. This  method approximates (7) by 
considering 
 
ln ∑    (   )      (   )             .     (8)   
We  can  easily  extend  the  soft 
demodulation  technique  to  M-ary  PPM 
symbols.  For  instance,  if  we  do  not 
puncture the encoded data, as discussed 
in  subsection  2.2,  we  end  up  having 
three bits for each systematic bit. These 
three bits result in 8-ary PPM symbols. 
Therefore,  at  the  receiver  side  the 
demodulator  generates  soft  decisions 
based on Table 4. Accordingly, 
  
              P(b0=0/z7z6z5z4z3z2 z1z0) = ∑                   
= P(A7A6A5A4A3A2A1A0=”00000001”/ z7z6z5z4z3z2 z1z0) +  
   P(A7A6A5A4A3A2A1A0=”00000010”/ z7z6z5z4z3z2 z1z0) +  
   P(A7A6A5A4A3A2A1A0=”00000100”/ z7z6z5z4z3z2 z1z0) +  
   P(A7A6A5A4A3A2A1A0=”00001000”/ z7z6z5z4z3z2 z1z0)       (9) 
 
As in equation (4), each pulse slot 
of  the  8-PPM  signal  is  independent  of 
the remaining slots. 
 
  Encoded 
bit (bi) 
Possible transmitted 8-ppm symbol (A)  Received 
values 
(z)  A7  A6  A5  A4  A3  A2  A1  A0 
i=0 
0 
0  0  0  0  0  0  0  1 
z7   
z6 
z5 
z4  
z3   
z2  
z1  
z0 
 
0  0  0  0  0  0  1  0 
0  0  0  0  0  1  0  0 
0  0  0  0  1  0  0  0 
1 
0  0  0  1  0  0  0  0 
0  0  1  0  0  0  0  0 
0  1  0  0  0  0  0  0 
1  0  0  0  0  0  0  0 
i=1 
0 
0  0  0  0  0  0  0  1 
0  0  0  0  0  0  1  0 
0  0  0  1  0  0  0  0 
0  0  1  0  0  0  0  0 
1 
0  0  0  0  0  1  0  0 
0  0  0  0  1  0  0  0 
0  1  0  0  0  0  0  0 
1  0  0  0  0  0  0  0 
i=2 
0 
0  0  0  0  0  0  0  1 
0  0  0  0  0  1  0  0 
0  0  0  1  0  0  0  0 
0  1  0  0  0  0  0  0 
1 
0  0  0  0  0  0  1  0  
0  0  0  0  1  0  0  0 
0  0  1  0  0  0  0  0 
1  0  0  0  0  0  0  0 
Table 4. 
 
The  same  soft  demodulation  technique 
can  be  extended  for  M-ary  PPM 
symbols. 
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Algorithm 
 
The PPM demodulator, as explained 
in the previous subsection, calculates bit 
metrics using the Log Likelihood Ratio. 
In the case of BPSK signals, the received 
data  is  directly  fed  into  the  turbo 
decoders.  Turbo  decoding  involves 
communicating  soft  decisions  between 
the two decoders present. In other words, 
decoder I receives the message bits and 
the corresponding parity bits (generated 
by  the  encoder  I)  and  generates  an 
extrinsic  information  about  the 
systematic  bits.  The  extrinsic 
information is then passed to decoder II 
after being interleaved. Decoder II uses 
this interleaved extrinsic information as 
a  priori  information  together  with  the 
systematic  information  and  the 
corresponding parity bits  (generated by 
the  encoder  II)  to  generate  its  own 
extrinsic  information  [1]-[3].  This 
extrinsic  information  is  then  de-
interleaved and passed back to decoder I. 
This  process  constitutes  one  iteration. 
However,  when  using  a  soft  output 
demodulator  before  starting  turbo 
decoding,  as  it  is  the  case  here  in  this 
paper,  the  decoder  I  has  a  priori 
information  about  the  transmitted  data 
during  the  first  turbo  decoding  cycle. 
Therefore,  we  can  consider  that  PPM 
demodulation  itself  constitutes  an 
iteration  that  generates  bit  metrics  fed 
into turbo decoder I. 
  
The  process  of  decoding  can 
undergo  several  iterations.  Each 
additional  iteration  improves  the  BER 
until a certain limit is reached. After this 
limit further iterations will not introduce 
much improvement in BER; thus, a hard 
decision  is  made  and  decoding 
terminates.  As  we  said  before,  the 
decoding  algorithm  is  known  as  the 
BCJR algorithm [1]. Note that the BCJR 
decoders will deal with the soft output of 
the PPM symbol demodulator as if they 
were BPSK symbols transmitted through 
AWGN channel. Such an approach does 
not  give  optimal  results,  because  the 
iterative  BCJR  decoding  algorithm  is 
used  to  generate  bit  metric  for  BPSK 
symbols.  
  
In  BPSK  modulation  only  the 
extrinsic  information  is  communicated 
between  the  two  turbo  decoders. 
However, when using PPM signals both 
the  systematic  information  and  the 
extrinsic information must be exchanged 
between  the  two  decoders.  This  is 
because  both  the  parity  bit  and  the 
systematic  bit  are  used  to  specify  the 
pulse position.  
 
3 RESULTS 
 
Figures  4,  5,  6,  and  7  show  the 
Matlab  simulation  results  for  BPSK, 
QAM,  4-PPM,  and  8-PPM  signals, 
respectively.  They  show  the  Bit  Error 
Rate with respect to the Signal to Noise 
Ratios that are in dB. The figures show 
that  the  turbo  codes  are  improving  the 
BER; however, there is limit after which 
further  iterations  become  useless. 
Another important observation is that the 
first  turbo  decoding  iteration  improves 
the  BER  more  for  PPM  symbols, 
however,  further  decoding  iterations 
applied  on  PPM  symbols  result  in 
insignificant  improvement.  In  other 
words,  the  waterfall  region  in  both 
figures 6 and 7 is steeper (from the first 
iteration)  than  that  of  figures  4  and  5. 
Moreover, if we compare figures 6 and 7 
it  may  seem  that  not  puncturing  the 
transmitted data is giving better results.  
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Fig4. BER versus SNR in dB BPSK signal 
 
Fig5. BER versus SNR in dB QAM symbols 
 
Fig6.  BER  versus  SNR  in  dB  for  4-PPM 
symbols 
 
Fig7. BER versus SNR in dB for 8-PPM 
symbols 
 
However, the power of the pulse in 
the  8-PPM  symbols  of  the  non-
punctured bits is the same as that of 4-
PPM symbol. If we are to make a more 
realistic comparison, we should consider 
the energy of the transmitted pulse for 
the 8-PPM symbol 1.5 times that of 4-
PPM symbol. This is because 3 bits are 
mapped  to  8-PPM  symbols  and  not  2 
bits as it is the case for 4-PPM symbols. 
This gives an additional 1.76 dB for the 
SNR of the 8-PPM symbols, which is a 
great  improvement  especially  in  the 
waterfall  region  of  the  BER  curve.  In 
other words, for a BER of 10
-2 5.2 dB of 
SNR  is  required  for  the  first  decoding 
iteration  of  soft  demodulated  4-PPM 
symbols. On the other hand, for the same 
BER  5.6-1.76  =  3.84  dB  of  SNR  is 
required for the first decoding iteration 
of soft demodulated 8-PPM symbols. 
 
4 CONCLUSIONS 
 
We  investigated  the  BER 
improvement  achieved  when  applying 
turbo  codes  on  PPM  signals.  We  have 
shown how pulse position modulation of 
turbo  encoded  bits  is  achieved. 
Moreover,  the  paper  proposed  a  PPM 
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making  a  soft  decision  about  the 
received bits. The soft decision is then 
passed to the turbo decoders that run the 
BCJR  algorithm  to  do  an  iterative 
decoding  of  the  received  data.  The 
results obtained illustrate the efficiency 
of  the  proposed  design.  However,  we 
can see that only the first iterations are 
capable  of  improving  the  BER;  further 
iterations do not improve much. Further 
improvements can be made in two fields: 
1) the iterative turbo decoding algorithm 
can be modified to adjust with the soft 
demodulation  technique  proposed,  2) 
improving  the  soft  demodulation 
technique to improve the performance of 
the turbo BCJR decoders. 
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