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I. Introducción 
 
Actualmente estamos ante una de las mayores revoluciones que se han 
podido experimentar a lo largo de la historia del sector audiovisual, 
produciéndose un crecimiento exponencial de los contenidos creados 
diariamente, provocando infinidad de nuevas necesidades. Esta evolución de 
gran magnitud, no solo se produce a nivel doméstico, sino que también a nivel 
profesional. Seguro que existen multitud de factores que justificarían esta 
evolución, pero probablemente el mayor culpable es el paso a la tecnología 
digital. Principalmente, permite un trato más cómodo de la señal, aportando 
multitud de ventajas a la hora de hacer operaciones y una compresión de la 
misma, que permite un tratamiento más veloz.  
 
En el ámbito profesional, se ha aprovechado la revolución existente para 
aplicar la tecnología a todos los procesos posibles, tendiendo en gran parte a la 
automatización. Se intentan conseguir algoritmos de procesado de señal en 
tiempo real, de manera que si funcionan correctamente son dispositivos sin 
errores, capaces de trabajar las veinticuatro horas del día sin descanso. No se 
trata de tener máquinas más potentes que sean capaces de hacer más 
operaciones por unidad de tiempo. El objetivo es ser lo más óptimo posible y 
aprovechar los recursos al máximo. 
 
Un ejemplo es la instalación en autopistas, carreteras, peajes… de 
cámaras de video vigilancia que controlan el paso de los automóviles 
(matriculas, velocidades, accidentes…). Todos estos procesos unen un 
conjunto de tecnologías aplicadas en tiempo real, permitiendo tener un mayor 
control. Probablemente ésta sea la causa de la aplicación en hogar, oficinas, 
exteriores, etc. de cámaras de seguridad que permiten que el ser humano 
pueda saber qué ha ocurrido en un determinado momento. 
 
Tras todos estos procesos comentados, se esconde la clave de éste 
proyecto de final de carrera. Los algoritmos relacionados con el procesado de 
imagen, como podrían ser los de video vigilancia, tienen como base común la 
necesidad de obtener una imagen nítida, clara y sin vibraciones de manera que 
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se pueda analizar la imagen de forma correcta. Tal hecho no siempre es 
posible, ya que pueden surgir imprevistos como condiciones meteorológicas 
adversas, que provoquen movimientos no deseados de la captura y en 
consecuencia dificulten el procesado. Por ello surge la necesidad de 
contrarrestarlos y mantener una cierta estabilidad. 
 
Resumiendo, la aplicación de la estabilización tiene como objetivo poder 
ser combinada con otros procesos, permitiendo que estos hagan su función de 
manera correcta, sin tener que preocuparse de otros factores. 
 
I.1. Aportaciones del proyecto 
 
El presente proyecto se ha realizado e el Departamento de Teoría del 
Señal y Comunicaciones de la Universidad Politécnica de Cataluña. 
Anteriormente había sido desarrollado por Rebeca Martínez obteniendo buenos 
resultados a nivel de estabilización. 
  
El problema de ese algoritmo residía en el tiempo de cálculo. Era un 
tiempo muy elevado (lento), que no permitía su aplicación en tiempo real. La 
importancia de este PFC no se limita a crear una herramienta que funcione 
correctamente a nivel de calidad de estabilización, sino que es vital que lo haga 
en sistemas de tiempo real, ya que puede ser una base fundamental para el 
posible desarrollo de nuevas técnicas de análisis de imagen en otros procesos.  
 
De este modo, el proyecto permitirá que algoritmos posteriores (tales 
como identificación de objetos/personas en la escena) que tengan que trabajar 
con vídeos, puedan hacerlo sin preocuparse en si las imágenes de la 
secuencia son estables o contienen vibraciones y movimientos, debido a que 
ya han sido compensadas. Se permitirá así trabajar sobre bases mucho más 
estables, asegurando unos mejores resultados finales. Además, la aplicación 
posterior de este sistema en las cámaras permitiría un abaratamiento de éstas, 
debido a que no serían necesarios sistemas mecánicos que, en la mayoría de 
los casos, disparan su precio. 
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II. Estado del arte 
 
II. 1. Estabilización de imágenes 
 
El ámbito de la estabilización de imágenes por software está en 
constante desarrollo. Se producen mejoras que pueden abarcar desde nuevos 
métodos con los que obtener mejores resultados hasta conseguir mejorar 
algunos aspectos de anteriores modelos que no cumplían del todo con las 
expectativas.  
 
Actualmente, el proceso de estabilización se puede diferenciar en dos 
grandes etapas: estimación de movimiento y compensación del mismo. Es 
conveniente hacer una breve explicación de que se hace en cada una de ellas, 
para saber donde pueden residir las posibles mejoras que se están intentando 
implementar en la actualidad [2], [3]. 
 
  II.1.1. Estimación del movimiento. 
 
Consiste en identificar que movimientos se producen entre dos 
imágenes. Para ello tendremos que tener en cuenta que tipos de movimiento 
pueden ocurrir (traslacional, rotacional, etc.). Este aspecto es especialmente 
importante ya que a pesar de tratarse de una imagen en dos dimensiones, a 
partir de una serie de parámetros podemos identificar movimientos como si de 
una tercera dimensión se tratara. Las contrapartidas surgen al producirse un 
mayor tiempo de procesado a medida que tenemos más parámetros y una 
mayor dificultad para conseguir el resultado deseado al producirse cambios de 
iluminación o aparición de ruido.   
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Existen diferentes métodos para implementar la estimación. Un 
modo sobre el que aplicarla podría ser: 
  
• Píxel a píxel. Es la más costosa de todas, la cual representa el 
movimiento que se produce para cada píxel (velocidad, 
desplazamiento, zoom…). 
.   
• Bloques. Se divide la imagen por bloques no solapados y se 
busca en la otra imagen cual es el conjunto de píxeles de menor 
error.  
 
• Regiones. Consiste en segmentar la imagen, y tratar por igual 
zonas que se consideran “similares”. 
 
De igual manera, existen diferentes métodos de búsqueda, fruto 
de investigación en la actualidad. En función del que utilicemos obtendremos 
una curva (Resultados vs. Tiempo) adecuada para lo que interese. Esta parte 
es la que se va a intentar mejorar en relación al proyecto desarrollado.  
 
II.1.2.Compensación de movimiento. 
 
Consiste en hacer efectivo el cálculo de la estimación a través de los 
vectores obtenidos en el proceso anterior. En principio, tiene que ser una 
operación rápida y sin problemas. 
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II. 2. Algoritmos desarrollados 
 
En el ámbito de la estabilización por software, dichas soluciones pueden 
ser globales (partiendo de la imagen desestabilizada, procesándola y 
obteniendo la estabilizada) o pueden ser algoritmos de mejora de ciertas 
funciones específicas dentro del proceso global. Por tanto, la estabilización de 
imágenes abarca un gran número de posibilidades. 
 
A continuación se adjuntan soluciones que podemos encontrar, en este 
momento, en dicho campo. 
 
II. 2.1. Estabilización de video a través de análisis 
dinámico 
 
Consiste en un algoritmo que calcula la estimación de movimiento 
global entre diferentes frames a través de técnicas denominadas Dynamic Time 
Warping. Una de las particularidades es que asegura robustez en el proceso 
aún cuando haya cambios de iluminación y movimiento de objetos [4].  
 
En aplicaciones de procesado de imagen es de especial 
importancia la calidad de la imagen capturada, aunque no es el único factor a 
tener en cuenta. Aspectos como la comprensión de objetos que aparecen en la 
escena, frames que elegimos o la velocidad de éstos también son importantes. 
Sin embargo, podemos tener todos los parámetros nombrados con un valor 
óptimo, pero haber hecho una captura con un movimiento no deseado debido a 
que los soportes de ayuda o el propio movimiento de la mano que sujeta la 
cámara  provocan pequeñas sacudidas. A parte de poder tener una solución 
mecánica también existe la vía software.  
 
Ésta técnica consiste en aplicar el movimiento contrario del que 
se produce a los frames capturados. Una de las partes más importantes y 
críticas, es el cálculo de los vectores de movimiento globales, los cuales van a 
describir la cantidad de movimiento producido.  
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En concreto utiliza las curvas características de cada frame. Estas 
no son más que el análisis de los valores de los píxeles que toma la imagen por 
filas y columnas. De esta manera, cada fila y columna produce dos curvas 
(vertical y horizontal). El método busca las proyecciones de dichas curvas 
desplazándolas a través del eje perpendicular del siguiente frame hasta 
encontrar la mayor coincidencia. 
 
 
 
 
 
 
Figura II.1 
 
A pesar de los buenos resultados obtenidos a nivel de calidad, 
sigue siendo una técnica lenta y queda trabajo por desarrollar en la parte de 
velocidad de cálculo de los parámetros.  
 
II. 2.2. Algoritmo de análisis del vector de 
movimiento 
 
Técnica de estabilización de imagen que utiliza un algoritmo de 
análisis del vector de movimiento y una coincidencia basada en una 
deformación bajo un gran zoom [5].  
 
Los sistemas de estabilización se pueden clasificar en tres tipos: 
electrónicos, ópticos y digitales. Este método supone que los movimientos que 
producen tanto los sistemas electrónicos como ópticos son equivalentes a los 
digitales. Bajo este concepto realiza una estimación basada en un filtrado de 
kalman. Aplican el concepto de que siempre que se produce una sacudida en 
una captura de una imagen, ésta se ve aumentada en gran medida si hacemos 
un zoom en una de las partes. Esto se puede interpretar de manera que 
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pequeños movimientos se convierten en grandes cuando se aplica a la misma 
captura dicho aumento. Por ello dividen la imagen en diferentes sub-imágenes. 
Un filtro selectivo calcula la dirección y magnitud del movimiento de cada una 
de ellas. En función de esto, clasifica cada una de las sub-imágenes en cuatro 
clases para cada una de las cuales aplica un tipo de tratamiento.  
 
 
Figura II.2 
 
II. 2.3. Estabilización adaptada en dos dimensiones 
 
Algoritmo que compensa las vibraciones encontradas en el marco 
de dos dimensiones [6].  
 
Este algoritmo, en la parte de estimación de movimiento, propone 
hacer dicho cálculo en base a unos bloque que generen vectores locales, que 
marquen las coincidencias encontradas entre frames consecutivos dentro de un 
área de búsqueda reducida, generando unos parámetros aprovechables para 
posibles frames posteriores. 
   
Para poder hacer de manera más rápida todo el proceso se 
pueden utilizar algoritmos de búsqueda avanzada que reducen el tiempo de 
procesado. Una vez que se tienen los vectores locales, estos pueden contener 
“ruido”, por lo que no representarían un movimiento fiel. Por ello, se vuelve a 
comprobar el parámetro calculado a través de diferentes métodos de cálculo 
como puede ser un bajo SNR.  
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Cuando se producen cambios de escena y por lo tanto el error es 
muy grande, se vuelven a calcular todos los parámetros, evitando arrastrarlo de 
un frame a otro. 
 Un buen algoritmo tendrá que diferenciar entre la vibración 
deseada producida en la captura (seguimiento de una persona) y la que no lo 
es para poder corregirla. En este apartado se pueden utilizar diferentes tipos de 
técnicas matemáticas que jueguen con los parámetros obtenidos en la 
estimación. A grandes rasgos, podemos decir que una técnica de identificación 
de cada tipo de movimiento podría ser en función de la cantidad de 
desplazamiento que ha producido una zona de píxeles.  
 
A continuación se muestra un esquema de lo mencionado: 
 
 
Figura II.3 
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II. 2.4. Block Matching 
 
Algoritmo de estabilización de imágenes digitales basado en un 
block-matching circular para la estimación del movimiento global  en 
situaciones de escala, rotación y traslación entre frames consecutivos, donde el 
primero se considera como referencia [7].  
 
El método consiste en dividir la imagen en bloques circulares y 
para cada uno de ellos hace una comparación con la de referencia según un 
criterio de error elegido, obteniendo un vector de movimiento por cada zona. 
Una vez se dispone de todos los vectores, a partir de ellos se resuelve un 
sistema lineal para generar un parámetro global a través de un esquema de 
iteración de descenso de gradiente. 
 
El problema de este tipo de algoritmo es su elevado coste 
computacional, provocando que su aplicación en sistemas de tiempo real sea 
difícil. Por ello, aunque supone la posibilidad de obtener un error mayor, varias 
soluciones pasan por reducir o disminuir el número de bloques con el que se 
hace el cálculo. 
 
Este sistema permite poder utilizar diferentes tipos de bloques. 
Los más utilizados son los rectangulares y circulares. Cada uno de ellos es 
adecuado para un tipo de características y movimientos. En concreto, el 
rectangular es óptimo para movimientos grandes de traslación. Sin embargo, 
deja de funcionar cuando se produce un movimiento de rotación que excede un 
pequeño margen. El circular, que se utiliza en el algoritmo explicado, por su 
estructura soluciona este problema, y por lo tanto es aplicable a sistemas en el 
que los movimientos globales pueden llegar a ser elevados.  
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II. 2.5. Estimación de movimiento en imágenes 
degradadas 
 
El siguiente método es adecuado para imágenes típicas de los 
sistemas de estabilización. Suelen ser imágenes degradadas, que tienen tales 
características debido a posibles movimientos que ha sufrido el aparato de 
captación o desenfoques. Estas alteraciones, no deseadas, normalmente se 
producen en componentes de alta frecuencia, destruyendo los detalles. Si se 
produce este fenómeno, la precisión conseguida en el método de registro es 
pobre, [8]. 
 
Para evitar este aspecto, se aplica un filtrado (suavizado), 
eliminando la alta frecuencia a las dos imágenes, de manera que no se tenga 
en cuenta la degradación. Una vez se tiene suavizada la imagen hasta el punto 
que se quiere aplica un sobre muestreado. Es decir, “interpola” la imagen 
poniendo unos valores deseados en los nuevos píxeles. Estos pueden ser muy 
dispares, aunque normalmente se coge un valor medio entre los más cercanos. 
A partir de este aquí se puede reconstruir la imagen escogiendo un conjunto de 
puntos. Las ventajas de la imagen filtrada aparecen en este momento, pues el 
conjunto de píxeles utilizados no es único, y un gran número de 
transformaciones geométricas pueden llegar a aproximar el resultado.  Este 
método consigue reducir la complejidad de cálculo, debido a que se remplazan 
las operaciones de compensación por una selección de píxeles.  
 
 
 
 
 
 
 
 
 
Figura II.4 
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II. 2.6. Algoritmo específico para video vigilancia 
 
Los algoritmos para sistemas de video vigilancia siguen un 
patrón muy parecido: estimación del movimiento, calculo de una transformación 
global para estabilizar la imagen (compensación) y composición de esta. Cada 
una de las partes realiza su función especificada en la introducción [9].  
 
Hay que mencionar que los sistemas de video vigilancia tienen 
dos características un tanto especiales. Una de ellas, es el número de frames 
por segundo que utilizan. A diferencia de cámaras convencionales, éstas 
trabajan con un número mucho menor. El otro aspecto a tener en cuenta es 
que usan una imagen de referencia, qué representa una imagen de fondo, sin 
objetos. A partir de ella, se pueden detectar objetos que aparecen en escena 
de manera temporal y poder así descartarlos.  
 
Uno de los algoritmos es el método de rejilla. Consiste en utilizar 
un conjunto fijo de puntos en forma de reja que se superponen a la imagen. Se 
calcula el movimiento que se produce para cada uno de ellos minimizando el 
error cuadrático medio. En concreto, la reja se coloca en cada una de las 
imágenes y se le realiza un conjunto de traslaciones por el que se obtiene un 
índice de correlación. Para minimizarlo se realiza una búsqueda exhaustiva en 
un determinado número de traslaciones.  
 
Además, para evitar un error en el cálculo de la estimación y 
descartar elementos que no formen parte del fondo, se utiliza un algoritmo de 
validación. A cada punto se le asocia un coeficiente que se va incrementando a 
medida que se establece como satisfactorio a la hora de considerarlo. Evitamos 
de esta manera encontrar un píxel de similares características en una zona 
muy alejada de la imagen y que se incluya como parte del movimiento. 
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II.3. Compensación por hardware 
 
Hoy en día, el uso de estabilizadores de imagen está muy extendido en 
cámaras, videocámaras, telescopios y binoculares. Los más comunes son: 
 
 Estabilizador de imagen óptico: Normalmente es un sistema mecánico, 
aparte de la cámara, que incorpora dos superficies ópticas flotantes paralelas 
en el interior de la lente, que actúan como un tipo de prisma flexible.  
Cuando la cámara vibra, el movimiento es electrónicamente detectado y se 
genera un voltaje que mueve las lentes. Esto altera el ángulo de la luz que 
atraviesa el prisma y envía la imagen al sensor en dirección opuesta al 
movimiento que realiza la cámara. Por tanto, estabiliza la imagen antes de ser 
procesada. Ya que la imagen completa del sensor es utilizada con la 
estabilización de imagen óptica, no se obtiene pérdida de calidad de la misma. 
 
Diferentes compañías tienen distintos nombres para esta tecnología. Por 
ejemplo, Canon (considerada la pionera de la tecnología) lo llama 
Estabilización de Imagen (IS – Image Stabilization), Nikon lo llama 
Reducción de la Vibración (VR – Vibration Reduction) y Panasonic lo llama 
MegaOIS.  
 
En la implementación de Canon, se utiliza un elemento flotante que es 
movido ortogonalmente por los ejes ópticos de la lente, utilizando 
electroimanes. La señal de vibración, la cual es compensada por la lente 
estabilizadora, es típicamente adquirida utilizando dos sensores piezoeléctricos 
de velocidad angular; uno para detectar el movimiento horizontal y el otro para 
detectar el movimiento vertical. Como resultado, este tipo de estabilizador de 
imagen no puede corregir rotaciones alrededor de los ejes ópticos. Algunas 
lentes tienen un modo secundario que sólo puede contrarrestar el movimiento 
de vibración de la cámara. 
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Sin embargo, se sugiere que el sistema IS sea desactivado cuando la 
lente está montada sobre un trípode, debido a que puede causar resultados 
erróneos y, en general, es innecesario. Las pruebas han demostrado que 
desactivando IS cuando tenemos esta situación, produce imágenes más 
nítidas. No obstante, algunas lentes son capaces de autodetectar que están 
montadas en un trípode (como resultado de una mínima vibración) y 
desconectar IS para prevenir el comportamiento errático y la reducción en la 
calidad final. 
 
En el caso de Nikon, algunas de sus lentes VR (Vibration Reduction) 
ofrecen un modo activo que está destinado a los casos en los cuales se tiene 
que disparar a un vehículo en movimiento, como un coche o un barco, y se 
deben corregir grandes vibraciones; mayores que con el modo normal [10]. 
 
 Estabilizador de imagen digital: Es un sistema electrónico que actúa 
directamente sobre la imagen obtenida en el sensor CCD de la cámara. En 
este tipo de sistemas, la superficie de la imagen útil es ligeramente menor que 
la normal. 
 
Cuando la cámara se mueve, el encuadre menor se desplaza entre el 
área mayor del sensor CCD, tratando de compensar el movimiento. El sistema 
electrónico se encarga de determinar el índice de la fila y la columna, de la 
imagen capturada por el sensor, que debe presentarse como primera fila y 
columna de la imagen útil. Si por ejemplo, la cámara se mueve ligeramente a 
un lado, el encuadre digital se moverá en la dirección opuesta, cancelando el 
efecto del movimiento en el sensor de la cámara.  
 
Aunque la técnica funciona efectivamente cancelando movimientos 
limitados de cámara, al reducir el área aprovechable del sensor, se sacrifican la 
resolución y claridad de la imagen [11].  
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III. Bases teóricas 
 
III.1. Modelos de movimiento  
 
Con el objeto de describir el movimiento, todas las técnicas de 
estimación se apoyan en la definición de un modelo.  
 
Los modelos de movimiento vienen caracterizados por el número de 
parámetros que tienen. Cuantos más tengamos, mayor variedad de 
movimientos contemplaremos, aunque también mayor tiempo para procesarlo. 
Se trata de llegar a un equilibrio entre lo que buscamos y el resultado que 
queremos.  
 
 Modelo de Traslación: Es el modelo más sencillo de todos (consta 
únicamente de dos parámetros):  
 
Al tener dos parámetros, solo tiene en cuenta unas variaciones en las 
direcciones horizontales, verticales o ambas (el movimiento es paralelo al plano 
de la imagen). Por lo tanto, solo hablamos de movimiento en (x , y).  
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 Modelo de Magnificación Isotrópica (zoom), Rotación y Traslación: 
Puede representar al mismo tiempo los tres tipos de movimiento. Para ello 
consta de cuatro parámetros que consideran que los objetos se suponen 
planos, paralelos al plano de la imagen y sólo se pueden mover con una 
translación arbitraria y una rotación en el eje, la cual sea perpendicular al plano 
de la imagen.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Modelo Afín: Este modelo puede representar a la vez los movimientos 
de traslación, rotación y zoom. Para ello necesita 6 parámetros que permiten 
que los objetos no tengan que ser paralelos al plano de la imagen.  
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 Modelo de Perspectiva: Es el más preciso y a la vez complejo de 
todos. No contiene restricciones ni de traslaciones ni de rotaciones. En este 
aspecto se pueden conseguir resultados mucho más amplios que en los casos 
anteriores.  
 
 
Este es un modelo geométrico que define a partir de 8 parámetros el 
movimiento de una imagen o de una región particular de esta. 
 
A continuación identificamos el significado de cada uno de los 
parámetros. Los factores relacionados con la escala en las direcciones “x” e “y” 
son los denominados m0 y m4. Vienen a describir posibles variaciones de 
tamaño que pueda sufrir la imagen ya sea de acercamiento o distanciamiento 
(si son mayores que 1.0, zoom in; si son menores, zoom out) producida por un 
zoom de la cámara o bien por un movimiento de los objetos de la escena.  Los 
parámetros m1 y m3 se relacionan con la rotación. Su valor absoluto en 
secuencias habituales de vídeo vigilancia se mueve entre órdenes de 0.001 y 
0.01. Los parámetros de traslación en “x” e “y” son m2 y m5, respectivamente. 
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Su valor se corresponde con los píxeles de traslación, y, por lo tanto, estos 
parámetros tienen, usualmente, una mayor magnitud. Por último, los 
parámetros m6 y m7 tienen que ver con el factor de perspectiva en “x” y en “y” 
(su valor absoluto es habitualmente más pequeño que el del resto de 
parámetros). 
 
III.2. Sistemas de cálculo de los vectores de movimiento 
del proyecto 
 
El proyecto desarrollado en el pasado utiliza una técnica que a 
continuación se describe. La forma de trabajar que tiene, lleva consigo una 
serie de aspectos que parecen insignificantes pero hay que tener en cuenta a 
la hora de interpretar algunos resultados obtenidos.  
 
III.2.1. Estimación de movimiento por descenso 
de gradiente 
 
La técnica para estimar el movimiento entre imágenes se basa 
en un algoritmo por descenso de gradiente. Su uso es muy frecuente en los 
algoritmos de minimización utilizados en procesamiento de señal. La base 
teórica se fundamenta en que la manera más rápida de llegar a un mínimo es ir 
bajando la función por el camino de más pendiente, que es el gradiente de la 
función. 
 
Para explicarlo, nos centraremos en el caso del modelo de 
perspectiva (caso general), debido a que el resto de simplificaciones de este. 
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Antes de continuar, conviene recordar la definición del gradiente 
de una función. Si                    ; es una función diferenciable, el gradiente de f 
en el punto (x, y, z) es el vector en el espacio R3 determinado por: 
 
En el caso de la función perspectiva, la dimensión es de 8 en vez de 3. 
 
El algoritmo de Levenberg – Marquardt, que a continuación se 
explica, está descrito como el método de estimación de movimiento global para 
el estándar MEPG-4. Consiste en aplicar la transformada perspectiva entre dos 
imágenes, e ir modificando de forma iterativa los 8 parámetros del modelo 
hasta que se llegue a un mínimo. 
 
III.2.1.1. Primer paso: N-step matching 
 
El algoritmo de estimación de movimiento se basa en 
unos parámetros iniciales. En un principio, una buena inicialización del 
algoritmo podrían ser los parámetros estimados anteriormente. Es decir, 
supongamos una cierta inercia en el movimiento de la cámara y pensemos que 
el desplazamiento entre dos imágenes consecutivas no es demasiado diferente 
al movimiento entre las dos imágenes anteriores. Ahora bien, cuando aun no 
tenemos ninguna estimación realizada, es necesario que inicialicemos 
debidamente los parámetros de movimiento.  
 
Una primera inicialización previa a la aplicación del 
algoritmo de Levenberg – Marquardt puede ser la de considerar que no hay 
movimiento entre las dos imágenes  (los parámetros que  corresponderían  con  
esto son (                          y                                ). Una mejor inicialización, pero, 
consiste en aplicar un estimador de la traslación entre las imágenes. Este 
primer estimador, que llamaremos Igualador en N pasos (N-step matching) es 
muy poco fino y sólo lo utilizaremos antes de la primera estimación (entre las 
dos primeras imágenes de la secuencia). 
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El igualador en N pasos es un método con 
multiresolución. Esto significa que se utilizan aproximaciones consecutivas con 
resoluciones cada vez mejores para llegar más rápidamente al resultado. El 
primer paso consiste en crear una pirámide de multiresolución de N niveles. 
Por ejemplo, para N=3, la pirámide está formada por la imagen original, la 
imagen diezmada por 2 (previamente filtrada con un filtro paso-bajo) y la 
imagen diezmada por 4 (filtrada dos veces). El filtro paso-bajo es un filtro 2D 
separable, de coeficientes [ ]41,21,41 . Esto quiere decir que se hace primero 
el filtrado en la dirección “x” y, después, la imagen resultante se filtra en la 
dirección “y”.  
 
Una vez tenemos la pirámide formada, tal y como se 
muestra en la figura III.6, realiza una igualación con N pasos (en este caso, 
tres). En el primero, realiza una búsqueda con las imágenes diezmadas por 4 
(que tienen unas dimensiones 4 veces menores en “x” y en “y”). Esta búsqueda 
consiste en desplazar una de las imágenes con pasos de ± 4 píxeles y 
encontrar el desplazamiento óptimo. Dicho desplazamiento es aquel por el cual 
la DFD (Displaced Frame Difference) es menor. En el siguiente paso, se realiza 
lo mismo pero con las imágenes del segundo nivel de la pirámide y con pasos 
de ± 2 píxeles. En el mejor de los desplazamientos encontrados, comenzamos 
la búsqueda definitiva en la base de la pirámide y con pasos de ± 1 píxel. El 
método de refinamiento progresivo se observa claramente en la figura III.7. 
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Después de aplicar el igualador en N pasos, obtenemos unos 
parámetros de movimiento iniciales (con una resolución de 1 píxel y un máximo 
de 7 de desplazamiento si N=3; 15 píxeles si N=4). Es necesario remarcar que 
esta inicialización se aplica cuando no tenemos parámetros de movimiento 
entre las dos imágenes anteriores que, en principio, son más cercanos al 
resultado que estimaremos para la imagen actual. 
 
III.2.1.2. Segundo paso: Levenberg – 
Marquardt 
 
El vector de traslación estimado es utilizado como 
condición para el descenso del gradiente. No obstante, hay que tener en 
cuenta que el algoritmo de Levenberg – Marquardt es también un método 
multiresolución. Por este motivo, en la explicación siguiente será necesario 
utilizar la pirámide de imágenes de la figura III.6. 
 
El descenso de gradiente se aplica primero en la parte 
superior de la pirámide (menos resolución) y se itera hasta que se alcanza un 
determinado criterio de convergencia. Los parámetros de movimiento 
resultantes de este primer nivel se proyectan al siguiente y el descenso de 
gradiente se itera otra vez. Finalmente, los parámetros de movimiento son 
proyectados en la base de la pirámide y se vuelve a realizar los mismos pasos 
para producir los valores de movimiento finales. 
 
A continuación se muestra como se realiza el descenso 
de gradiente en cada uno de los niveles de resolución de la pirámide. I(x , y) es 
la imagen en t = T-1 (imagen anterior) y I’(x’ , y’) es la imagen en t = T (imagen 
actual). Las coordenadas (x , y) de un píxel de la imagen anterior se relacionan 
con las coordenadas (x’ , y’) de la imagen actual a partir de la transformada 
perspectiva (ecuación [III.4]). Para estudiar más fácilmente el problema 
utilizaremos una notación matricial: 
 
 
[III.6] 
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El parámetro w’ representa el denominador de las dos 
expresiones que forman la transformada perspectiva. Por otra parte, los 
parámetros m8 y w son necesarios para mantener la estructura matricial. En la 
práctica, siempre son igual a la unidad.  
 
Nuestro objetivo es realizar la mínima DFD. El parámetro 
crítico es el resultado de acumular el error cuadrático para cada pareja de 
píxeles “i” de las imágenes I e I’. Si mki  vale 1 cuando (x , y) y (x ’, y’) están 
dentro de las máscaras de las imágenes y vale 0 en el resto de casos, 
podemos definir el siguiente parámetro: 
 
[III.7] 
 
Como (x’i,y’i) pueden ser coordenadas no enteras, es 
necesario encontrar el valor de I’ a partir de una interpolación bilineal. 
 
El algoritmo de Levenberg – Marquardt nos permite 
minimizar el parámetro E. Primero, se han de calcular las derivadas parciales 
de ei respecto los parámetros incógnita {m0,…, m7} (lo que implica obtener el 
gradiente de la función – ecuación [III.5] –). Es decir: 
 
[III.8] 
 
donde Di es el denominador de la transformada perspectiva. 
 
A partir de las derivadas parciales, el algoritmo calcula 
una matriz aproximadamente hessiana A y un vector gradiente b con pesos 
que nos permiten actualizar los parámetros de movimiento. 
 
[III.9] 
 
 
[III.10] 
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La actualización de los parámetros consiste en sumar un 
diferencial ∆m a los parámetros de movimiento m: 
 
[III.11] 
 
El proceso de reducción del error E se itera hasta que se 
llega a cumplir un criterio de convergencia o el número de iteraciones es 
suficientemente alto. 
 
El estimador por descenso de gradiente implementado en 
el entorno de desarrollo también tiene en cuenta la presencia de objetos 
irrelevantes (outliers). Si no se considerase la presencia de regiones que no se 
mueven según un movimiento global, habría problemas para encontrar unos 
parámetros de movimiento adecuados. Durante la primera iteración de 
minimización (en cada nivel de la pirámide) se calcula un histograma del valor 
absoluto del término error ei. Después, se sitúa un umbral que excluya el 10% 
de los píxeles con error superior (10% del histograma). En las diferentes 
iteraciones sólo se consideran píxeles que tengan un error menor que el umbral 
calculado; los demás se ignorarán. El algoritmo completo está resumido en el 
siguiente diagrama de flujo:  
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III.2.1.3. Características Básicas 
 
El estimador de movimiento por descenso de gradiente 
es bastante robusto para estimar el movimiento global de una imagen. Otros 
algoritmos basados en la correlación son más lentos y obtienen peores 
resultados. Además, también puede ser utilizado para estimar el movimiento 
entre regiones. En efecto, una prueba interesante para observar el movimiento 
de los diferentes objetos de una imagen consiste en segmentarla en regiones y 
calcular, para cada región, los parámetros de movimiento más adecuados. No 
obstante, en este punto, es necesario hacer una serie de observaciones. 
 
Hasta ahora hemos comentado que las técnicas 
multiresolución nos permitían acercarnos a la solución con aproximaciones 
cada vez más rápidas y robustas. Pero cuando estimamos el movimiento de 
una región pequeña hemos de ir con cuidado con esta técnica. Para construir 
una pirámide de multiresolución tenemos que filtrar la imagen (en este caso, la 
región) tantas veces como niveles tenga la pirámide (sin contar la base, que es 
la imagen original), y una región pequeña puede “desaparecer” cuando es 
filtrada. Por lo tanto, será necesario un control sobre el tamaño de la región o 
decidir el número de niveles según este tamaño. 
 
Por otra parte, cuando el movimiento que queremos 
estimar es el de toda la imagen (no hay problemas de filtrado) podemos variar 
el número de niveles según tengamos movimientos más bruscos (es 
conveniente usar 3 o más niveles) o movimientos suaves (se puede reducir). 
 
Otro parámetro que podemos controlar es el porcentaje 
del histograma que consideremos irrelevante para la estimación. En principio, 
se puede dejar a 10%, pero se puede variar si los objetos del primer plano son 
más grandes o inexistentes.  
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IV. Estabilización de vídeo: El proyecto 
 
IV.1. Base del Algoritmo 
 
El algoritmo que se desarrollará en este proyecto tiene como función 
principal estabilizar videos de video vigilancia, que presenten vibraciones y/o 
movimientos no deseados, lo suficientemente rápido como para poder aplicarlo 
en sistemas de tiempo real.  
 
En concreto se centrará única y exclusivamente en el caso particular de 
cámaras estáticas. Esto conlleva varios factores importantes a destacar. Uno 
de ellos es qué los escenarios capturados van a ser fijos, y por lo tanto, las 
imágenes tendrán el mismo trasfondo con la variación de los objetos que 
aparezcan de forma temporal en dicho lugar. Otro aspecto a tener en cuenta es 
la captura. Un sistema de video vigilancia no capta con la misma frecuencia los 
fotogramas una cámara convencional. Esto significa que no hay que llegar a 
una velocidad de 24 fps, sino qué con llegar sobre los 12 fps. es suficiente. Con 
estas dos premisas, se trata de llegar a un equilibrio Calidad & Tiempo. 
 
Entrando en algunas características, el hecho de que las imágenes sean 
en color o en blanco y negro no supone ningún contratiempo. La estimación de 
movimiento se produce sobre los niveles de gris de la imagen de luminancia, 
dejando solo para la compensación las componentes de color.  
 
El funcionamiento general del algoritmo que estabiliza imágenes, tanto 
para cámaras estáticas como móviles, se puede ver en el siguiente esquema:  
 
 
Figura IV.1 
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Además de las partes del esquema que a continuación se explicarán, es 
necesario para el funcionamiento del algoritmo un archivo de control. Este 
fichero tendrá como función principal  proveer de los parámetros de entrada 
necesarios para poder ejecutar el programa.  En el debemos indicar: 
 
• Directorio en el que se encuentra el video original.  
• Nombre base con el que se generarán los videos. 
• Directorio sobre el que se generará el video de salida para poder 
ver el resultado. 
• Nombre de la mascara en caso de su utilización. 
• Tipo de movimiento. 
• Opciones del movimiento. 
• Número del frame inicial. 
• Número del frame final. 
• Salto entre frames.  
 
En el bloque “Estimación de movimiento” se calculan cuales son los 
vectores de movimiento (desplazamiento que ha sufrido la imagen) y a partir de 
ellos se extraen los parámetros de traslación, escala… Para su cálculo, 
inicialmente el bloque realiza una estimación entre la imagen actual y la imagen 
anterior obteniendo el desplazamiento que se ha producido respecto la previa 
(mp1). A continuación este es sumado a un vector global para saber cuanto se 
ha movido la imagen actual en función de la de referencia (mp0).  
Figura IV.2: Primero se calcula el vector de movimiento local mp1, este se suma al vector 
global anterior mp0 para obtener el nuevo mp0. 
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Como se ha descrito antes, el proyecto está centrado en un caso 
particular. Si fuera una cámara móvil, si nos interesa hacer una estimación con 
la imagen inmediatamente anterior, pero en el caso de cámaras estáticas no es 
necesario. En este caso, se hará siempre en referencia a la primera imagen de 
todas, ya que se supone que el resto son del mismo estilo y pueden haber 
sufrido movimientos. Por lo tanto en este caso solo es necesaria la utilización 
de los parámetros mp0. 
 
Volviendo al caso general, hay que prever posibles errores debido a la 
suma que se realiza.  En el caso de secuencias muy largas se puede llegar a 
arrastrar un error bastante elevado provocando una mala compensación.  Por 
ese motivo, una vez tenemos el vector de movimiento global, volvemos a 
calcular los parámetros de movimiento; en este caso, tomamos mp0 como valor 
de inicialización del nuevo vector, y esta vez, desde la imagen actual respecto 
de la de referencia.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.3: Obtención del vector de movimiento para compensar la imagen. 
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El vector de movimiento obtenido después de los cálculos es el que 
entra al bloque de “Compensación de Imagen”.  Para proceder a la operación 
de este bloque existen dos vías: sentido directo o inverso. Hay que tener en 
cuenta que dependiendo de cual se escoja, el signo del vector será diferente.  
 
En el sentido inverso, la imagen que se compensa siempre es la de 
referencia (producida en t=0) con el vector de movimiento final. En cambio, en 
el sentido directo se compensa la imagen actual.  
 
Figura IV.4:  Compensación en modo inverso (izquierda) y modo directo (derecha). 
 
Como particularidad, para la realización de este proyecto lo más práctico 
es utilizar una compensación en sentido directo. Esto es debido a que si se 
utiliza el modo inverso, aparecen problemas ya que estamos compensando la 
imagen de referencia. En secuencias de video vigilancia, a pesar de que la 
escena no varíe de lugar (cámaras estáticas), si que pueden aparecer y 
desaparecer objetos, como por ejemplo, personas. Compensando siempre la 
imagen de referencia, solo contamos con los bloques de dicha imagen y por lo 
tanto, en el momento que aparezca un objeto que no estaba en esa imagen 
obtendremos una compensación errónea. Este tipo de problemas se pueden 
Capitulo IV  Estabilización de vídeo: El proyecto 
 
 
Estabilización de imágenes para aplicaciones de vídeo vigilancia - 33 - f   
solucionar con otro tipo de técnicas, pero puesto que nos interesa que sea un 
sistema rápido, aplicable a tiempo real, lo mejor es utilizar el modo directo, 
evitándonos posibles operaciones a aplicar sobre el resultado. 
 
 La base del algoritmo se puede ver resumida en el siguiente diagrama 
de flujo:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.5
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IV.2 ¿Qué tipo de modelo de movimiento considerar? 
 
IV.2.1 Introducción 
 
El cálculo de los parámetros de movimiento es una de las partes 
más importantes del proyecto. En función de su resultado obtendremos una 
buena o mala estabilización. A la hora de calcular los parámetros, para obtener 
el vector y compensar la imagen, se depende del modelo de movimiento que se 
haya considerado.   
 
El objetivo final es obtener un video estabilizado en el que no 
aparezca ningún tipo de vibración y además sea lo más rápido posible. En 
función del modelo elegido ganaremos calidad y perderemos tiempo o al revés. 
Como se ha explicado anteriormente, existen varios modelos de movimiento, 
de entre lo que podemos destacar el afín (6 parámetros) y el de perspectiva (8 
parámetros). Con el caso del de perspectiva se consiguen mejores resultados a 
nivel de calidad de la estabilización debido a que contempla un mayor número 
de posibilidades. Esto significa que donde algunos modelos fallarían debido a 
que no contemplan esa posibilidad, este todavía sería capaz de solventar la 
vibración. Por el contrario, al tener un mayor número de parámetros, el tiempo 
de cálculo es muy superior en comparación al modelo de traslación (2 
parámetros), el cual no dará resultados tan buenos.  
 
En definitiva, se trata de encontrar un equilibrio entre calidad y 
tiempo de ejecución. A continuación se exponen los resultados del algoritmo 
para varios modelos implementados. 
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IV.2.2 Modelo afín  
 
Con este movimiento consideramos que la variación que puede 
sufrir la imagen en un determinado momento puede ser del tipo traslacional, 
rotacional y zoom (estos dos últimos limitados).  
 
   IV.2.2.1 Resultados 
 
En los dos ejemplos mostrados, utilizando el modelo afín 
podemos ver como se reduce de manera considerable la diferencia dejando 
todavía pequeños restos de vibración. En cambio, este aspecto observando el 
video en vivo no se percibe debido a que es una mínima diferencia que la 
visión humana es incapaz de percibir. Por lo tanto, en este caso la estimación 
es perfecta. 
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Figura IV.6: Secuencia 
estudiada anteriormente que 
corresponde a dos  frames 
consecutivos compensados 
considerando un modelo afín. 
A continuación la diferencia 
entre las dos imágenes 
compensadas. Debajo la 
diferencia entre los dos 
mismos frames pero del video 
original. 
 
 
 
Los tiempos conseguidos son los siguientes: 
 Aeropuerto (640x240 píxeles): 0,19 frames/seg. 
 Cámara fábrica (320x240 píxeles): 0,37 frames/seg. 
          
 Viendo el comportamiento general, es una posibilidad interesante a 
explotar al a hora de posibles mejoras.  
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IV.2.3 Modelo de perspectiva 
 
Aplicando el modelo de perspectiva al algoritmo podemos 
responder mejor a los movimientos que puede sufrir la cámara debido a causas 
externas. Además, al estar basado en un algoritmo de estimación por descenso 
de gradiente, tenemos la seguridad de que la estabilización realizada será una 
de las más fidedignas. Sin embargo, como se verá más adelante, el hecho de 
utilizar este tipo de estimación supone una serie de “problemas” a la hora de 
hacer una mejora de los tiempos obtenidos. Más adelante, en el apartado de 
mejoras se comentará este hecho.  
 
    IV.2.3.1 Resultados 
  A continuación se mostrarán los resultados base obtenidos con 
este modelo con las mismas secuencias usadas en los casos anteriores.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.7: Arriba los dos frames de la cámara de seguridad compensados. Abajo; a la 
izquierda, la diferencia entre los frames y, a la derecha, la diferencia entre los mismos frames 
de la secuencia original. 
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Aplicando perspectiva conseguimos unas imágenes 
compensadas mucho más fiables debido a que utilizamos más parámetros para 
calcular los vectores de movimiento (ampliamos el rango de movimientos a 
considerar). 
 
Tanta mejora conlleva una repercusión en el tiempo de 
procesado, tal y como se predijo al principio: 
Aeropuerto (640x240 píxeles): 0,14 frames/seg. 
Cámara fábrica (320x240 píxeles): 0,41 frames/seg. 
 
Comparados con los tiempos obtenidos y calidad del modo 
perspectiva con el modelo afín, la diferencia a pesar de moverse en rangos 
bajos empieza a ser considerable.  
 
IV.2.4 Decisión final 
 
Viendo los resultados obtenidos en los casos estudiados, parece 
que el mejor modelo es el caso de perspectiva, si bien también se puede 
utilizar el afín. Por ello gran parte de las mejoras desarrolladas en el proyecto 
se centrarán bajo éste modelo, debido a que en el entorno de estabilización es 
necesario llegar a una determinada calidad.  
 
Además se elige este modelo como punto de partida debido a que 
se utilizarán otras vías de mejora, que requerirán de la máxima precisión 
posible. Por ello, cuantos más casos tengamos en cuenta más preciso será el 
algoritmo. También, y como alternativa a este método, se utilizará el modelo 
afín, para un determinado número de situaciones que requieren partir de una 
menor complejidad.  
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IV.2.5 Caso particular de la estimación de 
movimiento. Cámaras estáticas. 
 
Hasta el momento se ha hablado de cuales son los vectores y 
modelos de movimiento existentes para casos generales. Como ya se ha 
comentado, el proyecto va dirigido a una parte muy específica de este tipo de 
algoritmo que a continuación se explica más detalladamente.  
 
Refrescando un poco el concepto, utilizar una cámara estática 
supone que la imagen de fondo siempre sea la misma, añadiendo objetos 
como pueden ser personas que circulen por el lugar vigilado en las siguientes. 
Esto implica dos decisiones importantes. La primera es que la compensación 
se hará sobre la imagen actual, utilizando siempre la de referencia para hacer 
la estimación. Esta decisión implica no utilizar la imagen anterior para nada, 
evitando arrastrar un posible error de cálculo en los vectores de movimiento. 
 
Cabe destacar, que a pesar de ser una cámara estática, la 
calidad de la estabilización debe ser la misma, además de no poder descartar 
que un dispositivo de este tipo también puede tener fuertes vibraciones. Un 
ejemplo de ello son los factores meteorológicos que han hecho que se tengan 
que descartar en primera instancia otros modelos con menos parámetros.  
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V. Mejoras. Generación de máscaras 
 
Hasta el momento se ha obtenido una muy buena calidad de 
estabilización con la contrapartida de que el tiempo de procesado es 
excesivamente bajo.  
 
En el proceso de estabilización no es necesario procesar toda la 
información que aporta el frame. En toda imagen existen zonas que se pueden 
excluir; ya que lo único que provoca su cálculo es aumentar el tiempo de 
proceso, además de no aportar ningún beneficio,  sino todo lo contrario en la 
calidad del sistema. 
 
Ejemplo de ello es la típica zona donde se indica la fecha y, en algunos 
casos, el indicativo de la cámara. Estos dos elementos son fijos, de tal manera 
que aunque la secuencia contenga vibraciones, siempre permanecerán 
estáticos en el mismo lugar. 
 
Otro aspecto muy interesante, que se puede englobar como una zona a 
excluir son los objetos y/o personas en movimiento que aparecen de forma 
temporal en la escena. Si bien es cierto que puede que dichos objetos 
contengan información muy útil para poder hacer una buena estimación, no los 
podemos aprovechar puesto que no pertenecen a un lugar fijo de la imagen, 
factor que provoca que no obtengamos una buena compensación. 
 
V.1 Aplicación de una máscara 
 
Hay que tener en cuenta que partimos de una estimación píxel a píxel 
(todos), lo que justifica el elevado tiempo de procesado. Por todo ello, una 
buena alternativa para mejorar la velocidad, manteniendo la misma calidad, es 
aplicar una máscara que descarte un determinado número de píxeles. Como 
descartarlos supone que puede que quitemos también información útil, todas 
estas pruebas se efectuarán bajo el modelo de perspectiva para poder apurar 
al máximo el descarte. El objetivo es que a mayor número de píxeles 
descartemos mayor número de fotogramas por segundo podremos procesar.  
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La máscara se caracteriza en que, primero, tiene las mismas 
dimensiones que las imágenes de la secuencia y, segundo, nos indica qué 
píxeles de la imagen a estabilizar se tendrán en cuenta para hacer la 
estimación. En concreto, los píxeles con valor 255 (blanco) serán los que sí se 
tendrán en cuenta; mientras que los de valor 0 (negro) se descartarán.  
 
El funcionamiento del algoritmo aplicando una máscara, además de 
tener en cuenta que nos encontramos con cámaras estáticas, está resumido en 
el siguiente diagrama de flujo:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.1 
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V.2 Generación de un video virtual 
 
Antes de ver los primeros resultados de las mejoras a través de 
máscaras, decir que existen tres videos sobre los que aplicar el algoritmo (uno 
más de los que se ha enseñado hasta ahora). A pesar de la existencia de los 
tres, solo se pueden utilizar dos tomando como referencia el tiempo de cálculo 
(de ahí no haberlo nombrado hasta ahora). Esto es debido a que el tercero es 
un video generado a propósito para el proyecto (artificial). La consecuencia se 
plasma en que solo se produce una vibración en un determinado número de 
frame y por lo tanto para el estimador de descenso de gradiente es muy rápido 
encontrar el resultado correcto. A pesar de no poder contar con el factor 
tiempo, sirve para comprobar si se compensa bien la imagen (contiene muy 
poca vibración) y para confirmar otra serie de aspectos importantes más 
adelante. 
 
 
 
 
 
 
 
 
 
Figura V.2: Vibración producida entre dos frames consecutivos. 
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V.3 Mascara sin importancia de los píxeles descartados 
 
V.3.1 Introducción 
 
Las primeras máscaras aplicadas al algoritmo están basadas en 
el descarte de píxeles sin importar la posición. El objetivo es establecer una 
relación entre el tiempo de procesado y el número de píxeles con los que se 
hace la estimación.  
 
Las diferentes tomas de tiempo se resumen en siete casos más 
uno. En todos ellos se partía de un descarte de píxeles que iba en aumento. En 
concreto se parte de coger las 3/4 partes y se acaba en 1/4 parte, punto a partir 
del cual, en casi todos los casos, el proceso era erróneo.  
 
A continuación se muestra más claramente el proceso que se 
seguía para descartar cada vez más píxeles en función de un criterio.  
 
 
 
 
 
 
 
Figura V.3: La mascara de la izquierda corresponde a coger todos los píxeles. La de la derecha sigue un 
criterio de descarte de 1/4 parte. La imagen de abajo descarta la mitad de los puntos. 
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Mostramos ahora un modelo de cada tipo de máscara utilizada 
bajo el mismo criterio y con diferente número de elección: 
 
 
 
 
Mascará que descarta 1/4 de los últimos píxeles 
horizontales. 
 
 
Mascará que descarta la mitad de los primeros y últimos 
píxeles verticales 
 
 
Mascará que descarta la mitad de los primeros píxeles 
horizontales. 
 
 
Mascará que descarta la mitad de los primeros o últimos 
píxeles (2 casos) 
 
 
Mascará que descarta la mitad los primeros y últimos 
píxeles horizontales. 
 
 
Mascará que forma una ventana y descarta 3/4 partes de los 
píxeles. 
 
 
Mascará combinada: Ventana + Tablero Ajedrez. 
 
 
Figura V.4: Figuras de los diferentes tipos de máscaras con las que se hicieron tomas de tiempos. 
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El hecho de utilizar todas estas máscaras ha permitido que se 
puedan extraer una serie de conclusiones muy importantes: 
 
1. El número de píxeles que elijamos es importante. Constituyen una 
relación logarítmica, independientemente del tamaño de la imagen, de 
manera que cuanto más descartemos más rápido iremos.  En la gráfica 
vemos la progresión, obteniendo el mejor tiempo cogiendo tan solo una 
cuarta parte de los puntos. Por su puesto, en tal caso la calidad se ve 
afectada y solo con la máscara de ventana centrada se obtienen 
resultados aceptables. 
 
0,45
0,66
0,98
3/4 1/2 1/4 Nº Píxels
FP
S
FPS de Píxeles Medios Verticales
 
Figura V.5: Grafica de tiempos de utilizando la máscara de píxeles medios verticales en la 
que se nota menos la progresión logarítmica. 
 
2.  Sin embargo, no en todos los casos se produce el mismo tiempo, como 
se podrá ver en las tablas que se presentarán a continuación.  En el caso 
de las máscaras horizontales (primeros píxeles, últimos y medios) hay 
una variación de tiempo, a priori, no lógica. Este aspecto toma 
importancia, si tenemos en cuenta que el algoritmo de estimación es por 
descenso de gradiente. El motivo es que funciona a grandes rasgos por 
iteraciones, de manera que va haciendo cálculos a diferentes niveles 
hasta que encuentra un resultado idóneo. 
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Significa que, para los puntos de la imagen donde la 
información está más alejada, y por lo tanto se notan menos los 
movimientos, hará pocos cálculos, ya que rápidamente encontrará el 
mejor resultado. Por el contrario, en puntos cercanos, donde se supone 
que se capta la información con más detalle, además de contener los 
datos más importantes, se aprecian mucho más los movimientos, y por 
ello el algoritmo tendrá que hacer un mayor número de iteraciones.  
 
Tiempos obtenidos en una escena de video de un aeropuerto, 
en los que se aprecia lo comentado. 
 
PÍXELES FPS Seg. / Frame TIEMPO ESTIMACIÓN CALIDAD 
ADQUISICIÓN PRIMEROS PÍXELES HORIZONTALES 
TODOS 0,37 2,70 2,63 OK 
 3/4 0,48 2,08 1,97 OK 
 1/2 0,64 1,56 1,44 REGULAR 
 1/4 1,13 0,88 0,75 MAL 
  
PÍXELES FPS Seg. / Frame TIEMPO ESTIMACIÓN CALIDAD 
 ADQUISICIÓN PIXELÉS MEDIOS HORIZONTALES 
 3/4 0,47 2,13 2,02 OK 
 1/2 0,62 1,61 1,52 REGULAR 
 1/4 1,02 0,98 0,86 MAL 
  
PÍXELES FPS Seg. / Frame TIEMPO ESTIMACIÓN CALIDAD 
ADQUISICIÓN ÚLTIMOS PÍXELES HORIZONTALES 
 3/4 0,44 2,27 2,18 OK 
 1/2 0,7 1,43 1,3 REGULAR 
 1/4 1,05 0,95 0,82 MUY MAL 
 
Figura V.6: Los primeros píxeles horizontales (parte superior imagen capturada) son los que sufren 
menos movimiento y se procesan más rápido. En el caso de los medios es donde hay más 
información útil, de ahí su mayor tiempo. 
 
Sin embargo este efecto, comentado en el párrafo anterior, no 
se produce en las máscaras verticales. Los tiempos en este caso son 
prácticamente iguales. La diferencia reside en que estas máscaras cogen 
siempre la información de arriba a abajo, descartando los laterales por 
igual. Por lo tanto, se adquiere la información centrada, en la que también 
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se producen más iteraciones en el cálculo de estimación. Esto es debido 
a que en esa zona se encuentra la información más importante, además 
de producirse más movimiento por la naturaleza del lugar (las cámaras se 
colocan queriendo tener en el centro los datos más importante). 
  
3. En esta tabla todavía podemos apreciar dos aspectos importantes que 
servirán para posibles mejoras. Si nos fijamos, gran parte del tiempo que 
se tarda en hacer los cálculos por cada frame se pasa en la estimación. 
Mas adelante existe un apartado tratando este tema. El otro aspecto que 
se puede extraer de la tabla es la calidad del resultado. Probablemente es 
correcto, a la hora de hacer una estimación, coger puntos separados, que 
contemplen diferentes situaciones, llegando a un equilibrio. 
 
4.  Los píxeles son importantes. Observando los tiempos de los resultados 
en el anexo, se puede establecer una relación importante entre cantidad 
de píxeles descartados y calidad. En algunos casos se obtienen los 
mejores tiempos, pero sin embargo el resultado no acaba de ajustarse a 
lo requerido. Por el contrario, en otros, se obtiene una buena relación 
entre los dos. Por eso se probo con la mascara de ventana. En ella 
descartamos píxeles de los extremos, considerando la información más 
importante para la estimación. Desgraciadamente el resultado no es 
bueno a nivel de tiempo. Si bien en este caso se pueden descartar 3/4 
partes de los puntos obteniendo una buena estimación, el tiempo de 
ejecución es más elevado que otros casos descartando la mitad de los 
píxeles. El motivo se debe, nuevamente, a que en el centro, en el proceso 
de estimación, se producen más iteraciones. 
 Por último se ha hecho una prueba más. Considerando que la ventana 
centrada es lo más adecuado, se ha diseñado un “tablero de ajedrez” 
descartando un conjunto de puntos en forma de bloques. La finalidad de 
esta máscara es centrase en la información más optima para hacer la 
estimación sin tener que calcular tantos datos. Los resultados son 
buenos. 
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  V.3.2 Resultados 
  
Los mejores resultados obtenidos mediante las diferentes 
configuraciones se pueden observar en las tablas que se exponen a 
continuación. 
            
  
AEROPUERTO (640x240) 
  
  
METODO Nº PÍXELES SELECCIONADOS FPS CALIDAD 
  
  
 INICIAL TODOS 0,14 OK 
  
  
 PRIMEROS PÍXELES HORIZONTALES  3/4 0,48 OK 
  
  
 ÚLTIMOS PÍXELES HORIZONTALES  3/4 0,44 OK 
  
  
 MEDIOS PÍXELES HORIZONTALES  3/4 0,47 OK 
  
  
 PRIMEROS PÍXELES VERTICALES  3/4 0,45 REGULAR 
  
  
 ÚLTIMOS PÍXELES VERTICALES  3/4 0,46 OK 
  
  
 MEDIOS PÍXELES VERTICALES  1/2 0,66 OK 
  
  
 VENTANA CENTRADA  1/4 0,76 OK 
  
  
 TABLERO 3 PERIODOS 1,13 REGULAR 
  
  Figura V.7   
 
            
  
FÁBRICA (320x240) 
  
  
METODO Nº PÍXELES SELECCIONADOS FPS CALIDAD 
  
  
 INICIAL TODOS 0,41 OK 
  
  
 PRIMEROS PÍXELES HORIZONTALES 1/2  1,05 OK 
  
  
 ÚLTIMOS PÍXELES HORIZONTALES 1/2 0,94 REGULAR 
  
  
 MEDIOS PÍXELES HORIZONTALES 1/2 0,96 OK 
  
  
 PRIMEROS PÍXELES VERTICALES 3/4 0,71 OK 
  
  
 ÚLTIMOS PÍXELES VERTICALES 3/4 0,74 OK 
  
  
 MEDIOS PÍXELES VERTICALES 1/2 1,02 OK 
  
  
 VENTANA CENTRADA 1/4 1,18 OK 
  
  
 TABLERO 2 PERIODOS 2,1 OK 
  
  
Figura V.8 
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ESTACIÓN (320x160) 
  
  
METODO Nº PÍXELES SELECCIONADOS FPS CALIDAD 
  
  
 INICIAL TODOS 3,45 OK 
  
  
 PRIMEROS PÍXELES HORIZONTALES 1/2  4,87 OK 
  
  
 ÚLTIMOS PÍXELES HORIZONTALES 1/2 5,22 OK 
  
  
 MEDIOS PÍXELES HORIZONTALES 1/2 5,54 OK 
  
  
 PRIMEROS PÍXELES VERTICALES 1/2 5,36 OK 
  
  
 ÚLTIMOS PÍXELES VERTICALES 1/2 5,56 OK 
  
  
 MEDIOS PÍXELES VERTICALES 1/2 5,52 OK 
  
  
 VENTANA CENTRADA 1/2 5,21 OK 
  
  
 TABLERO - - - 
  
  
Figura V.9 
    
 
Viendo los resultados de los tres videos, podemos darnos 
cuenta de un detalle más, gracias a las tomas de tiempo de la estación. 
Todas las tomas se han hecho en base al mismo número de puntos, a pesar 
de que descartando un mayor número todavía se obtenía una estabilización 
perfecta. Esto es debido al motivo comentado en el apartado de “Generación 
de un video virtual”. 
 
Tomando el caso del video del aeropuerto, se muestran en las 
siguientes figuras los resultados de manera visual de la máscara “ventana 
centrada”, la cual presenta el mejor tiempo de procesado manteniendo la 
calidad en el apartado visual. Antes de mostrar las figuras, hay que tener en 
cuenta que algunas vibraciones pueden ser tan pequeñas en su conjuntos 
que son inapreciables a simple vista. A pesar de ello, cuando hacemos una 
imagen diferencia se puede ver claramente la vibración debido al contraste. 
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Figura V.10: Imagen de 
un aeropuerto de 
dimensiones: 640x240. La 
primera corresponde a la 
compensación de dos 
fotogramas que han 
sufrido una vibración 
elevada.  La segunda es 
la vibración original. 
 
 
 
 
 
   
 
  
 
Figura V.11: A la izquierda la diferencia entre los frames compensados y, a la derecha, la 
diferencia entre los mismos frames de la secuencia original.  
 
A continuación mostramos dos mascaras muy parecidas de la 
secuencia del aeropuerto. La primera pertenece a la diferencia entre frames 
compensados base, es decir, la que a partir de ella se han empezado a 
aplicar máscaras. La segunda es la resultante de aplicar la ventana centrada: 
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Figura V.12: Arriba 
imagen compensada 
diferencia de punto de 
partida. Abajo, imagen 
compensada con la 
aplicación de la 
máscara “ventana 
centrada”.  
 
 
Como podemos ver, se ha mejorado el tiempo manteniendo la 
calidad de la estabilización; incluso mejorándola.  A pesar de ello, todavía se 
está muy lejos de los tiempos deseados. 
Capitulo V  Generación de máscaras 
 
 
Estabilización de imágenes para aplicaciones de vídeo vigilancia - 52 - f   
V.4 Mascara con importancia de los píxeles descartados 
 
V.4.1 Introducción 
 
Debido a las conclusiones del apartado anterior, se decidió 
establecer un descarte “inteligente” de los puntos. Refrescando los aspectos 
más importantes, consideramos como puntos validos aquellos que poseen 
alta frecuencia o textura, qué permiten poder hacer una comparación 
razonable entre diferentes puntos. Además, lo ideal es no depender de la 
imagen, es decir, no tener que identificar puntos en una zona cercana o 
lejana para poder bajar el tiempo o mejorar la estabilización. Los píxeles que 
se cogerán aparecerán tanto cerca como lejos, ya que en gran parte de la 
imagen hay zonas con estas características; simplemente hay que establecer 
un criterio de elección. Por lo tanto, descartaremos zonas homogéneas que 
no permiten hacer una comparación aceptable, debido a que en bloque todos 
los puntos son “iguales”. 
 
Se han estudiado tres vías de mejora: aplicación de un filtro de 
contorno, estudio de la varianza que posee la imagen y por último, análisis de 
la frecuencia que posee la imagen. 
 
V.4.2 Filtro de contorno. Sobel 
 
Aplicar un filtro de contorno a grandes rasgos supone dejar 
zonas de alta frecuencia marcadas en la imagen. Es decir, las zonas 
homogéneas se convierten en zonas totalmente negras (o blancas, depende 
del algoritmo), mientras que los bordes, en función de su frecuencia, toman 
valores más o menos blancos (o negros). Parece una buena opción si se 
tiene en cuenta que los detecta tanto en la dirección vertical como horizontal. 
Vemos un ejemplo: 
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Figura V.13 
 
A pesar de las buenas expectativas, el algoritmo aplicado no ha 
dado buenos resultados. Es un sistema muy difícil de calibrar a la hora de 
conseguir una máscara, que varía mucho en función de un cambio muy 
pequeño; lo que provoca que, este método, de un tipo de video a otro, con la 
misma calibración y a pesar de ser muy poco exigentes, no sirva.  
 
El proceso total para la creación de la máscara es el siguiente: 
 
1. Aplicación del filtrado de sobel.  
 
2. Erosión de la máscara con un elemento estructurante de tamaño 1. 
Aumenta las zonas oscuras de la imagen. Su función consiste en eliminar 
pequeños puntos blancos aislados que aparezcan en diferentes zonas  
(de ahí el tamaño del elemento estructurante). Es decir, en los lugares 
donde tengamos un conjunto de puntos blancos seguiremos 
manteniéndolos como tal. En cambio, en zonas en las que solo nos 
aparece uno o dos píxeles consecutivos se sustituirá su valor a negro. 
 
3. Cierre. Son dos operaciones consecutivas: dilatación más erosión. Con la 
primera se consigue aumentar las zonas blancas. Utilizando un elemento 
estructurante grande (40 por ejemplo) se consigue destruir los píxeles 
oscuros en el interior de zonas blancas y sus contornos. Aplicar a 
continuación una erosión significa volver a poner zonas oscuras. Esta 
vez, su recuperación no volverá a la imagen original. Es debido a que 
ahora las zonas blancas son mucho más extensas y no disponen de 
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píxeles negros en sus interiores, factor que provoca que solo  se reduzca 
parte de la zona blanca por sus extremos. 
El resultado final de este paso es la consecución de zonas blancas 
homogéneas más o menos grandes dependiendo del tamaño del 
elemento estructurante. 
 
Tanto si somos “conservadores” como agresivos en la 
calibración (con un pequeño cambio en los parámetros pasamos de un 
extremo a otro), captamos un exceso de puntos o una falta de ellos, además 
de no ser los más válidos.  
 
 
 
 
 
 
Imagen obtenida a través del filtrado de sobel + aplicación de operación de erosión. 
 
 
                  Cierre 
 
 
 
 
 
 
Máscara resultante de todo el proceso explicado anteriormente. 
 
Figura V.14: Mascarás Sobel resultantes de diferentes parámetros de calibración. 
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Viendo la dificultad de calibración del método, además de que 
en el segundo caso se consiguen puntos poco interesantes, se optó por 
descartar esta opción. Como detalle adicional, comentar que la aplicación de 
una calibración adecuada para este video, en muchos casos era fallida en 
otra secuencia (aeropuerto).  
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V.4.3 Análisis de la frecuencia de una imagen. FFT 
 
A pesar de que el proceso anterior no ha funcionado, no significa 
que la opción de tratar la imagen a través de la frecuencia sea mala idea. Es 
por esta razón, que en vez de aplicar directamente un filtro a la imagen, se 
considera una buena forma pasar al dominio transformado y, una vez allí, 
proceder a la identificación de las zonas de alta frecuencia.  
 
Este proceso podría tener una contrapartida en el algoritmo 
general de estabilización. La generación de la máscara no es inmediata y 
tarda un tiempo considerable en relación a los otros ejemplos. Si 
estuviéramos compensando en función de la imagen anterior, tendríamos 
que estar considerando los píxeles importantes para cada fotograma que 
avanzáramos, y por lo tanto no se podría aplicar en tiempo real. Pero como 
no es el caso, la máscara se genera antes de entrar ha hacer las 
estimaciones, y es perfectamente aplicable. 
  
Podemos ver unos ejemplos de máscaras creadas de menor a 
mayor rango de restricción. Cada vez existen menos zonas en las que 
proceder a la estimación, aunque son muy aptas para el proceso y siguen 
estando bastante repartidas: 
 
 
 
 
 
 
 
 
 
 
  
 
Figura V.15: Mascarás con rango de restricción: 500, 8500, 9500 y 13500. 
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Para la creación de las máscaras se han hecho comparaciones 
con el criterio asignado en bloques de 16x16 sobre la imagen. De ahí que 
aparezcan las zonas blancas en forma de cuadrados. 
      
  
     
  
AEROPUERTO (640X240) 
  
  
METODO CRITERIO FPS CALIDAD 
  
  
 INICIAL - 0,14 OK 
  
  
500 0,80 OK 
  
  
6500 2,27 OK 
  
  
8500 2,52 REGULAR 
  
  
FFT  
9500 2,47 MAL 
  
  
 
Figura V.16 
  
    
 
  
 
    
 
FABRICA (320X240) 
 
 
METODO CRITERIO FPS CALIDAD 
 
 
 INICIAL - 0,14 OK 
 
 
500 1,23 OK 
 
 
6500 2,93 OK 
 
 
8500 3,26 OK 
 
 
FFT 
9500 3,66 OK 
 
 
 
Figura V.17 
 
  
 
En el caso del video de la estación (320x160), se consiguen 
tiempos alrededor de los 12,27 frames/seg. Este resultado todavía se podría 
bajar más, pero no tiene sentido hacerlo por su naturaleza. Además en este 
punto, estaría cumpliendo el objetivo de cámaras estáticas con una 
compensación perfecta (no existe diferencia con el frame anterior en ningún 
momento). 
 
Referente a los tiempos de las secuencia del aeropuerto y la 
fábrica, obtenemos tiempos muy superiores a los obtenidos hasta ahora 
manteniendo la calidad visual de la estabilización. 
 
A continuación se muestran unas imágenes con los resultados 
de la compensación. A simple vista es difícil poder observar diferencias, 
sobre todo entre las dos primeras. Eso es síntoma de que es un buen 
resultado, ya que partíamos de una compensación perfecta: 
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Figura V.18: Imagen de un 
aeropuerto de 
dimensiones: 640x240. La 
primera corresponde a la 
compensación con el 
método FFT (criterio: 
6500) de dos fotogramas 
que han sufrido una 
vibración elevada.  
La segunda corresponde 
a la diferencia de la 
vibración compensada del 
video sin aplicar ninguna 
máscara.   
La tercera es la vibración 
original sin 
compensación. 
 
 
 
 
 
  
 
  
 
Figura V.19: A la izquierda la diferencia entre los frames compensados y, a la derecha, la 
diferencia entre los mismos frames de la secuencia original, todo en función del método FFT 
con un criterio de 9500.  
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V.4.4 Análisis de la varianza de una imagen 
 
Podemos decir que una varianza alta se identifica con una 
variación promediada de los píxeles respecto a la media. Es decir, una 
imagen con mucha variación de zonas blancas y negras, como una textura 
no uniforme. Este concepto también esta relacionado con la frecuencia, pero 
esta vez, es una metodología que no necesita pasar al dominio transformado.  
 
El modo de conseguir la máscara es muy parecido al de FFT. Se 
establece un criterio con el que se compararan pequeños bloques de 16x16 
de la imagen. Si su varianza es igual o superior se admitirá dicho bloque, y la 
máscara en esa posición tomará un valor apto (blanco). A diferencia del 
anterior, en este caso la generación de la máscara es mucho más rápida y 
quizás se podría aplicar en un algoritmo general de estabilización. A pesar de 
eso, se utiliza de la misma manera por las consideraciones ya expuestas. 
 
A continuación se muestran unas máscaras creadas para el video 
de la estación de tren. En el caso de las máscaras, su generación si  es 
correcta (el tiempo no). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.20: Mascarás con rango de restricción: 1000, 2000, 2500 y 3000. 
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El resto de máscaras siguen un patrón muy parecido al del 
método de FFT. Prácticamente los píxeles elegidos son los mismos (sobre 
las mismas zonas) con pequeñas variaciones. 
 
      
  
     
  
AEROPUERTO (640X240) 
  
  
METODO CRITERIO FPS CALIDAD 
  
  
 INICIAL - 0,14 OK 
  
  
1000 1,18 OK 
  
  
2000 1,9 OK 
  
  
2500 2,19 REGULAR 
  
  
VARIANZA 
3000 2,5 REGULAR 
  
  
 
Figura V.21 
  
    
 
  
 
    
 
FABRICA (320X240) 
 
 
METODO CRITERIO FPS CALIDAD 
 
 
 INICIAL - 0,14 OK 
 
 
1000 0,98 OK 
 
 
2000 1,78 OK 
 
 
2500 2,23 OK 
 
 
VARIANZA 
3000 3,63    REGULAR 
 
 
 
Figura V.22 
  
Si nos fijamos, podemos darnos cuenta de un detalle que hasta 
ahora no había ocurrido. El tiempo de la secuencia del aeropuerto es más 
grande (mejor) en algunos tramos que el de la fábrica, aspecto que hasta el 
momento no había ocurrido. Es debido a que, en el apartado de generación 
de máscaras sin importar los píxeles, se descartan los puntos en función del  
tamaño de la imagen, no en función de sus características (aún así, al ser 
más grande, más posibilidades hay de que haya más puntos de ese estilo). 
Esto producía que siempre existieran más puntos a procesar en la imagen 
más grande.  
 
Entrando en detalle sobre el aspecto producido, las imágenes de 
la secuencia aeropuerto, divididas por bloques de 16x16 tienen una menor 
varianza, hecho por el cual se descartan más píxeles, se obtienen tiempos 
mejores pero peores resultados (véase casos criterio igual a 2500 y 3000).  
Podría ocurrir lo mismo en el caso de la FFT, aunque en función de las 
características de la imagen no es el caso. 
 
Muestra de unos fotogramas del video a compensar: 
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Figura V.23: Imagen 
aeropuerto de 
dimensiones 640x240. La 
primera corresponde a la 
compensación en base al 
método de Varianza 
(criterio: 2000). La 
segunda corresponde a la 
vibración original sin 
compensación. 
 
 
 
 
 
  
 
  
 
 
 
Figura V.24: Arriba a la izquierda la diferencia entre frames en función de la varianza (criterio: 
2500) y, a la derecha, entre los mismos frames de la secuencia original. Abajo: diferencia 
original sin aplicar ninguna máscara (punto de partida).  
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Analizando los resultados obtenidos, se puede apreciar que es un 
método válido. Consigue obtener una imagen diferencia muy parecida a la que 
se partía o incluso mejor. Esto es debido a que se descarta la información no 
útil que en el punto de partida se procesaba y dificulta el cálculo. 
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VI. Mejoras. Nueva función de estimación 
  
VI.1 Introducción 
 
Analizando los resultados que aparecen en el anexo detenidamente, 
podemos apreciar que en absolutamente todos los casos el tiempo de 
estimación del movimiento ocupa del orden del 90% de todo el proceso 
(estimación y compensación).  
 
Por ese motivo, la última mejora probada en el algoritmo consiste en 
crear una función que calcule la estimación entre los diferentes frames. Existen 
multitud de posibilidades que pueden llegar ha realizar una estimación, pero el 
problema sigue residiendo en el tiempo: debe ser rápida. 
 
La elección sobre la que hacer este proceso se corresponde con un 
block-matching. Normalmente es un proceso lento debido al gran número de 
operaciones ha hacer. Aprovechando que el algoritmo va dirigido a cámaras 
estáticas y todo lo que ello conlleva, se pueden aplicar una serie de 
restricciones que permitirán agilizar los cálculos.  
 
Se aplicará un block-matching parcial en una ventana de búsqueda 
reducida. Hacer un block matching parcial significa no hacerlo para todos los 
puntos de la imagen. El concepto de búsqueda a través de una ventana 
reducida lo podemos aplicar gracias a que, normalmente, las vibraciones no 
generarán un movimiento excesivamente grande de los píxeles de la imagen.  
 
En resumen, se abandona la estimación píxel a píxel por descenso de 
gradiente para proceder a hacer los cálculos por bloques, aprovechando la 
parte de generación de máscaras para saber cuales son los mejores puntos. 
Los píxeles elegidos finalmente estarán formados por 3 o 4 bloques de 4x4 
puntos cada uno (dependiendo de si el modelo es afín o perspectiva), situados 
en los diferentes cuadrantes que forma la imagen (dividimos la imagen en 
cuatro zonas). El concepto se puede ver más claramente en la imagen: 
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Figura VI.1: División de la imagen para elegir los puntos 
 
Con esta división se pretende que los bloques estén mínimamente 
separados, permitiendo un cálculo correcto de los parámetros de movimiento.  
Este tipo de función se ejecuta sobre el modelo afín. 
 
 VI.2 Resultados 
 
Los primeros resultados obtenidos con dicha función son 
esperanzadores.  La parte positiva es que se aumenta mucho el número de 
fotogramas por segundo. La negativa es la calidad del proceso. Tres puntos de 
4x4 cada uno son muy pocos para establecer una relación correcta.  
 
MODELO AFÍN 
VÍDEO CONJUNTO DE PUNTOS FPS 
AEROPUERTO 8,06 
FABRICA 14,93 
ESTACIÓN 
4 PUNTOS DE 
4X4 CADA 
UNO 
23,81 
 
Figura VI.2: Tiempos obtenidos en m. afín. 
 
A pesar de que la calidad de estabilización es peor que la del punto de 
partida, se abre una puerta a posibles nuevas soluciones. Aplicar repetidas 
veces el proceso de cálculo, utilizando otro conjunto de puntos adicional (3 
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bloques) no supone una perdida de tiempo grande. Por poner un ejemplo, en el 
caso de la estación de tren (único caso que se estabiliza de forma correcta) se 
pasa de los 23,81 fps. a los 23,01 fps. (ahora ya si se puede tomar como 
referencia el tiempo de manera relativa, ya que los cálculos van ha ser los 
mismos para todas las imágenes). Con este procedimiento se podrían ir 
aumentando el número de puntos hasta llegar al resultado deseado y mirar el 
tiempo que tarda. 
 
Que los resultados en los vídeos reales no sean mejores que el punto de 
partida no significa que la función este mal planteada. El motivo es debido a 
que un conjunto de 4x4 (16 píxeles) es muy pequeño a la hora de hacer una 
comparación con lo que pueden aparecer errores. Si además sumamos que de 
los pocos píxeles elegidos, a pesar de formar parte de una máscara que marca 
los mejores puntos, no se cogen los estrictamente mejores, como es el caso, 
las posibilidades de error aumenta. Una buena alternativa sería elegir en 
función de la varianza, contornos o frecuencia los estrictamente mejores de 
cada zona, reduciendo la diferencia, ya que serían las zonas más 
características de la imagen. Si a todo este proceso juntáramos la posibilidad 
comentada de hacer una media entre los diversos cálculos, las posibilidades de 
error se reducen. 
 
Es importante hacer énfasis en que, en el caso mostrado, se ha 
establecido un criterio el cual se rige por coger al azar un píxel de entre los 
importantes. Si recordamos resultados anteriores, llegamos a la conclusión de 
que unos puntos son más importantes que otros. Quiere decir, como ya se ha 
comentado, que dentro de la máscara también existen píxeles muy 
importantes, unos más que otros, que a lo mejor no se han elegido para el 
proceso en la nueva función.  
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En el caso de estas imágenes no se produce la compensación deseada. 
Estos son videos reales, que plantean vibraciones no controladas que se 
pueden escapar de las restricciones del modelo de movimiento utilizado y 
producidos de manera más constante, factor que hace que no siempre se 
corrijan y aparezcan vibraciones no deseadas. 
 
 
 
 
 
 
Figura VI.4: A la izquierda un fotograma del video de la fábrica, en el que se produce una 
vibración determinada. A la derecha el resultado de la compensación a través de la función de 
estimación generada con peor resultado. 
 
A continuación se muestran unas imágenes diferencia satisfactorias. En 
todos los experimentos del video de la estación de tren se conseguía eliminar 
por completo la vibración, dejando totalmente en negro la imagen diferencia. 
Aplicando este método a esta secuencia se consigue eliminar prácticamente 
toda la vibración y a nivel visual es un resultado estable y correcto (el sistema 
visual humano no es capaz de percibir un movimiento tan pequeño), hecho por 
el cual podemos suponer que es un buen camino a seguir.  
 
Debido a que las máscaras generadas en los apartados de FFT y 
Varianza son prácticamente iguales y sus resultados muy parecidos, es 
prácticamente lo mismo utilizar un modo u otro. En las siguientes imágenes se 
muestra el proceso comentado pasando una máscara generada en función de 
la varianza con un criterio establecido de 2500: 
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Figura VI.3: La primera imagen corresponde a uno de los 
fotogramas de la secuencia con las marcas de los puntos que se 
eligen para la estimación. La segunda es vibración original entre 
frames. La tercera es la máscara de la cual se cogen los puntos 
marcados. La última es el resultado diferencia de la estimación. 
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VII. Conclusiones y líneas futuras 
 
Una vez finalizado el proyecto, las conclusiones a las que he llegado son 
las siguientes:  
 
 Haber podido trabajar con Soft_Image me ha permitido conocer el 
trabajo realizado por otras personas, el cual he podido aprovechar aplicándolo 
al proyecto. En este aspecto son muchos los ahorros que he tenido. En 
especial, fue de vital importancia partir de la base creada por el proyecto 
anterior y al cual,  a día de hoy, hago mi pequeña aportación. Su base general 
permitió poder centrarse directamente en los aspectos de mejora.  
 
 Sobre ellos puedo marcar resumidamente los puntos más importantes: 
 
• Los píxeles son importantes en cantidad y situación siempre. A mayor 
número de píxeles más nos aseguramos una buena estimación 
(partiendo del algoritmo base ya creado). Por el contrario la reducción de 
algunos de estos puntos puede suponer la perdida de la finalidad del 
algoritmo, por lo que para descartar es importante elegir los más 
interesantes.  
 
• Una buena elección de los píxeles más importantes permite descartar la 
gran mayoría de los puntos en las imágenes consiguiendo buenos 
resultados. En este aspecto, los métodos que mejor se han adaptado en 
el apartado de pruebas de las máscaras son los de FFT y Varianza 
dando resultados muy similares. La contrapartida del primero es el 
tiempo que tarda en hacer los cálculos de generación de la máscara, por 
lo que no es aplicable a sistemas de cámaras no estáticas.  
 
• Lo anterior es muy útil pero no suficiente. Llegados hasta este punto 
tenemos calidad de estabilización con un tiempo muy elevado para 
aplicarlo en tiempo real (a pesar de haberlo mejorado mucho en 
referencia al inicial). Es necesario incrementar el tiempo manteniendo la 
calidad. Por ello con la nueva función de estimación se ha comprobado 
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que existen métodos que permiten bajar el tiempo de procesado a 
cambio de una perdida de calidad que puede llegar a ser pequeña.  
En cuanto a la consecución del proyecto, se ha conseguido aumentar 
considerablemente los tiempos de frames / Seg. de una secuencia de entrada 
con movimientos y vibraciones en relación a los que había anteriormente, los 
cuales eran extremadamente bajos. En una parte de las pruebas se ha 
conseguido mantener la calidad de la estabilización. La otra (generación de 
función de estimación) ha servido para verificar que se puede aumentar más 
todavía aunque, habrá que mejorar o buscar otras vías de resolución.   
 
Se puede establecer que dependiendo del tamaño de la captura y sus 
características podríamos llegar a aplicarlo en algunos sistemas de tiempo real 
en los que la frecuencia de captación de frames fuera de las más bajas del 
mercado. 
 
A partir de aquí, de cara a futuras líneas de trabajo, sería interesante: 
 
• Analizar los tiempos de la función estimación con más de un 
conjunto de puntos elegidos. Como los píxeles seleccionados son 
importantes, su elección debería ser estrictamente sobre los de 
mejores características (varianza, frecuencia, contornos…). 
 
• Aplicar la nueva función generada para la estimación de 
movimiento al modelo de perspectiva, con 4 bloques en lugar de 
los tres utilizados para el proceso del modelo afín.  
 
Entrando en el terreno personal, el proyecto me ha permitido conocer un 
entorno de trabajo desconocido para mí. He podido aprender, a la vez que 
trabajaba en el proyecto, conocimientos sobre el sistema operativo Linux 
(metodología de trabajo, ventajas que posee…), profundizar mis conocimientos 
de programación aplicada a sistemas plenamente relacionados con la carrera y 
que por una u otras razones hasta el momento no se habían tratado tan 
detenidamente. En el proceso he podido ver las cosas buenas y malas que 
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tiene el lenguaje utilizado y aprender de los errores cometidos en pasos 
anteriores. A pesar de todo lo bueno comentado hasta ahora, el tiempo de 
familiarización con las librerías ha sido alto y el momento más productivo 
personal se ha colocado en la parte final del cuatrimestre.  
 
A pesar del tiempo de familiarización, el entorno me ha permitido trabajar 
con herramientas de gran utilidad.  Dignos de mención son a modo de ejemplo 
valgrind (detección de errores) y la debugación (control de datos), fieles 
compañeros de trabajo en gran parte del proyecto.  
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VIII. Bibliografía 
 
Antes de poner los numerosos puntos de información sobre los que se 
ha buscado información me gustaría hacer un pequeño apunte. 
 
Este proyecto es parte de la evolución de uno anterior como se ha 
comentado en algún otro apartado de la memoria. Significa que la parte básica 
de los dos es la misma, por lo que gran parte de información se ha extraído del 
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Considerando  que es un desarrollo de otro algoritmo para mejorarlo y 
que la función es la de añadir nuevos datos, no la de eliminar, he creído 
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IX. Anexos 
 
El contenido del CD que se adjunta es el siguiente: 
• Memoria del proyecto (pdf). 
• Carpeta B_MOTION_COMPENSATION. 
• Carpeta TIEMPOS. 
 
 IX.1 Entorno de desarrollo 
 
 Para la realización de este proyecto han sido necesarias varias 
herramientas y la familiarización con ellas ha conllevado el entendimiento del 
modo de acceso, funcionamiento y manipulación de imágenes mediante 
diferentes tipos de estructuras y funciones. 
 
  IX.1.1 Ubuntu / GNU / Linux  
  
Ubuntu es una distribución Linux que ofrece un sistema operativo 
predominante enfocado a ordenadores de escritorio, aunque también 
proporciona soporte para servidores. Basado en Debian GNU/Linux, Ubuntu 
concentra su objetivo en la facilidad de uso, libertad de restricción y la facilidad 
de instalación. 
 
Las características básicas de este sistema son: 
 
• Basada en la distribución Debian. 
• Disponible en 3 arquitecturas: Intel x86, AMD64, PowerPC. 
• Los desarrolladores de Ubuntu se basan en gran medida en el 
trabajo de las comunidades de Debian y GNOME. 
• Para labores administrativas incluye una herramienta llamada sudo 
con la que se evita el uso del usuario root. 
• Mejora la accesibilidad y la internacionalización, de modo que el 
software esté disponible para tanta gente como sea posible. 
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El proyecto se realiza bajo el entorno Linux, debido a las 
importantes ventajas que proporciona frente a su competidor más cercano, el 
sistema operativo Windows de Microsoft. Linux es un software libre formado 
por código abierto que, además de ser gratuito, permite a cualquiera modificar 
su código fuente para mejorarlo. 
IX.1.2 Soft-Image 
 
Soft_Image es una plataforma de procesado de imagen 
desarrollada por los miembros del departamento de TSC de la UPC, y la 
contribución de las tesis de diversos estudiantes.  
 
Dicho software está al alcance de cualquier miembro del grupo de 
imagen, autorizado para trabajar con él y utilizarlo como una herramienta de 
procesado de imágenes y vídeos totalmente libre. 
 
Pero si lo que se pretende es modificar sus contenidos con el 
objetivo de ampliarlos o mejorarlos los procedimientos son los siguientes. 
Existen dos versiones de Soft_Image. La primera llamada Alpha que es la que 
contiene un acceso más flexible y es precisamente donde los profesores, 
doctorantes y proyectistas tienen permiso para modificar las fuentes. Y una 
segunda denominada Beta que es más restrictiva, ya que sólo una persona 
puede revisar los códigos nuevos introducidos en la versión Alpha, para 
añadirlos a la versión Beta. 
 
Soft_Image está formado por un conjunto de directorios donde se 
almacenan los diferentes archivos que son necesarios para la realización del 
proyecto. Además dispone de un glosario de explicaciones para entender con 
más facilidad los códigos introducidos por otras personas con anterioridad. 
 
Sin embargo, bajo mi opinión personal, Soft_Image necesita 
algunas mejoras, sobre todo si se quiere que lo utilicen estudiantes. En el caso 
de estos, desconocedores por completo de la plataforma, el hecho de no 
conocer el entorno y tener que adaptarse a él es un ligero problema. En mi 
caso, la dificultad de estas librerías es tener que buscar funciones ya 
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implementadas o no, perdiendo mucho tiempo en este proceso, sin ni siquiera 
saber si existen. A pesar de este pequeño aspecto, mi valoración es positiva, 
debido a que existen muchas funciones capaces de adaptarse a un gran número 
de algoritmos. 
 
IX.1.2.1 Lenguaje base: Lenguaje C 
 
El lenguaje C es un lenguaje de programación transportable 
que se utiliza para desarrollar software.  
 
C se creó con el objetivo de tener un lenguaje de creación de 
programas más comprensible y flexible que el lenguaje ensamblador; pero, que 
siguiese conservando la proximidad con la máquina. No obstante, está más 
orientado a la implementación de sistemas operativos como Unix y Linux, los 
cuales están realizados, en su mayoría en C. 
 
Cuando se compara C con los demás lenguajes de 
programación, se pueden distinguir unas claras ventajas. Su eficiencia, la cual le 
permite hacer implementaciones óptimas (gracias a sus propiedades de bajo 
nivel), proporcionan velocidades más altas al proceso. Su portabilidad, que le 
permite ser compilado en casi todos los sistemas conocidos. Y finalmente, su 
flexibilidad, la cual le permite elaborar programas modulares y utilizar bibliotecas y 
código existente. 
 
Los algoritmos de estabilización de imágenes y los ficheros 
de control, necesarios para su posterior compilación, se crean bajo el lenguaje C 
debido a que, en la plataforma de Soft_Image, los archivos se implementan en 
dicho lenguaje. 
 
IX.1.2.2 Compilación: SCons 
 
SCons es la aplicación que permite a Soft_Image compilar los 
archivos una vez creados. 
 
Es una herramienta de generación o automatización de 
software libre. Además, es la sustituta del clásico Make que integra 
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funcionalidades similares a autoconf/automake o ccache. Comparado con las 
primeras herramientas, está diseñado para ser utilizado fácilmente, siendo más 
fiable y rápido. 
 
Los archivos de configuración son Phyton scripts, lo que 
significa que los archivos de los usuarios tiene acceso a un lenguaje de 
programación completo de uso general. Además, ya no son necesarios comandos 
como “make depend” o “make clean” para conseguir todas las dependencias. En 
cuanto a los estos de configuración, en el caso de Soft_Image, hay de dos tipos: 
 
• Un único archivo Modules.build en la raíz del directorio que afecta a todas 
las librerías y los ejecutables. 
• Un archivo Config.build por módulo que indica como cada librería (o 
ejecutable) es construido.  
 
Ejecutando SCons (mediante un terminal, desde la carpeta 
Soft_Image) se compilarán todas las librerías y todos los ejecutables; pero, 
además permite especificar el tipo de compilación:  
 
scons static  construye todas las librerías como estáticas (*.a). 
scons shared  construye todas las librerías como librerías compartidas 
(*.so). 
 
 
scons toolbox  construye todas las librerías (estáticas y monolíticas) y 
todos los ejecutables. 
scons matlab  construye la librería monolítica libSoft_Image_matlab.a. 
scons install  instala todo aquello compilado (./lib y ./bin) bajo 
/usr/local/Soft_Image. La opción install_path permite que el usuario pueda cambiar 
el directorio de instalación. 
scons doc  construye la documentación perteneciente a doxygen 
(generador de documentación). 
 
De esta manera, podemos encontrar distintas opciones de líneas de 
comando (dependiendo de las necesidades del usuario): 
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scons shared monolythic=yes  crea una única librería compartida que 
contiene todas las librerías (libSoft_Image.so). 
scons static monolythic=yes  crea un único archivo que contiene todas 
las librerías (libSoft_Image.a). 
scons  compila Soft_Image en formato release. 
scons debug=yes  compila Soft_Image en formato debug.  
scons -s debug=yes  compila Soft_Image en formato debug sin sacar 
por pantalla toda la información de compilación. 
 
En este proyecto, en el momento de compilar, se hace 
utilizando la penúltima línea. 
 
IX.1.2.3 Detección de errores: Valgrind 
  
Programa de control y detección de errores de memoria. 
Valgrind es una herramienta que ayuda al usuario a encontrar problemas de error 
en la manipulación de memoria en cualquier programa. Cuando un programa es 
ejecutado por este método, todas las lecturas y escrituras de memoria son 
revisadas, interceptando las llamadas a las funciones malloc (reserva de memoria), 
free (liberación de memoria), delete y new. Esto es, precisamente, lo que le 
permite detectar errores de memoria o acciones de lectura y/o escritura 
incorrectas. 
 
Para ejecutar esta herramienta se debe hacer utilizando, 
desde el terminal, una línea de comando como la siguiente:  
 
Línea de comando a añadir para ejecutar Valgrind 
 
“valgrind --leak –check=full ./B_nombre del ejecutable parámetros_de_entrada” 
 
Línea de comando para la ejecución de un ejecutable 
determinado 
 
 
Seguidamente podremos visualizar por pantalla los diversos 
errores de memoria cometidos. 
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Esta herramienta ha sido imprescindible para comprobar, en 
cuanto a reserva y liberación de memoria dinámica se refiere, el correcto 
funcionamiento de los algoritmos desarrollados a lo largo del proyecto. 
 
IX.1.2.4 Librerías: L_MOTION  
 
 Esta librería implementa dos algoritmos de movimiento bases: 
 
• Movimientos paramétricos: Provee funciones para estimar 
movimientos paramétricos para las regiones de una imagen y también para 
regiones compensadas en movimiento. También incluye funciones de conversión 
entre diferentes parámetros de movimiento. 
 
Los movimientos paramétricos utilizados en el proyecto son: 
 
MOTION_MODEL_TRANSLATIONAL  Utiliza la librería 
L_MOTION_CCETT para proveer las funciones de estimación y compensación del 
modelo de movimiento Traslación. 
MOTION_MODEL_PERSPECTIVE  Provee las funciones de estimación y 
compensación del modelo de Perspectiva. 
MOTION_MODEL_AFIN  Provee las funciones de estimación y 
compensación del modelo afín.  
 
•  Block-Matching 
 
IX.2 Tiempos medidos 
 
En la carpeta TIEMPOS se adjunta un documento excel con las mediciones 
de los tiempos de los videos de aeropuerto y fábrica en modelo perspectiva. 
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IX.3 Funciones generadas 
 
Dentro de la carpeta SRC de B_MOTION_COMPENSATION se adjuntan 
los códigos utilizados para generar el material del proyecto:  
 
• En la carpeta “Por_Separado” se encuentran las funciones generadas 
en archivos independientes. 
 
o ex_auxiliares.c. 
o ex_busca_bloque.c 
o ex_coger_bloques.c 
o ex_estima_bloque.c 
o ex_genera_bloque.c 
o ex_perspectiva.c 
o ex_picons_compute_param.c 
o ex_punto_correcto.c 
o ex_salto_filas.c 
 
• En la carpeta “Mascaras” se encuentran las líneas de código necesarias 
a añadir en el programa principal para generar máscaras.  
 
o check_box.txt 
o fft.txt 
o sobel.txt 
o sin_importancia_del_lugar_de
_pixeles.txt 
o varianza.txt 
 
• En la carpeta “Otros” se encuentras las líneas de código necesarias 
para generar el video artificial y extraer las imágenes presentadas en la 
memoria.  
 
o extraer_imagenes.c o generar_video.c 
 
 
   
 
 
