The private search problem is introduced, where a dataset comprised of L i.i.d. records is replicated across N non-colluding servers, each record takes values uniformly from an alphabet of size K, and a user wishes to search for all records that match a privately chosen value, without revealing any information about the chosen value to any individual server. The capacity of private search is the maximum number of bits of desired information that can be retrieved per bit of download. The asymptotic (large K) capacity of private search is shown to be 1 − 1/N , even as the scope of private search is further generalized to allow approximate (OR) search over a number of realizations that grows with K. The results are based on the asymptotic behavior of a new converse bound for private information retrieval with arbitrarily dependent messages.
I. INTRODUCTION
Search is among the most frequent operations performed on large online datasets. With privacy concerns increasingly taking center stage in online interactions, a private search functionality is highly desirable. As a basic formulation of the private search problem, consider a dataset ∆ that is replicated across N non-colluding servers. The dataset is comprised of L i.i.d. records, ∆ = (∆ 1 , ∆ 2 , · · · , ∆ L ). Each record ∆ l takes values uniformly in a set U = {U 1 , U 2 , · · · , U K }. Private search allows a user to privately choose a θ ∈ [K] and then search for all records that satisfy ∆ l = U θ , without revealing any information about θ to any individual server. Suppose L K 1, i.e., the alphabet size, K, is large, but the number of records in the dataset is much larger. This is not an uncommon scenario. For example, consider datasets of DNA sequences. When searching for a DNA pattern of length (e.g., = 10), the alphabet size is K = 4 , while current DNA sequencing machines produce millions of records (called reads) per run. Since the upload cost of private search does not depend on L while the download cost scales linearly with L, the communication cost of private search for large L is dominated by the download cost. The capacity of private search is therefore defined as the maximum number of bits of desired information that can be retrieved per bit of download. Furthermore, since K 1, the asymptotic capacity of private search, i.e., the capacity for large K is of particular interest. Characterizing the asymptotic capacity of private search is our main goal in this work.
Private search (PS) is closely related to private information retrieval (PIR). Recall that in its original form as introduced by Chor et al. in [1] , the goal of PIR is to allow a user to retrieve an arbitrary desired message out of µ independent messages that are replicated across N distributed and noncolluding servers, without revealing any information about the identity of the desired message to any individual server. The capacity of PIR, C PIR (µ, N ), is the fundamental limit on the number of bits of desired information that can be retrieved per bit of download. It was shown in [2] that
The capacity of several variants of PIR has since been characterized [3] - [11] . Particularly relevant to Private Search is the generalized form of PIR introduced in [10] , known as the Private Computation problem. As its main result, [10] establishes the capacity of PIR when the messages have arbitrary linear dependencies. A supplementary result of [10] shows that even if non-linear dependencies are allowed, the asymptotic capacity of Private Computation approaches 1 − 1/N provided that the message set includes an unbounded number of independent messages. Private search is not covered by either result because in private search the dependencies among messages are non-linear and no two messages are independent. To see this clearly, note that the search for all records that match U θ is equivalent to retrieving the message W θ , θ ∈ [K] , comprised of L i.i.d. bits, W θ = (W θ (1), W θ (2), · · · , W θ (L)), such that W θ (l) = 1 if ∆ l = U θ , and W θ (l) = 0 otherwise. It is easily seen that any two messages, W i , W j , i = j, are identically distributed but not independent, e.g., W i (l) = 1 implies W j (l) = 0. Therefore, we consider a broader generalization of PIR to include messages with arbitrary dependencies (DPIR in short). Private Search is a special case of DPIR.
Our main contributions are as follows. We start with a general (non-asymptotic) converse for DPIR (Theorem 1). Converse here denotes a lower bound on the download cost (equivalently, an upper bound on capacity). Combined with a general achievability result for DPIR that was established in [10] , this bound leads us to a sufficient condition (Theorem 3) under which the asymptotic capacity of DPIR converges to 1 − 1/N . The sufficient condition is shown to hold for private search, thus establishing (Theorem 4) the asymptotic capacity of private search as 1 − 1/N . As a natural generalization of private search, we consider M -approximate private search, where the user retrieves an arbitrary L bit message W i such that the l th bit of W i is equal to 1 if ∆ l ∈ S i = {θ 1 , θ 2 , · · · , θ M } ⊂ [K] , and 0 otherwise. Note that there are µ = K M possible messages, corresponding to K M possible choices of S i . The sufficient condition of Theorem 3 also holds for M -approximate private search, even when M itself grows with K, so that the asymptotic capacity of approximate search (Theorem 4) is also equal to 1 − 1/N . Finally, to illustrate the difficulty of finding general asymptotic capacity results for DPIR, we consider an example of approximate private search with restricted search patterns. For this example, we show (Proposition 1) that either the new converse bound is not tight, or the asymptotic capacity is not 1 − 1/N . The asymptotic capacity for this example remains open.
Notation:
II. PROBLEM STATEMENT

A. Dependent Private Information Retrieval (DPIR)
Thus, message realizations are i.i.d. across l, but for any particular l, the message symbols have dependencies defined by the joint distribution of
We say that the DPIR problem is balanced if all messages carry the same amount of information,
There are N servers and each server stores all the µ messages. A user privately generates θ ∈ [µ] and wishes to retrieve W θ while keeping θ a secret from each server. Depending on θ, the user employs N queries Q
n to the n th server. The n th server returns a response string A
From all the information that is now available to the user, he must be able to decode the desired message W θ , with probability of error P e which must approach zero as L → ∞. This is called the "correctness" constraint. From Fano's inequality, we have
To protect the user's privacy, θ must be indistinguishable from θ , from the perspective of each server ∀θ, θ ∈ [µ], i.e.,
The DPIR rate characterizes how many bits of desired information are retrieved per downloaded bit, and is limited 1 by the worst case as,
where D is the expected total number of bits downloaded by the user from all the servers. The supremum of achievable rates R is the capacity C DPIR (µ, N ).
, takes values uniformly from the alphabet set U = {U 1 , U 2 , · · · , U K }. The dataset is replicated across N non-colluding servers.
A user privately chooses a set, 
and
Note that the L bits of each message are i.i.d.
where the binary entropy function is defined as follows.
The queries and answers, privacy and correctness constraints, rate and capacity definitions for private search are inherited from DPIR. The capacity of private search is denoted C PS (K, M, N ), and the asymptotic capacity of private search is denoted lim K→∞ C PS (K, M, N ).
III. RESULTS
We present the main results in this section. All proofs appear in Section IV.
A. A General Converse for DPIR
The download cost (expected number of bits of download) for DPIR is bounded as follows.
Theorem 1: For DPIR, denote by W 1 , W 2 , . . . , W µ an arbitrary permutation of the µ messages. Then
Note that the bound depends on the chosen permutation of message indices, so finding the best bound from Theorem 1 requires a further optimization of the permutation. Substituting (12) into (6), we obtain an equivalent bound on capacity. If the messages are independent, we recover the converse bound of [2] . However, Theorem 1 is more broadly useful since it allows arbitrary dependencies. Also note that Theorem 1 is not limited to balanced DPIR.
B. General Achievable Rate for DPIR [10]
The following achievable rate for DPIR is shown in [10] . Theorem 2: ( [10], Section 3)
where
For balanced DPIR, this gives us 1 − 1/N as a lower bound on capacity. As a simple example, for N = 2, µ = 2, a scheme to retrieve W 1 is to download αW 1 + βW 2 and (α + 1)W 1 + βW 2 from database 1 and 2, where α, β, W 1 , W 2 are i.i.d. uniform bits, and α, β are privately generated by the user.
C. Asymptotic Optimality of Rate 1−1/N for Balanced DPIR
For balanced DPIR, as the number of messages µ → ∞, the asymptotic behavior of (12) gives us the following sufficient condition. Here we define W k = 0 if k > µ.
Theorem 3: For balanced DPIR, if there exists an increasing sequence k i ∈ N, ∀i ∈ N, such that ∀l ∈ N,
then the asymptotic capacity is
Note since H(w) may depend on µ, the sufficient condition is in general not equivalent to lim µ→∞ I W k l+1 ; W k [1:l] = 0. approach zero. The key to the asymptotic capacity result is that I(W k l+1 ; W k [1:l] ) approaches zero much faster than H(w). Furthermore, as shown in Fig. 1 , convergence of capacity to its asymptotic value is quite fast, and the larger the value of N , the faster the convergence. For example, with N = 5, the bound (12) for K = 10 messages is already within 1% of the asymptotic value. and < m >= (m mod K) + 1. As K → ∞, either the bound (12) is not tight, or lim K→∞ C PS (K, M, N ) = 1 − 1 N . Here privacy is required only within the µ = K choices.
D. Asymptotic Capacity of Private Search
IV. PROOFS
A. Proof of Theorem 1
For the DPIR problem, the total download is bounded as, D ≥ H(A [1] [N ] | Q [1] [N ] ) (4) = H(A [1] [N ] , W 1 | Q [1] [N ] ) (18) = H(W 1 | Q [1] [N ] ) + H(A [1] [N ] | Q [1] [N ] , W 1 ) 1 | Q [2] [N ] , W 1 ),
Similarly, for all n ∈ [2 : N ] we have, D ≥ H(W 1 ) + H(A [2] n | Q [2] [N ] , W 1 ).
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(25)
Proceeding along the lines of the recursive proof of [2] ,
[N ] | Q [2] [N ] , W1) N (26)
[N ] | Q [3] [N ] , W [1:2] )
B. Proof for Theorem 3
Define m such that k m ≤ µ < k m+1 . Note that m is a function of µ and that as µ → ∞, m → ∞. Based on Theorem 1, the normalized download is bounded as
Applying limit µ → ∞, the reciprocal of rate is bounded as
Now, we need to show that
Equivalently, for every > 0 we will show that
Choose a finite l * such that
Note that l * depends only on N and . More importantly, it is not a function of µ. Now partition the sum as follows
The first term on the RHS of (33) is zero because it is a sum of finitely many terms (l * is finite), each of which is zero because (14) holds by assumption. For the second term in (33),
Thus, the reciprocal of rate is bounded as 1/R ≥ (1−1/N ) −1 , i.e., the rate is bounded as R ≤ 1 − 1/N . By Theorem 2 this rate is achievable. Hence proved.
C. Proof of Theorem 4
Let us start with exact private search (M = 1).
Choosing the sequence k i = i and substituting µ = K into the LHS of (14), we have
Therefore, (14) is satisfied, and based on Theorem 3, the asymptotic capacity of exact private search is 1 − 1/N . For approximate search (M > 1), define γ M/K < 1. By symmetry of the truth function, we only consider γ ≤ 1/2.
When M = o(K), consider messages with disjoint patterns. For example, the alphabet set is {1, 2, · · · , K}, M = 2.
Consider messages corresponding to {1, 2}, {3, 4}, {5, 6}, · · · . Since these patterns are disjoint, they can be viewed as M = 1 and alphabet size of K/2. As K → ∞, the number of messages K/M → ∞. Then, the asymptotic capacity is 1 − 1/N in this case.
For M = Ω(K), let us find a sequence of dependent messages such that (14) is satisfied. Choose W 1 corresponding to S 1 = {U 1 , U 2 , · · · , U M }. It separates the alphabet set into 2 parts: S 1 of size γK, and U\S 1 of size (1 − γ)K. Note that γK = M is an integer. Choose the second message W 2 so that it is comprised of γM elements of S 1 and M − γM elements of U\S 1 . Repeating this step we get a series of dependent messages. Let us represent U 1 , U 2 , · · · , U K on an alphabet line U as follows.
Since S k1 is a contiguous set of K/2 points on the circle, without loss of generality it may be represented by the red semi-circle. W S k 1 (l) and W S k 2 (l) are binary random variables. Since lim K→∞ H W S k 2 (l) | W S k 1 (l) = 1, within S k1 half of the points must be in S k2 and half of the points must be outside S k2 . The same is true for the points outside S k1 . Therefore, without loss of generality, S k2 is represented by the blue semi-circle on the alphabet circle. Note that this divides the alphabet circle into 4 parts, labeled as A, B, C, D, corresponding to (W S k 1 (l), W S k 2 (l)) = (0, 0), (0, 1), (1, 1), (1, 0) respectively.
Since lim K→∞ H W S k 3 (l) | W S k 1 (l), W S k 2 (l) = 1, half of A must be in S k3 and half of A must be outside S k3 . Similarly, half of B, C, D must be in S k3 and half of B, C, D must be outside S k3 . But S k3 is a contiguous semicircle, a continuous semi-circle cannot overlap with half of each of A, B, C, D. Therefore we have a contradiction. So either the asymptotic capacity of private search is not equal to 1 − 1/N or Theorem 3 is not tight.
V. CONCLUSION
We introduced the private search problem, which requires PIR with dependent messages (DPIR). We derived a general converse bound for DPIR, studied its asymptotic behavior, and combined it with a known general achievability result in order to characterize the asymptotic capacity of private search. We also showed through an example that even asymptotic capacity characterizations for private search are difficult for additionally constrained message structures.
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