Dataset compiled from spreading hot spots, responsible for fire risk in many regions of Indonesian forests, are complex, primarily induced by the large size of the observed regions and high variation of hot spot distribution. The challenge in analyzing this type of dataset is to develop statistical techniques that facilitate the analysis, visualization, and interpretation of the results. Techniques, such as multivariate analysis and artificial neural networks, have been applied to resolve the highdimensional space in such large datasets. Each method uses a different rationale for how the relationship between the input parameters will be preserved during analysis. This study presents the use of a principal component analysis (PCA) and a selforganizing map (SOM) to reduce the high dimensionality of the input variables and, subsequently to visualize the dataset into a two-dimensional (2-D) space. The results indicate that the first two principal components of the PCA provide a large percentage of cumulative variance to explain the data patterns. However, a comparison of the data projection, SOM is better suited than PCA in visualizing the fire-risk distribution in forests. The SOM color-coding and labeling also effectively visualized a classification system of fire risk via node clusters, in such a way that the fire risks level according to their hot spot locations in forest is easily interpreted.
Introduction
Forest fires in Indonesia continue to increase in both frequency and size, damaging forest resources and adversely affecting living conditions across Southeast Asia. The extended fire risk in forests is primarily caused by hot spots that occur in many regions with high temperatures. As reported by AFP (2002) that large number and cluster of hot spots that persist over time are good indicators of fire problems. Hence, the collections of the hot spots data that are potential in emerging fire risk in Indonesian forests are central to the present analysis. The sample data was observed from the hot spot occurrences in many forest regions all year round in which their frequencies, intensities, and widths vary. The structure of data that compiled based on models of hot spot is available with large space features and noise distribution patterns. The challenge in analyzing these datasets is to develop analysis techniques to facilitate a solution to the problem.
Visualisation and classification methods have become standard tools to handle the complexity of the data because they enable a ready representation and interpretation. When the number of dimensions is large, a multivariate analysis technique such as PCA can be used to reduce the dimensions before subjecting the output factors to a clustering routine (Kiang et al., 2004) . The present study utilizes PCA to extract the size-dimension information and to construct a linear projection of the dataset in the 2-D plane of the map. PCA is a multivariate, statistical data analysis that can be used for processing and visualizing data (Tipping and Bishop, 1999) . Although the PCA is a powerful technique for extracting data (Kwan et al., 2001) , sometime its visualization was not suitable to represent the complex structure of datasets (Laitinen et al., 2002) . In this condition, a SOM algorithm is an alternative method for the optimal visualization and clustering of datasets. It is often promised as an effective tool for exploratory analysis of data (Koua, 2003) .
The SOM is a nonlinear statistical technique for transforming and visualizing multi-dimensional data in a lower-dimensional space (Kohonen, 1998; Himberg, 2000; Mancuso, 2001 ). There are many applications that have implemented the use of SOM technique for exploratory analysis of data. The SOM was designed for solving problems that involved clustering and visualization (Flexer, 2001; Kiang, 2001) . SOM clustering with colorcoding is a way to group data, according to its properties (Kaski and Kohonen, 1998; Kaski, 2001) . The SOM method also has advantages in the classification of satellite images data. For example, two-stage SOM was successfully applied to clustering of weather satellite cloud images (Honda and Konishi, 2001 ) and a multiple SOM was quite suitable for remote sensing classification under various data and simple-design conditions (Wan and Fraser, 2000) . The robustness of those SOM applications to handle the data visualization and classification that motivates to utilize the SOM approach for exploring this analysis data problem.
The objectives of study are focused to implement both PCA and SOM methods to provide insights on the data extraction and visualization. First, PCA is utilized for extracting the high dimensionality of the input variables and project the dataset onto a 2-D space. Second, SOM algorithm is used for data visualization and, subsequently, to create a classification system of fire risks via the node clusters on the SOM map. 
Data description

Analysis methods
Feature extraction using PCA PCA is a way for extracting the data features by reducing the number of dimensions, without much loss of information. In this case study we applied the PCA to identify the fire risk patterns in hot spot data for many regions of forest.
In the PCA process we compiled the hot spot data into a matrix A= n X m , where the n-rows are associated with the number of observed regions in relevant hot spot events and the m-columns with the number of input variables (months). And let is the mean of m variables in the matrix A, the covariance matrix is given by
where j=1, 2, ..., n, k=1, 2, ..., m. There are two main steps in order to find a few orthogonal features, called principal components (PCs) of the matrix A, as follows:
Step 1. Calculate the eigenvectors and eigenvalues of the covariance matrix. Since the covariance matrix from equation (1) found by using (Φ-λ i I)e i =0, i=1, 2, ..., m. Then, a diagonal nonzero eigenvalues matrix (Λ) can be constructed from the sorted
Step 2. Find the PCs of the covariance matrix Φ that can be generated using a process of singular value decomposition, which is given by
The set of PCs is then represented as a linear combination of the original variables of PC m =e m T x.
In order to interpret the level of fire risk for different months,
the coefficient values of the PCs could be used. Further, the PCs projection would be developed for expressing the fire risk patterns according to regions of hot spot events. The first two PCs are usually used to project a 2-D plane of data, if they provide at least 80% of cumulative variance (Johnson and Wichren, 1998) .
The percentage of variance (PV) for the PCs can be calculated by PV= ×100% (3)
Self-organizing map
The SOM also used the same data matrix corresponds to hot spot data that was analyzed in the PCA as input data. The SOM network is divided into an input layer, containing a set of obser- 
N)
The connection between the two layers represents a map of real high-dimensional data onto a low-dimensional (usually 2-D) display of nodes. In the training process, the best-matching node (winning node) is found using the criterion of greater similarity,
The models of the winning node are then updated in accordance with the rule,
where t denotes the index of the iteration step, x(t) is the vectorvalued input sample of x in the iteration t. Here, the h ci (t) is called the neighborhood function around the winning node c. During training, h ci (t) is a decreasing function of the distance between the i-th and c-th model on the map node. For convergence it is necessary that h ci (t)→0 when t→∞. More detail of the SOM algorithm can be found in the Kohonen (2001) .
In this study, for training the hot spot sample to this SOM algorithm, the MATLAB software with SOM toolbox was utilized.
The most appealing features of the SOM toolbox are that the source code can be modified during analysis.
Visualization of data by SOM
Two types of the SOM visualization were implemented such as a Unified distance matrix (U-matrix) and Component Planes (CP), as shown in Fig. 2 . The hexagonal grid was used to display the network nodes on the SOM, because the inter-neural distance of the hexagonal more coincides with the Euclidean metric distance than rectangular (Starikov, 2000) . (Fig. 2) . It can be simultaneously visualized using the SOM visual inspection. This visualization can also be used to create an understanding of which variables are respect to the clusters.
Results and discussion
PCA extraction and projection PCA has extracted the 11-dimensional space (i.e., months) as the input data variables of dataset using a covariance matrix. Table 1 gives a summary of the eigenvalues and the variances of data from the first five PCs. The eigenvalues illustrated that the 
1.17 (Sep)-0.57 (Oct)+0.1 (Nov)
The absolute value of the coefficient could help to interpret the PCs. For example, based on the equation (6), PC1 indicated that the month of September, with the largest coefficient (4.13), receives the greatest of fire risk and, conversely, the month of January, with the smallest coefficient (0.13), receives the lowest of fire risk. Further, according to equation (7), PC2 indicated that the month of March, with the coefficient (2.32), receives larger of fire risk and lower of fire risk occurred for November, with coefficient (0.1).
The overlapping plot (Fig. 3) However, the present result illustrated that although PCA explained most the cumulative variance of data, its scatter plot is sometime difficult to interpret. In particular, many regions in the PCs scores from -1 to 1 coupled in the around center of the orthogonal axes, as shown inside of the circle (Fig. 3) . This result supports the finding study by Brosse et al. (2001) that the drawback was afforded to data complex, in which being poorly represented on the PCA plane. Therefore, we proposed to use the SOM algorithm as an alternative method for exploring the dataset. Extraction method by PCA Fig. 3 The 2-D scatter plot of the first two PCs of data represents the distribution pattern of fire risk via regions relative to the month of hot spots event.
SOM visual inspection
The SOM visual inspection combines the CP and U-matrix in the 2-D nodes map, as shown in Fig. 4 . The maps are connected to adjacent hexagonal nodes with sizes 11×10, by adapting the 110 observed regions in the Sumateran and Kalimantan forests.
There are no explicit rules for choosing the number of nodes (Hautaniemi et al., 2003) , but one principle is that the size should allow easy detection of the structure of SOM (Wilppu, 1997) reflected by the analysis of the correlation of the data ( Table 2 ).
The four highest correlation coefficients are the September-October (0.90), followed February-March (0.87), May-July (0.84),
and August-September (0.81). Whereas the month of January, April, June, and November give low correlation each other.
The top left of Fig. 4 provides a visualization of the U-matrix that represents the relative distances measure between the network nodes, marked by color shades. A large distance between Fig. 4 Visualization of U-matrix and CP (i.e., months). U-matrix represents the data clusters, and CP represents the fire risk distribution patterns for each month.
adjacent nodes is shown as a darker shade and thus represents a border region between clusters. Areas similar to each other correspond to a lighter shade, which indicates that the values of the input data vectors are similar, and thus show a cluster. It can be seen, for example, in Fig. 4 that U-matrix provides cluster information that was represented with some circle on the map. However, the map of U-matrix indicates the situation where the distance measure is not reliable to show a representative data cluster. As reported by Kiang et al. (2004) that sometime it is difficult to visually group the output from SOM when the map is highly populated. In this case study, a difficult decision when only used the Euclidian distance to select the clusters in which may be incapable.
Selecting clusters in the SOM
To overcome the SOM deficiency in clustering data, as currently described via the U-matrix, a combination of the distance measure and the SOM color-coding are further used to visualize cluster of fire risk by region. The SOM color-coding is a way to group data, according to its properties (Kaski, 2001) . with high values on bottom, but different patterns. Therefore, the relation of both maps easily clarified that the most regions in Cluster 1 (Fig. 5) receive high of fire risk from February to July and moderate for January (Fig. 4) . Regions in Cluster 2 only receive high of fire risk for January. Further, the most regions in Cluster 3 receive high fire risks from August to November, and regions in Cluster 4 are low fire risks for all months. In the context data classification, although the U-matrix of SOM was difficult to provide a representative data cluster, SOM color-coding and labeling was helpful in visualizing the clusters data structure via the map nodes. Therefore, the fire risks level according to their region clusters in forest can be easily interpreted. A problem of the SOM clustering, such specification of the clusters is sometimes still needed when the coloring is not clearly to indicate at the cluster borders. This is a challenge of the next study, to develop an analysis technique in order to yield a high classification rate of the SOM output.
