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1. INTRODUCTION 
In Ref. [2] it was shown that entropy is a complete invariant for 
Bernoulli shifts. In this paper we generalize this result to show that 
entropy is a complete invariant for weak Bernoulli transformations 
(see Section 2). Examples of weak Bernoulli transformations are mixing 
Markov shifts (see Section 4), which include the case of Bernoulli shifts. 
For a discussion of entropy see Refs. [ 1, 31. 
The method of proof is a modification of the proof in Ref. [2] with 
certain simplifications. 
2. PRELIMINARIES 
Let (X, a, m) denote the measure space consisting of the unit interval 
with Lebesgue measure. All sets will be in a either by assumption or 
construction. We abbreviate (X, O?, m) by X. T will be an invertible 
measure-preserving transformation on X. 
Let pi , 1 < i < K, be disjoint sets whose union is X. We consider 
the partition P = (PI , p, ,..., pk) to be the vector consisting of the K sets 
with a fixed ordering. Thus a partition will always be ordered. We still 
write p E P considering P as a set. 
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Given a set A with positive measure, denote 
Given a partition P, the induced partition on A is 
P/A = (pi n A : 1 d i < k). 
The distribution of P/A is the vector 
d(P/A) = (m&J : 1 < i < k). 
In particular, d(P) = d(P/X). 
Let P and Q be partitions, each with k sets, and let A and B be sets of 
positive measure. We denote 
In particular, d(P, Q) = d(P/X, Q/X). We also denote 
w, Q) = i mww 
i=l 
If PI is a subclass of sets in P, then we write PI C P. This is the usual 
meaning in the sense that the sets in PI are sets in P. 
Given partitions P and Q, we say P contains Q within E and write 
Q CE P to mean that there is a partition P’ of X such that the sets in P’ 
are unions of sets in P and D(P’, Q) < E. We write Q C P if D(P’, Q) = 0. 
The distinction between P, C P, where PI is a subclass of P, and Q C P, 
where Q is a partition of X, will be clear from the context. 
If C is a class of sets, then we let (J C denote the union of the sets in C. 
Let P have k sets and let Q have I sets. The joint partition of P and Q is 
PvQ=(p,np,:l <i<k,l <j<Z), 
where the ordering in P v Q is lexicographically. Thus P v Q # Q v P 
in general. Given partitions P, ,..., P, , the associativity of v implies we 
can denote 
jj pi = PI v P2 v P, v *** v P, . 
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Given a partition P and a transformation T, we denote 
i T'P =Pv TPv *a- v TnP. 
i=O 
We let jlzm TiP denote the smallest u algebra containing all the sets 
in Tip, i = 0, *l,... . The measure space (X, Vrm Tip, m) is denoted 
bY XP * 
We say P is e-independent of Q if there exists a subclass Qi C Q, 
m(U QJ > 1 - E, and 
DEFINITION 1. A partition P is weak Bernoulli for T if for each 
E > 0 there exists K = K(E) such that for every n 
K+n 
V TiP is c-independent of i Tip. 
K --n 
T is a weak Bernoulli transformation if T has a weak Bernoulli generator. 
Given P and T, the P-n-name of x E X is the sequence of integers 
f(i), 0 < i < n, such that 
TW E .m , O<i<n. 
If F is a set, all of whose points have the same P-n-name, then we speak 
of the P-n-name of F. 
Given transformations TI and T2 and partitions PI and Pz , we write 
(Pl , Tl) - (Pz , T,) if 
d(i TI~PI) =d($' T,'P2), n = 0, I,&... 
0 0 
The entropy of P/A is defined as 
E(PIA) = - 5 m&d 1% mA(Pi)* 
i=l 
In particular, E(P) = E(P/X). G iven partitions P and Q, the conditional 
entropy of P given Q is 
-W/Q) = i ~b#.Wlqi). 
i-l 
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A direct verification yields 
W/Q) = W' v  Q) - E(Q)- 
The entropy of P relative to T is 
E(P, T) = IiF E p/i Tip). 
1 
We now mention some notation used only in Lemma 14. Let TiF, 
0 < i < n, be disjoint sets. Let Ri be a partition of TiF for each i. We 
refer to the set of pairs 
G = {(TT, Ri) : 0 < i < n> 
as a gadget. Note that T-iR, is a partition of F. Given a gadget 
G’ = {(T-F’, Rd’) : 0 < i < n}, 
we say G and G’ are isomorphic and write G - G’ if 
d (f T-“R,) = d (f T’-“It;). 
Let W = VT, TiP where P = (p, ,...,pk). Thus w E W implies 
w = f) T& , 1 <ii < 4 --n,(i<n. 
-n 
We also denote 
w = (i, ,...,.h , jl ,-.,j,). 
Let S, denote the set of sequences consisting of entries 1, 2,..., or k 
of length 2n + 1. Thus we can consider w E W as an element in S, . 
A partition L of S, generates a partition L, of X as follows. Let 
and define 
L = (21 ) 12 )...) 1,) 
L,= Uw:l<i<r. 
( WEli 1 
Then W I6 Q means there is a partition L of S, such that D(L, , Q) < E. 
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3. MAIN RESULT 
In this section we shall prove the following result. 
THEOREM. Two weak Bernoulli transformations with the same entropy 
are isomorphic. 
The proof proceeds by a sequence of lemmas. 
LEMMA 1. Let P and Q be partitions with k sets and let E > 0. If 
(1.1) W,Q) -=c c, 
then there exist partitions P* and Q* of X such that 
(1.2) d(P*) = d(P) and d(Q*) = d(Q); 
(1.3) D(P*,Q*) < c. 
Proof. Let Ai be disjoint sets with 
44 = min{m(Pi), m(qd>, l$i<k. 
In X - & Ai choose disjoint Bi and disjoint Ci such that 
WA) = m(pJ - 44 m(G) = m(qd - m(4), 1 <i<k. 
Let P* = (Ai u Bi ; 1 < i < k) and Q* = (Ai u Cd : 1 < i < k). It 
is easily checked that (1.2-l .3) are satisfied. 
LEMMA 2. Let E > 0 and let Q1 , Q,, , Q1’, and QO’ be partitions such 
that 
(2.1) Q1 is c-independent of Q,, and Q1’ is c-independent of Q,,‘; 
(2.2) d(Q, , QI’) < E. 
Let P, and P,’ be partitions of X such that 
(2.3) d(Q,) = d(P,,) and d(Q,‘) = d(P,‘). 
Then there exist partitions PI and PI’ of X such that 
(2.4) 4Qo ” 81) = WrJ ” PI> and d(Q,’ v PI’) = d(P,,’ v PI’); 
(2.5) D(P, , PI’) < 5~. 
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Proof. Let f(q) be the set in P,, corresponding to q E Q,, , and let 
f(p’) be the set in PO’ corresponding to q’ E Q,,‘. (2.1) implies there 
exist Qa C Q0 and Qa’ C Q,,’ such that m( u Qa) > 1 - E, m( u Qa’) > 1 - E, 
and 
(1) 4Qll!A Ql) < E> 9 E&G 
(2) d(Q,‘lq’, Ql’) < E, q’ EQ~‘. 
(l), (2), and (2.2) imply 
(3) d(QJq, Ql’/s’) < 3~, q EQ~ and 4’ eQ2’. 
Let R = {Y = f (q) r\ f (q’) : q E Qa , q’ E Qa’}. Given r E R, (3) implies 
Lemma 1 can be applied on r to define PI/r and PI’/7 so that 
(4) dV’l/r) = 4Qlld and W,‘lr) = d(Q,‘lq’). 
(5) D(P,/r, P1’/r) < 3rm(r). 
On X - u R we can complete the definitions of P, and PI’ so that (2.4) 
is satisfied. Since m(U R) > 1 - 2~, (5) implies 
D(P, , PI’) < 2~ + (1 - 2~)3~ < 5~. 
LEMMA 3. Let E > 0 and let Qi , Qi’, 0 < i < n, be partitions such 
that 
(3.1) q Qi is e-independent of Q,,; 
i=l 
(3.2) \li Qi’ is E-independent of Q,,‘; 
i=l 
There exist partitions P0 and P,,’ such that 
(3.4) d(Q,) = d(P,) and d(Q,‘) = d(P,,‘). 
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Then there exist partitions Pi , Pi’, 1 < i < n, such that 
(3.5) d ( \j Qi) = d ( \j f’ti) 
i=O i==O 
and d( \iQ*‘) =d( q&j; 
i=O i=O 
(3.6) 2 D(Pi , P,‘) < 5n~. 
i=l 
Proof. Let R, = vF=“=, Qi and R,’ = &Qi. We now apply 
Lemma 2, with respect to R, , Q,, and RI’, QO’, to obtain W, and IV,’ such 
that 
(1) d(Qo v  R,) = d(P, v  WI) and d(Q,’ v R,‘) = d(P,’ v Wi); 
(2) D(W, , W,‘) < 5E. 
The implicit ordering in W, and W,’ allows us to separate out Pi and 
Pi, 1 < i < 12, such that 
(3) w, = \I;( P, and W,’ = i Pi. 
i=l i-l 
Thus (1) and (3) imply (3.5). For (3.6) we note that 
(4) vi, Pi’) < D(Wl , w;>, 1 < i < n, 
hence adding over i in (4) yields (3.6). 
LEMMA 4. Let P, Q, and R be partitions such that 
(4.1) P is r-independent of Q; 
(4.2) There exists Q1 C Q such that m (u Q1) > 1 - E and P/q is e-inde- 
pendent of Rlq, q E Ql . 
Then 
(4.3) P is 3e-independent of Q v  R. 
Proof. By (4.1) there exists Q2 C Q such that m(U Q2) > 1 - Q and 
(1) V/q, P> < ~3 q EQZ . 
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Let Qs = Q1 n Qa; hence m( lJ Qs) > 1 - 2~. Define V as 
V={qnr:qEQ3,rERandd((P/q)/qnr,P/q) <E). 
Thus Qa C Qi and (4.2) imply 
m (u vj = Cm(!? n 4 3 c m(q)(l - 6) > (1 
V Q3 
If q 17 Y E V, then (1) implies 
W/q n ~2 P) = pz 1 “‘m”(;; ; ‘) - 4~) / 
26)(1 - 6) > 1 - 3E. 
a m(pnq n 6 _ m(pn 4) + m(~n 4) DEP dq n f9 m(q) I 1 m(q) - - m(p) 1 
= W’ldlq n r, P/q) + W/q, PI < 2~. 
LEMMA 5. Let a be a positive integer, b > 0, and c > 0. There exists 
h = h(a, b, c) > 0 such that if 
(5.1) P is a partition with at most a sets; 
(5.2) m(S) 2 b; 
(5.3) d(P/S, P) > c; 
then 
(5.4) E(P/{S, S”}) < E(P) ~ h. 
Proof. Suppose h > 0 does not exist. Hence there exists h, 4 0 and 
corresponding systems (P, , S, , h,) such that (5.1-5.3) hold but (5.4) 
does not. We may regard the system as a vector with 2a + 2 variables 
d(P,/S,), d(P,/S,c), m(S,), and h, . Since all variables are in [0, I], 
a diagonalization argument yields a system (P, S, 0) satisfying (5.1-5.3) 
and E(P/(S, SC}) = E(P). This is a contradiction. 
LEMMA 6. Given a and E > 0, let h = h(a, l 2/2a, e2/2a) as in Lemma 5. 
IfP has at most a sets andQ is a$nitepartition such that E(P/Q) > E(P) - h, 
then P is e-independent of Q. 
ON ISOMORPHISM OF WEAK BERNOULLI TRANSFORMATIONS 373 
Proof. Suppose there exists Q1 C Q and q E Q1 implies 
If m( u Q1) > E, then (1) implies 
= ,c ,c, I m(p!7) - 4PMdl > 3. 1 
Thus for some p E P we have 
(3) c I m(Pd - m(PMl)l > +* 
vEQl 
Hence there exists Qz C Q1 such that 
(4) C m(pq) - m(p)m(q) > ~~/2f.z (or < -e2/2a). 
wQl 
Let S = (J Q2; hence (4) implies 
(5) m(pS) - m(p)??@) > c2/2a. 
Now (5) implies 
(6) m(S) > c2/2u; 
(7) 4 PS) ___ - m(p) > c2/2a. 
m(S) 
Thus (7) implies 
(8) d((P/S), P) > ,“/2u. 
By Lemma 5 we conclude 
which is a contradiction. 
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LEMMA 7. Let P be a partition with k sets and let L be a positive integer. 
Let PI = vk, Tip, Q = VT, Tip, and R = v~,“~~ Tip. Let E > 0 and 
let h correspond to a = kL and E in Lemma 6. If 
(7.1) E(P,IQ) < WP, T) + 4 
then there exists Q1 C Q such that 
(7.2) m (U a,) > 1 - E; 
(7.3) PI/q is e-independent of R/q, q EQ~ . 
Proof. The definition of E(P, T) implies 
(1) L-W’, T) < W’IQ v RI G VI/Q). 
Lemma 6 implies that either 
(2) PI/q is c-independent of R/q; 
(3) -W’JdlPld) < -WlId - h. 
Suppose (3) holds for q E Qz , where m( (J Q2) > E. Then 
EPJQ) - W’JQ v RI 
= q;Q 4dCW’Jd - WPJMR d)l 
> 1 m(q)h > E/Z. 
4EQ2 
This contradicts (7.1). 
LEMMA 8. Let P be weak Bernoullifor T and let E > 0. Let K = K(E/~) 
as in Dejinition 1. Let H be a positive integer. Then there exists a positive 
integer n, and 7 > 0 such that ;f T’ and P’ satisfy 
(8.1) d (KqH Tip, KiH T’“P’) < 7; 
-n* -n* 
(8.2) I E(P, T) - E(P’, T’)I < 7; 
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then for each m 
K+H 
(8.3) V TfiP is wkdependent of 7 T’“P. 
K --m 
Proof. Let PI = l/:T”” Tip, Pz = j/rH Tip, Q = vL% Tip, and 
R = VI;:; Tip. The choice of K implies 
-(l) Pz is e/3-independent of Q. 
Let h correspond to a = kx+H and e/3 in Lemma 6. Fix 1z* = 71 so large 
that 
(2) W’,IQ) -c (K + WW’, T) + W3. 
As above, consider PI’, P2’, Q’, and R’ corresponding to T’ and P’. First 
choose 7 so small that (1) and (8.1) imply 
(3) Pz’ is e/Zindependent of Q’. 
By (2) and (8.1) we can guarantee 
(4) E(P;/Q’) < (K + QW’, T) + W3. 
Now (4) and (8.2) for 77 sufficiently small yields 
(5) E(P,‘/Q’) < (K + H)E(P’, T’) + <h/3. 
Lemma 7 and (5) imply there exists Qr’ C Q’ so that 
(6) 112 (0 Q;) > 1 - c/3; 
(7) P,‘/q is +-independent of R’/q, q E Qi; 
and (7) implies 
(8) P,‘lq is E/3-independent of R’lq, q E Q. ‘. 
Thus (3) and (8) imply (8.3) by Lemma 4. 
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LEMMA 9. Let P be weak Bernoullifor T and let E > 0. There exist nl 
and 17 > 0 so that if T’ is a transformation with partition P’ satisfying 
(9.1) d (3 Tip, ;li TtiP’) < ‘I; 
0 0 
(9.2) I E(P, T) - E(P’, T’)I < ‘I; 
then there exist partitions Pi and Pi’ of X and a positive integer n2 such that 
(9.3) d(tPij =d(iTiPj, n=0,1,2 ,...; 
0 0 
(9.4) d (q Pi’) = d (c Trip’), n = 0, I,2 ,,..; 
0 0 
(9.5) i D(Pi , P,‘) < oz, n > n2. 
i=O 
Proof. Let K = K(~/60) as in Definition 1. Choose H so that 
K/(H + K) < ~18. Apply Lemma 8 to H, K, and c/20 instead of E. 
Lemma 8 gives us +q and n, , where we may assume q < e/20. Let 
n, = n, + K + H. 
Lemma 8 implies V”,‘” TiP is E/20-independent of P and VF:“” TliP’ 
is E/20-independent of P’. Let P,, and P,,’ be partitions of X such that 
(1) d(P) = d(P,) and d(P’) = d(P,‘). 
Let Q. = P, QO’ = P’, and 
(2) Qi = Ti+K--lP, Qi’ = TyifK-‘Pf, 1 ,< i < K + H. 
BY (l), (9, and (9.1) we have Lemma 3 satisfied with E replaced by 
c/20. Hence there exist partitions Pi and Pi’, K < i < K + H, such 
that 
ON ISOMORPHISM OF WEAK BERNOULLI TRANSFORMATIONS 377 
K+H 
(5) c D(P, , Pi’) < 5He/20 = Hc/4. 
i=K 
We may now define Pi and Pi’, 1 < i < K, so that (9.3) and (9.4) hold 
for n < K + H. Now (5) implies 
K+H K-l 
c Vi, Pi’) < c D(Pi , Pi’) + Hc/4 
0 0 
< 2K+ He/4 = (K+ H)( K2fH + H”4 ) 
K+H 
-=c (K + H&/4 + e/4) < (K + H)E. 
Let n2 = K + H. 
Assume we have Pi and Pi, 0 < i < j(K + H) so that (9.3-9.5) hold. 
We shall obtain (9.3-9.5) forj + 1. Also assume 
t(K+H) 
(6) t,K+G,_., WS , Pi’) < W4, 1 < t < j. 
By measure preservance, Lemma 8 implies that V:zy” TiP is E/20-inde- 
pendent of Vi TiP and VzIFK TJiP’ is E/20-independent of Vl TliP’. 
In particular, this holds for n = j(K + H). We also have 
d (‘+r Tip, n+r T’“p’) < e/20. 
W-G n+K 
Consider P, and P,’ replaced by VI Pi and V”, Pi’ in Lemma 3. Then 
Lemma 3 implies there exist partitions Pi and Pi’, n+ K < i < n+ K+ H, 
such that 
(7) d (i Pg v ,,;,, Pi) = d (i TtP v “‘ii” T”P); 
0 n+K 0 n+K 
(8) d (0 Pi’ v ,,;;, p;) = d (\j T’ip’ /‘i;” T’“P’); 
0 n+K 0 n+K 
(9) D (“r Pi , ^r Pi) < HE/~. 
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Thus (9) implies (6) holds for j + 1, where n = j(K + H) in (9). We 
can now define Pi and Pi’, n < i < n + K, SO that (9.3) and (9.4) 
are satisfied for (j + l)(K + H). Lastly, (6) and (9) imply that if 
j(K + H) < n < (j + 1) (K + ff), then 
2 D(P, , P,‘) = j(y) D(Pi , P,‘) + f D(P, , P,‘) 
i=O i=O jW+H) -ci 
< j2K + jHc/4 + 2K + HE/~ 
d n (i + 1W + Ji + 1) 
( j(K + H) AK + W 
6/4 
1 
< 442 + E/2) = ?zE. 
In order to illuminate the construction in the next lemma, let us first 
consider a simple case. Let Bi, 0 < i < n, be disjoint sets such that 
TBi=B,+,,O~i<<-l.Denote 
C = (Bo , B, , B, ,.a., L,). 
Since T is measure preserving, each set in C has the same measure 
m(B,). Let N = (1, 2 ,..., k} and assign a label Zi in ai to each set Bi in C. 
This induces a partition of the union of the sets in C into k sets (p, , 
P2 ,..., Pk), where 
&CP, if li =j, 0 <i<n, 1 <j <k. 
Now fix positive integers u and d, where u < d < n. The set B, may 
be written as 
(1) B, = h TiB,-, . 
i=O 
NowiBd-i C pldei; hence (1) implies 
Note that we may express C as 
c = (B, , TB, , T2Bo ,..., Tn-‘B,). 
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In general, we want to consider n J disjoint sets 
and 
TiB j? O<i<n, 1 <j<I, 
Cj = (TiBj : 0 < i < n), 1GjG-f. 
Let Xi = (JTli (J;=, TiBj . Let Zj = (4 4 : 0 Q i < n) be labels for the 
sets in Cj , 1 < j < J. Hence we partition Xi into k sets P = (pl , 
P 2 ,..., pk) where 
T”Gj Cplj i y O<i<n, 1 GiGI. 
We also partition X - Xi into k subsets (in any manner) and thus 
extend P to a partition of X. We now consider d(Vt Tip). 
Fix t, E a, 0 < i < U, and d such that u < d < n. Applying (2) to C, , 
we have 
Thus (3) implies 
(4) c m(T$B,) < m (fi Tip,,) (d, j): Zi,d--l = ti for 0 < i < u 
W.i) 0 
Let o(t, , ti ,..., tu) denote the difference between the right and left sides 
of (4). The sum of these nonnegative terms. adds up to the measure of 
the first u sets in each C, plus the measure of X - X1; hence 
(5) c 4to , t, v-.*9 
t&i 
h> = u $ WA + 4X - W. 
O<iCU 
< u/n + m(X - Xl). 
We now consider a transformation Tl and a partition R = (rl, r2,..., rk). 
Let Q = Vi TliR. If q E Q, then 
q = fi T3,< , 1 < Si < k, O,<i<u. 
0 
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We denote 4 = (sU , sUei ,..., s1 , s,,). Let 1 = (I,, , ZI ,..., Z,-,) be a 
sequence of length n > U, where 1 < Zi < k, 0 < i < n. Let N(Z, 4) 
be the number of times that q appears as a consecutive subsequence in I; 
hence N(Z, q) < n - u. 
Let E > 0. We define Z to be an E-sequence for Q if 
for each q E Q. 
LEMMA 10. Let R, Tl , and Q be as above and E > 0. Let T be a 
transformation such that TiBj , 0 < i < n, 1 < j < J, are disjoint sets, 
where u/n < ~13. Let X, = UT:: & TiBi satisfy m(X,) > 1 - ~13. 
Let 
be .+k%+l-sequences for Q. Let P = (p, ,..., pk) be the partition defined on 
X, by TiBj C pl, i , 0 < i < n, 1 < j < J. Let P be de$ned arbitrarily on 
X - Xl . Then ’ 
(10.1) d cp T”P,$l) < E. 
If the sequences Zi , 1 < j < J, are distinct, then 
(10.2) t Ti(P v {B, BC}) 3 { TiBj : 0 < i < n, 1 < j < J}, 
-n 
where B = & Bi . 
Proof. Fix q E Q, where 
The corresponding term q’ E Q’ = I& TiP is 
q’ = h T& . 
i=O 
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We have 
where 
IxQ 42’) < u/n + m(X - Xl) < 243. 
Thus we obtain 
d(Q, Q') = qs j m(q) - $ N(li 7 drntBd - *(q') j 
< c c/3kUf1 + 2613 < E. 
qEQ 
Thus (10.1) is verified. (10.2) follows by noting that each Cj is assigned a 
distinct sequence Zj of length n, 1 < j < J. 
In the following lemma we consider Tr , R, and Q as before. For 
4 = 0: TlirSi we write q = (su ,..., s1 , so). Let L, = Vt-’ TTR and 
write 1 = ($J-’ T;‘rti EL, as I = (I,, , Zi ,..., 1,-r). 
LEMMA 11. Let Tl be ergodic and measure-preserving, a > 0, and 
b > 0. There exist n su.cientb large andL’ CL, such that m(U L’) > 1 - a 
and 1 EL’ implies Z is a b sequence for Q. 
Proof. If x E 1 and Tld(x) E q, then 
The result follows by applying the ergodic theorem to the characteristic 
function of each q E Q. 
LEMMA 12. Let R have k sets and be weak Bernoulli for Tl with 
E(T,) = E(R, Tl). Let T be a Bernoulli shift with E(T) = E(T,) and 
Zet n, , n2 , and 77 be as in Lemma 9 for G/3. Let P’ be a partition Qith k sets 
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such that 
(12.1) d (ii TliR, 7 TOP’) < 77; 
0 0 
(12.2) 0 < E(T,) - E(P’, T) < 7. 
Then given 6 > 0 and a positive integer u, there exists a partition P with k 
sets such that 
(12.3) d @j TliR, p Tip) < 6; 
(12.4) 0 < E(T,) - E(P, T) < 8; 
(12.5) D(P’, P) < 6~. 
Proof. Choose a refinement W of P’ such that 
(1) WY - E(W, T) = t’3 > 0, fl < s/5. 
Choose y < min(6, E) such that D( w’, W) < y implies 
(2) E( W’, T) > E( W, T) - S/5. 
We shall now choose n so large as to satisfy several conditions. Applying 
Lemma 11 to Tl , R, and Q = vy TliR we have, for all n sufficiently 
large, L’ CL, such that 
(3) m (u ) L’ > 1 - y/10 and 1 EL’ implies 1 is a 6/2k*+l sequence for Q. 
The Shannon-McMillan-Breiman theorem will now be applied to Tl , 
R, T, and W. Choose n so large there exists L” CL, such that 
(4) m (UL”) > 1 - r/10 and 1 EL” impliesm(Z)isbetween2-[E~r~~*~~101~. 
Choose n so large there exists W, C Vt-’ T-iW such that 
(5) m(uwn) >l -r/10 and w E W,impliesm(w)is between 2-[E(W,T)*B’10Jn; 
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(6) Choose n > n, such that u/n < S/5, nfl > 10, and m(A) < l/n implies 
-[m(A) log m(A) + (1 - m(A)) log(1 - m(A))] < s/5. 
Rohlin’s theorem says that we can choose a set F” such that TiF”, 
0 < i < n, are disjoint and 
m(y-j T’F”) > 1 --r/20. 
0 
Let 5 > 0. By mixing (hence measure preservance) we can choose K so 
large that F’ = TKF” satisfies d(Vt-’ T-iW, i/z” T-i W/F’) < 5. For 5 
sufficiently small we can find a subset F of F’ such that 
(7) 111 (“u” T’F)> 1 -y/10; 
0 
(8) d ( nq T-“W/F, P’T-iWr) = 0. 
0 0 
Because of (5) we also have 
(9) m (F n u w”) > W)(l - dlo); 
(10) m(w n F) is between m(F)2-[E(~*T)*B1101n for w  E W, . 
Now (12.1-12.2), Lemma 9, X being nonatomic, and (8) imply we can 
partition TiF by Ri so that 
(11) d ( “v’ T-‘&/F) = d&J; 
0 
n-1 
(12) 1 D(R, , PITiF) < nc2/3. 
0 
Let R* denote the partition of (Jr-’ TiF such that R*/TiF = Rs . Let E 
denote the set of points in F whose R*-n-name and P’-n-name differ in 
more than no places. Then (12) implies 
(13) m(E) < l (F)/3. 
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Let L,* = vi-’ T-iR*/F. Let L*’ d enote those sets 1 EL,* such that 
(14) 1 is a S/2k”+l sequence for Q. 
Let L*” denote those sets 1 EL,* such that 
(15) m(Z) is between m(F)2~[E(T1)~2B’lOln. 
Then (3) and (4) imply L = L*’ n L*” satisfies 
(16) nz(Fn UL) > (1 -2y/lO)m(F). 
Let C be the class of w E W,/F such that more than half of w is covered 
by one or many 1 EL where the R*-n-name of 1 differs from the PI-n-name 
of w in less than en places. Since W is a refinement of P’, w has a 
PI-n-name. If w E W,/F and w $ C, then 
WI= xtw:r$(jLorItEn()L( 
I 
satisfies 2m(w’) > m(w). Thus (13) and (16) imply 
Ire 44 G 2 [m (F - u L) + m(E)] < 2@)(2y/lO + 43). 
Thus (9) implies 
(17) m (u C) > (1 -E@(F). 
We shall now verify 
(18) To each w E C we can assign an 1 EL such that the R*-n-name 
of 1 differs from the P-n-name of w in less than En places, and no I EL is assigned 
to more than one w E C. 
To obtain (18), first note that (10) and (15) imply that the measure of 
any w E C is greater than twice the measure of any 1 EL. Hence the 
definition of C implies that any t elements in C intersect at least t elements 
in L whose R*-n-name differs from the PI-n-name of one of the t 
elements in C in less than en places. Thus an application of the marriage 
lemma yields (18). 
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We now verify 
(19) To each w E W,/F, w 4 C, we can assign a distinct 1 EL which has 
not already been assigned to a w E C. 
To obtain (19), note that (10) implies that the number of elements 
in W,/F is less than 
2[Ew.T)+0/101n, 
and (15) and (16) imply that the number of E EL is more than 
Hence there are more than twice as many elements in L as in W,/P, so 
(19) follows. 
(18) and (19) imply each w E W,/F is assigned a distinct Z(w) EL 
such that 
(20) The R*-n-name of Z(w) is a 8/W+l sequence for Q and 
(21) If w E C, then the R*-n-name of Z(w) differs from the P’-n-name of w in 
less than en places. 
P will now be defined 
R*-n-name of Z(w) in (20) be 
(lo , 4 ,***, L-l), 
on X1 = (Jr” Ti(F n (J W,). Let the 
written as 
Then Ti(w) will be inpli , 0 < i < n. This definespj n Xl for 1 <j < k. 
Define P any way on X - X1 . Let A = F n U W,; hence m(A) < l/n. 
We shall now verify that (12.3-12.5) hold. First of all, (7) and (9) 
imply 
(22) m(X,) > 1 - 2y/lO > 1 - s/2. 
Thus (20), (22), and Lemma 10.1 with E = 6 imply (12.3). Lemma 10.2 
implies 
P* = c Ti(P v {A, AC))3 (p(w) : w E WJF, 0 < i < n}. 
-n 
Thus (22) implies P* contains a partition IV’ such that D( W, W’) <+/lo. 
Hence (2) implies 
E(P v {A, A”}) = E(P*, T) > E( W’, T) > E( W, T) - S/5. 
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Thus (6) and (1) imply 
E(P, T) > E(T,) - 36/5 > E(T,) - 6. 
We have E(P, T) < E(T) = E(T,). Before completing (12.4) we shall 
check (12.5). By (7), (21), and (17) 
w, P’) < 2 [rim + mm(F) + am (F - (J C)] 
< 2[c + E + cnm(F)] < 6.5. 
Lastly, suppose E(P, T) = E(T,). Then we can make an arbitrarily 
small change in P and lower E(P, T), still preserving the estimates for P. 
For let B be a generator for T. Given a > 0, there exists K such 
that vFK TiB Y/lo P. Since T is a Bernoulli shift, we can choose B’ 
such that D(B’, B) < a/10(2K+ 1) and E(B’, T) < E(B’) < E(B) = E(T). 
Now VFK TiB’ contains a partition PI such that D(P, , P) < 2a/lO and 
E(P, , T) < E(B’, T). Choosing a sufficiently small, the above estimates 
hold with P replaced by PI . 
LEMMA 13. Let (R, Tl) b e weak Bernoulli. Let T be a Bernoulli shift 
with E(T,) = E(R, Tl) = E(T). Given E > 0, there exists 6 > 0 and a 
positive integer u such that if P’ satisfies 
(13.1) d (p TliR, f T”P’) < 6; 
(13.2) 0 < E(T,) - E(P’, T) < 6; 
then there exists P such that 
(13.3) D(P’, P) < 6. 
(13.4) (f’, T) - (R, TJ. 
In case (R, Tl) is a Bernoulli shift, then we only need d(R, P’) < 6 in 
(13.1), as in Ref. [2]. Lemma 13 follows by induction from Lemma 12. 
One can apply the method in Lemma 12 to construct P’ satisfying 
(13.1) and (13.2). Th us g iven (R, Tl) and T as in Lemma 13, we can 
find P such that (P, T) N (R, TJ. 
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LEMMA 14. Let (R, Tl) be weak Bernoulli. Let (P, T) be a Bernoulli 
shift, where P is a generator for T and E(T) = E(P) = E(R, Tl). Let Q 
be a partition such that 
(14.1) (8, T) - (4 Tl)- 
Given E > 0, there exist Q1 and K such that 
(14.2) (Q~, T) - CR, ai 
(14.3) t TiQ, IE I’; 
--K 
(14.4) o(Q1, Q> < E. 
Proof. Since P is a generator for T, we can choose Kl such that 
(1) 9 TiPYOQ. 
-K1 
Applying Lemma 13 (for the case of a Bernoulli shift) to T acting in X, , 
we get 6 such that if P’ is a partition in X, satisfying 
(2) d(P’, P) < 8; 
(3) 0 < E(T) - E(P’, T) < 6; 
then there exists PI in X, such that 
(4) D(P, ) P’) < e/30&; 
(5) (Pl, T) - P, T). 
Choose cl < 6, A E such that if Q’ is a partition with the same number of 
sets as Q, then 
(6) D(Q’, Q) < 29 implies I E(Q’, T) - E(Q, T)I < 6. 
Choose Kz > Kl such that 
(7) 5 T”P 3E1’10 Q. 
-K, 
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Choose n, such that 
(8) K&z, < 400. 
By Rohlin’s Theorem we obtain a set F in X, such that TiF, 
0 < i 6 n, , are disjoint and XI = (J? TiF satisfies 
(9) m(X,) > 1 - Q/100. 
Let G be the gadget formed from TiF, 0 < i < n, , by partitioning 
each TiF by Q. Let G,’ denote G regarded as a gadget in X and let G,’ 
denote G regarded as a gadget in X,; hence G,’ N G,‘. Form the gadget 
G, from TiF, 0 < i < n, , by partitioning each T”F by Q v P; hence G, 
is a gadget in X. Now X, is nonatomic because T is mixing. Thus we 
can pick a partition P’ in X, so that if we form the gadget G, from TiF, 
0 < i < n, , by partitioning each TiF by Q v P’, then 
(10) GI - G, . 
This defines P’ on XI . We can now define P’ on X - X, so that 
E(P’) < E(P). T o see this, note that we could first define P’ on X - XI 
so that d(P’) = d(P). S ince E(P’) has no local minimum, we could 
change P’ on an arbitrarily small set and lower its entropy. Furthermore, 
the change could be made on X - X, if each atom in P has a nonempty 
intersection with X - XI . This can be guaranteed since T is mixing 
and we may substitute TnF for F, where n is sufficiently large. Thus we 
can assume 
(11) E(P', T) < E(P') < E(P) = E(T). 
Now (1) implies there exists a partition L of SK, such that 
(12) WP ,Q) < 40. 
(12), (lo), and (7) (noting K, > Kr) imply 
(13) D(Lp , Q) < 2410. 
(7), (0 (9)) and (10) imply 
(14) 4 TiP'32"10Q. 
-K2 
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(10) and (9) imply 
(15) d(P, P’) < E,/lOO < 6. 
Thus (15) implies (2), and (14) and (6) imply (3). Hence we obtain PI in 
X, satisfying (4) and (5). Now (4) and (13) imply 
(16) D(& ,Q> < 340. 
We next choose K3 > K, such that 
(17) 3 TbQ If/lo PI . 
-K3 
By Lemma 13 there is a 6, > 0 and a positive integer u so that if Q* 
satisfies 
(18) d (c TiQ*, t TdQ) < 6,; 
0 0 
(19) 0 < E(T) -T E(Q*, T) < 6, (note E(Q, T) = E(T)); 
then there exists Q1 in X, such that 
(20) (81, T) - CR TI); 
(21) o(Ql, Q*) -=c 43W - 
Choose Ed < 6, A E such that if Pz and P have the same number of sets, 
then 
(22) D(P, , P) < Ed implies 1 E(P, , T) - E(P, T)I < 6,. 
Choose K4 > K, such that 
(23) 9 TiQ Y’10 PI . 
-K4 
Choose n2 so that 
(24) K&z, < l .J100 and u/n2 < l J100. 
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By Rohlin’s Theorem we can find a set El’ such that TiEI’, 0 < i < n2 , 
are disjoint and 
(25) m (ij TiElfj > 1 - ~~/100. 
0 
Since T is mixing, we have 
Choosing n sufficiently large, we can remove a set 2, from T”E,’ so that 
E, = TnEl’ - 2, satisfies 
(26) d (3 T-“&/E,) = d (3 T-fI;j; 
0 0 
(27) TiE, , 0 ,( i < n, , are disjoint; 
(28) X2 = (j TiEI satisfies m(X,) > 1 - 24100. 
0 
Now repeat the same argument to obtain E such that 
(29) d (3 T-V/E) = d (ij T-F); 
0 0 
(30) TiE, 0 < i < n2, are disjoint; 
(31) X, = g TiE satisfies m(XJ > 1 - 2400. 
0 
Let G,’ be the gadget formed from TiEI , 0 < i < n2 , by partitioning 
each TiEI by PI . Let G,’ be the gadget formed from TiE, 0 < i < n2 , 
by partitioning each TiE by P. Hence (5), (26), and (29) imply G,’ N G,‘. 
Let G, be the gadget formed from TiEI , 0 < i < n2 , by partitioning 
each TiE, by PI v Q. Choose Q” so that if G, is the gadget formed from 
TiE, 0 < i < na , by partitioning each TiE by P v Q* then 
(32) G3 - G4. 
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The same method as at the end of the proof of Lemma 12 can be utilized 
to guarantee 
(33) WQ*, T) < WT. 
(32), (31), and (28) imply (18). (17), (23), and (24) imply 
(34) v TiQ* 32s’10 P; 
-5 
(35) i; T’Q* I-“’ P. 
-h 
(35) and (22) imply (19). Thus we obtain Q1 satisfying (20) and (21). (20) 
and (34) imply 
(36) 9 T”Q, 3Bc’10 P. 
-K, 
Thus (36) implies (14.3) with K = K, . (14.2) holds by (20). To obtain 
(14.4), we note that (16), (32), (28), and (31) imply 
(37) D(L,,Q*) < 4~/10. 
(37) and (21) imply 
(38) W,,Q,) < 540. _- 
Thus (38) and (12) yield (14.3). 
LEMMA 15. Let (R, Tl) and (P; T) be as in Lemma 14. Then there 
exists a partition Q* such that 
(15.1) (Q*, T) - (R T& 
(15.2) q TiQ*3 P. 
-m 
Proof. By the remark after Lemma 13 we can find Q such that 
(Q, T) - (R Td. L emma 14 says that for c1 < 2-l we can find Q1 and 
607/s/3-6 
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K, such that 
(1) K?l > T) - CR w 
(2) W,Ql) < 9; 
(3) i; TiQ, 12-’ P. 
-K1 
Choose Ed < 2-2 so that (3) and 
(4) Wl 2 s2> < E2 
imply 
(5) v TiQs, 12-1+2-’ P. 
-K1 
Apply Lemma 14 to obtain Q2 satisfying (4), 
(6) @2 > T)  - CR, T,), 
and there exists K, such that 
(7) 9 TiQ2 12-’ P. 
-K2 
Suppose we have 0, and Kl ,..., K, such that 
(8) (Qn > T> - CR, T,>; 
(9) v TiQn 32-*+...+2-n p, I <j<n. 
-Kj 
Choose E,+~ < 2-+l such that (9) and 
(10) D(Qn 9 Qn+d < cn+l 
imply 
(11) v TiQn+, 324+...+2-n-1 p, 1 <jGn. 
--K, 
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Apply Lemma 14 to obtain Qn+r satisfying (lo), 
(12) (Qn+l 9 T) - (R Tl), 
and there exists K,,, such that 
&+I 
(13) V T"Q,+, 3z-'+1 P. 
--Kn*1 
Thus (11) and (13) imply (9) holds with n replaced by n + 1. Proceeding 
inductively, we obtain Q* = lim, Q, satisfying (15.1-15.2). 
Proof of Theorem. Let (R, , TI) and (R, , T,) be weak Bernoulli with 
E(R, , TJ = E(R, , Ta). Let (P, T) b e a Bernoulli shift with E(P, T) = 
E(R, , TI). By Lemma 15 we obtain Qr* and Q2* such that 
(1) (Qj*, T) - (4, TJ, i = 1,2; 
(2) f’ TiQj* 3 P, j = 1,2. 
--m 
The theorem follows by (l), (2), and the fact that P generates. 
4. MARKOV SHIFTS 
In this section we shall give a brief discussion of mixing Markov 
shifts as examples of weak Bernoulli transformations. ._ 
Let X, = {I, 2,..., k] and X = I-& X, , where X, = X0 for each 12. 
Let a be the cr algebra generated by the sets 
C,(i) = (x : x, = i}, 1 <Z.ik, n = 0, fl, +2 )... . 
Define the shift transformation T on X by 
w4n = %-1, n = 0, &l, 32 ,.*. . 
Let P = (C,(i) : 1 < i < k). Then Vym TiP = a. We now consider 
defining a measure m on G? so that P is weak Bernoulli for T. 
Letm;>O,l <i<k,and&,mi= l.Let&>,O,l <i,j<k, 
&p,= 1,l <i<k,~~~Im,p,==mi,l G-i<<. 
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Define, for each 12, 
The measure m may now be uniquely extended to GZ, and (X, GZ, m) is 
isomorphic to the unit interval with Lebesgue measure. It is easily 
checked that T is measure-preserving. 
In the general case we say T is a Markov shift. If pii = mi for each i, 
then T is a Bernoulli shift. 
Let pi = C,(i); hence P = (pi ,...,pk). Choose ji and Zi in X0 , 
0 < i < n, and let 
q = f) Tipj. and I p = f) TK+“pLi . 
-n 
The definition of m implies 
m(9) 
m(snp) = ~ 
4 Pd 
Thus for q E v”, Tip, we have 
0 
m( ho n P) 
m(p) 
(2) d c”i; Tip/q, xi;’ TiPI = 1 1 m;;,;mm;z; - 1 1 m(p). 
K K P 30 
Thus if T is mixing, then the right side of (2) goes to zero uniformly 
in q and n. Hence P is a weak Bernoulli generator for T. 
More general Markov shifts can be defined by specifying the measure 
m on cylinders of length r > 2, rather than r = 2 as in (1). A similar 
verification shows these mixing Markov shifts are also weak Bernoulli 
transformations. 
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