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Abstract
Let Γ be a torsion free hyperbolic group. We prove that the elementary
theory of Γ is decidable and admits an effective quantifier elimination to
boolean combinations of ∀∃-formulas. The existence of such quantifier
elimination was previously proved in [42].
1 Introduction
It was proved in [42] that every first order formula in the theory of a torsion
free hyperbolic group is equivalent to a boolean combination of ∀∃-formulas.
We will prove the following result.
Theorem 1. Let Γ be a torsion free hyperbolic group. There exists an algorithm,
given a first-order formula φ, to find a boolean combination of ∀∃-formulas that
define the same set as φ over Γ.
This theorem will be proved in Section 6. We will also prove the following
result in Section 4.
Theorem 2. The ∀∃-theory of a torsion-free hyperbolic group is decidable.
These results imply
Theorem 3. The elementary theory of a torsion-free hyperbolic group is decid-
able.
Notice that an algorithm to solve systems of equations in torsion free hy-
perbolic groups was constructed in [39]. The problem of solving equations in
such groups was reduced to the problem of solving equations in a free group,
and Makanin’s algorithm was used for solving equations in a free group [34].
Decidability of the existential theory of a free group was shown in [34], and de-
cidability of the existential theory of a torsion free hyperbolic group was proved
in [42], [9], and, later, in [23]. It was shown in [21] that the elementary theory
of a free group is decidable (solution of an old problem of Tarski). In [25] we
proved the statement of Theorem 1 for a free group.
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The techniques that we are using can be applied in some other important
classes of groups, for example, partially commutative groups (right-angled Artin
groups). It is known that the compatibility problem for systems of equations
over partially commutative groups is decidable, see [11]. Moreover, the univer-
sal (existential) and positive theories of partially commutative groups are also
decidable, see [12] and [7]. An effective description of the solution set of sys-
tems of equations over a partially commutative group was given in [6] (using an
analogue of Makanin-Razborov diagrams), and this description can be applied
to study elementary theories of these groups.
In this version of the paper we corrected some errors found by D. Groves
and H. Wilton [19] in the previous version. We also corrected in Section 3.5
some similar errors in Theorem 2.3 in Sela’s paper [42] because we are using
this result.
2 Preliminary facts
2.1 Toral relatively hyperbolic groups
A finitely generated groupG that is hyperbolic relative to a collection {P1, . . . , Pk}
of subgroups is called toral if P1, . . . , Pk are all abelian and G is torsion-free.
Many algorithmic problems in (toral) relatively hyperbolic groups are decid-
able, and in particular we take note of the following for later use.
Lemma 1. In every toral relatively hyperbolic group G, the following hold.
(1) The conjugacy problem in G, and hence the word problem, is decidable.
(2) If g ∈ G is a hyperbolic element (i.e. not conjugate to any element of any
Pi), then the centralizer C(g) of g is an infinite cyclic group. Further, a
generator for C(g) can be effectively constructed.
Proof. The word problem was solved in [14] and the conjugacy problem in [3].
For the second statement, let G = 〈A〉 and let g ∈ G be a hyperbolic element.
Theorem 4.3 of [37] shows that the subgroup
E(g) = {h ∈ G | ∃ n ∈ N : h−1gnh = g±n}
has a cyclic subgroup of finite index. Since G is torsion-free, E(g) must be
infinite cyclic (see for example the proof of Proposition 12 of [35]). Clearly
C(g) ≤ E(g), hence C(g) is infinite cyclic.
To construct a generator for C(g), consider the following results of D. Osin
(see the proof of Theorem 5.17 and Lemma 5.16 in [36]) :
(i) there exists a computable constant N , which depends on G and the word
length |g| such that if g = fn for some f ∈ G and positive n, then n ≤ N ;
(ii) there is a computable function β : N → N such that if f is an element of
G with fn = g for some positive n, then f is conjugate to some element
f0 satisfying |f0| ≤ β(|g|).
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We proceed as follows. Let F be the set of all f ∈ G such that |f | ≤ β(|g|)
and h−1fnh = g for some h ∈ G and 1 ≤ n ≤ N . It is finite, non-empty
(since g ∈ F), and can be computed (since conjugacy is decidable). Let f be an
element of F such that the exponent n is maximum amongst elements of F and
find an element h ∈ G such that h−1fnh = g (we may find h by enumeration).
We claim that if g is a generator of C(g) then either h−1fh = g, or h−1fh =
g−1. Indeed, h−1fh ∈ C(g) since it commutes with g = (h−1fh)n, hence,
h−1fh = gk for some k and so
g = (h−1fh)n = gkn.
Suppose k > 0. Since gkn = g, (ii) implies that g is conjugate to some
element g0 with |g0| ≤ β(|g|). Then g
kn
0 is conjugate to g, so by (i) kn ≤ N ,
hence, g0 ∈ F . By maximality of the exponent in the choice of f , k must be 1
and h−1fh = g. If k < 0, a similar argument shows that h−1fh = g−1.
Definition 1. Let G be a group generated by a finite set X, {P1, . . . , Pm} be
a collection of subgroups of G. A subgroup R of G is called relatively quasi-
convex with respect to {P1, . . . , Pm} (or simply relatively quasi-convex when the
collection {P1, . . . , Pm} is fixed) if there exists a constant σ > 0 such that the
following condition holds. Let f, g be two elements of R, and p an arbitrary
geodesic path from f to g in Cayley(G,X ∪ P), where P is the union of all
subgroups in {P1, . . . , Pm}. Then for any vertex v ∈ p, there exists a vertex
w ∈ R such that
distX(u,w) ≤ σ.
Note that, without loss of generality, we may assume one of the elements f, g to
be equal to the identity since both the metrics distX and distX∪P are invariant
under the left action of G on itself.
It is easy to see that, in general, this definition depends on X . However in
case of relatively hyperbolic groups it does not depend on X [36].
Proposition 1. [26] Let G be a toral relatively hyperbolic group given a finite
presentation, and H and R be finitely generated relatively quasi-convex subgroups
of G (given by finite generating sets).
1) There exists an algorithm which solves the membership problem for H;
2) There is a finite family J of non-trivial intersections J = Hg ∩ R 6= 1
such that any non-trivial intersection Hg1 ∩R has form Jr for some r ∈ R and
J ∈ J . If H and R have peripherally finite index or trivial intersection with
conjugates of peripheral subgroups, then one can effectively find generators of
the subgroups from J .
Corollary 1. Let H,R be finitely generated relatively quasi-convex subgroups
of a toral relatively hyperbolic group G. If H and R have peripherally finite
index or trivial intersection with conjugates of peripheral subgroups, then one
can effectively verify whether or not R is conjugate into H, and if it is, then
find a conjugator.
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Proof. Using Proposition 1 we can find all non-trivial intersections J = R ∩
g−1Hg. For each such subgroup J we check if all generators of R belong to J .
If such J exists, then J = R and R is conjugate into H . If such J does not
exist, then R is not conjugate into H .
2.2 JSJ decomposition of toral relatively hyperbolic groups
Definition 2. A splitting of a group G is a graph of groups decomposition.
The splitting is called abelian if all of the edge groups are abelian. An ele-
mentary splitting is a graph of groups decomposition for which the underlying
graph contains one edge. A splitting is reduced if it admits no edges carrying an
amalgamation of the form A ∗C C.
Let G be a toral relatively hyperbolic group. A reduced splitting of G is called
essential if
(1) all edge groups are abelian; and
(2) if E is an edge group and xk ∈ E for some k > 0 then x ∈ E.
A reduced splitting of G is called primary if it is essential and all noncyclic
abelian subgroups of G are elliptic (that is, conjugate into vertex subgroups of
the splitting).
Proposition 2. [10] There is an algorithm which takes a finite presentation for
a toral relatively hyperbolic group as input, and outputs its Grushko decompo-
sition. There is also an algorithm which takes a finite presentation for a freely
indecomposable toral relatively hyperbolic group, Γ say, as input and outputs a
graph of groups which is a primary JSJ decomposition for Γ.
Proposition 3. ([10],Theorem 3.35) Suppose that G is a toral relatively hyper-
bolic group, and that Λ is a primary splitting of G. Then, every vertex group of
Λ is toral relatively hyperbolic, and its parabolic subgroups are the intersections
of the parabolic subgroups of G with the vertex group.
Proposition 4. ([1], Lemma 4.9 or Remark 2.4) In the proposition above the
vertex groups embed as relatively quasi-convex subgroups in G, therefore they
embed quasi-isometrically.
Indeed, edge groups in a primary splitting of G are direct summands in
maximal abelian subgroups, therefore they are relatively quasi-convex in G. By
[1], Lemma 4.9, vertex groups are also relatively quasi-convex. We can also
apply [1], Remark 2.4, where the family Q is the family of maximal abelian
non-cyclic subgroups of G. By [36], Theorem 4.13 they are quasi-isometrically
embedded.
Definition 3. We say that a representation of a group as the fundamental group
of a graph of groups is relative to a collection of subgroups H1, . . . , Hn or modulo
a collection of subgroups if all subgroups in the collection are conjugate into
vertex groups. In this case we say that a splitting is reduced modulo H1, . . . , Hn
if it admits no edges carrying an amalgamation of the form A ∗C C, such that
C does not contain a conjugate of any of the subgroups H1, . . . , Hn.
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Proposition 5. There is an algorithm which takes a finite presentation for a
toral relatively hyperbolic group G and finitely generated subgroups H1, . . . , Hn
of G as input, and outputs a graph of groups which is a primary abelian JSJ
decomposition for G relative to H1, . . . , Hn.
Proof. We consider the case of n = 1 because the general case can be proved
similarly. We first construct a primary JSJ decomposition D of G relative to
the set of generators of H (each generator is elliptic). This can be done using
[10]. We will need the following lemma.
Lemma 2. Given a primary elementary abelian splitting of a freely indecom-
posable toral relatively hyperbolic group G and its finitely generated subgroup H,
there is an algorithm to decide if H is elliptic in this splitting and if it is not,
to produce an element from H which is hyperbolic.
Proof. Suppose G = A ∗C B is an elementary abelian splitting. By the CSA
property of toral relatively hyperbolic groups (see [16], Lemma 2.5), and [15],
C must be maximal abelian either in A or in B. Each generator of H can
be written in an amalgamated product normal form as h = a1b1 . . . akbk with
ai ∈ A, bi ∈ B. Notice that every element that is conjugate to a cyclically
reduced element in G can be obtained from this element by a cyclic permutation
post composed with conjugation by an element from C (see, for example, [31]).
Therefore if an element is conjugate into A, then the reduced form of some of its
cyclic permutations belongs to A. There is an algorithm to decide this because
we only have to be able to solve the membership problem in C for A and B, and
since A and B are toral relatively hyperbolic, and C is relatively quasi-convex
(as a direct summand of a maximal abelian subgroup), the membership problem
in C is decidable [26]. If none of the generators is conjugate into A or B, then
the lemma is proved. Otherwise, we can conjugate H and suppose that the first
(nontrivial) generator of H belongs, say, to A. If the first generator belongs to
A, then H is conjugate into A if and only if all the other generators belong to
A.
HNN extensions can be considered similarly, this proves the lemma.
By induction we can prove the following.
Corollary 2. Given a primary abelian splitting of a freely indecomposable toral
relatively hyperbolic group G and its finitely generated subgroup H, there is an
algorithm to decide if H is elliptic in this splitting and if it is not, to produce
an element from H which is hyperbolic.
We can now finish the proof of the proposition. Suppose G is a non-trivial
free product, and H is not elliptic with respect to the free (Grushko) decom-
position of G, G = G1 ∗ . . . ∗Gt ∗ Fr. We can construct a hyperbolic cyclically
reduced element h ∈ H . We construct a relative free decomposition adding
the maximal cyclic subgroup containing h to the set of peripheral subgroups
G = G¯1 ∗ . . .∗G¯k ∗Fs. The number of terms in the free decomposition decreases.
Indeed, let T be a Bass-Serre tree corresponding to the second decomposition.
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Then every Gi is conjugate into some G¯j (otherwise Gi would be freely decom-
posable). Moreover, if the normal form of h contains syllables from Gi and Gk,
then Gi and Gk must be conjugate into the same subgroup G¯j . Therefore k < t.
We can repeat checking if H is elliptic in the obtained free decomposition
until we obtain a free decomposition of G such that H is elliptic.
Now we can consider a freely indecomposable factor containing H . For
simplicity we will assume that G is freely indecomposable. Let D be a JSJ
decomposition of G. If H is not elliptic with respect to an elementary splitting
corresponding to some edge connecting a rigid subgroup and a QH vertex group
Q (with the corresponding surface SQ) of D, then we can construct a hyperbolic
element h ∈ H .
We need to recall the following definition. A pair (g, |χ|) of genus and ab-
solute value of the Euler characteristic of the surface corresponding to a QH
subgroup Q is called the size of Q (and is denoted size(Q)). A tuple
size(D) = (size(Q1), . . . , size(Qn))
of sizes of the MQH subgroups of the decomposition D of a freely indecompos-
able group in decreasing order (defined in Section 2.3, [21]), is called the em
regular size of this decomposition. We compare sizes left lexicographically.
Following [10] we construct a relative primary JSJ decomposition Dh adding
the maximal cyclic subgroup containing h to the set of peripheral subgroups. All
elementary splittings of G corresponding to Dh are also elementary splittings
corresponding to D, but since 〈h〉 is elliptic in Dh and hyperbolic in D, there are
strictly less elementary splittings corresponding to Dh than to D. Moreover,
not all elementary splittings corresponding to simple closed curves on Q and
edges from Q are splittings of Dh. Indeed, application of some of the canonical
Dehn twists of SQ (corresponding to essential simple closed curves on SQ) would
change h. Since generators of the Mapping class group of SQ are Dehn twists
along particular non-separating simple closed curves on SQ, (see [32], [20]),
some of these simple closed curves either do not belong to sub-surfaces of SQ
corresponding to QH subgroups of Dh, or are not essential. Therefore these are
proper sub-surfaces, and the size(s) of the QH subgroup(s) in Dh that replace
QH-subgroup Q (if any) is strictly less than size(Q). Then size(Dh) < size(D).
We now check if H is elliptic in the quadratic decomposition correspond-
ing to Dh (quadratic decomposition is obtained from Dh by collapsing all the
edges between non-QH subgroups). If H is not elliptic, we find a hyperbolic
element h1 and construct a decomposition Dh,h1 adding the maximal cyclic
subgroup containing h1 to the set of peripheral subgroups. Similarly we have
size(Dh,h1) < size(Dh). Since the regular size cannot decrease infinitely, even-
tually we will obtain a splitting DQ such that MQH subgroups of this splitting
are exactly MQH subgroups of the JSJ decomposition relative to H .
We can now check if H is elliptic in the decomposition obtained from DQ
by collapsing all the edges between non-abelian subgroups. We then increase if
necessary the edge groups between rigid and abelian subgroups. This operation
decreases the abelian rank ab(D) (the sum of ranks of the abelian vertex groups
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minus the sum of ranks of the edge groups between abelian and rigid subgroups).
Again, we cannot decrease the abelian rank infinitely, so eventually we get a
decomposition DQ,A of G such that H is elliptic with respect to all QH and
abelian subgroups of this decomposition.
We now collapse those edges between rigid subgroups of DQ,A that corre-
spond to elementary splittings of G for which H is not elliptic. The obtained
decomposition will be automatically reduced (in relative sense), essential, and,
since maximal abelian subgroups are elliptic, primary.
3 Effective description of homomorphisms to Γ
In this section, following [23] and [21] we describe an algorithm that takes as
input a finite system of equations S over a torsion-free hyperbolic group Γ and
produces a tree diagram T that encodes the set HomΓ(ΓR(S),Γ). When S is a
system without coefficients, we interpret S as relators for a finitely presented
group G = 〈X |S〉 and the diagram T encodes instead the set Hom(G,Γ).
There are two ingredients in this construction: first, the reduction of the
system S over Γ to finitely many systems of equations over free groups, and
second, the construction of Hom-diagrams (Makanin-Razborov diagrams) for
systems of equations over free groups.
Fix Γ = 〈A | R〉 a finitely presented torsion-free hyperbolic group, F the free
group on A, and pi : F → Γ the canonical epimorphism.
Denote F [X ] = F (X) ∗ F (A), Γ[X ] = F (X) ∗ Γ. The map pi induces an
epimorphism F [X ]→ Γ[X ], also denoted pi, by fixing each x ∈ X . For a system
of equations S ⊂ F [X ], we study the corresponding system Spi ⊂ Γ[X ] which we
denote again by S. The radical of S over Γ (the normal subgroup that consists
of all elements of Γ[X ] that are sent to the identity by all solutions of S) will
be denoted R(S).
The coordinate group is defined as ΓR(S) = Γ[X ]/R(S), where X is precisely
the set of variables appearing in S.
Let denote the canonical epimorphism F (X,A)→ ΓR(S). For a homomor-
phism φ : F (X,A)→ K we define φ : ΓR(S) → K by
φ
(
w
)
= φ(w),
where any preimage w of w may be used. We will always ensure that φ is a
well-defined homomorphism.
3.1 Reduction to generalized equations over free groups
In [39], the problem of deciding whether or not a system of equations S over
a torsion-free hyperbolic group Γ has a solution was solved by constructing
canonical representatives for certain elements of Γ. This construction reduced
the problem to deciding the existence of solutions in finitely many systems of
equations over free groups, which had been previously solved. The reduction
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may also be used to find all solutions to S over Γ, as described below. We will
use exponential notation for composition of homomorphisms. The notion of a
generalized equation can be found in [27].
Lemma 3. Let Γ = 〈A | R〉 be a torsion-free δ-hyperbolic group and pi : F (A)→
Γ the canonical epimorphism. There is an algorithm that, given a system
S(Z,A) = 1 of equations over Γ, produces finitely many generalized equations
S1(X1, A), . . . , Sn(Xn, A) (1)
over F (each S1(X1, A) can be also considered as a system of equations S1(X1, A) =
1 over F ), constants λ, µ > 0, and homomorphisms ρi : F (Z,A) → FR(Si) for
i = 1, . . . , n such that
(i) for every F -homomorphism φ : FR(Si) → F , the map ρiφpi : ΓR(S) → Γ is
a Γ-homomorphism, and
(ii) for every Γ-homomorphism ψ : ΓR(S) → Γ there is an integer i and an
F -homomorphism φ : FR(Si) → F (A) such that ρiφpi = ψ. Moreover, for
any z ∈ Z, the word zρiφ labels a (λ, µ)-quasigeodesic path for zψ in Γ,
and φ is a solution of the generalized equation FR(Si).
Further, if S(Z) = 1 is a system without coefficients, the above holds with G =
〈Z |S〉 in place of ΓR(S) and ‘homomorphism’ in place of ‘Γ-homomorphism’.
Proof. The result is an easy corollary of Theorem 4.5 of [39], but we will provide
a few details.
We may assume that the system S(Z,A), in variables z1, . . . , zl, consists of
r constant equations and q − r triangular equations, i.e.
S(Z,A) =
{
zσ(j,1)zσ(j,2)zσ(j,3) = 1 j = 1, . . . , q − r
zs = as s = l − r + 1, . . . , l
where σ(j, k) ∈ {1, . . . , l} and ai ∈ Γ. A construction is described in [39] which,
for every m ∈ N, assigns to each element g ∈ Γ a word θm(g) ∈ F satisfying
θm(g) = g in Γ
called its canonical representative. The representatives θm(g) are not ‘global
canonical representatives’, but do satisfy useful properties for certain m and
certain finite subsets of Γ, as follows.
Let1 L = q · 25050(δ+1)
6(2|A|)2δ . Suppose ψ : F (Z,A) → Γ is a solution of
S(Z,A) and denote
ψ(zσ(j,k)) = gσ(j,k).
Then there exist h
(j)
k , c
(j)
k ∈ F (A) (for j = 1, . . . , q− r and k = 1, 2, 3) such that
1The constant of hyperbolicity δ may be computed from a presentation of Γ using the
results of [38].
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(i) each c
(j)
k has length less than
2 L (as a word in F (A)),
(ii) c
(j)
1 c
(j)
2 c
(j)
3 = 1 in Γ,
(iii) there exists m ≤ L such that the canonical representatives satisfy the
following equations in F :
θm(gσ(j,1)) = h
(j)
1 c
(j)
1
(
h
(j)
2
)−1
(2)
θm(gσ(j,2)) = h
(j)
2 c
(j)
2
(
h
(j)
3
)−1
(3)
θm(gσ(j,3)) = h
(j)
3 c
(j)
3
(
h
(j)
1
)−1
. (4)
In particular, when σ(j, k) = σ(j′, k′) (which corresponds to two occurrences in
S of the variable zσ(j,k)) we have
h
(j)
k c
(j)
k
(
h
(j)
k+1
)−1
= h
(j′)
k′ c
(j′)
k′
(
h
(j′)
k′+1
)−1
. (5)
Moreover, θm(gσ(j,i)) labels a (λ, µ)-quasigeodesic. Consequently, we con-
struct the systems S(Xi, A) as follows. For every m and every choice of 3(q− r)
elements c
(j)
1 , c
(j)
2 , c
(j)
3 ∈ F (j = 1, . . . , q − r) satisfying (i) and (ii)
3 we build a
system S(Xi, A) consisting of the equations
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
(6)
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= θm(as) (7)
where an equation of type (6) is included whenever σ(j, k) = σ(j′, k′) and an
equation of type (7) is included whenever σ(j, k) = s ∈ {l − r + 1, . . . , l}. To
define ρi, set
ρi(zs) =
{
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
, 1 ≤ s ≤ l − r and s = σ(j, k)
θm(as), l − r + 1 ≤ s ≤ l
where for 1 ≤ s ≤ l − r any j, k with σ(j, k) = s may be used.
If ψ : ΓR(S) → Γ is any solution to S(Z,A) = 1, there is a system S(Xi, A)
such that θm(gσ(j,k)) satisfy (2)-(4). Then the required solution φ is given by
φ
(
x
(k)
j
)
= h
(k)
j .
2The bound of L here, and below, is extremely loose. Somewhat tighter, and more intuitive,
bounds are given in [39].
3The word problem in hyperbolic groups is decidable.
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Indeed, (iii) implies that φ is a solution to S(Xi, A) = 1. For s = σ(j, k) ∈
{1, . . . , l − r},
zρiφs = h
(j)
k c
(j)
k
(
h
(j)
k+1
)−1
= θm(gσ(j,k))
and similarly for s ∈ {l − r + 1, . . . , l}, hence ψ = ρiφpi.
Conversely, for any solution φ
(
x
(k)
j
)
= h
(k)
j of S(Xi, A) = 1 one sees that by
(6),
zσ(j,1)zσ(j,2)zσ(j,3) →
ρiφ h
(j)
1 c
(j)
1 c
(j)
2 c
(j)
3
(
h
(j)
1
)−1
which maps to 1 under pi by (ii), hence ρiφpi induces a homomorphism.
3.2 Encoding solutions with the trees T and T (S,Γ)
In this section we describe how to encode solutions to equations over Γ using
a Hom-diagram. We begin by describing a Hom-diagram for generalized equa-
tions [27] over free groups. There is an algorithm described in [27] that, given
a generalized equation Ω(X,A) over the free group F = F (A), constructs a di-
agram, which encodes the solutions of Ω. Let G be the coordinate group FR(Ω)
of Ω considered as a system of equations over F . Specifically, the algorithm
constructs a directed, finite, rooted tree T that has the following properties:
(i) Each vertex v of T is labelled by a pair (Gv, Qv), whereGv is an F -quotient
of G and Qv the subgroup of canonical automorphisms in AutF (Gv) corre-
sponding to a splitting of Gv as a fundamental group of a graph of groups,
that we find from the Elimination process of Ω. The root vo is labelled by
(FR(Ω), 1) and every leaf is labelled by (F (Y ) ∗ F (A), 1) where Y is some
finite set (called free variables). Each Gv, except possibly Gv0 , is fully
residually F .
(ii) Every (directed) edge v → v′ is labelled by a proper surjective
F -homomorphism pi(v, v′) : Gv → Gv′ .
(iii) For every φ ∈ HomF (FR(Ω), F ), that is a solution of Ω (that must be
non-cancellable in F ) there is a path p = v0v1 . . . vk, where vk is a leaf
labelled by (F (Y ) ∗ F (A), 1), elements σi ∈ Qvi , and a F -homomorphism
φ0 : F (Y ) ∗ F (A)→ F (A) such that
φ = pi(v0, v1)σ1pi(v1, v2)σ2 . . . pi(vk−2, vk−1)σk−1pi(vk−1, vk)φ0 (8)
Considering all such F -homomorphisms φo, the family of the above se-
quences of homomorphisms is called the fundamental sequence over F
corresponding to p.
Considering all such F -homomorphisms φo that produce solutions of Ω
the family of the solutions of Ω factoring through the above fundamental
sequence is called the fundamental sequence for the generalized equation
Ω over F corresponding to p.
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(iv) The splitting of each fully residually free group Gv is its Grushko decom-
position followed by the abelian splittings of the factors that are found by
the elimination process. If Cvi is such a factor, then the splitting is not
necessarily the JSJ decomposition of Cvi, but it is maximal in a sense that
it encodes all elementary abelian splittings of Cvi that can be found by
the elimination process, and has maximal QH and abelian vertex groups
that can be found by the elimination process for Gv.
Notice that not all the homomorphisms that factor through (8) are solutions
of Ω, but they all are homomorphisms from FR(Ω) to F .
Let S(Z,A) = 1 be a finite system of equations over Γ. We will construct
a diagram T to encode the set of solutions of S(Z,A) = 1. Namely, we will
construct a tree of fundamental sequences encoding all solutions of a system
S(Z,A) = 1 of equations over Γ using the tree of fundamental sequences for
‘covering’ systems of generalized equations over F constructed in Lemma 3.
We apply Lemma 3 and construct the generalized equations S1(X1, A), . . . , Sn(Xn, A).
We create a root vertex v0 labelled by F (Z,A). For each of the generalized equa-
tions Si(Xi, A), let Ti be the tree constructed above. Build an edge from v0 to
the root of Ti labelled by the homomorphism ρi. For each leaf v of Ti, labelled
by F (Y ) ∗ F , build a new vertex w labelled by F (Y ) ∗ Γ and an edge v → w
labelled by the homomorphism piY : F (Y ) ∗ F → F (Y ) ∗ Γ which is induced
from pi : F → Γ by acting as the identity on F (Y ).
Define a branch b of T to be a path b = v0v1 . . . vk from the root v0 to a leaf
vk. Let v1 be labelled by FR(Si) and vk by F (Y ) ∗ Γ. We associate to b the set
Φb consisting of all homomorphisms F (Z,A)→ Γ of the form
ρipi(v1, v2)σ2 · · ·pi(vk−2, vk−1)σk−1pi(vk−1, vk)piY ψ, (9)
where
ρipi(v1, v2)σ2 · · ·pi(vk−2, vk−1)σk−1pi(vk−1, vk)
is a solution of the generalized equation and σj ∈ Qvj and ψ ∈ HomΓ(F (Y ) ∗
Γ,Γ). Since HomΓ(F (Y ) ∗ Γ,Γ) is in bijective correspondence with the set
of functions ΓY , all elements of Φb can be effectively constructed. We have
obtained the following result.
Proposition 6. [23] There is an algorithm that, given a system S(Z,A) = 1 of
equations over Γ, produces a diagram encoding its set of solutions. Specifically,
HomΓ(ΓR(S),Γ) = {φ | φ ∈ Φb, b is a branch of T }
where T is the diagram described above. When the system is coefficient-free,
then the diagram encodes Hom(G,Γ) where G = 〈Z |S〉.
Note that in the diagram T , the groups Gv appearing at vertices are not
quotients of the coordinate group ΓR(S) and that to obtain a homomorphism
from ΓR(S) to Γ one must compose maps along a complete path ending at a leaf
of T . In [17] it is shown that for any toral relatively hyperbolic group there exist
Hom-diagrams with the property that every group Gv is a quotient of ΓR(S) and
that every edge map pi(v, v′) is a proper surjective homomorphism.
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Definition 4. A fundamental sequence or a fundamental set of homomor-
phisms over Γ corresponding to the diagram
ΓR(S) →pi0 G1 →pi1 G2 → . . .→pin−1 Gn = F ∗ Γ ∗H1 ∗ . . . ∗Hk
where
1. H1, . . . , Hk are freely indecomposable groups isomorphic to subgroups of
Γ, and G1, . . . , Gn are Γ-limit groups.
2. pii, 0 < i < n− 1 are fixed proper epimorphisms, pin−1 is an epimorphism
but may not be proper.
3. The homomorphisms in this sequence are compositions pi0σ1pi1 . . . σn−1pin−1τ ,
where σi is a canonical automorphism of Gi corresponding to a Grushko
decomposition of Gi followed by some abelian decompositions of the freely
indecomposable factors where all non-cyclic abelian subgroups are elliptic.
Canonical automorphisms are identical on the free factor of this Grushko
decomposition.
4. τ is a homomorphism that maps each Hi monomorphically into a conjugate
of a fixed subgroup of Γ (and for each Hi it is a fixed monomorphism
followed by a conjugation) and maps F into Γ.
Definition 5. A fundamental sequence defined above is called strict if it
has the following properties:
1. The image of each non-abelian vertex group of Gi under pii is non-abelian.
2. For each 1 ≤ i < n, pii is injective on rigid subgroups, edge groups, and
subgroups generated by the images of edge groups in abelian vertex groups
in Gi−1.
3. For each 1 ≤ i < n, if R is a rigid subgroup in Gi and {Aj}, 1 ≤ j ≤ m, the
abelian vertex groups in Gi connected to R by edge groups Ej with the maps
ηj : Ej → Aj, then pii is injective on the subgroup 〈R, η1(E1), . . . , ηm(Em)〉
which we will call the envelop of R.
4. The images of different factors in the Grushko decomposition of Gi under
pii are different factors in the free decomposition of Gi+1.
Proposition 7. There is an algorithm to replace each family of homomorphisms
Φb constructed in Proposition 6 with an NTQ group corresponding to a strict
fundamental sequence over Γ.
Remark 1. In Sela’s terminology [40], fundamental sequences are called res-
olutions and fundamental sequences with these properties that correspond to
canonical Makanin-Razborov diagram are called strict resolutions. In [42], in
the proof of Theorem 7.1 he either uses this term differently or makes some er-
roneous statements. In [21] we used fundamental sequences with the properties
1-2, but we should have had also property 3. We will borrow the term ‘strict’
for fundamental sequences with the properties 1-4.
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Proof. The proposition was proved in [23], Section 3.3 (embeddable NTQ system
in [23] is a system satisfying the conditions of the proposition). We will briefly
recall the proof of this proposition here.
The terminal group of each fundamental sequence
ρipi(v1, v2)σ2 · · ·pi(vk−2, vk−1)σk−1pi(vk−1, vk) (10)
is Gv = F (Y ) ∗ F . Applying the homomorphism piY : F (Y ) ∗ F → F (Y ) ∗ Γ,
we replace it with F (Y ) ∗ Γ. Then we change the next from the bottom level
of the fundamental sequence, the group Gvk−1 and replace the epimorphism
pi(vk−1, vk) by pi(vk−1, vk)piY . If, after we replaced Gv with F (Y ) ∗ Γ, there
are no collapses of the abelian JSJ decomposition Dk−1 of Gvk−1 (situations
when one of the conditions in Proposition 7 breaks), then we construct two-
level canonical NTQ group with the bottom level F (Y ) ∗ Γ, and with all QH
and abelian vertex groups corresponding to the second level from the bottom
the same as for the group Gvk−1 . Canonical automorphisms corresponding to
these QH and abelian vertex groups will be the same as they are for Gvk−1 ,
Dehn twists associated to the edges of the decomposition of the new group will
correspond to the Dehn twists associated to the edges of Dk−1. Notice, that we
just changed one vertex group replacing F (A) by Γ but this does not change
other vertex groups,
We now consider all possible collapses of the abelian JSJ decomposition
Dk−1 of Gvk−1 :
1. an edge group in Dk−1 is mapped by pi(vk−1, vk)φ to the trivial group,
in particular, some of the boundary elements of a MQH subgroup are
mapped to a trivial group,
2. some MQH subgroup is mapped to an abelian group,
3. some non-abelian vertex group is mapped to an abelian group.
Suppose there are collapses. We first collapse all QH subgroups that are
mapped into the identity and adjacent edges. We replace all QH vertex groups
that are mapped to non-trivial abelian subgroups with the centralizers of their
images. Suppose Q is an MQH subgroup that is mapped to a non-abelian group.
We replace by the identity all the boundary elements pi that are mapped to the
identity. We remove then from the graph all the edges that are connected to this
MQH vertex group and such that edge group is mapped into the identity. This
is equivalent to filling with disks the corresponding boundary components of the
surface SQ, and remove the corresponding edge. The group of automorphisms
associated with this MQH subgroup will also be changed, it will be generated
by Dehn twists corresponding to simple closed curves on the new surface. If
the obtained subgroup is not a QH subgroup anymore we consider it as a rigid
subgroup (in case it is given by the relations x2y2 = 1, x2cz1c2 = 1 or c
z1
1 c
z2
2 c
z3
3 =
1) or as an HNN extension of a rigid subgroup (in case x2y2cz = 1). If we
remove an edge corresponding to a stable letter, then we add the cyclic subgroup
generated by a stable letter as a free factor.
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For each edge between any two non-QH vertex groups for which the edge
group is mapped to the trivial element we collapse this edge so that two vertices
become one and replace the obtained new vertex group by its image in F (Y )∗Γ.
We collapse those abelian subgroups that are mapped to the trivial element.
We collapse the edges between those non-QH non-abelian subgroups that are
mapped to the abelian subgroup and are connected by these edges to other rigid
subgroups.
For each connected component of the obtained graph of groups that does not
contain Γ we add a new letter so that the fundamental group of that connected
component is mapped into the conjugate of F (Y ) ∗Γ by this new letter. At the
bottom we have a free product of a free group, group Γ and some conjugates
of Γ. With the obtained decomposition we associate the Γ-NTQ group in a
standard way (by taking the iterated free extension of centralizers of the images
of the edge groups in the bottom group (and consecutive groups) by new letters,
and joining together some abelian vertex groups to make the group commutative
transitive. This NTQ group is toral relatively hyperbolic by [8].
We can continue this way and change consecutively all the higher levels
of the fundamental sequence. On each level for each connected component of
the obtained graph of groups that does not contain Γ we add a new generator
so that the fundamental group of this connected component is mapped into
Γ ∗ F (Y ) conjugated by the new generator. This completes the construction of
fundamental sequences and corresponding NTQ groups over Γ.
The construction is algorithmic, because all what is needed is to solve the
word problem in the group on the lower level, that is, by induction, toral rela-
tively hyperbolic.
We denote by T (S,Γ) the constructed tree of strict fundamental sequences
over Γ. We just proved the following:
Proposition 8. Each branch of T (S,Γ) has the following form
ΓR(S) →ψ0 L1 →ψ1 L2 → . . .→ψn−1 Ln = F ∗ Γ ∗K1 ∗ . . . ∗Kk,
where
1) K1, . . . ,Kk are freely indecomposable groups isomorphic to freely inde-
composable factors in the Grushko decomposition of Γ,
2) L1, . . . , Ln are NTQ Γ-limit groups, ψ0 is a fixed homomorphism; ψi for
0 < i ≤ n− 1 is a fixed proper epimorphism that is retraction on Li+1,
3) There is a strict fundamental sequence assigned to each branch. The ho-
momorphisms in this sequence are compositions ψ0σ1ψ1 . . . σn−1ψn−1τ, where σi
is a canonical automorphism of Li with respect to the cyclic splitting where non-
QH non-abelian subgroups are factors in the Grushko decomposition of Li+1, and
τ is a homomorphism that maps each Ki monomorphically onto a conjugate of
the corresponding subgroup of Γ (and for each Ki it is a fixed monomorphism
followed by a conjugation), and maps F into Γ.
Every homomorphism from ΓR(S) to Γ factors through one of the fundamen-
tal sequences corresponding to the branches of T (S,Γ). Factors in the Grushko
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decomposition of Li are mapped into different factors in the Grushko decompo-
sition of Li+1. The construction is algorithmic.
Similarly one can prove the following result, where groups with no sufficient
splitting modulo subgroups were defined in [21].
Proposition 9. Suppose we are given a finitely presented group G = 〈Z|S〉 and
a finite number of finitely generated subgroups H1, . . . , Hk of G. There is an
algorithm to construct a finite number of Γ-NTQ groups corresponding to strict
completed fundamental sequences over Γ ending with one of the finitely generated
Γ-limit groups {Ki, i ∈ I} with no sufficient splitting modulo the images of
H1, . . . , Hk, such that every homomorphism from G to Γ factors through one of
these groups {Ki, i ∈ I} followed by a homomorphism from the corresponding
Ki to Γ. Groups Ki are given by generating sets as subgroups of Γ-NTQ groups.
Proof. We can consider the relations of G as a system of equations S(Z) = 1
over Γ, construct corresponding generalized equations Si(Xi) over a free group
using canonical representatives. The groups FR(Si) will then contain lifts of
the subgroups H1, . . . , Hk generated by some pre-images of their generators.
We can construct fundamental sequences for each FR(Si) relative lifts of the
subgroups H1, . . . , Hk and apply the reworking process as in the proof of the
previous proposition, to transform these fundamental sequences into fundamen-
tal sequences over Γ relative to the subgroups H1, . . . , Hk.
Remark 2. In Sela’s terminology rigid and solid limit groups are similar objects
to groups with no sufficient splitting.
Proposition 10. If G is a toral relatively hyperbolic group, and S(X,A) = 1
a system of equations having a solution in G, then there exists an algorithm to
construct a finite number G-NTQ groups that encode all solutions of S(X,A) = 1
in G.
Proof. The proof is similar to the proof of Proposition 7. We assign to each
solution of S(X,A) = 1 canonical representatives in the free product G˜ of a free
group and parabolic subgroups (using [9], Theorem 3.1) and a disjunction of
systems of equations over G˜. By [5], the solution set of a system of equations
in G˜ is described by a finite number of fundamental sequences over G˜. We will
have a statement similar to Proposition 6. Then we replace each fundamental
sequence with a fundamental sequence over G using the reworking process as
we did in the proof of Proposition 7, where the free group F should be replaced
by the free product G˜ and the hyperbolic group Γ should be replaced by the
group G.
We define a partial order on the set of Γ-limit groups {Hbi = φbi(ΓR(S)) ≤
Nbi} over all branches bi of T (S,Γ), with Nbi the Γ-NTQ group corresponding
to b. It’s often notationally convenient to denote Hbi , Nbi , φbi by Hi, Ni, φi.
For given elements H1, H2 we say that H2 ≤Sol H1 if for every homomorphism
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ψ2 : H2 → Γ that factors through N2 there exists a homomorphism ψ1 : H1 → Γ
that factors through N1 such that φ1ψ1 = φ2ψ2. In this case the canonical map
φ2 : ΓR(S) → H2 can be split as τφ1, where φ1 is the canonical homomorphism
φ1 : ΓR(S) → H1 and τ is a Γ-epimorphism from H1 to H2.
Remark 3. ([28], Proposition 6) There is an algorithm to find all homomor-
phisms φb : ΓR(S) → Nb, where Nb is a Γ-NTQ group corresponding to a strict
fundamental sequence in T (S,Γ) for a Sol-maximal Γ-limit quotient H of ΓR(S)
such that H = φb(ΓR(S)).
3.3 Quasi-convex closure of subgroups of Γ
Let Γ be a torsion free non-elementary hyperbolic group, H a subgroup of Γ
given by generators. We will describe a certain procedure that either finds a
splitting ofH , or constructs a groupK, H ≤ K ≤ Γ such thatK is quasi-convex
in Γ and rigid relative to H (every cyclic splitting of K induces a cyclic splitting
of H). We will call this K a quasi-convex closure of H .
If H is not elliptic in any cyclic splitting of Γ, then Γ is a quasi-convex
closure of H . If H is elliptic in a cyclic splitting of Γ, we consider instead of Γ
the vertex group Γ1 (in the cyclic JSJ decomposition of Γ modulo H) containing
a conjugate of H . Such a subgroup Γ1 is quasi-convex and hyperbolic as a
vertex group by Proposition 4, and the quasi-convexity constants can be found
effectively. Then we consider a splitting of Γ1, and continue this process until
H is not elliptic in any cyclic decomposition of the corresponding vertex group
Γj . Then the conjugate K of Γj that contains H is the quasi-convex closure
of H . Hierarchical accessibility for hyperbolic groups is proved in [33]. Notice
that K is quasi-convex, therefore hyperbolic.
3.4 A complete set of canonical NTQ groups
We thank D. Groves and H. Wilton for finding some inaccuracies in the previous
version of this section [19].
We will use the following result without further references.
Proposition 11. ([42], Theorem 1.10) Let Γ be a non-elementary torsion-free
hyperbolic group, and let L be a non-abelian, freely indecomposable, (strict) Γ-
limit group (that is not a subgroup of Γ, see [42], Definition 1.2). Then L admits
an essential cyclic splitting. If, furthermore, L contains Γ as the coefficient
subgroup, then the splitting may be chosen so that the coefficient subgroup is
elliptic.
In the previous section we constructed the tree of strict fundamental se-
quences (or a Hom-diagram) encoding all solutions of a finite system S(Z,A) =
1 of equations over Γ using the tree of fundamental sequences for “covering”
systems of equations over F .
In this section we describe a canonical Hom-diagram that encodes all the
homomorphisms from ΓR(S) into Γ. This diagram is a tree of canonical strict
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fundamental sequences (in [21], Section 7.6, a similar tree was called the (aug-
mented) canonical embedding tree TCE(FR(S))), and corresponding NTQ sys-
tems.
The Hom-diagram is a tree. For each branch of this tree
ΓR(S) →pi0 G1 →pi1 G2 → . . .→pin−1 Gn = F ∗ Γ ∗H1 ∗ . . . ∗Hk, (11)
there is a strict fundamental sequence assigned. Here
1) H1, . . . , Hk are freely indecomposable groups isomorphic to subgroups of
Γ,
2) pii, 0 < i < n− 1 are fixed proper epimorphisms, pin−1 may not be proper.
3) The homomorphisms in this sequence are compositions pi0σ1pi1 . . . σn−1pin−1τ,
where σi is a canonical automorphism of Gi corresponding to a Grushko decom-
position of Gi followed by the JSJ decompositions of the freely indecomposable
factors,
4) τ is a homomorphism that maps each Hi monomorphically onto a con-
jugate of a fixed subgroup of Γ (and for each Hi it is a fixed monomorphism
followed by a conjugation) and maps F into Γ.
The existence of such a diagram can be obtained from [42] and [23]. In-
deed, the difference between the diagram that we described and the diagram
constructed in [42] is that in [42] the homomorphism pin−1 must be proper and
homomorphism τ can be an arbitrary embedding of groups H1, . . . , Hk into Γ.
In our diagram, if Hi has a non-trivial abelian splitting, then Hi appears as a
factor in the Grushko decomposition of Gn−1, and in the leaves of the diagram
we have a fixed (up to conjugacy) monomorphism of Hi into a conjugate of Γ.
Notice that (non-canonical) fundamental sequences from Proposition 8 termi-
nate with fixed conjugacy classes of monomorphisms of Kt into Γ, and we are
going to use this fact to prove that canonical fundamental sequences satisfy the
same property. Notice also that by [18], Lemma 7.2, Hi has infinitely many
conjugacy classes of monomorphisms into Γ if and only if Hi has a non-trivial
cyclic splitting. We define two embeddings of Hi into Γ to be equivalent if one is
obtained from the other by pre-composing with an automorphism of Hi gener-
ated by Dehn twists corresponding to cyclic splittings of Hi and post-composing
with a conjugation.
We claim that there is a finite number of such equivalence classes. Suppose to
the contrary, that there is an infinite family of non-equivalent monomorphisms.
Let {hi} be a fixed system of generators ofH . Consider a sequence (αj : H → Γ)
of non-equivalent minimal monomorphisms (corresponding to minimal in the
equivalence class sum of lengths of the images of {hi}). After passing to a
subsequence, the sequence can be taken to be stable, it converges to a stable
isometric action of H on a real tree. Since H = H/Ker→(αj), one can use Rips
machine to show that H has an essential cyclic splitting such that some of the
monomorphisms in the sequence can be shorten by pre-composing with Dehn’s
twists corresponding to this splitting. Since the sequence consists of minimal
monomorphisms, we have a contradiction with the assumption about infinite
number of equivalence classes.
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We can assume (combining foldings and slidings) that all JSJ decompositions
have the property that each vertex with non-cyclic abelian vertex group that is
connected to a rigid subgroup is connected to only one rigid subgroup.
We assign an NTQ system to this branch as follows. First, replace each
subgroup Hi that is not a hyperbolic closed surface group by its quasi-convex
closure Γi, then Gn is replaced by Gˆn = F ∗ Γ ∗ Γ1 ∗ . . . ∗ Γk, Gn ≤ Gˆn. Notice
that Gˆn is a hyperbolic group. Let Dn−1 be an abelian JSJ decomposition of
Gn−1 (we mean the decomposition into a free product of freely indecomposable
factors followed by the JSJ decompositions of the factors). We order the edges
e1, . . . ek between rigid subgroups. We extend the centralizer of the image of
the edge group of e1 in Gˆn by a new letter, and obtain a new group Gˆ
(1)
n , then
iteratively for each i ≤ k we extend by a new letter the centralizer of the image
of the edge group of ei in Gˆ
(i−1)
n (see [21] for precise description).
Then the fundamental group of the subgraph of groups generated by the
rigid subgroups in Dn−1 will be embedded into this iterated centralizer exten-
sion G˜n = Gˆ
(k)
n of Gˆn. We also attach abelian vertex groups of Dn−1 to G˜n
the following way. Consider edges (with maximal cyclic edge groups) that con-
nect non-cyclic abelian vertex groups in Dn−1 to a non-abelian non-QH vertex
group. Some of the centralizers of the images of the edge groups may become
conjugate in G˜n. We join all edges with conjugate centralizers of the images
of the edge groups into an equivalence class. For each equivalence class we do
the following. Denote the edges in the class by e¯1, . . . , e¯s. Let m be the sum of
the ranks of abelian vertex groups connected to e¯1, . . . , e¯s. We extend only the
centralizer of the image of the edge group corresponding to e¯1 by new m − s
commuting letters (free rank m − s extension of a centralizer defined in the
introduction). Denote the obtained group by
...
Gn. We attach QH subgroups
of Dn−1 identifying boundary components with their images in G¯n, and obtain
the new group Gn−1 such that Gn−1 is embedded into Gn−1. Notice that since
Gn−1 is a Γ-limit group, edge groups corresponding to edges adjacent to QH
subgroups are maximal cyclic in QH subgroups.
The group
...
Gn is a Γ-limit group as the iterated extension of centralizers
of the Γ-limit group Gˆn. The group Gn−1 is a Γ-limit group because it is a
fundamental group of a family of regular quadratic equations over
...
Gn. The
group Gn−1 is an NTQ group by definition. It is also toral relatively hyperbolic
by Dahmani’s Combination Theorem 0.1, items (1) and (2) [8].
We denote Gˆn by Nn and Gn−1 by Nn−1, then Gn−1 ≤ Nn−1.
Suppose we have already constructed the group Ni. We will show now how
to construct Ni−1. Let Di−1 be an abelian JSJ decomposition of Gi−1 (we mean
the decomposition into a free product of freely indecomposable factors followed
by the JSJ decompositions of the factors). For each freely indecomposable
factor of Gi−1 that is not a closed surface group and not a free abelian group
we perform the construction in parallel and then take the free product of the
constructed groups and all the factors that are closed surface groups and free
abelian groups.
To simplify notation we now suppose that Gi−1 is freely indecomposable and
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D¯i−1 is its abelian JSJ decomposition. Let pii−1 : Gi−1 → Gi be the canonical
homomorphism from diagram (11), and when we are talking about images of
elements g ∈ Gi−1, we mean pii−1(g) that belongs to Gi, Ni, and any group
containing Gi as a subgroup.
We order the edges e1, . . . ek between rigid subgroups in D¯i−1. We freely
extend the centralizer of the image of the edge group of e1 in Ni by a new
letter, and obtain a new group Ni
(1), then iteratively for each j ≤ k we freely
extend by a new letter the centralizer of the image of the edge group of ei in
the previously constructed group Ni
(j−1).
Then the fundamental group of the subgraph of groups generated by the
envelopes of rigid subgroups in D¯i−1 will be embedded into this iterated cen-
tralizer extension N˜i = Ni
(k) of Ni. We also attach abelian vertex groups of
D¯i−1 to N˜i the following way. Consider edges that connect non-cyclic abelian
vertex groups in D¯n−1 to non-abelian non-QH vertex groups. Some centraliz-
ers of the images of the edge groups may become conjugate to centralizers of
some other edge groups in N˜i. We put two edges into the same equivalence
class if some conjugates of the images of their edge groups in N˜i commute. For
each equivalence class we do the following. Denote the edges in the class by
e¯1, . . . , e¯s. Let m be the sum of the ranks of abelian vertex groups connected to
e¯1, . . . , e¯s, and p the sum of the ranks of their direct summands containing finite
index subgroups generated by edge groups. We extend only the centralizer of
the image in N˜i of the edge group corresponding to e¯1 by new m−p commuting
letters. Denote the obtained group by
...
N i. We attach QH subgroups of D¯n−1 to...
N i identifying boundary components with their images in N˜i that is a subgroup
of
...
N i, and obtain the new toral relatively hyperbolic NTQ Γ-limit group Ni−1
such that Gi−1 is embedded into Ni−1.
We construct iteratively the group N = N1, which is NTQ, and, therefore,
a Γ-limit group, toral relatively hyperbolic and contains G1 as a subgroup.
The set of all NTQ groups corresponding to a canonical Hom-diagram is
a complete set of canonical NTQ groups. We often also consider a complete
set of canonical Γ-NTQ groups, when the bottom level is a free product of F
and several conjugates of Γ by new generators. Namely, in the beginning of the
construction of the canonical Γ-NTQ group we can take this free product istead
of F ∗ Γ ∗ Γ1 ∗ . . . ∗ Γk, and then apply the construction.
Definition 6. If we have an NTQ group NH over the group H. Then we can
increase the group H by K and construct the NTQ group NK over K such that
NH ≤ NK using the construction above. We call NK the commutative transitive
closure of NH obtained by extending H by K.
The problem of abelian edges becoming conjugated happens unavoidably
when there are parameters.
Definition 7. The group of canonical automorphisms of the NTQ group Ni
(i = 1, . . . , n − 1) is the group of canonical automorphisms with respect to the
Grushko decomposition of Ni followed by an abelian splitting such that MQH
subgroups correspond to MQH subgroups of Ni (and Gi), abelian vertex groups
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correspond to the abelian vertex groups of Ni and non-QH non-abelian vertex
groups are freely indecomposable factors in the Grushko decomposition of the
group Ni+1.
For each fundamental sequence (11) of the canonical Hom-diagram we assign
the following fundamental sequence of the completed canonical Hom-diagram
ΓR(S) →pi0 N1 →p¯i1 N2 → . . .→p¯in−1 Nn = F ∗ Γ ∗ Γ1 ∗ . . . ∗ Γk, (12)
1) p¯ii, 0 < i ≤ n− 1 is a retraction on Ni+1,
2) The homomorphisms in this completed fundamental sequence are compo-
sitions pi0σ¯1p¯i1 . . . σ¯n−1p¯in−1τ, where σ¯i is a canonical automorphism of Ni,
3) τ is a homomorphism that maps each Γi monomorphically onto a con-
jugate of a fixed subgroup of Γ (and for each Γi it is a fixed monomorphism
followed by a conjugation) and maps F into Γ.
All Γ-homomorphisms from ΓR(S) to Γ that factor through the fundamental
sequence (11) naturally factor through (12).
3.5 Correction to Sela’s theorem about formal solutions
[42]
We will formulate a theorem that is similar to the Parametrization Theorem,
also called the Implicit function theorem ([27],Theorem 12) for free groups. A
similar result is also formulated in [42], Theorem 2.3 for hyperbolic groups, but
the formulation in [42] contains an error as one can see from the counter-example
at the end of this section.
Let S(X,A) = 1 be an NTQ system over a non-elementary torsion free hy-
perbolic group Γ. Let N be the corresponding NTQ group. Suppose a formula
Ψ = T (X,Y,A) = 1 ∧ W (X,Y,A) 6= 1 is compatible with S(X,Y ) = 1. Cor-
rective extensions of N are obtained by consecutively performing the following
steps:
(i) Replacing each of the free abelian groups that appear in the Grushko
decompositions on different levels of the NTQ group by a free abelian group of
the same rank (depending on Ψ), that contains the original one as a subgroup
of finite index.
Replacing each of the free abelian vertex groups that appear in the abelian
decompositions of freely indecomposable factors on different levels of the NTQ
group by a free abelian group of the same rank (depending on Ψ), that contains
the original one as a subgroup of finite index.
(ii) replacing each of the terminal factors Hi by a freely indecomposable
quasi-convex subgroup Γi of Γ, where Hi ≤ Γi and the fixed monomorphism
from Hi to the conjugate of Γ is extended to the fixed monomorphism from Γi
to this conjugate of Γ. Subgroups Γi depend on Ψ.
(iii) Embedding the obtained group into the commutative transitive group
using the procedure similar to the construction of the NTQ group for a strict
fundamental sequence in Section 3.4. We do have a completed strict fundamen-
tal sequence corresponding to the NTQ system S(X,A) = 1 here, but since the
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subgroups at the base level were extended, we have to complete it again because
centralizers of some abelian vertex groups that were not conjugate, may become
conjugate.
We define the abelian size of N , denoted ab(N), as the sum of the ranks of
the abelian vertex groups in decompositions corresponding to different levels of
N minus the sum of the ranks of their direct summands containing edge groups
as subgroups of finite index. Then ab(N) is the same as ab(Ncorr) for each
corrective extension (Ncorr) of N .
Theorem 4. (Implicit Function Theorem) Let S(X,A) = 1 be an NTQ sys-
tem over a non-elementary torsion free hyperbolic group Γ. Suppose a formula
T (X,Y,A) = 1 ∧ W (X,Y,A) 6= 1 is compatible with S(X,Y ) = 1. Then this
formula admits a lift into a family of NTQ groups N1, . . . , Nk that are correc-
tive extensions of ΓR(S), and toral relatively hyperbolic. Every solution from
the fundamental sequence of solutions of S(X,Y ) = 1 (see Remark 1) factors
through the fundamental sequence for the NTQ system corresponding to one of
the corrective extensions.
A counter-example to [42], Theorem 2.3.
We will be considering Γ-limit groups for a torsion free hyperbolic group Γ.
Let H = 〈h1, . . . , hk|R(h1, . . . , hk) = 1〉, where R = 1 is a finite set of
relations, be a rigid hyperbolic group with trivial outer automorphism group.
Let u = u(h1, . . . , hk), v = v(h1, . . . , hk) be non-conjugate elements from H
that are not proper powers. Let Γ be isomorphic to 〈H, c|uc = v〉, then Γ is
hyperbolic by the combination theorem. Then the group L = Γ∗L1, where L1 =
〈H, y1, y2|[u, y1] = [v, y2] = 1〉 is a restricted Γ-limit group, this presentation is
the JSJ decomposition of L1, and Γ∗H is the shortening quotient. So the strict
resolution of L is L→ Γ ∗H , and the completion of this resolution according to
[41], Definition 1.11 (there is a reference to this definition right before Definition
2.2 in [42]) is the same resolution, where L is its completed limit group. We
now consider the sentence
∀h1, . . . , hk, y1, y2∃x((R(h1, . . . , hk) = 1 ∧ [u, y1] = [v, y2] = 1)
=⇒ (ux = v ∨W (h1, . . . , hk) = 1)),
Where W (h1, . . . , hk) = 1 is the disjunction of a finite set of equations (homo-
morphisms from L1 to Γ that are not injective on H satisfy one of the finite
set of equations). Notice that a disjunction of two equations in a torsion free
hyperbolic group is equivalent to a system of equations. This sentence is true in
Γ because there is a unique up to conjugacy embedding of H into Γ, and we can
take for z the corresponding conjugate of c. But such z does not exists in any
extension of L obtained from L as it is said in [42] by “(i) replacing each of the
(free) abelian vertex groups that appear in the various abelian decompositions
associated with the completion (L) by (free) abelian supergroups that contain
ones as subgroups of finite index) and (ii) Replacing each of the factors Hj by
a freely indecomposable group Vj with an associated embedding Hj → Vj , and
Vj is isomorphic to a subgroup of Γ.”
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Indeed, to force such u and v from H to become conjugates we have to
extend H by Γ1, that is an isomorphic copy of Γ, but in this case the group
K = 〈Γ, y1, y2|[u, y1] = [v, y2] = 1〉 even if we replace it by K1 where we replace
the abelian vertex groups by two supergroups containing them as subgroups of
finite index, becomes not commutation transitive, because u = vc. Therefore
K or K1 is not a Γ-limit group, and Γ ∗K → Γ ∗ Γ1 is not a (well-structured)
resolution, not a resolution at all.
This contradicts to the statement of [42], Theorem 2.3. Notice that there is
no proof of Theorem 2.3 in [42].
3.6 Algorithmic results from [28]
Proposition 12. ([28], Theorem 2) Let S(Z,A) = 1 be a finite system of
equations over Γ. There is an algorithm to construct a complete set of corrective
extensions of canonical Γ-NTQ groups that are, in particular, toral relatively
hyperbolic Γ-limit groups, and associated canonical Hom-diagrams (12) and (11)
for ΓR(S).
1) NTQ-groups Ni in the completed diagram with branches (12) are con-
structed by their finite presentations, and canonical groups of automorphisms
are given by their generators, and we know their presentation.
2) Γ-limit groups Gi in the diagram with branches (11) are constructed by
defining their generators inside corresponding NTQ-subgroups Ni, and canoni-
cal automorphisms of these Γ-limit groups are induced on their freely indecom-
posable factors by canonical automorphisms of the corresponding groups Ni.
The proposition is proved using generalized equations for canonical repre-
sentatives.
3.7 Generic Families
To detect splittings of Γ-limit groups we will need the notion of a generic family
of solutions of an NTQ system. It is given in [21] (Definition 22) and is very
technical. To make this paper more self contained we will give a definition here,
we also give it in the language of [41], Definition 1.5, because we will have to
refer to some results from [42]. Our generic family contains a test sequence from
[41].
Let S(X) = 1 be a system of equations with a solution in a group G. We
say that a system of equations T (X,Y ) = 1 is compatible with S(X) = 1 over
G, if for every solution U of S(X) = 1 in G, the equation T (U, Y ) = 1 also
has a solution in G. More generally, a formula Φ(X,Y ) in the language LA is
compatible with S(X) = 1 over G, if for every solution a¯ of S(X) = 1 in G there
exists a tuple b¯ over G such that the formula Φ(a¯, b¯) is true in G.
Suppose now that a formula Φ(X,Y ) is compatible with S(X) = 1 over
G. We say that Φ(X,Y ) admits a lift to a generic point of S(X) = 1 over
G (or just that it has an S-lift over G), if the formula ∃Y Φ(X,Y ) is true in
GR(S) (here Y are variables and X are constants from GR(S)). Finally, an
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equation T (X,Y ) = 1, which is compatible with S(X) = 1, admits a complete
S-lift if every formula T (X,Y ) = 1 & W (X,Y ) 6= 1, which is compatible with
S(X) = 1 over G, admits an S-lift. We say that the lift (complete lift) is
effective if there is an algorithm to decide for any equation T (X,Y ) = 1 (any
formula T (X,Y ) = 1 & W (X,Y ) 6= 1) whether T (X,Y ) = 1 (the formula
T (X,Y ) = 1 & W (X,Y ) 6= 1) admits an S-lift, and if it does, to construct a
tuple in GR(S) verifying this formula (a solution of T (X,Y ) = 1 &W (X,Y ) 6= 1
in GR(S)).
We now describe the construction of particular families of solutions, called
generic families, of a NTQ system which imply nice lifting properties for that
system. This description can be skipped at the first reading.
Consider a fundamental sequence with the corresponding NTQ system S(X,A) =
1 of depth N . We construct generic families iteratively for each level k of the
system, starting at k = N and decreasing k. There is an abelian decompo-
sition of Gk corresponding to the NTQ structure. Let V
(k)
1 , . . . , V
(k)
Mk
be the
vertex groups of this decomposition given some arbitrary order. We construct
a generic family for level k, denoted Ψ(k), by constructing generic families for
each vertex group in order. We denote a generic family for the vertex group
V
(k)
i by Ψ(V
(k)
i ). If there are no vertex groups, in other words the equation
Sk = 1 is empty (Gk = Gk+1 ∗F (Xk)) we take Ψ(k) to be a sequence of growing
different Merzljakov’s words (defined in [27], Section 4.4).
Remark 4. When using generic families in this paper, by [42], Proposition 2.1,
instead of a family of growing Merzliakov’s words in Γ, one can just take µi(Hi)
conjugated by a new letter, as well as one can take new letters for the basis of
F (Xk). So instead of a family of homomorphisms in G or Γ, we can consider
generic family as a family of solutions into G ∗ F or Γ ∗ F .
If V
(k)
r is an abelian group then it corresponds to equations of the form
[xi, xj ] = 1 or [xi, u] = 1, 1 ≤ i, j ≤ s, where u ∈ U runs through generators of a
centralizer in Gk+1. A solution σ in Gk+1 to equations of these forms is called B-
large if there are some b1, . . . , bs with each bi > B such that σ(xi) = (σ(x1))
b1...bi
or σ(xi) = u
b1...bi , for 1 ≤ i ≤ s (possibly renaming x1). A generic family of
solutions for an abelian subgroup V
(k)
r is a family Ψ(V
(k)
r ) such that for each
Bi in any increasing sequence of positive integers {Bi}
∞
i=1 there is a solution in
Ψ(V
(k)
r ) which is Bi-large.
If V
(k)
r is a QH vertex group of this decomposition, let S be the surface associ-
ated to V
(k)
r . We associate two collections of non-homotopic, non-boundary par-
allel, simple closed curves {b1, . . . bq} and {d1, . . . dt}. These collections should
have the propery that S − {b1 ∪ · · · ∪ bq} is a disjoint union of three-punctured
spheres and one-punctured Mobius bands, each of the curves di intersects at least
one of the curves bj non-trivially, and their union fills the surface S (meaning
that the collection {b1, . . . bq, d1, . . . , dt} has minimal number of intersections
and S − {b1,∪ · · · ∪ bq ∪ d1 ∪ · · · ∪ dt} is a union of topological disks).
Let β1, . . . , βq be automorphisms of V
(k)
r that correspond to Dehn twists
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along b1, . . . bq , and δ1, . . . , δt be automorphisms of V
(k)
r that correspond to
Dehn twists along d1, . . . dt. We define iteratively a basic sequence of auto-
morphisms {γL,n, φL,n} (compare with Section 7.1 of [27] where one particular
basic sequence of automorphisms is used), which is determined by a sequence
of (t+ q)-tuples L = {(p1,n, . . . , pt,n,m1,n, . . . ,mq,n)}
∞
n=1
Let
φL,0 = 1
γL,n = φL,n−1δ
m1,n
1 . . . δ
mq,n
q , n ≥ 1
φL,n = γL,nβ
p1,n
1 . . . β
pt,n
t , n ≥ 1
Assuming that generic families have already been constructed for V
(k)
i , i < r,
and for every vertex group in levels k′ > k, and that Θk is a family of growing
powers of Dehn twists for edges on level k, set Ψ(k′) = Ψ(V
(k′)
Mk′
)Θk′ for k < k
′ ≤
N (in other words, the generic family for level k′ is the generic family of the
last vertex group at that level) and set Ψ(N + 1) = {1}. Let pik : Gk → Gk+1
be the canonical epimorphism. Let Σ
(k)
r = {ψ1 · · ·ψr−1|ψi ∈ Ψ(V
(k)
i )} be the
collection of all compositions of generic solutions for previous vertex groups. We
then say that
Ψ(V (k)r ) = {µL,n,λn = φL,nδ
λn
1 . . . δ
λn
q σnpikτ |σn ∈ Σ
(k)
r , τ ∈ Ψ(k + 1)}
∞
n=1
where each λn is some positive integer, is a generic family for V
(k)
r if it has
the following property: Given any n and any tuple of positive numbers
−→
A =
(A1, . . . , Ant+nq+1) with Ai < Aj for i < j, Ψ contains a homomorphism µn,L,λn
such that the tuple
−→
L n,rn = (p1,1, . . . , pt,1,m1,2, . . . ,mq,2, . . . ,m1,n, . . . ,mq,n, p1,n, . . . , pt,n, λn)
= (L1, . . . , Lnt+nq+1)
grows faster than
−→
A in the sense that L1 ≥ A1 and Li+1 − Li ≥ Ai+1 −Ai.
Finally we set Ψ(S) = Ψ(V
(1)
M1
) to be a generic family of solutions for the
G-NTQ system S(X,A) = 1. Notice that Ψ(S) Γ-discriminates ΓR(S).
One can prove by inspection of the proof of Theorem 1.18 [41], and Theorem
2.3 [42] the following result.
Proposition 13. If Ψ(W ) is a generic family of solutions for a regular NTQ
system W (X,A) = 1, then for any formula Φ(X,Y,A) = U(X,Y,A) = 1 ∧
W (X,Y,A) 6= 1 the following is true: if for any solution ψ ∈ Ψ(W ) there exists
a solution of Φ(Xψ, Y, A) = 1, then Φ admits a lift into ΓR(W ). If the NTQ-
system W (X,A) = 1 is not regular, then for any such formula Φ(X,Y,A) = 1
the following is true: if for any solution ψ ∈ Ψ(W ) there exists a solution of
Φ(Xψ, Y, A) = 1, then Φ admits a lift into a family of corrective extensions
of ΓR(W ). There is a finite number of these extensions, and any solution of
W (X,A) = 1 factors through one of them.
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3.8 Fundamental sequences relative to subgroups
We first define a quasi-convex closure of a freely indecomposable Γ-limit group
(inside a corrective extension of a canonical NTQ group). We had such a con-
struction before, but recently a better developed construction of a model Γ-limit
group that suits our needs appeared in [19], therefore we will use it.
Definition 8. Let L be a freely indecomposable Γ-limit group given as a Sol-
maximal Γ-limit quotient of a group ΓR(S), where S = 1 is a finite system of
equations over Γ. Let FR(Ω) be the freely indecomposable factor of the coordinate
group of a generalized equation constructed using canonical representatives such
that a generic family Ψ of solutions for a canonical strict fundamental sequence
for L over Γ is described by this generalized equation. The fundamental sequence
of solutions of ΓR(Ω) corresponding to a generic subfamily of Ψ can be re-worked
as in the proof of Proposition 7 into a completed fundamental sequence of solu-
tions for ΓR(Ω) such that the corresponding NTQ group N over Γ is a corrective
extension of a canonical NTQ group for L by Proposition 12.
If in the re-working process, going from bottom to top, instead of the con-
struction of an NTQ group (as in section 3.4) one applies the construction of
model groups introduced in [19], then as a result, one algorithmically obtains a
toral relatively hyperbolic Γ-limit group M such that L ≤ L1 ≤ M ≤ N, where
L1 is a maximal Γ-limit quotient of ΓR(Ω) that embeds into N .
We call this group M a quasi-convex closure of L.
Remark 5. a) M is not a model group for L, it is a model group for a larger
group, because to construct a system of equations for canonical represen-
tatives in F we add additional variables.
b) The construction of the complete set of generalized equations does not de-
pend on the way we represent the system (Z,A) = 1 over Γ as a triangular
system.
c) Let M be a quasi-convex closure of L. Then M is rigid modulo L ([19],
Corollary 5.4 implies that M is rigid modulo L1, and L1 is rigid modulo
L by construction).
d) MQH vertex groups of L and M are the same.
e) The relationship between groups of canonical automorphisms of M and L
is the same as described in [19].
Similarly to Proposition 12 one can prove the following result.
Proposition 14. Let S(Z,A) = 1 be a finite system of equations over Γ. There
is an algorithm to construct a complete set of corrective extensions of canonical
NTQ groups (and systems) for ΓR(S) modulo a finite system of finitely generated
subgroups H1, . . . , Hk of ΓR(S).
We can define terminal Γ-limit groups L1, . . . , Lk of these NTQ groups as
maximal limit quotients of coordinate groups of certain systems of equations.
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Alternatively, when we need these NTQ groups to be toral relatively hyperbolic,
we can replace L1, . . . , Lk by their quasi-convex closures M1, . . . ,Mk (see Def-
inition 8). Doing this replacement we may add an extra level at the bottom of
the NTQ group (in case Li has a splitting but not a sufficient splitting).
Proof. We will give the proof when the system of subgroups consists of only
one subgroup H . Using canonical representatives we can construct a family of
generalized equations Ω1, . . . ,Ωk in the free group F (pi : F → Γ) [27] such that
each solution of each Ωi in F (as a system of equations in the group) corre-
sponds to a solution of S(Z,A) = 1 in Γ, and every solution of S(Z,A) = 1 in
Γ corresponds to some solution of some Ωi as a generalized equation (solution
without cancellations). We can run the Elimination process for each general-
ized equation modulo the pre-image of H (generators of H are included in the
set of variables of S(Z,A) = 1). If a generalized equation corresponds to a
generic family of solutions for a freely indecomposable NTQ system or a freely
indecomposable NTQ system modulo a subgroup, then all the splittings on all
the levels of this NTQ system are detected in the Elimination process [30] (we
called it Makanin’s process in [27]) for the generalized equation, and produce
a corresponding NTQ system over a free group. Moreover, the edge groups
for these splittings are not trivialized in the re-working process described in
Section 3.2. We will obtain in the Elimination process completed fundamental
sequences ending with groups K∗i without sufficient splitting modulo the group
H∗ generated by F and the variables corresponding to the generators of H . The
procedure for finding Sol-maximal Γ-limit quotients in described in [28], Section
6.1.
4 Decision algorithm for ∀∃-sentences
In this section we will prove Theorem 2. In the rest of the paper we will only
consider fundamental sequences satisfying the first and second restrictions from
[21], Sections 7.8, 7.9. To make this paper self-contained we recall these sections
here.
4.1 First restriction on fundamental sequences
Let S(Z,A) = 1 be a system of equations over Γ. We can assume that it is irre-
ducible. We construct fundamental sequences for S(Z,A) = 1 as in Proposition
12. Let
ΓR(U¯) ∗ F (t1, . . . , tk) = P1 ∗ . . . ∗ Pq ∗ 〈t1〉 ∗ . . . ∗ 〈tk〉 (13)
be a reduced free decomposition of a maximal shortening quotient ΓR(U¯) ∗
F (t1, . . . , tk) modulo Γ for ΓR(S) (this shortening quotient is exactly the group
corresponding to the second from the top level of the corresponding fundamen-
tal sequence), and pi : ΓR(S) → ΓR(U¯) ∗ F (t1, . . . , tβi) the epimorphism. Let P
be the subgroup generated by the variables (which we denote by X) and stan-
dard coefficients (that we denote by C) of a regular quadratic equation Qi = 1
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corresponding to some fixed MQH subgroup in the JSJ decomposition of ΓR(S).
Consider a free decomposition pi(P ) = K1 ∗ . . .∗Kp ∗ 〈tkj1 〉∗ . . .∗ 〈tkj2 〉 inherited
from the free decomposition (13) such that each standard coefficient is conju-
gated into some Kj, and each Kj has a conjugate of some coefficient. Then
there always is a canonical automorphism that transforms X into variables X1
with the following properties:
1) the family X1 can be represented as a disjoint union of sets of variables
X11, . . . , X1t;
2) every solution of S = 1 can be transformed by a canonical automorphism
corresponding to Qi = 1 into a solution of the system obtained from S = 1
by replacing Qi = 1 by a system of several quadratic equations Qi1(X11, C) =
1, . . . , Qit(X1t, C) = 1 with standard coefficients from C;
3) each quadratic equation Qij = 1 either is coefficient-free, or has coeffi-
cients from C which are conjugated into some Kr;
4) Xpi1 is a solution of the system Qi1(X11, C
pi1) = 1, . . . , Qit(X1t, C
pi1) = 1;
5) if Qij = 1 is coefficient-free, then X
pi
ij is a solution of maximal possible
dimension (= rank of the free group in the image) or the corresponding surface
group is a subgroup of Γ (unless this surface group is embedded into Γ in this
fundamental sequence).
6) if Qij = 1 is not coefficient-free, then Qij = 1 cannot be transformed by
a canonical automorphism corresponding to Qij = 1 into an equation
Qij1(Xij1)Qij2(Xij2) = 1
such that Qij1(Xij1) = 1 is coefficient-free and Qij2(Xij2) = 1 has non-trivial
coefficients from C which are conjugated into some Kr and such that X
pi
ij is a
solution of the system Qij1(Xij1) = 1, Qij2(Xij1, C
pi) = 1.
Suppose Qip = 1 is some equation in variables X1p in this family which
has coefficients from C. Each homomorphism in a fundamental sequence of
homomorphisms from ΓR(S) to Γ is a composition σ1piφ, where σ1 is a canonical
automorphism of ΓR(S), and φ is a homomorphism from ΓR(U¯) ∗F (t1, . . . , tk) to
Γ.
The first restriction is that we will include into the fundamental sequence
only the compositions σ1piφ for which {φ} satisfies the following property: for
each j, Qij = 1 is not split into a system of two quadratic equationsQij1(Xij1) =
1 and Qij2(Xij2) = 1 with disjoint sets of variables such that Qij1(Xij1) = 1 is
coefficient-free and Qij2(Xij2) = 1 has coefficients from C which are conjugated
into some Kr and such that X
piφ
ij1 is a solution of Qij1 = 1 and Qij2(Xij2)
piφ = 1.
This is equivalent to the following construction. We cut each punctured
surface Σ corresponding to the MQH subgroup Q in the JSJ decomposition of
ΓR(S) along a maximal collection of disjoint non-homotopic simple closed curves
that corresponds to the lift of the free decomposition F (t1, . . . , tk) ∗P1 ∗ . . .∗Pq
and are mapped to the identity on the next level by pi. Moreover, if Σ′ is a
punctured surface obtained from Σ and connected to a rigid subgroup, then
when we adjoin disks to the boundary components of Σ′ that are mapped to
the identity, no s.c.c. (simple closed curve) on that surface is mapped to the
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identity along the fundamental sequence. If Σ′ is a punctured surface obtained
from Σ and not connected to a rigid subgroup, then when we adjoin disks to
the boundary components of Σ′ that are mapped to the identity, we obtain a
closed surface, and pi1 maps it to s free group of maximal dimension or embeds
into Γ.
We require a similar property for all levels of the fundamental sequence.
4.2 Second restriction on fundamental sequences
Suppose the family of homomorphisms σ1pi1 . . . σnpinτ is a strict completed fun-
damental sequence, corresponding to the NTQ system Q(X1, . . . , Xn) = 1 :
Q1(X1, . . . , Xn) = 1,
. . .
Qn(Xn) = 1
adjoint with free variables t1, . . . , tk. Here the restriction of σi on ΓR(Qi,...,Qn) is
a canonical automorphism on ΓR(Qi,...,Qn), identical on variables fromXi+1, . . . , Xn
and on all free variables ti from the higher levels, pii : ΓR(Qi,...,Qn)∗F (t1, . . . , tki−1)→
ΓR(Qi+1,...,Qn) ∗F (t1, . . . , tki). The dimension of the fundamental sequence is the
sum k1 + . . .+ kn.
We only consider strict fundamental sequences. Recall, that, in particular,
this means that we include in the fundamental sequence only such homomor-
phisms that give nonabelian images of the regular subsystems of Qi = 1 on all
levels (the rest can be included into a finite number of fundamental sequences),
and the images of the edge groups of the JSJ decompositions on all levels are
nontrivial.
We can suppose that all fundamental sequences that we consider satisfy the
following properties. Let ΓR(Qi,...,Qn) be a free product of some factors. Then
1) the images of abelian factors under pii are different factors of F (tki−1+1, . . . , tki);
2) the images under pii of factors which are surface groups are different factors
of F (tki−1+1, . . . , tki) or of Γ;
3) if some quadratic equation in Qi = 1 has free variables in this fundamen-
tal sequence, then these variables correspond to some variables among
tki−1+1, . . . , tki , the images under pii of coefficients of quadratic equations
cannot be conjugated into F (tki−1+1, . . . , tki);
4) different factors in the free decomposition of ΓR(Qi,...,Qn) are sent into dif-
ferent factors in the free decomposition of ΓR(Qi+1,...,Qn)∗F (tki−1+1, . . . , tki).
Proposition 15. For a system of equations S over Γ one can effectively con-
struct a finite set of strict completed fundamental sequences that satisfy the first
and second restrictions above, such that every solution of S factors through one
of these fundamental sequences. These fundamental sequences correspond to a
tree which we denote TCE(ΓR(S)) (canonical embedding tree).
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Proof. Using Proposition 12 we can construct a finite number of strict (com-
pleted) fundamental sequences over Γ such that each solution of S factors
through one of them. In addition, if the corresponding fundamental sequence
over a free group satisfies first and second restrictions, then the fundamental
sequence obtained in Proposition 12 can be also constructed satisfying these
restrictions. To do this algorithmically one only needs to solve the word prob-
lem in Γ-limit groups which are given as subgroups of NTQ groups. And the
word problem in NTQ groups is solvable because they are toral relatively hy-
perbolic.
Definition 9. We call fundamental sequences satisfying the first and second
restrictions well aligned fundamental sequences.
4.3 Induced NTQ systems and fundamental sequences
In this subsection we modify the construction of [21], Section 7.12 for a torsion
free hyperbolic group Γ. Given an NTQ system S = 1 over Γ, the corresponding
NTQ group ΓR(S), and the well aligned completed fundamental sequence of
solutions, we will construct the induced NTQ group, the NTQ system, and the
well aligned completed fundamental sequence of solutions for a subgroup K of
ΓR(S).
Let S = 1 be an NTQ system over Γ:
S1(X1, X2, . . . , Xn, A) = 1,
S2(X2, . . . , Xn, A) = 1,
. . .
Sn(Xn, A) = 1
and pii : Γi → Γi+1 a fixed Γi+1-homomorphism (a solution of Si(X1, . . . , Xn) =
1 in Γi+1 = ΓR(Si+1,...,Sn), Γn+1 = G, which is a free product of Γ and a
free group). Let K be a finitely generated subgroup (or Γ-subgroup) of ΓR(S).
Then there exists a system W (Y ) = 1 such that K = ΓR(W ). We will describe
here how to embed K more economically into an NTQ group ΓR(Q) such that
ΓR(Q) ≤quasi isom. ΓR(S) and assign to Q = 1 a fundamental sequence that
includes all the solutions of W = 1 that factor through the well aligned funda-
mental sequence for S = 1 that we started with.
Canonical automorphisms of ΓR(Qi,...Qn) on different levels for Q = 1 will
be induced by canonical automorphisms for S = 1, mappings between different
levels for Q = 1 will be induced by mappings for S = 1.
Without loss of generality we can suppose that ΓR(S) is freely indecompos-
able modulo Γ. The top quadratic system of equations S1(X1, . . . , Xn) = 1
corresponds to a splitting D of ΓR(S). The non-QH non-abelian vertex sub-
groups of D are factors in a free decomposition of 〈X2, . . . , Xn〉. Consider the
induced splitting of K denoted by DK . This splitting may give a free factor-
ization K = K1 ∗ . . . ∗ Kk, where Γ ≤ K1. Consider each factor separately.
Consider K1. Each edge e in the decomposition of K1 (induced by DK on the
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free factor K1) that connects two rigid vertex groups is composed from two
edges e1 and e2 that are adjacent and both are in the orbit of the same edge
e¯ in the Bass-Serre tree corresponding to the graph of groups D. Moreover,
e¯ connects a rigid vertex group to an abelian vertex group in D, because if it
connects a rigid vertex group to a QH subgroup, then a QH subgroup would
appear between two rigid vertex groups instead of edge e. Increasing K1 by
a finite number of suitable elements from abelian vertex groups of ΓR(S) we
join together non-QH non-abelian subgroups of DK which are conjugated into
the same non-QH non-abelian subgroup of D by elements from abelian vertex
groups in ΓR(S). Moreover, we can choose these elements a in abelian subgroups
in such a way that their images on the next level are trivial. Indeed, each
abelian subgroup A is the direct product of the isolator of the edge group A1
(in a primary decomposition this isolator is A1 itself) and a free abelian sub-
group A2. This conjugating element a belongs to A2 and, therefore, is mapped
on the next step to (the image of) A1, say a1 ∈ A1. Then a
−1
1 a is the desired
element that is mapped to the identity. When we add this element to K instead
of the two non-QH non-abelian subgroups in Dk considered above we have one
non-QH non-abelian subgroup. This way we obtain a group K¯1 such that DK¯1
does not have edges between non-QH non-abelian subgroups, and generators
of edge groups connecting non-QH non-abelian subgroups to abelian subgroups
not having roots in 〈X2, . . . , XN 〉. We do the same if an abelian vertex group is
connected to two rigid subgroups. Denote the group that we obtained by Kˆ1.
Since we will be considering only well aligned fundamental sequences, we
fix the family of s.c.c. in the QH subgroups of Kˆ1 that are mapped to the
identity by pi1, so that the corresponding quadratic equations split into systems
satisfying the first restriction. (We will identify s.c.c. on the surface with
corresponding elements in the QH subgroup.) This corresponds to a collection
of s.c.c. which are the pre-images of the collection of s.c.c. in a QH subgroup
of ΓR(S). We will add conjugating elements so that each punctured surface
connected to a rigid subgroup in the decomposition refined by splittings along
these s.c.c, is connected to a unique rigid subgroup. Now all rigid subgroups
that are mapped to the same free factor on the next level of ΓR(S), are conjugate
into one subgroup. The images of these elements in ΓR(S) are mapped to the
identity by pi1. Denote the obtained group by K˜1. We have pi1(K) = pi1(K˜1).
Now consider separately each factor in the free decomposition of pi1(K) ∩
〈X2, . . . , Xn〉 and enlarge it the same way. Working similarly with each Γi we
consider all the levels of S = 1 from the top to the bottom. We obtain a
subgroup generated by K˜1, . . . , K˜k and the enlarged images of them on all the
levels, and denote it by H1.
Then we repeat the whole construction for H1 in place of K, obtain H2
and repeat the construction again. We will eventually stop, namely obtain
that Hi = Hi+1, because every time when we repeat the construction if Hi 6=
Hi+1 then there is some level j such that on all the levels higher than j the
decompositions are the same as in the previous step and on level j one of the
following characteristics decreases:
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1. the number of free factors in the free decomposition on level j of Hi,
2. if the number of free factors does not decrease, then the number of edges
and vertices of the induced decomposition on level j of Hi decreases,
3. if the number of free factors in the free decomposition on level j of Hi and
the number of edges and vertices does not decrease, then the size of the
decomposition of level j of Hi is decreased.
If there are freely indecomposable factors of Kpi1...pin that are isomorphic to
subgroups of Γ, then we treat them the same way as we treated such factors
constructing canonical fundamental sequences. Namely we add the level where
there is a free product of these factors and on the following level we have a fixed
embedding of each factor into a conjugate of Γ. Extend it to its quasi-convex
closure, and complete to the NTQ group as in Section 3.4. The corresponding
NTQ system is Q = 1 such that K ≤ ΓR(Q) ≤quasi isom. ΓR(S). Each QH
subgroup of ΓR(Q) is a finite index subgroup in some QH subgroup of ΓR(S).
Canonical automorphisms corresponding to QH subgroups of ΓR(Q) well be in-
duced by canonical automorphisms of QH subgroups of ΓR(S). The image of
the top j levels of ΓR(Q) on the level j + 1 is contained in the image of K on
this level. It is, actually, Kpi1...pij . This NTQ system Q = 1 is called the induced
NTQ system and the corresponding well aligned fundamental sequence is called
the induced fundamental sequence.
Similarly, if we have a fundamental sequence (and an NTQ system) modulo
a subgroup we can define the induced fundamental sequence (and the NTQ
system) modulo a subgroup H .
There is an algorithm for this construction over a free group, that can be
used to construct the induced completed fundamental sequence over Γ as in
[28], Proposition 9. The terminal Γ-limit group of such induced completed
fundamental sequence is given by its generators inside a Γ-NTQ group. Actually,
for the decidability of the ∀∃-theory of Γ we do not need this algorithm, we only
need the existence of induced fundamental sequences.
4.4 First step
We will now describe the algorithm for construction of the ∀∃-tree. Consider
the sentence
Φ = ∀X∃Y (U(X,Y ) = 1 ∧ V (X,Y ) 6= 1) (14)
If the sentence is true then there exists a solution of U(X,Y ) = 1∧V (X,Y ) 6=
1 in F (X)∗Γ. By ([9], Theorem 0.1) there is an algorithm to find such a solution
Y = f(X). To check whether the sentence (14) is true we now have to check
it only for those values of X for which V (X, f(X)) = 1. Denote U0(X) =
V (X, f(X)).
Let G = ΓR(U0). We define now a tree TEA(Φ) = TEA(G) oriented from the
root, and assign to each vertex of TEA(G) some set of homomorphisms from
G to Γ. We assign the set of all homomorphisms G → Γ to the initial vertex
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vˆ−1. We can construct algorithmically a finite number of Γ-NTQ systems corre-
sponding to branches b of the canonical Hom-diagram described in Proposition
12, (denote the system corresponding to the branch b by S(b)), their corrective
extensions: Scorr(b) = 1 (Scorr(b) : S1(X1, . . . , Xn) = 1, . . . , Sn(Xn) = 1), and
corresponding well aligned fundamental sequences V arfund(S(b)). For each such
fundamental sequence we assign a vertex vˆ0i of the tree TEA(G). We draw an
edge from vertex vˆ−1 to each vertex corresponding to V arfund(S(b)).
Let the fundamental sequence V arfund(S(b)) be assigned to vˆ0i. Since every
branch of the tree will be constructed independently of the others we will now
describe the construction for V arfund(S(b)). By Theorem 4 and by Proposition
10, we can algorithmically find values of Y given by formulas Y = f(X1, . . . , Xn)
in X1, . . . , Xn taking values in ΓR(S(b)). Indeed, ΓR(S(b)) is and its corrective
extensions are toral relatively hyperbolic, and the roots that have to be added
to ΓR(S(b)) to obtain a corrective extension can be found algorithmically using
Dahmani’s construction of canonical representatives for toral relatively hyper-
bolic groups [9].
Sentence (14) is now verified for all values of X in V arfund(Scorr(b)) except
those for which we have V (X1, . . . , Xn, f(X1, . . . , Xn)) = 1. As on the previous
step this gives an equation U1(X1, . . . , Xn) = 1 which is a disjunction of irre-
ducible equations, so we assume it is irreducible. We will only consider values
of X1, . . . , Xn satisfying this system that are minimal in V arfund(S(b)) with
respect to canonical automorphisms on all the levels modulo the image of G in
S(b). This is enough because if for a specialization Xφ there exists a minimal
specialization of Xφ1 , . . . , X
φ
n that does not satisfy this system, then the sentence
is true for Xφ. This assumption implies another equation on X1, . . . , Xn (that
can be found algorithmically by Proposition 14). We assume that we included
this other equation into U1(X1, . . . , Xn) = 1.
Let V arfund(U1) be the subset of homomorphisms from the set V arfund(S(b))
going through the corrective extension Scorr(b) = 1, minimal with respect to the
canonical automorphisms modulo the image of G on all levels, and satisfying
the additional equation U1(X1, . . . , Xn) = 1, and embedding the conjugates of
subgroups of Γ in G. We introduce a vertex vˆ1i for each such equation and draw
an edge connecting vˆ0i to vˆ1i.
Let K be a finitely generated group. Recall that any family of homomor-
phisms Ψ = {ψi : K → Γ} factors through a finite set of maximal fully residually
Γ groups H1, . . . , Hk (= Γ-limit groups) that all are quotients of K. We first
take a quotient K1 of K by the intersection of the kernels of all homomorphisms
from Ψ, and then construct maximal fully residually Γ quotients H1, . . . , Hk of
K1. We say that Ψ discriminates groups H1, . . . , Hk, and that each Hi is a fully
residually Γ group discriminated by Ψ.
Let G1 be a fully residually Γ group discriminated by the set of homomor-
phisms V arfund(U1) (we do not need to know effectively its presentation). Con-
sider the family of fundamental sequences for G1 modulo the images R1, . . . , Rs
of the factors in the free decomposition of the subgroup H1 = 〈X2, . . . , Xn〉.
(We say that a fundamental sequence is constructed modulo some subgroups
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of the coordinate group if these subgroups are elliptic in the JSJ decomposi-
tions on all levels in the construction of this fundamental sequence.) We know
the generators and relations of R1, . . . , Rs and by Proposition 14 can effectively
construct these fundamental sequences. We only consider well aligned canonical
fundamental sequences c for G1 modulo the images of R1, . . . , Rs (corresponding
to coefficients of quadratic equations S1 = 1 of the top level for Scorr(b) = 1)
with, in particular, the following properties:
(1) They have dimension less than or equal to k1,
(2) The edge groups for edges connected to R1, . . . , Rs are not mapped to
the identity,
(3) The homomorphisms embed the images of the terminal non-cyclic freely
indecomposable factors of V arfund(S(b)) into Γ,
(4) For each QH vertex group Q in the abelian decomposition of the top
level of FR(Scorr), the boundary elements of Q are congugate into the non-QH
non abelian subgroups of the top level of FR(Scorr). Hence the images of Q
have cyclic decompositions induced by decompositions of different levels of c.
These decompositions have to be compatible with the decompositions of surfaces
corresponding to quadratic equations of S1, by a collection of simple closed
curves mapped to the identity. Namely, if we refine the JSJ decomposition of G
by adding splittings corresponding to the simple closed curves that are mapped
to the identity when G is mapped to the free product in Subsection 4.1, then
the standard coefficients on all the levels of c are images of elliptic elements in
this decomposition.
Suppose a fundamental sequence c has the top dimension component k1
(Since we only consider well aligned fundamental sequences, we would not con-
sider c if it had the top dimension greater than k1). If the NTQ system corre-
sponding to the top level of the sequence c is the same as S1 = 1, we extend
the fundamental sequences modulo R1, . . . , Rs by canonical fundamental se-
quences for H1 modulo the factors in the free decomposition of the subgroup
〈X3, . . . , Xn〉. If such a sequence has dimension greater than or equal to k2, then
the corresponding solution can be factored through a fundamental sequence for
U = 1 of the greater dimension. Again, we only consider such sequences of di-
mension less than or equal to k2. If the sum of the first two dimensions is strictly
smaller than k1 + k2, we do the same as in the case when the first dimension
is smaller than k1 (see below). We continue this way to construct fundamental
sequences V arfund(S1(b)). We draw edges of the tree TEA(G) from the vertex
corresponding to V arfund(U1) to the vertices V arfund(S1(b)).
Suppose now that the fundamental sequence c for G1 modulo R1, . . . , Rs
has dimension strictly less than k1 or has dimension k1, but the NTQ system
corresponding to the top level of c is not the same as S1 = 1. Suppose also that
G 6= Γ. Then we use the following lemma (in which we suppose that R1, . . . , Rs
are non-trivial).
Lemma 4. The image Gt of G in the group Ht appearing on the terminal level
t of the sequence c is a proper quotient of G unless each of the homomorphisms
that factor through Ht is an embedding of each of freely indecomposable factors
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of Ht into Γ.
Proof. Consider the terminal group of c; denote it Ht. Suppose (G)t is isomor-
phic to G. Denote the abelian JSJ decomposition of Ht by Dt (we mean the
free decomposition and then decompositions of free factors). Then there is an
abelian decomposition of G induced by Dt. Therefore rigid (non-abelian and
non-QH) subgroups and edge groups of G are elliptic in this decomposition.
By Proposition 11, there exists a decomposition of some free factor Pi of
Ht which is induced from Dt (because not all such factors are embedded into
Γ). But this is impossible because this means that the homomorphisms we
are considering can be shortened by applying canonical automorphisms of Pi
modulo those subgroups from {R1, . . . , Rs} which are conjugated into Pi (since
V arfund(U1) contains only homomorphisms minimal with respect to canonical
automorphisms modulo the image of G on all levels, these subgroups must be
also elliptic in Dt).
Often we may get a proper quotient of G on some level of c that is not a
terminal level. For example, if the Kurosh rank (the number of freely indecom-
posable factors in the Grushko decomposition plus the rank of the free group)
on some level l is larger than the Kurosh rank of G, then the natural image Gl is
a proper quotient of G. We can effectively find the set of completed fundamen-
tal sequences for the terminal group of c and induced (from these sequences)
fundamental sequences and NTQ groups for Gt (or Gl if we found such a level
l algorithmically). We consider fundamental sequences for these groups (we in-
clude all the automorphisms of QH subgroups in these fundamental sequences,
not only the induced ones). We do not include those fundamental sequences
where we obtained proper quotients of subgroups of Γ (the corresponding ho-
momorphisms factor through other fundamental sequences assigned to other
vertices vˆ0,i of the TEA(G)). Denote the complete set of these fundamental
sequences Gt → Γ by F . One can extract from c modulo the terminal level the
induced well aligned fundamental sequence for G. Denote this induced funda-
mental sequence by c2. We consider a fundamental sequence c3 that consists
of homomorphisms obtained by the composition of a homomorphism from c2
and a homomorphism from a fundamental sequence corresponding to one of the
branches b2 int he family F . Consider the block-NTQ group G¯ generated by all
the levels of the NTQ group corresponding to the fundamental sequence c (or
up to level l if this is the level where we detected a proper quotient of G), and
the NTQ group corresponding the fundamental sequence c3 and amalgamated
along the common part. We can construct G¯ algorithmically using [28], Propo-
sition 6. There will be, actually several such groups, because G can be mapped
to the terminal level by a natural projection but also by a natural projection
shifted by automorphisms on each level of c (there can only be a finite number
of such shifted induced fundamental sequences).
One can apply Theorem 4 to the NTQ group N corresponding to c3 and
get formula solutions of V (X,Y ) = 1 in a corrective extension of G¯ (almost as
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in [27], Section 7.5, except that the formula solution exists in some extension
of N which is not just a corrective extension, but may have QH subgroups of
N extended to finite index subgroups of the corresponding QH subgroups of
c). Assign a vertex vˆ2ik of the tree TEA(G) to sequence c3. We draw an edge
from the vertex vˆ1i of TEA(G) corresponding to V arfund(U1) to vˆ2ik. All the
vertices vˆ2ik are coming out of vˆ1i. By Theorem 4 we can find formula solutions
of U(X,Y ) = 1 over this extension of G¯. Those formula solutions for which
V (X,Y ) = 1 (if exist) will give an additional equation U2 = 1 for generators of
this extension of G¯.
4.5 Second step
We will describe the next step in the construction of TEA(G) which basically is
general. Fundamental sequences and block-NTQ groups obtained on the second
step will be assigned to vertices vˆ3jks of the tree TEA(G).
Let c3 be a fundamental sequence corresponding to some vertex vˆ2ik of
TEA(G), let c be, as before, the corresponding canonical fundamental sequence
for G1 modulo R1, . . . , Rs. Consider the set of those minimal homomorphisms
from G¯ to Γ which are going through the fundamental sequence c3, which factor
through a corrective extension, and satisfy the additional equation U2 = 1. Let
G2 be one of the fully residually Γ groups discriminated by this set.
Let G(2) be the image of G in G2. The family of solutions with which we
continue satisfies the first and second restrictions, and this property can be
verified algorithmically.
Suppose the JSJ decomposition for the NTQ system corresponding to the
top level of c corresponds to the equation S11(X11, X12, . . .) = 1; some of the
variables X11 are quadratic, the others correspond to extensions of centralizers.
Construct a fundamental sequence c(2) as in Proposition 7 for G2 modulo the
factors in the free decomposition of the subgroup generated by X12, . . ..
Suppose c is not the same as the top level of S(b). Denote by N10 the
image of the subgroup generated by X1, . . . , Xn in the group discriminated by
c. So, N10 = 〈X1, . . . , Xn〉c. Denote by N
2
0 = 〈X1, . . . , Xn〉c(2) the image of
〈X1, . . . , Xn〉 in the group discriminated by c
(2). If the images of some edge
groups of N0 are trivial in N
2
0 or the images of some non-abelian vertex groups
are abelian (we have an algorithm to check this), then N20 is a proper quotient
of N10 , and we have another “easy” case. In this case we take the quotient
of N0 adding these collapsing relations of N
2
0 , instead of G2, and assign its
fundamental sequences to vˆ3jks, and we do not consider vertices corresponding
to NTQ systems with the same top level as the NTQ system for c3.
In all the cases below we suppose that there are no collapses of N0 in N
2
0 .
Case 1. If the top levels of c and c(2) are the same, then we go to the second
level of c and consider it the same way as the first level.
Case 2. If the top levels of the NTQ system for c and S1 are the same
(therefore c has only one level). We work with c(2) the same way as we did for
c. Then the image of G on the terminal level, say, k of c(2) is a proper quotient of
G by Lemma 4. If at some point the sum of dimensions for c(2) is not maximal,
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we amalgamate the fundamental sequence induced by the top part of c(2) above
level k for G, and each fundamental sequence induced by this quotient (solutions
will go along the first fundamental sequence from the top level to level k and then
continue along one of the fundamental sequences induced by the group on level
k, with non-reduced canonical groups of automorphisms for QH subgroups).
We assign each of these fundamental sequences to a vertex vˆ3jks, then take the
family of corrective extensions. Then we construct the block-NTQ group as we
did on the first step, denote it by N2. We also assign N2 to the vertex vˆ3jks.
Case 3. If the top levels of the NTQ system for c and S1 are not the same
and the top levels of c and c(2) are not the same, then we look at N20 and N
1
0 .
Then we can suppose that the image N10,t of N
1
0 on the terminal level of c
(2)
is a proper quotient. Suppose this terminal level is level k.
Consider fundamental sequences induced by N10,t modulo the images of sub-
groups R1, . . . , Rs with non-reduced, canonical groups of automorphisms for
QH subgroups, and apply to them step 1. Denote the obtained fundamental
sequences by fi. Construct fundamental sequences for the subgroup generated
by the images of X1, . . . , Xn with the top part being induced from the top part
of c(2) (above level k) and bottom part being some fi, but not the sequence
with the same top part as c. We construct a block-NTQ group amalgamating
the top k − 1 levels of c(2) and the block-NTQ group constructed for fi as on
the first step. There exists a formula solution over the corrective extension of
this group.
If all the levels of c and c(2) are the same, so we never have cases 2 and 3,
and the same happens on all levels of the block-NTQ group G¯ (see step 1), then
the block fundamental sequence consists of a sequence of induced fundamental
sequences for G and its images. Denote it c2. For each level of c2 there is an
abelian decomposition. Denote by Gcorr the corrective extension of the group
corresponding to c2. Denote the fundamental sequence induced from c and its
continuation by c4. There exists some level k such that the abelian decompo-
sitions for the NTQ group for c4 will coincide with abelian decompositions for
the NTQ group for c2 for levels above k, and on level k either the number of
free factors in the free decomposition for c4 is less than this number for c2, or
the number of factors is the same, but the regular size of the decompositions
(lexicographically ordered tuple (size(Q1), . . . , size(Qm)) of sizes of MQH sub-
groups) for c4 is smaller than that for c2, or the regular sizes are the same but
the abelian size of the decompositions for c4 is smaller than that for c2. Here, if
R is an abelian decomposition, by ab(R) (the abelian size) we denote the sum
of the ranks of abelian vertex groups in R minus the sum of the ranks of the
edge groups for the edges from them.
We will take c4 to the next step instead of c2.
4.6 General step
We now describe the n’th step of the construction. Denote by Ni the block-NTQ
group constructed on the i’th step, and by N ji , j > i its image on the j’th step.
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Fundamental sequences and block-NTQ groups obtained on the step n − 1 are
assigned to vertices vˆnjks... of the tree TEA(G).
Let {jk, k = 1, . . . , s} be all the indices for which the top level of Njk+1 is
different from the top level of Njk .
If some of the groups N jk+1jk have collapses in N
n
n−1 (we can check this the
same way as we checked whether the image of N10 has collapses Step 2, Case 3),
then we replace the first such group by its proper quotient in Nnn−1 and consider
only the fundamental sequences that have the top level different from Njk . In
all other cases we can suppose that G and all the groups N jk+1jk do not have any
collapses in Nnn−1.
Case 1. The top levels of c(n) and c(n−1) are the same. In this case we go
to the second level and consider it the same way as the first level.
If going from the top to the bottom of the block-NTQ system, we do not
obtain the case considered above or Cases 2, 3 and all the levels of the top
block of Nn−1 and Nn are the same, we consider the group Gcorr which was
constructed for the induced fundamental sequence corresponding to the homo-
morphisms from G going through Nn, and the fundamental sequence induced
by c(n) for this group as we did on the second step when cases 2 and 3 were not
applicable on all the levels of c(2).
Case 2. The top levels of c(n−1), c(n−2), . . . , c(n−i) are the same, and the
top levels of c(n−1) and c(n) are not the same. Then on the terminal level p of
the NTQ group for c(n) we can suppose that the image of Nn−in−i−1 is a proper
quotient, or the fundamental sequence goes through another branch constructed
on the previous step. Consider fundamental sequences fi induced by this quo-
tient modulo its rigid subgroups (with non-refuced canonical groups of auto-
morphisms corresponding to QH subgroups) and apply to them the procedure
described on Step 1 . Consider only sequences with the top level different from
c(n−i−1). We construct Nn as a block-NTQ group with the top part being the
NTQ group for c(n) above level p and the bottom part being the block-NTQ
group corresponding to fi.
Case 3. The top levels of c(n−2) and c(n−1) are not the same and the top
levels of c(n−1) and c(n) are not the same. Then on the terminal level p of c(n)
the image of Nn−1n−2 is a proper quotient. Construct a block-NTQ group as in
the previous case.
In this way we continue the construction of the tree TEA(G).
4.7 The ∀∃ tree is finite
It is convenient to define as in [42], Definition 4.2, the notion of complexity of
a fundamental sequence (Cmplx(V arfund)) at follows:
Cmplx(V arfund) = (dim(V arfund)+factors(V arfund), (size(Q1), . . . , size(Qm)), ab(V arfund(Q));
where
• dim(V arfund) is the rank of the free group on the terminal level;
37
• factors(V arfund) is the number of freely indecomposable, non-cyclic ter-
minal factors embedded into Γ,
• (size(Q1), . . . , size(Qm)) is the regular size of the system (lexicographi-
cally ordered tuple (size(Q1), . . . , size(Qm)) of sizes of all MQH subgroups
that appear in the corresponding (block-)NTQ group);
• ab(V arfund(Q)) is the abelian size of the corresponding NTQ system (de-
fined after the definition of corrective extensions), by other words it is the
sum of ranks of the kernels of the mappings of abelian groups that appear
as vertex groups along the fundamental sequence.
The complexity is a tuple of numbers which we compare in the left lexicographic
order. (Sela calls dim(V arfund) + factors(V arfund) the Kurosh rank of the
resolution)
In this subsection we will prove the following result.
Theorem 5. The tree TEA(G) is finite.
Proof. Let an NTQ system Q(X1, . . . , Xn) = 1 have the form
Q1(X1, . . . , Xn) = 1,
. . .
Qn(Xn) = 1.
Denote by DQ a canonical decomposition corresponding to the group ΓR(Q).
Non-QH, non-abelian subgroups in this decomposition are P1, . . . , Ps. Abelian
and QH subgroups correspond to the systemQ1(X1, . . . , Xn) = 1, variables from
X1 are either quadratic, or correspond to abelian vertex groups. Consider the
system Q(X1, . . . , Xn) = 1 together with the fundamental sequence V arfund(Q)
defining it. Let V arfund(U1) be the subset of V arfund(Q) satisfying some addi-
tional equation U1 = 1, and G1 a group discriminated by this subset. Consider
the family of those canonical fundamental sequences for G1 modulo the images
R1, . . . , Rs of the factors P1, . . . , Ps in the free decomposition H1∗ = P1 ∗ . . .∗Ps
of the subgroup 〈X2, . . . , Xm〉, which have the same Kurosh rank modulo them
as Q1 = 1. This means that these sequences are compatible with the splitting of
quadratic equations according to item 6) in the first restriction on fundamental
sequences with V arfund(Q). Constructing this fundamental sequence we take
into consideration only those homomorphisms of the quotient Γ-limit group G1
that embed the images of the terminal non-cyclic freely indecomposable factors
into Γ. Denote such a fundamental sequence by c, and the corresponding NTQ
system S = 1(mod H1∗), where S = 1 has the form
S1(X11, . . . , X1m) = 1
. . .
Sm(X1m) = 1.
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For each i there exists a canonical homomorphism
ηi : ΓR(Q) → ΓR(Si,...,Sm)
such that P1, . . . , Ps are mapped into rigid subgroups in the canonical decom-
position of ηi(ΓR(Q)).
Each QH subgroup in the decomposition of ΓR(Si,...,Sm) as an NTQ group is
a QH subgroup of ηi(ΓR(Q)). By [43], Lemma 2.7, for each QH subgroup Qˆ of
ηi(ΓR(Q)) there exists a QH subgroup of ΓR(Q) that is mapped onto a subgroup
of finite index in Qˆ. The size of this QH subgroup is, obviously, greater or equal
to the size of Qˆ. Those MQH subgroups of ΓR(Q) that are mapped into QH
subgroups of the same size by some ηi are called stable.
Lemma 5. In the conditions above there are the following possibilities:
(i) The set of homomorphisms going through c is generic for each regular
quadratic equation in Q1 = 1 and ab(c) = ab(V arfund(Q)) (in this case c has
only one level identical to Q1);
(ii) It is possible to reconstruct system S = 1 in such a way that size(S) <
size(Q1);
(iii) size(S) = size(Q1), ab(c) < ab(V arfund(Q)).
Proof. The fundamental sequence cmodulo the decompositionH1∗ has the same
dimension as Q1 = 1. The Kurosh rank of Q1 = 1 is the sum of the following
numbers:
1) the dimension of a free factor F1 = F (t0, . . . , tk0) in the free decomposition
of FR(Q) corresponding to an empty equation in Q1 = 1;
2) the number of abelian factors;
3) the sum of dimensions of surface group factors (that are not embedded
into Γ,
4) the number of free variables of quadratic equations with coefficients in
Q1(X1, . . . , Xn) = 1 corresponding to the fundamental sequence V arfund(Q),
5) factors(V arfund).
Because c has the same Kurosh rank, the free factor F1 is unchanged. By 1) and
2) in Section 4.2, abelian and surface factors are sent into different free factors.
Let Q1i = 1 be one of the standard quadratic equations in the systemQ1 = 1.
If the set of solutions of Q1i = 1 over FR(Q2,...Qn) that factor through the system
S = 1 is a generic family for Q1i = 1, then by the analog of ([27], Theorem 9) we
conclude that S = 1 can be reconstructed so that it contains only one quadratic
equation as a part of the system Sm = 1. Indeed, suppose a QH subgroup Q1i
corresponding to Q1i = 1 mapped on some level s of S = 1 onto a subgroup of
the same size. Then it is stable. Suppose also that a QH subgroup of FR(Q) that
is a subgroup of Q1i is projected on some level k above s into a QH subgroup
Qk. Then this projection is a monomorphism. On all the levels above s we
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can adjoin the image of a subgroup of Q1i to a non-QH subgroup adjacent to
it (and not count it in the size). We can adjoin the image of Q1i to a non-QH
subgroup on all the levels above m, and replace the image of it on the level m
by the isomorphic copy of Q1i.
If all QH subgroups corresponding to Q1 = 1 are stable, then the regular size
of S = 1 is the same as the regular size of Q1 = 1 and if ab(c) = ab(V arfund(Q)),
then reconstructed S = 1 has only one level.
The lemma is proved.
To finish the proof of Theorem 5, notice that by Lemma 5, every time we
apply the transformation of Case 3 (we refer to the cases from Section 4.6)
in the construction of TEA(G) we either (i) decrease the dimension in the top
block, therefore decrease the Kurosh rank, or (ii) replace the NTQ system in the
top block by another NTQ system of the same dimension but of a smaller size,
or (iii) decrease ab(c). Hence the complexity defined in the beginning of this
section decreases. Hence, Case 3 cannot be applied infinitely many times to the
top block. If we apply Case 2, we consider the second block for proper quotients
of a finite number of groups. Hence, starting from some step, we come to a
situation, when the fundamental sequences factor through the same block-NTQ
system, and the image Gt of G in the last level of these systems is a proper
quotient of G. Case 1 cannot appear infinitely many times because every time
the induced fundamental sequence has the the same decomposition on levels
above some level k and has a decrease in the complexity of the decomposition
on level k. Theorem 5 is proved. 
The effectiveness of the construction of the finite ∀∃-tree for sentence Φ
implies that the ∀∃-theory of the group Γ is decidable. This proves Theorem 2.
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5 Effectiveness of the global bound in finiteness
results
In this section we will give a proof of the effectiveness of the global bound in
Theorem 11 [21] and show how to generalize the proof for the hyperbolic group
case. In Section 5.4 of [21] we defined the notion of a sufficient splitting of a Γ-
limit groupK modulo a class of subgroupsK. Let Γ be a non-elementary torsion-
free hyperbolic group with generators A, P = A ∪ {p1, . . . , pk}, H = 〈P 〉. Let
K consist of one subgroup K = {H}. Suppose that K does not have a sufficient
splitting modulo H . Consider an one-level NTQ system corresponding to the
abelian JSJ decomposition of K modulo H (if such a decomposition exists).
Denote by D the decomposition of the corresponding NTQ group N modulo H .
We need to add letters (extending centralizers) to the generating set of K, to
obtain a generating set of N . Let N be given as the coordinate group of a finite
system of equations S(X,P ) = 1.
Let K1 be a fully residually Γ quotient of the group K, κ : K → K1 the
canonical Γ- epimorphism that embeds terminal subgroups of Γ participating
in the construction of K, and H1 = H
κ the canonical image of H in K1. An
elementary abelian splitting of K1 modulo H1 which does not lift into K is
called a new splitting.
Definition 10. (Definition 20 [21]) In the notation above the quotient K1 is
called reducing if one of the following holds:
1. K1 has a non-trivial free decomposition modulo H1;
2. K1 has a new elementary abelian splitting modulo H1.
We say that a homomorphism φ : K → K1 is special if φ either maps an
edge group of D to the identity or maps a non-abelian vertex group of D to an
abelian subgroup. All homomorphisms that we consider are Γ-homomorphisms,
therefore they embed the conjugates of subgroups of Γ into conjugates of Γ.
We will now define ∼MAX -equivalent homomorphisms (that were introduced
in [21], Section 5.3). Let S be an elementary abelian splitting of a fully residually
Γ group G relative to a family of subgroups K, i.e., G = A ∗C B or G = A∗C =
〈A, t|ct = c′, c ∈ C〉 modulo K. Suppose, for certainty, that Γ ≤ A. Let
ψ : G → Γ be an Γ-homomorphism from G into Γ and Cψ ≤ 〈c0〉, where 〈c0〉
is a maximal abelian subgroup of Γ. For an arbitrary d ∈ 〈c0〉 we define a
homomorphism ψd : G→ as follows. If G = A ∗C B then
ψd(a) = ψ(a) for a ∈ A, ψd(b) = ψ(b)
d for b ∈ B.
If G = 〈A, t|ct = c′, c ∈ C〉 then
ψd(a) = ψ(a) for a ∈ A, ψd(t) = dψ(t).
By ∼S we denote the following binary relation on HomΓ(G,Γ) (in the notation
above)
∼S= {(ψ, ψd) | ψ ∈ HomΓ(G,Γ), d ∈ 〈c0〉}.
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Now let D be an abelian JSJ decomposition of G modulo K. Suppose M is
an abelian vertex group in D. ThenM is a direct productM =M1×M2, where
M1 is the minimal direct summand of M containing all the edge groups of M
in D (so the subgroup generated by the edge groups of M has a finite index in
M1). Denote by G
′ the subgroup of G which is the fundamental group of the
splitting D′ obtained from D by removing the direct summand M2 from the
vertex M . Clearly, G splits as an extension of centralizer CG′(M1) of the group
G′ by M2. We fix a basis g1, . . . , gs of the free abelian group M2 (if M2 6= 1).
Now let θ : G → Γ be an Γ-homomorphism and Mθ ≤ 〈c0〉, where 〈c0〉 is a
maximal abelian subgroup of Γ. Then for every tuple d = (d1, . . . , ds) ∈ 〈c0〉
s
the map
θd : gi → dig
θ
i , i = 1, . . . , s
extends to a homomorphism θd :M2 → F . Now the restriction of the homomor-
phism θ onG′ and the homomorphism θd :M2 → Γ give rise to a homomorphism
G→ Γ which we define by the same symbol θd. We refer to the homomorphism
ψd and θd as obtained from ψ and θ by extended automorphisms or fractional
Dehn twists.
By ∼M we denote the following binary relation on HomΓ(G,Γ) (in the no-
tation above)
∼M= {(θ, θd) | θ ∈ HomΓ(G,Γ), d ∈ 〈c0〉
s}.
We extend the relation ∼ of being equivalent with respect to the group of
canonical automorphisms to the equivalence relation ∼AE generated by ∼, all
the binary relations ∼M whereM runs over all abelian vertex groups in D, and
all the binary relations ∼S where S runs over all elementary splittings of G
corresponding to the edges of D.
We say that two Γ-homomorphisms φ, ψ ∈ HomΓ(G,Γ) areMAX-equivalent
(and write φ ∼MAX ψ) if there exists θ ∈ HomΓ(G,Γ) such that φ ∼AE θ and
θ coincides up to conjugation with ψ on the fundamental group of every con-
nected component of the graph of groups obtained from D by removing from D
all QH-subgroups.
Let R = {K/R(r1), . . . ,K/R(rs)} be a complete reducing system for K
(each homomorphism from K into Γ that factors through a reducing quotient is
∼MAX -equivalent to a homomorphism that factors through one of them). The
existence of such system for a free group is proved in [21], this can be similarly
proved for a torsion free hyperbolic group. Suppose we know NTQ groups for the
system of reducing quotients of K modulo H . A homomorphism from K onto
Γ is called reducing if there exists a solution the ∼MAX -equivalence class of ψ
which factors through one of the NTQ systems for equations r1 = 1, . . . , rk = 1.
Now we define algebraic solutions of S = 1 in Γ. Let φ : H → Γ be a fixed
Γ-homomorphism and Solφ the set of all homomorphisms from K onto Γ which
extend φ. A non-reducing non-special solution in Solφ is called K-algebraic
(modulo H and φ).
Theorem 6. (cf. [25], Theorem 6) Let H ≤ K be as above. The fact that
for parameters P there are exactly n non-equivalent Max-classes of K-algebraic
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solutions of the equation S(X,P ) = 1 modulo H can be written algorithmically
as a boolean combination of conjunctive ∃∀-formulas, namely formulas of type
∀X∃Y (U(X,P ) = 1 =⇒ V (X,P, Y ) = 1). (15)
Proof. The generating set X ∪ P of N corresponding to the decomposition D
can be partitioned as X = X1∪X2∪P so that G = 〈X2∪P 〉 is the fundamental
group of the graph of groups obtained from D by removing all QH-subgroups. If
ce is a given generator of an edge group of D, then we know how a generalized
fractional Dehn twist (AE-transformation or extended automorphism in the
terminology of [21], [27]) σ associated with edge e acts on the generators from
the set X . Namely, if x ∈ X is a generator of a vertex group, then either xσ = x,
or xσ = c−mxcm, where c is a root of the image of ce in Γ, or, in case when e is
an edge between abelian and rigid vertex groups and x belongs to the abelian
vertex group, xσ = xcm. Similarly, if x is a stable letter then either xσ = x, or
xσ = xcm.
One can write elements ce as words in generators X2, ce = ce(X2), because
all edge groups belong to G. Denote T = {ti, i = 1, . . . ,m}. Consider the
formula
∃X1∃X2∀Y ∀T∀Z (S(X1 ∪X2, P ) = 1
∧¬
(
m∧
i=1
[ti, ci(X2)] = 1 ∧ Z = X
σT
2 ∧ S(Y ∪X2, P ) = 1 ∧ V (Y ∪ Z, P ) = 1
))
.
It says that there exists a solution of the equation S(X1, X2, P ) = 1 that is
not Max-equivalent to a solution Y, Z, P that satisfies V (Y, Z, P ) = 1. If now
V (Y, Z, P ) = 1 is a disjunction of equations defining maximal reducing quotients
(in the case we know them) or NTQ systems for maximal reducing quotients
(see Proposition 16 below), then this formula states that for parameters P there
exists at least one Max-class of algebraic solutions of S(X,P ) = 1 with respect
to H .
Denote
τ(T,X2, Y, Z) =
(
m∧
i=1
[ti, ci(X2)] = 1 ∧ Z = X
σT
2 ∧ S(Y ∪X2, P ) = 1 ∧ V (Y ∪ Z, P ) = 1
)
.
The following formula states that for parameters P there exist at least two non-
equivalent Max-classes of algebraic solutions of S(X,P ) = 1 with respect to
H .
θ2(P ) = ∃X1, X3∃X2, X4∀Y, Y
′∀T, T ′, T ′′∀Z,Z ′ (S(X1, X2, P ) = 1 ∧ S(X3, X4, P ) = 1
∧¬
(
τ(T,X2, Y, Z) ∨ τ(T
′, X4, Y
′, Z ′) ∨ (
m∧
i=1
[ti
′′, ci(X2)] = 1 ∧X
σT ′′
2 = X4)
))
.
Similarly one can write a formula θn(P ) that states for parameters P there
exist at least N non-equivalent Max-classes of algebraic solutions of S(X,P ) = 1
with respect to H .
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Then θn(P )∧¬θn+1(P ) states that there are exactly n non-equivalent Max-
classes. The theorem is proved.
Theorem 7. (for the case when Γ is a free group this is [21], Theorem 11)
Let H,K be finitely generated fully residually Γ groups such that Γ ≤ H ≤ K
and K does not have a sufficient splitting modulo H. Let D be an abelian JSJ
decomposition of K modulo H (which may be trivial). There exists a constant
n = n(K,H) such that for each Γ-homomorphism φ : H → Γ there are at most n
algebraic pair-wise non-equivalent with respect to ∼MAX , homomorphisms from
K to Γ that extend φ.
Moreover, if H,K are as in Theorem 6, the constant n for the number of
∼MAX-non-equivalent homomorphisms can be found effectively.
Proof. The statement about the existence of such a constant n is Theorem 3.5
[42] (although there is no proof of Theorem 3.5 there). We will show how to
find this constant effectively. To make presentation easier, we consider first the
case when the group K from the formulation of the theorem does not have a
splitting modulo H . (in the terminology of [42] it is a rigid limit group). We
consider the formula
∃P∃Y1, . . . , Ym(∧
m
i=1S(P, Yi) = 1 ∧ Yi 6= Yj(i 6= j) ∧
k
t=1 ∧
m
i=1rt(P, Yi) 6= 1).
We know from [42], Theorem 3.5, that the number m of possible algebraic
solutions is bounded. Therefore for some positive integer m such a formula will
be false. The minimal such m can be found because the existential theory of Γ
is decidable. Therefore n = m− 1.
Now we consider the case when the group K has a splitting modulo H
but not a sufficient splitting (K is solid in terminology of [42]). This case is
more complicated because we have to write that solutions corresponding to
tuples Yi, Yj , i 6= j, are not reducing and belong to different ∼MAX -equivalence
classes. This means that there exist no elements representing QH subgroups and
no elements commuting with edge groups of the JSJ decomposition ofK modulo
H such that application of generalized fractional Dehn twists corresponding to
these elements take some of these solutions to reducing solutions or take one
solution to the other. This fact can be expressed in terms of an ∃∀-sentence
that is true if and only if there exists a homomorphism H → F that can be
extended to m algebraic and not ∼MAX equivalent homomorphisms K → F.
The decidability of the ∃∀-theory of Γ was proved in the previous section. Then
the bound on m can be found effectively because we can find out for which
m the sentence is false and therefore such a homomorphism H → F does not
exist.
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6 Quantifier elimination algorithm
In this section we will prove Theorem 1. Consider the following formula
Θ(P ) = ∃Z∀X∃Y (U(A,P, Z,X, Y ) = 1 ∧ V (A,P, Z,X, Y ) 6= 1), (16)
where A is a generating set of Γ. This formula Θ(P ) is the negation of the
formula Φ considered in [21].
The existence of quantifier elimination to boolean combinations of ∀∃-formulas
for Γ was proved in [42]. Earlier it was proved in [44],[21] that every formula
in the theory of a free group F is equivalent to a boolean combination of ∀∃-
formulas. The general schemes of the proofs in [44] and in [21] is quite similar:
to use the implicit function theorem, which is Theorem 4 for a torsion free hy-
perbolic group (= existence of formal solutions in the covering closure of a limit
group) and to approximate any definable set and get its stratification using
certain verification process (based on the implicit function theorem) that stops
after a finite number of steps. But all the necessary technical results are proved
differently (using actions on R-trees in [44], and using elimination process and
free actions of fully residually free groups on Zn-trees, which is equivalent to
the existence of free length functions in Zn, in [21]). The proof in [21] is also
algorithmic. It will be more convenient for us to follow our proof in [21] and to
use our terminology but refer to [42] for necessary technical results.
To obtain effective quantifier elimination to boolean combinations of ∀∃-
formulas it is enough to give an algorithm to find such a boolean combination
that defines the same set as Θ(P ).
The procedure for a torsion free hyperbolic group Γ is similar to the one for
a free group. We recall how the procedure goes. For every tuple of elements
P¯ for which Θ(P¯ ) is true, there exists some Z¯ and (by the Merzljakov theorem
(Theorem 2.1, [42])) a solution Y = f(A, P¯ , Z¯,X) of U = 1∧V 6= 1 in F (X)∗Γ.
All formula solutions of U = 1 for all possible values of P belong to a finite
number of fundamental sequences with terminal groups ΓR(U1,i) ∗ F (X), where
U1,i = U1,i(A,P, Z, Z
(1)) and ΓR(U1,i) is a group with no sufficient splitting
modulo 〈A,P, Z〉 (this is done entirely similar to the case of a free group which
described in Section 12.2, [21]). These groups can be found by Proposition 14 as
quasi-convex closures of terminal groups of constructed fundamental sequences.
We now consider each of these fundamental sequences separately. Below we
will not write the constants A in the equations but assume that equations may
contain constants. Those values P,Z for which there exists a value of X such
that the equation
V (P,Z,X, f(Z,Z(1), P,X)) = 1
is satisfied for any function f give a system of equations on ΓR(U1,i)∗F (X). This
system is equivalent to a finite subsystem (to one equation in the case when we
consider formulas with constants). Let G be the coordinate group of this system
and Gi, i ∈ J be the corresponding fully residually Γ groups.
45
We introduced in Section 12.2, [21], the tree TX(G) which is constructed
(in the case of a free group F ) the same way as TEA(G) with X,Y considered
as variables and P,Z, Z(1) as parameters. Entirely similar such a tree can be
constructed in the case of Γ as follows. To each group Gi we assign fundamental
sequences modulo 〈P,Z, Z(1)〉. Their terminal groups are groups ΓR(V2,i), where
V2,i = V2,i(P,Z, Z
(1), Z
(2)
1 )
that do not have a sufficient splitting modulo 〈P,Z, Z(1)〉. Then we find all
formula solutions Y of the equation
U(P,Z,X, Y ) = 1
in the corrective normalizing extensions of the NTQ groups corresponding to
these fundamental sequences for X (see [27], Theorem 12). These formula solu-
tions Y are described by a finite number of fundamental sequences with terminal
groups FR(U2,i), where U2,i = U2,i(P,Z, Z
(1), Z
(2)
1 , Z
(2)). Then again we investi-
gate the values of X that make the word V (P,Z,X, Y ) equal to the identity for
all these formula solutions Y . And we continue the construction of TX(G). We
can prove that this tree is finite exactly the same way as we proved the finite-
ness of the ∀∃-tree. We will call TX(G) the parametric ∀∃-tree for the formula
Θ(P ). For each branch of the tree TX we assign a sequence of toral relatively
hyperbolic Γ-limit groups
ΓR(U1,i),ΓR(V2,i) . . . ,ΓR(Vr,i),ΓR(Ur,i)
as in [21], Section 12.2. Corresponding irreducible systems of equations are:
U1,i = U1,i(P,Z, Z
(1)),
Um,i = Um,i(P,Z, Z
(1), Z
(m)
1 , Z
(m)), m = 2, . . . , r,
which correspond to the terminal groups of fundamental sequences describing
Y of level (m,m− 1), and
Vm,i = Vm,i(P,Z, Z
(1), Z
(m)
1 ), m = 2, . . . , r
which correspond to the terminal groups of fundamental sequences describing
X of level (m,m). They correspond to vertices of TX that have distance m to
the root.
For eachm the group ΓR(Um,i) does not have a sufficient splitting modulo the
subgroup 〈P,Z, Z(1), Z
(m)
1 〉, and the group ΓR(Vm,i) does not have a sufficient
splitting modulo the subgroup 〈P,Z, Z(1)〉.
On each step we consider terminal groups of all levels. Below we will some-
times skip index i and write Um, Vm instead of Um,i, Vm,i.
Proposition 16. Let S(Z,A) = 1 be a finite system of equations over Γ, and
H ≤ ΓR(S). Let K be a terminal group of a completed fundamental sequence
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modulo H, and K does not have a sufficient splitting modulo H. Then there is an
algorithm to construct a complete system of corrective extensions of completed
canonical fundamental sequences modulo H for a complete system of reducing
quotients K1, . . . ,Km of K.
Proof. As in the proof of Proposition 14, using canonical representatives we
can construct a family of generalized equations Ω1, . . . ,Ωk in the free group F
(pi : F → Γ) [27] such that each solution of each Ωi in F (as a system of equations
in the group) corresponds to a solution of S(Z,A) = 1 in Γ, and every solution
of S(Z,A) = 1 in Γ corresponds to some solution of some Ωi as a generalized
equation (solution without cancellations). We can run the Elimination process
for each generalized equation modulo the pre-image of H (generators of H are
included in the set of variables of S(Z,A) = 1). If a generalized equation
corresponds to a generic family of solutions for a freely indecomposable NTQ
system or a freely indecomposable NTQ system modulo a subgroup, then all the
splittings on all the levels of this NTQ system are detected in the Elimination
process [30] (we called it Makanin’s process in [27]) for the generalized equation,
and produce a corresponding NTQ system over a free group. Moreover, the edge
groups for these splittings are not trivialized in the re-working process described
in Section 3.2. We will obtain in the Elimination process completed fundamental
sequences ending with groups K∗i without sufficient splitting modulo the group
H∗ generated by F and the variables corresponding to the generators of H .
Then we will obtain completed fundamental sequences for reducing quotients
of groups K∗i . Modifying the obtained by the Elimination process NTQ groups
for reducing quotients K∗i over F into NTQ groups over Γ for quotients of K,
we will obtain NTQ groups for different quotients of K but, in particular, we
will obtain them for all the maximal reducing quotients of K because the new
splittings for quotients of K will be seen in the Elimination process over a free
group. Then we have to compare the reducing quotients that we obtain and take
the Sol-maximal ones. The procedure for finding Sol-maximal Γ-limit quotients
in described in [28], Section 6.1.
6.1 Algorithm for the construction of the tree TX(G).
Proposition 17. There is an algorithm to construct the following:
1) the finite parametric ∃∀-tree TX(G),
2) for each branch of the tree TX the finite family of toral relatively hyperbolic
Γ-limit groups
ΓR(U1,i),ΓR(V2,i) . . . ,ΓR(Vr,i),ΓR(Ur,i)
described above. Each group is a quasi-convex closure of a group described
as a maximal Γ-limit quotient of a group given by a finite system of equa-
tions over Γ.
3) for each vertex of the tree, a fundamental sequence describing either Y (if
the associated group is ΓR(Uj,i)) or X (if the associated group is ΓR(Vj,i)).
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Proof. The proof follows Section 12.2, [21] (but works with Γ instead of F )
and uses the algorithm from Proposition 16 to construct a complete system of
NTQ groups (and fundamental sequences) for reducing quotients and Propo-
sition 14 that states that we can construct fundamental sequences modulo a
finite set of finitely generated subgroups algorithmically. Indeed, a fundamental
sequence describing Y on level (m,m− 1) terminates at the group ΓR(Um,i) and
a fundamental sequence describing X on level (m,m) terminates at the group
ΓR(Vm,i).
The tree TX(G) is finite, as in [21] we have schemes of levels (1, 0), (1, 1), (2, 1), (2, 2)
etc up to some number (m,m).
6.2 Configuration groups
We will concentrate on level (2, 1) now. In Definition 27 and Definition 28, [21]
we define initial fundamental sequences of levels (2, 1) and (2, 2) and width i
(the possible width is bounded) modulo P . Since we are now considering the
formula Θ such that Θ = ¬Φ for the formula Φ considered in [21], we will slightly
change the definition here. It will be more convenient to replace condition (6)
from Definition 28 of [21] by its negation and add this negation on level (2, 1).
Definition 11. Let ΓR(V2,1), . . . ,ΓR(V2,t) be the whole family of groups on level
(1, 1) constructed for a fixed group ΓR(U1,k) (k is fixed). To construct the initial
fundamental sequences of level (2,1) and width i = i1+ . . .+ it, we consider the
fundamental sequences modulo the subgroup 〈P 〉 for the groups H discriminated
by i solutions of the systems
U2,ms(P,Z, Z
(1), Z
(2,j,s)
1 , Z
(2,j,s)) = 1, j = 1, . . . is, s = 1, . . . , t,
with the properties:
(1) Z(1) are algebraic solutions of U1,k(P,Z, Z
(1)) = 1, Z
(2,j,s)
1 are alge-
braic solutions of V2,s(P,Z, Z
(1), Z
(2)
1 ) = 1, Z
(2,j,s) are algebraic solutions of
U2,ms(P,Z, Z
(1), Z
(2)
1 , Z
(2)) = 1;
(2) Z
(2,j,s)
1 are not MAX-equivalent to Z
(2,p,s)
1 , p 6= j, p, j = 1, . . . , is, s =
1, . . . , t;
(3) for any of the finite number of values of Z
(2)
1 the fundamental sequences
for V2,s(P,Z, Z
(1), Z
(2)
1 ) = 1 are contained in the union of the fundamental
sequences for U2,ms(P,Z, Z
(1), Z
(2,j)
1 , Z
(2,j)) = 1 for different values of Z(2,j,s);
(4) there is no non-equivalent Z
(2,is+1,s)
1 , algebraic, solving V2,s(P,Z, Z
(1), Z
(2)
1 ) =
1, s = 1, . . . , t.
(5) the solution P,Z, Z(1) does not satisfy a proper equation which implies
V = 1 for any value of X.
(6) for any s, the solution P,Z, Z(1), Z
(2,1,s)
1 , Z
(2,1,s) can not be extended to
a solution of some
V3,s(P,Z, Z
(1), Z
(2,1,s)
1 , Z
(2,1,s), Z
(3,1,s)
1 ) = 1.
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We call this group H a configuration group. We also call a tuple
Z,Z(1), Z
(2,j,s)
1 , Z
(2,j,s), j = 1, . . . is, s = 1, . . . , t
satisfying the conditions above a certificate for Θ for P (of level (2,1) and width
i). We add to the generators of the configuration group additional variables Q
for the primitive roots of a fixed set of elements for each certificate (these are
primitive roots of the images in Gamma of the edge groups and abelian vertex
groups in the relative JSJ decompositions of the groups ΓR(V2,1)).
Each group H from this definition is a fundamental group of some system
of equations, say
W (P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . is, s = 1, . . . , t) = 1.
For each initial fundamental sequence of level (2,1) and width i, Identically to
the proof of Lemma 27 [21], one can show that for each value of parameters P
factoring through this fundamental sequence for which there exists a certificate,
there are the following possibilities:
1. there exists a generic family of certificates (corresponding to the funda-
mental sequence),
2. any certificate in this fundamental sequence can be extended by Z
(2,is+1,s)
1
so that the whole tuple factors through one of the groups Hsurplus dis-
criminated by solutions of W = 1 together with solutions Z
(2,is+1,s)
1 → Γ
minimal with respect to fractional Dehn twists, and going through one
of the fundamental sequences for which Z
(2,is+1,s)
1 is either reducing or
Max-equivalent to one of Z
(2,j,s)
1 , j = 1, . . . , is.
In the former case we say that the fundamental sequence has depth 1, it the
latter case we will consider fundamental sequences of depth 2 (for level (2, 1)
and width i).
Notice that we do not know a system of equations defining a configuration
group. We, therefore, need the following result.
Proposition 18. Let H = ΓR(W ) be one of the configuration groups with gen-
erators
P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . , is, s = 1, . . . , t.
Then there is an algorithm to find a quasi-convex closure of each terminal group
of each fundamental sequence for H modulo P .
Proof. We will first prove the statement of the proposition for the case when Γ
is a free group. Let Γ = F . As in the proof in of Theorem 11[21], we extensively
use the technique of generalized equations described in [27], Subsection 4.3 and
Section 5 and cut equations described in Section 5.7 [27]. The reader has to
be familiar with these sections of [27]. In the proof of Theorem 11, [21] we
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show how to construct, given a group K that does not have a sufficient splitting
modulo a subgroup H , a finite system of cut equations Π (see [27], Section 7.7)
for a minimal in its Max-class solution such that the intervals of Π are labeled
by values of the generators of H . For each system
U2,ms(P,Z, Z
(1), Z
(2,j,s)
1 , Z
(2,j,s)) = 1
we construct a cut equation modulo the parametric subgroup 〈P,Z, Z(1), Z
(2,j,s)
1 〉.
The intervals of this cut equation are labeled by P,Z, Z(1), Z
(2,j,s)
1 . For the in-
tervals labeled by P,Z, Z(1) we add a cut equation for the system
V2,m(P,Z, Z
(1), Z
(2,j,s)
1 ) = 1
modulo the parametric subgroup 〈P,Z, Z(1)〉. For the intervals labeled by P,Z
we add cut equations for the system
U1,m(P,Z, Z
(1)) = 1
modulo the parametric subgroup 〈P,Z〉. The intervals labeled by P will be the
same for all these cut equations. Similarly we identify all the intervals labeled
by the same variables that occur in different cut equations. We now add to the
obtained cut equation, which can be also considered as a generalized equation,
the inequalities that guarantee that conditions (1)-(6) are satisfied. These in-
equalities are just indicating that specializations of variables corresponding to
some sub-intervals of the generalized equation must not be identities. But this
is a standard requirement for a solution of a generalized equation. For example,
we write an equation r1(Z
(2,j)
1 ) = λ1 and set that λ1 is a base of the general-
ized equation. Then the condition λ1 6= 1 must be automatically satisfied for a
solution of a generalized equation. So we can construct a finite number of gen-
eralized equations such that each certificate corresponding to minimal in their
Max-classes specializations is a solution of one of these generalized equations
GE .
We now construct fundamental sequences of solutions of the equations GE
modulo 〈P 〉. Notice that not all solutions from the fundamental sequence satisfy
the necessary inequalities, but if we restrict the sets of automorphisms on all the
levels to those whose application preserves corresponding generalized equations,
we will have solutions of inequalities too. Therefore, a generic family of solu-
tions does satisfy the inequalities. Using our standard procedure we construct
fundamental sequences induced by the subgroup with generators
P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . , is, s = 1, . . . , t.
The subgroups generated by the images of these generators in the terminal
groups of these fundamental sequences are precisely the terminal groups of the
fundamental sequences for H modulo P .
Let now Γ be a torsion free hyperbolic group. For each system
U2,ms(P,Z, Z
(1), Z
(2,j,s)
1 , Z
(2,j,s)) = 1
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over Γ we construct a system of equations over F using canonical representatives
and a cut equation modulo parameters subgroup 〈P,Z, Z(1), Z
(2,j,s)
1 〉 for this
system. For the intervals labeled by P,Z we add equations in a free group
constructed using canonical representatives for the system
U1,m(P,Z, Z
(1)) = 1
over Γ and add cut equations modulo the parameters subgroup 〈P,Z〉. The
inequalities over Γ will correspond to inequalities over F which, again, indicate
that specializations of some variables of the generalized equation must be non-
trivial. We construct fundamental sequences modulo 〈P 〉. Then we transform
these fundamental sequences into fundamental sequences over Γ as we did in
the proof of Proposition 7. Then we construct fundamental sequences induced
by the subgroup with generators
P,Z, Z(1), Z
(2,j,s)
1 , Z
(2,j,s), Q, j = 1, . . . , is, s = 1, . . . , t.
The subgroups generated by the images of these generators in the terminal
groups of these fundamental sequences are the groups we are looking for.
This implies the following result.
Corollary 3. There is an algorithm to construct the initial fundamental se-
quences for Z of level (2,1) and width i related to ΓR(V2).
Lemma 27, [21], states that the set of parameters P for which there exists
a fundamental sequence of level (2, 1) and width i and a certificate, consists of
those P for which there exists a generic family of certificates (generic certifi-
cate) and those for which all the certificates factor through a proper projective
image of this fundamental sequence. Actually, Lemma 27 deals with certificates
satisfying only properties (1)-(5), but the proof does not change if we add the
property (6) to the definition of a certificate.
For a given value of P the formula Θ can be proved on level (2,1) and depth
1 if and only if the following conditions are satisfied.
(a) There exist algebraic solutions for some system of equations Ui,coeff =
1 corresponding to (a quasi-convex closure of) the terminal group of a
fundamental sequence Vi,fund for a configuration group modulo P .
(b) These solutions do not factor through the fundamental sequences that
describe solutions from Vi,fund that do not satisfy one of the properties
(1)-(6). There is a finite number of such fundamental sequences.
(c) These solutions do not factor through (the quasi-convex closure of) the
terminal groups of fundamental sequences of level (2,1) and greater depth
derived from Vi,fund.
(d) (P,Z, Z(1)) cannot be extended to a solution of V = 1 by arbitrary X (X
of level 0) and Y of level (1,0).
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In this case there is a generic certificate of level (2, 1) width i and depth
1. These conditions can be described by a boolean combination of ∃∀-formulas
of type (15). Similarly we consider fundamental sequences of level (2, 1) width
i and depth 2 and deeper fundamental sequences of level (2, 1) width i. We
construct the projective tree (see [21], Section 11) to construct these deeper
sequences.
We now need another algorithmic result that states that the main technical
tool of the procedure of constructing the projective tree, tight enveloping NTQ
groups and fundamental sequences, can be effectively constructed.
6.3 Tight Enveloping NTQ Groups
We now have to modify the definition of a tight enveloping NTQ group and
fundamental sequence. This is done as follows. We begin with a fundamental
sequence satisfying first and second restrictions and the NTQ group for it that
we denote ΓR(L1). We denote the fundamental sequence c(L1). Let G be a
subgroup of ΓR(L1) and G = ΓR(U) be the quasi-convex closure of G. Our goal
is to construct a fundamental sequence c(U) and an NTQ group for G such that
the Kurosh rank of the NTQ group for G with respect to c(L1) is the same as
the Kurosh rank of c(U). The fundamental sequence c(U) will have also other
important properties that we will need later.
(a) We take the NTQ group induced by the image of G in ΓR(L1) from ΓR(L1)
as described in Subsection 4.3. This does not increase the Kurosh rank,
because we add only elements from abelian subgroups and conjugating
elements that are mapped to the identity on the next lower level. Denote
this group by Ind(ΓR(U)). Then we do the following.
(b) We add from the top to the bottom (considering on level i+1 the image of
the group extended on level i) those QH subgroups Q of the group ΓR(L1)
that intersect Ind(ΓR(U)) in a subgroup of finite index (in Q) and have
less free variables than the subgroup in the intersection.
(c) We add edge groups of abelian subgroups of the enveloping group that
have non-trivial intersection with Ind(ΓR(U)) if this does not increase the
Kurosh rank.
(d) The terminal level of Ind(FR(U)) admits a free decomposition induced
from the free decomposition of the terminal group of the NTQ group
ΓR(L1), M = M1 ∗ . . .Ms ∗ F , where F is a free group (possibly trivial)
and M1, . . . ,Ms are embedded into conjugates of the non-cyclic freely
indecomposable factors in the free decomposition of the terminal level of
ΓR(L1). We replace each Mi by the factor that contains it.
(e) We add to Ind(FR(U)) from bottom to top all the QH subgroups of ΓR(L1)
that have non-trivial intersection with Ind(ΓR(U)), do not have free vari-
ables, the corresponding level of Ind(ΓR(U) intersects non-trivially some
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of their adjacent vertex groups, and their addition decreases the Kurosh
rank.
(f) We add from bottom to top all the elements that conjugate different QH
subgroups (abelian vertex groups) of Ind(ΓR(U)) into the same QH sub-
group of L1 if this decreases the Kurosh rank.
(g) We add (from bottom to top) to each non-cyclic factor Hi in the free
decomposition H1∗. . .∗Ht∗F of the image of the constructed fundamental
sequence on each level, the abelian vertex groups and edge groups on this
level of c(L1) that are intersected non-trivially by Hi.
We make these steps (which we call adjustment) iteratively and denote the
obtained group by Adj(ΓR(U)). We repeat the adjustment iteratively as many
times as possible.
We call the constructed NTQ group the tight enveloping NTQ group. We will
also call the corresponding system (fundamental sequence) the tight enveloping
system (fundamental sequence). As a size of a QH subgroup Q in the tight
enveloping NTQ group we consider the size of the QH subgroup in the enveloping
group containing Q as a subgroup of a finite index.
Given a fully residually Γ group G = ΓR(U), the NTQ system W = 1 cor-
responding to a fundamental sequence for U = 1 (with the quadratic system
S1(X1, . . . , Xn) = 1 corresponding to the top level and its image), a system of
equations P = 1 with coefficients in ΓR(W ) having a solution in some exten-
sion of ΓR(W ) we construct fundamental sequences (satisfying first and second
restrictions) for P = 1 modulo the non-cyclic free factors of the second level
〈X2, . . . , Xn〉 of ΓR(W ). Consider one of these fundamental sequences and con-
struct the NTQ group for it. Denote it ΓR(L1). Suppose G is embedded into
ΓR(L1). Suppose also that the family of simple closed curves that are mapped
to the identity in each QH subgroup in S1 is compatible with such a family for
the fundamental sequence L1 (splitting of quadratic equations is compatible).
The Kurosh rank of the tight enveloping fundamental sequence (TEnv(S1;L1))
extracted from L1 is less than or equal to the Kurosh rank of S1 modulo free
factors of 〈X2, . . . , Xn〉 (because we consider only fundamental sequences com-
patible with the free factorization of the subgroup 〈X2, . . . , Xn〉 and compat-
ible with the splitting of quadratic equations as discussed in Subsections 4.1,
4.2). If the Kurosh ranks are the same, we reorganize the levels of the envelop-
ing system L1 moving down stable QH subgroups (see [21], Section 7.3) into
another system L2 so that they have the same fundamental solutions. Then
size(TEnv(S1;L2)) ≤ size(S1) for the tight enveloping fundamental sequence
for S1 = 1 constructed from the system L2. If all the parameters (Kurosh
rank, size, ab) are the same, then TEnv(S1;L2) has one level, and the abelian
decomposition has the same graph and QH and abelian vertex groups as S1. No-
tice, that the Kurosh rank of the tight enveloping NTQ fundamental sequence
(TEnv(S1;L2)) is the same as the maximal Kurosh rank of the corresponding
subgroup in the terminal group in the enveloping fundamental sequence modulo
free non-cyclic factors of 〈X2, . . . , Xn〉. (Notice also that we do not induce the
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fundamental sequence by the terminal free factor of S1 = 1 (generated by free
variables of quadratic equations in S1 = 1), we just take its image in ΓR(L2).)
Suppose now that H ≤ ΓR(W ), and (TEnv(H ;S1)) is a tight enveloping fun-
damental sequence for H . Then one can construct a tight enveloping fundamen-
tal sequence (TEnv(H ;L1)) for H such that the Kurosh rank of (TEnv(H ;L1))
is bounded by the Kurosh rank of (TEnv(H ;S1)) and in the case of equality
one can modify the system L1 into L2 so that they have the same fundamen-
tal solutions, and (size, ab) for (TEnv(H ;L2)) is bounded by the (size, ab) for
(TEnv(H ;S1)). In the case of the equality (TEnv(H ;L2)) has one level, and
the abelian decomposition is similar to the decomposition for (TEnv(H ;S1)).
Proposition 19. 1) Given a fully residually Γ group G = ΓR(U), the canonical
NTQ system W = 1 corresponding to a branch of the canonical embedding tree
TCE(ΓR(U)) of the system U = 1, a system of equations P = 1 with coefficients
in ΓR(W ) having a solution in some extension of ΓR(W ), there is an algorithm
for the construction of tight enveloping NTQ groups and fundamental sequences.
2) The bound in Lemma 28 from [21] can be found effectively.
Proof. 1) The first algorithm can be constructed using Proposition 1, because
the construction begins with the induced NTQ group Ind(FR(U)), and this group
is relatively hyperbolic as well as ΓR(L1). Indeed, in the construction of tight
enveloping fundamental sequences and systems we have to solve the following
algorithmic problems: find intersection of conjugates of relatively quasi-convex
subgroups of total relatively hyperbolic groups and conjugating elements, and
find solution sets of quadratic systems of equations in NTQ groups (to determine
the rank of a QH subgroup). The first problem is decidable by Proposition 1,
the second is solvable by Proposition 10.
2) The bound in Lemma 28 from [21] can be found effectively as in Theorem
7.
We also consider similarly fundamental sequences of all levels (m,m−1). We
now can make all the steps of the quantifier elimination procedure (to boolean
combination of formulas (15)) algorithmically.
This proves Theorem 1.
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