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Abstract
We present a rigorous and functorial quantization scheme for affine
field theories, i.e., field theories where local spaces of solutions are affine
spaces. The target framework for the quantization is the general boundary
formulation, allowing to implement manifest locality without the necessity
for metric or causal background structures. The quantization combines
the holomorphic version of geometric quantization for state spaces with
the Feynman path integral quantization for amplitudes. We also develop
an adapted notion of coherent states, discuss vacuum states, and consider
observables and their Berezin-Toeplitz quantization. Moreover, we derive
a factorization identity for the amplitude in the special case of a linear
field theory modified by a source-like term and comment on its use as a
generating functional for a generalized S-matrix.
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1 Introduction
Ever since its inception, efforts have been made to put quantum field theory
on an axiomatic basis. There are multiple objectives behind such undertakings.
Conceptually, one would like to have a better understanding of what quantum
field theory “really is” (and what it is not), possibly including an elucidation
of aspects of the meaning or interpretation of quantum theory itself. Math-
ematically, an axiomatic system offers a rigorous definition and a context to
make mathematically precise statements about certain quantum field theories
or quantum field theory as such. Finally, an axiomatic formulation may help
to indicate how quantum field theories can be extended to realms where they
have not previously been experimentally tested. An important example for the
latter is the extension from Minkowski space to more general curved spacetime.
An axiomatic approach that has proven particularly useful in this latter
respect is algebraic quantum field theory (AQFT) [1]. In AQFT the causal
structure of spacetime is intimately entwined with the algebraic structure of
the objects of the quantum theory. This has advantages and disadvantages.
Most notably, this leads to a very concise way of encoding local physics in a
spacetime region, with just one core mathematical structure (a von Neumann
or C∗ algebra) per spacetime region. Moreover, in quantization prescriptions
this structure is directly linked to the classical observables in that spacetime
region. This conciseness combined with mathematical rigor has justifiably fas-
cinated physicists and mathematicians over the decades, making it today the
best developed axiomatic approach to quantum field theory.
On the other hand, the central role played by causality in the core structure
of AQFT makes it indispensable as a fixed ingredient of spacetime. This pre-
cludes the direct applicability of AQFT to situations where such a structure is
not a priori given.
This limitation, which is even more stringent in most other approaches to
quantum field theory, has motivated a new axiomatic approach, called the gen-
eral boundary formulation (GBF). The GBF has been put forward with the
express aim of disentangling the elementary mathematical objects of a theory
(in this case states, amplitudes, observables) and their basic physical interpre-
tation, from the metric or causal structure of spacetime. This is achieved on
the one hand by explicitly localizing states on hypersurfaces and amplitudes in
spacetime regions [2] in the spirit of topological quantum field theory [3]. On the
other hand this requires an extension of the probability postulates of quantum
theory for amplitudes [4] and observables [5]. While still considerably less devel-
oped than, say, AQFT, the GBF offers the perspective of further extending the
realm of quantum field theory to contexts where spacetime is not equipped with
a predetermined metric or causal background structure. It is widely expected
that a quantum theory of gravity should live precisely in such a “background
independent” context.
Most realistic quantum field theories are obtained or at least motivated
through a process of quantization starting with a classical field theory. It is thus
important for the usefulness of a given axiomatic approach that there be quan-
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tization prescriptions that produce the elementary objects which are the subject
of the axioms starting from data encoding a classical field theory. In the case
of the GBF the quantization prescription most straightforwardly adapted from
well known tools of quantum (field) theory is Schrödinger-Feynman quantization
[4, 6], which combines the Schrödinger representation [7] for state spaces with
the Feynman path integral [8] for amplitudes. This quantization prescription
has been successfully applied in various contexts including a non-perturbative
integrable model [9], a generalization of the perturbative S-matrix [10], and
in curved spacetime [11, 12]. Even though many of these applications lead to
structures that rigorously satisfy the axioms, the quantization prescription itself
is not rigorously formulated, at least not in its present form.
Ideally, quantization should not only be rigorous, but should provide some-
thing like a functor from a category of classical theories to a category of quantum
theories. For the GBF such a functorial quantization scheme has indeed been
described recently for the case of linear field theory [13]. There, the concept
of a linear classical field theory is axiomatized and a construction is given that
produces from the elementary objects of such a classical theory the elementary
objects of a quantum field theory in the framework of the GBF. In particular,
it is proven that the objects of the quantum theory obtained in this way do in-
deed satisfy the axioms of the GBF. Moreover, although it is not made explicit
there, this construction is functorial, and in many ways so. For example, for a
given system of spacetime hypersurfaces and regions we obtain a functor if we
take the categories of classical and quantum field theories with morphisms given
by the respective notion of “subtheory”: On the classical side a “subtheory” is
obtained by restricting the local spaces of solutions consistently to subspaces,
while on the quantum side a “subtheory” is obtained by decomposing the local
Hilbert spaces of states into tensor products and selecting one component in a
consistent way. Other possibilities for choices of categories include ones where
each object carries its own system of hypersurfaces and regions etc.
A classical linear field theory is formalized in [13] as follows: For each re-
gion in spacetime we are given a real vector space of solutions of the field
equations. Also, for each hypersurface in spacetime we are given a real vector
space of germs of solutions. The latter spaces are moreover equipped with non-
degenerate symplectic forms. Then, the natural maps from the former spaces
to the latter (restricting solutions in regions to neighborhoods of the bound-
ary) have to yield Lagrangian subspaces with respect to these symplectic forms.
Although perhaps not obviously so, these conditions are well motivated from
Lagrangian field theory. An additional ingredient which might be seen as struc-
ture already pertaining to the quantum realm is a compatible complex structure
on the solution space for each hypersurface. This summarizes the axioms given
in [13] for a classical linear field theory in an informal language.
The quantization prescription consists then of a combination of a version of
geometric quantization for hypersurfaces and a certain integral quantization for
regions. For each hypersurface, the construction of the associated Hilbert space
of states is equivalent to the usual Fock space construction, where the phase
space (here really the space of germs of classical solutions in a neighborhood of
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the hypersurface) with additional symplectic and complex structure is seen as
the (dual of the) 1-particle Hilbert space. However, it is realized concretely as a
space of holomorphic functions in the spirit of Bargmann. From the point of view
of geometric quantization this is really the space of Kähler polarized sections
of the prequantum bundle. For each region, the quantization prescription in
[13] is given by a seemingly ad hoc integral prescription, although verified by
providing the “right” results in certain examples.
In the present paper we consider affine field theory, as a first case of a rig-
orous and functorial quantization prescription targeting the GBF beyond linear
field theory. By affine field theory we mean here field theory with affine spaces
of local solutions and such that the natural symplectic forms associated to hy-
persurfaces are invariant with respect to the affine structure in addition to being
non-degenerate. In many ways this can be seen as a generalization of the linear
case and its treatment in [13]. For hypersurfaces, this requires a refinement of
the geometric quantization prescription (Section 2.3), clarifying the role of the
prequantum bundle and its relevant trivializations. For regions, we motivate
the quantization as a variant of the Feynman path integral prescription (Sec-
tion 2.4), thus justifying at the same time the origin of the prescription given
in [13] as a special case of this.
Based on a suitable geometric setting for spacetime (Section 3.1), the axioms
for classical field theory (Section 3.2) are a relatively straightforward generaliza-
tion of those for linear field theory given in [13]. However, they involve additional
structural elements from Lagrangian field theory (see Sections 2.1 and 2.2), no-
tably the action and the symplectic potential. Also, they are considerably more
extensive as both local spaces of solutions and their tangent spaces need to be
kept track of separately since they are no longer canonically identified.
The central part of this paper is Section 4 where the quantization prescrip-
tion is specified rigorously and the validity of the GBF core axioms (listed in
Section 3.3) is proven. As in [13] the Hilbert spaces of states associated to
hypersurfaces are realized concretely as spaces of functions (Section 4.1). How-
ever, the domain spaces (or rather their extensions) for these functions do not
directly carry measures as in [13]. Rather, any choice of base point gives rise to
an identification with a space of holomorphic functions with a measure on (an
extension of) the domain space. This is then used to obtain the inner product,
which turns out to be independent of the base point. In terms of geometric
quantization these different function spaces arise from different trivializations
of the prequantum bundle.
In Section 4.2, coherent states are defined. These are called affine coher-
ent states to distinguish them from the usual coherent states (used in [13]).
While the latter can also be “imported” into the affine setting, their definition
and properties are base point dependent and therefore less convenient than the
manifestly base point independent affine coherent states. In Section 4.3 the
amplitude functions are defined and some of their elementary properties con-
sidered. In particular, an explicit formula for the amplitude of coherent states
is obtained, generalizing the corresponding result from the case of linear field
theory. Section 4.4 provides a proof of the gluing axiom, with the other GBF
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core axioms already proven in the previous sections. As in [13] the proof of this
last axiom requires an additional integrability condition on the classical data.
In Section 5 some further aspects of the proposed quantization prescription
are considered: Section 5.1 discusses some aspects of the picture that emerges if
we choose to focus on amplitudes that may be viewed as “transition” amplitudes
in a context of “evolution” between hypersurfaces. In Section 5.2 vacua in the
sense of [4] are discussed. Unsurprisingly, there is no longer a preferred vacuum
in the affine theory as there is in the linear theory. Nevertheless the finding
in [13] that each global solution of the classical theory gives rise to a vacuum
remains true in the affine setting. The relation between the linear and the
affine setting on the quantum level is clarified in Section 5.3. Observables in
the sense of [5] are discussed in Section 5.4. In particular, the Berezin-Toeplitz
quantization of observables given in [5] for the linear setting is generalized to the
affine setting, including a generalization of the coherent factorization property.
Finally, in Section 6 we consider in some detail a special case of particular
interest. A linear field theory is given in a spacetime region. In the interior
of that region a linear term is added to the action making the theory there
affine. We are then interested in describing this affine theory in terms of the
original linear theory. This turns out to lead to a remarkable factorization of
the amplitude of the affine theory (Section 6.1). An important example for
this setting is the case where the linear addition to the action is a source term
(Section 6.2) in which case the resulting amplitude may be seen as leading to a
generator of the perturbative S-matrix. In an evolution picture (Section 6.3) one
recovers a generalization of the well known particle creation from the vacuum
through a source.
Section 7 presents a brief outlook.
Coming back to issues mentioned at the beginning of this section, we stress
that all constructions and results of this paper (except where explicitly stated
otherwise) apply to field theory understood in a rather abstract and general
sense. In particular, nowhere do we need to assume a particular spacetime
metric or causal structure or even the existence of such a structure.
Various constructions in Section 4 as well as most proofs in this paper build
on results of [13], to which we refer the interested reader for those details.
2 Motivation of quantization scheme
The quantization scheme put forward in this paper may be seen as a combination
of a geometric quantization (for state spaces) with a Feynman path integral
quantization (for amplitudes). We proceed to explain this in the present section.
2.1 Ingredients from classical field theory
We recall certain elementary ingredients of Lagrangian field theory here, relying
on the conventions and notation in [13]. Thus, we suppose a classical field theory
to be defined on a smooth spacetime manifold T of dimension d and determined
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by a first order Lagrangian density Λ(ϕ, ∂ϕ, x) with values in d-forms on T .
Here x ∈ T denotes a point in spacetime, ϕ a field configuration at a point and
∂ϕ the spacetime derivative at a point of a field configuration. We shall assume
that the configurations are sections of a trivial vector bundle over T . We shall
also assume in the following that all fields decay sufficiently rapidly at infinity
where required (i.e., where regions or hypersurfaces are non-compact).
Given a spacetime region M and a field configuration φ in M its action is
given by
SM (φ) :=
∫
M
Λ(φ(·), ∂φ(·), ·). (1)
SM is usually viewed as a real valued function on the space of field configurations
on M . However, in the following we will often be interested only in the value
of SM on the space AM of solutions of the Euler-Lagrange equations in M .
Given a hypersurface Σ we denote by AΣ the space of (germs of) solutions of
the Euler-Lagrange equations in a neighborhood of Σ. The symplectic potential
is then the one-form on AΣ defined as
(θΣ)φ(X) := −
∫
Σ
Xa ∂µy
δΛ
δ ∂µϕa
∣∣∣∣
φ
. (2)
Here φ ∈ AΣ while X is a tangent vector to φ, i.e., an element of the space TφAΣ
of solutions linearized around φ. The restriction of solutions in the interior of a
region M to its boundary ∂M induces a map aM : AM → A∂M . Given φ ∈ AM
this induces a map between linearized solutions (a∗M )φ : TφAM → TaM(φ)A∂M .
The symplectic potential is then related to the exterior derivative of the action
via
(θ∂M )aM (φ)((a
∗
M )φ(X)) = −(dSM )φ(X). (3)
For a hypersurface Σ, the symplectic form is the two-form on AΣ given by the
exterior derivative of the symplectic potential,
(ωΣ)φ(X,Y ) = (dθΣ)φ(X,Y ) = −
1
2
∫
Σ
(
(XbY a − Y bXa) ∂µy
δ2Λ
δϕbδ ∂µϕa
∣∣∣∣
φ
+(Y a∂νXb −Xa∂νY b) ∂µy
δ2Λ
δ ∂νϕbδ ∂µϕa
∣∣∣∣
φ
)
. (4)
We shall assume that the symplectic structure is always non-degenerate.
Note that a change of orientation of the hypersurface Σ changes the sign of
the symplectic potential in (2) and consequently that of the symplectic form
in (4). In quantization schemes that consider a global space of solutions in T ,
the orientation of the (then usually spacelike) hypersurface Σ has no particular
importance and the sign of the symplectic potential and the symplectic form
is chosen in a manner convenient for the quantization. Indeed, in text books
the formulas (2) and (4) are often presented with the opposite sign. For our
purposes, however, the choice of sign turns out to be uniquely determined by
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the interplay between geometric quantization on hypersurfaces and Feynman
quantization on regions. The key is here the relative sign in equation (3). We
will come back to this issue in Section 4.3.
Recall that given a region M and a solution φ ∈ AM , the space TφAM of
solutions linearized around φ is an isotropic subspace of TaM(φ)A∂M as follows by
taking the exterior derivative on both sides of (3) and noticing that ddSM = 0.
In many cases of interest this subspace is also coisotropic and hence Lagrangian,
see [13] for further remarks on this point.
2.2 Specializing to affine field theory
We specialize now to the type of field theory of principal interest in the present
paper: affine field theory. We proceed to explain exactly what we mean by
this. Firstly, we suppose that the spaces of solutions AM for regions M and
AΣ for hypersurfaces Σ are affine spaces. That is, there exist corresponding
real vector spaces LM and LΣ with transitive and free abelian group actions
LM × AM → AM and LΣ × AΣ → AΣ respectively, written as addition “+”.
This allows to identify canonically all the tangent spaces TφAM with LM and
TφAΣ with LΣ respectively. On hypersurfaces, the symplectic potential may
then be seen as a map θΣ : AΣ × LΣ → R, linear in the second argument. We
shall switch from here onwards to the notation θΣ(ϕ, ξ) instead of the previous
notation (θΣ)ϕ(ξ). Our second key assumption is that the symplectic potential
is equivariant with respect to the affine structure in the following sense: There
exists a bilinear form [·, ·]Σ : LΣ × LΣ → R such that
θΣ(ϕ+ ξ, φ) = θΣ(ϕ, φ) + [ξ, φ]Σ ∀ϕ ∈ AΣ, ∀ξ, φ ∈ LΣ. (5)
This implies in turn that the symplectic structure is independent of the base
point and may be viewed as an anti-symmetric bilinear map ωΣ : LΣ×LΣ → R
given in terms of the symplectic potential as follows,
ωΣ(φ, φ′) =
1
2
[φ, φ′]Σ −
1
2
[φ′, φ]Σ ∀φ, φ′ ∈ LΣ. (6)
For a region M , the relation (3) can then be integrated to determine the action
SM in terms of the symplectic potential θ∂M , up to a constant,
SM (η) = SM (η′)−
1
2
θ∂M (η, η − η′)−
1
2
θ∂M (η′, η − η′) ∀η, η′ ∈ AM . (7)
For simplicity of notation we have omitted writing explicitly the composition
with the map aM : AM → A∂M in the arguments of the symplectic potential.
2.3 Ingredients from geometric quantization
In order to construct the quantum state spaces associated to hypersurfaces we
will use ingredients from geometric quantization. We thus proceed to give a
lightning review of geometric quantization with special attention to the relevant
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case of holomorphic or Kähler quantization. We warn the reader that the follow-
ing account is mostly based on thinking of phase space as a finite-dimensional
manifold. Moreover, it is highly simplified and inaccurate in various respects.
Nevertheless, it will suffice for our purposes. For a proper appreciation of geo-
metric quantization we refer to standard text books such as [14].
Geometric quantization of a classical phase space A with symplectic two-
form ω proceeds in two steps: A hermitian line bundle B, the prequantum
bundle is constructed over A, equipped with a connection ∇ whose curvature is
given by the symplectic form ω. The prequantized Hilbert space H is then given
by square-integrable sections of B with respect to a measure µ that is invariant
under symplectic transformations. The inner product between sections s′, s is
thus,
〈s′, s〉 =
∫
(s′(η), s(η))η dµ(η), (8)
where (·, ·)η denotes the hermitian inner product on the fiber over η ∈ A. Note
that a symplectic potential, i.e., a one-form θ over A such that ω = dθ gives
rise to a trivialization of the bundle B through the choice of a special section
s : A→ B that satisfies
∇Xs = −i θ(X) · s (9)
for all vector fields X on A. Any other section of B can then be obtained as fs,
where f is a complex valued function on A. We then have
∇X(fs) = (−i θ(X) · f + df(X)) s. (10)
Moreover, by adjusting the overall normalization of s if necessary we can arrange
(s(η), s(η))η = 1 ∀η ∈ A. (11)
The inner product (8) may then be written as,
〈f ′s, fs〉 =
∫
f ′(η)f(η) dµ(η). (12)
While H is usually “too large”, the “true” Hilbert space of states H is then
obtained by a suitable restriction ofH through a polarization. This is the second
step. A polarization consists roughly of a choice of Lagrangian subspace Pη of
the complexified tangent space TηAC for each point η ∈ A. One then defines
polarized sections of B to be those s : B → A satisfying
∇
X
s = 0, (13)
where X is a complex vector field valued at each point η ∈ A in the polarized
subspace Pη ⊆ TηAC. The restriction of H to the polarized sections yields the
Hilbert space H.
In the holomorphic case, the polarization is induced by a complex struc-
ture Jη on the tangent spaces TηA, which is at the same time a symplectic
transformation. Then, φ 7→ 12 (φ − iJηφ) projects onto the polarized subspace
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Pη ⊆ TηA
C. At least locally, there exists then a Kähler potential K : A → R
and an adapted complex symplectic potential Θ such that
Θ = −i
∑
i
∂K
∂zi
dzi, (14)
where {zi} are local holomorphic coordinates with respect to the complex struc-
ture J . We can choose a (local) section u of B satisfying (9) with respect to
the complex one-form Θ to trivialize B. Then, general sections of B can be
obtained as fu with f a complex valued function on A. They satisfy the ana-
logue of equation (10) with θ replaced by Θ and s replaced by u. The point is
that the subspace of polarized sections admits a simple description in terms of
this trivialization. Namely, the polarized sections are now precisely the sections
fu, where f is a holomorphic function on A. Since Θ is complex, the section
u cannot be normalized in analogy to (11). However, it can be related to the
section s that satisfies (9) with respect to a given real symplectic potential θ.
Indeed, let α be the complex function on A such that u = αs. Then, we can
use (12) to write the inner product on H as follows,
〈f ′u, fu〉 =
∫
f ′(η)f(η) |α(η)|2 dµ(η). (15)
As already mentioned the above account of geometric quantization is inaccu-
rate in various respects. Nevertheless it is good enough to motivate our further
discussion which will be limited to the case of affine field theory. Thus, we seek
to quantize the space of solutions AΣ associated to a hypersurface Σ. The key
additional ingredient apart from the classical data already described is a complex
structure on the tangent spaces of AΣ. Since these tangent spaces are all canon-
ically identified with LΣ and the symplectic structure is independent of the base
point it will suffice to consider a single complex structure on LΣ as was the case
in the treatment of linear field theory in [13]. Thus, the complex structure is a
linear map JΣ : LΣ → LΣ satisfying J2Σ = −idΣ and ωΣ(JΣ(·), JΣ(·)) = ωΣ(·, ·).
This gives rise to the symmetric bilinear form gΣ : LΣ × LΣ → R by
gΣ(φ, η) := 2ωΣ(φ, JΣη) ∀φ, η ∈ LΣ. (16)
We shall assume that this form is positive definite. The next step is to complete
LΣ to a real Hilbert space with the inner product gΣ. (We will continue to write
LΣ for this completion.) It is then true that the sesquilinear form
{φ, η}Σ := gΣ(φ, η) + 2iωΣ(φ, η) ∀φ, η ∈ LΣ (17)
makes LΣ into a complex Hilbert space, where multiplication with i is given by
applying JΣ.
As discussed above, the complex structure JΣ defines a polarization and
implies the existence of a Kähler potential. The Kähler potential is not unique,
but a choice of base point η ∈ AΣ gives a natural definition of K
η
Σ : AΣ → R via
K
η
Σ(ϕ) :=
1
2
gΣ(ϕ− η, ϕ− η). (18)
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The adapted symplectic potential ΘηΣ : AΣ × LΣ → C is then,
ΘηΣ(ϕ, ξ) = −
i
2
{ϕ− η, ξ}Σ. (19)
Recall that on the other hand we have the real symplectic potential θΣ : AΣ ×
LΣ → R. Suppose sΣ and u
η
Σ are sections of the prequantum bundle BΣ over
AΣ satisfying (9) with respect to θΣ and Θ
η
Σ respectively. Moreover suppose
that sΣ is normalized in the sense of (11). Let α
η
Σ : AΣ → C be such that
u
η
Σ = α
η
ΣsΣ. Then, it follows from (10) applied with θΣ on the one hand and
with ΘηΣ on the other that,
dαηΣ = −iα
η
Σ(Θ
η
Σ − θΣ). (20)
This determines αηΣ up to a constant factor, which is unimportant as it can be
reabsorbed into the normalization of uηΣ. We set
α
η
Σ(ϕ) := exp
(
i
2
θΣ(η, ϕ− η) +
i
2
θΣ(ϕ,ϕ− η)−
1
4
gΣ(ϕ − η, ϕ− η)
)
. (21)
We would then like to define the Hilbert space HΣ to consist of sections of B
that can be written as fuηΣ with f a holomorphic function on A. The inner
product would be given by formula (15), where µ is a probability measure on
AΣ invariant under translations by elements of LΣ. Indeed, if AΣ is finite-
dimensional this immediately yields a nicely defined Hilbert space. However,
in the more interesting case that AΣ is infinite-dimensional no such measure µ
exists. Thinking of the factor |α|2 in (15) as being part of a measure ν = |α|2µ
improves the situation. Still, no such measure ν exists on AΣ. However, thinking
of ν as living on LΣ rather than on AΣ and suitably extending to a larger space
LˆΣ does yield a well-defined measure. Such measures are well known, see e.g.
[15] and an explicit construction suitable for the present setting was provided
in [13]. The latter will be used in Section 4 to give a properly defined analogue
of (15).
2.4 Ingredients from Feynman quantization
Attempts to construct the amplitude maps associated to spacetime regions via
quantization schemes that describe (time-)evolution through infinitesimal gen-
erators meet considerable difficulties. (Recall for example the difficulties in
making the Tomonaga-Schwinger approach [16, 17] well defined.) In contrast,
the Feynman path integral provides a conceptually much more satisfying ap-
proach to amplitudes. Of course, it comes with its own difficulties, but these do
not show up in the simple setting of affine field theory considered here.
Recall in particular, that the combination of the Feynman path integral with
the Schrödinger representation yields a rather direct construction of amplitude
maps [4, 6]. To put this into the present context we recall that the Schrödinger
representation may be seen as a particular case of geometric quantization with a
real polarization. In the language of Section 2.3, given a point η in the space of
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solutions A, the polarized subspace Pη of the complexified tangent space TηAC
arises as the complexification of a real subspace Qη of the real tangent space
TηA. More specifically, in the case of the Schrödinger representation Qη is the
subspace generated by the “momenta” ∂φ (in the notation of Section 2.1). Fix s
to be the section of the prequantum bundle B over A satisfying (9) with respect
to the symplectic potential (2) as well as (11). Then, the polarized sections of
B are those that take the form fs, where f is a complex function on A that
depends only on “position” coordinates φ.
If M is a spacetime region and fs∂M a state in the Schrödinger polarized
boundary Hilbert space, its amplitude is given heuristically by the Feynman
path integral via
ρM (fs∂M ) =
∫
KM
f(ζ) exp (iSM (ζ)) dµ(ζ), (22)
where KM is the space of field configurations in M and µ is a measure on it
that is invariant under symplectic transformations. Of course, no such measure
exists and even the precise definition of the spaceKM may be unclear. As a first
step to improve the situation we assume that there is a correspondence between
field configuration data on the boundary and solutions in the interior, i.e., KM
splits additively into KM = AM ⊕K0M , where AM is the space of solutions inM
while K0M is the space of field configurations in M that vanish on the boundary.
Then, (22) may be rewritten as
ρM (fs∂M ) =
∫
AM
f(ζ)
(∫
K0
M
exp (iSM (ζ +∆)) dµ(∆)
)
dµ(ζ). (23)
To further improve the situation we switch to the special case of affine field
theory. The action SM is thus a polynomial of degree two on KM and by the
variational principle we obtain SM (ζ +∆) = SM (ζ) + FM (∆) for ζ ∈ AM and
with FM some function. (In the case where SM is quadratic FM = SM .) This
allows to factorize the inner integrand in (23) and, discarding a normalization
factor that only depends on M , to arrive at the expression
ρM (fs∂M ) =
∫
AM
f(ζ) exp (iSM (ζ)) dµ(ζ). (24)
This is still ill-defined, but it turns out (Section 4.3) that the problem with the
definition of the measure may be resolved in a manner similar to that indicated
in the previous Section.
In the present paper, however, we take (24) as a motivation for defining
amplitudes by the same (rigorous equivalent of) formula (24), but with the
Schrödinger representation replaced by the holomorphic representation, dis-
cussed in the previous Section. That is, instead of f being a function on field
configurations it is taken to have the form f = f˜αηΣ, where f˜ is a holomorphic
function on A∂M . (η ∈ AM is a base point, the choice of which is irrelevant
at this point.) As will be shown elsewhere, this replacement step can be jus-
tified rigorously. For purposes of the present paper we merely offer the partial
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justification that in both cases (Schrödinger and holomorphic) we are interpret-
ing formula (24) at least with respect to the very same trivialization of the
prequantum bundle.
3 Axioms for classical and quantum field theory
3.1 Geometric data
In the previous section we have referred to regions and hypersurfaces in some
fixed global spacetime. In contrast, from now on we will use a notion of space-
time in the spirit of topological quantum field theory, which is more abstract,
but also more flexible. Nevertheless, a precise meaning is given to the concepts
of region and hypersurface. While the setting we use is identical to that of [13]
we recall it briefly here for completeness.
Concretely, our geometric setting is the following: There is a fixed positive
integer d ∈ N, the dimension of spacetime. We are given a collection of ori-
ented topological manifolds of dimension d, possibly with boundary, that we
call regions. Furthermore, there is a collection of oriented topological manifolds
without boundary of dimension d− 1 that we call hypersurfaces. All manifolds
may only have finitely many connected components. When we want to empha-
size explicitly that a given manifold is in one of those collections we also use the
attribute admissible. These collections satisfy the following requirements:
• Any connected component of a region or hypersurface is admissible.
• Any finite disjoint union of regions or of hypersurfaces is admissible.
• Any boundary of a region is an admissible hypersurface.
• If Σ is a hypersurface, then Σ, denoting the same manifold with opposite
orientation, is admissible.
It will turn out to be convenient to also introduce empty regions. An empty
region is topologically simply a hypersurface, but thought of as an infinitesi-
mally thin region. Concretely, the empty region associated with a hypersurface
Σ will be denoted by Σˆ and its boundary is defined to be the disjoint union
∂Σˆ = Σ ∪ Σ. There is one empty region for each hypersurface (forgetting its
orientation). When an explicit distinction is desirable we refer to the previously
defined regions as regular regions.
There is also a notion of gluing of regions. Suppose we are given a region
M with its boundary a disjoint union ∂M = Σ1 ∪ Σ ∪ Σ′, where Σ′ is a copy
of Σ. (Σ1 may be empty.) Then, we may obtain a new manifold M1 by gluing
M to itself along Σ,Σ′. That is, we identify the points of Σ with corresponding
points of Σ′ to obtain M1. The resulting manifold M1 might be inadmissible,
in which case the gluing is not allowed.
Depending on the theory one wants to model, the manifolds may carry addi-
tional structure such as for example a differentiable structure or a metric. This
12
has to be taken into account in the gluing and will modify the procedure as
well as its possibility in the first place. Our description above is merely meant
as a minimal one. Moreover, there might be important information present in
different ways of identifying the boundary hypersurfaces that are glued. Such a
case can be incorporated into our present setting by encoding this information
explicitly through suitable additional structure on the manifolds.
For brevity we shall refer to a collection of regions and hypersurfaces with
the properties given above as a spacetime system. A spacetime system can be in-
duced from a global spacetime manifold by taking suitable submanifolds. (This
setting was termed a global background in [4].) On the other hand, a spacetime
system may arise by considering regions as independent pieces of spacetime that
are not a priori embedded into any global manifold. Indeed, depending on the
context, it might be physically undesirable to assume knowledge of, or even
existence of, a fixed global spacetime structure.
3.2 Classical data
Given a spacetime system, the considerations of Section 2 motivate the following
axiomatic definition of a classical affine field theory. At the same time these
axioms provide a natural generalization of the respective axioms presented in
[13] for the case of linear field theory.
(C1) Associated to each hypersurface Σ is a complex separable Hilbert space
LΣ and an affine space AΣ over LΣ with the induced topology. The latter
means that there is a transitive and free abelian group action LΣ×AΣ →
AΣ which we denote by (φ, η) 7→ φ+η. The inner product in LΣ is denoted
by {·, ·}Σ. We also define gΣ(·, ·) := ℜ{·, ·}Σ and ωΣ(·, ·) := 12ℑ{·, ·}Σ
and denote by JΣ : LΣ → LΣ the scalar multiplication with i in LΣ.
Moreover we suppose there are continuous maps θΣ : AΣ × LΣ → R and
[·, ·]Σ : LΣ × LΣ → R such that θΣ is real linear in the second argument,
[·, ·]Σ is real bilinear, and both structures are compatible via
[φ, φ′]Σ + θΣ(η, φ′) = θΣ(φ+ η, φ′) ∀η ∈ AΣ, ∀φ, φ′ ∈ LΣ. (25)
Finally we require
ωΣ(φ, φ′) =
1
2
[φ, φ′]Σ −
1
2
[φ′, φ]Σ ∀φ, φ′ ∈ LΣ. (26)
(C2) Associated to each hypersurface Σ there is a homeomorphic involution
AΣ → AΣ and a compatible conjugate linear involution LΣ → LΣ under
which the inner product is complex conjugated. We will not write these
maps explicitly, but rather think of AΣ as identified with AΣ and LΣ
as identified with LΣ. Then, {φ
′, φ}Σ = {φ
′, φ}Σ and we also require
θΣ(η, φ) = −θΣ(η, φ) and [φ, φ
′]Σ = −[φ, φ
′]Σ for all φ, φ′ ∈ LΣ and η ∈
AΣ.
13
(C3) Suppose the hypersurface Σ decomposes into a disjoint union of hyper-
surfaces Σ = Σ1 ∪ · · · ∪ Σn. Then, there is a homeomorphism AΣ1 ×
· · · × AΣn → AΣ and a compatible isometric isomorphism of complex
Hilbert spaces LΣ1 ⊕ · · · ⊕LΣn → LΣ. Moreover, these maps satisfy obvi-
ous associativity conditions. We will not write these maps explicitly, but
rather think of them as identifications. Also, θΣ = θΣ1 + · · · + θΣn and
[·, ·]Σ = [·, ·]Σ1 + · · ·+ [·, ·]Σn .
(C4) Associated to each regionM is a real vector space LM and an affine space
AM over LM . Also, there is a map SM : AM → R.
(C5) Associated to each region M there is a map aM : AM → A∂M and a
compatible linear map of real vector spaces rM : LM → L∂M . We denote
by AM˜ the image of AM under aM and by LM˜ the image of LM under
rM . LM˜ is a closed Lagrangian subspace of the real Hilbert space L∂M
with respect to the symplectic form ω∂M . We often omit the explicit
mention of the maps aM and rM . We also require SM (η) = SM (η′) if
aM (η) = aM (η′), and
SM (η) = SM (η′)−
1
2
θ∂M (η, η − η′)−
1
2
θ∂M (η′, η − η′) ∀η, η′ ∈ AM .
(27)
(C6) Let M1 and M2 be regions and M := M1 ∪M2 be their disjoint union.
Then, there is a bijection AM1 × AM2 → AM and a compatible isomor-
phism of real vector spaces LM1 ⊕LM2 → LM such that aM = aM1 × aM2
and rM = rM1 × rM2 . Moreover, these maps satisfy obvious associativity
conditions. Hence, we can think of them as identifications and omit their
explicit mention in the following. We also require SM = SM1 + SM2 .
(C7) Let M be a region with its boundary decomposing as a disjoint union
∂M = Σ1 ∪ Σ ∪ Σ′, where Σ′ is a copy of Σ. Let M1 denote the gluing of
M to itself along Σ,Σ′ and suppose that M1 is a region. Note ∂M1 = Σ1.
Then, there is an injective map a
M ;Σ,Σ′ : AM1 →֒ AM and a compatible
injective linear map r
M ;Σ,Σ′ : LM1 →֒ LM such that
AM1 →֒ AM ⇒ AΣ LM1 →֒ LM ⇒ LΣ (28)
are exact sequences. Here, for the first sequence, the arrows on the right
hand side are compositions of the map aM with the projections of A∂M to
AΣ and AΣ′ respectively (the latter identified with AΣ). For the second
sequence the arrows on the right hand side are compositions of the map
rM with the projections of L∂M to LΣ and LΣ′ respectively (the latter
identified with LΣ). We also require SM1 = SM ◦ aM ;Σ,Σ′ . Moreover, the
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following diagrams commute, where the bottom arrows are the projections.
AM1
a
M;Σ,Σ′
//
aM1

AM
aM

A∂M1 A∂M
oo
LM1
r
M;Σ,Σ′
//
rM1

LM
rM

L∂M1 L∂M
oo
(29)
In the spirit of Section 2.2, the spaces AM and AΣ should be thought of as
spaces of classical solutions in M or near Σ. Correspondingly the spaces LM
and LΣ should be thought of as their tangent spaces. Since AM and AΣ are
affine we can naturally identify the tangent spaces at different points so that
we do not need to distinguish them. Moreover, we assume the Hilbert space
structure on the tangent spaces to be invariant under this identification. Thus,
compared to the setting in [13], where the spaces of solutions where assumed
vector spaces, each axiom contains now corresponding statements for both types
of spaces, A and L, as well as a statement of their compatibility. The latter
is always supposed to mean that given the commuting diagrams expressing a
certain property for A and L separately, combining these diagrams with the
action diagrams L × A → A yields a commuting diagram. Note also that
forgetting the spaces A as well as the structures S, θ and [·, ·], the axioms
(C1)–(C7) strictly reduce to those given in [13]. One may also remark that the
axioms present quite some redundancy. For example certain properties of the
spaces A together with compatibility imply certain properties of the spaces L
and vice versa. However, the explicit form of the axioms was motivated more
by conceptual simplicity and comparability with [13] rather than by minimality.
We recall the following basic fact from [13]:
Lemma 3.1. Let M be a region. Then, L∂M understood as a real Hilbert space
decomposes into an orthogonal direct sum L∂M = LM˜ ⊕ J∂MLM˜ .
We will use the notation φ = φR + J∂MφI for this decomposition, where
φ ∈ L∂M , φR, φI ∈ LM˜ . There is a similar decomposition for elements of A∂M
given by the following Lemma.
Lemma 3.2. Let M be a region. Then, A∂M decomposes into a generalized
direct sum A∂M = AM˜ ⊕ J∂MLM˜ .
Proof. Let ϕ ∈ A∂M . We first show that there exists a decomposition ϕ = ϕR+
J∂Mϕ
I with ϕR ∈ AM˜ and ϕ
I ∈ LM˜ and then proceed to show its uniqueness.
Fix η ∈ AM˜ . Then φ := ϕ − η is element of L∂M and thus decomposes as
φ = φR+J∂MφI with φR, φI ∈ LM˜ according to Lemma 3.1. It is then easy to see
that setting ϕR = φR+η and ϕI = φI yields the desired decomposition. Suppose
we are given two decompositions of the required form, ϕ = ϕR1 + J∂Mϕ
I
1 =
ϕR2 +J∂Mϕ
I
2. Their difference is 0 = ϕ
R
1 −ϕ
R
2 +J∂M (ϕ
I
1−ϕ
I
2). But ϕ
R
1 −ϕ
R
2 ∈ LM˜
and ϕI1 − ϕ
I
2 ∈ LM˜ so the latter amounts to a decomposition of 0 ∈ L∂M in the
sense of Lemma 3.1. Uniqueness implies then 0 = ϕR1 −ϕ
R
2 and 0 = ϕ
I
1−ϕ
I
2.
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3.3 Core axioms of the GBF
A quantum (field) theory is encoded in the GBF by assigning “algebraic” data
to the geometric data of a spacetime system, again in the spirit of topological
quantum field theory. More concretely, Hilbert spaces are assigned to hypersur-
faces and amplitude maps to regions. This is made precise in the following list
of core axioms. This list is essentially identical to that given in [13] and included
here for completeness. We refer to the cited paper for further explanations. For
brevity we call a theory satisfying these axioms for a given spacetime system a
general boundary quantum field theory on the spacetime system.
(T1) Associated to each hypersurface Σ is a complex separable Hilbert space
HΣ, called the state space of Σ. We denote its inner product by 〈·, ·〉Σ.
(T1b) Associated to each hypersurface Σ is a conjugate linear isometry ιΣ :
HΣ → HΣ. This map is an involution in the sense that ιΣ ◦ ιΣ is the
identity on HΣ.
(T2) Suppose the hypersurface Σ decomposes into a disjoint union of hyper-
surfaces Σ = Σ1 ∪ · · · ∪ Σn. Then, there is an isometric isomorphism of
Hilbert spaces τΣ1,...,Σn;Σ : HΣ1⊗ˆ · · · ⊗ˆHΣn → HΣ. The composition of
the maps τ associated with two consecutive decompositions is identical to
the map τ associated to the resulting decomposition.
(T2b) The involution ι is compatible with the above decomposition. That is,
τΣ1,...,Σn;Σ ◦ (ιΣ1 ⊗ˆ · · · ⊗ˆιΣn) = ιΣ ◦ τΣ1,...,Σn;Σ.
(T4) Associated with each regionM is a linear map from a dense subspaceH◦∂M
of the state space H∂M of its boundary ∂M (which carries the induced
orientation) to the complex numbers, ρM : H◦∂M → C. This is called the
amplitude map.
(T3x) Let Σ be a hypersurface. The boundary ∂Σˆ of the associated empty region
Σˆ decomposes into the disjoint union ∂Σˆ = Σ ∪ Σ′, where Σ′ denotes a
second copy of Σ. Then, τΣ,Σ′;∂Σˆ(HΣ ⊗ HΣ′) ⊆ H
◦
∂Σˆ
. Moreover, ρΣˆ ◦
τΣ,Σ′;∂Σˆ restricts to a bilinear pairing (·, ·)Σ : HΣ × HΣ′ → C such that
〈·, ·〉Σ = (ιΣ(·), ·)Σ.
(T5a) Let M1 and M2 be regions and M := M1 ∪M2 be their disjoint union.
Then ∂M = ∂M1∪∂M2 is also a disjoint union and τ∂M1,∂M2;∂M (H
◦
∂M1
⊗
H◦∂M2) ⊆ H
◦
∂M . Then, for all ψ1 ∈ H
◦
∂M1
and ψ2 ∈ H◦∂M2 ,
ρM ◦ τ∂M1,∂M2;∂M (ψ1 ⊗ ψ2) = ρM1(ψ1)ρM2(ψ2). (30)
(T5b) Let M be a region with its boundary decomposing as a disjoint union
∂M = Σ1 ∪ Σ ∪ Σ′, where Σ′ is a copy of Σ. Let M1 denote the gluing of
M with itself along Σ,Σ′ and suppose thatM1 is a region. Note ∂M1 = Σ1.
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Then, τΣ1,Σ,Σ′;∂M (ψ ⊗ ξ ⊗ ιΣ(ξ)) ∈ H
◦
∂M for all ψ ∈ H
◦
∂M1
and ξ ∈ HΣ.
Moreover, for any ON-basis {ξi}i∈I of HΣ, we have for all ψ ∈ H◦∂M1 ,
ρM1(ψ) · c(M ; Σ,Σ′) =
∑
i∈I
ρM ◦ τΣ1,Σ,Σ′;∂M (ψ ⊗ ξi ⊗ ιΣ(ξi)), (31)
where c(M ; Σ,Σ′) ∈ C \ {0} is called the gluing anomaly factor and de-
pends only on the geometric data.
4 Quantization
In this section we describe a quantization prescription that produces for a given
classical affine field theory (satisfying the axioms of Section 3.2) on a spacetime
system a general boundary quantum field theory on the same spacetime system.
In particular, we rigorously prove that the produced theory satisfies the core
axioms of the GBF as presented in Section 3.3.
4.1 State Spaces
As explained in [13], the inner product 12{·, ·}Σ on the complex Hilbert space
LΣ defines a Gaussian measure νΣ on the space LˆΣ. Here, LˆΣ is the algebraic
dual of the topological dual of LΣ so that there is a natural inclusion LΣ →֒ LˆΣ.
Recall furthermore that the square-integrable holomorphic functions on LˆΣ form
a separable complex Hilbert space H2(LˆΣ, νΣ), whose elements are uniquely
determined by their values on the subspace LΣ (Theorem 3.18 of [13]). We
denote the complex vector space of functions on LΣ that arise as restrictions
of elements in H2(LˆΣ, νΣ) by H2Σ. Obviously, H
2
Σ inherits the inner product of
H2(LˆΣ, νΣ), making it naturally isomorphic to that space as a complex Hilbert
space. Note that the elements of H2Σ are in particular continuous functions on
LΣ.
Denote the algebra of complex valued continuous functions on AΣ by CΣ.
We define the Hilbert space HΣ associated to the hypersurface Σ as a certain
subspace of CΣ as follows. Fix a base point η ∈ AΣ and define the following
element of CΣ, motivated by (21),
α
η
Σ(ϕ) := exp
(
i
2
θΣ(η, ϕ− η) +
i
2
θΣ(ϕ,ϕ − η)−
1
4
gΣ(ϕ− η, ϕ− η)
)
. (32)
Now, define HΣ as the subspace of CΣ of elements ψ that take the form
ψ(ϕ) = χη(ϕ− η)αηΣ(ϕ), (33)
where χη ∈ H2Σ. Moreover, we define the inner product on HΣ as follows,
1
〈ψ′, ψ〉Σ =
∫
LˆΣ
χηχ′η dνΣ. (34)
1Here and in the following elements of H2
Σ
appearing in an integral should be thought of
as representing the respective elements of H2(Lˆ, νΣ).
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Clearly, HΣ becomes a complex separable Hilbert space in this way, which is
moreover naturally isomorphic to H2Σ. Moreover, it turns out that the definition
is independent of the choice of base point.
Lemma 4.1. The above definition of HΣ is independent of the choice of base
point.
Proof. Fix η, η˜ ∈ AΣ. Straightforward computation yields,
α
η
Σ(ϕ)
α
η˜
Σ(ϕ)
= exp
(
1
2
{η − η˜, ϕ− η˜}Σ −
1
4
gΣ(η − η˜, η − η˜)
−
i
2
θΣ(η, η − η˜)−
i
2
θΣ(η˜, η − η˜)
)
(35)
Thus, suppose we have ψ ∈ CΣ decomposed as in (33) with respect to the base
point η. We equate this to a decomposition with respect to the base point η˜,
χη(ϕ− η)αηΣ(ϕ) = χ
η˜(ϕ− η˜)αη˜Σ(ϕ). (36)
Using (35) we obtain,
χη˜(φ) = χη(φ + η˜ − η) exp
(
1
2
{η − η˜, φ}Σ −
1
4
gΣ(η − η˜, η − η˜)
−
i
2
θΣ(η, η − η˜)−
i
2
θΣ(η˜, η − η˜)
)
(37)
Note that the inner product {·, ·}Σ is holomorphic in its second argument, so
the exponential expression in (37) is holomorphic in φ. On the other hand χη is
holomorphic by assumption and so is thus the composition of χη with a trans-
lation. Thus χη˜ is holomorphic, being the product of holomorphic functions.
Proposition 3.11 of [13] with (·, ·) = 12gΣ(·, ·), p = 2, f = χ
η and x = η˜ − η,
yields that the extension of
φ 7→ χη(φ+ η˜ − η) exp
(
−
1
4
gΣ(2φ+ η˜ − η, η˜ − η)
)
(38)
is square-integrable on (LˆΣ, νΣ). So this function is in H2(LˆΣ, νΣ). On the other
hand (37) and (38) differ only by a constant factor, so the extension of χη˜ is also
in H2(LˆΣ, νΣ). That is, χη˜ ∈ H2Σ. This already shows that HΣ as a subspace of
CΣ is independent of the choice of base point.
It remains to show that the inner product (34) is also invariant under choice
of base point. For two elements ψ, ψ′ ∈ HΣ decompose as above with respect
to two different base points η, η˜ ∈ AΣ. Then,∫
LˆΣ
χη˜(φ)χ′η˜(φ) dνΣ(φ)
=
∫
LˆΣ
χη(φ+ η˜ − η)χ′η(φ+ η˜ − η) exp
(
−
1
2
gΣ(2φ+ η˜ − η, η˜ − η)
)
dνΣ(φ)
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=
∫
LˆΣ
χη(φ)χ′η(φ) dνΣ(φ).
The second equality here is another consequence of Proposition 3.11 of [13],
applied as above. This completes the proof.
Heuristically, the definition of the inner product (34) is motivated by the
manifestly base point independent expression
〈ψ′, ψ〉Σ = “
∫
AΣ
ψ′(η)ψ(η) dµΣ(η)“, (39)
where µΣ stands for a (non-existent) translation invariant measure on AΣ, recall
expression (12) in Section 2.3.
We shall refer to the elements of HΣ also as wave functions. Note that a
function that is holomorphic on LΣ is anti-holomorphic on LΣ and vice versa.
Also, αη
Σ
= αηΣ. Thus, complex conjugation of wave functions yields a conjugate
linear isomorphism ιΣ : HΣ → HΣ. For disjoint unions of hypersurfaces Σ1,Σ2
and η1 ∈ AΣ1 , η2 ∈ AΣ2 we have α
(η1,η2)
Σ1∪Σ2
= αη1Σ1α
η2
Σ2
and therefore naturally
get HΣ1∪Σ2 = HΣ1⊗ˆHΣ2 , where the tensor product is the (completed) tensor
product of Hilbert spaces. Thus, we have satisfied core axioms (T1), (T1b),
(T2), (T2b) of Section 3.3.
Recall from [13] that the Hilbert space of states associated with a hyper-
surface Σ for the linear space of solutions LΣ is precisely the space that we
called H2Σ above. Unsurprisingly, the choice of a base point in the affine space
of solutions AΣ not only yields a natural identification of LΣ with AΣ, but also
yields a natural isomorphism between H2Σ and HΣ via (33) as described above.
This will allow us to import many of the results of [13] into the present setting.
4.2 Coherent States
As in the linear case, coherent states provide also in affine field theory a con-
venient and powerful tool in laying out the structure of the quantum theory.
Indeed, choosing a base point, we can directly import the coherent states as
presented in [13]. Recall from [13] that coherent states in the linear theory are
indexed by elements of LΣ. In particular, the coherent state Kξ for ξ ∈ LΣ is
the element of H2Σ given by,
Kξ(φ) = exp
(
1
2
{ξ, φ}Σ
)
∀φ ∈ LΣ. (40)
Choosing a base point η ∈ AΣ we will denote the element of HΣ corresponding
to Kξ via (33) as K
η
ξ ,
K
η
ξ (ϕ) := Kξ(ϕ− η)α
η
Σ(ϕ) ∀ϕ ∈ AΣ. (41)
It is preferable, however, to have an intrinsic concept of coherent state adapted
to the affine setting. This should yield a coherent state associated to any element
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of AΣ, and be independent of a choice of base point. To this end we recall that a
key property of the coherent states is the reproducing property. That is, taking
the inner product of a coherent state with an arbitrary state yields the wave
function of the state evaluated at the point corresponding to the coherent state.
In the present context this leads to the following definition of an affine coherent
state Kˆζ ∈ HΣ associated to the element ζ ∈ AΣ,
Kˆζ(ϕ) := exp
(
i
2
θΣ(ζ, ϕ− ζ) +
i
2
θΣ(ϕ,ϕ− ζ)−
1
4
gΣ(ϕ− ζ, ϕ− ζ)
)
. (42)
For η ∈ AΣ and ξ ∈ LΣ the relation between Kˆη+ξ and K
η
ξ is merely a constant
factor,
Kˆη+ξ = K
η
ξ exp
(
−iθΣ(η, ξ)−
i
2
[ξ, ξ]Σ −
1
4
gΣ(ξ, ξ)
)
. (43)
Note that the real part in the exponential precisely normalizes the state, so that
Kˆη+ξ differs from the normalized version of K
η
ξ merely by a constant phase.
Some basic properties of affine coherent states are easily deduced from prop-
erties of their linear counterparts, see Propositions 3.14 and 3.19 as well as
Section 4.2 of [13],
〈Kˆζ , ψ〉Σ = ψ(ζ), (44)
〈Kˆζ′ , Kˆζ〉Σ = exp
(
i
2
θΣ(ζ, ζ′ − ζ) +
i
2
θΣ(ζ′, ζ′ − ζ) −
1
4
gΣ(ζ′ − ζ, ζ′ − ζ)
)
,
(45)
‖Kˆζ‖2 = 1, (46)
〈ψ′, ψ〉Σ =
∫
LˆΣ
〈ψ′, Kˆη+ξ〉Σ〈Kˆη+ξ, ψ〉Σ exp
(
1
2
gΣ(ξ, ξ)
)
dνΣ(ξ). (47)
Note that in the completeness relation (47) we use a base point η ∈ AΣ as we
have a measure on LˆΣ, rather than on AˆΣ. However, the choice of base point is
arbitrary as the left hand side does not depend on it.
When it is useful, we also indicate explicitly on which hypersurface a coherent
state lives, e.g., we write KˆΣ,ζ to indicated this. Coherent states are compatible
with the involutions ιΣ : HΣ → HΣ in the obvious way,
KˆΣ,ζ = ιΣ(KˆΣ,ζ). (48)
The coherent states are also compatible with decompositions of hypersurfaces
in a simple way. Namely, for (ζ, ζ′) ∈ AΣ ×AΣ′ we have
KˆΣ∪Σ′,(ζ,ζ′) = KˆΣ,ζ ⊗ KˆΣ′,ζ′ . (49)
4.3 Amplitudes
Let M be a region. Recall from [13] that g∂M viewed as the inner product on
the real Hilbert space LM˜ induces a measure νM˜ on LˆM˜ ⊆ Lˆ∂M . This was used
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there to define the amplitude map on a dense subspace of the boundary Hilbert
space. We shall proceed in a similar manner here. At first, we fix a base point
η ∈ AM . For a state ψ ∈ HΣ we consider the decomposition (33). As explained
previously, due to Theorem 3.18 of [13] the element χη ∈ H2Σ uniquely extends
to an element in H2(Lˆ∂M , ν∂M ), which we shall also denote by χη. Now, χη
viewed as a map on LˆM˜ (we omit writing explicitly the composition with the
map rM or its extension) may or may not be in L1(LˆM˜ , νM˜ ). If χ
η is integrable
in this sense, we define the amplitude of the state ψ as follows,
ρM (ψ) := exp (iSM (η))
∫
LˆM˜
χη(φ) dνM˜ (φ). (50)
Our first task will be to show that this definition is independent of the choice
of base point.
Lemma 4.2. The above definition of ρM (ψ) is independent of the base point.
Proof. Fix η, η˜ ∈ AM . We find,
exp (iSM (η))
∫
LˆM˜
χη(φ) dνM˜ (φ) (51)
= exp (iSM (η))
∫
LˆM˜
χη(φ+ η˜ − η) exp
(
−
1
4
g∂M (2φ+ η˜ − η, η˜ − η)
)
dνM˜ (φ)
(52)
= exp (iSM (η))
∫
LˆM˜
χη˜(φ)
exp
(
iω∂M (φ, η˜ − η)−
i
2
θ∂M (η, η˜ − η)−
i
2
θ∂M (η˜, η˜ − η)
)
dνM˜ (φ) (53)
= exp (iSM (η˜))
∫
LˆM˜
χη˜(φ) dνM˜ (φ) (54)
The equality between (51) and (52) follows from an application of Proposi-
tion 3.11 of [13] with (·, ·) = 14gΣ(·, ·), p = 1, f = χ
η and x = η˜ − η. The
equality between (52) and (53) follows from (37) in the proof of Lemma 4.1.
Finally, the equality between (53) and (54) follows from equation (27) of axiom
(C5) together with the fact that LM˜ is a Lagrangian subspace of L∂M and hence
ω∂M (φ, η˜ − η) = 0.
As is easily seen, the expression (50) for the amplitude can be equivalently
written as follows,
ρM (ψ) =
∫
LˆM˜
ψ(η + φ) exp
(
iSM (η + φ) +
1
4
g∂M (φ, φ)
)
dνM˜ (φ). (55)
Heuristically, this is suggested by the following manifestly base point indepen-
dent formula
ρM (ψ) = “
∫
AM
ψ(η) exp (iSM (η)) dµM (η)“, (56)
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where µM stands for a (non-existent) translation invariant measure on AM ,
recall expression (24) in Section 2.4.
As we shall see in a moment the subspace H◦∂M of H∂M of wave functions
which are integrable contains at least all coherent states. Thus, H◦∂M is dense
in H∂M by Proposition 3.15 of [13]. Therefore, axiom (T4) is satisfied.
It is also clear that formula (50) satisfies axiom (T5a). Indeed, the measure
for a disjoint union of regions M1, M2 is the product measure. Choosing base
points (η1, η2) ∈ AM1 ×AM2 = AM1∪M2 one may then observe that the integral
for M1 ∪M2 coincides with the product of the respective integrals for M1 and
M2. The corresponding factorization of the exponential pre-factor follows from
the additivity of S as exhibited in axiom (C6).
As in the linear case treated in [13] it is possible to explicitly evaluate the
amplitude on coherent states.
Proposition 4.3. Let ζ ∈ A∂M and ζ = ζR + J∂MζI be its decomposition
with respect to the generalized direct sum A∂M = AM˜ ⊕ J∂MLM˜ according to
Lemma 3.2. Then,
ρM (Kˆζ) =
exp
(
iSM (ζR)− i θ∂M (ζR, J∂MζI)−
i
2
[J∂M ζI, J∂MζI]∂M −
1
2
g∂M (ζI, ζI)
)
.
(57)
Proof. Fixing a base point η ∈ AM˜ we decompose the coherent state wave
function as in (33),
Kˆζ(ϕ) = χ
η
ζ (ϕ− η)α
η
∂M (ϕ). (58)
Combining (43) and (41) then yields
χ
η
ζ = Kζ−η exp
(
−i θ∂M (η, ζ − η)−
i
2
[ζ − η, ζ − η]∂M −
1
4
g∂M (ζ − η, ζ − η)
)
.
(59)
Proposition 4.2 of [13] gives the value of the relevant integral,
∫
LˆM˜
Kζ−η(φ) dνM˜ (φ) = exp
(
1
4
g∂M
(
(ζ − η)R, (ζ − η)R
)
−
1
4
g∂M
(
(ζ − η)I, (ζ − η)I
)
−
i
2
g∂M
(
(ζ − η)R, (ζ − η)I
))
, (60)
where the decomposition of L∂M according to Lemma 3.1 is used. The amplitude
(50) is thus,
ρM (Kˆζ) = exp
(
iSM (η)− i θ∂M (η, ζ − η)−
i
2
[ζ − η, ζ − η]∂M
−
1
2
g∂M
(
(ζ − η)I, (ζ − η)I
)
−
i
2
g∂M
(
(ζ − η)R, (ζ − η)I
))
. (61)
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Straightforward computation using the decomposition of A∂M according to
Lemma 3.2, the formula (27) and other basic identities leads to (57).
Recall that a simple, but compelling physical interpretation of the linear
analogue of the amplitude formula (57) was put forward in [13]. Essentially this
same interpretation extends to the present affine setting as follows. If we think
in classical terms, the component ζR of the boundary solution ζ can be contin-
ued consistently to the interior and is hence classically allowed. The component
J∂Mζ
I does not possess such a continuation and is hence classically forbidden.
This is reflected precisely in equation (57). If the classically forbidden com-
ponent is not present, the amplitude has unit modulus. Its phase is irrelevant
for probabilities or expectation values related to measurements in M . On the
other hand, the presence of a classically forbidden component leads to an expo-
nential suppression, governed precisely by the “magnitude” of this component
(measured in terms of the metric g∂M ).
We now turn to the context of axiom (T3x). Let Σ be a hypersurface. Then
Σ defines an empty region Σˆ with boundary ∂Σˆ = Σ ∪ Σ′. Here, Σ′ denotes a
second copy of Σ. The following Proposition shows that axiom (T3x) is satisfied.
Proposition 4.4. We have HΣ ⊗ HΣ′ ⊆ H
◦
∂Σˆ
. Moreover, for ψ, ψ′ ∈ HΣ we
have,
ρΣˆ(ιΣ(ψ)⊗ ψ
′) = 〈ψ, ψ′〉Σ. (62)
Proof. We fix a base point η ∈ AΣ. This yields the base point (η, η) ∈ A ˜ˆΣ ⊆
A∂Σˆ = AΣ ×AΣ′ . The decompositions of the wave functions ιΣ(ψ)⊗ ψ
′, ψ and
ψ′ according to (33) satisfy the equality
χ(η,η)(φ, φ) = χη(φ)χ′η(φ), (63)
where φ ∈ LΣ with the obvious notation. This in turn implies∫
Lˆ ˜ˆ
Σ
χ(η,η)(φ˜) dν ˜ˆ
Σ
(φ˜) =
∫
LˆΣ
χη(φ)χ′η(φ) dνΣ(φ), (64)
due to the equality of the measures ν ˜ˆ
Σ
and νΣ, when identifying φ˜ ∈ L ˜ˆΣ ⊆ L∂Σˆ =
LΣ × LΣ′ with φ ∈ LΣ via φ˜ = (φ, φ), see also Proposition 4.3 of [13]. But the
right-hand side of (64) is precisely the inner product (34) between ψ and ψ′.
On the other hand, the left-hand side of (64) is precisely the amplitude (50) of
ιΣ(ψ)⊗ψ′. To see this it remains to remark that SΣˆ = 0 since SΣˆ+SΣˆ = SΣˆ by
axiom (C6). We obtain equation (62). Note that this also implies ιΣ(ψ)⊗ ψ′ ∈
H◦
∂Σˆ
and hence HΣ ⊗HΣ′ ⊆ H
◦
∂Σˆ
as integrability on the right-hand side of (64)
implies integrability on the left-hand side.
Let us return at this point to the question of the relative sign in equation
(3) of Section 2.1. As mentioned there, this has to do with the matching be-
tween geometric quantization of states spaces and the Feynman quantization of
amplitudes. The issue becomes manifest precisely in the present Section. In-
deed, everything concerning purely the construction of states and state spaces
23
(Sections 4.1 and 4.2) is independent of the sign. Also, a large part of the
present section would carry through (with modified formulas though) for the
other choice of sign in equation (3). It is only via axioms (T3x) and (T5b) (to
be considered in the next section) that the two quantization prescriptions are
really fitted together. Indeed, Proposition 4.4 and Theorem 4.6 are the instances
which really require equation (3) in the given form.
4.4 Gluing
We proceed in this section to demonstrate the validity of the gluing axiom (T5b),
which we restate in a convenient form. Let M be a region with its boundary
decomposing as a disjoint union ∂M = Σ1∪Σ∪Σ′, where Σ′ is a copy of Σ. M1
denotes the gluing of M with itself along Σ,Σ′ and we suppose that M1 is an
admissible region. We note ∂M1 = Σ1. Fixing a base point η ∈ AΣ the axiom
requires for all ψ ∈ H◦Σ1 ,
ρM1(ψ) · c(M ; Σ,Σ′) =
∫
LˆΣ
ρM (ψ ⊗ Kˆη+ξ ⊗ ιΣ(Kˆη+ξ)) exp
(
1
2
gΣ(ξ, ξ)
)
dνΣ(ξ),
(65)
where c(M ; Σ,Σ′) is a non-zero complex number that only depends on the ge-
ometric data, called the anomaly factor. As in [13] we use here a completeness
relation of coherent states to accomplish the gluing on the hypersurface Σ rather
than a sum over an orthonormal basis. This is equivalent due to the complete-
ness relation (47) which follows from the corresponding completeness relation
(4.1) in [13]. The remark made above that the completeness relation (47) is
independent of the choice of base point η ∈ AΣ applies here equally for the
right-hand side of expression (65).
In order to demonstrate the gluing axiom we will heavily rely on the proof
for the linear theory given in [13]. In particular, it will be convenient to recall
the equation corresponding to (65) in that context,
ρLM1(ψ) · c(M ; Σ,Σ
′) =
∫
LˆΣ
ρLM (ψ ⊗Kξ ⊗ ιΣ(Kξ)) dνΣ(ξ). (66)
Here, we have marked the amplitude maps with a superscript L to distinguish
them from their counterparts in the affine context of the present paper. The
anomaly factor given in [13] will turn out to be the same here, so we do not
need to distinguish it notationally. Indeed, recall from Theorem 4.5 of [13],
c(M ; Σ,Σ′) =
∫
LˆΣ
ρLM (K0 ⊗Kξ ⊗ ιΣ(Kξ)) dνΣ(ξ). (67)
We also recall that for this to make sense the integral on the right-hand side
needs to exist. This was called the integrability condition for the gluing data in
[13].
In order to relate the amplitude maps in the present setting with those in
the linear setting, we compare the definition of ρL from expression (4.4) in [13]
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with equation (50). For a region N , a base point η ∈ AN and a state ψ ∈ H∂N
decomposed according to (33) we obtain,
ρN (ψ) = exp (iSN (η)) ρLN (χ
η). (68)
In particular, for coherent states of the type exhibited in (41) we obtain
ρN (K
η
ξ ) = exp (iSN (η)) ρ
L
N (Kξ). (69)
Thus, choosing a base point η ∈ AM1 and using equation (43) we can rewrite
the integrand of (67) in terms of the affine amplitude map and affine coherent
states,
ρLM (K0 ⊗Kξ ⊗ ιΣ(Kξ))
= exp
(
−iSM (η) +
1
2
gΣ(ξ, ξ)
)
ρM (Kˆη ⊗ Kˆη0+ξ ⊗ ιΣ(Kˆη0+ξ)). (70)
Here η0 ∈ AΣ denotes the element induced by η ∈ AM1 via axiom (C7), compare
(28). We thus state the integrability condition for gluing data in the present
context as follows.
Definition 4.5. We say that the gluing data satisfy the integrability condition
if for some, hence any, η ∈ AM1 , the extension of the function Φ : LΣ → C
defined by
Φ(ξ) := ρM (Kˆη ⊗ Kˆη0+ξ ⊗ ιΣ(Kˆη0+ξ)) exp
(
1
2
gΣ(ξ, ξ)
)
(71)
to a function on LˆΣ is νΣ-integrable and its integral is different from zero.
The independence of integrability on the choice of the base point follows
immediately from the equality (70). With the additional assumption, apart from
the already stated axioms for the classical data, that the integrability condition
is satisfied for all admissible gluings it is now quite straightforward to show the
validity of the gluing axiom (T5b) based on the corresponding Theorem 4.5 in
[13].
Theorem 4.6. If the integrability condition is satisfied for all admissible glu-
ings, then axiom (T5b) holds. Moreover, given a base point η ∈ AM1 ,
c(M ; Σ,Σ′) = exp (−iSM1(η))∫
LˆΣ
ρM (Kˆη ⊗ Kˆη0+ξ ⊗ ιΣ(Kˆη0+ξ)) exp
(
1
2
gΣ(ξ, ξ)
)
dνΣ(ξ), (72)
and this expression is independent of the choice of base point.
Proof. The expression (72) just repeats the definition (67) in a form adapted to
the present context, using (70). This implies in particular its independence of
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the choice of base point. Note that SM1(η) = SM (η) in the light of axiom (C7).
It remains to show that equation (65) reduces to equation (66). To this end, it
is sufficient to demonstrate this for coherent states as their linear combinations
are dense in H◦∂M1 . It will be slightly more convenient to the use the coherent
states Kηξ defined in (41) rather then the affine coherent states Kˆζ defined in
(42). However, in the light of equation (43) these are equivalent for the present
purposes. We use a base point ζ ∈ AM1 . Let φ ∈ L∂M1 be arbitrary. With (69)
and (43) we obtain
ρM1(K
ζ
φ) · c(M ; Σ,Σ
′) (73)
= exp (iSM1(ζ)) ρ
L
M1
(Kφ) · c(M ; Σ,Σ′) (74)
= exp (iSM1(ζ))
∫
LˆΣ
ρLM (Kφ ⊗Kξ ⊗ ιΣ(Kξ)) dνΣ(ξ) (75)
=
∫
LˆΣ
ρM (K
ζ
φ ⊗K
ζ0
ξ ⊗ ιΣ(K
ζ0
ξ )) dνΣ(ξ) (76)
=
∫
LˆΣ
ρM (K
ζ
φ ⊗ Kˆζ0+ξ ⊗ ιΣ(Kˆζ0+ξ)) exp
(
1
2
gΣ(ξ, ξ)
)
dνΣ(ξ) (77)
It remains to observe that this is a special case of the right-hand side of (65)
with η = ζ0, where ζ0 ∈ AΣ is induced from ζ by axiom (C7).
5 Further properties and extensions
5.1 Evolution picture
We consider in this section the implications of the presented quantization scheme
for the “evolution” of states between hypersurfaces. That is, we consider situa-
tions with regions where there is a one-to-one correspondence between classical
solutions on one boundary component and those on another boundary compo-
nent. This generalizes results of Section 4.5 of [13].
Let M be a region such that its boundary decomposes as a disjoint union
of two components ∂M = Σ1 ∪ Σ2. Let the maps a1 : AM˜ → AΣ1 and a2 :
AM˜ → AΣ2 be given by aM ;Σ1,Σ2 with subsequent projection. Suppose that
a1, a2 are invertible and such that the composition T := a2 ◦ a−11 : AΣ1 → AΣ2
is a homeomorphism. Informally speaking, we are considering the situation of
a 1-1 correspondence between “initial data” on the hypersurfaces Σ1 and Σ2,
mediated by the map T .
Due to the compatibility conditions in the classical axioms the corresponding
“linearized” maps r1 : LM˜ → LΣ1 , r2 : LM˜ → LΣ2 and T˜ := r2 ◦ r
−1
1 : LΣ1 →
LΣ2 then have the same properties, in addition to being linear. We also have a
correspondence between symplectic structures,
ωΣ2(T˜ φ, T˜φ
′) = ωΣ1(φ, φ
′) ∀φ, φ′ ∈ LΣ1 (78)
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due to axiom (C5). However, we do not necessarily have
JΣ2 ◦ T˜ = T˜ ◦ JΣ1 . (79)
But if (and only if) this is true, T˜ is unitary and we obtain a particularly “nice”
evolution picture.
Proposition 5.1. There is a linear map U : HΣ1 → HΣ2 such that
ρM (ψ1 ⊗ ιΣ2(ψ2)) = 〈ψ2, Uψ1〉Σ2 ∀ψ1, ψ2 ∈ HΣ2 . (80)
In particular, U is given by
(Uψ)(ϕ) = ρM
(
ψ ⊗ KˆΣ2,ϕ
)
∀ψ ∈ HΣ1 , ∀ϕ ∈ AΣ2 . (81)
Moreover, if T˜ is unitary then U is unitary and we have
(Uψ)(ϕ) = exp
(
iSM
(
a−12 (ϕ)
))
ψ(T−1ϕ) ∀ψ ∈ HΣ1 , ∀ϕ ∈ AΣ2 . (82)
UKˆΣ1,ζ = exp
(
iSM
(
a−11 (ζ)
))
KˆΣ2,Tζ ∀ζ ∈ AΣ1 . (83)
Proof. We rely here on the corresponding Proposition 4.6 in [13]. We choose a
base point η ∈ AM and denote its image under aM in AΣ1 × AΣ2 by (η1, η2).
Taking (81) as a definition and decomposing ψ according to (33) with base point
η2 we obtain,
(Uψ)(η2 + φ) = ρM
(
ψ ⊗ KˆΣ2,η2+φ
)
(84)
= exp
(
iSM (η) + iθΣ2(η2, φ) +
i
2
[φ, φ]Σ2 −
1
4
gΣ2(φ, φ)
)
ρLM
(
χη1 ⊗Kη2
Σ2,φ
)
(85)
= exp (iSM (η))α
η2
Σ2
(η2 + φ)ρLM
(
χη1 ⊗Kη2
Σ2,φ
)
(86)
Here we have used equations (43) and (68) in the step from (84) to (85) and the
definition (32) in the step from (85) to (86). Let now χη11 and χ
η2
2 arise from
the decompositions of ψ1 and ψ2 according to (33) respectively. Then,
〈ψ2, Uψ1〉Σ2 = exp (iSM (η))
∫
LˆΣ2
χ
η2
2 (φ) ρ
L
M
(
χ
η1
1 ⊗K
η2
Σ2,φ
)
dν(φ) (87)
= exp (iSM (η)) ρLM
(
χ
η1
1 ⊗ ι
L
Σ2 (χ
η2
2 )
)
(88)
= ρM (ψ1 ⊗ ιΣ2(ψ2)). (89)
Here we have used the first part of Proposition 4.6 of [13] for the step from (87)
to (88) and equation (68) for the step from (88) to (89).
We proceed to consider the special case that T˜ is unitary. Then, the next to
last line of Proposition 4.6 of [13] implies
ρLM
(
χη1 ⊗Kη2
Σ2,φ
)
= χη1(T˜−1φ). (90)
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Inserting this into (86) yields,
(Uψ)(η2 + φ) = exp (iSM (η))α
η2
Σ2
(η2 + φ)χη1(T˜−1φ) (91)
= exp
(
iSM (η) +
i
2
θΣ2(η2, φ) +
i
2
θΣ2(η2 + φ, φ) −
1
4
gΣ2(φ, φ)
−
i
2
θΣ1(η1, T˜
−1φ)−
i
2
θΣ1(η1 + T˜
−1φ, T˜−1φ) +
1
4
gΣ1(T˜
−1φ, T˜−1φ)
)
α
η1
Σ1
(η1 + T˜−1φ)χη1 (T˜−1φ) (92)
= exp
(
iSM (η)−
i
2
θ∂M (η, φ˜)−
i
2
θ∂M (η + φ˜, φ˜)
)
ψ(η1 + T˜−1φ) (93)
= exp
(
iSM (η + φ˜)
)
ψ(η1 + T˜−1φ). (94)
We have used the definition (32) of α in the step from (91) to (92), then used
unitarity, collected the symplectic potential terms and used the decomposition
of ψ in the step to (93). Here φ˜ is a shorthand for the solution (T˜−1φ, φ) ∈
LΣ1 × LΣ2 = L∂M . Then we have used equation (27) to obtain (94). The
obtained equality can be conveniently rewritten as (82).
Finally, to obtain (83) one uses the explicit expressions (42) for the coherent
state wave functions as well as (27) again. We omit the straightforward details.
Similar to the case of linear field theory, we can apply the above statement
in a situation where there is a correspondence between solution spaces on any
pair of admissible hypersurfaces to construct a quantization that implements
unitary evolution between any such hypersurfaces by “forwarding” the complex
structure with (79). See also the corresponding comments in [13].
Incidentally this type of setting provides a large class of examples for the
axioms of Section 3.2. For concreteness consider a spacetime given by a glob-
ally hyperbolic manifold. On this spacetime consider a classical Lagrangian
field theory with affine spaces of solutions of the Euler-Lagrange equations.
Typically the latter would be (possibly inhomogeneous) hyperbolic partial dif-
ferential equations. As usual suppose that any global solution is in one-to-one
correspondence to initial data on any Cauchy hypersurface. If this theory can
be quantized in a conventional way, then it can be made into an example of the
axioms of Section 3.2.
To see this define a spacetime system as follows. Define the connected ad-
missible hypersurfaces to be the the Cauchy hypersurfaces. Define the admis-
sible hypersurfaces to be finite unions of non-intersecting connected admissible
hypersurfaces. Define the regular connected admissible regions to be the sub-
manifolds bounded by a pair of non-intersecting Cauchy hypersurfaces. Finally,
define the regular admissible regions to be the finite unions of regular connected
admissible regions which do not intersect in their interiors. The ingredients for
the axioms of Section 3.2 are defined as follows. Define the space AΣ associated
to each Cauchy hypersurface Σ to be the space of suitable initial data on that
hypersurface with underlying vector space LΣ. The Lagrangian setting yields
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the symplectic potential θΣ and its linearized version [·, ·]Σ. To each admissi-
ble region assign the space of suitable global solutions restricted to the region.
Pick one particular hypersurface Σ0 and define on LΣ0 a compatible complex
structure JΣ0 . (Here enters the assumption that the theory can be quantized
in a “conventional way”.) Forward this complex structure to any other Cauchy
hypersurface through the correspondence of initial data.2 It is not difficult to
see that the assignment of data to admissible hypersurfaces and to admissible
regions defined in this way satisfies precisely the axiomatic system of Section 3.2.
Note also that in this setting the anomaly factor is always equal to one and the
integrability condition is always satisfied.
5.2 Vacuum
Recall the vacuum axioms as presented in Section 2.3 of [13] (and previously in
Section 5.1 of [9]):
(V1) For each hypersurface Σ there is a distinguished state ψΣ,0 ∈ HΣ, called
the vacuum state.
(V2) The vacuum state is compatible with the involution. That is, for any
hypersurface Σ, ψΣ¯,0 = ιΣ(ψΣ,0).
(V3) The vacuum state is compatible with decompositions. Suppose the hy-
persurface Σ decomposes into components Σ1 ∪ · · · ∪ Σn. Then ψΣ,0 =
τΣ1,...,Σn;Σ(ψΣ1,0 ⊗ · · · ⊗ ψΣn,0).
(V5) The amplitude of the vacuum state is unity. That is, for any region M ,
ρM (ψ∂M,0) = 1.
In contrast to the linear theory treated in [13], the affine quantization scheme
put forward here does not suggest a canonical vacuum. This is no surprise as
the most natural vacuum in the linear case is given on the hypersurface Σ by
the coherent state KΣ,0 associated to the special classical solution 0 ∈ LΣ. It
is precisely the absence of such a special point in AΣ that characterizes the
present affine setting. On the other hand, it was pointed out in [13] that any
global solution gives rise to a vacuum via coherent states. We proceed to recall
this notion and show that it (almost) leads to a vacuum in the affine case as
well.
To this end suppose that all regions and hypersurfaces of the spacetime
system arise as submanifolds of a fixed manifold B (possibly with additional
structure) of dimension d. (But recall the related comments in Section 3.1.)
Suppose now that there exists a solution ϕ of the classical field equations in
all of B. This induces a particular local solution in any region and on any
2This also clarifies what is meant by “suitable” initial data and “suitable” global solutions.
In practice one would start with initial data satisfying certain restrictions (such as smoothness,
decay properties etc.) and then completing the space of initial data with respect to the inner
product induced by the complex structure.
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hypersurface. The coherent states associated with these solutions then almost
form a vacuum in the sense of the axioms. We formalize this as follows (compare
Definition 4.7 of [13].)
Definition 5.2. Let {ϕΣ} be an assignment of an element ϕΣ ∈ AΣ to every
hypersurface Σ. Then we call this assignment a global solution iff it satisfies the
following properties:
1. Let Σ be a hypersurface. Then, ϕΣ = ϕΣ.
2. Suppose the hypersurface Σ decomposes into a disjoint union of hypersur-
faces Σ = Σ1 ∪ · · · ∪ Σn. Then, ϕΣ = (ϕΣ1 , . . . , ϕΣn).
3. Let M be a region. Then, ϕ∂M ∈ AM˜ .
Setting ψΣ,0 := KˆΣ,ϕΣ for every hypersurface Σ satisfies (V1) by definition,
(V2) due to property (48), and (V3) due to property (49). However, Proposi-
tion 4.3 yields in this situation for a region M ,
ρM (ψ∂M,0) = exp (iSM (ϕ∂M )) . (95)
That is, axiom (V5) is generically not satisfied. However, the violation of axiom
(V5) is “mild” in the sense that the amplitude has unit modulus, i.e., is “merely”
a phase. One could take this as a motivation for weakening the axiom. After
all, an overall phase factor does not contribute to the physics locally. We could
thus postulate:
(V5’) The amplitude of the vacuum state is of unit modulus. That is, for any
region M , |ρM (ψ∂M,0)| = 1.
However, there is also a way to satisfy the vacuum axioms in their present
form by slightly modifying the quantization prescription. In fact, it is not really
necessary to modify the quantization prescription itself, but merely one of its
ingredients, the action. Indeed, it is sufficient to add, for each region M , a
suitable constant to the action. Concretely, for a region M we replace SM with
S˜M (ζ) := SM (ζ) − SM (ϕ∂M ). (96)
It is then an easy exercise to verify that the axioms (C1)–(C7) are equally sat-
isfied with the new action S˜M . Also, the integrability condition, Definition 4.5,
remains unaffected. Classically, the actions SM and S˜M are of course completely
equivalent. Quantum mechanically, the Feynman prescription (22) is also de-
fined up to a normalization constant only and there is no reason a priori to fix
the additive constant in the action one way or another.
5.3 Reduction to the linear setting
The relationship of affine field theory and its quantization as presented here to
linear field theory and its quantization as presented in [13] has been a recurring
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theme in much of the discussion so far. Moreover, much of the results pertaining
to the affine setting have been shown by recurrence to results in the linear
setting. Nevertheless, let us spell out here in a more precise manner in which
sense the affine setting can be reduced to the linear one.
On the classical side, it is clear that to make the spaces of solutions associated
to regions or hypersurfaces into vector spaces we merely need to choose base
points. Of course, the difficulty lies in the fact that these choices have to be
consistent under decompositions, gluings etc. In the special context of a global
background, we have, however, just seen (in Section 5.2) how to formalize this
consistently through the notion of a global solution (Definition 5.2).
Given the existence of a global solution, we may bring the present quantiza-
tion scheme in one-to-one correspondence with that presented in [13] for linear
field theory. As a first step, we adapt the action to the linear case by performing
the substitution indicated in equation (96). This amounts to declaring that the
action applied to the solution ϕ∂M , which is to represent the 0, vanishes. For
wave functions on a hypersurface Σ the correspondence between the affine ones
ψ and the linear ones χϕΣ is given by equation (33), where the base point is
ϕΣ. The coherent states Kξ of the linear setting are then recovered as K
ϕΣ
ξ
defined by formula (41). For amplitudes we obtain equality for corresponding
states due to formula (68), where the base point is now ϕ∂M .
Of course the situation considered here is very special. Not having a global
solution, or not even having a global background means that there is no such
coherent choice of base points and hence no reduction. Reduction is also pre-
cluded if we are interested not in a single affine theory, but in a family of such,
perhaps even separately for each region (see Section 6 for such a setting). So
the affine theory is really more general and, even in a reducible situation, often
more natural than the linear one. Moreover, the affine coherent states really
differ from the linear ones, even given the choice of a base point. Their principal
advantage over the linear ones is lack of reference to such a base point, see (45).
Finally let us stress a point that was left unclear in [13]. There, the ampli-
tude map (equation (4.4) in that paper) was postulated without much further
justification. In the present paper we have clarified how it is motivated, as a
special case of the definition (50), through the Feynman path integral formula
(Section 2.4). In doing so, we have also fixed the relative sign in equation (3).
This sign was implicitly left open in [13], even though in the applications of
Section 5 of that paper, it was indeed taken to be negative in order to achieve
agreement with known quantizations of Klein-Gordon theory in certain geome-
tries.
5.4 Observables
The Berezin-Toeplitz quantization of observables put forward for the linear set-
ting in [5] can be straightforwardly generalized to the affine setting. We sketch
this in the present section.
We model a classical observable F on a spacetime regionM as a map AM˜ →
C (or AM˜ → R) and define the associated quantized observable map, given a
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base point η ∈ AM , via
ρ◭F◮M (ψ) := exp (iSM (η))
∫
LˆM˜
F (η + φ)χη(φ) dνM˜ (φ). (97)
Here χη comes from the decomposition of ψ according to equation (33). To
clarify this definition and for later use we recall a few technical details from [5],
adapting them to the present setting. For a map F : AM˜ → C and an element
ζ ∈ AM˜ we denote by F
ζ : LM˜ → C the translated map φ 7→ F (ζ + φ). We
say that F : AM˜ → C is analytic iff for each pair (ϕ, ξ) ∈ AM˜ × LM˜ the map
z 7→ F (ϕ + zξ) is real analytic. We denote the induced extension AC
M˜
→ C of
F also by F , where AC
M˜
= AM˜ ⊕ iLM˜ is the “complexification” of AM˜ . We say
that F : AM˜ → C is analytic and sufficiently integrable iff for any ζ ∈ A
C
M˜
(the
extension of) the map F ζ is integrable in (LˆM˜ , νM˜ ). In order for (97) to make
sense we shall require F to be analytic and sufficiently integrable. As we will
see below, this guarantees the existence of (97) at least for coherent states.
A straightforward modification of the proof of Lemma 4.2, which we leave
to the reader, yields then the following,
Lemma 5.3. The above definition of ρ◭F◮M (ψ) is independent of the choice of
base point.
Recall from Proposition 4.1 of [13] that the linear analogue of the quantiza-
tion formula (97) has the coherent factorization property. That is, the quantized
observable evaluated on a coherent state factorizes into an ordinary amplitude
for the coherent state and a “vacuum expectation value”. A very similar state-
ment is true in the present affine setting, which we shall denote in the same
way. To state it we first define for τ ∈ AC
M˜
the following quantity,
σ◭F
τ
◮
M :=
∫
LˆM˜
F (τ + φ) dνM˜ (φ). (98)
Proposition 5.4 (Coherent Factorization Property). Let F : AM → C be
analytic and sufficiently integrable. Then, for any ζ ∈ A∂M we have
ρ◭F◮M (Kˆζ) = ρM (Kˆζ)σ
◭F ζˆ◮
M , (99)
where ζˆ ∈ AC
M˜
is given by ζˆ = ζR − iζI.
Proof. We reduce (99) to the respective statement in the linear setting, Propo-
sition 4.1 of [5]. Fix a base point η ∈ AM and set ξ := ζ − η. Then,
ρ◭F◮M (K
η
ξ ) = exp (iSM (η)) ρ
L◭Fη◮
M (Kξ) (100)
= exp (iSM (η)) ρLM (Kξ)ρ
L◭Fη+ξˆ◮
M (K0) (101)
= ρM (K
η
ξ )ρ
L◭F ζˆ◮
M (K0) (102)
= ρM (K
η
ξ )σ
◭F ζˆ◮
M . (103)
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Here we use the notation ρL◭G◮M to denote the quantization of the classical
observable G : LM˜ → C in the linear setting of [5]. Thus, (100) is the analogue
of equation (69) for observables. The step from (100) to (101) is the application
of Proposition 4.1 of [5]. Here, ξˆ := ξR − iξI. The step from (101) to (102) is
provided by an application of equation (69) and the recognition that ζˆ = η+ ξˆ.
The step from (102) to (103) arises from the recognition that σ◭F
ζˆ
◮
M coincides
with ρL◭F
ζˆ
◮
M (K0). To obtain (99) we recall that Kˆζ is simply a multiple of K
η
ξ ,
see (43).
6 “Asymptotically” linear field theory
In this section we consider a particular application of the quantization scheme
put forward in the present paper. Suppose we are in a setting of classical
Lagrangian field theory as outlined in Section 2.1. For a fixed spacetime region
M we are given an action SµM : KM → R as a sum of two terms (KM denotes
the vector space of field configurations in M),
S
µ
M (φ) = SM (φ) + C
µ
M (φ). (104)
The first term, SM , is quadratic in φ, while the second term, C
µ
M , is linear in
φ. Moreover, we shall assume that CµM vanishes near the boundary of M .
The action SµM thus defines an affine field theory in the sense of Section 2.2
and we shall use the notation introduced there. Thus we denote by AM and
A∂M the spaces of solutions in M and near ∂M respectively, and by LM and
L∂M their linear counter parts etc. On the other hand, AM and A∂M may be
viewed as subsets of KM and K∂M (the latter being the vector space of field
configurations near ∂M) and the linear spaces LM and L∂M may be viewed
as linear subspaces of KM and K∂M . Moreover, since C
µ
M vanishes near the
boundary, the theory is linear there, meaning that A∂M and L∂M are really
identified as subsets of K∂M . We shall freely use this identification in the
following. Note that this identification is in general not of the type as that
obtained in Section 5.3 via a coherent choice of base points. We may also view
SM as defining a field theory in its own right, which is linear and whose spaces of
solutions are precisely LM on M and L∂M near ∂M (viewed again as subspaces
of KM and K∂M respectively).
We make the usual assumptions concerning the non-degeneracy of the sym-
plectic form on the boundary and LM giving rise to a Lagrangian subspace of
L∂M . For simplicity of notation we shall not explicitly distinguish between AM˜
and AM or between LM˜ and LM . Leaving out as usual the explicit mention of
maps aM and lM , equation (7) may be rewritten as,
S
µ
M (η + ξ) = S
µ
M (η) −
1
2
[ξ, ξ]∂M − [η, ξ]∂M ∀η ∈ AM , ∀ξ ∈ LM . (105)
On the other hand, applying equation (7) to SM and using the fact that it is
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quadratic yields,
SM (ξ) = −
1
2
[ξ, ξ]∂M ∀ξ ∈ LM . (106)
The affine theory determined by SµM and the linear theory determined by SM
define two different decompositions of the boundary solution space A∂M = L∂M
according to Lemmas 3.2 and 3.1 respectively. We shall write the decomposition
of φ ∈ L∂M according to the affine theory as φ = φR¯ + J∂MφI¯ and according
to the linear theory simply as φ = φR + J∂MφI.3 In order to compare the
two decompositions, choose an arbitrary element η ∈ AM . Given φ ∈ L∂M set
ξ := φ− η. Then we have on the one hand,
φR¯ = η + ξR and φI¯ = ξI. (107)
On the other hand we have,
φR = ηR + ξR and φI = ηI + ξI. (108)
This implies,
φR¯ = φR + J∂MηI and φI¯ = φI − ηI. (109)
The apparent dependence in (109) on η might seem disturbing until we realize
that ηI does not actually depend on η. Indeed, ηI is the unique element of LM
such that J∂MηI ∈ AM . (This characterization assumes AM 6= LM . If this is
not the case, then ηI = 0.)
Before proceeding we shall derive two additional identities under the assump-
tion that there is an element η0 ∈ AM such that [ξ, η0]∂M = 0 for all ξ ∈ LM .
In other words, we assume that there is a solution η0 of the affine theory that
vanishes on the boundary ofM , compare (2). From equations (104), (105), and
(106) we infer,
SM (η+ ξ) = SM (ξ)+SM (η)−C
µ
M (ξ)− [η, ξ]∂M ∀η ∈ AM , ∀ξ ∈ LM . (110)
On the other hand, viewing η as a perturbation of the solution ξ of the the-
ory defined by SM , the variational principle together with the fact that SM is
quadratic implies,
SM (η + ξ) = SM (ξ) + SM (η) +XM (ξ, η) ∀η ∈ KM , ∀ξ ∈ LM , (111)
where XM (ξ, η) is linear both in ξ and the perturbation η and moreover has the
property that it vanishes if η vanishes on the boundary ∂M . Thus,
XM (ξ, η) = −C
µ
M (ξ)− [η, ξ]∂M ∀η ∈ AM , ∀ξ ∈ LM . (112)
We rewrite this as,
XM (ξ, η) = −C
µ
M (ξ) + 2ω∂M (ξ, η)− [ξ, η]∂M ∀η ∈ AM , ∀ξ ∈ LM . (113)
3By slight abuse of notation we write J∂Mη
I to also denote the solution η − ηR ∈ AM .
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We note that neither the first nor the second term on the right hand side depend
on η. To see this for the second term note that
ω∂M (ξ, η′)− ω∂M (ξ, η) = ω∂M (ξ, η′ − η) = 0 (114)
for η′, η ∈ AM since η′ − η ∈ LM and LM is Lagrangian in L∂M . On the
other hand, the third term in (113) has the required properties and vanishes if
η vanishes on the boundary ∂M , compare the explicit definition (2). Given the
existence of η0 ∈ AM as described above we conclude that the sum of the first
two terms on the right hand side of (113) must vanish, i.e.,
C
µ
M (ξ) = 2ω∂M(ξ, η) ∀ξ ∈ LM . (115)
As we have just previously shown, even though an element η ∈ AM appears on
the right hand side, the expression is independent of the choice of this element.
Now let η ∈ AM and consider for λ ∈ R,
S
µ
M (η + λη) = S
µ
M (η) + λ(2SM (η) + C
µ
M (η)) + λ
2SM (η), (116)
where we have used (104) and the fact that SM is quadratic while C
µ
M is linear.
Viewing λη as a perturbation of the solution η, the term linear in λ on the right
hand side must vanish if η vanishes on the boundary. That this can happen is
ensured by the existence of η0, yielding,
SM (η0) = −
1
2
C
µ
M (η0). (117)
Using (104), (105) and (106) we can deduce from this for all η ∈ AM ,
S
µ
M (η) =
1
2
C
µ
M (η) −
1
2
[η, η]∂M . (118)
6.1 Factorization of the amplitude
We proceed to evaluate the amplitude of a coherent state on the boundary for
the affine theory determined by SµM with the goal to compare it to the amplitude
of the linear theory determined by SM . We shall denote the amplitude of the
former theory by ρµM , while denoting the amplitude of the latter theory by ρM .
We consider natural coherent states Kξ of the linear theory with ξ ∈ L∂M on
the boundary, which from the affine point of view can be identified as Kξ = K0ξ ,
compare equation (41). Equation (57) of Proposition 4.3 together with equation
(43) yields,
ρ
µ
M (Kξ) = exp
(
iSµM
(
ξR¯
)
− i [ξR¯, J∂Mξ I¯]∂M −
i
2
[J∂Mξ I¯, J∂Mξ I¯]∂M
−
1
2
g∂M
(
ξ I¯, ξ I¯
)
+
i
2
[ξ, ξ]∂M +
1
4
g∂M (ξ, ξ)
)
. (119)
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Inserting the substitutions (109) and using (105) as well as standard identities
leads to,
ρ
µ
M (Kξ) = exp
(
1
4
g∂M
(
ξR, ξR
)
−
1
4
g∂M
(
ξI, ξI
)
−
i
2
g∂M
(
ξR, ξI
)
+ 2iω∂M (ξR, J∂MηI) + 2ω∂M(ξI, J∂MηI)
+iSµM
(
J∂Mη
I
)
+
i
2
[J∂MηI, J∂MηI]∂M − ω∂M (ηI, J∂MηI)
)
. (120)
Examining this expression, we find that the terms in the first line are precisely
those arising as the amplitude of the state Kξ in the linear theory given by SM .
Also, the terms in the first two lines vanish if we set ξ = 0, i.e, if we evaluate on
the vacuum state K0. Thus, the third line, which is independent of ξ, represents
the amplitude of the affine theory for the vacuum state. The second line on the
other hand can be rewritten in the light of the identity (115), noticing that
J∂Mη
I ∈ AM . We arrive at the following identity,
ρ
µ
M (Kξ) = ρM (Kξ) exp
(
iCµM (ξ
R − iξI)
)
ρ
µ
M (K0), (121)
where we have extended CµM to the complexified solution space L
C
M (or config-
uration space KCM ). We also find, using (118),
ρ
µ
M (K0) = exp
(
i
2
C
µ
M (J∂Mη
I)−
1
2
C
µ
M (η
I)
)
. (122)
We note that the real part of the argument of the exponential is negative definite,
since
−
1
2
C
µ
M (η
I) = −
1
2
g∂M (ηI, ηI) (123)
meaning in physical terms that we obtain an exponential damping of the am-
plitude induced by the “magnitude” of the “failure” of η to be a solution of the
linear theory.
The remarkable factorization identity (121) is not quite unexpected. Indeed,
there is another, conceptually distinct way, to arrive at the same identity, which
we shall only sketch here. Recall that we have implemented the amplitude as a
version of the Feynman path integral (22). In light of the decomposition (104)
of the action we may view this as a path integral for the action of the linear
theory, while the contribution from the term CµM is viewed as the insertion of
the extra factor
F (ζ) := exp (iCµM (ζ)) (124)
into the integral. Rather than interpret this as modifying the action SM we can
interpret this as giving rise to quantization of the classical observable F along
the lines of [5]. The corresponding quantum observable map ρFM : H∂M → C
is then essentially the same object as the amplitude map ρµM : H∂M → C, but
with an a priori different interpretation. The coherent factorization property
for Feynman quantization in the linear setting [5] then yields,
ρFM (Kξ) = ρM (Kξ)ρ
F ξˆ
M (K0), (125)
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where ξˆ = ξR − iξI and F ξˆ(φ) = F (ξˆ + φ). We note that F (ξˆ + φ) = F (ξˆ)F (φ)
due to the explicit form (124) of F . This implies in turn that we can decompose
the second factor in (125) to arrive at,
ρFM (Kξ) = ρM (Kξ)F (ξˆ)ρ
F
M (K0), (126)
which corresponds precisely to (121). Let us emphasize, however, that we have
not given here a rigorous and general definition of a Feynman quantization of
observables. In particular, in contrast to the treatment via the affine theory, we
have not discussed the actual value of the quantity ρFM (K0). In turns out though,
that for the simple observables considered here this quantity does coincide with
ρ
µ
M (K0) found above and given in (122). We shall consider these issues elsewhere
in more depth.
6.2 Linear field theory with source
We proceed to remark on a use of the identity (121) that justifies the title of
the present section. The notation involving µ is meant to suggest that µ is a
source and the term CµM takes a form as follows,
C
µ
M (φ) =
∫
M
µ(x) · φ(x) ddx. (127)
Here · might be a scalar multiplication or it might involve a summation over
internal indices. ddx is some spacetime volume form, which alternatively could
be absorbed into µ. Both ηI and CµM become linear in µ. Thus, the argument
of the exponential in the middle term on the right hand side of (121) is linear
in µ, while the argument of the exponential in the “vacuum expectation value”
(122) is quadratic in µ.
Of particular interest are theories where the spaces LM are spaces of solutions
of homogeneous partial differential equations on Lorentzian (or Riemannian)
manifolds. Introducing a source µ as above then makes the spaces AM spaces
of solutions of the corresponding inhomogeneous equations with precisely this
source. It was in such a context that a special case of the factorization identity
(121) was first encountered [18, 10]. There, a Schrödinger-Feynman quantiza-
tion of Klein-Gordon theory in Minkowski space was considered for two types
of regions: On the one hand a time-interval extended over all of space as in con-
ventional transition amplitudes (allowing comparison with well known results)
and on the other hand a ball of fixed radius extended over all of time. In both
cases a formula with precisely the structure of (121) was found and the “vacuum
expectation value” ρµM (K0) was more specifically found to take the form
ρ
µ
M (K0) = exp
(
i
2
∫
M
µ(x)GF (x, x′)µ(x′) d4 xd4x′
)
, (128)
where GF is the Feynman propagator. Corresponding results were subsequently
obtained in de Sitter spacetime [19, 12] and confirmed in a more general frame-
work for scalar quantum field theory in curved spacetime [20]. A more de-
tailed discussion of the relationship between the present results and those of
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[18, 10, 19, 12, 20] requires to explore precisely the relationship between the
holomorphic and Schrödinger representation among other things. We shall do
this elsewhere. For the moment let us merely mention that (128) coincides
exactly with (122) for the case of the time-interval region and the standard
complex structure of Klein-Gordon theory, while the case of the other type of
region is more complicated.
To stress the significance of the amplitude function ρµM , we recall from [18, 10]
that it can be used as a generating functional for the amplitude of an interacting
field theory with interaction of the form
SintM (φ) =
∫
M
V (x, φ(x)) ddx. (129)
We assume here that the potential V vanishes near the boundary ofM . From a
Feynman path integral point of view the amplitude ρVM of the theory determined
by SM + SintM is then formally given by
ρVM (ψ) = exp
(
i
∫
V
(
x,−i
δ
δµ(x)
)
ddx
)
ρ
µ
M (ψ)
∣∣∣∣
µ=0
. (130)
Moreover, as shown in [18, 10], taking a limit of regions we can extract the
perturbative (non-renormalized) S-matrix from this expression.
6.3 Evolution Picture
We turn to the special type of geometry considered in Section 5.1, which per-
mits an interpretation in terms of “evolution” between hypersurfaces. Thus,
we suppose the boundary of the region M decomposes into a disjoint union
∂M = Σ1 ∪ Σ2. Moreover, we shall suppose that the linear theory determined
by SM admits a unitary map T˜ : LΣ1 → LΣ2 given by T˜ = r2 ◦ r
−1
1 with
r1 : LM˜ → LΣ1 , r2 : LM˜ → LΣ2 the canonical projections. Recall that this
means “conservation” both of the symplectic structure (78) and of the complex
structure (79). Under these circumstances it turns out that “evolution” in the
affine theory determined by SµM is given by a homeomorphism T : AΣ1 → AΣ2
whose linearization is T˜ . While this is given by a composition T = a2◦a−11 (com-
pare Section 5.1), a simple way to obtain T is through the relation between the
decompositions of the spaces AM and LM according to (109).
In order to simplify notation we shall identify the spaces LΣ1 , LΣ2 and
LM˜ via the isomorphisms r1, r2 and T˜ , denoting them as LΣ. Similarly, we
write J for JΣ1 or JΣ2 . For φ ∈ LΣ we are interested in Tφ ∈ LΣ such that
(φ, Tφ) ∈ AM˜ . This is uniquely determined by the condition (φ, Tφ)
I¯ = 0 in
terms of the decomposition of Lemma 3.2. What is simple in the present setting
is the decomposition in terms of Lemma 3.1,
(φ, Tφ)R =
1
2
(φ+ Tφ) and (φ, Tφ)I = −
1
2
J(φ− Tφ). (131)
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We can now use (109) to convert this into the affine decomposition in terms of
Lemma 3.2, yielding,
(φ, Tφ)R¯ =
1
2
(φ+ Tφ) + (JηI,−JηI), (φ, Tφ)I¯ = −
1
2
J(φ − Tφ)− ηI. (132)
In particular, setting (φ, Tφ)I¯ = 0 we find,
Tφ = φ− 2JηI. (133)
Remembering the distinctions between the spaces LΣ1 , LΣ2 etc. this takes the
form,
Tφ = T˜ φ− 2JΣ2η
I
2, (134)
where φ ∈ LΣ1 , Tφ ∈ LΣ2 and η
I
2 := r2(η
I).
Proposition 5.1 now implies that the affine theory determined by SµM leads
to a unitary map U : HΣ1 → HΣ2 encoding the evolution from states on hyper-
surface Σ1 to states on hypersurface Σ2. For affine wave functions the explicit
form of U is given by equation (82). Using also the identity (118) this takes the
form,
(Uψ)(φ) = exp
(
i
2
C
µ
M
(
T−1φ, φ
)
−
i
2
[T−1φ, T−1φ]Σ1 +
i
2
[φ, φ]Σ2
)
ψ(T−1φ).
(135)
Since the boundary theory is linear it is natural to use the wave functions
adapted to the linear setting instead. Using the relation (33) between the set-
tings yields for those wave functions,
(Uψ)(φ) = exp
(
i
2
C
µ
M
(
T−1φ, φ
))
ψ(T−1φ). (136)
The evolution of coherent states is given by equation (83). For the coherent
states adapted to the linear setting, using (43), this translates to,
UKξ = exp
(
i
2
C
µ
M (ξ, T ξ) +
1
4
gΣ1(ξ, ξ) −
1
4
gΣ2(Tξ, T ξ)
)
KTξ. (137)
The real part of the argument of the exponential can be seen to just compensate
the different normalizations of the “initial” and “final” coherent states. Using
normalized coherent states
K˜ξ := exp
(
−
1
4
gΣ1(ξ, ξ)
)
Kξ (138)
instead this yields,
UK˜ξ = exp
(
i
2
C
µ
M (ξ, T ξ)
)
K˜Tξ. (139)
In summary, the linear modification CµM of the action SM causes a (normal-
ized) coherent state to evolve to a (normalized) coherent state associated to a
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classical solution that is shifted by −2JηI compared to the original one, recall
(133). In particular, the vacuum state K˜0 is shifted to the non-trivial coherent
state K˜−2JηI , which is thus a superposition of states with all possible particle
numbers. If CµM represents a source term as in Section 6.2 this is precisely the
well known particle creation from the vacuum by a classical source. However,
our analysis shows that this phenomenon generalizes far beyond theories with
metric or causal background structures.
7 Discussion and Outlook
Besides providing a first generalization beyond linear field theory, there are more
specific reasons for interest in affine field theory. One important reason was par-
tially exploited in Section 6. The addition of a linear term to a quadratic action
(encoding a linear theory) yields an affine theory. If this linear term is taken to
be a source term as in Section 6.2, this allows to set up a perturbation theory
around the linear theory in the spirit of formula (130). In Minkowski spacetime
with a region enclosed by an initial equal-time hypersurface at tinitial and a final
hypersurface at tfinal, this leads (together with other ingredients such as renor-
malization) in the asymptotic limit tinitial → −∞ and tfinal → ∞ just to the
usual S-matrix. However, we have arrived here at this perturbative approach
without using certain key ingredients that are normally part of the formalism
of quantum field theory. In particular, the classical theory as encoded in the
axioms of Section 3.2 is not required to possess a metric or even causal back-
ground structure. We are thus in a position to set up and physically interpret a
perturbation theory for field theories that possess no metric background. This
suggests in particular the application to approaches to quantum gravity that
are perturbative, but where the theory perturbed around is topological or at
least not metrical, see e.g. [21].
Another reason for the specific interest in affine theories is that spaces of
connections, which play a key role in gauge theories, are naturally affine spaces.
That does not mean that the quantization scheme as presented in this paper
is directly applicable to such theories. Indeed, in gauge theories the symplec-
tic structure obtained along the lines of (4) is usually degenerate and one has
to quotient by gauge transformations to obtain a non-degenerate form. In the
present context one would have to take care, moreover, to perform this quo-
tienting coherently for all the spaces of connections associated to the different
hypersurfaces and regions. While this would allow the quantization of abelian
gauge theories, the non-abelian case has further complications. In that case
the symplectic structure is no longer invariant under translations in the affine
space of connections. This case is thus quite beyond the quantization scheme
discussed in the present paper. We note, however, that using a different quanti-
zation scheme the solvable case of non-abelian Yang-Mills theory in 2 dimensions
has been shown to nicely incorporate into the GBF [9].
The quantization prescription for amplitudes was motivated in Section 2.4
through the Feynman path integral. As mentioned there the form in which this
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motivation is presented is not fully satisfactory since the Feynman path integral
is adapted to the Schrödinger rather than to the holomorphic representation. It
thus becomes necessary to take a closer look at the Schrödinger representation
and its relation to the holomorphic representation. It is indeed possible to
establish this relation for affine field theory on a rigorous level. This will be
presented elsewhere.
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