Integral Transforms for Conformal Field Theories with a Boundary by McAvity, David M.
ar
X
iv
:h
ep
-th
/9
50
70
28
v1
  5
 Ju
l 1
99
5
UBC/TP-95-008
hep-th/9507028
Integral Transforms for Conformal Field Theories with a
Boundary
D.M. McAvity
Department of Physics, University of British Columbia
6224 Agricultural Rd, Vancouver, BC, V6T 1Z2, CANADA
email: dmm@physics.ubc.ca
A new method is developed for solving the conformally invariant integrals that arise
in conformal field theories with a boundary. The presence of a boundary makes pre-
vious techniques for theories without a boundary less suitable. The method makes
essential use of an invertible integral transform, related to the radon transform, in-
volving integration over planes parallel to the boundary. For successful application
of this method several nontrivial hypergeometric function relations are also derived.
1 Introduction
At a critical point most statistical mechanical systems are not only scale invariant but
are also conformally invariant [1, 2]. This principle has profound implications for calcu-
lations of the correlation functions, critical exponents and universal amplitudes of such
systems [3]. In two dimensions, where the conformal group is infinite dimensional, multi-
point correlation functions are more strongly constrained then in dimension d > 2, where
the conformal group is finite. However, consideration of d > 2 is also important, particu-
larly in the statistical mechanical context when d = 3. In the case of general d conformal
invariance still provides quite powerful constraints. For example, in the infinite geometry
R
d the forms of the two and three point functions of scalar fields in a conformal field theory
are determined exactly (up to normalisation) by the restrictions of conformal invariance.
1
Cardy has shown how to generalise the principle of conformal invariance to the case
of the semi-infinite geometry Rd+, so that surface critical phenomena can be probed using
these techniques [1, 4]. In Rd+ it is only appropriate to have conformal invariance under
conformal transformation which leave the boundary fixed. In this case the restrictions
on the form of correlations functions are not as strong. In particular the form of the
two point function of a scalar field in Rd+ is restricted by conformal invariance only up to
some function of a single conformally invariant variable [1]. This function must be then
be determined for the particular theory under consideration.
In this paper we outline a powerful method, which makes essential use of conformal
invariance, for calculating the two point functions of scalar, vector and tensor fields of
conformal field theories in the semi-infinite space Rd+. In particular we give a prescription
for treating the conformally invariant integrals that arise in a diagrammatic expansion of
the theory. Techniques for handling such integrals have been developed for the infinite
space Rd, and have proven to be very useful [5, 6]. However these techniques do not extend
to Rd+ and so this alternative technique is developed.
2 Conformal Invariance
A transformation of coordinates xµ → x
g
µ(x) is a conformal transformation if it leaves the
line element unchanged up to a local scale factor Ω(x). That is
dxgµdx
g
µ = Ω(x)
−2dxµdxµ . (2.1)
For the discussion of two point functions of fields in a conformal field theory we need to
consider the effect of conformal transformations on these fields. If a field O(x) transforms
under the conformal group as
O(x)→ Og(xg) = Ω(x)ηO(x) , (2.2)
for some η, then O(x) is said to be a quasi primary scalar field with scale dimension η.
A quasi primary vector field Vµ(x) with scale dimension η is one which transforms like
V(x)→ Vgµ(x
g) = Ω(x)ηRµα(x)Vα(x) , (2.3)
where Rµα(x) = Ω(x)∂x
g
µ/∂xα. The transformation for quasi primary tensor fields follows
analogously. We will restrict our attention to quasi primary fields in this paper.
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In the semi-infinite space Rd+ we define coordinates xµ = (y,x) where y measures the
perpendicular distance from the boundary, and xi are coordinates in the d−1 dimensional
hyperplanes parallel to the boundary. The two point functions of scalar operators are
restricted by translational and rotational invariance in planes parallel to the boundary to
be
〈O1(x)O2(x
′)〉 = G(y, y′, |x− x′|) , (2.4)
and scale invariance further restricts the form of G to depend on two independent scale
invariant variables s2/y2 and s2/y′2, where s2 = (x − x′)2. This situation should be
contrasted with the case of infinite space where it is not possible to construct a vari-
able from two points which is invariant under all of scale, translational and rotational
transformations.
For two points in Rd+ conformal invariance provides further restrictions. Under con-
formal transformations which leave the boundary fixed
s2 →
s2
Ω(x)Ω(x′)
, y →
y
Ω(x)
, y′ →
y′
Ω(x′)
, (2.5)
so that only one independent conformally invariant variable can be constructed from two
points
ξ =
s2
4yy′
or v2 =
s2
s¯2
=
ξ
1 + ξ
, (2.6)
where s¯2 = (x − x′)2 + (y + y′)2 is the square of the distance along the path between x
and the image point of x′ .
As a consequence, the correlation function of two quasi primary scalar fields may be
written as
〈O1(x)O2(x
′)〉 =
1
(2y)η1
1
(2y′)η2
f(ξ) , (2.7)
for some arbitrary function f(ξ) 1
As an example we consider free scalar field theory, where the field φ(x) satisfies Dirich-
let or Neumann boundary conditions at y = 0. Then by the method of images the Green’s
function is simply
〈φ(x)φ(x′)〉 = Gφ(x, x
′) = A
( 1
sd−2
±
1
s¯d−2
)
=
A
(4yy′)ηφ
fφ(ξ) , (2.8)
1The ξ → 0 and ξ → ∞ limiting behaviour of this function is fixed by the Operator Product and
Boundary Operator Expansions [7].
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where
A =
1
(d− 2)Sd
, ηφ =
1
2
d− 1 , fφ(ξ) = ξ
−ηφ ± (1 + ξ)−ηφ . (2.9)
In the above expression the upper (lower) sign corresponds to Neumann (Dirichlet) bound-
ary conditions and the factor Sd = 2pi
1
2
d/Γ(1
2
d) is the area of a unit hypersphere in d
dimensions.
In [7], henceforth referred to as I, the form of the two point functions of scalar, vector
and tensor fields was worked out in detail for the O(N) sigma model in both the ε and
large N expansions. These calculation were significantly simplified by the use of a new
technique to solve the conformally invariant integrals on Rd+ that naturally arise. In the
next section this technique is discussed in detail.
3 Parallel Transform Method
We consider integrals of the form
f(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
f1(ξ˜)f2(ξ˜
′) , (3.1)
ξ˜ =
(x− r)2
4yz
ξ˜′ =
(x′ − r)2
4y′z
, r = (z, r) ,
where conformal invariance restricts the form of the integral to be a function of ξ only.
This follows because under conformal transformations which leave the boundary fixed,
the integration measure transforms like ddx → Ω(x)−dddx and the factor 1/(2z)d →
Ω(x)d/(2z)d so the local scaling factor cancels.
Given functions f1 and f2 we may solve integrals of this type indirectly by first inte-
grating f(ξ) over hyperplanes parallel to the boundary2
∫
dd−1x f(ξ) = (4yy′)λfˆ(ρ) , ρ =
(y − y′)2
4yy′
, λ = 1
2
(d− 1) , (3.2)
which defines the function fˆ(ρ) to be
fˆ(ρ) =
piλ
Γ(λ)
∫ ∞
0
du uλ−1f(u+ ρ) . (3.3)
2This is related to the Radon transformation of f(x) [8], which is defined as the integral of f(x) over
all possible hyperplanes in Rd. Here we consider integrals over the subset of hyperplanes in Rd+ which
are parallel to the boundary.
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The crucial point is that this defines an integral transform f → fˆ which is invertible.
Thus f(ξ) can be retrieved from fˆ(ρ) via
f(ξ) =
1
piλΓ(−λ)
∫ ∞
0
dρ ρ−λ−1fˆ(ρ+ ξ) . (3.4)
The integral in the above formula is actually singular for values of λ that we consider
here, but the inversion formula may still be defined by analytic continuation in λ from
Re(λ) < 0. To verify that the transformation (3.3) is compatible with the inversion
formula (3.4) it is sufficient to make use of the following relation involving generalised
functions
∫
du (ρ− u)µ−1+ u
λ−1
+ = B(µ, λ) ρ
µ+λ−1
+ ∼ Γ(−λ)Γ(λ)δ(ρ) as µ→ −λ . (3.5)
For the case d = 3 when λ = 1 we use
ρ−λ−1+
Γ(−λ)
∼ δ′(ρ) as λ→ 1 , (3.6)
to reduce the inversion formula (3.4) to the simple form
f(ξ) = −
1
pi
fˆ ′(ξ) . (3.7)
Now that this parallel transform has been defined it is possible to derive an integral
relation for the transformed functions by integrating f(ξ) in (3.1) with respect to x so
that
fˆ(ρ) =
∫ ∞
0
dz
1
2z
fˆ1(ρ˜)fˆ2(ρ˜
′) ρ˜ =
(y − z)2
4yz
, ρ˜′ =
(y′ − z)2
4y′z
. (3.8)
In order to solve integrals of this type we first change variables z = e2θ, y = e2θ1 and
y′ = e2θ2 so that equation (3.8) becomes
fˆ
(
sinh2(θ1 − θ2)
)
=
∫ ∞
−∞
dθ fˆ1
(
sinh2(θ − θ1)
)
fˆ2
(
sinh2(θ − θ2)
)
. (3.9)
Now by taking the Fourier transform
˜ˆ
f(k) =
∫ ∞
−∞
dθ eikθfˆ(sinh2 θ) , (3.10)
then by the convolution theorem the transformed integral relation (3.8) becomes
˜ˆ
f(k) =
˜ˆ
f 1(k)
˜ˆ
f2(k) . (3.11)
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Thus we may solve integrals of the general type given in (3.1) by this double integral
transform method provided that it is possible to make the transforms fi(ξ) → fˆi(ρ) →
˜ˆ
f i(k) for both the functions f1 and f2 and that the subsequent inverse transforms of
the resulting function
˜ˆ
f(k) can be made. Of course the form of the functions f1 and
f2 are crucial in order for this procedure to be successfully undertaken. For the typical
cases which arise in the diagrammatic expansion of a conformal field theory this method
has proven to be very successful, although the intermediate steps often involve nontrivial
manipulations of hypergeometric functions. In the next section several examples which
are likely to occur in calculations in conformal field theory are given to illustrate the
method, and provide a table of transforms for future reference.
4 Illustration of the Method
For application to the calculation of two point functions in a conformal field theory we
may use this method to solve the integrals over products of propagators that occur in
a diagrammatic expansion of the theory. Therefore, by considering, for example, the
Green’s function of the free scalar field given in (2.8) we wish to solve integrals of the
following type
I =
∫ ∞
0
dz
∫
dd−1r
1
(2z)β
1
(s˜2)α(¯˜s2)α¯(s˜′2)α
′
(¯˜s′2)α¯
′
, (4.1)
with
s˜2 = (x− r)2 + (y − z)2 , ¯˜s2 = (x− r)2 + (y + z)2 ,
s˜′2 = (x′ − r)2 + (y′ − z)2 , ¯˜s′2 = (x′ − r)2 + (y′ + z)2 .
For conformal invariance, following (2.5), we must also require
α + α¯ + α′ + α¯′ + β = d . (4.2)
This integral may be readily cast into the general form (3.1), for which we should then
take
f1(ξ˜) =
1
(2y)α+α¯
1
ξ˜α(1 + ξ˜)α¯
, f2(ξ˜
′) =
1
(2y′)α′+α¯′
1
ξ˜′α′(1 + ξ′)α¯′
. (4.3)
Later in this section we will consider the more general integrals that arise in the discussion
of the large N expansion of the O(N) sigma model, where the propagator for the auxiliary
field λ has a more complicated functional form.
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To solve the integral (4.1) using the method of section 3 we first take the sequence
of transforms f → fˆ →
˜ˆ
f as defined in (3.3) and (3.10) for functions of the form fi(ξ)
above. For simplicity we take
f(ξ) =
1
ξα(1 + ξ)α¯
(4.4)
The first transform f → fˆ follows from standard references
fˆ(ρ) =
piλ
Γ(λ)
∫ ∞
0
du uλ−1
1
(u+ ρ)α(1 + u+ ρ)α¯
= piλ
Γ(α+ α¯− λ)
Γ(α + α¯)
1
(1 + ρ)α+α¯−λ
F
(
α + α¯− λ, α ; α + α¯ ;
1
1 + ρ
)
. (4.5)
The function F (a, b; c; z) is a hypergeometric function whose definition is given in (A.1)
For the subsequent transform fˆ →
˜ˆ
f we consider the cases α¯ = 0, α = 0, α = α¯
separately
fI(ξ) =
1
ξα
fˆI(ρ) = pi
λΓ(α− λ)
Γ(α)
1
ρα−λ
(4.6)
˜ˆ
f I(k) = pi
1
2
dΓ(2α− 2λ)Γ(1− 2α+ 2λ)
Γ(α)Γ(1
2
+ α− λ)
[
Γ(α− λ+ i
2
k)
Γ(1− α + λ+ i
2
k)
+
Γ(α− λ− i
2
k)
Γ(1− α + λ− i
2
k)
]
fII(ξ) =
1
(1 + ξ)α¯
fˆII(ρ) = pi
λΓ(α¯− λ)
Γ(α¯)
1
(1 + ρ)α¯−λ
(4.7)
˜ˆ
f II(k) = pi
1
2
d 1
Γ(α¯)Γ(1
2
+ α¯− λ)
Γ(α¯− λ+ i
2
k)Γ(α¯− λ− i
2
k)
fIII(ξ) =
1
ξα(1 + ξ)α
fˆIII(ρ) = pi
λΓ(2α− λ)
Γ(2α)
1
(1 + ρ)2α−λ
F
(
2α− λ, α ; 2α ;
1
1 + ρ
)
(4.8)
˜ˆ
f III(k) = pi
1
2
d4α−
1
2
dΓ(
1
2
d− α)
Γ(α)
Γ(α− 1
2
λ− i
4
k)Γ(α− 1
2
λ+ i
4
k)
Γ(1
2
+ 1
2
λ− i
4
k)Γ(1
2
+ 1
2
λ + i
4
k)
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There is one other case, a particular combination of two functions of the type (4.4), which
is of interest
fIV(ξ) =
2ξ + 1
ξα(1 + ξ)α
fˆIV(ρ) = 2pi
λΓ(2α− λ− 1)
Γ(2α− 1)
1
(1 + ρ)2α−λ−1
F
(
2α− λ− 1, α− 1 ; 2α− 2 ;
1
1 + ρ
)
(4.9)
˜ˆ
f IV(k) = pi
1
2
d4α−
1
2
dΓ(
1
2
d− α)
Γ(α)
Γ(α− 1
2
λ− 1
2
− i
4
k)Γ(α− 1
2
λ− 1
2
+ i
4
k)
Γ(1
2
λ− i
4
k)Γ(1
2
λ+ i
4
k)
.
The last two cases, fIII and fIV, are important because the more general case where α¯
differs from α by any integer follows in a straightforward manner from them. However, the
derivation of those two results directly is nontrivial. The simplest way to verify them is
by working backwards and taking the inverse transforms. A general procedure for taking
the inverse transforms is discussed next.
For application to conformal field theory where we have integrals of the form (3.1)
then the transformed relation (3.11) suggests that we need to take the inverse transform
of products of the functions
˜ˆ
f i(k) in I to IV. In all of these cases the dependence of
˜ˆ
f(k) on
k is through combinations of Gamma functions. Consequently, by considering the poles
of the Gamma function, the inverse Fourier transform
˜ˆ
f → fˆ of (3.11) can be performed
by contour integration. We first consider the following combination of Gamma functions
which is appropriate for verifying the transforms of fIII and fIV above
˜ˆga,b(k) ≡
Γ(a− i
4
k)Γ(a+ i
4
k)
Γ(b− i
4
k)Γ(b+ i
4
k)
. (4.10)
The poles of Γ(a− i
4
k) occur at i
4
k = a + n with residue (−1)n/n! (for n a non negative
integer). Therefore, the inverse transform is obtained as a sum of the residues of ˜ˆga,b,
resulting in a series that has hypergeometric form
gˆa,b(sinh
2 θ) =
1
2pi
∫
dk e−ikθ ˜ˆga,b(k)
=
4Γ(2a)
Γ(b− a)Γ(b+ a)
e−4a|θ|F (2a, a− b+ 1; a+ b; e−4|θ|) . (4.11)
=
4Γ(2a)
Γ(b− a)Γ(b+ a)
1
(4 cosh2 θ)2a
F (2a, a+ b− 1
2
; 2a+ 2b− 1;
1
cosh2 θ
) .
By choosing appropriate values for a, b, and noting that cosh2 θ = 1 + ρ then the Fourier
transformed functions
˜ˆ
f III and
˜ˆ
f IV follow directly from this result. To obtain the inverse
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parallel transform we use
1
Γ(−λ)
∫ ∞
0
dρ ρ−λ−1
1
(1 + ρ+ ξ)p
=
Γ(p+ λ)
Γ(p)
1
(1 + ξ)p+λ
, (4.12)
with p = 2a+ n, in the last line of (4.11) so that
ga,b(ξ) =
Γ(2a+ λ)
42a−1piλΓ(b− a)Γ(b+ a)
1
(1 + ξ)2a+λ
F
(
2a+ λ, a+ b− 1
2
; 2a+ 2b− 1;
1
1 + ξ
)
.
(4.13)
Now, with the appropriate choice of a, b, we can use this result to verify the parallel
transforms fˆIII and fˆIV in equations (4.8) and (4.9).
In order to solve the integrals of the type (3.1) we must find the inverse Fourier trans-
form of products of the functions
˜ˆ
f i(k) in I to IV. These may can be simply obtained
as hypergeometric series by contour integration in a similar way to above above calcula-
tion. The procedure for finding the inverse parallel transform differs, though, because it is
not always possible to make the simplifying manipulation of the hypergeometric function
that is made in (4.11). This is because the hypergeometric series is often of higher order.
However, a procedure for taking the inverse transform fˆ → f which bypasses this step is
derived in the appendix. This procedure makes essential use of a special property of the
hypergeometric series which arises on taking the inverse Fourier transform, that is due
the symmetry ˜ˆg(k) = ˜ˆg(−k). After taking the inverse Fourier transform of products of
the functions in I to IV, we obtain a hypergeometric series with one of the two following
forms
gˆ(sinh2 θ) = e−4a|θ|q+1Fq(2a, b1, · · · bq; c1, · · · cq; e
−4|θ|) , (4.14)
hˆ(sinh2 θ) = e−2a|θ|q+1Fq(2a, b1, · · · bq; c1, · · · cq; e
−2|θ|) , (4.15)
where the notation q+1Fq refers to a generalised hypergeometric series which is defined
in (A.2). The crucial point is that the parameters bi and ci in these functions are always
related by ci = 1 + 2a− bi.
We now present the inverse transforms of six of the possible combinations of the func-
tions in I to IV, which have been obtained using this method. These represent solutions
to particular integrals of the type (3.1). First we consider products of the functions fI
and fII. In these cases the inverse Fourier transform results in hypergeometric series of
the form (4.15) and the inverse parallel transform can be found via the methods outlined
9
in the appendix. Thus, using (A.22), we obtain
II,I(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
1
ξ˜α
1
ξ˜′α′
= pi
1
2
dΓ(1 + α + α
′ − d)Γ(1
2
d− α− α′)
Γ(1− 1
2
d)Γ(1
2
d)
F (α, α′; 1 + α + α′ − 1
2
d;−ξ)
+ pi
1
2
dΓ(α + α−
1
2
d)Γ(1
2
d− α)Γ(1
2
d− α′)
Γ(d− α− α′)Γ(α)Γ(α′)
1
ξα+α
′− 1
2
d
× F (1
2
d− α, 1
2
d− α′, 1 + 1
2
d− α− α′;−ξ) , (4.16)
II,II(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
1
ξ˜α
1
(1 + ξ˜′)α′
= pi
1
2
dΓ(1 + α + α
′ − d)Γ(1
2
d− α)
Γ(1
2
d)Γ(1 + α′ − 1
2
d)
F (α, α′; 1
2
d;−ξ) , (4.17)
III,II(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
1
(1 + ξ˜)α
1
(1 + ξ˜′)α′
= pi
1
2
d Γ(1 + α + α
′ − d)
Γ(1 + α + α′ − 1
2
d)
F (α, α′; 1 + α + α′ − 1
2
d;−ξ) . (4.18)
In order to bring these results to this form it is necessary to use several identities of the
hypergeometric function which can be found in the standard references [9].
If we take the limit α + α′ → d in these integrals, which corresponds to β → 0 in the
original integral (4.1) then the following relation
1(
(x− x′)2
) 1
2
d−β
∼
1
2β
Sdδ
d(x− x′) as β → 0 , (4.19)
can be used to show that
II,I + III,II = pi
dΓ(
1
2
d− α)Γ(1
2
d− α′)
Γ(α)Γ(α′)
δd(x− x′) , (4.20)
in the limit α + α′ → d. This is the expected result when the range of the integral (4.1),
with α¯ = α¯′ = β = 0, is extended to the infinite space Rd. In a similar way it is possible
to show that if α+ α′ = d then II,II + III,I = 0, where III,I is defined by taking α↔ α
′ in
II,II.
We now evaluate three more conformally invariant integrals involving combinations
of the functions fIII and fIV. In these cases the inverse Fourier transform results in a
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hypergeometric series of the form (4.14). One obtains
IIII,III(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
1
ξ˜α(1 + ξ˜)α
1
ξ˜′α′(1 + ξ˜′)α′
=
Γ(1
2
d− α′)Γ(α′ − α)Γ(α+ α′ − λ)
Γ(1
2
d− α)Γ(α′)Γ(α + 1
2
)
pi
1
2
d4α
′− 1
2
d 1
[ξ(1 + ξ)]α
(4.21)
× 3F2
(
α, 1 + α− 1
2
d, 1
2
d− α′;α + 1
2
, 1 + α− α′;−
1
4ξ(1 + ξ)
)
+ α↔ α′ ,
IIII,IV(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
1
ξ˜α(1 + ξ˜)α
2ξ˜′ + 1
ξ˜′α′(1 + ξ˜′)α′
=
Γ(1
2
d− α)Γ(1
2
d− α′)Γ(α + α′ − 1
2
d)
Γ(α)Γ(α′)Γ(d− α− α′)
pi
1
2
d 1
[ξ(1 + ξ)]α+α
′− 1
2
d
(4.22)
× F
(
λ− α, 1
2
d− α′ ; d− α− α′ ;−4ξ(1 + ξ)
)
IIV,IV(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
2ξ˜ + 1
ξ˜α(1 + ξ˜)α
2ξ˜′ + 1
ξ˜′α′(1 + ξ˜′)α′
=
Γ(1
2
d− α′)Γ(α′ − α)Γ(α+ α′ − 1− λ)
Γ(1
2
d− α)Γ(α′)Γ(α− 1
2
)
pi
1
2
d4α
′− 1
2
d 2ξ + 1
[ξ(1 + ξ)]α
(4.23)
× 3F2
(
α, 1 + α− 1
2
d, 1
2
d− α′;α− 1
2
, 1 + α− α′;−
1
4ξ(1 + ξ)
)
+ α↔ α′ .
To solve for IIII,III we require the transformed function
˜ˆ
f III(k) with the result for the
inverse transform of the general case (A.11) which is given in the appendix. For IIV,IV
we use
˜ˆ
f IV(k) with the inverse transform (A.17). To obtain IIII,IV in the form (4.22),
we follow a similar procedure to the other two cases, but also use a relationship between
hypergeometric functions with argument −z and hypergeometric functions with argument
−1/z to simplify the expression.
The solution to the integrals in (4.16) to (4.23) all have a pole at α = d/2 except
for (4.18). This pole arises due to the short distance logarithmic singularity for r ∼ x in
each of these integrals when α = d/2.
We are now in a position to evaluate integrals of the type (3.1) with products of more
general functions than those discussed thus far. For example, if we consider the function
ga,b given in (4.13) which was derived from the definition of ˜ˆga,b in (4.10), then since
˜ˆga,b(k)
˜ˆgb,c(k) =
˜ˆga,c(k) , (4.24)
11
it follows directly that
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
ga,b(ξ˜)gb,c(ξ˜
′) = ga,c(ξ) , a 6= c
= (4yy′)
1
2
dδd(x− x′) , a = c . (4.25)
This is a solution to an integral of the product of two hypergeometric functions with the
special form (4.13). This relation is useful in the large N expansion of the O(N) sigma
model with the Ordinary transition, where the Green’s function of the auxiliary field λ is
a hypergeometric function of exactly this type [7, 10, 11].
We may generalise this further by considering the function
˜ˆgab,cδ(k) ≡
Γ(a− i
4
k)Γ(a+ i
4
k)Γ(b− i
4
k)Γ(b+ i
4
k)
Γ(c− i
4
k)Γ(c+ i
4
k)Γ(δ − i
4
k)Γ(δ + i
4
k)
. (4.26)
The methods of the appendix can then be used to obtain the inverse transforms of this
function provided δ = 1
2
λ or δ = 1
2
+ 1
2
λ. The inverse Fourier transform gives3
gˆab,cδ(sinh
2 θ) =
4Γ(2a)Γ(b− a)Γ(b+ a)
Γ(c− a)Γ(c+ a)Γ(δ − a)Γ(δ + a)
e−4a|θ| (4.27)
× 4F3
(
2a, b+ a, 1 + a− c, 1 + a− δ; 1 + a− b, c+ a, δ + a ; e−4|θ|
)
+ a↔ b .
Subsequently, using (A.11) for the case δ = 1
2
+ 1
2
λ we find
gab,cδ(ξ) =
1
42a−1piλ
Γ(2a+ λ)Γ(b− a)Γ(b+ a)
Γ(c− a)Γ(c+ a)Γ(1
2
+ 1
2
λ− a)Γ(1
2
+ 1
2
λ+ a)
1
[ξ(1 + ξ)]a+
1
2
λ
(4.28)
× 3F2
(
a+ 1
2
λ, 1
2
+ a− 1
2
λ, c− b ; 1 + a− b, a+ c ;−
1
4ξ(1 + ξ)
)
+ a↔ b ,
whereas when δ = 1
2
λ, using (A.17) we obtain
gab,cδ(ξ) =
1
42a−1piλ
Γ(2a+ λ)Γ(b− a)Γ(b+ a)
Γ(c− a)Γ(c+ a)Γ(1
2
λ− a)Γ(1
2
λ+ a)
ξ + 1
2
[ξ(1 + ξ)]
1
2
+a+ 1
2
λ
(4.29)
× 3F2
(
1
2
+ a+ 1
2
λ, 1 + a− 1
2
λ, c− b ; 1 + a− b, a+ c ;−
1
4ξ(1 + ξ)
)
+ a↔ b .
3This function, is related to the Meijer’s G-function which is defined by the contour integration of
combinations of Gamma functions with arguments of a particular form [9].
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Thus provided δ is one of 1
2
λ or 1
2
+ 1
2
λ then gab,cδ(ξ) can be obtained as 3F2 hypergeometric
functions. The solutions to the integrals in (4.21)-(4.23) represent special cases of these
functions. More generally, integrals of products of these types of 3F2 hypergeometric
functions are possible. Since
˜ˆg(k)ab,cδ ˜ˆgce,bf(k) =
˜ˆg(k)ae,δf , (4.30)
then it follows that
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
gab,cδ(ξ˜)gce,bf(ξ˜
′) = gae,δf(ξ) , (4.31)
provided δ, f = 1
2
λ, 1
2
+ 1
2
λ. Similar integral relations can be derived by considering possible
combinations of ga,b with gab,cδ with particular choices of the parameters a, b, c, δ. Integrals
such as these occur in a discussion of the large N expansion of the O(N) sigma model
with the Special transition where the Green’s function for the auxiliary field λ contains
hypergeometric functions of this type [7, 11, 12].
5 Integrals Involving Spin Factors
We now turn our attention to conformally invariant integrals involving spin factors which
occur in the discussion of two point functions of vector and tensor fields. For this we
define fields Xµ, X˜µ, with scale dimension zero, which transform like vectors at the point
x under conformal transformations that leave the boundary fixed.
Xµ =
y
ξ
1
2 (1 + ξ)
1
2
∂µξ , X˜µ =
y
ξ˜
1
2 (1 + ξ˜)
1
2
∂µξ˜ . (5.1)
These are constructed to be unit vectors so that XµXµ = X˜µX˜µ = 1 .
We will use the example of an integral with one spin factor in the integrand to illustrate
the method. Such an integral would be appropriate for correlation functions involving a
single vector field. We define
Iµ = I(ξ)Xµ =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
X˜µf1(ξ˜)f2(ξ˜
′) , (5.2)
which has the functional form Iµ = I(ξ)Xµ due to conformal invariance. To find I(ξ) we
use the fact that Xµ is a unit vector to obtain
I(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
(X · X˜)f1(ξ˜)f2(ξ˜
′) . (5.3)
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Now, since
X · X˜ =
(2ξ + 1)(2ξ˜ + 1)− (2ξ˜′ + 1)
4
(
ξ(1 + ξ)ξ˜(1 + ξ˜)
) 1
2
, (5.4)
the methods of section 4 can be used to solve for I(ξ) in terms of hypergeometric functions.
For example, if we take
f1(ξ) =
1
ξα(1 + ξ)α
, f2(ξ) =
1
ξα′(1 + ξ)α′
, (5.5)
then we may use the solution to the integral IIII,IV in (4.22) to obtain
I(ξ) = pi
1
2
dΓ(
1
2
+ 1
2
d− α)Γ(1
2
d− α′)Γ(1
2
+ α+ α′ − 1
2
d)
Γ(1
2
+ α)Γ(α′)Γ(1
2
+ d− α− α′)
1
[ξ(1 + ξ)]α+α
′− 1
2
d
× F
(
d− 2α, d− 2α′; 1
2
+ d− α− α′;−ξ
)
. (5.6)
The case where α = 1
2
(d−1) can be worked out by an alternative method by noting that4
∂µ
(
1
(2y)d−1
X˜µ
[ξ˜(1 + ξ˜)]
1
2
(d−1)
)
= Sdδ
d(x− r) , (5.7)
so that from the definition of Iµ in (5.2),
∂µ
(
1
(2y)d−1
Iµ
)
= Sd
1
(2y)d
1
[ξ(1 + ξ)]α′
. (5.8)
This result may be rewritten as a differential equation for I(ξ)
d
dξ
(
[ξ(1 + ξ)]
1
2
(d−1)I(ξ)
)
= 1
2
Sd
1
[ξ(1 + ξ)]1+α
′− 1
2
d
, (5.9)
which may be solved to give
I(ξ) =
Sd
d− 2α′
1
[ξ(1 + ξ)]α
′− 1
2
F
(
1, d− 2α′ ; 1 + 1
2
d− α′ ;−ξ
)
. (5.10)
The constant of integration is taken to be zero, because otherwise the presence of such a
term would violate (5.8) by producing an extra delta function contribution to the RHS.
This solution is in agreement with (5.6). A similar procedure can be used for integrals
involving more spin factors, which would be appropriate for correlation function involving
the energy momentum tensor or two vector fields for example. Such integrals are evaluated
in I by a slightly different method.
4For this we recall that −∂2s2−d = (d− 2)Sdδ
d(s) .
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6 Large N Expansion for the O(N) Model
In this section, by way of conclusion, we demonstrate the use of the of the parallel trans-
form method to to calculate two point functions in the 1
N
expansion of the O(N) non-linear
sigma model for the case of semi-infinite geometry. As usual, the nonlinear constraint on
the fields φα(x); φ
2 = N can be removed by introducing an auxiliary field λ(x) in the
Lagrangian via an interaction term LI =
1
2
λφ2. To analyse the two point functions of the
fields φα and λ we first define
〈φα(x)φβ(x
′)〉 = Gφ(x, x
′)δαβ , 〈λ(x)λ(x
′)〉 = Gλ(x, x
′) . (6.11)
Then, to zeroth order in the 1
N
expansion, these Green’s functions satisfy the following
relations [13]
(
−∇2 + 〈λ(x)〉
)
Gφ(x, x
′) = δd(x− x′) , (6.12)
∫
ddr G2φ(x, r)Gλ(r, x
′) = −
2
N
δd(x− x′) . (6.13)
Both of these relations may be solved by making use of conformal invariance and using
the parallel transform method discussed in section 3. For this we write
Gφ(x, x
′) =
1
(4yy′)ηφ
fφ(ξ) , Gλ(x, x
′) =
1
(4yy′)ηλ
fλ(ξ) . (6.14)
Since 2ηφ + ηλ = d due to conformal invariance of the integral in (6.13), then the zeroth
order result ηφ =
1
2
d− 1 implies that ηλ = 2 to this order. Now, with the scaling relation
〈λ(x)〉 = Aλ/4y
2, it is possible to obtain Gφ as a solution to a differential equation.
Alternatively we can recast (6.12) into an integral equation so that the method of parallel
transforms can be used to obtain a solution. Writing
∫
ddr H(x, r)Gφ(r, x
′) = δd(x− x′) , (6.15)
requires that
H(x, x′) =
(
−∇2 +
Aλ
4y2
)
δd(x− x′) . (6.16)
The integral of H(x, x′) over planes parallel to the boundary may be written as
∫
dd−1xH(x, x′) =
1
(4yy′)
3
2
hˆ(y, y′) , (6.17)
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defining hˆ to be
hˆ(e2θ, e2θ
′
) =
(
−
d2
dθ2
+ 1 + Aλ
)
δ(θ − θ′) . (6.18)
The subsequent Fourier transform of hˆ(e2θ, e2θ
′
) gives the simple expression
˜ˆ
h(k) = k2 + 1 + Aλ . (6.19)
We may now solve for Gφ by first integrating the integral equation (6.15) over planes
parallel to the boundary and then taking the Fourier transform as defined in (3.10). The
resulting equation is
˜ˆ
h(k)
˜ˆ
fφ(k) = 1 , (6.20)
where
˜ˆ
fφ(k) is the transform of the function fφ(ξ) defined in (6.14). Consequently the
desired result is
˜ˆ
fφ(k) =
1
˜ˆ
h(k)
=
1
k2 + 1 + Aλ
. (6.21)
If we are now express
˜ˆ
fφ(k) as
˜ˆ
fφ(k) =
1
16
Γ(µ+ i
4
k)Γ(µ− i
4
k)
Γ(1 + µ+ i
4
k)Γ(1 + µ− i
4
k)
, µ2 =
1 + Aλ
16
, (6.22)
then we may use the result (4.13) to obtain the inverse transform directly:
fφ(ξ) =
1
41+2µpiλ
Γ(2µ+ λ)
Γ(1 + 2µ)
1
(1 + ξ)2µ+λ
F
(
2µ+ λ, 1
2
+ 2µ; 1 + 4µ;
1
1 + ξ
)
. (6.23)
This general form for fφ(ξ) gives the correct largeN Green’s functionGφ(x, x
′) appropriate
for both the Ordinary and Special transitions in the statistical mechanical context where
we should take µ = (d− 3)/4 and µ = (d− 5)/4 respectively [14]. Solutions for Gλ(x, x
′)
can now be obtained in a similar way via the integral equation (6.13). Results for Gλ(x, x
′)
for both the Ordinary and Special transitions were calculated with the parallel transform
method in I and also in [10, 11, 12] by a different method. It would be interesting to see
if the next order in the 1
N
expansion can be obtained using the methods discussed in this
paper; this is the subject of future research.
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16
I wish to thank Hugh Osborn for many useful ideas and suggestions. This research was
funded by a Postdoctoral Research Fellowship from the National Science and Engineering
Research Council of Canada.
Appendix: Hypergeometric Function Relations
In this appendix we derive some essential hypergeometric function relations that are need
in section 4. We start with the definition of the hypergeometric function
F (a, b; c; z) ≡
∞∑
n=0
zn
n!
(a)n(b)n
(c)n
, (A.1)
where (a)n = Γ(a+n)/Γ(a) is the Pochhammer symbol. There is a natural generalisation
of this definition, which is called a generalised hypergeometric series
pFq(a1, · · ·ap; c1, · · · cq; z) ≡
∞∑
n=0
zn
n!
(a1)n · · · (ap)n
(c1)n · · · (cq)n
. (A.2)
For application to section 4 we need to consider the inverse parallel transform of functions
of the following hypergeometric form
gˆ(sinh2 θ) = e−4a|θ|q+1Fq(2a, b1, · · · bq; c1, · · · cq; e
−4|θ|) , (A.3)
hˆ(sinh2 θ) = e−2a|θ|q+1Fq(2a, b1, · · · bq; c1, · · · cq; e
−2|θ|) , (A.4)
where ci = 1+ 2a− bi. To take the inverse transform we express these results as the sum
indicated by (A.2) and then observe that, with ρ = sinh2 θ,
e−2p|θ| =
(√
ρ +
√
1 + ρ
)−2p
=
1
4p(1 + ρ)p
F
(
p, 1
2
+ p; 1 + 2p;
1
1 + ρ
)
, (A.5)
where p = 2a + 2n for gˆ and p = a + n for hˆ. We can now obtain the inverse transform
by using
1
Γ(−λ)
∫ ∞
0
dρ ρ−λ−1
1
(1 + ρ+ ξ)p
=
Γ(p+ λ)
Γ(p)
1
(1 + ξ)p+λ
, (A.6)
with the result
Γ(p)
Γ(p+ λ)Γ(−λ)
∫ ∞
0
dρ ρ−λ−1
1
(1 + ρ+ ξ)p
F
(
p, 1
2
+ p ; 1 + 2p ;
1
1 + ρ+ ξ
)
=
1
(1 + ξ)p+λ
F
(
p+ λ, 1
2
+ p ; 1 + 2p ;
1
1 + ξ
)
=
1
ξp+λ
F
(
p+ λ, 1
2
+ p ; 1 + 2p ;−
1
ξ
)
(A.7)
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=
ξ + 1
2
[ξ(1 + ξ)]
1
2
(p+λ+1)
F
(
1
2
(p+ λ+ 1), 1 + 1
2
(p− λ); 1 + p ;−
1
4ξ(1 + ξ)
)
(A.8)
=
1
[ξ(1 + ξ)]
1
2
(p+λ)
F
(
1
2
(p+ λ), 1
2
(1 + p− λ); 1 + p ;−
1
4ξ(1 + ξ)
)
. (A.9)
The techniques for finding the inverse transform of gˆ and hˆ are related, except that for hˆ
it is necessary to use (A.7) while for gˆ either of the equivalent results (A.8),(A.9) may be
used. Both of these equivalent results are helpful, because two different expressions for
g(ξ) can be derived from them and a nice simplification of these expressions occurs for
different values of the parameters bi. For the purpose of this discussion we will focus on
the inversion of gˆ for which we use (A.9) with p = 2a+ 2n to obtain
g(ξ) =
1
42apiλ
Γ(2a+ λ)
Γ(2a)
1
[ξ(1 + ξ)]a+
1
2
λ
∞∑
n=0
1
n!
(2a)n(b1)n · · · (bq)n
(c1)n · · · (cq)n
(2a + λ)2n
4n(2a)2n
(A.10)
×
1
[4ξ(1 + ξ)]n
F
(
a + 1
2
λ+ n, 1
2
+ a− 1
2
λ+ n ; 1 + 2a+ 2n ;−
1
4ξ(1 + ξ)
)
.
By expanding the hypergeometric function, g(ξ) can be rewritten as
g(ξ) =
1
42apiλ
Γ(2a+ λ)
Γ(2a)
1
[ξ(1 + ξ)]a+
1
2
λ
∞∑
N=0
GN
(−1)N
[4ξ(1 + ξ)]N
, (A.11)
where the coefficient GN is given by the finite sum
GN=
N∑
n=0
(−1)n
n!(N − n)!
(2a)n(b1)n · · · (bq)n
(c1)n · · · (cq)n
(2a+ λ)2n(a+
1
2
λ+ n)N−n(
1
2
+ a− 1
2
λ+ n)N−n
4n(2a)2n(1 + 2a+ 2n)N−n
.
(A.12)
This can be simplified further by using the following identities for the Pochhammer symbol
(p)2n = 4
n(1
2
p)n(
1
2
+ 1
2
p)n , (p+ n)N−n =
(p)N
(p)n
, (p)−n =
(−1)n
(1− p)n
. (A.13)
so that GN becomes
GN =
(a+ 1
2
λ)N(
1
2
+ a− 1
2
λ)N
N !(1 + 2a)N
q+4Fq+3
(
2a, 1 + a, b1, · · · , bq,
1
2
+ a+ 1
2
λ,−N ; (A.14)
a, c1, · · · , cq,
1
2
+ a− 1
2
λ, 1 + 2a+N ; 1
)
The finite q+4Fq+3 finite hypergeometric series, with argument 1, has a special form be-
cause ci = 1 + 2a− bi. As a consequence, for the particular case q = 1, the resulting 5F4
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can be summed exactly by a special limit of Dougall’s theorem which states that [15]
5F4(2a, 1+a, b, c,−N ; a, 1+2a−b, 1+2a−c, 1+2a+N ; 1) =
(1 + 2a)N(1 + 2a− b− c)N
(1 + 2a− b)N(1 + 2a− c)N
.
(A.15)
So for q = 1 and applying Dougall’s theorem we find
g(ξ) =
1
42apiλ
Γ(2a+ λ)
Γ(2a)
1
[ξ(ξ + 1)]a+
1
2
λ
2F1
(
a+ 1
2
λ, 1
2
− 1
2
λ+ a− b; 1+ 2a− b;−
1
4ξ(1 + ξ)
)
.
(A.16)
This result and the inverse fourier transform (4.11) are sufficient for verifying the integral
transforms in (4.8) and (4.9).
Although a generalisation of Dougall’s theorem is not known for arbitrary q, the
coefficient GN can usually be simplified to give a finite 5F4 series through cancellation of
the parameters. However, for this cancellation to occur it may be necessary in some cases
to use an alternative formula for g(ξ) which may be derived from (A.8) following a similar
procedure. The result is
g(ξ) =
1
42apiλ
Γ(2a+ λ)
Γ(2a)
ξ + 1
2
[ξ(1 + ξ)]
1
2
+a+ 1
2
λ
∞∑
N=0
G¯N
(−1)N
[4ξ(1 + ξ)]N
, (A.17)
where
G¯N =
(1
2
+ a+ 1
2
λ)N(1 + a−
1
2
λ)N
N !(1 + 2a)N
q+4Fq+3
(
2a, 1 + a, b1, · · · , bq, a+
1
2
λ,−N ; (A.18)
a, c1, · · · , cq, 1 + a−
1
2
λ, 1 + 2a+N ; 1
)
.
The calculation of h(ξ) proceeds in a similar way. Using (A.7) one gets
h(ξ) =
1
4apiλ
Γ(a+ λ)
Γ(a)
1
ξa+λ
∞∑
N=0
HN
(−1)N
ξN
, (A.19)
where
HN =
(a+ λ)N(
1
2
+ a)N
N !(1 + 2a)N
q+3Fq+2
(
2a, 1 + a, b1, · · · , bq,−N ; (A.20)
a, c1, · · · , cq, 1 + 2a+N ; 1
)
.
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Again we recall that ci = 1 + 2a − bi. For the case q = 1 which is relevant for section 4
we use a theorem similar to Dougall’s,
4F3
(
2a, 1 + a, b,−N ; a, 1 + 2a− b, 1 + 2a+N ; 1
)
=
(1 + 2a)N(
1
2
+ a− b)N
(1
2
+ a)N (1 + 2a− b)N
, (A.21)
to obtain
h(ξ) =
1
4apiλ
Γ(a+ λ)
Γ(a)
1
ξa+λ
F
(
a+ λ, 1
2
+ a− b; 1 + 2a− b ;−
1
ξ
)
. (A.22)
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