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iABSTRACT
I conduct a study of learning in HMAX-like models, which are hierarchical
models of visual processing in biological vision systems. Such models compute
a new representation for an image based on the similarity of image sub-parts
to a number of specific patterns, called prototypes. Despite being a central
piece of the overall model, the issue of choosing the best prototypes for a given
task is still an open problem. I study this problem, and consider the best way
to increase task performance while decreasing the computational costs of the
model. This work broadens our understanding of HMAX and related hierarchi-
cal models as tools for theoretical neuroscience, while simultaneously increasing
the utility of such models as applied computer vision systems.
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1Chapter 1
Introduction
Hierarchical models of vision have been suggested repeatedly in the computa-
tional neuroscience literature to describe the functional organization of visual
processing in biological systems. One of the best known of these models is
the HMAX system [5, 2], which has garnered interest both in neuroscience and
computer vision communities. This model can be understood as addressing the
object recognition problem, in which the system takes an image and responds
with the type of object present in that image. As an example of this problem,
an object recognition system may be presented with images of animals, and its
task is then to determine the type of animal present in each image. Models such
as HMAX tackle this problem by first computing a number of abstract features
for the image, and then applying methods from statistical machine learning to
choose the object class that best matches those features.
To compute features for an image, such systems apply a hierarchy of lo-
cal pattern detectors at various locations and scales across the image. At the
bottom of the hierarchy, each detector looks for a simple oriented edge, while
at higher levels, a given detector looks for a specific pattern—or prototype—in
the activation of lower-level detectors. The maximum activation for each of
2these abstract detectors is then used as the value of a single feature, and the
combination of these feature values forms the new image representation. It is
the top-level feature-value representation that is used by a trained classifier to
determine the type of object present.
The choice of prototypes clearly plays an important role in the performance
of the model. However, it is unclear how to best choose these prototypes, given
a particular instance of the object recognition problem. One promising ap-
proach is to learn a useful set of prototypes automatically by finding statistical
regularities in a set of example images. A simple example of this approach—
called “imprinting”—has recently resulted in the model achieving competitive
(though still far below human) performance on multiple computer vision bench-
marks. This performance has led to the theory [2] that prototypes composed of
imprinted shape are responsible for the model’s success. Given the simplicity
of imprinting, it seems probable that more sophisticated learning methods can
achieve even better performance on these tasks.
The thesis advanced in this dissertation is that hierarchical visual models can
be improved by learning prototypes. An investigation of this topic first requires
knowing what performance the model is able to achieve without learning, in
order to have an effective baseline when evaluating learning methods. Using
this baseline, we can then measure the effect of learning using imprinting as
well as other methods found in the literature. Finally, the benefit of using task-
specific information during learning can be measured by introducing a new
method that uses classifier feedback.
The contributions of this dissertation include the following.
• A novel framework is developed that allows the expression of a wide range
of hierarchical visual models. This framework is used to construct a
new visual model called Glimpse, which achieves competitive performance
3(Chapter 3).
• Common benchmark datasets are analyzed, and many are shown to be
uninformative for object recognition research (Section 4.2).
• The benefit of imprinting is investigated, leading to the conclusion that
imprinted shape is unnecessary to account for the model’s success (Section
4.3). An alternative representation for object recognition based on random
prototypes is introduced.
• A study is conducted on the use of feedback in prototype learning, where
results show a significant increase in performance (Chapter 5).
• A more sophisticated learning technique—one that is commonly used in
similar visual models—is also investigated (Chapter 6), with the discovery
of important limitations.
• A new feedback-driven learning method is introduced in (Chapter 7),
which is computationally efficient. The method is flexible enough to ac-
cept many forms of feedback information.
The rest of the dissertation is organized as follows. Chapter 2 provides back-
ground on the family of HMAX-like models used in this work, and discusses
how they have been used in the literature. Chapter 3 introduces an HMAX-like
model called Glimpse, which I developed for this dissertation. Chapter 4 pro-
vides an analysis of prototype learning, and discusses the role of shape in such
prototypes. Chapter 5 investigates a method known as feature selection, and
shows how task information can be used to increase model performance. Chap-
ter 6 analyzes an existing approach for prototype learning by using a machine
learning method called clustering. Chapter 7 introduces a novel extension to
4clustering that allows task information to be used when learning prototypes. Fi-
nally, I present my conclusions in Chapter 8, and discuss future work in Chapter
9.
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Background & Prior Work
This chapter provides context for the dissertation, and begins by outlining the
problem domain in Section 2.1. Section 2.2 describes the family of hierarchical
models used in the dissertation. Section 2.3 explains how an important compo-
nent of these models, called prototypes, are learned from image data. Finally,
Section 2.4 describes the methodology that is commonly used to evaluate such
models.
2.1 Object Recognition
This work considers the task of visual object recognition. Given a previously
unseen image containing an unlabeled object, the task of object recognition
is to predict what that object is. This is a difficult prediction task, as the
appearance of an object can change greatly due to lighting conditions and the
relationship between object and observer. Often the goal of object recognition is
to recognize an entire class of objects, rather than to identify a single instance.
Inherent differences between the instances of the same class make the task even
more difficult. Consequently, a successful object recognition system must be
robust to such changes, a property that is called invariance. Of course, the
6system must not be too inclusive, or it risks “recognizing” the same object in
every image. This property of being appropriately inclusive is called selectivity.
Advances in object recognition would dramatically affect how devices in-
teract with their environment, and allow us to interact with those devices in
a more natural way. Such advances could enable applications such as visual
search, gesture-based interfaces, and robotic navigation, while impacting areas
such as national security, transportation, consumer electronics, and medicine.
Along the way, advances in object recognition could easily impact our under-
standing of the neuroscience of vision.
2.2 Alternating Multilayer Architectures
The focus of this dissertation is a family of object recognition systems that I
call alternating multilayer architectures, which were popularized by the Neocog-
nitron [6] and HMAX models [2, 5]. These systems employ artificial neural
networks in a manner inspired by biological vision systems. The network is
organized hierarchically into discrete layers, where the activity of one layer is
used as input to the layer above.
A diagram of the architecture is shown in Figure 2.1. The image is processed
by a layer of S1 units, which detect edges of different orientation and scale. The
result is processed by a layer of C1 units, which provide some tolerance to
changes in the scale or location of those edges. The names S1 and C1 refer to
the so-called simple and complex cells in the brain, as discovered by Hubel &
Wiesel [7].
Activity of the C1 layer is processed by a layer of S2 units, which detect
the presence of shape templates called prototypes. The system is connected
hierarchically, with activity for multiple edge orientations fed into each S2 unit.
The result is processed by a layer of C2 units, which provide tolerance to large
7Figure 2.1: Diagram of the alternating multilayer architecture. An image is
first processed by units in the S1 layer, each of which is selective for an edge
at a particular orientation and scale. The result is processed by units in the
C1 layer, which provide local invariance by pooling over a small neighborhood
of S1 units. Units in the S2 layer are then applied, which become active when
the input matches a stored shape template called a prototype. The result is
passed to the C2 layer, in which units pool over the all S2 units for a given
prototype. Activity of the C2 units is passed to a classifier, which predicts the
class of object in the image (e.g., “dog”).
8changes in the size and location of objects. This alternation between S-units
and C-units is argued to allow the model to balance the conflicting needs of
selectivity and invariance [2]. Finally, the activity of the C2 layer is input to a
classifier, which predicts the class of the object.
In short, the system uses a hierarchy to compute a new representation of
the image, from which an object can be identified more easily than from raw
pixel values. Critically, this representation is invariant to certain changes to
the object’s appearance, such as those caused by certain translations, rotations,
and scalings.
2.2.1 S1 Layer
An S1 unit takes a neighborhood of image pixels as input, and responds to an
edge at a particular orientation and scale. The unit becomes active if the given
edge occurs at that location in the image. A battery of S1 units—corresponding
to a range of edge orientations and scales—is applied at each location in the
image. The same battery is replicated for each location, and the resulting
activity defines a set of “edge maps”. Note that the parameters of the edge
detectors are constants that are specified as part of the model.
2.2.2 C1 Layer
The input to a C1 unit consists of a small region of S1 activity defined by a
neighborhood of locations and scales. A C1 unit’s activation is equal to its
most active input. Thus, the C1 layer is intended to provide a small degree of
tolerance to changes in the position and scale of the edges detected at S1.
92.2.3 S2 Layer
An S2 unit takes a neighborhood of C1 activity as input, and compares it to
a stored shape template called a prototype. The activity of the S2 unit reflects
the degree of match between the input and the prototype. There is a battery of
S2 units applied at each location, where each unit is associated with a different
prototype. This battery is replicated across all locations and scales at C1. Thus,
the S2 layer provides specificity to particular shapes. Unlike the parameters at
S1, the set of prototypes is not specified by the model. This will be discussed
further in Section 2.3.
2.2.4 C2 Layer
The input to a C2 unit consists of activity from all S2 units for a given prototype.
A C1 unit’s activation is equal to the maximum input activation. There is one
C2 unit for each prototype, and the activity of a C2 unit indicates the best
match for that prototype anywhere in the image (and at any size). Thus, C2
activity provides an image representation that is invariant to changes in the
object’s position and scale.
2.2.5 Classifier
The input to the classifier consists of the activity for all C2 units in the network.
Each activity value is called a feature, and the vector of activities of all C2 units
is called a feature vector. Similarly, the class of object in the image is called
the label. The classifier compares the feature vector to those it has seen in the
past, and predicts a label for the image.
To perform this prediction, the classifier must have been exposed previously
to the feature vectors and known labels for a set of example images. During
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this training phase, the classifier uses the examples to learn the relationship
between labels and features.
2.2.6 Related Work
Perhaps the best known example of an alternating multilayer architecture is the
HMAX model [5, 2]. HMAX was initially designed as a neuroscience tool to
account for the behavior of biological vision systems, and its parameters were
chosen to match observations from neurophysiology [8]. The model was later
shown to be useful for computer vision problems, with researchers using it to
demonstrate what was then state-of-the-art performance on common computer
vision problems [1, 9]. However, it should be noted that the model’s performance
on visual tasks is well below the capabilities of humans. The model did match
constrained human performance [2] on a so-called “speed of sight” task [10], in
which the image is shown very briefly.
The design of HMAX was influenced by the work of Fukushima on the
Neocognitron, and was itself the basis for the Sparse Localized Features (SLF)
model of Mutch & Lowe [11]. Additionally, alternating multilayer architectures
are closely related to Convolution Networks [12, 13] and other “deep” neural
networks [14, 15], which have recently generated interest in both academic and
industrial contexts. The model has been extended by a number of researchers,
increasing its performance substantially [16, 17, 18, 19, 3, 20, 21, 22, 23, 24, 25,
26]. Since its introduction, HMAX has been applied to tasks such as biometric
analysis [27], face and facial expression recognition [28, 29], remote sensing [30],
and the modeling of visual attention [31, 32, 33]. The alternating multilayer




As discussed above, the choice of prototypes used by the S2 layer is not given
as part of the model. Instead, prototypes are learned from images by a process
known as imprinting. In this approach, illustrated in Figure 2.2, the model
is applied to a set of example images and the C1 activity is recorded—or
imprinted—for selected image regions. These regions are selected at random,
and one prototype is created from each region.
The method of imprinting is argued to create a redundant “dictionary” of
discriminative shape components [39]. This is thought [2] to be central to the
model’s success, and the learning of S2 prototypes via imprinting is the primary
contribution of the extended HMAX model compared to the base model of
Riesenhuber & Poggio [5]. This is explained by Serre et al. [2]:
The major extension is a new unsupervised learning stage of the
units in intermediate stages of the model. A key assumption in the
new model is that the hierarchy [...] builds a generic dictionary
of shape-tuned units which provides a rich representation for task-
specific categorization [...] The resulting dictionary is generic and
universal in the sense that it can support [...] the recognition of
many different object categories. (Emphasis added.)
The prototypes in the dictionary are redundant if they encode the same shape
more than once, and are discriminative if they yield feature values that help
distinguish between different visual categories.
The performance of the HMAX model was shown to increase significantly
when manually constructed prototypes were replaced with those learned by
imprinting [40]. In practice, imprinting often leads to strong model performance
even when the prototypes are learned from unrelated images. In one case,
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Figure 2.2: Illustration in which prototypes are constructed by imprinting for
a hypothetical animal/no-animal task. (a) Image regions (shown as red boxes)
are chosen at random, and (b) new prototypes are recorded from the model’s
C1 activity. In this example, six prototypes are created from three images.
for example, the model successfully performed a multiclass object recognition
task using prototypes learned from randomly-chosen natural images [9]. This
supports the notion that imprinting can create dictionaries that are universal.
Due to the random selection of image regions, however, there is no guarantee
that imprinted prototypes will be helpful for classification. In fact, this is often
not the case, either because prototypes are redundant or because they lead to
non-discriminative features. This is problematic for two reasons. The first is
that such prototypes can decrease the performance of the model, since many
common classifiers are sensitive to irrelevant features [41, 42]. The second rea-
son is that the addition of these prototypes dramatically increases the model’s
computational complexity, which is already quite significant.
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To address these problems, some researchers [11, 18, 20, 32, 40] have suc-
cessfully used a process known as feature selection [43] to identify and remove
extraneous prototypes. The approach has been very effective, increasing perfor-
mance while reducing the number of prototypes by as much as 75% [18]. Un-
fortunately, the computational expense of feature selection can be prohibitive,
and this limits the number of imprinted prototypes that can be evaluated. Ad-
ditionally, feature selection can only return a discriminative prototype if it was
found during imprinting—that is, it can never synthesize a new prototype.
An alternative way to reduce the number of prototypes is called clustering
[44]. Here, the set of imprinted prototypes is grouped into clusters of visually
similar elements. A new prototype is created for each cluster, and only the
new prototypes are used by the model. In the most common approach [20, 40,
45], the k-means algorithm [46] is used to create new prototypes that are the
“average” of the elements in each cluster. The techniques of feature selection
and k-means clustering will be discussed further in Chapters 6 and 7.
2.3.1 Learning of Invariance Properties
In addition to learning prototypes for S2 units, it is also possible to learn the
connectivity patterns of C-units, which encode the model’s invariance prop-
erties. The general problem of invariance learning has been considered in a
handful of studies [47, 48, 49, 50, 51], and was applied to an HMAX-like system
by Masquelier et al. [52]. See also [53, 54] for a discussion of invariance learning
in biological systems. Note that I ignore the problem of invariance learning in
this work, and instead focus only on the learning of selectivity. Thus, I apply
fixed connectivity for C1 and C2 units.
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2.4 Evaluation
The purpose of learning prototypes is to increase the accuracy of the classifier
while decreasing the number of prototypes used at (and thus the compute cost
of) the S2 layer. To evaluate a particular learning method, therefore, an obvious
approach is to compute the accuracy using sets of learned prototypes, and
compare that to some baseline accuracy. One baseline is the accuracy that
would be achieved by chance—that is, if the model classified each feature vector
by randomly guessing from the set of target classes. Given T target classes,
the probability of correctly guessing the class for a single feature vector is 1
T
,
and thus the accuracy due to chance for a binary classification task is 50%.
Accuracy that is (statistically) significantly above 50% implies that the learned
prototypes allow the classifier to form a useful decision boundary. Some studies,
such as that of Serre et al. [40], compare the classifier accuracy and related
measures for learned prototypes to that of manually constructed prototypes.
In this case, the performance for manually-chosen prototypes provides a lower
bound on the performance achievable in the absence of learning. In some cases,
these manually-chosen prototypes lead to performance that would be expected
if the classifier were guessing at random [45]. The difference between the two
accuracies indicates the relative performance benefit of learning.
Note that accuracy indicates only whether prototypes led to discriminative
features. It does not, however, explain why those features were useful for clas-
sification. To better understand this, it is common to ask what a given S2 unit
is “looking for”—that is, what input pattern it responds to. Remember that
a prototype represents a configuration of C1 activity. However, the invariance
properties of the C1 layer mean that it produces the same activity for an en-
tire class of related images. Thus, the prototype actually represents a class of
related image patterns, which can be difficult to analyze.
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Figure 2.3: Example visualizations of prototypes taken from Serre et al. [1],
corresponding to airplanes (left), faces (middle), and motorcycles (right). Here,
an oval indicates the location and scale of an edge detector (i.e., an S1 unit),
while color indicates the contrast of those edges.
Various ways to visualize a prototype have appeared in the literature. Since
S1 units specify the presence of edges, one way to visualize the input pattern
corresponding to a prototype is to show the activation of those edge detectors
[1, 36, 40]. For clarity, each S1 detector is represented by an oval, which indicates
the location and orientation of the detector’s preferred edge. Some examples
of this approach are shown in Figure 2.3. Another approach [11] applies an S2
unit at multiple locations and scales across each image in a corpus, and records
the image locations that lead to the highest activity. This provides a collection
of image patches that match the prototype, and these patches are inspected
manually. I have also used this visualization approach in my work [55].
2.4.1 Datasets Used in This Work
The computer vision literature contains a wealth of public datasets, which pro-
vide a shared point of reference and allow the comparison of models with very
different architectures. While we do not attempt an exhaustive list, this section
provides a survey of some common object recognition datasets.
Two datasets used for research in HMAX-like visual models are the Caltech
101 corpus [56] and the tasks of Fergus et al. [4]. The Caltech 101 corpus
includes examples of 102 categories (101 foreground categories and a background
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category), where each category contains between 30 and 800 examples. The
tasks of Fergus et al. provide similar examples for a set of five (four foreground
and one background) categories. These datasets have been used extensively in
research, both in HMAX-like models [1, 9, 11, 16, 17, 18, 20, 21, 24, 26, 30,
39, 57, 58, 59, 60, 61, 62] and the broader computer vision literature [63, 64,
65, 66, 67, 68]. The related Caltech 256 corpus [69] has also been used for
work on HMAX-related models [62, 30, 61]. The Animals dataset of Serre et
al. [39, 70, 2] presents an Animal/No-Animal task, and was used to compare
behavior of their HMAX model with that of human subjects. Example images
from these datasets are shown in Figure 2.4.
A number of authors [19, 71, 72, 73] have raised concerns about corpora
based on unconstrained natural imagery of the kind described above. The
first concern is simply that the tasks have become too easy, and thus fail to
differentiate between models. This issue is somewhat positive, in that it reflects
the substantial progress made since these datasets became available, and is
being addressed with the introduction of significantly larger datasets. A more
serious concern is that these datasets may be too easy simply because they
lack real-world variation in the presentation of objects. If an object is always
presented in the same way, and this way is different for different objects, then
the model may end up recognizing the presentation rather than the object itself.
The Caltech 101 dataset has received particularly strong criticism. For example,
Pinto et al. [19] showed that a simple model with no invariance properties could
account for the dataset’s best-reported performance.
To demonstrate, imagine that the goal is to build a dataset consisting of cars
and airplanes. This dataset could be composed of example images downloaded
from the internet, such as those shown in Figure 2.5a. In these images, the
object’s context is highly predictable. Airplanes are set against a blue or cloudy
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(a) Caltech 101 (b) Caltech 256
(c) Datasets due to Fergus et al. [4]. (d) Animals
Figure 2.4: Example images from reference corpora used in this work.
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sky, while cars are shown driving over asphalt. Furthermore, imagine that the
visual model is evaluated on the dataset, and it performs spectacularly. Does
this suggest that the model performs invariant object recognition? If so, it
should be able to recognize the same objects in a new context, such as those
in Figure 2.5b. An airplane spends a great deal of time resting on the ground,
after all, and often appears on the same asphalt surface that composes the “car”
context. There are even instances in which a car may appear in the sky! If the
dataset does not include such examples, we have no way of knowing whether
the model is simply performing “blue sky” detection for airplanes and “road”
detection for cars.
This issue relates to what the machine learning community calls generaliza-
tion, which is the ability to solve the general problem we care about, rather than
exploiting specific regularities in the training data. Ideally, an object recogni-
tion system should mimic the abilities of natural vision systems. Thus, the
system should generalize with respect to object presentation, which includes
such attributes as pose, location, illumination, and background clutter or con-
text.
In response to these concerns, some authors have chosen to create synthetic
object recognition tasks. These tasks were designed to probe a system’s ability
to demonstrate viewpoint invariant object recognition, without using visual cues
from the surrounding environment. The dataset is constructed by rendering a
3D object model from various points of view, and then composing the object
with a randomly-chosen image background. The difficulty of each task depends
on the type of background and range of viewpoints from which an object is
rendered.
Pinto et al. [3, 74] provide two such datasets of rendered objects. The first
dataset contains rendered examples of cars and airplanes (Car v. Plane), and
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(a) (b)
Figure 2.5: (a) Example images of cars and airplanes for an object recognition
task. In this hypothetical dataset, objects are strongly associated with a partic-
ular context, where airplanes appear on sky backgrounds, and cars on asphalt.
(b) Examples of an “unexpected” context for the same task.
measures category-level discrimination (Figure 2.6a). The second dataset con-
tains rendered examples of two different faces (Face1 v. Face2 ), and measures
subordinate-level discrimination—that is, discrimination between examples of
the same category (Figure 2.6b). The provided data is split into seven different
variation levels—levels of variation in rotation, position, and scale of the ob-
jects of interest—and each level of variation defines a separate object-recognition
task.
Additionally, a similar set of tasks was constructed by Brumby et al. [62],
which contain both rendered and natural examples of cats and dogs (Cats v.
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Dogs ; Figure 2.6c). These objects were composed with various backgrounds, in-
cluding uniform gray, randomly-generated 1
f
noise, and natural imagery selected
randomly from the internet.
The use of computer-generated objects could be considered a source of con-
cern, as they may present visual statistics unrepresentative of natural imagery.
A possible solution to this problem could use images of real objects in con-
junction with natural image backgrounds. (In fact, this was already done as
part of the Cats v. Dogs dataset.) There exist a number of datasets containing
real foreground objects with variation in orientation and illumination, including
ALOI [75], ETH80 [76], NORB [77], and COIL [78]. Given pixel-wise object
masks—that is, a labeling of pixels as “foreground” or “background”—the object
can be easily extracted to create new corpora (see Figure 2.7 for an example).
While object masks are available for the ALOI and ETH80 datasets, NORB
and COIL lack this information. Unfortunately, the automatic generation of
such masks is sometimes non-trivial, as illustrated in Figure 2.8 for an example
COIL object.
It is worth noting that we often do care about the context in which an
object appears, including its associated background information. In fact, “scene”
recognition has become a fruitful line of research unto itself [79, 80], and has
been suggested as a mechanism with which to “prime” object detection [81, 82].
For any given experiment, however, we want to know exactly what is being
measured. We want to know that a model performs well because it solves the
object recognition problem rather than relying on background artifacts and
consistent presentation. In general, we want to know why a model performs the
way it does, which drives the quest for explainable visual models [83].
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(a) Cars v. Planes (b) Face1 v. Face2
(c) Cats v. Dogs
Figure 2.6: Example images from synthetic corpora used in this work.
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Figure 2.7: Example image from the ETH80 dataset (left) and corresponding
object mask (right), as provided with the dataset.
Figure 2.8: Example image from the COIL dataset (inner left) and the best
corresponding object mask I was able to generate using a color threshold (right).
A contrast-enhanced section of the object’s boundary is shown (far left), which




To support my research, I have created a novel system for the implementation
and application of hierarchical visual models. I call this system the General
Layer-wise IMage Processing Engine (GLIMPSE) [84]. The goal of the Glimpse
Project is to allow a broad range of feed-forward, hierarchical models to be
encoded in a high-level, declarative manner, with low-level details of the imple-
mentation hidden from view. This project combines an efficient implementation
with the ability to leverage parallel processing facilities and is designed to run
on multiple operating systems using only common, freely-available components.
Using this system, I have instantiated a particular hierarchical model that
I call the Glimpse model. The rest of the chapter discusses this model, start-
ing with the architecture in Section 3.1. In Section 3.2, I discuss the method
used to choose some of the more significant model parameters. Finally, Section
3.3 provides a comparison of Glimpse behavior to that of similar hierarchical
models from the literature, demonstrating that Glimpse effectively replicates
the behavior of well-known models from the literature.
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3.1 Architecture
The Glimpse model is an example of an alternating multilayer architecture
introduced in Chapter 2. It applies multiple stages with alternating layers
of S- and C-units, which provides a trade-off between selectivity (i.e., object
specificity) and invariance (i.e., stability under image transformations). It uses
six layers in total.
An image is first input to the model and is preprocessed. A layer of S1
units is then applied, which implement localized edge detectors across a range
of scales and orientations. This is followed by a layer of C1 units, which provides
a representation that is invariant to small changes in an object’s location and
scale. A layer of S2 units is then applied, which detect localized patterns of
activity often representing shapes. These patterns are given by prototypes, and
are detected at each scale independently. A layer of C2 units is applied to the
result, which pools over the entire image and over all scales. The output is
largely invariant to changes in location and scale of the target object. Finally, a
classifier is applied to a feature vector composed of C2 activity, and a prediction
is made regarding the class of object in the image. A diagram of the model is
given in Figure 3.1, which also summarizes some of the model’s more significant
parameters. Below, I provide details for each layer of the model.
3.1.1 Preprocessing Layer
In the first layer, the input image is preprocessed. The image is converted to
grayscale, and resized such that its shortest edge is 220 pixels (maintaining the
image’s aspect ratio). The result is split into a nine-band scale pyramid by
down-sampling the image at progressively higher rates (using an anti-aliasing
filter). The ratio between neighboring scale bands is 21/4. An example scale
pyramid is shown in Figure 3.2 for an image containing a circle.
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Figure 3.1: Overview of the Glimpse model. An image is presented at the
bottom layer, and processing flows up the diagram. Layers of S-units are shown
as solid-outline boxes, and C-unit layers are shown as dashed-outline boxes. The
C2 layer generates a one-dimensional vector of features, with one feature per
S2 prototype. At the top layer, those features are passed to a trained classifier,
which predicts the object class.
26
Figure 3.2: Illustration of a scale pyramid for an example image containing a
circle. This pyramid has five scales, with a down-sampling ratio of 21/4 between
scales. Scale bands appear translucent for illustration.
3.1.2 S1 Layer
The first stage of S-units applies localized edge detectors over each scale band
of the preprocessed image. The detectors are implemented by first computing a
normalized dot-product1 and then applying the absolute value operator. That
is, the activation of the S1 unit is given by
S1(x,d) =
|(x,d)|
‖x‖ · ‖d‖ (3.1)
where d is an S1 edge detector, and x is a patch of the input image, (·, ·) denotes
the dot product, |·| denotes the absolute value operator, and ‖·‖ denotes the L2
norm of the vector. Here, vectors are denoted in lowercase bold font (x), and
matrices in uppercase bold font (X). Scalars will be denoted in lowercase (x).
Edge detectors are defined by the Gabor function, given as















u0 = u cos θ + v sin θ
v0 = −u sin θ + v cos θ .
1The normalized dot-product is also called the cosine similarity.
27
(a) Sine wave (b) Gaussian (c) Gabor edge detector
Figure 3.3: A Gabor edge detector can be thought of as the combination of a
sine wave with a two-dimensional, oriented Gaussian function.












, given clockwise from the top-left corner.
Here, u and v define the horizontal and vertical offset from the center of the
detector. This defines a Gaussian window applied to a sinusoidal wave, as
illustrated in Figure 3.3.











, phase φ = 0, aspect ratio
γ = 0.6, wavelength λ = w
4
, and scale σ = λ
2
, where w = 11 is the detector
size. Thus, there are four S1 detectors, corresponding to edges at four different
orientations. This is shown in Figure 3.4. When these detectors are applied to
the “circle” image used in Figure 3.2, this produces the result shown in Figure
3.5.
Note that the choice of λ and σ was made to ensure that one to two cycles
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Figure 3.5: S1 activity at one scale for an image containing a circle. Activity
is shown for all four orientations, with plots corresponding to the detectors in
Figure 3.4.
of the sinusoidal wave would be present in the resulting detector. Overall, the
Gabor parameters were chosen to provide a good trade-off between orientation
and scale specificity, as discussed below in Section 3.2.
The behavior of the S1 activation function (Equation 3.1) has a number of
desirable properties. First, the dot product provides a measure of similarity
between the input patch and detector. Second, the normalization constraint
provides a form of contrast gain control, in that a dark edge on a light back-
ground elicits a similar response regardless of the darkness of the edge or bright-
ness of the background. However, note that this causes poor behavior for very
dark image regions, since Equation 3.1 approaches infinity as the norm on the
input patch shrinks to zero. Thus, I suppress activation in low-light regions by
thresholding the input norm as
S1(x,d) =
|(x,d)|
max (‖x‖ , τ)× ‖d‖ . (3.3)
In my experiments, I use the threshold τ = 0.1.
Another desirable property of Equation 3.1 is its invariance to an inversion of
the image, which is provided by the absolute-value operation in the numerator.
That is, the model responds identically when each white pixel is replaced with
a black pixel and vice versa.
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Figure 3.6: C1 activity at one scale for an image containing a circle. Activity
is shown for the four orientations in Figure 3.5.
3.1.3 C1 Layer
The C1 layer implements local pooling over space, as well as a down-sampling in
the spatial resolution. Each C1 unit pools over a small neighborhood of S1 units
at one scale, where this neighborhood is 11x11 units in all experiments. Given





where xi ranges over the elements of the input neighborhood. The result is
then down-sampled by some constant factor, N . Thus, C1 activity is retained
at every scale, but only for every N th location. In my experiments, the down-
sampling factor was set to N = 5, which results in each S1 unit contributing
to the activation of exactly one C1 unit. Applying this processing to the S1
activity in Figure 3.5 results in the C1 layer shown in Figure 3.6. This has the
effect of “blurring” the S1 edge maps.
3.1.4 S2 Layer
The S2 layer detects patterns in each scale and location of C1 activity. Each
S1 unit compares a local neighborhood of C1 activity to a stored pattern called
a prototype. The comparison is implemented as a radial basis function (RBF),
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and is given as
S2(x,p) = exp
(−2β ‖x− p‖2) (3.5)
for C1 input x, S2 prototype p, and parameter β. The S2 activity is maximal
when the input and prototype are identical, and decreases as the input diverges
from the prototype. This decrease is not linear, however, but follows a Gaussian
function with width β−1. Large values of β cause the S2 unit to be sharply
tuned, such that the input and prototype must be nearly identical for the unit
to become active. The unit becomes broadly tuned as β decreases. Note that the
input and prototype contain activity for all four orientations bands. However,
S2 prototypes are applied at each scale independently.
A prototype is constructed by imprinting the C1 data from a randomly
selected patch in a randomly selected training-set image, as discussed in Chapter
2. This is illustrated in Figure 3.7a. Applying the prototype to the image from
which it was imprinted results in S2 activity shown in Figure 3.7b. Notice the
high activation for the region from which the prototype was imprinted.
3.1.5 C2 Layer
The C2 layer applies a maximum-value pooling operation to the activity of all
S2 units for a given prototype, including all locations and scale bands. That is,




where x is the activation of all S2 units for a given prototype. Thus, the C2
layer has one unit for each S2 prototype. The activation of a unit indicates the
degree to which the corresponding prototype was matched at any location and
scale within the image.
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(a) (b)
Figure 3.7: (a) Example in which a prototype is "imprinted" from an image,
with the selected region shown in red. (b) The S2 activity resulting from ap-
plying this prototype to the original image. Red indicates high activity, while
blue indicates low activity.
3.1.6 Classifier
As the final step in the model, a trained classifier is applied to a feature vector
that is constructed from C2 activity. The classifier analyzes the feature vector
by applying a decision function, which decides which object label to return. A








where x is the feature vector composed of C2 activity, and m is the number
of features. If the sum of the features is greater than zero, then the “positive”
class is chosen by returning +1. Otherwise, the “negative” class is chosen by
returning −1. In practice, the values +1 and −1 would be associated with
different object labels, such as “dog” and “person”.
The linear decision function in Equation 3.7 is not very useful, because it
assumes that all features are associated with the positive class. What if a strong
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match for one prototype indicates the presence of a “dog”, while a strong match
for another prototype indicates a “person”? To handle this case, a slightly more









where the feature weights αi and bias b are parameters that are chosen during
a training process. This allows, for example, a “dog” feature to be weighted
negatively, assuming that −1 indicates the “dog” class.
The training process takes a collection of labeled feature vectors called the
training set, and chooses the classifier’s parameters such that the classifier pre-
dicts the correct label for as many training examples as possible. At the end
of training, the parameters are fixed, and the classifier is evaluated on a set
of labeled examples called a test set that were not part of the training set.
The errors on this set determine the performance of the classifier, and thus the
performance of the model.
The form of the decision function and the learning method used to choose
its parameters are defined by the choice of classification algorithm. A com-
mon choice of classification algorithm in HMAX-like models is called a support
vector machine (SVM). An SVM chooses a subset of the feature vectors as ref-
erence points, called support vectors. Given a new image, the decision function
compares the feature vector to each support vector. The predicted label is the
one associated with the most similar support vectors. Specifically, the decision









where vk denotes the kth support vector, γk denotes the importance of that
vector, and b is a bias term. The function φ (x,v) is called the kernel function,
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and measures the similarity between the feature vector and the support vector.
In the simplest case, called a linear SVM, φ (x,v) is just the inner product of













which takes the form of Equation 3.8 with feature weights given as αi =∑
k γkvki.
In some instances, classification is performed using logistic regression [85].











where i is a feature index, b is a bias term, and the expression 1/ (1 + e−t)
is called the logistic function. In some cases, the classifier is encouraged to
use as few features as possible, which is achieved by setting the remaining
feature weights αi to zero. This is called “sparse” logistic regression [86]. In my
experiments, sparse logistic regression consistently resulted in performance that
was similar to that of a linear SVM classifier, while being significantly faster to
train.
It is sometimes useful to measure a feature’s “importance”, that is, the de-
gree to which it influences the classification. In the case of a linear SVM, the
importance of the ith feature has been measured [41, 87] as the value α2i . Similar
values have been used to measure feature importance in logistic regression [42].
3.2 Model Parameters
I have performed a number of experiments to investigate the optimal parameter
settings for the Glimpse model. One significant choice is the method used to
2Despite the misleading terminology, logistic regression is actually an algorithm for clas-
sification problems rather than regression.
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create scale bands in the S1 layer, which is considered in Section 3.2.1. The
optimal size of the edge detector at the S1 layer is considered in Section 3.2.2,
and Section 3.2.3 considers the best way to implement normalization in the S1
activation function.
3.2.1 Scaling
In a hierarchical model such as HMAX, the activity of the S1 layer indicates
the presence of edges at various locations and scales. Edges can be extracted at
different scales using (at least) two alternative approaches. First, a battery of
multiscale detectors can be applied to the original image, where each detector
responds to an edge at a different scale. Second, the image may be repeatedly
down-sampled, with a single detector scale applied to each layer of the resulting
scale pyramid. Given the correct down-sampling ratio, the two alternatives
produce equivalent results [88, 89].
To demonstrate this equivalence, I will use the "dog walking" image shown
in Figure 3.8. This image is first processed with a set of multiscale detectors3,
as shown in Figure 3.9, with results shown in Figure 3.10. The same image is
then used to construct a scale pyramid, and only the smallest scale detector
is applied to each level. Results of this latter step are shown in Figure 3.11.
Notice that the two maps are nearly identical. Furthermore, the pixel-wise
correlation between corresponding edge maps is shown in Table 3.1, with very
similar output for the two methods. These results have been found for multiple
images.
The equivalence can be seen in a more general way by investigating the
frequency response for the edge detectors used in each method. Figure 3.12
3Notice that the detectors in Figure 3.9 are much larger than we would use in practice.
This is required so that large Gabor waves fit entirely within the detector window. This is
not an issue when using a scale pyramid, because only the smallest scale detector is used.
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Figure 3.8: Example image used for discussion of detector scaling in Glimpse.
Figure 3.9: Multiscale edge detectors of size 41x41 pixels, as defined by Equation
3.2, were used to avoid clipping in large scale detectors. Color indicates the
detector’s preferred input, with black indicating low activity, white indicating
high activity, and gray indicating no preference.
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Figure 3.10: Edge maps for multiscale detectors, where the order of response
maps corresponds to that in Figure 3.9. Brightness indicates response strength,
with white indicating maximum response.
Scale 1 2 3 4
Correlation 0.95 0.89 0.83 0.81
Table 3.1: Similarity between the response maps for multiscale detectors com-
pared with that for multiscale inputs (i.e., image scaling). The similarity is
measured as the correlation coefficient for the response maps shown in Figure
1.9. The correlation coefficient takes values between zero and one, with larger
values indicating more similar maps.
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Figure 3.11: Edge maps for a small scale detector applied to a scale pyramid,
formatted as in Figure 3.10. Notice that the corresponding maps are very similar
between methods.
(top) shows the power spectrum of the four edge detectors shown in Figure
3.9. Figure 3.12 (bottom) shows the corresponding results for a high-scale filter
applied to different layers of a scale pyramid. The similarity of the responses
for both methods demonstrates that they are sensitive to edges in the same set
of scale bands. Thus, edge maps generated by the two methods will be nearly
identical, and this property holds regardless of the input.
The result of Glimpse’s S1 layer is a set of edge maps, each indicating the
presence of an edge at a specific orientation and scale. Ideally, the architecture
should minimize runtime costs, allowing for fast “shallow” processing of large-
scale content. That is, scale bands containing low-frequency information should
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Figure 3.12: (top) Frequency response for multiscale detectors shown in Figure
3.9. The horizontal axis indicates frequency, and the vertical axis indicates the
degree of response. Each detector responds to a range of frequencies. (bottom)
Effective frequency response when applying a single detector to down-sampled
versions of the same image. Notice the strong similarities in the response char-
acteristics.
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incur lower computational cost during analysis, since low frequencies have low
spatial resolution. Given the equivalence of scale pyramids to multiscale detec-
tors, I argue that a scale pyramid better supports the two design goals given
above. By scaling the image, I can choose a single detector scale that is well
adapted to the size of the detector. This ensures that the entire Gabor pattern
fits within the window (i.e., it avoids “clipping”), which greatly increases its
orientation specificity. Furthermore, note that computing S1 feature maps for
large scales is computationally cheaper under a scale pyramid, because the size
of the input matrix is smaller for lower frequencies. Indeed, this approach is
used in the SIFT [90] and SLF [11] models in the literature.
3.2.2 Edge Detector Size
Next, I consider the optimal size of the S1 edge detector. Since down-sampling
always increases the frequency response of the system, the ideal solution is to
choose the detector with the highest possible frequency—and thus the smallest
size. This has the added benefit of minimizing the system’s run-time. Note,
however, that the detector should not be too small, as aliasing will cause the
frequency response to blur for some diagonal orientations. Thus, I measure the
power spectrum of the multi-orientation detectors at different sizes4, looking for
the smallest size that maintains a sharp frequency distribution.
Figure 3.13 shows the power spectrum for edge detectors of various areas.
As the area of the detector is increased, its frequency response decreases (that
is, a larger detector matches a lower-frequency edge), and tightens to match
a smaller range of frequencies. Although only a single Gabor orientation is
shown here, results for other orientations are nearly identical. Based on the
argument given above, the optimal detector will have a high-frequency response
4The power spectrum of these small "images" can be measured without edge artifacts,
because detector values decrease to zero at the edges by design.
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in a tight band, which corresponds to a tight peak near the right side of the
plot. In this case, an 11x11 pixel window is suggested. Figure 3.14 shows
the two-dimensional Fourier transform of the same set of Gabors, which shows
the frequency response of the detector for each orientation. Here, frequency is
plotted as the distance from the center of the plot, and Gabor orientation is
given by the angle from the horizontal. In these plots, the radial width of the
high power areas indicates the range of orientations to which the given detector
responds. Thus, a patch that is far from the center of the image and which
has a small radial width indicates a detector that responds to high-frequency
input at a specific orientation. These results also suggest that an edge detector
of 11x11 pixels provides the best trade-off between frequency and orientation
selectivity.
3.2.3 S1 Normalization
Finally, I consider the best way to implement normalization in the S1 activation
function (see Equation 3.1). As noted above, normalization is useful to provide
contrast gain control, meaning that the S1 unit will be somewhat invariant to a
change in the contrast of the input. For example, this allows an edge detector
to match well even in a region of low contrast. However, a direct normalization




has the undesirable property of magnifying noise in regions with extremely low
light (seeing “ghosts in the darkness”).
To avoid amplifying this noise, I bias the denominator in Equation 3.12 to
guarantee that it is bounded by some constant. In the simplest case, we can
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(a) w = 5 (b) w = 7
(c) w = 9 (d) w = 11
(e) w = 15 (f) w = 21
Figure 3.13: Frequency sensitivity for different detector widths w, summarized
by the detector’s power spectrum. The horizontal axis indicates frequency, and
the vertical axis indicates the degree of response. Here, the Gabor wavelength is
set to 1
4
the detector width. Notice that frequency sensitivity drops dramatically
for detectors smaller than 11 pixels.
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(a) w = 5 (b) w = 7
(c) w = 9 (d) w = 11
(e) w = 15 (f) w = 21
Figure 3.14: Frequency sensitivity for Gabor detectors of various size, shown
as the two-dimensional power spectrum. The center of each plot indicates the
detector’s responsiveness to low frequency input, and the border of the plot
indicates the same for high frequencies. The angle from the horizontal indicates
the orientation selectivity, with 0◦ meaning an input of a horizontal line.
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use an additive bias of the form
x′ =
x
‖x‖+ b . (3.13)
This is similar to the proposed "divisive normalization" model of contrast gain
control in cortex [91, 92]. The approach ensures that regions with gain less than
b are not amplified, but fails to appropriately scale regions whose gain is larger
than b. In fact, only regions with very high contrast will be mapped to have
near-unit norm. This is illustrated in Figure 3.15a, which shows the behavior
of an additive bias for different values of b.
As an alternative, a conditional bias takes the form
x′ =
x
max (‖x‖ , b) , (3.14)
which maps all regions with gain larger than b to the surface of a spheroid
with radius b (see Figure 3.15b). Only those regions lying within the sphere are
suppressed. This achieves gain control for those regions lying on, or outside, the
unit sphere, and treats those lying within the sphere as noise. This is illustrated
in Figure 3.15b, which shows that the input patches are properly normalized
even when the bias is large. Due to this behavior, I use a conditional bias
(Equation 3.14) in the Glimpse model.
3.3 Comparison to Previous Models
The goal of this work is to uncover general properties of alternating multilayer
architectures. However, the use of a new model risks introducing a qualitative
shift in behavior, and thus to non-generalizable results. As a result, I performed
extensive validation to verify that the Glimpse model captures the qualitative
behavior of similar hierarchical models found in the literature.
Implementations for the HMAX and SLF models were first downloaded from
the internet [93]. I then measured the performance of all three models (Glimpse,
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(a) Additive: x′ = x‖x‖+b
(b) Conditional: x′ = xmax(‖x‖,b)
Figure 3.15: Effect of normalization on S1 activity for two different approaches.
(a) Input activity is bounded with an additive bias as x′ = x‖x‖+b , and the
behavior is plotted for various values of the bias b. This causes the input to
be suppressed even when its energy was initially large. (b) Input activity is
bounded with a conditional bias as x′ = x
max(‖x‖,b) . Low-energy inputs are
suppressed, while the response to high energy patches is contrast invariant.
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SLF, and HMAX) using imprinted prototypes on tasks commonly used in the
literature. The SLF model has been used in a number of studies (e.g., [3]),
and has often been shown to out-perform the HMAX model [11]. Thus, SLF
provides an additional reference point that is helpful for validating the Glimpse
model.
Figure 3.16 shows a diagram of the HMAX model used in this work, with
values for some of the more important parameters. This is an approximation
of the model used by Serre et al. [2, 1]. Compared with the diagram of the
Glimpse model (Figure 3.1), there are two significant differences. First, the
HMAX S2 layer uses prototypes of six different sizes, while Glimpse uses a single
prototype size. Second, the S2 prototypes used in the HMAX implementation
are “normalized”, meaning that the total activation within each prototype is
scaled to have unit (L2) norm5.
Similarly, Figure 3.17 shows a diagram of the SLF model used in this work.
Differences between Glimpse and SLF are three-fold. First, note the use of
“lateral inhibition” at the C1 layer, which means that C1 units at a given lo-
cation compete. As a result, less active units have their output suppressed—or
inhibited—by more active units. Second, the S2 layer in the SLF model uses
“sparse prototypes”, which means that an imprinted prototype uses only the
most active orientation at each location. When comparing such a prototype to
an input patch, only these active orientations are considered. This is argued
to increase the model’s robustness to clutter [11]. Third, the C2 layer of the
SLF model pools over a limited area of S2 activity, rather than pooling glob-
ally over all scales and locations. This area is given by a small neighborhood
around the prototype’s original location, and includes the S2 activity for the
scale immediately above and below the imprinted scale.
5Note that this normalization process is not applied to the S2 unit’s input.
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Figure 3.16: Architecture diagram for the HMAXmodel. The default parameter
choices—which are used in this work—are shown to the right of the diagram.
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Figure 3.17: Architecture diagram for the SLF model. The default parameter
choices—which are used in this work—are shown to the right of the diagram.
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Figure 3.18: Performance comparison (AUC) for 4075 C2 features using HMAX
(white), SLF (hatched gray), and Glimpse (blue) models. Datasets include
subsets of Caltech101 categories—Airplanes, Faces, Faces (easy), and Watch—
the Animals dataset of Serre et al. [2], and the synthetic tasks of Pinto et al. [3].
Error bars indicate standard error over five independent trials.
Results are shown in Figure 3.18 for the HMAX, SLF, and Glimpse models
on subsets of Caltech101 [56], the Animals task of Serre et al. [2], and the
synthetic tasks of Pinto et al. [3]. Following Serre et al. [1], each model uses 4075
C2 features learned by imprinting, and a linear-kernel SVM for classification.
Performance is reported as the area under the ROC curve (AUC). I performed
five independent trials for each model and corpus, and imprinted new prototypes
in each trial. The height of each bar shows the mean performance across those
trials, and error bars show one standard error. Figure 3.19 shows a similar
comparison for the tasks of Fergus et al. [4], where Glimpse is compared with
the SLF model. Performance for the HMAX model was omitted in this and later
experiments, since 1) the behavior of SLF and HMAX is often quite similar,
while 2) applying the HMAX model takes considerably more time.
From these two figures, we see that the behavior of Glimpse appears to be
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consistent with that of the reference models across all tasks. This suggests that
the model has the salient features of previous work. Thus, there is a good
chance that interesting results found for the Glimpse model would also apply
for other hierarchical models.
However, I do note differing results for two tasks. On the Animals task,
the HMAX model displays performance that is significantly above that of the
other models. This is unsurprising, as it is the task for which the model’s
parameters were optimized. Additionally, the SLF model displays performance
that is significantly below that of the other models on the Face1 v. Face2 task.
This result is likely due to the use of localized pooling at C2 in the SLF model,
which is inappropriate in synthetic tasks that vary the object’s location. Thus, it
is surprising that SLF performance does not suffer on the Cars v. Planes task,
as that too includes strong variation in object location. Interestingly, these
results show that model performance is quite saturated across all Caltech101
and Fergus et al. tasks, indicating that these tasks are of limited use for object
recognition research. This result is investigated further in Chapter 4.
Figure 3.20 compares the SLF and Glimpse models on the Cats v. Dogs
tasks. Glimpse performs better—often significantly better—than the SLF
model on all tasks. As discussed above, this may be due to the localized pooling
operation at C2 of the SLF model.
Thus far, the behavior of Glimpse has only been investigated for very large
networks, that is, those employing a large number of prototypes. It is possible
that two models could behave similarly in this case, while showing qualitatively
different behavior for less complex S2 layers. To investigate this, I measure the
performance for each of the models as the number of prototypes is increased,
and thus capture the “scaling behavior” of each model.
Results are shown in Figures 3.21-3.23 for a representative subset of the
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Figure 3.19: Performance comparison (AUC) for 4075 C2 features using SLF
(hatched gray) and Glimpse (blue) models. Datasets are due to Fergus et al. [4].
Error bars indicate standard error over five independent trials. (Note that a
lack of variation leaves the error bars difficult to see.)
tasks in Figure 3.18. As before, these results show that Glimpse has captured
the qualitative behavior reported in the literature, even with respect to changes
in the number of units in the S2 layer. Additionally, it is interesting to note
the lack of a consistent ranking for the three models, since each model shows
superior performance on at least one of the four datasets. This is important to
note for those developing their own models, so that no single model is considered
a “gold standard”.
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Figure 3.20: Performance comparison (AUC) for 4075 C2 features using SLF
(hatched gray) and Glimpse (blue) models. Tasks are from the Cats v. Dogs
dataset. Results on the left give performance for photographic foreground ob-
jects, while results on the right give the same for rendered foreground objects.
Results are given for different types of backgrounds, including uniform color
(Gray), randomly generated images following a 1
f
frequency distribution (Noise),
and randomly chosen photographs of outdoor scenes (Image). Error bars indi-




Figure 3.21: Performance comparison (AUC) on Caltech101 tasks for varying
number of C2 features using HMAX (gray), SLF (dashed), and Glimpse (blue)
models. Error bars show one standard error.
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Figure 3.22: Performance comparison (AUC) on the Animals task for varying
number of C2 features using HMAX (gray), SLF (dashed), and Glimpse (blue)
models. Error bars show one standard error.
Figure 3.23: Performance comparison (AUC) on the Cars v. Planes task (vari-
ation level three) for varying number of C2 features using HMAX (gray), SLF
(dashed), and Glimpse (blue) models. Error bars show one standard error.
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Chapter 4
The Role of Shape Prototypes
In this chapter, I describe a series of detailed experiments to investigate how
learned shape prototypes in alternating multilayer models affect classification
performance. Surprisingly, I find that the classification performance of net-
works using randomly generated prototypes—with no apparent spatial struc-
ture—perform in a nearly identical way to networks using prototypes imprinted
from natural images in a way so as to capture “useful” shape components.
The rest of this chapter is organized as follows. Section 4.1 discusses the
basic methodology used in all experiments for this chapter. The benefit of
invariant representations is considered in Section 4.2. The role of shape proto-
types is investigated in Section 4.3. Finally, a discussion of the results is given
in Section 4.4. This work has been published in a shorter format as [55].
4.1 Methods
Unless otherwise noted, all experiments in this work use the following exper-
imental methodology. In each trial, a different subset of half the images was
chosen for training, with the other half reserved for testing. Each trial chooses
a different set of prototypes, and performance is reported on the test set. Re-
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sults are somewhat stochastic, because the classifier is applied with a different
set of features and a different set of testing images in each trial. Thus, each
experiment is repeated five times, and the average performance is reported.
Beyond the features derived from C2 activity (see Chapter 3), the exper-
iments below use two additional types of features. First, “pixel” features are
computed by converting the image to grayscale, and concatenating image rows
to form a single vector. Second, “C1” features are derived from the activity of
all units in the C1 layer by concatenating units for all positions, scales, and
edge orientations to form a single vector. Both cases result in a feature space
of very high dimensionality1. Techniques for dimensionality reduction, such as
PCA, were not used, because the goal was to give the invariant representation
every opportunity to succeed.
Note that a fixed feature space is required for many classifiers, including
SVMs. That is, the number of features representing each image must be con-
stant. However, the dimensionality of a pixel or C1 representation depends on
the size of the input image2, and thus the size of the images was constrained in
these experiments. For tasks derived from the Caltech 101 dataset and the tasks
of Fergus et al., the image size was constrained by removing border pixels as
needed. Fortunately, this is likely to have little effect on Glimpse’s performance,
as foreground objects are intentionally placed in the center of each image. All
remaining tasks employ images of the same size.
1The dimensionality of a C1 representation is at least 20,000 features. This size increases
as the image becomes elongated. A pixel representation is even larger, with approximately
50,000 features for a square image.
2This is not the case for a C2 representation, which provides one feature per prototype.
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4.2 Role of Invariant Representations
I first investigate the benefit of Glimpse’s C2 features relative to a simpler image
representation. Remember from Section 2.2 that Glimpse’s C2 representation
is described as invariant, because C2 activity is unaffected by changes to an ob-
ject’s location or scale. Here, I specifically investigate the role of this invariance
property in the success of the model.
To do this, a given task is performed using a representation composed of
C2 activity, and Glimpse’s performance is measured. The same task is then
performed using a representation composed of C1 features, and again using pixel
features. These latter representations lack the strong invariance properties of
the C2 layer, and thus provide a useful performance baseline.
The results are shown in Figure 4.1, which reports performance across a
number of datasets for raw pixel features (light gray), C1 features (dark gray),
and 4075 C2 features (blue). Performance is reported as the mean area under
the ROC curve (AUC) across five independent trials, with error bars showing
one standard error. The set of prototypes is imprinted independently for each
trial.
Interestingly, the Caltech 101 tasks do not appear to require an invariant
representation. In most cases, performance for C1 features is almost identical
to that using C2 features. In fact, many tasks can be performed using only raw
pixel data, and I am thus forced to conclude that these tasks are of little use
in the study of invariant object recognition. These results agree with similar
findings of Pinto et al. [19]. Consequently, these datasets will not be used in
the experiments described in the next sections.
In contrast, results for the remaining tasks showed a significant benefit for
invariant representations. For the Animals, Cars v. Planes, and Face1 v. Face2
tasks, pixel features were effectively useless for recognition. In addition, while
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Figure 4.1: Performance comparison (AUC) for raw pixels (white), C1 features
(hatched gray), and 4075 C2 features (blue). Datasets include subsets of Caltech
101 categories—Airplanes, Faces, Faces (easy), Motorbikes and Watch—the
Animals dataset of Serre et al., and the synthetic tasks of Pinto et al.—Cars v.
Planes and Face1 v. Face2. The vertical axis indicates the mean performance
over five independent trials, and error bars indicate standard error over five
independent trials.
C1 features provide a useful representation for these tasks, an invariant repre-
sentation using C2 features is significantly more useful.
Figure 4.2a shows results for the tasks of Fergus et al. These results are
quite similar to those for the Caltech 101 tasks in Figure 4.1. Again, pixel
features account for nearly all of the model’s performance, and an invariant
representation provides little additional benefit. Figure 4.2b shows results for
the various Cats v. Dogs tasks. On the left half of the plot, results are shown for
real objects—those captured from natural imagery—on the three background
types. While the invariant C2 representation is clearly superior to raw pixel
features, a C1 representation completely accounts for the performance increase.
However, note the model’s surprisingly high performance in the presence of
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(a) Datasets from Fergus et al.
(b) Cats v. Dogs
Figure 4.2: Performance as in Figure 4.1 comparing pixel (white), C1 (hatched
gray), and 4075 C2 (blue) features.
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natural image backgrounds (i.e., bars labeled “Image” on the left side of Figure
4.2b). It is possible that this is caused by unintentional regularities in the
background for each object, such as a tell-tale difference in the edge statistics
of “cat” backgrounds vs “dog” backgrounds.
The right half of Figure 4.2b shows results for the Cats v. Dogs tasks us-
ing rendered objects. In this case, an invariant C2 representation provides a
clear benefit over C1 features. Additionally, the performance for C1 and C2
features decreases as the backgrounds become more complex, with the highest
performance for simple gray backgrounds, lower performance for backgrounds
containing randomly generated noise, and the lowest performance for back-
grounds containing complex image natural images. However, note the strong
performance for raw pixel features, which may indicate an insufficient variation
in the presentation of objects or their backgrounds.
In summary, these results suggest that Glimpse’s C2 representation provides
a significant benefit for performing object recognition. However, many tasks
that are used often in the literature do not require an invariant representa-
tion, and thus provide little information about the efficacy of object recognition
models.
4.3 Importance of Shape
In this section, I test the “shape dictionary” hypothesis discussed in Section 2.3,
which suggests that an imprinted representation is useful because it captures
important “shape-based” properties of objects [2]. To isolate the benefit of
learned shape features, I measure the impact on Glimpse’s performance when
this information is degraded. In the first step, a set of prototypes is imprinted
as previously described. Performance is then measured on the same task when
these prototypes are “shuﬄed”, that is, when the order of activation values
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in each prototype are randomly permuted. This process is demonstrated in
Figure 4.3. As a result, the shape information—that is, spatial and orientation
configuration—is scrambled, while the basic activation statistics within each
prototype are maintained.
Finally, performance is measured for a set of unlearned, ”shape-free” proto-
types. This set is constructed randomly, where each prototype component is
drawn independently from a uniform distribution over activation values. (This
approach should not be confused with imprinting, in which randomness is used
to choose the location of image regions.) Due to their construction, these pro-
totypes capture neither the spatial information, nor the activation statistics of
learned shape prototypes. Recent evidence suggests that various kinds of ran-
dom features can be surprisingly useful in hierarchical networks [64, 94, 95],
though the reasons for this behavior are still unclear.
Specifically, random prototypes are constructed as observations of a mul-
tivariate, independent, and identically-distributed random variable, with each
component given by
pi ∼ Uniform(0, 1) .
An example of such a prototype matrix is shown in Figure 4.4.
Additionally, random and shuﬄed prototypes are both sparse and gain in-
variant, which are properties that imprinted prototypes lack3. Sparsity is en-
forced by lateral inhibition across orientation bands at each location, where the





and where a` =
√∑
x2j measures the total energy for all units at location `.
This has the effect of suppressing less active orientations. Gain invariance is





Figure 4.3: An example in which (a) an image patch is used to construct (b)
an imprinted prototype. The figure shows the activations—white denotes high
activation, black denotes low activation—for a neighborhood of C1 units, with
one plot for each edge orientation. The activation values within this prototype
are then permuted to create (c) a shuﬄed prototype. Note that activation is
permuted across orientation bands as well as locations.
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Figure 4.4: An example of a random prototype, with plots corresponding to
the four orientation bands. Each component is chosen independently from a
uniform distribution.
achieved by constraining the total energy of the input and prototype, where S2








for input x and prototype p, and activation function S2 (·, ·) as given in Equa-
tion 3.5 (Page 23). This allows the comparison between input and prototype to
be unaffected by a change in contrast in x.
I found that performance for shuﬄed and random prototypes was substan-
tially lower without the sparse contrast-invariant activation function. In con-
trast, such an activation function significantly decreased performance when im-
printed prototypes were used. The reason for this relationship is currently
unknown. However, I hypothesize that this result indicates that imprinted and
random prototypes operate in different ways. I believe that a “good” set of im-
printed prototypes should contain examples of specific and discriminative shapes
from the domain. These are qualities that a set of random prototypes will lack.
In contrast, a “good” set of shuﬄed or random prototypes may simply need to
contain prototypes that are sufficiently different from one another. Imprinted
prototypes are unlikely to contain such heterogeneity, due to the structure that
is presence in natural imagery.
Glimpse’s performance for imprinted, shuﬄed, and random prototypes is
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shown in Figure 4.5. Performance is reported as mean AUC over five indepen-
dent trials for the datasets identified in Section 4.2. Each feature vector is based
on 4075 prototypes. Figure 4.5a shows this comparison for the Animals task,
and for variation level three of the Cars v. Planes and Face1 v. Face2 tasks.
Figure 4.5b shows the same comparison for the Cats v. Dogs tasks. Across
all datasets, I found that the degradation of shape information has surprisingly
little impact on Glimpse’s performance. In fact, this degradation led to an
improvement in performance for the Face1 v. Face2 task.
Figures 4.6a and 4.6b show a similar comparison (without “shuﬄed” proto-
types) for the Cars v. Planes and Face1 v. Face2 tasks, respectively, as the level
of variation is increased. Following Pinto et al. [3], performance is plotted as the
variation level is increased. As before, performance is plotted as mean AUC,
with error bars showing one standard error. Results for imprinted prototypes
were similar to those reported by Pinto et al. [3], with performance dropping as
the variation level was increased. However, I find that random prototypes also
perform this way, with behavior that is nearly identical to that of imprinted
prototypes. Critically, I find that a (invariant) C2 representation based on ran-
dom prototypes performs well even when a pixel or C1 representation does not.
Thus, an invariant representation is crucial, while shape is not.
Taken together, these results seem to contradict the “shape dictionary” hy-
pothesis. A number of possible explanations for these results were considered. I
first considered the possibility that a sufficiently large network is simply robust
to a bad choice of prototypes. That is, it is possible that any sufficiently large set
of prototypes would lead to the behavior seen in Figure 4.6. To investigate this,
I compare the performance of these two representations using different numbers
of prototypes, with results shown in Figure 4.7. Performance was quite similar
even when using only 10 prototypes. Regardless of the size of the network, I was
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(a) Animals and synthetic tasks of Pinto et al. Variation level three
is used for synthetic tasks.
(b) Rendered Cats v. Dogs on various backgrounds.
Figure 4.5: Comparison of Glimpse’s performance across different tasks, using
4075 imprinted (blue), shuﬄed (gray), and random (hatched red) prototypes.
The vertical axis shows the mean AUC over five independent training and test-
ing splits, and error bars show the standard error. Results for the Cars v.
Planes and Face1 v. Face2 tasks use variation level three.
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(a) Cars v. Planes
(b) Face1 v. Face2
Figure 4.6: Comparison of Glimpse’s performance on two tasks, using 4075
imprinted prototypes (blue); and 4075 random prototypes (dashed red). The
horizontal axis shows the variation level (over rotation, position, and scale)
of the object of interest, and the vertical axis shows the mean AUC over five
independent training and testing splits at each variation level. Error bars show
the standard error. Results for raw pixel (gray) and C1 (dashed gray) features
are shown for reference.
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unable to find a significant difference in performance between a representation
based on random versus imprinted prototypes.
Alternatively, I considered the possibility that a random prototype provides
a weakly discriminative feature when used in isolation, but that a group of
random prototypes could be strongly discriminative. This might be the case
if each feature provides an independent piece of information about the object,
which when combined is enough for recognition. This is inspired by a machine
learning technique called boosting [96], in which a number of “weak” classifiers
are combined to create a single, highly discriminative group. In contrast, I
expect imprinting to generate at least some prototypes that provide highly
discriminative representations, even when considered in isolation.
To investigate this, I measured performance based on individual features.
For each prototype generation method (imprinting or random), I generated 4075
prototypes as before, except here I used them one at a time to create a single
value to represent each image in order to train and test the SVM. As before,
I performed five independent training and testing splits using each prototype.
Figure 4.8a shows the performance for single imprinted prototypes and single
random prototypes on the Cars v. Planes task, where the prototypes are ranked
by performance. Figure 4.8b shows the same values for the Face1 v. Face2 task.
I found very little difference between the two representations in terms of the
occurrence of individually-discriminative features. In fact, it is striking how
well the best random features perform when operating in isolation. In short, it
appears that random prototypes are not limited to operating in ensembles.
Lastly, I investigated the hypothesis that the imprinted and random pro-
totype representations behave similarly because they code for similar visual
features. It is possible, in theory, that the process of random prototype gen-
eration occasionally creates the kind of useful shape selectivity that would be
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(a) Cars v. Planes
(b) Face1 v. Face2
Figure 4.7: Comparison of Glimpse’s performance for different numbers of im-
printed (blue), shuﬄed (gray), and random (dashed red) prototypes. Perfor-
mance is reported as mean AUC over five trials, with error bars showing one
standard error. Variation level three is used for each task.
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(a) Cars v. Planes
(b) Face1 v. Face2
Figure 4.8: Performance (mean AUC and range) using individual features from
either imprinted (solid blue) or random (dashed red) prototypes for (a) the
Cars v. Planes task, and (b) the Face1 v. Face2 task. In both cases, the
tasks use variation level three. The line shows the mean performance over five
independent trials, while the shaded area shows the range of performance values.
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expected under imprinting. In this case, I would expect these “lucky” random
features to be among the most discriminative when used in isolation.
Due to the nature of these networks, it is difficult4 to interpret the contents
of a prototype directly. Instead, I attempt to characterize a given prototype
by examining those input patches that provide the best match. Figures 4.9
and 4.10 shows this data for the most discriminative prototypes on the Cars
v. Planes and Face1 v. Face2 tasks, respectively. Each row in the figures
corresponds to one of the five most discriminative prototypes, that is, those
ranked 1–5 in Figure 4.8. The columns of each row give the 10 image patches
from the dataset to which the corresponding prototype matched most closely,
where each image is allowed at most one match. Although it may appear that
patches in, say, the top row of Figure 4.10a are from slightly different positions
of the same image, these patches are in fact from different images.
As expected, it appears that the five imprinted prototypes are responding
preferentially to specific “shape-based” patterns relevant to faces, and are rel-
atively robust to rotation and translation of those patterns. However, the five
random prototypes display no obvious “shape” preference along each row, nor
do their responses appear to be relevant to faces.
These results show that, while imprinted features are highly selective to
shape and somewhat invariant to background clutter, random prototypes are
not easily interpretable as shape templates. Although results were shown for one
particular set of imprinted and random prototypes, this behavior was found to
be qualitatively similar for other, independently generated, sets of prototypes.
4As one example, the invariance properties of the C2 layer may cause the same feature




Figure 4.9: Characterization of best-performing prototypes for the Cars v.
Planes task (cf. Figure 4.8a) based on the input patches to which they respond
most strongly. (a): Each row corresponds to one of the top five imprinted pro-
totypes (those ranked 1–5 in the imprinted set in Figure 4.8a). The 10 images
in each row are the 10 image patches in the Cars v. Planes dataset to which the
prototype matched most closely. All patches in a row are drawn from different
images. (b): Same as part (a), but here the five top prototypes are those ranked
1–5 in the random-prototype set in Figure 4.8a. In contrast to part (a), there




Figure 4.10: Characterization of best-performing prototypes for the Face1 v.
Face2 task (cf. Figure 4.8b) based on the input patches to which they respond
most strongly. Results are shown as in Figure 4.9, with the best matches shown
for (a) imprinted and (b) random prototypes. As before, random prototypes
lack the shape specificity that is characteristic of imprinted prototypes.
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4.4 Discussion
In this work, I investigated the hypothesis that shape-based prototypes are
central to the ability of alternating multilayer networks to perform invariant
object-recognition. To summarize the results:
• I apply Glimpse to challenging benchmarks for invariant object recogni-
tion, and find that learned “shape” prototypes are not necessary to achieve
the performance seen in the literature. These benchmarks specifically em-
phasize viewpoint-invariance by including realistic variation in the pre-
sentation of objects. As such, the “shape-free” features based on random
prototypes seem to provide an unlearned, unbiased (i.e., universal) dictio-
nary.
• Upon analysis, I find evidence that (1) randomly-generated prototypes
mediate performance that is on par with a learned shape dictionary (Fig-
ures 4.5 and 4.6), even for small networks (Figure 4.7) or single prototypes
(Figure 4.8). Critically, I also find evidence that (2) those prototypes lack
shape specificity (Figures 4.9 and 4.10), a characteristic that was thought
to be central to the success of these networks.
Taken together, these results argue that our understanding of successful hierar-
chical visual models is far from complete, and that further analysis is warranted.
Furthermore, my work suggests that—when used properly—random prototypes
may have an important role to play in these hierarchical networks.
I am left with several questions that have yet to be answered. Chief among
them are: (1) In what types of object-recognition tasks would a set of learned
shape-based prototypes provide an advantage over randomly generated proto-
types? Equivalently, for what sorts of tasks can we simply rely on random
prototypes and thus avoid the cost of learning? (2) What are the mechanisms
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underlying the success of random prototypes in my experiments? For example,
can this success be explained by mechanisms related to the methods of ran-
dom projections or compressive sensing [97, 98]? The consideration of these




This chapter considers the problem of learning prototypes from data. In this
sense, the method discussed here can be thought of as an extension of imprint-
ing. Although the literature on hierarchical visual models contains many ap-
proaches to prototype learning, this chapter focuses on one particular approach
called feature selection. The approach of feature selection has been reported to
significantly increase performance in some models [11], even on complex tasks
with many object categories.
In this chapter, I explore the benefits of feature selection for increasing the
performance of the Glimpse model. I find that this method leads to a dramatic
improvement in performance, but is limited by its prohibitive computational
cost.
5.1 Background
Feature selection begins in a manner similar to imprinting. The process starts
by selecting patches at random from training images. Glimpse is applied to
each patch, and the model’s C1 activity for each patch is recorded as a candi-
date prototype. Each candidate is assigned a weight that reflects its estimated
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Figure 5.1: Illustration in which prototypes are learned by feature selection. (a)
Image patches (shown as red boxes) are chosen at random, and (b) candidate
prototypes are recorded from the model’s C1 activity that is calculated from
these patches. (c) Task feedback is used to weight each candidate prototype,
illustrated here with high, medium, and low weight indicated by a green check
mark, yellow question mark, and red “X”, respectively. (d) Candidates are
selected by weight to construct the final set of prototypes.
“quality”. A candidate prototype’s weight is estimated from task feedback in
an application-specific way, as will be described below. Finally, candidates are
selected by weight to form the final set of prototypes. This process is illustrated
in Figure 5.1.
A more detailed description of feature selection is shown in Algorithm 1.
The algorithm begins in Line 1 by choosing a large set of candidate prototypes
from training images, as done in imprinting. Glimpse is then used with these
prototypes to extract features for each image in the training set. From the
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extracted features, a subset is selected in Lines 3a-3c. In Line 3a, the quality of
each feature fi is computed in an application-specific way. The quality measure
is denoted as J(·). Features are then ranked according to J(fi) in Line 3b. The
first k features in the ranked list are “selected” in Line 3c, where k is specified a
priori. The prototype associated with each selected feature is identified in Line
4. Glimpse is used with the selected prototypes in Line 5, and the performance
is evaluated on a set of testing images.
Algorithm 1 Prototype learning by feature selection.
Input: Number n of candidate prototypes, number k of selected prototypes,
and set of training and testing images.
1. Select n candidate prototypes from training images, as in imprinting.
2. Use Glimpse with candidate prototypes to compute n features for each
training image.
3. Select k features:
a) Compute quality J(fi) of each feature fi.
b) Rank features by quality.
c) Select the k highest-ranked features.
4. Create setP of only those candidate prototypes whose feature was selected
in Line 3c.
5. Evaluate Glimpse on testing images using prototypes in P.
In the most common approach, the quality J(·) of each feature is computed
using feedback from the classifier. This feedback indicates whether a given
feature was discriminative. For a linear SVM, this value can be computed
from the feature weights αi that are assigned when training the classifier. As















where γk is the weight on the kth support vector, vki is the ith feature of the kth
support vector, and xi is the ith feature value. The weight of the ith feature is
given as αi =
∑
k γkvki, and feature quality is measured as J(fi) = α
2
i . This
approach has been used successfully by a number of researchers [11, 18, 99] to
increase model performance while minimizing the number of prototypes.
One drawback of feature selection is its high computational cost, which re-
sults from the fact that feature quality requires feature values to be computed
for every candidate prototype on every training image. In practice, this signifi-
cantly limits the number of candidate prototypes that can be evaluated.
As a result of this drawback, some researchers have suggested the use of other
forms of task information [20, 26, 40]. In one example, candidate prototypes
are selected only if they were created from the part of the image that contained
the foreground object [40].
Another approach chooses the weight of a candidate based on the classifier’s
estimated feedback [17]. In this method, a small set of reference prototypes is
recorded from training images, and classifier feedback is used as defined above
to weight each prototype. When a weight is needed for a candidate proto-
type, it is not measured directly from classifier feedback. Instead, the weight
is copied from the most similar reference prototype. If the reference prototype
was useful for classification, then the candidate is weighted highly. Otherwise,
the candidate is given a low weight.
The estimated feedback approach compares prototypes with respect to a
number of properties of the activation values within the prototype’s template,
such as the mean and standard deviation of the activation values. These prop-
erties are intrinsic, in that they have nothing to do with the current task. The
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approach was demonstrated to select useful features for an HMAX model, while
significantly reducing its computational cost [17].
5.2 Methods
As discussed in the previous section, feature quality has often been computed
from weights assigned by a linear SVM. In my experiments, I use a similar
approach, but instead use weights assigned by sparse logistic regression [86]. As












where αi is the weight on the ith feature. In my experiments, I compute feature
quality as J(fi) = α2i . The parameters in Equation 5.2 have been chosen using
a sparse optimization procedure, so that the fewest number of features are used.
Performance is measured as the classification accuracy1 for five independent
trials, and the mean and standard error of the trials is reported. Due to its pro-
hibitive computational cost, however, only a single trial is reported for feature
selection.
In each trial, half the images are chosen at random for training, and the
other half are saved for testing. The training images are used to choose a new
set of prototypes, and a sparse logistic regression classifier is trained on features
composed of C2 activity. The datasets used in these experiments are those
for which an invariant representation was found to be useful in Section 4.2,
including the Animals task of Serre et al. [2], and the Cars v. Planes and Face1
v. Face2 tasks of Pinto et al. [3].
1Accuracy is used in this and later chapters that employ multiclass datasets, since AUC
is a measurement of performance on binary tasks.
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Figure 5.2: Performance on the Animals task for prototypes learned by feature
selection (solid orange line), compared with performance for imprinted (solid
blue line) and random prototypes (dashed red line).
5.3 Results
I evaluated the performance for prototypes learned by feature selection, and
compared this with the performance of imprinted and random prototypes. For
each method, performance was computed for a range of network sizes (i.e., for
different numbers of prototypes). Results are given for the Animals task in
Figure 5.2, the Cars v. Planes task in Figure 5.3a, the Face1 v. Face2 task in
Figure 5.3b, and the Caltech 256 task in Figure 5.4.
I found that feature selection consistently out-performs other methods. For
the baseline methods of imprinting and random construction, performance im-
proves consistently with model size—that is, with an increase in the number of
prototypes. In contrast, performance for feature selection generally saturates
at a particular model size, with the best performance occurring even for small
networks. This shows that task feedback can be used to find highly discrimi-
native, task-specific prototypes. Interestingly, performance for feature selection
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(a) Cars v. Planes
(b) Face1 v. Face2
Figure 5.3: Performance on synthetic tasks for prototypes learned by feature
selection (solid orange line), compared with performance for imprinted (solid
blue line) and random prototypes (dashed red line).
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Figure 5.4: Performance on the Caltech 256 task for prototypes learned by
feature selection (solid orange line), compared with performance for imprinted
(solid blue line) and random prototypes (dashed red line).
is not decreased by including more prototypes. This suggests that the model
is robust to prototypes that lead to irrelevant and redundant features, at least
when sparse logistic regression is used for classification.
The benefit of feature selection depends heavily on the size of the model
used. For example, the performance for prototypes learned by feature selection
is no better than that of random prototypes on the Cars v. Planes task, if
the model is allowed to use only 10 prototypes. However, the benefit of feature
selection quickly becomes apparent when the model size increases.
In a sense, the “saturation point” for feature selection—that is, the smallest
model with high performance—provides a measure of a dataset’s complexity.
In this sense, the Face1 v. Face2 dataset is more complex than the Cars v.
Planes dataset. This agrees with our intuition, since a single “wheel” proto-
type was enough to achieve high performance on the Cars v. Planes task (see
Figures 4.8a and 4.9a). This measure also suggests that the Animals dataset
is more complex than the Face1 v. Face2 dataset, which could be explained
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by the broad variation of appearance in the “animal” category. Similarly, this
measure suggests that the Caltech 256 dataset is more complex than the An-
imals dataset, which could be explained easily by the significant difference in
the number of object categories between the two datasets.
5.4 Conclusions
In this chapter, I explored the benefits of feature selection for increasing the
performance of the Glimpse model. I found that feature selection led to a
dramatic improvement in performance, although the method is limited by its
prohibitive computational cost.
Prototypes learned by feature selection consistently out-performed those
learned by baseline methods such as imprinting. The benefit of feature se-
lection over other methods was often significant, but this result depended on
the number of prototypes used in the model. Overall, the difference between
methods only becomes apparent at a certain scale, and this scale appears to be
task dependent. Thus, my results suggest that it is critical to consider the scal-
ing behavior of a model, rather than simply measuring performance at a fixed
number of prototypes. Interestingly, performance for prototypes learned by fea-
ture selection was very high on some datasets, even when very few prototypes
were used. This result suggests that task feedback has been used successfully




As discussed in Section 2.3, imprinting has a number of drawbacks that re-
sult from the inclusion of redundant and non-discriminative prototypes. This
increases the model’s computational cost, and can decrease its performance as
well. A number of approaches have been suggested in the literature to overcome
these drawbacks.
This chapter investigates k-means clustering, which is a fast method for
summarizing a large set of prototypes by creating a small number of represen-
tative examples. K-means has been used repeatedly in the literature to learn
prototypes in hierarchical models. For example, this approach is suggested
[100] as the best approach for “unsupervised” learning in convolutional net-
works, which are hierarchical models that bear a strong resemblance to HMAX.
While k-means has been used to learn prototypes in HMAX [20, 40, 45], its
benefit—compared with imprinting, for example—is still unclear.
Surprisingly, I find that k-means provides no performance benefit when com-
pared to imprinting, but instead often hurts performance. I explore two hy-
potheses to explain the lack of improvement, but find that both hypotheses are
contradicted by the evidence. Thus, finding an explanation for the behavior of
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k-means prototypes is left as an open problem.
The rest of this chapter is organized as follows. Section 6.1 provides back-
ground on k-means clustering, and discusses how this method can be used to
learn prototypes. Section 6.2 outlines the experimental methodology used in
the experiments of this chapter, and my results are presented in Section 6.3.
These results are discussed in Section 94. Finally, Section 6.5 summarizes the
findings and provides conclusions.
6.1 Background
The approach of clustering takes the choice of prototypes and casts it as a
machine learning problem. Just as in imprinting, the process starts by ran-
domly selecting image patches, applying a hierarchical model, and recording
the model’s C1 activity for each region. These prototypes are then treated as
vectors that are partitioned into a number of clusters. Each cluster is summa-
rized by a new prototype that is representative of the cluster members, and the
model is evaluated using only these representatives as prototypes. This process
is illustrated in Figure 6.1.
Clusters are chosen so that prototypes from the same cluster are similar. The
overall quality of a cluster is measured as the variance of the cluster elements.
Once clusters are chosen, each cluster is summarized by computing the average
of all prototypes assigned to it. This is possible because the prototypes are
treated as vectors, so the ith component of the average is given by the average
of the ith component across all members of the cluster.
The above description can be written analytically as an objective function
that measures how well (or poorly) a given partitioning meets the criteria. This
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Figure 6.1: Illustration in which prototypes are learned by clustering. (a) Im-
age patches (shown as red boxes) are chosen at random, and (b) prototypes
are recorded from the model’s C1 activity. (c) The prototypes are partitioned
into clusters. (d) Each cluster is summarized by computing the average of
its prototypes. This creates a new set of prototypes—given as vectors of C1







cij ‖xi − pj‖2 , (6.1)
where P = {pj} is the matrix of new prototypes, k is the number of prototypes
in that matrix, n is the number of original prototypes, and xi is the ith such
prototype. The matrix C encodes the cluster assignments, where the element
cij ∈ {0, 1} indicates whether the ith example is assigned to the jth cluster.
The goal of prototype learning by clustering is to find a new set of prototypes
P that minimize the objective function. The inner summation of Equation 6.1
ranges over the elements of a given cluster, calculating their dissimilarity with
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the cluster’s representative prototype. The higher this dissimilarity, the more
the choice of prototypes is penalized. The outer summation ranges over the
clusters, combining these penalties. Thus, the best prototypes are those that
minimize the variance over all clusters simultaneously.
One approach to minimize Obj(P;C), called k-means [101], is shown in
Algorithm 2. The algorithm begins in Line 1 by choosing a large set of example
prototypes from training images, as done in imprinting. Clustering is then
performed in Lines 2a-2d. This begins by guessing the cluster centers P in Line
2a, and then repeatedly applies the following two steps. Cluster assignments are
reviewed in Line 2b to ensure that each candidate is assigned to the cluster with
the closest center. The center of each cluster is shifted in Line 2c to minimize
its distance to all members, where the new center is chosen to be the average of
all current members. These two steps are repeated until the objective function
reaches a fixed point in Line 2d. Finally, Glimpse is evaluated on separate set
of testing images in Line 3, where prototypes are given from the cluster centers
P.
Note that a reassignment in Line 2b will always decrease the combined
penalty for the two clusters in the reassignment, that is, the cluster that loses a
member and the cluster that gains it. Similarly, Line 2c will never increase the
penalty for either cluster, since the cluster centers are chosen to minimize this
penalty. Since the value of the objective function is never increased, k-means is
guaranteed to converge to a (locally) optimal set of clusters.
6.2 Methods
In these experiments, Glimpse uses the sparse logistic regression classifier [86]
that was introduced in Section 3.1.6. Clustering is performed using the Mini-
Batch k-means algorithm [102], implemented in the Scikit-Learn Python pack-
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Algorithm 2 Prototype learning by k-means clustering.
Input: Number n of initial prototypes, number k of clusters, and set of training
and testing images.
1. Select n prototypes from training images, as in imprinting.
2. Partition these prototypes into clusters:
a) Choose initial cluster centers P arbitrarily.
















d) Go to Step 2b unless the objective Obj() in Equation 6.1 has con-
verged.
3. Evaluate Glimpse on testing images using cluster centers P as prototypes.
age [103]. In this chapter, performance is measured as the classification accu-
racy1 for five independent trials, and the mean and standard error of the trials
is reported. In each trial, half the images are chosen at random for training,
and the other half are saved for testing. The training images are used to choose
a new set of prototypes, and the classifier is trained on features composed of
C2 activity. The datasets used in these experiments are those for which an
invariant representation was found to be useful in Section 4.2.
1Accuracy is used in this and later chapters that employ multiclass datasets, since AUC
is a measurement of performance on binary tasks.
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6.3 Results
For each dataset, the performance of Glimpse is measured using 1,000 proto-
types learned by k-means clustering, which uses a large set of 10,000 candidate
prototypes. Every set of k-means prototypes is learned from an independent
set of candidates. For comparison, the performance is computed on the same
dataset using 1,000 imprinted prototypes.
Results are shown in Figures 6.2 and 6.3. Surprisingly, imprinting led to
a superior representation in these experiments, with performance that was at
least as high as for k-means prototypes across all tasks.
As in Chapter 4, the performance for Glimpse is also analyzed for different
number of prototypes. Results are shown in Figures 6.4 and 6.5, which shows
the performance (mean accuracy) for different numbers of prototypes chosen
by imprinting and k-means. These results suggest that the difference between
representations is less significant in low-dimensional representations (i.e., for a
small number of prototypes), but that imprinted representations have a superior
scaling behavior.
6.3.1 Effect of Training Size
Note that the experiment described in the previous section used the same num-
ber of candidates when learning k-means prototypes, regardless of the number
k of prototypes to be learned. Consequently, the average number of candidates
per cluster varies inversely with k. For example, the ratio of candidates to pro-
totypes in Figure 6.4a is approximately 1,000:1 on the left side, but only 10:1
on the right. It is possible that this difference adversely affects the performance
of learned prototypes. To test this, I measure the performance of Glimpse using
k-means prototypes learned with different numbers of candidates.
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(a) Animals and synthetic tasks of Pinto et al. Variation level three
is used for synthetic tasks.
(b) Cats v. Dogs with rendered objects on various backgrounds.
Figure 6.2: Comparison of performance for C2 features using imprinted (gray)
and k-means (dashed gray) prototypes. The vertical axis shows the mean per-
formance (accuracy) over five independent trials for 1,000 prototypes, with error
bars showing one standard error. Surprisingly, imprinting led to superior rep-
resentations across nearly all tasks.
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Figure 6.3: Comparison of performance on multiclass datasets for 1,000 C2
features using imprinted (gray) and k-means (dashed gray) prototypes, as in
Figure 6.2.
Results are shown for two representative datasets in Figure 6.6, which shows
the change in performance when k prototypes are learned with an average of
10, 100, and 1,000 candidates per cluster. This data is reported for the Animals
and Cars v. Planes tasks. Interestingly, I see little evidence that more training
samples result in better prototypes. In fact, the results for the Cars v. Planes
task shows a slight negative trend.
6.3.2 Effect of Activation Function
My results for prototypes learned using k-means are surprising, but not unprece-
dented. Although researchers have reported good performance for k-means in
related visual models (e.g., see [100]), it is unclear whether these results also
apply to HMAX-like models. Studies of prototype learning for HMAX-like net-
works have reported mixed results, and have roughly been in line with our
findings. For example, Brumby et al. [30] report that prototypes found using
a Hebbian learning rule (similar to an online version of k-means) often fail to
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(a) Animals
(b) Face1 v. Face2
Figure 6.4: Comparison of Glimpse’s performance for different numbers of im-
printed (solid) and k-means (dashed) prototypes, for a representative sample of
the datasets used in Figure 6.2. Plots show mean performance (accuracy) over
five independent trials, with error bars showing one standard error.
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Figure 6.5: Comparison of Glimpse’s performance on rendered Cats v. Dogs
over image backgrounds for different numbers of imprinted (solid) and k-means
(dashed) prototypes, as in Figure 6.4.
Figure 6.6: Effect of sample size on Glimpse’s performance with k-means proto-
types on the Animals (solid) and Cars v. Planes (dashed) tasks. Performance is
shown for 128 prototypes. The horizontal axis shows the number of candidates
(on a log scale) per prototype, the vertical axis shows the mean performance
(accuracy) over five independent trials for sparse logistic regression. Error bars
show one standard error.
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outperform a simple imprinting procedure.
Here, I consider whether the poor results for k-means, relative to its use in
other architectures, is related to Glimpse’s S2 activation function. One of the
unique characteristics of HMAX-like networks is their use of an RBF activation
function. However, one of the models in which k-means has been successful uses
a dot-product activation function, similar to that used for Glimpse’s S1 layer.
This section investigates whether this difference can account for Glimpse’s poor
performance when using k-means prototypes.
To test this hypothesis, Glimpse’s S2 activation function was modified to
use a dot product in the following way. Remember that the RBF in Equation
3.5 is based on the distance between the input x and prototype p. However,
the distance is defined in terms of the inner product. Using this definition along
with the bilinearity of the inner product, the distance can be rewritten as
‖x− p‖ = ‖x‖2 + ‖p‖2 − 2 (x,p) , (6.2)
where the term (·, ·) denotes the dot product. If contrast normalization is
used—that is, the input and prototype are constrained to have unit norm—
then Equation 6.2 implies that
‖x− p‖ ∝ (x,p) .
That is, the use of contrast normalization makes the distance function pro-
portional to the dot product between the two vectors2. A method for contrast
normalization was already introduced in Section 4.3, and was shown to be useful
for random prototypes. That method is used here as well.
Results are shown in Figures 6.7 and 6.8 for 1,000 prototypes learned with
k-means, where the S2 units use either an RBF (as in Figure 3.5) or a sparse,
2The connection between an RBF and normalized dot product is also discussed by Serre
et al. [104].
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contrast invariant activation function. In nearly all tasks, the updated acti-
vation function resulted in a significant decrease in performance. The only
exception to this decrease was the synthetic Face1 v. Face2 task, in which a
sparse contrast-invariant activation function led to an increase in model per-
formance. These results suggest that the activation function is generally not
responsible for Glimpse’s poor performance when using k-means prototypes.
6.4 Discussion
Results for imprinted prototypes reported here and in Chapter 4 suggest that
performance is based on finding a few discriminative patterns in key locations
of objects. For example, a “car wheel” appears to form such a discriminative
pattern in the Cars v. Planes task (see Figure 4.9 on Page 70), while an oriented
“face” pattern appears to suffice for the Face1 v. Face2 task. This suggests an
explanation for the poor performance seen for k-means prototypes. Specifically,
k-means will choose new prototypes that are combinations of multiple example
prototypes. Thus, a discriminative pattern—such as the wheel of a car—will
be corrupted with examples of other object parts.
However, the hypothesis just described may hold only for “simple” tasks,
which use a small number of narrowly-defined object categories. Would the
same result hold if the categories are defined more broadly, or if the number
of categories is increased? Results reported for feature selection (Chapter 5)
suggest that these results may not hold. For example, results for feature selec-
tion on the Animals task (Figure 5.2 on Page 79) suggest that there may be no
small set of discriminative prototypes for the broadly-defined class of “animal”
images. In addition, similar results on the Caltech 256 task (Figure 5.4 on
Page 81) suggest that the hypothesis may not apply when the number of object
categories becomes large.
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(a) Animals and synthetic tasks of Pinto et al. Variation level three
is used for synthetic tasks.
(b) Rendered Cats v. Dogs on various backgrounds.
Figure 6.7: Performance for k-means prototypes using the standard activation
function (gray), compared to that using a sparse, contrast invariant activation
function (hatched gray). The vertical axis shows the mean performance (accu-
racy) over five independent trials for 1,000 prototypes, with error bars showing
one standard error. (The error is not visible for k-means prototypes on Caltech
256, due to low variation between trials.) These results suggest that the activa-
tion function is not the cause of the poor performance for k-means prototypes.
96
Figure 6.8: Performance on multiclass datasets for k-means prototypes using the
standard activation function (gray), compared to that using a sparse, contrast
invariant activation function (hatched gray).
6.5 Conclusions
This chapter investigated the use of k-means clustering to learn prototypes in
Glimpse. I hypothesized that clustering would significantly increase the model’s
performance, compared to the use of imprinted prototypes. However, my results
suggest that k-means is poorly adapted to the problem of prototype learning.
The performance for prototypes learned by k-means was consistently worse than
that using an imprinted dictionary (Figure 6.2), and this relationship did not
depend on the number of prototypes used (Figure 6.2).
Surprisingly, I found that this result did not depend on the number of ex-
amples that were used during clustering (Figure 6.6). Additionally, the result
does not appear to be caused by the use of an RBF activation function, as
performance suffered further when the activation function used the equivalent
of a dot product (Figure 6.7). Thus, the explanation for this poor performance




Chapter 5 showed that task information can be very useful to learn a small set
of discriminative prototypes for an HMAX-like model. However, the method
considered, called feature selection, has a high computationally cost. Alterna-
tively, Chapter 6 showed that an alternative method, called clustering, has a
low computational cost, but fails to find discriminative prototypes.
In this chapter I propose and test a new method for prototype learning that
attempts to improve upon these existing approaches. The new method uses task
information in a scalable way to learn a small set of discriminative prototypes
from a large number of candidates. The method uses an approach based on
clustering, but integrates a notion of feature quality to ignore candidates that
are irrelevant to the task.
7.1 Background
In HMAX-like models, the approach of learning prototypes with task infor-
mation has generally been limited to that of feature selection, as discussed in
Chapter 5. Perhaps the only other use of task information in the literature
is the approach of category-dependent imprinting, which was used by Serre et
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al. (2002). Here, the model was applied to a Faces v. Background task, and
prototypes were imprinted only from “face” images. The authors report a small
increase in performance, compared with imprinting from both “face” and “back-
ground” categories.
Outside of HMAX-like models, a number of approaches have been suggested
to include task information during clustering. These approaches have been
introduced in the machine learning literature, and include methods such as
Learning Vector Quantization [105] and Information Loss Minimization [106].
7.2 Weighted Clustering
In this section, I introduce a novel way to learn prototypes using task feed-
back. This method extends the clustering approach, described in Section 6.1,
by integrating task information in the form of weights on the prototypes. I hy-
pothesized that the introduction of task feedback would significantly improve
the performance of prototypes learned by clustering.
As in other approaches, the method starts by generating prototypes from a
set of training images, that is, by recording the C1 activity that results from
applying Glimpse to randomly chosen image patches. Task information is used
to assign a weight to each prototype, which indicates its estimated contribution
to the model’s performance. A weighted version of clustering is applied to
1) partition prototypes into groups and 2) create a new prototype from each
group. Each new prototype is synthesized by taking the weighted average of all
members of its group. This process is illustrated in Figure 7.1.
As before, clusters are chosen so that members of the same cluster are as
similar as possible. In this case, however, clusters are robust to outliers with low
weight. Once a partition is chosen, each cluster is summarized by computing
the weighted average of all cluster members. This can be captured analytically
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Figure 7.1: Illustration in which prototypes are learned with feedback using
weighted clustering. (a) Image regions (shown as red boxes) are chosen at
random, and (b) prototypes are recorded from the model’s C1 activity. (c)
Task feedback is used to weight each prototype, with high, medium, and low
weight indicated by a green check mark, yellow question mark, and red “X”,
respectively. (d) The prototypes are partitioned into clusters. (e) One new
prototype is created from each cluster, given by the weighted average of the
prototypes in that cluster.






αicij ‖xi − pj‖2 , (7.1)
where P is a set of prototypes, C is a set of cluster assignments, and xi is the
ith prototype, as in unweighted clustering. The additional term αi gives the
weight of the ith example patch, which is assumed to be non-negative. It is not
assumed that weights sum to unity.
As in Equation 6.1, the inner summation ranges over members of a given
cluster, and calculates the degree to which those members differ from the clus-
100
ter’s center. The penalty for this cluster is proportional to the degree of differ-
ence. Unlike Equation 6.1, however, this penalty is scaled by the weight αi of
each prototype, such that deviations due to low-weight prototypes are penalized
less than those for highly-weighted prototypes. The outer summation combines
the penalties for all clusters.
To minimize Equation 7.1, I propose a simple modification to the k-means
algorithm. The modified algorithm is shown in Algorithm 3. Note that the only
difference between this and Algorithm 2 is the need to compute weights in Line
2 and the use of a weighted average to update cluster centers in Line 3c.
Algorithm 3 Prototype learning by weighted k-means clustering.
Input: Number k of clusters, and set of training and testing images.
1. Select prototypes from training images, as in imprinting.
2. Compute weight αi for each prototype xi.
3. Partition prototypes into clusters:
a) Choose initial cluster centers P.
















d) Go to Step 3b unless the objective ObjW() in Equation 7.1 has con-
verged.
4. Evaluate Glimpse on testing images using cluster centers P as prototypes.
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7.2.1 Illustrative Example
To demonstrate Algorithm 3, I investigate its behavior on an artificial clustering
task with two-dimensional data. Here, training data is sampled from a combi-
nation of three distributions, composed of two isotropic Gaussian distributions
and a linear function with random noise. The goal is to estimate the parame-
ters of the Gaussian data, while minimizing the effect from samples of the linear
function. Thus, the linear function plays the role of image backgrounds, while
the two Gaussian distributions provide examples of “image foregrounds”.
Results are shown in Figure 7.2 for an increasing amount of background
data. In the plots, we can see that the unweighted k-means algorithm becomes
increasingly “distracted” by background data points, particularly as the training
set becomes dominated by such data. This is significant, as unconstrained
natural image corpora often contain many more examples of image backgrounds,
compared with the amount of foreground data.
Next, I apply the weighted k-means algorithm to the most extreme case in
Figure 7.2, in which a 4:1 ratio of foreground to background points is used. As
the weight on background points is decreased relative to foreground points, we
expect the recovered distribution parameters to shift toward their true values.
Results are shown in Figure 7.3. As expected, the estimated means (shown as
red diamonds) approach their true values as the weight on background patches
increases. This demonstrates how non-uniform weighting can effectively com-
pensate for background distractors. As with other forms of k-means clustering,
I found that the algorithm was sensitive to the choice of initial cluster centers.
However, I found that poor results occurred for weighted k-means much less
frequently than for unweighted k-means.
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(a) M = 18N (b) M = N
(c) M = 4N
Figure 7.2: Results for unweighted k-means clustering on an artificial task,
which illustrates the effect of “background” data when clustering prototypes.
Data points are sampled from two “foreground” Gaussian distributions centered
at (−3, 1) and (4, 8), and a “background” linear function Y = 4−X for normal
random variable X. The goal is to recover the parameters of the two foreground
distributions as the numberM of background points is increased, while the total
number N = 2048 of foreground points is held constant. Points are colored
(blue and green) according to their cluster assignment. As more background
points are added, the cluster centers (red diamonds) are pulled away from the
foreground distributions.
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(a) αB = 1 (b) αB = 12
(c) αB = 110
Figure 7.3: Results for weighted k-means clustering on the artificial task of
Figure 7.2c for different weights αB on the background points. The weight on
foreground points is held constant at 1.0. The estimated parameters of the
foreground distributions are shown (red diamonds) along with the algorithm’s
initial cluster centers (red triangles; see Line 1 of Algorithm 3). As the weight on
background points is decreased, the effect of those points is reduced. The result
is a significant improvement on the estimate of the foreground distributions.
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(a) No overlap, αi = 0.0 (b) Partial overlap, αi = .5 (c) Total overlap, αi = 1.0
Figure 7.4: Example of weights computed from the degree of overlap between
the prototype and the foreground object.
7.3 Methods
My experiments investigate the effectiveness of learning new prototypes when
initial prototypes are drawn only from the foreground object. Specifically,
this asks whether better prototypes are learned when initial prototypes drawn
from image backgrounds are suppressed. This problem is approached using
weighted clustering, where weights indicate whether the prototype was drawn
from the foreground object. Specifically, weight is calculated as the fraction of
the prototype—or rather, the image region from which it was recorded—that
overlaps the foreground object. This is illustrated in Figure 7.4.
To compute these weights, we need to know which image pixels represent the
foreground, and which are from the background. Such detailed segmentations
are available for the Animals task, and were generated manually for the Cars
v. Planes task. In my experiments, a constant value of 0.1 was added to all
weights, which ensures that background prototypes (i.e., those drawn from the
image background) will not be ignored entirely. This is intended to provide more
examples of natural image statistics, while focusing the learner on examples of
the foreground objects. However, the model’s performance was qualitatively
unchanged when this constant was removed.
Note that an entirely different source of task information was also inves-
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tigated. In that investigation, a prototype was weighted heavily if it was
discriminative—that is, if the prototype generated a feature that was useful
for classification. However, the results for that investigation were very similar
to that reported in Section 7.4.
The experiments used Glimpse with a sparse logistic regression classifier [86].
The implementation of prototype clustering used in Chapter 6 was modified
according to Algorithm 3. Unless otherwise noted, each experiment is repeated
in five independent trials, and the mean and standard error of the performance
is reported. In each trial, half of the images are chosen for training, with the
other half reserved for testing. The set of prototypes is then chosen from the
training images, and the classifier is trained on the resulting feature vectors.
Performance is reported as the accuracy on the set of test images. The datasets
used in these experiments are those for which an invariant representation (i.e., a
representation composed of C2 activations) was found to be useful, as described
in Section 4.2, and includes the Animals task of Serre et al. [2] and the Cars v.
Planes task of Pinto et al. [3].
7.4 Results
Results are shown in Figure 7.5, which reports performance for new 1,000 proto-
types learned from 10,000 initial prototypes. These results show no significant
improvement in performance when the learner is focused on the foreground ob-
ject. As before, the model’s scaling behavior is also analyzed by measuring the
performance for different number of prototypes, with results reported in Figure
7.6. This analysis shows that learning from image foregrounds often hurts per-
formance when Glimpse uses few prototypes. Thus, it appears that foreground
weights have not helped the learner find an improved object representation.
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Figure 7.5: Comparison of performance for k-means prototypes learned without
weights (gray) and with foreground weights (hatched gray). The vertical axis
shows the mean performance (accuracy) over five independent trials, each using
100 prototypes with sparse logistic regression. Error bars show one standard
error.
7.4.1 Informative Backgrounds
This experiment assumes that only image foregrounds are useful for classifi-
cation. However, it is possible that the poor results for learning from image
foregrounds in Figure 7.5 are due to the presence of discriminative image back-
grounds. To test this hypothesis, I ask whether prototypes drawn from the
background are more or less useful than those drawn from the foreground ob-
ject. To measure this, I generate prototypes, and record whether they overlap
the object. Prototypes are weighted by classifier feedback using sparse logistic
regression, and are said to be used by the classifier if their weight is non-zero.
The event that a prototype has any overlap with a foreground object is mod-
eled as a random variable, with probability P (fg). The event that a feature
generated from a prototype is used by the classifier is modeled as another ran-
dom variable, with probability P (used). The utility of foreground prototypes is
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(a) Animals
(b) Cars v. Planes
Figure 7.6: Comparison of performance for different numbers of C2 features
using k-means prototypes learned without weights (solid) and with foreground
weights (dashed). Plots show mean performance (accuracy) over five indepen-
dent trials, with error bars showing one standard error. Plot (a) shows results





P (used | fg)
P (used | ¬fg)
)
, (7.2)
where P (used | fg) and P (used | ¬fg) are the probabilities that foreground and
background prototypes are used by the classifier, respectively. This measure is
zero if foreground and background prototypes are equally likely to be useful for
classification, and grows when foreground prototypes are more useful than back-
ground prototypes. A utility value of 1.0 indicates that foreground prototypes
are twice as likely to be useful, compared with background prototypes.
Figure 7.7 reports the utility of foreground prototypes for the two datasets in
Figure 7.5, where probabilities are estimated using 10,000 imprinted prototypes.
The results suggest that recording prototypes from foreground objects should
provide a significant benefit for the Cars v. Planes task, where foreground
prototypes were used twice as often as background prototypes. In contrast, the
benefit of foreground and background prototypes was nearly indistinguishable
for the Animals task.
These results are somewhat surprising. Although experiments in Section 4.2
suggested that an invariant representation is useful for performing the Animals
task, we see here that the prototypes composing this representation are often
drawn from image backgrounds. Therefore, this dataset may be less informative
for studies of object recognition than previously thought. Interestingly, these
results agree with a previous study [83], which suggests that an HMAX-like
model relies on the presence of “blurry” image backgrounds to perform the
Animals task.
Table 7.1 reports the total number of prototypes that were used by the
classifier for each dataset. Note that this number varies considerably across the
datasets, which appears to reflect the dataset’s inherent difficulty. Relative to
its behavior on the Cars v. Planes task, the classifier used four times more
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Figure 7.7: Utility of foreground prototypes for different datasets, where utility
is defined as in Equation 7.2. This measure is zero if foreground and background
prototypes are equally likely to be used for classification, with greater values
indicating a preference for foreground prototypes. Here, a prototype is used if
its feature is given a non-zero weight by the classifier, and is a foreground (fg)
prototype if it was recorded from any part of a target object.
Corpus Number Used
Animals 450
Cars v. Planes 110
Table 7.1: The number of prototypes given non-zero weight by the classifier,
from a total set of 10,000 imprinted prototypes.
prototypes for the Animals dataset. This suggests that the “animal” category
(or perhaps the “not animal” category) is harder to represent than rendered cars
and planes.
7.5 Conclusions
In this chapter, I investigated a new method to learn prototypes from training
images when task information is available. The new method was created by
extending the clustering approach discussed in Chapter 6 to incorporate weights
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on prototypes. This approach was intended to capture the low computational
cost of clustering, while using task information to learn prototypes that are
discriminative.
Surprisingly, the addition of task information had very little effect on the
performance of learned prototypes, with performance under the new approach
being similar to—or worse than—a simple unweighted clustering. A follow-up
experiment suggested that this poor performance is likely due to the method of
weighted clustering, rather than the source of task information. Thus, it appears





This work investigated an influential family of hierarchical visual models, which
have garnered significant interest in both the computer vision and neuroscience
communities. Such models are applied to the problem of object recognition, in
which the model must discriminate between different three-dimensional objects
(such as automobiles) based solely on the visual input. The task is performed by
exhaustively comparing patches of an image to a set of stored patterns, called
prototypes, and the results are fed to a statistical classifier that predicts the
category of object present. Prototypes are learned by imprinting patches from
arbitrarily chosen training images.
While the choice of prototypes is thought to be crucial to the model’s success,
we lack a comprehensive understanding of the mechanisms by which prototypes
mediate this success. This dissertation investigated those mechanisms, including
the impact of prototypes on model performance, the benefits and limitations of
adapting prototypes to new tasks, and the role of feedback in this adaptation.
The contributions of this dissertation include the following.
• A new hierarchical model is introduced (Chapter 3). A novel framework
was created, which allows the expression of a wide range of hierarchical
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visual models. This framework was used to implement a new visual model
called Glimpse, the performance of which was shown to be competitive
with existing HMAX-like models.
• Limitations in common datasets are identified (Chapter 4). I analyzed
a number of benchmark datasets that have commonly been used in ob-
ject recognition research, and find that many are inappropriate for testing
viewpoint-invariant object recognition. Instead, I found that high per-
formance on many of these datasets was possible by using only a simple
representation that lacks viewpoint invariance.
• The importance of imprinted shape is studied (Chapter 4). I investigated
a core assumption of HMAX-like models, namely that their success as
widely reported in the literature was due to the learning of prototypes
by imprinting. This was tested by comparing performance for imprinted
prototypes and prototypes generated in a purely random fashion. Surpris-
ingly, I found that performance was nearly identical for the two methods.
While prototype learning is likely to be a crucial way to increase model
performance, this result argues that the method of imprinting—assumed
to be central to the model’s success—may be entirely unnecessary.
• The importance of feedback is demonstrated (Chapter 5). I investigated the
effect of feedback on model performance, and showed how feature selection
can be used to choose a small set of discriminative prototypes. The results
include an improvement in model performance, and a reduction in its
computational cost.
• Limitations in a common prototype learning method are found (Chapter
6). The method of k-means clustering, often used in the hierarchical
model literature, is shown to result in surprisingly poor performance in an
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HMAX-like model. The performance for prototypes learned by k-means
clustering was found to be lower than those learned by imprinting.
• A feedback-driven method for prototype learning is introduced (Chapter
7). An extension of k-means clustering is described, which integrates task
feedback into the learning process. Few assumptions are made of the form
of feedback used, allowing the method to be applied in a wide range of
situations. Compared with feature selection, the method requires far less




This work raises a number of important questions about the family of HMAX-
like models, which should be addressed in future work. The most important goal
is to construct a new theory, which describes how the family of HMAX-like mod-
els supports competitive performance on viewpoint-invariant object recognition
tasks. Such a theory should account for the results of Section 4.3. Specifically,
such a theory should explain how a randomly-constructed representation sup-
ports discrimination, despite its lack of shape specificity. Furthermore, such
a theory should be able to predict when, if ever, a learned representation will
out-perform random prototypes.
One source of inspiration for this theory may come from work on compres-
sive sensing [98], in which random measurements are used to capture and store
signals (such as visual or auditory signals) using a highly compressed representa-
tion. An important restriction is that the signals must be sparse. Here, signals
are assumed to be generated by combining atoms of a dictionary1, and are called
sparse if each signal can be represented using a small (possibly different) subset
of those atoms.
1For example, edge components form the atoms of one such dictionary for image data.
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The salient point in compressive sensing is the idea that random measure-
ments have little effect on the “similarity” between sparse signals; if two signals
are similar, then their random measurements will be similar. The questions that
should be asked include the following. First, does the C1 layer provide a sparse
representation—that is, is the C1 layer sparsely active—for natural images?
This is very likely to be true, since past studies [107] suggest that a represen-
tation composed of localized edge filters does provide a sparse representation.
Second, do features computed with random prototypes preserve the similarity
between images? That is, do similar images result in similar feature vectors,
if those feature vectors are computed using random prototypes. Under what
definition of “similarity”? Third, how does a highly-nonlinear transformation,
such as the pooling operation at C2, affect the results of compressive sensing?
Another interesting area of future work is to understand the role of addi-
tional layers of S-units in these models, which can be approached as an extension
of the investigation in Section 4.2. Biological systems rely on many layers of
processing, but it is unclear whether models such as HMAX derive any signif-
icant benefit from using, for example, an S3 layer. On one hand, a prototype
in a high model layer can express more complex patterns than those in a low
layer, since a given S-layer is defined in terms of the patterns captured in the
S-layer below. This allows a deep model to use domain-specific patterns that
are sparsely activated. On the other hand, a prototype in a high model layer
is defined with respect to a larger image area than a prototype in a low layer,
since each C-layer leads to more invariance. Thus, I expect model depth to be
limited by the resolution of the input data (e.g., the number of pixels). Part
of this future work should include an investigation of the role of depth in this
family of models.
Finally, the study of prototype learning, both with and without the use
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of feedback, should be extended. The perplexing behavior for representations
learned by k-means will be investigated, with a focus on the ways in which
k-means prototypes differ from imprinted prototypes. In addition, I plan to
extend my results for feedback-driven learning by comparing weighted clustering
with alternative methods, such as supervised clustering [106], learned vector
quantization [108], and the concurrent optimization of classifier and prototype
dictionary as suggested by Boureau et al. [109]. Weighted clustering will also
be compared with the general problem of instance-weighted learning [110], as
discussed in the machine learning literature.
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