We report on the realization of long-range Ising interactions in a cold gas of cesium atoms by Rydberg dressing. The interactions are enhanced by coupling to Rydberg states in the vicinity of a Förster resonance. We characterize the interactions by measuring the mean-field shift of the clock transition via Ramsey spectroscopy, observing one-axis twisting dynamics. We furthermore emulate a transverse-field Ising model by periodic application of a microwave field and detect dynamical signatures of the paramagnetic-ferromagnetic phase transition. Our results highlight the power of optical addressing for achieving local and dynamical control of interactions, enabling prospects ranging from investigating Floquet quantum criticality to producing tunable-range spin squeezing.
Optically controlled interactions among cold atoms are a powerful tool for fundamental studies of quantum many-body dynamics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and for engineering entangled states [18] [19] [20] [21] [22] [23] [24] [25] . Tailoring interactions with light theoretically allows for accessing non-equilibrium phases of matter [14, [26] [27] [28] , studying inhomogeneous quantum phase transitions [29] , implementing quantum optimization algorithms [30, 31] , and enhancing quantum sensors [32] [33] [34] . Demonstrated approaches to optical control include coupling atoms to Rydberg states [1] [2] [3] [4] [5] [6] [7] [18] [19] [20] [21] [22] , optical resonators [8-10, 23, 24] , or molecular bound states [11, 12, [35] [36] [37] [38] . Among these approaches, Rydberg excitation is notable for producing strong interactions on the few-micron scale-a typical interatomic spacing in a laser-cooled gas or optical tweezer array [4] [5] [6] .
An alternative to direct excitation is Rydberg dressing, i.e., inducing interactions among ground-state atoms by coupling to Rydberg states with an off-resonant laser field [15] [16] [17] 25] . Rydberg dressing offers the benefit of dynamical control over the strength and form of interactions, as well as a long coherence time once the light is switched off. Maximizing the coherence of the interactions themselves has been the focus of several recent experiments [39] [40] [41] . While efforts at dressing in dense 3D lattices have suffered from runaway loss and dephasing [40] [41] [42] , Rydberg-dressed interactions have been successfully applied to entangle atoms in optical tweezers [22] and to study coherent many-body spin dynamics in oneand two-dimensional atom arrays [2, 3] .
The simplest form of interaction realizable by Rydberg dressing is an Ising interaction, where the Ising spins are encoded in two hyperfine ground states. However, applications in quantum simulation [14] , quantum optimization [30, 31] , and quantum state engineering [34] additionally require a transverse field, which allows quantum correlations to spread. Transverse-field Ising models can undergo a phase transition from paramagnetic to ferromagnetic, which has been studied in mean-field dynamics of Bose-Einstein condensates [43] and in trappedion spin chains [44, 45] . Time-dependent variants of the model furthermore yield a rich diagram of Floquet phases, including time crystals [26, 46] and predicted Floquet symmetry-protected topological phases [14, 26, 27] .
In this Letter, we report on the realization of a transverse-field Ising model in a dilute gas of Rydbergdressed cesium atoms. We imbue the hyperfine clock states with interactions extending over a range of several microns by coupling to Rydberg states near a Förster resonance. At the mean-field level, the Ising interactions manifest as one-axis twisting dynamics [47, 48] , which we observe by Ramsey spectroscopy [2, 49] . We add an effective transverse field by pulsed application of a microwave drive. At a critical interaction-to-drive ratio, we observe a bifurcation in the mean-field dynamics which is associated with a ground-state phase transition from paramagnetic to ferromagnetic. By optically imprinting a spatially varying interaction strength, we directly observe this bifurcation as a function of position in the atomic cloud.
The principle of our experiments is illustrated in Fig. 1 .
To generate Ising interactions for spins encoded in two hyperfine ground states |↓ = 6S 1/2 , F = 3, m F = 0 and |↑ = 6S 1/2 , F = 4, m F = 0 , we couple state |↑ to the Rydberg manifold |R = 43P 3/2 with a 319 nm laser field of Rabi frequency Ω and detuning ∆ from the 43P 3/2 , m J = 3/2 state. For large detuning ∆ > Ω, the dominant effect of the dressing light on a single atom in state |↑ is an ac Stark shift given by Ω 2 /(4∆). However, for two atoms separated by a distance r, the ac Stark shift is modified by Rydberg interactions V R (r), which suppress a virtual process in which both atoms are simultaneously excited [ Fig. 1(b) ]. The result is an effective interaction J(r) between atoms in state |↑ . The ground-state dynamics are then described by an interaction Hamiltonian
which includes Ising interactions (terms ∝ s z i s z j ) and a density-dependent effective field (terms ∝ s z i ) that can be removed by spin echo. The characteristic strength of the interactions is given by J 0 = Ω 4 /|8∆ 3 | (where we set = 1), and the sign is determined by ∆, with ∆ > 0 producing ferromagnetic interactions. The characteristic range r c is set by the condition V R (r c , θ) = ∆ and is angle-dependent when dressing with P states [50] .
To achieve a large interaction range while remaining in the dressing regime ∆ Ω, it is advantageous to have a strong Rydberg-Rydberg interaction. To this end, we operate in the vicinity of a Förster resonance, i.e., a near degeneracy between the energies of the nP 3/2 ; nP 3/2 and nS 1/2 ; (n + 1)S 1/2 pair states that enhances the interaction strength [51] . We select a Rydberg state |R that yields a Förster defect ∆ F = 2π × 42 MHz [52] and results in an interaction range r c 5 µm for our typical detuning. We couple to state |R with σ + -polarized light with respect to a quantization axis set by a 1 G magnetic field. We apply this light to a gas of cesium atoms at a temperature T = 23 µK and typical density ρ ∼ 10 11 cm −3 , confined in an optical dipole trap with a 50 µm waist.
We observe the Rydberg-dressed interactions by Ramsey spectroscopy. In particular, the Ising interactions in Eq. 1 cause each spin to precess at a rate that depends on the number of surrounding atoms in state |↑ . For a system of spins each initialized in state |θ = sin(θ/2) |↓ + cos(θ/2) |↑ , we thus expect the average precession rate to depend on the tilt θ. We measure this effect using a spin echo sequence, shown in Fig. 2(a) , which removes the s z -independent ac Stark shift due to the dressing light and leaves behind only the phase shift resulting from Ising interactions. We extract this phase shift by fitting an interference fringe obtained by varying the phase α of the final π/2 pulse and detecting the resulting populations in states |↑ and |↓ by fluorescence imaging. Figure 2 (b) shows a typical Ramsey fringe for determining the mean-field shift in an initial state |θ = 3π/4 . We illuminate only a 160 µm wide region of the elongated atomic cloud with the dressing light, and thus directly observe the spatial variation of the interaction strength due to the approximately Gaussian beam profile. The measurement is performed with a peak Rabi frequency Ω = 2π × 1.9(3) MHz, determined from the total ac Stark shift in Ramsey measurements at large detuning without spin echo. We operate at a detuning ∆ = 2π × 21.0(3) MHz that empirically optimizes the ratio of coherent interactions to loss [50] . Dressing for a total time τ R = 40 µs yields a peak interaction-induced phase shift φ = 2.6 rad.
To more fully characterize the interactions, we perform Ramsey measurements with different initial states |θ and interaction times τ R . We analyze the central region of the cloud, shown by the dashed lines in Fig. 2(b) . The final phase φ of the average Bloch vector |θ, φ = sin(θ/2) |↓ + e iφ cos(θ/2) |↑ is shown in Fig. 2 (c) with different shades representing dressing times ranging from 5 µs to 40 µs. We observe characteristic one-axis twisting dynamics, where the φ = 0 meridian of the Bloch sphere, on which all states are initially prepared, becomes twisted about the z-axis due to the s z -dependent spin precession rate.
Fitting the twisting by φ = Q cos(θ) yields a linear dependence of twisting strength Q on interaction time τ R . The slope χ ≡ |dQ/dτ R | = 2π × 15(1) kHz indicates the mean-field interaction strength. The measured meanfield shift is approximately 3.5 times larger than the prediction χ th = (ρ/2) J(r)d 3 r based on the calculated interaction potential and density ρ = 1.4 × 10 11 cm −3 [50] . We attribute this to Rydberg excitations undergoing blackbody decay to nearby Rydberg states, which can effectively amplify the interaction strength, albeit in a dissipative manner. This dissipative effect can be largely echoed away in a sequence of short Rydberg pulses with more frequent π pulses, which we present further below. There, the measured interaction strength is consistent with the Rydberg-dressed potentials and atomic density.
The dynamics we observe are similar to those of the one-axis twisting Hamiltonian H = −χS 2 z /N , where S = N i=1 s i represents the collective spin of N = 2S atoms. This description would be exact if the interactions had infinite range, a case well-studied as a mechanism for spin squeezing [47] . For finite-range Ising interactions, we reach a particular twisting rate via stronger pairwise interactions among fewer atoms than would be required if each atom interacted with all others. One expected consequence is a shortening of the collective Bloch vector, corresponding to a reduction in contrast C = | S | /S [48, 53] . The contrast maintained in Fig. 2 (d) places a lower bound N c 14 on the number of atoms within a typical interaction sphere [50] , which corroborates the applicability of the mean-field model.
To realize the full transverse-field Ising model, we additionally apply a microwave coupling between the two ground states |↑ and |↓ . Since we require a spin echo sequence to obtain Ising interactions H ZZ = i>j J(r ij )s z i s z j with no additional ac Stark shifts, it is convenient to emulate the transverse-field Ising model by rapidly alternating between applying interactions H ZZ for a time τ R and the transverse field H X = i hs x i for a time τ X . One application each of H ZZ and H X defines our Floquet cycle. When both the interaction and the rotation per Floquet cycle are small -i.e., when χτ R 1 and hτ X 1 -the effective Hamiltonian becomes equivalent to a static transverse-field Ising model:
For ferromagnetic interactions, we expect the Hamiltonian H eff to undergo a phase transition as a function of the ratio Λ ≡ χτ R /(hτ X ) of interaction strength to transverse field. When the transverse field dominates (Λ 1), the ground state is paramagnetic, with all spins aligned along the x-axis. In the limit where Ising interactions dominate (Λ 1), there are two degenerate ground states with all spins aligned along ±ẑ. Even without directly preparing these ground states, we can look for signatures of the paramagnetic-ferromagnetic phase transition in the mean-field dynamics.
We probe the dynamics of the transverse-field Ising model by varying the number of Floquet cycles to measure trajectories on the Bloch sphere for different initial i) . After initializing in a state |θ, φ , we alternately apply Ising interactions and microwave rotations for (τ R , τ X ) = (10, 1) µs. After applying up to k = 4 Floquet cycles as shown in Fig. 3 (b), we either directly measure S z by state-sensitive imaging or measure (S x , S y ) by first applying a π/2 microwave pulse of variable phase. We then plot the trajectory of the normalized Bloch vector S/(CS). Due to the spatially varying interaction strength χ, a single such data set allows us to observe the dependence of the trajectory on χ at fixed rotation angle hτ X = 0.12(1). The measured interaction strengths at the four representative locations shown in Fig. 3 (a.i-iv) are χ/(2π) = 0, 3.2(5), 4.6(8), and 6.0(8) kHz, obtained with dressing parameters (Ω, ∆) = 2π × (2.8, 25) MHz.
We compare the observed trajectories with a meanfield model, in which the system is described by a classical Hamiltonian H MF ∝ −ΛS 2 z /N −S x . The ground states of H MF are fixed points of the collective spin dynamics, and can readily be calculated for a given interaction-to-drive ratio Λ. For Λ < 1, there is only a single fixed point at S = Sx (the paramagnetic ground state). Above a critical ratio Λ = 1, this fixed point splits into two stable fixed points (ferromagnetic ground states) at positions
while one unstable fixed point remains on the x-axis. Flow lines derived from this mean-field model are shown in Fig. 3 (a) (blue curves).
The mean-field model qualitatively explains the dynamics we observe. Whereas the Bloch vectors precess aboutx for weak interactions, above a critical interaction strength they instead begin to precess about two new fixed points in the xz-plane. For a quantitative comparison, we must account for effects of dissipation and interaction-induced dephasing. First, we observe a decrease in interaction strength χ for later Floquet cycles [ Fig. 3(c) ], which we attribute to loss and decay of Rydberg atoms. The given values of χ are the averages over the four Floquet cycles. Second, we observe a reduction in contrast C, whose effect on the fixed-point positions is described by replacing Λ in Eq. 3 by Λ eff ≡ CΛ [50] .
Independently measured values of Λ eff are within 20% of values obtained by fitting the mean-field model to the trajectories.
The spatially varying interaction strength allows us to directly observe the paramagnetic-ferromagnetic phase transition as a function of position in the atomic cloud. In Fig. 4(a) , we observe the spatial dependence of the phase φ after four Floquet cycles for different initial states |θ . Fixed points are revealed by the white contour level, where φ = 0. Outside of the dressing beam (e.g., at position A), a single fixed point is visible at θ = π/2. At a critical interaction strength, theoretically given by Cχτ R = hτ X , the stable fixed point bifurcates and all three fixed points become visible.
To compare the position of the critical point with theory, we calibrate the spatial dependence of the interaction strength by an analogous measurement with no transverse field [ Fig. 4(b) ]. We plot and fit the spatial dependence of Cχτ R in Fig. 4(c) , accounting for the spatially varying contrast C 0.7. Comparing with the value hτ X = 0.14(1) yields a prediction for the positions of the fixed points shown by the dashed green curve in Fig. 4(a) . In Fig. 4(d) , we furthermore compare the full dependence of final phase φ on initial tilt θ with a mean-field model of the Floquet sequence. This model is shown by the solid curves, which incorporate the independently measured values χτ R and hτ X and include only a small phase offset as a free parameter. The full phase evolution, including the fixed-point positions, is well described by the mean-field model.
The dynamical timescales accessible in our current experiments are limited by atom loss and by motion into and out of the dressing region. Both of these effects can be reduced in future experiments by trapping the atoms in a lattice or tweezer array, where the discretization of interatomic spacings helps to avoid avalanche decay effects triggered by blackbody radiation [3] . Future work may also explore the use of electric fields, molecular bound states [13, 54] , microwave dressing [55] and/or adiabatic protocols [56] to achieve interaction-to-decay ratios exceeding 10 3 , limited only by the ratio of Rabi frequency to Rydberg state linewidth.
Our work opens prospects in quantum simulation benefiting from spatiotemporal control of interactions, including exploring quantum criticality in both driven [27] and spatially inhomogeneous [29] systems. Whereas here we have emulated a static transverse-field Ising model, varying the strength of interaction and/or rotation per Floquet cycle will allow for accessing quantum phases with no equilibrium analog [26, 57] , including Floquet symmetry-protected topological phases [14, 26] . Combining Floquet driving with a spatially varying interaction strength may allow for realizing quantum systems with emergent spacetime curvature [58] . The Ising interactions demonstrated here can furthermore be applied to generate entangled states for enhanced clocks or sensors [32, 48] , with optimal dynamical control of interactions and the transverse field enabling enhanced spin squeezing [34] . Spatial addressing will additionally allow for preparing arrays of entangled states for optimal atomic clocks [59, 60] . 
Transverse-Field Ising Dynamics in a Rydberg-Dressed Atomic Gas: Supplemental Material
In this supplement, we provide additional details of the experimental methods and the theoretical models with which we compare the data in the main text. In Sec. I, we elaborate on the experimental apparatus, sequence, and data analysis, and present supporting measurements of Rydberg-dressed interactions and their dependence on laser parameters. Section II provides supporting theoretical background, including calculations of interaction potentials and a derivation of the mean-field model.
I. EXPERIMENTAL DETAILS

A. Atomic state preparation
The experimental sequence begins with two-stage cooling of cesium atoms, consisting of a 2D magneto-optical trap (MOT) and a 3D MOT, over a period of 1.5 s. After a bright optical molasses stage, the atoms are loaded into a 1064 nm optical dipole trap with a 50 µm waist and a trap depth h × 3(1) MHz. The atoms are then transported over a distance of 37 cm, by shifting the focus of the dipole trap using an electrically tunable lens [1] , to a science chamber where our experiments are performed. After transport, the atoms are optically pumped in a ∼ 5 G magnetic field along the dipole trap direction into the state 6S 1/2 , F = 4, m F = 4 . The magnetic field is subsequently reduced to 1 G and atoms are transferred to state |↓ = 6S 1/2 , F = 3, m F = 0 by an adiabatic sweep of a microwave field. We then apply a resonant light pulse on the 6S 1/2 , F = 4 − → 6P 3/2 , F = 5 transition to remove all residual F = 4 atoms.
B. Rydberg dressing and microwave parameters
To generate the 319 nm Rydberg dressing light, we start from a diode laser at 1276 nm that is used to seed a Raman fiber amplifier. Light from the amplifier is resonantly doubled in two stages (LEOS Solutions), each consisting of a nonlinear crystal in a bow-tie optical cavity. The frequency of the 319 nm light is stabilized by locking the seed laser to a stable reference cavity. The focused dressing laser beam has a waist of 80 µm and, due to its incidence angle of 30 degrees with respect to the optical dipole trap axis, effectively addresses a 160 µm region of the atom cloud. For a power of ∼ 320 mW, we measure a Rabi frequency Ω = 2π × 2.8 MHz.
We always apply the Rydberg light in a spin echo sequence consisting of two pulses separated by approximately 30 µs. This is enough time for a π pulse with our typical microwave Rabi frequencies of Ω MW = 2π × 25 kHz for 
C. Detection and analysis
To perform state-sensitive fluorescence imaging, we first use light tuned to the |F = 4 − → |F = 5 transition to image only the |F = 4 atoms. After this, we reapply the same pulse to resonantly expel any remaining |F = 4 atoms. We then reapply the resonant light and add light tuned to the |F = 3 − → |F = 4 transition to repump and image the atoms that were initially in |F = 3 . During imaging, we observe that approximately 7% of |F = 4 atoms also appear in the |F = 3 image due to a combination of off-resonant depumping during the first two pulses and imperfect expulsion. Additionally we find 5% of all atoms in |F = 3, m F = 0 states due to imperfect optical pumping; these atoms do not contribute to the experiment, as they are not affected by microwave pulses or Rydberg dressing light. We account for both of the above effects in our calibration of the population difference 2S z between states |F = 4, m F = 0 and |F = 3, m F = 0 .
We integrate the atomic signal over the transverse direction of the elongated atomic cloud. This averages atomic sub-ensembles experiencing slightly different intensities of dressing light as the 319 nm laser beam is not perpendicular to the atomic cloud. We bin the longitudinal direction of the cloud in 20 µm regions, a size comparable to the ∼ 10 µm scale of thermal motion during imaging. In addition to this thermal motion, we observe center-of-mass motion on the scale of 60 µm/ms due to residual momentum from transport in the dipole trap and additional momentum imparted by the optical pumping light. To limit the effects of motion on our experiments, we restrict the total duration of the Ramsey and Floquet sequences to at most 325 µs. To identify optimal parameters for Rydberg dressing, we measure the mean-field shift as a function of detuning ∆ from the 43P 3/2 , m J = 3/2 state, as shown in Fig. S1(a) . To do so, we initialize the atoms in one of two spinpolarized states |θ ± = |π/2 ± π/4 tilted either above or below the equator of the Bloch sphere. After applying the dressing light for a total time τ R = 40 µs in the Ramsey sequence with spin echo, we measure the difference in phase shift φ ± −φ 0 between the Rydberg-dressed region and a reference region of the cloud that is unaffected by the dressing light. We thus obtain the mean-field interaction strength
While for small detunings |∆| the measurements are dominated by loss, at larger detunings we observe a strong interaction-induced phase shift while the atom number and interference contrast remain high [ Fig. S1(b) ]. For the Ising interaction data in the main text, we chose to work at a detuning ∆ = 2π × 21.0(3) MHz. On the red-detuned side of the Rydberg state resonance we observe slightly smaller interaction strength but higher atom loss extending to larger detunings due to resonant coupling to the doubly-excited 43P 3/2 ; 43P 3/2 state.
To assess whether we are working in a perturbative dressing regime, we compare the interaction phase shift to the total light shift, as shown in Fig. S1(c) . We measure the total light shift for the state |θ = π/2 by Ramsey spectroscopy without spin echo (orange diamonds). Based on our measurement of the interaction shift under the same parameters with initial state |θ = 3π/4 (green triangles), we can extrapolate the total light shift in the limit of a dilute system (blue curve). Comparing the blue and orange curves shows a 30% suppression of the light shift for the state |θ = π/2 . This is a small enough fraction for a perturbative analysis of the dressing to be approximately valid.
E. Rydberg interaction range
To deduce whether the contrast decay we observe in our experiment results from the finite interaction range, we compare the data in Fig. 2(d) with a theoretical model of contrast decay as a function of twisting strength Q(τ R ). We consider one spin interacting with N c other spins with a pairwise interaction strength that is constant within the interaction radius and zero everywhere else. This enables us to derive an analytic expression C = S x /S = cos(Q/N c ) Nc for the contrast [2] , which we can use to find the best-fit N c from the decaying contrast data. As shown in Fig. 2 in the main text, we fit N c = 14. We interpret this as a lower bound on the number of atoms within the interaction range, since a shorter-range interaction would result in faster contrast decay. For comparison, we estimate that the actual number of atoms within the interaction range is N c ∼ 30, based on the density, calculated dressed potentials, and mean-field interaction strength measured in the Floquet sequences. Thus, the observed contrast decay is only partially accounted for by the finite interaction range.
F. Fitting the mean-field model to measured trajectories
To fit the values of Λ in the mean-field model to the transverse-field Ising dynamics data presented in the main text [ Fig. 3(a) ], we extract the positions of the fixed points θ fix where φ = 0. We fit a third order polynomial to the final φ vs. initial θ for different numbers of Floquet cycles and regions of interest. We average θ fix over different numbers of Floquet cycles to arrive at our final fit value of Λ, using Eq. S12, for each region of interest.
II. THEORY
A. Interaction potentials
In order to calculate the dressed ground state interaction potentials, we first calculate the Rydberg pair state potentials with the Alkali Rydberg Calculator (ARC) [3] and then use perturbation theory as in Ref. [4] to calculate the dressed potentials.
We calculate the Rydberg pair potentials by exact diagonalization of the dipole-dipole interaction Hamiltonian for Rydberg pair states |αα ≡ |n, L, J, m J ; n , L , J , m J . We include pair states with 41 ≤ n, n ≤ 45, 0 ≤ L, L ≤ 3, and a maximum energy difference of 20 GHz between the pair state and 43P 3/2 , m J = − 1 2 ; 43P 3/2 , m J = 1 2 . The ranges were chosen to ensure convergence of the dressed potentials. A magnetic field of 1 G defining the quantization axis is included in these calculations to match the experiment. Since the interaction potentials are anisotropic, we show Rydberg pair potentials for ϕ = 0 and ϕ = π/2, where ϕ is the angle between the quantization axis and the interatomic axis [ Fig. S2(a) ]. The coloring of the pair states is the two-photon Rabi frequency Ω ψ(r) between |↑↑ and the Rydberg pair eigenstate |ψ(r) :
In this equation, r is the distance between the two atoms, ω L is the frequency of the dressing laser, E ↑ and E α are single-atom energies, and Ω ↑α is the single-atom Rabi frequency between |↑ = 6S 1/2 , F = 4, m F = 0 and |α . The effect of the Rydberg interactions on the energy of a pair of ground-state atoms |↑↑ arises at fourth order in perturbation theory. We can understand it as a reduction in the total ac-Stark shift when the Rydberg-Rydberg interactions cause |ψ(r) to be shifted out of resonance with the dressing light. The energy shift U of |↑↑ is
where E ψ(r) are the energies of the Rydberg pair eigenstates. Since our ground state |↑ is a superpostion of two states with different nuclear spin, we must account for both nuclear spin states. We write our ground state as
. The σ + dressing laser couples this state to both 43P 3/2 , m J = 3/2, m I = −1/2 and 43P 3/2 , m J = 1/2, m I = 1/2 . Our measured Rabi frequency has contributions from both of these states, so we account for the state coefficients and the relative dipole matrix elements in our calculations of the Rabi frequencies Ω ↑α . Figure S2 Fig. 2 , the data in Fig. 3 , and a reference calculation, respectively. The detunings used for the measurements in the main text were greater than half the Förster defect ∆ F . This means that for some distance r, the laser is on two-photon resonance with the 43S 1/2 ; 44S 1/2 pair state that is hybridized with the nearly Försterresonant P states. This causes sharp resonances in the calculated dressed potentials. We expect these resonances to be averaged out by atomic motion, as illustrated schematically in Fig. 1 in the main text. The reference calculation with ∆ = 2π × 16 MHz < ∆ F /2 shows the shape of a similar dressed potential without resonances. Experimentally, we do not see a noticeable difference in interaction strength with similar parameters at nearby states of principal quantum number n where ∆ < ∆ F /2. Thus, we infer that the resonances do not appreciably affect the mean field felt by each atom.
In order to estimate the theoretical mean-field energy shift on an atom, we find an (Ω,∆) pair that gives the same J 0 values as that from the measured Rabi frequency and detuning. This gives a reference potential that is similar in shape to a smoothed version of the potential for our experimental values of Ω and ∆. We calculate these potentials for 100 different angles 0 ≤ ϕ ≤ π and integrate under these curves in three dimensions (accounting for the 2π symmetry in the azimuthal angle). We thus obtain the theoretical prediction χ th = −(ρ/2) J(r)d 3 r for the measured interaction strength at density ρ, based on the relationship between χ and J derived in Sec. II B. We perform this calculation with two separate reference potentials, one for the data in Fig. 2 and one for the data in Fig. 3 .
B. Derivation of mean-field model
To derive an effective Hamiltonian governing the spin dynamics in our experiment, we first consider N spins subject to the Ising Hamiltonian
where J ij = J(r i − r j ) is the interaction strength between spins i and j and we set = 1. This Hamiltonian governs the dynamics of the spins in our experiment under the condition that we cancel out any terms linear in s z by using a spin echo sequence. To understand the spin dynamics, it is sufficient to look at the time dynamics of the s ± operators because the Ising Hamiltonian conserves all s z .
We analyze the dynamics in the Heisenberg picture where the time dependance of the operator s ± n for spin n is given by
Defining the total spin of N atoms in a designated region of the atomic cloud as S = n s n and summing the previous equation, we obtain:Ṡ
In the limit where each spin interacts with many neighboring spins around it, a lowest-order approximation is to replace s z i with its mean value s z i , ignoring quantum fluctuations and correlations. Note that this number of neighboring spins is smaller than the total number of atoms N considered, due to the finite interaction range. Under the additional assumption that all N spins in the region of interest are subject to the same environment (i.e., same average density and polarization of the surrounding spins), we can write s z i = j s z j N = Sz N . In the limit of large total spin S we can make a substitution S z = S z leading to:Ṡ
Finally, we define χ in terms of the sum of the interaction strengths:
where we choose a sign convention such that χ is positive for the ferromagnetic interactions studied here. We thus obtain the equation governing the mean-field dynamics of S ± :
The dynamics derived here are the same as those under the one-axis twisting Hamiltonian H = − χ N S 2 z [5] . To relate χ to the measured twisting strength Q, we can derive the dynamics of the S ± operators from Equation S8:
N Szt S ± (0).
The phase φ = 2χ N S z t directly corresponds to the phase of the average Bloch vector evolving under the Ising Hamiltonian in our experiment. Substituting N = 2S in this equation, we find φ = χt Sz S = χt cos θ. More generally, even if the interaction strength χ is time dependent, we obtainφ = χ(t) cos θ. Using the definition of Q from the main text, where φ = Q cos θ, we arrive at the relation χ = Q .
C. Fixed points of the transverse-field Ising model
To calculate the fixed points of the transverse-field Ising model in the mean-field limit, we consider the dynamics of the Hamiltonian derived in the previous section with an added global transverse field:
From the Heisenberg equation of motionṠ = i[H, S], we determine the time evolution of each spin component:
To find fixed points, we solve forṠ = 0. FromṠ z = 0, it follows that all fixed points have S y = 0. FromṠ y = 0, we have S z = 0 or S x = hN 2χ = hS χ . For non-trivial fixed points at S z = 0 to exist, the mean-field interaction strength and the transverse field must satisfy h/χ ≤ 1, with the critical point at h = χ.
It is thus natural to define the parameter Λ = χ h , which fully determines the dynamics of the normalized Bloch vectors S/S, including the critical point at Λ = 1 and the positions of the fixed points. The coordinates of the fixed points are then given by S/S = (1/Λ, 0, ± 1 − 1/Λ 2 ) (S12)
for |Λ| < 1. In addition, there is always a trivial fixed point at S/S = (1, 0, 0),
which is stable below the critical point and unstable above it. Note that the definition of Λ must be modified to apply to the Floquet sequence in the main text. Since both the interaction and rotation per cycle are small, the effective Hamiltonian is equivalent to the static transverse field Ising model considered here, except with Λ = χτ R /(hτ X ). In this definition, τ R and τ X denote time for which we apply Ising interactions and rotations, respectively.
D. Effects of finite contrast
In the experiment, we measure the mean spin components normalized according to the total number of atoms N remaining at the end of the sequence: S x /S, S y /S and S z /S, where N = 2S. We observe the mean normalized spin length | S | /S = C to be less than 1 and dependent on the number of Floquet cycles. The reduction of mean spin length affects the condition for the existence of the non-trivial fixed points, as any single normalized spin component cannot be larger than C. From the prediction for the x-component of the fixed points |S x /S| = 1/Λ, we arrive at a condition |Λ| ≥ 1/C. The coordinates of the fixed points are then also modified as S z = (CS) 2 − S 2 x = CS 1 − 1/(CΛ) 2 . Therefore the coordinates of the non-trivial fixed points are: S/(CS) = (1/Λ eff , 0, ± 1 − 1/(Λ eff ) 2 ),
where Λ eff = CΛ. This definition of Λ eff implies that the ratio of independently measured χ and h must be scaled by the value of the reduced contrast C to compare the mean-field model to experimental data.
