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Abstract 
The application of digital image processing enables us to extract information about land use and land cover pattern, water quality, 
forest cover in an area with remarkable accuracy which can be established by ground truthing and Survey of India topographic 
maps. 
The  main  objectives  of  this  project  were  to  gain  knowledge  of  remote  sensing  and  digital  image 
processing and its potential applications, acquire information about Indian Remote Sensing Satellites, seek  to  understand  the  
difference  between  human  interpretation and  digital  image  processing,  to prepare a satellite image of Lucknow using 
geospatial authoring software, ERDAS imagine. 
For this purpose a satellite image of Lucknow was procured and segregated it into different bands inorder to 
prepare spectral, spatial and surface profile of water, land, vegetation and wasteland. 
This image was then radiometrically enhanced by haze and noise reduction techniques. The various natural resources in the area 
were then broadly classified into water body, vegetation, settlement and waste land using unsupervised classification. 
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1. Study area and data source 
The study area has been processed using a LISS-III (spatial resolution 23.5×23.5 metre) satellite image of 
Lucknow district of Uttar Pradesh obtained from Remote Sensing Application Centre (RSAC) UP. Image lies on the 
geographical coordinates of 28° 15' 25" N to 29° 30' 15" N and 49° 45' 15" E to 63° 30' 30"E. Lucknow city is the 
administrative headquarters of Lucknow District and Lucknow Division.It stands at an elevation of 123.45 metres 
above sea level and covers an area of 689.1 km2. 
To access the image information clicks on tools in the main window and select image information. From here we 
can easily conclude that: 
x The image has been taken from LISS –III sensor as the pixel size is 23.5×23.5 metre. 
x Band format of the image is BSQ. 
x It has 6 layers. 
x Data type of image is unsigned 8 bit. 
x Spheroidal projection of image is WGS 84. 
 
Nomenclature 
A false colour composite 
B  blue 
R red 
1.1. Data processing 
Remote sensing1 works on the principle of the inverse problem. While the object or phenomenon of interest (the 
state) may not be directly measured, there exists some other variable that can be detected and measured (the 
observation), which may be related to the object of interest through the use of a data-derived computer model.  
In Spatial resolution the size of a pixel that is recorded in a raster image –  typically pixels may correspond to 
square areas ranging in side length from 1 to 1,000 meters (3.3 to 3,300 feet).manuscripts. 
 Spectral resolution-The wavelength width of the different frequency bands recorded – usually, this is related to 
the number of frequency bands recorded by the platform. Current Landsat collection is that of seven bands, 
including several in the infra-red spectrum, ranging from a spectral resolution of 0.07 to 2.1 micrometer. The 
Hyperion sensor on Earth Observing-1 resolves 220 bands from 0.4 to 2.5 micrometer, with a spectral resolution of 
0.10 to 0.11 micrometer per band. 
Radiometric  resolution-The  number  of  different  intensities  of  radiation  the  sensor  is  able  to distinguish. 
Typically, this ranges from 8 to 14 bits, corresponding to 256 levels of the gray scale and up to 16,384 intensities or 
"shades" of color, in each band. It also depends on the instrument noise. 
Temporal resolution-The frequency of flyovers by the satellite or plane, and is only relevant in time series studies 
or those requiring an averaged or mosaic image as in deforesting monitoring. This was first used by the  intelligence 
community where repeated coverage revealed changes in infrastructure. 
1.2. Image correction 
The image used for study has already been corrected by National Remote Sensing Centre (NRSC), Shaad Nagar, 
and Hyderabad. 
1.3. Digital images 
A digital image2 is a set of pixels or image elements which is a two dimensional array of square regions. The 
brightness of each pixel is represented by DN values which gives the reflectance of an object. The DN value of a 
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pixel varies from sensor to sensor. It is 23.5×23.5 for a LISS-III sensor and 5.8×5.8 for LISS- IVMX sensor and 
1metre panchromatic. 
1.4.  Fundamental steps of digital image processing 
Following are the fundamental steps of digital image processing: 
 
x Image acquisition could be as simple as being given an image that is already in digital form. Generally, the 
image acquisition stage involves pre-processing, such as scaling etc. The image is usually with extension 
.jpg, tiff, and .gif. 
x Image Restoration2   is an area that also deals with improving the appearance of an image. However, unlike 
enhancement, which is subjective, image restoration is objective, in the sense that restoration techniques 
tend to be based on mathematical or probabilistic models of image degradation. 
x Color Image Processing is an area that has been gaining its importance because of the significant increase in 
the use of digital images over the Internet. This may include color modeling and processing in a digital 
domain etc. 
x In wavelets and Multi resolution processing, are the foundation for representing images in various degrees of 
resolution. Images subdivide successively into smaller regions for data compression and for pyramidal 
representation. 
x Compression deals with techniques for reducing the storage required to save an image or the bandwidth to 
transmit it. Particularly in the uses of internet it is very much necessary to compress data. 
x Segmentation procedures partition an image into its constituent parts or objects. In general, autonomous 
segmentation is one of the most difficult tasks in digital image processing. A rugged segmentation procedure 
brings the process a long way toward successful solution of imaging problems that require objects to be 
identified individually. 
x Description deals with extracting attributes that result in some quantitative information of interest or are 
basic for differentiating one class of objects from another. Knowledge may be as simple as detailing regions 
of an image where the information of interest is known to be located, thus limiting the search that has to be 
conducted in seeking that information.  
x Description deals with extracting attributes that result in some quantitative information of interest or are 
basic for differentiating one class of objects from another.  
x Knowledge may be as simple as detailing regions of an image where the information of interest is known to 
be located, thus limiting the search that has to be conducted in seeking that information.  
2. Methodology 
A multispectral image is one that captures image data at specific frequencies across the electromagnetic 
spectrum. The wavelengths may be separated by filters or by the use of instruments that are sensitive to particular 
wavelengths, including light from frequencies beyond the visible light range, such as infrared. Spectral imaging can 
allow extraction of additional information the human eye fails to capture with its receptors for red, green and blue. It 
was originally developed for space-based imagine. Usually, satellites have three or more radiometers (Landsat has 
seven). Each one acquires one digital image 2. (in remote sensing, called a 'scene') in a small band of visible spectra, 
ranging from 0.4 μm to 0.7 μm, called red-green-blue (RGB) region, and going to infrared wavelengths of 0.7 μm to 
10 or more μm, classified as near infrared (NIR), middle infrared (MIR) and far infrared (FIR or thermal). 
2.1. Satellite image profiling  
Spectral profiling is used to distinguish different features in an image, the figure below left is of help, as it shows 
how different features generally display their reflectance values in the different bands of sensor. 
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                                                      Fig.1. spectral profile of water in red band      
 
Above image shows the image under study in red band only.. 
Spatial profiling-The Spatial Profile Viewer allows us to visualize the reflectance spectrum of a polyline of data 
file values in a single band of data 2 (one-dimensional mode) or in many bands. 
Surface profiling-The Surface Profile Viewer allows us to visualize the reflectance spectrum of a rectangular area 
of data files values in a single band of data. 
                a                                                                               b                                                                                               
                               
                                                     Fig. 2. (a) Spatial profile in green band; (b) spectral profile in blue band                  
  
2.2. False color composite and image enhancement 
The display color assignment for any band of a multispectral image can be done in an entirely arbitrary manner. 
In this case, the color of a target in the displayed image does not have any resemblance to its actual color. The 
resulting product is known as a false color composite image 1. A very common false color composite scheme for 
displaying a multispectral image is R = XS3 (NIR band) ,G=XS2 (red band), B = XS1 (green band).This false color 
composite scheme allows vegetation to be detected readily in the image. In this type of false color composite 
images, vegetation appears in different shades of red depending on the types and conditions of the vegetation, since 
it has a high reflectance in the NIR band.  
 
 
 
 
 
 
                                                                                                                           
                                                                                       Fig.3. false colour composite     
2.3. Noise reduction 
Radiometric Enhancement by haze reduction-Gives a scale to the pixel values, e. g. the monochromatic scale of 0 
to 255 will be converted to actual radiance values. Select interpreter in main window >select radiometric 
correction>select haze reduction.                            
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                                                     Fig.4. image after haze reduction                                                                                                       
3. Geolinking 
Linking is appropriate when two Viewers cover the same geographic area (at least partially) and are referenced to 
the same map units. When two Viewers are linked either the same geographic point is open in the centers of both 
viewers, and box shows where one view fits inside the other. Scrolling one viewer affects the other .One can 
manipulate the zoom ratio of one viewer from another. Any inquire in one Viewer appear in the other, for multi-
Viewer pixel inquiry. It is often helpful to open a wide view of a scene in one Viewer, and then a close up of a 
particular area in another Viewer. When two such Viewers are linked, a link box appears in the wide view window 
to show where the close-up view lies. 
 
                                                                                                         Fig.5. image in viewer1 geolinked to viewer 2 
4. Unsupervised classification 
ERDAS IMAGINE uses the ISODATA algorithm to perform an unsupervised classification. ISODATA stands         
for "Iterative Self-Organizing Data Analysis Technique." It is iterative in that it repeatedly performs an entire 
classification (outputting a thematic raster layer) and recalculates statistics. "Self-Organizing" refers to the way in 
which it locates the clusters that are inherent in the data.  
                                                                                                                            Fig.6. image after unsupervised classification 
The ISODATA clustering method uses the minimum spectral distance formula to form clusters. It begins with 
either arbitrary cluster means or means of an existing signature set, and each time the clustering repeats, the means 
of these clusters are shifted. The new cluster means are used for the next iteration. 
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                                                                Fig.7. unsupervised image containing 10 classes. 
 
5. Feature recognition 
x Tone/Color3 - Tone can be defined as each distinguishable variation from white to black. Resolution is    
defined as the ability of the entire photographic system, including lens, exposure processing, and other 
factors, to render a sharply defined image.  
x Size - The size of objects can be important in discrimination of objects and feature. 
x Shape - The shape of objects/features can provide diagnostic clues that aid identification. The Pentagon 
building in Washington is a diagnostic shape. Man-made features have straight edges that natural features 
tend not to. 
x Shadow - Geologists like low sun angle photography because shadow patterns can help identify objects. 
Steeples and smoke stacks can cast shadows that can facilitate interpretations. Tree identification can be aided 
by an examination of the shadows thrown. Shadows can also inhibit interpretation. 
 
           a                                                                   b 
                                                                           Fig.8. (a) pure water appearing in black ;(b) artificial settlement appearing in red  
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