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Розглянуто причини виникнення й існування проблеми автоматичного контролю в ЕОМ у ціло-
му і у високопродуктивних паралельних обчислювальних системах зокрема. Проаналізовано 
можливість застосування у таких системах парафазного кода з метою підвищення продукти-
вності та рівня достовірності результатів обчислень. Запропоновано новий  підхід до органі-
зації обчислювальних операцій з урахуванням особливостей такого подання двійкової інформа-
ції у паралельних обчислювальних системах. 
Постановка проблеми 
Проблема реалізації масових паралельних об-
числювальних процесів виникла внаслідок під-
вищення вимог до продуктивності обчислюваль-
них засобів – ці вимоги перевищили фізичні  
можливості одного процесора, що працює за 
принципом фон-Неймана [1; 2].  
Зростання вимог до продуктивності обчислю-
вальних засобів  останнім часом є дуже стрім-
ким.  
При цьому у першу чергу мають на увазі га-
лузі, в яких вони застосовуються для рішення за-
дач великої розмірності. 
Практичне вирішення проблеми підвищення 
продуктивності обчислювальних систем зазвичай 
пов’язують перед усім зі збільшенням тактової 
частоти роботи елементів і кількості цих елемен-
тів, що дозволяє вводити паралелізм обробки й 
програмовність структури.  
Однак удосконалювання обчислювальних си-
стем завжди супроводжував розрив між швидко-
дією логічних елементів і елементів пам’яті.  
Цей розрив у разі зростання ступеня інтеграції 
й швидкодії великих інтегральних схем (ВІС) 
має тенденцію до збільшення. 
На кожному рівні розвитку елементної бази 
через обставини, обумовлені необхідністю подо-
лання даного розриву, обмеженням на розмір і 
кількість виводів у корпусів мікросхем, наявни-
ми засобами автоматизації програмування, одні 
архітектури отримували переваги над іншими – 
наприклад, за показником продуктивність – вар-
тість [1; 2]. 
Мікропроцесори стали основною елементною 
базою, що дозволяє будувати паралельні обчис-
лювальні системи шляхом об’єднання комуніка-
ційним середовищем сукупності процесорів, 
блоків пам’яті й пристроїв вводу–виводу. 
Серед паралельних систем за призначенням та 
використовуваною елементною базою можна ви-
ділити чотири класи: 
– універсальні з фіксованою структурою, що 
будуються із серійних універсальних мікропро-
цесорів;  
– спеціалізовані з фіксованою структурою, що 
будуються з мікропроцесорів, орієнтованих на 
виконання певних обчислень;  
– універсальні із програмованою структурою, 
що налаштовуються на апаратурну реалізацію 
обчислень, які виконуються;  
– спеціалізовані з програмованою структу-
рою, що налаштовуються на апаратно-програмну 
реалізацію обчислень, які виконуються.  
У разі використання для об’єднання мікропроце-
сорів інтерфейсу зовнішніх пристроїв, що характер-
но для обчислювальних систем, створюваних кори-
стувачами, можлива побудова систем як з розподі-
леною пам’яттю та архітектурою на базі обміну по-
відомленнями, так і з подільною пам’яттю на основі 
технології рефлексивної пам’яті, наприклад, техно-
логії memory channel. 
Архітектура на базі обміну повідомленнями 
використовує окремі набори команд читання й 
записування для роботи з локальною пам’яттю й 
спеціальні команди типу send, receive для керу-
вання адаптерами каналів вводу–виводу.  
Стандартизовані вимоги, пропоновані шиною 
до адаптерів, дозволяють будувати системи з 
“великих” блоків — системних плат робочих  
станцій і ПК, а також мережних плат (Myrinet, 
Quadrics, Dolphin SCI, Fast Ethernet і ін.) і кому-
таторів комунікаційних середовищ.  
Для таких систем гостро постає проблема 
ефективності паралельних обчислень, оскільки 
вони мають обмеження пропускної здатності об-
мінів, обумовлені шиною PCI. 
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Орієнтація розроблювачів на створення сис-
тем з розподіленою подільною пам’яттю привела 
до інтеграції в кристал блоку керування когерент- 
ністю багаторівневої пам’яті, доступ до блоків 
якої виконується через інтегроване в той самий 
кристал комунікаційне середовище. Як приклади 
цього підходу можна назвати мікропроцесори 
Alpha 21364 і Power 4.  
Інтеграція функцій, з одного боку, дозволяє 
істотно збільшити пропускну здатність між ком-
понентами кристала порівняно з пропускною 
здатністю між різними кристалами, що реалізують 
окремо кожну функцію, і, як наслідок, підняти про-
дуктивність систем, підвищити надійність й знизити 
вартість систем. 
Розвиток найпоширенішої з архітектур –  
кластерної – сприяв створенню серверів-“лез” 
(Server Blade), що дозволяють вирішити завдання 
не менш складні, ніж ті, які прийнято довіряти 
суперкомп’ютерам. 
Одна з ведучих у цій галузі компаній Sun 
Microsystems пропонує, наприклад, лінійку 
блейд-серверів Fire Blade, у яку входять і моделі 
Sun Fire В100х на базі процесорів AMD Athlon 
XP-M 1800+. У їхній основі — чипсетна зв’язка 
VIA KT333 + VT8367.  
Сервери комплектуються 1 або 2 Гбайт 
пам’яті PC2100 з ECC, накопичувачами Ultra 
ATA/100 ємністю 30 Гбайт, двоканальними ада-
птерами Gigabit Ethernet.  
Як зовнішні сполучні інтерфейси між “леза-
ми” найчастіше використовуються Fibre Channel 
або Infiniband, що дозволяє істотно розширити 
сферу застосування кластерів на базі таких скла-
дових, дозволивши їм скласти реальну конкуре-
нцію деяким суперкомп’ютерам. 
До недоліків таких обчислювальних систем, 
що стримують зростання їхньої продуктивності, 
варто віднести збільшене тепловиділення потуж-
ного процесора у відносно малому обсязі і його 
підвищені вимоги до електроживлення. 
Додавання процесорів до системи, як відомо, 
далеко не завжди приводить до лінійного зрос-
тання її продуктивності.  
Втрати продуктивності можуть виникати, на-
приклад, через недостатню пропускну здатність 
шин, зростання трафіку між процесорами й ос-
новною пам’яттю, а також між пам’яттю й при-
строями вводу–виводу. 
У цілому архітектуру комп’ютера можна ви-
значити як спосіб з’єднання комп’ютерів між со-
бою, з пам’яттю та із зовнішніми пристроями. 
Реалізація цього з’єднання може проходити різ-
ними шляхами.  
Конкретна реалізація з’єднань такого роду на-
зивається комунікаційним середовищем 
комп’ютера.  
Одна з найпростіших реалізацій – це викорис-
тання загальної шини, до якої підключаються як 
процесори, так і пам’ять. Сама шина складається 
з певного числа ліній зв’язку, необхідних для пе-
редачі адрес, даних і керуючих сигналів між 
процесором і пам’яттю. Цей спосіб реалізований 
в SMP системах.  
Основним недоліком таких систем є погана 
масштабованість. Навіть незначне збільшення 
кількості пристроїв на шині викликає помітні за-
тримки під час обміну з пам’яттю й катастрофіч-
не падіння продуктивності системи в цілому. Не-
обхідні інші підходи для побудови комунікацій-
ного середовища, і одним з них є поділ пам’яті 
на незалежні модулі й забезпечення можливості 
доступу різних процесорів до різних модулів од-
ночасно за допомогою використання різного ро-
ду комутаторів.  
При цьому можливі різні конфігурації систем 
зв’язку. Так, у комп’ютерах сімейства Cray 
T3D/T3E всі процесори об’єднані спеціальними 
високошвидкісними каналами в тривимірний 
тор, у якому кожний обчислювальний вузол має 
безпосередні зв’язки із шістьма сусідами. У 
комп’ютерах IBM SP/2 взаємодія процесорів від-
бувається через ієрархічну систему комутаторів, 
що також забезпечує можливість з’єднання кож-
ного процесора з будь-яким іншим. Ці оригі-
нальні унікальні рішення значно збільшують ці-
ну комп’ютерів.  
Значно простішим і дешевшим виявилося ви-
користання зв’язків на базі мереж Ethernet. Спо-
чатку використовулася звичайна 10-мегабітна 
мережа, потім стали застосовувати Fast Ethernet, 
а останнім часом іноді й Gigabit Ethernet. Але для 
Fast Ethernet характерна більша латентність (за-
тримка в передачі даних), оцінювана в  
160–180 мкс, а Gigabit Ethernet відрізняється ви-
сокою вартістю.  
Ключовою особливістю системи SGI Altix 3000, 
заснованої на архітектурі глобальної подільної 
пам’яті SGI Numaflex, є використання каскадованих 
комутаторів у маршрутизуючих елементах.  
Каскадовані комутатори забезпечують системі 
відносно невеликі часові затримки, або збіль-
шення часу доступу до пам’яті, незважаючи на 
модульну конструкцію. Це критично для машин, 
що використовують архітектуру неоднорідного 
доступу до пам’яті (NUMA).  
Затримки є однією з проблем в архітектурі 
NUMA, тому що пам’ять розподіляється між  
вузлами, а не зосереджена в одному місці.  
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Каскадовані комутатори використовують ка-
талогізовану схему пам’яті для відстеження да-
них, що перебувають у різних кешах. У резуль-
таті менші обсяги даних пересилаються між час-
тинами пам’яті, що призводить до зниження за-
тримок порівняно із традиційними системами, 
заснованими на шинах. 
Між окремими провідниками шини для рів-
нобіжної передачі даних існує електрична єм-
ність, тому при зміні сигналу, переданого по од-
ному з провідників, виникає перешкода (корот-
кий викид напруги) на інших провідниках. Зі  
збільшенням довжини шини (збільшенням єм-
ності провідників) перешкоди зростають і мо-
жуть сприйматися приймачем як сигнали. Тому 
робоча відстань для шини рівнобіжної передачі 
даних обмежується довжиною 1–2 м, і тільки за 
рахунок істотного подорожчання шини або зни-
ження швидкості передачі довжину шини можна 
збільшити до 10–20 м.  
Таким чином, огляд архітектур найбільш про-
дуктивних паралельних обчислювальних систем 
і порівняльний аналіз їх характеристик дозволя-
ють зробити висновок, що, окрім переваг, кожна 
з них має суттєві недоліки. Результатом цього  є 
існуюча проблема реалізації масових паралель-
них обчислювальних процесів. Тому необхідний 
пошук додаткових можливостей підвищення за-
гальної продуктивності паралельних обчислюва-
льних систем здійснюється значною мірою неза-
лежно від їх архітектури. 
Звернемося до особливостей подання та збері-
гання інформації в ЕОМ та мікропроцесорних 
системах.  
У праці [3] встановлено, що традиційний спо-
сіб подання двійкової інформації в ЕОМ, при 
якому обидві цифри двійкового розряду предста-
влені одним тригером (взаємозалежне подання) 
привів до втрати природної контроле-
спроможності позиційних числень, що, у свою 
чергу, обумовило використання в ЕОМ різних 
надлишкових кодових побудов, які дозволяють 
виявляти або виправляти помилки. При такому 
принципі побудови апаратного контролю не мо-
же бути забезпечене безвідмовне функціонуван-
ня органів контролю за такими причинами: 
– система контролю будується на елементах, 
за паспортною інтенсивністю відмов, однакових 
з елементами контрольованих вузлів; 
– енергетичні режими роботи елементів сис-
теми контролю по суті не відрізняються від ре-
жимів роботи контрольованих елементів, оскіль-
ки процедура контролю за модулем заснована на 
виконанні обчислювальних операцій за правила-
ми розрахування одночасно з виконанням конт-
рольованих операцій; 
– резервування елементів контролю призво-
дить до погіршення ряду параметрів обчислюва-
льної системи. 
Імовірність Dl одержання в обчислювальній 
системі безпомилкового (достовірного) результа-
ту визначається в літературі [3] як 
Dl  = 1 – (1 – Pkl * Pnl * Pml) * Rl,                      (1) 
де Pkl  – імовірність безвідмовної роботи органів 
контролю; Pnl – імовірність охоплення контролем 
устаткування обчислювальної системи; Pml – ме-
тодична ймовірність виявлення помилок катего-
рії l; Rl – імовірність виникнення помилок кате-
горії l (l = 1, 2, …, Ψ). 
З виразу (1) випливає, що проблема не може 
бути вирішена на основі традиційного подання 
цифрової інформації: із взаємозалежним подан-
ням 0 і 1 в одному розряді одним тригером, тому 
що не забезпечуються умови Pkl = 1,  Pnl = 1,   
Pml = 1, при виконанні яких Dl = 1 незалежно від 
значень Rl, або Rl = 0 (що, природно, практично 
недосяжно).  
Оскільки зі збільшенням значень модуля (при 
контролі за модулем) імовірність Pml зростає не-
значно й це – практично повністю компенсується 
неминучим при цьому зменшенням імовірності 
Pkl.. 
Огляд методів контролю, що застосовуються 
у сучасних мікропроцесорах, які мають найвищу 
на сьогоднішній день продуктивність і застосо-
вуються при побудові паралельних обчислю-
вальних систем і мереж, наведено у таблиці [4]. 
Контроль по парності має найменшу методичну 
ймовірність виявлення помилок: всі помилки пар-
ної кратності не змінюють парності кодової ком-
бінації, яка контролюється; час виконання функції 
контролю занадто великий, що збільшує ймовір-
ність помилок більшої кратності. Крім того, час 
виконання функції контролю додається до часу 
виконання обчислень, зменшуючи загальну про-
дуктивність процесору. 
Формування парафазного коду 
Звернемось до особливостей відображення  
цифрової інформації в ЕОМ при використанні па-
рафазного способу записування та зчитування ін-
формації. 
Як відомо, у регістрах на RS- або JK-тригерах 
можливий однофазний або парафазний спосіб за-
писування інформації [5].  
При однофазному записуванні частота обміну 
інформацією відносно зменшується, оскільки про-
цеси введення і скидання чергуються. При пара-
фазному записуванні інформації значення кожно-
го розряду слова А передається за двома лініями 
зв’язку.  
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Методи контролю, застосовані у сучасних мікропроцесорах,  
які мають найвищу на сьогоднішній день продуктивність 
Складові кристала SPARC64 V1 UltraSparc III2 Itanium 2 Power4 PA-8700 
АЛП Парність + повторення Немає Немає Немає Немає 
Регістри Парність +  повторення Немає Немає Немає Немає 
TLB Парність +  виключення Парність Парність Парність Парність 
I-кеш першого рівня Парність +  виключення Парність Парність Парність Парність 
Теги I-кешу  
першого рівня 
Дублювання + 
виключення Парність Парність Парність Парність 
D-кеш першого  
рівня 
ECC +  
виключення Парність Парність Парність ECC 
Теги D-кешу  
першого рівня 
Дублювання + 
виключення Парність Парність Парність 
Дублю-
вання 
D-кеш  
другого рівня 
Дублювання + 
виключення ECC ECC ECC 
Немає 
кешу 
Теги D-кешу  
другого рівня 
Дублювання + 
виключення ECC Парність
Дублю-
вання 
Немає 
кешу 
Примітка: Повтор – автоматичне повторення операції; виключення – при несправності відключення
мікропроцесора без перевантаження; парність – контроль по парності. 
 
При цьому пряме значення Аі надходить на вхід 
S (або J) відповідних тригерів, а інверсне значення 
iA  – на вхід R (або К). У цьому випадку не потріб-
не попереднє скидання регістра в стан “0”, тому що 
таку функцію виконує сигнал. 
Для записування інформації від декількох дже-
рел (напрямків) на вході кожного тригера ставлять 
додаткові комбінаційні схеми, які створюють вхід-
ну логіку регістра. Для записування в регістр на 
JK-тригерах парафазним кодом слів А і В потрібно 
реалізувати такі порозрядні функції збудження 
входів Ji і Кi:  
Ji = Y1Ai  Y2Вi;   Ki = Y1 iA   Y2. iB  Інформація, яка зберігається в регістрах, може 
передаватися у зовнішні схеми парафазним спосо-
бом у прямому або оберненому коді.  
Для реалізації мікрооперацій зчитування до ви-
ходів кожного тригера підключаються комбінацій-
ні схеми, які створюють вихідну логіку регістра. 
Схема вихідної логіки парафазним прямим або 
оберненим кодом будується на основі таких поро-
зрядних логічних рівнянь: 
Шi*=YпрQiYпр iQ i; Шi*=Yоб iQ YобQi, 
де Шi*, ³Ø – розряди парафазної шини даних; 
Yпр, Yоб – керуючі сигнали видачі відповідно пря-
мого або оберненого коду; Qi, iQ  – пряме та ін-версне значення виходу і-го розряду регістра; Шi – 
розряд однофазної шини даних.  
Очевидно, що керуючі сигнали Yпр і Yоб не по-
винні збігатися в часі. При зчитуванні інформації 
парафазним оберненим кодом отримаємо: 
Yпр = 0; Yоб = 1; Шi*= Qi;  ³Ø = Qi. 
Отже, як відзначається в праці [5], парафазний 
спосіб подання інформації має перевагу у продук-
тивності над однофазним способом за рахунок 
виключення попереднього скидання регістра в стан 
“0”. Розглянемо  інші можливості, пов’язані із за-
стосуванням парафазного коду. 
Парафазний спосіб зберігання інформації 
Поширимо парафазний спосіб записування та 
зчитування інформації (тобто, передавання) й на її 
зберігання. При цьому кожний i-й двійковий роз-
ряд має бути представленим двома незалежними 
тригерами: один відповідає цифрі 0 (нульова по-
зиція i-го розряду), а другий – 1 (одинична позиція 
i-го розряду). Отже, i-й розряд слова А має збері-
гатися у вигляді 1ia ∩аі0   або   аі1∩ 0ia . 
Повна множина категорій помилок, що можли-
ві в i-му розряді при поданні інформації парафаз-
ним кодом: 
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– перша – 1ia ∩ 0ia  – не подано ні однієї цифри; 
– друга – аі1∩аі0 –подано дві цифри одночасно; 
– третя – подано тільки одну цифру, але помил-
ково. 
Виявлення помилок перших двох категорій 
забезпечується з методичною ймовірністю  
Pml = 1, а третьої – з імовірністю Pml = 0. Отже,  
вірогідність Dl цифрової інформації, як і в літера-
турі [3; 4; 6], повністю визначається ймовірністю 
R3  утворення помилки третьої категорії: Dl=1– R3. 
Утворення помилок третьої R3 категорії мож-
ливо при спільному прояві помилок перших двох 
категорій за термін 
t = a  Δtk,  
де Δtk  – розв’язна здатність автоматичного конт-
ролю за часом; 0 < a < 1 [3; 6; 7]. 
Для спрощення будемо вважати, що ймовір-
ність появи одного зайвого символа, як і імовір-
ність зникнення одного символа, визначаються 
однаково з виразу 
Р0 = e –λtК  = e - λK∆tkK  , 
де Kе – кількість логічних елементів, необхідних 
для подання однієї цифри в ЕОМ. 
Для сучасної елементної бази λ ≈ 107 1/c, а час 
затримки імпульсу при проходженні через мік-
росхему не більше 0,3  10 - 6 с [6], тому 
R3≈

L
i 1
С iM С i MN  (0,3 а  Ке)2i 10– 26i. 
Внаслідок досить малого ступеня ймовірності 
помилкових переходів 0→1  і  1→0 в одному ро-
зряді за час t = aΔtk на практиці імовірність R3 
може бути визначена наближеним виразом: 
R3 ≈ 0,9 a2 Kе2  10 –27. 
Таким чином, представлення інформації па-
рафазним кодом дозволяє практично вирішити 
проблему автоматичного контролю обчислюва-
льної системи. У кодових комбінаціях не виді-
ляються контрольні й інформаційні символи, 
надлишкова інформація розподілена рівномірно 
між усіма позиціями цих комбінацій, не залежить 
від виду операції, надаючи можливість для охоп-
лення контролем усієї безлічі повнорозрядних 
чисел. Тому можна вважати умову охоплення 
контролем устаткування обчислювальної систе-
ми принципово досяжним. 
Розглянемо деякі особливості формування  
сигналів у суматорі, який працює із застосуван-
ням парафазного коду, а також відповідні елеме-
нти пристрою.  
Формування значень напівсуми в i-му розряді 
відбувається відповідно до виразів: 
Zi,01 = xi,1 x i,0 y  i,1y i,0  x i,1xi,0y i,1 y  i,0; 
Zi,00 = x i,1 xi,0 y  i,1y i,0;                  (2) 
Zi,10 = xi,1 x  i,0 y i,1 y  i,0, 
де Zi,01, Zi,00 і Zi,10 – значення напівсуми в i-му ро-
зряді, причому Zi,01 – “1” в i-му розряді і перенос 
“0” в i + 1-й, Zi,00 – “0” у i-му розряді і перенос 
“0” в i + 1-й,  Zi,10 – “0” в i-му розряді і перенос 
“1” в i + 1-й; xi,1 x  i,1 – сигнали високого рівня з 
“одиничного” і “нульового” виходів тригера, що 
представляє цифру “1” в i-му розряді операнда Х;  
xi,0 x i,0 – сигнали високого рівня з “оди-ничного” 
і “нульового” виходів тригера, що представляє 
цифру “0” в і-му розряді операнда Х; yi,1 y  i,1  і   y 
i,0 y  i,0 – значення сигналів, що представляють 
операнд Y . 
Формування значень переносів “1” у тетраді 
двійкових розрядів суматора відбувається відпо-
відно до виразів: 
П1i = Zi-1,01 Zi-2,01 Zi-3,01 П1і-4  
 Zi-1,01 Zi-2,01 Zi-3,10  Zi-1,01 Zi-2,10 ... 
 (Zi-1,10 Zi,10); 
П1і-1 = Zi-2,01 Zi-3,01 П1і-4      (3) 
 Zi-2,01 Zi-3,10  (Zi-2,10 Zi-1,10); 
П1і-2 = Zi-3,01 П1і-4  (Zi-3,10 Zi-2,10); 
П1і-3 = Zi-3,10 П1і-4. 
Додатково розглянемо вираз для i+1-го розря-
ду з урахуванням необхідності при складанні  
повнорозрядних операндів, узгодження даної  
тетради двійкових розрядів з наступною, більш 
старшою: 
П1i+1 = Zi,01 Zi-1,01 Zi-2,01 Zi-3,01 П1і-4  
 Zi,01 Zi-1,01 Zi-2,01 Zi-3,10 ...                            (4) 
 Zi,01 Zi-1,01Zi-2,10   Zi,01 Zi-1,10  
 (Zi,10 Zi+1,10), 
де П1i  – перенос “1” в i-й розряд суми з множини 
молодших розрядів.  
Аналіз виразів (2), (3), (4) дозволяє зробити 
такі висновки.  
Результат обчислювальної операції формуєть-
ся одночасно із виконанням функції контролю, 
тобто відповідна схема обчислювального при-
строю є самоконтрольованою. При такому по-
данні цифрової інформації дані можуть переда-
ватися частинами по k розрядів й одразу ж над-
ходити на входи k-розрядного суматора, не очі-
куючи інших розрядів цих операндів.  
Таким чином, можна: 
– зменшити апаратні витрати через скорочен-
ня розрядності обчислювальних пристроїв; 
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– більш гнучко вибирати розрядність шин пе-
редачі даних у паралельних обчислювальних си-
стемах з різною архітектурою з метою мінімізації 
часових затримок у засобах комутації; 
– практично вирішити проблему автоматич-
ного контролю ЕОМ. 
Висновки 
Аналіз властивостей коду, який може бути 
сформований через поширення парафазного спо-
собу запису та видачі інформації ще й на збері-
гання, показує, що його доцільно використовува-
ти у паралельних обчислювальних системах для 
представлення даних з метою підвищення про-
дуктивності цих систем і рівня достовірності ре-
зультатів обчислення. 
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И.А. Жуков, В.А. Гуменюк  
Представление двоичной информации парафазным кодом в высокопродуктивных параллельных 
вычислительных системах 
Рассмотрены причины возникновения и существования проблемы автоматического контроля в 
ЭВМ в целом и в высокопроизводительных параллельных вычислительных системах, в частности. 
Проанализирована возможность применения в таких системах парафазного кода с целью повышения 
производительности и уровня достоверности результатов вычислений. Предложен новый подход к 
организации вычислительных операций с учетом особенностей такого представления двоичной ин-
формации в параллельных вычислительных системах. 
I.A. Zhukov, V.A. Gumenyuk  
Presentation binary information by paraphase code in highly productive parallel computing systems 
The motives for existing and beginning the automatic checkup problem generally in computers and par-
ticularly in highly productive parallel computing systems are considered. The possibility of application the 
code, named as a paraphase one, in such systems with the purpose of increasing the productivity and the re-
liability level of the computing results is analyzed. A new approach to computing operations organization is 
proposed with taking into account the peculiarities of such binary information presentation in parallel com-
puting systems. 
