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Abstract The QCD-induced W±γ production channels in
association with two jets are computed at next-to-leading
order QCD accuracy. The W bosons decay leptonically and
full off-shell and finite width effects as well as spin correla-
tions are taken into account. These processes are important
backgrounds to beyond Standard Model physics searches and
also relevant to test the nature of the quartic gauge couplings
of the Standard Model. The next-to-leading order corrections
reduce the scale uncertainty significantly and show a non-
trivial phase space dependence. Our code will be publicly
available as part of the parton level Monte Carlo program
VBFNLO.
1 Introduction
Di-boson production in association with two jets constitutes
an important set of processes at the LHC. They are back-
grounds to many Standard Model (SM) searches. For exam-
ple, W-, Z- and photon-pair production with two accompany-
ing jets are irreducible backgrounds of Higgs production via
vector boson fusion. Furthermore, they are sensitive to triple
and quartic gauge couplings, thereby providing us with an
excellent avenue to understand the electroweak (EW) sector
of the SM and possibly to get hints of physics beyond the
SM.
There are two mechanisms to produce them, namely, EW-
induced channels of order O(α4) and QCD-induced pro-
cesses of order O(α2s α2
)
for on-shell production at lead-
ing order (LO). Additionally, the EW mode is classified into
“vector boson fusion” (VBF) mechanism, which involves t
a e-mail: francisco.campanario@ific.uv.es
b e-mail: matthias.kerner@kit.edu
c e-mail: duc.le@kit.edu
d e-mail: dieter.zeppenfeld@kit.edu
and u channel exchange, and s channel contributions corre-
sponding mainly to V V V production with one V decaying
into two jets.
The VBF production modes include vector boson scat-
tering, V V → V V , as a basic topology. For massive
gauge boson scattering, the main interest will be to eluci-
date whether the recently discovered Higgs boson unitarizes
this process as predicted in the SM. Processes with a real
photon in the final state are also interesting since they are
sensitive to triple and quartic gauge couplings and have a
higher cross section.
The next-to-leading order (NLO) QCD corrections to the
VBF processes have been computed in Refs. [1–5] for all
combinations of massive gauge bosons, including leptonic
decays of the gauge bosons as well as all off-shell and finite
width effects. A similar calculation with a W boson and a real
photon in the final state has been done in Ref. [6]. For the s
channel contributions, the NLO QCD corrections with lep-
tonic decays were computed in Refs. [7–12] and are available
via the VBFNLO program [13,14] (see also Refs. [15–17] for
on-shell production and Ref. [18] for NLO EW corrections).
NLO QCD corrections to the QCD-induced processes
have been computed for W+W+ j j [19–22], W+W− j j [23,
24], W±Z j j [25], and γ γ j j [26] production. Results for
γ γ j j j production at NLO QCD have been very recently pre-
sented in Ref. [27].
In this paper, we provide first results for the QCD-induced
Wγ j j production channel. The calculation is based on our
previous implementation of NLO QCD corrections to W Z j j
production processes [22], where the off-shell photon con-
tribution was included. The interference effects between the
QCD and EW induced amplitudes are generally small for
most applications [5,21,22] and are not considered here. Lep-
tonic decays of the W boson as well as all off-shell effects
are consistently taken into account. This includes also the
radiative decay of the W with a real photon radiated off a
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charged lepton, which diminishes the sensitivity of the EW-
induced Wγ j j production mode to anomalous couplings. In
this paper, we follow the approach of Ref. [28] (see also ref-
erences therein) to reduce this contribution by imposing a cut
on the transverse mass of the Wγ system.
To define the Wγ j j signature, since our study is done
at the jet cross section level and fragmentation contribu-
tions are not taken into account, the real photon has to be
isolated from the partons to avoid collinear singularities
due to q → qγ splittings. While a similar issue with the
charged lepton can be resolved by imposing a simple cut on
Rlγ = [(yγ − yl)2 + (φγ − φl)2]1/2 (y and φ being the
the rapidity and azimuthal angle, respectively) to separate
the photon from the charged lepton, it cannot be applied to
partons because doing so would also remove events with a
soft gluon. These events are needed at NLO (or beyond) to
cancel soft divergences in the virtual amplitudes. To solve
this problem, we use the smooth cone isolation cut proposed
by Frixione [29]. This approach preserves IR safety without
the use of fragmentation functions and thereby allows us to
focus on the physics of the hard photon.
The QCD-induced Wγ j j production process has been
implemented within the VBFNLO framework, a parton level
Monte Carlo program which allows the definition of general
acceptance cuts and distributions.
This paper is organized as follows: In the next section,
the major points of our implementation will be provided. In
Sect. 3 the setup used for the calculation and the numerical
results for inclusive cross sections and various distributions
will be given. Conclusions are presented in Sect. 4 and in the
appendix results at the amplitude squared level for a random
phase-space point are provided.
2 Calculational details
In this paper, we compute the QCD-induced processes at
NLO QCD for the process
pp → l±ν¯lγ j j + X, (1)
at order O(α3s α3). We present results for the specific leptonic
final state e±ν¯eγ and refer to the process as Wγ j j production
for simplicity. The final results can be multiplied by a factor
two to take the μ±ν¯μγ channels into account. To compute
the amplitudes, we follow the method described in Ref. [25]
for W±Z j j production implemented in the VBFNLO pro-
gram. We provide a summary here for the sake of being self-
contained.
The Feynman diagrammatic approach is taken and for sim-
plicity we choose to describe the resonating W± propagators
with a fixed width and keep the weak-mixing angle real. At
LO, we classify all contributions into 4-quark and 2-quark–
2-gluon amplitudes, e.g. for W+γ j j
Fig. 1 Representative tree-level Feynman diagrams
ud¯ → u¯u l+νlγ,
ud¯ → c¯c l+νlγ,
ud¯ → d¯d l+νlγ,
ud¯ → s¯s l+νlγ,
gg → u¯d l+νlγ (2)
and accordingly for W−γ j j .
From these five generic subprocesses we can obtain all the
amplitudes of other subprocesses via crossing. Some rep-
resentative Feynman diagrams are displayed in Fig. 1. We
work in the 5-flavor scheme, hence the bottom-quark con-
tribution with mb = 0 is included. Namely, the subprocess
ud¯ → b¯b l+νlγ , whose partonic-level amplitude is identi-
cal to the one of the above subprocess with s¯s, and its var-
ious crossings are included. Subprocesses with external top
quarks should be treated as different signatures and there-
fore are omitted. However, the virtual top-loop contribution
is included in our calculation.
At NLO QCD, there are the virtual and the real correc-
tions. We use dimensional regularization [30] to regularize
the ultraviolet (UV) and infrared (IR) divergences and use an
anticommuting prescription of γ5 [31]. The UV divergences
of the virtual amplitude are removed by the renormalization
of αs . Both the virtual and the real corrections are infrared
divergent. These divergences are canceled using the Catani–
Seymour prescription [32] such that the virtual and real cor-
rections become separately numerically integrable. As men-
tioned in the introduction, collinear singularities that result
from a real photon emitted off a massless quark are elimi-
nated using the photon isolation cut proposed by Frixione,
which preserves the IR QCD cancelation and eliminates the
need of introducing photon fragmentation functions. The real
emission contribution includes, allowing for external bottom
quarks, 186 subprocesses with six particles in the final state.
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Fig. 2 Selected Feynman diagrams contributing to the virtual ampli-
tudes
The virtual amplitudes are more challenging involving
up to six-point rank-five one-loop tensor integrals appear-
ing in the 2-quark–2-gluon virtual amplitudes. There are
42 six-point diagrams for each of seven independent sub-
processes. The 4-quark group is simpler with 12 hexagons
for the most complicated subprocesses with same-generation
quarks. Figure 2 shows some selected contributions to the
virtual amplitude. The evaluation of scalar integrals is done
following Refs. [33–37]. The tensor coefficients of the loop
integrals are computed using the Passarino–Veltman reduc-
tion formalism [38] up to the box level. For pentagons and
hexagons, we use the reduction formalism of Ref. [39] (see
also Refs. [40,41]).
Our calculation has been carefully checked as follows.
The present code is adapted from our previous implementa-
tion of the W V j j (V = Z , γ ∗) production processes [22],
which has been crosschecked at the amplitude level by two
independent calculations. The adaptation includes remov-
ing the Z contribution, disallowing the decay γ ∗ → l+l−
and adding the radiative decay W± → l±ν¯lγ . These trivial
changes are universal and have been crosschecked. More-
over, the real emission contributions have been crosschecked
against Sherpa [42,43] and agreement at the per mill level was
found. A non-trivial change arises in the virtual amplitudes
where we have to calculate a new set of scalar integrals which
do not occur in the off-shell photon case. We have again
checked this with two independent calculations and obtained
full agreement at the amplitude level. The first implemen-
tation uses FeynArts-3.4 [44] and FormCalc-6.2
[45] to obtain the virtual amplitudes. The in-house library
LoopInts is used to evaluate the scalar and tensor one-loop
integrals.
In the following, we sketch the second implementation,
which will be publicly available via the VBFNLO program
and is the one used to obtain the numerical results presented
in the next section. As customary in allVBFNLO calculations,
the spinor-helicity formalism of Ref. [46] is used throughout
the code.
The leptonic decays of the EW gauge bosons, which are
common for all subprocesses, are calculated once for each
phase-space point and stored. In addition we pre-calculate
parts of Feynman diagrams that are common to the subpro-
cesses of the real emission and use a caching system to com-
pute Born amplitudes appearing in different dipole terms [32]
only once.
For the virtual amplitudes, we use generic building blocks,
computed with the in-house program described in Ref. [40],
which include groups of loop corrections to Born topologies
with a fixed number and a fixed order of external particles,
i.e. all self-energy, triangle, box, pentagon, and hexagon cor-
rections to a quark line with four attached gauge bosons are
combined into a single routine. The scalar and tensor inte-
grals are computed as described in Ref. [40].
The control of the numerical instabilities is done as cus-
tomary in our calculations using Ward identities. By replac-
ing a polarization vector with the corresponding momen-
tum, one can build up identities relating N -point integrals
to lower point integrals. This property is transferred to the
building blocks as described in Ref. [40], providing an addi-
tional check of the correctness on the calculation of the virtual
amplitudes. This procedure is possible because we factor-
ize the color and EW couplings from the building blocks
and assume the polarization vector of the external gauge
bosons as an effective current without using special prop-
erties like transversality or on-shellness. These identities are
called gauge tests and are checked for every phase space
point with a small additional computing cost by using a
cache system. If the gauge tests are true by less than 2 digits
with double precision, the program recalculates the associ-
ated building blocks with quadruple precision and the point
is discarded if the gauge tests still fail. After this step, the
number of discarded points is statistically negligible for a
typical calculation with the inclusive cuts specified in the
next section. This strategy was also successfully applied in,
e.g., Refs. [22,25,47–49]. With this method, we obtain the
NLO inclusive cross section with statistical error of 1 % in
three hours on an Intel i5-3470 computer with one core and
using the compiler Intel-ifort version 12.1.0.
To obtain this level of speed, it is important to notice that
there are two contributions dominating in two different phase
space regions associated with the two decay modes of the
W bosons, namely W± → l±ν¯l and W± → l±ν¯lγ . This
means that there are two different positions of the on-shell
W pole in the phase space. For efficient Monte Carlo gen-
eration, we divide the phase space into two separate regions
to consider these two possibilities and then sum the contri-
butions to get the total result. The regions are generated as
double EW boson production as well as W production with
(approximately) on-shell W+ → +νlγ (or W− → −ν¯lγ )
123
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three-body decay, respectively, and are chosen according to
whether m(+νlγ ) or m(+νl) is closer to MW .
3 Numerical results
In this section, we present results for the integrated cross
section and for various differential distributions. As EW
input parameters, we use MW = 80.385 GeV, MZ =
91.1876 GeV and G F = 1.16637 × 10−5 GeV−2. We then
use tree-level relations to calculate the weak mixing angle
and the electromagnetic coupling from these. As parton
distribution functions we use the MSTW2008 parton dis-
tribution functions [50] with αLOs (MZ ) = 0.13939 and
αNLOs (MZ ) = 0.12018. The W decay width is calculated
as W = 2.09761 GeV. With the lepton–photon separation
Rlγ > 0.4 (see below), we can set the charged lepton masses
to zero because they are very small compared to the mini-
mum invariant mass of the lepton–photon system, which is
about 10 GeV. We work in the five-flavor scheme and use
the MS renormalization of the strong coupling constant with
the top quark decoupled from the running of αs . However,
the top-loop contribution is explicitly included in the virtual
amplitudes, using mt = 173.1 GeV. To have a large phase
space for QCD radiation, we choose inclusive cuts defined
as
pT ( j,l) > 20 GeV pT (γ ) > 30 GeV /pT > 30 GeV
|y j | < 4.5 |yl | < 2.5 |yγ | < 2.5
R jl > 0.4 Rlγ > 0.4 R jγ > 0.7, (3)
where the anti-kt algorithm [51] with a cone radius of R =
0.4 is used to cluster partons into jets and the missing energy
is associated with the neutrino. For the cuts on R jl and R jγ ,
all reconstructed jets are taken into account. To deal with the
real photon in the final state, we use the smooth isolation cut
à la Frixione [29]. Events are accepted if
∑
i∈partons
pT,iθ(R − Rγ i ) ≤ pT,γ 1 − cos R1 − cos δ0 ∀R < δ0 (4)
with δ0 = 0.7. As dynamical factorization and renormaliza-
tion scale, we use as central value
μ0 = a
⎛
⎝
∑
jets
pT,i eb|yi −y12| + pT,γ + ET,W
⎞
⎠ , (5)
where ET,W = (p2T,W + m2W )1/2, with mW being the recon-
structed mass, denotes the transverse energy of the W boson
and y12 = (y1 + y2)/2 the average rapidity of the two hard-
est jets. The parameters a and b are arbitrary and we choose
a = 1/2 and b = 1 such that the first term in the right hand
side of Eq. (5) is equal to the invariant mass, m j j , of the two
0
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Fig. 3 Scale dependence of the LO and NLO cross sections at the
LHC. The curves with and without stars are for W−γ j j and W+γ j j
productions, respectively. The reference scale μ0 is defined in Eq. (5)
and the text
hardest jets in the large |y1 − y2| limit and for pT, j1 ≈ pT, j2.
If pT, j1  pT, j2, then it is much larger than m j j . For small

ytags this contribution approaches
∑
jets pT,i/2. It was sug-
gested first in Ref. [52] in the framework of di-jet production
and was proved to be appropriate for W+W+ j j production
in Ref. [22].
With this setup we obtain σLO = 622.7(1)+156−117 fb and
σNLO = 605.0(3)+0−24 fb for W+γ j j production with the W+
decaying into the first-generation leptons. For W−γ j j we
obtain σLO = 457.6(1)+116−87 fb and σNLO = 460(1)+4−20 fb.
The numbers in the parentheses are the statistical errors of
the numerical integrations and the other uncertainties are due
to μ0/2 ≤ μF = μR ≤ 2μ0 variations corresponding to
Fig. 3. The K -factor defined as K ≡ σNLO/σLO is about 1
for both cases.
The result depends on the factorization and renormaliza-
tion scales since we only calculate at fixed order in pertur-
bative QCD. Figure 3 shows, both for W+γ j j and W−γ j j
production, that the dependence of the cross section on the
factorization and renormalization scale, which are set equal
for simplicity, is significantly reduced when calculating the
NLO QCD corrections. If we vary the two scales separately,
a small dependence on μF is observed, while the μR depen-
dence is similar to the behavior shown in Fig. 3.
In the following, distributions for the W+γ j j production
channel will be presented. The results for W−γ j j production
are similar. Figure 4 shows in the top row the differential LO
and NLO cross sections of the transverse momentum of the
hardest jet (left) and the photon (right), and in the lower
row, the invariant mass (left) and rapidity separation (right)
of the two tagging jets ordered by pT . To give a measure
123
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Fig. 4 Differential cross sections, for QCD-induced Wγ j j produc-
tion at LO and NLO, with inclusive cuts are shown for the transverse
momenta of the hardest jet (top left) and the photon (top right), the
invariant mass (bottom left) of the two tagging jets ordered by pT . The
distributions of the rapidity separation between the two jets are in the
bottom right panel. The bands describe μ0/2 ≤ μF = μR ≤ 2μ0 vari-
ations. The K -factor bands are due to the scale variations of the NLO
results, with respect to σLO(μ0). The dots in the small panels are for the
central scale, while the two solid lines correspond to μF = μR = 2μ0
and μ0/2
of scale uncertainty, we also include with bands the results
for μF = μR = μ = 2±1μ0. The small panels show the
differential K -factors, defined as the ratio of the NLO to the
LO results.
The differential distributions are less sensitive at NLO to
the scale variation than at LO and the relative scale uncer-
tainty is equally distributed in the entire pT, j1 and pT,γ spec-
trum. The phase space shows a non-trivial dependence with
K -factors varying, for μ = μ0, from 1.2 to 0.8 for the pT
distribution of the hardest jet and from 0.95 to 0.8 for the
transverse momenta of the photon in the ranges shown.
In the bottom panels, we observe a similar significant
reduction of the scale uncertainties for the m j j (left) and
the 
ytags (right) differential distributions, with the K -factor
of the invariant mass distributions varying from about 0.9 to
1.2 at 2.4 TeV and with a fairly constant slope and the K -
factor for the rapidity difference of the two leading tagging
jets varying from 0.85 to 1.4 in the range showed.
Finally in Fig. 5, we plot in the left the differential distri-
bution of the separation in the rapidity azimuthal-angle plane
of the lepton and photon, Rlγ , and on the right the transverse
cluster mass of the Wγ system defined as (see e.g. Ref. [28])
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Fig. 5 Differential cross sections, for the QCD-induced channels at LO
and NLO, with inclusive cuts and for different values of the mT,(Wγ )
cut. In the upper row the distributions Rlγ (left) and the transverse
cluster energy of the Wγ system mT,(Wγ ) (right) are shown. The
lower row shows the rapidity (left) and azimuthal angle (right) separa-
tion of the photon and lepton. The bands on the distributions describe
μ0/2 ≤ μF = μR ≤ 2μ0 variations for mT,(Wγ ) > 0. The correspond-
ing K -factor bands are due to the scale variations of the NLO results,
with respect to σLO(μ0). The curves with stars in the narrow panels
below the distributions are for the central scale for mT,(Wγ ) > 0. The
K -factors at μ0 for the other cuts are also shown
mT,Wγ =
([
(m2lγ + p2Tlγ )
1
2 + 
pT
]2 − (pT lγ + 
pT )2
) 1
2
.
(6)
In those plots, one can observe how the photon radiated off
the lepton can be effectively removed by imposing a cut on
the transverse cluster mass. This radiative W decay repre-
sents a simple QED process (bottom left diagram of Fig. 1),
which diminishes the sensitivity to anomalous couplings,
which might enter in e.g. the top left diagram of Fig. 1. For
mT,Wγ > 90 GeV, the radiative decay peak at mT,Wγ = mW
is eliminated, affecting mainly the region of small Rlγ (left).
Furthermore, the NLO cross section is reduced by approxi-
mately 15 %, showing the efficiency of the cut.
The Rlγ distribution in Fig. 5 shows a sudden increase
of the K -factor starting at π , which correlates to the sudden
fall of the differential cross section. This discontinuity in the
slope can be explained as follows. The R separation is defined
as Rlγ = [(
ylγ )2 + (
φlγ )2]1/2 where 
φlγ ∈ [0, π ]. For
0 < Rlγ < π , the dominant contribution comes from the

ylγ ≈ 0 region (see the 
ylγ distribution in Fig. 5), and
the behavior of the K -factor is given by the one of the 
φlγ
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distribution also displayed in Fig. 5, which is rather flat. For
Rlγ > π , the rapidity separation must increase and the K -
factor is similar to the one of the 
ylγ distribution.
The above results for various differential distributions
show that our default scale choice defined in Eq. (5) and
the text can make the LO results quite similar to the NLO
ones, with the difference being smaller than 20 % in most
cases. The exceptional cases are the distributions of 
ytags
(see Fig. 4) and 
ylγ (see Fig. 5). Here we observe that the
K -factor increases with large rapidity separations. This indi-
cates that the default scale choice is too large at large rapidity
separations, making the LO results too small. We have tried a
different scale choice, using Eq. (5) with a = 1/2 and b = 0,
and found that the NLO results, for the distributions shown,
agree with the ones obtained with the default scale within
10 %, while the two scale choices at LO produce differences
as large as a factor of 2 for the m j j and 
ytags distributions.
We also found that the new scale choice makes the K -factors
decrease well below one with increasing invariant mass or
rapidity separation of the two hardest jets.
4 Conclusions
In this paper, we have reported first results for W±γ j j + X
production at order O(α3s α3
)
, including the leptonic decays,
full off-shell and finite width effects as well as all spin corre-
lations. The NLO QCD corrections to the total cross section
are small but they exhibit non-trivial phase space dependen-
cies, reaching up to 40 %, and lead to shape changes of the
distributions. Hence, they should be taken into account for
precise measurements at the LHC.
Our code will be publicly available as part of the VBFNLO
program [13,14], thereby further studies of the QCD correc-
tions with different kinematic cuts can easily be done.
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Appendix A: Results at one phase-space point
In this appendix, we provide results at a random phase-space
point to facilitate comparisons with our results. We focus on
the virtual amplitudes of the five benchmark subprocesses
Eq. (2). The amplitudes of all other subprocesses can be
obtained via crossing. The phase-space point for the process
j1 j2 → j3 j4e+νeγ is given in Table 1.
In the following we provide the squared amplitude aver-
aged over the initial-state helicities and colors. We also set
α = αs = 1 for simplicity. The top quark is decoupled
from the running of αs . However, its contribution is explic-
itly included in the one-loop amplitudes. At tree level, we
have
|A ud¯→u¯uLO |
2
= 245.933396692488,
|A ud¯→c¯cLO |
2
= 240.522826586251,
|A ud¯→d¯dLO |
2
= 248.620442839372,
|A ud¯→s¯sLO |
2
= 240.827353287120,
|A gg→u¯dLO |
2
= 9.739448965670859 × 10−2. (7)
The interference amplitudes 2Re(ANLOA ∗LO), for the one-
loop corrections (including counterterms) and the I-operator
contribution as defined in Ref. [32], are given in Tables 2,
3, 4, 5, and 6. Here we use the following convention for the
one-loop integrals, with D = 4 − 2,
T0 = μ
2
R (1 − )
iπ2−
∫
d Dq
1
(q2 − m21 + i0) · · ·
. (8)
This amounts to dropping a factor (4π)/(1 − )both in the
virtual corrections and the I-operator. Moreover, the conven-
tional dimensional-regularization method [30] with μR =
Table 1 Momenta (in GeV) at a
random phase-space point for
j1 j2 → j3 j4e+νeγ
subprocesses
E px py pz
j1 32.0772251055223 0.0 0.0 32.0772251055223
j2 2801.69305619768 0.0 0.0 −2801.69305619768
j3 226.525314156010 −10.2177083492279 −1.251308382450315×10−15 −226.294755550298
j4 327.281588297290 −6.48554750244653 −10.1061447270513 −327.061219882068
e+ 646.824307052136 36.0746355875450 −26.0379256562231 −645.292438579767
νe 1598.85193997112 −2.88431497177613 24.4490976584709 −1598.66239347157
γ 34.2871318266438 −16.4870647640944 11.6949727248035 27.6949763915464
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Table 2 QCD interference
amplitudes 2Re(ANLOA ∗LO) for
ud¯ → u¯ue+νeγ subprocess
1/2 1/ Finite
I operator 208.754750693775 346.823893959906 214.565536875302
Loop −208.754750694041 −346.823893964206 1309.48703231438
I+loop −2.661124653968727×10−10 −4.300034106563544×10−9 1524.05256918968
Table 3 QCD interference
amplitudes 2Re(ANLOA ∗LO) for
ud¯ → c¯ce+νeγ subprocess
1/2 1/ Finite
I operator 204.162116147897 338.462143954872 193.947096152034
loop −204.162116148143 −338.462143959044 1250.53101019255
I+loop −2.459898951201467×10−10 −4.172022727289004×10−9 1444.47810634458
Table 4 QCD interference
amplitudes 2Re(ANLOA ∗LO) for
ud¯ → d¯de+νeγ subprocess
1/2 1/ Finite
I operator 211.035586302262 351.015498463760 217.505955345503
Loop −211.035586301469 −351.015498460714 1288.70122715328
I+loop 7.927951628516894×10−10 3.046068286494119×10−9 1506.20718249878
Table 5 QCD interference
amplitudes 2Re(ANLOA ∗LO) for
ud¯ → s¯se+νeγ subprocess
1/2 1/ Finite
I operator 204.420606439876 338.890671930900 194.192653175338
loop −204.420606439076 −338.890671927825 1255.72258287559
I+loop 8.000995421753032×10−10 3.075001586694270×10−9 1449.91523605093
Table 6 QCD interference
amplitudes 2Re(ANLOA ∗LO) for
gg → u¯de+νeγ subprocess
1/2 1/ Finite
I operator 0.134340391976220 1.216201313632209×10−2 0.200038523086631
Loop −0.134340391970929 −1.216201313220419×10−2 0.164526176760187
I+loop 5.291489468817190×10−12 4.117898730338077×10−12 0.364564699846818
MZ is used. Changing from the conventional dimensional-
regularization method to the dimensional reduction scheme
induces a finite shift. This shift can easily be found by
observing that the sum |ALO|2 + 2Re(ANLOA ∗LO) must be
unchanged as explained in Ref. [53]. Thus, the shift on
2Re(ANLOA ∗LO) is opposite to the shift on the Born ampli-
tude squared, which in turn is given by the following change
in the strong coupling constant, see e.g. Ref. [54]:
αDRs = αM Ss
(
1 + αs
4π
)
. (9)
The shift on the I-operator contribution can easily be calcu-
lated using the rule given in Ref. [32].
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