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Abstract
Recently, several papers have been devoted to the analysis of lamplighter random
walks, in particular when the underlying graph is the infinite path Z. In the present
paper, we develop a spectral analysis for lamplighter random walks on finite graphs.
In the general case, we use the C2-symmetry to reduce the spectral computations
to a series of eigenvalue problems on the underlying graph. In the case the graph
has a transitive isometry group G, we also describe the spectral analysis in terms
of the representation theory of the wreath product C2 ≀ G. We apply our theory
to the lamplighter random walks on the complete graph and on the discrete circle.
These examples were already studied by Haggstrom and Jonasson by probabilistic
methods. 1
1 Introduction.
Let X be a simple, locally finite, connected graph. Put in each vertex a lamp, which may
be on or off. A lamplighter performs the simple random walk on X and when he moves
from a vertex x to a vertex y he changes randomly the state of the lamps in x and y,
that is both the lamps may be turned on or off with equal probability. In other words, we
may construct a new graph whose vertex set is L(X) = {(θ, x)|θ : X → {0, 1}, x ∈ X} ≡
CX2 ×X and two vertices (θ, x) and (σ, y) are connected if x and y are connected in X and
θ ≡ σ in X \ {x, y}. Then θ(x) is the state of the lamp in x, θ(x) = 0 if it is off, θ(x) = 1
if it is on, and the lamplighter random walk on X is just the simple random walk on L(X).
These kinds of processes (that have many variants) have been studied by many authors;
in particular, we mention [1, 8, 11] devoted to the spectral analysis of the lamplighter ran-
dom walk on the infinite path; actually, the paper of L. Bartholdi and W. Woess treats the
more general case of the Distel-Leader product of two infinite homogeneous trees (see also
[31]). We also refer to [30], that contains a more general construction where the lamps are
replaced by the vertices of another graph. On the other hands, the finite case has been
treated by O. Haggstrom and J. Jonasson [12], who analyzed by probabilistic techniques
1AMS 2002 Math. Subj. Class.: Primary: 43A85; secondary: 05C05, 20C15, 20E22, 60G50.
Keywords: Lamplighter random walks, Markov spectrum, wreath product, permutation representation.
1
the lamplighter processes on the complete graph and on the discrete circle, and by Y. Peres
and D. Revelle [19], who used analytic techniques for the lamplighter process on finite tori.
In the present paper, we develop a suitable spectral analysis for lamplighter random
walks on finite graphs. We start from the following simple observation: the lamplighter
random walk is CX2 -invariant. This group acts on the lamps coordinatewise: if θ ∈ CX2
and (ω, x) ∈ L(X) then (θ+ω)(x) = θ(x)+ω(x) mod 2, and the action on L(X) is simply
θ · (ω, x) = (θ + ω, x). (1)
Clearly, this is not a transitive action. In [23], starting from the results in [3], we de-
veloped a suitable harmonic analysis for a finite Markov chain with a nontransitive group
of symmetries. In the present setting, our methods simplify noticeably: when we restrict
the Markov operator to the isotypic components of the permutation representation of CX2
on the lamplighter graph L(X), we get a series of eigenvalue problems on the graph X ,
that lead to a complete spectral analysis of the lamplighter chain.
The plan of the paper is the following. In Section 2 we establish a series of notation
used in the paper. In Section 3 we analyze the lamplighter process described above. In
Section 4 we analyze the lamplighter process on the complete graph on n vertices. In
particular, using the standard techniques developed by P. Diaconis [7], we show that the
chain has a cut-off after k = 1
2
n logn steps. This result has already been obtained in [12]
by means of purely probabilistic techniques. In Section 5 we analyze one of the possible
variations of the lamplighter construction: we put the lamps on the edges of the graph.
When we move form x to y, the lamp in the edge {x, y} is randomized. In Section 6 we
compute the spectrum of the lamplighter random walk on the discrete circle, with the
lamps on the edges. The result in this section may be considered as a finite analogous
of the computations on the infinite path; moreover, both the finite and infinite cases are
random walks on groups, namely the wreath products C2 ≀ Cn and C2 ≀ Z. The spec-
tral computations in this section have a clear connection with the eigenvalue problems
on finite trees treated in [13, 22, 24]. We have written Sections 3-6 with a minimum
of group formalism, in order to make this part of the paper accessible with only a dis-
crete/probabilistic background. In the remaining part of the paper, we make a systematic
use of group representation theory. In Section 7, we prove a general decomposition theo-
rem for the permutation representation of a group G on a space of the form CZ2 ×X , where
both X and Z are G-homogeneous spaces. This is more than is needed for the lamplighter
random walks; in fact, in Section 9 we show that a decomposition derived by Schoolfield
(for the Bernoulli-Laplace diffusion model with sign) may be easily deduced from our gen-
eral result. In Section 8, we revisit the spectral decomposition of the lamplighter random
walk on the discrete circle, describing the spectral decomposition in terms of irreducible
representations of the group C2 ≀ Cn. In a similar way, the lamplighter on the complete
graph is revisited in Section 10, now using the action of the hyperoctahedral group C2 ≀Sn.
In our join paper with T. Ceccherini-Silberstein [4], we analyzed several constructions
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that lead to multiplicity free permutation representations of wreath products. On the
contrary, the harmonic analysis of the lamplighter random walk with a transitive group
action leads to an example of a space with multiplicities. Moreover, in our examples the
operators are not in the center of the commutant of the permutation representation, and
therefore their diagonalization with irreducible eigenspaces requires a suitable explicit
orthogonal decomposition of each isotypic component (see Proposition 7.10). An example
that leads to an operator in the center is in [25]; see also Remark 10.1.
2 Preliminaries and notation.
If X is a finite set, L(X) will denote the space of all complex functions defined on X .
The space L(X) will be endowed with the scalar product 〈f1, f2〉L(X) =
∑
x∈X f1(x)f2(x),
f1, f2 ∈ L(X). The symbol δx will denote the Dirac function centered at x ∈ X and if
A ⊆ X then 1A is the characteristic function of A. Let Y be another set. We will use
the isomorphism L(X × Y ) ∼= L(X)⊗ L(Y ), where for f1 ∈ L(X),f2 ∈ L(Y ), x ∈ X and
y ∈ Y , we have (f1 ⊗ f2)(x, y) = f1(x)f2(y). Let C2 = {0, 1} be the two elements cyclic
group written additively. Then the set {0, 1}X will denote the finite abelian group of all
functions θ : X → {0, 1}, with addition (θ + ω)(x) = θ(x) + ω(x) mod 2. The identity of
this group will be denoted by 0X (that is 0X ≡ 0 on all X).
For θ, ω ∈ {0, 1}X, define the scalar product θ · ω =∑x∈X θ(x)ω(x) and set χθ(ω) =
(−1)θ·ω. Then χθ is a character of C2 and the dual group is ĈX2 = {χθ : θ ∈ CX2 }. We
also recall the orthogonality relations 〈χθ, χω〉L({0,1}X) = 12|X| δθ,ω.
Let (X,E) be a graph simple, unoriented and without loops. We will think of the edge
set E as a subset of {{x, y} : x, y ∈ X, x 6= y} and we will write x ∼ y to denote that
{x, y} is an edge. By deg(x) = |{y ∈ X : x ∼ y}| we will denote the degree of x ∈ X .
The Markov operator of the graph is the linear selfadjoint operator M : L(X) → L(X)
defined by setting
(Mf)(x) =
1
deg(x)
∑
y∼x
f(y),
while the adjacency operator is given by
(Af)(x) =
∑
y∼x
f(y),
for any f ∈ L(X). If X is regular of degree k, we have M = 1
k
A, but if X is not
regular, in general M and A have a different spectral theory. For instance, for the path
the adjacent spectrum requires a discrete sine transform [2, 22], while its Markov spectrum
requires a discrete cosine transform [3, 9].
If g1, g2, . . . , gm belong to a group G, then 〈g1, g2, . . . gm〉 will denote the subgroup
generated by g1, g2, . . . , gm; if v1, v2, . . . vm belong to a vector space V , then 〈v1, v2 . . . vm〉
will denote the subspace spanned by v1, v2 . . . vm. If G is a finite group, (ρ, V ) a unitary
representation of G and
3
V = ⊕j∈JmjWj (2)
is the decomposition of V into irreducible representationsWj where mjWj =Wj⊕. . .⊕Wj
mj-times and Wi,Wj are inequivalent for i 6= j, then we say that the {mjWj : j ∈ J} are
the isotypic components of V .
3 Vertex lamplighter random walks.
Let (X,E) be a finite graph. Set
L(X) = {(ω, x) : ω ∈ {0, 1}X , x ∈ X} ≡ {0, 1}X ×X.
Following [19], we define a graph structure on L(X) by declaring two vertices (ω, x),
(θ, y) ∈ L(X) adjacent if x ∼ y (in X) and ω(z) = θ(z) for all z 6= x, y. In other
words, x must be connected to y and ω must take the same values of θ on X \ {x, y}.
The vertex lamplighter process on X is the simple random walk on L(X). Note that
L(L(X)) ≡ L({0, 1}X)⊗ L(X) and that the Markov operator on L(X) is:
[MX(F ⊗ f)](ω, x) = 1
4 deg(x)
∑
y∼x
[F (ω) + F (ω + δx) + F (ω + δy) + F (ω + δx + δy)]f(y),
where F ∈ L({0, 1}X), f ∈ L(X) and (ω, x) ∈ L(X).
If we define Vθ = {χθ ⊗ f : f ∈ L(X)}, then we have the orthogonal decomposition
L (L(X)) =
⊕
θ∈{0,1}X
Vθ. (3)
Now we show how to reduce the spectral analysis of M to a series of eigenvalues
problem on X . For θ ∈ {0, 1}X, we set Xθ = {x ∈ X : θ(x) = 0}. We define a linear
operator Mθ : L(X)→ L(X) by setting, for f ∈ L(X) and x ∈ X ,
(Mθf)(x) =
{
1
deg(x)
∑
y∈Xθ :
y∼x
f(y) if θ(x) = 0
0 if θ(x) = 1.
Lemma 3.1. If f ∈ L(X) then
MX(χθ ⊗ f) = χθ ⊗Mθf.
Proof.
[MX(χθ ⊗ f)] (x, ω) = 1
4 deg(x)
∑
y∼x
[χθ(ω) + χθ(ω + δx) + χθ(ω + δy) + χθ(ω + δx + δy)]f(y).
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As the term in squared brackets equals
χθ(ω)[1 + χθ(δx) + χθ(δy) + χθ(δx + δy)] = χθ(ω)[1 + (−1)θ(x) + (−1)θ(y) + (−1)θ(x)+θ(y)] =
=
{
4χθ(ω) if θ(x) = θ(y) = 0
0 otherwise,
if θ(x) = 0 we have that
[MX(χθ ⊗ f)] (x, ω) = χθ(ω) 1
deg(x)
∑
y∈Xθ:
y∼x
f(y),
while if θ(x) = 1 then [MX(χθ ⊗ f)](x, ω) = 0. Therefore, MX(χθ ⊗ f) = χθ ⊗Mθf .
Remark 3.2. In other words, the lamplighter random walk is CX2 -invariant (cf.(1)).
Moreover, (3) is the decomposition of L(L(X)) into irreducible CX2 representations, that
is Vθ is the isotypic component corresponding to the character χθ. Then each Vθ is C
X
2 -
invariant and Lemma 3.1 is just the expression of the restriction of M to Vθ. Lemma 3.1
may be also seen as a finite generalization of Lemma 3.7 in [1].
We now give a closer look at the operator Mθ. Let Xθ be as before and set Eθ =
{{x, y} ∈ E : x, y ∈ Xθ}. Clearly Xθ, with edge set Eθ, is a subgraph of X . If we denote
by Aθ the adjacency operator of Xθ, then we have
(Mθf)(x) =
1
deg(x)
(Aθf)(x).
In particular, if deg(x) = k (i.e it is constant on X), then (Mθf)(x) =
1
k
(Aθf)(x) and
therefore one can recover the spectrum of L(X) by analyzing the adjacency spectra of all
the subgraphs of X that may be obtained erasing some vertices of X .
Let
Mθ = λθ,1Pθ,1 + λθ,2Pθ,2 + · · ·+ λθ,h(θ)Pθ,h(θ) (4)
be the spectral decomposition of Mθ. That is, λθ,1, λθ,2, . . . , λθ,h(θ) are the distinct
nonzero eigenvalues and Pθ,j is the orthogonal projection of L(X) onto the eigenspace of
λθ,j. Clearly, if Xθ ( X , Mθ has also the eigenspace L(X \Xθ), with eigenvalue equal to
zero; this is omitted in (4).
Let Qθ : L(L(X))→ Vθ be the orthogonal projection onto Vθ. Then, for F = F (ω, x) ∈
L(L(X)), we have
QθF = χθ ⊗ Q˜θF,
where (Q˜θF )(x) =
1
2|X|
∑
ω∈{0,1}X F (ω, x)χθ(ω).
Lemma 3.3. The spectral decomposition of the operator MX is given by:
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MX =
∑
θ∈{0,1}X
h(θ)∑
j=1
λθ,j
(
χθ ⊗ Pθ,jQ˜θ
)
,
where (χθ⊗Pθ,jQ˜θ)F = χθ⊗Pθ,jQ˜θF for any F ∈ L(L(X)). The zero eigenvalues (in
particular those corresponding to the space L(X \ Xθ)) are omitted and the eigenvalues
{λθ,j : θ ∈ {0, 1}X, j = 1, 2, . . . , h(θ)} are not necessarily distinct.
Proof. It is obvious: if F ∈ L(L(X)) then
MXF =MX
 ∑
θ∈{0,1}X
χθ ⊗ Q˜θF
 =
=
∑
θ∈{0,1}X
χθ ⊗MθQ˜θF =
=
∑
θ∈{0,1}X
h(θ)∑
j=1
λθ,j
(
χθ ⊗ Pθ,jQ˜θF
)
.
Remark 3.4. In other words, if Vθ,j is the eigenspace of Mθ corresponding to λθ,j, j =
0, 1, . . . , h(θ) (with Vθ,0 the eigenspace of λθ,0 = 0) then Wθ,j = {χθ ⊗ f : f ∈ Vθ,j} is the
eigenspace of Mθ corresponding to λθ,j.
Corollary 3.5 (k−step iterate). The probability of going from (ω, x) to (η, y) in k steps
is equal to ∑
θ∈{0,1}X
h(θ)∑
j=1
(λθ,j)
k · χθ(ω) · χθ(η)
2|X|
(Pθ,jδx)(y). (5)
Proof. We have
Q˜θ(δω ⊗ δx) = 1
2|X|
χθ(ω)δx
and therefore
MkX(δω ⊗ δx) =
∑
θ∈{0,1}X
h(θ)∑
j=1
(λθ,j)
k · χθ(ω)
2|X|
χθ ⊗ Pθ,jδx (6)
from which (5) follows immediately, since it is equal to [MkX(δω ⊗ δx)](η, y).
Now we give the lamplighter version of the celebrated upper bound lemma of Diaconis
and Shahshahani [7].
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Corollary 3.6 (Upper bound lemma). Suppose that X is connected. Assuming that P0X ,1
is the orthogonal projector on the space of constant value functions, we have
∥∥∥∥[MkX(δω ⊗ δx)− 12|X||X|1L(X)
∥∥∥∥2
TV
≤ |X|

∑
θ∈{0,1}X :
θ 6=0X
h(θ)∑
j=1
|λθ,j|2k‖Pθ,jδx‖2L(X)+
+
h(0X)∑
j=2
|λ0X ,j|2k‖P0X ,jδx‖2L(X)
 .
Proof. From (6) and the orthogonality relations for the characters χθ’s we get:
∥∥∥∥[MkX(δω ⊗ δx)− 12|X||X|1L(X)
∥∥∥∥2
L(L(X))
=
∑
θ∈{0,1}X :
θ 6=0X
h(θ)∑
j=1
|λθ,j|2k
22|X|
‖χθ ⊗ Pθ,jδx‖2L(L(X))
+
h(0X)∑
j=2
|λ0X ,j|2k
22|X|
‖χ0X ⊗ P0X ,jδx‖2L(L(X)) =
=
∑
θ∈{0,1}X :
θ 6=0X
h(θ)∑
j=1
|λθ,j|2k
2|X|
‖Pθ,jδx‖2L(X)+
+
h(0X)∑
j=2
|λ0X ,j|2k
2|X|
‖P0X ,jδx‖2L(X).
Then the upper bound lemma follows immediately from the Cauchy-Schwarz inequal-
ity.
Remark 3.7. The hypothesis that X is connected guarantees that the multiplicity of the
eigenvalue 1 is equal to 1.
4 The vertex lamplighter random walk on the com-
plete graph.
Suppose that (X,E) is the complete graph on n vertices. We identify X with {1, 2, . . . , n}.
Now for any θ ∈ {0, 1}X, the graph (Xθ, Eθ) is the complete graph on |Xθ| vertices. We
recall that the eigenspaces of the adjacency operator on the complete graph on m vertices
are the space of constant functions and its orthogonal complement, with corresponding
eigenvalues m− 1 and −1.
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For any θ ∈ {0, 1}X , define the projector Pθ : L(X)→ L(X) by setting
Pθf(x) =
{ 1
|Xθ|
∑
y∈Xθ f(y) if x ∈ Xθ
0 if x 6∈ Xθ, for any f ∈ L(X).
For |Xθ| > 1, the spectral decomposition of the operator Mθ is given by
Mθ =
|Xθ| − 1
n− 1 Pθ −
1
n− 1(Rθ − Pθ)
where Rθ : L(X) → L(Xθ) is the orthogonal projection from L(X) onto L(Xθ). In
the notation introduced above, we have: h(θ) = 2, λθ,1 =
|Xθ|−1
n−1 , λθ,2 = − 1n−1 , Pθ,1 = Pθ
and Pθ,2 = Rθ − Pθ.
Clearly, if |Xθ| = 1, then Xθ = {x} for some x ∈ X and Mθ ≡ 0.
If x ∈ Xθ we have
(Pθδx)(y) =
{ 1
|Xθ| if y ∈ Xθ
0 if y /∈ Xθ
and therefore, ‖Pθδx‖2L(X) = 1|Xθ| and ‖(Rθ − Pθ)δx‖2L(X) =
|Xθ|−1
|Xθ| .
If x /∈ Xθ then MX(δω ⊗ δx) ≡ 0.
Denote by
Ai = {θ ∈ {0, 1}X : |Xθ| = i+ 1}
and observe that |Ai| =
(
n
i+1
)
. Now we are in position to estimate the rate of convergence
to the stationary distribution.
Proposition 4.1. There exists C > 0 such that if k ≥ n
2
(log n+ c) with c ≥ 0, we have∥∥∥∥MkX(δω0 ⊗ δy)− 12nn1L(X)
∥∥∥∥2
TV
≤ C exp(−c).
Proof. By the upper bound lemma, we have
∥∥∥∥MkX(δω0 ⊗ δx0)− 12nn1L(X)
∥∥∥∥2
TV
≤
≤ |X|
{
n−2∑
i=1
∑
θ∈Ai
2∑
j=1
|λθ,j|2k‖Pθ,jδx0‖2L(X) + |λ0X ,2|2k‖P0X ,2δx0‖2L(X)
}
≤
≤ n
{
n−2∑
i=1
[(
n
i+ 1
)(
i
n− 1
)2k
1
i+ 1
]
+
n−2∑
i=1
[(
n
i+ 1
)(
1
n− 1
)2k
i
i+ 1
]
+
(
1
n− 1
)2k
n− 1
n
}
. (7)
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Note that in the third step we have an inequality as we have to take into account the
cases when x0 /∈ Xθ.
The largest nontrivial eigenvalue is n−2
n−1 and the corresponding term in (7) is
n2
n−1
(
1− 1
n−1
)2k
<
n2
n−1 exp
(− 2k
n−1
)
, which becomes < 1 when k > n−1
2
log n
2
n−1 ∼ n2 log n. It remains to show
that the other part of (7) goes to zero faster.
Suppose that k = 1
2
n(logn+ c) with c > 0. The last term in (7) is clearly smaller than
e−c if n is sufficiently large. Moreover, it is obvious that the second sum is dominated
by the first sum, and therefore we are left to estimate the first sum. With the change of
variable i→ n− i− 1, we have:
n−2∑
i=1
(
n
n− 1− i
)(
i
n− 1
)2k
n
i+ 1
=
n−2∑
i=1
(
n
i
)(
1− i
n− 1
)2k
n
n− i ≤
≤
n−2∑
i=1
ni
i!
exp
(
− 2ki
n− 1
)
n
n− i ≤
setting k =
n
2
(logn + c) ≤
n−2∑
i=1
exp
(
− log(i!)− ic+ log n
n− i
)
≤
≤ exp(−c)
n−2∑
i=1
exp [−i log(i) + i− 1 + log n− log(n− i)] ,
since log(i!) ≥ i log i − i + 1 and −ic ≤ −c. In order to complete the proof, we just
need to bound the last sum by a constant independent of n. Observe that i 7→ h(i) =
[−i log(i) + i− 1+ logn− log(n− i)] + i has derivative equal to − log(i) + 1+ 1
n−i , which
is negative if i ≥ 10. Moreover, if n ≥ 20 then h(10) ≤ 0 and therefore we can conclude
that
n−2∑
i=1
exp (−i log(i) + i− 1 + log n− log(n− i))
≤
10∑
i=1
exp (−i log(i) + i− 1 + logn− log(n− i)) +
+∞∑
i=11
exp(−i) ≤ C. (8)
Now we give the corresponding lower bound, showing that the random walk has a
cut-off at k = n
2
log n.
Proposition 4.2. Let p(k) =MkX(δω0 ⊗ δx0) be the probability after k steps starting from
the point (ω0, x0) and let π be the uniform distribution. Then for k =
1
2
n(log n − c),
0 < c < log n and n large we have
‖p(k) − π‖TV ≥ 1− 20e−c.
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Proof. For x = 1, 2, . . . , n let fx : X → C be the characteristic function of Xδx . Moreover,
for x 6= y set θx,y = δx + δy and let fx,y be the characteristic function of Xθx,y . We have
the following equality:
(χδx ⊗ fx)
(
χδy ⊗ fy
)
=
{
χ0X ⊗ fx if x = y
χθx,y ⊗ fx,y if x 6= y. (9)
Given a probability distribution p on L(X) and a function f : L(X)→ C, the expected
value of f with respect to p is Ep(f) =
∑
(ω,x)∈L(X) p(ω, x)f(ω, x), while the variance of f
is V arp(f) = Ep(f
2)− Ep(f)2.
Consider the function
F = χδ1 ⊗ f1 + χδ2 ⊗ f2 + · · ·+ χδn ⊗ fn
which is an eigenvector of the operator MX , with eigenvalues n−2n−1 . In what follows,
we suppose that ω0 = 0X ; this implies F (ω0, x0) = n− 1. In virtue of (9), we have
F 2 = χ0X ⊗f1+ · · ·+χ0X ⊗fn+
∑
x 6=y
χθx,y⊗fx,y = (n−1)χ0X⊗1X+
∑
x 6=y
χθx,y⊗fx,y. (10)
But Ep(k)(f) = [MkX(f)](ω0, x0) and therefore
Ep(k)(F ) =
(
n− 2
n− 1
)k
(f1(x0) + f2(x0) + · · ·+ fn(x0)) = (n− 1)
(
n− 2
n− 1
)k
. (11)
Similarly, by (10) we have,
Ep(k)(F
2) = n− 1 +
(
n− 3
n− 1
)k∑
x 6=y
fx,y(x0) = n− 1 + (n− 1)(n− 2)
(
n− 3
n− 1
)k
.
and therefore
V arp(k)(F ) = n− 1 + (n− 1)(n− 2)
(
n− 3
n− 1
)k
− (n− 1)2
(
n− 2
n− 1
)2k
≤ n− 1. (12)
Since π = 1
2nn
1L(X) is the uniform distribution, we have Eπ(F ) = 0 and V arπ(F ) =
n− 1.
Now define Aβ = {(ω, x) ∈ L(X) : |F (ω, x)| < β
√
n− 1}, where β is a constant
0 < β < 1√
n−1Ep(k)(F ) that will be suitably chosen later. From Markov’s inequality it
follows that
π(Aβ) = 1− π{(ω, x) : |F (ω, x)| ≥ β
√
n− 1} ≥
≥ 1− 1
β2(n− 1)Eπ(F
2) = 1− 1
β2
.
(13)
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In the same way, from Chebyshev’s inequality and the fact thatAβ ⊆ {(ω, x) ∈ L(X) :
|F (ω, x)−Ep(k)(F )| ≥ Ep(k)(F )− β
√
n− 1}, we have
p(k)(Aβ) ≤
V arp(k)(F )
(Ep(k)(F )− β
√
n− 1)2 . (14)
Set k = n
2
(logn − c), 0 < c < log n. From the Taylor expansion of the logarithm, it
follows that log(1 − t) = −t − t2
2
η(t), with η(t) ≥ 0 and limt→0 η(t) = 1. Applying this
asymptotic expansion to the right hand side of (11), we get
Ep(k)(F ) =(n− 1) exp
{[
− 1
n− 1 −
1
2(n− 1)2 · η
(
1
n− 1
)]
· n
2
(log n− c)
}
=
=
n− 1√
n
ec/2 exp
{
c− logn
2(n− 1)
[
1 +
n
2(n− 1) · η
(
1
n− 1
)]}
and therefore for n large we have
Ep(k)(F ) ≥
3
4
√
n− 1ec/2 (15)
Choosing β = e
c/2
2
and taking in account (12) and (15), we have that (14) becomes
p(k)(Aβ) ≤ n− 1
(3
2
β
√
n− 1− β√n− 1)2 =
4
β2
. (16)
and therefore
‖p(k) − π‖TV ≥ π(Aβ)− p(k)(Aβ) ≥ 1− 5
β2
= 1− 20e−c.
5 Edge lamplighter random walks.
Let (X,E) be again a finite graph. Set L(E) = {(ω, x) : ω ∈ {0, 1}E, x ∈ X} and define
a graph structure on L(E) by declaring two vertices (ω, x), (θ, y) ∈ L(E) adjacent when
x ∼ y and ω(e) = θ(e), for all e ∈ E \{{x, y}}. Therefore x must be connected to y and ω
must take the same values of θ on any edge different from {x, y}. The simple random walk
on L(E) is the following: the lamplighter moves from a vertex x to an adjacent vertex
y with equal probability; when he moves from the vertex x to the vertex y he changes
randomly the state of the lamp on the edge {x, y}.
The Markov operator on L(E) is
[ME(F ⊗ f)](ω, x) = 1
2 deg(x)
∑
y∈X:
y∼x
[
F (ω) + F (ω + δ{x,y})
]
f(y)
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for F ∈ L({0, 1}E), f ∈ L(X), x ∈ X and ω ∈ {0, 1}E. Clearly L(L(E)) =
L({0, 1}E)⊗ L(X).
For θ, ω ∈ {0, 1}E, we define Vθ = {χθ⊗f : f ∈ L(X)}, where χθ is again the character
associated to θ; we have the orthogonal decomposition
L (L(E)) =
⊕
θ∈{0,1}E
Vθ.
For θ ∈ {0, 1}E, define the linear operator Mθ : L(X)→ L(X) by setting
(Mθf)(x) =
1
deg(x)
∑
y∈X:
y∼x
θ({x,y})=0
f(y).
Lemma 5.1. If f ∈ L(X) then
ME(χθ ⊗ f) = χθ ⊗Mθf.
Proof. For x ∈ X and ω ∈ {0, 1}E, we have
[ME(χθ ⊗ f)](x, ω) = 1
2 deg(x)
∑
y∈X:
y∼x
[
χθ(ω) + χθ(ω)(−1)θ({x,y})
]
f(y) =
= χθ(ω)
1
2 deg(x)
∑
y∈X:
y∼x
2(1− θ({x, y})f(y) =
= χθ(ω)(Mθf)(x).
The second step follows from the observation that 1 + (−1)ǫ = 2(1− ǫ) if ǫ ∈ {0, 1}.
We now analyze the operator Mθ more closely. Set Eθ = {e ∈ E : θ(e) = 0}. Then
(Mθf)(x) =
1
deg(x)
(Aθf)(x),
where Aθ is the adjacency operator of the graph (X,Eθ). Note that (X,Eθ) is obtained
from (X,E) by deleting the edges {x, y} such that θ({x, y}) = 1. In particular, if X is
regular, deg(x) = k and Mθ =
1
k
Aθ. As in Section 3, let Mθ = λθ,1Pθ,1 + λθ,2Pθ,2 + · · ·+
λθ,h(θ)Pθ,h(θ) be the spectral decomposition of the operator Mθ. Arguing as in Section 3,
one can get the spectral decomposition of MX in the form
MX =
∑
θ∈{0,1}E
h(θ)∑
j=1
λθ,j(χθ ⊗ Pθ,jQ˜θ),
with Wθ,j = {χθ ⊗ f : f ∈ Vθ,j} the eigenspace corresponding to λθ,j. In particular,
now we have:
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Proposition 5.2 (Upper bound lemma II). Suppose that X is connected. Assuming that
P0X ,1 is the orthogonal projector on the space of constant value functions, we have
∥∥∥∥[MkX(δω ⊗ δx)− 12|E||X|1L(E)
∥∥∥∥2
TV
≤ |X|

∑
θ∈{0,1}E :
θ 6=0X
h(θ)∑
j=1
|λθ,j|2k‖Pθ,jδx‖2L(X) +
+
h(0X)∑
j=2
|λ0,j|2k‖P0X ,jδx‖2L(X)
 .
Remark 5.3. In general, the explicit diagonalization of all the operators Mθ is quite
a difficult (or impossible) task. For instance, if X is the complete graph on n vertices,
it requires the knowledge of the adjacency spectrum of all graphs on k ≤ n vertices.
Examples of graphs for which this is feasible are: the path, the star and the discrete
circle. In the following section, we analyzed the edge lamplighter random walk on the
discrete circle. The path is analyzed in [24], also using Radon transforms on a finite trees
and a finite analogous of the construction of Bartholdi and Woess [1].
6 The edge lamplighter random walk on the discrete
circle.
Let Cn be the discrete circle on n points, that is the graph with vertex set Cn =
{0, 1, 2, · · · , n−1} and edge set En = {{0, 1}, {1, 2}, . . . , {n−2, n−1}, {n−1, 1}}. Let Pn
be the path of length n−1, that is the graph with vertex set Pn = {0, 1, 2, · · · , n−1} and
edge set {{0, 1}, {1, 2}, . . . , {n−2, n−1}}. Consider the lamplighter random walk on Cn,
with the lamps on the edges. Clearly, if we delete some edges of Cn, the resulting graph
consists of a series of disjoint paths; if we do not delete any edge, then we are considering
Cn itself. We need two elementary facts of discrete Fourier analysis; see [20, 29] for more
details.
Let An be the n× n circulant matrix
An =
1
2

0 1 0 . . . 0 1
1 0 1 0
...
. . .
. . .
. . .
...
0 1 0 1
1 0 . . . 0 1 0
 .
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Set w = exp
(
2πi
n
)
. Then the n× n symmetric matrix
Fn =
1√
n

1 1 1 . . . 1
1 w−1 w−2 . . . w−(n−1)
1 w−2 w−4 . . . w−2(n−1)
...
...
... . . .
...
1 w−(n−1) w−2(n−1) . . . w−(n−1)(n−1)

is unitary and diagonalizes An:
FnAnF n =

cos 2π
n
cos 4π
n
. . .
cos 2(n−1)π
n
 . (17)
Analogously, let Bn be the n× n tridiagonal matrix
Bn =
1
2

0 1
1 0 1
. . .
. . .
. . .
1 0 1
1 0
 .
Then the n× n symmetric matrix
Sn =
√
2
n+ 1

sin π
n+1
sin 2π
n+1
. . . sin nπ
n+1
sin 2π
n+1
sin 4π
n+1
. . . sin 2nπ
n+1
...
...
...
sin nπ
n+1
sin 2nπ
n+1
. . . sin n
2π
n+1

is orthogonal and diagonalizes Bn:
SnBnSn =

cos π
n+1
cos 2π
n+1
. . .
cos nπ
n+1
 . (18)
Clearly, (17) is just the computation of the Markov spectrum of the circle, while (18)
is just the computation of the 1
2
adjacency spectrum of the path Pn. In what follows, to
simplify terminology, we will refer to (17) and to (18) respectively as the spectrum of the
circle and the spectrum of the path (note that, with this terminology, the spectrum of P2
is {±1
2
}). The following theorem must be compared with the results of spectral analysis
on finite trees in [13, 22, 23].
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Theorem 6.1. The spectrum of the edge lamplighter random walk on Cn is given by:
{1} ∪ {0} ∪
{
cos
hπ
k
: 3 ≤ k ≤ n + 1, 1 ≤ h ≤ k − 1 and (h, k) = 1
}
.
when n is odd, and
{1} ∪ {0} ∪ {−1} ∪
{
cos
hπ
k
: 3 ≤ k ≤ n+ 1, 1 ≤ h ≤ k − 1 and (h, k) = 1
}
.
when n is even.
Moreover the multiplicities of the eigenvalues are the following.
1. Suppose that 3 ≤ k ≤ n + 1, 1 ≤ h ≤ k − 1, (h, k) = 1 and n + 1 = kq + r with
0 ≤ r ≤ k − 1. Then the multiplicity of the eigenvalue cos hπ
k
is equal to
• n2n−2r−1
2k−1 when r 6= 0, 1;
• n2n−1
2k−1 when r = 1 and hq is odd;
• n2n−1
2k−1 + 2 when r = 1 and hq is even;
• n2n+2k−1−1
2k−1 when r = 0
2. The multiplicity of 1 is always equal to 1; the multiplicity of −1 is equal to 1 when
n is even, and is equal to 0 when n is odd.
3. The multiplicity of 0 is equal to
• n
3
2n + n
3
if n is odd;
• n
3
2n − n
3
if n ≡ 2 mod 4;
• n
3
2n − n
3
+ 2 if n ≡ 0 mod 4;
Proof. We will say that θ ∈ {0, 1}En has a segment of length 1 ≤ l ≤ n− 1 if there exists
t ∈ Cn such that θ({t−1, t}) = 1, θ({t, t+1}) = θ({t+1, t+2}) = . . . = θ({t+l−1, t+l}) =
0, θ({t+ l, t+ l+ 1}) = 1, where the numbers t, t+ 1, . . . , t+ l are considered mod n; we
will also say that the segment is in position t. Clearly, there exist exactly 2n−l−2 distinct
θ’s with a segment of length l in position t (if l = n − 1 there exists only one θ), and
therefore any eigenvalue of Pl+1 appears n2
n−l−2 times as an eigenvalue of the lamplighter
random walk (n times for l = n − 1). The problem is that the same number may be an
eigenvalue of Pl+1 for different values of l and that it may be also an eigenvalue of Cn
(that corresponds to the case l = n.)
Consider the eigenvalue cos hπ
k
, with 3 ≤ k ≤ n + 1, 1 ≤ h ≤ k − 1, (h, k) = 1.
Suppose that n+ 1 = kq + r with 2 ≤ r ≤ k − 1. From (18) we deduce that cos hπ
k
is an
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eigenvalue of any segment of length sk − 2, for s = 1, 2, . . . , q. Moreover, we cannot have
sk − 2 = n− 1 (because r 6= 0) and the eigenvalue cannot appear in the spectrum of Cn
(because r 6= 1). Then the multiplicity is equal to:
q∑
s=1
n2n−ks = n2n
q∑
s=1
(
1
2k
)s
= n
2n − 2r−1
2k − 1 . (19)
Now suppose that r = 1, that is n = qk. Then we must consider also the spectrum of
Cn. But we have cos
hπ
k
= cos 2πj
n
, with 0 < j < n
2
if and only if qh = 2j, that is cos hπ
k
appears as an eigenvalue of Cn if and only if qh is even. Moreover, cos
2πj
n
= cos 2π(n−j)
n
,
and therefore any eigenvalue of Cn different from ±1 has multiplicity two. Arguing as in
(19), we immediately get the formulas for r = 1 in the statement.
If r = 0, that is n+1 = kq, then we have just to correct (19) (to consider the eigenvalue
coming from the segments of length n−1): now it becomes∑q−1s=1 n2n−ks+n = n2n+2k−1−12k−1 .
Clearly, ±1 are not (1
2
adjacency) eigenvalues of any segment; 1 is always a multiplicity
one eigenvalue of Cn and −1 is a (multiplicity one) eigenvalue of Cn if and only if n is
even.
It remains to prove the formulas for the multiplicity of the null eigenvalue. First of
all, note that cos jπ
k
= 0 exactly when k = 2j. Then any segment of even length yields a
null eigenvalue; if n+ 1 = 2q + r, with 0 ≤ r ≤ 1, then from the segments we find
q∑
j=2
n2n−2j = n
2n − 4
12
if r = 1
q−1∑
j=2
n2n−2j + n = n
2n + 4
12
if r = 0
(20)
times the null eigenvalue. But the null eigenvalue arises also from the complements of
the segments; that is, if θ(t) = 0, θ(t+ 1) = θ(t+ 2) = . . . = θ(t+ l) = 1, θ(t+ l+ 1) = 0
then this part of θ yields l− 1 times the null eigenvalue. Arguing as in (19), this way we
get a total amount of
n−2∑
l=2
n2n−l−2(l − 1) + n(n− 2)
l=n−1
+ n
l=n
=
n
4
2n
times the null eigenvalue. Finally, 0 is an eigenvalue of Cn (with multiplicity 2) if and
only if n ≡ 0 mod 4.
Remark 6.2. We recall that the L2 (or chi square) distance between the distribution
after k-steps and the stationary (in this case the uniform) distribution is just [3]
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2|E||X|
∥∥∥∥MkE(δω ⊗ δx)− 12|E||X|1L(E)
∥∥∥∥2 .
For the lamplighter random walk on the discrete circle, the L2 convergence to the
stationary distribution is slower than the total variation convergence. This is shown in
[19], p.828. The first convergence requires order n3 steps, while the second requires order
n2. A similar phenomenon is discussed in [3]. Using our spectral computations and the
techniques in [7], it is easy to prove that the L2 distance is bounded above by
2n
n−2∑
l=1
2n−l−2 exp
(
− π
2k
(l + 2)2
)
+ 2n exp
(
− π
2k
(n + 1)2
)
+ exp
(
−π
2k
n2
)
, (21)
which goes to zero exponentially after k = n
2
π2
(n + c), c > 0, steps. Note that in (21)
there is not a dominant term; the last term becoming < 1 is the term corresponding
to l + 2 = 2
3
n, and this happens when k = 4 log 2
27π2
n3, but it is smaller than the term for
l = n− 2 when k = log 2
2π2
n3.
7 A general decomposition for lamplighters on ho-
mogeneous spaces.
In this section, we give a decomposition theorem in the case the graph is a homogeneous
space. It is natural to prove this theorem in a more general form, that covers many other
cases, such as the signed Bernoulli-Laplace diffusion model [25]. Let G be a finite group
and Z a finite homogeneous G-space. The group G acts on CZ2 by setting, for ω ∈ CZ2 ,
g ∈ G and z ∈ Z, gω(z) = ω(g−1z). The wreath product of C2 by G (with respect to the
action of G on Z) is the set C2 ≀G = {(ω, g) : ω ∈ CZ2 , g ∈ G)} ≡ CZ2 ×G with the compo-
sition law: (θ, g) · (ω, h) = (θ+ gω, gh), for θ, ω ∈ CZ2 , g, h ∈ G. The identity is given by:
(0Z , 1G), where 1G is the identity of G; the inverse of an element is given by the formula:
(θ, g)−1 = (g−1θ, g−1). Then C2≀G is a group isomorphic to the semidirect product CZ2 ⋊G.
The representation theory of C2 ≀ G may be obtained by mean of the general repre-
sentation theory of wreath products [14, 15], or, equivalently, by mean of the Frobenius-
Mackey-Wigner theory of semidirect products with an abelian normal subgroup [26, 27].
We describe it briefly. The group G acts on the dual group ĈZ2 = {χθ : θ ∈ CZ2 } by
setting: gχθ(ω) = χθ(g
−1ω), that is gχθ = χgθ. The action of G on ĈZ2 is equivalent
to the action on CZ2 and both are the same thing as the action on the subsets of Z.
In particular, the stabilizer Gθ = {g ∈ G : gχθ = χθ} coincides with the stabilizer of
Zθ = {z ∈ Z : θ(z) = 0}. The character χθ has an extension to a character χ˜θ of C2 ≀Gθ,
defined by setting: χ˜θ(ω, g) = χθ(ω), for all ω ∈ CZ2 , g ∈ Gθ. Similarly, if η ∈ Ĝθ (that
is η is an irreducible representation of Gθ) then its inflation η
# to C2 ≀ Gθ is defined by
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setting: η#(ω, g) = η(g), for all ω ∈ CZ2 , g ∈ Gθ. Both χ˜θ and η# are irreducible C2 ≀Gθ-
representations, and so is their tensor product χ˜θ⊗η#; clearly χ˜θ⊗η#(ω, g) = χθ(ω)η(g).
Now we can enunciate the main theorem in the representation theory of C2 ≀G.
Theorem 7.1. Let Θ be a systems of representatives for the orbits of G on CZ2 (any orbit
has exactly one element in Θ). Then
Ĉ2 ≀G =
{
IndC2≀GC2≀Gθ χ˜θ ⊗ η# : θ ∈ Θ and η ∈ Ĝθ
}
,
that is the right hand side is a complete list of irreducible inequivalent representations
of C2 ≀G.
Now suppose that X is another homogeneous G-space. Fix x0 ∈ X and set H = {g ∈
G : gx0 = x0}, so that X = G/H . The group C2 ≀G acts on CZ2 ×X by setting
(ω, g)(θ, x) = ((ω, g)θ, gx), where (ω, g)θ = ω + gθ
for (ω, g) ∈ C2 ≀ G, θ ∈ CZ2 and x ∈ X . We want to decompose the permutation
representation of C2≀G on CZ2 ×X into irreducible representations. Note that L(CZ2 ×X) ≡
L(CZ2 ) ⊗ L(X). Moreover, the stabilizer of (0Z , x0) is just the subgroup H˜ = {(0Z , h) :
h ∈ H} ∼= H , that is CZ2 ×X ≡ (C2 ≀G)/H˜. We begin with a general lemma on the action
on a tensor product of the kind χθ ⊗ f .
Lemma 7.2. If (ω, g) ∈ C2 ≀G, θ ∈ CZ2 and f ∈ L(X) then
(ω, g)(χθ ⊗ f) = χgθ(ω) · [χgθ ⊗ gf ].
Proof. If (σ, x) ∈ CZ2 ×X then
[(ω, g)(χθ ⊗ f)](σ, x) =(χθ ⊗ f)[(ω, g)−1(σ, x)]
=(χθ ⊗ f)(g−1ω + g−1σ, g−1x)
=χθ(g
−1ω + g−1σ) · f(g−1x)
=χgθ(ω) · [χgθ ⊗ gf ](σ, x).
For any θ ∈ Θ, choose a system Sθ of representatives for the left cosets of Gθ in G, that
is G =
∐
s∈Sθ sGθ (disjoint union). We always suppose that 1G ∈ Sθ. For the moment,
fix θ ∈ Θ and suppose that V is a Gθ-invariant and irreducible subspace of L(X). We
denote by η the corresponding representation in Ĝθ; but if f ∈ V and g ∈ G then the g-
translate of f is denoted by gf . Then the following corollary is an immediate consequence
of Lemma 7.2
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Corollary 7.3. If (ω, g) ∈ C2 ≀ G, s ∈ Sθ, gs = th with h ∈ Gθ and t ∈ Sθ, and f ∈ sV
then
(ω, g)(χsθ ⊗ f) = χtθ ⊗ f ′.
where f ′ = χgsθ(ω)ths−1f ∈ tV .
Lemma 7.4. Suppose that θ′ ∈ Θ, s ∈ Sθ, s′ ∈ Sθ′ and that V ′ is another Gθ′-invariant
subspace in L(X). Then for f ∈ sV , f ′ ∈ s′V ′ we have
〈χsθ ⊗ sf, χs′θ′ ⊗ s′f ′〉L(CZ2 ×X) = δθ,θ′δs,s′2|Z|〈f, f ′〉L(X).
Proof. We have sθ = s′θ′ if and only if θ = θ′ and s = s′. Therefore
〈χsθ ⊗ sf, χs′θ′ ⊗ s′f ′〉L(CZ2 ×X) = 〈χsθ, χs′θ′〉L(CZ2 )〈sf, s′f ′〉L(X)
= δθ,θ′δs,s′2
|Z|〈f, f ′〉L(X).
Lemma 7.5. The space ⊕s∈Sθ{χsθ⊗ f : f ∈ sV } is C2 ≀G-invariant and it is isomorphic
to the irreducible representation IndC2≀GC2≀Gθ χ˜θ ⊗ η#.
Proof. From Corollary 7.3 it follows that the subspace {χθ ⊗ f : f ∈ V } is C2 ≀ Gθ-
invariant; moreover, the corresponding C2 ≀ G-representation is equivalent to χ˜θ ⊗ η#.
From the same corollary, it follows that the space ⊕s∈Sθ{χsθ⊗ f : f ∈ sV } coincides with
⊕s∈Sθs{χθ ⊗ f : f ∈ V } and that it is C2 ≀ G-invariant. From Lemma 7.4 it follows that
it is an orthogonal direct sum. Therefore we have verified all the requirements in the
definition of induced representation [26] (note also that Sθ is a system of representatives
for the right cosets of C2 ≀Gθ in C2 ≀G).
Now suppose that, for each θ ∈ Θ,
L(X) =
n(θ)⊕
i=0
mθ,iVθ,i (22)
is the decomposition of L(X) into irreducible Gθ-representations. For different values
of i we have inequivalent representations and mθ,i is the multiplicity of Vθ,i in L(X). We
also suppose that
mθ,iVθ,i = V
1
θ,i ⊕ V 2θ,i ⊕ · · ·V mθ,iθ,i (23)
is an explicit orthogonal decomposition of the isotypic block mθ,iVθ,i, (each V
j
θ,i is
equivalent to Vθ,i). For each V
j
θ,i, set W
j
θ,i =
⊕
s∈Sθ
{
χsθ ⊗ f : f ∈ sV jθ,i
}
. That is, W jθ,i is
constructed as in Lemma 7.5, setting V = V jθ,i. From Theorem 7.1, it follows that all
the representations W 1θ,i,W
2
θ,i, . . .W
mθ,i
θ,i are irreducible and equivalent; by Lemma 7.4,
they are also mutually orthogonal subspaces of L(CZ2 × X). We denote by mθ,iWθ,i =
W 1θ,i ⊕W 2θ,i ⊕ · · ·Wmθ,iθ,i their direct sum.
19
Theorem 7.6. The following
L(CZ2 ×X) =
⊕
θ∈Θ
n(θ)⊕
i=0
mθ,iWθ,i (24)
is the decomposition of L(CZ2 ×X) into irreducible C2 ≀G representations and mθ,iWθ,i =
W 1θ,i ⊕W 2θ,i ⊕ · · ·Wmθ,iθ,i is an orthogonal decomposition of the isotypic block mθ,iWθ,i.
Proof. Another application of Lemma 7.4 yields the orthogonality of the decomposition
(24). It remains only to show that the sum of all the spaces in right hand side of (24) is
equal to L(CZ2 ×X). This is easy:
∑
θ∈Θ
n(θ)∑
i=0
mθ,idimWθ,i =
∑
θ∈Θ
n(θ)∑
i=0
|Sθ|mθ,idimVθ,i =
∑
θ∈Θ
∣∣∣∣ GGθ
∣∣∣∣ · |X| = 2|Z||X| = dimL(CZ2 ×X).
The following corollary is a trivial consequence of Theorem 7.6, but it is worthwhile
to enunciate it explicitly.
Corollary 7.7. The multiplicity of IndC2≀GC2≀Gθ χ˜θ ⊗ η# in L(CZ2 ×X) is equal to the multi-
plicity of η in the decomposition of L(X) under the action of Gθ.
Now we want to connect Theorem 7.6 with the spectral analysis of an invariant oper-
ator.
Proposition 7.8. Let M : L(CZ2 × X) → L(CZ2 × X) be a linear, selfadjoint, C2 ≀ G-
invariant operator.
1. For any θ ∈ CZ2 , there exists a Gθ-invariant, linear, selfadjoint operator Mθ :
L(X)→ L(X) such that:
M(χθ ⊗ f) = χθ ⊗Mθf,
for all f ∈ L(X).
2. Suppose that V jθ,i in (23) is an eigenspace of Mθ, with eigenvalue λ
j
θ,i. Then the
corresponding space W jθ,i in (24) is an eigenspace of M, with the same eigenvalue
λjθ,i.
Proof. From Lemma 7.2 and the C2 ≀G-invariance of M, we have:
(ω, g)M(χθ ⊗ f) = χgθ(ω) · M(χgθ ⊗ gf). (25)
Setting g = 1G, (25) becomes
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(ω, 1G)M(χθ ⊗ f) = χθ(ω)M(χθ ⊗ f).
This means thatM(χθ⊗f) belongs to the χθ-isotypic component in the decomposition
of L(CZ2 × X) under the action of CZ2 , and therefore for any f ∈ L(X) there exists
f ′ ∈ L(X) such that: M(χθ⊗f) = χθ⊗f ′. Setting Mθf = f ′, we get a linear, selfadjoint
operator Mθ : L(X)→ L(X) such that M(χθ ⊗ f) = χθ ⊗Mθf .
On the other hand, setting ω = 0Z in (25), we get
χgθ ⊗ gMθf = χgθ ⊗Mgθ(gf),
and therefore gMθf = Mgθ(gf). In particular, Mθ is Gθ-invariant. Moreover, if
Mθf = λ
j
θ,if for all f ∈ V jθ,i, then also Mgθ(gf) = λjθ,igf . From this fact it follows easily
that W jθ,i is an eigenspace of M, with the same eigenvalue λjθ,i.
Remark 7.9. Clearly, the diagonalization ofMsθ is the same thing as the diagonalization
of Mθ. If any V
j
θ,i in (22) as an eigenspace of Mθ, then the action of the group C2 ≀ G
collects together all the eigespaces {χθ ⊗ f : f ∈ sV jθ,i} into a unique eigenspace of M,
which is also an irreducible representation.
We end this section with a general proposition of Harmonic Analysis on spaces with
multiplicity. We do not assume the previous notation. Now G is a finite group, X
a homogeneous G-space and L(X) = ⊕ρ∈JmρVρ is the decomposition of L(X) into ir-
reducible G-representations; mρ > 0 is the multiplicity of the representation ρ. De-
note by HomG(L(X), L(X)) the commutant of L(X), that is the algebra of all operators
T : L(X)→ L(X) that commute with the action of G:
gTf = Tgf
for any g ∈ G, f ∈ L(X). Clearly any isotypic component mρVρ is T -invariant,
for any T ∈ HomG(L(X), L(X)). The center of HomG(L(X), L(X)) is the subalgebra
{S ∈ HomG(L(X), L(X)) : ST = TS for any T ∈ HomG(L(X), L(X))}.
Proposition 7.10. An operator T ∈ HomG(L(X), L(X)) belongs to the center of
HomG(L(X), L(X)) if and only if any isotypic component mρVρ is an eigenspace of T .
Proof. From Schur’s lemma, we know that
HomG(L(X), L(X)) ∼= ⊕ρ∈JMmρ,mρ(C), (26)
whereMmρ,mρ(C) is the algebra of all mρ×mρ matrices over C; see [28]. Now we make
the isomorphism (26) more explicit. Suppose that mρVρ = V
1
ρ ⊗ · · · ⊗ V mρρ is an explicit
orthogonal decomposition of mρVρ into G-irreducible representations. Using the Schur’s
lemma, we can introduce a basis {T ρi,j : ρ ∈ J, i, j = 1, 2, . . . , mρ} for the commutant
HomG(L(X), L(X)) with the following properties:
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KerT ρi,j = (V
j
ρ )
⊥, RanT ρi,j = V
i
ρ , and T
ρ
i,jT
ρ
j,k = T
ρ
i,k.
Then for any T ∈ HomG(L(X), L(X)), there exits a unique set of coefficients αρi,j such
that T =
∑
ρ∈J
∑mρ
i,j=1 α
ρ
i,jT
ρ
i,j , and the map
T 7→ ⊕ρ∈J(aρi,j)i,j=1,...,mρ
is an explicit form of (26). Then the proposition is clear: T is in the center of the
commutant if and only if there exists (λρ)ρ∈J such that
αρi,j = δi,jλρ.
If the operator T is not in the center of the commutant, its diagonalization requires
a suitable explicit decomposition of each isotypic component. This is the case of the
lamplighter random walks considered in this paper. Another way to formulate and prove
Proposition 7.10 is through the isomorphism between HomG(L(X), L(X)) and the con-
volution algebra of bi-K-invariant functions on G; see [6].
8 The lamplighter on the circle revisited.
Consider the wreath product C2 ≀Cn. The cyclic group Cn will be written additively and it
will be identified with Z/nZ. If k ∈ Cn then we will think of k as an integer representing
k + nZ. We will denote by Cn2 the set of all maps θ : Cn → C2. If k ∈ Cn and θ ∈ Cn2
then kθ(j) = θ(j − k) and the group operation in C2 ≀ Cn = {(θ, k) : θ ∈ Cn2 , k ∈ Cn} is:
(θ, k)(ω, h) = (θ + kω, k + h).
Note that, in our notation, s(kω) = (s + k)ω. Any irreducible representation of Cn is a
one dimensional character of the form: ek(h) = exp
(
2πihk
n
)
, h, k ∈ Cn.
Think of θ ∈ Cn2 as a function θ : Z → C2 satisfying θ(k + n) = θ(k) for any k ∈ Z.
Then the period of θ is the smallest positive integer t = t(θ) such that θ(k + t) = θ(k)
for any k ∈ Z; clearly t divides n and if n = mt then the stabilizer of θ is the subgroup
Cm = 〈t〉 (recall also that for any divisor m of n, the subgroup of Cn isomorphic to
Cm is unique [17]). The characters of the subgroup 〈t〉 are given by the restrictions:
e0|〈t〉, e1|〈t〉, . . . , em−1|〈t〉, where e0, e1, . . . , em−1 are as above. Indeed, for 0 ≤ r, l ≤ m− 1
we have: er(lt) = exp
(
2πi rlt
n
)
= exp
(
2πi rl
m
)
. We set er|〈t〉(k) = er(k) when k ∈ 〈t〉,
er|〈t〉(k) = 0 otherwise. In what follows, we also set m(θ) = nt(θ) , but we will write simply
t and m when it is clear the θ we are talking about.
Now take θ ∈ Cn2 and 0 ≤ r ≤ m − 1. If we compute the inflation of er|〈t〉 and the
extension of χθ, we get the character χ˜θ⊗(er|〈t〉)# of Cn2 ≀〈t〉 given by: χ˜θ⊗(er|〈t〉)#(ω, lt) =
χθ(ω)er(lt), for ω ∈ Cn2 and l = 0, 1, . . . , m − 1. Let Θ be a set of representatives for
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the orbits of Cn on C
n
2 (such orbits may be enumerated by mean of the so called Polya-
Redfield theory; see [18] for an elementary account and [16] for a more comprehensive
treatment). Then we can apply Theorem 7.1.
Theorem 8.1. The set {IndC2≀CnC2≀〈t(θ)〉
[
χ˜θ ⊗ (er|〈t(θ)〉)#
]
: θ ∈ Θ, r = 0, 1, . . . , m(θ)− 1} is a
complete list of irreducible inequivalent representations of Cn2 ≀ Cn.
Suppose again that θ ∈ Θ. For s = 0, 1, . . . , t−1, set Ωs = {s, s+ t, . . . , s+(m−1)t},
and for r = 0, 1, . . . , m− 1,
fr,s(k) = sem−r|〈t〉 ≡
{
em−r(k − s) if k ∈ Ωs
0 if k /∈ Ωs.
Clearly fr,s ∈ L(Ωs) and
hfr,s =
{
fr,s+h if h /∈ 〈t〉
er(h)fr,s if h ∈ 〈t〉. (27)
But Cn =
∐t−1
s=0Ωs is the decomposition of Cn into 〈t〉-orbits, and therefore from (27)
it follows that
L(Cn) =
m−1⊕
r=0
〈fr,0, fr,1, . . . , fr,t−1〉
is the decomposition of L(Cn) into Cr-isotypic components, where the r-th summand
is precisely the er|〈t〉-isotypic component. Now consider the operator M of edge lamp-
lighter random walk, as in Section 6. Clearly, 〈fr,0〉⊕〈fr,1〉⊕· · ·⊕〈fr,t−1〉 is an orthogonal
decomposition into irreducible representations, but M is not diagonal in this decomposi-
tion. Now we show that we need another application of (17) and (18).
In the notation of Section 6, we can think of θ as a function defined on the vertices,
by setting θ(k) = θ({k, k + 1}). Moreover, in the notation of the present section, we can
always suppose that, for any θ ∈ Θ with θ 6= 0Cn , we have θ(−1) = 1. Then the spectrum
of Mθ is clearly m times the spectrum of its restriction to L({0, 1, . . . , t− 1}). Similarly,
if αs, s = 0, 1, . . . , t− 1 are complex numbers and αs+lt = αs for any l ∈ Z, an application
of (27) yields
Mθ(α0fr,0 + α1fr,1 + · · ·+ αt−1fr,t−1) =
t−1∑
s=0
(
1− θ(s− 1)
2
αs−1 +
1− θ(s− 1)
2
αs
)
fr,s.
In other words, the eigenvalue problem of Mθ|〈fr,0,...,fr,t−1〉 (with respect to the basis
{fr,0, . . . , fr,t−1}) coincides with the eigenvalue problem of Mθ|L({0,1,...,t−1}) (with respect
to the basis {δ0, δ1 . . . , δt−1}). Using (18) we can obtain an orthogonal decomposition
〈fr,0, fr,1, . . . , fr,t−1〉 = ⊕t−1j=0〈φr,j〉 such that any φr,j is an eigenvector of Mθ. In the
following proposition, we give the obvious conclusions of the preceding discussion.
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Proposition 8.2. Suppose that φr,0, φr,1, . . . , φr,t−1 are as above. Then
t−1⊕
j=0
IndC2≀CnC2≀〈t〉 〈χ˜θ ⊗ (φr,j)#〉
is a decomposition of the IndC2≀CnC2≀〈t(θ)〉
[
χ˜θ ⊗ (er|〈t(θ)〉)#
]
-isotypic component of L(C2 ≀Cn)
into eigenspaces of the lamplighter operator M.
Note that, for a fixed θ, the eigenvalues do not depend on r ∈ {0, 1, . . . , m}. Moreover,
from Proposition 7.10 we deduce thatM is not in the center of the group algebra of C2≀Cn.
9 On a decomposition of Schoolfield.
In this subsection, we want to apply Theorem 7.6 to get the decomposition of the ho-
mogeneous space of the signed Bernoulli-Laplace contained in [25]. First of all, we need
a description of the irreducible representations of the hyperoctahedral group C2 ≀ Sn.
See also [10, 15]. Now G = Sn and Z = {1, 2, . . . , n}. For any 0 ≤ k ≤ n, choose
θ(k) ∈ CZ2 such that |{j ∈ Z : θ(k)(j) = 0}| = k. Then {θ(0), θ(1), . . . , θ(n)} is a set of
representatives for the orbits of Sn on C
Z
2 . Moreover, the stabilizer of θ
(k) is isomorphic
to Sk × Sn−k. We recall that the irreducible representations of the symmetric group St
are canonically parametrized by the partitions of t; [15, 21]. For λ ⊢ t (this means that λ
is a partition of t), we will denote by ρλ the irreducible representation of St canonically
associated to λ and by Sλ the corresponding representation space. As usual [21], we set
Mn−m,m = L(Sn/(Sm × Sn−m)), that is Mn−m,m is the permutation representation of Sn
on the space of all m-subsets of {1, 2, · · · , n}. We recall that
Mn−m,m =
min{m,n−m}⊕
k=0
Sn−k,k. (28)
See [15]; see also [5] for an elementary exposition.
We will use the following notations: if A is a set with |A| = k and 0 ≤ l ≤ k then
Mk−l,l(A) will denote the space Mk−l,l constructed by using the l-subsets of A and
Mk−l,l(A) =
min{l,k−l}⊕
j=0
Sk−j,jl (A). (29)
the corresponding decomposition into irreducible Sk-representations, as in (28). That
is, Sk−j,jl (A) is the subspace of M
k−l,l(A) isomorphic to Sk−j,j. In [5], the decomposition
(29) is realized concretely by mean of finite Radon transforms; see also [6, 7, 23].
The irreducible representations of the group Sk × Sn−k are all of the form ρλ ⊗ ρµ,
for λ ⊢ k and µ ⊢ n − k. If we set ρ[λ;µ] = IndC2≀SnC2≀(Sk×Sn−k)[χ˜θ(k) ⊗ (ρλ ⊗ ρµ)#], applying
Theorem 7.1 we can say that
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{ρ[λ;µ] : λ ⊢ k, µ ⊢ n− k and 0 ≤ k ≤ n}
is a complete list of inequivalent, irreducible C2 ≀ Sn-representations.
Now fix 1 ≤ r ≤ n − 1 and suppose that X is the family of all r-subsets of Z =
{1, 2, . . . , n}. The homogeneous space of the signed Bernoulli-Laplace diffusion model
studied in [25] coincides with CZ2 ×X . Now we give a decomposition of the space L(CZ2 ×X)
into irreducible C2 ≀ Sn-representations.
Theorem 9.1. A decomposition of the permutation representation of C2 ≀ Sn on CZ2 ×X
is given by:
L(CZ2 ×X) =
n⊕
k=0
min{k,r}⊕
i=max{0,r+k−n}
min{i,k−i}⊕
l=0
min{n−k−r+i,r−i}⊕
m=0
W ik;l,m
where
W ik;l,m = 〈χθ⊗(f1⊗f2) ∈ L(CZ2 )⊗L(X) : |Zθ| = k, f1 ∈ Sk−l,li (Zθ) and f2 ∈ Sn−k−m,mr−i (Z\Zθ)〉.
Moreover, the representation of C2 ≀G on W ik;l,m is isomorphic to ρ[(k−l,l);(n−k−m,m)].
Proof. In order to apply Theorem 7.6, we need to decompose the space L(X) into irre-
ducible Sk × Sn−k-representations, for any 0 ≤ k ≤ n. Suppose that Bk is the k-subset of
Z fixed by Sk×Sn−k. Then the orbits of Sk×Sn−k on X are Ξi = {A ∈ X : |A∩Bk| = i},
that is the orbit of an element A ∈ Xr (which is an r-subset of Z) is determined by
the cardinality of its intersection with Bk. Clearly max{r + k − n, 0} ≤ i ≤ min{k, r}
(intersect A with Bk and with the complement of Bk). Applying (29), we get:
L(Ξi) ∼= Mk−i,i(Bk)⊗Mn−k−r+i,r−i(Z \Bk)
=
min{i,k−i}⊕
l=0
min{n−k−r+i,r−i}⊕
m=0
(
Sk−l,li (Bk)⊗ Sn−k−m,mr−i (Z \Bk)
)
.
Therefore, the permutation representation of Sk×Sn−k on L(X) decomposes as follows:
L(X) =
min{k,r}⊕
i=max{0,r+k−n}
min{i,k−i}⊕
l=0
min{n−k−r+i,r−i}⊕
m=0
(
Sk−l,li (Bk)⊗ Sn−k−m,mr−i (Z \Bk)
)
and an application of Theorem 7.6 ends the proof.
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Just set j = k − i to get exactly the formula of lemma 3.2.1 in [25]. Summing up
the equivalent representations, we can say that the decomposition of the permutation
representation of C2 ≀G on CZ2 ×X is given by:
n⊕
k=0
min{k,r,n−r}⊕
l=0
min{n−k,n−r−l,r−l}⊕
m=0
mk;l,mρ[(k−l,l);(n−k−m,m)]
where mk;l,m = min{k − l, r −m} −max{r + k − n +m, l}.
10 The lamplighter on the complete graph revisited.
Setting r = 1 in the results of the previous subsection, we get an explicit decomposi-
tion for the vertex lamplighter on the complete graph. Now X = Z; moreover, S
(k)
1 (A)
are the constant functions, while Sk−1,11 (A) is made up of the functions on A satisfying∑
a∈A f(a) = 0. Therefore
W 1k;0,0 = 〈χθ ⊗ f : |Xθ| = k, f |Xθ ∈ S(k)1 (Xθ) and f |X\Xθ ≡ 0〉
W 0k;0,0 = 〈χθ ⊗ f : |Xθ| = k, f |Xθ ≡ 0 and f |X\Xθ ∈ S(n−k)1 (X \Xθ)〉,
W 1k;1,0 = 〈χθ ⊗ f : |Xθ| = k, f |Xθ ∈ Sk−1,11 (Xθ) and f |X\Xθ ≡ 0〉,
W 0k;0,1 = 〈χθ ⊗ f : |Xθ| = k, f |Xθ ≡ 0 and f |X\Xθ ∈ Sn−k−1,11 (X \Xθ)〉.
Then we can write the decomposition of L(CX2 ×X) into irreducible C2≀Sn-representations:
L(CX2 ×X) =
(
W 00;0,0 ⊕W 00;0,1
)⊕[n−1⊕
k=1
(
W 0k;0,0 ⊕W 1k;0,0 ⊕W 0k;0,1 ⊕W 1k;1,0
)]⊕(W 1n;0,0 ⊕W 1n;1,0) .
In particular, the representations Wk;1,0 and Wk;0,1 have multiplicity 1, while the rep-
resentations Wk;0,0 have multiplicity 2. Moreover, in the notation of Section 4 we have:
W 1k;0,0 =
⊕
θ∈CX2
|Xθ|=k
Ran(Pθ), W
1
k;1,0 =
⊕
θ∈CX2 :
|Xθ|=k
Ran(Rθ − Pθ)
while (
n−1⊕
k=0
W 0k;0,0
)⊕(n−1⊕
k=1
W 0k;0,1
)
is the decomposition of the null eigenspace into irreducible representations. Again, the
operator is not in the center of the commutant algebra: W 0k;0,0 and W
1
k;0,0 are equivalent
but they correspond to different eigenvalues, namely 0 and k−1
n−1 .
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Remark 10.1. Consider the following mixing procedure for the lamplighter on the com-
plete graph: at each time a random pair of distinct vertices x, y is chosen. Both the
lamps in x and y are randomized. Moreover, if the lamplighter is in x (resp. y), it moves
to y (resp. x); if the lamplighter is in X \ {x, y}, then it remains in his position. This
is a slight variation of the mixing procedure in [25], for r = 1. Now the corresponding
Markov operator M′ is in the center of the commutant algebra: it is easy to show that
M′(χθ ⊗ f) = χθ ⊗M ′θf , where
M ′θf(x) =
2
n
Mθf(x) +
|Xθ \ {x}|(|Xθ \ {x}| − 1)
n(n− 1) f(x),
and that the wholeW 0k;0,0⊕W 1k;0,0 is an eigenspace, with corresponding eigenvalue equal
to k(k−1)
n(n−1) . Define C as the set of all pairs (θ, τ) ∈ C2 ≀ Sn such that τ is a transposition
and θ(x) = 0 if τ(x) = x. Then C is a conjugacy class of C2 ≀ Sn [15] and M′F (ω, x) =
1
2n(n−1)
∑
(θ,τ)∈C F (ω + θ, τ(x)). This is the reason for which M′ is in the center of the
commutant.
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