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Abstract
Background: The ability to observe animal movement and possible correlates has increased strongly over the past
decades. Methods to analyze trajectories have developed in parallel, but many tools fail to make an immediate
connection between a movement model, covariates of the movement, and animal space use.
Methods: Here I develop a novel method based on the Brownian Bridge Movement Model that facilitates
investigating and testing covariates of movement. The model makes it possible to flexibly investigate different
covariates including, for example, periodic movement patterns.
Results: I applied the Brownian Bridge Covariates Model (BBCM) to simulated trajectories demonstrating its ability to
reproduce the parameters used for the simulation. I also applied the model to a GPS trajectory of a meerkat, showing
its application to empirical data. The value of the model was shown by testing the interaction between maximal daily
temperature and the daily movement pattern.
Conclusion: This model produces accurate parameter estimates for covariates of the movements and location error
in simulated trajectories. Application to the meerkat trajectory also produced plausible parameter estimates. This new
method opens the possibility to directly test hypotheses about the influence of covariates on animal movement while
linking these to space-use estimates.
Keywords: Animal tracking, Brownian bridge covariates model, Brownian bridge movement model, Meerkats,
Movement ecology, Suricata suricatta, Utilization distributions
Background
Through movement, animals connect the world: ani-
mal movements are key to understanding important
behavioural, ecological and evolutionary processes such
as migration, social interactions, nutrient fluxes, disease
spread, seed dispersal and gene flow [1]. Although there
is a long history of studying movement and space use,
going back to the early work of Burt’s [2] study on home
ranges and territoriality, recent technological develop-
ments have made it possible to conduct studies over a
wide range of spatial and temporal scales and with resolu-
tions previously unimaginable across a variety of species
(e.g. [3–5]).
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The analysis of animal tracking data is currently
undergoing an exciting transformation. Classical tools for
estimation of space use and utilization distributions (UDs)
such as minimum convex polygons or kernel density sur-
faces rely on an independent sample of positions of the
individual [6]. These assumptions are clearly not valid
especially for modern data collection technologies, where
trajectories are typically sampled with high frequencies,
often producing several locations per hour. As a result,
these methods produce inaccurate estimates of territory
sizes and borders.With such highly resolved trajectories it
further becomes important to account for the accuracy of
the tracking device, although most classical methods are
not able to do so.
Newly developed tools are more suitable for highly
resolved trajectories; they take advantage of the positional
correlations instead of removing and/or ignoring them [7].
These new tools make use of various underlying move-
ment models, such as Brownian bridge (e.g. [8–10]) and
biased random bridge [11]. The dynamic Brownian Bridge
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Movement Model is, for example, useful for calculating
the area used by animals, while accounting for behavioural
changes in the movement patterns. This method though
requires the behavioural changes to be infrequent relative
to the sampling frequency of the trajectory. By analyzing
the track as a continuous-time stochastic process [7, 12],
an accurate description of the movement process and
home range can be obtained.
However, most current approaches lack a natural con-
nection to analyze the trajectory with respect to covari-
ates. One notable exception is the work of Wilson et al.
[13] who integrate environmental covariates using a spa-
tially discrete model. Other methods have focused more
on analyzing the trajectory as such, without focusing
on space use, by directly calculating metrics from the
track and comparing these to covariates (e.g. wind and
migration speed, [14, 15]). More recently step-selection
functions have become popular; here trajectories are sam-
pled to regular intervals and each step is compared to a
set of alternative steps that are generated using logistic
regressions [16, 17]. This method has the advantage that
it easily incorporates many different covariates of move-
ment, but it requires regularized trajectories and there
is no natural relationship to space use [18]. Additionally,
step-selection functions do not account for measurement
errors, where the actual location of the animal is not the
same as the reported position. In cases where animals
move large distances combined with the accuracy of mod-
ern tracking technology (e.g. GPS) location errors can
sometimes be reasonably ignored. However, for slower
moving animals with frequent location recordings, mea-
surement error needs to be accounted for to derive useful
information from tracking data [19]. Similarly, the inclu-
sion of location errors is important for other tracking
methodologies such as geolocation and the Argos system
that have considerable location errors [20–22].
Nearly all animals show some regular or environmen-
tally induced variation in movement patterns. Animals
commonly have a periodic movement activity: usually
studied are daily (e.g., nocturnal, diurnal, or crepuscu-
lar activity) and yearly (e.g., altitudinal or long-distance
migrations) patterns (e.g. [23–25]). Less frequently stud-
ied are movement patterns that relate to the lunar
cycle (e.g. [26, 27]). There have been various ways
to account for these periodic variations in movement.
Approaches based on the Brownian Bridge Movement
Model account for behaviourally heterogeneous trajec-
tories but do not relate temporal variation to a spe-
cific period [9, 10]. These methods rely on a moving
window approach, therefore it is difficult to describe
patterns when observations are infrequent relative to
the period. Alternatively, continuous time movement
models can include periodic movement patterns [28].
A more general approach is to fit a model with
a smoothing term to investigate movement over the day
(e.g. [29]). The advantage of using smoothing terms is that
it gives a formal function that can be used to fit interac-
tions with other factors influencing the movement pattern
over the day.
Here I develop a method that calculates space use taking
into account movement properties and covariates. This
model generalizes the Brownian Bridge Movement Model
and considers factors influencing both the movement and
location error. Animal movement models based on Brow-
nian bridges have found their merits despite the limiting
assumptions as isotropic movement and not being bound
to ranges. The nature of the covariates influencing move-
ment and location error can be flexible, including the
influence of important ecological and social factors. This
model, termed the Brownian Bridge Covariates Model
(BBCM), is able to account for errors in the observa-
tion process and fit covariates of these errors, ultimately
leading to a more accurate and predictive model. First, I
evaluate the model by estimating known parameters from
simulated trajectories. Second, I apply this model to a
trajectory of a meerkat (Suricata suricatta), to investi-
gate changes to the circadianmovement pattern under the
influence of weather conditions.
Methods
This section is divided into three parts: description of the
method, validation of the model by applying it to simu-
lated tracks, and use of this method on real tracking data
of a meerkat. All these analyses were conducted in R [30].
Brownian bridges including covariates
Pozdnyakov et al. [31] identified that the distances





σ 2τ1 + 2δ2 −δ2 0 · · · 0
−δ2 σ 2τ2 + 2δ2 −δ2 · · · 0






0 0 0 · · · σ 2τn + 2δ2
⎤
⎥⎥⎥⎥⎥⎦
Where n is the number of intervals in a trajectory consist-
ing of n + 1 locations, τi = ti+1 − ti is the time interval
between locations, σ 2 the Brownian motion movement
variance and δ2 the measurement error variance. Building
on these methods, it is possible to fit covariates to both
the movement trajectory and measurement errors. First,
the covariance matrix needs to be adjusted as follows, the
measurement error for each location and motion vari-
ance for each segment need to be separated. In that case
X can be formed based on σ 2 =
(
σ 21 , . . . , σ 2n
)
and
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δ2 = (δ21, . . . , δ2n+1
)
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To generate σ 2 and δ2 I can rely on frequently used mod-
elling tools where a design matrix is multiplied by a vector
of coefficients. For this reason it is important to model
the movement and location-error variances since they are
cumulative in contrast to standard deviations. This means
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Similarly, δ2 can be generated based on the location-
error covariates. Using this strategy and the likelihood
equation given by Pozdnyakov et al. [31], now the likeli-
hood can be evaluated based onβσ 2 andβδ2 . Here I chose
to evaluate this equation usingMarkov chainMonte Carlo
(MCMC) methods. To do this I relied on the stan library
accessed through the rstan R package [32]; for computa-
tional efficiency all covariates were scaled. Through this
library, direct optimization of the parameters is also possi-
ble. For all model fits I evaluated the trace plots to confirm
that all chains are well mixed and the warmup period is
sufficiently long. I report maximal Rˆ values to asses model
fit [33]; values above 1.1 indicate a poor model fit.
Estimate origin of the trajectory
The original estimation of σ and δ described by Pozd-
nyakov et al. [31] makes the assumption that the origin
of the trajectory is located at 0, 0 and thus known. Since
parameter estimation depends on the distances between
locations, this has no consequences for the parameter esti-
mation. In most tracking studies this assumption, that the
starting location is known, is difficult to justify. Often the
release location of the animal is recorded with similar
accuracy as the other locations in the track. Furthermore,
the first recording by an animal-borne tracking device is
generally not recorded at the same time as the release.
Therefore I expanded earlier analysis by including the esti-
mation of the first location; knowing the start of the trajec-
tory is important for calculating the location of the UD in
space. Estimation of the first location can be achieved by
extending the likelihood function to include the likelihood
of this location. The distance between the first location
and the first observed location has a variance of δ21, while
it has covariance with the first step length of −δ21. This
procedure creates the following covariance matrix that





δ21 −δ21 0 · · ·
−δ21 σ 21 τ1 + δ21 + δ22 −δ22 · · ·
0 −δ22 σ 22 τ2 + δ22 + δ23 · · ·
...
...
... . . .
⎤
⎥⎥⎥⎦
To estimate the likelihood of the combined initial loca-
tion and increments of the trajectory, the vector con-
taining the expected values also needs to be updated.
Previously this vector consisted purely of expected dis-
tances between locations, which are zero. To include the
first location the deviations from expected can be repre-
sented as follows X = (Z0 − γ ,X1, . . . ,Xn)ᵀ, where γ is
the origin of the trajectory.
Generating covariates
For calculating the design matrix, I utilized readily avail-
able R tools, making it possible to profit from the familiar
formula specification. For the movement variance, it is
important to realize that these coefficients are represen-
tative for the complete interval between two locations;
covariates thus need to represent the conditions during
this period and not conditions at the start or end location.
Special care needs to be taken since variances are mod-
elled; this means all estimates need to be positive. To
enforce this, either models with an intercept can be used
or models where all values for the first covariate are either
completely positive or negative. In both cases the minimal
or maximal value for the first parameter depends on the
other parameter estimates and can be calculated during
sampling. These constraints on the covariates ensure the
sampled parameters result in positive variance estimates.
Periodicmovement covariates
An important covariate of movement I included in the
model is the periodic movement pattern. This was done
by estimating circular smoothing functions as a covariate
of the movement variance. Smooths are flexible tools for
describing these patterns withoutmaking a priori assump-
tions. By using circular smoothers there is no need to
artificially cut the day or other time periods over which
the movement is estimated at a specific time point. I
used cubic B splines, which consist of four segments per
smoothing term. These splines give us the instantaneous
movement rate at any time. Since the σ 2m values are repre-
sentative of the movement rate over the whole segment, I
needed to derive the average movement rate for each seg-
ment. This can be accomplished by integrating the splines
over the time period between observations and then divid-
ing it by the time interval. For regular splines this can be
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achieved using analytical integration, allowing for quick
calculations. The disadvantage of this approach is that the
intercept is included in the smoothing term. When such
a model is combined with an intercept it will have mul-
tiple solutions. I used an alternative approach, where I
separated out the constants in a model. No attempt has
beenmade to solve this analytically; I relied on the numer-
ical integration of existing implementations [34]. These
also give us additional flexibility with the specification of
smoothing terms, as it opens the possibility of custom
knot placement. Non-regular knot placement is mainly of
use when the tracked individual has not been observed
for a longer time period when the tags are turned off or
not observed during the resting period. Within this time
period there are no observations and thus there is no
information on the movement pattern. When a uniform
distribution of the smoothing terms would have been
used, information to estimate the smoothing terms during
the period when the GPS was turned off is lacking.
Validation
To validate the model I first simulated irregular tra-
jectories with various parameters to investigate if the
model can accurately estimate parameters without peri-
odic terms. To investigate the accuracy of these estima-
tions I varied the length of the trajectories (n = 100,
200, 500, 1000, 2000, 5000 and 10000). For each trajec-
tory length three replicates were calculated. The tracks
were simulated including a continuous covariate of both
the movement variance and the location error and a dis-
crete covariate with three different levels of both. For
each segment, one of three movement states was sampled
(Pr =[ 0.5, 0.2, 0.3] ), each state had its own movement
rate (σ 2 =[ 0.3, 0.8, 2] ), the continuous movement covari-
ate was sampled uniformly random between 0.0 and 0.5
and had a slope of 2. For the location error, three cate-
gories were sampled (Pr =[ 0.25, 0.5, 0.25] ) per location,
each category was associated with a specific location
error (δ2 =[ 3, 3.9, 6] ), the continuous error covariate was
sampled between -1.0 and 1.0 and had a slope of 0.4.
Time intervals were generated by adding one to a gamma
distribution (α = 3, β = 0.1, mean time lag = 31.06
s). For these trajectories, 10 parameters were estimated
in total: four relating to the location error, four relating
to the movement, and two for the start location. The
model was fitted based on intercepts and treatment con-
trast with fourMCMC chains, each with 5000 iterations of
which 2500 were warmup iterations; chains were thinned
by retaining every tenth iteration. To assess the impor-
tance of incorporating location error I have also fitted
these models using only a single intercept to describe the
same trajectories.
To investigate the ability of the model to describe peri-
odic patterns I simulated trajectories of a 10-day duration.
These trajectories were simulated with five different cir-
cadian movement patterns, consisting of either six or ten
knots. Models were estimated with the same number of
knots as specified for the simulated trajectory. Trajecto-
ries included a location error of δ2 = 10. To investigate the
accuracy of these estimations as a function of sample size I
repeated the analysis four times with track lengths varying
between 500 and 5000 locations. For optimization I used
5000 MCMC iterations replicated across four chains. For
these validations I assess the ability to reproduce known
simulation parameters.
Application to tracking data
I tested the method described above by applying it to a
trajectory of a meerkat, which has been followed over 29
days. Meerkats live in social groups ranging from 2 to 50
individuals, where the dominant pair controls most breed-
ing. At the Kalahari Meerkat Project detailed behavioural
observations have been conducted for over 20 years (for
an overview see [35]). Meerkat groups emerge from their
burrows around sunrise and collectively forage predom-
inantly for invertebrate prey while moving. During sum-
mer the groups stop moving during the hottest part of the
day when they take a break and often rest in the shade.
In the afternoon meerkats resume foraging before groups
return to a sleeping burrow [36]. The meerkat was fit-
ted with a collar on 25th of January 2018; the collar was
removed after three months. At the time of capture the
individual weighed 606g. The GPS logger (weight 20 g,
Gipsy 5, Technosmart, Rome, Italy) was programmed to
take 5 locations with a 1 Hz frequency every 5 minutes for
12 hours a day from 7 am until 7 pm. Outliers were fil-
tered by a set of criteria based on distances and turn angles
either between locations or bursts, high speeds between
one or more bursts and a high spread of locations within
a burst. The criteria used were validated using indepen-
dent observations of the meerkat group. From the original
16169 locations, 13513 observations were retained. With
this dataset, I explored different periodic smoothing to
describe the activity over the day. Since there are no obser-
vations during the night time I only specified knots during
the daytime. The first knot is specified at the first observa-
tion across days while the last knot is specified at the last
location. The number of knots varied between 5 and 12 to
investigate the number of knots producing the best-fitting
model. For location error I did not vary the terms; I fitted
a model without intercept, taking the squared Horizontal
Dilution Of Precision (HDOP) as the only covariate.
The capabilities of the model to test a hypothesis were
investigated by estimating the response of the meerkat
to maximal daily temperature. Temperature data were
derived from the reserve’s weather station and varied
between 24.1 ◦C and 40.8 ◦C during the tracking period.
I tested whether meerkats had a reduced foraging and
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thus movement activity on hot days during the late part
of the morning when temperatures rise in comparison to
the activity pattern on the other cooler days. As a thresh-
old for hot days I used 35 ◦C; this same threshold is
used for bird studies in the region [37]. I started using
a model with the same number of knots as the model
found to best describe themovement. On hot days I dupli-
cated the smoothing terms that peak between 9 and 12
o’clock. In this way themodel can describe differentmove-




The model successfully reproduced the parameters used
to simulate trajectories (Fig. 1): the Rˆ values for all param-
eters were below 1.009. Confidence intervals of the esti-
mated parameters overlapped with the values used for
simulations independent of the length of the simulated
trajectory. For these and all other models, parameter esti-
mates are shown in the supplementary material. With
increasing trajectory length the confidence interval for
the estimated parameter shrinks considerably. The esti-
mated parameters perform equally well for location error
as for movement parameters. The benefits of incorpo-
rating additional variables to appropriately describe the
location error depend on the trajectory length. For trajec-
tories longer than 5000 observations the AIC difference
for models incorporating covariates of the location error
was always positive (range from 4.4 to 31.9), vice versa
for trajectories shorter than 200 all AIC differences were
negative (range from -7.8 to -1.4). To assess the influence
of error modelling on the fit of movement parameters I
calculated the variance of the difference between the sim-
ulated values and the MCMC chains. The variance was
higher for 19 out of 28 parameters in models without
error modelling.
I found that simulated daily movement patterns were
well captured by the model (Fig. 2, Rˆ < 1.013). This fit is
independent of the number of changes in the pattern. Even
at the smallest track length of 500 the general features
of the movement patterns are retained. With increasing
Fig. 1 Results of fitting the BBCM to simulated trajectories. Each simulation was based on 10 parameters that were estimated using the model. Each
panel displays the estimations for one parameter; the set parameter value is shown by the horizontal line. Simulations were conducted for three
replicates of seven different trajectory lengths. Vertical lines indicate 50% and 95% confidence intervals from the MCMC simulation; points reflect
the maximum likelihood estimate
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Fig. 2 Results from fitting daily movement smoothers to test trajectories. I simulated four daily movement patterns; for each pattern four different
trajectory lengths have been simulated, this length is indicated in the subpanel header. Each daily movement pattern is shown in a different colour.
The model fit to the simulated trajectories is visualized by the maximum likelihood estimate as a solid line with the 50% and 95% confidence
intervals shown by the darker and lighter shading, respectively. Dashed lines depict the simulated daily movement patterns
sample size the confidence intervals become more narrow
and still include the simulated pattern.
Application to tracking data
I successfully fitted models to the meerkat trajectory
(Fig. 3a). The model fit strongly depended on the num-
ber of knots; models with the lowest AIC used ten knots
(Fig. 3b, for all models Rˆ < 1.007). As the smoothers form
a circular approximation of the activity, the movement
pattern throughout the day can be calculated. During the
night the confidence interval was much wider since there
are no observations at night; the variation in movement
during the night cannot be described. The average esti-
mated σ 2m during the night is 0.85 m2/s which is much
lower than the daily average of 8.19m2/s.
On 22 out of 29 days the air temperature rose above
35 ◦C. When comparing the model taking hot days into
account, the AIC drops by 35.7 points compared to the
reference model; parameters of this model have a Rˆ value
below 1.007. Visualization of these model outputs showed
that during the cooler days there was more movement
in the late morning compared to the warmer days
(Fig. 3c).
Discussion
Results of this study suggest that the described BBCM
approach was successful in capturing movement patterns
that included covariates. The model worked accurately
to describe the relationships between movement and
different covariates, independent of whether these covari-
ates were categorical, continuous or a daily movement
pattern. A combination of linear and factorial covari-
ates, as well as periodic covariates, have been tested
here using simulations. A comparison with models only
incorporating one estimate for location error shows that
extra parameters accounting for covariates of the location
error results in an improved model fit for longer trajec-
tories. I also used this method successfully to investigate
the trajectory of a meerkat, to test specific hypothe-
ses about its movement behaviour. Using the proposed
BBCM, the observed movement pattern is used to esti-
mate the influence of covariates and periodic movement
patterns; these are subsequently integrated into the cal-
culation of the UDs. Models of the movement process
and UDs are important for many different subsequent
analytical approaches in the field of movement ecology.
The BBCM is computationally efficient because it prof-
its from the tribandedmatrix inversion; it can comfortably
be used to investigate trajectories with (10,000) loca-
tions. Computational time also depends on the number of
covariates and mostly on the method of evaluation, either
through MCMC or optimization. An interesting alterna-
tive is to use Kalman filters, which has been explored by
Fleming et al. [38], making it possible to evaluate mod-
els efficiently. This approach would also profit from the
ability to integrate the persistence of motion. Future work
is needed to evaluate this and compare its advantages and
disadvantages.
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Fig. 3 Results of fitting the BBCM to a meerkat trajectory. a | The trajectory of the meerkat studied; track colour reflects whether the day was
classified as cool or hot. The isolines reflect the 50% and 95% contour of the UD calculated separately for cooler and warmer days. b | The AIC of the
various models fitted to the trajectory as a function of the number of knots. AIC drops until ten knots and then increases slightly. c | A plot of the
fitted activity pattern that includes the effect of the cooler days. The graph shows the maximum likelihood estimate (black line) and 50% and 95%
confidence intervals by the darker and lighter shade, respectively
My model is based on covariates of both the location
error and the movement process. In the next two sections
I will discuss considerations for specific covariates of both.
Location-error covariates
The location-error covariates are specific to the time
the location has been observed. A familiar covariate
could be the location accuracy as reported by the GPS,
frequently reported as the HDOP. This measurement
reports the influence of the geometry of the satellites
on the horizontal locational accuracy of the GPS. Even
though this measure relates to accuracy it is not directly
translatable to error measurement [39]. Therefore mod-
elling error as a covariate is an efficient way to estimate
the conversion coefficient. The HDOP does not necessar-
ily relate linearly to the location-error variance. An earlier
study has for example modelled it as a linear relationship
with the standard deviation of the location error [40] but
did not evaluate other possible relations. If the covariate
has a linear relationship with its standard deviation it is
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advisable to transform it by squaring in order to make
the relationship with the location-error variance linear.
Different transformations of continuous covariates can be
explored to identify the one that produces a linear relation
with the modelled variances.
Frequently the influence of habitat on location error is
discussed. Forests and other covered habitats generally
produce larger location errors [19, 41, 42]. Including these
is possible if the observed locations are annotated with
habitat information. The difficulty is that the habitat at
an observed location is not necessarily the same as the
habitat on the true position of the animal with the GPS
tag. This means that the habitat where the GPS obtained
the location with the associated error is not necessarily
the one that is modelled. This is likely not very problem-
atic in cases where the habitat is continuous and locations
rarely fall close (i.e. within the location error) to an edge
of a habitat and thus has a low likelihood to be associated
with an incorrect habitat classification. In cases where the
habitat is a fine mosaic of different habitat types it might
not be possible to include habitat reliably without further
research.
Frequently animals are tracked using a combination of
technologies. A well-known example is GPS-Argos track-
ing that produces both location estimates through Argos
and GPS. On other occasions animals are tracked using a
combination of visual observations and by technological
means. Including tracking technology as a covariate in a
model for location error is a viable approach to account
for differing location errors produced by different tracking
technologies.
Movement variance covariates
Covariates of movement require slightly more consider-
ation compared to the location-error covariates. Since
these are representative for the time periods between the
observations they need to be summarized for this time.
Besides periodic movement, one likely covariate for the
movement rate is the acceleration as measured by mod-
ern tags. If acceleration is to be included as a covariate
it needs to be averaged over the entire segment between
two observations. This could be achieved by including
time-weighted averaged Overall Dynamic Body Acceler-
ation (ODBA) as an index of activity. It has been found
that ODBA is an accurate predictor of movement speed
[43], and thus it could be an important covariate. A sec-
ond solution could be to classify acceleration bursts as
either active or non-active and use the proportion of
active acceleration burst as a covariate (e.g. [11]). Taking
into account this covariate becomes especially important
if sampling is dependent on acceleration as is done with
acceleration-informed GPS sampling (i.e. [44]).
The BBCM is centred around temporally varying
covariates; these are by no means the only important
factor to understand space use and movement of ani-
mals. A large class of covariates that have not been
integrated here are spatially distributed environmental
variables (e.g. habitat type and elevation). This class of
covariates also include barriers to movement that can
not be crossed; these range from fences to shorelines.
An important contribution has recently been made by
Wilson et al. [13] who develop a model to analyse move-
ment while incorporating environmental covariates. Their
model depends on a discretization of space in contrast
to the BBCM that treats space as continuous. The later
has the advantage that probabilities for any position in
space can be calculated directly. Work in the near future
should focus on integrating both approaches where differ-
ent kinds of covariates can be easily combined, preferably
in continuous space.
Conclusion
Using the BBCM it is possible to directly test hypothe-
ses concerning the movement patterns of animals, taking
into account observation errors and other covariates. My
approach is based on the existing rstan library for model
evaluation, making it possible to profit from existing tools
in the R environment. By using these tools new models
can be implemented and evaluated efficiently to allow for
flexible hypothesis testing.
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