Purpose: To develop a strategy for training a physics-driven MRI reconstruction neural network without a database of fully-sampled datasets.
Introduction
unrolled iterations (25, 29) or shared across them (26, 31) .
The aforementioned physics-driven methods have been trained in a supervised manner, where fully-sampled data is used as a reference during the training. However, in many practical imaging scenarios, it is infeasible to acquire fully-sampled datasets. For instance, when imaging moving organs, such as the heart, there is often a short period of time during which the data needs to be acquired. Example acquisitions include real-time imaging, myocardial perfusion, and numerous contrast-enhanced scans (33) (34) (35) . Another hindrance for fully-sampled acquisitions in some applications include the signal decay. This is pronounced in acquisitions, such as diffusion MRI with echo-planar imaging, where the signal decays quickly with T2 * , thus prohibiting use of fullysampled acquisitions especially at high resolutions (36, 37) . In several other scenarios such as whole-heart coronary MRI or high-resolution anatomical brain imaging, it is impractical acquire fully-sampled datasets as the scan time becomes extremely lengthy.
Furthermore, accelerated imaging methods are often used to improve acquisition resolution. When higher acceleration rates are achievable, these are not solely used for image time reduction, but rather a trade-off is made with improved resolution (12, 38, 39) . However, this newer resolution would necessitate re-training of the DL reconstruction, since the neural networks do not necessarily generalize across different resolutions. This, in turn, would require a new database of fully-sampled reference data at this improved resolution for re-training, potentially leading to excessive scan times and making it difficult to make protocol changes to fully utilize the benefits of accelerated imaging.
In this study, we sought to develop a new self-supervised learning approach to train physics-based DL-MRI reconstruction without fully-sampled reference data. The proposed self-supervised approach which we term as Self-Supervision via Data Undersampling (SSDU) splits the acquired k-space indices into two sets. One of these is used in the data consistency unit for the network, while the other set is used to define the loss function in k-space. Hence, end-to-end training and evaluation of the network is done through only the acquired measurements without making any other assumptions about image output or characteristics. We apply the proposed self-supervised training without fully-sampled data, on the fastMRI knee datasets and prospectively undersampled high-resolution brain MRI datasets. These are compared to parallel imaging, compressed sensing and a supervised training of a DL-MRI network when fully-sampled reference data is available.
Our results indicate that the proposed self-supervised method performs similarly to the supervised approach trained on fully-sampled data, although it is trained only on undersampled data.
Theory

Physics-Driven Neural Networks for MRI Reconstruction
Let x denote the image to be recovered and represent acquired k-space measurements with undersampling pattern Ω. The forward model for the acquisition is given as
where : ℂ → ℂ is the encoding operator including a partial Fourier matrix sampling the locations specified by Ω and the coil sensitivities, and ∈ ℂ is measurement noise. The forward model presented in Equation [1] is usually ill-conditioned due to sub-Nyquist sampling and hence regularizers that induce prior information is incorporated into the objective function for the reconstruction. Possible choices for the regularizer include total variation (10, 40, 41) , ℓ1-norm of wavelet coefficients (4, 8, 42) , sparsity in adaptive transform domains (9, 43) , and more recently neural networks (25, 26, 31) . The image recovery is then formulated as an optimization problem
where the first term represents data consistency with acquired measurements, while ℛ(•) is a regularization term. The optimization problem in Equation [2] can be solved in numerous ways, including proximal gradient descent, variable splitting with quadratic penalty, alternating direction method of multipliers among others (25, 28, 30, 44) . In this study, we will consider the variable splitting with quadratic penalty approach (45) for implementation, which has also been used in previous physics-based DL-MRI approaches (26, 30) . In this method, data consistency and regularization are decoupled as
where z is the auxiliary variable that is initially constrained to be equal to x, and µ is the parameter for the quadratic penalty for relaxing this intermediate constrained problem to an unconstrained one. The optimization problem in Equation [3] is then solved iteratively by alternating the minimization over the variables x and z as follows
where x (0) is the initial image obtained from zero-filled under-sampled k-space data, x (i) is the network output at iteration i and z (i) is an intermediate variable.
In compressed sensing methods, these problems are solved in an iterative manner by alternating between the regularizer and data consistency units until a stopping criterion met as shown in Figure 1a .
In physics-driven DL-MRI approaches, this iterative algorithm is unrolled for a fixed number of iterations, as depicted in Figure 1b . The regularization sub-problem in Equation [4] is implicitly solved using a neural network. The data consistency sub-problem in Equation [5] has a closed form solution
where I is the identity operator and (•) H is the conjugate transpose operator. Equation [6] can be solved using gradient descent or conjugate gradient, which itself is unrolled for a number of iterations (26) .
Supervised Training with Fully-Sampled Reference Datasets
Supervised learning performs end-to-end training using ground truth images as the reference labels for the training loss function (19, 25) . Ground truth images are typically obtained through SENSE-1 operation applied on fully sampled data (29, 30) . Suppose that is the ground truth image for subject i, and (y Ω , Ω ; ) denotes the output of the unrolled network that is parametrized by for subsampled k-space data and corresponding encoding matrix Ω of the same subject i. The supervised training of a physics-based DL-MRI method is performed by minimizing the loss
where N is the number of fully-sampled training data in the database, ℒ(. , . ) denotes the loss between the ground truth and network output image. Example loss functions include ℓ1 norm, ℓ2 norm, mixed norm and perception based loss (23, 30, (46) (47) (48) .
Proposed Self-supervised Training without Fully-Sampled Reference Data
As discussed previously, acquiring fully sampled data is often difficult or impossible in many scenarios, due to constraints such as organ motion, signal decay or lengthy scan times. Such cases pose an important challenge for the practicality of DL-MRI reconstruction methods that rely on supervised training, since ground truth data is not available for training. To tackle this problem,
we propose a self-supervised approach illustrated in Figure 2 , where the acquired sub-sampled data indices, Ω from each scan is divided into two sets Θ and Λ as
The set of k-space locations specified by Θ are used within the network during training in the data consistency units, while the set of k-space points in Λ are used to define the loss function. Thus, to enable training without using fully-sampled data, the following loss function is minimized
In other words, the unrolled network output image �y Θ , Θ ; � which only uses the indices specified by Θ for data consistency is transformed to k-space using the encoding operator, Λ specified by the k-space indices in Λ. Then the loss is calculated in k-space with respect to the acquired k-space data at these locations. In the proposed SSDU approach, Θ was chosen as Ω\Λ.
Thus, in our self-supervised training methodology, the unrolled network only sees the acquired kspace data at locations Θ = Ω\Λ to enforce data consistency. The quality of the final reconstruction, i.e. the network output image, is then checked by mapping to the individual coil k-spaces via Λ , and checking the discrepancy to these acquired measurements at these remaining locations Λ.
Thus, the network is trained to decrease the discrepancy between the network output transformed to all the coil k-spaces and the acquired measurements that it does not see within its unrolled data consistency units.
Methods
Network and Training Details
The network for solving sub-problems [5] and [6] was unrolled for 10 iterations. The data consistency in the unrolled network was implemented with conjugate gradient method for solving Equation [6] , which itself was unrolled for 10 iterations. The neural network for solving the subproblem [5] was implemented using a convolutional neural network (CNN) based on a ResNet structure, which has shown success in other regression problems (49) . This CNN, shown in Figure   1c , consisted of a layer of input and output convolution layers, and 15 residual blocks (RB) with skip connections that facilitate information flow during network training. Each RB comprised of two convolutional layers in which the first layer is followed by a rectified linear unit (ReLU) and second layer is followed by a constant multiplication layer, with factor C=0.1 (49) . All layers had a kernel size of 3×3 and 64 channels. This ResNet CNN had a total of 592,129 trainable parameters, which were shared across the unrolled iterations. Coil sensitivity maps were generated from the 24×24 center of k-space using ESPIRiT (50) .
A normalized ℓ1-ℓ2 loss, defined as
was used for both the supervised and the proposed self-supervised training. In the supervised setting, u and v correspond to the reference fully-sampled and network output images, while for the proposed self-supervised training these correspond to the acquired k-space measurements at locations specified by Λ and the k-space corresponding to the network output image at the same locations. Prior to processing, maximum absolute value of the k-space datasets was normalized to 1 in all cases. The networks were trained using the Adam optimizer with a learning rate of 10 -3 unless specified otherwise, by minimizing the corresponding loss function with a batch size of 1 over 100 epochs. All training was performed using Tensorflow in Python, and processed on a workstation with an Intel E5-2640V3 CPU (2.6GHz and 256 GB memory), and an NVIDIA Tesla V100 GPU with 32 GB memory.
Choice of the Loss Mask
The proposed SSDU approach requires the acquired sub-sampled data to be divided into two sets 
Fully-Sampled Knee MRI
Knee dataset were obtained from the New York University (NYU) fastMRI initiative database The fully-sampled raw data were under-sampled retrospectively for both training and testing using uniform sampling patterns provided in the fastMRI database with an acceleration rate (R) = 4 (25, 51, 52) . The center of k-space was fully-sampled with 24 lines of auto-calibrated signal (ACS).
The training set consisted of 300 slices from 15 subjects for coronal PD, coronal PDFS, and 10 subjects for sagittal PD, sagittal T2, axial T2. Testing was performed on all slices from 10 different subjects for all knee sequences. Ground truth images for supervised training were generated with a SENSE-1 combination of the fully-sampled data. The proposed self-supervised approach was compared with supervised DL-MRI trained on fully-sampled dataset and conjugate gradient SENSE (CG-SENSE) (53) . Additionally, comparison to a multi-coil compressed sensing reconstruction incorporating coil sensitivities with total generalized variation (TGV) as regularizer (40) was carried out for illustration purposes. However, TGV was not performed on all test datasets since it is computationally expensive, and a comparison between supervised DL-MRI and TGV was already performed in (25) . For TGV, the MATLAB implementation provided by authors was utilized (40) .
Prospectively Accelerated Brain MRI
Brain imaging was performed on 19 healthy subjects at a 3T Siemens Magnetom Prisma (Siemens Healthcare, Erlangen, Germany) system using a 32-channel receiver head coil-array. The imaging protocols were approved by the local institutional review board, and written informed consent was Proposed self-supervised DL-MRI results were compared to CG-SENSE method. We note that a comparison to supervised DL-MRI was not possible in this setting, since there was no fullysampled ground truth data.
Image Evaluation
Experimental results were quantitatively evaluated using normalized mean square error (NMSE) and structural similarity index (SSIM). Additionally, qualitative assessment of the image quality was performed by an experienced radiologist. For knee MRI, the proposed self-supervised DL-MRI approach was compared to ground truth fully-sampled images, supervised DL-MRI trained on fully-sampled data and CG-SENSE at the same acceleration R = 4. As noted earlier, TGV was not included in the comparison due to its computational complexity and availability of a previous study comparing supervised DL-MRI and TGV (25) . For brain MRI, proposed self-supervised DL-MRI reconstructions at acceleration R = 4, 6 and 8 were compared with CG-SENSE approach at the acquisition acceleration R = 2. The reader was blinded to the reconstruction method, except for the knowledge of the reference image in knee MRI datasets. There were differences between the sequences used for the fastMRI database and our institutional sequences, thus this knowledge allowed the radiologist to assess the baseline image quality. All five knee MRI weightings and brain dataset were evaluated on a 4-point ordinal scale, adopted from (25) approach. We note again that TGV was not included in these comparisons, as it is computationally expensive, and a comparison between supervised DL-MRI and TGV was already performed in (25) . Figure 10 summarizes the results of the reader study for knee and brain datasets. For knee datasets, both supervised and self-supervised DL-MRI approaches get comparable scores to the reference image in terms of SNR, blurring, aliasing artifacts and overall image quality. There was no statistical difference between reference and DL-MRI approaches in terms of SNR and blurring in the knee sequences in general, except for blurring between reference and DL-MRI approaches in coronal PD-FS. In terms of aliasing artifacts and overall image quality, there were no statistical difference between reference and the two DL-MRI approaches for coronal PD, coronal PD-FS and sagittal PD sequences. However, for sagittal T2 sequence, supervised DL-MRI was ranked statistically worse than the reference, while for axial T2, it was ranked lower than both the reference and self-supervised DL-MRI. Thus, in general, both DL-MRI approaches performed well, but the self-supervised approach was slightly more favored by the reader, who was blinded to the As expected, the overall image quality decreases with higher acceleration rates using the proposed self-supervised DL-MRI approach, although these techniques still outperform CG-SENSE at R = 2.
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Discussion
In this study, we developed a framework for self-supervised training of physics based DL-MRI reconstruction without fully sampled data. The proposed approach split the acquired undersampled k-space indices into two sets Θ and Λ, where the former was used across the unrolled network to enforce data consistency, while the latter was used to define the loss function for the training. The results on retrospectively under-sampled knee datasets showed that our SSDU approach achieves comparable results with a supervised DL-MRI approach using the same neural network architecture, while outperforming conventional CG-SENSE and TGV approaches.
Results on prospectively under-sampled brain datasets, for which supervised learning methods cannot be applied due to unavailability of fully-sampled data, further confirmed the effectiveness of the proposed self-supervised training approach for DL-MRI reconstruction. These reconstructions at higher acceleration rates of 4, 6 and 8, visually outperformed CG-SENSE at R = 2 according to the reader study.
Most DL-MRI approaches use supervised learning for network training in order to provide improved accelerated MRI reconstruction (26, 27, 30, 31, 52) . However, acquiring fully-sampled data is challenging in many practical scenarios of interest. These may be due to constraints on timing, physiological constraints, signal decay or long scan times (33) (34) (35) (36) (37) . As an example, the fully-sampled acquisition for the 3D MPRAGE sequence with the resolution used in this study would be more than 15 minutes (36), which is impractical for large studies and may lead to patient discomfort. Furthermore such long scan times increase susceptibility to motion artifacts, which would be more pronounced at these high resolutions. Thus, being able to train DL-MRI reconstruction methods without fully-sampled data is imperative to broaden their application to settings in which such data is challenging to acquire, where supervised training are no longer practical. Furthermore, this may also facilitate the integration of DL-MRI methods to many clinical scans that readily include a form of accelerated imaging, most commonly in the form of parallel imaging, by enabling the use of prospectively undersampled raw k-space data for training.
Given the importance of training without fully sampled data, there have been several works which have tried to tackle this issue. For data-driven de-aliasing of single-coil data using image domain to image domain mapping without the encoding operator, a self-supervised approach has been proposed (55) using a mixture of measurement and k-space losses. An alternative approach, which assumes the same data is acquired with two separate acquisitions using different undersampling patterns was also proposed (56) extending on the Noise2Noise denoising framework (57) . In the same image-domain reconstruction setting, a self-supervised learning scheme using cycleGANs with optimal transport cost minimization was proposed (58) . Although data-driven image domain methods have been used for DL-MRI reconstruction, physics-driven DL-MRI techniques are more desirable as they offer a degree of interpretability by incorporating domain knowledge on the MRI encoding mechanism (18, 25, 26, 28, 29, 31) . In this physics-driven setting, an unpaired learning approach using Wasserstein GANs was proposed (59) , but this procedure still assumes the presence of high-quality images albeit not requiring pairwise matching with undersampled data.
Another approach uses the so-called unsupervised basis pursuit ( for training. The training in SSDU only considers the acquired k-space data to evaluate the reconstruction quality, in effect using a physics-driven self-supervision approach. Furthermore, SSDU works for both uniform undersampling patterns, as is the focus of the study, and random undersampling patterns (results not shown). Note the former was considered to be more challenging for physics-based DL-MRI reconstruction in previous studies, as networks trained with uniform sampling were shown to generalize well to random sampling, but not the vice versa (25, 62) .
Our training method is also reminiscent of the broader and fundamental concept of cross-validation in machine learning and statistics (63) . When testing generalizability, the training database is partitioned into two sets of complementary datasets, one which is used for training the model (often called training set), and the other used to assess the performance in unseen data (often called validation/testing set). In our approach, we do a similar partitioning of the acquired data to two sets we denoted Θ and Λ. The main difference to typical cross-validation is that our partitioning is done for each subject in the training set from the database. But the intuition for partitioning within the network is similar, as the unrolled network only sees Θ for data consistency during training,
while Λ is only used to establish the network loss. If for instance Θ and Λ are taken to be the same as Ω, such training leads to poor image quality with insufficient removal of aliasing artifacts and noise amplification (results not shown), as the DC unit operating on the full Ω, inherently matches well with the acquired data at these locations.
Selection of the loss mask, Λ plays an important role in the performance of the proposed selfsupervised training. One major design advantage is that since it only exists in post-processing, it can be chosen freely among all the acquired measurements retrospectively, without physical constraints that are imposed during acquisition. Thus even though 40% of the acquired indices in Ω were included in Λ, this is not the equivalent to training with a ~6-fold accelerated acquisition, especially for the 2D setting, since the points in Λ do not have to lie on k-space lines. This advantage is not as clear in the training for the 3D brain dataset in this study, since the data had to be inverse Fourier transformed along the foot-head readout direction and axial slices had to be processed due to memory issues in the GPUs. In this case, the sheared uniform ky-kz undersampling pattern readily do not include any lines, thus the selection of Λ, may affect the DC units more substantially than in the 2D knee MRI experiments. Accordingly, the self-supervised approach is expected to show more gains and better reconstruction quality at higher acceleration rates for 3D
imaging if 3D neural networks can be used. Thus memory-efficient 3D neural network designs may warrant further investigation, although it is beyond the scope of the current study.
In this study, we compared uniformly random selection with a variable-density approach based on Gaussian weighting for selecting Λ. In our experiments, the latter selection was favored as it statistically outperformed and visibly improved upon the former. A self-supervised mask selection during the network training may further remove these hyper-parameters and potentially lead to further improvements in reconstruction. However, this is a difficult problem, which warrants further investigation, beyond the scope of the current study. We also explored the use of multiple different Θ and Λ pairs for each subject in the database, but we did not observe substantial gains by selecting multiple different Θ and Λ pairs per subject for training. Using different distributions for selecting a number of distinct Θ and Λ pairs per subject may further improve performance, but currently these distributions would need to be empirically chosen. Due to the ad-hoc nature of such a process and the wide range of available distributions, this was not explored in detail, but this idea also warrants more investigation in the context of self-supervised mask selection in future works.
Finally, a heuristic choice was made to keep 4×4 central k-space lines in the Θ set, as the DC units did not work well without these high-energy components. In our experience, use of larger (8×8 or 16×16) or smaller (2×2) regions deteriorated the overall performance.
The same residual network structure for regularizer and unrolled conjugate gradient for data consistency units were used throughout the study. However, our approach is not restricted to these network and DC unit choices. Alternative approaches, such as a DenseNet, U-Net or variational neural network as a regularizer CNN (25, 64, 65) , or gradient descent for the DC unit are also possible (25, 31) . However, these were not explored, since such network optimization was not the focus of our study. Instead we fixed one architecture, and used this for both supervised and selfsupervised training. In this study, we also shared the regularizer CNN parameters across the unrolled network, similar to (26, 31) , in order to enable training with a smaller training dataset.
However, it is possible to use different parameters for each unrolled regularizer unit, as in (25, 29) , at the cost of a higher number of trainable parameters.
Selection of proper loss functions also play a vital role for network training. The ℓ2 loss is a frequently used metric in DL-MRI with promising results (18, 26) , but it is sensitive to outliers. On the other hand, ℓ1 loss is more robust to outliers. Hence, we used a normalized ℓ1-ℓ2 loss to take advantage of the superior properties of each loss while minimizing their disadvantages (48) . Other choices of losses such as discriminative losses have also been popular for supervised training of DL-MRI methods (31, 66) . There have also been works to incorporate the conventional loss functions such as ℓ1 or ℓ2 into adversarial losses (23, 67, 68) . To the best of our knowledge, there are no works that use an adversarial loss in k-space, but such an extension may benefit the reconstruction quality when using the proposed self-supervision approach.
Conclusion
The proposed training framework allows training of physics-based DL-MRI reconstruction without requiring fully-sampled data, while performing similar to conventional supervised DL-MRI approaches.
