Abstract: Some constructions of balanced arrays of strength two are provided by use of rectangular designs, group divisible designs, and nested balanced incomplete block designs. Some series of such arrays are also presented as well as orthogonal arrays, with illustrations.
INTRODUCTION
As a generalization of orthogonal arrays, the concept of balanced arrays was first introduced by Chakravarti [2] . Balanced arrays of strength t, denoted by BAðb; m; s; tÞ f x 1 ÁÁÁ x t g, is an m Â b matrix B with elements belonging to a set f0; 1; . . . ; s À 1g of s symbols, m constraints, b assemblies, and strength t, such that every t Â b submatrix of B contains the ordered t Â 1 column vector ðx 1 ; . . . ; x t Þ 0 , x 1 ÁÁÁ x t times, where x 1 ÁÁÁ x t is invariant under any permutation of x 1 ; . . . ; x t . When x 1 ÁÁÁ x t is a constant, (say), for all x 1 ; . . . ; x t , the BA is called an orthogonal array, denoted by OAðb; m; s; tÞ, with index . Here, b ¼ s t . Balanced arrays are useful in the theory of factorial designs. Orthogonal fractional designs and balanced fractional designs, forming important classes of fractional factorial designs, possess the combinatorial properties of orthogonal arrays and balanced
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arrays, respectively (e.g., [12] ). Balanced arrays of two symbols have been studied (see [2] [3] [4] [17] [18] [19] [20] ). Balanced arrays of three symbols were constructed (see, for example, [5, 6, 14] ). Sinha [13] constructed balanced arrays of s symbols and strength 2 from certain regular group divisible (GD) designs. For constructions and uses of orthogonal arrays, see [7, 8, 21] .
The purpose of this study is to provide methods of constructing balanced arrays of s symbols and strength 2 from rectangular designs, GD designs, and nested balanced incomplete block designs for some s.
BALANCED ARRAYS FROM RECTANGULAR DESIGNS
A rectangular design is an arrangement of v ¼ mn treatments in b blocks such that (i) each block contains k distinct treatments, k < v, (ii) each treatment occurs in exactly r blocks, (iii) the mn treatments are arranged in a rectangle of m rows and n columns such that any two treatments in the same row (column) occur together in 1 ( 2 ) blocks, respectively, and in 3 blocks otherwise. Some constructions and references on rectangular designs may be found in [15, 16, 22] . These designs are here used to construct balanced arrays.
Theorem 2.1. The existence of a rectangular design with parameters
implies the existence of a BAðb; m; n; 2Þf ii ¼ 2 ; i ¼ 0; 1; . . . ; n À 1; ij ¼ 3 ; i; j ði 6 ¼ jÞ ¼ 0; 1; . . . ; n À 1g.
Proof. Let the mn treatments of the rectangular design be arranged in an m Â n array as
Each row corresponds to a constraint. Then, every block of the design is made to correspond to an assembly by substituting the treatments of the blocks occurring in the ði; jÞ-th position of the above array, where i ¼ 1; 2; . . . ; m and j ¼ 1; 2; . . . ; n, by the symbol j À 1. Then utilizing this correspondence from the b blocks of the rectangular design, the required BA(b; m; n; 2Þ can be obtained. In fact, since it follows from the property of a rectangular design that treatment pairs in the same column are the second associates with 2 
n ¼ 3, whose blocks are given by (1,2,3), (1, 2, 3) , (1, 5, 6) , (2, 4, 6) , (3, 4, 5) , (4, 5, 6) , under the structure of a ð2 Â 3Þ array with v ¼ 6 treatments: implies the existence of a BAðb; m; n þ 1;
Proof. Let the mn treatments be arranged in an array of m rows and n columns as in the proof of Theorem 2.1. The rows and blocks correspond to constraints and assemblies, respectively. Further, let every j-th element in the ði; jÞ-th position of the array, where i ¼ 1; 2; . . . ; m and j ¼ 1; 2; . . . ; n, correspond to the symbol j À 1. Then, utilizing this correspondence and also that if there is no treatment from a row in the block, then the corrsponding symbol is n, the b blocks of the rectangular design yield an m Â b array, which is the required balanced array with m constraints and b assemblies. The -parameters can be obtained as follows: from the property of the rectangular design that any treatment pairs in the same column are the second associates with 2 as the pairwise concurrences, it follows that ii ¼ 2 , i ¼ 0; 1; . . . ; n À 1, and any treatment pair not occurring in the same row or column are the third associates, thus ij ¼ 3 , i; jði 6 ¼ jÞ ¼ 0; 1; . . . ; n À 1. Furthermore, it follows that The procedure shown in the proof of Theorem 2.2 yields a BA(21,7,4,2) f 00 [14] , the three series of balanced arrays given in Corollary 2.1 may give rise to non-orthogonal main effect plans (i) 3 4tþ1 in 2ð4t þ 1Þ runs, when 4t þ 1 is a prime or a prime power, (ii) 3 4tÀ1 in 2ð4t À 1Þ runs, and (iii) 2 4t in 2ð4t À 1Þ runs, when 4t À 1 is a prime or a prime power.
Remark 2.4. Theorem 2.2 can also be modified to the situation when kð< nÞ, 1 ; 2 ¼ 0; 3 , which yields a BAðb; n; m þ 1; 
BALANCED/ORTHOGONAL ARRAYS FROM GD DESIGNS
A group divisible (GD) design is an arrangement of v ¼ mn treatments in b blocks such that (i) each block contains k distinct treatments, k < v, (ii) each treatment occurs in exactly r blocks, and (iii) a set of the mn treatments can be divided into m groups of n treatments each such that any two treatments occur together in 1 blocks if they belong to the same group, and in 2 blocks if they belong to different groups. When r À 1 ¼ 0, the GD design is said to be singular. When r À 1 > 0 and rk À 2 v ¼ 0, the design is called a semi-regular (SR) GD design. On the other hand, when r À 1 > 0 and rk À 2 v > 0, the design is called a regular (R) GD design. GD designs form the most important class of two-associate partially balanced incomplete block (PBIB) designs and have been extensively studied in literature (e.g., [11] ).
A GD design with 1 ¼ 2 ( ¼ , say) is called a balanced incomplete block (BIB) design with parameters v; b; r; k; , denoted by BIBDðv; b; r; k; Þ, that is a block design with v treatments and b blocks of size k each such that every treatment occurs in exactly r blocks and any two distinct treatments occur together in exactly blocks. Proof. By juxtaposing two GD designs with parameters (3.1) and (3.2), we get the v Â b incidence matrix of the juxtaposed pairwise balanced design, which forms a BAðb; v; 2; 2Þ with the index parameters as given above. 
where s is a prime or a prime power. Also, there always exists a singular GD design with parameters Proof. It is known (cf. [11, p.138] ) that there exists a semi-regular GD design with parameters
where s is a prime or a prime power. Also, there always exists a singular GD design with parameters
Then consider the v Â b incidence matrix of the design obtained by juxtaposing two designs with (3.5) and (3.6), and applying Theorem 3.1, we get the required balanced array.
&
Note that in the balanced arrays of Corollaries 3.1 and 3.2 all their index numbers are the same except one. This property may be useful from a statistical point of view.
Finally, by adding x ð! 0Þ columns of 0's and y ð! 0Þ columns of 1's to the balanced array constructed by Theorem 3.1, it is easy to show that a necessary and sufficient condition for the balanced array to become an orthogonal array is x ¼ Àb þ 3r À 2 and y ¼ r À 2.
As special cases, under the existence of two GD designs used in Theorem 3.1, we can present the following: 
, yields an OA (12, 8, 2, 2) with index 3.
(ii) ½x ¼ 0; y ¼ r À 2: When r > 2 and b ¼ 3r À 2, we get an OA(4ðr À Þ; v; 2; 2Þ with index r À , by the addition of r À 2 columns of 1's to the balanced array of Theorem 3.
, which exists when 4t À 1 is a prime or a prime power (see [11] ), along with one column of 1's, yield an OA(4t; 4t À 1; 2; 2) with index t. (iii) ½x ¼ 2r À b; y ¼ 0: When r ¼ 2 and b < 2r, we get an OA(4; v; 2; 2Þ with index , by adding 2r À b columns of 0's to the balanced array of Theorem 3.1. For example, from [1] , the GD designs SR18 ðv It would be interesting to find orthogonal arrays satisfying the condition (iv) for GD designs used in Theorem 3.1 (though there exists a BIB design satisfying (iv) as a pairwise balanced design).
BALANCED ARRAYS FROM NESTED BIB DESIGNS
For the definition of a nested BIB design, see [10] . That is, a nested BIB design with parameters v; b 1 ; r; k 1 ; b 2 ; k 2 ; 1 ; 2 is a block design in which both the nesting blocks (called super-blocks) and the sub-blocks form BIBDðv; b 1 ; r; k 1 ; 1 Þ and BIBD ðv; b 2 ; r; k 2 ; 2 Þ, respectively. Thus, there are b 2 sub-blocks of size k 2 nested in each of b 1 super-blocks of size k 1 in which each super-block is divided into some subblocks of size k 2 . Note that the present parameters 1 and 2 in the nested BIB design have different meaning from those of a 2-associate PBIB design. 
Proof. Form a v Â b array where the v constraints correspond to the v treatments and the b assemblies correspond to b whole blocks, of symbols 0; 1; 2, from a nested BIB design as: if a treatment is present in the i-th sub-block, i ¼ 1; 2, it is denoted by i, if it is not present in any of the sub-blocks, it is denoted by 0. Furthermore, we form another v Â b 1 array by the transformation 1 $ 2 in the first sub-array. Then, combining the two v Â b 1 arrays, we can get the required balanced array, as ½N 1 : N 2 , where N 1 and N 2 are the first and second v Â b 1 arrays. The -parameters can be obtained as follows: (1) ii ¼ 2 , because it is the number of pairwise concurrences of any two treatments in the i-th sub-blocks for i ¼ 1,2; (2) ij ¼ ji ¼ 1 À 2 , because it is the number of pairwise concurrences of any two treatments in the whole blocks not in sub-blocks for i 6 ¼ j; (3) 0i ¼ i0 ¼ r À 1 , because it is the number of whole blocks where only one treatment occurs. Finally, since 00 denotes the number of whole blocks where any pairs do not occur, it is b 1 À 2ðr À 1 Þ À 1 ¼ b 1 À2r þ 1 . Note that Corollary 4.1 coincides with Theorem 3.2 of [9] .
The existence of a nested BIB design with parameters v ¼ 4t À 1; r ¼ 2ð2t À 1Þ; b 1 ¼ 4t À1; k 1 ¼ 2 ð2tÀ1Þ; 1 ¼ 4t À 3; b 2 ¼ 2 ð4t À 1Þ; k 2 ¼ 2tÀ1; 2 ¼ 2 ðt À 1Þ, where 4t À 1 is a prime or a prime power [15] , implies the following by Theorem 4.1.
Corollary 4.2.
There exists a BAð2ð4t À 1Þ; 4t À 1; 3; 2Þf 00 ¼ 0; ii ¼ 2ðt À 1Þ; ij ¼ ji ¼ 2t À 1; 0i ¼ 1 ¼ i0 g, i; jði 6 ¼ jÞ ¼ 1; 2; where 4t À 1 is a prime or a prime power.
By the transformation 0 to 2 and vice-versa, in the above Corollaries 4.1 and 4.2, we can also obtain the balanced arrays given in Corollaries 2.1 (i) and (ii).
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