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ON PARABOLIC AND ELLIPTIC EQUATIONS WITH
SINGULAR OR DEGENERATE COEFFICIENTS
HONGJIE DONG AND TUOC PHAN
Abstract. We study both divergence and non-divergence form parabolic and
elliptic equations in the half space {xd > 0} whose coefficients are the product
of xαd and uniformly nondegenerate bounded measurable matrix-valued func-
tions, where α ∈ (−1,∞). As such, the coefficients are singular or degenerate
near the boundary of the half space. For equations with the conormal or Neu-
mann boundary condition, we prove the existence, uniqueness, and regularity
of solutions in weighted Sobolev spaces and mixed-norm weighted Sobolev
spaces when the coefficients are only measurable in the xd direction and have
small mean oscillation in the other directions in small cylinders. Our results
are new even in the special case when the coefficients are constants, and they
are reduced to the classical results when α = 0.
1. Introduction and main results
In this paper, we study the existence, uniqueness, and regularity estimates of
solutions in Sobolev spaces to a class of parabolic (and elliptic) equations in the
upper half space, whose coefficients can be singular or degenerate on the boundary
of the upper half space in a way which may not satisfy the classical Muckenhoupt
A2 condition.
Throughout the paper, let ΩT = (−∞, T )× Rd+ be a space-time domain, where
T ∈ (−∞,+∞], R+ = (0,∞), and Rd+ = Rd−1 × R+ is the upper-half space.
Let (aij) : ΩT → Rd×d be a matrix of measurable coefficients, which satisfies the
following ellipticity and boundedness conditions: there is a constant κ ∈ (0, 1) such
that
κ|ξ|2 ≤ aij(t, x)ξiξj and |aij(t, x)| ≤ κ−1 (1.1)
for every ξ = (ξ1, ξ2, . . . , ξd) ∈ Rd and (t, x) = (t, x′, xd) ∈ ΩT . Here we do not
impose the symmetry condition on (aij). Let α ∈ (−1,∞) be a fixed number. We
investigate the conormal boundary value problem x
α
d (ut + λu)−Di[xαd (aij(t, x)Dju− Fi)] =
√
λxαd f
lim
xd→0+
xαd (adj(t, x)Dju− Fd) = 0 in ΩT , (1.2)
where F = (F1, F2, . . . , Fd) : ΩT → Rd and f : ΩT → R are given measurable
functions in suitable weighted Lebesgue spaces, and λ ≥ 0 is a parameter. It is
worth noting that the weight xαd satisfies the Muckenhoupt A2 condition only if
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α ∈ (−1, 1). As a special case of our main results, for the model equation{
xαdut − div[xαd (∇u − F )] = xαd f
lim
xd→0+
xαd (Ddu− Fd) = 0 (1.3)
in the upper-half parabolic cylinder Q+2 and for α ∈ (−1,∞), we obtain the local
boundary weighted estimate( ˆ
Q+1
[|u|p + |Du|p]xαd dz
)1/p
≤ N
ˆ
Q+2
[|u|+ |Du|]xαd dz
+N
( ˆ
Q+2
|F |pxαd dz
)1/p
+N
(ˆ
Q+2
|f |p∗xαd dz
)1/p∗
for every p ∈ (1,∞), where p∗ ∈ [1, p) depending on α, p, and d as in (2.3)-(2.4)
below and N > 0 is a constant depending on d, α, p, and p∗. Equation (1.3) is
related to the extension problem of the fractional heat operator (see, for example,
[27, 30, 1]) and our result in this special case is already new.
We also consider the parabolic equation in non-divergence form
a0(t, x)ut − aij(t, x)Diju(t, x)− α
xd
adj(t, x)Dju(t, x) + λc0(t, x)u = f (1.4)
in ΩT with the boundary condition
lim
xd→0+
xαd adj(t, x)Dju(t, x
′, xd) = 0, (1.5)
where a0, c0 : ΩT → R are measurable functions satisfying
κ ≤ a0(t, x), c0(t, x) ≤ κ−1, (t, x) ∈ ΩT . (1.6)
In this case, we impose an additional structural condition on the leading coefficients
aij :
adj(t, x) = 0, j = 1, 2, . . . , d− 1, (1.7)
or adj = λjadd for j = 1, 2, . . . , d − 1 with constants λj , which can be reduced
to (1.7) after the change of variables yj = xj − λjxd for j = 1, 2, . . . , d − 1 and
yd = xd. We note that this condition is satisfied for a large class of equations. See,
for instance, [1, 3, 13, 15]. Unlike (1.2), the equation (1.4) has extra coefficients a0
and c0. The main reason we introduce them in (1.4) is for convenience because in
the proofs of main results for (1.4)-(1.5), we divide both sides of (1.4) by add to use
the hidden divergence structure of the equation. Nevertheless, with a0 and c0 the
equation (1.4) is slightly more general. Of course, in view of (1.6), by dividing both
sides of (1.4) by a0 or c0, one can always assume one of them to be the identity.
The interest of studying the class of equations (1.2) and (1.4) comes from both
pure mathematics and applied problems. As examples, we refer the reader to [1, 3]
for problems about fractional heat and fractional Laplace equations, and [13] for
problems arising in mathematical finance. This paper is a continuation of [11] and
[10]. In [11], we considered a class of parabolic equations in divergence form with
a general weight
a0(xd)ut − 1
µ(xd)
Di[µ(xd)(aijDju− Fi)] + λu = f (1.8)
in the half space {xd > 0} with conormal boundary condition:
lim
xd→0+
µ(xd)(adjDju− Fd) = 0. (1.9)
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Here (aij) satisfies (1.1), a0 ∈ [κ, κ−1], λ ≥ 0, and the weight µ satisfies the
A2 condition and a relaxed A1 type condition away from the boundary. This, in
particular, includes the A2 weights µ(xd) = x
α
d for any α ∈ (−1, 1). We obtained
the local and global weighted Caldero´n-Zygmund type estimates for (1.8)-(1.9) with
respect to the weight µ, under the condition that the coefficients are only measurable
in the xd direction and have small mean oscillation in the other directions in small
cylinders (partially VMO) with respect to the considered weight. The proofs in
[11] carry over to systems under the usual strong ellipticity condition. In [10],
we studied the corresponding non-divergence form scalar equations (1.4), where
α ∈ (−1, 1) and a0, c0 satisfy (1.6). Under the condition that a0, aij , and c0 are
partially VMO respect to the weight xαd , we obtained weighted mixed-norm W
1,2
p
estimates and solvability. The aim of this paper is to extend the results in [11, 10] to
the full range of exponent α ∈ (−1,∞). It is worth noting that even for divergence
form equations, in contrast to [11], the proofs below only work for scalar equations
because the Moser iteration is used (cf. Lemma 4.3). For other related work in this
direction, we refer the reader to the references in [11, 10].
The class of partially VMO coefficients was first introduced by Kim and Krylov
[19, 20] for non-degenerate elliptic and parabolic equations in non-divergence form.
Divergence form elliptic and parabolic equations with non-degenerate partially
VMO coefficients were later studied in [6, 5]. This type of equations arises from
the problems of linearly elastic laminates and composite materials, e.g., in homog-
enization of layered materials. See, for instance, [4]. We also refer the reader to
[7, 8, 9] for extensions to second-order and higher-order systems with or without
weights.
We apply a mean oscillation argument, which was used in [24] for non-degenerate
parabolic equations with coefficients which are VMO in the space variables. In the
case of partially VMO coefficients, the main difficulty is that, since they are merely
measurable in xd, it is only possible to estimate the mean oscillation of Dx′u, not
the full gradient Du. Therefore, one needs to bound Ddu by Dx′u. An idea in [6, 5]
is to break the “symmetry” of the coordinates so that t and xd are distinguished
from x′ by using a delicate re-scaling argument. Another idea is to estimate the
mean oscillation of addDdu instead of Ddu, and apply a generalized Fefferman–
Stein theorem established in [25]. In [7], a new method was developed, in which the
key step is to estimate U := adjDju and Diu, i = 1, . . . , d − 1, instead of the full
gradient of u. By using this argument, one was able to bypass the scaling argument
mentioned above and greatly simplified the proof. In this paper, we adapt this
method to singular/degenerate equations.
In our main results, Theorems 2.2, 2.4, and 2.7 below, we obtain the unique solv-
ability (1.2) and (1.4)-(1.5) in weighted Sobolev spaces and mixed-norm weighted
Sobolev spaces. Local boundary estimates for solutions of these equations are also
obtained in Corollaries 2.3 and 2.9. To the best of our knowledge, these results are
new even in the elliptic case and in the unmixed-norm case with constant coefficients
aij , a0, and c0.
The proofs of the main theorems are based on an idea in [7] mentioned above and
the perturbation technique. To implement the method, we first consider equations
whose coefficients depend only on xd and prove various results on the existence,
uniqueness, and regularity of solutions to this class of equations. For this, we es-
tablish the L∞ estimate of weak solutions by applying the Moser iteration, and
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then derive Lipschitz and Schauder type estimates. In particular, to estimate the
L∞ norms of Ddu and U , we use a bootstrap argument. Schauder type estimates
for elliptic equations similar to (2.8) were proved recently in [28] when the matrix
(aij) is symmetric, Ho¨lder in all variables, and satisfies a structural condition that
the hyperplane {xd = 0} is invariant with respect to (aij), i.e, ajd = ddj = 0 for
j = 1, . . . , d − 1. The proof in [28] uses a Liouville type theorem and a compact-
ness argument. Our proof in Section 4 is more direct and works for more general
operators. For the local estimates Corollaries 2.3 and 2.9, we prove a parabolic
embedding (see Lemma 3.1) by using a generalized Hardy–Littlewood Sobolev in-
equality in [17], which seems to be new in the weighted setting and is of independent
interest. We also remark that in contrast to the previous work such as [12, 2, 11] in
which the A2 weights are commonly assumed as the weighted Poincare´ inequality
is needed, we do not use the weighted Poincare´ inequality in the proof. In fact, as
pointed out in [28], when α ≥ 1, such inequality is not valid.
For simplicity, in this paper we choose not to consider lower-order terms. The
results still hold for equations
xαd (ut − biDiu− cu+ λu)−Di[xαd (aijDju+ bˆiu− Fi)] =
√
λxαd f
and
a0ut − aijDiju−
( α
xd
adj + bi
)
Dju(t, x)− cu+ λc0u = f,
where bi, bˆi, and c are bounded measurable functions. To see this, it suffices to
move the terms biDiu and cu to the right-hand side of the equations, absorb bˆiu to
Fi, and take a sufficiently large λ. See, for example, [24] for details. By using the
weighted embedding results such as Lemma 3.1 below, it is also possible to consider
unbounded lower-order coefficients. We refer the reader to the recent interesting
work [18, 23, 26, 22] and the references therein.
The remaining part of the paper is organized as follows. In the next section, we
introduce some notation and state the main results of the paper. In Section 3, we
prove two weighted embedding results that are needed in the paper as well as a result
on the existence and uniqueness of L2-solutions. In Section 4, we study equations
whose coefficients depend only on xd. We prove the existence, uniqueness, and
regularity estimates of solutions in H1p(ΩT , µ) after we obtain the L∞, Lipschitz,
and Schauder type estimates for solutions to homogeneous equations. Finally, in
Section 5, we provide the proofs of Theorems 2.2 and 2.4, and Corollaries 2.3 and
2.9.
2. Notation and main theorems
2.1. Notation. For r > 0, z0 = (t0, x0) with x0 = (x
′
0, x0d) ∈ Rd−1×R and t0 ∈ R,
we define Br(x0) to be the ball in R
d of radius r centered at x0, Qr(z0) to be the
parabolic cylinder of radius r centered at z0:
Qr(z0) = (t0 − r2, t0)×Br(x0),
and B+r (x0) and Q
+
r (z0) to be the upper-half ball and cylinder of radius r centered
at x0 and z0, respectively
B+r (x0) = {x = (xd, x′) ∈ Rd : xd > 0, |x− x0| < r},
Q+r (z0) = (t0 − r2, t0)×B+r (x0).
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When x0 = 0 and t0 = 0, for the simplicity of notation we drop x0, z0 and write
Br, B
+
r , Qr, and Q
+
r , etc. We also define B
′(x′0) and Q
′(z′0) to be the ball and the
parabolic cylinder in Rd−1 and Rd, where z′0 = (t0, x
′
0).
For p ∈ (1,∞), −∞ ≤ S < T ≤ +∞, and D ⊂ Rd+, let Lp((S, T )×D, µ) be the
weighted Lebesgue space consisting of measurable function g on (S, T ) × D such
that its norm
‖g‖Lp((S,T )×D,µ) =
(ˆ
(S,T )×D
|g(t, x)|p µ(dz)
)1/p
<∞,
where µ(dz) = xαd dxdt. For p, q ∈ (1,∞) and the weights ω0 = ω0(t) and ω1 =
ω1(x), we define Lq,p(ΩT , ω dµ) to be the weighted mixed-norm Lebesgue space on
ΩT equipped with the norm
‖f‖Lq,p(ΩT ,ω dµ) =
(ˆ T
0
( ˆ
R
d
+
|f(t, x)|pω1(x)µ(dx)
)q/p
ω0(t) dt
)1/q
,
where ω(t, x) = ω0(t)ω1(x). We also define
H
−1
q,p((S, T )×D, ωdµ)
= {g : g = DiFi + F0/xd + f for some f ∈ Lq,p((S, T )×D, ωdµ)
F = (F0, . . . , Fd) ∈ Lq,p((S, T )×D, ωdµ)d+1}
and
H1q,p((S, T )×D, ωdµ)
= {g : g,Dg ∈ Lp((S, T )×D, ωdµ), gt ∈ H−1q,p((S, T )×D, ωdµ)},
which are equipped with the norms
‖g‖
H
−1
q,p((S,T )×D,ωdµ)
= inf{‖F‖Lq,p((S,T )×D,ωdµ) + ‖f‖Lq,p((S,T )×D,ωdµ) :
g = DiFi + F0/xd + f}
and
‖g‖H1q,p((S,T )×D,ωdµ)
= ‖g‖Lq,p((S,T )×D,ωdµ) + ‖Dg‖Lq,p((S,T )×D,ωdµ) + ‖gt‖H−1q,p((S,T )×D,ωdµ).
When p = q, we simply write H1p(ΩT , ωdµ) = H1p,p(ΩT , ωdµ). Similar notation are
also used for other spaces. When ω ≡ 1, we have Lq,p(ΩT , ωdµ) = Lq,p(ΩT , µ), and
similarly for other function spaces.
We say that u ∈ H1q,p((S, T )×D, ωdµ) is a weak solution of (1.2) in (S, T )×D
if ˆ
(S,T )×D
(−u∂tϕ+ λuϕ)µ(dz) +
ˆ
(S,T )×D
(aijDju− Fi)Diϕµ(dz)
= λ1/2
ˆ
(S,T )×D
f(z)ϕ(z)µ(dz)
for any ϕ ∈ C∞0 ((S, T )× (D ∪ (D ∩ ∂Rd))).
We use the notation a+ = max{a, 0} and a− = max{−a, 0} for a ∈ R so that
a = a+ − a−. Finally, for a set Ω ⊂ Rd+1 and any integrable function f on Ω with
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respect to some Borel measure ω, we write 
Ω
f ω(dz) =
1
ω(Ω)
ˆ
Ω
f ω(dz), where ω(Ω) =
ˆ
Ω
ω(dz).
2.2. Main theorems. As in [11, 10], we impose the following partially VMO con-
dition on the leading coefficients.
Assumption 2.1 (γ0, R0). For any r ∈ (0, R0] and z0 = (z′0, xd) ∈ Rd × R+, we
have
sup
i,j
 
Q+r (z0)
|aij(t, x)− [aij ]r,z0(xd)|µ(dz) ≤ γ0,
where µ(dz) = xαd dtdx, [aij ]r,z0(xd) is the average of aij with respect to (t, x
′) in
Q′r(z
′
0):
[aij ]r,z0(xd) =
 
Q′r(z
′
0)
aij(t, x
′, xd) dx
′ dt.
In the special case that the coefficients (aij) only depend on the xd variable, no
regularity assumption is required on them as Assumption 2.1 (γ0, R0) is always
satisfied.
Our first main result is about the existence, uniqueness, and global regularity
estimates of solutions to the divergence form equation (1.2).
Theorem 2.2. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), and p ∈ (1,∞). Then
there exist γ0 = γ0(d, κ, α, p) ∈ (0, 1) and λ0 = λ0(d, κ, α, p) ≥ 0 such that the
following assertions hold. Suppose that (1.1) and Assumption 2.1 (γ0, R0) are
satisfied. If u ∈ H1p(ΩT , µ) is a weak solution of (1.2) for some λ ≥ λ0R−20 ,
f ∈ Lp(ΩT , µ), and F ∈ Lp(ΩT , µ)d, then we have
‖Du‖Lp(ΩT ,µ) +
√
λ‖u‖Lp(ΩT ,µ) ≤ N‖F‖Lp(ΩT ,µ) +N‖f‖Lp(ΩT ,µ), (2.1)
where N = N(d, κ, α, p) > 0. Moreover, for any λ > λ0R
−2
0 , f ∈ Lp(ΩT , µ), and
F ∈ Lp(ΩT , µ)d, there exists a unique weak solution u ∈ H1p(ΩT , µ) to (1.2).
In the next result, we give a local boundary estimate in a half cylinder. Consider{
xαdut −Di
(
xαd (aijDju− Fi)
)
= xαd f
lim
xd→0+
xαd (adjDju− Fd) = 0 in Q
+
2 . (2.2)
Let p ∈ [1,∞) and p∗ ∈ [1, p) satisfy{
(d+ 2 + α+)/p
∗ ≤ 1 + (d+ 2 + α+)/p when p∗ > 1
(d+ 2 + α+)/p
∗ < 1 + (d+ 2 + α+)/p when p
∗ = 1,
(2.3)
if d ≥ 2 or α = 0, and{
(4 + α+)/p
∗ ≤ 1 + (4 + α+)/p when p∗ > 1
(4 + α+)/p
∗ < 1 + (4 + α+)/p when p
∗ = 1,
(2.4)
if d = 1 and α 6= 0. Note that the condition on p∗ is used in a weighted parabolic
Sobolev embedding result. See Lemma 3.1 below.
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Corollary 2.3. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), 1 < p0 < p < ∞, and
p∗ ∈ [1, p) satisfy (2.3)-(2.4). Then there exists γ0 = γ0(d, κ, α, p0, p) ∈ (0, 1) such
that the following assertion holds. Suppose that (1.1) and Assumption 2.1 (γ0, R0)
are satisfied. If u ∈ H1p0(Q+2 , µ) is a weak solution of (2.2), F ∈ Lp(Q+2 , µ)d, and
f ∈ Lp∗(Q+2 , µ), then u ∈ H1p(Q+1 , µ) and
‖u‖Lp(Q+1 ,µ) + ‖Du‖Lp(Q+1 ,µ)
≤ N‖u‖L1(Q+2 ,µ) +N‖Du‖L1(Q+2 ,µ) +N‖F‖Lp(Q+2 ,µ) +N‖f‖Lp∗(Q+2 ,µ), (2.5)
where N = N(d, κ, α, p0, p, p
∗, R0) > 0.
We conjecture that for any d ≥ 1 and α ∈ (−1,∞), the above corollary still
holds when p∗ satisfies (2.3).
In this paper, we also show that Theorem 2.2 can be extended to the setting of
weighted mixed-norm spaces. The result is of interest because the inhomogeneous
terms F and f could behave anisotropically. For p ∈ (1,∞), a locally integrable
function ω : Rd+ → R+ is said to be in Ap(Rd+, µ) Muckenhoupt class of weights if
[ω]Ap(Rd+,µ) := sup
r>0,x∈Rd+
( 
B+r (x)
ω(y)µ(dy)
)(  
B+r (x)
ω(y)
1
1−p µ(dy)
)p−1
<∞.
Similarly, a locally integrable function ω : R→ R+ is said to be in Ap(R) Mucken-
houpt class of weights if
[ω]Ap(R) := sup
r>0,t∈R
( t+r2
t−r2
ω(s) ds
)( t+r2
t−r2
ω(s)
1
1−p ds
)p−1
<∞.
Theorem 2.4. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), p, q,K ∈ (1,∞), ω0 ∈
Aq(R), ω1 ∈ Ap(Rd+, µ), and ω = ω0(t)ω1(x), such that
[ω0]Aq(R) ≤ K, [ω1]Ap(Rd+,µ) ≤ K.
Then there exist
γ0 = γ0(d, κ, α, p, q,K) ∈ (0, 1) and λ0 = γ0(d, κ, α, p, q,K) ≥ 0,
such that the following assertions hold. Suppose that (1.1) and Assumption 2.1
(γ0, R0) are satisfied. If u ∈ H1q,p(ΩT , ωdµ) is a weak solution of (1.2) for some
λ ≥ λ0R−20 , f ∈ Lq,p(ΩT , ω dµ), and F ∈ Lq,p(ΩT , ω dµ)d, then we have
‖Du‖Lq,p(ΩT ,ω dµ) +
√
λ‖u‖Lq,p(ΩT ,ω dµ)
≤ N‖F‖Lq,p(ΩT ,ω dµ) +N‖f‖Lq,p(ΩT ,ω dµ), (2.6)
where N = N(d, κ, α, p, q,K) > 0. Moreover, for any λ > λ0R
−2
0 , f ∈ Lq,p(ΩT , ωdµ),
and F ∈ Lq,p(ΩT , ωdµ)d, there exists a unique weak solution u ∈ H1q,p(ΩT , ωdµ) to
(1.2).
Next, we state the main results for non-divergence form equations. Besides the
regularity assumption on (aij) as in Assumption 2.1, we impose similar conditions
on the coefficients a0 and c0.
8 H. DONG AND T. PHAN
Assumption 2.5 (γ0, R0). For any r ∈ (0, R0] and z0 = (z′0, xd) ∈ R × Rd+, we
have
sup
i,j
 
Q+r (z0)
|aij(t, x)− [aij ]r,z0(xd)|µ(dz)
+
 
Q+r (z0)
(
|a0(t, x) − [a0]r,z0(xd)|+ |c0(t, x) − [c0]r,z0(xd)|
)
µ(dz) ≤ γ0,
where [aij ]r,z0(xd), [a0]r,z0(xd), and [c0]r,z0(xd) are respectively the average of aij ,
a0, and c0 with respect to (t, x
′) in Q′r(z
′
0) as defined in Assumption 2.1.
We also need the following definition which is used in a weighted Hardy inequality
(cf. [10, Lemma 2.2]).
Definition 2.6. Let α ∈ (−1,∞) and p ∈ (1,∞), we say that the weight ω : R+ →
R+ is in Mp(µ) if
[ω]Mp(µ) = sup
r>0
(ˆ ∞
r
y−p(α+1)ω(y)µ(dy)
) 1
p
(ˆ r
0
ω(y)−
1
p−1 µ(dy)
)1− 1p
<∞,
where µ(dy) = yα dy for y ∈ R+.
Define W 1,2q,p (ΩT , ω dµ) to be the weighted mixed-norm Sobolev space equipped
with the norm
‖u‖W 1,2q,p (ΩT ,ω dµ) = ‖u‖Lq,p(ΩT ,ω dµ) + ‖ut‖Lq,p(ΩT ,ω dµ)
+ ‖Du‖Lq,p(ΩT ,ω dµ) + ‖D2u‖Lq,p(ΩT ,ω dµ).
When p = q and ω ≡ 1, we write W 1,2p (ΩT , µ) = W 1,2p,p (ΩT , dµ). A function u ∈
W 1,2q,p (ΩT , ω dµ) is said to be a strong solution to (1.4) if it satisfies the equation
almost everywhere. Our main result for the non-divergence form equation (1.4)–
(1.5) is the following theorem.
Theorem 2.7. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), p, q,K ∈ (1,∞). Let ω0 ∈
Aq(R), ω1 ∈ Ap(Rd−1), ω2 ∈ Ap(R+, µ) ∩Mp(µ), and ω(t, x) = ω0(t)ω1(x′)ω2(xd),
such that
[ω0]Aq(R) ≤ K, [ω1]Ap(Rd−1) ≤ K, [ω2]Ap(R+,µ) ≤ K, [ω2]Mp(µ) ≤ K.
Then there exist
γ0 = γ0(d, κ, α, p, q,K) ∈ (0, 1) and λ0 = λ0(d, κ, α, p, q,K) ≥ 0
such that the following assertions hold. Suppose that (1.1), (1.6), (1.7) and As-
sumption 2.5 (γ0, R0) are satisfied. If u ∈ W 1,2q,p (ΩT , ω dµ) is a strong solution of
(1.4)-(1.5) with f ∈ Lq,p(ΩT , ω dµ) and λ ≥ λ0R−20 , then
‖ut‖Lq,p(ΩT ,ω dµ) + ‖D2u‖Lq,p(ΩT ,ω dµ) + ‖Ddu/xd‖Lq,p(ΩT ,ω dµ)
+
√
λ‖Du‖Lq,p(ΩT ,ω dµ) + λ‖u‖Lq,p(ΩT ,ω dµ) ≤ N‖f‖Lq,p(ΩT ,ω dµ),
where N = N(d, κ, α, p, q,K) > 0. Moreover, for any f ∈ Lq,p(ΩT , ω dµ) and
λ > λ0R
−2
0 , there is a unique strong solution u ∈W 1,2q,p (ΩT , ω dµ) of (1.4)-(1.5).
Remark 2.8. As a typical example, in Theorem 2.7 we can take the power weight
ω2(xd) = x
β
d . It is easily seen that for any β ∈ (−α − 1, (α + 1)(p − 1)), we have
ω2 ∈ Ap(R+, µ) ∩Mp(µ). In the special case when α = 0 and β ∈ (−1, p − 1),
a similar result was proved in [21] when the coefficients are measurable in the
REGULARITY ESTIMATES, SINGULAR-DEGENERATE COEFFICIENTS 9
time variable and have small mean oscillations in the spatial variables, by using a
different argument.
Once Lipschitz and Schauder estimates in Section 4 and Theorem 2.2 are proved,
Theorem 2.7 can be proved by using the same argument as in [10]. To keep the
paper within a reasonable length, we skip the proof of Theorem 2.7 and refer the
reader to [10] for details.
Similarly to Corollary 2.3, we also obtain the following local boundary estimate
for solutions of (1.4) in Q+2 .
Corollary 2.9. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), and 1 < p0 < p < ∞.
Then there exists γ0 = γ0(d, κ, α, p0, p) ∈ (0, 1) such that the following assertion
holds. Suppose that (1.1), (1.6), (1.7), and Assumption 2.5 (γ0, R0) are satisfied.
If u ∈ W 1,2p0 (Q+2 , µ) is a strong solution of a0ut − aijDiju−
α
xd
addDdu+ c0u = f
lim
xd→0+
xαd addDdu = 0
in Q+2
and f ∈ Lp(Q+2 , µ), then we have u ∈ W 1,2p (Q+1 , µ) and
‖u‖W 1,2p (Q+1 ,µ) ≤ N‖u‖W 1,21 (Q+2 ,µ) +N‖f‖Lp(Q+2 ,µ), (2.7)
where N = N(d, κ, α, p0, p, R0) > 0.
Using the above results for parabolic equations, we can directly derive similar
results for elliptic equations by viewing solutions to elliptic equations as steady state
solutions of the corresponding parabolic equations. See, for example, the proofs of
[24, Theorem 2.6] and [10, Theorem 1.2]. We only present here a result of the local
boundary estimate for weak solutions. Consider{ −Di(xαd [aij(x)Dju− Fi]) = xαd f
lim
xd→0+
xαd (adj(x)Dju− Fd) = 0 in B
+
2 , (2.8)
where aij : B
+
2 → R, F = (F1, F2, . . . , Fd) : B+2 → Rd and f : B+2 → R are given
measurable functions. In this time-independent case, (1.1) and Assumption 2.1 can
be stated similarly. For each p ∈ (1,∞), suppose that pˆ ∈ [1, p) satisfies{
(d+ α+)/pˆ ≤ 1 + (d+ α+)/p when pˆ > 1,
(d+ α+)/pˆ < 1 + (d+ α+)/p when pˆ = 1.
(2.9)
For Ω ⊂ Rd, W 1p (Ω, µ) denotes the weighted Sobolev space consisting of all mea-
surable functions u : Ω→ R such that u,Du ∈ Lp(Ω, µ).
Corollary 2.10. Let α ∈ (−1,∞), κ ∈ (0, 1), R0 ∈ (0,∞), 1 < p0 < p < ∞,
and pˆ ∈ [1, p) satisfy (2.9). Then there exists γ0 = γ0(d, κ, α, p0, p) ∈ (0, 1) such
that the following assertion holds. Suppose that (1.1) and Assumption 2.1 (γ0, R0)
are satisfied. If u ∈ W 1p0(B+2 , µ) is a weak solution of (2.8), F ∈ Lp(B+2 , µ)d, and
f ∈ Lpˆ(B+2 , µ), then u ∈W 1p (B+1 , µ) and
‖u‖W 1p (B+1 ,µ) ≤ N‖u‖W 11 (B+2 ,µ) +N‖F‖Lp(B+2 ,µ) +N‖f‖Lpˆ(B+2 ,µ),
where N = N(d, κ, α, p0, p, pˆ, R0) > 0.
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The proof of Corollary 2.10 is similar to that of Corollary 2.3 by using the
corresponding weighted embedding inequality. See Remark 3.2 (ii). Therefore, we
also omit it.
3. Weighted Sobolev inequalities and L2-solutions
Our first result in this section is a weighted parabolic embedding lemma which
will be used in the proof of Corollary 2.3. The range of q∗ below is optimal when
d ≥ 2. However, when d = 1, we impose a slightly stronger condition. In view
of the classical parabolic Sobolev embedding when α = 0, we conjecture that this
condition can be relaxed.
Lemma 3.1 (Weighted parabolic imbedding). Let α ∈ (−1,∞) and q, q∗ ∈ (1,∞)
satisfy {
(d+ 2 + α+)/q ≤ 1 + (d+ 2 + α+)/q∗ if d ≥ 2
(4 + α+)/q ≤ 1 + (4 + α+)/q∗ if d = 1. (3.1)
Then for any v ∈ H1q(Q+2 , µ), we have
‖v‖Lq∗ (Q+2 ,µ) ≤ N‖v‖H1q(Q+2 ,µ), (3.2)
where N = N(d, α, q, q∗) > 0 is a constant. The result still holds when q∗ =∞ and
the inequality in (3.1) is strict.
Proof. Note that the case when d = 1 follows by considering v(t, x1) = v(t, x1, x2)
with a dummy variable x2 and using the result when d = 2. Hence, we only need
to prove (3.2) when d ≥ 2. It suffices to consider the case when q∗ > q. Without
loss of generality, we may assume that
vt = DiGi +G0/xd + g (3.3)
in Q+2 in the weak sense and
‖v‖Lq(Q+2 ,µ) + ‖Dv‖Lq(Q+2 ,µ) + ‖G‖Lq(Q+2 ,µ) + ‖g‖Lq(Q+2 ,µ) ≤ 1,
where G = (G0, G1, . . . , Gd). Let Q˜ = Q1/2(0, 0, . . . , 0, 3/2) and ψ ∈ C∞0 (Q˜) with
unit integral. For any (t, x) ∈ Q+2 , by the fundamental theorem of calculus,
v(t, x) − c
=
ˆ
Q˜
ˆ 1
0
(
vt(t(1− θ2) + sθ2, x(1− θ) + yθ)2θ(s− t)
+ (Dv)(t(1 − θ2) + sθ2, x(1 − θ) + yθ) · (y − x)
)
ψ(s, y) dθ ds dy
:= I1 + I2, (3.4)
where
c =
ˆ
Q˜
v(s, y)ψ(s, y) ds dy.
Let xˆ = x(1 − θ) + yθ and τ = t(1− θ2) + sθ2. Clearly,
(|xˆ − x|2 + |τ − t|)1/2 = (|x− y|2 + |t− s|)1/2θ ≤ Nθ. (3.5)
It then follows from (3.3) that
I1 = 2
ˆ
Q˜
ˆ 1
0
(
g(τ, xˆ) + (DiGi)(τ, xˆ) +
G0(τ, xˆ)
xˆd
)
θ(s− t)ψ(s, y) dθ ds dy. (3.6)
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Since y ∈ Q˜, we have yd ≥ 1 and thus
|x− xˆ| = |x− y|θ ≤ Nθyd ≤ Nxˆd and xd ≤ Nxˆd. (3.7)
Moreover,
(DiGi)(τ, xˆ) = DyiGi(τ, xˆ)θ
−1.
Therefore, from (3.6) and integration by parts, we deduce
|I1| ≤ N
ˆ
Q˜
ˆ 1
0
(|g(τ, xˆ)|θ + |G(τ, xˆ)|+ |G0(τ, xˆ)||x − xˆ|−1θ)|s− t| dθ ds dy. (3.8)
Combining (3.4) and (3.8), we obtain
|v(t, x) − c|
≤ N
ˆ
Q˜
ˆ 1
0
(|g(τ, xˆ)|θ + |G(τ, xˆ)|+ |G0(τ, xˆ)||x− xˆ|−1θ + |Dv(τ, xˆ)|) dθ ds dy
≤ N
ˆ
Q+2
ˆ 1
0
θ−d−2
(|g(τ, xˆ)|θ + |G(τ, xˆ)|
+ |G0(τ, xˆ)||x− xˆ|−1θ + |Dv(τ, xˆ)|
)
χ{(|x−xˆ|2+|t−τ |)1/2≤Nθ,xd≤Nxˆd}dθ dτ dxˆ
≤ N
ˆ
Q+2
(|g(τ, xˆ)|(|x − xˆ|2 + |t− τ |)−d/2
+ |G0(τ, xˆ)||x− xˆ|−1(|x− xˆ|2 + |t− τ |)−d/2
+ (|G(τ, xˆ)|+ |Dv(τ, xˆ)|)(|x − xˆ|2 + |t− τ |)−(d+1)/2)χ{xd≤Nxˆd} dτ dxˆ,
where we used dy = θ−d dxˆ, dτ = θ−2 ds, (3.5), and (3.7) in the third inequality.
We apply Young’s inequality for convolutions with respect to the time variable
to get that for any x ∈ B+2 ,
‖v(·, x) − c‖Lq∗((−4,0)) ≤ N
ˆ
B+2
(‖g(·, xˆ)‖Lq((−4,0))|x− xˆ|+ ‖G(·, xˆ)‖Lq((−4,0))
+ ‖Dv(·, xˆ)‖Lq((−4,0))
)|x− xˆ|−d−1+2/ℓχ{xd≤Nxˆd} dxˆ, (3.9)
where ℓ ∈ (1,∞) satisfies
1/ℓ+ 1/q = 1 + 1/q∗ (3.10)
and ℓd > 2 which always holds because ℓ > 1 and d ≥ 2. Similarly, using Young’s
inequality in x′ to get that for any xd ∈ (0, 2),
‖v(·, ·, xd)− c‖Lq∗ (Q′2)
≤ N
ˆ 2
0
(‖g(·, ·, xˆd)‖Lq(Q′2)|xd − xˆd|+ ‖G(·, ·, xˆd)‖Lq(Q′2)
+ ‖Dv(·, ·, xˆd)‖Lq(Q′2)
)|xd − xˆd|−(d+1)(1−1/ℓ)χ{xd≤Nxˆd} dxˆd, (3.11)
where we used (d+ 1 − 2/ℓ)ℓ > d− 1 which holds true as ℓ > 1. In the sequel, we
discuss two cases: α ≥ 0 and α ∈ (−1, 0).
Case I: α ≥ 0. We first consider the case when q∗ <∞. Multiplying both sides of
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(3.11) by x
α/q∗
d , we get
x
α/q∗
d ‖v(·, ·, xd)− c‖Lq∗ (Q′2)
≤ Nxα/q∗d
ˆ 2
0
(‖g(·, ·, xˆd)‖Lq(Q′2)|xd − xˆd|+ ‖G(·, ·, xˆd)‖Lq(Q′2)
+ ‖Dv(·, ·, xˆd)‖Lq(Q′2)
)|xd − xˆd|−(d+1)(1−1/ℓ)χ{xd≤Nxˆd} dxˆd
≤ N
ˆ 2
0
(‖g(·, ·, xˆd)‖Lq(Q′2)|xd − xˆd|+ ‖G(·, ·, xˆd)‖Lq(Q′2)
+ ‖Dv(·, ·, xˆd)‖Lq(Q′2)
)
xˆ
α/q
d |xd − xˆd|−(d+1)(1−1/ℓ)+α/q
∗−α/q dxˆd.
Since both xd and xˆd are bounded, we can apply the Hardy–Littlewood-Sobolev
inequality for fractional integration in xd to obtain
‖v − c‖Lq∗ (Q+2 ,µ) ≤ N‖g‖Lq(Q+2 ,µ) +N‖G‖Lq(Q+2 ,µ) +N‖Dv‖Lq(Q+2 ,µ) (3.12)
provided that
(d+ 1)(1− 1/ℓ)− α/q∗ + α/q ≤ 1 + 1/q∗ − 1/q.
From (3.10), we see that this condition is equivalent to (3.1).
When q∗ =∞, we have ℓ = p = q/(q − 1). Thus, if the inequality (3.1) is strict,
we also get (3.12) by using Ho¨lder’s inequality. From (3.12) and the definition of c,
we easily get (3.2).
Case II: α ∈ (−1, 0). For the case q∗ <∞, we will apply the generalized Hardy–
Littlewood Sobolev inequality (see [17, Theorem 6] or [29, Theorem B]) to conclude
(3.12), which gives (3.2). Indeed, in terms of the notation in [17, Theorem 6], we
choose
r = q, s =
q∗
q∗ − 1 , h =
α
q∗
, k = − α
q∗
, λ = 2− 1
s
− 1
r
.
Then it is easily seen that the conditions in there are satisfied. Let
f(xˆd) =
(‖g(·, ·, xˆd)‖Lq(Q′2) + ‖G(·, ·, xˆd)‖Lq(Q′2) + ‖Dv(·, ·, xˆd)‖Lq(Q′2))χ(0,2)(xˆd).
As both xd and xˆd are bounded, if
(d+ 1)(1− 1/ℓ) ≤ λ− h− k, (3.13)
then by (3.11) we see that for any g ∈ Ls((0, 2))∣∣∣∣ˆ 2
0
x
α/q∗
d ‖v(·, ·, xd)− c‖Lq∗ (Q′2)g(xd) dxd
∣∣∣∣
≤ N
ˆ 2
0
ˆ 2
0
f(xˆd)xˆ
h
d |g(xd)|
xˆhd |xd − xˆd|λ−h−kxkd
dxˆd dxd.
From this, we apply [17, Theorem 6] to get∣∣∣∣ˆ 2
0
x
α/q∗
d ‖v(·, ·, xd)− c‖Lq∗ (Q′2)g(xd) dxd
∣∣∣∣
≤ N
(ˆ 2
0
f q(xˆd)xˆ
hq
d dxˆd
)1/q
‖g‖Ls((0,2))
≤ N
(ˆ 2
0
f q(xˆd)xˆ
α
d dxˆd
)1/q
‖g‖Ls((0,2)),
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where we used the fact that xˆhqd ≤ Nxˆαd for any xˆd ∈ (0, 2) because α < 0. Then by
the duality, we obtain (3.12) when q∗ <∞. Because of (3.10), the condition (3.13)
is equivalent to
(d+ 2)/q ≤ 1 + (d+ 2)/q∗, (3.14)
which is (3.1) when α < 0. When q∗ = ∞ and the inequality (3.14) is strict, we
also have (3.12) by using Ho¨lder’s inequality. The lemma is proved. 
Remark 3.2. (i) In view of the additional factors in the g terms in (3.9) and (3.11),
it is possible to relax the integrability condition on g in Lemma 3.1: we only need
g ∈ Lq˜(Q+2 , µ), where q˜ ∈ (1, q) satisfies
(d+ 2 + α+)/q˜ ≤ 2 + (d+ 2 + α+)/q∗
when d ≥ 2. However, this will not be used in the proofs of our main results.
(ii) In the time-independent case, (3.9) is not needed. Therefore, with a minor
modification of the proof, we also have the embedding:
‖u‖Lq∗(B+2 ,µ) ≤ N‖u‖W 1q (B+2 ,µ) for all u ∈W
1
q (B
+
2 , µ)
with q, q∗ ∈ (1,∞) satisfying
(d+ α+)/q ≤ 1 + (d+ α+)/q∗.
The result still holds when q > d + α+ and q
∗ = ∞. See [16, Theorem 6] for a
different proof in a more general setting.
We also need a weighted parabolic embedding result for functions in the energy
space, which will be used in the proof of Lemma 4.3 when we apply the Moser
iteration.
Lemma 3.3. Let α ∈ (−1,∞), l0 = d+α++2d+α+ if d + α+ > 2 and l0 ∈ (1, 2) be any
number if d+ α+ ≤ 2. Then there exists a constant N = N(d, l0, α) such that(  
Q+r (z0)
|u(t, x)|2l0 µ(dz)
)1/l0
≤ N sup
t∈(t0−r2,t0)
 
B+r (x0)
|u(t, x)|2 µ(dx) +Nr2
 
Q+r (z0)
|Du(t, x)|2 µ(dz),
for every z0 = (t0, x0) ∈ Rd+1+ , r > 0, and
u ∈ L∞((t0 − r2, t0);L2(B+r (x0), µ)) ∩ L2((t0 − r2, t0);W 12 (B+r (x0), µ)).
Proof. Let Γ = (t0 − r2, t0), and let κ0 = 22−l0 ∈ (1,∞). By Remark 3.2 (ii) (see
also [28, Theorem 2.4]) and after rescaling, we have the following weighted Sobolev
inequality:(  
B+r (x0)
|u(t, x)|κ0 µ(dx)
) 1
κ0
≤ Nr
(  
B+r (x0)
|Du(t, x)|2 µ(dx)
) 1
2
+N
(  
B+r (x0)
|u(t, x)|2 µ(dx)
) 1
2
, (3.15)
14 H. DONG AND T. PHAN
where N = N(d, l0, α) > 0. This together with Ho¨lder’s inequality gives 
B+r (x0)
|u(t, x)|2l0 µ(dx)
≤
(  
B+r (x0)
|u(t, x)|2 µ(dx)
)1− 2κ0 (  
B+r (x0)
|u(t, x)|κ0 µ(dx)
) 2
κ0
≤ N
(
sup
t∈Γ
 
B+r (x0)
|u(t, x)|2 µ(dx)
)1− 2κ0
·
(
r2
 
B+r (x0)
|Du(t, x)|2 µ(dx) +
 
B+r (x0)
|u(t, x)|2 µ(dx)
)
.
Now by integrating with respect t on Γ and using Young’s inequality, we obtain 
Q+r (z0)
|u(t, x)|2l0 µ(dz)
≤ N
(
sup
t∈Γ
 
B+r (x0)
|u(t, x)|2 µ(dx)
)l0
+Nr
(  
Q+r (z0)
|Du(t, x)|2 µ(dz)
)l0
.
The lemma is then proved. 
Finally, we conclude this section with the following useful result on the existence
and uniqueness of L2-solutions of a class of equations that are slightly more general
than (1.2). The result is considered as a special case of Theorem 2.2 when p = 2,
but no regularity requirements are imposed on the coefficients.
Lemma 3.4. Let α ∈ (−1,∞), λ > 0, and let (aij), a0, and c0 be measurable
functions defined on ΩT such that (1.1) and (1.6) are satisfied. Then for each F ∈
L2(ΩT , µ)
d and f ∈ L2(ΩT , µ), there exists a unique weak solution u ∈ H12(ΩT , µ)
to  x
α
d
(
a0(t, x)ut + λc0(t, x)u
)−Di(xαd [aij(t, x)Dju− Fi]) = √λxαd f
lim
xd→0+
xαd
(
adj(t, x)Dju− Fd
)
= 0
(3.16)
in ΩT . Moreover,
‖Du‖L2(ΩT ,µ) +
√
λ‖u‖L2(ΩT ,µ) ≤ N‖F‖L2(ΩT ,µ) +N‖f‖L2(ΩT ,µ), (3.17)
where N = N(κ).
Proof. We first prove the a priori estimate (3.17). Let u ∈ H12(ΩT , µ) be a weak
solution of (3.16). By multiplying the equation (3.16) with u and using integration
by parts and (1.1), we obtain
sup
t∈(−∞,T )
ˆ
R
d
+
|u(t, x)|2 µ(dx) +
ˆ
ΩT
|Du|2 µ(dz) + λ
ˆ
ΩT
|u(z)|2 µ(dz)
≤ N
ˆ
ΩT
|F (z)||Du(z)|µ(dz) +Nλ1/2
ˆ
ΩT
|f(z)||u(z)|µ(dz).
Then by Young’s inequality, we obtain (3.17).
From (3.17), we see that the uniqueness follows. Now, to prove the existence of
solution, for each k ∈ N, let
Q̂k = (−k2,min{k2, T })×B+k . (3.18)
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We consider the equation
xαd (a0ut + λc0u)−Di
(
xαd (aijDju− Fi)
)
= λ1/2xαd f in Q̂k (3.19)
with the boundary conditions
u = 0 on ∂pQ̂k \ {xd = 0} and lim
xd→0+
xαd (adjDju− Fd) = 0. (3.20)
where ∂pQ̂k is the parabolic boundary of Q̂k. By Galerkin’s method, for each k,
there exists a unique weak solution uk ∈ H12(Q̂k, µ) to (3.19)-(3.20). By taking
uk = 0 on ΩT \ Q̂k, we also have
sup
t∈((−∞,T )
‖uk(t, ·)‖L2(Rd+,µ) + ‖Duk‖L2(ΩT ,µ) + λ
1/2‖uk‖L2(ΩT ,µ)
≤ N‖F‖L2(ΩT ,µ) +N‖f‖L2(ΩT ,µ).
By the weak compactness, there is a subsequence which is still denoted by {uk}
and u ∈ H12(ΩT , µ) such that
uk ⇀ u, Duk ⇀ Du
weakly in L2(ΩT , µ). By taking the limit in the weak formulation of solutions, it is
easily seen that u is a weak solution of (1.2). The lemma is proved. 
4. Equations with simple coefficients
Throughout this section, let aij : R+ → Rd×d be measurable functions, which
satisfy the ellipticity and boundedness conditions: there is a constant κ ∈ (0, 1)
such that
κ|ξ|2 ≤ aij(xd)ξiξj , and |aij(xd)| ≤ κ−1, ∀ ξ ∈ Rd, xd ∈ R+. (4.1)
Let a¯0, c¯0 : R+ → R be measurable functions satisfying
κ ≤ a¯0(xd), c¯0(xd) ≤ κ−1 for xd ∈ R+. (4.2)
We study (1.2) in which the coefficients aij are replaced with aij . More precisely,
we considerx
α
d (a0(xd)ut + λc0(xd)u)−Di
(
xαd (aij(xd)Dju− Fi)
)
=
√
λxαd f
lim
xd→0+
xαd (adj(xd)Dju− Fd) = 0 (4.3)
in ΩT . The above equation is slightly different from (1.2) as there are coefficients
a0 and c0 instead of the identity. We do not need this generality for the proofs of
our main results for the divergence form equation (1.2). However, the results below
for (4.3) are needed in the proofs of the main results for the non-divergence form
equation (1.4) as in [10].
The main result of this section is the following theorem, which is a weak version
of Theorem 2.2.
Theorem 4.1. Let α ∈ (−1,∞), p ∈ (1,∞), and λ > 0. Suppose that (4.1) and
(4.2) are satisfied. Then for each F ∈ Lp(ΩT , µ)d and f ∈ Lp(ΩT , µ), there exists
a unique solution u ∈ H1p(ΩT , µ) of (4.3). Moreover,
‖Du‖Lp(ΩT ,µ) +
√
λ‖u‖Lp(ΩT ,µ) ≤ N‖F‖Lp(ΩT ,µ) +N‖f‖Lp(ΩT ,µ), (4.4)
where N = N(d, α, κ, p).
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The rest of the section is devoted to the proof of this theorem. We need some
preliminaries to prove it.
4.1. Lipschitz and Schauder estimates for homogeneous equations. Let
λ ≥ 0, z0 = (t0, x0) ∈ Rd+1+ and r > 0. We study (4.3) in Q+r (z0) when F = 0,
f = 0, i.e., the homogeneous parabolic equation
− xαd (a0(xd)ut + λc0(xd)u) +Di(xαd aij(xd)Dju) = 0 (4.5)
in Q+r (z0) with the homogeneous conormal boundary condition
xαd adj(xd)Dju = 0 if Br(x0) ∩ ∂Rd+ 6= ∅. (4.6)
Our goal is to derive Lipschitz and Schauder estimates for (4.5)-(4.6). We begin
with the following lemma.
Lemma 4.2 (Caccioppoli type inequality). Let r > 0, z0 = (t0, x0) ∈ Rd+1+ , and
u ∈ H12(Q+r (z0), µ) be a weak solution to (4.5)-(4.6). Then we haveˆ
Q+
r/2
(z0)
(|Du|2 + λ|u|2)µ(dz) ≤ Nr−2
ˆ
Q+r (z0)
|u|2 µ(dz)
and ˆ
Q+
r/2
(z0)
|ut|2 µ(dz) ≤ Nr−2
ˆ
Q+r (z0)
(|Du|2 + λ|u|2) dµ(dz),
where N(d, α, κ) > 0.
Proof. The proof is more or less standard. For the first inequality, we test the
equation with uζ2, where ζ ∈ C∞0 is a smooth function, ζ = 1 in Qr/2(z0), and
ζ = 0 near the parabolic boundary ∂pQr(z0). For the second inequality, we test
the equation with utζ
2, and then use the fact that ut satisfies the same equation as
u and the first inequality applied to ut. See, for example, the proof of [7, Lemma
3.3]. We omit the details. 
Next we prove the local boundedness of solutions of (4.5)-(4.6).
Lemma 4.3 (Local boundedness estimate). Let r > 0, z0 ∈ Rd+1+ , and u ∈
H12(Q+r (z0), µ) be a weak solution to (4.5)-(4.6). Then we have
‖u‖L∞(Q+r/2(z0)) ≤ N
(  
Q+r (z0)
|u(t, x)|2 µ(dz)
)1/2
,
where N = N(d, α, κ) > 0.
Proof. We use the Moser iteration. For elliptic equations, similar argument was
also used in [28]. By a scaling, we only need to prove the lemma when r = 1. For
each R, ρ ∈ (0, 1] with ρ < R, let φ ∈ C∞0 ((t0 −R2, t0 +R2)×BR(x0)) be a cut-off
function satisfying
φ = 1 in Qρ(z0), 0 ≤ φ ≤ 1, and |Dφ|2 + |∂tφ| ≤ N(d)
(R− ρ)2 in QR(z0).
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Let w = u+. For β ≥ 2, using φ2wβ−1 as a test function for the equation (4.5) and
using (4.1), we obtain
d
dt
ˆ
B+R(x0)
a¯0(xd)w
βφ2 µ(dx) +
4κ(β − 1)
β
ˆ
B+R(x0)
|D(wβ/2)|2φ2 µ(dx)
≤ 2β
ˆ
B+R(x0)
a¯0(xd)w
βφ|φt|µ(dx) + 4dκ−1
ˆ
B+R(x0)
|D(wβ/2)||Dφ|φwβ/2 µ(dx),
where we used the fact that λc¯0(xd)uφ
2wβ−1 ≥ 0. As β ≥ 2, we have β−1β ≥ 12 . It
then follows that
d
dt
ˆ
B+R(x0)
a¯0(xd)w
βφ2 µ(dx) + 2κ
ˆ
B+R(x0)
|D(wβ/2)|2φ2 µ(dx)
≤ 2β
ˆ
B+R(x0)
a¯0(xd)w
βφ|φt|µ(dx) + 4dκ−1
ˆ
B+R(x0)
|Dwβ/2||Dφ|φwβ/2 µ(dx).
By applying Young’s inequality to the last term and then cancelling similar terms,
we have
d
dt
ˆ
B+R(x0)
a¯0(xd)w
βφ2 µ(dx) +
ˆ
B+R(x0)
|D(wβ/2φ)|2 µ(dx)
≤ Nβ
ˆ
B+R(x0)
wβ
(|φt|+ |Dφ|2)µ(dx),
where N = N(d, κ) and we used (4.2). Integrating this estimate with respect to t
on (t0 −R2, t0) and using (4.2) again, we find that
sup
t∈(t0−R2,t0)
 
B+R(x0)
wβφ2 µ(dx) +R2
 
Q+R(z0)
|D(wβ/2φ)|2 µ(dz)
≤ N(d, κ)β
(R − ρ)2
 
Q+R(z0)
wβ µ(dz).
From this estimate and Lemma 3.3, it follows that(  
Q+ρ (z0)
wβl0 µ(dz)
) 1
βl0 ≤
(
N
R− ρ
) 2
β
β
1
β
(  
Q+R(z0)
wβ µ(dz)
) 1
β
. (4.7)
We now choose a sequence of radii
r0 = 1, rk+1 =
rk + 1/2
2
,
and a sequence of exponents
β0 = 2, βk+1 = βkl0, k = 0, 1, 2, . . . ,
such that
lim
k→∞
rk =
1
2
, lim
k→∞
βk =∞, and rk − rk+1 = 1
2k+2
, k = 0, 1, 2, . . .
By applying (4.7) with R = rk, ρ = rk+1 < R, and β = βk, we have(  
Q+
rk+1(z0)
wβk+1 µ(dz)
) 1
βk+1 ≤ (4N) 2βk 2 2kβk β 1βkk (  
Qrk (z0)
wβk µ(dz)
) 1
βk
.
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By iterating this estimate, we obtain(  
Q+rk+1 (z0)
wβk+1 µ(dz)
) 1
βk+1 ≤Mk
(  
Q+1 (z0)
w2 µ(dz)
) 1
2
, (4.8)
where
Mk = (4N)
∑k
j=0 2/βj2
∑k
j=0 2j/βj
k∏
j=0
β
1
βj
j .
As
∞∑
j=0
2/βj <∞,
∞∑
j=0
2j/βj <∞, and
∞∏
j=0
β
1
βj
j <∞,
we conclude that {Mk}k is convergent. Therefore, by sending k → ∞, we deduce
from (4.8) that
‖u+‖L∞(Q+1/2(z0)) ≤ N
(  
Q+1 (z0)
u2+(t, x)µ(dz)
) 1
2
.
With the same argument, we can get a similar estimate for u− = max{−u, 0}.
Hence,
‖u‖L∞(Q+1/2(z0)) ≤ N
(  
Q+1 (z0)
|u(t, x)|2 µ(dz)
) 1
2
.
The lemma is proved. 
We recall that for β ∈ (0, 1] and each parabolic cylinder Q ⊂ Rd+1, the β-Ho¨lder
semi-norm of a function f in Q is defined as
[f ]Cβ/2,β(Q) = sup
(t,x),(s,y)∈Q
(t,x) 6=(s,y)
|f(t, x)− f(s, y)|
|t− s|β/2 + |x− y|β .
The following proposition is the key step of the proof.
Proposition 4.4. Let q ∈ (1, 2], r > 0, z0 ∈ Rd+1+ , and u ∈ H12(Q+r (z0), µ) be a
weak solution to (4.5)-(4.6). Then we have
‖Du‖L∞(Q+r/2(z0)) +
√
λ‖u‖L∞(Q+r/2(z0))
≤ N
( 
Q+r (z0)
(|Du|q + λq/2|u|q)µ(dz))1/q (4.9)
and
[Dx′u]C1/2,1(Q+
r/2
(z0))
+ [U ]C1/2,1(Q+
r/2
(z0))
+
√
λ[u]C1/2,1(Q+
r/2
(z0))
≤ Nr−1
( 
Q+r (z0)
(|Du|q + λq/2|u|q)µ(dz))1/q, (4.10)
where U = adj(xd)Dju and N = N(d, α, κ, q).
Proof. First of all, whenever the lemma is proved for q = 2, the case q ∈ (1, 2)
follows by a standard iteration. See, for example, [14, pp. 80–82]. Therefore, we
only consider the case when q = 2. As before, we may assume that r = 1. The
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bound of ‖u‖L∞(Q+r/2(z0)) follows from Lemma 4.3. Since Dx′u and ut satisfy the
same equation as u, from Lemmas 4.3 again we have
‖Dx′u‖L∞(Q+1/2(z0)) ≤ N
( 
Q+
2/3
(z0)
|Dx′u|2 µ(dz)
)1/2
and
‖ut‖L∞(Q+1/2(z0)) ≤ N
( 
Q+
2/3
(z0)
|ut|2 µ(dz)
)1/2
.
To make this rigorous, we need to use the finite-difference quotient and pass to the
limit. These together with Lemma 4.2 give
‖Dx′u‖L∞(Q+1/2(z0)) + ‖ut‖L∞(Q+1/2(z0))
≤ N
( 
Q+1 (z0)
(|Du|2 + λ|u|2)µ(dz))1/2. (4.11)
Moreover, again from Lemma 4.2, we also have for any i, j = 0, 1, 2, . . . satisfying
i+ j ≥ 1,ˆ
Q+
1/2
(z0)
(
|∂itDjx′u|2 + |∂itDjx′Du|2
)
µ(dz) ≤ N
ˆ
Q+1 (z0)
(|Du|2 + λ|u|2)µ(dz),
(4.12)
where N = N(d, κ, i, j).
Next we estimateDdu. We first consider the boundary estimate and, without loss
of generality, we take z0 = 0. We use a bootstrap argument. Since U = adj(xd)Dju,
from the equation we have
Dd(x
α
dU) = xαd
(
a¯0(xd)ut + λc¯0(xd)u−
d−1∑
i=1
Di(a¯ijDju)
)
.
By using the boundary condition and Ho¨lder’s inequality, we get for any z ∈ Q+1 ,
xαd |U| ≤ N
ˆ xd
0
sα(|ut(z′, s)|+ λ|u(z′, s)|+ |DDx′u(z′, s)|) ds (4.13)
≤ N
( ˆ xd
0
sα(|ut(z′, s)|2 + λ2|u(z′, s)|2 + |DDx′u(z′, s)|2) ds
) 1
2
( ˆ xd
0
sα ds
) 1
2
.
Thus, when xd ∈ (0, 1/2], by the Sobolev embedding in the z′ variables, (4.12), and
Lemma 4.2, for an integer k ≥ (d+ 1)/4,
xαd |U|
≤ N
(ˆ 1/2
0
sα(|ut(z′, s)|2 + λ2|u(z′, s)|2 + |DDx′u(z′, s)|2) ds
) 1
2
(ˆ xd
0
sα ds
) 1
2
≤ N
(ˆ 1/2
0
sα(‖ut(·, s)‖2Wk,2k2 (Q′1/2) + λ
2‖u(·, s)‖2
Wk,2k2 (Q
′
1/2
)
+ ‖DDx′u(·, s)‖2Wk,2k2 (Q′1/2)) ds
) 1
2
(ˆ xd
0
sα ds
) 1
2
≤ N
(ˆ
Q+1
(|Du|2 + λ|u|2)µ(dz)
) 1
2
x
(α+1)/2
d ,
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which implies that
|U| ≤ N
(ˆ
Q+1
(|Du|2 + λ|u|2)µ(dz)) 12x(1−α)/2d in Q+1/2. (4.14)
This together with (4.11) gives
|Du| ≤ N
(ˆ
Q+1
(|Du|2 + λ|u|2)µ(dz)) 12x−(1−α)−/2d in Q+1/2.
Since Dx′u satisfies the same equation, by a covering argument and Lemma 4.2 we
have
|DDx′u| ≤ N
(ˆ
Q+
2/3
(|DDx′u|2+λ|Dx′u|2)µ(dz)) 12 x−(1−α)−/2d
≤ N
(ˆ
Q+1
|Dx′u|2)µ(dz)
) 1
2
x
−(1−α)−/2
d in Q
+
1/2. (4.15)
Now we plug (4.11) and (4.15) into (4.13) and use Lemmas 4.3 and 4.2 to get
|U| ≤ Nx−αd
ˆ xd
0
sαs−(1−α)−/2 ds
(ˆ
Q+1
(|Du|2+λ|u|2)µ(dz)) 12
≤ Nx1−(1−α)−/2d
( ˆ
Q+1
(|Du|2+λ|u|2)µ(dz)) 12 in Q+1/2,
which improves (4.14). Repeating this procedure, in finite many steps, we get
|U| ≤ Nxd
( ˆ
Q+1
(|Du|2+λ|u|2)µ(dz)) 12 (4.16)
and therefore
|Du| ≤ N
(ˆ
Q+1
(|Du|2+λ|u|2)µ(dz)) 12 in Q+1/2,
which gives (4.9) in this case.
In the interior case when x0d ≥ 2r = 2, the coefficients a˜ij(xd) = xαd a¯ij(xd) are
nondegenerate in Q2/3(z0) and independent of z
′. By using the standard energy
estimate (cf. [7, Lemma 3.5]), we also have
|Du| ≤ N
( ˆ
Q1(z0)
(|Du|2+λ|u|2) dz) 12 in Q1/2(z0). (4.17)
Since in Q1(z0), xd ∼ x0d so that µ(dz) ∼ xα0d dz, we also obtain (4.9) in the interior
case. Moreover, (4.11) still holds in this case. When x0d ∈ (0, 2), (4.9) follows from
a covering argument and the doubling property of µ.
It remains to prove (4.10). By using (4.9) and (4.11), we obtain the bound of
the third term on the left-hand side of (4.10). Since Dx′u and ut satisfy the same
equation as u, from (4.9), (4.12), and Lemma 4.2, we have
‖DDx′u‖L∞(Q+1/2(z0)) + ‖Dut‖L∞(Q+1/2(z0))
≤ N
( 
Q+
2/3
(z0)
(|DDx′u|2 + λ|Dx′u|2 + |Dut|2 + λ|ut|2)µ(dz))1/2
≤ N
( 
Q+1 (z0)
(|Du|2 + λ|u|2)µ(dz))1/2, (4.18)
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which yields
[Dx′u]C1/2,1(Q+
1/2
(z0))
+ ‖Ut‖L∞(Q+1/2(z0)) + ‖Dx′U‖L∞(Q+1/2(z0))
≤ N
( 
Q+1 (z0)
(|Du|2 + λ|u|2)µ(dz))1/2.
To estimate DdU , we again discuss two cases. In the boundary case when z0 = 0,
from the equation we have
DdU = a0ut + λc0u−
d−1∑
i=1
a¯ijDiju− αx−1d U , (4.19)
which together with (4.11), (4.16), (4.18), and Lemma 4.3 gives
‖DdU‖L∞(Q+1/2(z0)) ≤ N
(  
Q+1 (z0)
(|Du|2 + λ|u|2)µ(dz))1/2. (4.20)
In the interior case when x0d ≥ 2, by (4.19), (4.11), (4.17), (4.18), and Lemma 4.3,
we still get (4.20). This completes the proof of (4.10) and thus the proposition. 
From Lemma 3.4 and Proposition 4.4, we obtain the following solution decom-
position.
Proposition 4.5. Let z0 ∈ ΩT and r > 0. Suppose that F ∈ L2(Q+2r(z0), µ)d,
f ∈ L2(Q+2r(z0), µ), and u ∈ H12(Q+2r(z0), µ) is a weak solution of (4.3) in Q+2r(z0).
Then we can write
u(t, x) = v(t, x) + w(t, x) in Q+2r(z0),
where v and w are functions in H12(Q+2r(z0), µ) and satisfy 
Q+2r(z0)
|V |2 µ(dz) ≤ N
 
Q+2r(z0)
(
|F |2 + |f |2)µ(dz) (4.21)
and
‖W‖2
L∞(Q
+
r (z0))
≤ N
 
Q+2r(z0)
|U |2 µ(dz) +N
 
Q+2r(z0)
(
|F |2 + |f |2
)
µ(dz), (4.22)
where N = N(d, κ, α) and
V = |Dv|+ λ1/2|v|, W = |Dw|+ λ1/2|w|, U = |Du|+ λ1/2|u|.
Proof. Let v ∈ H12(ΩT , µ) be a weak solution of the equation
xαd (a0(xd)vt + λc0(xd)v)−Di
(
xαd (aij(xd)Djv − Fi(z)χQ+2r(z0)(z))
)
= λ1/2xαd f(z)χQ+2r(z0)
(z) in ΩT
with the boundary condition
lim
xd→0+
xαd (adj(xd)Djv − Fd(z)χQ+2r(z0)(z)) = 0.
Then (4.21) follows from Lemma 3.4. Now let w = u− v so that w ∈ H12(Q+2r(z0))
is a weak solution of
xαd (a0(xd)wt + λc0(xd)w) −Di
(
xαd aij(xd)Djw
)
= 0 in Q+2r(z0)
with the boundary condition
lim
xd→0+
xαdadj(xd)Djw = 0 if B2r(x0) ∩ ∂R
d
+ 6= ∅.
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By Proposition 4.4 and the triangle inequality, we get (4.22). The proof of the
proposition is completed. 
4.2. Proof of Theorem 4.1. We are now ready to give the proof of Theorem 4.1.
Proof. When p = 2, Theorem 4.1 follows from Lemma 3.4. Therefore, we only need
to consider the cases when p ∈ (2,∞) and p ∈ (1, 2).
Case I: p ∈ (2,∞). Let u ∈ H12,loc(ΩT , µ) be a weak solution of (4.3). It follows
from Proposition 4.5 that for every z0 ∈ ΩT and r > 0, we have the decomposition
u = v + w in Q+2r(z0),
where v and w satisfy (4.21) and (4.22). Then (4.4) follows from the standard real
variable argument. See, for example, [8]. We omit the details.
By (4.4), the uniqueness of solutions follows. Hence, it remains to prove the
existence of the solution. Recall the definition (3.18). For k = 1, 2, . . ., let F (k) =
F (z)χQ̂k(z). Then F
(k) ∈ L2(ΩT , µ)d ∩ Lp(ΩT , µ)d and by the dominated conver-
gence theorem, F (k) → F in Lp(ΩT , µ) as k → ∞. Similarly, we define {f (k)} ⊂
L2(ΩT , µ) ∩ Lp(ΩT , µ). Let u(k)∈ H12(ΩT , µ) be the weak solution of the equation
(4.3) with F (k) and f (k) in place of F and f , respectively. The existence of u(k)
follows from Lemma 3.4. By the estimate (4.4), we have u(k) ∈ H1p(ΩT , µ). More-
over, by the strong convergence of {F (k)} and {f (k)} in Lp(ΩT , µ), we infer that
{u(k)} is a Cauchy sequence in H1p(ΩT , µ). Let u ∈ H1p(ΩT , µ) be its limit. Then,
by passing to the limit in the weak formulation of solutions, it is easily seen that u
is a solution to the equation (4.3).
Case II: p ∈ (1, 2). We use a duality argument. We first prove the estimate (4.4).
Let q = p/(p− 1) ∈ (2,∞) and let G ∈ Lq(ΩT , µ)d and g ∈ Lq(ΩT , µ). We consider
the adjoint problem in R× Rd+ x
α
d (−a¯0vt + λc¯0v)−Di
(
xαd (aji(xd)Djv −Giχ(−∞,T ))
)
= λ1/2xαd gχ(−∞,T ),
lim
xd→0+
xαd (ajdDjv −Gdχ(−∞,T )) = 0.
(4.23)
By Case I, there exists unique solution v ∈ H1q(R× Rd+, µ) of the above equation,
which satisfies
ˆ
R×Rd+
(|Dv|q + λq/2|v|q)µ(dz) ≤ N ˆ
ΩT
(|G|q + |g|q)µ(dz). (4.24)
Moreover, by the uniqueness of solutions, we have v = 0 for t ≥ T . It follows from
the equations (4.3) and (4.23) that
ˆ
ΩT
(
G · ∇u+ λ1/2gu)µ(dz) = ˆ
ΩT
(
F · ∇v + λ1/2fv)µ(dz).
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Therefore, by Ho¨lder’s inequality and (4.24),∣∣∣∣ˆ
ΩT
(
G · ∇u+ λ1/2gu)µ(dz)∣∣∣∣
≤ ‖F‖Lp(Ω,µ)‖∇v‖Lq(ΩT ,µ) + λ1/2‖f‖Lp(ΩT ,µ)‖v‖Lq(ΩT ,µ)
≤ N
(
‖F‖Lp(Ω,µ) + ‖f‖Lp(ΩT ,µ)
)(
‖G‖Lq(ΩT ,µ) + ‖g‖Lq(ΩT ,µ)
)
.
From this last estimate and as G and g are arbitrary, we obtain (4.4).
It now remains to prove the existence of solution u ∈ H1p(ΩT , µ). We proceed
slightly differently from Case I and follow the argument in [9, Section 8]. For
i = 1, 2, . . . , d and k = 1, 2, . . ., let
F
(k)
i = max(−k,min(k, Fi))χQ̂k .
Then F (k) ∈ L2(ΩT , µ)d ∩Lp(ΩT , µ)d and by the dominated convergence theorem,
F (k) → F in Lp(ΩT , µ) as k → ∞. Similarly, we define {f (k)} ⊂ L2(ΩT , µ) ∩
Lp(ΩT , µ). By Lemma 3.4, there is a unique weak solution u
(k) ∈ H12(ΩT , µ) to the
equation (4.3) with F (k) and f (k) in place of F and f , respectively. As in Case
I, it suffices to prove that u(k) ∈ H1p(ΩT , µ). Let us fix a k ∈ N. Because µ is a
doubling measure, there exists N0 = N0(α, d) > 0 such that
µ(Q̂2r) ≤ N0µ(Q̂r), ∀ r > 0. (4.25)
Since u(k) ∈ H12(ΩT , µ), by Ho¨lder’s inequality,
‖u(k)‖Lp(Q̂2k,µ) + ‖Du(k)‖Lp(Q̂2k,µ) <∞. (4.26)
Therefore, it remains to prove that ‖u(k)|‖Lp(ΩT \Q̂2k) <∞. To this end, for j ≥ 0,
let ηj be such that
ηj ≡ 0 in Q̂2jk, ηj ≡ 1 outside Q̂2j+1k,
and |Dηj | ≤ C02−j, |(ηj)t| ≤ C02−2j , where C0 is independent of j. Observe that
the supports of F (k) and f (k) are in Q̂k, while the supports of ηj are all outside
Q̂k. Consequently, ηjF
(k)
i ≡ ηjf (k) ≡ F (k)i Diηj ≡ 0 for every i = 1, 2, . . . , d and
j = 0, 1, . . .. Because of this, a simple calculation reveals that w(k,l) := u(k)ηl ∈
H12(ΩT , µ) is a weak solution of x
α
d
(
a0w
(k,l)
t + λc0w
(k,l)
)−Di(xαd (aijDjw(k,l) − F (k,l)i )) = λ1/2xαd f (k,l)
lim
xd→0+
xαd (adjDjw
(k,l) − F (k,l)d ) = 0
in ΩT , where
F
(k,l)
i = u
(k)aijDjηl, i = 1, 2, . . . , d,
f (k,l) = λ−1/2
(
u(k)(ηl)t − aijDju(k)Diηl
)
.
Now, by applying the estimate (3.17) to the above equation of w(k,l), we have
‖Dw(k,l)‖L2(ΩT ,µ) +
√
λ‖w(k,l)‖L2(ΩT ,µ)
≤ N‖F (k,j)‖L2(ΩT ,µ) +N‖f (k,l)‖L2(ΩT ,µ),
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which implies that
‖Du(k)‖L2(Q̂2j+2k\Q̂2j+1k,µ) +
√
λ‖u(k)‖L2(Q̂2j+2k\Q̂2j+1k,µ)
≤ N
(
2−j‖u(k)‖L2(Q̂2j+1k\Q̂2jk,µ) + λ
−1/22−2j‖u(k)‖L2(Q̂2j+1k\Q̂2jk,µ)
+ λ−1/22−j‖Du(k)‖L2(Q̂2j+1k\Q̂2jk,µ)
)
≤ C2−j(‖Du(k)‖L2(Q̂2j+1k\Q̂2jk,µ) +√λ‖u(k)‖L2(Q̂2j+1k\Q̂2jk,µ))
for every j ≥ 1, where C also depends on λ, but is independent of j. By iterating
the last estimate, we obtain
‖Du(k)‖L2(Q̂2j+1k\Q̂2jk,µ) +
√
λ‖u(k)‖L2(Q̂2j+1k\Q̂2jk,µ)
≤ Cj2−j(j−1)/2(‖Du(k)‖L2(Q̂2k,µ) +√λ‖u(k)‖L2(Q̂2k,µ)). (4.27)
Finally, by Ho¨lder’s inequality, (4.25), and (4.27), we have
‖Du(k)‖Lp(Q̂2j+1k\Q̂2jk,µ) +
√
λ‖u(k)‖Lp(Q̂2j+1k\Q̂2jk,µ)
≤ (µ(Q̂2j+1k))
1
p−
1
2
(‖Du(k)‖L2(Q̂2j+1k\Q̂2jk,µ) +√λ‖u(k)‖L2(Q̂2j+1k\Q̂2jk,µ))
≤ N j(
1
p−
1
2 )
0 (µ(Q̂2k))
1
p−
1
2Cj2−
j(j−1)
2
(‖Du(k)‖L2(Q̂2k,µ) +√λ‖u(k)‖L2(Q̂2k,µ)).
Hence,
‖Du(k)‖Lp(ΩT \Q̂2k,µ) +
√
λ‖u(k)‖Lp(ΩT \Q̂2k,µ)
=
∞∑
j=1
(
‖Du(k)‖Lp(Q̂2j+1k\Q̂2jk,µ) +
√
λ‖u(k)‖Lp(Q̂2j+1k\Q̂2jk,µ)
)
≤ N‖Du(k)‖L2(Q̂2k,µ) +N
√
λ‖u(k)‖L2(Q̂2k,µ) <∞.
Using this estimate and (4.26), we infer that u(k) ∈ H1p(ΩT ). The theorem is
proved. 
5. Equations with partially VMO coefficients
In this section, we give the proofs of Theorem 2.2, Corollary 2.3, Theorem 2.4,
and Corollary 2.9. We begin with the proof of Theorem 2.2.
5.1. Proof of Theorem 2.2. We need the following decomposition result for our
proof.
Proposition 5.1. Let γ0 ∈ (0, 1), α ∈ (−1,∞), r ∈ (0,∞), z0 ∈ ΩT , and q ∈
(2,∞). Suppose that G = |F | + |f | ∈ L2(Q+2r(z0), µ) and u ∈ H1q(Q+2r(z0), µ) is
a weak solution of (1.2). If Assumption 2.1 (γ0, R0) is satisfied and spt(u) ⊂
(s− (R0r0)2, s+ (R0r0)2)× Rd+ for some r0 > 0 and s ∈ R, then we have
u(t, x) = v(t, x) + w(t, x) in Q+2r(z0),
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where v and w are functions in H12(Q+2r(z0), µ) that satisfy 
Q+2r(z0)
|V |2 µ(dz) ≤ N
 
Q+2r(z0)
|G|2 µ(dz)
+N(γ
1−2/q
0 + r
2−4/q
0 )
( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
(5.1)
and
‖W‖2
L∞(Q
+
r (z0))
≤ N
 
Q+2r(z0)
|U |2 µ(dz) +N
 
Q+2r(z0)
|G|2 µ(dz), (5.2)
where
V = |Dv|+
√
λ|v|, W = |Dw|+
√
λ|w|, U = |Du|+
√
λ|u|,
and N = N(d, α, κ, q).
Proof. For i = 1, 2, . . . , d, let
bi(t, x) = χQ+2r(z0)
(z)
(
aij(t, x) − [aij ]2r,z0(xd)
)
Dju(t, x)− Fi(z)χQ+2r(z0)(z),
where [aij ]2r,z0(xd) is defined in Assumption 2.1. Observe that bi ∈ L2(ΩT , µ). In
particular, if r ∈ (0, R0/2), it follows from Ho¨lder’s inequality and Assumption 2.1
(γ0, R0) that 
Q+2r(z0)
|b(z)|2 µ(dz)
≤
( 
Q+2r(z0)
|aij − [aij ]2r,z0 |
2q
q−2 µ(dz)
) q−2
q
( 
Q+2r(z0)
|Du|q µ(dz)
) 2
q
+
 
Q+2r(z0)
|F |2 µ(dz)
≤ Nγ
q−2
q
0
( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
+
 
Q+2r(z0)
|F |2 µ(dz).
On the other hand, when r > R0/2, as spt(u) ⊂ (s − (R0r0)2, s + (R0r0)2) × Rd+
and by the boundedness of (aij) in (1.1), we have 
Q+2r(z0)
|b(z)|2 µ(dz)
≤ N(κ)
( 
Q+2r(z0)
χ(s−(R0r0)2,s+(R0r0))2(t)µ(dz)
) q−2
q
( 
Q+2r(z0)
|Du|q µ(dz)
) 2
q
+N
 
Q+2r(z0)
|F |2 µ(dz)
≤ N
(R0r0
r
) 2(q−2)
q
( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
+N
 
Q+2r(z0)
|F |2 µ(dz)
≤ Nr
2(q−2)
q
0
( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
+N
 
Q+2r(z0)
|F |2 µ(dz).
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Hence, for every r ∈ (0,∞) we have
 
Q+2r(z0)
|b(z)|2 µ(dz) ≤ N
(
r
2(q−2)
q
0 + γ
q−2
q
0
)( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
+N
 
Q+2r(z0)
|F |2 µ(dz).
(5.3)
Now let v ∈ H12(ΩT , µ) be a weak solution in ΩT of x
α
d (∂tv + λv)−Di
(
xαd ([aij ]2r,z0(xd)Djv + bi)
)
= λ1/2xαd fχQ+2r(z0)
,
lim
xd→0+
xαd
(
[adj]2r,z0(xd)Djv + bd
)
= 0.
By Lemma 3.4 and (5.3), we have
 
Q+2r(z0)
|V |2 µ(dz) ≤ N
 
Q+2r(z0)
(
|b|2 + |f |2
)
µ(dz)
≤ N(γ1−2/q0 + r2−4/q0 )
( 
Q+2r(z0)
|Du|q µ(dz)
)2/q
+N
 
Q+2r(z0)
|G|2 µ(dz),
(5.4)
which yields (5.1). Let w = u− v ∈ H12(Q+2r(z0), µ), which is a weak solution of
xαd (wt + λw) −Di
(
xαd [aij ]2r,z0(xd)Djw
)
= 0 in Q+2r(z0)
with the boundary condition
lim
xd→0+
xαd [adj ]2r,z0(xd)Djw = 0 if B2r(x0) ∩ ∂R
d
+ 6= ∅.
Then we apply Proposition 4.4 to conclude that
‖W‖L∞(Q+r (z0)) ≤ N
( 
Q+2r(z0)
|W |2 µ(dz)
)1/2
≤ N
( 
Q+2r(z0)
|U |2 µ(dz)
)1/2
+N
( 
Q+2r(z0)
|V |2 µ(dz)
)1/2
.
From this and (5.4), we obtain (5.2). 
Proof of Theorem 2.2. It suffices to consider the case p ∈ (2,∞) as the case p ∈
(1, 2) can be proved by using the duality argument as in the proof of Theorem 4.1.
We first prove the a-priori estimate (2.1) for each weak solution u ∈ H1p(ΩT , µ) of
(1.2). We suppose that λ > 0. Assume for a moment that
spt(u) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+
with some s ∈ (−∞, T ) and r0 ∈ (0, 1). We claim that (2.1) holds if γ0 and r0 are
sufficiently small depending on d, α, κ, and p. Let q ∈ (2, p) be fixed. Applying
Proposition 5.1, for each r > 0 and z0 ∈ ΩT , we can write
u(t, x) = v(t, x) + w(t, x) in Q+2r(z0),
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where v and w satisfy (5.1) and (5.2). Then it follows from the standard real
variable argument, see [8] for example, that
‖Du‖Lp(ΩT ,µ) +
√
λ‖u‖Lp(ΩT ,µ)
≤ N(γ1−2/q0 + r2−4/q0 )‖Du‖Lp(ΩT ,µ) +N‖F‖Lp(ΩT ,µ) +N‖f‖Lp(ΩT ,µ)
for N = N(d, α, κ, p). From this, and by choosing γ0 and r0 sufficiently small so
that N(γ
1−2/q
0 + r
2−4/q
0 ) < 1/2, we obtain (2.1).
We now remove the additional assumption that spt(u) ⊂ (s − (R0r0)2, s +
(R0r0)
2)× Rd+ by using a partition of unity argument. Let
ξ = ξ(t) ∈ C∞0 (−(R0r0)2, (R0r0)2)
be a standard non-negative cut-off function satisfyingˆ
R
ξp(s) ds = 1,
ˆ
R
|ξ′(s)|p ds ≤ N
(R0r0)2p
. (5.5)
For any s ∈ (−∞,∞), let u(s)(z) = u(z)ξ(t − s) for z = (t, x) ∈ ΩT . Then
u(s) ∈ H1p(ΩT , µ) is a weak solution of x
α
d (u
(s)
t + λu
(s))−Di
(
xαd (aijDju
(s) − F (s)i )
)
= λ1/2xαd f
(s)
lim
xd→0+
xαd (adjDju
(s) − F (s)d ) = 0
in ΩT , where
F (s)(z) = ξ(t− s)F (z), f (s)(z) = ξ(t− s)f(z) + λ−1/2ξ′(t− s)u(z).
As spt(u(s)) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+, we can apply the estimate we just
proved and infer that
‖Du(s)‖Lp(ΩT ,µ) +
√
λ‖u(s)‖Lp(ΩT ,µ) ≤ N‖F (s)‖Lp(ΩT ,µ) +N‖f (s)‖Lp(ΩT ,µ).
Integrating with respect to s, we getˆ
R
(
‖Du(s)‖pLp(ΩT ,µ) + λp/2‖u(s)‖
p
Lp(ΩT ,µ)
)
ds
≤ N
ˆ
R
(
‖F (s)‖pLp(ΩT ,µ) + ‖f (s)‖
p
Lp(ΩT ,µ)
)
ds.
(5.6)
It follows from the Fubini theorem and (5.5) thatˆ
R
‖Du(s)‖pLp(ΩT ,µ) ds =
ˆ
ΩT
ˆ
R
|Du(z)|pξp(t− s) ds µ(dz) = ‖Du‖pLp(ΩT ,µ).
Similarly,ˆ
R
‖u(s)‖pLp(ΩT ,µ) ds = ‖u‖
p
Lp(ΩT ,µ)
,
ˆ
R
‖F (s)‖pLp(ΩT ,µ) ds = ‖F‖
p
Lp(ΩT ,µ)
.
Since r0 depends only on d, α, κ, and p, from the definition of f
(s), (5.5), and the
Fubini theorem, we have(ˆ
R
‖f (s)‖pLp(Ω,µ) ds
)1/p
≤ N‖f‖Lp(ΩT ,µ) +NR−20 λ1/2‖u‖Lp(ΩT ,µ)
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for N = N(d, α, κ, p). Collecting these estimates, we infer from (5.6) that
‖Du‖Lp(ΩT ,µ) +
√
λ‖u‖Lp(ΩT ,µ)
≤ N‖F‖Lp(ΩT ,µ) +N‖f‖Lp(ΩT ,µ) +NR−20 λ−1/2‖u‖Lp(ΩT ,µ)
with N = N(d, α, κ, p). Now we choose λ0 = 2N . For λ ≥ λ0R−20 , we have
NR−20 λ
−1/2 ≤ √λ/2, and therefore
‖Du‖Lp(ΩT ,µ) +
√
λ‖u‖Lp(ΩT ,µ)
≤ N‖F‖Lp(ΩT ,µ) +N‖f‖Lp(ΩT ,µ) +
√
λ
2
‖u‖Lp(ΩT ,µ),
which yields (1.2).
Finally, the solvability of solution u ∈ H1p(ΩT , µ) can be obtained by the method
of continuity using the solvability of the equation xd(ut + λu)−Di(x
α
dDiu− Fi) = λ1/2xαd f
lim
xd→0+
xαd (Ddu− Fd) = 0
in ΩT , which is proved in Theorem 4.1. The proof is now completed. 
5.2. Proof of Corollary 2.3. We adapt an idea in [22]. Let η ∈ C∞0 ((−4, 4)×B2)
be such that η ≡ 1 on Q1. A direct calculation yields that uη ∈ H1p0(Ω0, µ) satisfies x
α
d ((uη)t + λuη)−Di
(
xαd (aijDj(uη)− F˜i)
)
= xαd f˜
lim
xd→0+
xαd
(
adjDj(uη)− F˜d
)
= 0
in (−4, 0)× Rd+ (5.7)
with the zero initial condition (uη)(−4, ·) = 0, where
F˜i = Fiη − aijuDjη, f˜ = fη + λuη + uηt − aijDiη(Dju− Fi),
and λ > λ0R
−2
0 .
Let q = p/(p− 1), and G = (G1, . . . , Gd), g ∈ C∞0 (Q+1 ) satisfying
‖G‖Lq(Q+1 ,µ) = ‖g‖Lq(Q+1 ,µ) = 1.
By Theorem 2.2, there is a weak solution v ∈ H1q((−4, 0)× Rd+, µ) to−x
α
d (vt − λv)−Di
(
xαd (ajiDjv −Gi)
)
=
√
λxαd g
lim
xd→0+
(
xαd (ajdDjv −Gd)
)
= 0
in (−4, 0)× Rd+ (5.8)
with the zero terminal condition v(0, ·) = 0 and it satisfies
√
λ‖v‖Lq((−4,0)×Rd+,µ) + ‖Dv‖Lq((−4,0)×Rd+,µ) ≤ N. (5.9)
Testing (5.7) and (5.8) with v and uη respectively, we getˆ
Q+1
(∇u ·G+
√
λug) dµ(z) =
ˆ
Q+2
(∇v · F˜ + vf˜) dµ(z),
which together with Ho¨lder’s inequality gives∣∣∣ ˆ
Q+1
(∇u ·G+
√
λug) dµ(z)
∣∣∣
≤ ‖Dv‖Lq(Q+2 ,µ)‖F˜‖Lp(Q+2 ,µ) + ‖v‖Lq∗ (Q+2 ,µ)‖f˜‖Lp∗(Q+2 ,µ), (5.10)
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where q∗ = p∗/(p∗ − 1). From (5.8), we see that v ∈ H1q(Q+2 , µ) satisfies{−xαd vt −Di(xαd (ajiDjv −Gi)) = xαd g˜
lim
xd→0+
xαd (ajdDjv −Gd) = 0 in Q2,
where g˜ = −λv +√λg. When α 6= 0, by (2.3)-(2.4), q∗ satisfies the condition (3.1)
in Lemma 3.1. Then by using Lemma 3.1 and (5.9), we get
‖v‖Lq∗(Q+2 ,µ) ≤ N‖v‖Lq(Q+2 ,µ) +N‖Dv‖Lq(Q+2 ,µ) +N‖vt‖H−1q (Q+2 ,µ)
≤ N +N‖G‖Lq(Q+2 ,µ) +N‖g˜‖Lq(Q+2 ,µ) ≤ N
√
λ. (5.11)
When α = 0, by the usual unweighted parabolic Sobolev embedding, we still get
(5.11). It then follows from (5.10), (5.9), (5.11), and the arbitrariness of G and g
that
‖Du‖Lp(Q+1 ,µ) +
√
λ‖u‖Lp(Q+1 ,µ)
≤ N‖F˜ |Lp(Q+2 ,µ) +N
√
λ‖f˜‖Lp∗(Q+2 ,µ)
≤ N‖F‖Lp(Q+2 ,µ) +N‖u‖Lp(Q+2 ,µ) +N
√
λ‖f‖Lp∗(Q+2 ,µ)
+N
√
λ(λ+ 1)‖u‖Lp∗(Q+2 ,µ) +N
√
λ‖Du‖Lp∗(Q+2 ,µ), (5.12)
where N is independent of λ. Recall that p∗ < p. Finally, from (5.12) we con-
clude (2.5) by using Ho¨lder’s inequality and a standard iteration argument for a
sufficiently large λ. See, for example, [14, pp. 80–82]. The corollary is proved.
5.3. Proof of Theorem 2.4. It follows from Corollary 2.3 and Proposition 4.4
that for any q0 ∈ (1, 2), if v ∈ H1p0(Q+r (z0), µ) is a weak solution of (4.5)-(4.6), we
have
[Dx′v]C1/2,1(Q+
r/2
(z0))
+ [V ]C1/2,1(Q+
r/2
(z0))
+
√
λ[v]C1/2,1(Q+
r/2
(z0))
≤ Nr−1
( 
Q+r (z0)
|Dv|q0 + λq0/2|v|q0 µ(dz)
)1/q0
,
(5.13)
where V = adj(xd)Djv. By using (5.13), Theorem 2.2, and a decomposition argu-
ment as in the proof of Proposition 5.1, we have the following the mean oscillation
estimate: if spt(u) ⊂ (s− (R0r0)2, s+ (R0r0)2)× Rd+ for some s ∈ R, then for any
τ ≤ 30 and z0 ∈ ΩT , 
Q+τr(z0)
|Dx′u− (Dx′u)Q+r (z0)|+ |U − (U)Q+r (z0)|+
√
λ|u− (u)Q+r (z0)|µ(dz)
≤ Nτ−(d+2+α+)r2(1−
1
q0
)
0
(  
Q+r (z0)
|Du|q0 µ(dz)
) 1
q0
+Nτ
−
d+2+α+
q0
( 
Q+r (z0)
(|F |q0 + |
√
λf |q0)µ(dz)
) 1
q0
+Nτ
(  
Q+r (z0)
|Du|q0 + λq0/2|u|q0 µ(dz)
) 1
q0
+Nτ−
d+2+α+
q0 γ
1
q0ν1
0
( 
Q+r (z0)
|Du|q0ν2 µ(dz)
) 1
q0ν2
,
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where ν1 ∈ (1,∞), ν2 = ν1/(ν1 − 1), and U = adjDju. Here we used the notation
(g)Q+r (z0) =
 
Q+r (z0)
g(z)µ(dz)
for a function g defined in Q+r (z0). The a-priori estimate (2.6) then follows from
the mean oscillation estimate, the reverse Ho¨lder’s inequality for Ap weights, the
weighted mixed-norm Fefferman–Stein type theorems on sharp functions, and the
weighted mixed-norm Hardy–Littlewood maximal function theorem. See, for in-
stance, Corollary 2.6, 2.7, and Section 7 of [9] for details. The solvability in weighted
mixed-norm Sobolev spaces then follows from the estimate (2.6) and an approxi-
mate argument by using the solvability result in Theorem 2.2. We omit the details
and refer the reader to [9, Section 8].
5.4. Proof of Corollary 2.9. We first assume that
(d+ 3 + α+)/p0 < 1 + (d+ 3 + α+)/p. (5.14)
Let η ∈ C∞0 ((−4, 4)×B2) be an even function with respect to xd such that η ≡ 1
on Q1. A direct calculation yields that w := uη ∈ W 1,2p0 (Ω0, µ) satisfies a0wt − aijDijw −
α
xd
addDdw + λc0w = f˜
lim
xd→0+
xαd addDdw = 0
in (−4, 0)× Rd+ (5.15)
with the zero initial condition w(−4, ·) = 0, where
f˜ = fη +
(
a0ηt − aijDijη − αaddDdη/xd + (λ− 1)c0η
)
u
− (aij + aji)DiηDju,
λ > λ0R
−2
0 is a fixed number, and λ0 is the constant from Theorem 2.7 with q = p
and ω ≡ K = 1. It follows from Lemma 3.1 and (5.14) that
‖u‖Lp(Q+2 ,µ) + ‖Du‖Lp(Q+2 ,µ) ≤ N‖u‖W 1,2p0 (Q+2 ,µ). (5.16)
By using Theorem 2.7 with q = p and ω ≡ K = 1, (5.15) has a unique solution
v ∈ W 1,2p (Ω0, µ). Since f˜ is compactly supported, as in Case II of the proof of
Theorem 4.1, we have v ∈ W 1,2p0 (Ω0, µ). Now by the uniqueness of W 1,2p0 (Ω0, µ)-
solutions to (5.15), we conclude that uη = v ∈ W 1,2p (Ω0, µ). Furthermore, by
Theorem 2.7 and (5.16),
‖u‖W 1,2p (Q+1 ,µ) ≤ N‖f˜‖W 1,2p (Q+2 ,µ) ≤ N‖f‖W 1,2p (Q+2 ,µ) +N‖u‖W 1,2p0 (Q+2 ,µ),
which, together with Ho¨lder’s inequality and a standard iteration argument, yields
(2.7) under the additional condition (5.14).
Finally, for general p ∈ (p0,∞), the result follows from an induction argument
by taking a sequence of increasing exponents pj , j = 1, . . . , n, such that pn = p and
(d+ 3 + α+)/pj−1 < 1 + (d+ 3 + α+)/pj
for j = 1, . . . , n.
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