We consider an asymptotic 1D (in space) rotation-Camassa-Holm (R-CH) model, which could be used to describe the propagation of long-crested shallow-water waves in the equatorial ocean regions with allowance for the weak Coriolis effect due to the Earth's rotation. This model equation has similar wave-breaking phenomena as the CamassaHolm equation. It is analogous to the rotation-Green-Naghdi (R-GN) equations with the weak Earth's rotation effect, modeling the propagation of wave allowing large amplitude in shallow water. We provide here a rigorous justification showing that solutions of the R-GN equations tend to associated solution of the R-CH model equation in the CamassaHolm regime with the small amplitude and the larger wavelength. Furthermore, we demonstrate that the R-GN model equations are locally well-posed in a Sobolev space by the refined energy estimates.
Introduction
The theory of water waves embodies the Euler equations of fluid mechanics along with the crucial behavior of boundaries. Due to the complexity and the difficulties arising in the theoretical and numerical study, simpler model equations have been proposed as approximations to the Euler equations in some specific physical regimes.
Among various asymptotic systems, one of the most prominent examples, which is widely used to model and numerically simulate the propagation of surface waves, in particular in coastal oceanography, is the Green-Naghdi equations (GN) [26] (also known as the Serre [39] or Su-Gardner equations [40] ). The GN equations model the fully nonlinear shallow-water waves whose amplitude is not necessarily small and represent a higher-order correction to the classical shallow-water equations. The physical validity of the model depends on the characteristics of the flow under consideration. More precisely, it depends on particular assumptions made on the dimensionless parameters ε and µ defined as nonlinearity ε := a h 0 ,
where a is the typical amplitude of the waves, h 0 is the mean depth, and λ is the typical wavelength. The shallow-water (or long-wave) regime is characterized by the presumption of small depth or long wavelength (µ ≪ 1) only. In such a scaling regime and without any smallness assumption on ε, one can derive the following 1D GN equations    η t + ((1 + εη)u) x = 0,
with an O(µ 2 ) correction, where η(t, x) and u(t, x) are the parameterization of the surface and the vertically averaged horizontal component of the velocity at time t, respectively. A rigorous justification of the GN model can be found in [36] for the 1D water waves with a flat bottom; the general case was handled in [2, 20] based on a well-posedness theory.
The GN equation can serve as a seed model for many other asymptotic shallow-water models as far as the nonlinearity parameter ε is concerned: the weakly nonlinear regime (also referred to as the Boussinesq scaling)
yields the usual Boussinesq models [8, 9, 16, 33] , the Korteweg-de Vries (KdV) [35] and Benjamin-Bona-Mahoney (BBM) [6] equations in the unidirectional case. Despite the advantage that these models provide good asymptotic approximations to the full water wave problem in the weakly nonlinear regime, they fail to capture observed some interesting wave phenomena in nature such as wave breaking and waves of greatest height [1, 42] . This motivates one to pursue alternative shallow-water models incorporating stronger nonlinearity. A successful attempt was made in the moderately nonlinear regime (known as the CamassaHolm scaling)
giving rise to the Camasa-Holm (CH) and Degasperis-Procesi (DP) [10, 15, 19] equations. One of the goals in the present study is to re-derive model equations [27, 28] related to the classical Camassa-Holm equation that can also account for configurations where the effect of solid-body rotation of the Earth, namely the Coriolis effect, is present. Field observations reveal that the interaction between the gravity and the Earth's rotation may play a significant role in study of large-scale oceanic and atmospheric flows, leading to complex phenomena over wide ranges of length and time scales [17, 24, 38, 41] . Simplified and approximate models therefore play a crucial role in potentially gaining insight into processes that occur in the full governing equations. In particular, we will neglect centripetal forces since they are relatively much smaller than the Coriolis terms. We also neglect the variations of the Coriolis parameter and employ the f -plane approximation which is applicable for oceanic flows restricted to a meridional range of small latitudinal deviation (about 2 • ) near the Equator [12, 14, 17, 38] .
Several attempts have been made recently in deriving shallow water asymptotic models for free surface water waves under the influence of the gravity and Coriolis forcing using f -plane approximation; see, for e.g. [22, 28] . These models can describe unidirectional waves in the moderately nonlinear scaling regime, resulting in the CH-type equations, referred to as the rotation-Camass-Holm (R-CH) equations. The approach taken in these works follows the classical idea of asymptotic perturbation analysis [30, 32] . Our goal here is to put these formal asymptotic procedure on a firm and mathematically rigorous basis. The idea is in the general spirit of [15] . More precisely, we will prove the relevance of the R-CH equation as a valid model for the propagation of shallow-water waves with effect of the Coriolis forcing. To do so, we will use the following rotation-Green-Naghdi (R-GN) equations with the Coriolis effect (see [27] for derivation of the model)
as the reference system, where Ω is the constant rotational frequency due to the Coriolis effect, and which is built on a one-parameter family of approximate equations consistent with the the R-GN equations in the sense of Definition 2.1. Further replacing the vertically averaged velocity by the horizontal velocity evaluated at a certain depth introduces an additional parameter which allows one to arrive at the following R-CH equation (cf. Theorem 2.2 and Remark 2.1) 5) where the constants are given as
Note that in the vanishing Coriolis force limit Ω → 0 we have
Unraveling the change of unknowns (2.7) to express the velocity u in terms of the surface variable η with a higher order correction term, one may follow the same procedure as before to derive an equation for the surface evolution, cf. (3.1).
Our convergence result, Theorem 5.1, concerns comparison of solutions between the R-GN and R-CH equations. It states that corresponding to a certain family {(u ε,µ , η ε,µ )} of solutions to the generalized BBM equations (including the R-CH solutions) that are consistent with the R-GN equations, there exists a family of solutions (u ε,µ , η ε,µ ) to the R-GN equations satisfying
over a large time scale t ∈ [0, T /ε]. Therefore a preliminary well-posedness theory for the R-GN and R-CH equations on [0, T /ε] is need. The large time well-posedness for the R-CH equation has been established in [28] . Here we prove the case for the R-GN equations using an energy-type argument, cf. Theorem 4.2. The error estimate is established owing to the symmetrizability of the R-GN equations, from which a stability result can be deduced, cf. Lemma 4.7. Note that in absence of the Coriolis force, under the CH scaling (1.3), the solutions to the GN equations approximate the solutions of the full water wave equations with an O(µ 2 t) error over a time scale O(1/ε) [2] . Therefore it is reasonable to expect that the R-GN equations would give a correct approximation to the f -plane rotating full water wave model with the same precision, and hence it would follow that the R-CH model approximates the full f -plane water wave equations with the same accuracy. But the justification of the R-GN equations is beyond the scope of this article, and will be discussed in a forthcoming paper. The rest of the paper is organized as follows. In Section 2, we will derive a family of equations for the horizontal velocity u which are consistent with the R-GN equations. Among such a family the R-CH equation can be recovered by introducing the depth parameter. Following the same procedure, in Section 3 we derive the corresponding family of equations governing the evolution of the surface. In Section 4, we prove that the R-GN equations are locally well-posed in the energy space over an O(1/ε) time period. Finally in Section 5, we demonstrate the result on the asymptotic convergence of the R-CH equation to the R-GN equations.
Derivation of the rotation-Camassa-Holm equation
In this section, we derive asymptotical equations to the rational-Green-Naghdi equations in the Camassa-Holm regime, that is, parameters ε and µ belong to the class 
. For the sake of simplicity, given parameters α, β, γ, and δ, we denote some coefficients as follows:
3)
The following theorem shows that there is a one parameter family of equations consistent with the R-GN equations.
Theorem 2.1. Let p ∈ R, and assume that
Then there exists D > 0 such that: for all s ≥ 0 and T > 0, and for all bounded family
the family {η ε,µ , u ε,µ } (ε,µ)∈P µ 0 ,M , with (omitting the indexes ε, µ)
is consistent (of order s and on [0, Proof. For the sake of simplicity, we use the notation O(µ), O(µ 2 ) etc., without explicit mention to the functional normed space to which we refer. A precise statement has been given in Definition 2.1. All the equalities would be understood in the appropriate mixed time-spatial Sobolev spaces throughout the proof. Taking
where v will be determined later on, we get from the first equation in (1.4) that
Plugging η = 1 c u + εv into the second equation of(1.4), we have
which implies
On the other hand, we expect u satisfying the following generalized BBM equation (2.5) . To this end, up to the O(ε 2 ) terms (where ε = O( √ µ)), we first get
which gives rise to
Hence, we can replace the term u xxx in (2.5) by this expression to get
Combining (2.5) with (2.13), we have
14)
, which implies by integrating (2.14) with respect to x that
where we may take the integration constant to be zero since all the terms in (2.15) go to zero as |x| → ∞. It then follows that 16) which implies that
where A 1 , A 2 , and A 3 are defined in (2.3). Thanks to (2.5) and (2.12), we derive
where A 4 and A 5 are given in (2.3). Substituting (2.17) and (2.18) into (2.8) yields
Comparing (2.13) with (2.19), we take ω 1 , ω 2 , α, β, γ, and δ in (2.5) to satisfy the relation
and
Therefore, there appears the relations
which gives a one-parameter expression of α, β, γ, and δ with respect to p ∈ R
We now generalize Theorem 2.1 by replacing the vertically averaged velocity u in (1.4) with the horizontal velocity u θ evaluated at the level line θ of the fluid domain, so that θ = 0 and θ = 1 correspond to the bottom and surface, respectively. The introduction of θ allows us to derive an approximation consistent with (1.4) and build on a two-parameter family of equations of the form (2.5).
is consistent (of order s and on [0,
) and θ ∈ [0, 1], and ω 1 and ω 2 satisfying (2), it then follows from (2.17) that
Substituting (2.25) into the first equation of (1.4), we obtain
which implies by an iteration argument that λµ(
, and then
Comparing (2.13) with (2.27), we take α, β, γ, and δ in (2.5) to satisfy the relation
Then we deduce the following two-parameter expression of α, β, γ, and δ with respect to the parameter p ∈ R and λ =
This completes the proof of Theorem 2.2.
Remark 2.1. In order to get the R-CH equation, it is required that
29)
which gives
Or, what is the same,
Consequently, the R-CH equation (1.5) is reestablished.
Equation for the surface elevation η
Proceeding a similar proof in Theorem 2.1, we may derive the following evolution of the surface elevation η,
which can also be used to construct an approximate solution consistent with the R-GNequations (1.4). To see this, inverting (2.7) to consider
withv to be determined later, we get from the first equation of(1.4) that
Plugging (3.2) into the second equation in (1.4), and using the fact c + 2 Ω = 1 c , we have
We now assume that η satisfies the following generalized BBM equation (3.1). It then follows that up to the O(ε 2 ) terms (where ε = O( √ µ))
which also yields that
Hence, we can replace the η xxx term of (3.1) by this expression to get
Combining (3.3) with (3.8), we have
which implies by integrating (2.14) with respect to x that
(3.10)
It thus follows from the Taylor series expansion of (1 + ǫη) −1 in terms of ǫ that
Hence it is adduced from (3.8) that
wherē
, and
(3.14)
Similarly, we may obtain 
On account of (3.8) and (3.17), we takeω 1 ,ω 2 , α, β, γ, and δ in (3.1) to satisfy the relation
It thus transpires that
and 20) which implies an one-parameter expression of α, β, γ, and δ with respect to the parameter
Consequently, we have 
, H s+D (R)) solving (3.1), the family {η ε,µ , u ε,µ } (ε,µ)∈P µ 0 ,M , with (omitting the indexes ε, µ)
T ε ]) with R-GN equations (1.4).
24)
Equation (3.1) then reads
(3.25)
Local well-posedness
In this section, we investigate local well-posedness of the Cauchy problem to the R-CH equation in (1.5) and the R-GN equations in (4.2). Let u
For some µ 0 > 0 and M > 0, we define the Camassa-Holm regime
Then, we have the following result.
. Then, there exist T > 0 and a unique family of solutions (u ε,µ ) | (ε,µ)∈P µ 0 ,M in C 0,
We omit the proof of this result, since it is similar to that in [15] . Attention is now turned to the case of local well-posedness of the R-GN equations in (1.4). Note that we may rewrite (1.4) as
2)
, then we may rewrite (4.2) as the following hyperbolic equations:
From the structure of (4.3), it is convenient to introduce the following energy spaces X s .
Definition 4.1. Given s ≥ 0, T > 0. We define the Hilbert space there is a constant b 0 > 0 such that min inf
Then there exists a positive maximal existence time T max > 0, uniformly bounded from below with respect to ε, µ ∈ (0, 1), such that the Green-Naghdi equations (4.3) admit a unique solution U = (η, u) T ∈ X s Tmax preserving the condition (4.8) for any t ∈ [0, Tmax ε ). In particular if T max < +∞, there holds
Moreover, the energy
is independent of the existence time t > 0.
Symmetrization
It is easy to see that a symmetrizer for (4.3) can be found to be
Thus a natural energy for the equation (4.3) is given by
The link between E s (U ) and the X s -norm is investigated in the following lemma, which was obtained in [29] (up to a slight modification).
, and η ∈ W 1,∞ (R) be such that there is a constant b 0 > 0 such that min inf
Then E s (U ) is uniformly equivalent to the X s -norm with respect to (µ, ε) ∈ (0,
Remark 4.1. According to the definition of the matrix operator S in the natural energy E s (U ), it seems reasonable to restrict the additional initial condition (4.8) in Theorem 4.2 if we want to avoid the degenerate case.
In order to prove Theorem 4.2, we first recall some fundamental properties of the pseudodifferential operators. 
, where all the constants C are independent of f and g.
The following two lemmas provide invertibility of T and the estimates for T −1 . The proof follows the argument in [29] .
Lemma 4.3 ([29]
). Let u ∈ L ∞ (R) and η ∈ W 1,∞ (R) be such that (4.8) holds. Then the operator T :
is well defined, one-to-one and onto.
Lemma 4.4 ([29])
. Let s 0 > 1/2 and η ∈ H 1+s 0 (R) be such that (4.8) holds. Then
C s is a constant depending on
, h − 1 H s and independent of (ε, µ) ∈ (0, 1/2).
We further have the following results.
Lemma 4.5. Let s > 3/2, f ∈ X s , and U 1 , U 2 ∈ X s (R) be such that (4.8) holds. Then we have
There then appears that
(4.13)
Therefore, thanks to Lemma 4.4, we have
(4.14)
Applying Lemma 4.4 again, we infer 15) which, along with (4.14), implies (4.10).
A similar argument as above leads to (4.11).
Linearized analysis
In order to prove Theorem 4.2, we first establish the existence, uniqueness and regularity for solutions to the following linearized system of (4.3):
where
and satisfies the condition (3) on [0,
Proof. Using a smooth approximation argument and its uniform estimates, we may establish the existence part of Lemma 4.6, and then applying Gronwall's lemma to achieve the uniqueness part. All the processes of the proof depend essentially on sone necessary a priori estimates. For the sake of simplicity, we just focus our attention on the proof of the uniform energy estimates. In fact, for any λ ∈ R (to be determined in the last step), we have
By the definition of E s (U ) 2 and the identity
we get 19) which along with the equation (4.16) implies 
On the other hand, it is found that
It then follows that
In order to estimate (SA[U ]Λ s ∂ x U, Λ s U ), we first deduce from
We now focus on the estimates of bound for each term A j (j = 1, 2, 3, 4) step by step. First, by using integrating by parts, there appears the relation
which along with the Cauchy-Schwarz inequality yields
Fro A 2 + A 3 , we notice the fact that
While for A 4 , we split it into two parts
In view of the definition of T, we have
it follows that
On the other hand, a direct computation reveals that
It is then deduced that
On the other hand, a direct estimate of A 413 yields
It is then adduced that
For A 42 , it is inferred from the expression
This thus implies that
We now turn to estimate of (
, we apply commutator estimates Lemma 4.2 to get
For B 4 , we use the explicit expression of T to obtain
which, together with the fact that
and then the Cauchy-Schwartz inequality and commutator estimates in Lemma 4.2, yields
Next step is to deal with
In view of definition of the operator T 1 , we get for any f and g
It then follows from the definition of T that
Hence, it is thereby inferred that
It is then deduced from Lemmas 4.2 and 4.4 that
While for B 32 , we have
which along with
Therefore, we deduce that
To control
By using the explicit expression of Q 1 [U ]:
Proof. Denote U (12) = U (2) − U (1) . Then U (12) ∈ X s T solves the transport equations
0 .
(4.25)
On the other hand, applying Lemma 4.5 ensures that
Consequently, in view of Lemmas 4.5 and 4.6, and (4.25)-(4.26), the advertised result can be obtained by repeating the argument in the proof of Lemma 4.6.
Next, we shall use the classical Friedrichs' regularization method to construct the approximate solutions to the Green-Naghdi equations (4.3). 
Moreover, there is a positive time T (< T (n) for all n ∈ N) such that the corresponding solutions satisfy the following properties: (i). (U (n) ) n∈N is uniformly bounded in X s T . (ii). (U (n) ) n∈N is a Cauchy sequence in X s−1 T .
Proof. By Lemma 4.6, we know that, for every n ∈ N, there is a positive time T (n) and a unique solution U (n+1) ∈ C([0,
ε ]; X s ) to (4.28) . Moreover, we may verify that U (n+1) satisfies the inequality E s (U (n+1) (t)) ≤ e ελ (n)
and the condition (4.8) holds for n ∈ N.
In fact, we suppose by the induction argument that sup t∈[0, 29) which is already satisfied for the case n = 0. Hence, thanks to the equation (4.28) and the Sobolev embedding H s (R) ֒→ L ∞ (R) for s > 1 2 , we get (4.30) and then sup t∈[0,
It follows that if we take λ (n) T = C 1 (E s (U 0 )) and T (n) = 1 2ε C 1 (E s (U 0 )) =: T 1 , then we get sup t∈ 0,
We now verify that the condition (4.8) holds for every n ∈ N if we take the positive time T small enough (independent of ε and µ). In fact, since
we get from (4.30) that given by the resolution of (2.5) with initial condition u 0 ; (2) there is a unique family (u ε,µ , η ε,µ ) (ε,µ)∈P µ 0 ,M ∈ C([0, T ε ]; H s+D (R) 2 ) solving the R-GN equations (1.4) with initial condition (u ε,µ , η ε,µ )| t=0 . Moreover, for all (ε, µ) ∈ P µ 0 ,M , there holds that
where the constant C is independent of ε and µ.
Proof. Part (1) can be obtained directly from Theorem 4.1. In view of Theorem 2.2 and Remark 2.1, we know that the family (u ε,µ , η ε,µ ) (ε,µ)∈P µ 0 ,M is consistent with the R-GN equations (1.4), so that the second part of the theorem and the error estimate follow from the well-posedness theorem (Theorem 4.2) and stability of the R-GN equations (Lemma 4.7).
