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Abstract
Atom interferometers detect inertial effects with considerably larger
sensitivity than that of traditional light wave interferometers. They uti-
lize the relative small group velocity of coherent matter waves for more
precise measurements, which is crucial for possible next-generation in-
ertial navigation systems. In a hybrid optical dipole and magnetic
trap system we generate Bose-Einstein condensates to be used as the
source of matter waves for atom interferometry. We use tailored light
pulse sequences to induce Kapitza-Dirac diffraction in the condensates,
splitting them into multiple parts at discrete momentum orders. Nu-
merical simulation and experimental realization is given for novel pulse
sequences that split ±4~k momentum orders.
v
1 Introduction
1.1 What Is a Bose-Einstein Condensate (BEC)?
A Bose-Einstein condensate (BEC) is a gas gathered in a quantum ground state typically
at low temperature and high density. It consists of boson particles with integer spin and it
can be described by a single wave function. The temperatures of BECs are normally several
hundred nK above absolute zero. The first experimental realization of a Bose-Einstein
condensate was conducted in 1995 [1, 2].
In 1925, Albert Einstein proposed a new boson quantum gas. It can be shown by
quantum mechanics [3] that because of their integer spin numbers, there is no limit on the
number of bosons occupying a single energy state.
A detailed description of BEC is summarized in a book[4]. Here I give a brief theoretical
description of BEC. We start from the Bose-Einstein statistics: the mean number, Ni, of
atoms occupying the state i is given by the Bose-distribution
Ni =
1
e(i−µ)/kBT − 1 (1)
where i is the corresponding energy, kB is the Boltzmann factor and µ is the chemical
potential of the system (Figure 1).
Here the chemical potential µ determines the occupation number of each energy level.
Since the occupation number Ni can never be negative, µ has to stay below the lowest
possible energy, i.e. the energy of the ground state. Below a certain temperature Tc the
number of particles in the excited states Ni for (i > 0) saturates as µ gets close to 0 .
Now consider the mean number of atoms in all possible energy states (i = 1, 2, 3...). It
can be shown that[5]
N =
∞∑
i
Ni =
∫ ∞
0
g()Nid (2)
where g() = 2s+1
(2pi)2
(2m~2 )
3/21/2 represents the density of states. From the equation above,
the density of atoms in this case can be written as
n(µ, T ) =
〈N〉
V
=
1
(2pi)2
(
2m
~2
)3/2
∫ ∞
0
1/2d
exp[(− µ)/kT ]− 1 (3)
1
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Figure 1: Bose-Einstein occupation number of states Ni with energy  and two different values of chemical potential
µ.
and the mean energy can be written as
e(µ, T ) =
∫ ∞
0
g()Nid =
〈E〉
V
=
1
(2pi)2
(
2m
~2
)3/2
∫ ∞
0
3/2d
exp[(− µ)/kT ]− 1 (4)
The quantity n(µ, T ) cannot be solved analytically so we need to study equation (3)
with special µ values.
When µ = 0, the expression gives
n =
2√
pi
(
2pimkT
h2
)3/2
∫ ∞
0
√
xdx
ex − 1 ≈ 2.612(
2pimkT
h2
)3/2 (5)
We notice that in equation (5) when  = 0 the function blows up, which is clearly not
the case. We assume the corresponding temperature to be Tc. It can be shown that when
T > Tc, µ < 0 and all the atoms will occupy excited states. On the other hand it can be
shown [6] that when T < Tc, equation (5) can be written as
Ni 6=0 = (
T
Tc
)3/2N (6)
and the fraction of atoms in the ground state is
〈N0〉
〈N〉 = 1−
nmaxT
n
= 1− ( T
Tc
)
3
2 (7)
As we can see (Figure 2) the ground state accumulates a large number of particles when T
is lower than Tc. An intuitive matter-wave interpretation of the Bose-Einstein condensates
phase transition is shown in (Figure 3).
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In our experiment, the critical temperature Tc is about 100nK.
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Figure 2: The mean population of bosons gas in the ground state 〈N0〉 (blue line) and all other states(red line)
normalized to the whole population as a function of temperature. Tc is the critical temperature of the BEC.
Figure 3: Schematic drawing of generating BEC. (a) At high temperature T >> Tc atoms move fast with collisions.
(b) At a low temperature T > Tc the De Broglie wavelength λdB = h/mv ∝ T−0.5 becomes significant compared to
the separation between atoms. (c) When T = Tc, the separation between atoms equals the De Broglie wavelength and
matter-waves start to overlap. (d) When T = 0, the pure Bose-Einstein condensate occurs as one giant matter-wave
which can be described by a single wave function.
1.2 Matter-Wave Optics
The study of the matter wave plays an important role in modern physics. It was first
proposed by de Broglie in 1925 [7] and the first experiment realization was achieved by
Davisson and Germer [8]. Matter-wave interferometry with electrons and neutrons was
also studied after that. Matter-wave properties have been a great tool for understanding
principles of quantum mechanics and solid state physics, and the interaction of matter-waves
and electromagnetic fields contributes to the discoveries of many modern day technologies
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such as lasers. Matter-wave interferometry with electrons [9, 10] and neutrons [11, 12] is
also fundamental to atom optics.
The technology of generating cold atoms and BEC was a breakthrough in the study of
matter-waves, because it was the first time a macroscopic particle ensemble was observed
with quantum behavior. BEC can also be treated as an analogy to solid state system
without impurity, which is extremely useful for studies related to solid state physics. In this
section we focus on the application of BEC in atom optics.
1.2.1 Atom Optics
The goal of atom optics is to manipulate matter waves coherently without destroying their
phase information. The field was originally developed from quantum mechanics, when
physicists used stimulated emission of photons to manipulate the momentum state of atoms
[13]. Atom optics generally consists of mirrors, beam-splitters and other components. It is
challenging to find suitable materials to build lenses and mirrors when the source is changed
from massless photon to matter-wave like atoms. One solution is to use thin sheets of matter
with patterned holes, such as diffraction gratings, zone plates and holograms [14]. The other
one, which is the method we described in this thesis, is to use electromagnetic fields that
oscillate near the resonance frequencies of the atoms to change the potential energy as well
as the movement of the atoms.
There are two kinds of interaction between matter-wave and a standing wave of electro-
magnetic field: the Kaptiza-Dirac regime and the Bragg diffraction regime. The difference
between the two types of interaction lies in the distance that the matter-wave travels during
the light-matter interaction compared with its de Broglie wavelength. The Kapitza-Dirac
regime corresponds to a very small travel distance of the matter-wave, effect of which is
too small that it can be ignored in calculation. The Bragg diffraction regime, on the other
hand, is used for a much longer travel distance compared with the matter-wave’s de Broglie
wavelength. In our experiment we focus on the interaction in the Kapitza-Dirac regime.
In 1933, Kapitza and Dirac proposed a way for light to interact with atoms without
destroying their relative phase [15]. When electrons in atoms interact with electromagnetic
waves, three different interactions exist: absorption, stimulated emission and spontaneous
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emission (Figure 4). Kapitza and Dirac proposed to induce absorption followed by stimu-
lated emission in atoms. In stimulated scattering, an incoming photon induced the absorp-
tion event in the atom, which receive a recoil in one direction. Then the photon undergoes
stimulated emission triggered by photons coming in the opposite direction, which gives the
atom a second recoil in the same direction. The whole process transports momentum equals
to twice the photon momenta to the atom (Figure 5). If the incoming photon beam is co-
herent (such as laser beams) and the interaction is short enough such that the spontaneous
emission can be ignored, the coherence of the atoms is maintained after the interaction.
This is very useful for atom optics because the fact that laser beam direction (the same
as the momentum transfer direction) can be accurately controlled means that we can use
lasers to manipulate matter-waves.
Figure 4: In quantum mechanics electrons have discrete energy levels. Assume for an electron there are only two
states: a ground state |g〉 and an excited state |e〉. Three kinds of interactions between electron and photon can
happen. (1) Absorption: an electron in the ground state |g〉 is excited and to an excited state |e〉 by a photon with
energy equal to energy gap between |g〉 and |e〉 states. (2) Stimulated emission: triggered by a incoming photon with
energy equal to energy gap between |g〉 and |e〉 states, a electron in the excited state |e〉 jumps back to the ground
state and releases a second photon in phase with the first photon. (3) Spontaneous emission: a electron in the excited
state |e〉 is unstable and it will jump back to the ground state |g〉 after some time.
1.3 Atom Interferometry
One of the important contributions of atom optics is its application in atom interferometry,
which enables the construction of the most sensitive sensors for gravity, rotation effect and
atom polarizability. The first experimental realization of atom interferometry was achieved
in 1991 [16, 17] and it has been developed rapidly ever since. One of the first highly sensitive
matter-wave interferometers was developed in 1975 [18], in which a neutron beam was used
to measure gravitational field.
Atom interferometers can take various forms. The interferometer we focused on in this
5
Figure 5: Interaction between atoms and resonant counter-propagating beams: (a) Absorption followed by (b)
stimulated emission. The atom’s final momentum is twice the photon momentum.
thesis is similar to a Michelson interferometer. The interferometer consists of three main
parts: a beam splitter that separates the matter-wave into two parts, a matter-wave reflec-
tor that reflects the matter-wave, and a matter-wave re-combiner that combines the two
separated matter-waves (Figure 6). Instead of the interference fringes from a Michelson
interferometer, the information we get from this atom interferometer is the relative pop-
ulation of the two output matter-wave. On their paths the matter-wave pair experience
possible perturbations from the outside environment, and they interfere with each other at
the matter-wave re-combiner to create two new matter-waves. The population difference of
the output matter-wave pair can be used to analyze and detect any perturbation on their
paths in the interferometer.
The sensitivity of an atom interferometer is related to the properties of the matter-
wave, the splitting and re-combining velocity of the matter-wave, and the time period of
each measurement. Generally an atom interferometer with long paths for fast matter-
waves provides the most accurate results in the shortest period of time. In this thesis I
used a tailored laser pulse sequence to prepare matter-waves with high velocity in atom
interferometers.
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Figure 6: A schematic drawing showing the three components in the matter-wave interferometer: beam splitter,
reflector and re-combiner. The difference between the two output cold atom populations indicates any possible
perturbation of atoms in the paths.
1.4 Outline of This Thesis
In chapter 2 an overview of the apparatus we used in the experiment and the theoretical
background are introduced. In chapter 3 we demonstrated the observation of the Kapitza-
Dirac effect on BEC in the optical lattice. After that the attempt of reproducing a 2
square pulse sequence is shown in chapter 4 which splits the BEC into ±2~k momentum
state. In chapter 5 numerical simulation and experimental realization of two novel pulse
sequences used for splitting the BEC into ±4~k momentum state are provided. The work
was concluded in chapter 6. The Bessel functions and the Mathematica codes we used to
simulate pulse sequences are given in the appendix.
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2 Theoretical Background and Apparatus
This chapter introduces the apparatus we used to prepare BECs and the necessary theoret-
ical background in order to understand the later experiment. We start with the apparatus
and procedure for generating BEC. After that principles of the quantum two-level system
and the Bloch vector and sphere are given.
A schematic drawing of the apparatus is shown below (Figure 7). It consists of three
major parts: an oven where hot rubidium vapor is kept, a long metal tube connecting a
glass cell and the oven, and the glass cell where BEC is generated and further experiments
are conducted. The Rb atoms are kept in vacuum during the whole process. The apparatus
we used was similar to that of Spielman’s group [19].
Dipole Trap
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Figure 7: Schematic drawing of the experimental apparatus.
2.1 87Rb Properties
We choose Rubidium to conduct this experiment. Rubidium is an alkali metal with only one
valence electron, which means it is a hydrogen-like system the properties of which are easy
to calculate. Secondly, the electron’s transitions in Rb are around 780nm, which happens
to be very close to the frequency of near-infrared lasers which are used widely in scientific
research and are therefore reasonably inexpensive.
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Understanding the physical and optical properties of a 87Rb quantum gas is crucial for
this thesis. Here we focus on the hyperfine structure and the Hamiltonian that describes
87Rb’s quantum mechanical behavior.
The hyperfine structure comes from the spin of the nucleus. The net nclear spin, I,
associated with a magnetic moment is
~µI = gNµN
~I
~
(8)
where µN is related to Bohr magneton µN =
me
Mp
µB ≈ µB1836 .
Hence µI produces a spin-orbit coupling with energy splitting proportional to ~I · ~J and
~I · ~S, where ~J is the electron orbital angular momentum and ~S is the electron spin angular
momentum.
The total angular momentum is
~F = ~J + ~I (9)
The orbital and electron spin angular momentum of the Rb atom’s ground state are J = 1/2
and I = 3/2, thus we have F1 = 1, F2 = 2.
The particular transitions of the rubidium atoms we use in the experiment are in 52P3/2
state: |F = 2〉 → |F = 3′〉 and |F = 1〉 → |F = 2′〉 transitions. A detailed graph of Rb’s
sub-level information is show in (figure 8) [20].
In terms of the Hamiltonian of Rb atoms, there is only one valence electron. Thus they
can be analyzed using the Hamiltonian of hydrogen-like atoms:
H0 = Hel +HFS +HHF (10)
where Hel is the non-relativistic kinetic energy of the electron and its Coulomb interactions;
HFS is the fine structure term that contains electron spin and spin-orbit term, the relativistic
correction to the Hel; HHF is the hyperfine structure term induced by magnetic moment of
the nucleus.
The external electric and magnetic field causes a perturbation on the Hamiltonian of
the rubidium atoms:
H0 = Hel +HFS +HHF +Hext (11)
9
Figure 8: Hyperfine structure of 87Rb
2.2 Zeeman Slower
The rubidium atoms were kept as vapor gas in an oven. During the experiment their initial
temperature is 75◦C. There is a mechanical shutter at the entry of the metal tube that keeps
rubidium atoms in the oven. To begin the experiment, we heat the oven and open the oven
shutter. As the Rb atoms expand along the tube, they experience the first stage of cooling–
Zeeman Slower. The Zeeman Slower consists of a master laser pointing in the opposite
direction of atom’s movement, a repump laser in the same direction with the master laser,
and a solenoid coil of wires outside the tube that induces Zeeman effect on the atoms inside
the tube. Here we applied the Doppler cooling method.
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2.2.1 Doppler Cooling
Doppler cooling utilizes the absorption and the subsequent spontaneous emission of photons
in order to generate a friction-like force to slow and cool down the incoming rubidium atoms,
as in (Figure 9). The master laser is tuned to to a frequency slightly below the frequency
required for the |F = 2〉 → |F = 3′〉 transition of the atoms. In this way the atoms moving
along the metal tube experience absorption events from the blue-shifted laser beam that
matches the |F = 2〉 → |F = 3′〉 transition frequency. As Rb atoms absorb the photon
and the recoil momentum, they experience a momentum kick in the opposite direction of
their movement. Since the spontaneous emission afterwards ejects photons in a random
direction, the average effect of it becomes zero (Figure 9). Thus we can assume that the
atoms receive a momentum kick in the opposite direction of their movement which slows
them down. We call this the scattering force on atoms. [21]
Figure 9: Doppler cooling. The resonant laser beam from the left induces absorption of the electrons in the Rb
atom, transferring photons’ momentum to the atom opposite to its motion. The electrons then undergo spontaneous
emission in random directions, the average effect being zero. The Rb atom thus gains a net momentum opposite to
its motion.
There is a limit for the lowest temperature that Doppler cooling can get to eventually.
First, shining on-resonant laser light on atoms will cause a heating effect, so called statistical
heating. Even if an atom is at rest, it undergoes small but random movements because of
the absorption and stimulated emission induced by the laser light. The minimum cooling
temperature Doppler cooling can achieve is about 140 µK for Rb. The second limit is that
the Doppler cooling won’t work if atoms are moving too fast.
Understanding the Doppler effect is the key to this method. In the rest frame of the
moving Rb atoms, the incoming photons appear at a different frequency from that in the
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lab frame, thus we need to detune the main laser in order to match the energy needed for
the transition of the moving Rb atoms.
2.2.2 Zeeman Effect
As the Rb atoms slow down along the metal tube, the actual frequency of the incoming
photon they see will change. How can we change the frequency of the laser so that it always
matches the resonance frequency? The answer is to change the resonance frequency of the
Rb atoms themselves as they move inside the metal tube. We use the Zeeman effect induced
by the solenoid coils outside the tube to change the resonance frequency of the Rb atoms.
Zeeman effect refers to the splitting of spectral lines in magnetic fields. It’s caused by
the change in energy levels associated with magnetic dipole moment when it interacts with
the magnetic fields. There are two kinds of Zeeman effect, the weak field case and the strong
field case, and the spin-orbit coupling of the atoms are different in these two cases. There
are two kinds of angular momentum associated with the electron’s movement in the atoms:
the spin angular momentum ~L and the orbital angular momentum ~S.
In the weak field case the spin-orbit interaction couples the two kinds of momentum
into a total angular momentum which can be written as ~J = ~L+ ~S. It can be shown that
the total energy level shift due to the Zeeman effect is [21]:
∆E = µBBMJgJ (12)
where gJ is Laude-factor given by
gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
(13)
In the strong magnetic field case the two different kinds of momentum precess indepen-
dently about the ~B field direction, which gives the energy shift expression in terms of ML,
MS and in the hyperfine structure case:
∆E = µBB(ML + 2MS) = gFµBMF |B| (14)
When we apply the Doppler cooling another issue arises: the loss of atoms from the
|F = 2〉 ↔ |F = 3′〉 cycle because of the selection rules. To understand the problem we
need to consider the selection rule of the Zeeman effect.
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The selection rules for one-electron atoms are:
1.∆l = ±1 (15)
2.∆m = 0,±1 (16)
3.∆s = 0 (17)
4.∆F = 0,±1 (18)
5. State of the atom must change parity (19)
According to the selection rule, when a |F = 2〉 state electron is excited due to an
incoming photon in the tube, it might be excited to |F = 2′〉 instead of |F = 3′〉 because
of the linewidth of the laser beam. Then the electron undergoes spontaneous emission and
drop down to |F = 1〉, which is outside the cycle. In order to re-excite the electrons in
|F = 1〉 back to the cycle, we need a second laser, so called re-pump laser. The repump
beam is tuned to match the |F = 2〉 ↔ |F = 2′〉 transition gap and it excites the atoms in
the |F = 2′〉 state back to the cycle. The repump laser is also detuned to cancel out the
Doppler effect.
2.3 Magneto-optical Trap
After the Zeeman Slower the Rb atoms reach the glass cell, where the magneto-optical
trap is applied. The first part of the trap is called optical molasses that consists of six
orthogonal Doppler-cooling beams pointing at the center of the glass cell (3 pairs in x, y,
and z directions). The second part consists of a pair of anti-Helmholtz coils above and
below the glass cell. The coils generate an inhomogeneous magnetic field (Figure 10). The
coils induce magnetic dipoles in the atoms, which then interact with the magnetic field.
The magnetic potential from the anti-Helmholtz coils results in a gradient that generates
a radiative force on the atoms. The direction of the force depends on the MF value of the
atoms. In the case when MF = −1 the direction of the force points towards the center
where the six beams intersect. (The detail of the potential gradient force will be discussed
in details in the magnetic trap section.)
The six laser beams used in the optical molasses are also derived from the master laser
used in the Zeeman Slower. Since each of the 3 pairs consists of two counter-propagating
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Figure 10: The resonant laser beam from the left induces absorption of the electrons in the Rb atom, transferring
the photons’ momentum to the atom opposite to it’s motion. The electrons then undergo spontaneous emission in
random directions and the average effect becomes zero. The Rb atom thus experiences a net momentum opposite to
it’s motion.
lasers, the total scattering force cools down the atoms until they reach the Doppler limit
temperature. We can see this from (Figure 10), where the counter-propagating beams have
a frequency slightly below the transition frequency required for absorption event. Suppose
we have an atom moving to the right, in the rest frame of the atom the beam coming from
right will blue-shift and match the absorption frequency. The absorption event takes place
and the atom experience a scattering force pointing to the center, vice versa for the atom
moving to the left.
Although atoms accumulate in the optical molasses along the path of the laser beams,
the effective cross section of the laser is small. In order to improve the optical molasses into
a trap we apply an anti-Helmholtz coil that generates a magnetic gradient that confines the
atoms (Figure 11).
2.4 Magnetic Quadrupole Trap and Evaporative Cooling
The magnetic quadrupole trap uses a pair of anti-Helmholtz coils similar to that of the
magneto-optical trap, except with a much higher current and the upper and lower coils are
connected in series while the coils for the magneto-optical trap are separated. The reason
for this is that an anti-Helmholtz coils with different upper and lower magnetic field can be
used in future experiments to move the Bose-Einstein condensates up or down in the glass
cell.
The principle for the magnetic quadrupole trap comes from the interaction between the
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Figure 11: Anti-Helmholtz coils and Magneto-optical trap mechanism. (Left) The direction of the magnetic field lines
is shown in the figure. At the center point of the coils o, the magnetic field is zero.(Right) The graph demonstrates the
J = 0 to J = 1 transition sub-level Zeeman effect splitting in the MOT. Two counter-propagating beams of circularly
polarized light are shined on the atoms. The sub-level splitting and the selection rules result in a inhomogeneous
radiation force that pushes the atoms towards the center of the MOT.
induced magnetic dipole moment and the magnetic field. A magnetic dipole µ in a magnetic
field has energy
V = −~µ · ~B (20)
and the force on the atom is
~F = ~∇(~µ · ~B) (21)
According to the Zeeman effect, V and F can be written as
V = gFµBMF |B| (22)
F = −gFµBMF d|B|
dz
(23)
At the center of the anti-Helmholtz coils the magnetic field is the weakest, thus the coils
confine atoms with MF = −1, gFMF > 0 (µ and B are always positive, thus the force will
point to the center).
As the magnetic trap confines the atoms near the center of the trap, we use another
method called evaporative cooling to cool the atoms further below Doppler limit. The
principle of evaporative cooling is collisional re-equilibration, which is similar to the effect
of a steam that rises from a cup of coffee–to eliminate the hot particles in a cloud of atoms
and lower the overall temperature of the cloud. We notice that in the case of different
MF values the force points in different direction, but all of them gradually increase as we
move away from the center (Figure 12). Our goal is to eliminate the hot MF = −1 atoms
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in the trap. To do this we utilize the repulsive force on the MF = 1 atoms in the trap
and use radio frequency to change the MF values of the hot atoms. First we eliminate the
atoms far away from the trap center because they have higher velocity with corresponds
to higher temperature. Radio-frequency signals that match the |MF = 0〉 ↔ |MF = ±1〉
transition were sent into the trap. We start with the higher frequency signals because higher
frequency signals match the transition far away from the trap. Next we gradually decrease
the frequency as we move closer to the center. Due to the magnetic force F = −gFµBMF dBdz
in the trap, the atoms with MF = 1 will be pushed away from the center, and the overall
temperature of the trapped atoms can be decreased.
Figure 12: Magnetic trap and evaporative cooling mechanism. The Zeeman sub-level splitting induced by the anti-
Helmholtz coils enables evaporative cooling. As we gradually decrease the radio-frequency signal sent into the trap,
MF = −1 state atoms with higher energy fall into MF = 1. After that they are pushed out of the trap because of
the potential gradient force.
One problem associated with the magnetic trap is the MF number of the atoms at the
center of the trap where B = 0. Because the magnetic field at this point is very weak,
the separation of the Zeeman sub-levels is very small. When atoms with different MF
mix together they might transfer from one MF value to another. Atoms originally in the
MF = −1 state will be lost under this effect. The phenomena is called Majorana loss.
To avoid the Majorana losses, our solution is to produce a deeper trap right next to the
center point of the magnetic trap using an optical dipole beam. This leads us to the next
section.
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2.5 Dipole Trap
We need a deeper trap in the magnetic quadrupole trap in order to avoid the Majorana
losses. The solution is a far-detuned dipole beam trap that’s deeper than the magnetic trap
so that Rb atoms fall into it before the Majorana losses. Unlike the interaction between
atoms and close resonance light beam, we want to prevent the dipole trap from inducing
optical excitation that heat the atoms.
The principle of the dipole beam is the interaction of the light field intensity gradient
with the light-induced dipole moments in the atoms. If the right frequency (1064nm in our
case) is used for the dipole beam, a potential minima is created that can be used for atom
trapping.
2.5.1 Dipole Interacting with Light Field
When an atom is placed in an oscillating electric field, the field induces a dipole moment ~p
that oscillates with frequency ω, and
~p = α~E (24)
where α is the complex polarizability, depending on ω.
The interaction energy of the dipole moment ~p in the field ~E can be written as
Vdip = −1
2
〈~p ~E〉 = − 1
20c
Re(α)I (25)
where I is the field intensity
I = 20c| ~E|2 (26)
The dipole force resulting from the light field gradient is
~Fdip(~r) = −~∇Udip(~r) = 1
20c
~∇I(~r) (27)
The potential energy of the atoms is proportional to the laser intensity and the real part of
the polarizability, while the spontaneous scattering rate depends on the imaginary part of
the polarizability
Γsc(~r) =
〈~˙p ~E〉
~ω
=
1
~0c
Im(α)I(~r) (28)
To calculate the wavelength dependent polarizability and dipole potential we use a semi-
classical model of a two-level quantum system interacting with a classical field.
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The damping rate Γ can be written in terms of the dipole matrix element between
ground state |1〉 and excited state |2〉
Γ =
ω0
3
3pi0~c3
|〈2|(−e~r)|1〉|2 (29)
where (−e~r) is the dipole operator. After some calculation it can be shown that the dipole
potential is [21]
Vdip(~r) =
3pic2
2ω03
(
γ
ω0 − ω +
γ
ω0 + ω
)I(~r) ≈ 3pic
2
2ω03
Γ
∆
I(~r) (30)
where ∆ = ω − ω0 is the detuning. The rotating-wave approximation is used in the above
calculations when |∆|  ω0.
Although the dipole beam is far detuned, photon spontaneous scattering still exists.
The residual scattering rate is
τsc(~r) =
3pic2
2~ω03
(
ω
ω0
)3(
γ
ω0 − ω +
γ
ω0 + ω
)I(~r) ≈ 3pic
2
2~ω03
(
τ
∆
)2I(~r) (31)
From equation (30), the dipole potential is proportional to the intensity of the beam, and
∆ < 0 corresponds to a red-detuned light field that attracts atoms to maximum intensity.
2.5.2 Multi-level Atoms
For multi-level atoms with a ground state |g〉 and multiple |ej〉 excited states, it is convenient
to interpret the system from a quantum mechanical point of view.
The interaction between the light field and atoms can be treated as a second order
perturbation. The interaction described by the Hamiltonian H shifts the energy of the ith
state by
∆Ei =
∑
j 6=i
|〈j|H|i〉|2
i − j (32)
where i is the unperturbed energy of the ith state. The Hamiltonian of the interaction can
be written as H = −µˆ ~E where µˆ = −e~r represents the electric dipole operator.
For a two-level system the above equation simply becomes
∆E1−2 = ±|〈j|µ|i〉|
2
∆
|E|2 = ±3pic
2
2ω30
Γ
∆
I (33)
which agrees with equation (30).
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Back to the case of a multi-level atom, the dipole matrix of the transition between
different states is given by [21]
µij = 〈ei|µ|gj〉 = cij‖µ‖ (34)
The result dipole potential is the sum over all excited states |ej〉
V idip =
3pic2
2ω30
I ·
∑
j
c2ij
∆ij
(35)
For 87Rb isotope we used in the experiment, the ground state splitting of the hyperfine
structure F = 1 and F = 2 is 6.8 GHz and the desired transitions 2S1/2 →2 P1/2,2 P3/2 take
place at frequencies of 795nm and 780nm. For a laser detuning that’s large compared to
the hyperfine structure, the potential is given by
Vdip(~r) =
pic2
2ω30
(
2 + PgFmF
∆2,F
+
1− PgFmF
∆1,F
)I(~r) (36)
If the laser detuning is large compared to the fine structure splitting and the polarization is
linear, the dipole potential is given by the two level result (equation 30). It’s convenient to
introduce the saturation intensity Isat = ~Γω30/12pic2 and the potential can be written as
Vdip(~r) =
~Γ2
8∆
I(~r)
Isat
(37)
2.5.3 Red-Detuned Dipole Trap
The conservative and attractive potential described in the previous section (equation 36)
can be used to trap atoms. A Gaussian beam in the experiment is used to confine Rb atoms.
The intensity distribution of the beam is
I(p, z)
Imax
=
ω20
ω2(z)
e−2p
2/ω2(z) (38)
with Imax = 2P/piω
2
0, where P is the total power of the beam, ω0 the minimum
1
e2
radius.
The beam expands in the propagation direction
ω(z) = ω0
√
1 + (
z
zR
)2 (39)
where zR =
piω20
λ is the Rayleigh range of the beam.
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In the experiment we used a 6.5W, 1064 nm laser to generate the dipole trap beam. The
Gaussian profile of the dipole beam provide tight confinement in the radial direction, thus
the trapped atoms form a cigar-shaped cloud. (Figure 13,14) The shape of the potential
well is shown in the figure below.
Figure 13: Mathematica simulation of the potential well.
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Figure 14: The potential well intensity under magnetic trap, dipole trap and gravity. (Left) The slice of the potential
along the z axis. The dipole trap is located slightly under the center point of the magnetic trap in order to avoid
the Majorana losses. Different colors represent different strength of the magnetic trap. In the experiment we used
a magnetic field corresponding to the blue line which canceled out the effect of gravity. (Right) The potential well
of the dipole trap along the dipole beam direction. It is weaker than that in the other two directions because of the
property of gaussian beams.
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2.5.4 Evaporative Cooling in a Dipole Trap
The dipole trap is conservative, therefore it requires a mechanism to decrease the total
energy of the atom cloud in the trap. This can be achieved using the evaporative cooling
method discussed in section 2.4. We first turn on the dipole trap before the Majorana losses
becomes significant, then gradually decrease the power of the dipole beam to evaporatively
cool the atoms. Decreasing of the potential depth allows atoms with excessive energy to
leave the trap. After this process the temperature of the Rb atoms decreases to around 100
nK, forming a BEC.
2.6 Optical Lattices
From the previous section we learned that a red-detuned dipole beam can be used as a trap
for atoms. An important application of this technique the optical lattice. Optical lattice is
widely used in experiments of cold atoms and condensed matter physics, because an optical
lattice loaded with cold atoms is analogous to solid state systems without any impurity. It
consists of an array of periodic potential wells formed by interference of counter-propagating
dipole beams, in the case of red-detuned dipole beams. The atoms exposed to the beams
can be trapped in the intensity maxima due to dipole interaction.
In the experiment we generated a simple 1-D optical lattice with Kapitza-Dirac pulses
in order to split the BEC into different momentum orders. A gaussian laser beam from
the Ti:sapphire laser was retro-reflected by a mirror to construct the counter-propagating
beams required for the lattice.
Based on the gaussian dipole beam properties in section 2.5, it can be shown that the
lattice potential depth is
V =
3pic2 · Γ · 2P
2ω30 · piw20 ·∆
(40)
where ∆ is the detuning relative to the two resonance frequency of Rb atoms (780nm and
795nm). In this thesis we focus on the 1-D optical lattice potential, which can be simplified:
V (x) = U0cos
2(kLx) (41)
with U0 the trap depth. Due to the cylindrical symmetry of the counter-propagating beams,
BECs forms disk-shaped orders in a 1-D optical lattice (Figure 15).
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Figure 15: Optical lattice potential. (Left) The red-detuned dipole counter-propagating beams result in an array
of potential wells that attract atoms to the highest intensity peaks. (Right) The shape of BECs in a 1-D lattice is a
array of disks.
2.7 Absorption Imaging
The imaging mechanism used in the experiment is absorption imaging, a technique that’s
commonly used to image cold atoms. A resonant laser beam is pointed through the atom
sample onto a CCD camera. The atoms absorb the resonant beam photons, the absence
of which can be detected. The information of the temperature and density of the atoms
can also be extracted from the shadow of the atoms projected on the CCD camera. In this
section the basic principle of absorption imaging is introduced.
An absorption image record the amount of light from a source that ’s been absorbed by
some medium (in this case the BECs) between the camera and the light source. The degree
of absorption is given by Beer’s law:
I(r⊥) = I(r⊥, 0)e−D(r⊥) (42)
where D(r⊥) is defined as the optical depth in the plane perpendicular to the direction of
the beam.
In the experiment the scheme of the camera is shown in (Figure 7). The laser beam on
the opposite side of the camera is called the probe beam, which serve as the light source.
The probe beam is set on resonance.
The first laser pulse is used to image the shadow of the atoms sample on the camera,
while the second one records the background intensity after the first laser beam. We subtract
the background intensity from the image of the sample taken from the first laser beam in
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order to get a clear image. The optical depth can be written as
D(r⊥) = log
I(r⊥)
I(r⊥, 0)
(43)
and it can be shown [22] that the number of atoms in the trap is related to the optical
depth as follow
N =
A
σ
∑
ij
Dij (44)
where σ ≈ ~ωΓ/2Is is the effective photon scattering cross section in the on-resonance
intensity limit and A is the area of the CCD camera. The reason that a resonant frequency
is required for the laser beam is that an off-resonant beam will change the index of refraction
of the atom sample, causing a lensing effect that distorts the image.[23]
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Figure 16: BEC image. This is an absorption image of a BEC we generated in the lab. The temperature information
is extracted from the image of the ballistic expansion, yielding about 100 nK.
2.8 Interaction of Matter-wave and Electromagnetic Field
A two-level system describes a quantum superposition of two independent quantum states.
In the following section we introduce the principles of the quantum two-level system, the
rotating-wave approximation that simplify the system’s calculation dramatically, and the
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Bloch vector and sphere that provide a straightforward way to interpret the two-level sys-
tem. It is important to understand these principles because they prepare us for the later
experiment which includes quantum systems as effective two-level and three-level systems.
2.8.1 Two-level System with Perturbation from a Electric Field
For the time-dependent Schro¨dinger equation
i~
∂
∂t
Ψ = HˆΨ (45)
an oscillating electric field produces a perturbation described by the Hamiltonian
H(t) = e~r · ~E0 · cos(ωt) (46)
which corresponds to the energy of an electric dipole −e~r in the field, where ~r is the location
of the electron with respect to atoms’ center of mass.
Considering a simple case where an atom has only two energy levels E1 and E2, we have
H0ψ1(~r) = E1ψ1(~r) (47)
H0ψ2(~r) = E2ψ2(~r) (48)
and the wavefunction can be written as
Ψ(~r, t) = c1(t)ψ1(~r)e
−iE1t/~ + c2(t)ψ2(~r)e−iE2t/~ (49)
(|c1|2 + |c2|2 = 1) (50)
If we plug equation (48) back into equation (44), the solution is
ic˙1 = Ωcos(ωt)e
−iω0tc2 (51)
ic˙2 = Ωcos(ωt)e
iω0tc1 (52)
where ω0 = (E2 − E1)/~ and the Rabi frequency Ω is defined as [21]
Ω =
〈1|e~r · ~E0|2〉
~
=
e
~
∫
ψ∗1(r1)~r · ~E0ψ2(r)d3~r (53)
If the radiation field is linearly polarized along the x-axis, ~E = | ~E0|excos(ωt), the Rabi
frequency can be written as
Ω =
eX12|E0|
~
(54)
where X12 = 〈1|x|2〉.
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2.8.2 The Rotating-wave Approximation
When the population starts in the lower level (c1(0) = 1 and c2(0) = 0) the solution of
equation (32) and (33) is
c1(t) = 1 (55)
c2(t) =
Ω
2
[
1− exp[i(ω0 + ω)t]
ω0 + ω
+
1− exp[i(ω0 − ω)t]
ω0 − ω ] (56)
In typical systems, the detuning of the driving frequency is very small, hence |ω0 − ω| 
ω0 → ω0 + ω ∼ 2ω0. We can neglect the 1−exp[i(ω0+ω)t]ω0+ω term. Then the probability of the
atom in the excited state becomes
|c2(t)|2 = |Ωsin[(ω0 − ω)t/2]
ω0 − ω |
2 (57)
This is the rotating-wave approximation. [21]
Now consider the radiation from a high intensity monochromatic beam (such as a laser
beam). From equation (32) we know that
ic˙1 = c2[e
i(ω−ω0)t + e−i(ω+ω0)t]
Ω
2
(58)
Using the rotating-wave approximation, we assume the term with (ω + ω0)t oscillates very
fast and it’s effect on average becomes zero after a reasonable amount of time. Thus we
have
ic˙1 = c2e
i(ω−ω0)tΩ
2
(59)
ic˙2 = c1e
−i(ω−ω0)tΩ
∗
2
(60)
Combining the equations above we get
d2c2
dt2
+ i(ω − ω0)dc2
dt
+ |Ω
2
|2c2 = 0 (61)
The solution to this differential equations with initial condition |c1(0)|2 = 1 and |c2(0)|2 = 0
is
|c2(t)2| = Ω
2
X2
sin2(
Xt
2
) (62)
X2 = Ω2 + (ω − ω0)2 (63)
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At the resonance frequency, ω = ω0 and X = Ω, we have
|c2(t)2| = sin2(Ωt
2
) (64)
The population oscillates between the two levels sinusoidally.
2.8.3 Bloch Vector and Bloch Sphere for Two-level System
A convenient way to present the dynamics of the two level system introduced above is shown
here, namely the Bloch sphere.
The idea of a Bloch sphere came from a paper of Feynman, Vernon and Hellwarth [24]
who proposed a classical interpretation of two-level quantum system. They suggested to
transform a quantum system into a rotating frame which combined the real and imaginary
parts of c1(t) and c2(t) in equations (55) and (56).
We start from the interaction of the dipole moment induced in an atom by radiation,
−eDx(t) = −
∫
Ψ∗(t)exΨ(t)d3~r (65)
and we introduce the density matrix which is a very useful formalism for studying the two
level quantum problem:
|Ψ〉〈Ψ| =
(
c1
c2
)(
c∗1 c∗2
)
=
 |c21| c1c∗2
c1c
∗
2 |c2|2
 (66)
If we combine the density matrix and equation (65), after some calculation it can be shown
[21] that there exists three parameters
r1 ≡ c1c∗2 + c∗1c2 (67)
r2 ≡ i(c1c∗2 − c∗1ce) (68)
r3 ≡ |c2|2 − |c1|2 (69)
and they form a vector ~R that obeys
d~R
dt
= ~Ω× ~R (70)
where ~Ω has three components Re(H12), Im(H12) and ~(ω−ω0) (detuning of the radiation).
In general the H12 is real and the Im(H12) term will be zero. This is shown graphically in
(Figure 8) below. [25]
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Figure 17: On the Bloch sphere the position of the vector represent the states of a two-level system. Several examples
of superposition of states are shown in (a), where ~R = ±zˆ correspond to states |e〉 and |g〉. A pair of diametrically
opposite states are orthogonal. The evolution of the Bloch vector resulting from a resonant light field is shown in (b)
and (c). In (b) the detuning ~(ω − ω0) = 0, ~Ω = Re(H12) evolves from the ground state |g〉 to the excited state |e〉
in a big circle. In (c) the detuning ~(ω − ω0) 6= 0, thus there is a fixed angle between ~R and ~Ω.
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3 BEC Splitter with Kapitza-Dirac Pulses
In the following chapter we focus on the BEC splitter for the atom interferometer introduced
in section 1.3. The goal is to separate a BEC into two clouds of the same population and
opposite momentum states. We investigate the possibility of using the Kapitza-Dirac effect
(introduced in section 1.4 )as the BEC splitter. Theoretical calculation and experiment
realization are given.
3.1 The Kapitza-Dirac Effect for Matter-Wave Diffraction
As Kapitza and Dirac suggested, electrons can be diffracted with counter-propagating light
beams that form standing waves. In the classical interpretation, an atom exposed to the
counter-propagating beams first absorbs a photon from one beam and experiences a recoil
force in one direction, then emits a photon in the opposite direction because of the stimulated
emission induced from the other beam. The atom receives a second recoil, and the total
momentum change is 2~k.
After theoretical calculations, Kapitza and Dirac concluded that in order for the diffracted
electrons to have enough population so that they could be observed, a much higher intensity
and directional light source is needed. Since high intensity beam source such like lasers were
not invented back then, their prediction and its application in matter-wave diffraction were
not verified until 1986 by Gould, Ruff and Pritchard at MIT [2]. Kapitza and Dirac’s theory
was crucial for the development of matter wave interferometry, because standing waves of
light could not only serve as a reflector but also as a beam-splitter, the centerpiece in a
interferometer. Unlike neutrons and electrons which penetrate matter, matter waves such
as atoms required a different kind of beam-splitter unlike the crystalline materials, and the
Kapitza-Dirac effect turned out to be particular useful.
Suppose atoms in a trap are exposed in counter-propagating beams with same intensity
and polarization. The two beams form a standing wave of light and generate a periodic
potential for the atoms because of the dipole induced interaction.
The Hamiltonian for the interaction can be written as:
H = − ~
2
2m
∂2
∂x2
+ V0 cos
2(kLx) (71)
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where where kL is the wavenumber. The solution can be written as Bloch waves [5]:
ψ =
∑
n
cne
inkx (72)
which describes the motion of the atom in terms of plane waves separated by one photon
recoil each. After some calculation we will find that
i
dcn
dt
= (ε2 +
v0
2~
)cn +
v0
4~
(cn−2 + cn+2) (73)
 = ~
k2
2m
(74)
where the second equation represents the kinetic energy of each plane wave with momentum
~k.
Consider the case when the particle does not have enough kinetic energy to move over
the potential wells ( ε << V0/~ ). We are in the diffractive regime, and the solution is [26]
cn = i
n
2 e−
i
n
V0t · Jn
2
(V0
t
~
) (75)
Thus
|cn2| = Jn
2
2(V0
t
~
) (76)
where J is the Bessel function (See appendix).
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Figure 18: Different orders of Bessel functions. The blue curve is J0, the red curve is J1 and the yellow curve is J2.
From the calculation we can see that when BEC is pulsed by counter-propagating beams,
it is divided into infinitely many independent states with population proportional to |cn2|.
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In order to achieve the Kapitza Dirac effect, we need to construct a pair of counter-
propagating beams with the same frequency. A standing wave will be generated with
potential V = V0cos
2(kx).
The laser beam comes from a Ti:sapphire laser with few-nm red-detuned from the 780nm
transition frequency of 2S1/2 →2 P3/2. A reflecting mirror is used to reflect the beam to
construct the counter-propagating beams. Due to the limited space in the lab, the laser
beam came in at ≈ 70◦ from the dipole trap beam. The Kapitza-Dirac pulses will induce
absorptions of photons followed by stimulated emissions, resulting in a ±2n~k momentum
change on atoms. In the equation above n represent atoms with different numbers of recoil
momenta. The theoretical values of the first three momentum orders: 0, ±2~k and ±4~k
is shown in the absorption image of an optical lattice generated by a Kapitza-Dirac pulse
(Figure 18).
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Figure 19: BEC in optical lattice. (Left) After the Kapitza-Dirac pulse the BEC splits into different momentum
orders. (Right) Population of different momentum peaks of BEC
3.2 Observation and Analysis of the Kapitza-Dirac Effect
In order to investigate the momentum orders evolution with respect to Kapitza-Dirac pulse
time, we set the frequency of the Ti:sapphire laser to be 781 nm (red-detuned) and varied
the time of the Kapitza Dirac pulses from 3µs to 13µs. The result is a series of absorption
images of the different momentum orders of the BEC (Figure 20).
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Figure 20: Kapitza-Dirac effect images for pulse times from 3µs to 13µs. Each vertical array of clouds represents
one, and the cloud in the middle of each is the 0th order.
The size of BECs generated in the lab is of order of few µm, which is too small for
the CCD camera to capture. To solve this a free fall period during which all traps and
lasers were turned off was introduced before the CCD camera captured a image. Due to
gravity, BECs fell and expanded during the free fall period and the atoms’ cloud could
be easily observed on the absorption images. Thus the absorption images we obtained in
the Kapitza-Dirac pulse experiment only provide the momentum information of different
populations of the BEC.
Using Matlab, the relative populations of the different momentum peaks were extracted
to compare with the theoretical value of the Bessel functions(Figure 21). Comparing these
images with the theoretical plot of Bessel functions (Figure 18) we can see that they follow
similar pattern.
The depth of the lattice can also be calculated from the absorption image data. We
looked for the time when the population of the first and the second momentum orders are
equal, then equation (25) was applied to calculate the lattice depth Vdip = 2V0. From
the plot of Jn/2 (Figure 21) we picked the first intersection point of the first and second
momentum orders that corresponds to equal population for these two orders. It can be
shown that:
V0 = 2× 1.4~
t
(77)
From this observation of the Kapitza-Dirac effect the potential well depth was about 4.6µK.
We compared this value with the theoretical value that can be calculated using equation
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Figure 21: Population evolution with respect to pulse time. Red dots represents the population of the 0th order,
blue dots represents the sum of the ±1 orders, and black dots represents that of the ±2 orders. The red line is the
0th order, the blue line is the 1st order and the black line is the 2nd order.
(78) to be about 17µK. The discrepancy might result from: 1) Imperfect alignment of pulse
beam with the reflected beam, and BEC with the pulse beams. 2) Possible refraction of the
laser beam due to the glass cell.
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4 Improving the BEC Splitting Pulses
Although Kapitza Dirac pulses are able to split the BEC into different momentum orders,
it’s challenging to excite individual momentum states (eg.±2~k or ±4~k ) and produce two
single BEC clouds by Kapitza Dirac pulses. In order to convert a significant fraction of the
0th momentum order into a higher momentum state, a better pulse mechanism is required
for clear interferometry fringes when they were recombined in the atom interferometer.
We found a double square pulse method from Wu and Prentiss’s group[27] that success-
fully converted a BEC into the ±2~k momentum orders. In this chapter we focus on the
reproducing of ±2~k momentum state pulse sequences.
4.1 Double Square Pulse Sequence
The double square pulse sequence we studied was verified in a chip Michelson interferometer
experiment developed by Wang’s group at NIST [28].
The reason that a single Kapitza-Dirac pulse fails to split only the ±2~k momentum
order of BEC is because the pulse carries an excessive amount of energy that couples the
BEC into a higher momentum state once it reaches the ±2~k momentum state. The solution
is to split the one pulse beam into two less powerful pulses with a delay t2 between them.
The two pulses are square waves with same time interval t1. The first pulse excited the
BEC into a superpositions of 0th and ±2~k momentum state with equal population, then
we delayed the second pulse for some time so that the phases of the 0th and ±2~k BEC
clouds developed. Finally we pulsed the two clouds with a second pulse identical to the first
one, exciting all the BEC into the ±2~k momentum state. (Figure 22)
Figure 22: Population of BEC in 0th and ±2~k states during the double square pulse sequence.
The principle of the double square pulses sequence can be explained by the Rabi two level
system and the rotating Bloch vector (Section 2.1). We start from Schrodinger’s equation
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for an atom in a standing-wave potential
iψ˙(x, t) = [− ~
2m
d2
dx2
+ Ω(t)cos(2k0x)]ψ(x, t) (78)
with Ω(t) the amplitude of the potential. The wave function in the Bloch basis is:
ψ(x, t) =
∫
d~k
∑
n
C2n(~k, t)e
i(2nk0+k)x (79)
The solution is the Raman-Nath equation:
iC˙2n(k, t) =
~
2m
(2nk0 + k)
2C2n(k, t) +
Ω(t)
2
[C2n−2(k, t) + C2n+2(k, t)] (80)
Now we assume the initial condition of the BEC is a normal distribution in the 0th mo-
mentum order, that is, ∆k << k0. The solution can be truncated to include the lowest
2N − 1 order equations, given that we keep a low pulse power. The truncation yields
Ω(t)/2 << (2N)2~k20/2m.
For the ±2~k momentum case we choose N = 2, thus Ω(t) << 32~k20/2m = 32ωr.
Since the BEC only occupies the 0th and ±2~k levels, we choose n = 0,±1 for equation
(87) and the result is
iC˙0(k, t) =
Ω(t)√
2
C+ (81)
iC˙+(k, t) = 4ωrC+ +
Ω(t)√
2
C0 + 4ωr
k
k0
C− (82)
iC˙−(k, t) = 4ωrC− + 4ωr
k
k0
C+ (83)
with C+ =
1√
2
(C2 + C−2) and C− = 1√2(C2 − C−2). Since we know that ∆k << k0, the
terms with∆k << k0 in the equations above can be ignored and we have [27]:
iC˙0(k, t) =
Ω(t)√
2
C+ (84)
iC˙+(k, t) = 4ωrC+ +
Ω(t)√
2
C0 (85)
iC˙−(k, t) = 4ωrC− (86)
Equations (91) and (92) are two differential equations that describe a two-level system. Next
we apply a unitary transformation, a frame rotation in the Hilbert Space that preserves the
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inner products, to rotate the Bloch Sphere vector of the two states:
C0 = C0 (87)
C+ = C+e
−i4ωrt (88)
The resulting simplified differential equations are:
iC˙0 =
Ω(t)√
2
C+ − 2ωrC0 (89)
iC˙+ =
Ω(t)√
2
C0 + 2ωrC+ (90)
The differential equations describe an effective two-level system and its properties are the
same as that of the two level-system introduced in Section 2.1.
If we set Ω = 2
√
2ωr, the differential equations yield C0 = cos(θ/2) and C+ = e
iφsin(θ/2).
Then according to equations (47-49) the Bloch vector of the two states can be written as
~r = (sin(θ)cos(φ), sin(θ)sin(φ), cos(θ)) (91)
with Rabi vector Ω = (
√
2Ω(t), 0, 4ωr), where 4ωr is the effective detuning. (Figure 23)
demonstrates the rotation of the Bloch vector ~r.
1
4
3
2
Figure 23: BEC starts from the ground state with 0th momentum. As we can see the Bloch vector Ω points
downwards at position 1. The first pulse corresponds to transition 1 to 2 on the graph. Then the delay time allows
Ω to evolve and rotate on the equator from 2 to 3. After that the second pulse transfers all the BEC into the excited
±2~k momentum state at position 4.
In practice, the actual beam power VΩ at the center of the glass cell is hard to measure
because the cell is closed and the alignment of the counter-propagating beams is not perfect.
We used the potential well depth and the corresponding voltage value to calibrate the
accurate power of pulses. We first applied a relative high pulse power to observe the
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Kapitza Dirac effect on the BEC. From the relative populations of momentum orders we
calculated the pulse power E and the corresponding pulse voltage V . Then we got the ratio
between the well depth and the desired power 2
√
2ωr/E, which equals VΩ/V .
Numerical simulation of the two-level pulse sequence and the experimental realization
are shown (Figure 24) where t1 is 23.9µs, corresponding to the first peak of the alternating
population of the ±2~k order in the system. The Ti:sapphire laser pulse was set to 782nm.
The delay time changed the relative phase of the vector, and the second pulse with same
time duration as the first one excited the entire BEC into the ±2~k state.
0
2.´10
-6
4.´10
-6
6.´10
-6
8.´10
-6 0.00001 0.000012
t
0.2
0.4
0.6
0.8
1.0
Population
0
2.´10
-6
4.´10
-6
6.´10
-6
8.´10
-6 0.00001 0.000012
t
0.2
0.4
0.6
0.8
1.0
Population
Figure 24: Population of the ±2~k momentum order. By solving the differential equations (87) and (88) we obtain
the population change with respect to time for pulses 1 and 2. On the left pulse 1 excites half of the BEC into the
±2~k state and completes the transfer on the right.
Figure 25: Image of the ±2~k momentum order. By solving the differential equations (87) and (88) we obtain the
population change with respect to time for pulses 1 and 2. On the left, pulse 1 excites half of the BEC into the ±2~k
state and completes the transfer on the right.
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4.2 Analysis and Improvements
Absorption images of the two-pulse sequence shows that for pulsed beams a with near-
resonant frequency of 782nm, an average of 86% of the BEC population was transferred
into the ±2~k momentum state, which is much higher compared to using only the Kapitza-
Dirac effect (less than 40% as we can see in Figure 17).
The uncertainty of the ±2~k state population results from two main factors: (1) The
angle of the pulse beam is about 290◦ with respect from the CCD camera laser direction,
which means that as the two ±2~k state BEC clouds expand in the pulse beam directions,
one of them moves closer to the camera while the other one moves away from it. The change
of distance between BEC and CCD camera might cause the image to be out of focus, thus
affecting the image quality. This can be solved in the future by changing the geometry of the
camera and the pulse beam. (2) Because of the fluctuation from the optical and magnetic
traps (current, voltage and reaction time of acousto-optic modulator), the location where
BEC is generated each time might vary. Because the gaussian pulse beam has very small
cross section, BEC clouds might experience slightly different pulse intensities for each trial.
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5 Improving the Square Pulse Sequence
From previous chapter we see that it is possible to symmetrically split BECs into ±2~k
momentum state with a double square pulse sequence. In this chapter we extend the study
by exploring the possibility to split BECs into a higher momentum state, especially ±4~k
state. There are other group that focus on either numerical simulation or experimental
realization of the higher order momentum state pulse sequences [29, 30], but the pulse
sequences we used were developed on our own.
Splitting a BEC into higher momentum states is desirable because a higher momentum
state corresponds to BEC clouds with higher velocity, which enables faster measurements
for fixed matter-wave path or longer matter-wave path with higher sensitivity.
5.1 Beyond ±2~k orders of BEC clouds
In order to transfer a significant population into the ±4~k or even higher momentum state,
the two state case discussed previously is not enough, because three or more momentum
states needs to be considered.
If we return to equation (78), the solution of a multi-level system can be solved using
the same method:
iC˙0 =
Ω
2
(C2 + C−2) (92)
iC˙2 = 4ωrC2(1 +
k
k0
) +
Ω
2
(C0 + C4) (93)
iC˙−2 = 4ωrC−2(1− k
k0
) +
Ω
2
(C0 + C−4) (94)
iC˙4 = 8ωrC4(2 +
k
k0
) +
Ω
2
(C2 + C6) (95)
iC˙−4 = 8ωrC−4(2− k
k0
) +
Ω
2
(C−2 + C−6) (96)
iC˙6 = 12ωrC6(3 +
k
k0
) +
Ω
2
(C4 + C8) (97)
iC˙−6 = 12ωrC−6(3 +
k
k0
) +
Ω
2
(C−4 + C−8) (98)
In order to pulse a significant population into the±4~k orders, we need to study a differential
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equation group with three equation:
iC˙0 =
Ω√
2
C+ (99)
iC˙+ =
Ω√
2
C0 + 4ωrC+ +
Ω
2
C++ (100)
iC˙++ =
Ω
2
C+16ωrC++ (101)
The three-momentum-level system has the same properties as the two-level system in
that we need to use a sequence of pulses and delays in order to split the BEC into the ±4~k
state. The power limit for higher orders also depends on the number of equations in the
system: for the lowest-order 2N − 1 equations, Ω(t) << 2(2N)2~k20/2m = 8N2ωr. Using
Mathematica, we solved for the three-level system numerically and found several possible
sequence combinations. We picked two of them and verified the sequences with experiments.
Figure 26: Absorption image of BEC clouds using a 3 pulse sequence
5.2 Numerical Simulation and Experimental Realization of Selected Multi-
pulse sequences
Based on numerical simulation, two pulse sequences, one with 3 pulses and the other with
5 pulses, were chosen to be tested by experiment. We chose these two sequences because
the final population of the ±4~k momentum state is high, and the time durations of the
sequences are short.
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5.2.1 3 Pulse Sequence Case
This pulse sequence consists of three pulses with time duration 12µs, 18µs, 20.5µs respec-
tively. The pulse power is 6
√
2ωr << 8N
2ωr = 72ωr [27]. The time delay between them is
pi/16ωr = 8.45µs. The simulated ±4~k state BEC population after each pulse is 18%, 64%
and 80% respectively.
One thing to notice is that the delay time pi/16ωr = 8.45µs we chose here is the same
for both beam sequences and it’s the effective detuning for the three level system. This
time period corresponds to pi/4ωr in the ±2~k pulse sequence case, where 4ωr represents
the time required for the Bloch vector Ω to rotate half the equator on the Bloch sphere.
The absorption of one is shown and the population ratio of each momentum order is
given (Figure 25). The mean population of ±4~k momentum orders is 41% with a standard
deviation of 2%.
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Figure 27: Numerical simulation of ±4~k evolution with respect to time during each pulse. A delay time of 8.45µs
is between each pulse.
5.2.2 5 Pulse Sequence Case
This sequence has three pulses with time duration 13µs, 20µs, 8µs, 22µs, 18µs,respectively.
Pulse power is 5
√
2ωr. The time delay between them is pi/16ωr = 8.45µs, and the simulated
±4~k state BEC population after each pulse is 10%, 32%, 48%, 64%, 86% respectively.
The measured mean population of the ±4~k momentum orders is 38% with a standard
deviation of 3%.
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Figure 28: Plot of momentum order population for 3 pulse sequence
5.3 Multi-pulse sequence analysis
The population ratio of each momentum order was extracted from the absorption image
data. The raw data for momentum order peaks contained some background thermal noise.
Since the noise can be treated as a gaussian function, we fit a gaussian function to the data
and extracted the actual heights for each peak.(Figure 31)
As we can see, the population in the ±4~k momentum state is higher than other states
(38% and 40%), but it’s less than the theoretical value (80% and 86%). We discovered that
several factors in the experiment resulted in the discrepancy.
First of all, the alignment of the optical fiber and the counter-propagating lasers in the
experiment are not prefect. Slightly misaligned lasers may result in lower laser power for
the Zeeman slower and magnetic-optical trap, thus decreasing the number of Rb atoms in
the trap that forms BECs. Also the alignment of the counter-propagating beams for the
Doppler cooling beams and the Kapitza-Dirac pulse beam is challenging because the beams’
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Figure 29: Numerical simulation of ±4~k evolution with respect to time during each pulse. A delay time of 8.45µs
is i between each pulse.
intersection point is located in the closed vacuum glass cell.
Secondly, the power of the Ti:sapphire pulse beam fluctuates such that we cannot achieve
perfect square pulses in the experiment. The fluctuation doesn’t come from the laser itself
but from the acousto-optic modulator (AOM). The principle of AOMs is to diffract the
incoming laser beam into different frequency orders and output the selected one. In the
experiment we controlled the pulses by switching on/off AOMs that diffracted the frequency
modulated laser beam. The reaction time of the AOMs were not fast enough to generate
perfect square beams, and the heat generated during the AOM’s operation also affected
their performance.
Furthermore, the fact that absorption imaging is destructive to BECs contributes to
the uncertainty in the experiment because for each new BEC needs to be made and the
numbers of atoms and the location of BECs varies slightly. Since the laser pulse position is
fixed, each time the BEC experiences the pulse sequence differently, which contributes to
the fluctuation between different.
Last but not least, as we increase the number of pulses in the sequence the ±4~k mo-
mentum state population becomes more sensitive to fluctuations generated by the above
factors. We simulated the condition where the pulse length is off by 0.5µs and 1µs, corre-
sponding to 5− 10% of the total pulse length on average. The result showed that for the 3
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Figure 30: Plot of momentum order population for 5 pulse sequence.
pulse sequence an average population drop of 6% and 16% occurred, and for the 5 pulses
sequence an average population drop of 9% and 37% occurred. As we can see the population
of the ±4~k momentum state changes dramatically when the pulse length varies.
6 Conclusion
In this thesis we proposed and tested a multi-pulse beam sequence sequence method used
for splitting BECs into selected momentum orders. The result showed that the sequences
are able to transfer about 40% of BECs into the selected momentum state, about 50%
compared to the results anticipated from numerical simulation. The discrepancy between
the experimental data and the numerical simulation results from several factors including
43
Figure 31: Raw data extracted from the absorption image, a gaussian function is fit in order to cancel the thermal
background.
the laser beam power being lower than expected, the reaction time of the acousto-optic
modulator (AOM), as well as the slight shift of BECs’ location.
We found that a pulse sequence with fewer pulses provides better ±4~k momentum
state population data compared to one with more pulses. The observation agrees with the
prediction of the simulation, in which BECs experience a shift of pulse duration (as a result
of the above uncertainty factors) that gives different three-level system solutions from each
single pulse, and the error accumulated in the final ±4~k state population.
6.1 Outlook
In order to improve the experiment, our goal in the future would be to minimize the fluctua-
tions coming from the system and to achieve better alignment of the lasers. It’s also helpful
to examine more pulse sequences using numerical simulation to select ones that would not
be affected dramatically as a result of the location shift of BECs.
Once we achieve a higher population in the desired momentum state, we could move on
and explore an effective way to reflect the momentum orders back to the center where we
can pulse the BEC clouds again, completing thee interferometer as shown in (Figure 6).
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A Appendix
A.1 Bessel Functions
In order to understand Kapitza Dirac Effect, we must be familiar with the Bessel functions.
Bessel functions are widely used special function. They are solutions of differential equations
that occur in many applications, including electricity, heat, hydrodynamics, elasticity and
wave motion.
The Bessel’s equation in the usual standard form is
x2y′′ + xy′ + (x2 − p2)y = 0 (102)
If we solve the equation with series solution method, assuming
y =
∑
anx
n+s (103)
we get the value of s
s2 − p2 = 0, s = ±p. (104)
Thus we have
[(n+ s)2 − p2]an + an−2 = 0 (105)
or
an = − an−2
(n+ s)2 − p2 (106)
Generally there are two kinds of Bessel functions: Bessel functions of the first and second
kind. In this thesis we focus on the first kind, which is the case where s = p.
Since s = p, from (5) we have
an = − an−2
(n+ p)2 − p2 = −
an−2
n2 + 2np
= − an−2
n(n+ 2p)
(107)
Because a1 = 0, all odd a’s are zero. For even a’s it is convenient to replace n by 2n; then
from (5) we have
a2n = − a2n−2
2n(2n+ 2p)
= − a2n−2
22n(n+ p)
(108)
The formula can be simplified if we use the Γ function notation. Recall that Γ(p+1) = pΓ(p)
for any p, thus from (7) we find
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a2 = − a0
22(1 + p)
= −a0Γ(1 + p)
22Γ(2 + p)
(109)
a4 = − a2
23(2 + p)
=
a0
2!24(1 + p)(2 + p)
=
a0Γ(1 + p)
2!24Γ(3 + p)
(110)
and so on. Then the series solution (for the case s = p) is
y = a0x
pΓ(1 + p)[
1
Γ(1 + p)
− 1
Γ(2 + p)
(
x
2
)2 +
1
2!Γ(3 + p)
(
x
4
)4 − 1
3!Γ(4 + p)
(
x
2
)6 + ...]
(111)
= a02
p(
x
2
)pΓ(1 + p)[
1
Γ(1)Γ(1 + p)
− 1
Γ(2)Γ(2 + p)
(
x
2
)2 +
1
Γ(3)Γ(3 + p)
(
x
4
)4 − ...] (112)
We have inserted Γ(1) and Γ(2) in the first two terms and written xp = 2p(x/2)p to
make the series appear more systematic. If we take
a0 =
1
2pΓ(1 + p)
or
1
2pp!
, (113)
then y is the Bessel function of the first kind of order p, and it’s written as Jp(x):
Jp(x) =
1
Γ(1)Γ(1 + p)
(
x
2
)p − 1
Γ(2)Γ(2 + p)
(
x
2
)(2 + p) (114)
+
1
Γ(3)Γ(3 + p)
(
x
2
)(4 + p)− ... (115)
=
∞∑
n=0
(−1n)
Γ(n+ 1)Γ(n+ 1 + p)
(
x
2
)2n+p (116)
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A.2 Mathematica Codes for 3 pulse sequence
Please see next page.
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In[1]:= hbar = 1.055*^-34;
h = 6.626*^-34;
k0 = 2 Pi  788.1*^-9;
kb = 1.38*^-23;
W = 2 Sqrt@2D Ωr;
m = 1.443*^-25;
Ωr = hbar * k0^2  2  m;
T1 = Π  4  Sqrt@2D  Ωr
T2 = Π  4  Ωr
tdelay = Π  16  Ωr;
W3 = 3 W;
Out[8]= 0.0000239013
Out[9]= 0.0000338016
In[12]:= H*3LEVELH3L*L
In[13]:= H*Pulse1*L
t31 = 0.000012; H*t3=0.453 t1*L
SOL21 = NDSolve@8
I Cpluss'@tD == W3 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W3 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W3 Cpluss@tD  2,
I C0'@tD == W3 Cplus@tD  Sqrt@2D,
C0@0D  1, Cplus@0D  0, Cpluss@0D  0<, 8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL21D, 8t, 0, t31<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t31D . SOL21D^2
Out[15]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[16]=
0 2.´ 10
-6
4.´ 10
-6
6.´ 10
-6
8.´ 10
-6 0.00001 0.000012
x
0.2
0.4
0.6
0.8
1.0
Population
Out[19]= 80.170319<
In[20]:= H*Delay1*L
In[21]:= a21 = C0@t31D . SOL21;
b21 = Cplus@t31D . SOL21;
c21 = Cpluss@t31D . SOL21;
C021 = a21;
Cplus21 = b21 * E^H-I * 4 * Ωr * tdelayL;
Cpluss21 = c21 * E^H-I * 16 * Ωr * tdelayL
Abs@c21 * E^H-I * 16 * Ωr * tdelayLD^2
Out[26]= 8-0.127921 - 0.392372 ä<
Out[27]= 80.170319<
In[28]:= H*Pulse2*L
t32 = 0.000018;
SOL22 = NDSolve@8
I Cpluss'@tD  W3 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD  W3 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W3 Cpluss@tD  2,
I C0'@tD  W3 Cplus@tD  Sqrt@2D,
C0@0D  C021, Cplus@0D  Cplus21, Cpluss@0D  Cpluss21<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL22D, 8t, 0, t32<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t32D . SOL22D^2
Out[30]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[31]=
0 5.´ 10
-6 0.00001 0.000015
x
0.2
0.4
0.6
0.8
1.0
Population
Out[34]= 880.637068<<
In[35]:= H*Delay2*L
2     3v3.nb
In[36]:= a22 = C0@t32D . SOL22;
b22 = Cplus@t32D . SOL22;
c22 = Cpluss@t32D . SOL22;
C022 = a22;
Cplus22 = b22 * E^H-I * 4 * Ωr * tdelayL;
Cpluss22 = c22 * E^H-I * 16 * Ωr * tdelayL
Abs@c22 * E^H-I * 16 * Ωr * tdelayLD^2
Out[41]= 880.788776 - 0.122065 ä<<
Out[42]= 880.637068<<
In[43]:= H*Pulse3*L
t33 = 0.0000205;H*0.0000749*L
SOL23 = NDSolve@8
I Cpluss'@tD == W3 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W3 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W3 Cpluss@tD  2,
I C0'@tD == W3 Cplus@tD  Sqrt@2D,
C0@0D  C022, Cplus@0D  Cplus22, Cpluss@0D  Cpluss22<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL23D, 8t, 0, t33<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t33D . SOL23D^2
Out[45]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[46]=
0 5.´ 10
-6 0.00001 0.000015 0.00002
x
0.2
0.4
0.6
0.8
1.0
Population
Out[49]= 8880.801088<<<
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Please see next page.
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In[50]:= hbar = 1.055*^-34;
h = 6.626*^-34;
k0 = 2 Pi  788.1*^-9;
kb = 1.38*^-23;
W = 2 Sqrt@2D Ωr;
m = 1.443*^-25;
Ωr = hbar * k0^2  2  m;
T1 = Π  4  Sqrt@2D  Ωr
T2 = Π  4  Ωr
tdelay = Π  16  Ωr;
W4 = 2.5 W;
W5 = 2.5 W;
Out[57]= 0.0000239013
Out[58]= 0.0000338016
In[62]:= H*Pulse1*L
In[63]:= t41 = 0.000013; H*t3=0.453 t1*L
SOL31 = NDSolve@8
I Cpluss'@tD == W4 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W4 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W4 Cpluss@tD  2,
I C0'@tD == W4 Cplus@tD  Sqrt@2D,
C0@0D  1, Cplus@0D  0, Cpluss@0D  0<, 8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL31D, 8t, 0, t41<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Out[64]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[65]=
0 2.´ 10
-6
4.´ 10
-6
6.´ 10
-6
8.´ 10
-6 0.00001 0.000012
x
0.2
0.4
0.6
0.8
1.0
Population
In[66]:= H*Delay1*L
In[67]:= a31 = C0@t41D . SOL31;
b31 = Cplus@t41D . SOL31;
c31 = Cpluss@t41D . SOL31;
C031 = a31;
Cplus31 = b31 * E^H-I * 4 * Ωr * tdelayL;
Cpluss31 = c31 * E^H-I * 16 * Ωr * tdelayL
Abs@c31 * E^H-I * 16 * Ωr * tdelayLD^2
Out[72]= 8-0.138524 - 0.300534 ä<
Out[73]= 80.10951<
In[74]:= H*Pulse2*L
In[117]:= t42 = 0.00002;
SOL32 = NDSolve@8
I Cpluss'@tD  W4 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD  W4 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W4 Cpluss@tD  2,
I C0'@tD  W4 Cplus@tD  Sqrt@2D,
C0@0D  C031, Cplus@0D  Cplus31, Cpluss@0D  Cpluss31<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL32D, 8t, 0, t42<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Out[118]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[119]=
0 5.´ 10
-6 0.00001 0.000015 0.00002
x
0.2
0.4
0.6
0.8
1.0
Population
In[78]:= H*Delay2*L
2     3lvl2omega1.nb
In[120]:= a32 = C0@t42D . SOL32;
b32 = Cplus@t42D . SOL32;
c32 = Cpluss@t42D . SOL32;
C032 = a32;
Cplus32 = b32 * E^H-I * 4 * Ωr * tdelayL;
Cpluss32 = c32 * E^H-I * 16 * Ωr * tdelayL
Abs@c32 * E^H-I * 16 * Ωr * tdelayLD^2
Out[125]= 880.488252 - 0.41756 ä<<
Out[126]= 880.412746<<
In[86]:= H*Pulse3*L
In[127]:= t43 = 0.000008;
SOL33 = NDSolve@8
I Cpluss'@tD == W4 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W4 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W4 Cpluss@tD  2,
I C0'@tD == W4 Cplus@tD  Sqrt@2D,
C0@0D  C032, Cplus@0D  Cplus32, Cpluss@0D  Cpluss32<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL33D, 8t, 0, t43<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t43D . SOL33D^2
Out[128]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[129]=
0 2.´ 10
-6
4.´ 10
-6
6.´ 10
-6
8.´ 10
-6
x
0.2
0.4
0.6
0.8
1.0
Population
Out[130]= 8880.590119<<<
In[91]:= H*Delay3*L
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In[131]:= a33 = C0@t43D . SOL33;
b33 = Cplus@t43D . SOL33;
c33 = Cpluss@t43D . SOL33;
C033 = a33;
Cplus33 = b33 * E^H-I * 4 * Ωr * tdelayL;
Cpluss33 = c33 * E^H-I * 16 * Ωr * tdelayL
Abs@c33 * E^H-I * 16 * Ωr * tdelayLD^2
Out[136]= 8880.552153 - 0.534085 ä<<<
Out[137]= 8880.590119<<<
In[99]:= H*Pulse4*L
In[138]:= t44 = 0.000022;
SOL34 = NDSolve@8
I Cpluss'@tD == W4 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W4 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W4 Cpluss@tD  2,
I C0'@tD == W4 Cplus@tD  Sqrt@2D,
C0@0D  C033, Cplus@0D  Cplus33, Cpluss@0D  Cpluss33<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL34D, 8t, 0, t44<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t44D . SOL34D^2
Out[139]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[140]=
0 5.´ 10
-6 0.00001 0.000015 0.00002
x
0.2
0.4
0.6
0.8
1.0
Population
Out[141]= 88880.678322<<<<
In[104]:= H*Delay4*L
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In[142]:= a34 = C0@t44D . SOL34;
b34 = Cplus@t44D . SOL34;
c34 = Cpluss@t44D . SOL34;
C034 = a34;
Cplus34 = b34 * E^H-I * 4 * Ωr * tdelayL;
Cpluss34 = c34 * E^H-I * 16 * Ωr * tdelayL
Abs@c34 * E^H-I * 16 * Ωr * tdelayLD^2
Out[147]= 88880.814913 - 0.119327 ä<<<<
Out[148]= 88880.678322<<<<
In[112]:= H*Pulse5*L
In[153]:= t45 = 0.000018;
SOL35 = NDSolve@8
I Cpluss'@tD == W4 Cplus@tD  2 + 16 Ωr Cpluss@tD,
I Cplus'@tD == W4 C0@tD  Sqrt@2D + Cplus@tD 4 Ωr + W4 Cpluss@tD  2,
I C0'@tD == W4 Cplus@tD  Sqrt@2D,
C0@0D  C034, Cplus@0D  Cplus34, Cpluss@0D  Cpluss34<,
8C0, Cplus, Cpluss<, 8t, 0, .001<D
Plot@Evaluate@Abs@Cpluss@tDD^2 . SOL35D, 8t, 0, t45<, PlotStyle ® Blue,
PlotRange ® 80, 1<, AxesLabel ® 8x, Population<, ImageSize ® MediumD
Abs@Cpluss@t45D . SOL35D^2
Out[154]= 88C0 ® InterpolatingFunction@880., 0.001<<, <>D,
Cplus ® InterpolatingFunction@880., 0.001<<, <>D,
Cpluss ® InterpolatingFunction@880., 0.001<<, <>D<<
Out[155]=
0 5.´ 10
-6 0.00001 0.000015
x
0.2
0.4
0.6
0.8
1.0
Population
Out[156]= 888880.852896<<<<<
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