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Le thème central de cette thèse est le problème de planification multi-périodes 
de l'exploitation d'une mine à ciel ouvert. Ce problème de très grande taille corn- 
porte plus d'un million de variables binaires et plus de 10 millions de contraintes. 
Aucune méthode de résolution exacte, ni avec erreur mesurable n'a été proposée 
jusqu'à maintenant pour ce problème. Le développement d'une bonne approche 
de résolution à ce problème est d'une importance capitale pour les exploitants 
miniers. Elle leur permettra de disposer d'un outil de prise de décision capable 
de fournir des plans d'exploitation réalistes qui tiennent compte de toutes les con- 
traintes d'exploitation et qui maximisent le profit des opérations. Notons qu'une 
économie de 1% sur les opérations annuelles d'une exploitation minière se chiffre 
généralement en millions de dollars. 
Une formulation de ce problème est présentée au chapitre 1 de cette thèse. 
Ce chapitre présente, en plus de la formulation, une revue de la littérature sur ce su- 
jet et met en évidence la structure particulière de ce problème. Plusieurs problèmes 
connus par les exploitants miniers sont des cas particuliers du problème de plani- 
fication multi-périodes. Le problème des contours finaux abordé dans cette thèse 
comme un problème de fermeture maximale sur un graphe est obtenu en considérant 
un problème de planification réduit à une seule période sans contraintes de ressource. 
De même le problème de design de fosse avec contraintes de ressource correspond à 
un problème d'une seule période. Dans cette thèse, nous avons abordé ces différents 
problèmes afin de développer une méthode efficace pour la résolution du problème 
de planification multi-périodes. 
Le problème de la fermeture maximale sur un graphe, connu chez les ex- 
ploitants miniers sous le nom du problème des contours finaux, se résout à l'aide d'un 
algorithme de flot maximum. Comme les graphes en jeu sont de très grande taille, 
l'utilisation d'un algorithme performant est grandement recherché. Le chapitre 2 
de cette thèse présente une étude comparative des aigorithmes de flot maximum 
les plus prometteurs. Des améliorations pratiques à ces algorithmes tenant compte 
de la nature de nos graphes sont proposées. Des résultats sur des graphes tests 
générés aléatoirement et d'autres obtenus sur les données d'un gisement en cours 
d'exploitation sont présentés. Cette étude nous a permis de sélectionner l'algorithme 
des pré-flots utilisant une stratégie de sélection des nœuds actifs selon la plus grande 
distance (en anglais :Highest Label Preflov Algonthm) pour la résolution de ce 
problème. Avec cet algorithme, on est arrivé à une implémentation qui résout le 
problème de fermeture maximale sur un graphe de 150 000 nœuds et de l'ordre de 1'5 
millions d'arcs en moins de 15 secondes CPU sur une station de travail HP9000/735. 
Le problème de design de fosses avec contraintes de ressource consiste à déter- 
miner une fermeture maximale sur un graphe en présence d'un ensemble de con- 
traintes de ressource. Pour sa résolution, nous proposons la relaxation lagrangienne 
des contraintes de ressource afin de se ramener à un problème de fermeture maximale 
classique déjà traité au chapitre 2. Nous ajustons les multiplicateurs de Lagrange 
par la méthode des faisceaux qui s'est avérée la méthode la plus appropriée com- 
parativement à celle du sous-gradient ou à celle des plans sécants. Cette approche 
nous fournit une borne supérieure pour la solution optimale du problème mais elle 
ne produit pas toujours des solutions primales réalisables du problème. Ainsi pour 
renforcer cette approche, nous lui avons incorporée une heuristique simple qui per- 
met dans une première phase de convertir en une solution primale réalisable toute 
solution primale obtenue lors de la résolution du problème lagrangien mais ne sa- 
tisfaisant pas les contraintes de ressource. La deuxième phase de cette heuristique 
utilise une recherche tabu simple pour améliorer la valeur de la solution réalisable 
obtenue à la fin de la première phase. La valeur de la solution réalisable retenue con- 
stitue une borne inférieure pour la solution optimale. La résolution de ce problème 
de planification réduit à une seule période est détaillée au chapitre 5 intitulé "Fer- 
meture maximale sur u n  graphe avec contraintes de ressource". Les tests, présentés 
dans ce chapitre, ont été réalisés sur des graphes de tailles moyennes (jusqu'à 10 000 
nœuds et 100 000 arcs). Les résultats obtenus montrent des gaps très petits et des 
temps de calcul raisonnables. En effet, pour ajuster les multiplicateurs de Lagange, 
il suffit de résoudre moins de 10 fois le problème de fermeture maximale classique. 
Cette approche de résolution est la première qui réussit à traiter des problèmes de 
grande taille semblables à ceux rencontrés en pratique. Elle innove par rapport aux 
tentatives connues dans la littérature par l'utilisation d'une méthode performante 
d'ajustement des multiplicateurs de Lagrange et par 1 'utilisation d'un algorithme 
adapté pour la résolution des sous-problèmes. 
Les développements du chapitre 5 sont à la base du schéma de traitement du 
problème de planification multi-périodes. Pour traiter ce dernier, nous résolvons les 
problèmes correspondant à chacune des périodes dans l'ordre croissant des périodes 
en utilisant l'approche présentée au chapitre 5 où l'heuristique est modifiée de façon 
à obtenir des solutions primales compatibles avec celles retenues lors des périodes 
précédentes. Les détails de cette approche de résolution du problème multi-périodes 
de la planification dans une mine à ciel ouvert sont présentés au chapitre 6 intitulé 
" Fermeture maximale sur un réseau multi-périodes e n  présence de contraintes de 
ressource: application à la planification minière". Les résultats obtenus par cette 
approche sur des données réelles sont excellents. Sur des gisements de 150 000 blocs 
avec un horizon de 10 périodes et 3 contraintes de ressource par période, elle permet 
d'obtenir des solutions réalisables avec des gaps de l'ordre de 1%. Le temps machine 
requis pour la résolution des problèmes de cette taille, comportant 1 500 000 vari- 
ables et 15 millions de contraintes, est de moins de 6 heures sur une station de travail 
HP9000/735. Les tests sur des problèmes de différentes tailles générés aléatoirement 
sont concluants: les gaps pour ces problèmes varient de 0.1% à 3.0%. Panni 
les problèmes aléatoires, nous avons identifié les caractéristiques d'une classe de 
problèmes présentant de petits gaps; les problèmes miniers possèdent généralement 
ces caractéristiques. Nous avons suggéré des améliorations pouvant mener à une 
réduction des gaps pour les autres problèmes qui n'étaient pas l'objectif principal de 
cette thèse. Cette méthode de résolution à erreur mesurable est la première méthode 
pouvant traiter efficacement les problèmes de planification multi-périodes de grande 
taille dans toute leur complexité. 
ABSTRACT 
This t hesis mainly studies the multi-period production scheduling problem in 
an open pit mine. This large-scale problem involves more than one million binary 
variables and more than 10 million constraints. No exact method nor a method 
with measurable error has been developed to solve this problem until now. The 
development of a good solution approach would d o w  miners to have a decision 
making tool. This tool will enable the construction of an exploitation plan which 
takes into account al1 production constraints and maximizes profits. Note that a sav- 
ing of 1% on amual operations in a mine is generally estimated at  millions of dollars. 
A mathematical formulation for this problem is presented in Chapter 1. This 
chapter also presents a review of the subject and underlines the particular structure 
of this problem. Many problems known by miners are particular cases of the global 
multi-period problem. The open pit design problem which is treated in this thesis 
as a maximal closure problem on a graph is obtained from the multi-period problem 
by considering one period without resource constraints. The open pit design with 
resource constraints is also a multi-period problem reduced to one period. In this 
thesis, al1 these particular problems are treated in order to develop an efficient so- 
lution method for the multi-period problem. 
The open pit design problem which is a maximal closure problem is solved 
using a maximal flow algorithm. As the graphs involved in mine applications are 
very large, the use of an efficient maximal flow algorithm is widely sought. Chapter 
2 of this thesis presents a comparative study of the best maximal flow algorithms. 
Practical improvements to these algorithms based on a particular structure of our 
graphs are ako proposed. Numerical results obtained from gaphs randomly gener- 
ated and others obtained hom a mine deposit under exploitation are presented in 
this chapter. This study allows us to select the preflow algorithm using the selection 
strategy of active nodes wich have the highest distance labels (Highest Label Prefiw 
Algorithm). With this algorithm, the maximal closure problem is solved on graphs 
involving 150 000 nodes and around 1,5 million arcs in less than 15 seconds CPU. 
The open pit design with resource constraints problem consists in determining 
a maximal closure on a graph with supplementary resource constraints. For the 
solution of this problem, we use the Lagrangian Relaxation of resource constraints 
in order to obtain a classical maximal closure problem which is treated in Chapter 
2. In the Lagrangian relaxation scheme, the Lagrange multipliers are adjusted us- 
ing a bundle method which is more appropriate than sub-gradient or cutting plane 
methods. This approach gives an upper bound on the optimal solution value of the 
problem but does not always obtain a prima1 feasible solution. So we have incorpo- 
rated a simple heuristic into this approach attempting to obtain a primal feasible 
solution. This heuristic consists of two phases. The first phase transforms any in- 
feasible solution obtained during the solution process to a feasible one that satisfies 
al1 resource constraints. The second phase improves the value of the primal solution 
obtained in the first phase using a tabu search. The value of the best primal feasible 
solution obtained is a lower bound on the optimal solution value of the problem. 
The solution details of the planning problem reduced to one period is discussed 
in Chapter 5 titled " Mazimal closure on a gmph with resource constmznts". The 
tests presented in this chapter have been conducted on medium-sized graphs (10 000 
nodes and 100 000 arcs). The results obtained show small gaps between the upper 
and lower bounds. We also observe that each problem tested was solved using fewer 
than 10 subproblem evaluations on average. The solution approach developed for 
xii 
the maximal closure problem with resource constraints is the fkst one to succeed in 
solving large-scale problems similar to those encountered in practice. This approach 
innovates with its use of an efficient method for multiplier adjustment and an a p  
propnate algorithm for solving the subproblem. 
The solution of the multi-period scheduiing problem is based on the approach 
developed for the one period problem in Chapter 5. Each problem corresponding to 
each period is treated in an increasing order of periods using the approach presented 
in Chapter 5 where the heuristic is modified in order to obtain prima1 solutions com- 
patible with those obtained for previous periods. The details of this solution process 
are presented in Chapter 6 titled " Maximal closure on a rnultz-period network with 
resource constraints: An application to mining industries ". This solution approach 
produces good results when applied to red data. For testing, we have considered 
a deposit of 150 000 blocks, a planning horizon of 10 penods and 3 resource con- 
straints per period. The solutions obtained for this type of problem present gaps 
around 1%. The CPU time on these large-scale problems, involving 1 500 000 vari- 
ables and 15 million constraints, is less than 6 hourç using an HP9000/735 machine. 
The results obtained on problems randomly generated with different sizes are also 
satisfactory. The gaps lie between 0.1% and 3%. Among the randomly generated 
problems, we have identified the characteristics of a class of problems which present 
small gaps. The problems arising from mining applications generally present those 
characteristics. We have proposed improvements to the heuristic allowing reduction 
of gaps for the other problems whose the study is not the main objectif of this thesis. 
The solution method developed in this thesis is the first one which can ef- 
ficiently treat complex large-scale multi-period production scheduling problems in 
an open pit mine. 
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INTRODUCTION 
Dans cette thèse, nous nous sommes intéressé à la résolution du problème de 
la planification de l'exploitation d'une mine à ciel ouvert. Nous considérons un gise- 
ment minier représenté par un modèle de blocs tridimensionnel qui renseigne sur la 
position des blocs dans le gisement et sur l'ensemble des informations géologiques 
(teneur en minerai, densité, taux de récupération, etc.). Nous supposons en plus 
l'existence d'un modèle de valorisation des blocs qui renseigne sur les revenus générés 
à la suite de l'exploitation de chaque bloc durant chaque période de la durée de vie 
du gisement. 
Le problème de la planification de l'exploitation consiste à considérer un hori- 
zon de planification de plusieurs périodes où, à chaque période, le plan d'extraction à 
déterminer doit satisfaire un ensemble de contraintes de ressource. Ces contraintes 
fixent généralement pour chaque période, la quantité de minerai désirée, les Ca- 
pacités de transport et de traitement disponibles, la teneur moyenne recherchée et 
les proportions de mélange des différentes catégories de minerai à respecter. La plan- 
ification de l'exploitation cherche à déterminer, pour chaque période de l'horizon de 
planification, l'ensemble des blocs à exploiter de façon à maximiser la somme des 
revenus tout en respectant l'ensemble des contraintes de ressource et  l'ensemble des 
contraintes physiques inhérentes à l'exploitation de tout gisement minier à ciel ou- 
vert (pentes d'extraction, préséance, etc.). 
Ce problème de la planification de l'exploitation multi-périodes peut être con- 
sidéré à long, moyen ou court terme dépendemment de la longueur des périodes et 
du type de contraintes de ressource considérées. Habituellement, une période corre- 
spond à l'année dans une planification à long terme, au mois ou au trimestre dans 
une planification à moyen terme et à la semaine ou au jour dans une planification à 
court terme. 
Comme nous le verrons dans la revue de la littérature, plusieurs problèmes 
connus dans les industries minières sont des cas particuliers du problème de planifi- 
cation multi-périodes. Par exemple, le problème des contours finaux n'est autre que 
le problème que nous considérons, mais réduit à une seule période et sans contraintes 
de ressource. De même, le problème de design de fosse avec contraintes de ressource 
correspond à un problème de planification où l'horizon est d'une seule période. 
Le problème de planification multi-périodes se formule mathématiquement 
comme un programme linéaire en variables binaires de très grande taille. Pour 
un gisement de 100 000 blocs et un horizon de 10 périodes, la formulation utilise 
de l'ordre de 1 million de variables et 10 millions de contraintes. La taille et la 
présence de variables binaires rendent ce problème parmi les plus difficiles à traiter 
directement par les outils de l'optimisation. Plusieurs tentatives de développement 
d'approches de résolution à ce problème ont vu le jour durant les dernières années. 
Les plus récentes sont l'essai de la décomposition de Dantzig-Wolfe par T.B. John- 
son et l'essai de la relaxation lagrangienne avec ajustement des multiplicateurs par 
la méthode du sous-gradient effectué par K. Dagdeleen. Ces deux tentatives se sont 
butées à la taille du problème. Néanmoins, elles ont permis de mieux comprendre 
la structure du problème. En pratique dans les industries minières, le problème 
est encore traité manuellement par des procédés heuristiques. Quelques méthodes 
informatisées sont apparues récemment. Ces méthodes, non basées sur les tech- 
niques d'optimisation, présentent deux inconvénients majeurs: elles ne traitent pas 
les contraintes de ressource de façon adéquate et ne peuvent quantifier la qualité des 
solutions proposées. L'utilisation des ces outils se réduit à une fonction d'assistance 
à la prise de décision plutôt qu'une méthode de prise de décision. 
De nos jours, la rationalisation des ressources et la quête d'une plus grande 
rentabilité exigent pour les industries minières une planification optimale de l'exploi- 
tation. Ainsi le développement d'une bonne approche de résolution à ce problème 
de planification multi-périodes leur permettra de disposer d'un outil de prise de 
décision. Cet outil sera capable de construire des plans d'exploitation réalistes qui 
tiennent compte de toutes les contraintes d'exploitation tout en optimisant les prof- 
its des opérations. 
L'objectif de cette thèse est de développer une approche de résolution effi- 
cace pour le problème de planification multi-périodes. Le chapitre 1 de cette thèse 
présente une formulation du problème faisant ressortir sa structure et discute des 
travaux connus dans la littérature dont il a été l'objet. Dans ce chapitre, l'approche 
de la relaxation lagrangienne des contraintes de ressource est identifiée comme une 
approche prometteuse avec laquelle on peut efficacement exploiter la structure par- 
ticulière du problème. Les chapitres 2 et 3 traitent le problème en absence de 
contraintes de ressource, respectivement sur une période et sur plusieurs périodes. 
Dans le chapitre 2, une étude des algorithmes de flot maximum est effectuée en 
vue de sélectionner le meilleur algorithme permettant de traiter le problème d'une 
période sans contraintes de ressource. Le chapitre 4 présente les principes de la 
relaxation lagrangienne et les méthodes d'optimisation duales pouvant être utilisées 
pour l'ajustement des multiplicateurs de Lagrange. Au chapitre 5, nous présentons, 
pour le problème de la planification réduit à une seule période, une approche de 
résolution basée sur les résultats des chapitres précédents. Une extension de cette 
approche est présentée au chapitre 6 pour la résolution du problème global de plan- 
ification multi-périodes. Une conclusion sur les résultats obtenus et les futurs axes 
de recherche clôt ce travail- 
CHAPITRE 1 
Planification de l'exploitation dans une mine à 
ciel ouvert: formulation et revue de la 
littérature 
1.1 Introduction 
L'importance des gains que pourrait apporter de meilleurs outils de planification 
pour les exploitations minières a incité les chercheurs de ce domaine à introduire 
les techniques d'optimisation. Ainsi les problèmes posés ont été représentés par des 
modèles mathématiques qui permettent l'application de ces techniques. D'abord les 
ingénieurs miniers ont introduit le modèle tridimensionnel de blocs pour représenter 
un gisement minier. Un modèle de blocs consiste à subdiviser le gisement minier 
en blocs sous forme de parallélipipèdes et à associer à chaque bloc un ensemble 
d'informations géologiques, physiques et économiques. Ces informations renseignent 
habituellement sur la position du bloc dans le gisement, les quantités de minerai et 
de stérile qu'il contient, ainsi que les coûts et revenus que son extraction peut en- 
gendrer. 
La planification de l'exploitation dans une mine à ciel ouvert consiste, pour un 
horizon de plusieurs périodes, à déterminer les blocs à exploiter à chaque période de 
façon à maximiser les revenus totaux, tout en respectant l'ensemble des contraintes 
imposées par le système de production. Les revenus générés par l'exploitation des 
blocs à la première période peuvent être calculés à partir des informations disponibles 
pour chaque bloc dans le modèle. Par actualisation de ces revenus, on détermine 
pour chaque bloc les revenus que son extraction générera durant les périodes fu- 
tures. En plus de l'actualisation, une correction est apportée à ces revenus pour 
tenir compte de la fluctuation des cours du marché du minerai et d'autres facteurs 
qui les influencent directement. La prise en considération de la dimension temps en 
planification minière permet d'aboutir à des décisions plus réalistes. Elle permet au- 
tant que possible d'extraire au plus tôt le minerai rentable et de retarder l'extraction 
du stérile. 
Suivant l'horizon de planification considéré, la planification peut être à long, 
moyen ou court terme. Par exemple, une planification à long terme peut considérer 
un horizon de plusieurs années où chaque année correspond à une période et elle d e  
vient à court terme pour un horizon d'un trimestre avec des périodes hebdomadaires. 
Le problème de planification comporte deux grandes catégories de contraintes: 
Les contraintes physiques et géologiques qui assurent qu'un bloc ne peut être 
exploité que s'il est à découvert, et  qui garantissent le respect des pentes 
d'extraction imposées par la géologie minière. 
Les contraintes de ressource qui définissent pour chaque période les quantités 
de minerai et de stérile à exploiter. Ces contraintes expriment aussi la capacité 
des concentrateurs, la disponibilité des pelles et des camions et les capacités 
propres des différentes unités du système de production. Ces contraintes de 
ressource comprennent aussi les contraintes de mélange indiquant les pour- 
centages acceptables pour les différents constituants du mélange de minerai à 
extraire. 
L'objectif de cette recherche est de proposer une méthode de résolution efficace 
au problème de la planification de l'exploitation dans une mine à ciel ouvert. Ainsi, 
en vue de dégager une méthodologie de recherche, nous présentons sa formulation 
mathématique en faisant ressortir la structure des différents problèmes qui lui sont 
liés et une revue de la littérature faisant l'état de l'art sur le sujet. 
1.2 Formulation du problème 
En vue de mieux comprendre la structure du problème global de la planification 
de l'exploitation dans une mine à ciel ouvert, nous allons présenter le problème des 
contours finaux et celui des séquences d'exploitation. Un modèle mathématique 
décrivant le problème de la planification sera déduit à la lumière de la présentation 
des problèmes précédents. 
1.2.1 Problème des contours finaux d'exploitation 
La détermination des contours finaux d'exploitation dans une mine à ciel ouvert 
consiste à déterminer l'ensemble des blocs à exploiter afin de maximiser le revenu 
total généré par l'exploitation, en respectant l'ensemble des contraintes physiques. 
Dans ce problème, on considère un gisement de n blocs dont chacun fournit un 
revenu c, (i = 1, ..., n) et des ensembles ri de blocs qu'il faut au préalable avoir 
extrait avant d'extraire chacun des biocs i. 
Soit xi la variable de décision associée à chaque bloc i ( z  = 1, ... , n) : 
1 si le bloc i est extrait, 
x; = 
O sinon. 
Le problème des contours finaux se formule comme suit : 
max C cixi 
S.C. 
L'objectif (1.1) porte sur la maximisation des revenus générés dors que les con- 
traintes (1.2) sont des contraintes de préséance entre les blocs qui imposent qu'un 
bloc i ne peut être exploité qu'après que l'ensemble de blocs de ri ait été extrait. 
Le problème des contours finaux est parmi les grands problèmes formulés 
et résolus en planikation minière. Mathématiquement, il se présente comme un 
problème de détermination de Iô fermeture maximale dans un graphe G, où les 
noeuds correspondent aux blocs et un arc (2, j )  du noeud i vers le noeud j  traduit 
une contrainte de préséance xi 5 xj- Chaque noeud i du gaphe G est valorisé par le 
revenu 4 fourni par le bloc 2, ce revenu pouvant être positif ou négatif. La figure 1.1 
présente une disposition bidimensionnelle de blocs et le graphe de préséance associé. 
Figure 1.1 Disposition des blocs et Graphe de préséance G associé 
1.2.2 Problème des séquences d'exploitation 
La détermination des séquences d'exploitation consiste à considérer un horizon de 
planification de P périodes et à déterminer pour chaque période l'ensemble des blocs 
à extraire. On connaît pour chaque bloc i le revenu < que son extraction génère à 
la période p O, = 1, ..., P). Pour formuler ce problème, on définit les variables de 
décision suivant es: 
1 si le bloc i est exploité à la période pl 
O sinon. 
Le problème des séquences d'exploitation se formule de manière compacte comme 
suit : 
S.C. 
max C q X q  
ok XP = (< ,g, . -. ,z:) vecteur des variables pour la période p; 
CP = (4,& ..., +)T vecteur des revenus pour la période p; 
1 = (1,1, ..., l )T vecteur colonne à n composantes unitaires; 
E : transposée de la matrice d'incidence sommets-arcs du graphe 
de préséance entre les blocs. Chaque ligne de cette matrice 
correspond à un arc et chaque colonne correspond à un noeud. 
Une ligne qui correspond à un arc ( 2 ,  j )  présente +1 à la 
colonne i, -1 à la colonne j et zéro partout ailleurs. 
Dans cette formulation, l'objectif porte sur la maximisation des revenus générés par 
l'exploitation et les contraintes (1.5) traduisent les relations de préséance entre les 
blocs durant toutes les périodes. Les contraintes (1.6) garantissent qu'un bloc ne 
peut être extrait qu'une seule fois durant toutes les périodes. 
A I'instar du problème des contours finaux, le problème des séquences est un 
problème de détermination de la fermeture maximale dans un réseau multi-périodes. 
Pour faire apparaître la structure de ce réseau, on refomule le problème en utilisant 
les variables suivantes: 
1 si le bloc i est extrait à l'une .={ des périodes q (q 5 p ) ,  
O sinon. 
En posant WP = (& IL& ..., w[)=, les nouvelles variables se calculent à partir des 
anciennes par la formuIe suivante: 
En fonction des nouvelles variables, le problème (1.4)-(1.7) se réécrit: 
P-1 
max x ( C P  - C p + l ) W  + cPwP 
p z 1  
S.C. 
Dans cette nouvelle formulation, les contraintes (1.9) et (1.11) correspondent respec- 
tivement aux contraintes (1.5) et (1.6) de l'ancienne formulation. Les contraintes 
(1.10) et  (1.12) sont déduites de la contrainte de non négativité (1.7) de l'ancienne 
formulation. 
La matrice des contraintes de cette nouvelle formulation est la transposée de la 
matrice d'incidence sommets-arcs d'un réseau multi-périodes G constitué de P copies 
GP (p = 1, ..., P) du graphe de préséance G décrit pour le problème des contours 
finaux. Pour des fins pratiques, nous désignerons par ( i l p )  un noeud i dans le sous- 
graphe @. Les sous-graphes GP sont inter-connectés par des arcs allant de tout 
noeud ( i / p )  dans GP à son semblable ( i l p  + 1) dans Gp+! 
type de réseau multi-périodes. 
Figure 1.2 Réseau multi-p6riodesG 
La figure 1.2 illustre ce 
1.2.3 Problème de la plnnification de l'exploitation 
La planification de l'exploitation dans une mine à ciel ouvert se formule comme 
un problème des séquences d'exploitation auquel sont ajoutées des contraintes de 
ressource. Les contraintes de ressource se définissent pour chaque période de l'horizon 
de planification. Elles traduisent les capacités des différentes unités du système de 
production ainsi que les contraintes de mélange. Par exemple, des bornes sur les 
quantités de minerai et de stérile à exploiter durant chaque période sont habituel- 
lement imposées, de même chaque unité comme le broyage, la séparation, etc., peut 
avoir une propre capacité à respecter. Pour une période p (p = 1, ..., P), les con- 
traintes de ressource se formulent comme des contraintes linéaires en fonction des 
vaxiables associées aux blocs à la période p. Par exemple, soit ski la quantité de 
minerai (ressource k) contenu dans le bloc i et soit Bi  la quantité de minerai totale 
demandée à la période p. La contrainte de ressource se formule comme suit: 
c:=l a k i 4  5 BI 
De manière compacte, l'ensemble des contraintes de ressource relatif à une période 
s'écrit sous forme matricielle comme suit: 
APXP 5 BP 
où: 
AP : matrice des coefficients (m x n) 
m : nombre de contraintes de ressource 
n : nombre de blocs 
BP : vecteur colonne des limites de capacité. 
Le problème de la planification de l'exploitation se formule comme suit: 
P 
max C C q X 4  
q=l 
S.C. 
Cette formulation est obtenue à partir de celle du problème des séquences d'exploi- 
tation en ajoutant les contraintes de ressource. Le problème de la planification de 
l'exploitation dans une mine à ciel ouvert se classe parmi les problèmes de très grande 
taille. Il présente pour une situation réelle des centaines de milliers de variables et 
des millions de contraintes- 
Actuellement, les exploitants miniers ne disposent pas d'outils de planification 
basés sur l'optimisation et p o u ~ s t  prendre en considération l'ensemble des con- 
traintes définies dans la formulation précédente. L'enjeu économique d'une bonne 
planification est de taille. En considérant une exploitation qui commercialise 20 
millions de tonnes de minerai à un revenu de 30 dollars la tonne, une amélioration 
de 1% correspondrait à une valeur monétaire de 6 millions de dollars. Ainsi le 
développement d'une approche de résolution efficace pour ce problème est d'une 
importance capitale pour les exploitants miniers. En plus de leur assurer une ex- 
ploitation optimale, elle leur permettra de disposer d'un outil de planification qui 
peut être considéré à long, moyen ou court terme dépendant de l'horizon considéré. 
Ce problème, sous sa forme globale, est intrinsèquement lié, comme le montre 
sa formulation, au problème des séquences d'exploitation et celui des contours finaux. 
Ainsi le problème des séquences s'obtient à partir du problème global par relaxation 
des contraintes de ressource et celui des contours finaux n'est autre qu'un problème 
des séquences réduit à une seule période. Ces relations entre les différents problèmes 
formulés dans cette section, nous amène à conclure que la recherche d'une bonne 
approche de résolution du problème global passe nécessairement par la résolution 
efficace du problème des séquences et celui des contours finaux. 
1.3 Revue de la littérature 
Vu l'importance des problèmes découlant de la formulation du problème global de la 
planification, nous présentons dans cette revue les différentes approches de résolution 
qui ont été proposées pour chacun de ces problèmes. 
1.3.1 Contours finaux d'exploitation 
Le problème des contours finaux a été le premier problème qui a attiré l'attention 
des chercheurs dans ce domaine. Il a fait l'objet de plusieurs études qui ont con- 
duit à plusieurs approches de résolution. Ces approches se classent en deux grandes 
catégories: les approches heuristiques et les approches exactes. 
1.3.1.1 Approches heuristiques 
Les heuristiques sont des méthodes qui fonctionnent bien dans la plupart des cas 
mais elles ne garantissent pas l'optimalité des solutions trouvées. Plusieurs heuris- 
tiques ont été développées pour la résolution du problème des contours finaux, dont 
celles basées sur le principe du cône mobile et celles basées sur le principe de la 
programmation dynamique. 
1. Heuristiques du cône mobile : Une heuristique du cône mobile est un pro- 
cessus d'essais et erreurs qui analyse plusieurs contours possibles en déplaçant 
le sommet d'un cône d'un bloc à valeur positive à un autre et à chaque posi- 
tion, évalue la valeur totale des blocs contenus dans le cône. Les contours du 
cône s'ajustent habituellement aux pentes d'extraction maximales permises. 
Ce processus prend fin lorsque tous les cônes centrés aux blocs à valeurs posi- 
tives ont été évalués. La solution qui sera retenue est celle correspondant 
à l'extraction des blocs contenus dans le cône d'évaluation maximale. Ces 
heuristiques dXerent essentiellement par leur mise en oeuvre. Plusieurs vari- 
antes dont celles développées par Lemieux [33], Marino & Slama [35], Korobov 
[30] et Philips [36] sont utilisées dans les industries minières. 
2. Heuristiques de programmation dynamique : Ces méthodes appliquent 
le principe de la programmation dynamique pour la résolution du problème 
des contours finaux, mais elles restent heuristiques car elles ne peuvent traiter 
tous les états et étapes du cheminement d'une résolution par p r o g r m a t i o n  
dynamique. Les variantes les plus connues de ce type d'heuristiques sont celles 
développées par Johnson [25], Barne [3] et Koenigsberg [28]. 
Les méthodes heuristiques développées pour la résolution du problème des con- 
tours finaux ont été les premières méthodes à la disposition des ingénieurs miniers 
pour faire le design des fosses d'exploitation. Les heuristiques du cône mobile ont 
connues un grand succès à cause de leur simplicité tant au niveau compréhension 
qu'au niveau mise en oeuvre. Elles sont restées l'outil efficace de design des fos- 
ses jusqu'à l'apparition des méthodes exactes. Les heuristiques de programmation 
dynamique, qui sont apparues durant la même décennie que les méthodes exactes, 
n'ont pas été utilisées comme outil de planification dans les industries minières. Ces 
heuristiques garantissent de meilleures solutions mais elles sont généralement plus 
difficiles à comprendre et à mettre en oeuvre comparativement aux heuristiques du 
cône mobile. 
1.3.1.2 Approches exactes 
En se basant sur la formulation mathématique précédente, deux méthodes de résolu- 
tion ont été proposées pour le problème des contours finaux. La première approche 
est due à Lerchs & Grossman (341 qui ont identifié le problème comme une fermeture 
maximale dans un graphe orienté. Les noeuds de ce graphe représentent les blocs et 
les arcs traduisent les relations de préséance entre les blocs. A chaque nœud de ce 
graphe est associée une laleur qui est représentée par le coût de la variable associée 
au nœud dans l'objectif (1.1) de la formulation du problème des contours finaux. 
L'algorithme que Lerchs & Grossman ont proposé est une méthode qui permet de 
trouver la fermeture maximale sur le graphe de préséance. La deuxième approche 
a été proposé par Picard [37] et elle consiste à résoudre le problème de fermeture 
maximale sur le graphe de préséance comme un problème de flot maximum sur un 
graphe construit à partir du graphe de préséance. Ce nouveau graphe est obtenu 
par ajout d'une source s reliée à tout noeud i à valeur positive (q > O) par un arc 
(s, i) de capacité égale à la valeur du noeud, et d'un puits t relié à tout noeud j 
à valeur négative ou nulle (cj 5 0) par un arc (j, t )  de capacité égale à moins la 
valeur du noeud j. Dans ce nouveau graphe les arcs de préséance ont des capacités 
infinies. La fermeture maximale recherchée sur le graphe de préséance correspondra 
à l'ensemble des noeuds du côté de la source dans la coupe minimale déterminée par 
un algorithme de flot maximum sur le nouveau graphe proposé par Picard. 
La résolution du problème des contours finaux par l'approche de Picard nécessite 
l'utilisation d'un algorithme de flot maximum. Comme plusieurs algorithmes sont 
disponibles dans la littérature, nous présentons les différentes idées de ces algo- 
rithmes en vue de guider notre choix sur l'un d'eux pour la résolution du problème 
des contours finaux. Le premier algorithme de flot maximum a été développé par 
Ford & F'ulkerson [14]. Cet algorithme est basé sur la notion de chaîne d'augmentation 
de flot qui se définit comme une chaîne de la source au puits d'un graphe telle que 
pour tout arc (2, j) direct, le flot f i j  est inférieur à la capacité de l'arc et pour tout arc 
inverse (k, j ) ,  le flot fkj est positif. Dans cet algorithme, un processus d'étiquettage 
est utilisé pour déterminer une chaîne d'augmentation de flot et une fois déterminée, 
le flot est augmenté le long de la chaîne autant que possible par augmentation des 
flots sur les arcs directs et diminution des flots sur les arcs inverses. Ce processus 
de détermination d'une chaine augmentante et d'augmentation du flot le long de 
cette chaîne est répété jusqu'à l'impossibilité de construction d'une nouvelle chaîne 
d'augmentation de flot. L'algorithme de Ford & Fùlkerson, dans sa version originale, 
présente deux inconvénients majeurs qui sont: 
La convergence n'est garantie que pour des capacités rationelles. 
La complexité est O(Vnm), où n est le nombre de noeuds, m est le nombre 
d'arcs et V est la valeur du flot. Cette complexité pseudo-polynomiale peut 
conduire à des temps de calcul relativement élevés en présence de graphes mal 
conditionnés. 
Depuis l'apparition de l'algorithme de Ford & Fùlkerson, plusieurs autres algo- 
rithmes cherchant à pallier aux insuffisances précitées ont été proposés pour la 
résolution du problème de flot maximum. Dans ce cadre, Edmonds & Karp [12] 
améliorent l'algorithme de Ford & Fukerson en déterminant à chaque itération la 
plus courte chaîne d'augmentation de flot par utilisation d'une recherche en largeur 
d'abord (premier étiqueté, premier visité). Cette amélioration a conduit à une com- 
plexité de 0(nm2) tout en garantissant la convergence en présence de capacités non 
rationelles. Une deuxième génération d'algorithmes a pris naissance à la suite de 
l'algorithme de Dinic (111 qui utilise le concept de graphe à niveaux (layered network) 
pour obtenir une meilleure complexité de 0(n2m). La complexité de l'algorithme 
de Dinic a été amélioré par Karzanov [30] en 0(n3) par utilisation des pré-flots sur 
le graphe à niveaux. Un pré-flot est un flot satisfaisant les contraintes de capacité 
sur les arcs mais pouvant ne pas satisfaire la conservation de flot aux noeuds. Les 
idées de base tirées du graphe à niveaux et de la méthode des pré-flots ont été 
exploitées dans d'autres algorithmes cherchant à améliorer la complexité par utili- 
sation de structures de données appropriées. Cherkasky [5], par une modification de 
la méthode des pré-flots de Kananov et sa combinaison avec l'approche de Dinic, 
aboutit à une complexité de 0(n2m1/2). Par la suite, Galil(191 rafEne la méthode de 
Cherkasky pour arriver à une complexité de 0(n5/3m2/3). Sleator & Tarjan [41, 441, 
par l'utilisation des arbres dynamiques comme structure de données, proposent un 
algorithme de complexité O(nm Io&)). Goldberg & Tarjan [22] améliorent cet al- 
gorithme par l'introduction du concept de distances sur les noeuds du graphe et 
aboutissent à une complexité de O(nm log(n2/m)). Enfin récemment, Ahuja & Or- 
lin [l] ont proposé un aigonthme pour les graphes à capacités entières ayant une 
complexité de O(nm + n2 log(U)) où U est la plus grande capacité sur les arcs. 
Dans le chapitre 2 de cette thèse, nous procédons à une analyse comparative 
des meilleurs algorithmes de flot maximum en vue du choix de l'un d'eux pour la 
résolution du problème de la fermeture maximale sur un graphe. 
1.3.2 Séquences d'exploitation 
Le problème des séquences d'exploitation a été abordé dans la Littérature comme un 
sous-problème qui apparaît dans la structure du problème global de la planification. 
Il s'obtient par relaxation des contraintes de ressource. Sa structure de réseau multi- 
périodes a été mise en évidence pax Dagdeleen [7] dans sa thèse de doctorat. Pour 
résoudre ce problème, Dagdeleen & Johnson [8] ont proposé une décomposition qui 
consiste à résoudre, pour chaque, période un problème de contours finaux à l'aide 
de l'algorithme de Lerchs & Grossman. Ils tiennent compte de I'interaction entre 
les périodes par modification des coûts sur les blocs en passant d'une période à la 
suivante. Afin de présenter la décomposition de Dagdeleen, on définit les termes 
suivants: 
Lf : coût associé au bloc i à la période p; ce coût représente le bénéfice généré par 
l'exploitation du bloc i à la période p. 
= < - <++' : coût relatif associé au bloc i à la période p. 
$ : coût modifié du bloc i à la période p (voir étape 3 de l'algorithme ci-dessous). 
Les étapes de l'algorithme proposé par Dagdeleen sont les suivantes: 
Étape 1 
calculer les coûts des blocs pour chaque période p ( p  = 1, . .. , P) 
CI> = < - <+' pour p = 1, ..., P - 1; 
= 4 pour p = P; 
7 =if pourp=  1. 
poser p = O 
Étape 2 
résoudre le problème des contours finaux pour la p6riode p en utilisant les coûts 
modifiés $ (i = 1, ...' N ) .  
identifier l'ensemble des blocs solution A,. 
si p = P aller à l'étape 4. 
modifier les coûts des blocs pour la période p + 1 comme suit : 
?+' = Zi1 + pour tout i E 4; 
$+' =q+' pour tout i Ap. 
si p = P aller à l'étape 4, sinon aller à l'étape 2. 
Étape 4 
si la solution trouvée vérifie Al c A2 c . . c Apl alors extraire Al à la période 
1 et (A, - A,-') à la période p pour p = 2 , .  . . , Pl sinon poser: 
poser p = O et aller à l'étape 2, en ne considérant que les blocs E Àp pour le 
sous-problème p. 
La méthode proposée par Dagdeleen est une heuristique qui ne garantit pas 
l'optimalité de la solution. Un exemple de petite taille sur lequel elle ne trouve pas 
la solution optimale peut être facilement construit. Néanmoins cette approche a 
l'avantage de contourner la difficulté du problème en le décomposant de manière à 
travailler sur des sous-problèmes de tailles raisonnables. Cette idée de décomposition 
mérite d'être explorée pour développer une approche de décomposition exacte. 
1.3.3 Planification de la production 
Le développement d'une approche de résolution basée sur les techniques d'optimisa- 
tion pour le problème de la planification de l'exploitation dans une mine à ciel 
ouvert a été l'objet de beaucoup de recherches jusqu'ici. Comme ce problème a été 
formulé en un programme en nombres entiers à variables binaires, la première ten- 
tative de résolution était l'application des techniques de la programmation entière. 
Ces méthodes se sont avérées incapables de le résoudre à cause de la taille de sa 
formulation qui comporte des centaines de milliers de variables et des millions de 
contraintes. Pour contourner la difficulté de la taille du problème, des auteurs ont 
suggéré l'agrégation des blocs, ce qui diminue considérablement le nombre de vari- 
ables et de contraintes dans le modèle. Cette idée n'est pas toujours réaliste et toute 
planification qui en découle est fausse car la réalité même du problème devient mod- 
ifiée. 
Quelques tentatives de résolution du problème en considérant sa taille réelle 
ont été réalisées. La plupart des tentatives cherchent à exploiter la structure parti- 
culière du problème. Johnson [24] a appliqué la décomposition de Dantzig-Wolfe au 
problème, cherchant ainsi à résoudre des sous-problèmes de tailles raisonnables. Le 
schéma de décomposition de Johnson a grandement contribué à la compréhension 
de la structure globale du problème, mais il subsiste de sérieuses difficultés: Il faut 
entre autre obtenir une solution entière tandis que la décomposition de Dantzig- 
Wolfe produit une solution en nombres réels. Récemment Dagdeleen [7, 81 a pro- 
posé une approche de résolution basée sur la relaxation lagrangienne des contraintes 
de ressource et la résolution d'un sous-problème de séquences d'exploitation. Dans 
cette approche, l'auteur utilise la méthode de sous-gradient pour ajuster les mul- 
tiplicateurs de Lagrange et propose l'heuristique présentée précédemment pour la 
résolution de son sous-problème. L'approche par la relaxation lagrangienne qui 
semble prometteuse pour traiter le problème n'a pas encore été essayée sur des cas 
réels. Dagdeleen a présenté son schéma sur un exemple très petit de vingt blocs par 
période. 
Trois méthodes d'ajustement des multiplicateurs de Lagrange ont été pro- 
posées: 
L'ajustement paramétrique proposé par Davis & Williams [IO] et qui consiste à 
augmenter d'une unité le multiplicateur correspondant à la contrainte dont la 
borne supérieure est la plus violée et à diminuer d'une unité le multiplicateur 
correspondant à la contrainte dont la borne inférieure est la plus violée. 
l'ajustement par sous-gradient introduit par Dagdeleen (71 et qui consiste à 
ajuster les multiplicateurs en se basant sur le degré de violation des contraintes. 
Cet ajustement modifie les multiplicateurs dans la direction du sous-gradient 
en se déplaçant d'un pas calculé à chaque itération. 
La dernière méthode d'ajustement proposée par Eleveli & al. [13] est une 
combinaison des deux premières. Elle utilise une méthode de sous-gradient avec 
un calcul de pas basé sur des courbes de distribution cumulative sur les valeurs 
des blocs rentables. Cette approche présente des similitudes avec la méthode du 
lagrangien augmenté qui donne une manière d'ajuster les multiplicateurs basée 
sur une pénalisation des contraintes. L'effet des courbes utilisées dans cette 
méthode de calcul de pas peut être interprété comme l'effet de la pénalisation 
dans un lagrangien augmenté. 
Les première et dernière méthodes d'ajustement proposées ont été employées 
seulement pour la résolution d'un problème de planification réduit à une seule 
période. Récemment Kim & Zhao [45], sur un problème de planification réduit 
à une seule période, afErment que l'application de la relaxation lagrangienne ne 
peut conduire à une solution optimale en cas d'existence de deux ou plusieurs solu- 
tions optimales pour le sous-problème qui dans leur cas est un problème de contours 
finaux. Les auteurs rattachent cette difficulté à la nature de l'algorithme des con- 
tours finaux emplcyé pour la résolution du sous-problème et pensent que la difliculté 
ne peut être évitée par la manière d'ajuster les multiplicateurs de Lagrange. No- 
tons que cette situation devrait être dac i l e  à rencontrer en pratique, surtout sur 
des problèmes de grande taille comme celui-ci. Les auteurs appuient leur thèse par 
un exemple dans lequel les contraintes de ressource relaxées sont des contraintes 
d'égalité exprimées en nombre de blocs, donc très rigides comparativement aux con- 
traintes de ressource habituellement rencontrées qui sont des contraintes d'inégalité. 
La difficulté soulevée par les auteurs est un cas très particulier dont l'occurence 
est très improbable dans des problèmes de grande taille. Cette situation peut être 
traduite par le graphique de la figure 1.3. Ce graphique présente l'évolution du 
revenu maximum en fonction du nombre de blocs exploités. Ce revenu augmente 
avec le nombre de blocs suivant la droite AC. La contrainte imposée sur le nombre 
de blocs est représentée en trait pointillé. La solution optimale recherchée est le 
point B qui satisfait la contrainte imposée, et les points A et C sont les points les 
plus proches de la solution optimale qui peuvent être obtenus par La relaxation la- 
grangienne. Cette situation très particulière ne peut avoir lieu que sur des problèmes 
Nbr. Blocs 
Figure 1.3 Caractéristique du probième considéré par Kim & Zhao. 
de très petite taille. Pour les problèmes de grande taille comme le nôtre, le revenu 
total en fonction du nombre de blocs exploités, présente l'allure de la courbe de la 
figure 1.4. Cette courbe est d'allure générale concave même si elle peut présenter 
f Revenus 
Nb. blocs- 
Figure 1.4 Caractéristique d'un problème de p ldcat ion  de grande taille. 
des irrégularités locales. En effet le revenu croit rapidement au début car on extrait 
des blocs rentables et faciles à atteindre, par la suite le rendement diminue quand les 
blocs restants deviennent moins rentables ou plus difficiles à atteindre. De plus, à 
cause de la grande taille du problème, la courbe présente une multitude de points qui 
peuvent être obtenus par la relaxation lagrangienne. Pour une contrainte d'inégalité, 
il existera toujours un point la satisfaisant et relativement près de sa borne, qui peut 
être obtenu comme solution optimale par la relaxation lagrangienne. En conclusion, 
nous pensons que la difficulté soulevée par ces auteurs n'est pas pertinente pour 
notre situation, et soutenons que l'approche de la relaxation lagrangienne reste une 
approche prometteuse qui mérite d'être explorée. 
1.4 Conclusion 
Cette recherche vise à développer une méthode de résolution efficace pour le problème 
de la planification de l'exploitation dans une mine à ciel ouvert. Ce problème se 
formule comme un programme linéaire en Mnables binaires de très grande taille, 
ne pouvant être traité par les techniques habituelles de la programmation entière. 
Ainsi, dans le développement d'une approche de résolution, il est essentiel de met- 
tre à profit sa structure particulière. Suivant cette Ligne de pensée, l'approche que 
nous cherchons à élaborer sera basée sur un schéma de relaxation lagrangienne des 
contraintes de ressource qui nous ramène à la résolution du problème des séquences 
d'exploitation. Le problème des séquences d'exploitation est un problème de flot sur 
un réseau multi-périodes de très grande taille qui ne peut être traité directement 
par les algorithmes existants de flot maximum. Nous retiendrons pour sa  résolution 
l'idée de sa décomposition qui nous permet de travailler sur des graphes de tailles 
raisonnables. 
Dans les chapitres suivants, nous traitons des points suivants: 
La résolution du problème des contours finaux par flot maximum sera à la 
base du schéma de décomposition envisagé pour le problème des séquences 
d'exploitation. Ainsi sa résolution rapide et efficace est grandement recherchée. 
Une étude comparative sur les différents algorithmes existants de flot maxi- 
mum est nécessaire en vue de sélectionner le mieux adapté au problème des 
contours finaux et de voir dans quelle mesure ses performances peuvent être 
améliorées par adaptation à notre structure particulière de graphe. Cet te étude 
est présentée au chapitre 2 de cette thèse. 
La résolution du problème des séquences d'exploitation comme un problème 
de flot maximum sur un réseau multi-périodes est traitée au chapitre 3. Dans 
ce chapitre nous avons tenté de résoudre le problème de flot maximum en 
décomposant le réseau multi-périodes en plusieurs graphes de taille raisonnable. 
L'approche que nous proposons ne garantie pas l'optimalité de la solution en 
toute situation. De ce fait nous ne l'utiliserons pas dans le traitement du 
problème des séquences qui apparaît comme sous-problème dans un schéma de 
relaxation lagrangienne. 
Dans le chapitre 4 on fait un rappel sur les méthodes d'optimisation que nous 
utiliserons dans les chapitres 5 et 6 pour l'ajustement des multiplicateurs de 
Lagrange. 
La prise en considération des contraintes de ressource du problème de la plani- 
fication de l'exploitation est une phase primordiale dans cette recherche. Nous 
explorons deux alternatives pour l'ajustement des multiplicateurs dans une a p  
proche de relaxation lagrangienne. La méthode du sous-gradient et la méthode 
des faisceaux (que nous voyons comme une méthode de plans sécants stabilisée) 
seront implémentées et comparées sur des problèmes de planification réduits à 
une période. Le chapitre 5 présente l'article exposant cette approche. 
Nous développons par la suite un schéma global de résolution du problème de 
planification de l'exploitation dans une mine à ciel ouvert. Ce schéma consiste 
à traiter par relaxation lagrangienne des problèmes séparés correspondant à 
chacune des périodes de l'horizon de planification et à utiliser des heuristiques 
permettant de déterminer des solutions réalisables pour l'ensemble du problème 
a partir des solutions non réalisables obtenues pour chacune des périodes lors 
de l'optimisation duale. Cette approche de résolution sera testée sur un jeu 
de données réelles représentant un gisement minier en cours d'exploitation. Le 
chapitre 6 présente les détails de cette méthode de résolution. 
CHAPITRE 2 
Résolution du problème de la fermeture 
maximale par des algorithmes de flot 
maximum 
2.1 Introduction 
Dans l'approche de résolution que nous avons adoptée pour le problème de plan- 
ification de l'exploitation dans une mine à ciel ouvert, le problème de la ferme- 
ture maximale sur un graphe apparaît comme un sous-problème dont la résolution 
efficace conditionne grandement le succès de notre approche. Que ce soit dans 
le problème de planification multi-périodes ou dans celui réduit à une période, le 
problème de la fermeture maximale est résolu quelques dizaines de fois même avec 
les meilleures méthodes d'ajustement des multiplicateurs. Ainsi pour pouvoir traiter 
des problèmes de très grande taille, il est primordial d'utiliser l'algorithme qui met- 
tra le moins de temps possible pour effectuer le traitement. 
Le problème de la fermeture maximale a été largement traité dans la littérature 
et plusieurs approches de résolution lui ont été proposées. Parmi ces approches, 
nous retiendrons dans cette thèse l'approche proposée par Picard [37] qui est sim- 
ple et systématique. Dans cette approche, le problème de la fermeture maximale 
est identifié comme un problème de coupe minimale qu'on peut déterminer par un 
algorithme de flot maximum. Picard a formulé le problème de fermeture maxi- 
male comme un problème quadratique en variables binaires et a montré qu'il est 
équivalent à la formulation quadratique d'un problème de coupe minimale. 
Dans ce chapitre, nous montrons que ce résultat peut être obtenu directement 
en passant par le dual d'une formulation linéaire du problème de la fermeture max- 
imale. Par la suite, nous exposons les meilleurs algorithmes de flot maximum qui 
peuvent être utilisés pour la détermination d'une coupe minimale et nous discutons 
des améliorations qui peuvent être apportées aux versions originales de ces algo- 
rithmes en profitant de la structure particulière du problème considéré. Enfin nous 
présentons des tests comparatifi sur ces algorithmes en vue de guider le choix de 
l'un d'eux pour la résolution du problème de la fermeture maximale sur un graphe. 
2.2 Fermeture maximale et flot maximum sur un graphe 
Considérons un graphe orienté G ( N ,  A) où N est l'ensemble des nœuds et  A est 
l'ensemble des arcs. Nous désignons l'ensemble des successeurs d'un nœud i E N 
par ri  et l'ensemble des prédécesseurs d'un nœud i E N par ï;'. On associe à 
chaque nœud i E N une valeur q, qui peut être positive, négative ou nulle. On 
appelle fermeture sur le gaphe G, un ensemble de nœuds S C N tel que, pour tout 
nœud i E S, les successeurs de i appartiennent à S, i.e., Q i E S on a j E S, Q j r i -  
On définit la valeur d'une fermeture S par la somme des valeurs de ses nœuds. Une 
fermeture est dite maximale si sa valeur est la plus grande parmi les valeurs de 
toutes les fermetures possibles. 
Le problème de la fermeture maximale sur le gaphe G se formule en utilisant 
les variables de décision suivantes: 
1 si le nœud i appartient à Ia fermeture, 
X i  = 
O sinon. 
S.C. 
L'objectif (2.1) de cette formulation vise à maximiser la valeur de la fermeture 
recherchée. La contrainte (2.2) traduit les relations de préséance entre un nœud 
et ses successeurs dans le graphe. Pour construire le dual de (2.1) - (2.3)' nous 
considérons la relaxation linéaire zi 5 1 et xi 2 O des contraintes (2.3) et associons 
aux contraintes xi 5 1 les multiplicateurs ai 2 O et aux contraintes (2.2) les multi- 
plicateurs fij 2 0. 
Le dual du problème de la fermeture maximale sur un graphe G se formule ainsi: 
f i j  2 O V (i, j) E A. 
Posons les deux relations suivantes: 
A l'aide de ces deux relations, le programme dual précédent s'écrit: 
L'optimum de ce programme dual est obtenu pour les valeurs de ai suivantes: 
a i = O  s ic i_<O 
ai = q - f:. si > 0, 
où f:i est l'optimum du problème PF suivant: 
Le programme PF est la formulation d'un problème de flot maximum défini 
sur un graphe Ge construit comme une extension du graphe G. Le graphe Ge est 
obtenu par l'ajout d'une source s et d'un puits t à l'ensemble des nœuds de G. 
La source s est reliée dans Ge à tout nœud i E N de valeur ci > O par un arc (s, i) 
de capacité égale à ci. De même tout nœud j E N de valeur Cj 5 O est relié au puits 
t dans Ge par un arc (j, t )  de capacité égale à Icjl. Les capacités des arcs (i, j )  déjà 
présents dans le graphe G sont considérées infinies. 
Dans la suite du texte, nous désignons par Ne = NU {s, t ) et Ae = AU {(s, i) : 
i E N et ci > O) U {(j, t) : j E N et cj 5 O), respectivement l'ensemble des nœuds 
et l'ensemble des arcs du graphe Ge. De même nous notons c, la capacité d'un arc 
(i? j )  E Ac. 
La valeur optimale du problème de fermeture maxirnaIe dans G est déterminée 
par : xi : ,,& - fi.) où f; est le flot optimal sur l'arc (s, i) dans le graphe Ge. 
L'ensemble des nœuds faisant partie de la fermeture maximale recherchée sur le 
graphe G est l'ensemble des nœuds appartenant à N et du côté de la source s par 
rapport à une coupe minimale dans Ge. En conclusion, ceci montre que le problème 
de fermeture maximale sur le gaphe  G se résout comme un problème de coupe 
minimale sur le graphe étendu Ge. Une coupe minimale sur Ge est déterminée par 
un algorithme de Bot maximum. Dans la suite nous étudierons les algorithmes de 
flot maximum existants. 
2.3 Algorithmes de flot maximum 
Le problème de flot maximum est l'un des problèmes de graphe qui a connu le plus 
grand nombre de développements. Plusieurs algorithmes de plus en plus performants 
ont été développés depuis l'apparition du premie~ 
Fùlkerson [14] au début des années 60. Sans être 
algorithme proposé par Ford & 
exhaustif, nous allons présenter 
dans cette section deux familles d'algorithmes qui nous semblent p m i  les plus per- 
formants et  les plus simples à implémenter. 
La première famille est celle des algorithmes basés sur le principe de la chaîne 
augmentante. L'algorithme de Ford & Fulkerson est le précurseur de cette famille. 
Nous présentons de cette tamille l'algorithme du chem2n augmentant minimal, qui 
utilise les chaînes les plus courtes en priorité (Edmonds & Karp [12]). La complexité 
théorique de cet algorithme est 0(n2rn) où n est le nombre de nœuds et m est le 
nombre d'arcs dans le graphe. 
La deuxième famille est celle des algorithmes de pré-flot. Nous présentons 
l'algorithme générique de pré-flot et regardons deux façons de l'implémenter. Ces 
deux façons permettent d'améliorer la complexité théorique de l'algorithme générique 
qui est également 0(n2m). 
Pour la clarté de l'exposé des algorithmes. nous définissons les notions suiv- 
ant es : 
Graphe résiduel: 
Soit f un flot de s à t dans Ge compatible avec les contraintes de capacité 
O 5 fi, 5 Gj-  On appelle graphe résiduel associé au  flot f ,  le graphe Ce qui 
possède le même ensemble de nœuds que Ge et dont l'ensemble des arcs est 
construit comme suit: 
A chaque arc ( i , j )  de Ge est associé au plus deux arcs dans F: 
l'arc (i, j )  si r i ,  = c, - f, > O 
l'arc ( j ,  i) si T j i  = fi ,  > O. 
Nous utilisons la notation V(i) pour désigner l'ensemble des arcs émanant du 
nœud i dans le graphe résiduel F.  
Concept de distance: 
On appelle distance valide une fonction d(.) de l'ensemble des nœuds vers 
l'ensemble des entiers naturels, telle que d ( t )  = O et d(i) 5 d ( j )  + l pour tout 
arc (i, j )  du graphe résiduel. 
Cette définition signifie que la distance d'un nœud i est une borne inférieure 
sur la distance minimale de i à t dans le graphe résiduel. La distance d'un 
nœud i est dite exacte si elle est égaie à la distance minimale de i à t. Par 
rapport à cette définition de distance, on définit comme arc admissible dans le 
graphe résiduel, tout arc ( 2 ,  j )  vérifiant d(i) = d ( j )  + 1. De même, on définit 
comme chaîne admissible de s à t ,  toute chaîne composée uniquement d'arcs 
admissibles. Une chaine admissible est une chaîne de longueur minimale de s 
à t .  
2.3.1 Algorithme du chemin augmentant minimal 
L'idée de base de cet algorithme (en anglais :Shortest Augmenting Path Algonthm) 
est de déterminer à chaque itération une chaîne augmentante de s à t et d'y achem- 
iner le maximum de flot possible. La différence par rapport aux autres algorithmes 
de sa famille est que cet algorithme utilise successivement les chaines les plus courtes 
entre la source s et le puits t. Au lieu d'utiliser à chaque itération un algorithme de 
plus court chemin pour trouver une chaîne augmentante, ce qui naturellement est 
très coûteux en terme de complexité, l'algorithme maintient à jour comme étiquette 
sur chaque nœud sa distance minimale par rapport au puits du graphe. Notons 
que les distances initiales sont déterminées par une recherche en largeur d'abord en 
partant du puits du graphe. Cette recherche coûte O(m) où m est le nombre d'arcs. 
L'algorithme du chemin augmentant minimal procède par augmentation de flot le 
long de chaine admissible dans le graphe résiduel. L'algorithme construit cette 
chaine en partant du nœud source s et en construisant itérativement la chaine en 
effectuant l'une des opérations avance ou retire à partir du dernier nœud de 
la chaîne partielle déjà formée. On appellera ce dernier nœud, le nœud courant. 
L'opération avance est effectué si le nœud courant i admet un arc admissible (i, j )  
dans le gaphe résiduel. Cette opération ajoute l'ut ( i , j )  à la chaîne partielle 
et considère ensuite le nœud j comme nœud courant. Dans l'autre situation où 
l'algorithme n'arrive pas à trouver un arc admissible pour faire progresser la chaine, 
il effectue l'opération retire. Cette opération supprime le dernier arc de la chaîne 
partielle, modifie l'étiquette de distance sur le nœud courant i et considère ensuite 
comme nœud courant, le prédécesseur de i dans la chaîne partielle avant suppression 
du dernier arc. Les opérations avance et retire sont répétées jusqu'à ce que la 
chaîne partielle atteigne le puits du gaphe. Dans un tel cas, l'algorithme procède 
à une augmentation de flot le long de la chaîne trouvée. L'algodhme du chemin 
augmentant minimal termine s'il n'y a plus de rhaînes admissibles entre s et t dans 
le graphe résiduel. Une telle situation se produit quand la condition d ( s )  2 n est 
vérifiée, où n est le nombre de nœuds. 
Les étapes de cet algorithme sont les suivantes: 
Début 
Initialiser le flot à zéro fi, := O, V (i, j) E Ae 
Déterminer les distances exactes d ( i ) ,  Q i E Ne 
Tant que d(s )  < n faire 
- s'il existe un arc admissible (i, j )  faire 
avance(i) 
si i = t augmente et poser i = s 
- sinon retYe(i) 
Fin. 
Les procédures avance(i), retire(i) et augmente sont définies comme suit: 
Procédure avance(i) 
Début 
soit (i, j )  un arc admissible 




d ( i )  = min{d(j) + 1 : (i, j )  E Z7(i) et r,, > O} 




Soit P la chaîne augmentante définie par le vecteur pred 
6 = min{rij : (i, j) E P) 
augmenter le flot de 6 sur la chaîne P 
Fin. 
2.3.2 Algorithmes de pré-flot 
La complexité des algorithmes basés sur les chaînes augmentantes est essentiellement 
dûe au temps passé dans l'augmentation de flot le long des chaînes. Pour éviter 
cette situation, les algorithmes de pré-flot, au lieu d'utiliser le principe de chaînes 
augmentantes, cherchent à pousser le flot simultanément à partir de la source du 
graphe jusqu'à son puits. Ils maintiennent ainsi un pré-flot sur chaque arc du graphe. 
Un pré-flot est un "flot" satisfaisant les contraintes de capacité sur les arcs mais non 
les contraintes de conservation aux nœuds. Un pré-flot doit satisfaire la relaxation 
suivante: 
e( i )  est appelé surplus de flot au nœud i et désigne la quantité de flot accumulée 
au nœud i en attente d'être transférée. Les surplus de flot au puits e t  à la source 
vérifient e ( t )  2 O et e(s) 5 0. Un nœud du graphe avec un surplus strictement posi- 
tif est dit actif. Par convention, nous considérons que la source et le puits ne sont 
jamais actifs. La présence d'un nœud actif dans le graphe est signe d'une contrainte 
de conservation de flot non satisfaite. Ainsi pour atteindre la faisabilité (conversion 
des pré-flots en flots), l'algorithme sélectionne un nœud actif et tente de transférer 
son surplus vers ses voisins. Ii choisit les voisins les plus proches du puits t .  A par- 
tir d'un nœud i, les voisins les plus proches du puits sont ceux accessibles à partir 
du nœud i par des arcs admissibles (un arc est admissible si d ( i )  = d ( j )  + 1 et sa 
capacité résiduelle rij est strictement positive). Si le nœud actif que l'algorithme 
examine n'admet pas d'arcs admissibles, l'algorithme augmente son étiquette de dis- 
tance jusqu'à la création d'au moins un arc admissible. Ce processus de sélection 
de nœud actif, de transfert de Bots ou reétiquetage du nœud est continué jusqu'à ce 
qu'il n'y ait plus de nœuds actifs. 
Nous présentons les étapes de l'algorithme générique de pré-flot et discuterons 
par la suite deux façons de sélectionner les nœuds actifs. 
Algorithme générique de pré-flot : 
Début 
Tant que le graphe contient un nœud actif, faire 
sélectionner un nœud actif i 
Pushrelabel(i) 
Fin. 
Les procédures Pré-traitement et Pushrelabel(i) sont les suivantes: 
Procédure Pré-traitement 
Début 
a initialiser le flot à zéro f, := O, V (i, j )  E Ae 
déterminer les distances exactes d ( i ) ,  V i E Ne 
fSi = c,, pour tout arc ( s , i )  




Si le graphe contient un arc admissible (i, j) 
pousser 6 = min{e(i) , ri,) unités de flot du nœud i vers le nœud j ,  
mettre à jour e(i) et  e(j)  
Sinon 
poser d(i) = min{d(j) + 1 : (i, j) E V ( i )  et ri, > O) 
Fin. 
Quand l'algorithme générique de pré-flot sélectionne un nœud actif i, nous 
disons que le nœud est examiné si l'algorithme pousse son surplus de flot vers ses 
voisins via des arcs admissibles jusqu'à ce que e(i) devienne nul ou que l'algorithme 
modifie l'étiquette de distance sur le nœud. 
Le comportement de l'algorithme générique de pré-Bot dépend de la manière 
dont les nœuds actifs sont sélectionnées. Nous présentons deux façons de sélectionner 
les nœuds actifs qui conduisent à de meilleures complexités théoriques comparative- 
ment à l'algorithme générique. Ces alternatives sont: 
1. Sélection des nœuds actifs suinnt un ordre FIFO ( j b t  in f i s t  out); 
2. Sélection des nœuds actifs les plus éloignés du puits en priorité. Dans ce 
cas l'algorithme choisit le nœud actif possédant la plus grande étiquette de 
distance. 
La première alternative conduit à l'algorithme communément appelé FIFO 
PrejZow Algorithm. Cet algorithme a été devéloppé par Goldberg [21] en intro- 
duisant le concept de distance dans l'algorithme proposé par Shiloach & Vishkin 
[40]. Le FIFO Preflow Algorithm examine les nœuds actifs suivant un ordre premier 
venu premier senri. L'algorithme maintient une liste des nœuds actifs gérée comme 
une liste. Il sélectionne le nœud à examiner à partir de la tête de la liste et ajoute au 
fur et à mesure les nouveaux nœuds actifs à la fin de cette liste. Quand l'algorithme 
sélectionne un nœud, il l'examine tant qu'il est actif et son étiquette de distance n'a 
pas changée. Si l'étiquette de distance change, le nœud est ajoutée à la fin de la liste. 
Le critère d'arrêt de cet algorithme est l'obtention d'une liste vide des nœuds actifs. 
La  complexité théorique du FIFO Preflow Algorithm est 0 ( n 3 ) .  Cette complexité 
est meilleure que celle de l'algorithme générique 0(n2m).  
La deuxième alternative conduit à la version de l'algorithme générique appelée 
Highest Label Prejlow Algorithm. Cette version a été proposée par Goldberg & 
Tarjan [22] et sa complexité est de 0(n2m+) .  L'idée de base de cet algorithme est de 
toujours sélectionner le nœud actif le plus éloigné du puits pour examen. Pour opérer 
cette sélection, sans trop d'effort, l'algorithme maintient un tableau de dimension 
272 - 1, où chaque élément d'indice k dans ce tableau est constitué de la liste des 
nœuds actifs à la distance k du puits du graphe. Appelons ce tableau TAB; on a 
alors TAB[k]={i : i est actif et d ( i )  = k) avec k = 1,. . . , Zn - 1. Pour retrouver 
à l'aide de cette structure le nœud actif à sélectionner, il suffit de maintenir dans 
une variable, qu'on appellera level une borne supérieure sur la plus grande valeur 
de l'indice k correspondant à une liste non vide. En examinant successivement 
TAB[level] ,TAB[level -11, etc., jusqu'à l'obtention d'une liste non vide TABb], on 
sélectionne un nœud quelconque dans TABb] et on pose level = p. Si durant 
l'examen d'un nœud i, la distance d( i )  change, on remet à jour la structure TAB et 
la valeur de la variable levei. 
2.4 Améliorations pratiques 
Nous avons montré dans la première section de ce chapitre que la résolution du 
problème de flot maximum sur le graphe étendu Ge a pour but la détermination d'une 
coupe minimale. Dans les trois algorithmes que nous avons exposés, cette coupe min- 
imale peut être connue avant l'atteinte des critères d'arrêt spécifiés. Cette situation 
peut être exploitée pour réduire le temps de traitement des problèmes. Considérons 
par exemple, l'algorithme du chemin augmentant minimal dont le critère d'arrêt est 
d ( s )  2 n. Cet algorithme, après avoir acheminé un flot maximum de s à t ,  met 
beaucoup de temps à changer les étiquettes de distance sur les nœuds pour arriver 
à satisfaire son critère d'arrêt. De même les algorithmes de pré-flot qui, après avoir 
acheminé le maximum de flot au puits, passe du temps supplémentaire pour ramener 
les surplus sur les nœuds vers la source du graphe. Pour détecter et mettre à profit ce 
genre de situation, Abuja, Orlin & Magnanti [2] proposent l'utilisation d'un tableau 
numb[k] : II = 1,. . . n - 1 où la valeur de numb[k] est le nombre de nœuds dont la 
distance exacte par rapport au puits du graphe est k. Le tableau numb est initialisé 
au début de chaque algorithme en même temps que l'initialisation des distances ex- 
actes. Il se modifie à chaque fois que l'algorithme change l'étiquette de distance sur 
un nœud d'une valeur k l  à une valeur k2 en ajoutant 1 à numb[k2] et en retran- 
chant 1 à numb[kl]. Pour terminer l'algorithme, il suffit de vérifier à cette étape 
que numb[kl] = O. La présence d'une telle situation signifie que la source et le puits 
du graphe ne sont plus reliés par un chemin admissible dans le graphe résiduel, d'où 
la présence d'une coupe minimale (S, 3) définie comme suit: S = {i : d ( i )  > k l )  et 
- s =  {i : d ( i )  < kl}. 
Nous utilisons cette technique comme critère d'arrêt dans tous les algorithmes que 
nous avons implémenté. De même, nous avons constaté à l'aide de tests que nous ne 
reproduirons pas ici, que conformément à la structure des graphes tirés des problèmes 
miniers, il est avantageux de donner priorité aux arcs originaux sortants d'un nœud 
dans les recherches des arcs admissibles. Ce choix a été retenu dans chacune des 
implémentations. 
D'autres améliorations spécifiques à chaque famille d'algorithmes ont été aussi 
retenues. 
Dans l'implémentation de l'algo~ithme du chemin augmentant minimal, nous 
conservons pour chaque nœud le premier arc à explorer. Ceci permet d'éviter 
des tests redondants d'arcs admissibles. 
Dans les deux algorithmes de pré-flot, nous avons retenu les points suivants: 
- Ne jamais sélectionner un nœud actif dont l'étiquette de distance est 
supérieure ou égaie au nombre de nœuds du graphe. 
- Continuer de traiter le nœud coumnt tant qu'il est actif, même si son 
étiquette de distance change. Ceci permet de sauver des opérations de 
mise à jour de la structure du tableau de listes utilisé dans le Highest 
Label Preflow Algorithm. De même il assure une nette amélioration dans 
le cas du FIFO P~efiow Algorithm. 
- Conserver la plus petite distance lors de la recherche d'arcs admissibles 
dans la procédure Pushselabel afin d'accélérer la mise à jour de la 
distance du nœud courant si on ne trouve pas d'arcs admissibles de trouvés. 
2.5 Comparaison des algorithmes 
Dans cette section, nous comparons les trois algorithmes de flot maximum exposés 
précédemment sur des graphes présentant une structure semblable à celle des graphes 
modélisant les gisements miniers. Considérons un gisement minier constitué de 
n blocs répartis sur plusieurs niveaux. Ce gisement se représente par un graphe 
qui associe un nœud à chaque bloc du gisement et un arc à chaque relation de 
préséance entre deux blocs. Dans l'espace à trois dimensions, chaque naeud i de 
ce graphe possède au maximum neuf successeurs qui correspondent aux neuf blocs 
dont l'extraction doit être effectué avant celle du bloc correspondant a u  nœud i. Les 
nœuds qui correspondent aux blocs à la frontière du gisement ont moins de neuf 
successeurs. Notons que tous les arcs correspondant aux relations de préséance sont 
munis de capacités infinies. De même chaque nœud correspondant à un bloc est 
relié par un arc de capacité finie soit a la source, soit au puits. 
Nous considérons des problèmes tests où le gisement possède une forme régulière 
de parallélépipède dont la base est un rectangle présentant z blocs d'un côté et y 
blocs de l'autre côté. La hauteur r est définie par le nombre de niveaux dans le 
gisement. Pour valoriser les blocs dans ce gisement, nous générons leurs valeurs 
aléatoirement sur un intervalle de -10.0 à 10.0 avec deux chiffres significatifs. 
Dans une première phase, nous examinons le comportement des différents algo- 
rithmes en fonction de la forme du gisement. Par la suite nous allons analyser leurs 
comportements en fonction de la répartition des valeurs des blocs. Dans ce cas, 
nous considérons des gisements où les niveaux sont subdivisés de façon alternée en 
p niveaux constitués uniquement de blocs à valeurs positives et de p niveaux con- 
stitués uniquement de blocs à valeurs négatives. Ce genre de graphe simule plus ou 
moins la présence de strates de minerai et strates de stérile dans les vrais gisements. 
Habituellement les strates dans les gisements ne sont pas horizontales, elles possèdent 
une certaine inclinaison par rapport à l'horizontale. Nous les avons supposé hori- 
zontales par souci d'uniformité des problèmes tests. A la fin, nous comparons les 
trois algorithmes sur les données réelles du gisement du Mont Wright exploité par 
la compagnie Québec Cartier Mining. Puis nous étudions sur ce gisement l'effet de 
la variation des valeurs des blocs sur le comportement des algorithmes. 
Dans la suite du texte, nous utilisons les appellations suivantes pour désigner 
chacun des algorithmes: 
SAPA : Shortest Augmenting Path Algorithm; 
FFPA : FIFO Preflow Algorithrn; 
HLPA : Highest Label Preflow Algorithm. 
Les résultats présentés dans les tableaux 2.1'2.2 et 2.3 représentent les moyennes 
des résultats obtenus sur cinq problèmes tests de même caractéristique. Notons que 
tous les tests ont été conduits sur une machine HP 9000/735 (124 Mips, 40 Mflops). 
Le tableau 2.1 présente le temps moyen en secondes des différents algorithmes en 
fonction du nombre de niveaux dans le graphe. Nous avons considéré des graphes 
dont la base est de 40 par 40 blocs et nous avons fait varier le nombre de niveaux 
de 10 à 70. Les graphes de 70 niveaux présentent 112 000 nœuds et près de 1 120 
000 arcs. 
Tableau 2.1 Temps d'exécution moyen (en secondes) en fonction du nombre de niveaux 
du graphe. 
1 1 Nombre de niveaux 1 
Algorithmes 
SAPA 
Nous remarquons dans ce tableau la nette supériorité de l'algorithme HLPA sur 
I 
FFP-4 1 12.90 1 40.06 
HLPA 1 7.81 1 24.41 
les deux autres. L'algorithme FFPA se détache comme le moins performant des trois. 





reste de loin meilleur que le FFPA. Les trois algorithmes présentent une croissance 
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si tl est le temps requis par l'un des algorithmes pour résoudre le problème de flot 
maximum sur l'un des graphes à 10 niveaux, alors le temps requis pour un graphe 
ayant lOk niveaux est de l'ordre de 2k t l .  Ce comportement est fort intéressant. 
dans le sens qu'en pratique les temps pris par ces algorithmes sur le type de graphe 
qui nous intéresse ne croissent pas rapidement si le nombre de nœuds du graphe 
augmente. Cette croissance du temps de calcul en fonction du nombre de nœuds est 
linéaire plutôt que cubique tel qu'établi théoriquement. 
Le tableau 2.2 présente le temps moyen d'exécution des algorithmes sur des 
graphes ayant 30 niveaux et dont la base est variable. Nous considérons que l'un 
des côtés de cette base est composé de 60/x blocs et l'autre côté est composé de 102 
blocs, pour x variant de 1 à 5. Les graphes présentent 18 000 nœuds et environ 180 
000 arcs. Les résultats de ce tableau ne font pas ressortir un comportement partic- 
Tableau 2.2 Temps d'exécution moyen (en secondes) en fonction de la forme de la base 
du graphe. 
I Paramètre z I 
ulier en fonction de la forme de la base du graphe. Les problèmes tests présentant 
le même nombre de nœuds et le même nombre d'arcs, le temps d'exécution moyen 
des algorithmes est resté sensiblement le même quelque soit la forme de la base du 
graphe. Ce tableau confirme cependant, comme le tableau précédent, la supériorité 
du Highest Label Prefiow Algon'thrn sur les autres. 
Pour simuler la présence de strates dans les gisements, considérons maintenant 
des graphes dont la base est constituée de 40 par 40 blocs et fixons le nombre de 
niveaux à 40. Ces graphes présentent 64 000 nœuds et environ 640 000 arcs. Dans 
ces graphes nous valorisons les blocs en alternant p niveaux de blocs à valeurs posi- 
tives avec p niveaux de blocs à valeurs négatives. Le tableau 2.3 présente le temps 
moyen d'exécution des difFérents algorithmes en fonction de l'épaisseur des strates 
p. La colonne correspondant à p = O donne les temps pour des graphes sans strate. 
Ce tableau montre qu'en général la présence de strates est favorable à la réduction 
Tableau 2.3 Temps d'exécution moyen (en secondes) en fonction de l'épaisseur des 
strates. 
des temps de calcul pour tous les algorithmes même si cette réduction n'est pas 
très importante. L'algorithme SAPA est dans plusieurs cas plus performant que le 
HLPA. Ceci peut être expliqué par le fait que dans ce genre de graphes stratifiés, 
les longueurs des chaines augmentantes sont en moyenne de deux fois l'épaisseur 
des strates. Ces chaines sont donc relativement courtes et faciles à identifier, ce qui 





Pour voir le comportement des algorithmes sur des données réelles, nous avons 
considéré le gisement du Mont Wright exploité par la Compagnie Québec Cartier 
Mining. Ce gisement est constitué de 147 359 blocs réparties sur 43 niveau. Nous 
connaissons pour chaque bloc de ce gsement, sa teneur, sa densité et son poids 

























de récupération. En se basant sur ces informations, une valeur ci a été associée à 
chaque bloc i. En considérant un paramètre r ,  on fait varier les valeurs des blocs 
comme suit : c i ( r )  = y - T I C I .  Le tableau 2.4 présente le comportement des algo- 
rithmes en fonction de la variation des valeurs sur les blocs en considérant les valeurs 
du paramètre T allant de O à 0.4, par pas de 0.05. Cette modification des valeurs 
des blocs simule l'effet des multiplicateurs duaux sur la résolution des problèmes 
de Bot maximum lors de la résolution du problème dual obtenu par relaxation des 
contraintes de ressource. Les résultats de ce tableau montre de manière éloquente 
Tableau 2.4 Temps d'exécution (en secondes) en fonction de la valorisation des nœuds; 
cas du gisement Mont Wright. 
I I Paramètre r I 
Algorithmes 
SAPA 




meilleur algorithme. Son temps est seulement ! du temps de l'algorithme SAPA. 
1 
L'influence de la variation des valeurs des blocs sur la performance des algorithmes 
127.67 
18.85 
est plus difficile à mettre en évidence. Une augmentation de la valeur du paramètre 
O 
51.34 
r se traduit sur le graphe par une diminution des capacités des arcs sortant de la 
0.15 
52.10 













rithmes. Néanmoins elle peut diminuer le temps mis par l'algorithme SAPA dans la 
126.07 
15.05 
recherche de chaînes augmentantes et réduire le nombre de chaînes augmentantes ne 
0.25 
38.47 
saturant pas un arc venant de la source ou arrivant au puits. Pour les algorithmes 
114.79 
16.17 
de pré-%ot, cette situation peut favoriser une diminution du temps durant lequel 
103.81 
15.22 
122.92 ( 88.00 









un nœud peut rester actif dans le graphe résiduel. Ce qui peut être favorable à 
une réduction du temps de calcul. Globalement les résultats de ce tableau mon- 
trent une légère diminution non régulière des temps en fonction d'une augmentation 
de la valeur du paramètre r pour l'algorithme SAPA. L'algorithme HLPA montre 
une légère diminution au début puis garde sensiblement les mêmes temps pour les 
valeurs de r allant de 0.25 à 0.4. Notons que l'algorithme HLPA, plus stable avec 
la variation des capacités sur les arcs, reste toujours meilleur que l'algorithme S A P A .  
2.6 Conclusion 
En comparant les résultats des différents algorithmes, nous avons retenu le Hzghest 
Label Preflow Algonthm comme algorithme de résolution du problème de la ferme- 
ture maximale sur les graphes représentant des gisements miniers. 
Avec cet algorithme, le problème de la fermeture maximale, équivalent en 
littérature minière au problème des contours finaux, est résolu en moyenne en 15 
secondes sur des graphes de 150 000 nœuds et environ 1 500 000 arcs. Le  problème 
des contours finaux intervient comme sous-problème dans le schéma de relaxation la- 
grangienne adopté pour le traitement du problème de planification multi-périodes de 
l'exploitation dans un gisement minier. Sa résolution rapide conditionne la réussite 
d'une telle approche. Avec l'algorithme retenu, le sous-problème des contours fin- 
aux peut être résolu une centaine de fois en moins de 30 minutes. Ainsi on peut 
s'attendre, avec l'utilisation de cet algorithme, à la résolution du problème de plan- 
ification en un temps raisonnable. 
CHAPITRE 3 
Algorithme de décomposition pour le problème 
de planification dans une mine à ciel ouvert 
3.1 Présentation 
En l'absence des contraintes de ressource, le problème de planification multi-périodes 
de l'exploitation d'une mine à ciel ouvert est un problème de fermeture maximale 
sur un réseau muiti-périodes. La résolution efficace de ce problème conditionne 
fortement le succès de l'approche de relaxation lagrangienne qu'on emploiera pour 
le traitement du problème global de planification. Dans une application réelle 
présentant une centaine de milliers de blocs dont l'exploitation est à planifier sur un 
horizon de 10 périodes, le réseau en jeu présente 1 million de nœuds et une dizaine de 
millions d'arcs. Ainsi la détermination d'une fermeture maximale sur un tel réseau 
par un algorithme de flot maximum est quasiment impossible à cause de la taille 
mémoire nécessaire pour son stockage. 
Ce chapitre qui présente l'article A Decomposition Flow Algorithm for the Op- 
emtions Planning Problern in Open Pzt Mines est une tentative de résolution de 
ce problème par décomposition du réseau. Cette approche décompose le réseau en 
relaxant tous les arcs inter-périodes. Elle se ramène ainsi à P graphes de tailles 
raisonnables où P est le nombre de périodes. Cette décomposition tient compte des 
arcs relaxés par transfert de capacités résiduelles d'un graphe correspondant à une 
période au eaphe correspondant à Ia période suivante. 
L'algorithme proposé dans cet article peut trouver la solution optimale sous 
certaines conditions, mais dans la plupart des cas, ces conditions ne sont pas vérifiées. 
Néanmoins les solutions obtenues sont très proches des solutions optimales. L'avantage 
majeure d'une telle décomposition est l'économie d'espace mémoire et du temps de 
calcul réalisée comparativement à un traitement direct du réseau, lorsque possible, 
par un algorithme de flot. 
Cet article présente la structure du problème et l'algorithme de décomposition. 
De même, il présente des résultats comparatifs entre le traitement direct de quelques 
réseaux de petites tailles par un algorithme de flot et leurs traitement par I'algorit hme 
de décomposition proposé. 
3.2 A Decomposition Flow Algorithm for the Operations 
Planning Problem in Open Pit Mines 
Beyirne Tachefine and François Soumis 
GERAD and École Polytechnique de Montréal 
5255 avenue Decelles, Montréal, Canada, H3T 1 V6 
abstract 
in operations planning in an open pit mine an econornic blocks mode1 is generally used which 
attempts to determine which blocks d l  be extracted during each period. Lagrangean relaxation 
of the capacity constraints leacls to a maximal flow problem on a multi-penod network. The best 
known method, proposed by Dagdeleen, is a heuristic method of decomposition in periods. We 
propose an algorithm based on the idea of Dagdeleen which yields an optimal solution provided 
that some conditions are met. When the solution is not optimal, it is an excellent lower bound. 
Numencal results show the substantial gain in time achieved by this algorithm as well as the quality 
of the sohtion. 
résumé 
Une mine à ciel ouvert peut être représentée par un ensemble de blocs et le problème de plan- 
ification des opérations consiste à déterminer queIs blocs seront extraits à chaque période de façon 
à maximiser le profit tout en respectant les limites de capacité. La relaxation lagrangienne des con- 
traintes de capacité amène à résoudre un problème de flot maximal dans un réseau multi-périodes 
de très grande taille. Une méthode heuristique de décomposition par période a été proposée par 
Dagdeleen. Cet article présente un algorithme de décomposition qui produit une solution optimale 
quand certaines conditions sont satisfaites. Quand la solution n'est pas optimale, elle constitue 
une excellente borne inférieure. Des résultats numériques illustrent le gain de temps substantiel 
obtenu en  utilisant la méthode de décomposition au lieu de traiter directement le problème de flot 
maximal. 
3.2.1 Introduction 
The problem of operations planning in an open pit mine is of practical importance in 
the mining industry. To this day, the research efforts aiming a t  devising an optimal 
algorithm for this problem have not been successfd. The contributions made to the 
study of this problem ranged from the introduction of the concept of tridimensional 
economic blocks model, that dlows the modeling of a mine deposit, to the mathe- 
matical formulation of the problem and attempts to solve it. Operations planning in 
an open pit mine consists of determining which blocks will be extracted during each 
period of the planning schedule. For each period the economic blocks model assigns 
values to each block in terms of its geological, physical and economical features. 
The choice of the blocks to be selected is made in order to maximize the income 
generated by the operations during the entire planning horizon, while satisfying in 
the same time al1 the constraints of the production system. 
The optimization techniques in mining operations planning where first intro- 
duced following the works of Lerchs and Grossman [4] on an open pit mine contour 
optimizing algorithm. This algorithm amounts to determining the maximal closure 
on a graph, which is equivalent, as Picard [5] proved, to the search for a maximum 
Bow on a new graph that can be derived from the initial one. These works permit 
to develop softwares able to solve optimally large scale real-life contour problems. 
In the light of the exact algorithms developed for the open pit mine contour, the 
operations planning problem was formulated as an integer linear program using 0-1 
binary variables and its particular structure was pointed out by Dagdeleen [Z]. Un- 
fortunately, the size of the model for a planning problem is larger than for a contour 
problem. The size is multiplied by the number of periods. 
Following these efforts, many solution methods were proposed for solving the 
operations planning problem, the most recent being that of Dagdeleen. This method 
uses a Lagrangean relaxation approach to reduce the problem to another one that 
will be called in this text the opemting sequence pmblem. Dagdeleen proposed a 
decomposition method for solving this operating sequence problem, however the 
method turned out not to be optimal. 
In this paper, we will first present a formulation of the operations planning 
problem, then derive the operating sequence problem using a Lagrangean relaxation 
approach. Furthermore we show that this later problem is equivalent to a maximum 
flow problem in a multi-period network. The main contribution of this paper is 
an algorithm of decomposition of the maximum flow problem that is guaranteed to 
be optimal provided that some conditions are met. In addition, this decomposi- 
tion algorithm allows a substantial gain in both execution time and storage space 
requirements compared to a traditional algonthm of maximum flow applied to the 
entire network problem. 
In Section 3.2.2. we present the formulation of the problem and the decompo- 
sition algorithm in Section 3.2.3. Sections 3.2.4 and 3.2.5 respectively discuss the 
optimality of the algorithm and present numencal results with conclusions. 
3.2.2 Problem Formulation 
In modelling the extraction of a mineral deposit, an economic blocks model is gener- 
ally used. This model consists of partitioning the deposit into parallelipedic blocks 
and a determination for each block of certain characteristic informations (mineral? 
metallurgical, topographical and economic information). Operations planning in 
this context amounts to an attempt to determine which blocks will be extracted 
during each period of the planning horizon. This decision should maximize income, 
while respecting the following constraints: 
Capacity constraints, which limit the quantities which may be extracted during 
each period; 
Geometnc constraints, which require that extraction slopes be respected and 
which guarantee that no blocks may be extracted unless it is uncovered. The ge- 
ometric constraints may be interpreted as precedence constraints between bIocks 
which indicate that a block rnay only be extracted if a set of blocks which constrain 
it physically have already been extracted. This set of precedence constraints can be 
summarized by a directed graph in which the nodes represent blocks and in which 
there exists an arc from node i to node j if block j constrains block i. For example, 
consider a two-dimensional representation of nine btocks in which in order to extract 
a block it is necessary to have previously extracted the block immediately above it 
and the two neighboring blocks on either side of it. Such a block layout and the 
precedence graph associated with it are illustrated in Figure 3.1. 
Figure 3.1 Block layout and associated precedence graph 
We define the following notation, which will be used in the formulation of the 
planning problem. 
number of blocks; 
index of blocks; 
number of periods; 
index on periods; 
income generated by block i in period p (this income can be positive, 
negative or null) ; 
(&&. . . , Cp,) income vector for period p; 
activity variable which takes the value 1 if block i is extracted at  period 
p and O otherwise; 
(g,& .. - , XE)= activity variable vector for period p; 
transpose of the nodearc incidence matrix for the graph representing 
precedence relations; 
matrix of coefficients for the capacity constraints; 
vector of upper bounds on capacity for period p; 
n-dimensional unit vector; 
Using this notation, the planning problem can be formulated as follows: 
r n a x ~ ' ~ '  + c2x2 + . . . + (3-1) 
In this formulation, the objective function (3.1) indicates that operating in- 
corne is to be maximized, subject to three sets of constraints. Constraint set (3.2) 
includes the capacity constraints and constraint set (3.3) includes precedence con- 
straints for each period p and a constraint which requires that  any block not be 
extracted more than once. The non negativity and binary constraints are provided 
in (3.4). 
The proposed solution approach for the problem (3.1)-(3.4) is the Lagrangean 
relaxation of the capacity constraints (3.2), which allows a solution of a reduced 
problern called the ope~ating sequence problern. For this problem, the reduced costs 
CP (p = 1,. . . , P) are defined as: CP = CP - P A ,  where XP @ = 1, . . . , P) are the 
lagrangian multipliers vectors associated with constraints (3.2). Thus the objective 
of this problem consists in maximizing a function based on the reduced costs: 
max C'X' + C2x2 + . . . + CPxP 
The operating sequence problem (3.5) subject to (3.3) and (3.4) will be taken up as 
a maximal flow problem on a multi-period, acyclic network. In order to highlight 
the structure of this problem, we carry out the following change of variables: 
The problem then becomes: 
WP E {O, l)", p = 1,. . . , P. 
The cost is defined by (cf - C:") for p = 1,. . . , P - 1 and by CP for period 
P. The constraint rnatrix in (3.7) represents the transpose of the node-arc incidence 
matrix of a multi-period network. This problem can be represented by a network 
such as the one presented in Figure 3.2, where the sign of the cost values have been 
arbitrarily given. 
Solving the problem (3.6) subject to (3.7) and (3.5) is equivalent to finding a 
maximal closure of this network. The work of Picard [5] shows that this problem is 
in turn equivaient to a problem of maximal flow on a network G constructed from 
the multi-period precedence network to which a source node s and sink node t have 
been added. In addition, each vertex i/p such that E!' 5 O is connected to the sink 
t by an arc (ilp, t )  with capacity u: = -?, and each vertex i/p such that > O is 
connected to the source s by an arc (s, ilp) with capacity ur = q. The capacities 
on the other arcs, which neither have their head at t or their tail at s, are considered 
infinite. 
Figure 3.2 Multi-period Precedence Network 
The operating sequence problem can thus be reduced to the maximal flow 
problem in the multi-period network G. 
3.2.3 Decomposition algorithm 
Consider the multi-penod network described in Section 3.2.2 and let G* denote the 
graph corresponding to period p. The graph GP is made up of al1 nodes i/p, the 
source s, and the sink t ,  and ail arcs incident to only these nodes. The algorithm 
which we propose solves the maximal flow problem for each graph GP and takes 
account of inter-period arcs (i/p, i / p  + 1) by modifymg capacities on the arcs in 
graph GP+', which corresponds to period p + 1. 
In order to present the steps of the algorithm explicitly, we use the following 
notation: 
uy : capacity of arc (s, i/p) or of arc (ilp, t )  in the original network G, 
f: : optimal flow on arc (s, i l p )  or on arc (i/p, t) in graph GP, 
6: : modified capacity of arc (s, i/p) or of arc (ilp, t )  in graph G*, 
SP : the set of indices i  such that node i / p  is labeiied on the last iteration of the 
maximal flow algorithm on graph GP, 
MP : the set of indices i  such that node i / p  is considered in the g a p h  GP. 
Steps of the Decornposition algorithm: 
Step 1: Initiakation 
M P = { l , 2 , 3  ,... ,n); p = 1  ... P 
= ul, i M 1  
Step 2: Solution of the maximum flow problem on G P  
p = p + l  
solve the maximum flow problem for graph GP taking into account modified 
capacities üf 
f o m  S* 
I f p  = P go to Step 4. 
Step 3: Computation of modified capacities for (Y+' 
Calculate modified capacities for graph Gptl 
- for any arc (s, i/p + 1) such that i E SP, let üf" = urf ' +  (iîf - f,P) 
- for any arc ( i l p  + 1, t )  such that i E 9, let fi:+' = u;+' - (ü: - f;) 
(in this latter case if is negative, arc ( i / p  + 1, t )  becomes an arc (s ,  i / p  + 1) 
with capacity -al+') 
- for the other arcs (s ,  i / p +  1) or ( i / p  + 1, t )  such that i SP, let E:+' = u;+l 
Go to Step 2. 
Step 4: Stopping criterion 
If S' 2 S2 C . . . SPI the solution has been found; 
Otherwise, for p = 1,. ..P, let MP = ngpSj. Set p = O and go to Step 2, 
replacing graphs GP ( p  = 1, . . . , P) by the subgraphs obtained by eliminating nodes 
i / p  for i E N -  MP. 
3.2.4 Discussion of the optimality 
The proposed algorithm uses a decomposition of the maximum flow problem on a 
multi-period network. A theoretical proof of the optimality of the flows obtained for 
the networks s a t i s w g  the termination condition of Step 4 at the first iteration of 
the algorithm has been established, Tachefine [6]. At each iteration, the algorithrn 
removes al1 vertices that do not meet the inclusion criteria in order to ensure that the 
termination condition is ultimately achieved. This approach, while not unique, gives 
good results and leads to bounds that are relatively close to the optimal solution ob- 
tained by a direct application of the Maximum Flow algorithm on the entire network. 
The major difference between this algorithm and that of Dagdeleen [2] is in the 
way capacities are modified (Step 3 of the algorithm). Dagdeleenls method proceeds 
as follows: 
r 
ur is the capacity of an arc (s, ilp) 
and is the capacity of an arc (s, i / p  + 1) 
OR 
uf is the capacity of an arc (ilp, t) 
and uf+' is the capacity of an arc ( i / p  + 1, t )  
u: is the capacity of an arc (s, i/p) 
cf" = Zlf - uf+' if 
( and ufil is the capacity of an arc (i/p + 1, t )  
u: is the capacity of an arc ( i l p ,  t)  
ü r '  = - uy if 
and ur" is the capacity of an arc (s, i/p + 1) 
(In the latter two cases, an arc (s, i/p + 1) or (i/p + 1, t) with negative cf+' is 
replaced by, respectively, an arc ( i lp  + 1, t) or (s, i/p + 1) with capacity -a>+'.) 
For any i # SP, ü;+' = uf. 
While the Dagdeleen's method has the ment of introducing the idea of decom- 
position, it does not guarantee the optimality of the solution, and may even leads to 
unfeasible solutions for the network problem. For instance, consider the layout of 4 
blocks, valued over two periods, for which we seek to solve the operating sequence 
problem (Figure 3.3). 
In a node labelled xly, x is the block number according to the Iayout pre- 
sented in Figure 3.3 and y corresponds to the period. The numbers associated to 
arcs represent the capacities. These values are obtained from the block values with 
IL I  w lil 
blocks Iayout income at incorne at 
period 1 period 2 
the approach presented in Section 3.2.2. This problem can be modeled by the net- 
work of Figure 3.4. The Dagdeleen's method applied to this example leads to an 
Figure 3.4 Network corresponding to the example problem 
unfeasible solution for the flow problem. This solution with a value of 4, translates 
into a cut C(R, R') with: R' = { t )  and R = {s, 1/1,2/1,3/1,4/1,1/2,2/2,3/2, 4/2} 
and corresponds to the extraction of the 4 blocks in the first period. 
Our Decomposition algorithm, finds a maximum flow of value 5, corresponding 
to the cut C(R, R') with R = {s, 3/1,1/2,2/2,3/2} and R' = {1/1,2/1,4/1,4/2, t ) .  
This solution corresponds to the extraction of block #3 in the first period and the 
extraction of blocks #1 and #2 in the second period. 
3.2.5 Numerical results and conclusions 
An implementation of the algorithm was tested using a mine deposit consisting of 
4 levels of 20 x 16 blocks each (that is, a deposit of 1280 blocks). The incornes, 
generated by the blocks during each period, was obtained using a cost mode1 that 
cornputes the mure  values of the blocks. We added to this value a random propor- 
tion to account for factors other than the interest rate. For example, a block i with 
income c,! in the first period, generates at period n an income given by the following 
formula: 
in which t is the interest rate a t  period n, 0 is a random number E [ -I l l ] ,  and 
k E [O, 11 is a parameter that indicates the percentage of income value randomly 
allocated. 
We present the numencal results obtained for 3 groups of problems whose 
block generated incomes where computed for the following values of the parameter 
k : 0.1; 0.5; 1.0. The results obtained by using our Decomposition algorithm and 
the Ford & F'ulkerson labeling Maximum Flow algorithm are cornpared in terms of 
execution time and quality of solution. 
] Maximum Flow ~l~orithrn("~)  1 ~ e c o m ~ o s i t i o n  ~ i ~ o r i t h m ( ~ )  1 Cost Execu t ioi 
L 
CPU tirne Solution CPU time Solution variation time ratic 
(sec-) value (sec.) value ((MF)-(D))/(MF) (D)/(MFI 
Group # 2 k = 0.5 t = 0.1 
Group # 3 k = 1.0 t = 0.1 
10 2560 357.2 17098 170.3 17098 
Il 3840 1873.1 18104 435.5 18090 
12 5120 6114.3 18765 1192 18531 
13 6400 14501 19120 1217.7 18850 
The cornparison of the results obtained shows that the Decomposition algo- 
rithm proposed has a better execution time than the Maximum Flow algorithm 
applied to the entire network. This gain in execution time increases with the num- 
ber of periods; that is, with the size of the network. To illustrate this point, we can 
look at  group 1, which corresponds to a realistic blocks valuation in the deposit. The 
execution time of problem #5 on a Sun Sparc2 workstation was 3 min. using the De- 
composition algorithm as opposed to 34 min. using the Maximum Flow algorithm. 
The substantial gain in execution time obtained by the Decomposition algorithm 
suggests the possibility of using this algorithm for solving real world problems in a 
reasomable time. The difference between the solution values is relatively small: it is 
1.4% for the problems in group 3 where the structure of the revenus generated by the 
blodrs is entirely random and 0.07% for the problems in group 1 where the revenu 
structure is more realistic. In the light of these first promising results, we do think 
that the use of our Decomposition algorithm in a global optimization approach can 
provide an efficient way of solving the open pit mine operations planning problem 
while keeping execution time and storage requirements at a minimum. 
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3.3 Conclusion 
Ce chapitre présente une approche de décomposition au problème des séquences 
d'exploitation qui est un problème de fermeture maximale sur un réseau multi- 
périodes de très grande taille. La difficulté principale de ce problème est la prise 
en mémoire de la structure d'un tel réseau pour y exécuter un aigorithme de flot 
maximum. L'approche de décomposition proposée dans ce chapitre remédie à cette 
f i c u l t é  mais ne garantie pas l'optimalité de la solution. Néanmoins les solutions 
obtenues par cette approche restent très proches des solutions optimales qui peuvent 
être obtenues par le traitement de tout le réseau par un algorithme de flot maximum. 
Cette tentative de décomposition fait suite aux derniers travaux apparaissant 
dans la littérature en vue de résoudre correctement ce problème. Elle est basée sur 
I'idée de décomposition introduite par Dagdeleen mais eue a l'avantage de proposer 
de meilleures solutions. 
Le fait que l'algorithme de décomposition développé dans ce chapitre ne garantie 
pas l'optimalité constitue une limitation sérieuse à son utilisation dans l'approche 
de relaxation lagrangienne que nous utiliserons par la suite pour la résolution du 
problème global de la planification de l'exploitation dans une mine à ciel ouvert. 
Ainsi comme on le verra au chapitre 6 de cette thèse, nous avons abandonné l'idée 
de traiter le problème des séquences d'exploitation tel qu'il est. Nous opterons pour 
une relaxation des contraintes inter-périodes afin de les traiter de façon heuristique. 
CHAPITRE 4 
Relaxation lagrangienne et méthodes 
d'optimisation 
4.1 Introduction 
Dans cette thèse, nous tentons de traiter les problèmes de la planification de l 'exp 
loitation dans une mine à ciel ouvert par une approche de relaxation lagrangienne. 
L'approche de relaxation lagrangienne est une approche fréquemment utilisée dans 
la résolution des problèmes formulés en nombres entiers. Elle présente les avantages 
suivants : 
elle exploite certaines structures intéressantes du problème à résoudre, 
elle permet de déterminer une borne sur la solution optimale; à chaque solution 
non admissible du problème lagrangien, on peut utiliser une heuristique qui conver- 
tit cette solution en une solution réalisable pour le problème de départ; la qualité 
de la solution retenue est mesurable par l'écart entre la borne obtenue et la valeur 
de la solution réalisable. 
La formulation des problèmes rencontrés en planification minière a été présentée 
au premier chapitre. Pour éviter toute confusion avec les formulations précédentes, 
nous utiliserons une formulation générale compacte pour y présenter la relaxation 
lagrangienne. Cette formulation est traduite par le programme linéaire suivant: 
où x représente le vecteur des variables de décision du problème. Rappelons que ces 
variables sont binaires et que le domaine D est défini par les contraintes de préséance 
entre les blocs présents dans le problème de planification. La fonction f (x) est une 
fonction linéaire des variables de décision du problème et représente l'objectif d'un 
problème de planification. Le groupe des contraintes Ax < b représente les con- 
traintes de ressource et constituent les contraintes liantes du problème. En présence 
de ces contraintes, le problème reste difficile à traiter. Les contraintes x E D 
représentent la structure d'un graphe. En l'absence du premier groupe de con- 
traintes, le problème est un problème de flot sur un réseau dont la taille est fonction 
du nombre de périodes considérées dans I'horizon de planification. Ce problème 
de réseau se résout à l'aise des algorithmes de flot maximum. Le chapitre 2 traite 
ce sujet. Pour exploiter la structure de réseau présente dans le problème P, nous 
proposons la relaxation lagrangienne des contraintes de ressource. Dans ce chapitre 
nous présentons cette relaxation lagrangienne et les méthodes d'optimisation que 
nous avons utilisées pour l'ajustement des multiplicateurs de Lagrange. 
4.2 Relaxation lagrangienne 
En se basant sur la formulation précédente, associons au groupe des contraintes de 
ressource le vecteur des multiplicateurs X 2 O. Le lagrangien du problème P s'écrit: 
La valeur optimale du lagrangien qu'on note g(X) est appelée fonction duale: 
g(A) = max L(x,  A). 
t E D  
Le problème du lagrangien m-,~ L(x, A) est un problème de fermeture maximale 
sur un réseau. Ce problème possède la propriété d'intégralité dans le sens que, 
si les contraintes d'intégrité sur les variables sont remplacées par leurs relaxations 
linéaires, la solution du problème reste entière. La fonction duale g(X) définie pour 
X > O est une fonction convexe linéaire par morceaux qui admet en tout point Ai un 
SOUS-gradient s(Xi) que nous noterons par la suite si ,  défini par si = b - AI(&) où 
x(&) est le vecteur solution obtenu en maximisant le lagrangien L(xl A)  au point Xi- 
Par le théorème de la dualité faible, on a la propriété que pour tout X 2 O et pour 
tout x(X) E Dl la valeur de la fonction duale en X est supérieure ou égale à la valeur 
de l'objectif de P: 
Comme toute valeur de la fonction duale g(X) constitue une borne supérieure sur la 
solution optimale de P,  la meilleure borne s'obtient donc en minimisant la fonction 
duale par rapport à A. Comme le lagrangien possède la propriété d'intégralité, la 
borne obtenue par l'optimisation de la fonction duale sera de même valeur que la 
borne obtenue en résolvant la relaxation linéaire du problème P. De même les 
multiplicateurs de Lagrange correspondent aux multiplicateurs duaux associés à la 
relaxation linéaire. Le problème d'optimisation de la fonction duale est ce qu'on 
appelle le duaI de P: 
min{g(A) : XZO). 
Etant donné la nature de g(A), la résolution du problème dual est généralement faite 
par une méthode d'optimisation itérative telle que la méthode du sous-gradient ou 
celle des plans sécants de KelIey [27]. Nous exposerons dans les sections 2 et 3 
de ce chapitre les détails de ces deux méthodes. Nous présentons, en plus de ces 
deux approches, la méthode de faisceaux sous sa forme duale telle que proposée par 
Lemaréchal [Ml. 
Notons que dans le cadre de la planification minière, une évaluation de la fonc- 
tion duale g() consiste à résoudre un problème de flot maximum sur un réseau de 
très grande taille, ce qui est généralement coûteux en temps de calcul. Il est donc 
important de choisir une méthode d'optimisation qui évalue le moins possible de fois 
la fonction g(X). La méthode du sous-gradient comme celle des plans sécants sont 
générdement lentes et parfois instables dans le sens qu'un point proche de l'optimum 
peut être suivi d'un point éloigné de l'optimum. Ce genre de comportement nécessite 
souvent un grand nombre d'itérations et un nombre élevé d'évaluations de la fonc- 
tion duale avant l'atteinte de l'optimum recherché. La méthode de faisceaux a été 
développée théoriquement comme une méthode stable qui doit permettre l'atteinte 
de l'optimum en un nombre limité d'évaluations. 
Nous comparons la méthode du sous-gradient avec la méthode de faisceaux dans 
l'article présenté au chapitre 5 en les évaluant sur des problèmes de planification 
minière. Dans les sections suivantes, nous présentons les détails algorithmiques de 
ces trois approches que nous aurons à utilisér ultérieurement. 
4.3 Méthode du sous-gradient 
Pour minimiser la fonction g(A), I'approche classique est celle du sous-gradient. 
Cette méthode consiste en un processus itératif qui part d'un point initial XI et 
qui à l'itération I;  détermine un sous-gradient de la fonction g(A) au point courant 
Ak. On se déplace ensuite le long de la direction opposée au sous-gradient d'un pas 
prédéterminé pour calculer le point suivant Ce processus itératif est répété 
jusqu'à la satisfaction d'un test d'arrêt de l'algorithme. Les étapes de l'algorithme 
du sous-gradient sont les suivantes: 
Étape 1 : Initialisation 
Soit A l  un point initial. 
k = 1. 
Étape 2 : Mise à jour des multiplicateurs 
Déterminer un sous-gradient s k  de la fonction g ( X )  au point At. 
Poser XkCl = max(0, X k  - t k f i ) .  
Étape 3 : Test d'arrêt 
Si IIAk - 1 1  5 E OU I g ( X t )  - g(Xkdi) 1 5 6, alors fin, avec X k  comme solution 
approchée; sinon poser k = k + 1 et aller à l'étape 2. 
Pour le test d'arrêt de cet algorithme, on demande à ce que la différence entre 
les valeurs de la fonction au point courant et le point qui l'a précédé, soit inférieure 
ou égale à une tolérance 6, soit la condition Ig(Ak) - g(Xk-J 5 6. De même, on peut 
aussi utiliser la norme de la différence entre le point courant et celui qui l'a précédé, 
soit ( I X k  - I I  5 e, OU e est une tolérance fixée. L'efficacité de l'algorithme du 
sous-gradient du point de vue vitesse de convergence est liée au choix du pas tk à 
chaque itération. Trois expressions sont généralement utilisées pour la détermination 
du pas. Elles assurent des convergences linéaires sous certaines conditions. Ces trois 
approches sont les suivantes: 
Méthode du pas constant : tk = to; 
Méthode de la série convergente : tk = , 8 ( 0 ) ~  où O c a < 1; 
Méthode de relaxation : tk = pw, où g est une estimation de la valeur 
optimale et p est une constante telle que O < p < 2. 
Signalons que les tests pour cette méthode ont été conduits sur des instances 
du problème de la fermeture maximale sur un graphe avec contraintes de ressource. 
Ce type de problème correspond aux problèmes de planification minière OU on a 
considéré une seule période comme horizon. Nous avons retenu pour ces tests la 
méthode de relaxation pour l'ajustement du pas. Les résultats de ces tests com- 
paratifs avec la méthode de faisceaux sont présentés dans le chapitre 5 de cette 
thèse. 
4.4 Méthode des plans sécants 
La méthode des plans sécants de Kelley [27] est une méthode largement utilisé 
pour l'optimisation des fonctions convexes non partout différentiables. Elle consiste 
à maintenir une approximation de la fonction à optimiser à l'aide de linéarisations 
tangentielles en plusieurs points, et à chaque itération, elle détermine le minimum de 
la fonction approximative et génère au point où ce minimum est trouvé un nouveau 
plan tangent qui vient enrichir l'approximation. Le processus est poursuivi jusqu'à 
ce que l'optimum recherché soit atteint. Pour le développement de cette méthode, 
considérons le problème à résoudre: rn in{g (X)  : X 2 O). Soit Xi (i = 1,. . . , k)  
un ensemble de points où pour chaque X i ,  on connaît la valeur de la fonction g(&) 
et un sous-gradient si de g ( )  au point hi. La fonction g ( )  peut être approchée par 
ses linéaxïsations tangentielles aux points Xi, (i = 1 , .  . . , k). Pour déterminer le 
minimum de cette approximation, on résout le programme linéaire suivant: 
Le nombre de contraintes dans le programme (PS)k peut devenir très grand au 
cours des itérations. Habituellement cette difficulté est contournée par la résolution 
du dual de (PS)k .  En associant à chaque contrainte de linéaxisation 8 k  + sT 1 
g(Xi) - srAi (i = 1. . . . , k), un multiplicateur ai 2 O, le dual de (PS)k s'écrit : 
Le programme (DS)* s'écrit en fonction des points extrêmes du domaine de réalisabilité 
de P comme suit: 
k 
où r' est l'optimum du lagrangien en Xi. Le dual (DS)k possède rn + 1 contraintes 
où m est la dimension du vecteur des variables A, mais le nombre de colonnes croît 
au cours des itérations. La méthode des plans sécants utilisant le problème maître 
(PS)* est une approche de génération de contraintes et celle utilisant le problème 
maître (DS)k est une approche de génération de colonnes ou Décomposition de 
Dantzig-Wolfe [9]. La méthode des plans sécants de Kelley vue comme une méthode 
de génération de colonnes consiste à résoudre à chaque itération le dual (DS)k pour 
obtenir un nouveau point où la linéarisation de g ( )  enrichit le programme (DS)k,  
qui est résolu de nouveau itérativement jusqu'à la satisfaction d'un critère d'arrêt. 
Les étapes de l'algorithme décrivant ce processus sont les suivantes: 
Étape O : Initialisation 
Soit X I  un point initial. 
Poser k = 1. 
Étape 1 : Résolution du sous-probième 
Déterminer Z' tel que 
9 E argmaxZE~(  f (x) + ~ : ( b  - Ax))  
Poser g ( X k )  = f (9) + ~ ; ( b  - A?.) et sc = b - Azk 
Étape 2 : Résolution du problème maître 
Résoudre le dual (DS)k : 
Déterminer le nouveau point X k + L  qui est le vecteur des variables duales as- 
sociées aux contraintes C aisi 2 O dans la solution optimale de (DS)k.  
Étape 3 : Test d'arrêt 
Si g(&)  - Bk 5 E ,  alors fin, avec Xk+l comme solution approchée, 
sinon poser k = k + 1 et aller à l'étape 1. 
Notons qu'à l'étape 1 de cet algorithme, on résout le lagrangien en Xk, qui est un 
problème de flot m a h u m  sur un réseau. A l'étape 2, le problème maître ( D S ) k  
peut être résolu par un algorithme de programmation linéaire. 
4.5 Méthode de faisceaux 
La méthode de faisceaux (Bundle method) a été initialement développée pour remédier 
aux insuffisances des méthodes de descente. Elle utilise, pour déterminer une di- 
rection de descente, un problème quadratique et une recherche linéaire plus adéquate 
pour se déplacer le long de la direction de descente. Nous n'avons pas l'intention 
d'élaborer cet aspect et nous référons le lecteur intéressé aux travaux de Lemaréchal 
[18, 31, 321. 
Dans les paragraphes suivants, nous présentons une méthode des plans sécants 
stabilisée qui remédie aux insuffisances précitées de la méthode des plans sécants 
classique. Puis, nous déduisons la méthode de faisceaux comme une méthode des 
plans sécants stabilisée dans laquelle une recherche linéaire est insérée. Considérons 
donc à l'itération k le problème des plans sécants défini à la section précédente, 
dans lequel seulement 1 5 k contraintes de Iinéarisation sont conservées (on aura 
pris soin de les renumérotées de 1 à 1)' et auquel on ajoute une pénalité quadratique. 
Ce nouveau problème que l'on appellera ( P B ) k ,  s'écrit comme suit: 
avec pk un paramètre réel et Ak représentant le point courant et qu'on appelle ken- 
tre" . L'idée de base de cette méthode est de résoudre à chaque itération le problème 
précédent pour déterminer une direction de descente puis de se déplacer le long 
de cette direction à partir du centre pour trouver un nouveau centre meilleur. Le 
problème de direction tel qu'il est formulé peut présenter un nombre élevé de con- 
traintes. Ainsi, la résolution de son dud est plus appropriée. Pour écrire le dual 
du problème (PB)k, associons aux contraintes de linéarisation les muitiplicateurs 
ai 2 O et aux contraintes de non négativité les variables Pi 3 O. Le lagrangien de 
(PB) s'écrit: 
L'optimum (maximum) du lagrangien par rapport à Ok et à X est atteint si les 
conditions suivantes, dérivées des conditions d'optimalité du premier ordre, sont 
satisfaites : 
(4 & ai = 1 
(4 - A, + &(c:,~ aisi - PT) = O. 
En se servant de ces deux relations, le dual (DB)k  de (PB)k  s'écrit: 
1 
min -11 C aisi - pT Il2 + C ~ i ( e i  - ~ ( X L ) )  + p T ~ k  
2 ~ k  i=1 i= 1 
avec ef = g ( A k )  - (g(Xi  ) + si(Ak - A i ) )  qui représente 1 .'écart de linéarisation de 
g ( X )  entre X k  et X i -  On utilisera par la suite la notation ei pour désigner ef si 
aucune confusion n'est possible. En multipliant l'objectif de (DB)k  par le paramètre 
pk et en lui ajoutant la constante g ( X k ) ,  le terme linéaire de ce nouvel objectif 
p ~ ( ~ i = ~  Qiei + PTXc) s'interprète comme la dualisation de la contrainte 
où le paramètre E est intrinsèquement lié au multiplicateur pk. En tenant compte 
de cette transformation de (DB)t ,  on obtient le problème, communément appelé 
problème de faisceaux et qui s'écrit: 
1 '  
min C aisi - flTl12 
Le problème de faisceau est construit en se basant sur un faisceau d'informations 
F = { ( s i ,  ei, Xi), i = 1, . . . , 1 )  généré au cours des itérations. Le compteur 1 désigne 
la longueur du faisceau et représente le nombre de linéarisations utilisées dans le 
problème de faisceau. La résolution de ce problème donne une direction de descente. 
Soient a et B les vecteurs solutions du problème de faisceau. La  direction de descente 
- 
est donnée par: d = p - c:, ais;. Dans une méthode de plans sécants stabilisée, le 
prochain point est déterminé par la relation (b )  déduite précédemment comme suit : 
Ar + kd, où pk est le multiplicateur dual de la contrainte xi=, aie* +pTXC 5 E dans 
la solution optimale de (DB)r .  Comme mentionné en début de section, la méthode 
de faisceaux qui est une méthode plus générale, utilise une recherche linéaire à cette 
étape pour déterminer le nouveau point sous la forme max(0, Xi; + t td) .  Le pas à 
déterminer ti doit, soit assurer une décroissance de la fonction g ( ) ,  soit permet- 
tre d'enrichir le faisceau. La méthode de faisceaux consiste en gros à déterminer 
une direction de descente en résolvant le problème de faisceau et à déterminer le 
prochain point par une recherche linéaire le long de la direction de descente. A 
chaque itération, le point déterminé conduit à l'une des étapes suivantes: 
- étape de descente qui survient quand le point courant implique une décroissance 
suffisante de la fonction. Dans ce cas le centre X k  est modifié. 
- étape nulle qui survient quand la décroissance n'est pas suffisante mais le sous- 
gradient correspondant au point courant permet d'enrichir le problème de faisceau . 
Les étapes de l'algorithme décrivant cette méthode 1181 sont: 
Étape O (Initialisation) 
Soit Al un point de départ et sl le sous-gradient de g(X) au point A l .  
On définit les paramètres suivants: 
rn = 0.1, m' = 0.2, TE = 0.1, 6 = 0.1, g = 0.1 et a = g(Xl) - g ou g est une 
estimation de la solution optimale- 
Poser 1 = 1, le nombre d'éléments dans le faisceau et k = 1, l'index des 
itérations. 
Initialiser le faisceau F = {(sl, el  = O)} 
étape 1 (Direction de descente) 
Poser E = max(g,  min(^, E )  ) 
Résoudre le problème de faisceaux, soit 5 et p les vecteurs solutions. 
-T -T 
Poser S = a i S i  - p et ê = & Eiei + P Ar. 
Étape 2 (Test d'arrêt) 
Si l lSll > 6, aller à l'étape 3; 
sinon si ê 5 g, fin; 
sinon poser 5 = max(O.lê, g) et aller à l'étape 1. 
Étape 3 (Recherche linéaire) 
Déterminer le paramètre réel t afin que le nouveau point A+ = max(0, Xk - t i ) ,  
auquel est associé le sous-gradient s+ et l'écart de linéarisation e+, réalise I'une 
des deux étapes suivantes: 
a) étape de descente: 
g(X+) 5 g(Xk) - mt118112 et e+ > me 
b) étape nulle: 
e+ 5 me et sT8 5 m'llsl12 
Étape 4 (Modification du centre) 
Poser sl+l = s+ 
Si le pas t  implique une étape nulle, poser: 
Xk+l  = A& 
e1+1 = 9(Ak) - g(.\+) - ts'fa. 
Si le pas t  implique une étape de descente, poser: 
X k + l  = A+ 
el+l = 0 
e, = e i  + g(X+) - (g(Xk) - t $ i )  V i = 1 , .  . . , l  
Ajouter au faisceau le nouvel élément ( s ! + ~ ,  
Poser k = k + 1, 1 = I + 1, choisir un nouveau e et aller à l'étape 1. 
Le bon fonctionnement de cet algorithme dépend grandement du choix du 
paramètre E posé à chaque itération et de l'efficacité de la recherche linéaire. Pour 
le choix du e à l'étape 4, Lemaréchal [18] propose plusieurs approches, dont les suiv- 
antes: 
(4 E = g v k )  - g 
(b) E = tllSll + t p ~  
(c) = P ( s ( ~ )  - g) 
( 4  E = g(Xk-1) - 9 V t )  
(e) E = 4 
Les alternatives (a) et (c) nécessitent la connaissance d'une approximation de la solu- 
tion optimale recherchée. Dans notre implémentation, nous avons utilisé l'alt ernative 
(d). Ainsi, nous modifions à chaque itération le paramètre r comme suit: 
Pour la recherche linéaire, l'objectif est de déterminer un nouveau point A+ = Ak - t S  
qui implique, soit une étape de descente ou soit une étape nuile. Nous avons utilisé 
la recherche proposée par Lemaréchal dont l'algorithme est le suivant: 
i Étape O (initialisation) 
Poser t L  = O et tR  = O 
Poser t = to un pas initial. 
Étape 1 (évaluation) 
Poser A+ = Xk - t i .  
Évaluer g(X+), le sous-gradient associé s+ et l'écart de linéarisation e+ 
Étape 2 (test d'une étape nulle) 
Si e+ 5 me et sri 5 -mi 111112 alors fin, avec t comme pas impliquant une 
étape nulle. 
Étape 3 (test pour t grand) 
Si g(A+) > g(Ak) - rntlli11*, poser tR  = t et aller à l'étape 6. 
Étape 4 (étape de descente) 
Si e, > me stop, avec t comme pas impliquant une étape de descente; 
sinon poser t L  = t et aller à l'étape 5. 
Étape 5 (extrapolation) 
Si tR  = O, trouver un nouveau t par extrapolation A partir de tL et aller à 
l'étape 1. 
Étape 6 (interpolation) 
Trouver par interpolation entre tL  et tR  un nouveau t et  aller à l'étape 1. 
Dans cette recherche linéaire, pour chaque pas t qu'on essaie, on évalue la fonc- 
tion go, ce qui dans notre cas consiste à résoudre un problème de flot maximum sur 
un graphe de très grande taille. Une telle résolution est très coûteuse en temps de 
calcul. Ii est donc essentiel que la recherche linéaire termine avec un pas convenable 
après un nombre réduit d'évaluations de la fonction go. Le choix du pas initial et la 
manière dont l'interpolation est réalisée affecte considérabiement le comportement 
de la recherche. 
Choiz du pas initial : Pour déterminer un pas initial, nous supposons que la 
fonction B ( t )  = g(Xk - t S )  s'approche par une fonction quadratique en t de la forme 
?-ut2 - scit + g(Xk). NOUS Choisirons comme pas initial la valeur de t où la fonction 2 
quadratique atteint son minimum. Soit to cette valeur, qui est donnée par: 
En considérant que la décroissance de la fonction a()  entre le point t = O et le point 
t = to est égale à celle de la fonction g() entre et AL, l'expression donnant un 
pas initial est: 
t o  = 2(9(Ac-i) - g ( & ) ) / s ; ~ -  
Interpolation : Soient t L  et tR  respectivement la borne inférieure et  la borne supérieure 
de l'intervalle d'interpolation. Pour assurer la réduction de l'intervalle, le nouveau 
pas à essayer est déterminé par l'expression suivante: 
où p €10, f [ et t* est le point où une approximation quadratique de B ( t )  atteint son 
minimum. En considérant SL et SR les sous-gradients de la fonction g ( )  aux points 
X k  - tL i  et X k  - tRS, on détermine t* par la formule suivante: 
4.6 Conclusion 
Dans ce chapitre, nous avons présenté les principes de la relaxation lagrangienne et 
les méthodes d'ajustement des multiplicateurs de Lagrange couramment utilisées. 
Dans les applications minières, les problèmes lagrangiens consistent à résoudre des 
problèmes de fermeture maximale sur des graphes de très grande taille. La résolution 
de ces problèmes est générallement très coûteuse en temps de calcul. Ainsi une 
bonne méthode d'ajustement des multiplicateurs est celle qui résolvera le moins 
souvent possible le problème lagrangien pour trouver les valeurs optimales des mul- 
tiplicateurs. Nous présenterons dans les chapitres suivants les différentes fonctions 
duales qu'on aura à optimiser. Dans le chapitre 5, nous comparerons la méthode du 
sous-gradient et la méthode de faisceaux pour l'ajustement des multiplicateurs pour 
un problème de planification sur une période. A la lumière des résultats de cette 
comparaison, nous utiliserons la meilleure méthode pour le traitement du problème 
multi-périodes, le sujet du chapitre 6. 
CHAPITRE 5 
Fermeture maximale sur un graphe en 
présence de contraintes de ressource 
5.1 Présentation 
Dans le cadre de la revue de littérature, la relaxation lagrangienne des contraintes 
de ressource qui apparaîssent dans la formulation du problème de planification 
de l'exploitation d'une mine à ciel ouvert, est considérée comme une approche de 
résolution prometteuse. Le présent article, " Maxima1 Closure on a Graph un'th Re- 
source Constraints" , explore cette approche. Dans cet article, nous avons considéré 
un problème de planification réduit à une seule période. Ce problème se présente 
comme le problème de la recherche d'une fermeture maximale satisfaisant un en- 
semble de contraintes de ressource sur un graphe. L'approche de résolution consiste 
à traiter les contraintes de ressource par relaxation lagrangienne afin de se ramener 
à un problème de fermeture maximale classique qu'on sait traiter par un algorithme 
de flot maximum (voir chapitre 2). Pour l'ajustement des multiplicateurs de La- 
grange, nous explorons deux méthodes: la méthode du sous-gradient et la méthode 
de faisceaux, en vue de sélectionner la plus appropriée à ce problème. Dans cette 
approche, le problème du lagrangien qui est un problème de fermeture maximale est 
résolu sur des graphes de très grande taille. Ces graphes présentent des dizaines de 
milliers de nœuds et des centaines de milliers d'arcs. ,linsi la détermination d'une 
fermeture maximale sur ce type de graphe est généralement coûteuse en temps de 
calcul. 
L'approche de relaxation lagrangienne ne trouve pas toujours des solutions 
primales réalisables. Cet article présente une heuristique simple du type glouton 
permettant de convertir toute solution ne satisfaisant pas les contraintes dudisées 
en une solution réalisable. Cette heuristique considère une fermeture sur un graphe 
qui viole les contraintes de ressource et cherche à la rendre réalisable en enlevant des 
nœuds à sa frontière de façon à dégrader le moins possible la valeur de la fermeture 
et à diminuer le plus possible les surplus des contraintes. 
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5.2 Maximal closure on a graph with resource constraints 
Beyime Tachefine and François Soumis 
GERAD and École Polytechnique de Montréal 
5255 avenue Decelles, Montréal, Canada, H3T 1 V6 
Scope and Purpose 
Some scheduling problems can be formulated as a maximal closure problem on a graph. 
In such graphs, the nodes represent the tasks to perforrn and the arcs represent the relation of 
precedence between the tasks. The probIem here is to h d  a set of nodes (set of tasks) with a 
maximal value and which respect the precedence relations. Such problem is usuaily soIved using a 
maximal 0ow algorithm. When constraints related to the resources used to  realize the tasks are in- 
troduced, the problem becomes more complex to solve optimally. This paper proposes an approach 
to solve it based on the Lagrangian relaxation of the resource constraints. This approach gives a 
solution very close to the optimum by solving m h a l  closure problems in average of ten times. 
Abstract 
This paper formulates the problem of maximal closure on a graph with resource constraints as an 
integer programming problem with binary variables, and proposes a solution approach based on 
Lagrangian relaxation. The subgradient and bundle rnethods for solving the dual problem are corn- 
pared. The subproblem resulting from relaxhg the resource constraints is the classical maximal 
closure problem, which is solved using a maximal flow algorithm. This article proposes a heuristic 
to transform closures that do not satisfy resource constraints into feasible closures. The heuris- 
tic finds feasible integer solutions that are close to the upper bound provided by the Lagrangian 
relaxation. 
5.2.1 Introduction 
Let G ( N , A )  be a directed graph in which N is the set of nodes and A the set of 
arcs. With each node i E N is associated a value 4 which can take any value. If 
( j ,  k) E A, the node k is called the successot to node j .  A closure on G is a set 
of nodes L c N such that any successor to a node in L is also in L. The prob- 
lem of maximal closure on G consists in finding that closure for which the sum of 
node values is the greatest. This problem has many important applications, includ- 
ing the design of open pit mines [16], selection of freight h a n d h g  terminals [20], 
record segmentation in large shared databases [5], portfolio selection under contin- 
gency constraints [25] ,  sequencing of manufacturing and assembiy tasks in a flexible 
shop [7] and storage of mobile repair kits [l?]. A number of authors discuss other 
applications of the problem of maximal closure on a graph [9, 19, 221. As Picard (181 
has demonstrated, the problem of maximal closure on a graph can be solved using a 
maximal flow algorithm on a modified graph. Other approaches proposed in the lit- 
erature (for example, Faaland et al. [8]) have no major advantages over maximal flow 
algorithms. This article uses Picard's approach, which is simple and well structured. 
Let K be a set of resources consumed at the nodes of the graph G, and a& 
the consumption of resource k at node i. Then the maximal closure with resource 
constraints is defined as the maximal closure such that consumption of each resource 
k is less than or equal to the resource availability bk. One important application of 
this problem is the design of open pit mines. In addition, the problems cited above 
are excellent applications of this problem when resource constraints are present. A 
number of authors (such as Dagdeleen & Johnson [2] and Zhao & Kim [26]) have 
formulated mine planning problems as maximal closure on a graph with resource 
constraints, and have solved it using Lagrangian relaxation, with the subgradient 
method to adjust multipliers. Ot her heuristic approaches to multiplier adjustment 
have been proposed by Davis & Williams [4] and Eleveli et al. [6]. 
This article presents an approach to solving the problem of maximal closure 
on a graph with resource constraints by using Lagrangian relaxation of the resource 
constraints. The resulting subproblem is handled as a classical maximal closure 
problem. The objective of this paper is to sohe very large scale problems, i.e., with 
graphs comprising between 10,000 and 100,000 nodes, and with three to ten resource 
constraints. Since cornputation time is important in this type of problem, a good 
solution approach should minimize the number of subproblern evaluations and en- 
sure that a good solution satisfjmg the resource constraints is found. In addition, 
the classical subgradient and bundle methods for adjusting multipliers in the dual 
problem are compared. As these approachs provide excellent upper bounds but poor 
feasible solutions, a greedy heuristic is presented for finding good feasible solutions. 
Section 2 presents a formulation of this problem, emphasizing its application to 
the mining industry. Section 3 presents the solution method based on Lagrangian 
relaxation, including solution of the dual and relaxed problems. The heuristic is 
presented in Section 4. Section 5 presents numerical results. In this section, we 
compare the bundle and subgradient methods for solving the dual problem and 
show the contribution of the proposed heuristic for reducing the gap between the 
solution and the upper bound. 
5.2.2 Problem formulation 
To formulate the problem of maximal closure on a graph G ( N ,  A) with resource 
constraints, the following decision Mnables are defined for i E N : 
1 if node i is in the closure, 
2; = 
O o thekse .  
Given that: 
ri is the set of süccessors of node i, 
is the value associated with node i, 
K is the set of resources consumed at the nodes of graph G, 
ski is the consumption of resource II- at node i, 
and bt is the resource k availability, 
the problem is then formulated as follows: 
The objective (5.1) is to maximize the total value of the closure. Constraints 
(5.2) are resource constraints that the desired closure must satisfy. Constraints (5.3) 
identiS the precedeEce arcs on the graph and require that any set of selected nodes 
must be a closure on the graph. Without constraints (5.2), this problem reduces to 
a conventional maximal dosure problem. 
This problem can be applied to the planning of open pit mines. A mineral ore 
deposit is generally represented using a mode1 of three-dimensional blocks. Each 
block in the mode1 is characterized by a set of data describing its position in the 
deposit, ore content and distance from exploitation facilities- One problem faced 
by mine operators is how to determine the contours of an open pit mine subject to 
such resource constraints as transportation and processing capacity. The problem 
is to determine the blocks that should be part of the open pit mine, in such a way 
that operating iocome is maximized while (especially physical) resource constraints 
are satisfied. For example, a block may not be extracted unless al1 blocks that 
physicaliy constrain i t  have already been extracted. This problem can be formulated 
as a maximal closure problem with resource constraints on a graph representing the 
mine. In this gaph ,  each node corresponds to a block and each arc (i, j) specifies 
that block j must be extracted before block 2 .  
5.2.3 Solution approach 
As already mentioned above, without the resource constraints, the formulation re- 
duces to the classical maximum closure problem. To exploit this structure, this 
article proposes a Lagrangean relaxation of the resource constraints, in which the 
subproblem amounts to a closure problem. Let X~ > O, k E K, denote the mul- 
tiplier~ associated wit h constraints (5 -2). Multiplying each constraint by the corre- 
sponding multiplier X~ and moving it into the objective function (5.1) in the form 
of a penalty, the problem becomes: 
@(A) = max C c ( X ) x i  + C .Akbk 
iEN kEK 
For fixed X = ( x ~ )  the relaxed formulation is that of a maximal closure problem 
on a graph G in which the updated value at each node i is given by c ( A ) .  For a 
given X 3 O the optimal value @(A) of problem (5.5) - (5.7)  is an upper bound on 
the value of any feasible solution of problem (5.1)  - (5.4). Therefore, if Z* is the 
optimal solution to the initial problem, then 
The best bound, therefore, corresponds to the multipliers A* such that 
The function @(A)  is a piecewise linear convex function; furthermore, a t  each point 
A, there is a subgradient s, = (sp) with components s i  = bk - XiEN akixi(XP), where 
xi(Xpj is the ith component of the solution vector for problem (5 .5 )  - (5.7). 
5.2.3.1 Subgradient method 
The subgadient method sets initial multipliers A t  (k E K), and a t  iteration p, they 
are adjusted as follows: 
A:+, = max(0, A; - $si)  where 
tP = P(@(&) - Z)/IIS~II* wM, 0 < P < 2, 
and where Z is a lower estimate of the optimal solution. 
Since the optimal solution is not known in advance, it is replaced in the al- 
gorithm by Z, the best known value of the objective fùnction corresponding to a 
feasible solution. The stopping criterion in calculating the results presented in sec- 
tion 5 is whichever of the following occurs first: llsJ < 6 or I < P ( X p )  - *(Ap-, )  1 5 E 
with 6 = 0.001 and E = 0.01. 
5.2.3.2 Bundle method 
One standard method for solving the dual problem min{@(A), X 2 O) is the Kel- 
ley's cutting plane method [12] in which constraints are generated and accumulated 
one after another. In this approach, if A, (q = O, - . . , p) represent multiplier vec- 
tors generated in the p previous iterations, then multiplier vector at the next 
iteration is determined by the solution of the following linear program or its dual: 
min 4 
s-t .  @(A,) + s p  -A,) 5 #, q = O,l, ..., p (5.8) 
X 2 o. 
Solution to the dual problem of (5.8) corresponds to the column generation approach 
(Dantzig- Wolfe decomposition [3]). This cutting plane met hod suffers fkom two 
major weaknesses: slow convergence and instability (in the sense that one iteration 
close to the optimum may be followed by another fairly far away). The bundle 
method remedies the weaknesses of this cutting plane method by adding a quadratic 
penalty to the preceding problem, as follows: 
where 1, is a vector of muitipliers called the center and defined below, and t is a real- 
valued parameter. By associating the dual Mnables a, with constraints (5.10) and 
the variables p with the non-negativity constraint (5. Il), the dual of the quadratic 
problem (5.9) - (5.11), called the bundle problem, can be written as: 
where e, = - [$(Ap) + s:(X, - A,)]. 
The bundle method considers a bundle of information, B = {(s,, e,) q = 
O, 1, . . . , p) regarding the dual function @(A), accumulated over the course of the 
iterations. At any iteration, the solution to the preceding bundle problem provides 
a descent direction d = p - xP=, Zqsq where p and a are vector solutions to the 
bundle problem. Starting at  the center &,, a line search is conducted along the search 
- 
direction d,  to determine a search step t* such that = A, + t'd guarantees 
sufficient decrease in the dual function or generates a new subgradient s,+i that 
improves the bundIe probIem. Should there be a sufEcient decrease, the center is 
- 
shifted: A,+, = In the second situation, there is no shift; hence &+, = 
- 
A,. In either situation the bundle problem is improved by enlarging the bundle 
by one element B = B U {(sel, ep,l)). This process repeats until satisfaction of 
the stopping criterion, which verifies lldll 5 6 and &,ziei + p q P  < E, where 6 
and g are tolerances set by the user. For further information regarding updating of 
linearization gaps ei, implementation of the line search and management of the size of 
the bundle, the reader is referred to a number of references by Lemarechal [IO, 14,151. 
5.2.3.3 The classicai closure problem 
A number of approaches exist for solving the maximal closure problem. The ap- 
proach of Picard [18] is presented here. This method consists in treating the prob- 
lem as one of maximal flow on a reduced graph derived fiom a given initial graph. 
Picard proposes augmenting the graph G by a source s and sink t, placing an arc 
(s, i) with capacity c(s, i) = c(X) between the source s and any node i if 4 ( X )  > 0, 
and placing an arc ( j ,  t) with capacity c(j, t) = -q(A) between any node j and 
the sink t if ëj(X) 5 O. We are using %(A) to denote the node values cornputed 
every iteration of the dual optimization problem, min{O(X), h 2 O),  as follows 
4 ( X )  = ci - xkEK Xkaki. An infinite capacity c(i,  j )  = CO is placed on al1 other 
existing arcs ( 2 ,  j )  in the graph G. The maximal closure sought for is determined by 
al1 nodes in the subset of nodes containing the source node defined with respect to 
a minimum cut on the modified graph. A minimal cut is determined by a maximal 
flow algorithm. Figure 5.1 illustrates t his procedure. 
1 
2 1 , '  
Precedence Graph Picard Graph 
( The dashed line represents the minimal cut ) 
Figure 5.1 Precedence graph and associated Picard's graph 
A number of algorithrns to  solve the maximal flow problem are available in the 
literature [l, 111. An initial comparative study of the application of various maxi- 
mal flow problems to the problem of maximal closure on graphs arising from mining 
applications has been published in the form of a research report [24]. Preliminaxy 
results indicate that a pre-flow algorithm with Highest Label order, with theoretical 
cornplexity of o(n2ma), appears to provide good results for the problems at hand, 
where n is the number of nodes and m is the number of arcs. Numerical experiments 
show a computer time growing linearly for problems with 10,000 to 100,000 nodes. 
The largest problems with 100,000 nodes and 1,000,000 arcs are solved in less than 
20 seconds CPU on HP9000/735 machine. 
The following definitions are useful for describing this algorithm: 
A pre-flou f on G is a real-valued function on the arcs of the graph G such 
that: 
O < - f( i ,  j )  5 c(i, j) for ail (i, j) E A 
e ( i )  = f(j, i)  - f ( i ,  j )  2 O for al1 i E N - {s) 
j ~ r ; l  
A node is said to have a surplus e(i) if i E N - {s) and e(s) = m. A node 
i E N - {s, t )  is said to be active if e(i) > 0. 
A valid labelling for a pre-flow f is a function d( )  of the node set onto the set 
of natural numbers such that d ( s )  = n? d ( t )  = O and d(i) 5 d ( j )  + 1 for any residual 
arc ( i  j )  (An arc ( 2 ,  j) is said to be reszdual if f (i, j )  < c(i, j ) ) .  
The preflow algorithm maintains an initial pre-flow f initially set equal to arc 
capacities on arcs emanating from the source and zero on al1 other arcs. The al- 
gorithm improves the pre-flow by "pushing" node surpluses from the source toward 
the sink across residual arcs, estimated using valid labelling on the residual shortest 
path. 
We now describe the algorithm. For each node i E N, let I ( i )  indicate the 
set of arcs incident to i made up of the set of pairs {i, j )  such that (il  j) E A or 
( j  ) A In addition, a current arc, initially taken as the first element of I(i),  is 
associated with each node i. The steps of the algorithm are as  follows: 
While t here is an active node do: 
1. Select an active node i, and its associated current arc (i, j).  
The Push-Relabel(i) step consists in applying one of the following three cases: 
Push: if d(i) > d( j )  and f (2, j) < c(i, j) then push 6 = min{e(i), c(i. j) - 
f (i, j ) )  flow units from i to j by increasing f (2, j )  and e(j) by 6 and by de- 
creasing f ( j ,  i) and e(i) by d. 
Next current arc: if d(i) 5 d(j) or f (il j) = c(i, j )  and ( 2 ,  j )  is not the last 
arc in I(i),  then replace (i, j) as current arc by the next arc in I ( i ) .  
Relabel: If d(i) 5 d(j)  or f (il j) = c(i, j )  and (i, j )  is the last element of I ( i ) ,  
then replace d(i) by 1 + min{d(k) 1 (i, k) E I(i)and f (il k) < c(i, k)  ) and take 
the first element of I( i)  as current arc for i. 
The performance of this algorithm depends on the order in which the active 
nodes are examined. This research has adopted the Highest Label order. The ap- 
proach consists in always selecting the active node which has the highest distance 
label and continuing to process this node as long as it is active and unlabeled. Us- 
ing an array of lists, TAB, the element A: of which is the list of active nodes with 
distance label is k, and setting k' as the highest index value corresponding to a non 
ernpty list, the highest label node to examine is choosen arbitrady from TAB[k8]  
list. When the algorithm terminates, source-side nodes in a minimal cut are deter- 
mined by a breadth-first search on the graph of residual arcs, starting at the source. 
The pre-flow algorithm as described could be specialized to determine the min- 
imal cut, without having to determine optimal flows on the gaph. The modification 
consists in considering a node i as active if e(i) > O and d(i) < n. Subproblem so- 
lution for the algorithm described in this article uses this specialized minimal cut 
algorithm. 
5.2.4 Exploration heuristic 
While Lagrangian relaxation produces a good upper bound, finding a feasible so- 
lution is still a matter of luck. Furthermore, the bundie method to solve the dual 
problem, while it arrives at the optimal solution after very few iterations, generates 
solutions which are not feasible for the original problem. The heuristic proposed here 
rernedies this difficulty by constructing a feasible solution to the original problem 
from an arbitrary unfeasible solution. When required, we apply this heuristic every 
iteration of the dual optimization process in order to cause the current solution to 
become feasible. 
5.2.4.1 Structure of the heuristic 
This heuristic uses a greedy algorithm. It begins with a graph closure that does not 
satisfy the resource constraints and eliminates nodes untii it obtains a new closure 
that does satis& these constraints. Nodes are selected for elimination in such a 
way that the value of the closure decreases as  little as possible and the surpluses 
on constraints not satisfied by the current closure are reduced as much as possible. 
This selection is guided by criteria described in the next subsection. In addition, a 
node is not a candidate for elimination unless none of its predecessors in the graph 
belongs to the current closure. Lets define a frontier as the set of nodes belonging 
to the closure that are possible candidates for elimination. The heuristic consists in 
sorting the elements of the frontier set according to a given selection criterion and, 
at each stage, elirninating the best candidate, re-calculating surpluses on resource 
constraints and updating the set of fiontier elements. 
The following definitions are required to develop this heuristic: 
X = {i : zi = 1) is the set of nodes making up the original unfeasible closure. 
F = {i E X : I';' n X = 0) is the set of frontier nodes for the closure defined 
by x 
K is the set of resource constraints 
ak = max(0, xi,, ski - bk) Vk E K is the surplus on constraint P 
J = {k E K / ak > O} is the set of constraints violated by closure X 
The steps of the heuristic are as foUows: 
Step O 
- lnitialize X and F 
- Calculate crk Vk E K 
Step 1 
- J = {k E K : crk > O}, the set of violated constraints. 
- if 1 JI = 0 stop, the current solution X is feasible. 
- pk = ak Vk E J 
- Qi E F calculate the criterion ri 
Step 2 
While (VR E J Pk > O) 
- i* = argmin{ri, i E F }  
- X = X \ { i * )  and F = F\{i'} 
- For al1 i E ri* such that F n I'f l = 0 
F = F u {i} 
calculate ri 
- Vk E J Pk = max(0, Bk - ahi-) 
End while 
Set crk = ,ûkm E J ; go to step 1. 
With each etenent of F, the set of closure frontier nodes, is associated a value 
ri that serves as a b a i s  for selecting the node to eliminate. The elements of F rnay be 
kept in a list sorted in increasing order by ri. In step 2, therefore, the first element 
in this list is the candidate element i*. In addition, new elements of F must be 
inserted at the right place in the list to maintain this order. Whenever a constraint 
ceases to be violated by the current closure (step l), the r, are recalculated for al1 
elements of F and the list is resorted. 
5.2.4.2 Selection criteria 
A node in the frontier set is selected for elimination if doing so leads to the srnallest 
reduction in the d u e  of the current closure and contributes to the greatest reduction 
in surplus on the resource constraints. The surplus on resource constraint k ,  denoted 
ak, is calculated as follows: a' = max(0, Ciex ski - bn)  where X is the set of nodes in 
the current closure. The contribution of a node element of X to reducing constraint 
surplus by dk ûki, where dk is 2 weight associated nith the constraint k (and 
a function of the surpluses crk) .  The weights dk may be calculated in two different 
ways: 
(4 dk = a k / ( C  a') 
kEK 
A' if ak > 0, 
(4 dk = { 
O i f a k = O  
The second method for calculating weights assumes knowledge of the dual mul- 
tiplier~ associated with the resource constraints. Three criteria for selecting nodes 
for elimination are proposed: 
O criteria 1: ri = y - CkEK d'ak where dk is calculated by using (a). 
critena 2: ri = ci/ GEK dkaki where dk is calculated by using (a). 
O cnteria 3: ri = c, - EkEK haki  where dk is calculated by using (b). 
Criteria 1 and 2 are simple, intuitive criteria based on differences or ratios 
between reduction in the value of the closure and reduction in resource constraint 
surpluses. Criterion 3, which is based on the dual multipliers, makes use of reduced 
costs. Therefore, it measures variation in the upper bound obtained using these 
multipliers if node i is removed from the current closure. Therefore, using this 
criterion to eliminate a node fkom the current closure leads to the smallest decrease 
in the value of the current closure. The success of the heuristic when this criterion 
is used depends on the quality of the multipliers and of the initial closure. 
5.2.5 Numerical results and conclusion 
Numerical tests have been conducted on 15 groups of test problems, each containing 
ten problems. Problems in the same group have the same nurnber of nodes and 
the same ratio R, between the mean resource availability and mean resource con- 
sumption per node. This ratio is an estimate of the number of nodes making up the 
desired closure. Table 5.1 describes the goups with respect to the number of nodes 
and the ratio &. The group corresponding graphs used in test problems and those 
arising from minera1 application adressed in section 5.2.2 are similar. These graphs 
are acyclic and have on average ten successors per node. That is, such a graph has 
10n arcs, for n being its number of nodes. Three resource constraints are considered 
for each problem, with consumption at nodes generated randomly to fd1 between 
O and 10 with two decimal places. Node values are also generated randomly to lie 
between -10 and 10, with two decimd places. 
The tests that will be presented here attempt to demonstrate the efficiency 
of the bundle method to adjust the duai multipliers when using lagrangian relax- 
ation on maximal closure problem with resource constraints. We compaxe it to the 
commonly used subgradient method. We focus on bound quality and the required 
number of subproblem evaluations. The subproblem is a classical maximal closure 
problem and the number of times it is solved yields an excellent indicator of the 
overall computer tirne. 
Results are divided in three parts: 
The first part (see table 5.2) tries to determine the best proposed heuristic 
criteria. The following strategy was adopted to compare the three criteria. The 
heuristic was called using each critena, using the last unfeasible solution obtained 
during application of the bundle method. For each criterion, the percentage gap 
from the initiai unfeasible solution was calculated. Table 5.2 presents, for each 
group and by criterion, the mean such gap obtained. These results indicate that 
criterion 3, based on dual multipliers is the most satisfactory while gaps obtained 
using criteria 1 and 2 are similar and greater. Criteria 1 and 2 are useful, however, 
in cases where the dual multipliers are unknown. 
In the second part of the results presented in table 5.3, we study the behaviour 
of the bundle method according to the degree of tolerance of the stopping criteria, 
on the different groups of problems considered. 
In these tables, we use the following notations : 
UB : upper bound on the optimal solution 
LB : lower bound (best final feasible solution) 
#eual : total number of subproblem evaiuations 
Table 5.3 illustrate the changes in mean upper and lower bounds obtained by the 
bundle method, as a function of the tolerance g used in the stopping criterion, and 
present the mean number of subproblem evaluations for each group, as a function 
of the tolerance g. These tables indicates that the gap between the mean upper 
bound and mean lower bound increases as the tolerance increases, for each problem 
group. A cornparison of results obtained for g = 0.001 and g = 0.1 reveals that 
this increase in gaps is generally srnall and can be accounted for by an increase in 
the upper bound. The lower bounds obtained for the two tolerance values rernain 
about the same. In addition, use of tolerance ç = 0.1 parantees, for each group of 
problems, a reduction of between three and four in the mean number of subproblem 
evaluations, compared with tolerance g = 0.001. In view of these results, a tolerance 
of 0.1 has been used in the stopping criterion of bundle method. This value provides 
lower bounds similar in quality to those of the other tolerance values and reduces 
the number of subproblem evaluations. 
The third part, (see table 5.4) compares the bundle method and the subgra- 
dient method for solving maximal closure problem with resource constraints. Also 
we attempt , in this part, to highlight the contribution of the heuristic proposed to 
built feasible solutions. Table 5.4 compares the subgradient and bundle methods, 
by presenting the rnean number of subproblem evaluations (#eual) and the mean 
percentage gap (%Gap) between the dual upper bound and the value of the best 
known feasible solution, for each group and each approach. Results for the bundle 
method were obtained by using g = 0.1. This table also shows the reduction in 
gaps achieved by the heuristic based on criterion 3, when combined with the bundle 
method. These results indicate that solution of the problem of maximal closure 
with resource constraints on large-scale graphs requires an approach involving few 
subproblem evaluations. As can be seen from Table 5.4, the bundle method reduces 
the geometric mean of the number of subproblem evaluations by 50%, compared 
with the classical subgradient approach. (The geometric mean is used to accommo- 
date nurnbers of Msying orders of magnitude.) This reduction implies considerable 
savings in computation time in practice, since the subproblems are very larges. Fur- 
thermore, the bundle method guarantees a high quality of dual multipliers and, 
generally, if a feasible solution is obtained dunng the resolution process the value of 
this solution is close to the optimal dual solution value. This behaviour is reflected 
in Table 5.4, which shows the smaller percentage gaps for the bundle method as  
opposed to the subgradient method. Further analysis of these results shows that 
out of the 15 groups of problems tested, the bundle method reduces the gaps of 11 
of the tested groups in cornparison to the gaps obtained by the subgradient method. 
As well, the number of subproblem evaluations in al1 the tested groups are srnaller 
in the bundle method than in the subgradient method. 
Gaps obtained by the bundle method are essentially integrality gaps, which 
may be reduced through heuristics that explore the neighbourhoods of unfeasible 
solutions to find feasible solutions that improve the lower bound on the optimal 
solution. As shown in Table 5.4, the simple heuristic proposed here to solve this 
problem reduces by 24% the geometric mean of integrality gaps found using the 
bundle method. Importantly, these gaps decrease with problem size and are on av- 
erage less than 1% for problems of 10,000 nodes and over. 
These results contradict the conclusion of the article by Zhao & Kim [26], who 
daim that Lagrangian relaxation is not suitable for this kind of problem. These 
authors, however, considered a very small problem with resource constraints ex- 
pressed as equations. The present study has shown that Lagrangian relaxation is 
in fact suitable for maximal closure problems with resource constraints, and that 
it yields very smdl gaps for large-scale problems. While it iç possible to construct 
small problems demonstrating large gaps, most problems in practice (especially in 
rnining industry applications) are quite large. As this article has shown, Lagrangian 
relaxation is highly appropnate for such problems and yields very small gaps. 
While the Lagrangian relaxation approach using the bundle method to adjust 
multipliers may produce few feasible solutions, any unfeasible solutions obtained 
in later iterations violat e the relaxed constraints only slightly. The heuristic can 
then adjust them to be feasible without causing their value to decline too much. 
The bundle method guarantees high quality dud multipliers and excellent solutions 
very close to the desired feasible solution, thus ensuring that the heuristic will be 
effective. 
Table 5.1 Problem classification 
Table 5.2 Cornparison of criteria in the heuristic 
v 
No. nodes 
Average Ratio R,,, 
10 1 30 1 100 1 300 1 1000 13000 1 
Table 5.3 Behavior of the bundle method as a function of tolerance g. 
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5.3 Conclusion 
L'article présenté dans ce chapitre traite le problème de la fermeture maximale avec 
contraintes de ressource sur un graphe. Il présente une approche de résolution à ce 
problème basie sur la relaxation lagrangienne des contraintes de ressource. Dans 
cette approche, l'ajustement des multiplicateurs est effectué par la méthode de fais- 
ceaux et le problème lagrangien est résolu comme une fermeture maximale classique 
par un algorithme de flot maximum. Une heuristique simple est utilisée pour rendre 
les solutions du lagrangien non admissibles, réalisables aux contraintes de ressource 
dualisées. 
Cet article montre que pour des problèmes tests générés aléatoirement, la 
méthode de faisceaux, comparativement à la méthode du sous-gradient, permet 
d'ajuster à l'optimalité les multiplicateurs en résolvant en moyenne 10 fois le problème 
de fermeture maximale. Il montre aussi que le gap entre la valeur de la solution pri- 
male réalisable déterminée par l'heuristique et la borne supérieure obtenue par la 
relaxation lagrangienne, est de l'ordre de 1.5% pour les problèmes tests. 
Cet article qui considère le problème de planification réduit à une seule période 
montre que la relaxation lagrangienne utilisant une méthode d'ajustement des mul- 
tiplicateurs efficace est une approche prometteuse pour le développement d'une 
méthode de résolution au  problème complexe de la planification de l'exploitation 
dans une mine à ciel ouvert. L'extension de cette approche au problème global sera 
abordée au chapitre suivant en se basant sur le contenu de cet article. 
CHAPITRE 6 
Fermeture maximale sur un réseau 
rnulti-périodes avec contraintes de ressource: 
Application à la planification minière 
6.1 Introduction 
Considérons un graphe orienté dont les nœuds sont valorisés. Ces valeurs peuvent 
être positives, négatives ou nulles. On appelle fermeture sur ce graphe un ensemble 
de nœuds L du graphe tel que si un nœud appartient L, tous ses successeurs appar- 
tiennent aussi à L. Une fermeture maximale est une fermeture sur le graphe dont la 
somme des valeurs des nœuds est la plus grande possible. Le problème de fermeture 
maximale a été largement abordé dans la littérature[37, 381 et plusieurs approches 
de résolution lui ont été proposées. Nous utilisons l'approche de Picard [37] qui 
consiste à le résoudre comme un problème de flot maximum sur un graphe étendu 
formé à partir du graphe sur lequel la fermeture est recherchée. Cette approche est 
simple et systématique, comparativement aux autres approches proposées dans la 
littérature. 
Le problème de la fermeture maximale avec contraintes de ressource est un 
problème de fermeture maximale classique sur un graphe auquel sont ajoutées des 
contraintes sur la consommation des ressources au niveau des nœuds. La ferme- 
ture recherchée doit être de valeur maximale par rapport à toutes les fermetures 
qui respectent les disponibilités des ressources. Pour traiter les problèmes de fer- 
meture maximale avec contraintes de ressource, nous avons proposé une approche 
de résolution basée sur la relaxation lagrangienne des contraintes de ressource [43]. 
Dans cet te approche, l'ajustement des multiplicateurs de Lagrange est effectué par 
la méthode de faisceaux et le problème de fermeture maximale classique est résolu 
par un algorithme de flot maximum. Pour rendre les solutions obtenues par cette 
approche réalisables, nous avons incorporé au processus de résolution précédent 
une heuristique d'exploration qui permet d'obtenir des solutions satisfaisant les con- 
traintes de ressource à partir de solutions du problème relaxé. La relaxation lagrang- 
ienne accompagnée de l'heuristique proposée présentent d'excellentes solutions avec 
des gaps entre les bornes supérieure et inférieure très petits. 
Dans ce chapitre, nous considérons un graphe dont les nœuds sont valorisés 
sur plusieurs périodes d'un horizon de temps. Nous supposons qu'à chaque période 
est associé un ensemble de contraintes de ressource. Nous cherchons à sélectionner 
un ensemble de nœuds pour chaque période de façon à maximiser la valeur totale 
des ensembles sélectionnés. L'ensemble des nœuds sélectionnés pour une période 
doit satisfaire les contraintes de ressource de la période. En plus, si un nœud 
est sélectionné à une période, tous ses successeurs dans le graphe devraient être 
sélectionnés à la même période ou déjà sélectionnés aux périodes antérieures. Nous 
imposons dans ce problème qu'un nœud du graphe ne peut être sélectionné qu'une 
seule fois durant toutes les périodes. Ce problème est un problème de fermeture 
maximale sur un réseau multi-périodes en présence de contraintes de ressource. 
Ce problème de fermeture maximaie sur un réseau multi-périodes en présence 
de contraintes de ressource est formulé à la section 6.2. L'approche de résolution 
sera présentée à la section 6.3. La section 6.4 présente les résultats obtenus sur 
des problèmes tests générés aléatoirement et, à la section 6.5, nous présentons une 
application de ce problème en planification minière et donnons les résultats obtenus 
sur un jeu de données tirées de 
dernière section de ce chapitre. 
la vie réelle. Les conclusions sont présentées à la 
6.2 Description du Problème 
Considérons un graphe orienté G(N, A) où N est l'ensemble des nœuds et A est 
l'ensemble des arcs. En considérant h' ressources consommées au niveau des nœuds 
de ce graphe, soit ski k = 1, . . . , K la consommation de la ressource k au niveau 
du nœud i, et l$ la disponibilité de cette ressource k à la période p ( p  = 1,. . . , P). 
En associant à chaque nœud i du graphe une valeur <, pour chaque période p, qui 
peut être positive, négative ou nulle, le problème traité dans ce chapitre cherche à 
déterminer pour chaque période p un ensemble de nœuds EP tel que qZ1Eq  forme 
une fermeture sur G et tel que la consommation de chaque ressource k par l'ensemble 
des nœuds EP respecte la disponibilité de la ressource l$ à la période p. La valeur 
totale des ensembles à déterminer CL, CiCEP Cf doit être maximale. 
Ce problème se présente comme un problème de fermeture maximale en présence 
de contraintes de ressource sur un réseau multi-périodes constitué de P copies du 
graphe G, identifiées pour chaque période p = 1, ..., P par GP(NP, AP) où : 
NP = { i / p  : i E N )  et AP = {(ilp, j/p) : (2, j) E A}.  
Les éléments de NP sont notés ilp plutôt que d'utiliser (il p), la notation clas- 
sique du produit d'ensemble, pour éviter la confusion avec les arcs de l'ensemble 
A. D'autre part, le réseau G comprend l'ensemble des arcs ( i l p ,  i/p + 1) où i E N 
et p = 1, . . . , P - 1 qui relient tout nœud i/p du graphe GP à son semblable i / p  + 1 
dans le graphe GP+'. 
La consommation d'une ressource k au niveau d'un nœud i du graphe G est 
considérée comme la consommation associée à chacun des nœuds ifp ( p  = 1, . . . , P) 
du réseau. De même la valeur cf associée au nœud i de G à la période p devient la 
valeur associée au nœud i / p  du réseau. 
À cause de la présence des arcs inter-périodes dans le réseau, l'ensemble des 
nœuds SP sélectionnés dans la fermeture du graphe GP est inclus dans l'ensemble 
des nœuds SP+l sélectionnés dans la fermeture du graphe (Y+'. Les ensembles 
recherchés sur le graphe G, E* (p = 1,. . . , P) sont déterminés par différence des 
ensembles SP comme suit: EP = SP \ Sp-l pour p = 2,. . . , P et E' = SL. Les deux 
figures 6.1 et 6.2 illustrent ces relations. 
Figure 6.1 Exemple de fermeture sur un réseau rnulti-périodes 
Figure 6.2 Équivalence de la fermeture sur le réseau avec les ensembles EP recherchés 
sur le graphe G 
Ce problème de fermeture sur le rtseau multi-périodes se formule en utilisant 
les variables suivantes: 




4 - 21 5 0 pour (ilp, j/p) E AP, p = 1 ,..., P (6-3) 
Dans cette formulation, les coûts et les contraintes pour une période p portent 
sur les ensembles EP. L'objectif (6.1) de cette formulation se réécrit, en définissant 
d = < -<+' pour p = 1. .... P - 1 et = 6. comme suit: max~:, zieNq<- 
Cet objectif maximise la valeur totale de la fermeture. Les contraintes (6.2) représentent 
les contraintes de ressource pour les différentes périodes. L'ensemble des contraintes 
(6.3) traduit les relations de précédence entre les nœuds des graphes GP. Ces con- 
traintes sont représentées, pour chaque graphe GP correspondant à la période p, par 
l'ensemble des arcs AP. Les contraintes (6.4) présentent les relations de précédence 
entre les périodes. Ces contraintes (6.4) imposent que la sélection d'un nœud i/p du 
graphe GP dans la fermeture sur le réseau multi-périodes soit au préalable précédé 
par la sélection de ses semblables aux périodes antérieures. 
Ce problème trouve une importante application en planification minière. Un 
gisement minier est habituellement subdivisé en blocs parallélipédiques où chaque 
bloc est accompagné de l'ensemble des informations pertinentes pour la prise de 
décision de son exploitation. De même, à chaque bloc est associée une valeur qui 
peut être positive, négative ou nulle qui représente le profit tiré ou la perte encourue 
s'il est exploité. La planification de l'exploitation d'un tel gisement sur un horizon 
de plusieurs périodes consiste à déterminer l'ensemble des blocs à exploiter durant 
chacune des périodes de façon à maximiser les revenus générés à la fin de l'horizon. 
Dans cette application les graphes en jeu sont de très grande taille, soit une centaine 
de milliers de nœuds et un million d'arcs. La  taille du réseau de planification est P 
fois la taille d'un graphe d'une seule période. 
Cette planification doit tenir compte de deux ensembles de co&aintes: 
- L'ensemble des contraintes physiques qui imposent qu'un bloc ne doit être 
exploité que s'il est à découvert (généralement on considère qu'un bloc est contraint 
par ses neuf voisins du niveau supérieur). Ces contraintes sont traduites par les arcs 
du réseau définissant les relations de précédence entre les blocs représentés par les 
nœuds. 
- L'ensemble des contraintes de ressource qui définissent les capacités des in- 
stallations pour chaque période de l'horizon de planification. 
6.3 Approche de Résolution 
La formulation (P) précédente est celle d'un problème de fermeture maximale sur 
un réseau multi-périodes de grande taille en présence de contraintes de ressource. 
L'approche que nous avons déjà utilisée pour traiter ce type de problème sur un 
graphe de taille raisonnable (431 pourrait être employée mais en pratique la taille du 
réseau représente une difficulté majeure. Il est quasiment impossible de prendre en 
mémoire d'une machine un réseau de cette taille pour y déterminer une fermeture 
par un algorithme de flot maximum. 
L'approche de résolution qui sera présentée dans cette section utilise la re- 
laxation lagrangienne des contraintes de ressource gui conduit à un problème de 
fermeture maximale classique sur un réseau multi-périodes. Afin de contourner la 
difficulté liée à la taille du réseau, nous relaxons l'ensemble des contraintes inter- 
périodes pour se ramener à P graphes indépendants (P est le nombre de périodes) 
où sur chaque graphe qui est de taille raisonnable, il est possible de déterminer une 
fermeture maximale. Cette approche combinant la relaxation lagrangienne des con- 
traintes de ressource et l'élimination des contraintes inter-périodes, fournie une borne 
supérieure sur la solution optimale du problème (P). Pour déterminer une borne 
inférieure représentant la valeur d'une solution réalisable, on utilise une heuristique 
qui en cherchant à satisfaire les contraintes de ressource relaxées, tient compte des 
contraintes inter-périodes. 
6.3.1 Borne Supérieure 
Pour calculer une borne supérieure au problème (P), nous relaxons les contraintes 
inter-périodes (6.4). Ainsi on se retrouve avec un problème (Pl) constitué de 
l'objectif (6.1) et des contraintes (6.2)' (6.3) et (6.5). En définissant les termes 
suivants: 
A : matrice (K x n) des coefficients des contraintes de ressource; 
X P  : vecteur des variables, ,YP = (&&. . . , X P , ) ~ ;  
: vecteur des coûts à la période p, = (8, g, . . . , c); 
bP : vecteur des disponibilités des ressources, b P  = (bf , e, . . . , &)T; 
D : domaine des vecteurs XP, D = (XP : $ 5 21 V ( i l p ,  j / p )  E AP et 4 E 
{0,1) i E N ) .  
Le problème (Pl) s'écrit de façon plus compacte: 
max C ' X ~  + c2x2 + . . . + ëPxp 
AX' - < b1 
- AX' + AX2 - < b2 
- AX2 + AX3 5 b3 
- AXP-' + AXP 5 bP 
XP E D V p =  1, ..., P. 
Pour déterminer une borne supérieure pour le problème (Pl), qui est aussi une borne 
supérieure au problème (P), on procède par relaxation lagrangienne des contraintes. 
Ainsi, en associant à chaque groupe de contraintes p le vecteur de multiplicateurs 
A* 2 O, le dual du problème (Pl) s'écrit: 
f (A', x ~ ,  . . ., A P )  = max PXP + X'(bl - AX') + A p ( b p  - AXp + A X P - l ) .  
Xf D 
p=l pz2 
L'optimisation de la fonction duale f () par la méthode de faisceaux ou par 
une méthode équivalente prend beaucoup de temps de calcul (voir section 6.4). 
Pour remédier à cette difficulté et afin de pouvoir traiter des problèmes de plusieurs 
périodes en un temps raisonnable, nous résolvons le dual d'une relaxation de (Pl). 
Considérons la relaxation (RPI )  du problème ( P l )  obtenue en remplaçant le 
bloc de contraintes de second membre b P  par l'addition des p premiers blocs de con- 
max C'XI + C~X' + ... + zPxp 
ilX1 5 b' 
AX2 5 b1 + b2 
AXP 5 b 1 + b 2 + * . . + b P  
XP E D Vp= 1, ..., P. 
En associant à chaque groupe de contraintes p, le vecteur de multiplicateurs aP 3 0, 
le dual de (RP1) s'écrit: 
(DRP1) min g(al, a*, .. . , crP) où 
a20 
g(al ,  a2, .. . , aP) = max C CPxp + C aP(C bq - AXP). 
XED ,,=l p=l q=l 
Notons que le dual de (Pl), minAzo f (A1, A2, . . . , A') est équivalent au problème: 
P 
(DP1) min(g(crl, a2,. . , aP) : 1 aq 2 O ; p = 1,. . . , P ) ,  
4=P 
P qui est obtenu en posant le changement de variables AP = x,, aq pour p = 1,. . . , P 
dans le dual de (P l ) .  La résolution de ce nouveau problème dual (DP1 sous sa forme 
go) par la méthode de faisceaux prend moins de temps que celle de son équivalent 
(DP1 sous sa forme f ()), mais elle reste très lente pour le traitement des problèmes 
de grande taille. Dans ce nouveau problème, la fonction g() est séparable par période 
mais la présence de contraintes couplantes sur les variables vient diminuer l'avantage 
de cette propriété. 
Nous avons opté pour la résolution du dual de la relaxation ( P l )  qui n'est autre 
que le problème (DP1) dans lequel les contraintes couplantes sur les variables a 
sont remplacées par des contraintes de non négativité. Nous montrons dans le 
développement qui suit, qu'à toute solution duale de la relaxation on peut con- 
struire une solution duale de même coût au problème initial (Pl). En plus, nous 
déterminons des conditions permettant de vérifier si une solution duale optimale 
du problème relaxé est duale optimale pour (Pl). Si ces conditions ne sont pas 
vérifiées, on montre que l'optimisation de la fonction duale f () peut être initialisée 
avec la solution optimale duale de la relaxation et que l'ensemble des sous-gradients 
accumulés lors de l'optimisation de la relaxation se convertit en un ensemble de 
sous-gradients pour la fonction duale f 0. 
Pour faire ressortir les liens entre les deux fonctions duales f et g, nous mon- 
trons les propriétés suivantes: 
propriété 1: 
P min f ( Y ,  x ~ ,  .. . ,A")  5 ming(cr',a2,. . . ,a ) 
A l 0  a20 
propriété 2: A tout point (X, a', a2, . . . , aP) où la valeur de la fonction 
duale g() est g, correspond le point (X, A', X2, .  . . , XP) défini par: 
P 
XP = C d  v p  = 1, ..., P 
Q=P 
et tel que la valeur de la fonction duale f () en ce point est g. 
0 propriété 3: Soit s, un sous-gradient de g() au point (5' , a2, .. . , aP), défini 
par sg = xi=, bq - AXP V p = 1,. . . , P, alors la fonction duale f () admet un 
sous-gradient sf défini par s; = s9 et sPf = si - SC-' pour p = 2 , .  . . , P au 
-1 -2 -P 
point (A , X , . . . , X ) satisfaisant les relations de la propriété 2. 
Les propriétés 1,2 et 3 se déduisent du fait que la fonction duale g() est obtenue de 
la fonction duale f()  par changement de variables. 
propriété 4: Soient (a', 2, . . . , aP) les multiplicateurs duaux optimaux 
-1 -2 -P associés à (RP1). Les multiplicateurs correspondant de (Pl), (A , X , . . . , A ) 
déterminés par les relations de la propriété 2 vérifient la relation suivante: 
1' 2 x2 2 - . . 2 xAP 1 O. Ces multiplicateurs sont optimaux pour (Pl) sauf 
-Y+l s'il existe un q tel que Xq = X et xP > 0. 
preuve: La relation 1' 2 x2 2 . . . 3 Z' 2 O se déduit des relations de la 
propriété 2 car les S' sont non négatifs. Cette relation se vérifie suivant 4 cas 
de figures principaux: 
Pour les 3 premiers cas, les multiplicateurs vérifient les conditions de complé- 
mentarité du problème (Pl). Dans le dernier cas, les conditions peuvent ne 
pas être satisfaites, donc les multiplicateurs peuvent ne pas être optimaux pour 
le dual de (P l ) .  Dans les 3 premiers cas, la résolution du dual (DRP1) est 
équivalente à celle de (DP1). Dans le dernier cas, une ré-optimisation du 
dual de (DP1)  à partir de la solution optimale de (DRP1) est nécessaire pour 
déterminer les multiplicateurs optimaux. 
La propriété 4 suggère qu'à la suite de l'optimisation de la fonction duale g ( )  
du problème relaxé, on peut facilement vérifier si la solution optimale obtenue est 
optimale pour la fonction duale f () du problème (Pl). Si pour un type de contraintes 
k, la situation suivante se présente: 
E: > O et il existe q < P tel que 3 = O  
, alors l'optimum de f (.) n'est pas atteint. Dans ce cas, les propriétés 2 et 3 nous 
permettent d'utiliser toute I'information accumulée lors de I'optimisation de g () pour 
initialiser celle de f () dont la solution optimale ne devrait pas être éloignée de celle 
de g ( )  déjà obtenue. 
6.3.1.1 Optimisation de la fonction duale g( . )  
L'optimisation de la fonction duale g ( )  associée au problème (RP1) est effectuée par 
la méthode de faisceaux. La fonction g ( )  est une fonction décomposable par période. 
Le problème correspondant à une période p s'écrit comme suit: 
min ZP(aP) où 
up /O  
La fonction ZP(a*) est une fonction convexe linéaire par morceaux qui admet en 
tout point a j  un sous-gradient sj dont la composante k (k = 1, .. . , K) est donnée 
par : S$ = x:=i b: - CicN akizf, où 2f ( i  E N )  est la composante correspondant 
au nœud i du vecteur solution d'un problème de fermeture maximale classique sur 
le graphe GP correspondant à la période p. Dans ce graphe, la valeur associée à un 
nœud i / p  est donnée par - xfZK=, Ol;aki. NOUS résolvons le problème de fermeture 
maximale classique sur le graphe GP par un algorithme de flot maximum. 
Pour l'optimisation de la fonction ZP(CrP), nous avons proposé dans l'article 
[43] la méthode de faisceaux pour la détermination des multiplicateurs optimaux. 
Nous y avons comparé la méthode de faisceaux et celle du sous-gradient. La méthode 
de faisceaux est une méthode itérative qui utilise un faisceau d'informations accu- 
mulées au cours des itérations; elle présente une réduction considérable du nombre 
d'évaluations de la fonction duale nécessaire comparativement à la méthode du sous- 
gradient généralement utilisée. Les résultats numériques présentés dans 1431 et qui 
ont porté sur des graphes présentant moins de 10,000 nœuds montrent la supériorité 
de cette méthode. Nous utilisons ici la même méthode sur des problèmes avec des 
graphes dont la taille peut être supérieure à la centaine de milliers de nœuds. 
L'optimisation de la fonction duale g() période par période nous donne une 
borne supérieure sur la solution optimale de (P l ) .  Cette borne est calculée comme 
suit: 
P 
Z,, = P(3)  où QP E argnin{P(aP) : aP 2 0). 
p=l 
6.3.2 Heuristique pour obtenir une solution réalisable 
Pour déterminer une solution réalisable au problème initial contenant les contraintes 
de ressource et les contraintes inter-périodes, nous utilisons une heuristique en deux 
phases. La première phase, qui est une généralisation de l'heuristique glouton 
présentée dans [43], détermine à partir d'une fermeture sur un graphe, une nouvelle 
fermeture réalisable pour les contraintes de ressource. Elle procède par élimination 
de nœuds à la frontière de la fermeture en se basant sur les coûts réduits. La 
deuxième phase utilise une recherche tabu simple pour améliorer la valeur de la so- 
lution réalisable obtenue lors de la première phase de l'heuristique. 
Nous utilisons cette heuristique à chaque itération du processus de résolution 
du problème décomposable, qui est une relaxation du dual du problème initial dans 
lequel des contraintes inter-périodes ont été supprimées. Ainsi, lors du traitement 
de la période p (p = 1,. . . , P) et à chaque itération de la méthode de faisceau qui 
détermine des multiplicateurs aux contraintes de ressource, l'heuristique détermine 
pour cette période une solution qui satisfait en même temps les contraintes de 
ressource de la période p et les contraintes inter-périodes entre p - 1 et la période p. 
Ceci est obtenu en considérant que la solution réalisable pour la période p - 1 est 
fixée quand on traite la période p. Ainsi, l'élimination d'un nœud à la période p ne 
peut donc se faire que s'il ne fait pas partie de la soIution de la période p - 1 qui 
est fixée. 
Le fait de considérer les solutions des périodes précédentes comme des solutions 
fixées quand on traite une période p permet à I'heuristique d'évaluer les disponibilités 
des ressources à la période p en vue d'obtenir une solution satisfaisant les contraintes 
de ressource à cette période. En plus, cette approche exploite correctement la struc- 
ture des coûts dans les problèmes de planification minière qui nous intéressent. Cette 
structure favorise l'extraction d'un bloc rentable le plus tôt possible, plutôt que de 
retarder son extraction à des périodes futures. L'utilisation de cette heuristique nous 
amène à construire une solution globale réalisable en construisant progressivement 
pour chaque période une solution réalisable pour les contraintes de ressource et pour 
les contraintes inter-périodes. 
Pour présenter cette heuristique, soit c r p  un vecteur de multiplicateurs associés 
aux contraintes de ressource de la période p et XP le vecteur solution du problème : 
Appelons 9 l'ensemble des nœuds du graphe défini par la solution XP, SP = {i : 
14 = 1) et p-' l'ensemble des nœuds du graphe sélectionnés dans une solution 
réalisable déterminée par l'heuristique à la période p - 1. De même nous notons 
y-' le vecteur solution associé à l'ensemble y-' 
Pour présenter les deux phases de cette heuristique on définit les ensembles suivants: 
Cet ensemble désigne l'ensemble des nœuds à la frontière intérieure de la fermeture 
d é h i e  par SP. Ces nœuds sont candidats à être retirés. 
Cet ensemble désigne l'ensemble des nœuds à la frontière extérieure de la fermeture 
définie par SP. Les nœuds de cet ensemble peuvent être ajoutés à la fermeture définie 
par SP sans violer les contraintes de précédence entre les nœuds. 
L'heuristique est composée de deux phases. La première convertit la fermeture 
définie par l'ensemble des nœuds SP en une fermeture satisfaisant les contraintes de 
ressource et les contraintes inter-périodes liant la période p - 1 et la période p. 
Cette phase fonctionne suivant une approche gloutonne qui retire des nœuds, en se 
basant sur un critère de sélection, de la fermeture courante jusqu'à satisfaction des 
contraintes. Les étapes de cette phase sont: 
Étape O : 
SP = s p  u y-' 
bP = b p  + AT-' 
Former F- 
Étape î : 
J = {k : Ci,, aci > g)  , ensemble des contraintes violées 
par la fermeture courante. 
Si 1 JI = O stop, la fermeture courante est réalisable. 
Calculer ri = q - XtcJ a k i 4  pour tout i E F- 
a Étape 2 : 
Tant que ( 1 J !  n'a pas changé) faire: 
i* E argmin{ri : i E F- e t  i p-') 
S.= S*\{iW) et <. = O  
Pour tout i E ri- tel que F- fi ïrL = 0 
F- = F- u {i) 
calculer ri 
Mettre à jour J 
M e r  à l'étape 1. 
La deuxième phase utilise une recherche tabu simple qui permet d'enlever ou 
d'ajouter des nœuds à la fermeture courante en vue d'améliorer sa valeur. L'idée 
de base d'une recherche tabu telle que décrite dans [16, 171 est de définir un en- 
semble de solutions possibles, et en partant d'une solution courante de trouver une 
autre meilleure par exploration de son voisinage. Dans notre cas une solution de 
départ est définie par la fermeture trouvée durant la phase gloutonne. Cette solu- 
tion est définie par l'ensemble des nœuds du graphe SP de valeur val(SP) = C i e s p  q. 
Cette solution de départ satisfait les contraintes de ressource du problème et  définit 
deux ensembles frontières F+ et F-. Nous définirons le voisinage de cette solution 
comme l'ensemble des fermetures qui peuvent être obtenues par ajout d'un nœud 
appartenant à l'ensemble F+ ou par retrait de la fermeture d'un nœud appartenant 
à F-. L'évaluation d'un élément du voisinage d'une solution courante définie par 
l'ensemble SP est faite comme suit: 
si j E F- v(sP \ { j ) )  = CiE~P\D.} Z- M c~K,I max(0, CiesP\lil aki  - $1 
si j E F+ v(sP u {j)) = CiE~PtJD.} $ -M  CE^ max(0, CiesPUD.) a*i - q) 
oii le paramètre M désigne une grande valeur positive. 
La clé d'une recherche tabu est qu'elle permet de dégrader l'objectif afin d'éviter 
d'être pris dans un optimum local. Pour éviter les recherches cycliques, une solu- 
tion récemment obtenue est considérée tabu pendant un certain nombre d'itérations. 
L'utilisation de cette heuristique constituée de la phase gloutonne et de la 
phase tabu dans le cadre de l'optimisation du problème dual décornposable se fait 
suivant le schéma suivant: 
Initialisation 
9 = 0 et ZLf = -CQ (p = 1,. . . , P) où P est le nombre de périodes. 
Poser p = 1 
A chaque itération de la méthode de faisceaux utilisée pour la résolution de : 
Soit crp le vecteur de multiplicateurs courant et XP la solution correspondante: 
Appliquer les deux phases de l'heuristique, pour déterminer une solution 
réalisable 2 de coût Z = Cis2p g .  
si 2 > Zrnf alors ZLf = Z et =- 
si p < P poser p = p+ 1 et aller à l'étape 1, sinon stop. La valeur de la solution 
réalisable globale est 2, = c;=, Zrnl et les ensembles solutions sont définis 
7 par S (p = I l . .  . , P). 
Les ensembles solutions satisfont les contraintes de ressource pour chaque période 
p et les contraintes inter-périodes car ils vérifient C Ffl pour p = 1,. . . , P - 1. 
6.4 Résultats Numériques 
Pour valider l'approche de résolution que nous proposons dans ce chapitre pour les 
problèmes de fermeture maximale sur un réseau multi-périodes en présence de con- 
traintes de ressource, nous avons traité des graphes générés aléatoirement. Comme 
l'objectif principal du développement de cette approche est de pouvoir traiter des 
problèmes provenant des applications minières, nous avons considéré des graphes de 
même nature que ceux qu'on rencontre dans ces applications minières. Ces graphes 
orientés présentent en moyenne dix successeurs paf nœud soit un nombre total d'arcs 
de 10n où n est le nombre de nœuds du graphe. 
Les facteurs importants que nous avons considérés pour classifier les problèmes 
générés sont la taille en terme de nombres de nœuds, le nombre de périodes et 
un ratio r, mesurant le rapport de la disponibilité moyenne des ressources sur la 
contribution moyenne d'un nœud à ces contraintes de ressource. Ce ratio mesure 
également de façon approximative le nombre de naeuds du graphe devant faire par- 
tie de l'ensemble de nœuds recherché durant chacune des périodes. Nous générons 
aléatoirement les contributions des nœuds aux contraintes de ressource ski entre O 
et 10 avec deux chiffres significatifs et les valeurs associés aux nœuds a la première 
période c,! entre -1.0 et 1.0 avec deux chifFres significatifs. Ces valeurs sont générées 
de façon à avoir un certain pourcentage des nœuds du graphe munies de valeurs 
négatives. A la lumière des données sur des gisements en exploitation, nous avons 
considéré un pourcentage de 33% pour les problèmes tests. Les valeurs pour les 
autres périodes sont calculés par la formule < = c f / ( l  + d)P où d = 0.1 qui simule 
la dépréciation des revenus d'exploitation en fonction du temps généralement con- 
sidérée dans les modèles de calcul de revenus en usage dans les exploitations minières. 
Pour chaque problème, nous avons considéré 5 contraintes de ressource par période. 
L'expérimentation est subdivisée en trois parties. Dans un premier temps, nous 
comparons La qualité de la borne supérieure obtenue en résolvant le problème dual de 
la relaxation (RP1) à la borne supérieure qu'on pourrait obtenir en résolvant le dual 
du problème original (P). Le tableau 6.1 présente les bornes (Z,,) , le nombre de 
résolutions du problème de fermeture nécessaire (# eval.) pour l'obtention de cette 
borne et les temps de calcul observés en secondes sur un ordinateur HP9000/735 
(CPU) sur 10 instances d'un problème de 18 000 nœuds et 5 périodes. 
Tableau 6.1 Comparaison des bornes supérieures obtenues par le modèle relaxé RP1 et 
le modèle original P sur des instances d'un problème de 18 000 nœuds et 5 périodes. 
II Prob. 4 1 1872.66 1 77 1 256 1 1872.59 1 I I 7  1 3416 11 
n 
Ce tableau montre que la qualité des bornes supérieures obtenues par la réso- 











des bornes obtenues en résolvant le d u d  du problème original (P). L'utilisation de 






























































la relaxation (KP1) est accompagné d'une économie considérable en temps de cal- 
cul. Pour ces problèmes ayant une petite taille, le tableau montre un temps moyen 
de traitement de 3 à 4 minutes pour (RP1) comparativement à un temps CPU de 
plus d'une heure pour le modèle original. Notons que le nombre d'évaluations (#  
eval.) représente pour le modèle relaxé (RP1) la somme du nombre d'évaluations des 
problèmes de fermeture maximale sur un graphe correspondant à une seule période 
et représente pour le modèle original (P), le nombre d'évaluations du problème de 
fermeture maximale sur un réseau dont la taille est 5 fois celle d'un graphe corre- 
spondant à une période. 
À la lumière de ces résultats, il est prévisible que le calcul de la borne supérieure 
par la résolution du dual de (P) nécessitera de très grand temps de calcul pour les 
problèmes ayant une taille de 100 000 nœuds et plus. Ainsi nous avons opté pour 
la résolution de la relaxation (RP1) même si parfois elle peut fournir une borne de 
qualité moindre que celle qui aurait été trouvée via la résolution du dual complet. 
Notons que le dual de (RP1) présente deux niveaux de relaxation par rapport au 
dual du problème original (P). Les contraintes inter-périodes présentes dans (P) 
sont absentes dans (RP1) et le domaine des variables duales a été restreint dans le 
dual de (RP1). 
La deuxième étape de cette expérimentation porte sur les résultats obtenus 
par l'approche de résolution proposée qui résout le dual de la relaxation (RP1) pour 
calculer une borne supérieure et utilise une heuristique pour déterminer une solu- 
tion réalisable. Les tableaux 6.2 et 6.3 présentent ces résultats pour un ensemble 
de problèmes tests. Chaque tableau est subdivisé en trois parties. Chaque partie 
correspond à un groupe de problèmes obtenus en variant l'un des trois facteurs car- 
actérisant les problèmes (nombre de nœuds, nombre de périodes et ratio r,) et  en 
fixant les deux autres. Les résultats présentés sont des moyennes de 10 instances du 
même type de problème générées aléatoirement. Pour chaque type de problème, 
les tableaux présentent une moyenne sur la valeur de la borne supérieure Z,, 
obtenue par la résolution de la relaxation (RPl), une valeur moyenne de la borne 
inférieure Zinf qui représente la valeur de la meilleure solution réalisable obtenue 
par l'heuristique combinant la phase gloutonne et la phase tabu. Ils présentent 
aussi les gaps relatifs entre les deux bornes et les temps CPU moyens en secondes 
nécessaires à la résolution de chaque instance. Le tableau 6.2 présente ces résultats 
pour des problèmes où les va!eurs sur les nœuds à la première période sont générées 
aléatoirement sans aucune structure tel que décrit au début de cette section. Nous 
désignerons cette catégorie de problèmes par la catégorie A dans la suite du texte. 
Le tableau 6.3 présente des résultats semblables pour un ensemble de problèmes 
tests présentant une structure sur les valeurs des nœuds de façon à rendre moins 
attrayants la sélection des nœuds plus profonds du graphe. En effet les graphes 
générés sont de même nature que ceux rencontrés dans les applications minières, 
chaque nœud est caractérise par son niveau dans le graphe, les nœuds de niveau 1 
correspondent aux nœuds sans successeur dans le graphe. Cette structure est mise 
en œuvre en multipliant les valeurs générées aléatoirement pour chaque nœud par cr 
si la valeur est négative et par 1 -a si la valeur est positive. Le paramètre a désigne 
le rapport du niveau du nœud dans le graphe par le nombre total de niveaux dans le 
graphe. La présence de cette structure sur les valeurs des nœuds d'un graphe le rend 
plus conforme aux graphes représentant un gisement minier dont les valeurs sur les 
nœuds dépendent fortement des coûts de transport qui sont fonction du niveau du 
bloc dans le gisement. Cette catégorie de problèmes sera désignée par la catégorie 
B dans la suite du texte. 
Ces deux catégories de problèmes présentent des caractéristiques différentes qui 
conditionnent le comportement de l'heuristique proposée pour la recherche des solu- 
tions réalisables. Cette heuristique cherche à rendre admissible les solutions fournies 
par le problème du lagrangien lors de l'optimisation duale. Son comportement est 
fortement conditionné par la qualité de ces solutions. Dans un processus de relax- 
ation lagangienne, la qualité des solutions fournies par le problème lagrangien ( la 
qualité est mesurée en terme de la satisfaction des contraintes dualisées) dépend de 
deux facteurs principaux: (1) la densité des solutions possibles dans un voisinage de 
la solution optimale recherchée, et (2) la courbure de la fonction objectif en fonction 
des seconds membres des contraintes duaüsées. La présence de ces facteurs signifie 
que l'objectif en fonction des seconds membres des contraintes dualisées approche 
une fonction strictement concave. Cette fonction est par nature discrète donc ne 
peut être définie strictement concave mais en présence d'une bonne densité de solu- 
tions et une certaine courbure, elle peut approcher une fonction strictement concave. 
Le premier facteur augmente les chances de I'obtention d'une solution du la- 
grangien, une fois les multiplicateurs bien ajustés, proche de la solution optimale 
recherchée. Le deuxième facteur contribue à la stabilité du comportement du la- 
grangien. Dans une situation où la notion de proximité de la stricte concavité est 
absente, une petite modification des multiplicateurs de Lagrange peut changer rad- 
icalement la solution du lagrangien. 
Sur des problèmes dont l'objectif en fonction des seconds membres des con- 
traintes dualisées approche une fonction strictement concave, l'heuristique que nous 
utilisons est efficace car elle agit sur des vecteurs solutions proches du vecteur solu- 
tion optimal recherché. Elle prend ainsi moins de risque de s'en éloigner en cherchant 
à rendre la solution admissible. 
La présence du premier facteur sur notre type de problème est difficile à mettre 
en évidence, néanmoins leur structure hisse croire qu'aux alentours d'une solution 
optimale il devrait y avoir une bonne densité de solutions. Pour mettre en évidence le 
deuxième facteur, nous avons considéré un problème de 18 000 nœuds et 5 périodes 
en présence de 3 contraintes de ressource par période. Nous considérons que les 
disponibilités des ressource sont identiques pour tous les types de ressources et pour 
toutes les périodes. En représentant I'évolution de la valeur de la borne lagrangi- 
enne en fonction de la disponibilité des ressources (second membre des contraintes 
dualisées) pour un problème de chacune des catégories A et B, on obtient respective- 
ment les figures 6.3 et 6.4. On note que pour la catégorie B, la courbe de la figure 6.4 
approche une courbe strictement concave; par contre la courbe de la figure 6.3 qui 
correspond aux problèmes de la catégorie A présente un tronçon linéaire couvrant 
une grande plage des disponibilités. Les résultats présentés dans les tableaux 6.2 et 
6.3 respectivement pour les problèmes de la catégorie A et ceux de la catégorie B 
refièt ent les conséquences de l'observation précédente. 
Le tableau 6.3 montre que pour les différents types de problèmes de la catégorie 
B. les gaps entre la borne lagrangienne et la valeur de la solution réalisable obtenue 
par l'heuristique combinant la phase gloutonne et la phase tabu sont relativement 
petits. Ces gaps moyens se situent entre 0.2 et 0.390, témoignant ainsi de l'efficacité 
de l'heuristique sur cette catégorie de problèmes. Le tableau 6.2 montre des gaps 
moyens relativement élevés, de l'ordre de 2% à 3%, pour les différents types de 
problème de la catégorie A, ce qui montre la difficulté pour l'heuristique de trouver 
de bonnes solutions réalisables pour cette catégorie de problèmes. 
O 5000 lm 15000 20000 25000 30000 
Second Membre @) 
Figure 6.3 Caractéristique des problèmes de la catégorie A. 
Tableau 6.2 Résultats obtenus sur des problèmes tests de la catégorie A 
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Figure 6.4 Caractéristique des problèmes de la catégorie B. 
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Étant donné que l'heuristique proposée n'a pas été efficace sur les problèmes de 
la catégorie A, nous avons, dans cette dernière partie des tests, comparé les valeurs 
des solutions réalisables obtenues en utilisant deux versions de la phase gloutonne 
de l'heuristique. La phase gloutonne Heur. Greedy(1) est celle présentée dans le 
texte et  qui retire un à la fois les nœuds de la fermeture à rendre réalisable. La  
phase gloutonne Heur. Greedy(2) est une version qui permet de retirer un groupe 
de nœuds à la fois. Si on considère S l'ensemble des nœuds de la fermeture de 
départ et Front(S) = {i E S : tli E ïfl i 4 S),  en posant F1 = FRONT(S) 
et F2 = FRONT(S  \ F1), nous considérons les groupes de noeuds constitué de un 
nœud dans F2 et de ses prédécesseurs qui sont dans FL. Il s'agit de la plus simple 
des stratégies de sélection du groupe de nœuds à enlever de la fermeture. Cette 
stratégie pourrait étre sophistiquée en considérant plus de deux niveaux dans le 
graphe pour choisir le groupe de nceuds à éliminer. À cause de la combinatoire, le 
nombre de groupes de nœuds possibles devient très élevé. Ainsi l'élaboration d'un 
algorithme de sélection est nécessaire car ils ne peuvent être tous essayés. Pour les 
tests de cette stratégie simple, nous considérons 10 instances d'un problème de la 
catégorie A présentant 18 000 nœuds, 5 périodes et un ratio r, de 1500. Le tableau 
6.4 présente la valeur des meilleures solutions réalisables Zinf et les temps CPU en 
secondes obtenus sur les 10 instances par chacune des approches. 
Ce tableau montre que Heur. Greedy (2) obtient des meilleures bornes que 
Heur. Greedy (1)  mais eile nécessite un temps de calcul nettement plus élevé. Les 
temps de calcul élevés sont dûs au fait qu'à chaque élimination d'un groupe de 
nœuds, les ensembles F1 et F~ sont reconstruits. Une mise à jour dynamique de 
ses ensembles devrait diminuer ces temps de calcul. Nous n'avons pas réalisé cette 
implémentation ni ajouté la ré-optimisation avec la méthode tabu car la traitement 
des problèmes de la catégorie A n'est pas l'objectif principal de cette recherche. 
Tableau 6.4 Comparaison des stratégies de l'heuristique sur des instances d'un problème 
de la catégorie A de 18 000 nœuds et 5 périodes. 
Heur. Greedy(1) 
Prob. 1 1617.99 
II Prob. 7 ( 1541.73 1 9 
Heur. Greedy(2) 1 II 
Ce tableau montre toutefois qu'une bonne implémentation de l'heuristique Heur. 
Greedy (2) pourrait donner de bons résultats sur les problèmes de la catégorie A. 
6.5 Application à la Planification minière 
Nous avons considéré le gisement de fer du Mont Wright exploité par la compagnie 
Québec Cartier Mining. Ce gisement est étdé sur une étendue de 4.8par2.7km avec 
une profondeur de 600m. Le modèle de blocs représentant ce gisement est composé 
de 44 niveaux de 14 rn chacun. Chaque niveau est discrétisé en blocs de dimension 
10m par 10m par 14m. 
En tenant compte de la topographie en date du 03 mai 1995, le modèle de blocs 
comprend 132 525 blocs minéralisés et 4 256 504 blocs non minéralisés. Tous les blocs 
avec une teneur en fer non nulle ont été considérés comme des blocs minéralisés. Les 
blocs les plus pauvres auront une valeur négative avec la structure de coût utilisée. 
Ce modèle ne peut être traduit sous forme de graphe à cause du nombre élevé de blocs 
de stérile. Ainsi, nous avons réduit le nombre de blocs dans le modèle en prenant 
en considération uniquement les blocs minéralisés et les blocs non minéralisés qui 
contraignent l'extraction des blocs minéralisés. Nous supposons qu'un bloc est con- 
traint par le bloc au dessus et les huit voisins immédiats de ce dernier du même 
niveau. Les blocs non minéralisés qui contraignent par transitivité l'extraction de 
blocs minéralisés sont aussi inclus. Cette réduction nous amène à considérer pour fin 
d'optimisation un modèle constitué de 132 525 blocs minéralisés et 14 834 blocs non 
minéralisés. Le modèle renseigne, pour chaque bloc, sur les coordonnées, la teneur en 
fer et le pourcentage de la récupération en poids. Ces informations nous permettent 
de déterminer, pour chaque bloc, le tonnage de minerai et le tonnage en concentré. 
Nous associons à chaque bloc dans ce modèle le revenu qui peut être positif ou négatif 
généré à la suite de son exploitation à la première année de l'horizon de planification: 
où : 
Q; : tonnage en concentré du bloc i; 
Qf : tonnage traité du bloc i qui vaut Q, si le bloc est minéralisé et O sinon; 
QP : tonnage en minerai du bloc i, fonction de sa teneur t i ;  
Qf : tonnage en minerai du bloc i multiplié par la distance de transport; 
v : prix de vente d'une tonne de concentré en retranchant les coûts de commercial- 
isation et de Iivraison; 
ct : coût de traitement d'une tonne de minerai; 
c, : coût d'exploitation d'une tonne de matériel; 
ç : coût de transport d'une tonne de matériel sur un km. 
Nous déterminons les revenus des blocs pour les périodes suivantes de l'horizon de 
planification en considérant la dépréciation financière comme suit: 
où : p est l'indice de la période et d est le taux d'intérêt. 
Dans cette application, nous avons considéré 3 types de contraintes de ressource 
pour chaque période. 
Le tonnage traité doit respecter la capacité de traitement des installations; 
ainsi, la quantité traitée à l'année p doit être inférieure à la capacité de traite- 
ment annuel des installations, Qt? 
Le transport de tout le matériel à l'année p doit respecter la disponibilité du 
matériel de transport à la même année. QrJ' représente la borne sur la capacité 
de transport durant l'année p. 
La teneur moyenne des blocs minéralisés extraits à la période p doit être 
inférieure ou égale à une valeur prédéterminée 5.  Une borne inférieure sur la 
teneur doit être considérée, mais en pratique l'objectif du maximum de bénéfice 
porte à extraire d'abord les blocs les plus riches, ainsi seule la contrainte de 
borne supérieure sur la teneur est active. 
Le problème de planification de l'exploitation dans cette mine consiste à déter- 
miner, pour chaque période de l'horizon de planification, l'ensemble des blocs à 
exploiter de façon à maximiser le revenu total sur I'horizon et à respecter pour 
chaque période, l'ensemble des contraintes de ressource et les contraintes physiques 
qui imposent qu'un bloc doit être à découvert a m t  d'être exploité. Les contraintes 
physiques pour ce gisement se traduisent par un réseau rnulti-périodes. À chaque 
période de ce réseau correspond un graphe de 147 359 nœuds. 
En définissant les variables de décision suivantes: 
I si le bloc i est extrait à la période p ou avant, + {  
O sinon, 
le problème de la planification de l'exploitation se formule comme le problème (P) 
de la section 6.2 où les contributions des nœuds a h  (k = 1,2 ,3)  aux contraintes sont 
représentées par respectivement Qf, Q; et ti - tPf alors que les bornes 6: (k = 1 ,2 ,3 )  
des contraintes sont représentées par respectivement QP, Qi et O. 
Pour effectuer les tests, nous avons considéré les paramètres du modèle de coût 
suivants: v = 1.8, c, = 0.1, cl = 0.3 et c, = 0.2. 
Tableau 6.5 Problème QCM en fonction du nombre de périodes 
Nous présentons dans le tableau 6.5 les résultats obtenus en considérant des 
horizons allant de 6 à 10 périodes. Ce tableau donne la borne supérieure obtenue 
par la résolution de La relaxation (RPI )  du duale et la borne inférieure qui corre- 
spond à la solution réalisable trouvée par l'heuristique. Il montre aussi le gap entre 
ces deux bornes et le temps CPU d'exécution sur une machine HP9000/735. Ce 
tableau montre un gap de moins de 1.5%, ce qui signifie une erreur du même ordre 
sur l'optimalité. Vu l'incertitude sur les infcrmations concernant les contenus des 
blocs et leur modèle de valorisation, les données des problèmes miniers présentent 
Tableau 6.6 Contributions aux contraintes dans le problème QCM 10 périodes 
Période Traitement 
P lo3 Tonne 
1 24 991.79 
2 23 764.15 
3 23 193.42 
4 23 869.50 
- .  
Transport 















des erreurs. Tenant compte de l'existence de ces erreurs, le résultat précédent est 
très satisfaisant en pratique pour ces problèmes. Les temps d'exécution pour ce 
problème varient de 3 à moins de 6 heures pour un nombre de périodes allant de 
6 à 10. Vu la taille de ces problèmes qui est de l'ordre de 1,400,000 variables et 
de 14,000,000 de contraintes pour le problème de 10 périodes, et le fait que ces 
problèmes sont des problèmes de planification qui se résolvent habituellement peu 
de fois durant une période d'une année, l'ordre de ces temps de calcul est très sat- 
isfaisant en pratique. 
Le tableau 6.6 présente la contribution aux contraintes de ressource dans la 
solution réalisable retenue pour le problème de 10 périodes. Ce tableau montre que 
sur trois contraintes de ressource par période, la solution obtenue satisfait à égalité 
deux contraintes par période. Pour la première période, elle sature la contrainte 
de traitement et la contrainte de teneur et pour les autres périodes, elle sature la 
contrainte de transport et la contrainte de teneur. 
Pour ce problème, nous avons considéré une disponibilité en transport croissante 
avec les périodes et une même disponibilité en traitement durant toutes les périodes. 
L'essai d'autres scénarios est d'une grande importance pour la prise de décisions 
stratégiques telles que la disponibilité du matériel de transport, l'extension des in- 
stallations de traitement, etc. 
6.6 Conclusion 
Le problème traité dans ce chapitre est un problème combinatoire de très grande 
taille. Vu sa  structure, la seule approche qui semble appropriée à sa résolution est la 
relaxation lagrangienne des contraintes de ressource qui le ramène à un problème de 
fermeture maximale classique sur un réseau multi-périodes. En pratique, ce réseau 
ne peut être traité directement par un algorithme de détermination d'une fermeture 
à cause de sa taille. Nous avons ainsi relaxé toutes les contraintes de préséance inter- 
périodes a h  d'avoir à résoudre plusieurs problèmes de fermeture sur des graphes de 
taille acceptable correspondant aux graphes de chacune des périodes. 
Ce schéma de relaxation lagrangienne nous permet de calculer une borne 
supérieure sur la solution optimale du problème original. A ce schéma, nous avons 
incorporé une heuristique simple qui permet de convertir les solutions du lagrangien 
en des solutions réalisables au problème original. Les résultats obtenus sur une appli- 
cation en planification minière montrent des gaps relatifs entre la solution réalisable 
retenue et la borne supérieure obtenue par relaxation lagrangienne de moins de 1.5%. 
Ce résultat est très satisfaisant en pratique, étant donné l'ordre de grandeur des er- 
reurs sur les données des gisements miniers. 
Actuellement, aucun outil basé sur une approche d'optimisation n'est disponible 
dans les industries minières pour le traitement complet de ce problème. L'approche 
que nous proposons dans cette thèse constitue une première méthode à erreur 
mesurable qui réussit à considérer le problème dans sa globalité et qui permet de 
déterminer de bonnes solutions réalisables en un temps de calcul raisonnable. 
CONCLUSION 
Dans cette thèse, une approche de résolution efficace est développée pour le problème 
de planification multi-périodes dans une exploitation minière à ciel ouvert. Cette 
approche est la première basée sur L'optimisation permettant de traiter le problème 
dans toute sa complexité. Ce développement permettra aux exploitants miniers de 
se doter d'un outil de planification qui peut être utilisé à long, moyen ou court 
terme dépendemment de l'horizon considéré et du type de contraintes de ressource 
modélisées. Cet outil sera capable de construire des plans d'exploitation qui pren- 
nent en considération les contraintes de fonctionnement et d'exploitation et surtout 
de la variation des revenus des blocs en fonction du temps. Ce fait constitue une 
innovation majeure dans le domaine sachant que les méthodes en utilisation dans 
les industries minières ne tiennent compte ni des contraintes de ressource, ni de la 
variation des revenus en fonction du temps. 
L'approche de résolution proposée permet de quantifier la qualité des solutions 
obtenues. Une mesure du gap entre la valeur de la borne supérieure obtenue par re- 
laxation lagrangienne et la valeur de la solution primale retenue permet de quantifier 
de combien la solution proposée peut être éloignée de l'optimum recherché. Cette 
approche de résolution a été testée sur les données d'une exploitation minière qui 
présente 150 000 blocs. En considérant un horizon de planification de 10 périodes et 
3 contraintes de ressource (transport, traitement et teneur) par période, les solutions 
obtenues présentent des gaps de l'ordre de 1% par rapport à L'optimalité. 
Le déveIoppement de cette approche de résolution pour le problème de plan- 
ification multi-périodes est basé sur les résultats obtenus dans cette thèse pour le 
problème des contours et celui du design de fosses avec contraintes de ressource. 
Ces deux problèmes sont des cas part idiers du problème global de planification 
multi-périodes. 
Le problème des contours est un problème de fermeture maximale sur un 
graphe et il se résout par un algorithme de flot macimum. Une étude approfondie 
des différents algorithmes de flot maximum eicistants est présentée dans cette thèse. 
Des améliorations pratiques tenant compte de la structure des graphes rencontrés 
dans les applications minières sont proposées. Ces améliorations nous ont permis 
d'arriver à une implémentation permettant de traiter ce type de problème sur des 
graphes de plus de 100,000 nœuds et 1 million d'arcs en moins de 15 secondes CPU 
sur un ordinateur HP9000/735. 
Le problème du design de fosses avec contraintes de ressource est vu dans 
cette thèse comme un problème de fermeture maximale sur un graphe en présence 
de contraintes de ressource. Pour sa résolution, nous avons adopté la relaxation 
lagrangienne des contraintes de ressource pour se ramener à un problème de ferme- 
ture maximale classique qu'on sait résoudre efficacement. L'ajustement des mul- 
tiplicateurs de Lagrange est effectué par la méthode de faisceaux qui s'est avérée 
la plus appropriée comparativement à la méthode du sous-gradient et la méthode 
des plans sécants. Cette approche nous fournit une borne supérieure sur la solution 
optimale. Une borne inférieure est déterminée par l'utilisation d'une heuristique 
simple qui a été développée pour la recherche de solutions réalisables. Le gap en- 
tre ces deux bornes constitue une mesure de la qualité des solutions réalisables 
retenues. L'innovation de cette approche par rapport aux tentatives connues dans 
la lit térature réside dans l'utilisation d'une méthode performante d'ajustement des 
multiplicateurs et l'utilisation d'un algorithme adapté pour la détermination d'une 
fermeture maximale sur un graphe. La combinaison de ces deux facteurs a permis 
de traiter pour la première fois des problèmes de taille semblable à ceux rencontrés 
en pratique. Les solutions retenues pour ces problèmes présentent de petits gaps et 
sont obtenues en des temps machine relativement courts. 
A la suite de ce travail, plusieurs axes futurs de recherche se sont dessinés. Ces 
axes portent sur des problématiques rencontrées dans le développement de cette 
thèse et sur d'autres pouvant mener à des améliorations de la qualité de l'approche 
proposée. Trois axes de recherche ont été mis en évidence. 
Le problème de fermeture maximale sur les types de graphe rencontrés dans 
les applications minières est résolu par un algorithme de flot maximum. En 
pratique nous sommes arrivés à des implémentations qui traitent un problème 
de 100,000 nœuds et un million d'arcs en moins de 15 secondes CPU. Vu la 
structure de ces graphes, est-il possible de déterminer une meilleure borne sur 
la complexité théorique de ces algorithmes s'ils sont appliqués à ce type de 
graphe? Un résultat dans ce sens permettra d'adapter ces algorithmes aux 
graphes miniers. 
La relaxation des contraintes de ressource dans le problème de planification 
multi-périodes conduit à un problème de fermeture maximale sur un réseau 
multi-périodes qui ne peut être pris en mémoire d'un ordinateur à cause de 
sa taille. Une tentative de développement d'une méthode de décomposition 
pour ce problème a été présentée au chapitre 3 de cette thèse. Les résultats 
obtenus ne sont pas complètement satisfaisants pour permettre l'utilisation de 
cet te décomposition dans le processus d'optimisation. Nous avons contourné 
cette difficulté en relaxant les contraintes inter-périodes dans ce réseau afin 
de se ramener à plusieurs graphes indépendants de taille raisonnable. Chacun 
de ces graphes correspond à une période. Nous avons tenu compte de ces 
contraintes relaxées dans les heuristiques de recherche de solutions réalisables. 
Le développement d'une décomposition optimale est une problématique non 
résolue qui peut améliorer la méthode de résolution proposée et qui est d'une 
grande valeur théorique. 
Au chapitre 6, nous avons présenté l'heuristique de construction de solutions 
réalisables utilisée à chaque itération de l'optimisation duale. Cette heuris- 
tique a été moins efficace sur une certaine catégorie de problèmes générés 
aléatoirement, à cause de son caractère de traitement local. Des idées d'amélio- 
rations simples ont été proposées. Ces améliorations visent à donner à cette 
heuristique un comportement plus global. Pour la mise en œuvre efficace de 
ces idées, une recherche plus approfondie est nécessaire. 
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