Some cognitive neuroscientific hypotheses might concern neural responses occurring during particular periods of time in a behavioral trial. Here, these particular periods of time are referred to as temporal components of the trial. A difficulty in using BOLD f MRI to test hypotheses about neural responses during temporal components is that some information is irretrievably lost when neural responses are hemodynamically transformed. As a result, one cannot in general use the f MRI signal to unambiguously specify if there was a neural response during a given temporal component. However, adoption of a linear-time invariant model for the transform from neural signal to f MRI signal and constraint of the space of underlying neural waveforms might allow one to ask such questions. Here, the basic theory relevant to this issue and a corresponding method are discussed. The application of this method to f MRI time series data collected during the performance of a delayed-response trial is provided as an illustrative example.
INTRODUCTION
In certain instances, it might seem useful to think of behavioral trials as being composed of several distinct periods of time, or temporal components. For example, delayed-response trials can be conceived as comprising the temporal components of "stimulus presentation," "delay," and "motor response" (Fuster et al., 1982; Funahashi et al., 1989) . One might have cognitive neuroscientific hypotheses regarding neural responses during these temporal components (e.g., a hypothesis regarding a neural response during the stimulus presentation period of a delayed response trial). Implicit in the idea of testing such a hypothesis is the specificity of the measure of neural signal for that particular temporal component. The purpose of this paper is to arrive at a general method that will both (i) determine if it is possible to specifically test for neural responses during particular temporal components with functional magnetic resonance imaging (fMRI) and (ii) provide such a test (in the instance that the answer to (i) is in the affirmative). Before presenting the method itself, some background will be discussed.
Motivation for Considering Temporal Components
The rationale for sequential division of a behavioral trial into temporal components might rely on hypothesized serial stages of cognitive processing (Sternberg, 1969) . The serial nature of the assumed processing could follow from theories of intrinsic psychological organization (e.g., encoding must occur before stimulus-response mapping) or experimental trial organization (e.g., a cue light occurs by design before the presentation of a reward). Ideally, a single temporal component of the trial would correspond to a single cognitive process. However, it might be that within each temporal component of the trial, several cognitive processes are occurring in parallel.
Corresponding to each of these serially engaged cognitive processes might be distinct neural mechanisms. For example, consider a visually guided saccade task. In the analysis of neurophysiological data collected during such a task, spike trains have been aligned to both the stimulus onset and the saccade onset in order to test hypotheses separately about the neural mechanisms of each temporal component of the trial (Andersen et al., 1987) . Using the simple and intuitive concept of temporal components, such studies have been able to illuminate the neural mechanisms engaged in posterior parietal cortex of the nonhuman primate during visuomotor processing (Andersen et al., 1987) .
Another example of a trial with well-defined temporal components is (as mentioned earlier) the delayedresponse trial (Fuster et al., 1982; Funahashi et al., 1989) . In delayed response trials (schematized in time at the top of Fig. 1 ) subjects are first presented with a stimulus during a stimulus presentation component. Information about the stimulus must be remembered across a delay component in order to respond correctly to a response cue during the subsequent motor re-sponse component. During the stimulus presentation component, one presumes that encoding processes occur. Working memory rehearsal and storage processes (and perhaps motor preparation) are hypothesized to occur during the delay component (Jonides et al., 1993) . During the motor response component, motor preparation and executive processes are engaged. Therefore, to test hypotheses about the neural substrates of a particular one of (or perhaps sets of) these cognitive processes, one would want to test for neural responses during the corresponding temporal component.
The topic of discussion is now briefly shifted from consideration of temporal components to more basic issues in fMRI data modeling. As shall be seen, these ideas are also relevant to the main task of testing for neural responses during temporal components.
fMRI Data Modeling
The testing of hypotheses concerning changes in fMRI signal has largely relied on the general linear model (Bandettini et al., 1993; Friston et al., 1994; Worsley and Friston, 1995; Bullmore et al., 1996) in which data are conceived as a sum of experimental effects and noise (Johnston, 1972) . Friston and colleagues introduced the idea of using temporal basis functions to represent experimental effects in fMRI data. Temporal basis functions are a set of linearly independent 1 waveforms that span 2 the space of possible f MRI responses. The use of temporal basis functions in conjunction with the general linear model allows one to flexibly model the fMRI responses to different conditions and to compare these responses . This concept was later generalized to event-related designs Friston et al., 1998a) . From the perspective of this paper, the important property of these methods is that a basis is generated explicitly for the fMRI response and not the neural response per se. Conceiving the experimental effects purely in terms of fMRI responses allows one to test for the existence of neural responses. However, this approach does not provide for the estimation of the form of the neural responses explicitly. This distinction is subtle but important: it is the difference between being able to say only whether there is a neural response and being able to also specify what the neural response is. This issue will be considered in more detail shortly when a framework for inference on neural responses based on fMRI data is presented. It shall be seen that a general concept shared with previous f MRI methods Josephs et al., 1997) is the use of temporal basis functions. But, while in the previous methods the basis functions simply spanned the space of fMRI responses, in the current framework a nascent set of basis functions is conceived to span the space of neural responses explicitly. It shall also be seen that by considering a special set of such basis functions, it will be possible to make inferences specific to a temporal component of interest.
There has been other work that has been concerned with resolving the contributions of different aspects of a trial to fMRI signal change Zarahn et al., 1997a; Toni et al., 1999) . The important difference between these methods and the one to be proposed in this paper is that the latter is explicitly concerned with estimating the presence and form of neural responses during all specified temporal components of a trial, while the others are not. For example, Toni and colleagues (1999) modeled fMRI signal changes to trials of a visuomotor conditional task. Each of these trials comprised an instruction cue (which informed the subject as to the type of movement to be subsequently performed) and a trigger cue (which instructed the subject to execute the movement). By varying the time lag between these two aspects of the trials, the authors were able to resolve the fMRI signal into components associated by lag with each. That is, those fMRI signal components whose lag across trials matched the instruction cue would be inferred to be associated with the instruction cue, while those signal components whose lag across trials matched the trigger cue would be inferred to be associated with the trigger cue. But, association of a neural response with a particular aspect of the trial by lag implies neither when in the trial this response occurs nor its form. The inference afforded by that method is important in its own right, but is different from inference about neural responses during temporal components.
Glover investigated the performance of Wiener deconvolution to deblur fMRI responses (Glover, 1999) . Wiener deconvolution shares many similarities to the method to be presented here in that both (i) aim to recover neural signal, (ii) assume an additive noise model, and (iii) assume a linear-time-invariant (LTI) model for the transformation of neural signal to f MRI signal. LTI systems are those whose output is the convolution of the input with an impulse response function (IRF; 3 Oppenheim et al., 1983) . The output of an LTI system can be equivalently represented in the frequency domain as the Fourier transform of the IRF (the transfer function) multiplied by the Fourier transform of the input. The important difference between the method to be presented here and Wiener deconvo-1 A set of vectors {x j } jϭ1 k is said to be linearly independent if the only coefficients satisfying ¥ jϭ1 k a j x j ϭ 0 and a j ϭ 0 for every j. 2 A set of vectors is said to span a space if every element of that space can be expressed as a linear combination of those vectors. lution as used by Glover is that the latter applies no constraints to the form of the neural response while the former will involve constraining the form of the neural response based, in part, on interest in particular temporal components.
The Neural Signal to fMRI Signal Transform
There is much evidence to support the hypothesis that neural activity leads causally (under normal circumstances) to fMRI signal change (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1993) . This signal change involves a blood oxygenation level-dependent (BOLD) component, which tends to predominate when using pulse sequences with long repetition times (TRs; Jezzard and Song, 1996) . Most currently proposed mechanisms for the BOLD signal 4 begin with neural activity increases leading to local increases in blood flow (Fox et al., 1986; Villringer and Dirnagl, 1995) . This leads to a decrease in the venous concentration of paramagnetic deoxyhemoglobin which causes a reduction in intravoxel spin dephasing and hence an increase in T2*-weighted fMRI signal (Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1993; De Yoe et al., 1994; Jezzard and Song, 1996; Buxton et al., 1998) .
One factor that will impact attempts to estimate neural signal from f MRI data is the assumed mathematical description of this transformation. Under certain ranges of presumed neural input, empirical tests tend to support a reasonable LTI approximation of the transform of neural signal to fMRI signal (Boynton et al., 1996; Dale and Buckner, 1997; Friston et al., 1998b; Vazquez and Noll, 1998; Glover, 1999) . For the remainder of this paper, it is assumed that the transform of neural signal to fMRI signal (the forward transform) is LTI. Given this assumption, one would simply utilize an easily determined inverse LTI transform (if it exists) to go "backward" from fMRI signal to neural signal. The problem, however, is that an inverse transform does not exist in this case, i.e., the mapping from fMRI signal to neural signal is nonunique.
A Nonunique Mapping
A unique mapping of fMRI signal to neural signal would mean that every fMRI waveform would correspond to only a single neural waveform. In the context of this paper, this would allow one to specifically test hypotheses about the neural response during any arbitrarily defined temporal component (no matter how brief). A necessary (and sufficient) condition for such a unique mapping under an LTI forward transform is that the transfer function does not take on any zero values (Oppenheim et al., 1983) . Nonuniqueness follows from the presence of zero values in the transfer function because convolution in the time domain is multiplication in the frequency domain of the Fourier transform of the input with the transfer function (Oppenheim et al., 1983) . Therefore, if the transfer function of the forward transform has any zero values then any two input signals differing in energy only at frequencies corresponding to those zero values would be identical after convolution (Fig. 2) .
Empirical results demonstrate that neural signal information at higher temporal frequencies is effectively absent in the fMRI signal (Bandettini et al., 1993; Friston et al., 1994; Boynton et al., 1996; Zarahn et al., 1997a; Friston et al., 1998a; Rajapakse et al., 1998) . That is, the values of the transfer function of the forward transform are not practically distinguishable from zero at high frequencies. Therefore, a nonunique mapping of fMRI signal to neural signal exists if one assumes that neural responses could have any form.
Constraining the Neural Basis
There are cases, however, when constraint of the neural basis would effect a unique fMRI signal to neural signal mapping. A necessary and sufficient condition for a unique fMRI signal to neural signal mapping is that the set of neural basis vectors is linearly independent after convolution with the IRF. Now, to test for neural responses during particular temporal components, it will be expedient to enforce a property on the neural basis in addition to that of linear independence after convolution. This property is that the neural basis comprises subbases, each subba-4 This is actually an outline of a commonly proposed mechanism for the positive component of BOLD signal change. In addition, there have been observations of an early negative (or "initial dip") component in T2*-weighted f MRI signal (Menon et al., 1995) . This early component is hypothesized by some to be due to an increase in deoxyhemoglobin concentration related directly to increased oxygen demand associated with aerobic metabolism in parenchyma (Malonek, 1996) . However, predictions of a biophysical model show that an initial increase in postcapillary blood volume could cause this early component (Buxton et al., 1998) . Restricting attention to angular frequency Ն0, the Fourier transform of (input time signal 1) is a (i)(unit impulse) at angular frequency 2/20 rad/s (where i ϭ ͌ Ϫ1). The Fourier transform of (input time signal 2) is a sum of (i)(unit impulses) at angular frequencies 2/20 and 2/5 rad/s. The transfer function has been specified to have zero values at frequencies Ն0.88 rad/s (which is Ͼ2/20 and Ͻ2/5). As a consequence, the output frequency signals obtained from (input time signal 1) and (input time signal 2) are equal. Therefore this transform is not invertible. sis corresponding to a particular temporal component of the trial. Therefore a union of all of the neural subbases of a given trial type yields a neural basis. These two properties ensure that any neural response during a particular temporal component will be represented by a linear combination of vectors in (yielding sensitivity) and only in (yielding specificity) the subbasis corresponding to that temporal component. It should be mentioned that if one has a basis satisfying the first property, then one could always obtain a basis also satisfying the second property through an appropriate linear transformation.
Linear Dependence in the Convolved Neural Basis
If there is linear dependence in the convolved neural basis, then this implies nonuniqueness in the mapping from fMRI signal to underlying neural response. As a consequence, an unambiguous assignment of contributions from the various neural basis vectors to the underlying neural response cannot be made. A subtle point is that linear dependence in the convolved neural basis does not in general imply that ambiguity exists in simply determining whether a neural response occurred during a particular temporal component. The critical distinction is whether the linear dependence still exists in the convolved neural basis after any dependence that might exist within each convolved neural subbasis is eliminated. If not, then one can still specifically test hypotheses about neural responses during particular temporal components of the trial. What one loses in this case is the ability to specify a particular neural response within each temporal component (i.e., one could say only that a neural response occurred somewhere during that temporal component, but could not say exactly what it was). However, if linear dependence still exists in the convolved neural basis even after eliminating any linear dependence within each convolved subbasis, then one cannot specifically test hypotheses about neural responses during particular temporal components of the trial with fMRI.
METHODS
The theory discussed in the preceding sections immediately suggests a simple method in which the general linear model is used to test for the presence of neural responses during particular temporal components. This method informs us as to whether it is possible (as well as practical) to test the originally conceived hypothesis and then provides such a test (if it is indeed possible).
Defining Temporal Components of a Trial
This step is mentioned here simply to emphasize that it is completely external to the signal processing method that follows. The definition of temporal components of a trial is a process that depends purely on cognitive neuroscientific and psychological considerations in conjunction, perhaps, with the temporal structure of the behavioral paradigm. This underscores that the potential scientific utility of this method lies not in blindly or arbitrarily defining temporal components of trials, but rather in the testing of hypotheses motivated by neurobehavioral data and theory.
Choosing a Neural Basis
This step involves defining the neural subbases and, by implication, the neural basis. These neural basis vectors will later be transformed by convolution into explanatory variables for fMRI data. The generation of a neural basis for a single instance of a given trial type immediately leads to the neural basis for that trial type for the entire experiment. One simply adds copies of the respective neural basis vectors shifted in time to each occurrence of that particular trial type (Friston et al., 1998a) . Also, if there is more than one trial type in an experiment (either with homologous or with completely different temporal components), one simply generates a separate neural basis for each. Call the matrix whose columns are the combined neural basis vectors for all trial types G.
If one has a priori knowledge (say from electrophysiological studies) of likely neural response forms, then this information might be used at this step. In the absence of such knowledge, however, a simple and reasonable choice for the subbasis of each temporal component is to choose a certain number of Fourier series components (i.e., sines and cosines). This should be done at a high enough temporal resolution (i.e., sampling rate Ն2 ϫ the highest frequency Fourier component used) such that no aliasing of the responses occurs. A principled way to choose the number of harmonics for a temporal component is to examine the efficiency (see Table 1 legend for definition) with which a basis vector corresponding to a given harmonic is passed through the IRF relative to that of the associated DC (or mean) vector. If this efficiency is below some threshold value, then it might be deemed reasonable to presume that excluding it from the basis will not incur an appreciable penalty in model validity. 5 Also, if a neural basis vector corresponding to a given harmonic is passed below a certain efficiency, then higher harmonics will be passed with an even lower efficiency 6 (Bandettini et al., 1993; Friston et al., 1994 Friston et al., , 1998a Boynton et al., 1996; Zarahn et al., 1997a; Rajapakse et al., 1998) . This stage of defining the neural basis is critical. If one is too inclusive, then one is more likely to have dependence (and collinearity) in the convolved neural basis. Therefore, one should use only neural vectors that are likely to be expressed at an appreciable magnitude in the fMRI response using a priori knowledge about the IRF (as explained above) and (if available) likely neural responses. On the other hand, if one is too restrictive in defining the neural basis, one increases the likelihood that the estimated neural responses will be substantially biased. These two issues will be examined in greater detail in the example to be presented later.
Convolution of the Neural Basis
The next step after choosing a neural basis is to convolve its constituent vectors with an assumed IRF (again, at a high temporal resolution). While the shape of the assumed IRF is critical, its scale is of no importance for comparisons between neural responses within a region. One approach to obtaining an IRF waveform is to assume a single IRF model for the entire brain and for all subjects. Under this assumption, one could estimate the IRF using a set of data different from the one of primary interest and from any brain region (Zarahn et al., 1999) . The problem with this method is that there could be variability between subjects and brain regions in the shape of the IRF. Indeed, it has been shown that variability exists in IRFs from the same region across subjects (Aguirre et al., 1998) .
A more robust approach would be to assume that the hemodynamic response lies in some known h-dimensional space (Friston et al., 1998a) . One would then convolve each neural basis vector with each of h IRF basis vectors. An example of such an assumption would be to say that the IRF is a linear combination of specified gamma density functions plus their first derivatives (Friston et al., 1998a) . If such an approach is used, the dimensionality of the convolved neural basis will be (No. of neural basis vectors) ϫ (h). While providing more latitude for variability in the IRF across subjects and regions, this approach unfortunately will increase the likelihood of linear dependence (and collinearity) in the convolved neural basis.
A third option is to empirically obtain IRF estimates from each region within each subject. Such a method is less reliant on assumptions of homogeneity than assuming a single IRF for all subjects and regions. It also keeps the space of the IRF as small as possible (i.e., h ϭ 1), minimizing the problems of linear dependence and collinearity in the convolved neural basis. However, a difficulty that persists with this method is that one would have to provide a suitable neural input to each region in order to estimate an IRF. In the example provided later this additional assumption seemed reasonable, and therefore this third approach was taken.
Whichever method is used to obtain an IRF waveform, one can construct a convolution matrix K from it (Worsley and Friston, 1995) . This is accomplished by making the columns of K versions of the IRF shifted by the column index (starting from 0). The convolved neural basis for all trial types is then KG.
Downsampling the Convolved Neural Basis to the TR
fMRI data are acquired at a rate determined by the TR of the pulse sequence. Therefore, the convolved neural basis vectors have to be ultimately downsampled to the TR (if the analysis is to be performed on the original fMRI time series). The initially high sampling rate which one uses when defining the neural basis should be a multiple of this final sampling rate to facilitate this downsampling step.
Downsampling the columns of KG to the TR can be represented as premultiplication with a downsampling matrix M SR13 SR2 , where SR1 and SR2 are the initially high sampling rate and TR, respectively. For economy of notation, let A ϭ M SR13 SR2 KG. Therefore, the columns of A represent the convolved neural bases of all the trial types after downsampling to the TR. nent is not simply the frequency of the corresponding Fourier component. This is because each sine/cosine is rectangularly windowed in a manner that restricts it to that temporal component. Windowing in time spreads information in frequency. Nevertheless, the statement regarding the efficiency of higher harmonics still holds. Note. The relative efficiency of transformation of vector x is defined here as (͉Kx͉/͉x͉)/(͉Ky͉/͉y͉), where ͉ ⅐ ͉ indicates taking the magnitude, y is the neural basis vector representing the DC level during the same temporal component as x, and K is the convolution matrix. Those vectors whose relative efficiency exceeded the arbitrary criterion of 2% are shown in boldface; only these vectors were retained for membership in the neural basis.
Checking for Linear Dependence in the Downsampled, Convolved Neural Basis
As discussed earlier, the ability to uniquely specify the underlying neural responses from the fMRI signal relies on the columns of A being linearly independent. Checking for linear dependence can be performed by computing the determinant of the matrix A T A. The determinant equaling zero is equivalent to linear dependence among the columns of A (Johnston, 1972) . If the determinant does equal zero, the vectors within each subbasis can be sequentially orthogonalized (and resulting null vectors eliminated). As stated earlier (see Linear Dependence in the Convolved Neural Basis), doing so will lead to ambiguity in the specification of the particular neural response during that temporal component, but might still allow specific testing for the presence of some (albeit unspecified) neural responses during a given temporal component.
If linear dependence still exists in A even after removing any which existed within each convolved subbasis, then hypotheses regarding the presence of neural responses during the defined temporal components cannot be tested using fMRI given the assumed IRF and neural basis. Unfortunately, such a condition cannot be surmounted by choice of another neural basis that spans the same neural response space. Also, though the adoption of a different neural response space might allow hypotheses about neural responses during temporal components to be tested, it should be clearly recognized that the assumption of a different neural space fundamentally changes the meaning of the corresponding hypotheses.
An issue related to linear dependence among the columns of A is the degree of collinearity among the columns of A. Even if the columns of A are linearly independent, there could still be a high degree of collinearity among them. The efficiency of estimation of the coefficient of a given neural basis vector decreases as the collinearity of this vector with the remaining ones increases. This issue will be illustrated in the example and explained further under Discussion.
Estimation of the Neural Response and Hypothesis Testing
The matrix A now embodies the explanatory variables of a general linear model
where Y is the fMRI data, ␤ is a column vector of unknown weights of the columns of A, ⑀ ϳ N(0, 2 I), and 2 WW T represents the covariance of the time series errors. The ordinary least-squares estimate of ␤ is (Johnston, 1972) . Statistical inferences about neural responses during particular temporal components of trials are made using t or F statistics (see Appendix for details). In particular, hypotheses regarding the presence of a particular form of neural response during a given temporal component of a given trial type are tested with a contrast of the corresponding parameter estimates. Such contrasts yield (approximate) t statistics under the null hypothesis (Worsley and Friston, 1995) . Hypotheses that simply regard the presence of some otherwise unspecified neural response during a temporal component can be tested with (approximate) F tests.
RESULTS

Example of Implementation: Delayed-Response Paradigm
As mentioned earlier, delayed-response trials are often conceived as having well-defined temporal components, these being stimulus presentation, delay, and motor response components. The goal of this section is to use the delayed response trial to illustrate the method described above. Recall that the goal of the method is to test hypotheses regarding neural responses during defined temporal components of trials.
The first step is to define the temporal components. Here three were defined (not including an intertrial interval): stimulus presentation, delay, and motor response. These temporal components were conceived based on the trial structure and presumptions of what types of cognitive processes will occur during it (Fuster, 1995) . Stimulus presentation was defined as 4 Յ t Ͻ 5 s, delay as 5 Յ t Ͻ 16 s, and motor response as 16 Յ t Ͻ 17 s. There is also an implicit 17-s intertrial interval temporal component (during 0 Յ t Ͻ 4 s and 17 Յ t Ͻ 30 s) yielding a total trial duration of 30 s (see top of Fig. 1) .
The next step is to define the neural basis G by defining each neural subbasis. Successive harmonics of sines and cosines windowed by each temporal component were used to compose each neural subbasis (Fig.  1) . The temporal resolution for this step was set at 100 ms, which was sufficient to avoid aliasing of the highest harmonics initially considered (1 Hz). The highest harmonic retained in each subbasis was that which was passed by the transfer function with an efficiency of at least (the arbitrary value of) 2% of that of the corresponding DC signal. Table 1 provides the initially considered set of harmonics for each subbasis and those retained based on how efficiently they were passed by the transfer function. A detail is that the highest harmonics of the retained sines and cosines were determined separately. This is because unlike when dealing with pure sines and cosines (Oppenheim et al., 1983) , windowed sines and cosines are not in general passed with equal efficiency by an LTI filter.
The third step is to convolve the neural basis G with the IRF to yield KG. The IRF was estimated from the same subject, scanning session, and region as the delayed response trial data. In brief, the single subject (male, age 23, healthy, informed consent) underwent fMRI scanning 7 sensitive to the BOLD signal (Ogawa, 1993) while being presented delayed-response trials and perceptual-discrimination trials in a pseudo-random order (see Zarahn et al., 1997b) . Perceptual discrimination trials involved the subject making a brief (reaction time Ϸ600 ms from onset of stimulus) perceptual discrimination. A particular brain region 8 was chosen based on the results of an earlier analysis for neural activity during the delay component (see Zarahn et al., 1999) . Within this region, the fMRI waveform averaged over 50 perceptual discrimination trials was used as the IRF estimate for the convolution step. This IRF estimate was upsampled 9 to the temporal resolution of G and used to construct K. The convolved neural basis KG was then downsampled to TR ϭ 2 s to yield A. The determinant of A T A was not zero, indicating that the columns of A were linearly independent. This allowed the coefficients ␤ of the neural basis vectors to be estimated uniquely [see Eq. (2)]. The particular delayed-response trial fMRI time series 10 used is shown in Fig. 3 . Superimposed on the fMRI time series is the least-squares fit A␤ as well as 95% confidence intervals for the true value at each time point [it was assumed that W ϭ I; see Eq. (1)].
Testing Hypotheses about Neural Responses during Temporal Components
The estimated parameters of the linear model were used to test for the existence of specified neural waveforms. In particular, the DC level of neural activity during each temporal component was considered. The parameter estimates corresponding to the DC basis vectors (along with their corresponding t values and P values) for each temporal component are provided in Table 2 . Each of these parameter estimates should be interpreted as a measure of the mean level of neural activity during its respective temporal component. These parameter estimates could also be directly compared via contrasts to test hypotheses regarding the relative levels of mean neural activity during different temporal components (as well as between trial types, if more than one were present in the design). For example, the mean level of neural activity during the motor response was significantly greater than that during the delay (t(7) ϭ 2.36, P Ͻ 0.05). This is in agreement with neurophysiological data from a homologous region in nonhuman primates during a similar task 11 (Chafee and Goldman-Rakic, 1998) .
Another sort of hypothesis that can be tested with this method is simply the existence of a neural response during a specified temporal component. This can be more generally stated as a test for a neural response that lies in a particular subspace of a given neural subbasis. As an example, the F value associated with all five of the basis vectors corresponding to the 7 1.5-T GE MRI scanner; gradient echo echoplanar sequence; TR ϭ 2000 ms, TE ϭ 50 ms; spatial resolution was 3.75 ϫ 3.75 mm in plane and 5 mm between planes with no skip in between planes; 18 axial slices acquired. 8 The region was a single voxel from the right frontal eye field. However, it should be understood that for the purpose of this paper, the location of this region is irrelevant and is provided only for completeness. For those interested, full details on the experimental results can be found in Zarahn and colleagues (Zarahn et al., 1999) . 9 Upsampling was performed by assuming that the IRF had no information above 1/(2 ϫ TR) Hz and applying Shannon's sampling theorem (Oppenheim et al., 1983) . 10 The time series used here is itself a trial average of 50 trials from this region. This was done simply for ease of visual presentation and is in no way a constraint of the method. 11 The task used in Chafee and Goldman-Rakic (1998) was an oculomotor delayed response task. The proportions of task-related neurons in area 8a responding during the delay and saccade periods were determined from Fig. 3 of that work. These proportions were weighted by estimated neuronal firing rates during the delay and saccade periods obtained from the representative data presented in that paper. The resulting ratio of spatially averaged neuronal activity during the delay to that during the saccade was 0.28. Though this might be a coarse estimate, it is still taken to predict that the mean neural signal during the motor response would be greater than that during the delay.
FIG. 3.
The delayed-response f MRI time-series data (themselves an average of 50 trials) from the selected region (one voxel in the right frontal eye field) are shown with the least-squares linear model fit A␤ overlaid. 95% confidence intervals for the values at each time point are displayed as error bars. In addition to the downsampled, convolved neural basis vectors, an overall intercept term (which has been removed from the displayed values) was also included as a predictor in the linear model. The units of the data are simply raw f MRI signal values. The multiple R 2 Ͼ 0.99 (with a total of eight predictors). The purpose of this graph is to provide a visual sense of the fit of the linear model. delay component was significant (F(5,7) ϭ 76.3, P ϭ 5.2 ϫ 10 Ϫ5 ). This result should be interpreted as a rejection of the null hypothesis that there was no neural response during the delay temporal component.
The Estimated Neural Response
The least-squares estimate of the neural response is G␤ and is shown for the data under consideration in Fig. 4 . Also plotted at each time point are 95% confidence intervals (see Appendix). G␤ can be thought of as similar to a deblurred response obtained from fMRI data via Wiener deconvolution (Glover, 1999) . The difference is that the neural response estimate obtained with the current method relies on the constraints applied to the neural basis based, in part, upon the conceived temporal components. The mean levels of neural activity during each temporal component as assessed visually agree with the DC parameter estimates in Table 2 , as expected.
The smooth nature of the neural response estimate during the delay is due to the truncated Fourier series used as the neural basis for the delay component. As a result of the truncation, there is a limit to how sharply changing the resulting neural response estimate can be. There are also oscillations in the neural response estimate that appear to largely exist at the highest frequency neural basis vector used during the delay (the third harmonic). The explanation for these oscillations is that the higher the frequency of the neural basis vector, the lower the efficiency with which it is passed by the hemodynamic response. This causes the highest frequency components of the neural response estimate to be the least stable.
Another salient property of the neural response estimate is the relatively large magnitude at some time points of the confidence intervals. This is again related to the inclusion of relatively high-frequency neural basis vectors. Despite their possibly puzzling appearance, statistical inference on the neural response value at any time point (or more generally, on a weighted sum of one or more values) will be valid if the modeling assumptions are correct. Tests affording such inference are described in the Appendix.
DISCUSSION
Collinearity
Despite the fact that the convolved neural basis vectors were linearly independent in the example, there was still substantial collinearity. The effect of collinearity on parameter estimation is illustrated in Table 3, in which the variances of the parameter estimates corresponding to the DC vectors for each temporal component are provided as a function of the number of harmonics of the delay component. The more harmonics that are added to the subbasis corresponding to the delay component, the greater the variance of all three parameter estimates. Of note is the fact that adding more harmonics to one subbasis can increase the variance of parameter estimates corresponding to other subbases.
This lowering of the efficiency of estimation as the neural basis becomes more comprehensive is inevitable. Therefore, a power analysis should precede any Note. The linear model had eight predictors (one for the stimulus presentation component, five for the delay component, one for the motor response component, and an overall intercept). Since there were 15 data points and the time series errors were assumed to be independent and identically distributed, this led to an error estimate with 7 degrees of freedom. Each hypothesis test involved the DC vector corresponding to one of the three temporal components. Each of the parameter estimates should therefore be interpreted as a measure of the mean level of neural activity during its respective temporal component. The t values were obtained from the parameter estimates as described in the Appendix. implementation of this method. In addition, one should use the fewest basis vectors that would seem plausible. An interesting possibility for further refinement would be to inform the construction of the neural basis with relevant neurophysiological data.
While increasing the number of neural basis vectors will ultimately lead to high collinearity and inefficient estimation, one can also get high collinearity even when there are just a few neural basis vectors. If two brief (relative to the width of the IRF) temporal components are adjacent to each other, then there will be high collinearity between their convolved neural basis vectors. This will be true even if there is only one vector in each neural subbasis. This issue is typically conceptualized as one of temporal resolution . Of course, in theory one can overcome the undesirable effects of (imperfect) collinearity by increasing the number of observations. However, other issues bear on the practicality of this idea (e.g., a realistic limit on the number of observations one can acquire within a single subject, issues regarding the accuracy of IRF estimation, the degree of stationarity of the IRF, and finite precision arithmetic).
Inferential Validity
Though the efficiency of estimation tends to decrease as the comprehensiveness of the neural basis increases, there are also possible negative consequences to validity for using an overly restrictive neural basis. Incorrect specification of the neural basis (e.g., by omission of a basis vector) can lead to bias in the parameter estimates (Johnston, 1972) . This can cause attribution of neural activity change during one temporal component to the neural subbasis vectors of a different temporal component. However, such bias will exist at a level proportional to the expression of the omitted neural basis vector in the f MRI signal. This is the rationale for limiting the neural basis by the criterion of transformation efficiency.
The issue of bias from omission of higher frequency neural basis vectors actually deserves an additional comment. In typical modeling situations, the omission of orthogonal predictors will not cause bias in the remaining parameter estimates. The reason that there is a theoretical effect of doing so in this method is that though the Fourier neural basis vectors (the columns of G) are orthogonal, the predictors resulting from their convolution and downsampling (the columns of A) are not.
LTI Assumption
A necessary and sufficient condition for theoretical measurement of neural signal from fMRI signal is an invertible (whether it be LTI or not) transform of the neural response space to the fMRI signal. The hypotheses posed in this paper yield a special case of this more generic condition.
Though the LTI assumption was utilized here in developing a conceptual framework, this assumption cannot be strictly true. One clear reason for this is that any physical concentration is bounded below by zero. Therefore, the BOLD signal must exhibit at least theoretical saturation since its mechanism depends on reductions in the concentration of deoxyhemoglobin. However, one might suppose that there is an intrinsic upper bound on the magnitude of neural activity, which would obviate this issue. But, there are still other possible sources of nonlinearities (Rees et al., 1997; Buxton et al., 1998) .
While some sets of empirical results tend to support a reasonable, if not perfect, LTI approximation of the transform of neural signal to fMRI signal (Boynton et al., 1996; Dale and Buckner, 1997) , others evidence apparent nonlinearities for certain ranges of input (Rees et al., 1997; Friston et al., 1998a; Vazquez and Noll, 1998) . If the LTI assumption were false, the method described in this paper would not guarantee unbiased estimates of neural activity. A practical ques- Note. The subbases corresponding to the stimulus presentation and motor response components are held constant. It can be seen that as more vectors are added to the delay subbasis the variance of all three parameter estimates tends to increase. This is due to an increase in the collinearity of the design matrix A as the size of the neural basis is expanded. tion, then, regards the magnitude of the bias. The answer to this question cannot be given definitively as yet, but should be at least partially addressable in the future by studies that simultaneously measure neural and fMRI signal.
Testing for Neural Activity Changes vs Testing for fMRI Signal Changes
The method described in this paper specifically concerned itself with making inferences about neural responses during temporal components of a trial based on fMRI data. This method makes assumptions about the hemodynamic transform and the neural basis in order to do so. Admittedly, the goal of this approach (and its concomitant theoretical baggage) might not be of immediate interest. Rather, some might simply be concerned with testing for fMRI signal changes and refrain from making any explicit inferences about changes in neural activity. However, many times when inference is ostensibly being made only about fMRI signal changes, it is clear upon consideration that the authors are also implicitly attempting to consider neural changes that might underlie them. This paper has attempted to make clear one set of assumptions that would provide for such inference. Wiener deconvolution is a related approach that does not involve constraint of the neural basis (Glover, 1999) .
APPENDIX
Section 1
The purpose of this section is to prove that the coefficients of the downsampled, convolved neural basis vectors are unique and equal to those of the neural basis vectors if and only if the columns of the downsampled, convolved neural basis vectors are linearly independent. Here signals are considered without error, which is equivalent to working with expectations of unbiased estimators of these coefficients.
As a preamble to addressing this question, let n be any neural signal that lies in the space defined by the neural basis vectors (i.e., columns of G). Then there exists a unique vector ␤ of coefficients of the columns of G such that n ϭ G␤.
(A. (Kreyszig, 1993) . Also, every solution ␣ of the (in general, nonhomogeneous) equation Therefore, under linear dependence will lie in a space whose dimension Ն1, which implies that ␤ is not the only solution to Eq. (A.1.4). Conversely, under linear independence will lie in a space whose dimension ϭ 0 Á ϭ 0 Á ␣ ϭ ␤ is the only solution to Eq. (A.1.4). This completes the proof.
Section 2
The purpose of this section is to describe statistical tests of hypotheses that concern the existence and form of neural responses. Assume the linear model Y ϭ A␤ ϩ W⑀, (A.2.1) where Y is the fMRI data, A is as described in the text, ␤ is a column vector of unknown weights, ⑀ ϳ N(0, 2 I), and 2 WW T represents the covariance of the time series errors. Assuming the columns of A are linearly independent, one can now uniquely estimate ␤. The ordinary least-squares 12 estimate of ␤ is
Hypotheses specifying the existence of particular waveforms in the neural response of the ith temporal component can be tested by letting s represent a neural waveform (defined at the high temporal resolution SR1) lying in the space defined by the ith neural subbasis (i.e., constrained to the ith temporal component). The corresponding alternative hypothesis is that s exists in the ith temporal component of the trial. It should be understood that this is not the same as saying "the neural response during the ith temporal component is s." Rather, it simply means that the inner product (in the space defined by the columns of G) of the neural response and s is nonzero. Equivalently, it means that the inner product (in the space defined by the columns of A) of the fMRI response and s after convolution and downsampling is nonzero. Hypotheses regarding simply the presence of some otherwise unspecified neural response during a temporal component can be tested in the following manner: Let A interest be the partition of A corresponding to the ith neural subbasis (of dimension k i ), and let A no interest be the partition of A corresponding to the remaining columns of A. Then define A interestЌno interest as is distributed (approximately; Worsley et al., 1997) as an F statistic (with numerator degrees of freedom k i and denominator degrees of freedom ) under the null hypothesis of no neural response at all during the ith temporal component. The corresponding alternative hypothesis is the existence of some neural response during the ith temporal component. The least-squares estimator of the neural response is G␤ . Note that G can have a number of rows different from the fMRI data (i.e., SR1 can be greater than SR2). Let c n be an SR1 by 1 vector of neural response estimate weights. Then 
