Abstract. We study the connection between the Baum-Connes conjecture for an ample groupoid G with coefficient A and the Künneth formula for the K-theory of tensor products by the crossed product A⋊rG. To do so we develop the machinery of Going-Down functors for ample groupoids.
Introduction
We say that a C * -algebra A satisfies the Künneth formula if for all C * -algebras B there exists a canonical short exact sequence 
where A ⊗ B denotes the minimal tensor product of A and B and K * denotes Z/2Z-graded K-theory. The Künneth formula is known to hold for every C * -algebra in the bootstrap class B by the results of Rosenberg and Schochet [Sch82, RS + 87]. Recall, that B is the smallest class of separable nuclear C * -algebras such that:
• C ∈ B, • B is closed under countable inductive limits, • B is closed under KK-equivalence,
• if 0 → I → A → A/I → 0 is a short exact sequence of C * -algebras and two of these are in B, so is the third.
In the groupoid setting, J-L. Tu proved in [Tu99a, Lemma 10.6 ] that the reduced C * -algebra C * r (G) satisfies the Künneth formula provided that G is an a-T-menable groupoid. There are more C * -algebras which are known not to be in B but still satisfy the Künneth formula, such as reduced C * -algebras of lattices in Sp(n, 1). Indeed, if A ∈ B, then A is KK-equivalent to a commutative C * -algebra (see [Bla98, Corollary 20.10 .3]). Moreover, a result of Skandalis [Ska88] shows that if Γ is an infinite hyperbolic property T group, then C * r (Γ) is not K-nuclear. In particular, it cannot be KK-equivalent to a commutative C * -algebra (a more recent reference for this result is [HG04, Theorem 6.2.1]) so that C * r (Γ) is not in B. But [CEOO04, Corollary 0.2] Then A ⋊ r G satisfies the Künneth formula.
More recently, applying the newly developed methods of quantitative K-theory, Oyono-Oyono and Yu were able to show that the uniform Roe algebra C * u (X) satisfies the Künneth formula, provided that X has finite asymptotic dimension [OOY16] . In this paper we study the question of when A satisfies the Künneth formula for the case that A = C ⋊ r G is a (reduced) crossed product, where G is an ample groupoid and C is a G-algebra.
We follow the strategy of [CEOO04] and compare existence of the sequence 1 to the existence of a canonical exact sequence
Here K top * (G; C) denotes the topological K-theory of G with coefficient C. The link between the sequences 2 and 1 is given by the Baum-Connes assembly map µ C : K top * (G; C) → K * (C ⋊ r G). Let N G denote the class of all separable exact G-algebras C for which the canonical exact sequence 2 exists. We show that whenever C is in N G and G satisfies the Baum-Connes conjecture with coefficients in C ⊗ B for all separable C * -algebras B with respect to the trivial action on B, then A = C ⋊ r G satisfies the Künneth formula. We then use the machinery of Going-Down functors to show that the class N G is non-empty, and in fact fairly large (see Theorem 6.11 and Corollary 6.12). As an immediate consequence of this and Proposition 6.13 we can conclude that A ⋊ r G satisfies the Künneth formula for large classes of dynamical systems (A, G, α) (see Corollary 6.14). We also show that the class N G enjoys many stability properties. Among these we verify that N G is stable under taking inductive limits. To prove this we show that the topological K-theory is continuous with respect to the coefficient algebra (see Theorem 5.2), which constitutes another application of the Going-Down principle and is inspired by [CE01, §7] : Another interesting consequence of this is a permanence property for the Baum-Connes conjecture, with respect to inductive limits of the coefficient algebra (see Corollary 5.3). We conclude section 6 by enlarging the class of groupoids our results can cover. While the Going-Down techniques require that we restrict ourselves to ample groupoids, we can extend the main results to cover many examples beyond that class. This is done by relating the classes N G and N H , when G and H are equivalent groupoids on the one hand, and relating N G⋉X and N G . In section 7 we take a look at several examples and applications, in particular we study the Künneth-formula for uniform (Theorem 7.1) and maximal Roe algebras (Theorem 7.2). Finally, in section 8 we use controlled K-theory methods to inductively extend further the class of C * -algebras we can verify the Künneth formula for. In particular we give first examples of uniform Roe-algebras satisfying the Künneth formula for metric spaces not embedding coarsely into a Hilbert space.
Preliminaries on groupoids and G-algebras
Recall, that a groupoid is a set G together with a distinguished subset G (2) ⊆ G × G, called the set of composable pairs, a product map G (2) → G denoted by (g, h) → gh, and an inverse map G → G, written g → g −1 , such that:
(1) If (g 1 , g 2 ), (g 2 , g 3 ) ∈ G (2) , then so are (g 1 g 2 , g 3 ) and (g 1 , g 2 g 3 ) and their products coincide, meaning (g 1 g 2 )g 3 = g 1 (g 2 g 3 ); (2) for all g ∈ G we have (g, g −1 ) ∈ G (2) ; and (3) for any (g, h) ∈ G (2) we have g −1 (gh) = h and (gh)h −1 = g.
Every groupoid comes with a subset
called the set of units of G, and two maps r, d : G → G (0) given by r(g) = gg −1 and d(g) = g −1 g called range and domain maps respectively. A subgroupoid of G is a subset H ⊆ G which is closed under the product and inversion meaning that gh ∈ H for all (g, h) ∈ G (2) ∩ H × H and g −1 ∈ H for all g ∈ H.
When G is endowed with a locally compact Hausdorff topology under which the product and inversion maps are continuous, G is called a locally compact groupoid. A bisection is a subset S ⊆ G such that the restrictions of the range and domain maps to If D = {u} consists of a single point u ∈ G (0) we will omit the braces in our notation and write
Recall that if X is a locally compact Hausdorff space and A is a C * -algebra, then we call A a C 0 (X) − algebra if there exists a non-degenerate * -homomorphism
where Z(M (A)) denotes the center of the multiplier algebra of A. For every x ∈ X there is a closed ideal I x in A defined by I x = C 0 (X \ {x})A and we call the quotient A x := A/I x the fibre of A over x. We write a(x) for the image of a ∈ A in A x under the quotient map. Put A = x∈X A x . Then A can be equipped with a topology such that it becomes an uppersemicontinouos C * -bundle over X and moreover A ∼ = Γ 0 (X, A), where Γ 0 (X, A) denotes the continuous sections of this bundle which vanish at infinity. Throughout this work we will freely alternate between the bundle picture and the picture as C 0 (X)-algebras. For convenience bundles will always be denoted by calligraphic letters. The reader unfamiliar with the theory is referred to the expositions in [Wil07, Appendix C] and [Goe09, Section 3.1].
Recall that a * -homomorphism Φ : A → B between two C 0 (X)-algebras A and B is called C 0 (X)-linear if Φ(f a) = f Φ(a) for all f ∈ C 0 (X) and all a ∈ A. If Φ : A → B is a C 0 (X)-linear homomorphism, it induces * -homomorphisms Φ x : A x → B x on the level of the fibres given by Φ x (a(x)) = Φ(a)(x). Conveniently, one can check several properties of Φ on the level of the fibres and vice versa:
Lemma 2.1. [EE11, Lemma 2.1] Let Φ : A → B be a C 0 (X)-linear homomorphism. Then Φ is injective (resp. surjective, resp. bijective) if and only if Φ x is injective (resp. surjective, resp. bijective) for all x ∈ X.
We will also need the notion of a pullback: If A is a C 0 (X)-algebra and f : Y → X a continuous map, we can define the pullback of A along f as follows: Let q : A → X denote the uppersemicontinouos C * -bundle over X associated to A. Then we can form the pullback bundle
The bundle f * A is an upper-semicontinouos C * -bundle over Y whose fibres (f * A) y are canonically isomorphic to A f (y) . We let f * A := Γ 0 (Y, f * A) denote the corresponding C 0 (Y )-algebra. Note, that we can canonically identify (f * A) y = A f (y) . It is an easy exercise to show that if A is a C 0 (X)-algebra and f : Y → X and g : Z → Y are two continuous maps, then the algebras (f • g) * A and g * (f * A) are canonically isomorphic as C 0 (Z)-algebras. Pullbacks also behave nicely with respect to C 0 (X)-linear * -homomorphisms:
Lemma 2.2. Let A and B be two C 0 (X)-algebras and f : Y → X a continuous map. If Φ : A → B is a C 0 (X)-linear homomorphism, then the map
Recall that a groupoid dynamical system (A, G, α) consists of a locally compact Hausdorff groupoid G, a C 0 (G (0) )-algebra A and a family (α g ) g∈G of * -isomorphisms α g :
and such that g · a := α g (a) defines a continuous action of G on the upper-semicontinuous bundle A associated to A. We will often omit the action α in our notation and just say that A is a G-algebra. Since the topology on an upper-semicontinuous C * -bundle is notoriously difficult to handle we will rely on the following alternate characterization in this paper:
Finally, let us briefly recall the definition of a groupoid crossed product following [KS02] . Let G be anétale groupoid and (A, G, α) a groupoid dynamical system. Consider the complex vector space Γ c (G, r * A). It carries a canonical * -algebra structure with respect to the following operations:
See for example [MW08, Proposition 4.4] for a proof of this fact. For u ∈ G (0) consider the Hilbert A u -module ℓ 2 (G u , A u ). It is the completion of the space of finitely supported A u -valued functions on G u , with respect to the inner product
We can then define a * -representation
Using this family of representations, we can define a C * -norm on the convolution algebra Γ c (G, r * A) by f r := sup
The reduced crossed product A ⋊ r G is defined to be the completion of Γ c (G, r * A) with respect to · r .
Inductive limits of G-algebras
In this section we will show that an inductive limit of G-algebras with G-equivariant connecting morphisms is again a G-algebra in a canonical fashion. These results should be known to the experts but since we could not find a suitable reference and in order to keep the exposition self-contained we elaborate on the details. We start of by considering C 0 (X)-algebras: Let (A i , ϕ i,j ) be an inductive system of C * -algebras, where each A i is a C 0 (X)-algebra, such that the connecting homomorphisms
A is a C 0 (X)-algebra in a canonical way: Let us start by recalling the construction of the limit algebra A: Consider the algebra
Then A is the closure of the image of A under the quotient map q : 
Consequently, f · extends to a bounded linear map A → A, actually to an element in Z(M (A)), where the adjoint is given by f ·. Thus, we have constructed a * -homomorphism Φ : C 0 (X) → Z(M (A)).
Lemma 3.1. The * -homomorphism Φ from above is non-degenerate. Consequently, A is a C 0 (X)-algebra such that the canonical maps ψ i :
Proof. Let a ∈ A and ε > 0 be given. By construction of the inductive limit i∈I ψ i (A i ) is dense in A, so there exists an i ∈ I and b ∈ A i such that ψ i (b) − a < ε 2 . Since the structure homomorphism for A i is non-degenerate we can also find f ∈ C 0 (X) and c ∈ A i such that b − f c < ε 2 ψ i , and hence ψ i (b) − f ψ i (c) < ε 2 . Combining the above inequalites we obtain
We will now identify the fibres of the limit algebra:
Lemma 3.2. Let (A i , ϕ i,j ) be an inductive system of C 0 (X)-algebras and A = lim i A i . Then, for every x ∈ X, ((A i ) x , (ϕ i,j ) x ) is an inductive system of C * -algebras and
is indeed an inductive sequence of C * -algebras. Hence we only need to identify the limit. Let π i,x : A i → (A i ) x denote the quotient maps onto the fibres and ψ i,x : (A i ) x → lim i (A i ) x the canonical maps. By the universal property of the limit we obtain a surjective * -homomorphism
It remains to show that the kernel of π coincides with the ideal
By continuity we get I x ⊆ ker(π). Suppose conversely that a ∈ ker(π) and ε > 0 is given. First we can find i ∈ I and b
Upon replacing b and i by ϕ j,i (b) for j ≥ i big enough we can actually assume that π x,i (b) < 
and hence ker(π) ⊆ I x , which completes the proof.
Next, we want to show that taking the limit of an inductive system commutes with pullbacks: Let (A i , ϕ i,j ) be an inductive system of C 0 (X)-algebras and f : Y → X a continuous map. Then
as in Lemma 2.2.
Proof. Let A = lim i A i and ψ i : A i → A be the canonical * -homomorphisms. Then by Lemma 2.2 we obtain
Using the universal property of the limit, we obtain a
To show that it is an isomorphism, it is enough to check that Ψ y is an isomorphism for all y ∈ Y . But under the identifications
the map Ψ y coincides with the isomorphism
from the previous Lemma.
Suppose now that (A i , ϕ i,j ) is an inductive system of G-algebras, such that all the connecting homomorphisms are G-equivariant. We have already seen in Lemma 3.1, that A = lim i A i is a C 0 (G (0) )-algebra in a canonical way, such that all the homomorphisms ψ i :
The following Proposition shows how we can use the G-actions at each stage of the sequence to obtain a G-action on the limit.
Proposition 3.4. Let (A i , ϕ i,j ) be an inductive system of G-algebras, such that ϕ i,j is Gequivariant for all i, j ∈ I with i ≥ j. Let A := lim i A i and ψ i : A i → A be the canonical maps. Then there exists a canonical G-action on A, such that ψ i is G-equivariant for all i ∈ I.
By the universal property, we obtain a C 0 (G)-linear * -isomorphism between the respective limits. Combining this with Proposition 3.3 we obtain a C 0 (G)-linear * -isomorphism
As each α i is compatible with the multiplication in G, so is the limit homomorphism α.
Going-Down Functors
We would like to use the Going-Down principle as developed in [Bö18] . Although [Bö18, Theorem 7.10] can be applied directly in many situations, oftentimes it is not directly a map on K top * (G; A) one is interested in, but a map on a construction involving this group, which still shares the same basic functorial properties. Moreover, the map in question must not necessarily be given by taking the Kasparov product. A closer inspection of the proof of [Bö18, Theorem 7.10] reveals, that we only used the naturality of the Kasparov product. Hence, following [CEOO04] we can use the language of category theory to obtain a more general result. To begin with, given a second countable ample groupoid G, we denote by C(G) the category of separable commutative proper G-algebras, i.e. algebras of the form C 0 (X), where X is a second countable proper G-space. Also let S(G) be the set containing G and all of its compact open subgroupoids.
Definition 4.1. Let G be an ample groupoid. A Going-Down functor for G is a collection of Z-graded functors F = (F n H ) H∈S(G) , where F n H is a covariant additive functor from the category of second countable, proper, locally compact G-spaces (with morphisms being the proper, continuous G-maps) to the category of abelian groups, such that the following axioms are satisfied:
(1) Cohomology axioms: For every H ∈ S(G) (a) the functor F n H is homotopy invariant; (b) the functor F n H is half-exact, i.e. for every short exact sequence
is exact in the middle; and (c) for each n ∈ Z there is a natural equivalence between F n+1 H and the functor A → F n H (A ⊗ C 0 (R)), where H acts trivially on the second tensor factor. (2) Induction axiom: For every compact open subgroupoid H of G, there are natural equivalences I G H (n) between the functors F n H and F n G • Ind G H , compatible with suspension, where
Section 3] for a detailed discussion of induction for groupoids).
If F is a Going-Down functor for G, we define
where X runs through the G-compact subsets of E(G).
Our main examples of Going-Down functors arise from the topological K-theory of ample groupoids:
Example 4.2. Let G be a second countable ample groupoid and A be a fixed G-algebra. Define
Gall's groupoid equivariant KK-theory (see [LG94] ). Then F is a Z/2Z-graded Going-Down functor:
(1) Cohomology axioms: (a) Homotopy invariance is clear, since groupoid equivariant KK-theory is invariant with respect to equivariant homotopies in the first variable. . From the definition of the compression homomorphism it is easy to see, that it indeed provides a natural transformation with respect to equivariant * -homomorphisms.
The following lemma can be proved using standard homotopy techniques (see for example [Bla98,
Lemma 4.3. Let F be a Going-Down functor. For every short exact sequence
H (A/I) providing a long exact sequence
Definition 4.4. Let F and G be Going-Down functors for the ample groupoid G. A GoingDown transformation is a collection Λ = (Λ n H ) H∈S(G) of natural transformations between F n H and G n H compatible with suspension, such that
Example 4.5. Let G be a second countable ample groupoid and A and B be separable Galgebras. Let F be the Going-Down functor defined by F * H (C 0 (X)) = KK H * (C 0 (X), A |H ) and let G be the Going-Down functor defined by
. Then we can define a Going-Down transformation Λ from F to G by letting Λ * H (C 0 (X)) be the map
By associativity of the Kasparov product, Λ * H is a natural transformation, which is clearly compatible with suspension. Compatibility with I G H follows from [Bö18, Lemma 6.7].
Using the naturality, a Going-Down transformation Λ between two Going-Down functors F and G induces morphisms Λ n (G) :
Theorem 4.6. Let F and G be two Going-Down functors for an ample groupoid G and let Λ be a Going-Down transformation between F and G. Suppose that
Proof. The proof is essentially the same as that of [Bö18, Theorem 7.10], replacing the group KK
, and the map · ⊗ res G H (x) by Λ * H . For convenience of the reader we recall the main steps in the proof: By definition of Λ n (G) we have to show that Λ n G (C 0 (X)) is an isomorphism for all G-compact proper G-spaces X ⊆ E(G). This is done by reducing to more and more special spaces X. For our exposition we reverse the order and start with the most special situation: Suppose that X = GU , where U ⊆ X is a compact open subset of X such that the anchor map
is an isomorphism in this case. Next, consider the case, where every point x ∈ X admits a compact open neighbourhood U such that the anchor map p :
is a compact open set with the property above. Then we can inductively apply the Mayer-Vietoris sequences for F and G respectively and compare them via Λ. Since two out of three arrows in the resulting diagram are isomorphisms by the first step above, an application of the Five-Lemma completes the proof in this case. Next, one realizes that X as in the second step above is an instance of a zero-dimensional Gsimplicial complex in the sense of [Bö18, Definition 7.5]. Hence we can proceed by induction on the dimension n of a (typed) G-simplicial complex, to show the claim for all finite dimensional G-simplicial complexes. Let X be a (typed) G-simplicial complex of dimension n > 0, Y be its (n − 1)-skeleton, and U = X \ Y the union of all open n-simplices. Then we get an exact sequence of G-algebras
Applying the corresponding long exact sequences for F and G from Lemma 4.3 and comparing them with Λ, our claim will follow from the Five-Lemma, once we show that Λ n G (C 0 (U )) is an isomorphism. But U is equivariantly homeomorphic to X ′ × R n , where X ′ denotes the barycenters of n-dimensional simplices. Thus, we have
Since Λ is compatible with suspensions, it is enough to show that Λ m G (C 0 (X ′ )) is an isomorphism for all m ∈ Z. But X ′ is a G-compact, proper G-space such that every point x ∈ X ′ admits a compact open neighbourhood U such that the anchor map p :
. Hence we reduced everything to the second step above. Finally, it follows from [Bö18, Lemma 7.7] and [Tu12, Proposition 3.2] that every G-compact proper G-space admits a G-equivariant continuous map into a finite dimensional G-simplicial complex. Together with the universal property of E(G) and a zig-zag-type argument it follows that Λ m G (C 0 (X)) is an isomorphism for arbitrary G-compact proper subspaces X ⊆ E(G).
Continuity of Topological K-theory
In this section we will show, that the topological K-theory of an ample groupoid is continuous with respect to the coefficient algebra. Recall, that anétale groupoid is called exact, if for every
of G-algebras, the corresponding sequence
of reduced crossed products is exact. The following is an analogue of [CEN03, Lemma 2.5] foŕ etale groupoids:
Lemma 5.1. Let G be anétale groupoid and (A n , ϕ n ) n an inductive sequence of G-algebras with limit A = lim n A n . Then (A n ⋊ r G, ϕ n ⋊ G) n is an inductive sequence of C * -algebras. Suppose additionally, that either one of the following conditions hold:
(1) All the connecting maps ϕ n are injective.
(2) The groupoid G is exact.
Then A ⋊ r G = lim n A n ⋊ r G with respect to the connecting homomorphisms ϕ n ⋊ G.
is an inductive sequence of C * -algebras. For the second statement we follow the argument in [CEN03, Lemma 2.5]: In the case of (1) we may regard each A n ⋊ r G as a subalgebra of A ⋊ r G and hence also the inductive
First, consider elements of the form f ⊗ a ∈ Γ c (G, r * A) for f ∈ C c (G) and a ∈ A. Let ε > 0 be given. Then, by (1) we can find n ∈ N and b ∈ A n such that a − b < ε f . It follows, that f ⊗b ∈ Γ c (G, r * A n ) with f ⊗a−f ⊗b ≤ f a−b < ε. Since finite sums of elements of the form f ⊗ a are dense in Γ c (G, r * A) in the inductive limit topology, it follows that n∈N Γ c (G, r * A n ) is dense in Γ c (G, r * A) with respect to the inductive limit topology and hence also with respect to the reduced norm topology. For the proof of (2) we make use of the following general fact: If (B n , ψ n ) is an inductive sequence of C * -algebras, then so is (B n /ker(ψ n ), ψ n ), where ψ n are the maps induced by ψ n on the quotients. Then it is easy to check, that all the maps ψ n are injective and B = lim n B n /ker(ψ n ). Returning to the proof of (2), let I n = ker(ϕ n ). Using the exactness of G now, we see that I n ⋊ G is precisely the kernel of the map ϕ n ⋊ G : A n ⋊ r G → A ⋊ r G. By the above remark we have A = lim n A n /I n and since the connecting maps are all injective we get A ⋊ r G = lim n (A n /I n ) ⋊ r G by (1). Using the exactness of G now, we see that I n ⋊ G is precisely the kernel of the map ϕ n ⋊ G : A n ⋊ r G → A ⋊ r G, hence (A n /I n ) ⋊ r G = A n ⋊ r G/I n ⋊ r G and another application of the above mentioned fact together with the identity
Theorem 5.2. Let G be an ample groupoid and (A n , ϕ n ) n an inductive sequence of G-algebras.
If we let A = lim A n , then the maps ψ n, * : K
induced by the canonical maps ψ n : A n → A, give rise to an isomorphism
be the homomorphism induced by the morphisms ψ n : A n → A. Our aim is to show that ψ * is an isomorphism. For every proper G-space X let ψ *
, A) be the morphism induced by ψ n at the level of X. Now the structure maps for taking the limit over X are given by left Kasparov products, whereas the structure maps for taking the limit over the A n is given by right Kasparov products. Since the Kasparov product is associative, the limits can be permuted and we get
The map ψ * can then be computed via the maps ψ * X by
We define a contravariant functor
Then F is a Going-Down functor. Let G denote the Going-Down functor C 0 (X) → KK H * (C 0 (X), A |H ) from Example 4.2. Then the maps ψ X define a Going-Down transformation Ψ : F → G, such that Ψ * (G) = ψ * . By Theorem 4.6 it is hence enough to prove, that
is an isomorphism for all compact open subgroupoids H in G. For every n ∈ N we have a commutative diagram
where µ and µ n are the isomorphisms coming from the groupoid version of the Green-Julg theorem (see [Tu99b, Proposition 6 .25]). By commutativity of the above diagrams it is hence enough to prove, that the maps (ψ n ⋊ H) * induce an isomorphism
Using the continuity of K-theory, the result follows from Lemma 5.1.
As an immediate consequence, we get the following.
Corollary 5.3. Let G be an ample groupoid and (A n , ϕ n ) n an inductive sequence of G-algebras with A = lim n→∞ A n . Suppose G satisfies the Baum-Connes conjecture with coefficients in A n for all n ∈ N. Assume further, that G is exact, or that all the connecting homomorphisms ϕ n are injective. Then G satisfies the Baum-Connes conjecture with coefficients in A.
A Mixed Künneth Formula
In this section we study the K-theory of tensor products by crossed products with ample groupoids in analogy with the results from [CEOO04] . The main tool is a mixed Künneth formula involving the topological K-theory of the groupoid in question. Under the assumtion that G satisfies the Baum-Connes conjecture with coefficients, one can relate this mixed Künneth formula to the usual Künneth formula for the crossed product. Let us recall the usual Künneth formula: We say that a C * -algebra A satisfies the Künneth formula if for all C * -algebras B, there is a canonical short exact sequence
in the above sequence can be obtained using the Kasparov product as the composition
where σ A : KK * (C, B) → KK * (A, A ⊗ B) is Kasparov's external tensor product in KK-theory. We will also write α A,B instead of α when it is important to remember which C * -algebras A and B we are considering. The following result is shown in [CEOO04, Proposition 4.2] (extending earlier results by [Sch82] ):
Proposition 6.1. Let A be a separable C * -algebra. Then A satisfies the Künneth formula if and only if α :
is an isomorphism for all separable C * -algebras B with K * (B) free abelian.
The authors in [CEOO04] define the class N to be the class of all separable C * -algebras such that α :
is an isomorphism for all separable C * -algebras B with K * (B) free abelian. It turns out that the class N is quite large and enjoys many nice permanence properties:
(1) The class N contains the bootstrap class B (see [Bla98,  Our first goal is to replace K * (A) by the topological K-theory of a groupoid G with coefficients in a suitable separable G-algebra A and define an equivariant version of the map α. Before we can get into it, we need some preliminary observations on minimal tensor products of C 0 (X)-algebras:
Recall, that for arbitrary C * -algebras A and B, their minimal tensor product A ⊗ B sits as an essential ideal inside M (A) ⊗ M (B), and hence, using the universal property of the multiplier algebra, there exists a unique embedding ι :
. In what follows we will suppress ι in our notation and view ZM ( where I x and J y are the ideals corresponding to the fibres A x and B y respectively.
In many situations the fibres are much nicer to describe:
Proposition 6.3. Let A be a C 0 (X)-algebra, and B be a C 0 (Y )-algebra. If either A or B is separable and exact, then
Proof. This is a direct consequence of [Bla06, IV.3.4.22, Proposition IV.3.4.23].
Now let A and B be C 0 (X)-algebras over the same space X, and let ∆ : X → X × X be the diagonal inclusion. Then we define the minimal balanced tensor product A ⊗ X B of A and B by ∆ * (A ⊗ B) . Thus, A ⊗ X B is a C 0 (X)-algebra by construction. Note, that A ⊗ X B is canonically isomorphic the quotient of A ⊗ B by the ideal C 0 (X × X \ ∆(X))A ⊗ B. It follows from Proposition 6.3 above, that if either A or B is separable and exact, that for all x ∈ X we have
With this description of the fibres it is not so hard to see the following:
Lemma 6.4. Let A and B be C 0 (X)-algebras and f : Y → X a continuous map. If either A or B is separable and exact, we have f
which on an elementary tensor ϕ ⊗ ψ ∈ f * A ⊗ f * B is defined by
Note, that we use the assumption that either A or B is separable and exact here, to identify the fibres in the last equality. Since
the map Φ extends to a bounded C 0 (Y × Y )-linear * -homomorphism, which clearly induces an isomorphism on each fibre. Hence Φ is an isomorphism as desired. Observe, that we have
where ∆ X and ∆ Y denote the diagonal inclusions respectively. Hence we have
Suppose now, that G is a locally compact Hausdorff groupoid with a Haar system. Suppose further, that (A, G, α) and (B, G, β) are groupoid dynamical systems. With the above lemma at hand, it is now easy to define a diagonal action. Suppose that either A or B is separable and exact. Then we define the diagonal action of G on A ⊗ G (0) B via the composition
Note, that if (A, G, α) is a groupoid dynamical system and B is any C * -algebra, such that either A or B is separable and exact, then (A ⊗ B, G, α ⊗ id) is a groupoid dynamical system. The reduced crossed product is compatible with the minimal balanced tensor product in the following way:
Proposition 6.5. [LaL15, Theorem 6.1] There is a natural isomorphism
Before we can proceed, we also need the following:
Proposition 6.6. Let A, B and D be separable G-algebras, such that D is exact. Then there is a homomorphism
given by associating to an element (E, Φ,
Let us now return to the Künneth formula. Fix a second countable locally compact Hausdorff groupoid G. For ease of notation let us denote its unit space by X. Let A be a separable exact G-algebra and B any C * -algebra. We wish to define a map
Consider the trivial group denoted by 1. Then the canonical groupoid homomorphism G → 1 induces a homomorphism
Let ε denote the composition:
Under the canonical identifications of G-algebras A ⊗ X C 0 (X) ∼ = A and A ⊗ X C 0 (X, B) ∼ = A ⊗ B we will view ε as a map
Now for any proper and G-compact G-space Y ⊆ E(G) we define a map α Y as the composition
Passing to the limit, the maps α Y induce the desired map
Definition 6.7. We denote by N G the class of all separable exact G-algebras A such that α G is an isomorphism for all B with K * (B) free abelian.
We will now show, that for a G-algebra A to be in N G also corresponds to satisfying a Gequivariant version of the Künneth formula:
Proposition 6.8. Let A be a separable and exact G-algebra. Then A ∈ N G if and only if for every C * -algebra B, there exists a canonical homomorphism
such that the sequence
Proof. Let S denote the category of all separable C * -algebras with * -homomorphisms as morphisms, and let Ab denote the category of abelian groups. Consider the functor F * : S → Ab, given by F * (B) = K top * (G; A⊗B) and F * (Φ) = (id⊗Φ) * for a * -homomorphism Φ : B 1 → B 2 . We will show that F * is a Künneth functor in the sense of [CEOO04, Definition 3.1], provided that The class N G enjoys many stability properties similar to those of N :
Lemma 6.9. Let G be a second countable, locally compact Hausdorff groupoid. Then the following hold:
(1) If A ∈ N G and B is a separable exact C * -algebra, which is KK G -dominated by A (i.e.
there exist x ∈ KK G (A, B) and y ∈ KK G (B, A) such that y ⊗ x = 1 B ∈ KK G (B, B)), then B ∈ N G . (2) If 0 → I → A → A/I → 0 is a semi-split short exact sequence of G-algebras such that two of them are in N G , then so is the third. (3) If A ∈ N G and B ∈ N , then A ⊗ B ∈ N G , where A ⊗ B is equipped with the action α ⊗ id. (4) If (A n , ϕ n ) n is an inductive sequence of G-algebras with injective and G-equivariant connecting maps, such that A n ∈ N G for all n ∈ N, then A ∈ N G .
Proof. For the proof of (1) let D be any C * -algebra with K * (D) free abelian and consider the following commutative diagram:
By assumption, the composition of the horizontal arrows are the identity maps in each row and the middle vertical map is an isomorphism. An easy diagram chase then shows, that the left (and right) vertical arrows must be isomorphisms as well. follows from an easy application of the Five Lemma. For (3) let us first observe, that if A and B are separable and exact C * -algebras, then so is their minimal tensor product A ⊗ B by associativity of the minimal tensor product. Now suppose that A ∈ N G and B ∈ N . Let D be any C * -algebra with K * (D) free abelian. As in the proof of [CEOO04, Lemma 4.4(iii)] we can use this fact to make the canonical identification
Now consider the following commutative diagram:
Under the identification of the Tor groups mentioned above, the first column is the equivariant Künneth sequence for (A, B) tensored with K * (D). Thus, using our assumption, that A ∈ N G , it is exact by Proposition 6.8. Similarly, the second column is the equivariant Künneth sequence for (A, B ⊗ D), and hence exact, too. Finally, the top and bottom arrows are isomorphisms, since B was assumed to be in N . By the Five Lemma, the middle vertical map α G must be an isomorphism as well. Using the Baum-Connes assembly map we can relate the map α G to the map α for the crossed product as follows:
Proposition 6.10. Let A be a separable exact G-algebra and B be any C * -algebra. Then the diagram
commutes. In particular, if µ A⊗B is an isomorphism for all C * -algebras B, then A ∈ N G if and only if A ⋊ r G ∈ N .
Proof. First, note that for all x ∈ K * (B) we have j G (ε(x)) = σ A⋊rG (x), where
is the descent map (see [ LG94, Proposition 7.2.1]). Using this, we can easily check commutativity of the above diagram on the level of each G-compact subspace Y ⊆ E(G) as follows: For y ∈ KK G * (C 0 (Y ), A) and x ∈ K * (B) we compute
The second statement then follows directly from the commutativity of the diagram.
We are now ready for the main result of this section, and this is the place where our techniques require us to restrict ourselves to ample groupoids.
Theorem 6.11. Let G be a second countable ample groupoid and A a separable and exact Galgebra. Suppose that
Proof. Let B be a fixed C * -algebra with K * (B) free abelian. For each H ∈ S(G) define contravariant functors F H : C(H) → Ab and G H : C(H) → Ab by
. Both (F H ) H∈S(G) and (G H ) H∈S(G) define Going-Down functors in the sense of Definition 4.1. Moreover, for each H ∈ S(G) and every proper H-space Y the maps α Y determine natural transformations Λ H : F H → G H , which form a Going-Down transformation Λ. Our assumptions then translate to the fact that Λ K :
Hence, by Theorem 4.6 the result follows.
The following corollary gives many examples, when the hypothesis of Theorem 6.11 are satisfied and thus provides many examples of G-algebras in class N G .
Corollary 6.12. Let G be a second countable ample groupoid and A be a separable exact Galgebra, such that A u is type I for all u ∈ G (0) . Then A ∈ N G .
Proof. It follows from [Tu99a, Proposition 10.3], that A |K ⋊ K is a type I C * -algebra for all compact subgroupoids K ⊆ G, and hence it is contained in the bootstrap class B ⊆ N . The result then follows from Theorem 6.11.
Let us now point out the connections between the mixed Künneth formula and the Baum-Connes conjecture and state our main results concerning the Künneth formula for crossed products: Proposition 6.13. Let G be a second countable, locally compact Hausdorff groupoid with Haar system and A ∈ N G . Consider the following properties:
(1) G satisfies the Baum-Connes conjecture with coefficients in A ⊗ B for all separable C * -algebras B (with respect to the trivial action on the second factor). (2) A ⋊ r G ∈ N .
Then (1) implies (2) and the converse holds, provided that G satisfies the Baum-Connes conjecture with coefficients in A.
Proof. Consider the commutative diagram 0 0
Since A ∈ N G the left column is exact by Proposition 6.8. Now in the situation of (1), all the horizontal arrows are isomorphisms. Consequently, the right column is also exact, which establishes (2). If conversely A ⋊ r G ∈ N and moreover G satisfies the Baum-Connes conjecture with coefficients in A, then both columns in the above diagram are exact by Proposition 6.8 and [CEOO04, Proposition 4.2] respectively. Moreover, the top and bottom horizontal maps are isomorphisms and an application of the Five Lemma completes the proof.
Combining Theorem 6.11 and the preceding proposition we have the following corollary.
Corollary 6.14. Let G be a second countable ample groupoid and A a separable exact G-algebra. Suppose the following hold:
(2) G satisfies the Baum-Connes conjecture with coefficients in A ⊗ B for all separable C * -algebras B (with respect to the trivial action on the second factor).
Then A ⋊ r G ∈ N . In particular we have C * r (G) ∈ N , provided that G satisfies the Baum-Connes conjecture with coefficients in C 0 (G (0) , B) for all separable C * -algebras B (equipped with the trivial action).
Using the above results we can also treat the case of twisted groupoid C * -algebras. Recall that a twist Σ over G is a central groupoid extension
by which we mean:
(1) The map i is a homeomorphism onto j −1 (G (0) ) ⊆ Σ, (2) the map j is a continuous and open surjection, and (3) the extension is central meaning that i(r(σ), z)σ = σi(d(σ), z) for all σ ∈ Σ and z ∈ T.
Given such a twist Σ over G one can define a twisted version of the reduced C * -algebra of G, denoted by C * r (G; Σ) (see [MW92] for the details of this construction).
Corollary 6.15. Let G be a second countable ample groupoid and Σ a twist over G. If G satisfies the Baum-Connes conjecture with coefficients, then C * r (G; Σ) ∈ N .
Proof. It was shown in [vEW14, Proposition 5.1] that there exists a Hilbert C 0 (G (0) )-module H and an action of G on K(H) such that C * r (G; Σ) ∼ M or K(H) ⋊ r G. Since each fibre K(H) u is canonically identified with the usual compact operators K(H u ) on the Hilbert space H u , which is a type I algebra, we have K(H) ∈ N G by Corollary 6.12 and hence K(H) ⋊ r G ∈ N by Proposition 6.13. Since the class N is stable under Morita-equivalence, the result follows.
Finally, we would like to enlarge the class of groupoids that our results can cover beyond the ample case. To this end we study the behaviour of the class N G as G varies. Let X be a G-H-equivalence. Le Gall showed in [LG94,  LG99] how to construct from an Halgebra A a G-algebra X * A and a natural isomorphism X * : KK H (A, B) → KK G (X * A, X * B).
Proposition 6.16. Let G and H be second countable locally compact Hausdorff groupoids. Suppose that X is a G-H-equivalence. Then A ∈ N H if and only if X * A ∈ N G .
Proof. Let A be a separable exact H-algebra and B be a separable C * -algebra with K * (B) free abelian. It is an easy exercise to verify that, since H acts trivially on B, we have an identification
We only need to realize that the following diagram commutes, due to the compatibility of the map X * with the Kasparov product (see [ LG94, Theorème 6.2.2]).
Proposition 6.17. Let G be a second countableétale groupoid. Suppose G acts on a (second countable) locally compact Hausdorff space X. Let A be a separable exact G ⋉ X-algebra. Then A ∈ N G⋉X if and only if A ∈ N G .
Proof. Let A be a separable exact G ⋉ X-algebra and B be a separable C * -algebra with K * (B) free abelian. Then we have a commutative diagram
where the vertical maps are given by the forgetful maps. Since G isétale we know from [Tu12, Theorem 3.8] that the forgetful maps are isomorphisms. Hence the result follows.
We will now combine these two cases to get a useful and checkable criterion. Recall, that a continuous groupoid homomorphism ρ : G → H is called faithful, if the map g → (r(g), ρ(g), s(g)) is injective, and locally proper, if the restriction of ρ to the reduction G |K is proper for every compact subset K ⊆ G (0) .
Proposition 6.18. Let G be a second countable, locally compact Hausdorff grouopid. Suppose G admits a faithful, locally proper homomorphism ρ : G → H into a second countableétale groupoid H. Then there exists an H-space Y and a H ⋉ Y -G equivalence X. Moreover, if A is a separable exact G-algebra, then A ∈ N G if and only if X * A ∈ N H .
Proof. The first part was proved in [AD16] (see also [KS02, Theorem 1.8] for the case that H is a group). The remaining part follows from combining Propositions 6.16 and 6.17.
So in particular if ρ : G → H is a faithful, locally proper homomorphism into an ample groupoid H, one can combine the preceding Proposition with Theorem 6.11 to obtain a criterion to determine whether a given G-algebra A is in N G , even if G is not ample. The following special case of Proposition 6.18 is worth mentioning:
Corollary 6.19. If H ⊆ G is a closed subgroupoid, then A ∈ N H if and only if Ind
Proof. The inclusion map H → G is faithful and locally proper. Finally,
A (see [Bö18, Remark 3.18]), so the result follows from the previous proposition.
Applications
A natural question is to find examples of C * -algebras for which Corollary 6.14 ensures the Künneth formula, without this being a consequence of previous known results [RS + 87, CEOO04, OOY16] . This is actually not an easy question (in the second author's opinion). The first class of examples we give are actually also consequences of a combination of previous results, but they are obtained here in a straightforward way using the Going-Down principle for groupoids. The authors thought they were interesting in themselves, and allow to illustrate the power of our results (or at least to compare it to other methods). Genuine new applications will be provided by uniform Roe algebras of spaces which admit a coarse embedding into a Hilbert space, and the uniform maximal Roe algebra of spaces which admit a fibred coarse embedding. This has, to our knowledge, not appeared in the literature before, and is an easy application of results.
7.1. Some examples. Let Γ an infinite hyperbolic property (T) group, and Ω a second countable locally compact Hausdorff space equipped with an action of Γ by homeomorphisms. Then the action groupoid Γ ⋉ Ω isétale. By Lafforgue's work in [Laf12] , Γ satisfies the Baum-Connes conjecture with coefficients, so [CEOO03, Corollary 0.2] ensures that so does Γ ⋉ Ω. By Proposition 6.17 we have A ∈ N Γ⋉Ω if and only if A ∈ N Γ . Hence an application of Theorem 6.11 together with Proposition 6.13 ensures the following: Application 1. If Γ is an infinite hyperbolic property (T) group, Ω a Γ-space, and A is a Γ ⋉ Ω-algebra such that A ⋊ r F satisfies the Künneth formula for every finite subgroup F of Γ, then A ⋊ r (Γ ⋉ Ω) satisfies the Künneth formula. This result is not new and is a consequence of [CEOO04] applied to Γ once we realize that
Recall the following construction from [HLS02] . Let Γ be a finitely generated residually finite group, and N = {N i } i a decreasing family of nested finite index normal subgroups, i.e. N i+1 < N i , [Γ, N i ] < ∞ and N i = {e Γ }. Following [Wil15] , we define the HLS groupoid (after Higson, Lafforgue, and Skandalis) associated to (Γ, N ) as the bundle of groups over the one point compactification N = N ∪ {∞} as follows:
• each fibre over N is endowed with the discrete topology, and a neighbourhood basis of (∞, g) is given by
This defines an ample groupoid G N (Γ), and the exact sequence
induces the following exact sequence of C * -algebras
where C * N (Γ) is the completion of C[Γ] w.r.t. to the norm
induced by the quasi-regular representations λ N :
Now this exact sequence intertwines the Baum-Connes assembly maps, and the Baum-Connes conjecture for G N (Γ) is equivalent to µ Γ,N being an isomorphism.
Application 2.
• If Γ = F 2 and N n = ker(φ)
for φ running across all group homomorphisms from Γ to a finite group of cardinality at most n, then
is an ample groupoid satisfying the Baum-Connes conjecture we get that C * r (G N (F 2 )) satisfies the Künneth formula by Corollary 6.14. It is still a result that one can get using the fact that F 2 being a-T-menable, it is K-amenable. Hence C * max (F 2 ) and C * r (F 2 ) are KK-equivalent and in the class N , so that C * r (G N (F 2 )) also is by extension stability of N . A remark of R. Willett is worth mentioning: F 2 being the fundamental group of the wedge of two circles, it is KK-equivalent to C(S 1 ∧ S 1 ).
• One can artificially try to get rid of bootstrapiness by spatially tensoring this exact sequence by C * r (Λ) for a infinite hyperbolic property (T) group Λ. Since hyperbolic groups are exact we get the extension
Our methods apply to the groupoid G N (Γ) × Λ, and imply that its reduced C * -algebra satisfies the Künneth formula. But then again, one can deduce this from a previous result, namely the restriction principle for groups. Indeed, apply it to Λ acting trivially on C * r (G N (Γ)).
7.2. Uniform and maximal Roe algebras. Let X be a discrete metric space with bounded geometry, which means that for every given R > 0, there is a uniform bound on the cardinality on R-balls in X, i.e. sup x∈X |B(x, R)| < ∞ ∀R > 0.
Motivated by index theory in the setting of non-compact Riemanian manifolds, J. Roe introduced a C * -algebra C * (X), now called the Roe algebra of X. It comes in different versions, which are all completions of the * -algebra of locally compact finite propagation operators, of which we now recall the definition. If H is an auxiliary separable Hilbert space and R > 0, define
is a * -algebra, and
is called the maximal Roe algebra C * max (X) of X. In [STY02] , G. Skandalis, J.-L. Tu and G. Yu define a locally compact Hausdorff ample groupoid G(X), called the coarse groupoid of X, such that the convolution algebra C c (G(X)) is * -isomorphic to C[X], and
. An interesting feature of the coarse groupoid is that its dynamical properties reflect the coarse properties of X. Indeed,
• X has property A iff G(X) is amenable iff G(X) is inner exact (see [STY02, Theorem 5.3] and [BL18, Theorem 3.20]), • X coarsely embeds into a Hilbert space iff G(X) is a-T-menable [STY02, Theorem 5.4], • X admits a fibred coarse embedding into a Hilbert space iff G(X) |∂βX is a-T-menable (see [FS14] ). Here, ∂βX is the complement of X in βX, hence is a closed G(X)-invariant subset of βX.
Fibred coarse embeddings were introduced by Chen, Wang and Yu in [CWY13] . Admitting a fibred coarse embedding is weaker than admitting a coarse embedding: For instance any box space of an a-T-menable group admits a fibred coarse embedding, hence one gets examples of expanders which admit fibred coarse embeddings.
We want to study, when the different Roe-type algebras defined above satisfy the Künneth formula. First we focus on the uniform Roe-algebra. Suppose X is a bounded geometry metric space, which admits a coarse embedding into a Hilbert space. One would wish to apply the results of the present work directly, but the problem is that G(X) is not second countable, so that the C * -algebras above are not separable. However, by [STY02, Theorem 5.4] there exists a second countable a-T-menable groupoid G ′ such that G(X) = G ′ ⋉ βX. Moreover, we may write βX as an inverse limit lim
• Each Y i is a metrizable quotient of βX.
• The action of G ′ on βX factors through an action of G ′ on Y i , making the quotient map
Consequently, the coarse groupoid G(X) can be written as a projective limit of second countable ample groupoids.
Theorem 7.1. Let X be a discrete metric space with bounded geometry, which admits a coarse embedding into a Hilbert space. Then C * u (X) satisfies the Künneth formula.
Proof. With the notations above, we get an inductive system (C(Y i )) i of separable G ′ -algebras with injective and G ′ -equivariant connecting homomorphisms. Hence (C(Y i ) ⋊ r G ′ ) i is an inductive system with injective connecting maps as well and we can apply Lemma 5.1 to obtain
Now G ′ is a second countable ample groupoid and satisfies the Baum-Connes conjecture for all coefficients by [Tu99a] .
is the C * -algebra of a compact groupoid, and hence contained in the class N . By Corollary 6.14 it follows that C(Y i ) ⋊ r G ′ satisfies the Künneth formula for all i, i.e. for every C * -algebra B we obtain canonical short exact sequences
Since the connecting maps of the directed system (C(Y i )⋊ r G ′ ) i are all injective by construction, we can apply [Bla06, II.9.6.6] to get
As the (algebraic) tensor product functor and the Tor functor commute with inductive limits, and K-theory is continuous, we obtain a short exact sequence
in the limit, as desired.
We can also blend Application 1 and the preceding result: If Γ is a discrete group, then it has only one coarse class of left invariant metric, and we denote by |Γ| the associated coarse metric space. It is shown in [STY02] that the coarse groupoid is an action groupoid, more precisely
This groupoid is ample and satisfies the Baum-Connes conjecture with coefficients, provided that Γ is embeds coarsely into a Hilbert space (for example if Γ is exact). Application 3. If Γ is a hyperbolic group and A is a C * -algebra such that A ⋊ r F satisfies the Künneth formula for every finite subgroup F of Γ, then A ⋊ r G(|Γ|) satisfies the Künneth formula. In particular the uniform Roe algebra
satisfies the Künneth formula.
Theorem 7.2. Let X be a discrete metric space with bounded geometry, which admits a fibred coarse embedding into a Hilbert space. Then C * max (X) satisfies the Künneth formula.
Proof. The closed saturated subset ∂βX gives rise to the following exact sequence of C * -algebras
The groupoid X × X being proper, the C * -algebra on the left side is of type I and satisfies the Künneth formula. By the above,
where X i is the image of ∂βX under the G(X)-equivariant quotient map βX → Y i .
By hypothesis, X admits a fibred embedding into a Hilbert space, and hence G(X) |∂βX is a-T-menable. The same argument as in the previous result ensures that C * r (G(X) |∂βX ) satisfies the Künneth formula. But a-T-menable groupoids have K-amenable C * -algebras by [Tu99a] . It follows that C * max (G(X) |∂βX ) satisfies the Künneth formula. The Künneth formula is stable by extension, which concludes the proof.
Stability result
We will end this paper with an extension of the main result. Indeed, the class of second countable ample groupoids can be used as a starting point of an inductively defined class of groupoids whose C * -algebras satisfy the Künneth formula. This class is directly inspired from the class of finite decomposition complexity for groups [GTY12] .
Next we state a strengthening of Corollary 6.14, which is proved in the second author's thesis [Del17] . It says that the Künneth morphism α A⋊rG,B comes from a controlled morphism α A⋊rG,B , which is a quantitative isomorphism.
Theorem 8.1 (Theorem 5.2.13 [Del17] ). Let G be a (σ-compact) second countable ample groupoid and A a separable and exact G-algebra. Suppose that
• G satisfies the Baum-Connes conjecture with coefficients in A ⊗ B for every separable trivial G-algebra B,
Then A ⋊ r G satisfies the quantitative Künneth formula.
Quantitative K-theory was developed by H. Oyono-Oyono and G. Yu in [OOY15] , and its application to the Künneth formula in [OOY16] . The main topic of the first author's thesis [Del17] was a generalization of operator quantitative K-theory, called controlled K-theory, which allows to state that crossed products A ⋊ r G are C * -algebras which are filtered by the set of symmetric compact subsets K ⊆ G. One can then study the controlled K-theory groupK * (A ⋊ r G), which approximates K * (A ⋊ r G) in a precise sense. We refer the reader to [Del17] or [Del18] for more details. The proof of the quantitative Künneth formula is essentially the same as the classical one. One just has to use the controlled version of every morphism involved, and has to keep track of the propagation at every step. The quantitative Künneth formula essentially means that the morphism α A⋊rG,B is induced by a controlled morphismα A⋊rG,B .
In [OOY16] , H. Oyono-Oyono and G. Yu introduced the class C f and of finite asymptotic nuclear dimensional C * -algebras, and show [OOY16, Proposition 5.6] that every member of this class satisfies the Künneth formula. To define this class, we first need to recall what is a filtered C * -algebra, and a controlled Mayer-Vietoris pair. Definition 8.2. A coarse structure is a poset E equipped with an abelian semi group structure such that, for any two elements E, E ′ ∈ E, there exists an element F ∈ E such that E ≤ F and E ′ ≤ F . A C * -algebra A is said to be E-filtered if there exists a family {A E } E∈E of closed self-adjoint subspaces of A such that:
If A is unital, we impose that 1 ∈ A E for every E ∈ E.
Examples of filtered C * -algebras include Roe algebras associated to proper metric spaces with bounded geometry, crossed-products of C * -algebras by action by automorphisms ofétale groupoids or discrete quantum groups. See [Del17, Chapter 3] or [Del18] for details. Any sub-C * -algebra B of A is considered filtered by the family {B ∩ A E } E∈E . If A and A ′ are E-filtered, then A ∩ A ′ is considered filtered by the family
To a E-filtered C * -algebra A, one can associate its controlled K-theory groupsK * (A) which is a family of groups {K
satisfying nice compatibility conditions and approximating the K-theory groups K * (A). A controlled morphismφ = {φ ε,E } is a family of morphisms
where α ≤ 1 is a fixed constant, and h is a nondecreasing function. The point is that the way the propagation, i.e. the parameters are distorted, is uniform accross the family. The family must satisfy compatibility conditions we do not recall here in order to keep a reasonable length for the article (and the details of controlled K-theory are not essential for the proof). Forgetting the propagation, any controlled morphismφ induces a morphism in K-theory
One of the interest of controlled K-theory lies in its computability. For instance, Mayer-Vietoris type exact sequences occur even if the filtered C * -algebra is simple. More precisely, in [OOY16] is developed a notion of controlled Mayer-Vietoris pair, which we now recall.
Definition 8.3. Let A be a E-filtered C * -algebra, c ≥ 1 and F ∈ E. A F -controlled MayerVietoris pair with coercivity c is a quadruple (V 0 , V 1 , A (0) , A (1) ):
• the V i 's are closed subspaces of A F , • A (i) is a C * -algebra containing
with F ′ = F 5 , • for every E ≤ F , every x ∈ M n (A E ) can be written as a sum
• for every ε > 0, E ≤ F and every ε-close elements x ∈ A (0) E and y ∈ A (1) E , i.e. ||x − y|| < ε,
E ) such that ||x − z|| < cε and ||y − z|| < cε.
If A and B are two families of E-filtered C * -algebras, we say that A 2-decomposes over B if there exists a constant c ≥ 1 such that, for every A ∈ A, and every E ∈ E, there exists a controlled Mayer-Vietoris pair (V 0 , V 1 , A (0) , A (1) ) with coercivity c with A (0) , A (1) and A (0) ∩ A (1) belonging to B.
If in possession of a controlled Mayer-Vietoris pair (V 0 , V 1 , A (0) , A (1) ) for a filtered C * -algebra A, [OOY16, Theorem 3.10] allows to compute its controlled K-theory in terms of the controlled K-theory of the sub-C * -algebras A i . See [OOY16, Del17, Del18] for precise definitions about controlled morphisms and controlled exact sequences.
Theorem 8.4. For every E-filtered C * -algebra A, E ∈ E and every E-controlled Mayer-Vietoris pair (V 0 , V 1 , A (0) , A (1) ), there exists a controlled sequencê
which is controlled-exact up to order E. Let E be a coarse structure. A E-filtered C * -algebra A is said to be locally bootstrap if, for every E ∈ E, there exists F ∈ E and a sub-C * -algebra A (F ) of A, which is in the bootstrap class B and satisfies
Notice the following property: a locally bootstrap C * -algebra is automatically in the bootstrap class. It is indeed an inductive limit of C * -algebras in the bootstrap class. Denote by C
f and the class of locally bootstrap C * -algebras. Then, a C * -algebra A belongs to the class C The asymptotic nuclear dimension of A is the smaller n such that A belongs to C (n) f and , and we denote by C f and the class of C * -algebras with finite asymptotic nuclear dimension, C f and = ∪ n≥0 C (n) f and . The two previous result combines in the main result of [OOY16] .
Theorem 8.6. Let A be a filtered C * -algebra with finite asymptotic nuclear dimension. Then A satisfies the Künneth formula.
As an application, H. Oyono-Oyono and G. Yu prove that the uniform Roe algebra of a coarse space with finite asymptotic dimension satisfies the Künneth formula. We have already generalized this result in section 7, but using their ideas we can push even further, as we will see at the end of this section. One crucial example of controlled Mayer Vietoris pair is given by any decomposition of the base space of anétale groupoid with compact base space. Let G be such a groupoid and U 0 and U 1 two open subsets in G (0) such that
Recall ([Del17, Chapter 3], [Del18] ) that the set E of symmetric compact subsets of G is a coarse structure with respect to which C * r (G) is filtered by the family of subspaces
For any open subset U ⊆ G, define U E to be the partial orbit of U by E, i.e. s(int(E) U ), and G
(E)
U to be the groupoid generated by G |U ∩ E. Then U E is an open subset of G (0) and G
U is an open subgroupoid of G.
Given the decomposition G (0) = U 0 ∩ U 1 , set F i to be the closed subspace C 0 (G U i ) ∩ C E (G), and A i to be C * r (G
is a E-controlled Mayer-Vietoris pair for C * r (G).
Suppose now that a groupoid can be decomposed in such a way at every order into subgroupoids whose reduced C * -algebra satisfies the Künneth formula. The previous permanence result shows that the reduced C * -algebra still satisfies the Künneth formula.
Let C be a family of open sugroupoids of G. The coarse family generated by C is the minimal family of subgroupoids of G containing C which is stable by 2-decomposition.
The reason why we are keeping some flexibility on the number d is due to the connection of this notion of decomposition to the dynamical asymptotic dimension of anétale groupoid introduced in [GWY17] by E. Guentner, R.Willett and G. Yu. Unravelling the definition, one gets that the dynamical asymptotic dimension of G is less than d iff {G} d-decomposes over the class of its relatively compact open subgroupoids. We will however only use the decomposition with d = 2 in this paper. In that case, we can relate spaces of finite decomposition complexity with coarse groupoids being in the coarse family generated by compactétale groupoids. FDC was introduced in [GTY12] , and studied in detail in [GTY13] . We define here a relative version of FDC for groupoids, starting with any initial class of subgroupoids. A similar notion was defined in [GWY18] for group action: an action of a countable discrete group Γ on a compact Hausdorff space X is said to have finite decomposition complexity if the action groupoid X ⋊ Γ belongs to the class coarsely generated by its relatively compact open subgroupoids in our sense.
Proposition 8.9. Let X be a countable discrete metric space with bounded geometry and G(X) its coarse groupoid. Then G(X) belongs to the class coarsely generated by its relatively compact open subgroupoids iff X has finite decomposition complexity in the sense of [GTY12] .
Let Y be a countable family of metric spaces. For R > 0, a R-decomposition of a metric space X over Y is a decomposition X = X 0 ∪ X 1 where each metric subspace X i is a R-disjoint union of subspaces X ij ∈ Y. Denote G(Y) the family of ample groupoids {G(Y )} Y ∈Y . The proposition is a direct corollary of the following lemma.
Lemma 8.10. X admits a r-decomposition over Y iff {G(X)} 2-decomposes over G(Y).
Proof. Let X = X 0 ∪ X 1 a R-decomposition over a metric family Y. Let U i = X i be the closure in the Stone-Čech compactification βX. The source and range maps r, s : G(X) ⇒ βX are continuous and open so that
This entails G(X) U i ∩ ∆ R = (X i × X i ) ∩ ∆ R = j X ij × X ij , which is included in G(X i ). Any compact subset of G(X) being contained in some ∆ R , this concludes one way.
Given a compact symmetric set E in G(X), let
be a decomposition of the base space into open subsets, and denote G i the open subgroupoids of G generated by G |U i ∩ E. Fix i and define on U i the equivalence relation ∼ induced by G i :
x ∼ y if ∃g ∈ G i s.t. s(g) = x and r(g) = y.
Let {U ij } j∈J i the equivalence classes, and X ij = U ij ∩ X. Then:
• the X ij 's cover X,
• for i fixed, {X ij } is E-separated. Indeed, suppose j = k and there exists (x, y) ∈ X ij × X ik ∩ ∆ R , then x ∼ y which is contradicts j = k. By definition of G(X), there is a number R > 0 such that ∆ R ∩ E is contained in E, and then {X ij } is R-disjoint.
This allows to give an example of a coarse space X that does not embed into a Hilbert space but such that C * u (X) satisfies the Künneth formula. Indeed, if a group Γ is an extension of H by K, then the coarse space |Γ| finitely decomposes over {|H|, |K|}. In [AT18] the authors provide an example of a finitely generated group Γ which is not coarsely embeddable into a Hilbert space but is a split extension of groups that do.
More precisely, the group is build as Γ = Z/2Z ≀ G (H × F ) where:
• G is the special Gromov monster group, a finitely generated group which contains an expander graph isometrically in its Cayley graph (whence does not admit a coarse embedding into a Hilbert space), a finitely generated group with Haagerup's property but is not coarsely amenable, • H is the special Haagerup monster, • F is a finitely generated free group, • G is a H × F -set via a surjective morphism H × F ։ G.
The restricted wreath product is defined as the semi-product of the finitely suppored functions G → Z/2Z by the action of H × F by translation, so that Z/2Z ≀ G (H × F ) is a split extension of Z/2Z ≀ G F by H, both of which are coarsely embeddable into a Hilbert space.
The previous lemma ensures that G(Γ) 2-decomposes over a family of a-T-menable groupoids, whose C * -algebras as well as their intersection satisfy the Künneth formula. By Proposition 8.7, C * u (|Γ|) satisfies the Künneth formula. This can be summarize in the following.
Proposition 8.11. There exists a metric space that does not coarsely embed into a Hilbert space such that its uniform Roe algebra satisfies the Künneth formula.
