errors, and to other data types.
Introduction
The TOPEX/POSEIDON (T/P) altimetric satellite is providing oceanographers for the first time with a continuing global database for describing and understanding the large-scale ocean circulation. The satellite was launched in August 1992 and ever since has been measuring the global sea surface height every 10 days with an unprecedented accuracy using a radar altimeter system along repeating ground tracks (see the Journal of Geophysical Research special issues on T/P, volume 99, number C12 1994, and volume 100, number C12, 1995) . With this data set, and with other global-scale in situ data from programs such as the World Ocean Circulation Experiment, one finally can begin describing the ocean circulation quantitatively on a nearly day-today basis, rather than as a vague climatological mean.
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There is another major reservoir of knowledge of the ocean circulation: the general circulation models, which attempt to summarize understanding of ocean physics in the form of numerical codes. The problem we address here is to find a practical means for combining the information from diverse observations with the dynamics inherent in ocean general circulation models (OGCMs) so as to produce best estimates of the oceanic state at any given time and place accounting properly for errors in both models and observations. This problem is a challenging one because model and observational errors contain complex space/time structures and the number of variables required to describe the oceanic state at any one time (the "state vector") is enormous. The general problem we are addressing is one of estimation theory (meteorologists would call it "assimilation"). Algebraically, an OGCM can be written in canonical form as x(t + at) = r(x(t), q(Q, t),
(1) where x(t) is the state vector at discrete time t, r represents the operator stepping the model forward in time starting from a prescribed initial condition x(t0), and
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https://ntrs.nasa.gov/search.jsp?R=19970032012 2019-06-06T05:25:52+00:00Z q(t) represents externally specified boundary conditions andsources andsinks. Most oceanographic measurements, includingaltimetricones, areat leastapproximately a linearcombination of the model state vector, e.g., velocity, temperature, and salinity, but are contaminated by noise. Such measurements can be written as y(t) : E(t)x(t) + n(t), [Fukumori et al., 1993] . In the terminology of inverse problems, observability is equivalent to the state estimation problem having full rank.
The problem we wish to solve is to find an estimate _(t) of the state vector of the ocean subject to model dynamics, and its uncertainty P(t), given observations y(t), with noise covariance R(t), and a model (1) with uncertainty Q(t). Most estimation methods addressing this problem require the minimization of a quadratic function measuring the model minus data misfit, et al., 1993; Marotzke and Wunsch, 1993] . In addition to the problem of state vector dimension, the oceanographic case is complicated by the nonlinearities in (1). To deal with both the size of the problem and the nonlinearity, we use here a method which is based upon a form of Green 
J = E(y(t) -E_c(t))TR(t)-l(y(t) -E_(t))
t'
We use the superscript p, denoting the pressure Green's function, because later we use the associated temperature, salinity, and velocity disturbance fields, to be denoted G e, G s, and G _, respectively.
For the state estimation procedure we make use of (4)-(6 (20)), which lead to a best fit _p of the true 6p in an optimal sense,
plus an estimate of the yet to be determined residual (noise) term _i(t).
This state estimation process can be interpreted as the projection of the noisy "observations" onto the dynamical set of linear basis functions: the Green's functions.
In (10), the second equality follows from translation invariance in time• At the final time step tl, the convolution (10) is carried over the entire period for which data are available.
However, if a disturbance in the ocean were fully dissipated after, e.g., 50 days, then tI could be reduced, accordingly. In our application, t! is assumed to be the whole 1-year period of T/P data.
An estimate/3i(t) of the true absolute pressure pi(t) at any location of the full model domain i and at time step t, consistent with altimetric surface observations, is then obtained from the sum +&,(t).
We pause here to introduce an example: suppose, hypothetically, the OGCM predicts the correct pressure at t = 0 and subsequently everywhere in the model domain, except for the contribution owing to an unknown perturbation at grid point J0 at t = 0, which subsequently propagates through the model area. Such a perturbation could, e.g., be associated with an error in the wind stress field, used to derive the OGCM. Then determination of ajo (0 ) properly initializes the model, while all c%(t'), t' > 0, and all aj(t'), j # jo, at all t', vanish.
In this special case, (10) would read
which provides a perfect estimate of the anomaly everywhere for all future times, and the sum (11) would reproduce the observations with no further correction required. A further unpredicted disturbance at the same grid point j0 and t = 1 would require the determination of the two unknowns &to(0), &j0(1), leading to &,(t) = 0)+ a. (1) 1991] , by which models are re-initialized by direct insertion of the most recent observations. In our context, T/P observations are prescribed only on the coarse grid in the surface layer i = {1,-.
•,I}.
To render the estimation problem at its simplest level, j could similarly be confined to the coarse grid surface layer, i.e., the special case in which external disturbances are confined to the surface. In either case, the collection of observations over the complete data time span form a set of simultaneous equations for the unknown coefficients a = {aj(t')}:
In matrix form, (14) is
GPc_+n = y (15) where n represents the noise in all positions at all times and y respresents the collection of observations. However, more generally, one must accommodate disturbances at depth, which can arise both from initialization errors and from errors propagating into the estimation domain.
Then (10) 
where W has the diagonal form
with hi denoting the layer thickness of the ith layer and H0 is the total depth. Let the SVD of the Green's function matrix GPW -½ be 
with an estimated uncertainty We will generally assume that
The determination of the actual noise level and structure must be addressed using real data. Systematic model errors will not be adequately represented through the joint covariance R, nor will systematic (geographically correlated, time-independent) errors in the T/P observations.
Careful posterior tests are required to test the assumptions.
Uncertainties in G p are also present owing to the initialization procedure and the subsampling scheme. Discussion of the influence of such errors en the results is a nonlinear problem (sometimes called "total leastsquares" [e.g., van Huffel and Vandewalle, 1991; Wunseh, 1996] ).
We will ignore such errors in this present discussion.
Finding Green's Functions
Conceptually, we seek to determine the response of the spun-up OGCM to an initial, regionalized, and weak, surface elevation/pressure perturbation ((¢, ;_) = (06r,ro6t,t0
confined to a single surface grid point at the geographical location r0 = (¢0, A0) in the surface layer. However, with a rigid lid, the surface elevation is not part of the OGCM state vector, and we cannot directly perturb the model with a surface pressure perturbation.
To within the quasi-geostrophic approximation, however, the re- Unlike the perturbation in midlatitudes, the enhancement of a low-mode Kelvin wave at the equator and its reflection at the eastern side is visible. The contour increment is 0.1 cm. In the vertical, the model response is generally a sum of all dynamical modes (the barotropic plus three baroclinic) which are excited by the initial disturbance. As can be seen from the figure, 500 the fast initial barotropic response is followed by the emergence of increasingly high baroclinic modes, each of which moves westward with its associated Rossby 1ooo wave phase speed. The anticyclonic vortex imposed initially only in the surface layer induces an ageostrophic 2200 flow component into the vortex center and an associated secondary vertical velocity field (not shown) with downwelling in the vortex interior and upwelling at the outer 3_oo edges which is associated with the return flow in the vertical.
The consequent shift of the isotherms leads to 0 a warming in the vortex center and a cooling at its outer edges. The complex interior response is important in a general sense: surface elevation/pressure is coupled to 500 interior motions over the entire water column, motions which we can hope to infer from an inverse computat000 tion.
When a perturbation is introduced in a subsurface layer, a number of expected changes can be observed. 2200 Figure 6 shows the response to a perturbation in either of the four layers at 35°N, 205°E after 83 days. The re-3400 mote barotropic field is largely independent of the specific depth of the initial disturbance. In the nearfield, 0 the details of the baroclinic response are different. Consistent with the dominance of the first baroclinic mode, the immediately overlying surface response to a pres-500 sure disturbance in layers 3 and 4 is of opposite sign, in contrast to a perturbation imposed in the two surface t000
layers.
In addition, details of the energy partitioning of baroclinic modes depends on the depth of the initial perturbation (e.g., giving rise to enhanced second-mode 2200 energy in low latitudes when initialized at middepth).
A Twin Experiment
We now turn to the estimation problem: to calculate the full three-dimensional oceanic state at all times of interest as outlined in section 3, given only altimetric observations of the sea surface elevation field (or equivalently, the related geostrophic flow in the surface layer) and a model forecast. of which gave the first-estimate reference state. To generate artificial "model data," the OGCM forcing was changed from constant to monthly mean wind stress values, and run for an additional 10 years into a new climatological equilibrium.
The subsequent eleventh year was taken as the "true" state, which is supposed to be recovered from the surface "observations," in our framework, taken to be the surface elevation anomalies referenced to the previous reference state.
As an example, Figure 7 shows instantaneous anomaly fields of surface pressure and velocity, representing winter conditions.
Such anomaly fields were sampled on the coarse grid every 10 days over a 1-year period to form the vector of observations y as stated in (14). To obtain more insight into the problem of estimating the full ocean state from surface height/velocity obser- c_ # 0 only in surface layer for all t G2 a # 0 in all four layers for all t G3 same as G1, plus ct # 0 in all layers at t = 0 G4 same as G1, plus a _-0 in all layers at t = 0 and along lateral boundaries for all t A somewhat more realistic situation is obtained by taking the effective rank as K --1500, which implies a noise level of about 3% of the surface elevation variance.
(Results are not very sensitive to the specific rank. The value of K --1500 was chosen here for consistency with the application to T/P data described in the next section.) For G3, and similarly for G2 and G4, the hi vary only over about 2 orders of magnitude. Whether full rank or not, cases G2 to G4 are always formally underdetermined, and one normally expects to use prior statistical information and understanding in finding a best solution. In the spirit of exploring a somewhat pessimistic situation (G2), we assumed only that the solution & has a variance inversely proportional to the layer thick-60.N.
40.

2O=
-20" Figure  9a . Diagonal elements of the data resolution matrix T_, = UU T, which results from a rank reduction to k = 1500 and plotted for t --100 days in geographical order.
nesses (smallest in the deep water). For G3 and G4, we altogether suppress any significant variances in &(t') in the interior, except at ff --0 for an initial correction (G3) and along the lateral edges in layer 2 and 3 for ff > 0 for G4. A useful refinement (not done here) would be to impose larger variances near western boundaries or near mean currents.
The imposed variances could come from the model itself, or from observations of any kind.
G1 and G3 produce basically identical results, but the latter case is more physically attractive and we have chosen it as the standard "best case" to be described in more detail. Differences in the other experiments and the physical implications are discussed subsequently. In the present artificial situation, the main issues are those of resolution.
A typical mid-data-stream spatial pattern (corresponding to t --100 days) of data and solution resolution is displayed in Figure 9 on the coarse grid. The fields are obtained assuming an effective rank of K --1500, in which modes with small spatial scales and timescales are mostly suppressed. Generally, the data resolution ( Figure  9a ) is enhanced in higher latitudes and is small along the equator, with minimum values residing along 5°S in the eastern basin. In addition, some fine structure is visible, which to a limited degree shows a correlation with the bathymetry, e.g., along the Emperor Seamount Chain and the Hawaiian 140. Ridge. The fact that all values are significantly lower than unity indicates that no individual datum is fully resolved, i.e., the system lacks adequate information to distinguish individual equations from linear dependence on one another [Wunsch, 1996] . Owing to the presence of fast modes on large zonal scales, in the band ±10°a round the equator, individual observations sampled at a 10 day interval are barely independent of each other.
In particular, data from the eastern tropical Pacific are least important in constraining the solution. One physical reason is the presence of the East Pacific Rise, which hinders the penetration into the interior basin of the equatorial Rossby waves excited in that area. In addition, any Kelvin wave generated there soon disappears at its eastern border.
The solution (parameter) resolution for the same time step in the surface layer is shown in Figure 9b . • it is the availability of this information which would prevent any user of the method from falsely inferring that the results at depth are better than is warranted, when the true field was not actually known. Figure  12 depicts the pressure resolution Tp = GPT_(GP) -1 as a function of depth when averaged over the entire time span of data and over each layer for K = 1500 and
Here T_ is the solution resolution matrix as given in Figure 9 . As in (21), the matrix G p is complete, covering the whole space and time span, including all four layers, and (GP) -1 is the generalized inverse of this overdetermined system. Not surprisingly, the solution resolution degrades rapidly with depth, even for the full-rank case. Physically, the result means that pressure anomalies at great depths have unobservable consequences at the sea surface over time spans of 1 year. Although longer records will improve these results, as deep anomalies generate observable surface changes over time, it was the anticipation of this situation that led Munk and Wunsch [1982] to propose the complementarity of altimetry and ocean acoustic tomography, the latter providing the resolution at depth, which is difficult for altimetry.
Temperature anomalies _8 estimated from (22) are compared with the "true" fields in Figure  13 , again taken from t = 100 days and representing typical instantaneous situations.
The poorest visual agreement between the inferred and true temperature fields is found in the surface layer, where the true model state is relaxed continuously toward Levitus's climatology. The rms difference is about 1°C (Figure  14a ), and the cross correlation is as low as 0.4, yet significant, over the entire period ( Figure  14b ). We infer that the poor agreement indicates the inconsistency of the Levitus numbers with the model physics in the surface layer. In contrast, general agreement of the results with the "truth" is found in the second layer, where the mean correlation is 0.6. As in the top layer, the largest residuals are confined to the tropical ocean, where the induced uncertainties are largest. As a result, the temperature is systematically underestimated by 20 to 3°C (rms misfit is again close to I°C, globally).
In the third layer, the correlation between observations and estimations is only marginally significant. Again an estimate with increased accuracy in the deep ocean can be anticipated from longer data sets because the dynamical adjustment timescale in the deep ocean is 1 to 2 orders of magnitude larger than near the surface. Summarizing the results from the various case studies, no significant difference in the estimated state measured in rms residual amplitudes of the pressure and temperature fields was obtained from G1 compared to G3. The effect of permitting &(0) _= 0 in all layers leads only to slightly decreased residuals in the top two layers during the first 50 days, but a small degradation below. Permitting subsurface perturbations over the full time span during G2 reduces the residuals in surface pressure somewhat, consistent with the increased degrees of freedom.
In the second layer and below, which are not constrained during the inversion, however, a significant degradation of the estimated state relative to the truth was found as compared to the purely surface driven case. Including only coefficients along lateral boundaries (G4) did not show any benefit near the surface (as compared to G1 and G3), but led to some degradation in layers 3 and 4.
TOPEX/POSEIDON Altimetry
Our central goal is the estimation of the present state of the ocean given real altimeter data, and in the following, we will discuss the results obtained with T/P data from the first year of the mission.
T/P data from the 1-year period December 21, 1992, to December 3, 1993, corresponding to repeat cycle 10 through 44, were edited and corrected as described by Stammer and Wunsch [1994] and King et aL [1994] . Only two [1991] , where the former is used to spherical harmonic degree 70 and the latter beyond that to degree 360. Second, the tidal correction provided by the T/P project was replaced by those estimated by Ma e_ al. shown in Figure  15a . A mean difference between the model-predicted surface elevation and that observed by T/P is shown in Figure  15b .
Apart from model errors, the dominant errors in Figure 15b should be those of the geoid. Although geoid errors are geographically variable and strongly correlated, for present purposes they will be treated as homogeneous and "white. and Green's functions were used with the T/P data in the same way as employed for the twin experiments. It should be emphasized that the resulting model/data differences are based on the absolute T/P SSH, not just the time-dependent part. We confine the discussion to G3, which was identified in the previous section as being the physically most plausible situation. The ability to make inferences about the ocean circulation is directly dependent upon the noise level in the observations. The discussion of the noise level is slightly subtle here because we are simultaneously discussing both the time mean circulation, which is sensitive to geoid errors, and the low-frequency variability (dominated by the annual cycle), which is to first order, independent of such errors.
A number of studies of geoid error [Nerem e_ al., 1994; Tsaoussi and Koblinsky, 1994] would lead to a rank K = 500 corre- ( Figure  18 ). We therefore focus here on the seasonal signal. Figure 23 shows estimates of the surface elevation anomalies relative to the 1-year mean following the inversion for the & at K = 1500. The fields are averaged over the four seasons of the year and are essentially the same as in Plate 3 of Stammer and Wunsch [1994] . In contrast to their plate, however, the present one is consistent both with the data and with the model dynamics.
Also shown are the current field anomalies associated with the annual cycle elevation corrections. cle of heating and cooling [Sarmien¢o, 1986 , Stammer et al., 1996 . They generally fail to import sufficient heat into the oceanic interior across the sea surface during the heating season, thus producing a steric contribution to sea level which is too small.
In the present circumstances, the observed sea level change is being forced onto the OGCM by the Green's functions.
However, to the extent that a pressure-excited Green's function mimics the response from thermal driving once the thermal anomaly has been injected to depth, the results here should nonetheless be quite accurate. 
