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SYMMETRIC LIAPUNOV CENTER THEOREM FOR MINIMAL ORBIT
ERNESTO PÉREZ-CHAVELA1), SŁAWOMIR RYBICKI2), AND DANIEL STRZELECKI2)
Abstract. Using the techniques of equivariant bifurcation theory we prove the existence of
non-stationary periodic solutions of Γ-symmetric systems q¨(t) = −∇U(q(t)) in any neighbor-
hood of an isolated orbit of minima Γ(q0) of the potential U. We show the strength of our
result by proving the existence of new families of periodic orbits in the Lennard-Jones two- and
three-body problems and in the Schwarzschild three-body problem.
1. Introduction
The study of the existence of non-stationary periodic solutions of autonomous ordinary differ-
ential equations has a long history. Particular attention was paid to the study of the existence
of such solutions in a neighborhood of isolated equilibria, see for instance [12, 17, 21, 22, 25, 29]
and references therein. Of course this list is far from being complete.
One of the most famous theorems concerning the existence of periodic solutions of ordinary
differential equations is the celebrated Liapunov center theorem.
Consider a second order system q¨(t) = −∇U(q(t)), where U ∈ C2(Rn,R),∇U(0) = 0 and
det∇2U(0) 6= 0. Let σ(∇2U(0)) be the spectrum of the Hessian ∇2U(0). The Liapunov center
theorem says that if σ(∇2U(0)) ∩ (0,+∞) = {β21 , . . . , β2m} for β1 > . . . > βm > 0 then for
βj0 satisfying β1/βj0 , . . . , βj0−1/βj0 6∈ N, there is a sequence {qk(t)} of periodic solutions of the
system
q¨(t) = −∇U(q(t)), (1.1)
with amplitude tending to zero and the minimal period tending to 2π/βj0 . The proof of this
theorem can be found in [22], see also [5, 6]. Generalizations of the Liapunov center theorem
were developed in many directions. In [5, 6, 10, 26, 34] one can find some of them.
Let Ω ⊂ Rn be an open and Γ-invariant subset of Rn considered as a representation of a
compact Lie group Γ. Assume that q0 ∈ Ω is a critical point of the Γ-invariant potential
U : Ω → R of class C2. Since for all γ ∈ Γ the equality U(γq0) = U(q0) holds and ∇U(q0) = 0,
the orbit Γ(q0) = {γq0 : γ ∈ Γ} consists of critical points of U i.e. Γ(q0) ⊂ (∇U)−1(0). Note
that if dimΓ ≧ 1 then it can happen that dimΓ(q0) ≧ 1 i.e. the critical point q0 is not isolated
in (∇U)−1(0). That is why for higher-dimensional orbits Γ(q0) we can not apply the classical
Liapunov center theorem.
In [26] we have proved the Symmetric Liapunov center theorem for non-degenerate orbit of
critical points Γ(q0) i.e. we have assumed that dimΓ(q0) = dimker∇2U(q0). More precisely,
with the additional hypothesis that the isotropy group Γq0 = {γ ∈ Γ : γq0 = q0} is trivial
and that there is at least one positive eigenvalue of the Hessian ∇2U(q0), we have proved the
existence of non-stationary periodic solutions of system (1.1) in any neighborhood of the orbit
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Γ(q0). Moreover, we are able to control the minimal period of these solutions in terms of the
positive eigenvalues of ∇2U(q0).
For the Lennard-Jones and Schwarzschild problems discussed in the last section there are
isolated degenerate circles (Γ = SO(2)-orbits) of stationary solutions which consist of minima
of the corresponding potentials. We underline that we are not able to study the non-stationary
periodic solutions of these problems applying the classical Liapunov center theorem because these
equilibria are not isolated. We also emphasize that since these orbits are degenerate, we either
can not study the non-stationary periodic solutions of these problems applying the Symmetric
Liapunov center theorem for non-degenerate orbit proved in [26]. Therefore there is a natural
need to prove the Symmetric Liapunov center theorem for isolated orbits of minima.
The inspiration for writing this article, in addition to the discussion above, was a nice paper
of Rabinowitz [27], where the author proved that the Brouwer index of an isolated minimum of
a potential of the class C1 is equal to 1. This result was also proved later by Amann [2].
The goal of this paper is to prove the Symmetric Liapunov center theorem for an isolated orbit
of minima of the potential U . Our main result is the following.
Theorem 1.1. [Symmetric Liapunov center theorem for a minimal orbit] Let U : Ω → R be a
Γ-invariant potential of the class C2 and q0 ∈ Ω. Assume that
(1) the orbit Γ(q0) consists of minima of potential U ,
(2) the orbit Γ(q0) is isolated in (∇U)−1(0),
(3) the isotropy group Γq0 is trivial,
(4) σ(∇2U(q0)) ∩ (0,+∞) = {β21 , . . . , β2m}, β1 > β2 > . . . > βm > 0 and m ≥ 1.
Then for any βj0 such that βj/βj0 6∈ N for all j 6= j0 there exists a sequence (qk(t)) of periodic
solutions of the system q¨(t) = −∇U(q(t)) with a sequence of minimal periods (Tk) such that
dist(Γ(q0), qk([0, Tk]))→ 0 and Tk → 2π/βj0 as k →∞.
To prove the above theorem we apply techniques of the (Γ×S1)-equivariant bifurcation theory.
We present the problem of the existence of periodic solutions of system (1.1) as (Γ×S1)-symmetric
variational bifurcation problem i.e. we look for periodic solutions of system (1.1) as a (Γ× S1)-
orbits of critical points of a family (Γ × S1)-invariant functionals defined on a suitably chosen
orthogonal Hilbert representation of Γ×S1. As topological tools we apply the (Γ×S1)-equivariant
Conley index due to Izydorek, see [18], and the degree for (Γ×S1)-equivariant gradient operators
due to Gołe¸biewska and the second author, see [15].
More precisely, we have proved changes of the equivariant Conley index and the degree for
equivariant gradient operators along the family Γ(q0)× (0,+∞) ⊂ H12π × (0,+∞) of stationary
solutions of the following system  q¨(t) = −λ
2∇U(q(t)),
q(0) = q(2π),
q˙(0) = q˙(2π).
(1.2)
We emphasize that change of the Conley index implies the existence of a local bifurcation of
periodic solutions of system (1.2), whereas a change of the degree implies the existence of a global
bifurcation of periodic solutions of system (1.2) satisfying the Rabinowitz type alternative.
In order to get an accurate model to study the action of the intermolecular and gravitational
forces at the same time, many authors from physics, astrophysics, astronomy, cosmology and
chemistry have introduced new kinds of potentials, with a structure different from the classical
Newtonians and Coulombians potentials. In this way, potentials that have been used very often
in those branches of the science are the Lennard-Jones and the Schwarzschild potentials.
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In the last section we apply Theorem 1.1 to the study non-stationary periodic solutions of the
Lennard-Jones and the Schwarzschild N -body problems.
After introduction our paper is organized as follows. In Section 2 we summarize without proofs
the relevant material on equivariant topology and prove some preliminary results. Throughout
this section G stands for a compact Lie group. Since admissible pairs play a crucial role in our
reasonings, the notion of an admissible pair is given in Definition 2.1.1. In Definition 2.3.1 we in-
troduce the notion of G-equivariant spectrum. G-equivariant Euler characteristic of G-spectrum
is given by formula (2.3.2). The G-equivariant Conley index which we apply in this article is a
G-homotopy type of a G-spectrum. In Theorem 2.4.2 we have described a relationship of the
G-equivariant Conley index of the orbit G(x0) and Gx0-equivariant Conley index of the {x0}
considered as an isolated critical point of the potential restricted to the orthogonal complement
of Tx0G(x0) at x0. Theorem 2.4.3 is an infinite-dimensional generalization of a combination of
Theorems 2.4.1 and 2.4.2. This theorem will play important role in the proof of the main result of
our paper. In the last subsection of Section 2 we have proved the splitting theorem, see Theorem
2.5.2, which plays a crucial role in the study of isolated degenerate critical points.
Section 3 is devoted to the proof of the main results of this article. The study of periodic
solutions of any period of system (1.1) is equivalent to the study of 2π-periodic solutions of a
family of systems, see (1.2).
We have considered the solutions of system (1.2) as critical orbits of G = (Γ × S1)-invariant
family of functionals Φ(q, λ) of class C2 defined by formula (3.1.1). The necessary and sufficient
conditions for the existence of local bifurcations of solutions of equation ∇qΦ(q, λ) = 0 have
been proved in Section 3.2, see Theorems 3.2.1, 3.2.2, respectively. In Section 3.3 we study the
Gq0-equivariant Conley index on the space orthogonal to the orbit G(q0) at q0, see Lemmas 3.3.1,
3.3.2. In Subsection 3.4 we have proved the main result of this paper.
Section 4 contains the illustration of the abstract result of our article. We apply Theorem 1.1 to
prove the existence of non-stationary periodic solutions of the Lennard-Jones and Schwarzschild
problems, whose potentials are Γ = SO(2)-invariant.
2. Preliminary results
In this section, for the convenience of the reader, we repeat the relevant material from [19, 35]
without proofs, thus making our exposition self-contained. Moreover, we prove some preliminary
results. Throughout this section G stands for a compact Lie group.
2.1. Groups and their representations. Denote by sub(G) the set of all closed subgroups
of G. Two subgroups H,H ′ ∈ sub(G) are said to be conjugate in G if there is g ∈ G such that
H = gH ′g−1. The conjugacy is an equivalence relation on sub(G). The class of H ∈ sub(G)
will be denoted by (H)G and the set of conjugacy classes will be denoted by sub[G]. Denote
by ρ : G → O(n,R) a continuous homomorphism. The space Rn with the G-action defined by
G × Rn ∋ (g, x) → ρ(g)x ∈ Rn is said to be a real, orthogonal representation of G which we
write V = (Rn, ρ). To simplify notation we write gx instead of ρ(g)x and Rn instead of V if the
homomorphism is given in general.
If x ∈ Rn then a group Gx = {g ∈ G : gx = x} ∈ sub(G) is said to be the isotropy group of
x and G(x) = {gx : g ∈ G} is called the orbit through x. It is known that the orbit G(x) is a
smooth G-manifold G-diffeomorphic to G/Gx. An open subset Ω ⊂ Rn is said to be G-invariant
if G(x) ⊂ Ω for every x ∈ Ω.
Two orthogonal representations of G, say V = (Rn, ρ),V′ = (Rn, ρ′), are equivalent (briefly
V ≈G V′) if there exists an equivariant linear isomorphism L : V → V′ i.e. the isomorphism L
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satisfying L(gx) = gL(x) for any g ∈ G,x ∈ Rn. Put D(V) = {x ∈ V : ‖x‖ ≤ 1}, S(V) = ∂D(V),
SV = D(V)/S(V) and Br(V) = {x ∈ V : ‖x‖ < r}. Since the representation V is orthogonal,
these sets are G invariant.
Denote by R[1,m], m ∈ N, a two-dimensional representation of S1 = {z ∈ C :| z |= 1} with an
action of S1 given by (Φ(eiφ), (x, y)) −→ (Φ(eiφ))m(x, y)T , where Φ(eiφ) =
[
cosφ − sinφ
sinφ cosφ
]
.
For k,m ∈ N we denote by R[k,m] the direct sum of k copies of R[1,m], we also denote by R[k, 0]
the k-dimensional trivial representation of S1. The following classical result gives a complete
classification (up to an equivalence) of finite-dimensional representations of S1, see [1].
Theorem 2.1.1. If V is a representation of S1, then there are finite sequences {ki}, {mi} sat-
isfying mi ∈ {0} ∪ N, ki ∈ N for 1 ≤ i ≤ r, m1 < m2 < · · · < mr such that V is equivalent to
r⊕
i=1
R[ki,mi] i.e. V ≈S1
r⊕
i=1
R[ki,mi]. Moreover, the equivalence class of V is uniquely deter-
mined by sequences {ki}, {mi}.
Below we recall the notion of an admissible pair, which was introduced in [26].
Definition 2.1.1. Fix H ∈ sub(G). A pair (G,H) is said to be admissible if for any K1,K2 ∈
sub(H) the following condition is satisfied: if (K1)H 6= (K2)H then (K1)G 6= (K2)G.
Recall that if Γ is a compact Lie group, then the pair (Γ × S1, {e} × S1) is admissible, see
Lemma 2.1 of [26]. This property will play a crucial role in the next section.
2.2. G-equivariant maps. Let (V, 〈·, ·〉) be an orthogonal representation of G. Fix an open
G-invariant subset Ω ⊂ V.
Definition 2.2.1. A map φ : Ω→ R of class Ck is called G-invariant Ck-potential, if φ(gx) =
φ(x) for every g ∈ G and x ∈ Ω. The set of G-invariant Ck-potentials will be denoted by
CkG(Ω,R).
Definition 2.2.2. A map ψ : Ω → V of the class Ck−1 is called G-equivariant Ck−1-map, if
ψ(gx) = gψ(x) for every g ∈ G and x ∈ Ω. The set of G-equivariant Ck−1-maps will be denoted
by Ck−1G (Ω,V).
Fix ϕ ∈ C2G(Ω,R) and denote by ∇ϕ,∇2ϕ the gradient and the Hessian of ϕ, respectively.
For x0 ∈ Ω denote by m−(∇2ϕ(x0)) the Morse index of the Hessian of ϕ at x0 i.e. the sum of
the multiplicities of negative eigenvalues of the symmetric matrix ∇2ϕ(x0).
Remark 2.2.1. It is clear that if ϕ ∈ CkG(Ω,R), then ∇ϕ ∈ Ck−1G (Ω,V). Moreover, if x0 ∈
(∇ϕ)−1(0), then G(x0) ⊂ (∇ϕ)−1(0) i.e. the G-orbit of a critical point consists of critical
points. If ∇ϕ(x0) = 0 then ∇ϕ(·) is fixed on G(x0). That is why Tx0G(x0) ⊂ ker∇2ϕ(x0) and
consequently dimker∇2ϕ(x0) ≥ dimTx0G(x0) = dimG(x0).
2.3. Equivariant Conley index and equivariant Euler characteristic. Denote by F∗(G)
the category of finite pointed G-CW-complexes, see [35], where morphisms are continuous G-
equivariant maps preserving base points. By F∗[G] we denote the set of G-homotopy types
of elements of F∗(G), where [X]G ∈ F∗[G] (or [X] when no confusion can arise) denotes a G-
homotopy type of the pointed G-CW complex X ∈ F∗(G). If X is a G-CW-complex without a
base point, then we denote by X+ a pointed G-CW-complex X+ = X∪{∗}. A finite-dimensional
G-equivariant Conley index of an isolated invariant set S under a G-equivariant vector field ϑ
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will be denoted as CIG(S, ϑ), see [4, 11, 13, 31] for the definition. Recall that CIG(S, ϑ) ∈ F∗[G],
see [13].
Below we present the infinite-dimensional extension of the equivariant Conley index due to
Izydorek [18] which requires the notion of equivariant spectra, see also [14, 28].
Let ξ = (Vn)
∞
n=0 be a sequence of finite-dimensional orthogonal representation of G.
Definition 2.3.1. A pair E(ξ) =
(
(En)∞n=n(E(ξ)), (εn)∞n=n(E(ξ))
)
, where n(E(ξ)) ∈ N, is called a
G-spectrum of type ξ if
(1) En ∈ F∗(G) for n ≥ n(E(ξ)),
(2) εn ∈MorG(SVn ∧ En, En+1) for n ≥ n(E(ξ)),
(3) there exists n1(E(ξ)) ≥ n(E(ξ)) such that for n ≥ n1(E(ξ)), εn is a G-homotopy equiva-
lence.
The set of G-spectra of type ξ is denoted by GS(ξ).
Definition 2.3.2. A G-map of G-spectra E(ξ), E ′(ξ) is a sequence of maps
f = (fn)
∞
n=n0 : E(ξ)→ E ′(ξ), where n1 ≥ max(n1(E(ξ)), n1(E ′(ξ))), such that
(1) fn ∈MorG(En, E ′n) for n ≥ n1,
(2) G-maps fn+1 ◦εn and ε′n ◦SVnfn are G-homotopic for every n ≥ n1, where SVfn denotes
a suspension of fn.
Two G-maps f, g : E(ξ) → E ′(ξ) are G-homotopic if there exists n1 ≥ n0 such that fn, gn :
E → E ′ are G-homotopic for n ≥ n1. Following this definition in a natural way we understand a
G-homotopy equivalence of two spectra E(ξ), E ′(ξ). The G-homotopy type of a G-spectrum E(ξ)
will be denoted by [E(ξ)]G (or shorter [E(ξ)]) and the set of G-homotopy types of G-spectra by
[GS(ξ)] or simply [GS] when ξ is fixed or is not known yet.
Remark 2.3.1. It follows from Definition 2.3.1 that the G-homotopy type [E(ξ)] of spectrum
E(ξ) =
(
(En)∞n=n(E(ξ)), (εn)∞n=n(E(ξ))
)
depends only on the sequence (En)∞n=n1(E(ξ)).
Define an infinite-dimensional generalization of the equivariant Conley index. Since in this
article we consider periodic solutions of second order systems as critical orbits of invariant func-
tionals, we remind the definition of the Conley index only for gradient operators. Let (H, 〈·, ·〉)
be an infinite-dimensional orthogonal Hilbert representation of G.
Let L : H → H be a linear, bounded, self-adjoint and G-equivariant operator with spectrum
σ(L) such that
(B.1) H =
⊕∞
n=0Hn, where all subspaces Hn being mutually orthogonal representations of G
of finite dimension,
(B.2) L(Hn) = Hn for all n ≥ 0,
(B.3) 0 is not an accumulation point of σ(L).
Put Hn :=
⊕n
k=0Hk and denote by Pn : H→ Hn the orthogonal projection onto Hn. Moreover
denote by H+k the subspace of Hk corresponding to the positive part of spectrum of L. Consider
a functional Φ : H → R such that ∇Φ(x) = Lx+∇K(x) where ∇K ∈ C1H(H,H) is completely
continuous. Denote by ϑ a G-LS-flow, see Definition 2.1 of [18], generated by ∇Φ. Let be O
an isolating G-neighborhood for ϑ and put N = InvϑO. Set ξ = (H+k )∞k=1. Let Φn : Hn → R
be given by Φn = Φ|Hn and ϑn denotes the G-flow generated by ∇Φn. Note that ∇Φn(x) =
Lx + Pn ◦ ∇K(x). Choose sufficiently large n0 such that for n ≥ n0 the set On := O ∩ Hn is
an isolating G-neighborhood for the flow ϑn. Then the set Invϑn(On) admits a G-index pair
(Yn, Zn).
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We define a spectrum E(ξ) := (Yn/Zn)∞n=n0 . Then the equivariant Conley index of O with
respect to the flow ϑ is given by CIG(O, ϑ) := [E(ξ)] ∈ [GS]. Sometimes we will write a vector
field and isolated invariant set instead a flow and isolating neighborhood i.e. CIG(N ,∇Φ).
Let (U(G),+, ⋆)) be the Euler ring of G, see [35] for the definition and properties of this
ring. Let us briefly recall that the Euler ring U(G) is commutative, generated by χG(G/H
+),
(H) ∈ sub[G] with the unit I = χG(G/G+), where χG : F∗[G] → U(G) is the universal additive
invariant for finite pointed G-CW-complexes known as the equivariant Euler characteristic.
Remark 2.3.2. Below we present some properties of the equivariant Euler characteristic χG(·).
• For X,Y ∈ F∗(G) we have: χG(X)+χG(Y) = χG(X∨Y) and χG(X)⋆χG(Y) = χG(X∧Y)
• If W is an orthogonal representation of G then χG(SW) is invertible in U(G), see [9].
• If W is a representation of S1 and W ≈S1 R[k0, 0]⊕R[k1, 1]⊕ . . .R[kr,mr], see Theorem
2.1.1, then
χS1
(
SW
)
= χS1
(
SR[k0,0]⊕R[k1,1]⊕...R[kr,mr ]
)
= (−1)k0
(
I−
r∑
i=1
kiχS1(S
1/Zmi
+
)
)
. (2.3.1)
The above equality has been proved in [20]. See [20] for more properties of the Euler ring
U(S1) and the Euler characteristic χS1 .
There is a natural extension of the equivariant Euler characteristic for finite pointed G-CW-
complexes to the category of G-equivariant spectra due to Gołe¸biewska and Rybicki [16].
Let ξ = (Vn)
∞
n=0 and put V
n = V0⊕V1⊕ . . .⊕Vn, for n ≥ 0. Recall that due to Remark 2.3.2
an element χG(S
Vn) is invertible in the Euler ring U(G) and define a map ΥG : [GS(ξ)]→ U(G)
by the following formula
ΥG([E(ξ)]) = lim
n→∞
(
χG
(
SV
n−1
)−1
⋆ χG(En)
)
. (2.3.2)
Remark 2.3.3. It was shown in [16] that ΥG is well-defined. In fact
ΥG([E(ξ)]) = χG
(
SV
n1(E)−1
)−1
⋆ χG(En1(E))), (2.3.3)
where n1(E) = n1(E(ξ)) comes from Definition 2.3.1.
Remark 2.3.4. Note that a finite pointed G-CW-complex X can be considered as a constant
spectrum E(ξ) where En = X for all n ≥ 0 and ξ is a sequence of trivial, one-point representations.
Then ΥG([X]) = ΥG([E(ξ)]) = I−1 ⋆ χG([X]) = χG([X]). Therefore we can treat CIG and ΥG as
natural extensions of CIG and χG respectively.
By Theorems 3.1, 3.5 of [16] we obtain the following product formula.
Theorem 2.3.1. If N1, N2 are isolated G-invariant sets for the local G-LS flows generated by
∇Ψ1 and ∇Ψ2 respectively then
ΥG (CIG (N1 ×N2, (∇Ψ1,∇Ψ2))) = ΥG (CIG (N1,∇Ψ1)) ⋆ΥG (CIG (N2,∇Ψ2))
2.4. How to distinguish two equivariant Conley indexes? Let (V, 〈·, ·〉) be a finite-dimen-
sional orthogonal representation of G. Throughout this subsection Ω ⊂ V stands for an open and
G-invariant subset.
Fix a potential ϕ ∈ C2G(Ω,R) and x0 ∈ (∇ϕ)−1(0). Suppose that G(x0) is an isolated orbit of
critical points of ϕ. Our aim is to simplify the computation of the G-equivariant Conley index
CIG(G(x0),−∇ϕ) ∈ F∗[G] of the orbit G(x0). We express it in terms of the Gx0-equivariant
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Conley index CIGx0 ({x0},−∇φ) ∈ F⋆[Gx0 ] of the critical point x0 of the potential ϕ restricted
to the space orthogonal to the orbit G(x0) i.e. φ = ϕ|T⊥x0G(x0)
.
Remark 2.4.1. Note that since V is an orthogonal representation of G, the space T⊥x0G(x0) is
an orthogonal representation of Gx0 .
Definition 2.4.1. Fix H ∈ sub(G) and a H-space Y. The product G × Y carries H-action
(h, (g, y)) → (gh−1, hy). The orbit space of H-action is denoted by G×HY and called the twisted
product over H. We observe that G ×H Y is a G-space with G-action defined by (g′, [g, x]) →
[g′g, x].
Definition 2.4.2. Let Y be a pointed H-space with a base point ∗. Denote by G+ the group
G with disjoint G-fixed base point ∗ added. Define the smash product of G+ and Y by
G+ ∧ Y = G+ × Y/G+ ∨ Y = G × Y/G× {∗}. The group H acts on the pointed space G+ ∧ Y
by (h, [g, y]) → [gh−1, hy]. The orbit space is denoted by G+ ∧H Y and called the smash over H,
see [35]. A formula (g′, [g, y]) → [g′g, y] induces G-action so that G+ ∧H Y becomes a pointed
G-space.
Let Y ∈ F∗(H). The following theorem gives an interesting and very useful relation between
Euler characteristics of [Y] and [G+ ∧H Y]. The proof of this theorem can be found in [26].
Theorem 2.4.1. Fix H ∈ sub(G) such that the pair (G,H) is admissible. If [X]H , [Y ]H ∈ F∗[H]
and χH([X]H ) 6= χH([Y ]H) ∈ U(H), then χG ([G+ ∧H X]G) 6= χG ([G+ ∧H Y ]G) ∈ U(G). In
other words the map U(H) ∋ χH([X]H)→ χG ([G+ ∧H X]G) ∈ U(G) is injective.
In the theorem below we express the G-equivariant Conley index CIG(G(x0),−∇ϕ) in terms
of the H-equivariant Conley index CIH({x0},−∇φ).
Theorem 2.4.2. Let ϕ ∈ C2G(Ω,R). Suppose that G(x0) is an isolated orbit of critical points of
ϕ. Let φ ∈ C2Gx0 (Ω ∩ T
⊥
x0G(x0),R) be the restriction of ϕ to the space Ω ∩ T⊥x0G(x0). Then
CIG(G(x0),−∇ϕ) = G+ ∧Gx0 CIGx0 ({x0},−∇φ) ∈ F∗[G].
Proof. To simplify notations we put H = Gx0 . Firstly we express the G-index pair (N ,L) of
the orbit G(x0) in terms of the twisted product over H of the H-index pair (N,L) of x0. In
fact (N ,L) = (G ×H N,G ×H L) is a G-index pair of the isolated invariant set G(x0), see [19].
Consequently we obtain the following equality
CIG(G(x0),−∇ϕ) = ([(G×H N)/(G ×H L)]G, ∗) ∈ F∗[G]. (2.4.1)
It is clear that the spaces (G × N)/(G × L) and (G × (N/L))/(G × {∗}) = G+ ∧ (N/L) are
homeomorphic. Moreover the H-action on all sets above is the same. Therefore the H-orbit
spaces with given G-action are G-homeomorphic i.e.
(G×H N)/(G ×H L) ≈G G+ ∧H (N/L)
and as a consequence
([(G ×H N)/(G ×H L)]G, ∗) = ([G+ ∧H (N/L)]G, ∗) = G+ ∧H ([N/L]H , ∗),
which completes the proof. 
Let H =
⊕∞
n=0Hn be a representation of G. Consider two functionals ϕ1, ϕ2 ∈ C2G(H,R) such
that ∇ϕi = Lx+∇Ki(x), where ∇Ki ∈ C1G(H,H) is completely continuous, i = 1, 2 satisfying
the conditions (B.1)–(B.3) described previously in Subsection 2.3.
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Theorem 2.4.3. Let G(x1), G(x2) be isolated orbits of critical points of the potentials ϕ1 and
ϕ2, respectively. Moreover, assume that Gx1 = Gx2(= H). If the pair (G,H) is admissible and
ΥH(CIH({x1},−∇φ1)) 6= ΥH(CIH({x2},−∇φ2)) ∈ U(H) where φi = ϕi|T⊥xiG(xi) then
ΥG(CIG(G(x1),−∇ϕ1)) 6= ΥG(CIG(G(x2),−∇ϕ2)) ∈ U(G).
Proof. Since φ1, φ2 are in the form of compact perturbation of the same linear operator, the
Conley indexes CIH({x1},−∇φ1) and CIH({x2},−∇φ2) are the homotopy types of spectra of
the same type ξ = (Vn)
∞
n=0. Denote these spectra by E1(ξ) and E2(ξ) respectively. Choose
n1 ≥ max{n1(E1(ξ)), n1(E2(ξ))}, where n1(Ei(ξ)), i = 1, 2 comes from Definition 2.3.1. Therefore
by Remark 2.3.3 we obtain
ΥH(CIH({xi},−∇φi)) = χH
(
SV
n−1
)−1
⋆ χH(CIH({xi},−∇φni ))
for any n ≥ n1, where φni = φi|Hn , Hn =
⊕n
i=0Hi and V
n =
⊕n
i=0 Vn. Therefore the assumption
ΥH(CIH({x1},−∇φ1)) 6= ΥH(CIH({x2},−∇φ2)) is equivalent to
χH(CIH({x1},−∇φn1 )) 6= χH(CIH({x2},−∇φn2 )) (2.4.2)
for any n ≥ n1.
The same reasoning can be performed for ϕ1 and ϕ2 obtaining similar formula for n ≥ n2 and
G-equivariant Euler characteristics.
With all the above it is sufficient to show that χH(CIH({x1},−∇φn1 )) 6= χH(CIH({x2},−∇φn2 ))
implies χG(CIG(G(x1),−∇ϕn1 )) 6= χG(CIG(G(x2),−∇ϕn2 )), where ϕni = ϕi|Hn, i = 1, 2 and
n ≥ max{n1, n2}.
Fix n ≥ max{n1, n2}. Since φni = ϕni |T⊥xiG(xi) we can apply Theorem 2.4.2 to obtain
CIG(G(xi),−∇ϕni ) = G+ ∧H CIH({xi},−∇φni ). (2.4.3)
Combining equalities (2.4.2), (2.4.3) with Theorem 2.4.1 we obtain
χG(CIG(G(x1),−∇ϕn1 )) 6= χG(CIG(G(x2),−∇ϕn2 )),
which implies that ΥG(CIG(G(x1),−∇ϕ1)) 6= ΥG(CIG(G(x2),−∇ϕ2)) ∈ U(G). 
2.5. Equivariant splitting lemma. Let H be a compact Lie group and let (V, 〈·, ·〉) be an or-
thogonal Hilbert representation of H with an invariant scalar product 〈·, ·〉. Assume additionally
that dimVH < ∞. Here and subsequently, Ω ⊂ V stands for an open and invariant subset of V
such that 0 ∈ Ω.
Consider a functional Ψ ∈ C2H(Ω,R) given by the formula
Ψ(x) =
1
2
〈Ax, x〉+ ζ(x), (2.5.1)
which satisfies the following assumptions
(F.1) A : V→ V is a H-equivariant self-adjoint linear Fredholm operator,
(F.2) 0 ∈ σ(A),
(F.3) kerA ⊂ VH ,
(F.4) ∇ζ : V→ V is a H-equivariant, compact operator,
(F.5) ∇ζ(0) = 0 and ||∇2ζ(x)|| → 0 as ||x|| → 0,
(F.6) 0 ∈ Ω is an isolated critical point of Ψ.
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Denote by kerA and im A the kernel and the image of ∇2Ψ(0) = A, respectively. Notice that
both, kerA and im A, are orthogonal representations of H. Moreover, kerA is finite dimensional
and trivial representation ofH. Since A is self-adjoint V = kerA⊕im A. Denote by P : V→ kerA
and Q = Id − P : V → im A the H-equivariant, orthogonal projections. Put x = (u, v), where
u ∈ kerA and v ∈ im A. The theorem below is an equivariant version of the implicit function
theorem. A proof of the theorem below can be found in [12].
Theorem 2.5.1. Let Ψ ∈ C2H(Ω,R) be a functional defined by (2.5.1) which satisfies assumptions
(F.1)–(F.5). Then there exists ε0 > 0 and C
1-mapping w : Bε0(kerA)→ im A ∩ VH such that
(1) w(0) = 0, Dw(0) = 0,
(2) Q∇Ψ(u, v) = 0 for u ∈ Dε0(kerA) iff v = w(u).
In the following theorem (known as the splitting lemma) we prove the existence of equivariant
homotopy which allows us to study the product (splitted) flow (∇ϕ(u), Av) where u ∈ kerA, v ∈
im A instead of the general Ψ(x) = 12〈Ax, x〉 + ζ(x). Note that A is an isomorphism on im A
and therefore the study the second flow is standard. Moreover, we are able to describe the first
flow ∇ϕ(u), see Remark 2.5.1.
Theorem 2.5.2. Suppose that a functional Ψ ∈ C2H(Ω,R) is defined by formula (2.5.1) and sat-
isfies assumptions (F.1)–(F.6). Then, there exists ε0 > 0 and H-equivariant gradient homotopy
∇H : (Bε0(kerA)×Bε0(im A))× [0, 1] → V satisfying the following conditions:
(1) ∇H((u, v), t) = Av−∇ξt(u, v), for t ∈ [0, 1], where ∇ξt = ∇ξ(·, t) and ∇ξ : V×[0, 1]→ V
is compact and H–equivariant.
(2) (∇H)−1(0) ∩ (Bε0(kerA)×Bε0(im A))× [0, 1] = {0} × [0, 1] i.e. 0 is an isolated critical
point of ∇H(·, t) for any t ∈ [0, 1].
(3) ∇H((u, v), 0) = ∇Ψ(u, v).
(4) There exists an H–equivariant, gradient mapping ∇ϕ : Bε0(kerA) → kerA such that
∇H((u, v), 1) = (∇ϕ(u), Av), for all (u, v) ∈ Bε0(kerA)×Bε0(im A).
Proof. First of all, we define a family of potentials H : (Bε0(kerA)×Bε0(im A))× [0, 1] → R by
H((u, v), t) = 1
2
〈Av, v〉 + 1
2
t(2− t)〈Aw(u), w(u)〉 + tζ(u,w(u)) + (1− t)ζ(u, v + tw(u)),
where w is obtained from Theorem 2.5.1. This family of functionals was introduced firstly by
Dancer [8]. Since we consider, contrary to Dancer, an infinite-dimensional and symmetric case,
we check all the details in the proof of this theorem. Since A, ζ,w are H-equivariant and V is an
orthogonal representation of H, the functional H(·, t) is H-invariant. Therefore ∇H is a gradient,
H-equivariant homotopy, where ∇H denotes the gradient of H with respect to the coordinate
x ∈ V. Observe that
P∇H((u, v), t) =t(2− t)[Dw(u)]TAw(u) + tP∇ζ(u,w(u)) + t[Dw(u)]TQ∇ζ(u,w(u))+
+ (1− t)P∇ζ(u, v + tw(u)) + t(1− t)[Dw(u)]TQ∇ζ(u, v + tw(u)) (2.5.2)
and that
Q∇H((u, v), t) = Av + (1− t)Q∇ζ(u, v + tw(u)). (2.5.3)
Now we are ready to complete the proof of this theorem.
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(1) Put ξ((u, v), t) = H((u, v), t) − 12〈Ax, x〉. Taking into account formulas (2.5.2), (2.5.3) we
obtain
−∇ξ(u, v, t) =t(2− t)[Dw(u)]TAw(u) + tP∇ζ(u,w(u)) + t[Dw(u)]TQ∇ζ(u,w(u))+
+ (1 − t)P∇ζ(u, v + tw(u)) + t(1− t)[Dw(u)]TQ∇ζ(u, v + tw(u))+
+ (1 − t)Q∇ζ(u, v + tw(u))
and therefore ∇H((u, v), t) = Av −∇ξ(u, v, t). The map ∇ξ is H-equivariant since ∇H and A
are H-equivariant. To prove that ∇ξ is compact recall that ∇ζ is compact, kerA ⊂ VH is finite
dimensional and w is defined on kerA. Moreover,
• superposition of compact and continuous mappings is compact,
• continuous, finite dimensional mapping is compact,
• continuous mapping defined on a finite dimensional Banach space is compact.
(2) Since ∇2H((0, 0), t)|im A = A|im A is an isomorphism, by the implicit function theorem
there exists a unique solution w˜(u, t) of Q∇H((u, v), t) = 0 on Bε1(kerA)×Bε1(im A) for small
enough ε1 independent of t ∈ [0, 1]. Let ε0 < min{ε,ε1}2 , where ε is defined in Theorem 2.5.1.
Fix t ∈ [0, 1] and suppose that ∇H((u, v), t) = 0 in Bε0(kerA)×Bε0(im A). Putting (1− t)w(u)
to (2.5.3) instead of v we get
Q∇H((u, (1− t)w(u)), t) = (1− t) (Aw(u) +Q∇ζ(u,w(u))) = (1− t)Q∇Ψ(u,w(u)) = 0.
By the uniqueness w˜(u, t) = (1− t)w(u) is the only small solution of Q∇H((u, v), t) = 0 for each
t ∈ [0, 1]. Next putting w˜(u, t) to (2.5.2) instead of v we obtain
P∇H((u, (1 − t)w(u)), t) =
= t(2− t)[Dw(u)]TAw(u) + tP∇ζ(u,w(u)) + t[Dw(u)]TQ∇ζ(u,w(u))+
+ (1− t)P∇ζ(u,w(u)) + t(1− t)[Dw(u)]TQ∇ζ(u,w(u)) =
= P∇ζ(u,w(u)) + t(2− t)[Dw(u)]T (Aw(u) +Q∇ζ(u,w(u))) =
= P∇ζ(u,w(u)) + t(2− t)[Dw(u)]TQ∇Ψ(u,w(u)) = P∇ζ(u,w(u)).
To summarize, if ∇H((u, v), t) = 0 (i.e. Q∇H((u, v), t) = 0 and P∇H((u, v), t) = 0) then
v = w˜(u, t) = (1− t)w(u) and P∇ζ(u,w(u)) = 0. As a consequence we obtain
∇Ψ(u,w(u)) = Aw(u) +Q∇ζ(u,w(u)) + P∇ζ(u,w(u)) = 1
1− tQ∇H((u, w˜), t) = 0.
Since (0, 0) ∈ kerA⊕im A is an isolated critical point of Ψ, u = 0 and v = w˜(0, t) = (1−t)w(0) =
0. Hence (0, 0) is an isolated critical point of H(·, t) for any t ∈ [0, 1]. Which completes the proof
of (2).
To finish the proof of Theorem 2.5.2 it is enough to notice that:
(3) ∇H((u, v), 0) = ∇Ψ(u, v), by the definition.
(4) ∇H((u, v), 1) = P∇ζ(u,w(u)) + Av = (∇ψ(u), Av) , where ∇ψ(u) = P∇Ψ(u,w(u)) =
P∇ζ(u,w(u)). 
Remark 2.5.1. The potential ϕ : Bε0(kerA) → R is given by ϕ(u) = Ψ(u,w(u)). Indeed, for
z ∈ kerA, since Dϕ(u)(z) = (DuΨ(u,w(u)) +DvΨ(u,w(u))Dw(u))z we obtain
〈∇ϕ(u), z〉 = 〈P∇Ψ(u,w(u)), z)〉 + 〈[Dw(u)]TQ∇Ψ(u,w(u)), z〉 = 〈P∇Ψ(u,w(u)), z〉.
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3. main result
In this section, using the equivariant bifurcation theory techniques, we prove the main result
of this article i.e. the Symmetric Liapunov center theorem for minimal orbit, see Theorem 1.1.
We consider Rn as an orthogonal representation of a compact Lie group Γ. Denote by Ω ⊂ Rn
an open and Γ-invariant subset. Fix U ∈ C2Γ(Ω,R) and q0 ∈ Ω a minimum of the potential U
such that isotropy group Γq0 is trivial. Since U is Γ-invariant, the orbit Γ(q0) consists of minima
of U . Obviously q0 is a critical point of U and therefore Γ(q0) ⊂ (∇U)−1(0) i.e. the orbit Γ(q0)
consists of critical points of U .
Remark 3.1. Since Γq0 is trivial, the orbit Γ(q0) is Γ-homeomorphic to Γ/Γq0 = Γ. For this
reason it can happen that elements of this orbit are not isolated. For example, if Γ = SO(2)
acts freely on Ω then, the orbit Γ(q0) is SO(2)-homeomorphic to Γ/Γq0 = Γ/{e} = SO(2) ≈ S1.
Hence we can not treat q ∈ Γ(q0) as an isolated critical point of U . This is the reason to apply
equivariant Conley index theory.
Note that the study of periodic solutions of any period of system (1.1) is equivalent to the
study of 2π-periodic solutions of the following system q¨(t) = −λ
2∇U(q(t)),
q(0) = q(2π),
q˙(0) = q˙(2π).
(3.1)
The 2πλ-periodic solution of (1.1) corresponds to 2π-periodic solutions of (3.1). Since Γ(q0) ⊂
(∇U)−1(0), for every λ > 0 the orbit Γ(q0) consists of stationary solutions of (3.1).
3.1. Variational setting. In this article we treat solutions of (3.1) as critical points of invariant
functionals. This fact allows us to use equivariant bifurcation theory in order to prove our main
result. Therefore we present variational setting for family (3.1).
Define
H
1
2π = {u : [0, 2π] → Rn : u is abs. continuous map, u(0) = u(2π), u˙ ∈ L2([0, 2π],Rn)}
and a scalar product
〈u, v〉H12pi =
∫ 2π
0
(u˙(t), v˙(t)) + (u(t), v(t)) dt,
where (·, ·) and ‖ · ‖ are the usual scalar product and norm in Rn, respectively. It is well known
that
(
H
1
2π, 〈·, ·〉H12pi
)
is a separable Hilbert space. Moreover, it can be considered as an orthogonal
representation of G = Γ× S1 where the action is given by
G×H12π ∋ ((γ, eiθ), q(t)) → γq(t+ θ) mod 2π.
It is known that solutions of system (3.1) are in one to one correspondence with S1-orbits of
critical points of S1-invariant potential Φ : H12π × (0,∞) → R of class C2 defined by
Φ(q, λ) =
∫ 2π
0
(
1
2
‖q˙(t)‖2 − λ2U(q(t))
)
dt, (3.1.1)
where λ is considered as a parameter, see [22]. As Rn is an orthogonal representation of Γ and
U is Γ-invariant, the potential Φ is also Γ-invariant. Therefore 2π-periodic solutions of system
(3.1) can be considered as critical orbits of G = (Γ× S1)-invariant potential Φ i.e. as solutions
of the system
∇qΦ(q, λ) = 0. (3.1.2)
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Let {e1, . . . , en} ⊂ Rn be the standard basis in Rn. Define H0 = Rn,Hk = span{ei cos kt, ei sin kt :
i = 1, . . . , n} and note that
H
1
2π = H0 ⊕
∞⊕
k=1
Hk (3.1.3)
and that the finite-dimensional spaces Hk, k = 0, 1, . . . are orthogonal representations of G.
Note that the gradient ∇Φ : H12π × (0,∞) → H12π is a G-equivariant C1-operator in the form
of a compact perturbation of the identity, see [26] for more details. Summarizing, we will study
the existence of G-orbits of critical points of Φ. Let us underline that Φ satisfies assumptions
(B.1)–(B.3) of Subsection 2.3.
Remark 3.1.1. Assume that q0 ∈ (∇U)−1(0) and consider the linearization of the system (3.1)
at q0 of the form  q¨(t) = −λ
2∇2U(q0)(q − q0),
q(0) = q(2π),
q˙(0) = q˙(2π).
(3.1.4)
The corresponding functional Ψ : H12π → R is defined as follows
Ψ(q, λ) =
1
2
‖q‖2
H12pi
+ 〈λ2∇2U(q0)q0, q〉H12pi −
1
2
〈Lq, q〉H12pi , (3.1.5)
where L : H12π → H12π is a linear, self-adjoint, G-equivariant and compact operator, see [26] for
details. It is clear that ∇qΨ(q, λ) = q − Lq + λ2∇2U(q0)q0.
If q ∈ H12π is given by the Fourier series q(t) = a0 +
∞∑
k=1
ak · cos kt+ bk · sin kt, we know that
∇qΨ(q, λ) = −λ2∇2U(q0)(a0 − q0) +
∞∑
k=1
(Q(k, λ) · ak) · cos kt+ (Q(k, λ) · bk) · sin kt, (3.1.6)
where Q(k, λ) =
(
k2
k2 + 1
Id− λ
2
k2 + 1
∇2U(q0)
)
, see Lemma 5.1.1 of [12] for details.
3.2. Bifurcation from the critical orbit. In this subsection we present necessary and suffi-
cient condition for the existence of local bifurcation of non-stationary periodic solutions from the
family of stationary Γ-orbits.
Since q0 ∈ H12π is a constant function, G(q0) = Γ(q0) ⊂ H0 = Rn ⊂ H12π solves equation
(3.1.2) for any λ > 0. The set of solutions T = G(q0) × (0,+∞) ⊂ H12π × (0,+∞) of equation
(3.1.2) is called a family of trivial solutions of equation (3.1.2) while the set N = {(q, λ) ∈
H
1
2π × (0,+∞) \ T : ∇qΦ(q, λ) = 0} is called a family of non-trivial solutions.
Definition 3.2.1. We say that the orbit G(q0) × {λ0} ⊂ T is an orbit of local bifurcation if
(q0, λ0) ∈ N , i.e. (q0, λ0) is an accumulation point of nontrivial solutions of equation (3.1.2).
We present below the necessary condition for the existence of local bifurcation of solutions of
equation
∇qΦ(q, λ) = 0 (3.2.1)
from the critical orbit G(q0) × {λ0}. We define Λ = {k/β : k ∈ N and β2 ∈ σ(∇2U(q0)) ∩
(0,+∞)}.
Theorem 3.2.1. (Necessary condition). If G(q0)× {λ0} is an orbit of local bifurcation of solu-
tions of equation (3.2.1) then ker∇2qΦ(q0, λ0) ∩
⊕∞
k=1Hk 6= ∅ i.e. λ0 ∈ Λ.
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Proof. Suppose, contrary to our claim, that ker∇2qΦ(q0, λ0) ∩
⊕∞
k=1Hk = ∅. Since ∇2qΦ(q0, λ0)
is self-adjoint, H12π = ker∇2qΦ(q0, λ0)⊕ im ∇2qΦ(q0, λ0). Denote q = (q1, q2) ∈ ker∇2qΦ(q0, λ0)⊕
im ∇2qΦ(q0, λ0). Equation (3.2.1) is equivalent to the following system
∇q1Φ(q1, q2, λ) = 0, (3.2.2)
∇q2Φ(q1, q2, λ) = 0. (3.2.3)
Since ∇2q2Φ(q0, λ0)|im ∇2qΦ(q0,λ0) is an isomorphism, applying Theorem 2.5.1 we obtain that
(q1, q2, λ) = (q1, q2(q1, λ), λ) is the only solution of (3.2.3) in the neighborhood of (q0, λ0), where
q2 : Dε(ker∇2qΦ(q0, λ0)) × [λ0 − ε, λ0 + ε] → im ∇2qΦ(q0, λ0) is a G-equivariant map. Therefore
the study of equation (3.2.1) is equivalent to study the equation
∇q1Φ(q1, q2(q1, λ), λ) = 0. (3.2.4)
Now we are able to control the isotropy group of solutions of equation (3.2.1) in the neighborhood
of the orbit G(q0)×{λ0}. Indeed, suppose that (q̂1, q2(q̂1, λ̂), λ̂) is a solution of (3.2.1). Since q2
is G-equivariant we obtain that Gq̂1 = G(q̂1,λ̂) ⊂ Gq2(q̂1,λ̂) and therefore
G
(q̂1,q2(q̂1,λ̂),λ̂)
= Gq̂1 ∩Gq2(q̂1,λ̂) ∩Gλ̂ = Gq̂1 ,
i.e. the isotropy groups of bifurcating solutions must coincide with isotropy groups of elements
of ker∇2qΦ(q0, λ0). Since G(q0) = Γ(q0) ⊂ H0 is an isolated orbit of constant solutions, the
bifurcation can not occur in the direction of H0. Finally, since ker∇2qΦ(q0, λ0) ⊂ H0 then
G(q0)× {λ0} is not an orbit of local bifurcation, a contradiction.
To complete the proof it is enough to show that ker∇2qΦ(q0, λ0)∩
⊕∞
k=1Hk 6= ∅ if and only if
λ0 ∈ Λ. The study of ker∇2qΦ(q0, λ0) is equivalent to the study of the linearized system (3.1.4)
and further, it is equivalent to the equation ∇qΨ(q, λ) = 0. By the equality (3.1.6), the last equa-
tion has solutions in
⊕∞
k=1Hk if and only if a matrix Q(k, λ) =
(
k2
k2 + 1
Id− λ
2
k2 + 1
∇2U(q0)
)
is degenerate for some k ∈ N i.e. k = λβ for some β2 ∈ σ(∇2U(q0)) ∩ (0,∞). 
The theorem below provides the sufficient condition for the existence of local bifurcation in
the terms of equivariant Conley index. This is a direct consequence of continuation property and
homotopy invariance of equivariant Conley index, see [18].
Theorem 3.2.2. (Sufficient condition). Under the assumptions above, if there exist λ1, λ2 such
that [λ1, λ2] ∩ Λ = {λ0} and
CIG (G(q0),−∇Φ(·, λ1)) 6= CIG (G(q0),−∇Φ(·, λ2)) , (3.2.5)
then G(q0)× {λ0} is an orbit of local bifurcation.
3.3. Equivariant Conley index on the orthogonal section. In order to prove Theorem 1.1
we will study the existence of local bifurcation of solutions of equation (3.1.2) from the trivial
family T . Additionally, we will control the minimal period of bifurcating solutions. The existence
of local bifurcation will be a consequence of the change of the infinite-dimensional equivariant
Conley index.
Fix βj0 satisfying the assumptions of Theorem 1.1, choose ε > 0 sufficiently small and define
λ± =
1± ε
βj0
. Without loss of generality one can assume that [λ−, λ+] ∩ Λ = {1/βj0}. Since
bifurcation does not occur at the level λ±, the orbit G(q0) is isolated in (∇Φ(·, λ±))−1 (0).
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Therefore G(q0) is an isolated invariant set in the sense of the G-equivariant Conley index theory
i.e. CIG(G(q0),−∇Φ(·, λ±)) is well-defined.
Let H ⊂ H12π be a linear subspace orthogonal to G(q0) at q0 i.e. H = T⊥q0G(q0) ⊂ H12π. Since
Gq0 = {e} × S1, H is an orthogonal representation of S1. Define a S1-invariant functional of
class C2 by Ψλ± = Φ(·, λ±)|H : H → R. Since G(q0) ⊂ H12π is an isolated critical orbit of the
G-invariant functional Φ(·, λ±), q0 ∈ H is an isolated critical point of S1-invariant potential
Ψλ± . Hence q0 is an isolated invariant set in the sense of the S
1-equivariant Conley index theory
defined in [18] i.e. CIS1({q0},−∇Ψλ±) is defined. Let us underline that since we know the form
of Φ, Ψλ± satisfies the assumptions (F.1)–(F.6) given in Subsection 2.5.
Note that
H0 = R
n = T⊥q0Γ(q0)⊕ Tq0Γ(q0) and H = T⊥q0Γ(q0)⊕
∞⊕
k=1
Hk ⊂ H12π.
Let U˜ : T⊥q0Γ(q0) → R be given by the formula U˜(q) = U(q + q0) and similarly Ψ˜λ±(q) =
Ψλ±(q + q0). Since ∇2Ψ˜λ±(0) is self-adjoint, H = ker∇2Ψ˜λ±(0) ⊕ im ∇2Ψ˜λ±(0). Moreover,
by equality (3.1.6) ker∇2Ψ˜λ(0) = ker∇2U˜(0) ⊂ H0 is independent of λ±. As a consequence
we obtain that im ∇2Ψ˜λ±(0) = im ∇2Ψλ±(q0) is independent of λ±. Because ker∇2Ψ˜λ±(0)
and im ∇2Ψ˜λ±(0) do not depend on λ± for abbreviation of notations we write N instead of
ker∇2Ψ˜λ±(0) and R instead of im ∇2Ψ˜λ±(0).
Put P : H → N and Q = Id − P : H → R for the H-equivariant, orthogonal projections.
Note that the S1-invariant potential Πλ± : R → R of the linear vector field ∇2Ψλ± |R(q0)(q− q0)
is defined by Πλ±(q) =
1
2
〈∇2Ψλ± |R(q0)(q − q0), q − q0〉H12pi .
In the following lemma we reduce the computation of the S1-equivariant Conley indexes of
nonlinear maps to the linear case.
Lemma 3.3.1. Under the above assumptions
ΥS1
(
CIS1({q0},−∇Ψλ+
) 6= ΥS1 (CIS1({q0},−∇Ψλ−))
if and only if
ΥS1
(
CIS1
({q0},−∇Πλ+)) 6= ΥS1 (CIS1 ({q0},−∇Πλ−)) .
Proof. Since CIS1({q0},−∇Ψλ±) = CIS1({0},−∇Ψ˜λ±), we will study CIS1({0},−∇Ψ˜λ±) instead
of CIS1({q0},−∇Ψλ±). Since the operator Ψ˜λ± is defined by formula (2.5.1) and satisfies assump-
tions (F.1)-(F.6) of Subsection 2.5, one can combine Theorems 2.3.1, 2.5.2 to obtain
ΥS1
(
CIS1({0},−∇Ψ˜λ±)
)
= ΥS1
(
CIS1({0},−∇ϕλ±)
)
⋆ΥS1
(
CIS1({0},−∇2Ψ˜λ±(0)|R)
)
,
where 0 = (0, 0) ∈ N ⊕ R, ϕλ± : Bε0(N ) → R, ϕλ±(u) = Ψ˜λ±(u,w(u)) and ∇ϕλ±(u) =
P∇Ψ˜λ±(u,w(u)) is S1-equivariant.
Now, since N ⊂ H0 = HS1 , applying Theorem 2.5.1 we obtain (u,w(u)) ∈ HS1 = H0.
Following the definition of Ψ˜λ± one can see that
ϕλ±(u) = Ψ˜λ±(u,w(u)) = −2πλ2±U˜(u,w(u)). (3.3.1)
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Since {0} is isolated in (∇ϕλ±)−1(0), one can choose 0 < ε < ε0 (where ǫ0 comes from Theorem
2.5.1) such that (∇ϕλ±)−1(0) ∩ Dε(N ) = {0}. Recall that v = w(u) is the only solution of
Q∇Ψ˜λ±(u, v) = 0 for u ∈ Dε(N ), see Theorem 2.5.1.
Moreover (0, 0) = (0, w(0)) ∈ N ⊕(R∩H0) ⊂ H0 is an isolated critical point (minimum) of U˜ .
Hence 0 ∈ N is an isolated local maximum of ϕλ± , see (3.3.1). Indeed, u = 0 is an isolated critical
point because ∇ϕλ±(u) = 0 implies P (∇Ψ˜λ±)(u,w(u)) = 0 and further ∇Ψ˜λ±(u,w(u)) = 0.
However (0, 0) is the only solution of ∇Ψ˜λ(u,w(u)) = 0 on Dε(N ).
Since N ⊂ HS1 is finite-dimensional, applying Remark 2.3.4 we obtain
CIS1({0},−∇ϕλ) = CIS1({0},−∇ϕλ) = CI({0},−∇ϕλ).
Therefore ΥS1 (CIS1({0},−∇ϕλ)) = χS1 (CIS1({0},−∇ϕλ)) = χ (CI({0},−∇ϕλ))·I ∈ U(S1).
i.e. the S1-equivariant Euler characteristic of CIS1({0},−∇ϕλ) is generated by the identity in
the Euler ring U(S1).
There exists a simple relation between the Euler characteristic of the Conley index χ(CI(S,−η))
of an isolated η-invariant set S with an isolating neighborhood N and the Brouwer degree
deg(ν,N), where η is a local flow generated by the equation x˙ = −ν(x).
In fact χ(CI(S,−ν)) = deg(ν,N), see [23, 32] for details.
Rabinowitz proved in [27] that the Brouwer index of an isolated critical point which is a
minimum is equal to 1, see also [2]. This implies that the Brouwer index of an isolated maximum
equals (−1)k, where k is the dimension of a space.
Hence,
ΥS1
(
CIS1({0},−∇ϕλ±)
)
= χ
(CI({0},−∇ϕλ±)) · I =
= deg(∇ϕλ± ,Dε(N )) · I = (−1)dimN · I ∈ U(S1).
As a consequence of the above equality we obtain
ΥS1
(
CIS1({q0},−∇Ψλ±)
)
= ΥS1
(
CIS1({0},−∇Ψ˜λ±)
)
=
= ΥS1
(
CIS1({0},−∇ϕλ± )
)
⋆ΥS1
(
CIS1({0},−∇2Ψ˜λ±(0)|R)
)
=
= (−1)dimN ·ΥS1
(
CIS1
(
{0},−∇2Ψ˜λ± |R
))
=
= (−1)dimN ·ΥS1
(
CIS1
({q0},−∇Πλ±)) ,
(3.3.2)
which completes the proof. 
Our goal is to prove that ΥS1
(
CIS1
({q0},−∇Πλ+)) 6= ΥS1 (CIS1 ({q0},−∇Πλ−)). Therefore,
following the construction of the equivariant Conley index given in Subsection 2.3, we define the
finite dimensional spaces
H
n =
(
T⊥q0Γ(q0)⊕
n⊕
k=1
Hk
)
∩R =
(
T⊥q0Γ(q0)⊖N
)
⊕
n⊕
k=1
Hk ⊂ R ⊂ H, n ≥ 1.
For simplicity of notation put Πnλ± := Πλ±|Hn . We follow a similar reasoning as given in [26].
Lemma 3.3.2. There exists n0 ∈ N such that for any n ≥ n0
χS1(CIS1({q0},−∇Πnλ−)) = χS1(CIS1({q0},−∇Πn0λ−))
6= χS1(CIS1({q0},−∇Πn0λ+)) = χS1(CIS1({q0},−∇Πnλ+)).
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Moreover, ΥS1
(
CIS1
({q0},−∇Πλ+)) 6= ΥS1 (CIS1 ({q0},−∇Πλ−)).
Proof. By assumption of Theorem 1.1, for every j = 1, . . . , j0−1 one can choose kj ∈ N such that
k2j < (βj/βj0)
2 < (kj + 1)
2. Note that k1 ≥ k2 ≥ . . . ≥ kj0−2 ≥ kj0−1. Taking into account that
(k1+1)2
β21
> 1
β2
j0
, λ+ =
1+ε
βj0
and that ε is arbitrarily small, for fixed n0 ≥ k1 + 1 and j = 1, . . . ,m
we obtain
n20 − λ2±β2j ≥ n20 − λ2±β21 ≥ n20 − λ2+β21 ≥ β21
(
(k1 + 1)
2
β21
− λ2+
)
> 0. (3.3.3)
From the above formula and equation (3.1.6) we get that for any n ≥ n0 the following equality
holds
m−(∇2Πnλ±) = m−(∇2Πn0λ±),
where m−(·) is the Morse index. Since Πn0λ± is an isomorphism, for any n ≥ n0 we obtain
CIS1({q0},−∇Πnλ±) = CIS1({q0},−∇Πn0λ±).
Therefore the S1-equivariant Conley index of the isolated invariant set {q0} under the linear
vector field −∇Πλ± is the S1-homotopy type of the spectrum (En,±)∞n=n0 , see [18], where En,±
is the same pointed topological S1-space for every n ≥ n0. Consequently, the study of a change
of the S1-equivariant Conley index of {q0} under the linear vector field −∇Πλ± is equivalent to
the study of finite-dimensional S1-equivariant Conley index En0,± = CIS1({q0},−∇Πn0λ±).
Note that since [λ−, λ+] ∩ Λ = {1/βj0}, for λ ∈ [λ−, λ+], k = 1, . . . , n0 and j = 1, . . . ,m we
have
k2 − λ2β2j = 0 iff k = 1, j = j0. (3.3.4)
Moreover,
(1− λ2−β2j0)(1 − λ2+β2j0) = −ε2(4− ε2) < 0. (3.3.5)
By formulas (3.3.4), (3.3.5) and equation (3.1.6) we obtain that the only change of sign of
eigenvalues of ∇2Πn0λ between λ− and λ+ holds on H1 and
m−
(
∇2Πλ− |H1
)
6= m−
(
∇2Πλ+ |H1
)
. (3.3.6)
Therefore the spectral decomposition of Hn0 given by the isomorphism −∇2Πλ± has the form
H
n0 = H1 ⊕W =
(
H
−
1,± ⊕H+1,±
)
⊕ (W− ⊕W+) , (3.3.7)
where W :=
(
(T⊥q0Γ(q0)⊖N )⊕
⊕n0
k=2Hk
)
, W+, W− don’t depend on λ± and
r− := dimH
+
1,− 6= dimH+1,+ =: r+. (3.3.8)
Hence CIS1({q0},−∇Πn0λ±) = S
H
+
1,± ∧ SW+ and
χS1
(
CIS1({q0},−∇Πn0λ±)
)
= χS1
(
SH
±
1,±
)
⋆ χS1
(
SW
+
)
∈ U(S1). (3.3.9)
By Remark 2.3.2 the element χS1(S
W+) is invertible in the Euler ring U(S1), hence it is sufficient
to show
χS1
(
SH
+
1,−
)
6= χS1
(
SH
+
1,+
)
. (3.3.10)
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However, since H1 = span{ei cos t, ei sin t : i = 1, . . . , n} and the action of S1 on H1 is given by
shift in time, the spaces H+1,± are representations of S
1 such that H+± ≈S1 R[r±, 1]. Hence by
formula (2.3.1) we obtain
χS1
(
SH
+
1,±
)
= χS1
(
SR[r±,1]
)
= I− r±χS1
(
S1/Z1
+
)
∈ U(S1).
Taking into account inequality (3.3.8) we obtain (3.3.10) and consequently
χS1
(
CIS1({q0},−∇Πn0λ−)
)
6= χS1
(
CIS1({q0},−∇Πn0λ+)
)
.
Finally, based on the definitions of ΥS1 and the equivariant Conley index and Remark 2.3.3,
we obtain
ΥS1
(
CIS1
({q0},−∇Πλ−)) 6= ΥS1 (CIS1 ({q0},−∇Πλ+)) ,
because for λ+ and λ− stabilization of the equivariant Conley index begins on the same level
n0. 
3.4. Proof of Theorem 1.1. We are now in a position to prove the Symmetric Liapunov center
theorem for minimal orbit.
Proof. To complete the proof of Theorem 1.1, we will show a change of the equivariant Conley
index along the family T = Γ(q0)×(0,+∞) of trivial solutions which implies the existence of local
bifurcation of non-stationary periodic solutions of system (1.1), see Theorem 3.2.2. Therefore,
our aim is to prove that
CIG (G(q0),−∇Φ(·, λ−)) 6= CIG (G(q0),−∇Φ(·, λ+)) , (3.4.1)
where λ± =
1±ε
βj0
and ε > 0 is sufficiently small.
Combining Lemmas 3.3.1 and 3.3.2 we obtain
ΥS1
(
CIS1({q0},−∇Ψλ+
) 6= ΥS1 (CIS1({q0},−∇Ψλ−)) , (3.4.2)
where Ψλ± = Φ(·, λ±)|H : H→ R and H = T⊥q0G(q0) ⊂ H12π.
Since the pair (Γ× S1, {e} × S1) is admissible and both ∇Φ(·, λ−), ∇Φ(·, λ+) are in the form
of a compact perturbation of the identity, we can apply Theorem 2.4.3 together with equation
(3.4.2) to get
ΥG (CIG (G(q0),−∇Φ(·, λ−))) 6= ΥG (CIG (G(q0),−∇Φ(·, λ+))) . (3.4.3)
Inequality (3.4.3) in a natural way implies inequality (3.4.1).
Since we have proved a change of the equivariant Conley index on the segment [λ−, λ+] and
in this segment the only point where bifurcation can occur is 1/βj0 we have just proved a local
bifurcation of non-stationary solutions of problem (3.1) from the orbit G(q0) × {1/βj0}. As we
know, they correspond to 2πλ(≈ 2πβj0 )-periodic solutions of the system (1.1) in a neighborhood
of the orbit G(q0). From the assumptions it follows that 1/(k · βj0) /∈ Λ holds true for k ≥ 2
(i.e. the orbit G(q0)×{ 1k·βj0 } can not be an orbit of bifurcation), therefore the bifurcating orbits
have the minimal period close to 2πβj0
, which completes the proof.

Remark 3.4.1. It was shown in [16] that ΥG (CIG (G(q0),−∇Φ)) is equal to degree for G-
equivariant gradient maps ∇G-deg(∇Φ,O) defined in [15], where O ⊂ H12π is a G-invariant
subset such that ∇Φ−1(0) ∩O = G(q0). Moreover, the change of this degree along the family of
trivial solutions implies the bifurcation of a connected set of solutions of equation ∇Φ(q, λ) = 0.
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Since we have proved that ΥG (CIG (G(q0),−∇Φ(·, λ−))) 6= ΥG (CIG (G(q0),−∇Φ(·, λ+))),
there exists a connected family C of non-stationary periodic solutions of equation (1.1) emanating
from the orbit Γ(q0) which satisfies the Rabinowitz-type alternative.
4. Applications
In order to show the strength of our main result i.e. the Symmetric Liapunov center theorem
for minimal orbit, see Theorem 1.1, in this section we apply it to the study of periodic solutions
of the Lennard-Jones and Schwarzschild 2-, 3-body problems with Γ = SO(2).
Consider (R2)N as an orthogonal representation of SO(2) with SO(2)-action defined by
SO(2) × (R2)N ∋ (γ, (q1, . . . , qN )) → (γq1, . . . , γqN ) ∈ (R2)N . Define an open SO(2)-invariant
subset Ω = {q = (q1, . . . , qN ) ∈ (R2)N : qi 6= qi for i 6= j} and note that if q0 ∈ Ω then the
isotropy group SO(2)q0 is trivial. Recall that σ(S) stands for the spectrum of a symmetric
matrix S and denote by mult(α) the multiplicity of an eigenvalue α ∈ σ(S).
4.1. The Lennard-Jones problem. The Lennard-Jones potential is used to model the nature
and stability of small clusters of interacting particles in crystal growth, random geometry of
liquids, and in the theory of homogeneous nucleation, see for instance [36]. The potential also
appears in molecular dynamics to simulate many particles systems ranging from solids, liquids,
gases and biomolecules of Earth.
It is well known in chemistry and chemical physics that the stability of some molecular struc-
tures are closely related with the local minima of the corresponding potential. Also in the analysis
of the native structure of a protein, it is necessary to find the lowest energy configuration of a
molecular system. In general when it is possible to find the global minimum of a potential energy
surface, we can get a global optimization of the problem, saving money and laboratory time in
this way. Unfortunately, this is a difficult task in general, and the researchers on the subject
develop global optimization methods on simpler systems, one of the most useful in this direction
is the Lennard-Jones potential, which has been used in the analysis of clusters in nanomaterials
in the last times, see for instance [36] and the references therein.
The Lennard-Jones potential is given by
U = ε
∑[( σ
rij
)12
− 2
(
σ
rij
)6]
,
where ε represents the minimum value of the potential energy and σ is the minimum distance from
the origin on the x-axis (when the potential is repulsive). That is, all molecules are attracting
each other when they are close enough, the intensity of this attraction force decreases when the
molecular distance increases.
For simplicity we assume that ε = σ = 1. So we consider N -particles with equal massmmoving
in the 2-dimensional Euclidean space. The forces between two particles are given by the Lennard-
Jones potential. Let qi denotes the position of the i-th particle in an inertial coordinate system
and let q = (q1, . . . , qN ) ∈ (R2)N . Choosing the units of mass, length and time conveniently one
can define the Lennard-Jones potential U : Ω→ R as
U(q) =
∑
1≤i<j≤N
(
1
| qi − qj |12 −
2
| qi − qj |6
)
. (4.1.1)
Note that U : Ω → R is smooth and SO(2)-invariant. The Lennard-Jones problem has been
widely studied in [7], where the authors show the existence of families of periodic orbits, where
the mutual distances among the particles remain constant along the motion, i.e. the particles
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behave as a rigid body. These especial kind of periodic orbits are called relative equilibria. The
aim of this section is to show the strength of our main Theorem 1.1, by showing new families of
periodic solutions in the Lennard-Jones problem defined by equation (4.1.1).
4.1.1. Case N = 2. First consider Lennard-Jones 2-body problem. In this case is easy to verify
that the following equality holds (∇U)−1(0) ∩ Ω = {(q1, q2) ∈ Ω : q1 = −q2 and | q1 − q2 |= 1},
see Theorem 1 of [7]. In other words (∇U)−1(0) ∩ Ω = Γ(q0), where q0 = (0, 1/2, 0,−1/2) i.e.
the set of critical points of the potential U consists of one orbit Γ(q0). Moreover, it was proved
in [7] that the orbit Γ(q0) consists of minima of U and U(Γ(q0)) = −1. Since the action of SO(2)
on Ω is free, the isotropy group SO(2)q0 is trivial. It is easy to check that σ(∇2U(q0)) = {0, 144}
and mult(0) = 3, mult(144) = 1.
We have just shown that all assumptions of Theorem 1.1 are fulfilled with j0 = 1 and β1 = 12.
Applying this theorem we obtain the existence of non-stationary periodic solutions of system (1.1)
in any neighborhood of the orbit SO(2)(q0). Moreover, the minimal period of these solutions are
close to π/6 ≈ 0, 5235.
Remark 4.1.1.1. The existence of a family F of non-stationary periodic solutions of system
(1.1) (relative equilibria), has been proved in Theorem 3 of [7]. In any neighborhood of the orbit
SO(2)(q0) there is a member of this family. Moreover, on that paper the authors proved that
the lower estimation of minimal period of members of F is equals to 7π6
(
7
32
) 1
6 ≈ 2.8450, see
Theorem 3 of [7]. Since 7π6
(
7
32
) 1
6 > π/6, we point out that the non-stationary periodic solutions
of (1.1) with the Lennard-Jones potential, whose existence we have proved in a sufficiently small
neighborhood of SO(2)(q0) are different from the relative equilibria whose existence was proved
in [7].
4.1.2. Case N = 3. For the Lennard-Jones 3-body problem. Set
q01 = (a/2, 0, 0, 0,−a/2, 0),
q02 = (0, 0, a/2, 0,−a/2, 0),
q03 = (a/2, 0,−a/2, 0, 0, 0),
q04 = (1/
√
3)(1, 0, cos α, sinα, cos β, sin β),
q05 = (1/
√
3)(1, 0, cos β, sin β, cosα, sinα),
where a =
(
2731
43
)1/6
, α = 2π/3 and β = 4π/3.
Put Γ = SO(2). We know that the following equality holds (∇U)−1(0) =
5⋃
i=1
Γ(q0i), see Theo-
rem 6 of [7]. On that paper the authors also proved that the orbits of critical points Γ(q04),Γ(q05)
are minima of the energy potential U given by (4.1.1) and U(Γ(q04)) = U(Γ(q05)) = −3. More-
over, the isotropy groups Γq04 ,Γq05 are trivial. It is not difficult to verify that σ(∇2U(q04)) =
σ(∇2U(q05)) = {0, 108, 216}, and that mult(0) = 3,mult(108) = 2,mult(216) = 1. Note that all
assumptions of Theorem 1.1 are fulfilled at orbits Γ(q04),Γ(q05) with β1 = 6
√
6, β2 = 6
√
3 and
j0 = 1 or j0 = 2. Applying this theorem we obtain the existence of periodic solutions in any
neighborhood of the orbits Γ(q04), Γ(q05) with minimal periods close to π/(3
√
3) and π/(3
√
6).
Remark 4.1.2.1. It is known that 0 ∈ σ(∇2U(q01)) = σ(∇2U(q02)) = σ(∇2U(q03)),mult(0) = 3
and that σ(∇2U(q01)) ∩ (0,+∞) 6= ∅, see Section 4.1.1 of [7]. That is why the orbits Γ(q01),
Γ(q02), Γ(q03) are isolated and degenerate. We underline that they are not orbits of minima of
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the potential U. That is why one can not apply Theorem 1.1 to the study of existence of non-
stationary periodic solutions of system (1.1) in a neighborhood of these orbits. At this moment
this problem is far from being solved.
4.2. The Schwarzschild 3-body problem. The potential in which we are interested comes
from relativistic physics. It was introduced in 1916 by Schwarzschild [30] in order to give a
solution to Einstein’s equations for the gravitational field of an uncharged spherical non-rotating
mass, which trough a classical formalism provides the Binet-type equations. Again, as in the
Lennard-Jones problem the corresponding force (after a normalization of coordinates using cos-
mological background), is given by the minus gradient of the so called Schwarzschild potential,
which has the simple form
U =
A
r
+
B
r3
. (4.2.1)
The Schwarzschild potential was tackled into the framework of dynamical systems and celestial
mechanics by Mioc and collaborators, see for instance [24], [33] and the references therein. This
new and original approach to study the dynamics of particles moving under this potential has
been very useful in astrophysics for the analysis of theoretical black holes or the motion of a
galaxy far enough that you can consider it as a single object. It has also been used in cosmology
for the analysis of clusters of galaxies. The case A < 0 < B which concerns with the main results
of this paper models the photogravitational field of the Sun, see [3] and the references therein
for more details.
For 1 ≦ i < j ≦ 3 choose Aij < 0 < Bij, define Uij ∈ C2((0,+,∞),R) by Uij(rij) = Aij
rij
+
Bij
r3ij
and U ∈ C2((0,+∞)3,R) by U(r12, r13, r23) =
∑
1≦i<j≦3
Uij(rij).
The Schwarzschild 3-body potential U : Ω→ R is defined by
U(p) = U(r12(q), r13(q), r23(q)) =
∑
1≦i<j≦3
Uij(rij(q)), (4.2.2)
where rij(q) = ‖qi − qj‖. We observe that the Schwarzschild potential is smooth and SO(2)-
invariant. As for the Lennard-Jones problem, our goal here is to show the strength of our main
Theorem 1.1 to show the existence of new families of periodic solutions of system (1.1) with the
Schwarzschild potential U defined by formula (4.2.2).
In the following lemma we describe local non-degenerate minima of the potentials Uij, for
1 ≦ i < j ≦ 3.
Lemma 4.2.1. For 1 ≦ i < j ≦ 3 define r0ij =
√
−3Bij
Aij
and note that
(1) U ′ij(r) = 0 if and only if r = r0ij,
(2) U ′′ij(r0ij) =
3Bij
(r0ij)
5
> 0.
Now we characterize the critical points of the potential U.
Lemma 4.2.2. Fix q0 = (q10, q20, q30) ∈ Ω such that vectors q10, q20, q30 are not collinear. Then
q0 is a critical point of U and iff r12(q0) =
√
−3B12
A12
, r13(q0) =
√
−3B13
A13
, r23(q0) =
√
−3B23
A23
.
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Proof. First, we observe that
∂U
∂q1
(q) =
1
r12(q)
U ′12(r12(q))(q1 − q2) +
1
r13(q)
U ′13(r13(q))(q1 − q3),
∂U
∂q2
(q) =
1
r12(q)
U ′12(r12(q))(q2 − q1) +
1
r23(q)
U ′23(r23(q))(q2 − q3),
∂U
∂q3
(q) =
1
r13(q)
U ′13(r13(q))(q3 − q1) +
1
r23(q)
U ′23(r23(q))(q3 − q2).
(4.2.3)
Since every equation in the right hand side of system (4.2.3) is a linear combination of linearly
independent vectors, applying Lemma 4.2.1 we obtain
∇U(q0) = 0 iff U ′12(r12(q0)) = 0, U ′13(r13(q0)) = 0, U ′23(r23(q0)) = 0
iff r12(q0) =
√
−3B12
A12
, r13(q0) =
√
−3B13
A13
, r23(q0) =
√
−3B23
A23
,
which completes the proof. 
Fix q0 = (q10, q20, q30) ∈ Ω such that vectors q10, q20, q30 are not collinear and choose constants
A12, A13, A23 < 0 < B12, B13, B23 such that
‖q10 − q20‖ =
√
−3B12
A12
, ‖q10 − q30‖ =
√
−3B13
A13
, ‖q20 − q30‖ =
√
−3B23
A23
.
From Lemma 4.2.2 it follows that ∇U(q0) = 0. Since the Schwarzschild potential U is SO(2)-
invariant, SO(2)(q0) ⊂ (∇U)−1(0). Additionally, from Lemma 4.2.1 we obtain that SO(2)(q0) is
an isolated minimal orbit of critical points of U. Finally, since the orbit SO(2)(q0) is minimal, all
the nonzero eigenvalues of ∇2U(q0) are positive i.e. σ(∇2U(q0)) = {0}∪
(
σ(∇2U(q0)) ∩ (0,+∞)
)
= {0, β21 , . . . , β2m}. Fix βj0 such that βj/βj0 6∈ N for j 6= j0.
We have shown that all assumptions of Theorem 1.1 are fulfilled. Applying this theorem we
obtain the existence of an orbit of periodic solutions of system (1.1) in any neighborhood of the
orbit SO(2)(q0) with minimal period close to 2π/βj0 .
In order to illustrate the above reasoning, we apply it to a simple example.
Example 4.2.1. Set A12 = −3/2, A13 = −1, A23 = −3/5, B12 = 1/2, B13 = 1/3, B23 = 1/5,
q10 = (
√
2/2, 0), q20 = (0,
√
2/2), q30 = ((
√
2 +
√
6)/4, (
√
2 +
√
6)/4) and q0 = (q10, q20, q30). It is
easy to verify that
‖q10 − q20‖ = 1 =
√
−3B12
A12
, ‖q10 − q30‖ = 1 =
√
−3B13
A13
, ‖q20 − q30‖ = 1 =
√
−3B23
A23
.
It shows that SO(2)(q0) ⊂ (∇U)−1(0). The characteristic polynomial of ∇2U(q0) is equal to
w(x) = 15x
3(6x3−62x2+225x−243) and its roots are β0 = 0, β21 ≈ 2.027, β22 ≈ 3.475, β23 ≈ 6.897.
Moreover, mult(β0) = 3,mult(β1) = mult(β2) = mult(β3) = 1. Since βi/βj /∈ N for i 6= j, in
any neighborhood of orbit SO(2)(q0) there are orbits of periodic solutions of system (1.1) with
minimal periods close to 2π/β1, 2π/β2, 2π/β3.
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