Abstract. We study the space of periodic solutions of the elliptic sinh-Gordon equation by means of spectral data consisting of a Riemann surface Y and a divisor D. We show that the space M p g of real periodic finite type solutions with fixed period p can be considered as a completely integrable system (M p g , Ω, H2) with a symplectic form Ω and a series of commuting Hamiltonians (Hn) n∈N . In particular we relate the gradients of these Hamiltonians to the Jacobi fields (ωn) n∈N 0 from the Pinkall-Sterling iteration. Moreover, a connection between the symplectic form Ω and Serre duality is established.
Introduction
The elliptic sinh-Gordon equation is given by ∆u + 2 sinh(2u) = 0, (1.1) where ∆ is the Laplacian of R 2 with respect to the Euclidean metric and u : R 2 → R is a twice partially differentiable function which we assume to be real.
The sinh-Gordon equation arises in the context of particular surfaces of constant mean curvature (CMC) since the function u can be extracted from the conformal factor e 2u of a conformally parameterized CMC surface. The study of CMC tori in 3-dimensional space forms was strongly influenced by algebro-geometric methods (as described in [2] ) that led to a complete classification by Pinkall and Sterling [31] for CMC-tori in R 3 . Moreover, Bobenko [4, 5] gave explicit formulas for CMC tori in R 3 , S 3 and H 3 in terms of theta-functions and introduced a
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1 description of such tori by means of spectral data. We also refer the interested reader to [6, 7] . Every CMC torus yields a doubly periodic solution u : R 2 → R of the sinh-Gordon equation.
With the help of differential geometric considerations one can associate to every CMC torus a hyperelliptic Riemann surface Y , the so-called spectral curve, and a holomorphic line bundle E on Y (the so-called eigenline bundle) that is represented by a certain divisor D. Hitchin [21] , and Pinkall and Sterling [31] independently proved that all doubly periodic solutions of the sinh-Gordon equation correspond to spectral curves of finite genus. We say that solutions of (2.2) that correspond to spectral curves of finite genus are of finite type.
In the present setting we will relax the condition on the periodicity and demand that u is only simply periodic with a fixed period. After rotating the domain of definition we can assume that this period is real. This enables us to introduce simply periodic Cauchy data with fixed period p ∈ R consisting of a pair (u, u y ) ∈ C ∞ (R/pZ) × C ∞ (R/pZ). Moreover, we demand that the corresponding solution u of the sinh-Gordon equation is of finite type.
This paper summarizes the author's PhD thesis [24] . Its main goal is to identify the sinhGordon equation (2.2) as a completely integrable system (compare with [15] ) and illustrate its features in the finite type situation.
Conformal CMC immersions into S 3
2.1. The Lie groups SL(2, C) and SU (2) . Let us consider the Lie group SL(2, C) := {A ∈ M 2×2 (C) | det(A) = 1}. The Lie algebra sl 2 (C) := {B ∈ M 2×2 (C) | tr(B) = 0} of SL(2, C) is spanned by the matrices ǫ + , ǫ − , ǫ with
It will also be convenient to identify S 3 with the Lie group SU (2) = {A ∈ M 2×2 (C) | det(A) = 1,Ā t = A −1 }. The Lie algebra of SU (2) is denoted by su(2) and a direct computation shows that su(2) = {B ∈ M 2×2 (C) | tr(B) = 0,B t = −B} ≃ R 3 .
Extended frames.
We start with the following version of a result by Bobenko [5] (cf. [23] , Theorem 1.1).
Theorem 2.1. Let u : C → R and Q : C → C be smooth functions and define α λ = 1 2 u z dz − uzdz iλ −1 e u dz + iQe −u dz iQe −u dz + iλe u dz −u z dz + uzdz .
Then 2dα λ + [α λ ∧ α λ ] = 0 if and only if Q is holomorphic, i.e. Qz = 0, and u is a solution of the reduced Gauss equation
For any solution u of the above equation and corresponding extended frame F λ , and λ 0 , λ 1 ∈ S 1 , λ 0 = λ 1 , i.e. λ k = e it k the map defined by the Sym-Bobenko-formula
is a conformal immersion f : C → SU (2) ≃ S 3 with constant mean curvature
conformal factor v = e u / √ H 2 + 1, and Hopf differential Qdz 2 with Q = − 2.3. The monodromy. The central object for the following considerations is the monodromy M λ of a frame F λ . Definition 2.3. Let F λ be an extended frame and assume that α λ = F −1 λ dF λ has period p ∈ C, i.e. α λ (z + p) = α λ (z). Then the monodromy of the frame F λ with respect to the period p is given by M λ (0) = F λ (p). 2.4. Isometric normalization. We can rotate the coordinate z by a map z → w(z) = e iϕ z in such a way that ℑ(p) = 0. As a consequence the extended frame F λ is multiplied with the matrix
with δ = e iϕ ∈ S 1 . This corresponds to the isometric normalization described in [18] , Remark 1.5, and the corresponding gauged α λ is of the form
where the constant γ ∈ S 1 is given by γ = δ −1 Q =δQ.
The sinh-Gordon equation.
We can normalize the above parametrization with δ = 1 and |γ| = 1 in (2.1) by choosing the appropriate value for Q ∈ S 1 . Then we can consider the system dF λ = F λ α λ with F λ (0) = ½.
Since |γ| = 1, wee see that the compatibility condition 2dα λ + [α λ ∧ α λ ] = 0 from Theorem 2.1 holds if and only if
Thus the reduced Gauss equation turns into the sinh-Gordon equation in that situation. For the following we make an additional assumption.
Assumption 2.4. Let γ = δ = 1. This yields
If we evaluate α λ along the vector fields ∂ ∂x and ∂ ∂y we obtain
. These matrices will be important for the upcoming considerations. In particular U λ reads
Remark 2.5. Due to (2.3) we can identify the tuple (u, u y ) with the matrix U λ .
A formal diagonalization of the monodromy M λ
We want to diagonalize the monodromy M λ and therefore need to diagonalize α λ . A diagonalization for the Schrödinger-operator is done in [33] based on a result from [17] . In order to adapt the techniques applied there we search for a λ-dependent periodic formal power series g λ (x) such that
with G λ (0) = ½) we get
and due to
Let us start with the following lemma that is obtained by a direct calculation.
Lemma 3.1. By performing a gauge transformation with
Evaluating the form β λ along the vector field ∂ ∂x and setting y = 0 yields β λ (
.
From the following theorem we obtain a periodic formal power series g λ (x) of the form
Then there exist two series a 1 (x), a 2 (x), . . . ∈ span{ǫ + , ǫ − } of periodic off-diagonal matrices and
. . ∈ span{ǫ} of periodic diagonal matrices, respectively such that a m+1 (x) and b m (x) are differential polynomials in u and u y with derivatives of order m at most and the following equality for formal power series holds asympotically around λ = 0:
Since we only consider finite type solutions we can guarantee that the power series in ( * ) indeed are convergent, see [24, Theorem 4.35] .
Proof. We start the iteration with b 0 (x) ≡ ( 0 0 0 0 ) and will inductively solve the given ansatz in all powers of √ λ:
. Rearranging terms and sorting with respect to diagonal (d) and off-diagonal (off) matrices we get two equations:
. In order to solve the second equation for a 2 (x) we make the following observation: set
Obviously ker(φ) = {0} and thus φ is an isomorphism. Therefore we can uniquely solve the equation [β −1 , a 2 (x)] = −β 1,off (x) − d dx a 1 (x) and obtain a 2 (x). We now proceed inductively for m ≥ 2 and assume that we already found a m (x) and b m−1 (x). Consider the equation
for the power ( √ λ) m . Rearranging terms and after decomposition in the diagonal (d) and off-diagonal (off) part we get
From the discussion above we see that these equations can uniquely be solved and one obtains a m+1 (x) and b m (x). By induction one therefore obtains a unique formal solution of ( * ) with the desired properties.
With the help of Theorem 3.2 we can reproduce Proposition 3.6 presented in [23] .
Corollary 3.4. The logarithm ln µ of the eigenvalue µ of the monodromy M λ has the following asymptotic expansion
Proof. From Theorem 3.2 we know that at λ = 0 we have
Polynomial Killing fields for finite type solutions
In the following we will consider the variable y as a flow parameter. If we define the Lax operator L λ := d dx + U λ , the zero-curvature condition can be rewritten as Lax equation via
. This corresponds to the sinh-Gordon flow and there exist analogous equations for the "higher" flows. In the finite type situation there exists a linear combination of these higher flows such that the corresponding Lax equation is stationary, i.e. there exists a map W λ such that
This leads to the following definition (cf. Definition 2.1 in [18] ).
corresponding to a periodic solution of the sinh-Gordon equation is of finite type if there exists g ∈ N 0 such that
for some periodic functions ω n , τ n , σ n : R/pZ → C.
Remark 4.2. Let us justify why we can set y = 0 in the above definition:
• For a solution u of the sinh-Gordon equation (2.2) on a strip around the y = 0 axis, that is of finite type in the sense of Definition 2.1 in [18] , we see that (u(·, 0), u y (·, 0)) ∈ C ∞ (R/pZ) × C ∞ (R/pZ) is of finite type in the sense of Definition 4.1.
• On the other hand, every pair (u, u y ) ∈ C ∞ (R/pZ) × C ∞ (R/pZ) of finite type origins from a "global" finite type solution u : C → R in the sense of Definition 2.1 in [18] .
Given a map Φ λ of the form
ω n e u τ n e u σ n − ω n that is a solution of the Lax equation (according to Definition 2.1 in [18] ) 
ω n e u τ n e u σ n −ω n for some u : C → R, and that Φ λ solves the Lax equation
The function u is a solution of the sinh-Gordon equation, i.e. ∆u + 2 sinh(2u) = 0.
(ii) The functions ω n are solutions of the homog. Jacobi equation
with a solution ω n of ∆ω n + 4 cosh(2u)ω n = 0 be given. Now solve the system τ n,z = ie −2u ω n , τ n,z = 2iu z ω n,z − iω n,zz for τ n,z and τ n,z . Then define ω n+1 and σ n+1 by ω n+1 := −iτ n,z − 2iu z τ n , σ n+1 := e 2u τ n + 2iω n+1,z .
(iv) Each τ n is defined up to a complex constant c n , so ω n+1 is defined up to −2ic n u z .
In [31] Pinkall-Sterling construct a series of solutions for the induction introduced in Proposition 4.3, (iii). From this Pinkall-Sterling iteration we obtain for the first terms of
Potentials and polynomial Killing fields.
We follow the exposition given in [18] , Section 2. For g ∈ N 0 consider the 3g + 1-dimensional real vector space
and define an open subset of Λ g −1 sl 2 (C) by
Every ξ λ ∈ P g satisfies the so-called reality condition
For each initial value ξ λ ∈ P g , there exists a unique polynomial Killing field given by
In order to obtain a polynomial Killing field ζ λ from a pair (u, u y ) of finite type we set
Remark 4.5. These polynomial Killing fields ζ λ are periodic maps ζ λ : R/pZ → P g .
Suppose we have a polynomial Killing field
Then one can assign a matrix-valued form U (ζ λ ) to ζ λ defined by
Remark 4.6. This shows that (u, u y ) ≃ U λ (·, 0) is uniquely defined by ζ λ .
The associated spectral data
In this section we want to establish a 1:1-correspondence between pairs (u, u y ) that originate from solutions of the sinh-Gordon equation and the so-called spectral data (Y (u, u y ), D(u, u y )) consisting of the spectral curve Y (u, u y ) and a divisor D(u, u y ) on Y (u, u y ).
5.1.
Spectral curve defined by ξ λ ∈ P g . Let us introduce the definition of a spectral curve Y that results from a periodic polynomial Killing field ζ λ : R/pZ → P g .
and suppose that the polynomial a(λ) = −λ det(ξ λ ) has 2g pairwise distinct roots. By declaring λ = 0, ∞ to be two additional branch points and setting ν = νλ one obtains that
defines a compact hyperelliptic curve Y of genus g, the spectral curve. The genus g of Y is called the spectral genus.
Remark 5.2. Note that the eigenvalue ν of ξ λ is given by ν = ν λ .
5.2.
Divisor. The spectral curve Y encodes the eigenvalues of ξ λ ∈ P g . By considering the eigenvectors of ξ λ one arrives at the following lemma.
Lemma 5.3. On the spectral curve Y there exist unique meromorphic maps v(λ, ν) and
is an eigenvector of ξ λ with eigenvalue ν and w(λ, ν) is an eigenvector of ξ t λ with eigenvalue ν, i.e.
The holomorphic map v : Y → CP 1 from Lemma 5.3 motivates the following definition.
and denote by E(u, u y ) the holomorphic line bundle whose sheaf of holomorphic sections is given by O D(u,uy) . Then E(u, u y ) is called the eigenline bundle. 
(iii) The form d ln µ is a meromorphic differential of the second kind with double poles at y 0 and y ∞ only.
Following the terminology of [18, 22, 23] , we will describe spectral curves of periodic real finite type solutions of the sinh-Gordon equation via hyperelliptic curves of the form
Here ν is the eigenvalue of ξ λ and λ : Y → CP 1 is chosen in a way such that y 0 and y ∞ correspond to λ = 0 and λ = ∞ with
Note that the function λ : Y → CP 1 is fixed only up to a Möbius transformations of the form λ → e 2iϕ λ. Moreover, d ln µ is of the form
where b is a polynomial of degree g + 1 with
Definition 5.6. The spectral curve data of a periodic real finite type solution of the sinh-
(ii) On the hyperelliptic curve ν 2 = λa(λ) there is a single-valued holomorphic function µ with essential singularities at λ = 0 and λ = ∞ with logarithmic differential
2 p that transforms under the three involutions
Remark 5.7. The conditions (i) and (ii) from Definition 5.6 are equivalent to the following conditions (cf. Definition 5.10 in [18] ): Definition 5.8. For all g ∈ N 0 let M g (p) be the space of equivalence classes of spectral curve data (a, b) from Definition 5.6 with respect to the action of λ → e 2iϕ λ on (a, b). M g (p) is called the moduli space of spectral curve data for Cauchy data (u, u y ) of periodic real finite type solutions of the sinh-Gordon equation.
Each pair of polynomials (a, b) ∈ M g (p) represents a spectral curve Y (a,b) for Cauchy data (u, u y ) of a periodic real finite type solution of the sinh-Gordon equation.
| a has 2g pairwise distinct roots and (a, b) have no common roots} be the moduli space of non-degenerated smooth spectral curve data for Cauchy data (u, u y ) of periodic real finite type solutions of the sinh-Gordon equation.
The term "non-degenerated" in Definition 5.9 reflects the following fact (cf. [19] , Section 9): If one considers deformations of spectral curve data (a, b), the corresponding integral curves have possible singularities, if a and b have common roots. By excluding the case of common roots of (a, b), one can avoid that situation and identify the space of such deformations with certain polynomials c ∈ C g+1 [λ] (see Section 6.4).
Remark 5.10. By studying Cauchy data (u, u y ) whose spectral curve
, we have the following benefits:
correspond to Cauchy data (u, u y ) of finite type, we can avoid difficult functional analytic methods for the asymptotic analysis of the spectral curves Y at λ = 0 and λ = ∞.
have no common roots, we obtain non-singular smooth spectral curves Y and can apply the standard tools from complex analysis for their investigation.
Note, that these assumptions can be dropped in order to extend our results to the more general setting. This was done in [33] for the case of the non-linear Schrödinger operator, for example.
Spectral data.
With all this terminology at hand let us introduce the spectral data associated to a periodic real finite type solution of the sinh-Gordon equation. 
From the investigation of the so-called "Inverse Problem" it is well-known that the correspondence between (u, u y ) and the spectral data is bijective, since (Y, D) uniquely determine ξ λ and ζ λ respectively (cf. [21] ).
Isospectral and non-isospectral deformations
We will now consider deformations that correspond to variations of the divisor D or the spectral curve Y and call them isospectral and non-isospectral deformations, respectively. 6.1. The projector P . We will use the meromorphic maps v : Y → C 2 and w t : Y → C 2 from Lemma 5.3 to define a matrix-valued meromorphic function on Y by setting P := vw t w t v . Given a meromorphic map f on Y we also define
It turns out that P is a projector and that it is possible to extend the definition of the projector P to a projector P x that is defined by
6.2. General deformations of M λ and U λ . In the next lemma we consider the situation of a general variation with isospectral and non-isospectral parts.
Lemma 6.1. Let v 1 , w t 1 be the eigenvectors for µ and v 2 , w t 2 the corresponding eigenvectors for
if and only if
Proof. A direct calculation shows
An analogous calculation for v 2 gives
and the claim is proved.
The above considerations also apply for the equation
around λ = 0 and yield the following lemma.
Lemma 6.2. Let v 1 (x), w t 1 (x) be the eigenvectors for µ and v 2 (x), w t 2 (x) the corresponding eigenvectors for 1 µ of M λ (x) and M t λ (x) respectively. Then
Proof. Following the steps from the proof of Lemma 6.1 and keeping in mind that δp = 0 in our situation yields the claim.
Remark 6.3. Equation (6.1) reflects the decomposition of the tangent space into isospectral and non-isospectral deformations.
6.3. Infinitesimal isospectral deformations of ξ λ and U λ . We will now investigate infinitesimal isospectral deformations. Note that there also exist global isospectral deformations that are described in [18] . We will consider triples of the form (f 0 , 0, f ∞ ) of meromorphic functions with respect to this cover U . Then the Cech-cohomology is induced by all pairs of the form (
Proof. We know that for i = 1, . . . , g the differentials ω i = λ i−1 dλ ν span a basis for H 0 (Y, Ω) and that the pairing ·, · :
is nondegenerate due to Serre duality [14, Theorem 17.9 ]. Therefore we can calculate the dual basis of ω i with respect to this pairing and see
This shows span
and concludes the proof.
Proof. The first part of the lemma is obvious. Now a direct calculation gives
if and only ifc i = −c g−1−i for i = 0, . . . , g − 1. The subspace of elements (c 0 , . . . , c g−1 ) ∈ C g that obey these conditions is a real g-dimensional subspace.
6.3.2. The Krichever construction and the isospectral group action. The construction procedure for linear flows on Jac(Y ) is due to Krichever [25] . In [29] McIntosh desribes the Krichever construction for finite type solutions of the sinh-Gordon equation. Let us consider the sequence 
. . , t g−1 ) from (6.2) and Lemma 6.6. It is well known that the divisor D(u, u y ) from Definition 5.4 satisfies D(u, u y ) ∈ Pic R g+1 (Y ) (see [21] ). One can also show [24, Theorem 5.17 ] that the action of the tensor product on holomorphic line bundles induces a continuous commutative and transitive group action of
Here L(t 0 , . . . , t g−1 ) is the family in Pic R 0 (Y ) which is obtained by applying Krichever's construction procedure.
6.3.3.
Loop groups and the Iwasawa decomposition. For real r ∈ (0, 1], denote the circle with radius r by S r = {λ ∈ C | |λ| = r} and the open disk with boundary S r by I r = {λ ∈ C | |λ| < r}. Moreover, the open annulus with boundaries S r and S 1/r is given by A r = {λ ∈ C | r < |λ| < 1/r} for r ∈ (0, 1). For r = 1 we set A 1 := S 1 . The loop group Λ r SL(2, C) of SL(2, C) is the infinite dimensional Lie group of analytic maps from S r to SL(2, C), i.e. Λ r SL(2, C) = O(S r , SL(2, C)). We will also need the following two subgroups of Λ r SL(2, C): First let
Thus we have
λ . The second subgroup is given by
The normalization B(0) = B 0 ensures that Λ r SU (2) ∩ Λ + r SL(2, C) = {½}. Now we have the following important result due to Pressley-Segal [32] that has been generalized by McIntosh [28] .
Theorem 6.8. The multiplication Λ r SU (2) × Λ + r SL(2, C) → Λ r SL(2, C) is a surjective real analytic diffeomorphism. The unique splitting of an element φ λ ∈ Λ r SL(2, C) into
with F λ ∈ Λ r SU (2) and B λ ∈ Λ + r SL(2, C) is called r-Iwasawa decomposition of φ λ or Iwasawa decomposition if r = 1.
Remark 6.9. The r-Iwasawa decomposition also holds on the Lie algebra level, i.e. Λ r sl 2 (C) = Λ r su 2 ⊕ Λ + r sl 2 (C). This decomposition will play a very important role in the following. In order to describe the infinitesimal isospectral deformations of ξ λ and U λ , we follow the exposition of [1] , IV.2.e. Let us transfer those methods to our situation. 
be the induced element in Λ r sl 2 (C). Then the vector field of the isospectral action π :
Here
is the Lie algebra decomposition of the Iwasawa decomposition.
Proof. We write ν for ν. Obviously there holds
Moreover, (f 0 ) ≥ 0 on Y * . This shows that A f 0 v + δv is a vector-valued section of O D on Y * and defines a map A
we also obtain the equations
This implies
Differentiating the equation ξ λ v = νv we additionally obtaiṅ
Combining the last two equations yieldṡ
and concludes the proof since this equation holds for a basis of eigenvectors.
We want to extend Theorem 6.10 to obtain the value of the vector field induced by π :
R (Y, O) from Lemma 6.6 and let
be the induced map A f 0 : R → Λ r sl 2 (C). Then the vector field of the isospectral action π :
. In analogy to the proof of Theorem 6.10 we obtain a map A
Combining the last two equations yields Considering the Taylor expansion of ln µ with respect to t we get ln µ(t) = ln µ(0) + t ∂ t ln µ(0) + O(t 2 ) and thus
Given a closed cycle γ ∈ H 1 (Y, Z) we have
and therefore
This shows that deformations resulting from the prescription of ∂ t ln µ| t=0 at t = 0 preserve the periods of d ln µ infinitesimally along the deformation and thus are isoperiodic. If we seṫ λ = 0 we can consider ln µ as a function of λ and t and get
as well as
On the compact spectral curve Y the function ∂ λ ln µ is given by
and the compatibility condition ∂ 2 t λ ln µ| t=0 = ∂ 2 λ t ln µ| t=0 will lead to a deformation of the spectral data (a, b) or equivalently to a deformation of the spectral curve Y with its differential d ln µ. Therefore this deformation is non-isospectral. In the following we will investigate which conditions δ ln µ := (∂ t ln µ)| t=0 has to obey in order obtain such a deformation.
The Whitham deformation. Following the ansatz given in [19] we consider the function ln µ as a function of λ and t and write ln µ locally as
Here we choose small neighborhoods around the branch points such that each neighborhood contains at most one branch point. Moreover, the functions f α i , f 0 , f ∞ do not vanish at the corresponding branch points. If we writeġ for (∂ t g)| t=0 we get
Since the branches of ln µ differ from each other by an element in 2πiZ we see that δ ln µ = (∂ t ln µ)| t=0 is a single-valued meromorphic function on Y with poles at the branch points of Y , i.e. the poles of δ ln µ are located at the zeros of a and at λ = 0 and λ = ∞. Thus we have δ ln µ = c(λ) ν with a polynomial c of degree at most g + 1. Since η * δ ln µ = δ lnμ and η * ν =λ −g−1ν the polynomial c obeys the reality condition
Differentiating ν 2 = λa with respect to t we get 2νν = λȧ. The same computation for the derivative with respect to λ gives 2νν ′ = a + λa ′ . Now a direct calculation shows
The compatibility condition ∂ 2 t λ ln µ| t=0 = ∂ 2 λ t ln µ| t=0 holds if and only if − 2ḃa + bȧ = −2λac ′ + ac + λa ′ c. 
have no common roots, the polynomials a, b, c in equation (6.4) uniquely define a tangent vector (ȧ,ḃ) (see [19] , Section 9). In the following we will specify such polynomials c that lead to deformations which do not change the period p of (u, u y ) (cf. [19] , Section 9).
Preserving the period p along the deformation. If we evaluate the compatibility equation (6.4) at λ = 0 we get
This proves the following lemma.
Lemma 6.14. Vector fields on M 1 g (p) that are induced by polynomials c obeying (6.3) preserve the period p of (u, u y ) if and only if c(0) = 0.
Let us take a closer look at the space of polynomials c that induce a Whitham deformation. Proposition 6.16. The space of polynomials c corresponding to deformations of spectral curve data (a, b) ∈ M 1 g (p) (with fixed period p) is g-dimensional. Proof. The space of polynomials c of degree at most g + 1 obeying the reality condition (6.3) is (g + 2)-dimensional. From Lemma 6.14 we know thatṗ = 0 if and only if c(0) = 0. This yields the claim.
is a smooth g-dimensional manifold. From Proposition 6.16 we know that the space of polynomials c corresponding to deformations of M 1 g (p) with fixed period p is g-dimensional. In the following we want to show that M 1 g (p) is a real g-dimensional manifold. Therefore, we follow the terminology introduced by Carberry and Schmidt in [10] .
Let us recall the conditions that characterize a representative (a,
Definition 6.17. Let H g be the set of polynomials a ∈ C 2g [λ] that satisfy condition (i) and whose roots are pairwise distinct.
Every a ∈ H g corresponds to a smooth spectral curve. Moreover, every a ∈ H g is uniquely determined by its roots. Definition 6.18. For every a ∈ H g let the space B a be given by
Since (iii) imposes g linearly independent constraints on the (g + 2)-dimensional space of polynomials b ∈ C g+1 [λ] obeying the reality condition (ii) we get Using the Implicit Function Theorem one obtains the following proposition.
Proposition 6.20. The set
is an open subset of a (3g + 2)-dimensional real vector space. Moreover, the set
defines a real submanifold of M of dimension 2g + 2 that is parameterized by (a, b(0)). If b(0) = b 0 is fixed we get a real submanifold of dimension 2g.
The results in [18, 19] yield the following theorem (cf. Lemma 5.3 in [20] ). Proof. Let us consider an integral curve (a(t), b(t)) for the vector field X c that corresponds to a Whitham deformation that is induced by a polynomial c obeying the reality condition (6.3). Then there holds h(a(t), b(t)) ≡ const. along this deformation and therefore
From Proposition 6.16 we know that the space of polynomials c that correspond to a deformation with fixed period p is g-dimensional. We will now show that the map
is one-to-one and onto. The first part of the claim is obvious. For the second part consider the functions
, where the b j are the b-cycles of Y . Taking the derivative yields
Morover, for the a-cycles a j we have
and consequently
Since all integrals of ∂ t (∂ λ ln µ)| t=0 vanish, there exists a meromorphic function φ with
Due to the Whitham equation (6.4) this function is given by φ = (∂ t ln µ)| t=0 = c ν . Thus the map in (6.5) is bijective. This shows dim(ker dh) = g and consequently dim(im dh) = g as well. Therefore dh : R 2g → R g has full rank and the claim follows.
The phase space
In the following we will define the phase space of our integrable system. We need some preparation and first recall the generalized Weierstrass representation [11] . Set
A potential is a holomorphic 1-form ξ λ dz on C with ξ λ ∈ Λ ∞ −1 sl 2 (C). Given such a potential one can solve the holomorphic ODE dφ λ = φ λ ξ λ to obtain a map φ λ : C → Λ r SL(2, C). Then Theorem 6.8 yields an extended frame F λ : C → Λ r SU (2) via the r-Iwasawa decomposition
are linearly independent. Recall that (ω g , ∂ y ω g ) = and
X(H) = J∇H. Since X(H) is a vector field it defines a flow Φ :
In the following we will write (q(t), p(t)) t := Φ((q 0 , p 0 ), t) for integral curves of X(H) that start at (q 0 , p 0 ). A direct calculation shows
and we see again that f is an integral of motion if and only if f and H are in involution. Set (q, p) = (u, u y ), where u is a solution of the sinh-Gordon equation, i.e.
∆u + 2 sinh(2u) = u xx + u yy + 2 sinh(2u) = 0.
Setting t = y we can investigate the so-called sinh-Gordon flow that is expressed by
with the Hamiltonian
and corresponding gradient
Remark 7.5. Since we have a loop group splitting (the r-Iwasawa decomposition) in the finite type situation, all corresponding flows can be integrated. Thus the flow (q(y), p(y)) t = (u(x, y), u y (x, y)) t that corresponds to the sinh-Gordon flow is defined for all y ∈ R.
Due to Remark 7.5 q(y) = u(x, y) is a periodic solution of the sinh-Gordon equation with u(x + p, y) = u(x, y) for all (x, y) ∈ R 2 . The Hamiltonian H 2 is an integral of motion, another one is associated with the flow of translation (here we set t = x) induced by the functional
Polynomial Killing fields and integrals of motion
Following [23] , we will now describe how the functions ϕ((λ, µ), z)
can be used to describe the functions ω n , σ n , τ n from the Pinkall-Sterling iteration.
(ii) The function ω is in the kernel of the Jacobi operator and can be supplemented to a parametric Jacobi field with corresponding (up to complex constants)
Proposition 8.2 ( [23], Proposition 3.3).
Let h = ψ t ϕ. Then the entries of
have the asymptotic expansions at λ = 0
Definition 8.3. Consider the asymptotic expansion
and set H 2n+1 := (−1) n+1 ℜ(c n ) and H 2n+2 := (−1) n+1 ℑ(c n ) for n ≥ 0.
Remark 8.4. Since
at λ = 0 we see that the functions H 1 , H 2 are given by
These functions are proportional to the Hamiltonians that induce the flow of translation and the sinh-Gordon flow respectively.
We will now illustrate the link between the Pinkall-Sterling iteration from Proposition 4.3 and these functions H n (which we call Hamiltonians from now on) and show that the functions H n are pairwise in involution. Recall the formula d dt H((u, u y ) + t(δu, δu y ))| t=0 = dH (u,uy) (δu, δu y ) = Ω(∇H(u, u y ), (δu, δu y )) from the last section. First we need the following lemma.
Lemma 8.5. For the map ln µ we have the variational formula d dt ln µ((u, u y ) + t(δu, δu y ))
Proof. We follow the ansatz presented in [30] , Section 6, and obtain for F λ (x) solving
The solution of this differential equation is given by
and evaluating at x = p yields
Due to Lemma 6.1 there holds
If we multiply the last equation with
from the left and v 1 from the right we get
This proves the claim. We now will apply Lemma 8.5 and Corollary 3.4 to establish a link between solutions ω n of the homogeneous Jacobi equation from Proposition 4.3 and the Hamiltonians H n . Theorem 8.6. For the series of Hamiltonians (H n ) n∈N and solutions (ω n ) n∈N 0 of the homogeneous Jacobi equation from the Pinkall-Sterling iteration there holds
Proof. Considering the result of Lemma 8.5 a direct calculation gives
around λ = 0 due to Proposition 8.2. On the other hand we know from Corollary 3.4 that we have the following asymptotic expansion of ln µ around λ = 0
and a comparison of the coefficients of the two power series yields the claim.
9. An inner product on Λ r sl 2 (C)
We already introduced a differential operator L λ := d dx + U λ such that the sinh-Gordon flow can be expressed in commutator form, i.e.
In the following we will translate the symplectic form Ω with respect to the identification (u, u y ) ≃ U λ . First recall that the span of {ǫ + , ǫ − , ǫ} is sl 2 (C) and that the inner product
is non-degenerate. We will now extend the inner product ·, · to a non-degenerate inner product ·, · Λ on Λ r sl 2 (C) = Λ r su 2 (C) ⊕ Λ + r sl 2 (C). Lemma 9.1. The map ·, · Λ : Λ r sl 2 (C) × Λ r sl 2 (C) → R given by
is bilinear and non-degenerate. Moreover, there holds
i.e. Λ r su 2 (C) and Λ + r sl 2 (C) are isotropic subspaces of Λ r sl 2 (C) with respect to ·, · Λ . Proof. The bilinearity of ·, · Λ follows from the bilinearity of tr(·). Now consider a non-zero element ξ = i∈I λ i ξ i ∈ Λ r sl 2 (C) and pick out an index j ∈ I such that ξ j = 0. Setting
since ξ j = 0. This shows that ·, · Λ is non-degenerate, i.e. the first part of the lemma.
We will now prove the second part of the lemma, namely that Λ r su 2 (C) and Λ + r sl 2 (C) are isotropic subspaces of Λ r sl 2 (C) with respect to ·, · Λ .
First we consider
α + = α + λ = i λ i α + i , α + = i λ i α + i ∈ Λ r su 2 (C) with α + λ = −α + 1/λ t and α + λ = − α + 1/λ t .
Then one obtains
) and thus tr(α This yields the second claim and concludes the proof.
Remark 9.2. Recall the notion of Manin triples (g, p, q) that were introduced by Vladimir Drinfeld [13] . They consist of a Lie algebra g with a non-degenerate invariant symmetric bilinear form, together with two isotropic subalgebras p and q such that g = p ⊕ q as a vector space. Thus Lemma 9.1 shows that (Λ r sl 2 (C), Λ r su 2 (C), Λ + r sl 2 (C)) is a Manin triple.
The symplectic form Ω and Serre duality
This section incorporates our previous results and establishes a connection between the symplectic form Ω and Serre Duality [14, Thm. 17.9] . Moreover, we will show that (M p g , Ω, H 2 ) is a completely integrable Hamiltonian system. with a map B − (x) : R → Λ + r sl 2 (C). In the following ⊕ will denote the Λ r su 2 (C)-part of Λ r sl 2 (C) = Λ r su 2 (C) ⊕ Λ + r sl 2 (C) and ⊖ will correspond to the second summand Λ + r sl 2 (C). Since δU λ (x) lies in the ⊕-part and We can now use the above equations in order to obtain relations on the coefficients B 
