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要旨
近年, 音声の調音運動を MRI 装置を用いて, リアルタイムに撮像することが可能になった.
リアルタイム MRI (以下 rtMRI) データは, 声道の正中矢状面全体の情報が含まれ, 調音音声
学の再構築を促す可能性を秘めている. しかし, 収集されたデータに対する転記方法や分析方
法は整備されているとは言いづらく, 単にデータを公開するだけでは rtMRI データに基づくた
調音音声学研究は普及しにくいと予想される. そのため, 我々は過去に rtMRI データ閲覧ツー
ルとして MRI Vuewer の設計と開発を行った. 上記ツールは rtMRI データの音声的, 時間的
側面の転記機能を有するものであったが, 画像的, 空間的側面の転記機能に不足があった. 本研
究では近年行われた rtMRI データを用いた研究から画像的, 空間的側面の転記に必要な機能を
整理し, rtMRI データ解析ツールとしてMRI Vuewer の再設計と再実装した結果を報告する.
1. 背景
調音データは, 人間の音声生成メカニズムの解明や, その生体力学的特性の解明, そして言
語的基盤に関する重要な情報源である. 一方で, 現実的な速度, 情報量をもつ有用な調音デー
タの取得は長年の課題である. 調音運動の測定に使用されてきた手法には, X 線マイクロビー
ム (Kiritani et al. 1975) やエレクトロパラトグラフィー (Hardcastle 1972), EMA (Perkell
et al. 1992, Wrench 2000), そして, 超音波断層撮像法 (Stone and Davis 1995, Whalen et al.
2005) などが存在する. これらの手法は毎秒 100 サンプル以上のサンプリングレートで, 調音
運動を記録可能であるが, 侵襲的であったり, 数個のセンサの位置情報だけを提供するもので
あったりし, 音声発話時の声道の正中矢状面全体を安全かつ高速に計測することは困難な課題
であった. それに対し, MRI 装置を使用した計測では, 喉頭・咽頭を含めた声道の正中矢状面






の適用によって, リアルタイムでの MRI 動画撮像が可能になってきている (Ramanarayanan
et al. 2013a). 日本では ATR Promotions の脳活動イメージングセンタが, 正中矢状断面に限
定した動画を毎秒 14 ないし 28 フレームで撮像するサービスを提供している. 我々は 2017 年
度から JSPS 科研費の補助をうけ, 日本語音声の rtMRI 動画データベースを構築しており, そ
のデータの一部が一般公開される.
しかし, rtMRI 動画データベースは, 単にデータを公開するだけでは rtMRI 動画に基づく
調音音声学研究は普及しにくいと予想される. 具体的には MR 画像の標準フォーマットである
DCM は画像専用であるため, 実験時に別途収録した音声信号をダビングし, 動画化する必要
がある. このプロセス自体が多くの研究者にとって高いハードルになることが挙げられる. ま
た, 作成された動画を検索し, 検索された画像に対して分析用情報を転記するには, 特殊化され
たソフトウェアが必要になることも問題である.





必要になるかを整理する. Ramanarayanan et al. (2018) は近年の rtMRI 研究を整理し, 調
音データの分析手法を, 処理方法の実装の難しさ, および出力表現の抽象度によって (i) 基底分
解または行列因数分解に基づく解析, (ii) 関心領域 (ROI) に基づく解析, (iii) グリッドに基づ
く解析 (iv) 輪郭に基づく解析 に分類した.
最初の手法は, 元の画像全体を操作し, 比較的抽象的な時空間基底関数を取得する手法で, 主
成分分析や畳み込み非負行列因子分解などを含む (Ramanarayanan et al. 2013b, 2016). こ
の手法を実施するには関心のある時間的イベント (たとえばある音素の発話) を記述し, その時
刻の画像データを取得する必要がある.
ROI ベースの手法では, 特定の関心領域を手動で定義する必要がある. この場合, 手動で設
定されたピクセル座標の変動や, 共分散を観察し, 関心のある様々な言語的, 臨床的問題に対
する洞察を得たり, さらに詳細にモデリングするための中間関数を提供する (Lammert et al.
2010, Tilsen et al. 2016). この分析手法は実装と解釈が比較的容易ではあるが, 使用される
ROI の妥当性に関して, 解析者の解剖学的構造に対する専門知識が大きく影響することに注意
が必要である. また, rtMRI データは発話者自身の個人性や発話時の姿勢により, 記録される
画像のおける ROI の位置が変化するため, 適切な正規化処理が必須になる. そのため, この解
析を実施するためには, 特定の関心のある時間的イベントのほかに, そのイベント内部におけ
る ROI の位置および, 正規化を施すための何らかの参照点を保存, 出力する必要がある.
3 番目の方法は, 適切な参照線系を画像に重ね合わせる手法である. この参照線と軟組織の





解析結果と音響特徴量との関連を観察するのに役立つ手法であるが, 一般には 3 次元で撮像さ
れた調音データを前提にすることが多く, 2 次元画像の MRI から, 参照線を引くことは困難な
課題である. そのため, この解析手法に関しては本アプリケーションの利用想定から除外した.
最後の分析方法は, 音声生成に関与する組織境界の抽出を行う方法である. このような方法
の例には, 画像セグメンテーション (調音器官の輪郭を生成する) や, 声道の収縮変数や幾何学
的な調音座標など, 輪郭から導出できる高次特徴が含まれ, 解剖学的構造のより詳細な仕様を分
析に直接使用したり, モデリングの中間関数として使用することが可能である (Sampaio and
Jackowski 2017, Raeesy et al. 2013). 一般に組織境界の推定には, 顔器官検出やセマンティッ
クセグメンテーションなど, 教師情報を利用した機械学習手法が用いられることが多い (たと
えば (Takemoto et al. 2019)) が, 教師なしおよび半教師あり声道画像セグメンテーションに
関する研究も増えている (Raeesy et al. 2013).
上で概括した基本的な解析手法は, いずれの手法を用いる場合においても, 解析者は複数の
動画データに対し, 関心のある音声的, 時間的な区間を決定する必要がある. また, その関心を
ある区間において一枚ないし, 複数枚の画像を選択する. 加えて ROI に基づく解析以降の解析
においては選択された画像を空間的に分離し, その座標や輝度値を解析するまた輪郭に基づく
解析の場合には, 分割された画像および元画像を使用し, 輪郭推定モデルの構築を行う. モデル
の構築方法や指定された ROI の解析方法, 画像の正規化方法等は, 解析者の興味に応じて決定
されるものである. そのため, 本アプリケーションの機能要件からは除外し, 動画の時間的な区




図 1 に本アプリケーションで管理を行うデータ構成を示した. 本アプリケーションは基本的
には 1つの動画を操作しながら, 大きく 2 種類の転記情報を記述する. 1つは時間的情報 (時
系列アノテーション) であり, もう 1つは空間的情報 (フレームアノテーション) である.
時間的情報は, Ramanarayanan et al. (2018) が分類した 4 種類すべての方法において使
用される情報であり, 解析者の興味により, さまざまな単位を取りうる (たとえば単語境界や
モーラ境界, 音素境界等). そのため, 1 つの動画に対し複数の時間的単位を管理する必要があ
る. 複数の時間的単位を管理する方法として, 特に音声研究の中でよく使用されるツールには
ELAN (Wittenburg et al. 2006) や Praat (Boersma and Weenink 2018) が存在するが, こ
れらのツールにおいては Tier (層) の概念が用いられる. 本アプリケーションもこれらのツー
ルを踏襲し, 時系列アノテーションテーブルでは “tier name” 情報を管理する. ここで, 本ア





図 1 MRIVuewer における実体関連図. 時系列アノテーションは動画そのものに対し, リレーションが
存在することに対し, フレームアノテーションは, 動画そのものと直接的なリレーション関係にないこと





な高々 1 フレームで終了するイベントと, 顎の開閉のようにある程度の長さを持つイベントに
大分される. これらの時間的情報は音響情報を参照して決定されることもあるが, 画像情報や,
その差分情報を元に決定されることもある. ここで Praat を参考にすると, 開始終了時刻を管
理する interval tier と一点の情報のみを管理する point tier のようにテーブルレベルで概念
を分けて表現している. 一方で, 本アプリケーションでは, 時系列アノテーションという大きな
テーブルの中に属性 “type” を有し, この属性を利用し, アプリケーションの表現を変更した.





る転記であるため, フレームアノテーションと名付け, データベースを設計した. ここで記録さ
れる空間的情報は, ROI 解析のように直接解析されることもあれば, 輪郭推定ための教師情報








ど解析に直接的に使用する情報と, 正規化処理を実施するための参照点 (ないし矩形, または
線) として使用する情報も存在する. これらの幾何学的な特性は, オプショナルな属性として記
録され, 属性 “type” によって使い分けられるように設計されている.
ここまでは単一動画に対する機能要件を列挙したが, 実際の解析においては, 単一動画のみ
を解析の対象とすることは考えにくい. そのため, 複数動画を跨いで, 時間的イベント情報およ
び空間的境界情報を検索したり, その検索結果に応じて記述を追加, 更新したり, 各種記述され
た情報を出力する機能も必要もある. これに関して, 本アプリケーションでは時系列アノテー
ションおよびフレームアノテーションを大きな単一のテーブルとして表現を行うことで横断的
な検索を可能とした. また, 動画に対する非構造的な情報 (たとえば発話者 ID 等) を管理する
ためのテーブルとしてメタ情報テーブルを作成した.
3.1.1 モジュール構成
本アプリケーションを機能的にみると, データ保存モジュール, I/O モジュール, 音声解析モ
ジュール, 画像解析モジュール, 動画再生モジュールによって構成される.
データ保存モジュールは前節で説明したデータ構成をとるデータベースへのデータ登録およ
び, 検索を担う. なお, Web アプリケーションは一般的に, サーバ, クライアント間での通信が
必要不可欠なものであるが, 本アプリケーションにおいては, Indexed Database (W3C 2021)
と呼ばれる各ブラウザに固有のデータベースを使用している.
I/O モジュールはファイルのフォーマット変換を行うモジュールである. たとえば動画デー
タを取り込む際に, その動画に独自の情報 (FPS やもともとの画像サイズ等) を解析したり, 動
画データを画像データに変換したりする. また, データベースに登録されたアノテーション情
報のフォーマットを変換し, XLSX ファイルや TextGrid ファイルとして出力する.
音声解析モジュールは動画ファイルを受け取り, そこに記録されている音響データの解析
を行う. rtMRI 動画を解析する場合, 特に音声スペクトルとそれを生成した調音データを同
期的に観察することが多い. そのため, 音声解析モジュールでは音声スペクトログラムの出力
を可能とする. また, rtMRI 動画には撮動音が比較的大きなノイズとして記録される. その
ため, 簡易なノイズ除去機構を実装する. なお, アプリケーション作成の効率化のため, 音声
スペクトルの算出処理に関しては wavesufer.js (Guisch and thijstriemstra 2018) を利用し
た. また, ノイズ除去処理に関しては動画, 音声の加工を行うためのフリーソフトウェアである




合がある. そのため, 画像に対するフィルタ処理も行えることが望ましい. 画像解析モジュール
はこのフィルタ処理を実施する. 画像データは一般に縦横 2 次元の配列に対し, それぞれ 3 次
元の色情報が記録されている. この配列演算の実施時間を高速にするため, オープンソースの
コンピュータビジョン向けライブラリである OpenCV(Bradski 2000) を利用した.
動画再生モジュールは, 動画の再生, 停止, フレーム単位での移動処理を担うモジュールであ
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る. Web アプリケーションの場合動画の再生は HTML Video 要素 (MDN web docs 2018b)
を介して実行されるが, 本アプリケーションの場合, 特にフレームアノテーション結果を動画
再生に合わせて表示を行いたいという需要が存在する. そのため, 本アプリケーションにおい




基底分解または行列因数分解に基づく解析を実施する場合, 解析者は 1 つ以上の動画を本ア
プリケーションに登録する. その後, 解析者の興味のある時間的イベントに従い, 登録したすべ
ての動画に対し, 時系列アノテーションを施す. 最後に動画に対し横断的に検索を掛け, 興味の
ある時間的イベントが発生している時刻に対応する画像データを取得する.
関心領域 (ROI) に基づく解析を行う場合に関しても, 時系列アノテーションを施すまでの処
理は同様である. ただし, その後, 時間的イベントが発生した時刻に対応するフレームの画像を





られる. 前者の場合, 解析者は関心領域 (ROI) に基づく解析を rtMRI に利用する場合と同様
の処理を行う. ただし, 最後に取得するファイルは空間的情報のみでなく, その空間的情報が付
与されたフレームに対応する画像ファイルも必要である場合が多い. 後者の場合には, 解析者
は, 作成された境界を空間的情報として事後的に登録できる必要がある.
まとめると, 本アプリケーションの利用シーンは, 動画登録, 時系列アノテーション, フレー




まず, 解析者は, ブラウザ上で MRI Vuewer にアクセスする (関連 URL MRI Vuewer ver2
を参照). アクセスに成功するとホーム画面が表示される (図 2a). 最も簡単な動画登録の方法
は, 登録を行う動画ファイルを 1 つ選択し, 開始画面上にドラックすることである. 動画をド
ラックすると図 2b の画面に変わる. その状態でドロップをすると動画の登録が実施される.
なお, ドラック時には複数の動画ファイルをまとめて登録することも可能であるが, 処理時間
や登録可能な動画数は解析者の使用する PC に依存するため, 多用は控えるべきである. ファ
イルの登録に成功するとサイドバー (開始画面左上にあるメニューボタンをクリックすると表





(a) 開始画面 (b) 動画ファイルドラック時
図 2 MRI Vuewer 動画登録画面. 解析者はこの画面に対し動画ファイルをドラッグアンドドロップす
ることでデータベースに動画情報を登録できる.




解析者は時系列アノテーション画面 (図 3) にて, 自身の興味に応じた時間的イベントが発生
した時間情報を記述する. この画面は, 動画再生コンポーネント (図 3左上), アノテーション
一覧表示コンポーネント (図 3 右上), 音声スペクトル表示コンポーネント (図 3 下), アプリ
ケーションボタン (図 3左下) によって構成される.
動画再生コンポーネントには, 連続する 3 フレームの MR 画像および, 動画操作用メニュー
が表示されている. なお, この MR 画像をクリックし, CTRL-c を入力すると選択された MR
画像がクリップボードにコピーされる.
動画操作用メニュー中央にある再生ボタンをクリックすると動画が再生あるいは停止する.
左右端にある進む, 戻るボタンをクリックすると, MR 画像は 5 フレーム分移動する. また, そ
の内側にある進む, 戻るボタンをクリックすると, MR 画像は 1 フレーム分移動する. 拡大縮
小ボタンはスペクトル表示領域を拡大したり, 縮小したりする際に利用する. アップロード, ダ
ウンロードボタンは登録された転記情報をファイルとして保存したり, 既存のアノテーション
情報を上書きする際に使用する. なお, 単一ファイルに於ける既存アノテーション情報のダウ
ンロード可能なファイル形式には TextGrid 形式, XLSX 形式, JSON 形式が用意されている.
特に XLSX JSON 形式は時系列アノテーション情報のみならず, フレームアノテーション情

















ログラムや MR 画像より認定し, 該当時刻を音声スペクトログラムから選択する. その後ダブ
ルクリックを行うと該当時刻に時間的情報を記録する. 時刻情報が登録された後に該当の境界
をクリックすると, クリックされた時刻にもっとも近い箇所がオレンジ色に変化する. その後,
層上部にある入力欄に任意の文字を入力し, ENTER を入力すると, 選択箇所に文字が入力さ






を行いたい層を選択後 j を入力すると, 動画が一フレーム分前に戻る. また k を入力すると動
画が一フレーム分進む. この操作により任意時刻に移動した後に space を入力することでその
時刻の情報が記録される. また CTRL-SHIFT-k または CTRL-SHIFT-j を入力すると選択さ
れている時刻情報を前後させることが可能である. その後, i を入力すると層上部にある入力欄
が活性化し, 選択ヵ所にラベルを付与できる.
時系列アノテーションを実施時に参照可能なデータは, 音声スペクトログラムおよび連続す
る 3 フレーム分の MR 画像であるが, たとえば舌がもっとも大きく動く時刻を境界としたい
場合など, 前後フレームの差分画像を参照したくなる場合がある. MRI Vuewer ではこの要求
を満たすためにフレーム間差分表示ウィンドウを実装している (図 4 前景右). このウィンドウ
は時系列アノテーション画面上で左クリックを行うと表示される VUWER メニューの内 (図








像操作メニュー (図 5 の各パネル上部), フレームアノテーションコンポーネント (図 5b 中央
部), フレームアノテーション一覧 (図 5b 下部) によって構成される.
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図 3 時系列アノテーション画面. この画面は連続する 3 フレームの MR 画像を表示する動画再生コン
ポーネント (左上), 時系列アノテーション情報を管理するアノテーション一覧表示コンポーネント (右
上), 音声スペクトルを確認し, 時系列アノテーションを実施する音声スペクトル表示コンポーネント (下)
によって構成される.
画像操作メニューは二段構成になっている. 一段目右はフレームアノテーションコンポーネ
ントに表示されている MR 画像を縮小拡大したり, MR 画像の指定時刻を変更する. 一段目左
はフレームアノテーションを行う際のモードを選択するメニューである. ここでモードには点
群記述モード (図 5a), 矩形記述モード (図 5b), 補助線記述モード (図 5c), 転記削除モード (図
5d) が存在する.
二段目は MR 画像に対し簡易なフィルタ処理を施すことが可能である. 上記フィルタには
二値化 (図 6b), 適応的閾値 (図 6c), キャニー (図 6d), バイラテラル (図 6e), ラプラシアン




で, その箇所に点を記述できる. この点の座標情報は登録された動画ファイルの幅, 高さに変
換され, データベースに登録される. また, 矩形記述モードの場合には, 任意の座標をダブルク
リックすると矩形が登録される. この矩形を選択するとマウス操作にて, 高さや幅, 傾きを変更




補助線は活性化 (黄色に変化) する. 補助線が活性化している状態において特定の座標をダブ
ルクリックすると, その座標がデータベースに登録される. 転記削除モードは上記点, および矩
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図 4 フレーム間差分ウィンドウ (前景右) および VUWER メニュー (前景左). フレーム間差分ウィン
ドウには動画再生コンポーネントに表示される MR 画像の, 左と中央の画像との差分画像 (前方差分画
像) と, 中央と左の画像との差分画像 (後方差分画像) が表示される.
形を削除するためのモードである. このモードの際に任意の点, または矩形にマウスオーバー
を行うと, 該当の点, または矩形が拡大される. この状態でダブルクリックが行われると, 該当
の該当の点, または矩形が削除される.
点, または矩形には色およびラベルの登録を行うことが可能である. 新規登録を行う点, ま
たは矩形の色を変更するには, 画像操作メニュー一段目左部分の左端にあるパレットボタン
をクリックし色の選択を行う. 既存の点, または矩形の色あるいはラベルの変更にはフレーム
アノテーション一覧を利用する. フレームアノテーション一覧上部には, POINTS, RECTS,






一動画に対し, 時間的, 空間的アノテーションを行うことができる. 一方で, ここで記述したア
ノテーション情報を利用することを考えると, たとえば上記作業によって登録された転記情報
を, 横断的に検索するなど, 複数動画に対する一括処理を行いたくなる.
データマネージャー画面 (図 7) は上記のように複数動画に対する一括処理のために作成さ
れた画面である. この画面へはサイドバーより, PAGES の項にあるファイル管理をクリック
することで遷移できる (あるいは https://kikuchiken-waseda.github.io/mri-vuewer.




(a) 点群記述モード (b) 矩形記述モード
(c) 補助線記述モード (d) 転記削除モード
図 5 フレームアノテーションダイアログ. 解析者は, 点群記述, 矩形記述, 補助線記述, 転記削除のいず
れかのモード選択し, 転記を行う. それぞれのモードにおいて操作できない空間的情報は, 灰色に表現さ
れる.
FILE タブが活性化している場合に表示されるテーブルは登録された動画情報および, その
メタ情報が表示される (図 7). ここでメタ情報はデータ設計上必ずしもすべての動画に対し,
統一的な情報が保持される訳ではないことに注意されたい. そのため, このテーブルにおいて
は, どれか 1つの動画に登録されたメタ情報がある場合, そのメタ情報をカラムとして追加さ
れる様に表現をしている. 動画データの検索はアプリケーションバー (画面最上部にある青い




(a) 元画像 (b) 二値化
(c) 適応的閾値 (d) キャニー
(e) バイラテラル (f) ラプラシアン





図 7 データマネージャー画面. 解析者はこの画面から動画に対し横断的に検索を行ったり, 動画に対す
る一括処理を行うことが可能である.
が入るとアンド検索となる. 検索条件を絞り込みたい場合, key=val の形式で文字列を入力す
る. たとえば図 7には slide というメタ情報が登録されているが, この値が PL1 である動画の
みを検索したい場合, 検索欄に slide=PL1 と入力する.
メタ情報はこのテーブルから編集可能である. テーブル右端にあるボタン群の内, 緑色の編
集ボタンをクリックすると, メタ情報登録ダイアログが立ち上がる. このダイアログは大きく 2
つの入力フォームが存在する. 1つは NEW Field と書かれたフォームである. このフォーム
は今までに登録のないメタ情報の登録を開始するためのフォームである. 入力欄に任意の文字
列を入力し, ADD と書かれたボタンをクリックすると, その文字情報が “key” として登録さ
れる. もう 1つのフォームには既存の “key” の数と一致する入力欄が表示される. ここに該当
の “key” に対する “value” を登録する. 最後に OK と書かれたボタンをクリックすると選択














図 8 データマネージャー画面 (境界転記タブ活性化時). 境界転記タブを選択することで時間的情報の検









間における, 動画や, 画像を切り出し, ZIP ファイルとしてまとめてダウンロード可能である.
ただし, 動画の切り出しや画像を切り出し処理は比較的多くのマシンパワーを要求され, 解析
者が使用する PC スペックや選択された行の数によっては, かなり長い時間が掛かる場合があ
ることに注意されたい.
4. まとめと今後の課題
本稿では, リアルタイム MRI 撮像で収録された音声付き動画データの分析環境の拡充を目
標にWeb アプリケーションとして機能するアノテーションツールの設計と実装を紹介した.
近年の rtMRI 研究に使用される解析手法を概括し, それらの解析手法を実施するにあたり
必要になる前処理をまとめた. ここで整理された前処理, アノテーション作業の実施に際し, 必
要なデータ設計を行い, 技術的な制約および実装の対する技術的背景を整理した. また, アノ
テーション作業をアプリケーション利用シーンとして整理し, それらの利用シーンに沿ってア
ノテーション実装を紹介した.










2 章で述べたとおり, rtMRI の解析を行う場合, 発話者間, あるいは特定の音声イベント発
生時の画像データに対する正規化処理は重要な問題である. これらの正規化処理には規格化さ
れた普遍的な手法は確立されていない. しかし, 参照点を利用した幾何学的な変換処理 (たと
えば Maekawa (2021) など) であれば, 本アプリケーションで提供しているフレームアノテー
ション機能や, 画像処理モジュールで利用している OpenCV, I/O モジュールで利用している
FFMPEG の機能を組み合わせることで実現可能である.







声データに対しては Julius (Lee and Kawahara 2009), 画像データに対しては OpenCV や
Dlib (King 2009), DeepLabv3 (Chen et al. 2018) のような機械学習フレームワークが存在す
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