We give a lower bound for the first gap λ2 − λ1 of the Dirichlet eigenvalues of the Schrödinger operator on a bounded convex domain in a class of Riemannian manifolds.
Introduction
We estimate the lower bound of the gap of the first two Dirichlet eigenvalues of the Schrödinger operator on bounded convex domains. Let Ω be a bounded smooth strictly convex domain in R n or S n , ∆ the Laplace-Beltrimi operator on M n and V : Ω → R 1 a nonnegative convex smooth function, λ 1 and λ 2 the first two eigenvalues of the problem −∆u + V u = λu in Ω, u = 0 on ∂ Ω.
Then λ 2 > λ 1 . It is an interesting problem to find a lower bound for the first gap λ 2 − λ 1 , due to its impact on geometry. There has been a lot of work on the lower bound of the gap. For a bounded convex domain in R n , Singer, Wong, Yau and Yau [19] proved that λ 2 − λ 1 ≥ π 2 /(4d 2 ), where d is the diameter of the domain. The estimate was later improved by Yu and Zhong [25] to
Lee and Wang [10] showed that the above estimate remains true for the Laplacian on a bounded convex domain in S n . Ling [15] showed that
where m > 0 is a constant. All the above estimates are related to "local log-convexity". Let f be a positive first eigenfunction. Let α(x) = inf τ ∈TxΩ,|τ |=1 ∇ 2 (− ln f ) (τ, τ ) (x) . It is known from the work of Brascamp and Lieb [2] , Caffarelli and Friedman [3] , Korevaar [8] , Korevaar and Lewis [9] , and Lee and Wong [10] that α(x) > 0 in Ω. Let α be the constant α = inf x∈Ω α(x).
Ling [15] showed that α > 0 (see also Lemma 4 and the proof there). Let
We want to prove the following result.
Main Theorem.
This estimate is equivalent to the following
It improves upon Yu and Zhong [25] and (2) as well, since ( 12 π 2 − 1)δ ≥ 2m for m in (2) . Note also that the above result holds when Ω is in a manifold with non-negative Ricci curvature and positive α. For the Laplacian on disks in R n , we will show in Theorem 6 that
After most of work in this paper had been done, we got to know the related work of Yau [24] which states that
where 0 ≤ β < √ 2 is positive constant close to √ 2.
Preliminary Estimates
Letf be the second eigenfunction and f a positive first eigenfunction of Problem (1) . It is knownf /f changes its signs in Ω (see [6] ) is smooth up to the boundary ∂Ω (see [19] ) and can be normalized so that
Then the function v satisfies the following
∂v ∂N on ∂Ω,
sup Ω v = 1 and inf
where N is the the outward normal of ∂Ω, and
is the "midrange" of the normalized ratio function v. Note that 0 ≤ a < 1.
We begin with some preliminary estimates on ∇v and λ = λ 2 − λ 1 by using the Li-Yau method (see Li and Yau[14] , Li and Treibergs [11] , Yu and Zhong [25] , and Zhong-Yang [26] ). We estimate the maximum of the function
where v is the function in (5), and where A ≥ 0 is a constant. Let A = 0 in (10). Function P must achieve its maximum at some point x 0 ∈Ω. Suppose that x 0 ∈ ∂Ω. Choose an orthornormal frame {e 1 , . . . , e n } about x 0 such that e n is a outward normal to ∂Ω. By (7) , v n = ∂v/∂N = 0.
by the convexity of ∂Ω.
On the other hand, that P attains the maximum at the boundary point x 0 implies that P n ≥ 0.
Thus v 1 = · · · = v n−1 = 0 and ∇v = 0 at x 0 . Therefore v is a constant. This is
Take a local frame so that
Thus at t 0 we have
and
where we have used (11) and (4) . Therefore at x 0 ,
Noticing that A = 0 in the above inequality, we get the following
Now let A = λ(1 + a) + ǫ in (10) for small ǫ > 0. P achieves its maximum at some x 0 ∈Ω. If ∇v(x 0 ) = 0 and x 0 ∈ Ω, then (12) holds at x 0 with
This estimate holds if x 0 ∈Ω with ∇v(x 0 ) = 0. If x 0 ∈ ∂Ω, then the convexity of Ω and previous argument in the proof of (13) imply that the above estimate holds. So we have the estimate
where b > 1 is an arbitrary constant. We try to improve the upper bound in (14) . Define function F by
From now on we denote a/b by c. Define function Z by
Then by (15) we have
We now try to find known functions to control upper bounds of the function Z. Such functions are called barriers. Basically, a barrier of Z is "above" Z at every point and touches Z at least at one "supporting" point. We have the following theorem about the behavior of the barriers of function Z.
2. there exists some x 0 ∈Ω such that at point
then we have the following
Corollary 1. If in addition to the above conditions 1-3 in the theorem, z ′ (t 0 ) ≥ 0 and 1 − c ≤ z(t 0 ) ≤ 1 + a, then we have the following
Corollary 2. If a = 0, where is defined in (9) , and if in addition to the above conditions 1-3 in the theorem, z ′ (t 0 ) sin t 0 ≥ 0 and z(t 0 ) ≤ 1, then we have the following
This contradicts Condition 3 in the theorem. Therefore
By the argument in the proof (13), the above inequality and the convexity of Ω imply x 0 ∈ Ω =Ω\∂Ω. The maximum principle implies that
J(x) can be rewritten as
Choose a normal coordinate around
and v 1i
Now we have
Taking these results into (20) we get
.
Due to (21) the last term in (22) is 0. Now
by Condition 3 in the theorem, and
by the definition of δ. Dividing two sides of (22) by 2λ 2 z x0 and taking (24) into account, we have
So we get Theorem 1.
Proof of Corollary 1. By Condition 2 in the theorem, (16) ,
In any case the last term in the (17) is non-negative.
Proof of Corollary 2. The last term in the (17) is nonnegative.
Functions for the construction of the barriers
We begin with functions that are used for construction of barriers.
Then the function ξ satisfies the following
Proof.
For convenience, let q(t) = ξ ′ (t), i. e.,
Equation (26) and the values ξ(± π 2 ) = 0, ξ(0) = 1 − π 2 4 and ξ ′ (± π 2 ) = ± 2π 3 can be verified directly from (25) and (29) . The values of ξ ′′ at 0 and ± π 2 can be computed via (26) . By (28), (ξ(t) cos 2 t) ′ = 4t cos 2 t. Therefore
4s cos 2 s ds, and It is easy to see that q and q ′ satisfy the following equations
The last equation implies q ′ = ξ ′′ cannot achieve its non-positive local minimum at a point in (− π 2 , π 2 ). On the other hand, ξ ′′ (± π 2 ) = 2, by equation (26), ξ(± π 2 ) = 0 and ξ ′ (± π 2 ) = ± 2π 3 . Therefore ξ ′′ (t) > 0 on [− π 2 , π 2 ] and ξ ′ is increasing. Since ξ ′ (t) = 0, we have ξ ′ (t) < 0 on (− π 2 , 0) and ξ ′ (t) > 0 on (0, π 2 ). Similarly, from the equation
we get the results in the last line of the lemma.
Set
This completes the proof of the lemma.
Lemma 2. Let
Then the function η satisfies the following
and η ′′′ (± π 2 ) = 32 15π .
Proof.
Let p(t) = η ′ (t), i.e.,
Equation (34), η(± π 2 ) = ±1, η ′ (0) = 2( 4 π − 1) and η ′ (± π 2 ) = 8 3π can be verified directly. We get η ′′ (± π 2 ) = ±1/2 from the above values and equation (34). By (34), q = η ′ , q ′ = η ′′ and p ′′ = η ′′′ satisfy the following equations in (− π 2 , π 2 )
The coefficient of (p ′′ ) in (38) is obviously negative in (− π 2 , π 2 ) and the righthand side of (38) is also negative. So p ′′ cannot achieve its non-positive local minimum at a point in (− π 2 , π 2 ). On the other hand, p ′′ ( π 2 ) = 32 15π > 0 (see the proof below), p ′′ (t) > 0 on [− π 2 , π 2 ]. Therefore p ′ is increasing and
, and on [− π 2 , π 2 ] since p is an even function. We now show that p( π 2 ) = 8 3π , p ′ ( π 2 ) = 1/2 and p ′′ ( π 2 ) = 32 15π . The first is from a direct computation by using (36). By (34),
So p ′ ( π 2 ) = 1/2. Similarly, by (37),
Thus p ′′ ( π 2 ) = 32 15π . Lemma 3. The function r(t) = ξ ′ (t)/η ′ (t) is an increasing function on [− π 2 , π 2 ], i.e., r ′ (t) > 0, and |r(t)| ≤ π 2 4 holds on [− π 2 , π 2 ]. Proof.
Let p(t) = η ′ (t) as in (36) and q(t) = ξ ′ (t). Then r(t) = q(t)/p(t). It is easy to verify that r(± π 2 ) = ± π 2 4 . By (37) and (30),
Differentiating the last equation, we get
Using (37), the above equation becomes
The coefficient of (r ′ ) in (39) is negative, for p ′ (t) sin t + 2p cos t − 3 < 1 2 + 16 3π − 3 < 0. This fact and the negativity of the righthand side of (39) in (− π 2 , π 2 ) imply that r ′ cannot achieve its non-positive minimum on [− π 2 , π 2 ] at a point in (− π 2 , π 2 ). Now
Therefore r ′ (t) > 0 and r is an increasing function on [− π 2 , π 2 ]. The following Lemma is from Ling [15] .
Lemma 4. Let f be the first eigenfunction of (1) with f > 0 in Ω. Then there exists an ǫ > 0 such that the function − ln f is strictly convex in the ǫ-neighborhood of ∂Ω.
Choose a normal coordinate about x 0 such that ∂/∂x 1 is the outward unit normal vector field of ∂Ω near x 0 . Take a pointx with small distance d to ∂Ω and d = dist(x, x 0 ) = dist(x, ∂Ω). Then by the Strong Maximum Principle f 1 | x0 < 0 , and f i | x0 = 0, for i ≥ 2. Therefore
Here "∼ A/d α " means "= (A+o(1))/d α " with o(1) → 0 as d → 0. Let w = ln f . Then w ij
Thus we obtain w 11
For i, j ≥ 2,
where (h ij ) n−1,n−1 is the second fundamental form of ∂Ω to ∂/∂x 1 . Therefore
Therefore (−w ij ) n,n
Since (h ij ) is positive definite, so is (−w ij ) x forx near the boundary ∂Ω.
Proof of Main Theorem
Proof of the Main Theorem. If a = 0, we apply Theorem 5 to get the bound with µ = 1.
For a = 0 we will consider several cases. If δ ≥ 4 π 2 a, then we apply Theorem 2 for µ = 1 to get the following lower bound π 2 d 2 + µα with µ = 1. If δ < 4 π 2 a and a ≤ 3 2 − π 2 8 , then we apply Theorem 3 to get the above lower bound with µ same as in (50).
If a = 0, δ < 4 π 2 a and a ≥ 3 2 − π 2 8 then we apply Theorem 4 to get the above bound with µ = 12 π 2 − 1 = 8 π 2 ( 3 2 − π 2 8 ) We take the last bound which is smallest among all to cover all cases. Theorem 2.
for any constant µ ∈ (0, 1]with µδ ≤ 4 π 2 a and a > 0.
Proof.
We prove the theorem for µ = 1. For 0 < µ < 1 just replace δ by µδ in Corollary 1 of Theorem 1 and in the following argument. Let
π cos t sin t − 2 sin t cos 2 t c + cos 2 t + 2t cos t sin t + t 2 − π 2 4 cos 2 t δ (41)
We claim that
In fact, z(t) = 1 + cη(t) + δξ(t). By Lemma 1 and Lemma 2 we have
z ′ (t) ≥ 0 and (44)
Suppose that P > 0 Then z+P satisfies the inequality in Corollary 1 of Theorem 1.
This contradicts the assumption P > 0. Thus P ≤ 0 and (42) holds. Now we have
Let q 1 and q 2 be two points inΩ such that v(q 1 ) = −1 and v(q 2 ) = 1 and let L be the minimum geodesic segment between q 1 and q 2 . L lies onΩ completely, sinceΩ is convex. We integrate both sides of (47) along L from q 1 to q 2 and change variable and let b → 1. Then
Square the two sides. Then
where we used the facts π 2 − π 2 η(t) dt = 0 since η is an even function, and π 2 − π 2 ξ(t) dt = −π by the (28) in the Lemma 1. That is,
For the case 0 < µ < 1, we replace δ by µδ in the last step. Then
for δ > 4 π 2 a, and a ≤ 3
where
We prove that
If it is not true, then there exists a constant P > 0 and t 0 such that
Let w(t) = z(t) − P c 2 ξ(t) = 1 + cη(t) + mξ(t), where m = δ − σc 2 − P c 2 . Then Z(t) ≤ w(t) and Z(t 0 ) = w(t 0 ). So w satisfies (17) .
We used (26), (27), (34) and (35) in the above inequality. Thus
The right hand is not positive as t 0 ≥ 0, by the Lemmas 1 and 2. Thus t 0 < 0.
By Lemmas 1 and 2,
Note that the function f (t) = t + 1 t − 2 achieves it maximum on [A, B] not containing 0 at an endpoint. Therefore
We are now show that m > 0.
If it is not true, then there exist t 0 and constant P such that P = Z(t 0 )−[1+cη(t 0 )] = max (Z(t) − [1 + cη(t)]). Thus 1+cη +P satisfies the inequality in Corollary 1 of the Theorem 1. Therefore
This contradicts the assumption P > 0. The proof of the lemma is completed.
The above lemma implies that w(t 0 ) = 1 + cη(t 0 ) + mξ(t 0 ) = Z(t 0 ) ≤ 1 + cη(t 0 ). Thus mξ(t 0 ) ≤ 0 and m = δ − σc 2 − P c 2 ≥ 0. By Lemmas 1 and 2, we have η ′ (t) ≤ 8 3π and
where we used δ > 4 π 2 c. Taking (54) and (55) into (53), we get
This contradicts P > 0. Thus Z(t) ≤ z(t) = 1 + cη(t) + (δ − σc 2 )ξ. Now we show that constant δ − σc 2 = sδ with s satisfying (??) in Theorem 3. Note that
For c < a ≤ 3 2 − π 2 8 = 1 − 1 2 ( π 2 4 − 1) ≤ 1 − ( π 2 4 − 1)δ,
This proves (50). Proceeding further as in the proof of Theorem 2, we get the Theorem 3. The rest of proof is similar to that of Theorem 2.
Theorem 4.
Proof. By (13), 8 π 2 aδ ≤ 8 π 2 δ 1 2 = 4 π 2 a. Theorem 2 applies in this case for µ = 8 π 2 a. Theorem 5. If the "midrange" a = 0, then
Remark λ 2 − λ 1 ≥ 4π 2 3d 2 for the case of Ω = B r ⊂ R n and V ≡ 0 (Theorem 6).
Let y(t) = 1 + cos 2 t + 2t cos t sin t + t 2 − π 2 4 cos 2 t δ (58)
Then y(t) = 1 + δξ. Then by Lemma 1, for − π 2 < t < π 2 , we have 1 2 y ′′ cos 2 t − y ′ cos t sin t − y = 1 + 2δ cos 2 t,
y ′ (t) sin t ≥ 0, and (60) y(± π 2 ) = 1 and 0 < y(t) < 1.
We need only to show that Z(t) ≤ y(t). If it is not true, then there is t 0 and a number P > 0 such that P = Z(t 0 ) − y(t 0 ) = max Z(t) − y(t). So y + P satisfies the inequality in the Corollary 2 in the Theorem 1. Therefore y(t 0 ) + P = Z(t 0 ) ≤ 1 2 (y + P ) ′′ (t 0 ) cos 2 t 0 − (y + P ) ′ (t 0 ) cos t 0 sin t 0 + 1 − 2δ cos 2 t 0 = 1 2 y ′′ (t 0 ) cos 2 t 0 − y ′ (t 0 ) cos t 0 sin t 0 + 1 − 2δ cos 2 t 0 = y(t 0 ).
This contradicts the assumption P > 0. The rest of the proof is similar to that of Theorem 2, just noticing that δ ≤ 1 2 < 4 π 2 −4 .
An Application
Theorem 6. Let λ 1 and λ 2 be the first and the second eigenvalue, respectively, of the following problem
where B r is the open ball with diameter d = 2r. Then
Let t → 0 in (68) we get
