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ABSTRACT
Technology spillovers are an important source of economic growth. This article presents a new method
to measure technology spillovers at the macroeconomic or sectoral level by means of a so-called technology
ﬂow matrix. The main novelty relative to existing technology ﬂow matrices is that the matrix in this article
provides insight into the time dimension of the spillover process. The matrix is used to assess whether or not
R&D spillovers lead to a more equal distribution of technology investment over sectors. Ó 1999 Elsevier
Science Inc.
1. Introduction
Knowledge and technology is now seen as crucial for the competitiveness of ﬁrms,
sectors, and nations [1]. This role of technology as an issue in economic analysis and
policy implies an increased demand for data on technological competitiveness, or the
relation between economic performance and investment in technology. Traditionally,
patent statistics and R&D statistics have been used to ﬁll these demands.
Among other things, this has led to a taxonomy of sectors into high-tech, medium-
tech, and low-tech. In the deﬁnition used by OECD and Eurostat [2], this taxonomy is
based on so-called R&D intensity (i.e., R&D as a percentage of gross output or value
added). This method, while leading to some useful conclusions, has been criticized
because it considers only one source of knowledge accumulation: R&D performed by
the ﬁrm itself. R&D spillovers, as well as other forms of knowledge accumulation, such
as learning-by-doing, are not considered in the R&D intensity indicator.
At the same time, a strand of literature in econometrics has been concerned with
estimating R&D spillovers between ﬁrms and sectors. R&D spillovers arise because
(technological) knowledge cannot completely be appropriated by the ﬁrm or person
who developed the knowledge. Thus, while one ﬁrm makes an innovation, other ﬁrms
may use the knowledge embodied in this innovation in their activities. Obviously, there
are limits to these spillovers. For example, patent protection prohibits the use of an
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invention by others than the patent holder in exactly the same way as the patent
describes. Also, spillovers require some skills from the ﬁrm that is using them [3]. In
general, however, the literature has arrived at estimates of the amount of such spillovers
that are clearly positive. Also, the impact of spillovers on economic variables such as
productivity is well established [4]. The literature also concludes that there are different
kinds of R&D spillovers, possibly with different rates of return [5].
This article has two main aims. First, it proposes a new method of measuring
spillovers between manufacturing sectors. This method is based on patent citations, and
its main novelty is that it not only gives an indication of the amount of spillovers between
sectors, but also of the way in which these spillovers change over time. Second, the
proposed method is used in an exercise to estimate whether or not R&D spillovers
lead to a more equal distribution of knowledge between sectors, compared to the
distribution of own (direct) R&D.
With regard to the ﬁrst of these two aims, it is a well-known fact that diffusion of
an innovation may take very long (e.g., [6] for a theoretical overview, and [7], for a
case study in economic history). Admittedly, the process of diffusion is different from
the spillover mechanisms that are the concern of the present article. The spillover ﬂows
that are the subject here consist of intangible knowledge, and take place by other means
than market transactions. Diffusion in the usual sense of the term deals with the spread
of tangible goods which embody new knowledge, and market transactions have a crucial
role in the diffusion process. However, there seems to be no reason to expect that for
R&Dspillovers,thetimedimensionis notimportant.Withintheeconometricsliterature,
the method proposed here is, to the best of our knowledge, the ﬁrst which gives an
indication on how long knowledge spillovers take to ﬂow between sectors, and how the
sectoral structure of spillovers changes over time.
The second aim of the article bears direct relevance to the policy discussion on
the importance of concepts such as high- or low-tech. It has been argued that R&D
spillovers lead to a more equal distribution of knowledge over sectors, and, thus, that
these concepts lose their meaning [8]. However, as will be shown, it is too preliminary
to say that knowledge spillovers between sectors will always lead to a more equal
distribution of knowledge over sectors. This depends on the sectoral technological
opportunities as well as on the spillover linkages between sectors. The proposed method
of spillover measurement will be used in an empirical analysis aimed at measuring the
equalization effect of R&D spillovers. The results show that there is some equalization,
but the strength of this effect differs between countries.
Thearticleisorganizedasfollows.Section2provides adiscussionofthebackground
of spillovers and the use of patent statistics to measure these. This section also presents
a small heuristic model which shows how the main factors determining the sectoral
distribution of R&D and R&D spillovers work. Section 3 introduces the proposed
method for measuring spillovers, and presents some general results. Section 4 applies
the data to R&D expenditures of 12 countries, asking the question to what extent a
moreequaldistributionofknowledgeresultsfromR&Dspillovers.Section5summarizes
the main conclusions.
2. Technology Spillovers and Patent Statistics (Equations 1–6)
The public good character of knowledge has recently been widely recognized in
economics (e.g., [9], for an overview of “new growth theory”). Knowledge developed
by one ﬁrm can be used by other ﬁrms at costs typically lower than the original costs
of development of the new knowledge. Also, knowledge developed by one ﬁrm mayTECHNOLOGY SPILLOVERS 217
increase the productivity of knowledge production of another ﬁrm, by supplying new
ideas or data for research projects. This special character of knowledge has important
consequences. For example, it may mean that, from the point of view of society as a
whole, investment in knowledge production (R&D) is below “optimal” levels, implying
government should intervene.
There are different kinds of knowledge, each of which is to a different degree
characterized by public goods characteristics. To an important extent, this is determined
by cultural factors. For example, the academic community (performing basic research)
thrives on openness, and (ultimately) making research results public is the explicit aim
of researchers in this part of the “innovation system.” Researchers in public labs may
in many cases work for speciﬁc contractors. The knowledge developed in this sector is
thus, in principle, open for everyone (who pays), but the contractor may decide not to
pursue dissemination actively. Finally, research undertaken by ﬁrms is often kept as
secret as possible, in order to prevent competitors from using the knowledge.
The extent and the way in which knowledge ﬂows from one agent to another thus
differs signiﬁcantly between different types of knowledge. The literature on “national
systems of innovation” studies this problem at large [10, 11]. One of the problems with
this strand of literature is the fact that only very limited data are available on the
interactions of interest. The quantity of the ﬂows may in some cases be approximated
(e.g., by the proportion of university research ﬁnanced by ﬁrms), but the character of
the knowledge ﬂows remains unclear in most cases. A more speciﬁc type of literature
in the economics domain has been concerned with quantifying the process of knowledge
ﬂows between ﬁrms in a detailed way (e.g., [12, 13], while [14] applies this approach to
the science–innovation link). These works only look at a small part of all knowledge
ﬂows in the system at large. Nevertheless, signiﬁcant effects of these knowledge ﬂows
on total factor productivity for example, have been documented (e.g., [15, 16]).
Verspagen [16] identiﬁed two different types of technology spillovers. The ﬁrst of
these are so-called rent-spillovers, which are related to the ﬂow of goods between ﬁrms.
The idea is that the price of a new good typically does not fully reﬂect the quality
increases due to product innovation, due to competitive pressures and the elasticity of
demand. If this good is used as an input in the productive process of another ﬁrm, the
latter ﬁrm will receive part of the product innovation as a spillover. The second type
of spillovers identiﬁed in [16] are “pure” knowledge spillovers. These are not directly
linked to the ﬂow of goods, but operate through various other channels (such as patent
information, reverse engineering, mobility of researchers between ﬁrms, etc.). Pure
knowledge spillovers are usually seen as enhancing the productivity of “own” R&D.
The literature referred to above has used so-called “technology ﬂow matrices” to
quantify these spillovers. In the rows and columns of these matrices, one ﬁnds industrial
sectors. Rows are interpreted as spillover generating sectors, columns as spillover receiv-
ing sectors. The cells typically measure the proportion of technology output of the row-
sector spilling over to the column-sector. The matrices are usually constructed on the
basis of either patent statistics or input-output tables. Various principles may be used
to do so, for example user-producer relationships in technology [12, 13], input-output
tables [17], links between technology classes describing the patent [18], or patent citation
links between sectors [18]. Archibugi [19] provides a slightly different matrix, which
gives the links between industrial sectors and technological ﬁelds. Los [20] provides a
detailed overview and comparison of the various methods which have been proposed.
The technology ﬂow matrices which are based on patent statistics naturally suffer
from the common problems in the use of this type of information. Griliches [21] provides218 B. VERSPAGEN AND I. D. LOO
an overview of the main problems in this ﬁeld. Among the more severe problems are
the fact that different sectors have different “propensities to patent,” and that patent
statistics do not measure very well innovative activities in small ﬁrms. The ﬁrst problem
hastodowiththecharacterofthesector.Forexample,technologyinthepharmaceuticals
sector allows easy copying of newly developed drugs, and thus patent protection is
essential. The share of innovations which are patented is thus typically very large in
this sector. In other sectors, such as aerospace (see also below), the propensity to patent
is typically smaller. It is beyond the scope of this article to provide a full discussion of
these types of problems, but it should be kept in mind that the method proposed in
the next section will be based on patent statistics, and thus suffers from these problems
to some extent (as most other studies in this ﬁeld).
Knowledge spillover processes have sometimes been interpreted as processes of
equalization of knowledge ﬂows over sectors. For example, in terms of R&D expendi-
tures, it is a well-known fact that these are relatively concentrated in a number of so-
called high-tech sectors, such as computers, electronics, drugs, instruments, and aero-
space. Spillover matrices as the ones mentioned above, may be interpreted as describing
the mechanism by which these concentrated R&D efforts are distributed over sectors.
This process may then result in a more or less even (or equal) distribution of knowledge
(or R&D) over sectors.
An example of this interpretation is in [22], which uses input-output matrices to
calculate R&D ﬂows between sectors. A distinction is made between R&D ﬂows re-
sulting from intermediate demand, demand for capital goods, and imports. Obviously,
such a transaction-based approach must clearly be interpreted as a case of rent spillovers
([22], page 20). Comparing the distributed R&D to “direct” (or own) R&D, the conclu-
sion from this analysis is that “[m]edium- and low-technology industries gain more than
high-technology industries, thereby bringing the three groups closer together” ([22],
page 38). In this particular case of rent spillovers, one thus clearly ﬁnds support for the
hypothesis that R&D spillovers tend to reduce differences in terms of technology
between sectors.
Such a process could be termed the “equalization effect of spillovers.” It is not
obvious that such an equalization effect also arises in the case of pure knowledge
spillovers. As explained above, this type of spillover is much more closely related to
the knowledge production process than rent spillovers. Thus, for sectors that do not
perform much technology development (or R&D), rent spillovers might be more rele-
vant than knowledge spillovers. Hence the equalization effect would be larger for rent
spillovers than for knowledge spillovers. However, in a situation where there are many
gradations in terms of high-tech and low-tech, as is the case in the real world, knowledge
spillovers may have some equalization effect, even though one might not expect this
effect to be as strong as in [22].
In fact, the answer to the question whether or not R&D spillovers have an equaliza-
tion effect, depends on the complex interplay between several factors. This can be
illustrated by a very simple heuristic model. Assume that the (closed) economy consists







p is the R&D pay-off, r is a parameter reﬂecting technological opportunities, L is a
physical unit of R&D (in whatever way it is measured), 0 ,a , 1 is the R&D elasticity,TECHNOLOGY SPILLOVERS 219
and aij measures the ﬂow of R&D spilling over from sector i to j. The knowledge
production function assumes that R&D spillovers enhance the productivity of own
research, as in much of the recent new growth theory (e.g., [9], for a survey on these
issues). In order not to complicate the model too much, it is assumed that the elasticity
of R&D spillovers is one, and that intra-sectoral spillovers (1 2 aij) are accounted for
in r. The ﬁrm makes a decision on how much R&D units are to carry out, thereby
taking the price of R&D (denoted by P) as given. This means that the ﬁrm in sector i




a21 5 P. (2)
Using the (similar, but symmetric) equation for sector j, one may solve for the
sectoral R&D demand L, resulting in the following demand function:
Li 5 P1⁄aa21⁄a(riaji)2b(a21)(rjaij)b, (3)
with b51/(a(a22)). Setting g 5 2ba, the ratio of R&D investment in the two








From this, it can easily be seen that a necessary and sufﬁcient condition for L1 . L2 is
r1a21 .r 2a12.
Indirect R&D in a sector may be written as (1 2 aij)Li 1 ajiLj, and hence the
difference of indirect R&D between sectors is equal to L1 2 L2 2 2(a12L1 2 a21L2). If
it is assumed that conditions are such that L1 . L2, it can be seen immediately that if
(and only if) 2 2(a12L1 2 a21L2) , 0, the difference between sectors in terms of indirect








Substituting equation 4 into equation 5 and rearranging, one may express the condition








This inequality shows that whether or not R&D spillovers will have an equalizing effect
on the distribution of knowledge over sectors, depends on technological opportunities
(r and g) and the diffusion of R&D spillovers as described by the knowledge spillover
matrix (a). Note that because 0 ,g,1, the exponent in equation 6 is negative, and
thus, for equalization to result, knowledge needs to spill over from sectors with high
technological opportunities to those with lower opportunities. The more technological
opportunities (r) differ between sectors, the stronger this diffusion effect needs to be
for equalization to result.
Anotherissue inthe equalizationeffect ofspillovers istiming. TheOECD study[22]
usestheLeontiefinverseoftheinput-outputtabletocalculateR&Dﬂows.Implicitly,this
means that all spillovers, ﬁrst order (i.e., R&D performed by directly supplying indus-
tries) to n-th order (i.e., R&D performed by the supplier of the supplier of . . .) are220 B. VERSPAGEN AND I. D. LOO
assumed to take place instantly. Even though, as in all input-output analysis, the relative
impact of the ﬁrst-order linkages is strongest, this seems to be a rather restrictive
assumption to make.
Relatively little is known about the timing of R&D spillovers, or, for that matter,
about the timing of the effects of R&D on economic variables such as productivity.
The technology ﬂow matrices referred to above are typically constructed using patent
data over a time span of a decade or more. However, the resulting tables do not include
a time dimension. Still, it is well known that the economic effects of R&D may only
be visible after several years. One may equally well expect that the spillover effects of
R&D, especially if they are related to productivity or other economic variables, would
only become visible after a signiﬁcant time lag. Also, R&D spillovers may not be limited
to a single period (e.g., the period in which R&D is performed), but instead spread out
over a longer time period.
The detailed patenting information used to construct the technology ﬂow matrices
do contain some information about time. Each patent application has a priority date,
which can be considered as being relatively close to the date of invention. Thus, if a
spillover indicator is constructed on the basis of links between individual patents, this
information may be used to say something about the spillover lag. This is explained in
more detail in the next section.
3. EPO Citation Matrix: Construction and Outcomes (Equation 7)
3.1. CONSTRUCTION OF THE SPILLOVER MATRIX
The technology ﬂow matrix developed in this article is based on European patent
applications. As one of the matrices in [18], it uses citation links between patents.
Verspagen [18] uses citations between patents granted in the United States, while this
article uses citations between European Patent Ofﬁce (EPO) patents. In the system of
the EPO, as in other systems, a patent application may cite other patent publications,
as well as non-patent literature (e.g., scientiﬁc literature). One of the more important
reasons for such citations is to exclude patent protection in certain areas, because such
protection has already been claimed by or granted to other patent applications (i.e.,
those which are cited).
In the EPO case, these citations may be added in different phases of the patent
application. Citations may be added by the applicant/inventor, during the search phase,
the examination phase, or by the opposition. The available database gives information
on the phase during which each citation was added, and a check of this reveals that
practically all citationswere added during the so-called search-phase(i.e., when informa-
tion is gathered by the patent examiners). This means that the data material available
gives an indication of the judgment about technological links between patents by the
patent examiners at the EPO. The links were, in general, not added by the inventors
themselves, and thus there is no actual guarantee that the cited patent was known to
the inventor. This is an important fact in the interpretation of spillover links. In this
article, it is assumed that the citing patent (sector) received a spillover from the cited
patent (sector). This assumption is based on the interpretation that the cited patent
apparently contains knowledge which is relevant for the citing patent. The interpretation
is not based on the assumption that the inventor of the citing patent was actually aware
of this knowledge, although in some (many) cases this will obviously have been the case.
As in [18], use is made of a concordance table between patent classes describing
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sectors (ISIC). This table was developed in [23]. It assigns the technical knowledge in
the patent classes to the industrial sector best corresponding to the origin of this
knowledge (i.e., knowledge on a machine for food processing will be assigned to the
machinery sector, not the food sector). In many cases, a distribution of the IPC class
over different ISIC sectors is done by using weights summing to 100. The concordance
table uses 25 industrial sectors, of which only the 22 in manufacturing are used in
this article.1
The data on citations were supplied by EPO (REFI ﬁle). The data set contains
information on the source document (citing) and the references (cited documents).
Because the EPO partly acts as an agent for the WIPO (World Intellectual Property
Organization),internationalpatentsmaybeappliedforthroughtheEPO.Theseinterna-
tional patents will receive a WIPO and EPO publication number, applications ﬁled
purely as a European patent will receive an EPO publication number only. The citation
ﬁle contains source documents with either an EPO or a WIPO publication number, the
references (cited) may be patents from any particular patent ofﬁce (e.g., many of the
referencesaretoU.S.orJapanesepatents).Inthisarticle,onlysourcedocumentsandref-
erences with EPO publication numbers, or with WIPO numbers ﬁled through the EPO
are used. This is done because, due to differences in national patenting systems, a
certain number of references to, for example, U.S. patents, may not be equivalent to
the same number of references to Japanese patents (e.g., typically, the equivalent of
one U.S. or EPO patent tends to be described in more than one Japanese patent). The
WIPO numbers which correspond to EPO applications are identiﬁed by searching in
the EPO applications database for each WIPO number appearing in the citation ﬁle.
The citation ﬁle makes a distinction between the different phases of publication
of the patent (e.g., application, granted). Thus, a citation link between two patents
typically appears more than once (e.g., once the citing patent application is ﬁrst pub-
lished, and again when it gets granted). The analysis here did not use the information
on the publication phase, but instead counted such “double counts” only once. This
resulted in approximately 670,000 pairs of cited-citing patent (application), versus ap-
proximately 790,000 EPO patent applications in the EPO database. Of these approxi-
mately 670,000 pairs, approximately 98.5% was used in the analysis. The remaining
1.5% could either not be located in the EPO database, or information on the IPC code
(and thus industrial sector) was missing, or the priority dates where (apparently) in-
correct.
For each citation pair, the sector of the source and reference was determined on
the basis of the so-called main IPC code of the patent, using the concordance table. In
some cases, where the IPC code corresponds to more than one industrial sector, a
fractional count was made (e.g., if the citing IPC code belongs for 30% to industry i,
and the cited IPC code for 50% to industry j, the citation pair is assigned for 15% to
cell i,j). This procedure is similar to the one used in [18] for U.S. patent citations. The
result of this procedure is a two-dimensional sector-by-sector matrix.
A third dimension was added by using the information on the timing of patent
applications. Each patent application has one or more priority dates (i.e., the date at
which the applicant claims to have the knowledge available). In case of more than one
priority date2, the earliest one was used. The priority date of the cited patent is usually
1 The other sectors (building, agriculture, and public utilities) only have a very limited number of patents.
2 Priority dates are assigned by patent ofﬁces, and one assigned by, for example, the U.S. patent ofﬁce,
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before the one of the citing patent3, and in this article, the difference between them is
taken as a spillover lag. The lag is measured solely on the basis of the priority year,
for example, a lag between December 31, 1990 and January 1, 1991 is taken as 1 year.
Using this information, the data in each of the cells in the sector-by-sector matrix is
divided over 19 citation lags, that is, lag zero (citing and cited patent have identical
priority year) to lag 18. Given that the EPO only came in operation in 1979, the lags
larger than 10 or 12 are typically based on a limited number of cases, so these must be
considered as somewhat less reliable than the shorter lags.4 Note also that because all
patent applications up to 1997 are used, there might be a small bias for shorter lags
(because the newest patents cannot have long citation lags).
The result is a three-dimensional matrix C. We denote an element of this matrix
by cijt, where the subscripts i, j, and t denote, respectively, the spillover generating (cited)
sector, the spillover receiving (citing) sector, and the citation lag. This matrix contains
the number of citations. For some of the purposes below, we either want to express
the number of citations in a cell relative to the number of citations in a row, or we
want toabstract fromthe timedimension. Therefore,two additionalmatrices arecreated
on the basis of C.
For the ﬁrst of these, C*, the elements are deﬁned as c*
ij 5S tcijt/StPit, where Pit is
the number of patents applied for by sector i in year t. The matrix C* is thus obtained
by summing over the time dimension of the matrix C, and normalizing by the total
number of patent applications of the row sector. This means that after normalization,
all rows sum to the so-called citation rates (i.e., the average number of citations per
patent5). This method is chosen to reﬂect that patents (R&D) in some sectors (i.e.,
those with low citation rates) generate less spillovers than in other sectors (i.e., those
with high citation rates). The matrix C* is used to analyze the intersectoral linkages.
The second matrix, C**, has elements deﬁned as c**
ijt 5 cijt/Sicijt. For each citation lag,
the matrix C** speciﬁes which proportion of total spillovers from sector i is received by
sector j. This matrix is used in the analysis on the concentration of direct and indirect R&D.
3.2. SECTORAL LINKS
The raw citation matrix C maps links between 22 manufacturing sectors, which are
not equally technology intensive. Some sectors produce more inventions than others,
and the propensity to patent these inventions differs between them (see above). Table
1 provides an overview of some of these differences. The differences with regard to
the number of patent applications are substantial, as indicated by the fact that the
standard deviation across the 22 sectors is larger than the mean. The ratio of the smallest
to largest sector is more than 100-fold. Similar differences in size are found for the
number of citations received.
In general, the sectors which are known as the high-tech sectors rank high in terms
of the number of patent applications, as could be expected. The aerospace sector is the
major exception to this case, as this sector has the least patent applications, but is
generally considered as high-tech. The reason for this is that the propensity to patent
in aerospace is very small, due to the speciﬁc technology underlying the sector (it is
3 There is a limited number (around 450) of citation pairs where this is not the case. These have been
omitted completely from the analysis.
4 The 22 3 22 3 19 matrix is too large to document in this article. It is available, however, in the form
of an Excel 6.0 workbook ﬁle from http://meritbbs.unimaas.nl/verspagen.html#work.
5 In fact, the outcome of the analysis would not change drastically if one would use the number of
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TABLE 1
EPO Patent Applications and Citations Received per Sector, Patents Applied for during 1979–1997
Total citations
received in Total patent Ratio of citations
manufacturing applications to applications
Aerospace 954 1609 0.59
Ships, boats 790 2004 0.39
Rubber and plastic 2166 2396 0.90
Wood 1263 2427 0.52
Reﬁned oil 5081 5458 0.93
Nonferrous metals 4348 6584 0.66
Other transport 6062 7157 0.85
Ferrous metals 5173 7765 0.67
Textiles, etc. 6951 9294 0.75
Food, etc. 11664 13421 0.87
Paper and printing 12274 15308 0.80
Glass, etc. 12421 17183 0.72
Other manufacturing 14237 19709 0.72
Automotive 18963 23815 0.80
Computers 45515 39320 1.16
Electricals 39541 54961 0.72
Metal products 36900 63417 0.58
Electronics 61425 71006 0.87
Drugs 94041 95544 0.98
Instruments 107399 98819 1.09
Chemicals 93103 107207 0.87
Machines 73844 118825 0.62
Mean 29733 35601 0.78
Standard deviation 34495 39162 0.18
hard to patent a complete airplane, and in cases of military applications, patenting is
often not an option for reasons of secrecy). Although there are differences with regard
to the propensity to patent between the other sectors as well (see above), the aerospace
example is probably extreme. Here cells in the citation matrix are divided through by
row sums, which means the differences in the propensity to patent are to some extent
ironed out. However, to the extent that patenting as such is not a very good indicator
of innovative activities, which seems to be the case in aerospace, this method may still
be problematic. This implies that the analysis in this article may not have much to say
about technology in aerospace.
The differences in terms of the average number of times a patent gets cited (the
citation rate, column 3 in Table 1) are much smaller than in columns 1 and 2. On
average, each patent application gets cited 0.78 times (but many patents do not get
cited at all, i.e., the ones that are cited are typically cited more than once), and the
standard deviation is rather small. In fact, there are only a limited number of sectors
which clearly lie outside the range of one standard deviation from the mean. These
sectors are ships and boats; and wood, with citation rates smaller than the mean; and
computers and instruments, with citation rates larger than the mean.
In a rather strict interpretation, one might put forward the assumption that differ-
ences in the citation rates indicate that sectors generate technology spillovers to different
extents. This is the interpretation that was used to construct matrix C*. This matrix is
used to answer two main questions. First, what is the relative importance of forward
and backward linkages for each of the sectors? To this end, a triangulization of the224 B. VERSPAGEN AND I. D. LOO
TABLE 2
Sector Order Resulting from Triangulization Procedure, Sectors Ranking at the Top Have Relatively



















18 Rubber and plastic
19 Aerospace
20 Ships and boats
21 Non-ferrous metals
22 Wood
spillover matrix will be performed. Second, what does the matrix have to say about
technological linkages between sectors, for example in terms of the existence of techno-
logical clusters of strongly interdependent sectors? For this aim, the impressionistic
technique of multidimensional scaling is used [24].
Forward and backward linkages are deﬁned as follows. A forward linkage is taken
asa casewhereasector “supplies”technologyspillovers toothersectors,and abackward
linkage is taken as a case where a sector “takes” spillovers from other sectors. As in
the input-output literature (e.g., [25, 26]) a hierarchy of sectors according to their
importance in terms of forward and backward linkages is established by means of a
triangulization of the spillover matrix. The triangulization algorithm proposed in [27]
is used.6 The triangulization procedure does not provide, in itself, a numerical measure
of backward or forward relatedness. Rather, it is the relative order of sectors that gives
an indication of the importance of backward and forward linkages. Table 2 displays
the order that results from the analysis. A sector ranking at the top (bottom) of the
triangulized matrix is one with relatively strong (weak) backward linkages and weak
(strong) forward linkages.
From an economic point of view, sectors such as machines and chemicals and metal
products are obvious examples of sectors with strong forward linkages. These sectors
supply most of their output to other sectors, and only a small part of their output goes
directly to the consumer. Table 2 shows, however, that from a technological point of
6 In short, what the triangulization procedure does, is to ﬁnd the ordering of sectors which maximizes
the sum of the below-diagonal elements in the matrix C*. This implies that sectors with strong forward
(backward) linkages is listed at the bottom (top) of the list. The necessary software in the form of a Gauss
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view, these sectors must be characterized as mainly having backward linkages. They all
rank at the top of the list. Besides these sectors, one also ﬁnds many technology intensive
sectors inthe ﬁrsthalf ofthe table,such aselectronics, drugs,computers, andinstruments
(aerospace is the only technology intensive sector ranking low).
What this shows is that both the sectors with strong economic forward linkages
and the sectors with a strong technology content, cannot be seen as typical suppliers
of technology spillovers (i.e., they do not “supply” a large part of their technology
efforts as spillovers to other sectors). In terms of our heuristic model of the previous
section, these are not the sectors which provide a strong impulse for the spread of R&D
results through the economy. Of course, it should be kept in mind that this result
does not necessarily imply that these sectors do not supply large absolute amounts of
technology spillovers to other sectors. Almost by deﬁnition, the technology intensive
sectors invest relatively heavily in R&D, and therefore a small fraction of their efforts
might still be larger in absolute terms than a large fraction of a smaller R&D effort in
another sector.
Given these limitations, what the triangulization procedure shows is that one should
not assume that the familiar notions of economic forward and backward linkages are
automatically valid for the domain of technology spillovers. For example, the direction
of the linkages could be opposite to the economic case, as with the machinery and
chemicals sectors. From the economic point of view, these sectors are seen as important
suppliers of intermediate and investment goods to other industrial sectors, but in the
technological sense, they seem to be users of technology spillovers rather than suppliers.
Of course, this conclusion is only valid for the speciﬁc type of technology spillovers
which are the subject of this article. For example, with more focus on so-called rent
spillovers (which are related to economic transactions), one might well expect to ﬁnd
results closer to economic forward and backward linkages.
Theanalysisnowturnstoaninterpretationofthetechnologicallinkagesbetweenthe
22sectorsinthematrix asawhole.Themethodologyusedtothis endismultidimensional
scaling (MDS). This technique takes a matrix of distances between entities, in this case
sectors. If one would construct an m 3 m distance matrix between m entities, it would
be possible to plot the m entities in m-dimensional space without loss of information
(i.e., the distances between the plotted points would correspond exactly to the distances
in the matrix). However, the interpretation or visualization of an m-dimensional plot
for m . 3 would be quite hard. What MDS does is to reduce the dimension of the plot
to a number n, which is a small (say 2 or 3) number speciﬁed ex ante, minimizing the
discrepancy between the distances in the (hypothetical) m-dimensional plot and the
n-dimensional plot (referred to as stress). An R2 value measures the proportion of
the variance of the original distances accounted for by the distances in the resulting
n-dimensional plot.
In the speciﬁc form of MDS used here, the elements in the distance matrix were
calculated as 1 2 a, where a is the element of the 22 3 22 matrix described above. This
implies that a large (small) fraction of total technology outputs of sector i ﬂowing as a
spillover to sector j is taken as an indication of a small (large) distance between i and
j.7 The resulting matrix is asymmetric, implying that both forward and backward linkages
7 One might think of different metrics for the distance measure, such as 1/a or 2ln a. These have the
disadvantage that for a 5 0, missing values result.226 B. VERSPAGEN AND I. D. LOO
Fig. 1. Results from the MDS analysis (stress 5 0.27, R2 5 0.67).
are taken into account in the analysis.8 The resulting distances were interpreted using
an ordinal scale, n was set to 2.9 The results are displayed in Figure 1. Note that in the
MDS procedure, the meaning of the axes is lost, which is why they have no labels.10
The ﬁt of the MDS analysis is reasonably good, about two thirds of the total
variance is accounted for in the two-dimensional plot. The constellation in Figure 1 is
thus a reasonable approximation of the “true distances” between the sectors. What
emerges from the ﬁgure is that there is a clear center of four or ﬁve sectors. These are
metal products, instruments, machines, glass, etc., and other manufacturing (paper and
printing is a debatable case). The ﬁrst three of these have a clear interpretation: they
are all sectors with generic underlying technologies, which can be used or supplied by
manyothersectors(recallthatthedistancesintheplotbothreﬂectforwardandbackward
8 Asymmetry is handled by constructing a symmetric matrix in which each element is the mean of below
and above diagonal elements. A slightly more sophisticated method is to use weighted MDS, which takes two
symmetric matrices (i.e., one with only the below diagonal elements of the original matrix, and one with the
above diagonal elements), and uses a weighted average of these in the analysis. The latter method yields
results which are almost identical to the ones presented here.
9 SPSS for Windows 95 7.0 was used for the MDS analysis.
10 Note that sometimes, researchers try to attach a meaning to the axis by summarizing the results into
axis labels. Such labels are not a “hard” outcome of the analysis, however, and depend on the interpretation
of the researcher instead of statistical results. For this reason, no axis labels are used here.TECHNOLOGY SPILLOVERS 227
Fig. 2. Typical distribution over citation lags in matrix C (mean 5 4.67 years, standard deviation 5
3.27 years).
linkages). For glass, etc., and other manufacturing, it is harder to imagine why they
would classify as central technologies. For other manufacturing, this might be the result
of the mixed bag character of this sector (more on glass, etc., below).
Around these central technologies, a number of clusters are found. Most of these
clusters indeed correspond closely to intuition. In the right-upper corner, one ﬁnds
the information and communication technologies cluster, with the hardware supplying
sectors electronics, electricals and computers. Further below on the right side, there is
a transportation equipment cluster, with automobiles, aerospace, other transport, and
ships and boats. Wood also turns up close to this transportation cluster. To the left from
thecenteroneﬁndsabroadclusterwhichconsistsofthechemistrysectors(chemicalsand
drugs) plus some sectors with a production process closely linked to chemistry, such as
food, etc., paper and printing, textiles, and reﬁned oil (the last one at some distance).
Glass, etc. (one of the two anomalous central sectors) may be seen as a part of this
chemistry oriented cluster, hence its position in the left center. Finally, at the top of
the Figure 1 ﬁnds the two basic metals sectors.
Concluding, the spillover links between sectors as displayed in the matrix, corre-
spond reasonably well to intuition about the technologies underlying the sectoral prod-
ucts and processes.
3.3. TIME DIMENSION OF THE SPILLOVER MATRIX
The analysis so far has only considered the sectoral links in the spillover matrix.
However, each of the cells of the 22 3 22 matrix considered so far, consists of the sum
of citations distributed over 19 cells, corresponding to citation lags 0 to 18. Close
inspectionofthistimedimensionrevealsthatthereisatypicalpatternforthedistribution
over citation lags. This typical pattern is displayed in Figure 2 for the case of the
diagonal element of the machinery sector (this is the sector with the largest number of
patent applications).
In the typical pattern, the number of citations rises rapidly in the range of lag 5 0
to lag 5 2, after which it steadily declines to zero citations in about 15 years. The mean228 B. VERSPAGEN AND I. D. LOO
TABLE 3
Statistics on the Distribution of Citations Over Time per Sector X Sector Combination in Matrix C
Weighted mean lag Mean Std
Non-diagonal elements with n . 35 4.61 0.47
Diagonal elements 4.38 0.30
Weighted coefﬁcients of variation Mean Std
Non-diagonal elements with n . 35 0.72 0.03
Diagonal elements 0.69 0.05
of the distribution in Figure 2 is 4.67 years, which lies to the right of the peak at lag 5
2 because of the skewed nature of the distribution. The mean and standard deviation
of this distribution were calculated for each of the 22 3 22 combinations of sectoral
linkages. The summary statistics of these calculations are presented in Table 3. This
tablemakes adistinctionbetweentwo typesofsectoral linkagesbetweeniandj:diagonal
(where i 5 j) and non-diagonal (i ? j) elements. To cancel out the effects of cases
where the number of citations is quite small (and therefore random effects would have
a large impact), all sectoral combinations which have less than 35 citations over the
range lag 5 0t ol a g5 18 were left out of the analysis.
Table 3 shows that the mean citation lag is very constant over those sectoral
combinations where citation links exist. The mean for non-diagonal elements is 4.61,
for diagonal elements about 0.25 years (3 months) smaller. Although they are small,
thestandarddeviationsofthesetwonumbersshowclearlythattheycannotbeconsidered
to be signiﬁcantly different from each other (although the smaller value for elements
on the diagonal is plausible, one would expect knowledge to diffuse more rapidly in
an intra-sectoral context). The bottom part of Table 3 presents the summary on the
coefﬁcient of variation (standard error divided by the mean) across the 22 3 22 sectoral
combinations. As in the case of the mean lags, cases with less than 35 citations were
left out. The coefﬁcient of variation gives an indication of the extent to which the
distribution is spread out over the range of citation lags. It turns out that the standard
errors of these two statistics are very small indeed, indicating that the typical spread
over citations lags varies only very little. Again, there is no signiﬁcant difference between
diagonal and off-diagonal elements.
The analysis in Table 3 thus shows that there is relatively little variation between
the 22 3 22 sectoral combinations in terms of the distribution of citations over lags.
However, the results on the time dimension so far still allow for some trends in the
time domain. These could, for example, result from the fact that the distributions as
displayed in Figure 2 tail off at uneven rates between sectoral combinations.
To investigate the occurrence of structural change in the time domain more pre-
cisely, a trend analysis was performed on the spillover matrix C** (for a similar analysis
on input-output matrices, see [28]). For each of the arrays c**
ij (i.e., the series for t 5
0..18 corresponding to a speciﬁc value of i and j), one may calculate a correlation
coefﬁcient between this series and a linear trend.11
The 22 3 22 correlation coefﬁcients were split into three categories: those with
positive trends, those without trend, and those with negative trends. Table 4 gives
summary statistics on the number of cases in each category. It turns out that the large
11 An exponential trend cannot be calculated because some cells may contain zero values, implying that
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TABLE 4
Trends in Spillover Coefﬁcients Over Different Lags (Matrix C**)a
Non-diagonal
Diagonal Number (%) All elements
Positive trend 2 (9) 46 (10) 48 (10)
No trend 6 (27) 329 (71) 335 (69)
Negative trend 14 (67) 87 (19) 101 (21)
a Positive (negative) trends are deﬁned as positive (negative) and signiﬁcant correlations, using a two-tailed
F-test with 10% signiﬁcance level. A positive or negative trend indicates that the spillover relation between
the two sectors involved is changing for longer spillover lags.
majority of cases shows no particular trend (69%). However, this differs greatly between
diagonal elements and non-diagonal elements. Only 27% of the 22 diagonal elements
has no trend. Instead, the majority of diagonal elements shows a negative trend, indicat-
ing that over time, a decreasing proportion of total spillovers is intra-sectoral spillover.
For non-diagonal elements, 19% shows a negative trend, versus 10% with a positive
trend. Thus, the decreasing mass on the diagonal (as indicated by the negative trends
for this category) only ﬂows to a limited number of sectors (there are more negative
than positive trends overall). The conclusion from the trend analysis thus seems to be
that there is some hierarchical diffusion process of technology spillovers. In the early
stages, knowledge spillovers are relatively strong within the sector, and gradually inter-
sectoral spillovers become more important.
4. Are R&D Spillovers Equalizing the Knowledge Distribution?
The heuristic model in Section 2 showed that whether or not knowledge spillovers
will have an equalizing effect on the distribution of knowledge over sectors, depends
both on the diffusion of R&D spillovers (i.e., the speciﬁc form of the spillover matrix),
and on the distribution of technological opportunities over sectors. If technological
opportunities differ greatly between sectors, diffusion of R&D spillovers from sectors
with high opportunities to those with lower opportunities needs to be strong. At the
same time, the previous section showed that over time, inter-sectoral spillovers tend to
become relatively more important compared to intra-sectoral spillovers.
These ﬁndings may indeed imply that over time, the equalization effect of R&D
tends to become larger. However, given that the speciﬁc form of the spillover matrix
has not yet been examined in much detail, no conclusion as to whether or not this will
be the case can be reached. Rather than deriving the conditions under which this would
take place in a context of 22 3 22 sectors, the approach adopted here will be to apply
the spillover matrix to R&D data, and check whether or not equalization takes place
at various stages of the spillover diffusion process.
Sectoral technological opportunities may differ between countries, for example due
to differences in technology policy or differences in the mix and quality of the public
research infrastructure. One would thus expect that both the distribution of R&D over
sectors and the distribution of R&D spillovers will differ between countries. The analysis
therefore looks at the equalization effect of spillovers within different countries.
For each of the 22 sectors, data on R&D expenditures are available for 22 countries
for the year 1994.12 These data were used to calculate R&D spillovers using a method
12 ANBERD database supplied by OECD. For two countries, the Netherlands and the United States,
data on ships and boats is included in other transport. This was handled by assuming that ships and boats has
zero R&D, and, thus that all R&D included under other transport actually belongs in this group. Given the
small amount of R&D in ships and boats, this does not distort the results very much.230 B. VERSPAGEN AND I. D. LOO
similar to the one used in the productivity literature. Denoting the citation rate (citations
divided by patent applications) by r, R&D expenditures by R, the calculated R&D









T and t denote spillover lags (0–18), and the absence of an index i in cjT points to a
row-sum (over i). Recall that the matrix elements c are not normalized (i.e., they
represent the raw number of citations). Thus, it is assumed that only the fraction r of
total R&D spills over (as in matrix C*), and that the distribution of this spillover over
time is equal to the distribution of citations over time.
For each country, the spillovers received by each sector at lags 0 to 18 were
calculated, assuming spillovers are contained in the country itself, and do not cross
borders. What is of interest to the question as to whether or not R&D spillovers have
an equalization effect, and whether or not the strength of this effect changes with the
spillover lag, is the concentration of R&D spillovers across sectors. As an indicator of
this, the Herﬁndahl index is calculated (i.e., the sum of squared shares of sectors in
total spillovers). This index is calculated for each spillover lag, as well as for “direct”
R&D (i.e., the R&D ﬂows R going into the calculations).
The results of these calculations are displayed in Figure 3. The values of the
Herﬁndahl index tend to rise dramatically for lags larger than 13 or 14, indicating a
strong tendency for de-equalization at these lags. However, given the relatively unreli-
able character of the data at these lags (see above), the results in the ﬁgure only run
to lag 13.13 The left-most observation in each part of Figure 3 refers to the Herﬁndahl
index for direct R&D, the other observations are for lag 0 to 13 (left to right).
Overall, Figure 3 lends support to the hypothesis that at larger lags, R&D spillovers
have a stronger equalization effect. This is seen by the fact that the points for lags 0
to 13 form a downward sloping line (as indicated by the estimated trend lines). However,
especially at short lags, there are some cases where R&D spillovers are more concen-
trated than direct R&D. For example, for lag 0, this is the case in seven (i.e., slightly
more than half) countries: Finland, Italy, Japan, Norway, Spain, the United Kingdom,
and the United States. Lag 1 often shows a low dip (clearly in Canada, Finland, France,
Japan, Norway, Sweden, United States). Japan, Norway, Spain, the United Kingdom,
and the United States have lags 2 and 3 with concentration above the observed value
for direct R&D. Given the fact that the absolute value of spillovers declines rapidly
after lag 2 (see Figure 2), it is not clear whether, in these cases, the (weighted) average
effect of spillovers is indeed (signiﬁcantly) equalizing.
To investigate this further, an analysis tool was set up in the form of Figure 4,
which is similar to the well-known Lorenz curves used to measure income distribution.
In this ﬁgure, one ﬁnds the 22 sectors on the horizontal axis, ordered by declining direct
R&D expenditures in 1994 (i.e., the order of the sectors varies per country). On the
vertical axis, the cumulative share of R&D is displayed, i.e., for sector i, the value on
the vertical axis measures the share of sectors 1..i in R&D (either spillovers or direct
R&D). A completely equal distribution of R&D (i.e., all sectors have share 1/22) would
show a straight line. The unequal distribution of R&D is indicated by the concave lines
found for all countries.
13 It must be stressed that the conclusions for lags larger than 13 are quite different than those for lags





























































































































































































































































































































































































































































































Direct R&D is represented by the thin line. The thick line in the ﬁgure is the one
obtained for total indirect R&D (i.e., summed over all lags). This line can be seen as
a weighted average for all spillover lags, with the total indirect R&D at the lag as the
weight. The dotted lines represent the two standard deviations ranges around this mean
(standard deviations are also weighted). Thus, by and large, if the thin line is embraced
by the two dotted lines, no signiﬁcant equalization effect is found.
All countries have at least some part of the range for which R&D spillovers
concentration is clearly belowthe line for direct R&D. Forhalf of the countries (Canada,
France, Germany, Italy, Netherlands, Sweden), indeed the largest part of the 22 sectors
show values for indirect R&D signiﬁcantly below the line for direct R&D. These are
also countries which, in Figure 3, have concentration values for all lags lower than for
direct R&D (only Italy has high concentration at lag zero). The other six countries had
at least some early lags in Figure 3 with higher concentration values than for direct
R&D, and this is reﬂected in Figure 4 in terms of a smaller range of sectors with low
values for R&D spillovers. Still, the results in Figure 4 show that, if anything, there
indeed seems to be an equalization effect of knowledge spillovers, although the strength
of this effect differs between countries.
5. Conclusions
The two major aims of this article were to construct a new method of measuring
technology spillovers, and to apply this method in an analysis asking whether or not
R&D spillovers lead to a more equal distribution of knowledge over sectors.
With respect to the ﬁrst aim, the method proposed here gives an indication of the
time it takes for R&D results to diffuse as spillovers between sectors. It was found that
the typical pattern, which holds for almost all sectoral links, is that the amount of
spillovers peaks at 2 years after R&D was performed, and that it gradually wears off
in 10–15 years afterwards. This implies that the distribution of spillovers over time is
skewed,withanaveragetimelagofaroundfour-and-one-halfyearsbetweenthespillover
and the time of R&D.
This means that it is probably a rather inadequate procedure to assume that R&D
spilloverswillleadtoimmediateeconomicresults,forexampleintheformofproductivity
increases. In the literature on spillovers and productivity, it is common procedure to
calculate so-called “indirect R&D” (i.e., spillovers), and relate the increase of an indirect
R&D stock to current productivity levels (or growth rates, see [20] for an overview).
The results obtained here show that it would be more adequate to use a time lag of at
least 4–5 years between the increase of the indirect R&D stock and the productivity
increase. For more basic research, the time lags are probably even larger, in the order
of magnitude of decades rather than years (see, e.g., [7]). The results also show that
over time, R&D spillovers tend to obtain a stronger inter-sectoral (as opposed to intra-
sectoral) character.
The latter result has immediate consequences for the second aim of the article. It
was argued that both technological opportunities and the speciﬁc inter-sectoral linkages
in the form of R&D spillovers have an impact on whether or not R&D spillovers will
lead to a more equal distribution of knowledge (R&D) over sectors. For equalization
to occur, the diffusion of R&D spillovers from sectors with high opportunities to those
with lower opportunities needs to be strong relative to the sectoral differences in
technological opportunities. With inter-sectoral linkages becoming more important over
time, one would indeed expect that equalization due to R&D spillovers would become
stronger over time.234 B. VERSPAGEN AND I. D. LOO
This is indeed what is found in the analysis: the concentration of R&D spillovers
received declines gradually at larger spillover lags. However, at least in some countries
(the results may differ between countries because technological opportunities may differ
between countries), at short lags, spillovers are more concentrated than direct R&D.
Given that the early lags have a high weight in the total spillover process (the amount
of spillovers generated or received declines rapidly after a lag of 3 years), this may
imply in some cases that the total equalization effect of spillovers is only relatively small.
Overall, the main conclusion from this article is thus that the time dimension of
R&D spillovers is not something that should be disregarded. It is very important, both
foranalysesofspilloversandproductivity,andfordiscussionsaboutthequestionwhether
or not R&D spillovers lead to a more equal distribution of knowledge over sectors.
We thank Bart Los, two anonymous referees, and participants at a seminar at NUPI
(Oslo) for useful comments on an earlier draft.
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