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SPACES OF ALGEBRAIC MEASURE TREES
AND TRIANGULATIONS OF THE CIRCLE
WOLFGANG LO¨HR AND ANITA WINTER
Abstract. In this paper we present with algebraic trees a novel notion of (continuum) trees
which generalizes countable graph-theoretic trees to (potentially) uncountable structures.
For that purpose we focus on the tree structure given by the branch point map which assigns
to each triple of points their branch point. We give an axiomatic definition of algebraic trees,
define a natural topology, and equip them with a probability measure on the Borel-σ-field.
Under an order-separability condition, algebraic (measure) trees can be considered as
tree structure equivalence classes of metric (measure) trees (i.e. subtrees of R-trees). Using
Gromov-weak convergence (i.e. sample distance convergence) of the particular representatives
given by the metric arising from the distribution of branch points, we define a metrizable
topology on the space of equivalence classes of algebraic measure trees.
In many applications binary trees are of particular interest. We introduce on that subspace
with the sample shape and the sample subtree mass convergence two additional, natural
topologies. Relying on the connection to triangulations of the circle, we show that all three
topologies are actually the same, and the space of binary algebraic measure trees is compact.
To this end, we provide a formal definition of triangulations of the circle, and show that
the coding map which sends a triangulation to an algebraic measure tree is a continuous
surjection onto the subspace of binary algebraic non-atomic measure trees.
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1. Introduction
Graph-theoretic trees are abundant in mathematics and its applications, from computer
science to theoretical biology. A natural question is how to define limits and limit objects as
the size of the trees tends to infinity. On the one hand, there are local approaches yielding
countably infinite graphs, or generalized so-called graphings with a Benjamini-Schramm-type
approach (going back to [BS01], see [Lov12, Part 4]). On the other hand, if one takes a more
global point of view, as we are doing here, the predominant approach is to consider graph-
theoretic trees as metric spaces equipped with the (rescaled) graph distance. Then the limit
objects are certain “tree-like” metric spaces, most prominently so-called R-trees introduced in
[Tit77]. They are also of independent interest, e.g. for studying isometry groups of hyperbolic
space ([MS84]), or as generalized universal covering spaces in the study of the fundamental
groups of one-dimensional spaces ([FZ13]). Characterizing the topological structures induced
by R-trees has received considerable attention ([MO90, MNO92, Fab15]). Here, instead of
the topological structures, we are more interested in the “tree structures” induced by R-trees.
We formalize the tree structure with a branch point map and call the resulting axiomatically
defined objects algebraic trees. While, unlike for metric spaces, we do not know any useful
notion of convergence for topological spaces or topological measure spaces, it is essential for
us that we can define a very useful convergence of algebraic measure trees.
Our main motivation lies in suitable state spaces for tree-valued stochastic processes.
The construction and investigation of scaling limits of tree-valued Markov chains within a
metric space setup started with the continuum analogs of the Aldous-Broder-algorithm for
sampling a uniform spanning tree from the complete graph ([EPW06]), and of the tree-
valued subtree-prune and regraft Markov chain used in the reconstruction of phylogenetic
trees ([EW06]). It continued with the construction of evolving genealogies of infinite size
populations in population genetics ([GPW13, DGP12, Pio10, GSW16]) and in population
dynamics ([Glo12, KW]). Moreover, continuum analogues of pruning procedures were con-
structed ([ADV10, AD12, LVW15, HWb, HWa]). All these constructions have in common that
they encode trees as metric (measure) spaces or bi-measure R-trees, and equip the respective
space of trees with the Gromov-Hausdorff ([Gro99]), Gromov-weak ([Fuk87, GPW09, Lo¨h13]),
Gromov-Hausdorff-weak ([Vil09, ADH13, ALW17]), or leaf-sampling weak-vague topology
([LVW15]).
In the present paper, we shift the focus from the metric to the tree structure for several
reasons. First, checking compactness or tightness criteria for (random) metric (measure)
spaces is not always easy, and some natural sequences of trees do not converge as metric
(measure) spaces with a uniform rescaling of edge-lengths. At least for the subspace of
binary algebraic measure trees we introduce, the situation is much more favorable, because
it turns out to be compact. Second, the metric is often less canonical than the tree structure
in situations where it is not clear that every edge should have the same length, e.g. in a
phylogenetic tree, where edges might correspond to very different evolutionary time spans.
Third, one might want to preserve certain functionals of the tree structure in the limit. For
instance, the limit of binary trees is not always binary in the metric space setup, while this
will be the case for our algebraic measure trees. Also, the centroid function used in [Ald00]
is not continuous on spaces of metric measure trees, but it is continuous on our space.
The starting point of our construction is the notion of an R-tree (see [Tit77, DMT96, Chi01,
Eva08]). There are many equivalent definitions, but the following one is the most convenient
for us:
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Figure 1. The only possible tree shape spanned by four points separates them into
two pairs. Here, r(x1, x2)+r(x3, x4) < max{r(x1, x3)+r(x2, x4), r(x1, x4)+r(x2, x3)},
while any other permutation yields equality. Furthermore, c1 = c(x1, x2, x3) =
c(x1, x2, x4) and c2 = c(x1, x3, x4) = c(x2, x3, x4).
•
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Figure 2. The graph shown here is not a tree, but the vertices satisfy the 4-point
condition with respect to the graph-distance. Condition (MT2) fails.
Definition 1.1 (R-trees). A metric space (T, r) is an R-tree iff it satisfies the following:
(RT1) (T, r) satisfies the so-called 4-point condition, i.e., for all x1, x2, x3, x4 ∈ T ,
(1.1) r(x1, x2) + r(x3, x4) ≤ max
{
r(x1, x3) + r(x2, x4), r(x1, x4) + r(x2, x3)
}
.
(RT2) (T, r) is a connected metric space.
Notice that any metric space (T, r) satisfying (RT1) and (RT2) admits a branch point map
c : T 3 → T , i.e., for all x1, x2, x3 ∈ T there exists a unique point c(x1, x2, x3) ∈ T such that
(1.2)
{
c(x1, x2, x3)
}
= [x1, x2] ∩ [x1, x3] ∩ [x2, x3],
where for x, y ∈ T the interval [x, y] is defined as
(1.3) [x, y] :=
{
z ∈ T : r(x, z) + r(z, y) = r(x, y)}.
Given the branch point map c, we can recover the intervals via the identity
(1.4) [x, y] =
{
z ∈ T : c(x, y, z) = z}.
While condition (RT1) is crucial for trees as it reflects the fact that there is only one possible
shape for the subtree spanned by four points (as shown in Figure 1), the assumption of
connectedness can be relaxed. In [ALW17], the notion of a metric tree was introduced to
allow for a unified set-up in discrete and continuous situations. A metric tree (T, r) is defined
as a metric space which can be embedded isometrically into an R-tree such that it contains
all branch points c(x1, x2, x3), x1, x2, x3 ∈ T , as defined by (1.2). To exclude non-tree graphs
satisfying the 4-point condition (see Figure 2), we have to require the property of containing
the branch points explicitly.
Definition 1.2 (metric trees). A metric space (T, r) is a metric tree if the following holds:
(MT1) (T, r) satisfies the 4-point condition (RT1).
(MT2) (T, r) admits all branch points, i.e., for all x1, x2, x3 ∈ T there exists a (necessarily
unique) c(x1, x2, x3) ∈ T such that
(1.5) r
(
xi, c(x1, x2, x3)
)
+ r
(
c(x1, x2, x3), xj
)
= r(xi, xj) ∀ i, j ∈ {1, 2, 3}, i 6= j.
4 WOLFGANG LO¨HR AND ANITA WINTER
Our main goal is to forget the metric while keeping the tree structure encoded by the
branch point map. To axiomatize the latter, notice that for metric trees the branch point
map satisfies the following obvious properties:
(BPM1) The map c : T 3 → T is symmetric.
(BPM2) The map c : T 3 → T satisfies the 2-point condition that for all x, y ∈ T
(1.6) c(x, y, y) = y.
(BPM3) The map c : T 3 → T satisfies the 3-point condition that for all x, y, z ∈ T
(1.7) c
(
x, y, c(x, y, z)
)
= c(x, y, z).
(BPM4) The map c : T 3 → T satisfies the 4-point condition that for all x1, x2, x3, x4 ∈ T ,
(1.8) c(x1, x2, x3) ∈
{
c(x1, x2, x4), c(x1, x3, x4), c(x2, x3, x4)
}
.
Definition 1.3 (algebraic tree). An algebraic tree (T, c) consists of a set T 6= ∅ and a branch
point map c : T 3 → T satisfying (BPM1)–(BPM4).
We define a natural topology on an algebraic tree (T, c) as follows. For each x ∈ T , we
define an equivalence relation ∼x on T \ {x} such that for all y, z ∈ T \ {x}, y ∼x z iff
c(x, y, z) 6= x. For y ∈ T \ {x}, we denote by
(1.9) Sx(y) := {z ∈ T : z ∼x y}
the equivalence class w.r.t. ∼x which contains y. Sx(y) should be thought of as a subtree
rooted at (but not containing) x. We consider the topology generated by sets of the form
(1.9) with x 6= y and denote by B(T, c) the corresponding Borel σ-algebra.
Our first main result (Theorem 1) relates metric trees with algebraic trees. On the one
hand, if (T, r) is a metric tree, then it is clear that T together with the map c from (MT2)
yields an algebraic tree. On the other hand, we show that every order separable algebraic tree
(Definition 2.20) is induced by a metric tree in this way. More concretely, if ν is a measure
on B(T, c) which is finite and non-zero on non-degenerate intervals, i.e., on sets of the form
(1.10) [x, y] :=
{
z ∈ T : c(x, y, z) = z}
for x, y ∈ T , x 6= y, then a metric representation of (T, c) is given by
(1.11) rν(x, y) := ν
(
[x, y]
) − 12ν({x})− 12ν({y}).
Next, we equip an algebraic tree (T, c) with a sampling probability measure µ on B(T, c),
and call the resulting triple (T, c, µ) algebraic measure tree. Two algebraic measure trees
(T, c, µ) and (T ′, c′, µ′) are equivalent (compare with Definition 3.2) if there are A ⊆ T ,
A′ ⊆ T ′ and a bijection φ : A→ A′ such that the following holds.
• µ(A) = µ′(A′) = 1, c(A3) ⊆ A and c′((A′)3) ⊆ A′.
• φ is measure preserving, and c′(φ(x), φ(y), φ(z)) = φ(c(x, y, z)) for all x, y, z ∈ T .
Denote by T the space of all equivalence classes of order separable algebraic measure trees.
We equip T with a topology based on the Gromov-weak topology (introduced in [GPW09]
and shown in [Lo¨h13] to be equivalent to Gromov’s ✷1-topology from [Gro99]). For that
purpose, we introduce a particular metric representation of an algebraic measure tree. As
metric representations are far from being unique, we will consider the intrinsic metric rν which
comes from the branch point distribution, i.e., the image measure ν := c∗µ⊗3 of µ⊗3 under
the branch point map c. We declare that
(1.12) (Tn, cn, µn) −→
n→∞
(T, c, µ) iff (T, r(cn)∗µ⊗3n , µn)→ (T, rc∗µ⊗3 , µ) Gromov-weakly,
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Figure 3. A triangulation of the 12-gon and the tree coded by it.
or equivalently, Φ((Tn, cn, µn)) −→
n→∞
Φ((T, c, µ)) for all test functions of the form
(1.13) Φ(T, c, µ) = Φn,φ(T, c, µ) :=
∫
Tn
φ
(
(rc∗µ⊗3(xi, xj))1≤i,j≤n
)
µ⊗n(dx),
where n ∈ N and φ ∈ Cb(Rn×n). We refer to this convergence as branch point distribution
distance Gromov-weak convergence, or shortly, bpdd-Gromov-weak convergence.
A particular subclass of interest is the space of binary algebraic measure trees. Similar to
encoding compact R-trees by a continuous excursion on the unit interval, binary algebraic trees
can be encoded by sub-triangulations of the circle (see Figure 3), where a sub-triangulation
of the circle S is a closed, non-empty subset C of D satisfying the following two conditions:
(Tri1) The complement of the convex hull of C consists of open interiors of triangles.
(Tri2) C is the union of non-crossing (non-intersecting except at endpoints), possibly de-
generate closed straight line segments with endpoints in S.
Such an encoding was introduced by David Aldous in [Ald94a, Ald94b], and there has since
then been an increasing amount of research in the random tree community using this approach
(e.g. [CLG11, BS15, CK15]). Also more general -angulations and dissections have been consid-
ered which allow for encoding not necessarily binary trees ([Cur14, CHK15]). Note, however,
that the relation between triangulations and trees has never been made explicit, except for
the finite case, where the tree is the dual graph.
Aldous originally defines a triangulation of the circle as a closed subset of the disc the
complement of which is a disjoint union of open triangles with vertices on the circle ([Ald94b,
Definition 1]). We modify his definition in two respects. First, we add Condition (Tri2) which
enforces existence of branch points and under which triangulations of the circle are precisely
the Hausdorff-metric limits of triangulations of n-gons as n → ∞. Second, we extend the
definitions to sub-triangulation of the circle (triangulations of a subset of the circle) which
allow for encoding algebraic measure trees with point masses on leaves. In fact, triangulations
of the whole circle encode binary trees with non-atomic measures, which is relevant in the case
of Aldous’s CRT. We formally construct the coding map that associates to a sub-triangulation
of the circle the corresponding binary algebraic measure tree with point-masses restricted to
the leaves. Furthermore, we show that – similar to the case of coding compact R-trees by
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continuous excursions – the coding map is surjective and continuous when the set of sub-
triangulations is equipped with the Hausdorff metric topology and the set of binary algebraic
measure trees with our bpdd-Gromov-weak topology (Theorem 2).
We also analyze the subspace of binary algebraic measure trees with point-masses restricted
to the leaves in more detail. Our third main result (Theorem 3) states that this space in the
bpdd-Gromov-weak topology is topologically as nice as it gets, namely a compact, metrizable
space. We also give two more notions of convergence which turn out to be equivalent to
bpdd-Gromov-weak convergence on this subspace. One is of combinatorial nature and based
on the weak convergence of test functions of the form
(1.14) Φ(T, c, µ) = Φn,t(T, c, µ) := µ
({
(u1, ..., un) ∈ T n : s(T,c)(u1, ..., un) = t
})
,
where t is an n-cladogram (a binary graph-theoretic tree with n leaves) and s(T,c) denotes the
shape spanned by a finite sample in (T, c) (Definitions 5.1 and 5.2). The other one is more in
the spirit of stochastic analysis and based on weak convergence of the tensor of subtree-masses
read off the algebraic measure subtree spanned by a finite sample (see Definition 5.12). This
equivalence allows to switch between different perspectives and turns out to be very useful
for the following reasons:
• Using convergence of sample bpd-distance matrices allows to exploit well-known re-
sults about Gromov-weak convergence.
• Showing convergence of graph theoretic tree-valued Markov chains as the number of
vertices tends to infinity is, due to the combinatorial nature of the Markov chains,
often easiest by showing convergence of the sample shape distributions. This has
recently been successfully applied in the construction of the conjectured continuum
limit of the Aldous chain ([Ald00]) in [LMW], and of the continuum limit of the
α = 1-Ford chain ([For05]) in [Nus].
• The convergence of sample subtree-mass tensor distributions allows to analyze the
limit process with stochastic analysis methods and gives more insight into the global
structure of the evolving random trees.
Related work. As an alternative with better compactness properties to Gromov-Hausdorff
convergence of discrete trees, Curien suggested in [Cur14] to look at convergence of coding tri-
angulations (in Hausdorff metric topology). He also proposed to read off a measured, ordered,
topological tree from the limit triangulation, and sketched the construction as quotient w.r.t.
some equivalence relation in the special case of the Brownian triangulation. Note, however,
that the topological information cannot be completely encoded by the triangulation, because
the latter only encodes the algebraic measure tree by Theorem 2, and the algebraic structure
does not determine the topological structure uniquely (see Example 2.35). Therefore, Curien
did not obtain a map from the space of triangulations to a space of trees.
The random exchangeable didendritic systems introduced recently by Evans, Gru¨bel, and
Wakolbinger in [EGW17] can be considered as rooted, ordered versions of binary algebraic
measure trees with diffuse measure on the set of leaves. A didendritic system is an equivalence
relation on N × N together with two partial orders on the set of equivalence classes. An
exchangeable didendritic system is similar to our sequence of sample-shape distributions.
The authors also introduce a particular metric representation as an R-tree. Even though
it is somewhat implicit in their work that they think of the set of exchangeable didendritic
systems as equipped with a kind of sample shape convergence, they do not define it explicitly
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and there are no statements about properties of the resulting space. Also note that there is
no notion of “continuum tree” without a particular measure in this framework.
Close relatives of algebraic measure trees have recently been studied independently by
Forman in [For]. He uses ideas from [FHP18] to represent rooted trees by so-called hierarchies
(certain sets of subsets) on N, which are similar to the didendritic systems in [EGW17], but
unordered. Thus, exchangeable random hierarchies can be thought of as rooted versions
of algebraic measure trees. Forman shows that the resulting equivalence classes of rooted
measure R-trees coincide with the so-called mass-structural equivalence classes, which he
defines by bijections preserving intervals as well as masses of points, intervals and certain
sub-trees. He also singles out a particular representative, which he calls interval partition
tree, with the essentially same metric as in [EGW17] (not restricted to the binary case). This
metric follows a similar idea to but is different from our rν . Note that [For] does not talk
about convergence of trees or introduce a notion of “continuum tree” without a measure.
Outline. The rest of the paper is organized as follows. In Section 2, we introduce our
concept of algebraic trees by formalising the branch point map as a tertiary operation on
the tree. We also introduce an intrinsic Hausdorff topology and characterize compactness
(Proposition 2.18) and second countability (Proposition 2.19). We show that under a separa-
bility constraint, algebraic trees can be seen as metric trees (subtrees of R-trees), where the
metric structure has been “forgotten” (Theorem 1), and give an example that the separability
condition cannot be dropped without replacement.
In Section 3, we introduce the space of (equivalence classes of) order separable algebraic
measure trees, and equip it with the Gromov-weak topology with respect to the metric asso-
ciated with the branch point distribution. We show that the resulting space is separable and
metrizable (Corollary 3.9). Furthermore, we prove a Carathe´odory-type extension theorem,
which is helpful for constructing algebraic measure trees (Propositions 3.12 and 3.13).
In Section 4, we give a definition of triangulations of the circle, and show that they are pre-
cisely the limits of triangulations of n-gons (Proposition 4.3). We also formalize the notion of
the algebraic measure tree associated with a given triangulation of the circle. This correspon-
dence has been allured to in the literature, but it has never been made precise (except for finite
trees), and it has never been shown a tree in what sense is coded by a triangulation of the cir-
cle. We show that the resulting coding map (mapping triangulations to trees) is well-defined
and surjective onto the space of binary algebraic measure trees with non-atomic measure.
Furthermore, the coding map is continuous if the space of triangulations is equipped with
the Hausdorff metric topology, and the space of trees with the bpdd-Gromov-weak topology
(Theorem 2).
In Section 5, we consider the subspace of binary algebraic measure trees, and introduce
two other, natural notions of convergence. We use the construction of the coding map from
Section 4 to show that on this subspace all three notions of convergence are actually equivalent
and define the same topology (Theorem 3). This topology turns the subspace of binary
algebraic measure trees into a compact, metrizable space, which in particular implies that it
is a closed subset of the space of algebraic measure trees. In this section, we also finish the
proof of Theorem 2 by showing continuity of the coding map.
In Section 6, we consider the example of the continuum limits of sampling consistent families
of random trees and illustrate it with the example of so-called β-splitting trees introduced in
[Ald96]. This family includes the uniform binary tree (converging to the Brownian CRT) and
the Yule tree (aka Kingman tree or random binary search tree).
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2. Algebraic trees
In this section we introduce algebraic trees. In Subsection 2.1 we formalize the “tree struc-
ture” common to both graph-theoretic trees and metric trees by a function that maps every
triplet of points in the tree to the corresponding branch point. We show that the set of
defining properties is rich enough to obtain known concepts such as leaves, branch points,
degree, edges, intervals, subtrees spanned by a set, discrete and continuum trees, etc. In
Subsection 2.2 we introduce the notion of structure preserving morphisms. In Subsection 2.3
we equip algebraic trees with a canonical Hausdorff topology. We also characterize compact-
ness and a concept we call order separability, which is closely related to second countability
of the topology. Finally, in Subsection 2.4, we show that any order separable algebraic tree
is induced by a metric tree (which is not true without order separability), and establish the
condition under which this metric tree can be chosen to be a compact R-tree.
2.1. The branch point map. In this subsection we introduce algebraic trees. Recall from
Definition 1.2 the definition of a metric tree, and the properties (BPM1)–(BPM4) of the map
which sends a triplet of 3 points in a metric tree to its branch point.
Definition 2.1 (algebraic trees). An algebraic tree (T, c) consists of a set T 6= ∅ and a branch
point map c : T 3 → T satisfying (BPM1)–(BPM4).
The following useful property reflects the fact that any four points in an algebraic tree can
be associated with a shape as illustrated in Figure 1 above.
Lemma 2.2 (a consequence of (BPM4)). Let (T, c) be an algebraic tree. Then for all
x1, x2, x3, x4 ∈ T the following hold:
(i) If c(x1, x2, x3) = c(x1, x2, x4), then c(x1, x3, x4) = c(x2, x3, x4).
(ii) If c(x1, x2, x3) = c(x1, x2, x4), then c(x1, x2, x3) = c(x1, x2, c(x1, x3, x4)).
Proof. Let x1, x2, x3, x4 ∈ T with c1 := c(x1, x2, x3) = c(x1, x2, x4), and c2 := c(x1, x3, x4).
(i) Condition (BPM4) implies that
(2.1) c2 ∈
{
c1 = c(x1, x3, x2), c(x2, x3, x4), c1 = c(x1, x2, x4)
}
.
Thus c1 = c2, or c2 = c(x2, x3, x4). The second case is the claim. In the first case, we apply
Condition (BPM4) once more to find that
(2.2)
c(x2, x3, x4) ∈
{
c1 = c(x1, x2, x3), c2 = c(x1, x3, x4), c1 = c(x1, x2, x4)
}
= {c1, c2} = {c2},
so that the claim also holds in this case.
(ii) Condition (BPM3) implies that
(2.3) c(x1, x3, c2) = c
(
x1, x3, c(x1, x3, x4)
)
= c(x1, x3, x4) = c2,
and similarly also c(x2, x3, c2) = c(x2, x3, x4) = c2. Now part (i) with x4 replaced by c2 yields
c(x1, x2, x3) = c(x1, x2, c2) as claimed. 
We have seen that the four axiomatizing properties of the branch point map are necessary.
In many respects they are also sufficient to capture the tree structure. For example, in analogy
to (1.3) we can define for each x, y ∈ T the interval [x, y] by
(2.4) [x, y] :=
{
w ∈ T : c(x, y, w) = w}.
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We also use the notation (x, y) := [x, y] \ {x, y}, and similarly (x, y], [x, y). The following
properties of intervals are known to hold in R-trees (compare, e.g., to [Chi01, Chapter 2] or
[Eva08, Chapter 3]):
Lemma 2.3 (properties of intervals). Let (T, c) be an algebraic tree. Then the following hold:
(i) If x, v, w, z ∈ T are such that w ∈ [x, z] and v ∈ [x,w], then v ∈ [x, z].
(ii) If x, y, z ∈ T , then
(2.5) [x, y] ∩ [y, z] = [c(x, y, z), y].
In particular,
(2.6)
[
x, c(x, y, z)
] ∩ [c(x, y, z), z] = {c(x, y, z)}.
(iii) If x, y, z ∈ T , then
(2.7) [x, y] ∪ [y, z] = [x, z] ⊎ (c(x, y, z), y].
In particular,
(2.8) [x, y] ∪ [y, z] = [x, z] iff y ∈ [x, z].
(iv) For all x, y, z ∈ T ,
(2.9) [x, y] ∩ [y, z] ∩ [z, x] = {c(x, y, z)}.
Proof. (i) Let x, v, w, z ∈ T with w = c(x,w, z) and v = c(x, v, w). Then by Condi-
tion (BPM4),
(2.10) c(x, v, z) ∈ {c(x, v, w), w = c(x,w, z), c(v,w, z)}.
We discuss the three cases separately. If c(x, v, z) = c(x, v, w), then c(v,w, z) = c(x,w, z) = w
by Lemma 2.2(i). It then follows that c(x, v, z) = c(x, v, c(x,w, z)) = c(x, v, w) = v by
Lemma 2.2(ii), which gives the claim in this case.
If c(x, v, z) = w then v = c(v,w, x) = c(v,w, z) by Lemma 2.2(i). It then follows that
c(x, v, z) = c(x, z, c(z, w, v)) = c(x, v, v) = v by Lemma 2.2(ii), which gives the claim in this
case.
If c(x, v, z) = c(v,w, z) then v = c(x,w, v) = c(x,w, z) = w by Lemma 2.2(i). Thus
v = w ∈ [x, z], and the claim holds also in this case.
(ii) Let x, y, z ∈ T , and v ∈ [x, y] ∩ [y, z]. That is, v = c(x, v, y) = c(y, v, z). It follows
from Lemma 2.2(i) that c(x, z, v) = c(x, z, y), and then from Lemma 2.2(ii) together with
Condition (BPM2) that
(2.11) v = c(x, v, y) = c
(
v, y, c(y, x, z)
)
.
Equivalently, v ∈ [c(x, y, z), y]. This proves the inclusion [x, y] ∩ [y, z] ⊆ [c(x, y, z), y]. The
other inclusion follows from (i).
Notice that (2.6) follows from (2.5) with the special choice y = c(x, y, z).
(iii) Notice first that it follows immediately from (i) that the union on the right hand side
is disjoint. We claim that
(2.12) [x, z] ⊆ [x, y] ∪ [y, z].
Indeed, let v ∈ [x, z], i.e. c(x, z, v) = v. Then by (BPM4) applied to {v, x, y, z},
(2.13) v = c(x, z, v) ∈ {c(x, y, v), c(x, y, z), c(y, z, v)},
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which implies that v ∈ [x, y] (if v = c(x, y, v)) or v ∈ [x, z]∩ [x, y] (if v = c(x, y, z)) or v ∈ [y, z]
(if v = c(y, z, v)). Second, we claim that for all x, y, z ∈ T ,
(2.14) [x, z] ∪ [c(x, y, z), y] ⊆ [x, y] ∪ [y, z].
To see this, recall from (ii) that [c(x, y, z), y] = [x, y]∩ [z, y] ⊆ [x, y]∩ [z, y]. As [x, c(x, y, z)] ⊆
[x, y] by (i), we have [x, y] ⊆ [x, c(x, y, z)] ∪ [c(x, y, z), y] ⊆ [x, y] ⊎ (c(x, y, z), y]. The corre-
sponding inclusion for [y, z] is shown in the same way, and we have proven Equation (2.7).
(iv) This follows immediately from (ii). 
We say that {x, y} ⊆ T with x 6= y is an edge of (T, c) if and only if there is “nothing in
between”, i.e. [x, y] = {x, y}, and denote by
(2.15) edge(T, c) :=
{{x, y} ⊆ T : x 6= y, [x, y] = {x, y}}
the set of edges. The following example explains that there is no need to distinguish between
finite algebraic trees and graph-theoretical trees, and the definitions of edges are consistent.
Example 2.4 (finite algebraic trees correspond to graph-theoretic trees). Finite algebraic
trees are in one to one correspondence with finite (undirected) graph-theoretic trees. Let
(T,E) be a graph-theoretic tree with vertex set T and edge set E. Then (T,E) corresponds
to the algebraic tree (T, cE) with cE(u, v, w) defined as the unique vertex that is on the
(graph-theoretic) path between any two of u, v, w. Conversely, if (T, c) is an algebraic tree
with T finite, then (T, c) corresponds to the graph-theoretic tree (T,Ec) with Ec := edge(T, c).
Obviously, cEc = c. ♦
For a graph-theoretic tree (T,E), we can allow the vertex set T to be countably infinite,
and still obtain a corresponding algebraic tree as in the previous example. Note, however,
that countable algebraic trees do not necessarily correspond to graph-theoretic trees. Indeed,
it is possible that T is countably infinite and edge(T, c) = ∅. This can be seen by taking T = Q
in the following example, which shows that every totally ordered space naturally corresponds
to an algebraic tree.
Example 2.5 (totally ordered spaces as algebraic trees). For a totally ordered space (T,≤),
define c≤(x, y, z) := y whenever x ≤ y ≤ z, (x, y, z ∈ T ). Then it is trivial to check that
(T, c≤) is an algebraic tree and the interval [x, y] coincides with the order interval {z ∈ T :
x ≤ z ≤ y}. ♦
Conversely, given an algebraic tree (T, c) and any fixed point ρ (often referred to as root),
we can define a partial order ≤ρ by letting for x, y ∈ T ,
(2.16) x ≤ρ y iff x ∈ [ρ, y].
Lemma 2.6 (algebraic trees as semi-lattices). Let (T, c) be an algebraic tree, and ρ, x, y ∈ T .
Then (T,≤ρ) is a partially ordered set, and a meet semi-lattice with infimum
(2.17) x ∧ y = c(ρ, x, y).
Furthermore, ≤ρ is a total order on [ρ, x] for all x ∈ T .
Proof. Let x, y ∈ T with x ≤ρ y and y ≤ρ x. That is, x = c(ρ, x, y) and y = c(ρ, y, x) which
implies that x = y, and proves that ≤ρ is antisymmetric. As x = c(ρ, x, x), x ≤ρ x which
proves that ≤ρ is reflexive. Finally, to show transitivity, let x, y, z ∈ T with x ≤ρ y and
y ≤ρ z. That is x ∈ [ρ, y] and y ∈ [ρ, z], which implies that x ∈ [ρ, z] by Lemma 2.3(i).
Equivalently, x ≤ρ z which proves the transience, and thus that ≤ρ is a partial order.
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For the infimum, notice that v ≤ρ x and v ≤ρ y if and only if v ∈ [ρ, x]∩[ρ, y], or equivalently
by Lemma 2.3(ii), v ∈ [ρ, c(ρ, x, y)]. As for all v ∈ [ρ, c(ρ, x, y)] we have v ≤ c(ρ, x, y), the
claim (2.17) follows.
Fix x ∈ T . For totality on [ρ, x], let v,w ∈ [ρ, x], i.e., v = c(ρ, v, x) and w = c(ρ,w, x).
Applying Condition (BPM4) to {ρ, v, w, x} we find that one of the following three cases
must occur: c(ρ, v, w) = c(ρ, v, x) (which implies that v = c(ρ, v, w), or equivalently, v ≤ρ
w), c(ρ,w, v) = c(ρ,w, x) (which implies that w = c(ρ,w, v), or equivalently, w ≤ρ v), or
c(ρ, x, v) = c(ρ, x,w) (which implies that w = v). 
Corollary 2.7. Let (T, c) be an algebraic tree, and ρ, x, y ∈ T . If v ∈ [x, y], then v ≥ρ
c(x, y, ρ).
Proof. Let ρ, x, y ∈ T and v ∈ [x, y]. That is, v = c(x, v, y). We need to show that
c(ρ, v, c(ρ, x, y)) = c(ρ, x, y).
By Condition (BPM4) applied to {x, y, ρ, v} we have one of the following three cases:
c(x, y, ρ) = c(x, y, v) (in which case c(ρ, x, y) = v) or c(ρ, y, x) = c(ρ, y, v) (in which case
c(x, v, ρ) = c(x, v, y) = v by Lemma 2.2(i) and thus v ∈ [ρ, x]; the claim then follows since
this implies that v ∈ [ρ, x] ∩ [x, y] = [c(ρ, x, y), y] by Lemma 2.3(ii)), or c(ρ, x, y) = c(ρ, x, v)
(in which we conclude similar to the second case that v ∈ [c(ρ, x, y), x]). 
The partial orders ≤ρ allow us to define a notion of completeness of algebraic trees.
Definition 2.8 (directed order completeness). Let (T, c) be an algebraic tree. We call (T, r)
(directed) order complete if for all ρ ∈ T the supremum of every totally ordered, non-empty
subset exists in the partially ordered set (T,≤ρ).
Obviously, in an order complete algebraic tree, infima of totally ordered sets exists, because
they are either ρ if the set is empty or a non-empty supremum w.r.t. a different root. This
notion of completeness allows us to define the analogs of complete R-trees.
Definition 2.9 (algebraic continuum tree). We call an algebraic tree (T, c) algebraic contin-
uum tree if the following two conditions hold:
(ACT1) (T, c) is order complete.
(ACT2) edge(T, c) = ∅.
2.2. Morphisms of algebraic trees. Like any decent algebraic structure (or in fact math-
ematical structure), algebraic trees come with a notion of structure-preserving morphisms.
Definition 2.10 (morphisms). Let (T, c) and (T̂ , cˆ) be algebraic trees. A map f : T → T̂ is
called a tree homomorphism (from T into T̂ ) if for all x, y, z ∈ T ,
(2.18) f
(
c(x, y, z)
)
= cˆ
(
f(x), f(y), f(z)
)
.
We refer to a bijective tree homomorphism as tree isomorphism.
As we have seen that the tree structure can be expressed also in terms of intervals or partial
orders rather than the branch point map, and we obtain the following equivalences.
Lemma 2.11 (equivalent definitions). Let (T, c) and (T̂ , cˆ) be algebraic trees, and f : T → T̂ .
Then the following are equivalent:
1. f is a tree homomorphism.
2. For all ρ ∈ T , f is an order preserving map from (T,≤ρ) to (T̂ ,≤f(ρ)).
3. For all x, y ∈ T , f([x, y]) ⊆ [f(x), f(y)].
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Proof. “1⇒ 2”. Let x, y, ρ ∈ T with x ≤ρ y. Then x = c(ρ, x, y) and thus f(x) =
cˆ(f(ρ), f(x), f(y)). Therefore f(x) ≤f(ρ) f(y).
“2⇒ 3”. Let x, y, z ∈ T with z ∈ [x, y]. Then z ≤x y and thus f(z) ≤f(x) f(y), i.e.
f(z) ∈ [f(x), f(y)].
“3⇒ 1”. Let x, y, z ∈ T . Then {c(x, y, z)} = [x, y] ∩ [x, z] ∩ [y, z]. Hence
(2.19)
{
f(c(x, y, z))
} ⊆ [f(x), f(y)] ∩ [f(y), f(z)] ∩ [f(x), f(z)] = {cˆ(f(x), f(y), f(z))}.
Therefore, f(c(x, y, z)) = cˆ(f(x), f(y), f(z)). 
The image of an algebraic tree under a homomorphism is a subtree in the following sense.
Definition 2.12 (subtree). Let (T, c) be an algebraic tree, and ∅ 6= A ⊆ T . A is called a
subtree (of (T, c)) if
(2.20) c(A3) ⊆ A.
We refer to c(A3) as the algebraic subtree generated by A.
Obviously, a subtree A of (T, c), implicitly equipped with the restriction of c to A3, is an
algebraic tree in its own right. Furthermore, the following lemma is easy to check.
Lemma 2.13 (tree homomorphisms). Let (T, c) and (T̂ , cˆ) be two algebraic trees, and f : T →
T̂ a homomorphism. Then the image f(T ) is a subtree of T̂ . If f is injective, f−1 is a tree
homomorphism from f(A) into T .
In particular, if (T˜ , c˜) is another algebraic tree, and g is a homomorphism form (T̂ , cˆ) to
(T˜ , c˜), then g ◦ f is a homomorphism from (T, c) to (T˜ , cT˜ ).
2.3. Algebraic trees as topological spaces. In contrast to metric trees, there is a priori
no topology defined on a given algebraic tree. In this section, we therefore equip algebraic
trees with a canonical topology.
For each x ∈ T , we introduce a (component) relation ∼x by letting y ∼x z if and only if
x 6∈ [y, z], where y, z ∈ T . Let for each y ∈ T \ {x}
(2.21) Sx(y) = S(T,c)x (y) :=
{
z ∈ T \ {x} : z ∼x y
}
be the equivalence class of T \ {x} containing y, and note that Sx(y) is a subtree for all
x, y ∈ T , and Sx(y) = Sx(z) whenever z ∈ Sx(y). We refer to Sx(y) as the component of T \x
containing y. Now and in the following, we equip (T, c) with the topology
(2.22) τ := τ
({Sx(y) : x, y ∈ T, x 6= y})
generated by the set of components, i.e. with the coarsest topology such that all components
are open sets. We call τ the component topology of (T, c).
Example 2.14 (on totally ordered trees, τ is the order topology). If (T,≤) is a totally
ordered space, and (T, c≤) the corresponding algebraic tree as in Example 2.5, then τ coincides
with the order topology (i.e. the one generated by sets of the form {y ∈ T : y > x} and
{y ∈ T : y < x} for x ∈ T ). ♦
Example 2.15 (intervals are closed sets). Let (T, c) be an algebraic tree, and x, y ∈ T . Then
(2.23) T \ [x, y] =
⋃{Su(v) : u ∈ [x, y], v ∈ T, Su(v) ∩ [x, y] = ∅} ∈ τ.
This means that [x, y] is closed in the component topology τ . ♦
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Lemma 2.16. Let (T, c) be an algebraic tree. Then c is continuous w.r.t. the component
topology τ .
Proof. By definition of τ , it is sufficient to show that for any x, y ∈ T , x 6= y, the set c−1(Sx(y))
is open in T 3. By definition of Sx(y) and the property c(u, v, w) ∈ [u, v]∩ [v,w]∩ [w, u] shown
in Lemma 2.3, c(u, v, w) ∈ Sx(y) if and only if (at least) two of u, v, w are in Sx(y). Because
Sx(y) is open, the same is true for {(u, v, w) ∈ T 3 : u, v ∈ Sx(y)} in the product topology.
Hence c−1(Sx(y)) is a union of open set and thus open. 
Next, we show that τ is a Hausdorff topology and characterize compactness of algebraic
trees in this topology.
Lemma 2.17 (τ is Hausdorff). Let (T, c) be an algebraic tree. Then the component topology
τ defined in (2.22) is a Hausdorff topology on T .
Proof. To show that (T, τ) is Hausdorff, let x, y ∈ T be distinct. If Sy(x) ∩ Sx(y) = ∅,
then Sy(x) and Sx(y) are clearly disjoint neighbourhoods of x and y, respectively. Assume
that this is not the case, and choose z ∈ Sx(y) ∩ Sy(x). Then ρ := c(x, y, z) 6∈ {x, y}.
Furthermore, c(x, ρ, y) = c(x, y, z) = ρ, and hence x 6∼ρ y. Thus Sρ(x) and Sρ(y) are disjoint
neighbourhoods of x and y, respectively. Hence τ is Hausdorff. 
Proposition 2.18 (characterizing compactness). Let (T, c) be an algebraic tree with compo-
nent topology τ . Then (T, τ) is compact if and only if (T, c) is directed order complete.
Proof. “only if”. Assume first that (T, c) is not order complete. Then we can choose ρ ∈ T
and ∅ 6= A ⊆ T such that A is totally ordered w.r.t. ≤ρ but does not have a supremum in
(T,≤ρ). For x, y ∈ T , let Ux := {z ∈ T : z 6≥ρ x} and Vy := {z ∈ T : z >ρ y}. Then Ux and
Vy are open sets. We claim that U := {Ux : x ∈ A} ∪ {Vy : y ≥ A} is an open cover of T .
Indeed, if z ≥ρ A, then, because A has no supremum, there is y ∈ T with A ≤ρ y ≤ρ z, hence
z ∈ Vy ∈ U . Otherwise, if z 6≥ρ A, there is x ∈ A with z ∈ Ux ∈ U . Thus U is a cover of T .
U has no finite sub-cover, because if U ′ = {Ux1 , ..., Uxn , Vy1 , ..., Vym} were such a finite sub-
cover, then {Ux1 , ..., Uxn} would cover A. This, however, would imply that max{x1, ..., xn}
would be a supremum of A, contradicting our assumption. Hence (T, τ) is not compact.
“if”. Assume that (T, c) is order complete. Consider a cover U of T with components, i.e.
U ⊆ {Sy(x) : x, y ∈ T, x 6= y}. By the Alexander subbase theorem, for compactness of τ , it
is sufficient to show that U has a finite sub-cover.
To this end, fix an element ρ ∈ T and consider the set Uρ := {U ∈ U : ρ ∈ U} 6= ∅. By
Hausdorff’s maximal chain theorem (or Zorn’s lemma), there is a maximal chain I in the
partially ordered set (Uρ,⊆). For every U ∈ I, we have ρ ∈ U , and thus there is xU ∈ T
such that U = SxU (ρ). We claim that U ⊆ V implies xU ≤ρ xV . Indeed, xV 6∈ V and hence
xV 6∈ U which is equivalent to xV ≥ρ xU . Therefore, z := sup{xU : U ∈ I} exists in (T,≤ρ)
by directed order completeness of T . Because U is a cover, there is V ∈ U with z ∈ V , hence
V = Sy(z) for some y ∈ T . Because V 6∈ I and I is a maximal chain, y 6≥ρ z. Hence there
is U ∈ I with y 6≥ρ xU =: x. We claim that T = Sy(z) ∪ Sx(ρ). Indeed, let w ∈ T \ Sx(ρ).
Then w ≥ρ x. Using z ≥ρ x and c(w, z, y) ∈ [w, z], we obtain c(w, z, y) ≥ρ x, and hence
c(w, z, y) 6= y. Thus w ∈ Sy(z) as claimed, and {Sy(z), Sx(ρ)} is the desired sub-cover. 
It turns out that the following separability condition, which we call order separability, is
crucial for us.
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Proposition 2.19 (order separability). Let (T, c) be an algebraic tree with component topol-
ogy τ . Then the following are equivalent:
1. There exists a countable set D such that for all x, y ∈ T with x 6= y,
(2.24) D ∩ [x, y) 6= ∅.
2. The topological space (T, τ) is second countable (i.e. τ has a countable base), and edge(T, c)
is countable.
3. The topological space (T, τ) is separable, and edge(T, c) is countable.
Proof. “3⇒ 1”. Assume that edge(T, c) is countable, and that (T, τ) is separable. Then there
exists a countable, dense subset D˜ ⊆ T . We claim that
(2.25) D := c
(
D˜3
) ∪ {z ∈ T : ∃x ∈ T such that {x, z} ∈ edge(T, c)}
satisfies (2.24). Indeed, D is countable by assumption. Moreover, let x, y ∈ T . Then two
cases are possible: either Sx(y) ∩ Sy(x) = ∅. In this case, {x, y} ∈ edge(T, c), which implies
that [x, y)∩D 6= ∅. Or Sx(y)∩ Sy(x) 6= ∅. In this case, as Sx(y)∩ Sy(x) is open by definition
of τ , there is z ∈ D˜∩Sx(y)∩Sy(x). Let v := c(x, y, z). Then v ∈ (x, y), and either v = z ∈ D,
or the three components Sv(x), Sv(y), Sv(z) are distinct. In the second case, we can choose
x′ ∈ D˜ ∩Sv(x) and y′ ∈ D˜∩Sv(y) to see that v = c(x′, y′, z) ∈ D. In any case, v ∈ [x, y)∩D.
“1⇒ 2”. Let D be a countable set satisfying (2.24). Then for all {x, y} ∈ edge(T, c),
D ∩ [x, y) = {x}. This implies that edge(T, c) is countable. We consider the countable set
U = {Sv(u) : u, v ∈ D} ⊆ τ and claim that it is a subbase for τ (i.e. generates τ). To
this end, let x, y ∈ T . We show that U := Sx(y) is a union of sets from U , i.e. for every
z ∈ U we construct V ∈ U with z ∈ V ⊆ U . By assumption on D, there is v ∈ D ∩ [x, z)
and u ∈ D ∩ (v, z]. Let V := Sv(u) ∈ U . Because c(u, v, z) = u 6= v, we have z ∈ V . Let
w ∈ T \U . Because u ∈ U , we have U = Sx(u) and therefore x ∈ [u,w]. Similarly, x ∈ [v,w].
In particular, by Lemma 2.2, c(u, v, w) = c(u, v, c(u, x,w)) = c(u, v, x) = v, and thus w 6∈ V .
Because w ∈ T \ U is arbitrary, we obtain V ⊆ U .
“2⇒ 3”. Trivial, because every second countable topological space is separable. 
Definition 2.20 (order separability). We call an algebraic tree (T, c) order separable if the
equivalent conditions of Proposition 2.19 are satisfied. We call a set D ⊆ T order dense if it
satisfies (2.24).
Example 2.21 (uncountable star tree). This example shows that in (2.24) we can not replace
[x, y) by [x, y]. Let T := {0} ∪ [1, 2] with c(x, y, z) := 0 whenever x, y, z ∈ T are distinct.
Then if D ⊆ T is such that D ∩ [x, 0) 6= ∅ for all x ∈ [1, 2] then [1, 2] ⊆ D, and thus D is
uncountable and (T, c) not order separable. On the other hand, D := {0} has the property
that D ∩ [x, y] 6= ∅ for all x, y ∈ T with x 6= y. ♦
An order complete, order separable algebraic tree is, in its component topology τ , a com-
pact, second countable Hausdorff space by Propositions 2.18 and 2.19. In particular, it is
metrizable. In fact, order separability already implies metrizability, as we will see in Subsec-
tion 2.4. The following example shows that (topological) separability of (T, τ) alone, without
requiring the number of edges to be countable, is neither sufficient for order separability nor
for metrizability of (T, τ).
Example 2.22 (a continuum ladder). Let T = [0, 1] × {0, 1} with the lexicographic order ≤
on T , and define the canonical branch point map c≤ as in Example 2.5. Then edge(T, c≤) =
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(Q∩ [0, 1])×{0, 1} is a countable dense set, (T, τ) is (topologically) separable. The topological
subspace [0, 1] × {1} is the Sorgenfrey line, which is known to be non-metrizable (see [SS78,
Counterexample 51]). Thus also (T, τ) cannot be metrizable. ♦
Definition 2.23 (Borel σ-algebra B(T, c)). Let (T, c) be an algebraic tree. We denote the
Borel σ-algebra of the component topology τ by B(T, c) and call it Borel σ-algebra of (T, c).
In general, B(T, c) is not generated by the set of components. Order separability, however,
is sufficient to ensure this property because it implies second countability of the component
topology.
Corollary 2.24 (Borel σ-algebra generated by components). Let (T, c) be an order separable
algebraic tree, and D ⊆ T an order dense set. Then its Borel σ-algebra is generated by the
set of components indexed by D, i.e.
(2.26) B(T, c) = σ({Sx(y) : x, y ∈ D, x 6= y}).
Proof. Define U := {Sx(y) : x, y ∈ D, x 6= y}. By Proposition 2.19, (T, τ) is second
countable. Hence B(T, c) is generated by any subbase of τ . If D is order dense, U is such a
subbase as shown in the proof of Proposition 2.19. 
2.4. Metric tree representations of algebraic trees. In this subsection, we discuss the
connection of metric trees with algebraic trees. Let (T, r) be a metric tree (recall from
Definition 1.2). Then by (MT2), there exists to any three points x1, x2, x3 ∈ T a unique
branch point c(T,r)(x1, x2, x3) satisfying (1.5). We refer to (T, c(T,r)) as the algebraic tree
induced by (T, r), and to (T, r) as a metric representation of (T, c(T,r)).
Lemma 2.25 (the algebraic tree induced by a metric tree). Let (T, r) be a metric tree, and
c(T,r) the map which sends any three distinct points to their branch point. Then the following
hold:
(i) (T, c(T,r)) is an algebraic tree.
(ii) (T, c(T,r)) is order separable if and only if (T, r) is separable.
(iii) (T, c(T,r)) is directed order complete if and only if (T, r) is bounded and complete.
In particular, it is an algebraic continuum tree if and only if (T, r) is a bounded,
complete R-tree.
Proof. (i) It can be easily checked that (T, c(T,r)) is an algebraic tree.
(ii) Let (T, r) be separable. Then edge(T, c(T,r)) is countable. The topology induced by
r is obviously stronger than the topology τ introduced in (2.22), hence τ is separable and
therefore the algebraic tree (T, c(T,r)) is order separable. Conversely, if (T, c(T,r)) is order
separable, then any countable set D satisfying (2.24) is also dense in (T, r).
(iii) Clearly, (T, c(T,r)) admits suprema along any linearly ordered set with respect to
some root if and only if (T, r) is bounded and complete. The “in particular” follows because
a complete metric tree (T, r) is an R-tree if and only if edge(T, r) := edge(T, c(T,r)) = ∅
([ALW17, Remark 1.2]). 
Our first main result states that under the assumption of order separability any algebraic
tree can be embedded by an injective homomorphism into a compact R-tree and hence is
isomorphic to (the algebraic tree induced by) a totally bounded metric tree.
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Theorem 1 (characterisation of order separable algebraic trees). Let T be a set, c : T 3 → T .
(i) (T, c) is an order separable algebraic continuum tree if and only if there exists a metric
r on T such that (T, r) is a compact R-tree with
(2.27) c = c(T,r).
(ii) (T, c) is an order separable algebraic tree if and only if there is an order separable
algebraic continuum tree (T , c¯) such that (T, c) is a subtree of (T , c¯). In particular,
every order separable algebraic tree is induced by a totally bounded metric tree.
The separability hypothesis in Theorem 1 is crucial and cannot be dropped. In Exam-
ple 2.22, we have already seen an algebraic tree where the component topology τ is not
metrizable. Moreover, in this example, τ coincides with the order topology which is also the
case for the metric topology of any metric tree without branch points. Thus the algebraic
tree cannot be induced by a metric tree. The following example shows that also algebraic
continuum trees need not be induced by metric trees.
Example 2.26 (algebraic continuum tree that is not induced by a metric tree). Let T =
[0, 1]× [0, 1] with lexicographic order, and (T, c) the corresponding algebraic tree as in Exam-
ple 2.5. It is easy to check that (T, c) is an algebraic continuum tree. It cannot be induced
by a metric tree because in its order topology τ , it is connected but not path-wise connected.
These two properties are equivalent for metric trees (see [Eva08, Theorem 2.20]). ♦
In order to prove Theorem 1, given an algebraic tree (T, c), we need to provide a metric r
such that (2.27) holds. For that purpose, we consider for any measure ν on (T,B(T, c)) such
that ν is finite on every interval, the following pseudometric,
(2.28) rν(x, y) := ν([x, y]) − 12ν({x})− 12ν({y}), x, y ∈ T.
Lemma 2.27 (rν is a pseudometric). Let (T, c) be an algebraic tree, and ν a measure on
(T, c) with ν([x, y]) <∞ for all x, y ∈ T . Then rν is a pseudometric on T .
Proof. By Lemma 2.3 for all x, y, z ∈ T ,
(2.29)
ν
(
[x, y]
)
+ ν
(
[y, z]
)
= ν
(
[x, y] ∪ [y, z]) + ν([x, y] ∩ [y, z])
= ν
(
[x, z]
)
+ ν
((
c(x, y, z), y
])
+ ν
([
c(x, y, z), y
])
.
Hence
(2.30)
rν(x, y) +
1
2ν{x}+ 12ν{y}+ rν(y, z) + 12ν{y}+ 12ν{z}
= rν(x, z) +
1
2ν{x}+ 12ν{z}+ 2rν
(
c(x, y, z), y
)
+ ν{c(x, y, z)} + ν{y} − ν{c(x, y, z)},
or equivalently,
(2.31) rν(x, y) + rν(y, z) = rν(x, z) + 2rν
(
c(x, y, z), y
)
.
This implies that rν satisfies the triangle inequality. 
We denote the quotient metric space by (Tν , rν), i.e. Tν is the set of equivalence classes
of points in T with rν-distance zero, and the quotient metric on Tν is again denoted by rν .
Furthermore, let πν : T → Tν be the canonical projection.
Lemma 2.28 ((Tν , rν) is a metric tree). Let (T, c) be an algebraic tree, and ν a measure on
(T, c) with ν([x, y]) < ∞ for all x, y ∈ T . Then the quotient space (Tν , rν) is a metric tree,
and the canonical projection πν is a tree homomorphism.
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Proof. Let x1, . . . , x4 ∈ T . By Condition (BPM4), we can assume w.l.o.g. that c(x1, x2, x3) =
c(x1, x2, x4). Then by Lemma 2.2(ii), c(x1, x2, x3) ∈ [x1, x2] ∩ [x1, x3] ∩ [x2, x3] ∩ [x1, x4] ∩
[x2, x4], and (2.31) yields that for {i, j} ∈ {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}},
(2.32) rν(xi, xj) = rν
(
xi, c(x1, x2, x3)
)
+ rν
(
c(x1, x2, x3), xj
)
.
Therefore,
(2.33)
rν(x1, x3) + rν(x2, x4)
= rν
(
x1, c(x1, x2, x3)
)
+ rν
(
c(x1, x2, x3), x3
)
+ rν
(
x2, c(x1, x2, x3)
)
+ rν
(
c(x1, x2, x3), x4
)
= rν(x1, x2) + rν
(
c(x1, x2, x3), x3
)
+ rν
(
c(x1, x2, x3), x4)
≥ rν(x1, x2) + rν(x3, x4),
and analogously,
(2.34)
rν
(
x1, x4
)
+ rν
(
x2, x3) = rν
(
x3, c(x1, x2, x3)
)
+ rν
(
c(x1, x2, x3), x4
)
+ rν(x1, x2)
≥ rν(x1, x2) + rν(x3, x4).
This means that the four point Condition (MT1) is satisfied. Moreover, (2.32) implies Condi-
tion (MT2) with branch point πν(c(x1, x2, x3)). In particular, πν is a tree homomorphism. 
Remark 2.29. Lemma 2.28 also explains why we had defined rν as in (2.28) and not just as
r′ν := ν([x, y]) for x 6= y. Namely, in the latter case we would still have (MT1), but (MT2)
might fail. Take, for example, T := {1, 2, 3}, c(1, 2, 3) = 2, and ν = δ2. In this case, r′ν is the
discrete metric on T , thus 2 does not lie on the interval [1, 3] anymore. ♦
Let (T, c) be an algebraic tree. For all v ∈ T , define the degree of v in (T, c) by
(2.35) deg(v) := deg(T,c)(v) := #
{Sv(y) : y ∈ T}.
We say that v ∈ T is a leaf if deg(T,c)(v) = 1, and a branch point if deg(T,c)(v) ≥ 3. Notice
that
(2.36) lf(T, c) :=
{
u ∈ T : c(u, v, w) 6= u ∀v,w ∈ T \ {u}}
equals the set of leaves of T , and
(2.37) br(T, c) :=
{
u ∈ T : c(x, v, w) = u for some x, v, w ∈ T \ {u}}
the set of branch points. Moreover, note that any ν-mass on lf(T, c) that is not atomic does
not contribute to rν .
Proposition 2.30 (metric representations of algebraic trees). Let (T, c) be an algebraic tree,
ν a measure on (T,B(T, c)) with ν([x, y]) < ∞ for all x, y ∈ T , and rν defined by (1.11).
Then the following hold:
(i) If (T, c) is order separable and ν has at most countably many atoms, then (Tν , rν)
is separable.
(ii) If #T > 1, (T, c) is order complete, and [x, y] is order separable for every x, y ∈ T ,
then (Tν , rν) is connected if and only if ν is non-atomic. In this case, (Tν , rν) is a
complete R-tree.
Proof. Throughout the proof denote by πν : T → Tν the canonical projection.
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(i) It is easy to see that if a set A ⊆ T satisfies (2.24) and contains all atoms of ν, then
πν(A) is dense in (Tν , rν). Therefore, by Proposition 2.19 order separability of (T, c) implies
separability of (Tν , rν).
(ii) For all x, y ∈ T with x 6= y, rν(x, y) ≥ 12ν{x}. Hence (Tν , rν) cannot be connected if ν
has atoms. Conversely, assume that ν is non-atomic. For x, z ∈ T , consider ([x, z],≤x), which
is a totally ordered space according to Lemma 2.6, and define y := sup{v ∈ [x, z] : 2ν([x, v]) ≤
ν([x, z])}. The supremum exists due to order completeness of (T, c). Because of the order
separability of [x, z] and the non-atomicity of ν, we obtain 2ν([x, y]) = ν([x, z]) = 2ν([y, z])
and therefore 2rν(x, y) = rν(x, z) = 2rν(y, z). From this equality, connectedness follows once
we have shown completeness, and every connected metric tree is an R-tree.
Recall from Lemma 2.28 that (Tν , rν) is a metric tree. The same holds for its metric
completion T ν . Assume for a contradiction that there is a sequence (xn)n∈N in Tν converging
to some x ∈ T ν \Tν . Then x cannot be a branch point and one of the at most two components
of T ν \{x} contains infinitely many xn. Thus we may assume w.l.o.g. that x ∈ lf(T ν). Define
yn := cT ν (x1, xn, x). Then yn → x and, for large enough m, we have yn = cT ν (x1, xn, xm).
Hence yn ∈ Tν for all n ∈ N and we may choose representatives x′n ∈ π−1ν (yn) such that
x′n = c(ρ, x′n, x′m) for ρ := x′1 and all sufficiently large m. By Lemma 2.6, {x′n : n ∈ N} is
totally ordered w.r.t. ≤ρ, and hence x′ := sup{x′n : n ∈ N} ∈ T exists by order completeness.
Obviously, πν(x
′) = x and x ∈ Tν . 
In order to prove Theorem 1(i) using Proposition 2.30, we need a non-atomic probability
measure ν (to ensure connectedness of (Tν , rν)) charging all intervals (so that πν is injective).
Such a measure always exists in the case of order separable algebraic continuum trees.
Lemma 2.31. Let (T, c) be an order separable algebraic continuum tree with #T > 1. Then
there exists a non-atomic probability measure ν on (T,B(T, c)) with ν(lf(T, c)) = 0 and
(2.38) ν
(
[x, y]
)
> 0 ∀x, y ∈ T, x 6= y.
Proof. Fix ρ ∈ T . Then, for every x ∈ T \ {ρ}, the interval ([ρ, x],≤ρ) is a separable linear
continuum in the sense of order theory, i.e. a totally ordered space (proven in Lemma 2.6)
without jumps (what we call here edges) or gaps (which follows from directed order complete-
ness). Due to Cantor’s order characterisation of R (e.g. [Das14, Theorem 560]), this means
that [ρ, x] is order isomorphic to the unit interval. Obviously, every order isomorphism is
measurable and bijective, and the image of Lebesgue measure on the unit interval is a non-
atomic probability measure νx on [ρ, x]. Then
∑
n∈N 2
−nνxn , where {xn : n ∈ N} satisfies
(2.24), is a non-atomic probability satisfying (2.38) and ν(lf(T, c)) = 0. 
Any separable R-tree (T, r) comes with an intrinsic measure, called length measure, that
generalizes the Lebesgue-measure on R. More generally, if (T, r) is a complete, separable
metric tree and ρ ∈ T a fixed root, the length measure λ = λ(T,r,ρ) is uniquely defined by
the two properties λ([ρ, x]) = r(ρ, x) for all x ∈ T , and λ(lf0(T, r)) = 0, where lf0 is the set
of non-isolated leaves (see [ALW17, Section 2.1]). Note that the total mass λ(T ) (the “total
length” of the metric tree) does not depend on the choice of ρ.
Proposition 2.32 (total length of (Tν , rν)). Let (T, c) be an order separable, order complete
algebraic tree, ν a measure on (T,B(T, c)) with ν([x, y]) < ∞ for all x, y ∈ T and such that
ν↾lf(T,c) is purely atomic, and rν be defined by (1.11). Then the following hold:
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(i) The total length of the metric tree (Tν , rν) is given by
(2.39) λ(Tν) =
1
2
∫
T
deg(T,c) dν.
(ii)
∫
T
deg(T,c) dν =
∫
Tν
deg(Tν ,rν) ◦πν dν.
Proof. (i) Let D := {vn : n ∈ N} be a subset of (T, c) which contains the atoms of ν and
satisfies (2.24), and πν : T → Tν be the canonical projection. We use ρ := πν(v1) as the root
of (Tν , rν). Then
(2.40) T \ lf(T, c) ⊆ JDK =
⋃
n∈N
Jv1, ..., vnK,
where JAK :=
⋃
x,y∈A[x, y]. Hence ν(T \ JDK) = 0, and
(2.41) λ(Tν ,rν ,ρ)(Tν) = lim
n→∞λ
(Tν ,rν ,ρ)
(
πν(Jv1, ..., vnK)
)
.
Abbreviate Tn := Jv1, ..., vnK and ℓn := λ
(Tν ,rν ,ρ)
(
πν(Jv1, ..., vnK)
)
. If vn+1 ∈ Tn, then
Tn+1 = Tn and λ
(Tν ,rν ,ρ)
(
πν(Tn+1)
)
= λ(Tν ,rν ,ρ)
(
πν(Tn)
)
. Otherwise, there exists a unique
un ∈ T with Tn+1 = Tn ⊎ (un, vn+1], and thus
(2.42) ℓn+1 = ℓn + rν(un, vn+1) = ℓn + ν
(
(un, vn+1]
)− 12ν{vn+1}+ 12ν{un}.
For v ∈ Tn, let degn(v) be the degree of v in the tree (Tn, c↾Tn). In the case vn+1 6∈ Tn, we
have degn+1(v) = degn(v) for v ∈ Tn \ {un}, and degn+1(un) = degn(un) + 1. By induction
over n, we obtain
(2.43) ℓn =
1
2
∫
Tn
degn dν
Note that degn(v) is monotonically increasing in n, and deg(v) = limn→∞ degn(v) holds for
all v ∈ JDK. Thus using the monotone convergence theorem, combining (2.41) and (2.43)
yields (2.39).
(ii) If deg(T,c)(v) 6= deg(Tν ,rν)(πν(v)), then either π(Sv(y)) = {π(v)} for some y ∈ T
(and thus deg(T,c)(v) > deg(Tν ,rν)(πν(v))), or π(v) = π(v
′) for some v′ ∈ Br(T, c) (and thus
deg(T,c)(v) < deg(Tν ,rν)(πν(v))). In both cases we have that ν{v} = ν{πν(v)} = 0, and thus
the claim follows. 
Corollary 2.33 (compactness for bounded degree trees). Let (T, c) be an order separable
algebraic tree, and ν a finite measure on (T,B(T, c)) with ν{v ∈ T : deg(v) > d} = 0 for
some d ∈ N. Then the completion of (Tν , rν) is compact.
Proof. W.l.o.g. assume that ν↾lf(T,c) is non-atomic (if ν↾lf(T,c) has a non-atomic part, we can
remove it without changing rν). Then by Proposition 2.32(i), (Tν , rν) has finite total length.
As complete metric trees with finite total length are necessarily compact, the statement
follows. 
We are now in a position to prove Theorem 1.
Proof of Theorem 1. (i) “⇐=” Since every compact metric space is bounded, complete and
separable, this step follows from Lemma 2.25.
“=⇒” Let (T, c) be an order separable algebraic continuum tree. To avoid trivialities,
assume that T contains more than two points. By Lemma 2.31 we can choose a non-atomic
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probability measure ν on (T,B(T, c)) satisfying (2.38). Define rν by (1.11). Then the equiv-
alence classes in Tν are singletons by (2.38), and we may identify Tν with T .
By Proposition 2.30, (T, rν) is a complete R-tree and the identity is a tree homomorphism
by Lemma 2.28. Thus c is induced by rν . Moreover, ν(br(T, c)) = 0 because br(T, c) is
countable and ν is non-atomic. We can therefore conclude with Corollary 2.33 that (T, rν) is
also compact.
(ii) “⇐=” This is obvious because every order separable algebraic continuum tree is
induced by a separable R-tree according to part(i), and subspaces of separable metric spaces
are separable.
“=⇒” Let (T, c) be an order separable algebraic tree and D ⊆ T a countable set satisfying
(2.24). Let ν be any probability measure on D with ν{x} > 0 for all x ∈ D, and rν defined
by (1.11). The equivalence classes in Tν are singletons, and we may again identify Tν with T .
By Proposition 2.32, (T, rν) is a metric tree with (2.27). As (T, c) is order separable, (T, rν) is
separable by Proposition 2.30(i). Moreover, the diameter of (T, rν) is bounded by 1. Hence,
by [Eva08, Theorem 3.38] there is a bounded, separable R-tree (T , r¯) such that T ⊆ T and
rν is the restriction of r¯ to T . By Lemma 2.25, this R-tree induces an algebraic continuum
tree (T , c¯), and T is a subtree of T .
“in particular”. According to part (i), there is a metric r˜ on T such that (T , r˜) is a compact
R-tree inducing (T , c¯). Let r be the restriction of r˜ to T . Then (T, r) is a totally bounded
metric tree inducing (T, c). 
2.5. Tree homomorphisms versus homeomorphisms. Since order separable algebraic
continuum trees are R-trees where we have “forgotten” the metric, the question arises how
homeomorphisms of R-trees relate to tree homomorphisms of the corresponding algebraic
trees. A first observation is that homeomorphisms are necessarily tree homomorphisms. This
statement relies on connectedness of the R-trees and we cannot replace “R-tree” by “metric
tree”: every bijection between finite metric trees is obviously a homeomorphism because the
topologies are discrete, but not necessarily a tree homomorphism.
Lemma 2.34 (homeomorphisms are tree isomorphisms). Let (T, r), (T̂ , rˆ) be R-trees, and
f : T → T̂ a homeomorphism. Then f is a tree homomorphism.
Proof. The branch point map can be expressed in terms of intervals by (1.2). In an R-tree
(T, r), the interval [x, y], x, y ∈ T , is the unique simple path from x to y, which is a purely
topological notion, and hence preserved by homeomorphisms. 
Example 2.35 (tree isomorphisms need not be homeomorphisms). In Lemma 2.34, the
converse is not true: bijective tree homomorphisms need not be homeomorphisms, even if the
trees are order separable. To see this, let r, rˆ the metrics on N defined by r(n,m) = 1
n
+ 1
m
,
rˆ(n,m) = 2 for distinct n,m ∈ N. Let T and T̂ be the R-trees generated by (N, r) and (N, rˆ),
respectively. Then both T̂ and T are the countable star with set N of leaves. In T , the
distance from the branch point to leaf n is 1
n
, while it is 1 in T̂ . Hence T is compact while
T̂ is not. The identity on N can be extended to a bijective tree homomorphism f : T → T̂
which cannot be continuous. ♦
Example 2.35 shows that it is possible for non-homeomorphic (topologically non-equivalent)
R-trees to induce isomorphic (equivalent) algebraic continuum trees. This can only happen
if at least one of the trees is non-compact.
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Proposition 2.36 (tree isomorphisms of compact R-trees are homeomorphisms). Let T, T̂
be R-trees, and f : T → T̂ .
(i) If T̂ is compact, f(T ) is connected, and f a tree homomorphism, then f is continu-
ous.
(ii) If both T and T̂ are compact and f is bijective, then f is a homeomorphism if and
only if it is a tree homomorphism.
Proof. (ii) is obvious from (i) and Lemma 2.34.
Assume f is a tree homomorphism, f(T ) is connected, and T̂ is compact. Choose a root
ρ ∈ T . Let vn → v be a convergent sequence in T , and w ∈ T̂ an accumulation point of f(vn).
Then there is a subsequence (nk)k∈N with f(vnk)→ w. We have
(2.44) v = sup
k∈N
inf
i>k
vni and w = sup
k∈N
inf
i>k
f(vni),
where sup and inf are w.r.t. the partial orders ≤ρ and ≤f(ρ) in the first and second equality,
respectively. In the following, we show w = f(v). Because f is order preserving for these
partial orders due to Lemma 2.11, we obtain w ≤f(ρ) f(v). Assume for a contradiction
w 6= f(v). Because f(T ) is connected, there is y ∈ T̂ with w <f(ρ) y <f(ρ) f(v) and x ∈ T
with y = f(x). For u := c(ρ, x, v), we have f(u) = cˆ(f(ρ), y, f(v)) = y, u ≤ρ v, and u 6= v.
Therefore, u ≤ρ vni for all sufficiently large i, and thus y = f(u) ≤f(ρ) f(vni) for those i. Now
(2.44) implies y ≤f(ρ) w in contradiction to the choice of y, finishing the proof of w = f(v).
Compactness of T̂ and uniqueness of accumulation points implies f(vn) → f(v), and f is
continuous. 
In view of Theorem 1, Proposition 2.36 implies that order separable algebraic continuum
trees are in one-to-one correspondence with homeomorphism classes of compact R-trees. Fur-
thermore, the unique metric topology induced by the compact R-tree coincides with the
component topology τ introduced in Subsection 2.3. But be aware that there may be other,
non-homeomorphic, non-compact R-trees inducing the same order separable algebraic con-
tinuum tree, as shown in Example 2.35.
Corollary 2.37 (uniqueness of inducing R-tree). Every order separable algebraic continuum
tree is induced by a compact R-tree that is unique up to homeomorphism, and the unique
induced topology coincides with the component topology τ defined in (2.22).
Proof. That an order separable algebraic continuum tree is induced by a compact R-tree
is Theorem 1(i). Any two such compact R-trees are isomorphic as algebraic trees, hence
homeomorphic by Proposition 2.36. The component topology is a Hausdorff topology and
clearly weaker than the topology induced by the R-tree, because components are open sets of
R-trees. Hence, by compactness of the R-tree, the two topologies coincide. 
3. The space of algebraic measure trees
In this section, we define algebraic measure trees, and equip the space of (equivalence
classes of) algebraic measure trees with a topology. In what follows, the order separability
of the underlying algebraic tree is crucial. Therefore, we include it already in the following
definition of algebraic measure trees.
Definition 3.1 (algebraic measure trees). An algebraic measure tree (T, c, µ) is an order
separable algebraic tree (T, c) together with a probability measure µ on B(T, c).
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Definition 3.2 (equivalence of algebraic measure trees). (i) We call two algebraic mea-
sure trees (Ti, ci, µi), i = 1, 2, equivalent if there exist subtrees Ai of Ti with µi(Ai) =
1, and a measure preserving tree isomorphism f from A1 onto A2. In this case, we
call f isomorphism of the algebraic measure trees.
(ii) A metric measure tree (T, r, µ) is called a metric representation of the algebraic
measure tree (T ′, c′, µ′) if its induced algebraic measure tree (T, c(T,r), µ) is equivalent
to (T ′, c′, µ′).
In the following, we denote for an algebraic measure tree x := (T, c, µ) by supp(x ) the
algebraic subtree generated by the support of µ, i.e.
(3.1) supp(x ) := c
(
supp(µ)3
)
,
and by
(3.2) br(x ) := br(T, c) ∩ supp(x )
the set of branch points of x . It is easy to check that an isomorphism f from x = (T, c, µ)
to x ′ = (T ′, c′, µ′) induces a bijection between br(x ) and br(x ′) (although it need neither be
defined nor injective on all of supp(x )). Also note that x is equivalent to supp(x ) equipped
with the appropriate restrictions of c and µ.
Remark 3.3 (a note on our definition of equivalence). Every algebraic measure tree is equiv-
alent to an algebraic continuum measure tree, and has a metric representation with a compact
R-tree by Theorem 1. For the definition of equivalence of algebraic measure trees it is im-
portant that we do not require the whole trees to be isomorphic (see Example 3.11 below).
On the other hand, it is also important that the isomorphism is injective on a subtree (as
opposed to only a subset) of full measure, because otherwise it would not be an equivalence
relation and every tree with n leaves and uniform distribution on them would be equivalent
to the n-star. ♦
Example 3.4 (the linear non-atomic measure tree). There is only one equivalence class of
linearly ordered algebraic measure trees with non-atomic measure. Indeed, let (T, c, µ) be
an algebraic measure tree with br(T, c) = ∅ = at(µ). Then, by Theorem 1, there is a tree
isomorphism from T into [0, 1] and we may assume T ⊆ [0, 1] to begin with. Let Fµ : [0, 1]→
[0, 1] be the distribution function of µ. Then Fµ is continuous and maps µ to Lebesgue-
measure λ[0,1]. Let A := {x ∈ supp(µ) : there is no yn ∈ [0, 1] \ supp(µ) : yn < x, yn → x}
be the support of µ with left boundary points removed. Then Fµ restricted to A is bijective
and hence a measure preserving tree isomorphism onto [0, 1] (with Lebesgue measure and
canonical branch point map). Thus (T, c, µ) is equivalent to [0, 1]. ♦
Let
(3.3) T := {equivalence classes of algebraic measure trees}.
Next, we equip T with a topology. We shall base this notion of convergence on the fact
that algebraic measure trees allow for metric representations (see Theorem 1), and require
convergence in Gromov-weak topology of particular representations. To this end, let
(3.4) H := {equivalence classes of (separable) metric measure trees},
where we consider two metric measure trees (T, r, µ) and (T ′, r′, µ′) as equivalent if there exists
a measure preserving isometry between the metric completions of supp(µ) and supp(µ′).
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In order to get a useful topology on T, we cannot take arbitrary (optimal) metric repre-
sentations. Instead, given an algebraic measure tree (T, c, µ), we use the metric rν defined
in (2.28) for the branch point distribution ν, namely the distribution of the random branch
point obtained by sampling three points with the sampling measure µ.
Definition 3.5 (branch point distribution). The branch point distribution of an algebraic
measure tree (T, c, µ) is the push-forward of µ⊗3 under the branch point map,
(3.5) ν := c∗µ⊗3.
Note that the branch point distribution is not necessarily supported by br(T, c). For in-
stance, every atom of µ is also an atom of ν. If (T, c, µ) and (T ′, c′, µ′) are equivalent algebraic
measure trees with branch point distributions ν and ν ′, respectively, then the isomorphism is
also an isometry w.r.t. rν and rν′ . Therefore, the following selection map, which associates a
particular metric representation to every algebraic measure tree, is well-defined.
Definition 3.6 (selection map ι). Define the map ι : T→ H by
(3.6) ι(T, c, µ) := (Tν , rν , µν),
where ν = c∗µ⊗3 is the branch point distribution of (T, c, µ), (Tν , rν) is the quotient metric
space, and µν is the image of µ under the canonical projection πν .
The topology we use on T is the Gromov-weak topology w.r.t. the branch point distribution
distance. That is, it is the topology induced by the selection map ι, i.e., the weakest (coarsest)
topology on T such that ι is continuous.
Definition 3.7 (bpdd-Gromov-weak topology). Let H be equipped with the Gromov-weak
topology. We call the topology induced on T by the selection map ι branch point distribution
distance Gromov-weak topology (bpdd-Gromov-weak topology).
The following reconstruction theorem is crucial for the usefulness of bpdd-Gromov-weak
convergence. It shows that the selection map ι is an embedding and indeed selects metric
representations.
Proposition 3.8 (ι is injective). The selection map ι : T → H is injective, and ι(x ) is a
metric representation of x ∈ T.
Proof. If we show that ι(x ) is a metric representation of x = (T, c, µ) ∈ T2, it is obvious
that ι is injective, because equivalence of metric measure spaces implies equivalence of the
corresponding algebraic measure trees by Lemma 2.34.
Choosing an appropriate representative, we can assume that ν{v} > 0 for all v ∈ br(T, c).
The canonical projection πν : T → Tν is a tree homomorphism by Lemma 2.28. To show
equivalence of (T, c, µ) and (Tν , c(Tν ,rν), µν), we have to show that πν is injective on a subtree
A ⊆ T with µ(A) = 1. Let N := {v ∈ T : πν(v) 6= {v}}. Then µ(πν(v)) = 0 for all
v ∈ N , and w ∈ πν(v) implies [v,w] ⊆ πν(v) because πν is a tree homomorphism. Because
there are at most countably many non-degenerate, disjoint closed intervals in T due to order
separability, this implies that πν(N) is countable, and thus µ(N) = 0. Define A = T \ N .
Then µ(A) = 1, and πν is injective on T \ N . To see that A is a subtree, pick x, y, z ∈ A.
If v := c(x, y, z) ∈ {x, y, z}, then v ∈ A. Otherwise, v ∈ br(T, c), and hence ν{v} > 0. This
implies πν(v) = {v}, i.e. v ∈ A. 
Corollary 3.9 (metrizability). T equipped with bpdd-Gromov-weak topology is a separable,
metrizable space.
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Proof. The Gromov-weak topology on H is separable, and metrizable, e.g. by the Gromov-
Prohorov metric dGP (see [GPW09]). Because ι is injective by Proposition 3.8, dBGP(x , y) :=
dGP(ι(x ), ι(y)), x , y ∈ T, is a metric on T inducing bpdd-Gromov-weak topology. 
Remark 3.10 (distance polynomials). By definition, a sequence (xn)n∈N in T converges to
x ∈ T bpdd-Gromov-weakly if and only if ι(xn) −→
n→∞
ι(x ) Gromov-weakly. It has been shown
that the Gromov-weak convergence is equivalent to the convergence of the distribution of the
distance matrix ([GPW09, Theorem 5]). Therefore, the bpdd-Gromov-weak convergence is
equivalent to
(3.7) Φ(xn) −→
n→∞
Φ(x )
for all so-called polynomials Φ: T → R, which are test functions of the form (1.13). Note
that the set Πι of all polynomials is an algebra, and therefore also convergence determining
for T-valued random variables (see [Lo¨h13, BK10]). ♦
As pointed out in Remark 3.3, the equivalence class of every algebraic measure tree contains
an algebraic continuum measure tree. The following example shows that ι would not be
injective if we had defined it on the set of algebraic continuum measure trees with the stricter
notion of equivalence where the whole algebraic continuum trees have to be measure preserving
isomorphic.
Example 3.11. For x ≥ 0, let Tx be the R-tree generated by the interval Ix = [−x, 1]
together with additional leaves {vn}, n ∈ N, where c(0, 1, vn) = 1n and r( 1n , vn) = 1n , i.e. at
each point 1
n
∈ Ix there is a branch of length 1n attached. Then Tx is a compact R-tree for
every x ≥ 0, hence induces an algebraic continuum tree by Theorem 1. Let µx{−x} = 12 , and
µx{vn} = 2−n−1 for n ∈ N. Then xx := (Tx, µx) ∈ T2. Now ι(xx) = ι(xy) for every x, y ≥ 0,
but Tx and T0 are not homeomorphic, hence not isomorphic by Proposition 2.36.
Note that Ax := {x} ∪ {vn : n ∈ N} ∪ { 1n : n ∈ N} is a subtree of Tx with µx(Ax) = 1, and
Ax is isomorphic (although not homeomorphic) to A0. ♦
In order to construct algebraic measure trees, it is of course not necessary to specify the
mass of every Borel subset. To the contrary, we can use the following Carathe´odory-type
extension result. To this end, recall for x, y ∈ T with x 6= y from (2.21) the component
Sx(y) = S(T,c)x (y) of T \ {x} which contains y. In this section, it is convenient to define
(3.8) Sx(x) := {x}.
Then T is the disjoint union of the deg(x) + 1 sets in
(3.9) Cx :=
{Sx(y) : y ∈ T}.
Note that Cx = {Sx(y) : y ∈ V } for order dense V ⊆ T with x ∈ V . In particular, Cx is
countable if (T, c) is order separable. For y ∈ T , V ⊆ T , we call a function f : V → R order
left-continuous on V w.r.t. ≤y if the following holds. For all x, xn ∈ V with x1 ≤y x2 ≤y · · ·
and x = supn∈N xn w.r.t. ≤y (in short xn ↑ x), we have limn→∞ f(xn) = f(x). Recall the
notion of algebraic continuum tree from Definition 2.9.
Proposition 3.12 (extension to a measure). Let (T, c) be an order separable algebraic con-
tinuum tree, and V ⊆ T order dense. Then a set-function µ0 : CV :=
⋃
x∈V Cx → [0, 1] has a
unique extension to a probability measure on B(T, c) if it satisfies
1. For all x ∈ V , ∑A∈Cx µ0(A) = 1
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2. For all x, y ∈ V with x 6= y,
(3.10) µ0
(Sx(y))+ µ0(Sy(x)) ≥ 1
3. For every y ∈ V , the function ψy : x 7→ µ0(Sx(y)) is order left-continuous on V w.r.t. ≤y.
Proof. Note that ψy(x) = ψz(x) for z ∈ Sx(y). We therefore may write ψA(x) := ψy(x) for
any A ⊆ Sx(y). Define the ∩-stable set system
(3.11) A :=
{ n⋂
k=1
Ak : n ∈ N, Ak ∈ CV
}
.
By Corollary 2.24, A generates the Borel σ-algebra B(T, c). Let ∅ 6= A ∈ A and y ∈ A.
Because (T, c) has no edges and is order complete, we have A =
⋂
x∈∂A Sx(y), where ∂
denotes the boundary w.r.t. the component topology τ , which is a finite set in the case of
A. Using (3.10), we obtain for v ∈ V , x0, . . . , xn ∈ V \ {v} such that Sv(x0), . . . ,Sv(xn) are
distinct, that
(3.12) ψx0(v) ≤ 1−
n∑
k=1
ψxk(v) ≤ 1−
n∑
k=1
(
1− ψv(xk)
)
.
This implies for ∅ 6= A ∈ A, by induction over #∂A, that
(3.13) µ(A) := 1−
∑
x∈∂A
(
1− ψA(x)
) ≥ 0,
hence µ is a non-negative extension of µ0 to A. We claim that µ is super-additive, additive
and inner regular for compact sets. From this it follows by standard arguments that it has a
unique extension to a measure on the generated σ-algebra σ(A) = B(T, c).
Additivity. Let n ∈ N \ {1}, and A1, . . . , An ∈ A \ {∅} disjoint with A :=
⊎n
k=1Ak ∈ A.
Define D :=
⋃n
k=1 ∂Ak. Then ∂A ⊆ D and there is x ∈ D \ ∂A ⊆ A. Let Ix := {k ∈
{1, . . . , n} : x ∈ ∂Ak} and choose yk ∈ Ak. Then, because the Ak are disjoint, the Sx(yk),
k ∈ I, are distinct, and because the Ak cover A, we have {Sx(yk) : k ∈ Ix} = Cx. In
particular,
∑
k∈Ix ψyk(x) = 1, and Bx :=
⋃
k∈Ix Ak ∈ A with ∂Bx =
⊎
k∈Ix ∂Ak \ {x}. We
obtain
(3.14)
∑
k∈Ix
µ(Ak) =
∑
k∈Ix
(
1− (1− ψyk(x))− ∑
z∈∂Ak\{x}
(
1− ψyk(z)
))
=
∑
k∈Ix
ψyk(x)−
∑
z∈∂Bx
(
1− ψx(z)
)
= µ(Bx).
By induction over n, this implies additivity of µ.
Super-additivity. Let A1, . . . , An ∈ A \ {∅} be disjoint and
⊎n
k=1Ak ⊆ A ∈ A. The case
n = 1 is trivial, and we proceed by induction over n. Choose y ∈ A1 and let D := ∂A1 \ ∂A.
For x ∈ D, C ∈ C′x := Cx \Sx(y) and k ∈ {2, . . . , n}, either Ak ⊆ C, or Ak∩C = ∅. Therefore,
we have the decomposition {2, . . . , n} = ⊎x∈D⊎C∈C′x IC with IC := {k : Ak ⊆ C}. Because
C ∩A ∈ A, and Ak ⊆ C ∩A for k ∈ IC , we can use the induction hypothesis to obtain
(3.15)
∑
k∈IC
µ(Ak) ≤ µ(C ∩A) = ψC(x)−
∑
z∈∂A∩C
(
1− ψA(x)
)
.
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Therefore,
(3.16)
µ(A1) = 1−
∑
x∈∂A1∩∂A
(
1− ψy(x)
) −∑
x∈D
(
1− ψy(x)
)
= µ(A) +
∑
x∈∂A\∂A1
(
1− ψy(x)
) −∑
x∈D
∑
C∈C′x
ψC(x)
≤ µ(A)−
∑
x∈D
∑
C∈C′x
∑
k∈IC
µ(Ak)
= µ(A)−
n∑
k=2
µ(Ak).
Compact regularity. According to Proposition 2.18, all closed subsets of T are compact.
Let y ∈ A ∈ A. Because (T, c) is an order separable algebraic continuum tree, and V is order
dense, we find for z ∈ ∂A a sequence (xn(z))n∈N in A∩V with xn(z) ↑ z w.r.t. ≤y as n→∞.
Define An :=
⋂
z∈∂A Sxn(z)(y) ∈ A and Kn := An∪∂An. Then Kn is compact, An ⊆ Kn ⊆ A,
and because ∂A is finite, we have ∂An = {xn(z) : z ∈ ∂A} for sufficiently large n. Thus, by
order left-continuity of ψy,
(3.17) lim
n→∞µ(An) = 1− limn→∞
∑
z∈∂A
(
1− ψy(xn(z))
)
= 1−
∑
z∈∂A
(
1− ψy(z)
)
= µ(A),
and µ is inner compact regular as claimed. 
We conclude this section with an extension result, which will be very useful for reading
off algebraic measure trees from (sub-)triangulations of the circle in Section 4 below. In
Proposition 3.12, we assumed the whole tree to be known, and considered the question of
constructing a probability measure on it. Now, we assume that not the whole tree is given
a priori, but only the (countably many) branch points. The question is, whether there is an
extension of the tree which is rich enough to carry a measure with the specified masses of
components.
Proposition 3.13 (construction of algebraic measure trees). Let (V, cV ) be a countable al-
gebraic tree, and for each x ∈ V , let A 7→ ψA(x) be a probability measure on Cx. Define
ψy(x) := ψSx(y)(x). Assume that for x, y ∈ V with x 6= y,
(3.18) ψx(y) + ψy(x) ≥ 1.
Then there is a unique (up to equivalence) algebraic measure tree x = (T, c, µ) such that
(i) V ⊆ T , br(T, c) = br(V, cV ),
(ii) µ
(S(T,c)x (y)) = ψy(x) for all x, y ∈ V ,
(iii) at(µ) ⊆ V , where at(µ) denotes the set of atoms of µ.
Note that in general we cannot obtain lf(T, c) ⊆ lf(V, cV ). To the contrary, lf(T, c) can be
uncountable (for every representative of x ).
Proof. Existence. First note that for y ∈ V , ψy is monotonic w.r.t. ≤y. Indeed, z ≤y x
implies ψy(z) ≤ 1− ψx(z) ≤ ψz(x) = ψy(x).
We need to enlarge the tree to make ψy order left-continuous. Because V is countable,
we may consider one y and one point x at a time. If x, y ∈ V are such that there exists
xn ∈ V with xn ↑ x, then by monotonicity φy(x) := limn→∞ ψy(xn) ≤ ψy(x) exists and is
SPACES OF ALGEBRAIC MEASURE TREES AND TRIANGULATIONS OF THE CIRCLE 27
independent of the choice of xn. If φy(x) 6= ψy(x), we extend the tree by adding one extra
point z 6∈ V , i.e. we consider V˜ := V ⊎ {z} with the unique extension c˜ of cV such that
(V˜ , c˜) is an algebraic tree with xn ≤y z ≤y x for all n. Furthermore, we extend ψ to ψ˜ on
V˜ by defining ψ˜y(z) := φy(x), ψ˜z(z) = 0 and ψ˜x(z) = 1 − φy(x). It is easy to check that
(V˜ , c˜) together with ψ˜ satisfies the prerequisites of the Proposition, br(V˜ , c˜) = br(V, c), and
{x ∈ V˜ : ψ˜x(x) > 0} = {x ∈ V : ψx(x) > 0} ⊆ V .
Now assume w.l.o.g. that ψy is already order left-continuous for all y ∈ V . Because V is
countable, it is in particular order separable and according to Theorem 1, there is an order
separable algebraic continuum tree (T, c) such that (V, cV ) is a subtree. We can choose (T, c)
such that br(T, c) = br(V, cV ). Consider the closure V of V w.r.t. the component topology τ .
For x ∈ V \ V , we define
(3.19) ψy(x) := sup{ψy(z) : z ∈ V ∩ Sx(y)}.
Then (3.18) holds for x, y ∈ V , x 6= y, and ψy is order left-continuous. For every {x, y} ∈
edge(V , c¯), where c¯ is the restriction of c to V
3
, we fix an order isomorphism ϕx,y : [x, y] →
[0, 1], which exists by Cantor’s order characterization of R because [x, y] is a linearly ordered,
separable algebraic continuum tree. For every z ∈ T \ V , there exists {x, y} ∈ edge(V , c¯),
with z ∈ [x, y]. We define
(3.20) ψy(z) := (1− ϕx,y(z))ψy(x) + ϕx,y(z)
(
1− ψx(y)
)
,
ψx(z) := 1− ψy(z) and ψz(z) := 0. Now we can use Proposition 3.12 to see that
(3.21) µ0
(Sx(y)) := ψy(x)
has a unique extension to a probability measure µ on B(T, c).
The last step in the construction is to remove point-masses outside V by expanding them
to intervals. To this end, let P := at(µ)\V , and T := (T \P )⊎(P × [0, 1]). Because P ⊆ T \V
contains no branch points, we can extend the restriction of c to T \ P to a branch point map
c˜ on T in a canonical way such that [(x, 0), (x, 1)] = {x}× [0, 1] for x ∈ P . Define the Markov
kernel κ from T to T by
(3.22) κ(x) :=
{
δx, x ∈ T \ P,
δx ⊗ λ[0,1], x ∈ P,
where δx is the Dirac measure in x and λ[0,1] is Lebesgue measure. Let µ¯ := κ∗(µ) be the push-
forward of µ under κ. Then (T , c˜, µ¯) is a separable algebraic measure tree, and by construction
br(T , c˜) = br(V, cV ) as well as at(µ¯) = at(µ) ∩ V ⊆ V . Furthermore, for x, y ∈ V , we have
µ¯(S(T ,c˜)x (y)) = µ(S(T,c)x (y)) = ψy(x) as claimed.
Uniqueness. Follows similarly, where we note that it does not matter how we distribute the
mass on an edge of (V , c¯) in a non-atomic way, because all algebraic measure trees without
branch points and non-atomic measure are equivalent by Example 3.4. 
4. Triangulations of the circle
In this section, we encode binary algebraic measure trees by triangulations of subsets of the
circle. This is comparable with the encoding of compact (ordered, rooted) metric (probability)
measure trees by excursions over the unit interval, where the height profile encodes the branch
point map as well as the metric distances. Moreover, also the measure can be encoded by
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the excursion by identifying the lengths of sub-excursions with the mass of the corresponding
subtrees. Similarly, it turns out that we can encode binary algebraic measure trees by what
we call sub-triangulations of the circle. As in the case of coding metric measure trees with
excursions, the resulting coding map associating to a sub-triangulation the algebraic measure
tree is continuous.
In Subsection 4.1, we introduce the space of sub-triangulations of the circle. In Subsec-
tion 4.2, we construct the coding map.
4.1. The space of sub-triangulations of the circle. Let D be a (fixed) closed disc of
circumference 1, and S := ∂D the circle. As usual, for a subset A ⊆ D, we denote by A¯, A˚, ∂A
and conv(A) the closure, the interior, the boundary and the convex hull of A, respectively.
Furthermore, let
(4.1) ∆(A) :=
{
connected components of conv(A) \A},
and
(4.2) ∇(A) := {connected components of D \ conv(A)}.
Then we have the disjoint decomposition D = A ⊎⋃∆(A) ⊎⋃∇(A).
Definition 4.1 ((sub-)triangulations of the circle). A sub-triangulation of the circle is a
closed, non-empty subset C of D satisfying the following two conditions:
(Tri1) ∆(C) consists of open interiors of triangles.
(Tri2) C is the union of non-crossing (non-intersecting except at endpoints), possibly de-
generate closed straight line segments with endpoints in S.
We denote the set of sub-triangulations of the circle by T , i.e.
(4.3) T := {sub-triangulations of the circle},
and call C ∈ T triangulation of the circle if and only if S ⊆ C.
In particular, (Tri1) implies that ∂ conv(C) ⊆ C, and we may call C triangulation of
∂ conv(C). Given (Tri1), (Tri2) implies that ∇(A) consists of circular segments with the
bounding straight line excluded and the rest of the bounding arc included. We want to
point out that our definition of triangulation of the circle differs from the one given by
Aldous in [Ald94b, Definition 1]. Namely, Aldous required only Condition (Tri1). For the
characterization of triangulations of the circle as limits of triangulations of n-gons given in
Proposition 4.3 below, however, Condition (Tri2) is necessary. See Figure 4 for an example of
a triangulation in the sense of Aldous that is excluded by Condition (Tri2), a sub-triangulation
of the circle that is no triangulation of the circle, and a triangulation of the circle.
For a metric space (X, d), let
(4.4) F(X) := {F ⊆ X : F 6= ∅, F closed},
and equip F(X) with the Hausdorff metric topology. That is, we say that a sequence (Fn)n∈N
converges to F in F(X) if and only if for all ε > 0 and all large enough n ∈ N,
(4.5) F ǫn ⊇ F and F ǫ ⊇ Fn,
where for all A ∈ F(X), as usual, Aǫ := {x ∈ X : d(x,A) < ǫ}. It is well-known that if (X, d)
is compact, then F(X) is a compact metrizable space as well. As sub-triangulations of the
circle are elements of F(D), we naturally equip T with the Hausdorff metric topology. A first
observation is that T is actually a closed, and therefore compact subspace of F(D).
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Figure 4. left: An Aldous-triangulation of the circle that is not a triangulation of
the circle (Condition (Tri2) does not hold as the black triangle in the middle is not
the union of non-crossing straight lines with endpoints on the circle). middle: A sub-
triangulation of the circle (compare with Example 4.11). right: A triangulation of the
circle. It is a realisation of the Brownian triangulation (compare with Example 4.5).
Lemma 4.2 (compactness of T ). Both the space of triangulations of the circle, and the space
T of sub-triangulations of the circle, are compact metrizable spaces in the Hausdorff metric
topology.
Proof. Because D is compact, F(D) is compact as well, and it is sufficient to show that T and
the set of triangulations of the circle are closed subsets of F(D).
Let Cn ∈ T with Cn −→
n→∞
C ∈ F(D) in the Hausdorff metric topology. (Tri1) is easily
seen to be a closed property, thus C satisfies (Tri1). Let Ln be a set of non-crossing line
segments with endpoints in S such that Cn =
⋃
Ln. The closure of Ln in F(D) has the same
property (it possibly differs from Ln by a set of degenerated one-point segments contained
in non-degenerate segments of Ln), so we may assume Ln is closed to begin with, so that
Ln ∈ F(F(D)). Because F(F(D)) is compact, we may assume, taking a subsequence if
necessary, that Ln → L for some L ∈ F(F(D)). Obviously, Ln consists of non-crossing
line segments with endpoints in S. Because the union operator
⋃
: F(F(D)) → F(D) is
continuous, we have
⋃
L = C. In particular, (Tri2) holds for C, and C ∈ T . Obviously, also
the property that S ⊆ C is preserved by Hausdorff metric limits, thus the set of triangulations
of the circle is closed as well. 
We now show two characterizations of sub-triangulations of the circle. Namely, condition
(Tri2) can be replaced by existence of “triangles in the middle” which is the major technical
ingredient for the construction of the branch point map in the next subsection. Furthermore,
they are precisely the limits of finite sub-triangulations, where we consider a sub-triangulation
C as finite if C ∩ S is a finite set, or equivalently, C consists of finitely many line segments.
Proposition 4.3 (characterization of (sub-)triangulations). Let ∅ 6= C ⊆ D be closed. Then
the following are equivalent.
1. C is a sub-triangulation of the circle.
2. Condition (Tri1) holds, all extreme points of conv(C) are contained in S, and
(Tri2)’ For x, y, z ∈ ∆(C)∪∇(C) pairwise distinct, there exists a unique cxyz ∈ ∆(C) such
that x, y, z are subsets of pairwise different connected components of D \ ∂cxyz.
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3. There exists a sequence (Cn)n∈N of finite sub-triangulations of the circle with Cn −→
n→∞
C
in the Hausdorff metric topology.
Furthermore, C is a triangulation of the circle if and only if Cn in 3. can be chosen as a
triangulation of a regular n-gon inscribed in S.
Remark 4.4 (condition (Tri2)’). That x, y, z are subsets of different connected components
of D \ ∂cxyz means that either cxyz ∈ {x, y, z} and the two elements of {x, y, z} \ {cxyz} are
subsets of different connected components of D\cxyz, or cxyz 6∈ {x, y, z} and x, y, z are subsets
of pairwise different connected components of D \ cxyz. ♦
Proof of Proposition 4.3. “1⇒ 2”. Because C is the union of line segments with endpoints
on S, it is obvious that the extreme points of conv(C) are contained in S. We have to show
(Tri2)’, so let x, y, z ∈ ∆(C)∪∇(C) be pairwise distinct and note that uniqueness is obvious.
If one of the elements of {x, y, z}, say x, is such that the other two are subsets of two different
connected components of D \ x¯, then necessarily x ∈ ∆(C), and cxyz := x has the desired
properties. So assume this is not the case.
Fix a set L of non-crossing, closed lines with endpoints in S such that C =
⋃
L. Define
(4.6) Lx := {ℓ ∈ L : ℓ separates x from y ∪ z in D},
note that Lx 6= ∅ because y and z are in the same connected component of D\x¯ by assumption,
and order Lx by distance from x. Similarly, define Ly as set of lines separating y from x ∪ z
ordered by distance from y, and Lz as set of lines separating z from x∪y, ordered by distance
from z. Define ℓx := supLx, ℓy := supLy, and ℓz := supLz, which exist because C is closed.
In particular, they are non-crossing, and because conv(C) \ C may only consist of triangles,
they have to be the sides of some cxyz ∈ ∆(C) which has the desired properties.
“2⇒ 3”. Because the extreme points of conv(C) are on the circle, for every x ∈ ∇(C),
the boundary ∂Dx in D is a single straight line with endpoints in S. Let (Vn)n∈N be an
increasing sequence of finite subsets of ∆(C)∪∇(C) such that cxyz ∈ Vn for pairwise distinct
x, y, z ∈ Vn, and Vn ↑ ∆(C) ∪ ∇(C). Let An := D \
⋃
Vn. Then An → C in the Hausdorff
metric topology. Because cxyz ∈ Vn for distinct x, y, z ∈ Vn, the boundary of each of the
finitely many connected components of An \ S consists of one or two line segments and one
or two connected sub-arcs of S. Therefore, there is a finite sub-triangulation Cn ⊆ An of the
circle with Hausdorff distance from An less than e
−n. Thus Cn → C.
“3⇒ 1”. Obvious, because T is a closed subset of F(D) by Lemma 4.2.
“Furthermore”. If Cn is a triangulation of the n-gon, it contains the n-gon, and hence any
Hausdorff metric limit as n→∞ contains the circle, and hence is a triangulation of the circle.
That triangulations of the circle can be approximated by triangulations of regular n-gons is
a slight modification of the arguments above. Details are left to the reader. 
The most prominent random tree is Aldous’s Brownian CRT, which is the limit of uniform
random trees. Similarly, one can define the Brownian triangulation of the circle.
Example 4.5 (Brownian triangulation). The uniform random triangulation of the n-gon
converges in law with respect to the Hausdorff metric topology to the so-called Brownian
triangulation CCRT, see [Ald94a, Ald94b, CK14]. A realisation is shown in the right of
Figure 4. It has a.s. Hausdorff dimension 32 (see [Ald94a]). ♦
SPACES OF ALGEBRAIC MEASURE TREES AND TRIANGULATIONS OF THE CIRCLE 31
Figure 5. Triangulation C with #∆(C) = 1, ∇(C) = ∅, and #✷(C) = 3. The
coded tree consists of three line segments with non-atomic measure of 1
3
each, glued
together at one branch point.
4.2. Coding binary measure trees with (sub-)triangulations of the circle. Given an
algebraic tree (T, c), recall the set of leaves lf(T, c), and the degree deg(T,c)(v) of v ∈ T from
(2.36) and (2.35), respectively. In this section, we are interested in the following subspace of
the space of all binary algebraic measure trees.
Definition 4.6 (our space T2). Let T2 ⊆ T be the set of (equivalence classes of) algebraic
measure trees (T, c, µ) with (T, c) binary (i.e. deg(T,c)(v) ≤ 3 for all v ∈ T ) and at(µ) ⊆ lf(T, c).
The space T2 is of particular interest to us, as it is invariant under the dynamics of the
Aldous diffusion on cladograms, the construction of which was one of the motivations for
studying algebraic measure trees, and because, as we will see, it is precisely the space of
algebraic measure trees that can be coded by sub-triangulations of the circle.
To illustrate the construction of the tree coded by a sub-triangulation, we first consider
a triangulation C of the regular n-gon into necessarily n − 2 triangles (see Figure 3). Here,
the coded tree is the dual graph. That is, every triangle corresponds to a branch point of
the tree, and two branch points are connected by an edge if and only if the triangles share a
common edge. We then add a leaf for every edge of the n-gon and obtain a graph-theoretic
binary tree with n leaves and n− 2 internal vertices. Recall from Example 2.4 that the finite
graph-theoretic tree corresponds to a unique algebraic tree. We finally assign to each leaf
mass n−1 (which corresponds to the length of the arcs of the circle connecting two endpoints
of edges of the n-gon if we inscribe it in a circle of unit length), and obtain an algebraic
measure tree.
The main result of this section is that there is a natural, surjective coding map from T
onto T2, which is also continuous. To state that formally, we need further notation. Given
a sub-triangulation C ⊆ D, recall ∆(C) and ∇(C) from (4.2) and (4.1), respectively. For
x ∈ ∆(C) ∪ ∇(C), and y ⊆ D connected and disjoint from ∂Dx, where ∂D denotes the
boundary in the space D, let
(4.7) compx(y) := the connected component of D \ ∂Dx which contains y.
For x ∈ ∆(C), let pi(x), i = 1, 2, 3, be the mid-points of the three arcs of S \ ∂x, and define
(4.8) ✷(C) :=
{{pi(x)} : x ∈ ∆(C), i ∈ {1, 2, 3}, compx({pi(x)}) ⊆ C},
as well as compp(p) := {p} for p ∈ ✷(C) (see Figure 5). Recall the definition of components
Sv(w) in an algebraic tree from (2.21).
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Lemma 4.7 (induced branch point map). For C ∈ T , let VC := ∆(C) ∪ ∇(C) ∪ ✷(C). If
VC 6= ∅, then there is a unique branch point map cV : V 3C → VC such that (VC , cV ) is an alge-
braic tree with S(Vc,cV )x (y) = {v ∈ VC : compx(y) = compx(v)} for x, y ∈ VC . Furthermore,
deg(x) = 3 for all x ∈ ∆(C), and deg(x) = 1 for x ∈ ∇(C) ∪ ✷(C).
Proof. Recall from Proposition 4.3 that for a sub-triangulation C of the circle and pairwise
distinct x, y, z ∈ ∆(C)∪∇(C), there is a triangle cxyz ∈ ∆(C) “in the middle”. It is straight-
forward to see that this defines a branch point map and can naturally be extended to V 3C . 
The following theorem states that all sub-triangulations C of the circle can be associated
with an element in T2 for which ∆(C) corresponds to the set of branch points, ∇(C) corre-
sponds to the set
(4.9) lfatom(x ) :=
{
x ∈ lf(T, c) : µ({x}) > 0}
of leaves which carry an atom, and compv(w) corresponds to the component Sv(w).
Theorem 2 (algebraic measure tree associated to a sub-triangulation). (i) For every sub-
triangulation C ⊆ D of the circle, there is a unique (up to equivalence) algebraic measure
tree xC = (TC , cC , µC) ∈ T2 with the following properties:
(CM1) VC ⊆ TC , br(xC) = ∆(C), and cC is an extension of cV , where (VC , cV ) is
defined in Lemma 4.7.
(CM2) µC
(S(TC ,cC)x (y)) = λS(S ∩ compx(y)) for all x, y ∈ VC , where λS denotes the
Lebesgue measure on S.
(CM3) at(µC) = ∇(C).
(ii) The coding map τ : T → T2, C 7→ xC is surjective and continuous, where T is equipped
with the Hausdorff metric topology and T2 with the bpdd-Gromov-weak topology.
Proof. (i) Let C be a sub-triangulation of the circle. If C = D, then ∆(C) = ∇(C) = ∅,
which requires by (CM1) that br(xC) = ∅, and by (CM3) that at(µ) = ∅. There is a unique
algebraic measure tree without branch points and atoms, namely the line segment with no
atoms (see Example 4.10). We may therefore assume w.l.o.g. that C 6= D, and consequently
that TC 6= ∅.
We claim that (VC , cV ) together with ψy(x) := λS
(
S∩ compx(y)
)
satisfies the assumptions
of Proposition 3.13. Indeed, VC is obviously countable and an algebraic tree by Lemma 4.7,
ψy(x) depends on y only through its equivalence class w.r.t. ∼x, and the lengths of all the
arcs add up to the total length of λS(S) = 1. Furthermore, ψx(y) + ψy(x) ≥ λS(S) = 1, and
Proposition 3.13 yields existence and uniqueness of the desired algebraic measure tree.
(ii) Let x = (T, c, µ) ∈ T2. We construct a sub-triangulation C such that τ(C) = x .
Fix ρ ∈ lf(T, c), and recall that ρ induces a partial order relation ≤ρ. We can extend this
partial order to a total (planar) order ≤ by picking for every v ∈ br(T, c) an order of the two
components of T \ {v} that do not contain ρ. That is, we define S0(v) := Sv(ρ), denote the
two remaining components of T \ {v} by S1(v), S2(v), and define
(4.10) v ≤ w :⇔ v ≤ρ w or v ∈ S1
(
c(x, y, ρ)
)
, w ∈ S2
(
c(x, y, ρ)
)
.
Identify S with [0, 1], where the endpoints are glued. For a ∈ [0, 1] and b, c > 0 with a +
b + c ≤ 1, let ∆(a, b, c) ⊆ D be the open triangle with vertices a, a + b, a + b + c ∈ S,
ℓ(a, b) ⊆ D the straight line from a to a+b, and L(a, b) the connected component of D\ℓ(a, b)
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b
Figure 6. Sub-triangulations of the circle which correspond to the five cases of al-
gebraic measure trees without branch points as explained in Example 4.10.
containing a + b2 ∈ S. The first vertex of the triangle or circular segment corresponding to
v ∈ br(T, c) ∪ lfatom(x ) is given by the total mass before (w.r.t. ≤ defined in (4.10)), i.e. by
(4.11) α(v) := µ
({u ∈ T : u < v}).
Define
(4.12)
D \ C :=
⊎
v∈br(T,c)
∆
(
α(v), µ(S1(v)), µ(S2(v))
) ⊎ ⊎
v∈lfatom(x )
L
(
α(v), µ{v})
By definition of C, conv(C) \ C consists of open triangles, i.e. condition (Tri1) is satisfied.
Furthermore, the extreme points of conv(C) are contained in S, and for x, y, z ∈ ∆(C)∪∇(C)
distinct, there are corresponding u, v, w ∈ T , and a triangle cxyz ∈ ∆(C) corresponding
to c(u, v, w), which satisfies the requirements of (Tri2)’. Thus, by Proposition 4.3, C is a
sub-triangulation of the circle. It is straight-forward to check that τ(C) = x .
We defer the proof of continuity of τ to the next section, where we prove it in Lemma 5.20.

The following is obvious now.
Lemma 4.8 (non-atomicity). A sub-triangulation C of the circle is a triangulation of the
circle if and only if, for (TC , cC , µC) := τ(C), the measure µC is non-atomic.
Corollary 4.9 (finite tree approximation). Let x = (T, c, µ) ∈ T2. Then there is a se-
quence (xn)n∈N of finite algebraic measure trees in T2 with xn → x bpdd-Gromov-weakly.
Furthermore, if µ is non-atomic, then xn can be chosen as a tree with n leaves and uniform
distribution on the leaves.
Proof. By Theorem 2, there is a sub-triangulation C ∈ T with τ(C) = x , and by Proposi-
tion 4.3, there are finite sub-triangulations Cn with Cn → C. Obviously, xn := τ(Cn) is a
finite algebraic measure tree and by continuity of τ we have xn → x . If µ is non-atomic,
then, by Lemma 4.8, C is a triangulation of the circle, and hence, by Proposition 4.3, Cn
can be chosen as triangulation of the n-gon, which means that xn has n leaves and uniform
distribution on them. 
We conclude this section with a few illustrative examples.
Example 4.10 (coding algebraic measure trees without branch points). Let x be an algebraic
measure tree without branch points. If x = xC for some sub-triangulation C, then ∆(C) =
br(xC) = ∅ and the following five cases can occur (see Figure 6): a) xC consists of one single
point of mass 1. Then C = {x} for some x ∈ S. b) xC consists of an interval with two leaves,
where each carries positive mass adding up to 1, in which case C is a single line segment
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dividing the circle into two arcs with length corresponding to the masses of the two leaves. c)
xC consists of an interval with two leaves, where each has positive mass adding up to a < 1.
In this case, C is the area of the disc bounded by two distinct line segments and two arcs
(possibly one of them degenerated) of S, and the lengths of the remaining two arcs are given
by the masses of the leaves. d) xC consists of an interval with two leaves, where one has
positive mass a < 1 and the other one has zero mass. Then C is a circular segment with
arc length 1 − a. e) xC consists of an interval with no atoms on the leaves, which implies
C = D. ♦
Example 4.11 (a complete binary tree). Let C be the sub-triangulation of the circle drawn
in the middle of Figure 4. Then #∇(C) = # lfatom(τ(C)) = 1. We refer to this only leaf
with positive mass as the root ρ, and obtain µ({ρ}) = 13 , corresponding to the length of the
dotted arc. Moreover, τ(C) consists of a complete rooted binary tree in the sense of graph
theory (with the convention that the root has degree one), together with an uncountable set
of leaves given by the ends at infinity and carrying the remaining 23 of the mass. ♦
Example 4.12 (coding the Brownian CRT). Recall the Brownian triangulation CCRT from
Example 4.5, which is defined as the limit in distribution of uniform random triangulations
Cn of the n-gon. A realization is shown in the right of Figure 4. It is easy to see that τ(Cn)
is the uniform binary tree with n leaves and uniform distribution on the leaves. Thus, by
Theorem 2, the uniform binary tree converges bpdd-Gromov-weakly to τ(CCRT). At this
point it is not entirely clear that τ(CCRT) is the algebraic measure tree induced by the metric
measure Brownian CRT. We will see in Section 6 that this is indeed the case. ♦
5. The subspace of binary algebraic measure trees
In this section we introduce in Subsections 5.1 and 5.2 with the sample shape convergence
and the sample subtree-mass convergence two more notions of convergence of algebraic mea-
sure trees which seem more natural when thinking of algebraic trees as combinatorial objects.
We then show in Subsection 5.3 that on T2, both of these notions are equivalent to the
bpdd-Gromov-weak convergence. The main tools are a uniform Glivenko Cantelli argument,
and that the coding map sending a sub-triangulation of the circle to an element in T2 is
continuous.
5.1. Convergence in distribution of sampled tree shapes. The basic idea behind
Gromov-weak convergence for metric measure spaces is to sample finite metric sub-spaces
with the sampling measure µ and then require these to converge in distribution. In this sec-
tion, we propose a corresponding construction for binary algebraic measure trees, where we
sample finite tree shapes with µ.
First, we have to make precise what we mean by “tree shape”, which we understand to be
a cladogram with the peculiarity that leaves may carry more than one label. The multi-label
case is necessary to allow for sampling the same point several times due to a possible atom
at that point.
Definition 5.1 (m-labelled cladogram). For m ∈ N, an m-labelled cladogram is a binary,
finite algebraic tree C = (C, c) together with a surjective labelling map ℓ : {1, ...,m} → lf(C).
Two m-labelled cladograms (C1, ℓ1) and (C2, ℓ2) are equivalent if they are label preserving
isomorphic i.e., there exists a tree isomorphism f : C1 → C2 with f(ℓ1(i)) = ℓ2(i) for all
i = 1, ...,m.
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Figure 7. A tree T and the shape sT (u1, u2, u3, u4). Here, we are considering the
homomorphism f : C → c3({u1, ..., u4}3) given by f(ui) := ui, i = 1, ..., 4, and then
necessarily f(v1) = v, f(v2) = u3. f is clearly no isomorphism, and the cladogram is
not isomorphic to the subtree c({u1, u2, u3, u4}3) because c(u1, u4, u3) = u3.
Define
(5.1) Cm := {isomorphism classes of m-labelled cladograms}.
In the following we will use cladograms to encode the shape of a subtree spanned by a
finite sample of leaves.
Definition 5.2 (tree shape). For a binary algebraic tree (T, c), m ∈ N, and u1, ..., um ∈
T \br(T, c), the tree shape sT (u1, ..., um) of the m-labelled cladogram spanned by (u1, ..., um)
in (T, c) is the unique (up to isomorphism) m-labelled cladogram sT (u1, ..., um) = (C, cC , ℓ)
with lf(C) = {u1, ..., um} and ℓ(i) = ui for all i = 1, ...,m, and such that the identity on lf(C)
extends to a tree homomorphism from C onto c
({u1, ..., um}3).
Remark 5.3 (spanned subtree and cladogram are not necessarily isomorphic). The tree
homomorphism from sT (u1, ..., um) onto c({u1, ..., um}3) does not need to be injective. This
is the case if (and only if) ui ∈ (uj , uk) for some i, j, k ∈ {1, ...,m}. See Figure 7. ♦
Example 5.4 (shape of a totally ordered algebraic tree). Let (T, c) be a totally ordered
algebraic tree, and u1, ..., um ∈ T . Then sT (u1, ..., um) is a so-called comb tree which has a
totally ordered spine of binary branch points with attached leaves (see Figure 8). ♦
In the following, we build a topology on the convergence of tree shapes of m randomly
sampled points. We therefore need the measurability of the shape map.
Lemma 5.5 (measurability of the shape map). For every binary algebraic tree (T, c) and
m ∈ N, the tree shape map sT : (T \ br(T, c))m → Cm is a measurable function.
Proof. Restricted to the open subset
{
v ∈ (T \ br(T, c))m : v1, ..., vm distinct
}
, sT is lo-
cally constant, hence continuous. The same is true on the set
{
v ∈ (T \ br(T, c))m : v1 =
v2, v2, ..., vm distinct
}
, which is an intersection of a closed and an open set, hence measurable.
We can continue this way to see that sT is measurable on (T \ br(T, c))m. 
Definition 5.6 (tree shape distribution). For x = (T, c, µ) ∈ T2 and m ∈ N, the m-tree shape
distribution of x is defined by
(5.2) Sm(x ) := µ
⊗m ◦ s−1T ∈ M1(Cm).
Example 5.7 (shape of the linear non-atomic measure tree). Let x = (T, c, µ) be the lin-
ear non-atomic algebraic measure tree (Example 3.4). Then any sample (u1, ..., um) with µ
consists of pairwise different points, and Sm(x ) is the mixture of Dirac measures on labelled
comb trees where the mixture is over all (up to isometry) permutations of the labels. ♦
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u1 u2 u3 u4 u1 • • u4 u1, u5 • • u4
u2 u3 u2 u3
Figure 8. The left shows a totally ordered binary algebraic tree and four different
points u1, ..., u4. The middle shows the shape sT (u1, ..., u4) of the cladogram which
forms a comb tree. The right illustrates what happens if a fifth point is equal to u1.
Now one of the leaves of sT (u1, ..., u5) has two labels.
We refer to the weakest topology on T2 such that for every m ∈ N the m-tree shape
distribution is continuous as sample shape topology.
Definition 5.8 (sample shape topology). The topology induced on T2 by the set {Sm : m ∈
N} of tree shape distributions is called sample shape topology.
We say that a sequence (xn)n∈N is sample shape convergent to x in T2 if it converges w.r.t.
the sample shape topology, i.e. if Sm(xn) converges to Sm(x ) as n→∞ for every m ∈ N.
In analogy to the set Πι of polynomials introduced in Remark 3.10, we also introduce a set
of test functions which evaluate the tree shape distributions. We refer to Φ = Φm,ϕ : T2 → R,
(5.3) Φ(x ) =
∫
Cm
ϕ dSm(x ) =
∫
Tm
ϕ ◦ sT dµ⊗m,
where m ∈ N and ϕ : Cm → R, as shape polynomial. We also define
(5.4) Πs := { shape polynomials on T2 }.
Obviously, the sample shape topology is induced by the set Πs of shape polynomials.
Proposition 5.9 (sample shape implies bpdd-Gromov-weak convergence). On T2, the sample
shape topology is stronger than the bpdd-Gromov-weak topology (i.e. any open set in the bpdd-
Gromov-weak topology is open in the sample shape topology).
Proof. The bpdd-Gromov-weak topology is induced by the set Πι of polynomials (see Re-
mark 3.10). Because the set of φ ∈ Cb(Rm×m) which are Lipschitz continuous is convergence
determining for probability measures on Rm×m, the subset of those Ψ ∈ Πι with
(5.5) Ψ(T, c, µ) =
∫
Tm
φ
(
(ν[ui, uj ]− 12ν{ui} − 12ν{uj})i,j=1,...,m
)
µ⊗m(du)
for some m ∈ N and Lipschitz continuous φ ∈ Cb(Rm×m) also induces the bpdd-Gromov-weak
topology. Therefore, it is enough to show that such a Ψ is continuous on T2 w.r.t. the sample
shape topology. We do so by showing that the restriction to T2 of Ψ is in the uniform closure
of Πs . Let L be the Lipschitz constant of φ w.r.t. the ℓ∞-norm on Rm×m.
For n ∈ N with 3n ≥ m, we define
(5.6) Φn(T, c, µ) :=
∫
T 3n
φ
(
(νn,u[ui, uj ]− 12νn,u{ui} − 12νn,u{uj})i,j=1,...,m
)
µ⊗3n(du),
with the empirical branch point distribution
(5.7) νn,u :=
1
n
n−1∑
k=0
δc(u3k+1,u3k+2,u3k+3).
Note that the restriction of Φn to T2 belongs to Πs because whether or not c(uk+1, uk+2, uk+3)
lies on [ui, uj ], k ∈ {0, ..., n − 1}, i, j ∈ {1, ...,m} only depends on the shape s3n(u).
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Finally, we observe
(5.8) ‖Ψ− Φn‖∞ ≤ sup
(T,c,µ)∈T2
∫
T 3n
L · 3 sup
I∈IT
|ν(I)− νn,u(I)|µ⊗3n(du) ≤ 3L · ǫn −→
n→∞
0,
with IT := {[x, y]; x, y ∈ T} and (ǫn)n∈N −→
n→∞
0, where we have used a uniform Glivenko-
Cantelli estimate which upper bounds the distance of the empirical branch point distribution
to the branch point distribution. Such an estimate should be known, but as we could not come
up with a reference, we show it in Lemma A.4 in the appendix. We note that dimVC(IT ) = 2
(compare Example A.2). 
Corollary 5.10 (metrizability). The sample shape topology is metrizable.
Proof. Because the sample shape topology is induced by a countable family of functions
(Sm)m∈N with values in metrizable spaces, it is pseudo-metrizable. By Proposition 5.9, it is
stronger than the bpdd-Gromov-weak topology, hence a Hausdorff topology. Therefore, it is
metrizable. 
5.2. Convergence in distribution of sampled subtree masses. In this subsection, we
introduce yet another notion of convergence of algebraic measure trees which, in contrast to
sampling tree shapes, is based on sampling branch points and evaluating the masses of the
subtrees that are joined at these branch points. This approach might be more similar to the
case of metric measure spaces and distance matrix distributions, because we sample a tensor
of real numbers (masses of subtrees) as opposed to a combinatorial object (tree shape). Thus,
the typical tools of analysis are more readily applicable for the corresponding class of test
functions.
Let (T, c, µ) ∈ T2, and recall from (2.21) for u, v, w ∈ T the subtree component Sc(u,v,w)(x)
of T \ {c(u, v, w)} which contains x 6= c(u, v, w). Here, we always take the component con-
taining x = u, and consider its mass
(5.9) η(u, v, w) := 1u 6=c(u,v,w) · µ
(Sc(u,v,w)(u)).
Lemma 5.11 (measurability of the subtree masses). For every binary algebraic measure tree
x = (T, c, µ) ∈ T2 and m ∈ N, the function η : T 3 → [0, 1] is measurable.
Proof. First, we claim that the map ψ : T 2 → [0, 1],
(5.10) ψ(u, v) := 1u 6=v · µ
(Sv(u))
is lower semi-continuous. Indeed, let (un, vn) be a sequence converging to (u, v). We may
assume w.l.o.g. that v 6= u, un ∈ Sv(u), and either vn 6∈ Sv(u) for all n ∈ N, or vn ∈ Sv(u) for
all n ∈ N. In the first case, Sv(u) ⊆ Svn(un), and hence ψ(u, v) ≤ ψ(un, vn). In the second
case, for every x ∈ Sv(u) and n ≥ nx sufficiently large, we have u ∈ Svn(un) and vn 6∈ [x, u].
This means x ∈ Svn(u) = Svn(un) and hence
(5.11) ψ(u, v) − lim inf
n→∞ ψ(un, vn) ≤ limn→∞µ
(Sv(u) \ Svn(un)) = 0.
Therefore, ψ is lower semi-continuous. Because the branch point map c is continuous due to
Lemma 2.16, the same applies to η(u, v, w) = ψ((u, c(u, v, w)), and η is measurable. 
Given a vector u = (u1, . . . , um) ∈ Tm, m ∈ N, we consider the masses of all the subtrees
we obtain as branch points of entries of u. To this end, let
(5.12) η(u, v, w) :=
(
η(u, v, w), η(v, u,w), η(w, u, v)
)
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Figure 9. µ is the uniform distribution on the leaves. Swap the ◦-part with the
×-part to obtain a non-isomorphic tree giving the same value for ϑ3.
and define the function mx : T
m → [0, 1]3·(m3 ), given by
(5.13) mx (u) :=
(
η(ui, uj , uk)
)
1≤i<j<k≤m
Definition 5.12 (subtree-mass tensor distribution). For x = (T, c, µ) ∈ T2 and m ∈ N, the
m-subtree-mass tensor distribution of x is defined by
(5.14) ϑm(x ) := µ
⊗m ◦m−1x ∈ M1
(
[0, 1]3·(
m
3 )
)
,
Example 5.13 (symmetric binary tree). Let for each n ∈ N, xn = (Tn, cn, µn) the symmetric
binary tree with N = 2n leaves and the uniform distribution on the set of leaves. Then the
3-subtree-mass tensor distribution of xn is equal to
(5.15)
ϑ3(xn) = µ
⊗3
n ◦m−1x
=
n−1∑
k=1
1− 2−k
2k+1
(
δ
(
1
2k+1
,
1
2k+1
,1− 1
2k
)
+ δ
(
1
2k+1
,1− 1
2k
,
1
2k+1
)
+ δ
(1− 1
2k
,
1
2k+1
,
1
2k+1
)
)
+ 1
N
(1− 1
N
)
(
δ( 1
N
, 1
N
,1) + δ( 1
N
,1, 1
N
) + δ(1, 1
N
, 1
N
)
)
+ 1
N2
δ( 1
N
, 1
N
, 1
N
)
−→
n→∞
∞∑
k=1
1− 2−k
2k+1
(
δ
(
1
2k+1
,
1
2k+1
,1− 1
2k
)
+ δ
(
1
2k+1
,1− 1
2k
,
1
2k+1
)
+ δ
(1− 1
2k
,
1
2k+1
,
1
2k+1
)
)
♦
Remark 5.14 (3-subtree-mass tensor distribution is not enough). It is not enough to consider
only the 3-subtree-mass tensor distribution. Indeed, ϑ3 cannot distinguish all non-isomorphic
binary algebraic measure trees, i.e. it does not separate the points of T2. To see this, take
the tree from Figure 9 with uniform distribution on its 12 leaves, and the same tree with
the subtrees marked by × and ◦, respectively, exchanged. These two trees are clearly non-
isomorphic, and because the two marked subtrees have the same number of leaves, every
vertex in one tree corresponds to a vertex in the other with the same value for mx . ♦
We consider the weakest topology on T2 such that for every m ∈ N the m-subtree-mass
tensor distribution is continuous. Here, as usual, we equip M1([0, 1]3·(
m
3 )) with the weak
topology.
Definition 5.15 (sample subtree-mass topology). The topology induced on T2 by the set
{ϑm : m ∈ N} of subtree-mass tensor distributions is called sample subtree-mass topology.
We say that a sequence (xn)n∈N is sample subtree-mass convergent to x in T2 if it converges
w.r.t. the sample subtree-mass topology, i.e. if ϑm(xn) converges to ϑm(x ) as n→∞ for every
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Figure 10. The situation in the proof of Proposition 5.16.
m ∈ N. To see that the sample subtree-mass topology is a Hausdorff topology on T2, we need
the following reconstruction theorem.
Proposition 5.16 (reconstruction theorem). The set of subtree-mass tensor distributions
{ϑm : m ∈ N} separates points of T2, i.e., if x1, x2 ∈ T2 are such that ϑm(x1) = ϑm(x2) for
all m ∈ N, then x1 = x2.
Proof. We always assume that the representative (T, c, µ) of an algebraic measure tree is
chosen such that µ(Sv(u)) > 0 whenever u, v ∈ T , u 6= v.
Because the set {Sm : m ∈ N} of tree shape distributions separates points by Corol-
lary 5.10, it is enough to show that Sm is determined by the m-subtree-mass tensor dis-
tribution ϑm for every m ∈ N. We do so by showing that there exists a (non-continuous)
function h : [0, 1]3·(
m
3 ) → Cm such that for every x = (T, c, µ) ∈ T2 we have sT = h ◦ mx on(
T \ br(T, c))m. This is enough, because µ(br(T, c)) = 0 by countability of br(T, c) and the
assumption that at(µ) ⊆ lf(T, c).
Fix u = (u1, ..., um) ∈ (T \ br(T, c))m and set C = (C, cC , ℓ) := sT (u). For i 6= j, we have
ui = uj if and only if η(ui, uj , uk) = η(uj , ui, uk) = 0 for any and hence all k ∈ {1, ...,m}\{i, j}.
Thus, we can determine multiple labels of C by mx (u) and may assume in the following that
u1, ..., um are distinct. Then, the m-labelled cladogram C is uniquely determined by the set
of pairs (x1, x2) of triples xi = (xi,1, xi,2, xi,3) ∈ {u1, ..., um}3, xi,j 6= xi,k for j 6= k, i = 1, 2,
such that
(5.16) cC
(
x1,1, x1,2, x1,3
)
= cC
(
x2,1, x2,2, x2,3
)
.
We claim that (5.16) holds if and only if we can reorder the three entries of x2 such that we
can replace every entry of x1 by the corresponding entry of x2 and obtain the same masses
of subtrees. More precisely,
(5.17) η(x1,1, x1,2, x1,3) = η(xi,1, xj,2, xk,3) ∀i, j, k ∈ {1, 2}.
Indeed, if cC(x1) = cC(x2), then c(x1) = c(x2) by definition of sT . Because none of the ui is
a branch point, every component of T \ {c(x1)} contains precisely one of the x1,i, as well as
one of the x2,i. We can reorder the entries of x2 such that x1,i is in the same component as
x2,i, i = 1, . . . , 3. Then it is easy to check that (5.17) holds.
Conversely, assume that cC(x1) 6= cC(x2). Because the restriction of the tree homomor-
phism C → c({u1, . . . , um}3) to the branch points of C is injective, this implies v1 := c(x1) 6=
c(x2) =: v2. There must be an i with x1,i ∈ Sv1(v2), say i = 3. Also, x2,j ∈ Sv1(v2)
for at least two different j, so at least one which is different from i, say j = 2 (see Fig-
ure 10). Then v3 := c(x1,1, x2,2, x1,3) ∈ Sv1(v2), and in particular, x1,1, x1,2 ∈ Sv3(x1,1). Thus
η(x1) < η(x1,1, x2,2, x1,3), and (5.17) does not hold. 
Corollary 5.17 (metrizability). The sample subtree-mass topology is metrizable.
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Proof. Because the sample subtree-mass topology is induced by a countable family of functions
(ϑm)m∈N with values in metrizable spaces, it is pseudo-metrizable. By Proposition 5.16, it is
a Hausdorff topology, hence it is metrizable. 
In analogy to the sets Πι and Πs of polynomials and shape polynomials, respectively, the
sample subtree-mass topology also comes with a canonical set of test functions. We call
Ψ: T2 → R subtree-mass polynomial if there is m ∈ N and ψ ∈ Cb([0, 1]3·(
m
3 )) with
(5.18) Ψ(x ) =
∫
[0,1]
3·(m3 )
ψ dϑm(x ) =
∫
Tm
ψ ◦mx dµ⊗m
We also define
(5.19) Πm := { subtree-mass polynomials on T2 }.
Obviously, the sample subtree-mass topology is induced by the set Πm of subtree-mass poly-
nomials.
Proposition 5.18 (sample shape convergence implies sample subtree-mass convergence).
The sample shape topology is stronger than the sample subtree-mass topology.
Proof. The proof is similar to that of Proposition 5.9. We will show that each subtree-mass
polynomial in Ψ ∈ Πm ,
(5.20) Ψ(T, c, µ) =
∫
Tm
ψ
((
η(ui, uj , uk)
)
1≤i<j<k≤m
)
µ⊗m(du),
with m ∈ N and ψ ∈ C([0, 1]3·(m3 )) Lipschitz continuous w.r.t. the ℓ∞-Norm on [0, 1]3·(
m
3
) is in
the uniform closure of Πs . Let L be the Lipschitz constant of Ψ. For n ∈ N with n ≥ m, we
define
(5.21) Φn(T, c, µ) :=
∫
Tn
ψ
((
ηµn,u(ui, uj , uk)
)
1≤i<j<k≤m
)
µ⊗n(du),
where ηµn,u is defined in the same way as η, but with µ replaced by the empirical sample
distribution
(5.22) µn,u :=
1
n
n∑
ℓ=1
δuℓ .
Note that Φn ∈ Πs because whether or not uℓ ∈ Sc(ui,uj ,uk)(ui) for some ℓ ∈ {1, ..., n}, i, j, k ∈
{1, ...,m} depends only on the shape sT (u).
Finally, applying the uniform Glivenko-Cantelli estimate Lemma A.4, we have
(5.23) ‖Ψ −Φn‖∞ ≤ sup
(T,c,µ)∈T2
∫
Tn
L · sup
S∈ST
∣∣µ(S)− µn,u(S)∣∣ µ⊗n(du) ≤ Lǫn −→
n→∞
0,
where ST :=
{Sv(u) : u, v ∈ T} and (ǫn)n∈N −→
n→∞
0. We note that dimVC(ST ) ≤ 3 (compare
Example A.3). 
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5.3. Equivalence and compactness of topologies. In this section, we show that sam-
ple shape convergence (Definition 5.8), sample subtree-mass convergence (Definition 5.15)
and branch point distribution distance Gromov-weak convergence (Definition 3.7) on T2 are
equivalent. While spaces of metric measure spaces are usually far from being locally compact,
T2 is in this topology even a compact metrizable space.
Theorem 3 (equivalence of topologies and compactness). The sample shape topology, the
sample subtree-mass topology, and the bpdd-Gromov-weak topology coincide on T2. Further-
more, T2 is compact and metrizable in this topology.
Because compact subsets of a Hausdorff space are closed, a direct corollary is that unlike the
situation in the space of metric measure trees (with Gromov-weak or Gromov-Hausdorff-weak
topology), the set of binary trees is closed w.r.t. the bpdd-Gromov-weak topology.
Corollary 5.19. The subspace T2 of binary algebraic measure trees with atoms restricted to
leaves is closed in T (with bpdd-Gromov-weak topology).
As a preparation of the proof for the theorem, we show that binary algebraic measure
trees depend continuously on their encoding as sub-triangulations of the circle. Together
with Proposition 5.9, this also finishes the proof of Theorem 2. Recall the space T of sub-
triangulations of the circle equipped with the Hausdorff metric topology from (4.3), and the
coding map τ : T → T2 from Theorem 2.
Lemma 5.20 (continuity of the coding map). Let T2 be equipped with the sample shape
topology, and T with the Hausdorff metric topology. Then the coding map τ : T → T2 is
continuous.
Proof. Fix C ∈ T and m ∈ N. By definition of the sample shape topology, it is enough to
show that Sm ◦ τ : T → M1(Cm) is continuous at C. Let U1, ..., Um be i.i.d. points on the
circle S chosen with the Lebesgue measure.
Recall from (4.2) the set ∇(C) of connected components of D \ conv(C), from (4.7) the
connected component compx(y) of D \ ∂Dx which contains y, where x ∈ ∆(C) ∪ ∇(C), and
y ⊆ D connected and disjoint from ∂Dx. Furthermore, recall the set ✷(C) from (4.8), and the
subtree components Sx(y) from (1.9).
For ǫ > 0, there exists N = NC,m,ǫ ∈ N and v1, ..., vN ∈ ∆(C) ∪ ∇(C) distinct such that
with probability at least 1− ǫ the following holds:
• if {U1, ..., Um} ∩ v 6= ∅ for v ∈ ∇(C), then v ∈ {v1, ..., vN}, and
• if {U1, ..., Um} ∩ compv(w) 6= ∅ for some v ∈ ∆(C) and all w ∈ ∆(C) ∪∇(C) ∪✷(C)
with w 6= v, then v ∈ {v1, ..., vN}.
Put ǫ′ := ǫ · (12mN)−1. Then
(5.24) P
({
d(Ui, ∂vj) ≥ ǫ′, ∀ i = 1, ...,m; j = 1, ..., N
}) ≥ 1− ǫ.
There is a δ = δ(ǫ) > 0 sufficiently small such that for any C ′ ∈ T with Hausdorff metric
dH(C,C
′) < δ there are distinct v′1, ..., v
′
N ∈ ∆(C ′) ∪ ∇(C ′) such that dH(vi, v′i) ≤ ǫ′ for
i = 1, ..., N . Let x = (T, c, µ) := τ(C), and V1, ..., Vm be i.i.d. µ-distributed, coupled to
U1, ..., Um such that Vk ∈ Sv(w) if and only if Uk ∈ compv(w), which is possible due to the
properties of τ established in Theorem 2. Define x ′ and V ′1 , ..., V
′
m similarly with C
′ instead
of C. Then
(5.25) P
({
sT (V1, ..., Vm) = sT ′(V
′
1 , ..., V
′
m)
}) ≥ 1− 2ǫ,
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Figure 11. Realisations of β-splitting trees for (from left to right) β = −1, β = 0
(Yule tree), β = 10.
which implies that dPr
(
Sm(τ(C)), Sm(τ(C
′))
) ≤ 2ǫ (with dPr denoting the Prokhorov dis-
tance). This shows that Sm ◦ τ is continuous at C and, since m and C are arbitrary, that τ
is continuous. 
Now we are in a position to combine our results to a proof of the main theorem of Section 5.
Proof of Theorem 3. The space T of sub-triangulations of the circle with Hausdorff metric
topology is compact according to Lemma 4.2. The coding map τ : T → T2 is surjective
by Theorem 2, and continuous when T2 is equipped with the sample shape topology by
Lemma 5.20. Therefore, the sample shape topology is a compact topology on T2. More-
over, the sample shape topology is Hausdorff by Corollary 5.10. As the sample subtree-mass
topology is a weaker Hausdorff topology by Proposition 5.18 and Corollary 5.17, it coincides
with the sample shape topology. The same is true for the bpdd-Gromov-weak topology by
Proposition 5.9. 
Recall from Remark 3.10 that the set of distance polynomials is convergence determining
for measures on T2. It directly follows from the construction that the same is true for the sets
of shape polynomials and subtree-mass polynomials. This property is very useful for proving
convergence in law of random variables.
Corollary 5.21 (convergence determining classes of functions). The sets Πs ⊆ Cb(T2) (de-
fined in (5.3)) and Πm (defined in (5.18)) are convergence determining for measures on T2
with bpdd-Gromov-weak topology
Proof. T2 is a compact metrizable space, and both Πs and Πm induce the bpdd-Gromov-weak
topology on T2 by Theorem 3. Furthermore, each of Πs and Πm is closed under multiplication.
Thus the claim follows by the Stone-Weierstrass theorem. 
6. Example: sampling consistent families
Consider a family (Tn, cn)n∈N of random, finite binary (algebraic) trees, where (Tn, cn) has
n leaves. Let Kn be the Markov kernel that takes such a tree and removes a leaf uniformly
chosen at random, together with the branch point it is attached to, thus obtaining a binary
tree with n− 1 leaves. We say that the family is sampling consistent if Kn(Tn, · ) = L(Tn−1),
where L denotes the law of a random variable.
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Example 6.1 (β-splitting trees). For every β ∈ [−2,∞], let T βn be the β-splitting tree on
n leaves from [Ald96] (with forgotten labels). For −2 < β < ∞, the β-splitting tree T βn can
be constructed recursively as follows. T β2 consists of two leaves connected by a distinguished
root edge. If n > 2, choose i ∈ {1, . . . , n− 1} with probability
(6.1) qβn(i) =
1
an(β)
(
n
i
)∫ 1
0
xi+β(1− x)n−i+β dx,
where an(β) is a normalisation constant. Then construct two independent β-splitting trees
T
β
i and T
β
n−i, introduce a new branch point in the middle of each of the two root edges, and
connect these new branch points with the new root edge to obtain T βn .
It is easy to see (and observed in [Ald96]) that (T βn )n∈N is sampling consistent. Note the
special cases β = −2 which is the comb tree, β = −32 which is the uniform cladogram, β = 0
which is the Yule tree and β = ∞ which is the symmetric binary tree. See Figure 11 for
triangulations of a realization of β-splitting trees for different values of β and large n. The
Aldous Brownian CRT, which is the limit for β = −32 , is shown in Figure 4. ♦
Lemma 6.2 (convergence of sampling consistent families). Let ((Tn, cn))n∈N be a sampling
consistent family of random binary trees, and µn the uniform distribution on lf(Tn, cn). Then
we have the convergence in law
(6.2) (Tn, cn, µn)
L−−−→
n→∞ (T, c, µ) on T2 with bpdd-Gromov-weak topology
for some random algebraic measure tree (T, c, µ) ∈ T2 with non-atomic measure µ.
Proof. Recall them-tree shape distribution Sm from Definition 5.8. Let n,m ∈ N withm < n
and define
(6.3) ǫn,m := µ
⊗m
n
{
x ∈ Tm : x1, . . . , xm not distinct
} ≤ m2
n
.
Because (Tn) is sampling consistent, we obtain for the annealed shape distribution
(6.4) E
(
Sm(Tn, cn, µn)
)
= (1− ǫn,m)L(T ∗m) + ǫn,mµn,m,
where T ∗m is obtained from Tm by randomly labelling the leaves, and µn,m ∈ M1(Cm) is
some law of m-labelled cladograms supported by cladograms where at least one leaf has more
than one label. This shows that, for every fixed m, the expected m-tree shape distribution
converges as n → ∞. Because the m-tree shape distribution is convergence determining for
the bpdd-Gromov-weak topology by Corollary 5.21, all limit points of L(Tn, cn, µn) inM1(T2)
coincide. According to Theorem 3, T2, and henceM1(T2), is compact and thus a unique limit
exists. That the limiting measure is non-atomic is obvious, because the probability that a
sampled shape is single-labelled tends to one by (6.4). 
Example 6.3 (β-splitting trees continued). By Lemma 6.2, for every β ∈ [−2,∞], the se-
quence (T βn , c
β
n, µ
β
n)n∈N of increasing β-splitting trees converges in distribution to some limiting
random algebraic measure tree (T β, cβ , µβ). In the case of the uniform cladogram (β = −32),
the limit is the Brownian algebraic continuum random tree which can be obtained as tree
τ(CCRT) coded by the Brownian triangulation (see Example 4.5), or as the algebraic measure
tree induced by the metric measure Brownian CRT which is known to have uniform shape
distribution ([Ald93]). In the case of the comb tree (β = −2), the limit is the unit interval
with Lebesgue measure (a coding triangulation is shown in the very right of Figure 6). ♦
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Appendix A. A uniform Glivenko-Cantelli theorem
In Subsections 5.1 and 5.2 we made use of uniform estimates of the speed of convergence in
the approximation of the branch point distribution and the measure of a algebraic measure
tree by empirical distribution. Such uniform Glivenko-Cantelli estimates under a bound on
the Vapnik-Chervonenkis dimension (VC-dimension) of the type presented below should be
well-known. As we did not find it explicitly in sufficient generality in the literature, we will
present it here.
We recall the definition of VC-dimension, going back to the seminal work of Vapnik and
Chervonenkis, [VC71]. Let E be a non-empty set and I a non-empty collection of subsets of
E. For n ∈ N and x ∈ En, put
(A.1) I(x) := {(1I(x1), . . . ,1I(xn)) : I ∈ I} ⊆ {0, 1}n.
Then obviously, 1 ≤ #I(x) ≤ 2n.
Definition A.1 (Vapnik-Chervonenkis dimension). The Vapnik-Chervonenkis dimension of
I is defined as
(A.2) dimVC(I) := sup
{
n ∈ N : max
x∈En
#I(x) = 2n}.
Example A.2 (collection of intervals of an algebraic tree). Let (T, c) be a separable algebraic
tree with #T > 2, and
(A.3) I := IT :=
{
[u, v] : u, v ∈ T}.
For x1, x2, u ∈ T distinct, we have #I(x) ≥ #{[u, u], [x1, x1], [x2, x2], [x1, x2]} = 22, hence
dimVC(IT ) ≥ 2. Conversely, for x ∈ T 3, either there is u, v ∈ T with x1, x2, x3 ∈ [u, v].
Then w.l.o.g. x2 ∈ [x1, x3] and (1, 0, 1) 6∈ IT (x). Or there is no such u, v ∈ T , which means
(1, 1, 1) 6∈ IT (x). Therefore,
(A.4) dimVC(IT ) = 2.
♦
Recall the notion Sx(y) of the equivalence class of T \ {x} containing y.
Example A.3 (collection of subtrees branching of a branch point). Let (T, c) be a separable
algebraic tree, and
(A.5) I := ST :=
{Sv(u) : u, v ∈ T}.
We claim that
(A.6) dimVC(ST ) ≤ 3.
For this upper bound, let x = (x1, x2, x3, x4) ∈ T 4. By the 4-point condition of the branch
point map, we can assume w.l.o.g. that
(A.7) c(x1, x2, x3) = c(x1, x2, x4).
In this case, it is not possible to cover {x1, x3} but neither x2 nor x4 with a single subtree in
ST , which proves the claim. ♦
The constant in front in the following Glivenko-Cantelli lemma is clearly not optimal. For
us it is only important that it is universal and not depending on the measure space (E,µ).
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Lemma A.4 (rate of convergence in Glivenko-Cantelli). Let E be a Polish space, µ a probabil-
ity measure on E, (Xn)n∈N i.i.d. µ-distributed, and µn = 1n
∑n
k=1 δXk the empirical measure.
Then, for every I ⊆ B(E) with dimVC(I) <∞ and n > 1,
(A.8) E
(
sup
I∈I
∣∣µ(I)− µn(I)∣∣) ≤ 96√dimVC(I)
n
.
Proof. By the Kuratowski isomorphism theorem, all uncountable Polish spaces are Borel-
isomorphic. Therefore, we may assume w.l.o.g. that E = R. Theorem 3.2 in [DL01] yields
(A.9) ∆ := E
(
sup
I∈I
∣∣µ(I)− µn(I)∣∣) ≤ 24√
n
sup
x∈Rn
∫ 1
0
√
log
(
2N(r,I(x))) dr,
where N(r,I(x)) is the covering number of I(x) w.r.t. the metric 1√
n
· dℓ2 , where dℓ2 is the
Euclidean metric on {0, 1}n. This covering number can be upper-bounded in terms of the
separation numberM(r,I) w.r.t. the metric 1
n
·dℓ1 used by Haussler in [Hau95], and Theorem 1
there yields
(A.10) N
(
r,I(x)) ≤M(r2,I(x)) ≤ e(dimVC(I) + 1)(2e
r2
)dimVC(I)
,
provided that nr2 ∈ N. For r2 ≤ 1
n
, we use the trivial estimate M(r2,I(x)) ≤ 2n. For general
r2 ≥ 1
n
, we estimate M(r2,I(x)) ≤M( 1
n
⌊nr2⌋,I(x)), and inserting (A.10) into (A.9) yields
(A.11)
∆ ≤ 24√
n
(√
n+1
n
+
∫ 1
1√
n
√
log(2e(dimVC(I) + 1)) + dimVC(I) log
(
2e(r2 − 1
n
)−1
)
dr
)
≤ 24√
n
√
dimVC(I)
(√
n+1
n
+
∫ 1
0
√
3 + log(2e) − 2 log(r) dr
)
,
where we used that log(2e(d + 1)) ≤ 3d for d ≥ 1, and r2 − 1
n
≥ (r − 1√
n
)2. The last bracket
is less than 4 for n > 1, and the claim follows. 
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