Abstract. We show that the tensor product M ⊗N of any two full factors M and N (possibly of type III) is full and we compute Connes' invariant τ (M ⊗ N ) in terms of τ (M ) and τ (N ). The key novelty is an enhanced spectral gap property for full factors of type III. Moreover, for full factors of type III with almost periodic states, we prove an optimal spectral gap property. As an application of our main result, we also show that for any full factor M and any non-type I amenable factor P , the tensor product factor M ⊗ P has a unique McDuff decomposition, up to stable unitary conjugacy.
Introduction and statement of the main results
Introduction. The notion of fullness has always played a central role in the theory of von Neumann algebras. A type II 1 factor M is full, or equivalently does not have property Gamma of Murray and von Neumann [MvN43] , if every uniformly bounded net (x i ) i∈I that is central, meaning that lim i x i a − ax i 2 = 0 for every a ∈ M , must be trivial, meaning that lim i x i − τ (x i )1 2 = 0. Murray and von Neumann [MvN43] used this property to provide the first example of two nonisomorphic factors of type II 1 with separable predual. Indeed, they showed that the free group factor L(F 2 ) is full, while the unique hyperfinite factor of type II 1 is not. Connes [Co75b] proved that any full factor of type II 1 with separable predual satisfies the following spectral gap property: there exist κ > 0 and a family a 1 , . . . , a k ∈ M such that The above spectral gap property for full factors of type II 1 with separable predual was a crucial tool in the proof of the uniqueness of the amenable factor of type II 1 with separable predual [Co75b] . The inequality in (1.1) also implies that the tensor product of two full factors of type II 1 is still full.
The notion of fullness for type III factors as well as the τ -invariant were introduced by Connes.
Following [Co74] , we say that a factor M is full if every uniformly bounded net (x i ) i∈I in M that is centralizing, meaning that lim i x i ϕ − ϕx i = 0 for all ϕ ∈ M * , must be trivial, meaning that there exists a bounded net (λ i ) i∈I in C such that x i − λ i 1 → 0 strongly as i → ∞. By [Co74, Theorem 3.1], for any full factor M , the subgroup of inner automorphisms Inn(N ) is closed in the group of automorphisms Aut(M ) and hence the quotient group Out(M ) = Aut(M )/ Inn(M ) inherits a structure of complete topological group. Connes' invariant τ (M ) is then defined as the weakest topology on R that makes the canonical modular homomorphism R → Out(M ) continuous.
The motivation behind the present work comes from the following two fundamental open questions:
(Q1) If M 1 and M 2 are full factors of type III, is the tensor product M 1 ⊗ M 2 also full? (Q2) In that case, is it possible to compute τ (M 1 ⊗ M 2 ) in terms of τ (M 1 ) and τ (M 2 )?
The absence of a faithful normal tracial state on full factors of type III makes their study peculiarly difficult. In particular, a good type III analogue of Connes' spectral gap theorem is missing. Recent progress in this direction was made by the second named author in [Ma16,  Theorem A], but questions (Q1) and (Q2) remained out of reach.
Statement of the main results. The main novelty of the present paper is an enhanced spectral gap property for full factors of type III, which relies on [Ma16, Theorem A]. More precisely, we prove in Theorem 3.2 below that for any full factor M of type III, there exist a state ϕ ∈ M * , some constant κ > 0 and a family a 1 , . . . , a k ∈ M satisfying a j ϕa * j ≤ ϕ for every j ∈ {1, . . . , k} such that Observe that compared to Connes' spectral gap theorem for full factors of type II 1 as in (1.1), there is an additional term in (1.2) given by inf λ∈R + xξ ϕ − λξ ϕ x 2 , where ξ ϕ ∈ L 2 (M ) is the vector implementing ϕ in the standard form of M . Nevertheless, (1.2) is robust enough to pass to tensor products M ⊗ N , where N is any von Neumann algebra. This allows us to show that for any full factor M and any von Neumann algebra N , every centralizing net in the tensor product M ⊗ N must asymptotically lie in N .
We also prove in Theorem 3.2 below an enhanced spectral gap property for the outer automorphism group of a full factor, which relies on [Ma16, Lemma 5.3] (see [Jo81, Corollary 5] for the analogous result in the type II 1 case). This, in turn, allows us to show that for any full factor M and any von Neumann algebra N , the natural group homomorphism Out(M ) × Out(N ) → Out(M ⊗ N ) is a homeomorphism onto its range.
More precisely, our first main result is:
Conjecture C (Strong fullness conjecture). Let M be any σ-finite full factor of type III. Then there exist a faithful state ϕ ∈ M * , some constant κ > 0 and a family a 1 , . . . , a k ∈ M satisfying a j ϕa * j ≤ ϕ for every j ∈ {1, . . . , k} such that
As we show in Proposition 4.5, a consequence of this conjecture would be that a factor M is full if and only if K(L 2 (M )) ⊂ C * (M, JM J), as in [Co75b] . By [Ba93, Theorem 11], the conjecture holds for every free product factor (M, ϕ) = (M 1 , ϕ 1 ) * (M 2 , ϕ 2 ) for which there exist u, v ∈ U ((M 1 ) ϕ 1 ) and w ∈ U ((M 2 ) ϕ 2 ) such that ϕ 1 (u) = ϕ 1 (v) = ϕ 1 (u * v) = ϕ 2 (w) = 0. By [Va04, Lemma A.1], it holds for every free Araki-Woods factor [Sh96] . By the proof of [VV14, Lemma 2.7], it also holds for plain Bernoulli crossed products of non-amenable groups.
Our next main result shows that, besides the aforementioned particular classes, the conjecture holds for all full factors of type III possessing an almost periodic state. In this case, we can even choose the family a 1 , . . . , a k in the centralizer M ϕ of any almost periodic state ϕ for which M ϕ is a factor.
Theorem D. Let M be any full factor with separable predual which possesses an almost periodic faithful normal state. Then for every almost periodic faithful normal state ϕ ∈ M * whose centralizer M ϕ is a factor, there exist a constant κ > 0 and a family a 1 , . . . , a k ∈ M ϕ such that
The proof of Theorem D is based on a semifinite version of [Jo81, Corollary 5] (see Theorem 3.5) applied to the discrete decomposition M = N ⋊ Γ, where N is the discrete core of M and Γ = Sd(M ). For this, we exploit the fact that the discrete core N is full (see [TU14, Proposition 5]) and we prove that the image of Γ in Out(N ) is discrete (see Theorem 5.1).
Finally, our last main result is an application of Theorem A to obtain a unique McDuff decomposition result. Following [McD69, Co75a] , we say that a factor M with separable predual is McDuff if it absorbs tensorially the hyperfinite type II 1 factor R, that is, M ∼ = M ⊗ R. We introduce the following terminology.
Definition. Let M be any McDuff factor with separable predual.
• We say that M admits a McDuff decomposition if there exist a non-McDuff factor M and a non-type I amenable factor P such that M = M ⊗ P .
• We say that M has a unique McDuff decomposition if the above decomposition M = M ⊗ P is unique up to stable unitary conjugacy (see Definition 6.2). 
where M is a full factor and P is a non-type I amenable factor.
(ii) M has a unique McDuff decomposition.
The proof of the implication (i) ⇒ (ii) generalizes the proof of [Po06, Theorem 5.1] (see also [Ho06, Theorem 2.3]), which is based on Popa's deformation/rigidity argument and Connes' spectral gap characterization of full factors of type II 1 as in (1.1). In the type III case, we use instead the result obtained in Theorem 4.4, and we exploit the recent generalization of Popa's intertwining theory to arbitrary von Neumann algebras (see [HI15, BH16] ) to prove the unique McDuff decomposition. A key part in our proof is to reduce to the case when P = R ∞ is the unique amenable factor of type III 1 and to exploit the fact that R ∞ admits a faithful normal state whose centralizer is irreducible inside R ∞ . The proof of the implication (ii) ⇒ (i) is an adaptation of the one of [Ho15, Theorem B] using [HU15, Theorem 3.1].
(see the discussion after [Ma16, Lemma 3.2] for further details). Moreover, by the polarization identity, we have that
Relative modular operators. Take any pair of positive linear functionals ϕ, ψ ∈ M + * with supports p = supp(ϕ) and q = supp(ψ). The antilinear operator densely defined on
by the formula η ⊕xξ ϕ → x * ξ ψ for x ∈ M p is closable and its closure S has polar
ψ,ϕ , where J ψ,ϕ = JpJqJ and ∆ ψ,ϕ = S * S is the relative modular operator of ψ with respect to ϕ. It is a closed positive densely defined operator on L 2 (M ) supported on qJpJ. Moreover, ∆ 1/2 ψ,ϕ is the closure of the closable operator densely defined on
When ϕ = ψ, we will simply denote ∆ ϕ,ϕ by ∆ ϕ .
If M and N are two von Neumann algebras, then we have a natural identification
which identifies ξ ϕ⊗ψ with ξ ϕ ⊗ ξ ψ for any pair of positive functionals ϕ ∈ M + * and ψ ∈ N + * . Moreover, by this identification, we have ∆ ϕ 2 ⊗ψ 2 ,ϕ 1 ⊗ψ 1 = ∆ ϕ 2 ,ϕ 1 ⊗ ∆ ψ 2 ,ψ 1 as closed densely defined operators. Here, for any pair of closed densely defined operators S, T on two Hilbert spaces H and K with domains D(S) and D(T ), the operator S ⊗ T :
Topological groups associated to a von Neumann algebra. A topological group is a group G equipped with a topology making the map (g, h) ∈ G × G → gh −1 continuous. If H is a normal subgroup of G, then G/H is a topological group with respect to the quotient topology (not necessarily Hausdorff). A topological group G is said to be complete if it is Hausdorff and complete with respect to the uniform structure generated by the following sets
where V runs over the neighborhoods of 1 in G. If G is complete and H is a subgroup of G, then H is complete if and only if it is closed in G. If moreover H is normal, then G/H is also complete. We say that a complete topological group is Polish if it is separable and completely metrizable.
Let M be a von Neumann algebra. Then the restriction of the strong topology and the * -strong topology coincide on U (M ) and they turn U (M ) into a complete topological group. If moreover M * has separable predual, then U (M ) is Polish.
The group Aut(M ) of all * -automorphisms of M acts on M * by θ(ϕ) = ϕ•θ −1 for all θ ∈ Aut(M ) and all ϕ ∈ M * . Following [Co74, Ha73] , the u-topology on Aut(M ) is the topology of pointwise norm convergence on M * , meaning that a net (θ i ) i∈I in Aut(M ) converges to the identity id M in the u-topology if and only if for all ϕ ∈ M * we have θ i (ϕ) − ϕ → 0 as i → ∞. This turns Aut(M ) into a complete topological group. When M * is separable, Aut(M ) is Polish. Since the standard form of M is unique, the group Aut(M ) also acts naturally on L 2 (M ) and we have θ(ξ ϕ ) = ξ θ(ϕ) for every ϕ ∈ M + * . Then the u-topology is also the topology of pointwise norm convergence on L 2 (M ).
We denote by Ad : U (M ) → Aut(M ) the continuous homomorphism which sends a unitary u to the corresponding inner automorphism Ad(u). We denote by Inn(M ) the image of Ad. We denote by Out(M ) = Aut(M )/ Inn(M ) the quotient group. Let
Note that a net of unitaries ( Remark 2.2. Let (θ i ) i∈I be any net in Aut(M ) such that the following two properties are satisfied:
• There exists a strongly dense subset S ⊂ M such that θ i (x) → x strongly as i → ∞ for every x ∈ S.
• There exists a faithful state ϕ ∈ M * such that lim i θ i (ϕ) − ϕ = 0.
Ultraproducts von Neumann algebras. Let M be any σ-finite von Neumann algebra. Let I be any nonempty directed set and ω any cofinal ultrafilter on I, i.e. {i ∈ I : i ≥ i 0 } ∈ ω for every i 0 ∈ I. When I = N, ω is cofinal if and only if ω is nonprincipal, i.e. ω ∈ β(N) \ N. Define
The multiplier algebra M ω (M ) is a C * -algebra and
is a von Neumann algebra, known as the Ocneanu ultraproduct of M . We denote the image of (
Throughout this paper, we will use the notation from [AH12] for ultraproducts.
We say that a von Neumann subalgebra P ⊂ M is with expectation if there exists a faithful normal conditional expectation E P : M → P . In that case, for every nonempty directed set I and every cofinal ultrafilter ω on I, P ω is a natural von Neumann subalgebra of M ω and the inclusion P ω ⊂ M ω is naturally endowed with a faithful normal conditional expectation Theorem 3.1 ( [Ma16] ). Let M be any full factor. Let V be any neighborhood of 1 in Out(M ). Then there exist a state ϕ ∈ M * and a family ξ 1 , . . . , ξ k ∈ L 2 (M ) + with ξ 2 j ≤ ϕ for every j ∈ {1, . . . , k} such that for all x ∈ M we have
and for all x ∈ M and all θ ∈ Aut(M ) \ π
Moreover, if M is of type III and p is any nonzero σ-finite projection, we can choose ϕ such that supp(ϕ) = p. If M is semifinite and p is any nonzero finite projection, we can take ϕ = pτ p where τ is the unique semifinite normal trace of M with τ (p) = 1.
Theorem 3.2 below is a strengthening of Theorem 3.1. It will be crucial in the proof of Theorem A and Corollary B.
Theorem 3.2. Let M be any full factor. Let V be any neighborhood of 1 in Out(M ). Take a state ϕ ∈ M * and a family ξ 1 , . . . , ξ k ∈ L 2 (M ) + with ξ 2 j ≤ ϕ for every j ∈ {1, . . . , k} such that the conclusion of Theorem 3.1 holds. For every j ∈ {1, . . . , k}, write ξ j = a j ξ ϕ = ξ ϕ a * j with a j ∈ Ball(M ). Then there exists a constant κ > 0 such that for all x ∈ M we have
Proof of Theorem 3.2. Proof of the first item (3.3). By homogeneity, it is sufficient to prove that for all sequences x n ∈ M and λ n ∈ R + (n ∈ N) such that lim n x n a j − a j x n ϕ = 0 for every j ∈ {1, . . . , k} and lim n x n ξ ϕ − λ n ξ ϕ x n = 0, we have that lim n x n − ϕ(x n )1 ϕ = 0. We will do this by using the same technique as in the proof of [Ma16, Lemma 5.3].
Put µ n = x n ϕ ∈ R + for every n ∈ N. Observe that the sequence (µ n ) n∈N may be unbounded. Since lim n x n ξ ϕ − λ n ξ ϕ x n = 0, we have that lim n |µ n − λ n x * n ϕ | = 0. For every n ∈ N, write x n = u n |x n | = u n |x n |u * n u n = |x * n |u n for the polar decomposition of x n ∈ M . For every j ∈ {1, . . . , k} and every n ∈ N, we have
Thus, we obtain lim n x n ξ j − λ n ξ j x n = 0 for every j ∈ {1, . . . , k}. By [Ma16, Proposition 3.1
Hence we obtain lim n |x n |ξ j − ξ j |x n | = 0 and lim n λ n |x * n |ξ j − ξ j |x * n | = 0 for every j ∈ {1, . . . , k}. Then (3.1) yields lim n |x n | − ϕ(|x n |)1 ϕ = 0 and lim n λ n |x * n | − ϕ(|x * n |)1 ϕ = 0.
Since |x n | ϕ = x n ϕ = µ n for every n ∈ N and since lim n |x n | − ϕ(|x n |)1 ϕ = 0, we have lim n |µ n − ϕ(|x n |)| = 0 and hence we obtain lim n |x n | − µ n 1 ϕ = 0. Likewise, since lim n |µ n − λ n |x * n | ϕ | = lim n |µ n − λ n x * n ϕ | = 0 and since lim n λ n |x * n | − λ n ϕ(|x * n |)1 ϕ = 0, we have lim n |µ n − λ n ϕ(|x * n |)| = 0 and hence we obtain lim n λ n |x * n | − µ n 1 ϕ = 0. Since lim n |x n |ξ ϕ −µ n ξ ϕ = 0, by multiplying by u n on the left, we obtain lim n x n ξ ϕ −µ n u n ξ ϕ = 0. Likewise, since lim n λ n |x * n |ξ ϕ − µ n ξ ϕ = lim n λ n ξ ϕ |x * n | − µ n ξ ϕ = 0 (using the operator J), by multiplying by u n on the right, we obtain lim n λ n ξ ϕ x n − µ n ξ ϕ u n = 0. Since lim n x n ξ ϕ − λ n ξ ϕ x n = 0, this yields lim n µ n u n ξ ϕ − ξ ϕ u n = 0.
Recall that a j ∈ Ball(M ) for all j ∈ {1, . . . , k}. Then we obtain lim sup
This implies that lim n µ n u n ξ j − ξ j u n = 0 for all j ∈ {1, . . . , k}. Then (3.1) implies that lim n µ n u n − ϕ(µ n u n )1 ϕ = 0. Since lim n x n − µ n u n ϕ = 0, Cauchy-Schwarz inequality yields lim n |ϕ(x n − µ n u n )| = 0. Therefore, we finally obtain lim n x n − ϕ(x n )1 ϕ = 0.
Proof of the second item (3.4). We follow the same pattern as before. By homogeneity, it is sufficient to prove that for all sequences
For every n ∈ N, write x n = u n |x n | = u n |x n |u * n u n = |x * n |u n for the polar decomposition of x n ∈ M . For every j ∈ {1, . . . , k} and every n ∈ N, we have
Thus, we obtain lim n x n ξ j − λ n θ n (ξ j )x n = 0 for every j ∈ {1, . . . , k}.
Hence we obtain lim n |x n |ξ j −ξ j |x n | = 0 and lim
Since |x n | ϕ = x n ϕ = µ n for every n ∈ N and since lim n |x n | − ϕ(|x n |)1 ϕ = 0, we have lim n |µ n − ϕ(|x n |)| = 0 and hence we obtain lim n |x n |ξ ϕ − µ n ξ ϕ = 0. Likewise, since
Since lim n |x n |ξ ϕ − µ n ξ ϕ = 0, by multiplying by u n on the left, we obtain lim n x n ξ ϕ − µ n u n ξ ϕ = 0. Likewise, since lim n λ n |x * n |θ n (ξ ϕ ) − µ n θ n (ξ ϕ ) = lim n λ n θ n (ξ ϕ )|x * n | − µ n θ n (ξ ϕ ) = 0 (using the operator J), by multiplying by u n on the right, we obtain lim n λ n θ n (ξ ϕ )x n − µ n θ n (ξ ϕ )u n = 0. Since lim n x n ξ ϕ − λ n θ n (ξ ϕ )x n = 0, this yields lim n µ n u n ξ ϕ − θ n (ξ ϕ )u n = 0.
This implies that lim n µ n u n ξ j − θ n (ξ j )u n = 0 for all j ∈ {1, . . . , k}. Then (3.2) implies that lim n µ n u n ϕ = 0. Since lim n x n − µ n u n ϕ = 0, we obtain lim n x n ϕ = 0.
In the semifinite case, we can obtain a much simpler statement.
Theorem 3.3. Let M be any full semifinite factor. Let p be any nonzero finite projection and let ϕ = pτ p where τ is the unique semifinite normal trace of M such that τ (p) = 1. Let V be any neighborhood of 1 in Out(M ). Then we can find κ > 0 and a 1 , . . . , a k ∈ (pM p) + with a j ≤ 1 such that for all x ∈ M we have
Proof. Take ξ 1 , . . . , ξ k ∈ L 2 (M ) + with ξ 2 j ≤ ϕ for every j ∈ {1, . . . , k} satisfying the conclusion of Theorem 3.1. For every j ∈ {1, . . . , k}, write
ϕ , and therefore
which is exactly the first item (3.5).
For the second item, we will need Theorem 3.2. Let τ be the unique faithful semifinite normal trace of M such that τ p = pτ = ϕ. Fix θ ∈ Aut(M ) \ π −1 M (V) and let λ = mod(θ) −1/2 so that θ(τ 1/2 ) = λ −1 τ 1/2 , where τ 1/2 is viewed as an operator affiliated with the core of M as in [Ma16] . Take x ∈ θ(p)M p. Then we have
hence by (3.4) we have
Finally, by taking a k+1 = p and replacing κ by max(1, κ) we obtain (3.6).
Using Theorem 3.2, we also strengthen [Ma16, Theorem 5.4].
Theorem 3.4. Let M be any full factor. Let σ : G → Aut(M ) be an outer action of a discrete group G such that the image of σ(G) in Out(M ) is discrete. Let V be any neighborhood of 1 in
Choose a state ϕ ∈ M * , a family a 1 , . . . , a k ∈ M and κ > 0 which satisfy the conclusion of Theorem 3.2. Then for all x ∈ M ⋊ σ G we have
where we used the canonical conditional expectation E :
Proof. Take any x ∈ M ⋊ σ G and let
Then we have
Now, since for all j ∈ {1, . . . , k} and all λ ∈ R + we have
and since
we conclude that
With a similar proof, we also obtain a semifinite version that we will need for Theorem D.
Theorem 3.5. Let M be any full semifinite factor. Let σ : G → Aut(M ) be an outer action of a discrete group G such that the image of σ(G) in Out(M ) is discrete. Let V be any neighborhood
Take any nonzero finite projection p ∈ M and let ϕ = pτ p where τ is the unique faithful semifinite normal trace of M such that τ (p) = 1. Take κ > 0 and a 1 , . . . , a k ∈ M as in Theorem 3.3. Then, for all x ∈ M ⋊ σ G we have
where we used the canonical conditional expectation E : M ⋊ σ G → M to lift ϕ to a state on M ⋊ σ G.
We end this section with an application which strengthens [Ma16, Theorem B] .
Proof. When M is a semifinite, Theorem 3.5 shows that for any Z ∈ M ′ ∩ (M ⋊
Now assume that M is of type III. Choose a faithful state ϕ ∈ M * , κ > 0 and a 1 , . . . , a k ∈ M which satisfy the conclusion of Theorem 3.4. Assume by contradiction that M ′ ∩ (M ⋊ σ G) ω = C1. Consider the closed positive definite operator
Take some λ > 0 in the spectrum of S. Then, for any ε > 0, we can find
Note that Theorem 3.6, applied to G = {1} the trivial group, gives the following corollary, which was previously only known in the separable case [AH12] with a very different proof.
Corollary 3.7. Let M be any σ-finite full factor. Then we have M ′ ∩ M ω = C1 for any cofinal ultrafilter ω on any directed set I.
Proofs of Theorem A and Corollary B.
In this section, we show how to pass from a spectral gap in a full factor M to a relative spectral gap in a tensor product M ⊗ N , where N is any von Neumann algebra. For this, we will need the following technical lemma which explains why the strengthening of the spectral gap property that we obtained in the previous section is crucial.
Lemma 4.1. Let H be any Hilbert space and S : D(S) → H any closed positive densily defined operator. Let A ∈ B(H) be any selfadjoint bounded operator which satisfies
Then for every Hilbert space K and every closed positive densily defined operator T :
Proof. Write A 0 = {T it : t ∈ R} for the von Neumann subalgebra of B(K) generated by T .
Choose an intermediate maximal abelian subalgebra
for some measure space (X, µ). Since T is affiliated with A = L ∞ (X, µ), the spectral theorem for unbounded operators (see e.g. [KR97, Theorem 5.6.4]) shows that we can assume that T = M f acts by multiplication on L 2 (X, µ) by some measurable function f : (X, µ) → R + . Then
Observe that η x ∈ D(S) for µ-almost every x ∈ X and that the map X → R + : x → (f (x)S − 1)η x 2 is measurable. Then a simple computation shows that
Hence, we have
Since S ⊗ T is the closure of S ⊙ T , for every η ∈ D(S ⊗ T ), we can find a sequence η n ∈ D(S) ⊙ D(T ) such that η n → η and (S ⊙ T )η n → (S ⊗ T )η as n → ∞. For every n ∈ N, we have
Therefore we obtain (A ⊗ 1)η, η ≤ (S ⊗ T − 1)η 2 as we wanted.
Theorem 4.2. Let M be any full factor. Choose a state ϕ ∈ M * , a family a 1 , . . . , a k ∈ M and κ > 0 which satisfy the conclusion of Theorem 3.2. Let N be any von Neumann algebra and ψ ∈ N * be any state. Denote by E ϕ = ϕ ⊗ id N : M ⊗ N → N the normal conditional expectation induced by ϕ.
Then for all z ∈ M ⊗ N and all β ∈ Aut(N ) we have
and for all z ∈ M ⊗ N , all α ∈ Aut(M ) \ π −1 M (V) and all β ∈ Aut(N ) we have
Proof. Proof of the first item (4.1). Let S = ∆ 1/2 ϕ and let p be the support of ϕ. Then (3.3) implies that ∀ξ ∈ D(S), Aξ, ξ ≤ inf
Indeed, it is enough to check this inequality for ξ of the form xξ ϕ with x ∈ M p. Now, fix β ∈ Aut(N ) any automorphism of N and let T = ∆ 1/2 β(ψ),ψ . Now, for every λ ∈ R + , we apply Lemma 4.1 to S and λT and we obtain
Since S ⊗ T = ∆ 1/2 ϕ⊗β(ψ),ϕ⊗ψ and since the orthogonal projection P Cξϕ ⊗ 1 :
we finally obtain (4.1).
Proof of the second item (4.2). Fix
Fix β ∈ Aut(N ) any automorphism. Let T = ∆ 1/2 β(ψ),ψ . We now apply Lemma 4.1 and we obtain ∀η ∈ D(S ⊗ T ),
Since S ⊗ T = ∆ 1/2 α(ϕ)⊗β(ψ),ϕ⊗ψ we finally obtain (4.2).
We also note that we can obtain a much simpler statement in the semifinite case.
Theorem 4.3. Let M be any full semifinite factor. Let V be any neighborhood of 1 in Out(M ). Let p ∈ M be any nonzero finite projection. Take ϕ, κ > 0 and a 1 , . . . , a k as in Theorem 3.3. Let N be any von Neumann algebra and ψ ∈ N * be any state. Denote by E ϕ = ϕ⊗id N : M ⊗N → N the normal conditional expectation induced by ϕ. Then for all z ∈ M ⊗ N we have
and for all z ∈ M ⊗ N and all α ∈ Aut(M ) \ π
. Then, by (3.5) we have JpJ − P Cξϕ ≤ κA.
) and this gives (4.3).
). Then by (3.6) we have JpJ ≤ κA. Hence JpJ ⊗ 1 ≤ κ(A ⊗ 1) and this gives (4.4).
Proofs of Theorem A and Corollary B.
Proof of Theorem A. Proof of the first statement. Let (x i ) i∈I be a centralizing net in Ball(M ⊗ N ). Let ϕ ∈ M * be a state which satisfies the conclusion of Theorem 3.2. Let y i = E ϕ (x i ) for every i ∈ I. Observe that (y i ) i∈I is a centralizing net in N . Moreover, (4.1) shows that lim i x i − y i ϕ⊗ψ = 0 for any state ψ ∈ N * . This means that (x i − y i )p → 0 strongly as i → ∞ where p ∈ M is the support of ϕ. Since (x i ) i∈I is asymptotically central, this shows that (x i − y i )q → 0 strongly as i → ∞ for any projection q ∈ M which is equivalent to p. Therefore, since M is a factor, we finally obtain x i − y i → 0 strongly as i → ∞.
Proof of the second statement. Since the natural inclusion ι : Out(M ) × Out(N ) → Out(M ⊗ N ) is continuous, we only have to prove that ι −1 is continuous on ι(Out(M ) × Out(N )). For this, we have to show that for any net (
We can always assume that I is large enough so that there exists a decreasing net (W i ) i∈I of * -strong neighborhoods of 0 in N which is cofinal, meaning that for every * -strong neighborhood W of 0 in N there exists i ∈ I such that W i ⊂ W.
First, we prove that π M (α i ) → 1 in Out(M ) as i → ∞. Assume by contradiction that this is not the case. Then there exist an open neighborhood V of 1 in Out(M ) and a subnet (α j ) j∈J such that π M (α j ) / ∈ V for every j ∈ J. Choose ϕ ∈ M * , κ > 0 and a 1 , . . . , a k which satisfy the conclusion of Theorem 3.2. Let ψ ∈ N * be any state. Since
In particular, we have lim j u j a − α j (a)u j ϕ⊗ψ = 0 for every a ∈ M and lim j u j (ξ ϕ ⊗ ξ ψ ) − (α j (ξ ϕ ) ⊗ β j (ξ ψ ))u j = 0. Since u j ϕ⊗ψ = 1 for every j ∈ J, this contradicts (4.2).
Secondly, we prove that
for every i ∈ I. By using [Ma16, Lemma 5.2], we can find for every i ∈ I an invertible element x i ∈ Ball(N ) such that y i − x i ∈ W i and β
i (x i ) → 0 in the * -strong topology as i → ∞. Let x i = u i |x i | be the polar decomposition of x i with u i ∈ U (N ). We will show that Ad( Proof of Corollary B. Proof of the first statement. Let (x i ) i∈I be a uniformly bounded centralizing net in M 1 ⊗ M 2 . Since M 1 is full, then by Theorem A we can find a uniformly bounded centralizing net (y i ) i∈I in M 2 such that x i − y i → 0 strongly as i → ∞. But M 2 is also full hence we can find a bounded net (λ i ) i∈I in C such that y i − λ i 1 → 0 strongly as i → ∞. Therefore we get x i − λ i 1 → 0 strongly as i → ∞. This means that M 1 ⊗ M 2 is full.
Proof of the second statement. Choose two faithful semifinite normal weights ϕ 1 and ϕ 2 on M 1 and M 2 respectively. Put M = M 1 ⊗ M 2 and ϕ = ϕ 1 ⊗ ϕ 2 so that σ
t for every t ∈ R. By Theorem A, the natural homomorphism Out(M 1 ) × Out(M 2 ) → Out(M ) is a homeomorphism onto its range. Therefore, for every net (t i ) i∈I in R, we have
We can prove a more precise statement by using Ocneanu's ultraproduct.
Theorem 4.4. Let M be any full factor and N any von Neumann algebra. Assume that M and N are σ-finite. Then for any cofinal ultrafilter ω on any directed set I, we have
Proof. When M is a semifinite, Theorem 4.3 shows that for any
Now assume that M is of type III. Choose a faithful state ϕ ∈ M * and a 1 , . . . , a k ∈ M which satisfy the conclusion of Theorem 3.2. Let ψ ∈ N * be any faithful state. Denote by
invariant under the modular automorphism group σ (ϕ⊗ψ) ω , we may regard the operator
as a closed positive definite densily defined operator on the nonzero Hilbert space
. Take some λ > 0 in the spectrum of S. Then, for any ε > 0, we can find
Hence we can find z ∈ M ⊗ N which satisfies z ϕ⊗ψ = 1, E N (z) = 0, zξ ϕ⊗ψ − λ −1 ξ ϕ⊗ψ z ≤ 2λ −1 ε and za j − a j z ϕ⊗ψ ≤ ε for every j ∈ {1, . . . , k}. This however contradicts (4.1) if ε > 0 is small enough. Therefore, we have
We finish this section by noting some important consequences of Conjecture C.
Proposition 4.5. Let M be any σ-finite full factor of type III. Suppose that there exist a faithful state ϕ ∈ M * , κ > 0 and a family a 1 , . . . , a k ∈ M satisfying a j ϕa * j ≤ ϕ for every j ∈ {1, . . . , k} such that we have
Moreover, every uniformly bounded net (x i ) i∈I in M which is asymptotically central, i.e. x i a − ax i → 0 strongly as i → ∞ for all a ∈ M , must be trivial, i.e. there exists a bounded net (λ i ) i∈I in C such that x i − λ i 1 → 0 strongly as i → ∞.
Note that the second part of Proposition 4.5 does not follow from Corollary 3.7. Indeed, a uniformly bounded central net may not represent an element of the Ocneanu ultraproduct.
Proof. By assumption, we know that for every j ∈ {1, . . . , k}, there exists
For every x ∈ ker(ϕ), we have
Therefore, the eigenvalue 0 has multiplicity 1 and the spectrum of T is contained in {0} ∪ [
Thus, by continuous functional calculus, we have that the orthogonal projection
For all x, y ∈ M , we have that
The second part is obvious.
Factors with almost periodic states: proof of Theorem D
Let M be any full factor of type III with separable predual which possesses an almost periodic faithful normal state. Put Γ = Sd(M ) ≤ R * + (see [Co74] ). Regarding Γ as a discrete group, denote by G = Γ its Pontryagin dual, which is a compact group. We view R as a dense subgroup of G.
By [Co74, Theorem 4.7], there exists a unique (up to scaling and unitary conjugacy) almost periodic faithful normal semifinite weight ψ on M with ψ(1) = +∞ which satisfies one of the following equivalent properties:
Denote by N = M ψ the centralizer of the weight ψ. By [Co74, Corollary 4.12], there exists a trace-scaling action θ : Γ N such that we have the following isomorphism of inclusions
We will use the identification M = N ⋊ Γ and regard N ⊂ M . We denote by (v γ ) γ∈Γ the canonical unitaries in M = N ⋊ θ Γ implementing the action θ : Γ N and by E N : M → N the canonical faithful normal conditional expectation defined by E N (xv γ ) = δ γ,1 Γ xv γ for every x ∈ N and every γ ∈ Γ. We moreover denote by θ : G M the dual action defined by θ g (x) = x for every x ∈ N and θ g (v γ ) = g, γ v γ for every γ ∈ Γ.
The proof of Theorem D relies on the following key result that will be combined with Theorem 3.5.
Theorem 5.1. Keep the same notation as above. Then N is full and the image of θ(Γ) in Out(N ) is discrete.
The conclusion of Theorem 5.1 may seem surprising at first glance. Indeed, even though Γ may be dense in R * + , the image of θ(Γ) in Out(N ) is nevertheless always discrete.
Proof of Theorem 5.1. First, we have that N isomorphic to the discrete core of M and hence N is full by [TU14, Proposition 5].
Next, we prove that the image of θ(Γ) in Out(N ) is discrete. By contradiction, assume that the image of θ(Γ) in Out(N ) is not discrete. Then there exists a sequence (
Since Γ is abelian, for every γ ∈ Γ, we have
Since the map Aut(M ) × Aut(M ) → Aut(M ) : (g, h) → gh −1 is continuous for the u-topology, this further implies that for every γ ∈ Γ, we have
Fix a nonprincipal ultrafilter ω ∈ β(N) \ N. Since N is full and hence N ω = C1, there exists a mapping g : Γ → T such that for every γ ∈ Γ, we have that u n θ γ (u * n ) − g(γ)1 → 0 strongly as n → ω. It is easy to see that g : Γ → T is a group homomorphism which means exactly that g ∈ G = Γ.
Claim 5.2. We have g = 1 G and Ad(u n v γn ) → id M in Aut(M ) as n → ω.
Proof of the Claim. Firstly, we have that Ad(u n )(v γ ) = u n v γ u * n → g, γ v γ = θ g (v γ ) strongly as n → ω for every γ ∈ Γ. Since Γ is abelian, this further implies that Ad(u n v γn )(v γ ) → θ g (v γ ) strongly as n → ω for every γ ∈ Γ. Since Ad(u n ) • θ γn → id N in Aut(N ) as n → ∞, we have that Ad(u n v γn )(x) → x strongly as n → ∞ for every x ∈ N . This altogether implies that
Secondly, fix a faithful normal state ϕ ∈ M * such that ϕ = ϕ • E N . Then we have ϕ = ϕ| N • E N . We also have ϕ
This implies that lim
By Remark 2.2, we obtain (
For every x ∈ N , since θ g (x) = x, we have uxu * = x and hence u ∈ N ′ ∩ M = C1. Thus, u ∈ T1 and hence θ g = id M which implies that g = 1 G . We finally have that Ad(u n v γn ) → id M in Aut(M ) as n → ω. The finishes the proof of the Claim.
Since M is full and since U = (u n v γn ) ω ∈ M ω = C1 by Claim 5.2, we obtain lim
and since u n v γn ∈ U (M ) for every n ∈ N, we have {n ∈ N : γ n = 1 Γ } ∈ ω and hence {n ∈ N : γ n = 1 Γ } = ∅. This contradicts the assumption that γ n ∈ Γ \ {1 Γ } for every n ∈ N. Therefore, the image of θ(Γ) in Out(N ) is discrete.
Proof of Theorem D. Put M = M ⊗ F where F is a type I ∞ factor with separable predual. Define the almost periodic faithful normal semifinite weight on M by the formula ψ = ϕ ⊗ Tr F . Put p = 1 ⊗ e with e ∈ F any minimal projection. Then we have (M, ϕ) ∼ = (pMp, pψp). As we explained before, we have a crossed product decomposition M ∼ = M ψ ⋊ θ Γ and we moreover know that M ψ is full and that the image of θ(Γ) in Out(M ψ ) is discrete by Theorem 5.1. Hence we may apply Theorem 3.5 to M ψ and we obtain κ > 0 and a 1 , . . . , a k ∈ pM ψ p = M ϕ such that for all x ∈ M, and in particular for all x ∈ M = pMp, we have
Unique McDuff decomposition: proof of Theorem E
We will use the following terminology throughout this section. Let M be any σ-finite von Neumann algebra and A ⊂ 1 A M 1 A any B ⊂ 1 B M 1 B any von Neumann subalgebras with expectation. Following [Po01, Po03, HI15], we say that A embeds with expectation into B inside M and write A M B, if there exist projections e ∈ A and f ∈ B, a nonzero partial isometry v ∈ eM f and a unital normal * -homomorphism θ : eAe → f Bf such that the inclusion θ(eAe) ⊂ f Bf is with expectation and av = vθ(a) for all a ∈ eAe. We refer the reader to [HI15, BH16] for further information regarding Popa's intertwining theory.
We first need to prove the following result that will be used in the proof of Theorem E. This is nothing but a generalization of [HI15, Lemma 4.6].
Lemma 6.1. Let M and N be any σ-finite von Neumann algebras, 1 A and 1 B any nonzero projections in M , A ⊂ 1 A M 1 A and B ⊂ 1 B M 1 B any von Neumann subalgebras with expectation. We will simply denote by B ⊗ N the von Neumann subalgebra of (1 B ⊗ 1 N )(M ⊗ N )(1 B ⊗ 1 N ) generated by B ⊗ C1 N and C1 B ⊗ N .
The following conditions are equivalent:
and
We next define the notion of stable unitary conjugacy for tensor product decompositions.
Definition 6.2. Let M be any σ-finite factor. A tensor product decomposition of M is a pair (A 1 , A 2 ) of subalgebras of M such that M = A 1 ⊗ A 2 . Two decompositions (A 1 , A 2 ) and (B 1 , B 2 ) are said to be:
• unitarily conjugate if there exists u ∈ U (M ) such that uA i u * = B i for all i ∈ {1, 2}. We then write (A 1 , A 2 ) ∼ (B 1 , B 2 ).
• stably unitarily conjugate if there exist type I factors with separable predual F 1 and F 2 such that the two tensor product decompositions (A 1 ⊗F 1 , A 2 ⊗F 2 ) and (
We record in Proposition 6.3 below several useful properties of the notion of (stable) unitary conjugacy.
Proposition 6.3. Let M be any σ-finite factor. The following properties hold true:
(i) The relations ∼ and ∼ ∞ are equivalence relations.
(ii) If M = A 1 ⊗ A 2 is a tensor product decomposition of M and if F is a type I factor with separable predual then (
two tensor product decompositions of M where F and G are infinite type I factors with separable predual then we can find a nonzero partial isometry v ∈ M with v * v = p ∈ A and vv * = q ∈ B such that v pAp v * = qBq and v pF p v * = qGq. If both A and B are infinite then we can choose p = q = 1 so that 
Proof. (i) It is obvious that ∼ is an equivalence relation and that ∼ ∞ is symmetric and reflexive. Let us prove that ∼ ∞ is transitive. Suppose that (A 1 , A 2 ), (B 1 , B 2 ) and (C 1 , C 2 ) are three tensor product decompositions of M such that (A 1 , A 2 ) ∼ ∞ (B 1 , B 2 ) and (B 1 , B 2 ) ∼ ∞ (C 1 , C 2 ). Then we can find type I factors with separable predual F i and G i for i ∈ {1, 2} such that
as we wanted.
(ii) Let G 1 , G 2 be two infinite type I factors with separable predual. Then G 1 is isomorphic to G 1 ⊗ F and F ⊗ G 2 is isomorphic to G 2 . Hence we can find an automorphism φ of
(iii) Take (e k,l ) k,l∈N and (f k,l ) k,l∈N two systems of matrix units for F and G respectively. Choose p and q two nonzero projections in A and B respectively such that pe 00 and qf 00 are equivalent in M . If both A and B are infinite, then we can take p = q = 1. Take v ∈ M such that v * v = pe 00 and vv * = qf 00 and define V = k∈N f k0 ve 0k . Then we have V * V = p, V V * = q and V pAp V * = qBq and V pF p V * = qGq.
(iv) Firstly, we prove the "if" direction. Take nonzero projections p i ∈ A i and q i ∈ B i and a partial isometry v ∈ M with v * v = p := p 1 p 2 and vv * = q := q 1 q 2 such that v pA 1 p v * = qB 1 q and v pA 2 p v * = qB 2 q. Take F 1 , F 2 two infinite type I factors with separable predual. Then there exist isometries r i ∈ A i ⊗ F i and s i ∈ B i ⊗ F i such that r i r * i = p i and
Secondly, we prove the "only if" direction. Assume that (A 1 , A 2 ) ∼ ∞ (B 1 , B 2 ). Then we can find two type I factors with separable predual F 1 , F 2 and a unitary u ∈ U (M ⊗ F 1 ⊗ F 2 ) such that u(A i ⊗ F i )u * = B i ⊗ F i for every i ∈ {1, 2}. Now, by applying (iii) to the two tensor product decompositions of N i = uA i u * ⊗ uF i u * = B i ⊗ F i , we see that we can find a nonzero partial isometry
for every i ∈ {1, 2}. Then there is a unique automorphism φ i of F i such that φ(x)v i u = v i ux for all x ∈ F i and φ i must be inner because F i is of type I. Thus, up to replacing v i by w i v i for some unitary w i ∈ F i , we may assume that v i u commutes with F i . Finally, if we let
, we see that V commutes with F 1 ⊗ F 2 which means that V ∈ M and we have V * V = p := p 1 p 2 , V V * = q := q 1 q 2 and V pA i p V * = q i B i q for every i ∈ {1, 2}. Moreover, if all A i and B i are infinite then we can choose p = q = 1 and hence (A 1 , A 2 ) ∼ (B 1 , B 2 ).
(v) By [HI15, Lemma 4.13], we can find nonzero projections p i ∈ A i and q i ∈ B i and a partial isometry v ∈ M with v * v = p = p 1 p 2 and vv * = q = q 1 q 2 such that v pA 1 p v * ⊂ qB 1 q. By reducing q 1 if necessary, we may further assume that q 1 is a minimal projection in some type I subfactor K of B 1 . By the second part of [HI15, Lemma 4.13], we know that we have a decomposition q 1 B 1 q 1 = P ⊗ Q such that v pA 1 p v * = qP q and v pA 2 p v * = Q ⊗ qB 2 q. Now, pick an isomorphism φ : q 1 B 1 q 1 ⊗ K → B 1 such that φ(x ⊗ q 1 ) = x for all x ∈ q 1 B 1 q 1 and let C = φ(P ⊗ K) and D = φ(Q). Then we have B 1 = C ⊗ D, p i ∈ A i , q 1 ∈ C, q 2 ∈ D ⊗ B 2 and v pA 1 p v * = qCq and v pA 2 p v * = q(D ⊗ B 2 )q. Hence by (iv), we obtain (A 1 , A 2 ) ∼ ∞ (C, D ⊗ B 2 ). Conversely, if (A 1 , A 2 ) ∼ ∞ (C, D ⊗ B 2 ) with B 1 = C ⊗ D, then there exist type I factors F 1 and F 2 such that A 1 ⊗ F 1 is unitarily conjugate to C ⊗ F 1 in M ⊗ F 1 ⊗ F 2 which implies that A 1 M C by Lemma 6.1 and therefore A 1 M B 1 .
Proposition 6.4. Let M be any McDuff factor with separable predual and with two McDuff decompositions M = M 1 ⊗ P 1 = M 2 ⊗ P 2 . The following conditions are equivalent:
(ii) (M 1 , P 1 ) and (M 2 , P 2 ) are stably unitarily conjugate.
Proof. (i) ⇒ (ii) By Proposition 6.3 (v), we know that there exists a tensor product decomposition M 2 = C ⊗ D such that (M 1 , P 1 ) ∼ ∞ (C, D ⊗ P 2 ). Hence P 1 is stably isomorphic to D ⊗ P 2 and therefore D is amenable. But M 2 = C ⊗ D is not McDuff, hence D must be type I. Therefore, by Proposition 6.3 (ii), we have (C, D ⊗ P 2 ) ∼ ∞ (C ⊗ D, P 2 ) = (M 2 , P 2 ). Finally, by Proposition 6.3 (i), we conclude that (M 1 , P 1 ) ∼ ∞ (M 2 , P 2 ).
(ii) ⇒ (i) follows from Proposition 6.3 (v).
Proof of Theorem E. (i) ⇒ (ii) Assume that M has a McDuff decomposition M = M ⊗P where M is a full factor and P is a non-type I amenable factor. Fix a faithful normal conditional expectation E P : M → P . Let M = M 0 ⊗ P 0 be another McDuff decomposition. We want to show that these two decompositions are stably unitarily conjugate. By Proposition 6.4, it suffices to show that M M M 0 .
Assume first that P 0 is of type III 1 . Then P 0 ∼ = R ∞ is the unique Araki-Woods factor of type III 1 [Co75b, Co85, Ha85] and hence we can write P 0 as an infinite tensor product (6.1)
where 0 < λ 1 , λ 2 < 1, log λ 1 log λ 2 / ∈ Q and ω λ i = 1 1+λ i Tr M 2 (C) ( · diag(1, λ i )) for every i ∈ {1, 2}. Then ϕ ∈ (P 0 ) * is an almost periodic faithful state satisfying ((P 0 ) ϕ ) ′ ∩P 0 = C1. Indeed, (6.1) implies that (P 0 , ϕ) ∼ = (R λ 1 , ϕ λ 1 ) ⊗ (R λ 2 , ϕ λ 2 ) where R λ i is the Powers factor of type III λ i for every i ∈ {1, 2}. Since ((R λ i ) ϕ λ i ) ′ ∩ R λ i = C1 for every i ∈ {1, 2} and since (R λ 1 ) ϕ λ 1 ⊗ (R λ 2 ) ϕ λ 2 ⊂ (P 0 ) ϕ , we indeed have ((P 0 ) ϕ ) ′ ∩ P 0 = C1 (see also [Ha85, Example 1.6]). For every n ∈ N, define the finite dimensional unital * -subalgebra Q n ⊂ R ∞ by Q n = n k=0 (M 2 (C) ⊗ M 2 (C), ω λ 1 ⊗ ω λ 2 ). We show that there exists n ∈ N such that (Q ′ n ∩ P 0 ) ϕ M P . Assume by contradiction that (Q ′ n ∩ P 0 ) ϕ M P for every n ∈ N. By [HI15, Theorem 4.3 (5)], we can find a sequence u n ∈ U ((Q ′ n ∩ P 0 ) ϕ ) such that E P (u n ) → 0 strongly as n → ∞. Fix a nonprincipal ultrafilter ω ∈ β(N) \ N. By construction, we have (u n ) ω ∈ M ω . Hence we must have (u n ) ω = (E P (u n )) ω by Theorem 4.4. This contradicts the fact that (E P (u n )) ω = 0. From this contradiction, we deduce that there exists n ∈ N such that (Q ′ n ∩ P 0 ) ϕ M P . Since (Q ′ n ∩ P 0 , ϕ| Q ′ n ∩P 0 ) ∼ = (P 0 , ϕ), we have ((Q ′ n ∩ P 0 ) ϕ ) ′ ∩ M = M 0 ⊗ Q n . Then [HI15, Lemma 4.9] implies that M M M 0 ⊗ Q n . Since Q n is a type I factor, [HI15, Remark 4.2 (2) and Remark 4.5] imply that M M M 0 . Assume now that P 0 is any non-type I amenable factor. Then we can consider M ⊗ R ∞ = M ⊗ (P ⊗ R ∞ ) = M 0 ⊗ (P 0 ⊗ R ∞ ). Since P 0 ⊗ R ∞ is of type III 1 by [CT76, Corollary 6.8] and amenable, we can apply the result obtained in the previous paragraph and we obtain M ⊗ C1 R∞ M⊗R∞ M 0 ⊗ C1 R∞ . Hence, by Lemma 6.1, we finally obtain M M M 0 . 
