Introduction
The performance of a particular algorithm is usually judged with respect to a variety of criteria, with the two most common being solution quality and running time. In the context of algorithms for time-varying data, a third important criterion is stability. We say that an algorithm is stable if small changes in the input result in small changes in the output. The stability of algorithms or methods has been well-studied in a variety of research areas, such as numerical analysis, machine learning, control systems, and topology. In contrast, the stability of combinatorial algorithms for time-varying data has received little attention in the theoretical computer science community so far. Here it is of particular interest to understand the tradeoffs between solution quality, running time, and stability. As an example, consider maintaining a minimum spanning tree of a set of moving points. If the points move, it might have to frequently change significantly. On the other hand, if we start with an MST for the input point set and then never change it combinatorially as the points move, the spanning tree we maintain is very stable -but over time it can devolve to a low quality and very long spanning tree. Our goal, and the focus of this paper, is to understand the possible tradeoffs between solution quality and stability. This is in contrast to earlier work on stability in other research areas, such as the ones mentioned above, where stability is usually considered in isolation. Since there are currently no suitable tools available to formally analyze tradeoffs involving stability, we introduce a new analysis framework. Our framework allows for three types of stability analysis with increasing degrees of complexity: event stability, topological stability, and Lipschitz stability. We demonstrate the use of our stability framework by applying it to kinetic Euclidean minimum spanning trees. We believe that there are many interesting and relevant questions to be solved in the general area of algorithmic stability analysis and we hope that our framework is a first meaningful step towards tackling them.
Related work. Stability is a natural point of concern in more visual and applied research areas such as graph drawing, (geo-)visualization, and automated cartography. For example, in dynamic map labelling [2] , the consistent dynamic labelling model allows a label to appear and disappear only once, making it very stable. There are very few theoretical results, with the noteworthy exception of so-called simultaneous embeddings [3] in graph drawing, which can be seen as a very restricted model of stability. However, none of these results offer any real structural insight into the tradeoff between solution quality and stability.
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to our concept of Lipschitz stability. In later work [6] they consider the tradeoff between the solution quality of Euclidean 2-centers and a bound on the velocity with which they can move. De Berg et al. [4] show similar results in the black-box KDS model. One can argue that the KDS framework [8] already indirectly considers stability in a limited form, namely as the number of external events. However, the goal of a KDS is typically to reduce the running time of the algorithm, and rarely to sacrifice the running time or solution quality to reduce the number of external events.
Stability framework
Intuitively, we can say that an algorithm is stable if small changes in the input lead to small changes in the output. More formally, let Π be an optimization problem that, given an input instance I from a set I, asks for a feasible solution S from a set S that minimizes (or maximizes) some optimization function f : I × S → R. An algorithm A for Π can be seen as a function A : I → S. Similarly, the optimal solutions for Π can be described by a function OPT : I → S. To define the stability of an algorithm, we need to quantify changes in the input instances and in the solutions. We can do so by imposing a metric on I and S. Let d I : I × I → R ≥0 be a metric for I and let d S : S × S → R ≥0 be a metric for S. We can then define the stability of an algorithm A : I → S as follows.
St(A) = max
This definition for stability is closely related to that of the multiplicative distortion of metric embeddings, where A induces a metric embedding from the metric space
The lower the value for St(A), the more stable we consider the algorithm A to be. There are many other ways to define the stability of an algorithm given the metrics, but the above definition suffices for our purpose.
For many optimization problems, the function OPT may be very unstable. This suggests an interesting tradeoff between the stability of an algorithm and the solution quality. Unfortunately, the generic formulation of stability provided above is very unwieldy. It is not always clear how to define metrics d I and d S such that meaningful results can be derived. Additionally, it is not obvious how to deal with optimization problems with continuous input and discrete solutions, where the algorithm is inherently discontinuous, and thus the stability is unbounded by definition. Finally, analyses of this form are often very complex, and it is not straightforward to formulate a simplified version of the problem. In our framework we hence distinguish three types of stability analysis: event stability, topological stability, and Lipschitz stability.
Event stability follows the setting of kinetic data structures (KDS). That is, the input (a set of moving objects) changes continuously as a function over time. However, contrary to typical KDSs where a constraint is imposed on the solution quality, we aim to enforce the stability of the algorithm. For event stability we simply disallow the algorithm to change the solution too rapidly. Doing so directly is problematic, but we formalize this approach using the concept of k-optimal solutions. As a result, we can obtain a tradeoff between stability and quality that can be tuned by the parameter k. Note that event stability captures only how often the solution changes, but not how much the solution changes at each event.
Topological stability takes a first step towards the generic setup described above. However, instead of measuring the amount of change in the solution using a metric, we merely require the solution to behave continuously. To do so we only need to define a topology on the solution space S that captures stable behavior. Surprisingly, even though we ignore the amount of change in a single time step, this type of analysis still provides meaningful information on the tradeoff between solution quality and stability. In fact, the resulting tradeoff can be seen as a lower bound for any analysis involving metrics that follow the used topology.
Lipschitz stability finally captures the generic setup described above. As the name suggests, we require the algorithm to be Lipschitz continuous and we provide an upper bound on the Lipschitz constant, which is equivalent to St(A). We are again interested in the quality of the solutions that can be obtained with any Lipschitz stable algorithm. Given the complexity of this type of analysis, a complete tradeoff for any value of the Lipschitz constant is typically out of reach, but results for sufficiently small or large values can be of interest.
Remark. Our framework makes the assumption that an algorithm is a function A : I → S. However, in a kinetic setting this is not necessarily true, since the algorithm has history. More precisely, for some input instance I, a kinetic algorithm may produce different solutions for I based on the instances processed earlier. We generally allow this behavior, and for event stability this behavior is even crucial. However, for the sake of simplicity, we will treat an algorithm as a function. We also generally assume in our analysis that the input is time-varying, that is, the input is a function over time, or follows a trajectory through the input space I. Again, for the sake of simplicity, this is not always directly reflected in our definitions. Beyond that, we operate in the black-box model, in the sense that the algorithm does not know anything about future instances.
In the remainder we focus on topological stability, all omitted material (the description of event and Lipschitz stability, as well as proofs) can be found in the full version [9] .
Topological stability
Topological stability analysis is applicable to a wide variety of problems and enforces continuous changes to the solution. Even though it does not capture stability in its entirety, as changes can happen in infinitesimally short time, topological stability still illustrates clearly how solutions and their quality have to change as the input changes.
Topological stability analysis
Let Π be an optimization problem with input instances I, solutions S, and optimization function f . An algorithm A : I → S is topologically stable if, for any (continuous) path π : [0, 1] → I in I, Aπ is a (continuous) path in S. To properly define a (continuous) path in I and S we need to specify a topology T I on I and a topology T S on S. Alternatively we could specify metrics d I and d S , but this is typically more involved. We then want to analyze the approximation ratio of any topologically stable algorithm with respect to OPT. That is, we are interested in the ratio
where the infimum is taken over all topologically stable algorithms. Naturally, if OPT is already topologically stable, then this type of analysis does not provide any insight and the ratio is simply 1. However, in many cases, OPT is not topologically stable. The above analysis can also be applied if the solution space (or the input space) is discrete. In such cases, continuity can often be defined using the graph topology of so-called flip graphs, for example, based on edge flips for triangulations or rotations in rooted binary trees. We can represent a graph as a topological space by representing vertices by points, and representing every edge of the graph by a copy of the unit interval [0, 1]. These intervals are glued together at the vertices. In other words, we consider the corresponding simplicial 1-complex. Although the points in the interior of the edges of this topological space do not necessarily represent proper solutions, we can still use this topological space in Equation 2 by extending f over the edges via linear interpolation. It is not hard to see that we need to consider only the vertices of the flip graph (which do represent proper solutions) to compute the topological stability ratio.
Lower bounds. When proving lower bounds on the topological stability of a problem we want to force any algorithm that continuously updates the solution to produce a particularly bad intermediate result. We first show that updating a certain configuration continuously will always result in an intermediate solution of low quality, no matter which algorithm is used. We then also provide a particular motion that forces an update to the solution in that configuration. Updating the solution at any other point during the motion should lead to an even worse result. The motion and the described configuration together allow us to prove a lower bound on the topological stability ratio. In this abstract we do not describe the motions for the lower bound proofs; the complete proofs can be found in the full version [9] .
Topological stability of EMSTs
Our input consists of a set of n points where each point has a trajectory. We require that the trajectories are continuous. The goal is to maintain a combinatorial description of a short spanning tree on these points, whose length stays close to optimal. To define this properly, we need to define a topology on the input space, but for a kinetic point set with n points in d dimensions we can simply use the standard topology on R dn as T I . To apply topological stability analysis, we also need to specify a topology on the (discrete) solution space. As the points move, the minimum spanning tree may have to change at some point in time by removing one edge and inserting another edge. Since these two edges may be very far apart, we do not consider this operation to be stable or continuous. Instead we specify the topology of S using a flip graph, where the operations are either edge slides or edge rotations [1, 7] . The optimization function f , measuring the quality of the EMST, is naturally defined for the vertices of the flip graph as the length of the spanning tree, and we use linear interpolation to define f on the edges of the flip graph. For edge slides and rotations we provide upper and lower bounds on ρ TS (EMST, T I , T S ).
Edge slides. An edge slide is defined as the operation of moving one endpoint of an edge to one of its neighboring vertices along the edge to that neighbor. More formally, an edge (u, v) can be replaced by (u, w) if w is a neighbor of v and w = u. Since this operation is very local, we consider it to be stable. Note that after every edge slide the tree must still be connected.
Proof. Consider a time where the EMST has to be updated by removing an edge e and inserting an edge e ′ , where |e| = |e ′ |. Note that e and e ′ form a cycle C with other edges of the EMST. We now slide edge e to edge e ′ by sliding it along the vertices of C. Let x be the longest intermediate edge when sliding from e to e ′ (see Fig. 1(a) ). To allow x to be as long as possible with respect to the length of the EMST and as such achieving an upper bound on ρ TS , the EMST should be fully contained in C. By the triangle inequality we get that 2|x| ≤ |C|. Since the length of the EMST is OPT = |C|−|e|, we get that |x| ≤ OPT /2+|e|/2. Thus, the length of the intermediate tree is |C| − 2|e| + |x| = OPT −|e| + |x| ≤ ◮ Lemma 2. If T S is defined by edge slides, then ρ TS (EMST,
Proof. Consider a point in time where the EMST has to be updated by removing an edge e and inserting an edge e ′ , where |e| is very small. Let the remaining points be arranged in a circle with diameter D, as shown in the figure on the right. We get that OP T < πD, where OPT is the length of the EMST. Simply sliding e to e ′ will always grow e to be nearly the diameter of the circle at some point, as shown by the red dashed line. More precisely, e will grow to length at least D − ε, and we can make ε arbitrarily small by using a sufficient number of points. Alternatively, e (in the red configuration) can take a shortcut by sliding over another edge f . This is only beneficial if |e| + |f | < D − ε. However, if f helps e to avoid becoming a diameter of the circle, then e and f , as chords, must span an angle larger than π together. Hence, by triangle inequality, |e| + |f | ≥ D. Thus, for any ε > 0,
Edge rotations. Edge rotations are a generalization of edge slides, that allow one endpoint of an edge to move to any other vertex. These operations are clearly not as stable as edge slides, but they are still more stable than the deletion and insertion of arbitrary edges.
◮ Lemma 3. If T S is defined by edge rotations, then ρ TS (EMST, T I , T S ) ≤ Proof. Consider a time where the EMST has to be updated by removing an edge e = (u, v) and inserting an edge e ′ = (u ′ , v ′ ), where |e| = |e ′ |. Note that e and e ′ form a cycle C with other edges of the EMST. We now rotate edge e to edge e ′ along some of the vertices of C. Let x be the longest intermediate edge when rotating from e to e ′ . To allow x to be as long as possible with respect to the length of the EMST, the EMST should be fully contained in C. We argue that |x| ≤ OPT /3 + |e|, where OPT is the length of the EMST. Removing e and e ′ from C splits C into two parts, where we assume that u and u ′ (v and v ′ ) are in the left (right) part. First assume that one of the two parts has length at most OPT /3. Then we can rotate e to (u, v ′ ), and then to e ′ , which implies that |x| = |(u, v ′ )| ≤ OPT /3 + |e| by the triangle inequality (see Fig. 1(b) ). Now assume that both parts have length at least OPT /3. Let e L = (a, b) be the edge in the left part that contains the midpoint of that part, and let e R = (c, d) be the edge in the right part that contains the midpoint of that part, where u L and u R are closest to e (see Fig. 1(c) ). Furthermore, let Z be the length of C \ {e, e ′ , e L , e R }. 
