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Abstract
This paper contains a thorough investigation of invariant distributions supported on
limit sets of discrete groups acting convex cocompactly on symmetric spaces of negative
curvature. It can be considered as a continuation of [21]. Based on this investigation we
• provide proofs of the Hodge theoretic results for the cohomology of real hyperbolic
manifolds announced in [54],
• improve the bounds for the critical exponents obtained by Corlette for the quater-
nionic and the Cayley case,
• compute the L2-cohomology for the corresponding locally symmetric spaces,
• prove a version of the Harder-Borel conjecture for real hyperbolic manifolds, and
• compute higher cohomology groups with coefficients in hyperfunctions supported on
the limit set.
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31 Introduction
1.1 The central result
The present paper is an outgrowth of our long lasting attempt to prove a conjecture of Pat-
terson [57] concerning a Hodge theory for noncompact hyperbolic manifolds. It is a slightly
revised version of my habilitation thesis deliverd at the University of Go¨ttingen.
Patterson’s conjecture was stated for quotients Y = Γ\X of the real hyperbolic space
X = RHn by a convex cocompact discrete group of isometries with the option to generalize to
more general geometrically finite hyperbolic manifolds. Γ acts by conformal transformations
on the sphere Sn−1 = ∂X which appears as the geodesic boundary of X. Let Λ be the limit
set of this action. We consider the space Ωp−∞(∂X) of complex valued differential p-forms on
X with distributional coefficients, i.e., p-currents. The conformal group G acts on it. It fits
into the de Rham complex
0→ Ω0−∞(∂X) d−→ Ω1−∞(∂X) d−→ . . . d−→ Ωn−1−∞ (∂X)
∫
∂X−→ C→ 0 (1)
which we have completed by C in order to make it acyclic. (1) is a complex ofG-representations.
In particular, the center Z(g) of the universal enveloping algebra U(g) of the Lie algebra
g of G acts on it. Let F be an irreducible finite-dimensional representation of G. Let
(Ωp−∞(∂X) ⊗ F )χF ⊂ Ωp−∞(∂X) ⊗ F be the largest subrepresentation on which Z(g) acts
by the same character χF as on F . It turns out (see Proposition 6.1) that (Ω
p
−∞(∂X)⊗ F )χF
is isomorphic to the space of distribution sections C−∞(∂X, V (F, p)) of a homogeneous vector
bundle V (F, p)→ ∂X. Thus (1) induces the acyclic complex
0→ C−∞(∂X, V (F, 0))→ C−∞(∂X, V (F, 1))→ . . .→ C−∞(∂X, V (F, n − 1))→ F → 0 (2)
which appears in the literature under various names like BGG-resolution or Zˇelobenko complex
(see e.g. [71], [5], [40]). The G-representations C−∞(∂X, V (F, p)), p = 0, . . . , n− 1, constitute
all principal series representations of G with infinitesimal character χF . Note that in case
of the trivial representation F = C the complex (2) coincides with (1). By ZpF,Λ we denote
the space of such Γ-invariant p-cocycles of (2) which are supported on the limit set Λ. Let
H∗(Γ, F ) be the group cohomology of Γ with coefficients in the Γ-representation F . Patterson
conjectured that for all p
Hp(Γ, F ) ∼= Zn−pF,Λ . (3)
Hp(Γ, F ) is equal to the de Rham cohomology group Hp(Ω∗(Y,EF )) of the complex of differen-
tial forms on Y with values in the flat vector bundle EF → Y induced by the Γ-representation
F . On the other hand, one can interpret elements of Zn−pF,Λ as a kind of boundary values of
the Γ-invariant lifts from Y to X of very special closed and coclosed EF -valued p-forms (for
noncompact Y the space of all closed and coclosed p-forms is infinite-dimensional). Thus (3)
could be considered as a version of Hodge theory for the present situation.
We are mainly interested in the case of noncocompact Γ, since for cocompact Γ the validity
of (3) is a rather direct consequence of classical Hodge theory. Then the general receipt for
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producing closed and coclosed forms on Y or, more generally, eigenforms of the Laplacian
∆ is given by the theory of Eisenstein series (see [21] and the references cited therein). Set
Ω := ∂X\Λ and B := Γ\Ω. B should be considered as the boundary at infinity of Y . Let us for
a moment assume that F = C. Then there is a distinguished Eisenstein series Eps (φ) ∈ Ωp(Y ),
s ∈ C, φ ∈ Ωn−p−∞ (B), such that ∆Eps (φ) = ((p − n+12 )2 − s2)Eps (φ), dEps (φ) = 0. We are
especially interested in the point s = p − n+12 , which corresponds to closed harmonic forms.
The possible poles of Eps at s = p− n+12 will prevent us to prove (3) in full generality. Indeed,
there are situations, where (3) is not true. Assume that Eps has a pole at s = p− n+12 of order
k > 0. The boundary value of the leading singular term Ep(−k, φ) of Eps (φ) at s = p− n+12 is
an (n− p)-current with support on the limit set. On the other hand,
dδ
(
d
ds |s=p−n+1
2
(s − (p− n+ 1
2
))kEps (φ)
)
=
d
ds |s=p−n+1
2
(s− (p− n+ 1
2
))k∆Eps (φ)
= − d
ds |s=p−n+1
2
(s− (p− n+ 1
2
))k+1(s+ p− n+ 1
2
)Eps (φ)
= −(k + 1)(2p − (n+ 1))Ep(−k, φ) .
Thus Ep(−k, φ) is exact (if p 6= n+12 ). If in addition Ep(−k, φ) is coclosed, then the boundary
value of Ep(−k, φ) belongs to Zn−p
C,Λ . Therefore, (3) could not be true. An example, where
such a situation occurs, is discussed at the end of Section 6.
For general F there are Eisenstein series EpF,s and a special parameter s = sF,p analogous
to Eps and s = p− n+12 . In order to deal with singularities of the Eisenstein series at s = sF,p
we consider certain successive non-split extensions of the homogeneous bundles V (F, p) =:
V 1(F, p)
0→ V k−1(F, p)→ V k(F, p)→ V (F, p)→ 0 .
By ΓC−∞(Λ, V k(F, p)) we denote the space of Γ-invariant distribution sections of V k(F, p)
which are supported on the limit set. Set
ΓC−∞(Λ, V +(F, p)) :=
⋃
k∈N
ΓC−∞(Λ, V k(F, p)) .
We have ZpF,Λ ⊂ ΓC−∞(Λ, V (F, p)) ⊂ ΓC−∞(Λ, V +(F, p)). The whole principal part of the
Laurent expansion of EpF,s(φ) at s = sF,p defines via the boundary value map an element
of ΓC−∞(Λ, V +(F, p)). By E+Λ (F, p) ⊂ ΓC−∞(Λ, V +(F, p)) we denote the space of all these
boundary values. In particular, E+Λ (F, p) = {0} if and only if EpF,s is regular at s = sF,p. In
the case of cocompact Γ we set E+Λ (F, p) := 0.
Our result can now be formulated as follows (see Proposition 4.12, Theorem 6.3 and Corol-
lary 6.7). It has been announced in [54].
Theorem 1.1 1. The space ΓC−∞(Λ, V +(F, p)) is finite-dimensional.
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2. For p = 1, . . . , n− 1, p 6= n+12 there is an exact sequence
0→ E+Λ (F, n − p)→ ΓC−∞(Λ, V +(F, n− p))→ Hp(Γ, F )→ 0 . (4)
For p = n+12 there is a slightly modified exact sequence.
3. If p ≥ n+12 , then E+Λ (F, n− p) = 0.
4. If E+Λ (F, n − p) = 0, then Zn−pF,Λ = ΓC−∞(Λ, V +(F, p)).
In particular, Hp(Γ, F ) ∼= Zn−pF,Λ by (4).
5. For p ≥ n2 we have Hp(Γ, F ) ∼= Zn−pF,Λ .
Assertion 5 says in particular that (3) is true in dimension n = 2. Since (4) is a sequence of
finite-dimensional spaces which are related to (generalized) harmonic forms the theorem can be
considered as a variant of Hodge theory. Up to now there is no example for which we can prove
that the map Zn−pF,Λ → Hp(Γ, F ) is not surjective. We always have dimZn−pF,Λ ≥ dimHp(Γ, F )
(Proposition 6.5).
As already remarked by Patterson [57] and independently observed by Lott [48], Assertion
5 for F = C and p 6= n2 follows from the results of Mazzeo and Phillips [50] on comparison of
L2-cohomology with cohomology with compact support. Indeed, also our proof of Assertions
3-5 relies heavily on L2-methods which do not apply to p < n2 .
The theorem has an obvious generalization for Γ-representations of the form F ⊗V , where
V is finite-dimensional and unitary (see Theorem 6.3). We will also consider the case of
non-unitary V . In contrast to Assertions 3-5, Assertions 1 and 2 also hold in this case (for
noncocompact Γ).
Strictly speaking, Theorem 1.2 and all the results reviewed in this introduction are proved
under the additional assumption that Γ is torsion-free since we like to work in the category of
smooth manifolds. Using the fact that Γ always has a torsion-free normal subgroup of finite
index the results can be easily extended to the general case (compare the discussion at the
beginning of Subsection 7.3).
The reader should be warned that this introduction is the only place in the present paper,
where Eisenstein series are mentioned. Instead we will use the extension map exts which
can be considered as a direct construction of the boundary values of Eisenstein series. The
Eisenstein series are then obtained by composing exts with a suitable Poisson transform (see
[21]).
1.2 Higher cohomology groups
The exact sequence (4) can also be viewed as the determination of the space of invariants of
the Γ-module of distribution sections of V +(F, p) with support on the limit set in terms of
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spectral data (boundary values of residues of Eisenstein series) and topological data (the coho-
mology groups Hn−p(Γ, F )). This space of invariants constitutes by definition the cohomology
group H0(Γ, C−∞(Λ, V +(F, p))). As it is often the case a full understanding of the situation
requires to know the higher cohomology groups Hj(Γ, C−∞(Λ, V +(F, p))), j > 0, too. Indeed,
in [57] Patterson spelled out a second conjecture stating that the dimensions of the spaces
Hj(Γ, C−∞(Λ, V (F, p))) are finite and should be related to the order of the singularity of a
twisted Selberg zeta function at a certain integer point. We will discuss this conjecture in little
more detail at the beginning of Section 8. It turns out that it is more appropriate to consider
the spaces C−∞(Λ, V +(F, p)), instead. Moreover, for technical reasons (see Subsection 1.3)
we have to work with the Γ-modules C−ω(Λ, V +(F, p)) of hyperfunction sections supported
on the limit set. It is relatively easy to see (Theorem 3.3) that
H0(Γ, C−∞(Λ, V +(F, p))) ∼= H0(Γ, C−ω(Λ, V +(F, p))) .
One expects that this isomorphism remains to be true in higher degrees j > 0. Up to now
this has been proved for cocompact Γ, only ([16], [18]). Results of this kind strongly depend
on the fact that Γ does not contain parabolic elements. While we will say nothing substantial
on the Selberg zeta function we will prove the following result (see Theorem 8.13).
Theorem 1.2 For all j ≥ 1, p 6= n−12 , there is a natural isomorphism
Hj(Γ, C−ω(Λ, V +(F, p))) ∼= Hn−p+j(Γ, F ) .
For p = n−12 there is a splitting V (F,
n−1
2 ) = V (F,+)⊕ V (F,−). Then
Hj(Γ, C−ω(Λ, V +(F,+))) ∼= Hj(Γ, C−ω(Λ, V +(F,−))) ∼= H n+12 +j(Γ, F ) .
In particular, the spaces Hj(Γ, C−ω(Λ, V +(F, p))) are finite-dimensional.
Again, it is allowed to incorporate twists by finite-dimensional Γ-representations into the
theorem. We also gain information on the spaces Hj(Γ, C−ω(Λ, V k(F, p))). In particular, they
are finite-dimensional. A result which implies Theorem 1.2 in the special case of spherical F
and p = n− 1 was already obtained in [19].
The bundles V (F, p) sit inside families of irreducible G-homogeneous bundles V (σλ) para-
metrized by irreducible representations of the isotropy group P of the chosen base point in ∂X.
We call such a representation very special if V (σλ) is one of the bundles V (F, p), p 6= 0, V (F,±).
Moreover, it is natural to deal with the more general framework of a linear real rank one Lie
group G and a convex cocompact discrete subgroup Γ ⊂ G. Again we have the symmetric
space X, the limit set Λ sitting in its geodesic boundary ∂X, and homogeneous vector bundles
V (σλ) → ∂X. The spaces C−ω(∂X, V (σλ)) of their hyperfunction sections constitute the
principal series representations of G. There is also a notion of very special parameters σλ
(Definition 4.7). Unless stated otherwise, we will exclude the exceptional symmetric space
X = OH2 from the considerations. We then have Γ-modules C−ω(Λ, V +(σλ)) and a finite-
dimensional subspace E+Λ (σλ) ⊂ ΓC−∞(Λ, V +(σλ)) = H0(Γ, C−ω(Λ, V +(σλ))) generated by
the singular part of exts at s = λ. Again it is conjectured that the order of the singularity at
λ of the Selberg zeta function associated to σ is related to the dimensions of the cohomology
groups of Γ with coefficients in C−ω(Λ, V +(σλ)).
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Theorem 1.3 Let G be as above, Γ ⊂ G convex cocompact, and σλ not very special. Then
Hj(Γ, C−ω(Λ, V +(σλ))) = {0} for all j ≥ 1 .
If, in addition, Γ is not cocompact, then
H0(Γ, C−ω(Λ, V +(σλ))) = E
+
Λ (σλ) .
This theorem combines the assertions of Proposition 4.16 and Theorem 8.9. It would be
desirable to extend also Theorems 1.1 and 1.2 to the general rank one situation. However, for
complex and quaternionic hyperbolic spaces the structure of analogous results is expected to
be much more involved.
The proof of each of the above theorems is based on three essential ingredients: the sur-
jectivity of Laplace-like operators on smooth sections of vector bundles over connected non-
compact Riemannian manifolds, a geometric version of scattering theory (developed in joint
work with Ulrich Bunke mainly in [21]), where the above mentioned operator exts plays an
essential role, and the theory of Poisson transforms for homogeneous vector bundles over sym-
metric spaces (which is essentially the theory of asymptotic expansions of matrix coefficients of
admissible G-representations). The latter two ingredients allow us to follow a strategy which
became more and more popular and promising during the last years, even in the classical case
of finite volume quotients Y = Γ\X, namely, study automorphic forms via the behaviour of
their boundary distributions (compare [62], [6], [12], [47], [48], [51], [30], [39], and the joint
papers of the author with U. Bunke [18], [20], [21], [23]).
1.3 The structure of the paper and side results
Section 2 contains a couple of remarks on the surjectivity of the p-form Laplacian on non-
compact connected Riemannian manifolds. We obtain a weak form of Hodge theory which in
particular says that any de Rham cohomology class has a coclosed harmonic representative.
These facts, though based on classical results, do not seem to have been systematically studied
so far. See, however, the note [31].
Sections 3 and 4 appear as a longish commentary on [21] and parts of [19]. Since we
only know the surjectivity of the Laplacian on the space of all smooth forms (or smooth
sections of more general vector bundles) and not on the space of forms of moderate growth
(see the discussion in Subsection 7.3) we are forced to redevelop the theory of the extension
operator exts for convex cocompact groups acting on symmetric spaces of negative curvature
in a hyperfunction setting (note that the boundary value of an arbitrary eigensection is a
hyperfunction while eigensections of moderate growth have distribution boundary values).
This is entirely parallel to the corresponding theory for distributions treated in [21]. In Section
4 we introduce and study the spaces ΓC−∞(Λ, V +(σλ)) and E
+
Λ (σλ). In particular, we show
that they are finite-dimensional. For Re(λ) ≥ 0 we draw some consequences of unitarity which
go beyond the results of [21], Section 7. In particular, we obtain the following new results
which are of independent interest:
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(i) The operator extλ is regular at such non-negative λ which correspond to regular inte-
gral infinitesimal character (Proposition 4.21). This in particular implies Assertion 3 of
Theorem 1.1.
(ii) If X = RHn and σ is a faithful representation of Spin(n− 1), then ΓC−∞(Λ, V +(σ0)) =
{0} (Proposition 4.23).
(iii) If X = HHn or X = OH2 and Γ is not cocompact, then the Hausdorff dimension of
Λ is strictly less then 4n or 16, respectively (Corollary 4.22). This slightly improves a
result of Corlette [26]. Note that in these cases the Hausdorff dimension of ∂X is equal
to 4n+ 2 and 22, respectively.
The reader who is mainly interested in the consequences of these results for spectral theory
and L2-cohomology can directly jump to Section 9. There we give a slightly refined version
of the Plancherel Theorem for L2(Γ\G) obtained in [21]. For instance, thanks to (ii) we
now know that in the real hyperbolic case limits of discrete series representations do not
contribute to the discrete spectrum. Based on the Plancherel Theorem we compute the L2-
cohomology of Y = Γ\X with coefficients in the flat bundle EF induced by a finite-dimensional
G-representation by standard relative Lie algebra cohomology methods (Theorem 9.8). Again,
the result will be mainly in terms of invariant distributions supported on the limit set. It follows
that these cohomology groups are finite-dimensional except for the middle degree.
In Sections 5 and 6 we have to assume that X = RHn. They culminate in the proof
of Theorem 1.2. The reason for the restriction to the real hyperbolic case is that for the
remaining cases the theory of Poisson transforms for harmonic differential forms is neither
developed sufficiently far nor would it be possible to use it in order to translate the Hodge
theoretic results of Section 2 directly to the boundary (e.g., an appropriate Hodge theory for
quotients of the complex hyperbolic space should involve a filtration by bidegrees). For the real
hyperbolic case the theory of Poisson transforms of differential forms is well understood [30].
In Section 5 we adjust this theory according to our needs. Combining it with the results of
Section 4 we obtain a proof of Theorem 1.2 for the special case F = C (except for Assertion 5
in case p = n2 ), but with arbitrary twists allowed. The general case follows by an application of
the translation functor (Section 6) which is well-known in representation theory. The proof of
Assertion 5 in case p = n2 is then a consequence of the theory of discrete series representations
combined with various scalar product formulas as e.g. Proposition 4.17.
In Subsection 7.1 we derive some vanishing results for cohomology based on Theorem 1.1.
In Subsection 7.2 we study of the relation of the spaces ZpF,Λ to cohomology with compact
support.
For any Riemannian locally symmetric space there is the notion of automorphic forms which
involves the condition of moderate growth. Gaillard [32] formulated a conjecture which he calls
the Harder-Borel conjecture and which states that the subcomplexes of the de Rham complex
consisting of coclosed harmonic automorphic forms and of automorphic forms, respectively,
are quasi-isomorphic to the full de Rham complex. The problem is widely investigated in the
special and most interesting case of finite volume spaces. In our situation (G of rank one,
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Γ ⊂ G convex cocompact) the conjecture would immediately follow if we would know that the
Laplacian acting on forms of moderate growth is surjective. Such an assertion, however, seems
to be very difficult to prove. Theorem 1.1 provides representatives of cohomology classes by
(boundary values of) very special automorphic forms. This does not imply the conjecture yet.
In Subsection 7.3 we provide some additional arguments which together with Assertion 2 of
Theorem 1.1 show that the Harder-Borel conjecture is true for quotients of the real hyperbolic
space by a convex cocompact subgroup.
Section 8 is devoted to the proofs of Theorem 1.3 and Theorem 1.2. Here we make use of
several ideas already employed in [14] and [19]. The main step is to compute the higher
cohomology groups of C−ω(∂X, V +(σλ)). The first observation we make is that general-
ized eigenspaces of Laplacians on homogeneous vector bundles over X are acyclic Γ-modules
(Lemma 8.2). Here again the surjectivity of elliptic operators on analytic noncompact mani-
folds (see Section 2) becomes crucial. Then we show that for parameters σλ which are not very
special suitably chosen Poisson transforms map C−ω(∂X, V +(σλ)) isomorphically to a direct
summand of such a generalized eigenspace. Especially for λ = 0 this requires a thorough
discussion of various cases. It follows that all higher cohomology groups of C−ω(∂X, V +(σλ))
vanish. If X = RHn and σλ is very special, then the theory developed in Sections 2, 5,
and 6 implies that certain de Rham complexes of generalized harmonic forms provide acyclic
resolutions of C−ω(∂X, V +(σλ)). This establishes the connection to the cohomology groups
Hp(Γ, F ). In the final step we use the exact sequence
0→ C−ω(Λ, V +(σλ))→ C−ω(∂X, V +(σλ))→ C−ω(Ω, V +(σλ))→ 0
in order to conclude that for all p ≥ 1
Hp
(
C−ω(Λ, V +(σλ))
) ∼= Hp (C−ω(∂X, V +(σλ))) .
For p = 1 this uses the meromorphy of exts.
We expect that Theorem 1.1 has a natural generalization to arbitrary geometrically finite
groups Γ acting on RHn. Note, however, that in this generality the spaces ΓC−∞(Λ, V (F, p))
and ΓC−∞(Λ, V +(F, p)) can be infinite-dimensional. In order to obtain finite-dimensional
spaces one should replace the condition “supported on the limit set” by “strongly supported
on the limit set” (see [23]). Indeed, the meromorphy of exts in the distribution setting has
been established in [20], and the singular part of ext produces invariant distributions which are
“strongly supported on the limit set”. However, it is far from being obvious how to transfer
this theory to a hyperfunction setting.
In the special case of finite volume quotients there is an alternative approach. In this case
Λ = ∂X and dim ΓC−∞(∂X, V (F, p)) < ∞. Thus there is no need to “move” the (strong)
support of the boundary value of a harmonic form to the limit set and therefore things can be
done without considering the extended bundles V k(F, p) and V +(F, p). Moreover, in this case
Hodge theory on forms of moderate growth is established (see the discussion in Subsection
7.3, in particular Proposition 7.11). Therefore one can work from the very beginning in the
distribution setting. Arguing as in the proof of Corollary 5.4 we obtain
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Proposition 1.4 Let Γ be such that Y = Γ\RHn has finite volume. Let F be a finite-
dimensional G-representation as above. Let E(F, p) ⊂ ΓC−∞(∂X, V (F, p)) be the subspace
spanned by the boundary values of the (not necessarily singular) leading terms of the Eisenstein
series EpF,s(φ) at s = sF,p (see 1.1). By Z
p
F we denote the space of Γ-invariant cocycles of (2).
Then there are exact sequences
0 → E(F, p)→ ΓC−∞(∂X, V (F, p))→ Hp(Γ, F )→ 0 , p 6= n+ 1
2
,
0 → E(F, p) ∩ ZpF → ZpF → Hp(Γ, F )→ 0 .
Acknowledgements: First of all I want to thank Ulrich Bunke. Most of the results of this paper
strongly depend on ideas developed in previous joint work with him. Stimulating discussions
with him accompanied also the work on the present paper. I am indebted to S. J. Patterson
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work. Discussions with A. Juhl, who also carefully read previous versions of the manuscript,
and P.-Y. Gaillard substantially influenced my view on the subject, too.
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2 A residue of Hodge theory for noncompact Riemannian man-
ifolds
Given a smooth manifold Y and a flat finite-dimensional complex vector bundle (E,∇) on it
we can consider the associated de Rham complex
(Ω∗(Y,E), d)
of smooth, E-valued differential forms, i.e., smooth sections of the bundles Λ∗(T ∗Y )⊗E. Here
the differential
d : Ωp(Y,E)→ Ωp+1(Y,E) .
is induced by the flat connection
∇ : Ω0(Y,E)→ Ω1(Y,E) .
We are interested in its cohomology groups Hp(Y,E). The most important case is the one-
dimensional trivial bundle equipped with the trivial connection. The cohomology of the corre-
sponding de Rham complex then becomes canonically isomorphic to the usual (say singular)
cohomology H∗(Y,C) of Y with coefficients in C. For us a manifold always has a countable
base of the topology. For convenience we assume Y to be connected.
Let g be a Riemannian metric on Y , and let h be a Hermitian metric on E. We do not
require h to be parallel with respect to ∇. These structures induce the Riemannian measure
µg on Y and Hermitian forms (., .) on Λ
p(T ∗Y )⊗ E. Then we can form the formal adjoint of
d
δ : Ωp+1(Y,E)→ Ωp(Y,E)
which is characterized by∫
Y
(δωy, ηy) dµ(y) =
∫
Y
(ωy, dηy) dµ(y) for all ω ∈ Ωp+1(Y,E), η ∈ Ωpc(Y,E) .
Here the subscript c means compact support. We have δ2 = 0. The corresponding p-form
Laplacian is given by
∆ = δd + dδ : Ωp(Y,E)→ Ωp(Y,E) .
d and δ commute with the elliptic and formally selfadjoint operator ∆.
These operators give rise to three distinguished subcomplexes
Ω∗(Y,E)∆,δ ⊂ Ω∗(Y,E)∆ ⊂ Ω∗(Y,E)(∆)
of the de Rham complex (Ω∗(Y,E), d), namely
• Ωp(Y,E)∆,δ := {ω ∈ Ωp(Y,E) |∆ω = 0, δω = 0} (coclosed harmonic forms),
• Ωp(Y,E)∆ := {ω ∈ Ωp(Y,E) |∆ω = 0} (harmonic forms),
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• Ωp(Y,E)(∆) := {ω ∈ Ωp(Y,E)| there exists k ∈ N s.th. ∆kω = 0} (generalized harmonic
forms).
If Y is compact, then by classical Hodge theory all these complexes coincide with ker d∩ ker δ,
are finite-dimensional and provide canonical representatives of cohomology classes by harmonic
forms. For noncompact Y all these statements are false. However, one of the main results of
the present section is that in general at least the following is true.
Theorem 2.1 The inclusions of complexes
Ω∗(Y,E)∆,δ →֒ Ω∗(Y,E)(∆) →֒ Ω∗(Y,E)
are quasi-isomorphisms, i.e., they induce isomorphisms in cohomology.
For noncompact manifolds the inclusion Ω∗(Y,E)∆
i−→ Ω∗(Y,E) is far from being a quasi-
isomorphism in general. In fact, one can show that i ⊕ (−1)∗δ : Ω∗(Y,E)∆ −→ Ω∗(Y,E) ⊕
Ω∗−1(Y,E) is a quasi-isomorphism, i.e., for any p ∈ N0 there is a canonical isomorphism
Hp(Ω∗(Y,E)∆) ∼= Hp(Y,E) ⊕Hp−1(Y,E) .
The theorem is a simple consequence of the surjectivity of the Laplacian on Ωp(Y,E) for
noncompact manifolds, a classical result which goes back to Malgrange [49] but which does
not seem to have received much attention among global analysts. We will discuss this result
in a moment. It has been used in several joint papers of U. Bunke and the author ([14], [19]).
The validity of Theorem 2.1 was independently observed by P.-Y. Gaillard [31] to whome I
am also indebted for providing adequate references.
First we need the following
Definition 2.2 Let E1, E2 be vector bundles over Y . We say that a differential operator
D : C∞(Y,E1)→ C∞(Y,E2)
has the weak unique continuation property if for any connected open subset U ⊂ Y , any section
f ∈ C−∞(U,E1) with Df = 0 the condition f|U0 = 0 for a nonempty open subset U0 ⊂ U
implies f ≡ 0 on U .
If Y , E1, E2 are analytic, and D is an elliptic operator with analytic coefficients, then D
has the weak unique continuation property by analytic elliptic regularity (see e.g. [37], Thm.
8.6.1 or [41], Thm. 3.4.4). In fact, in this case Df = 0 implies that f is analytic. But for
operators like ∆ this analyticity condition is not necessary for unique continuation. Indeed,
in the setting introduced above the form Laplacians ∆ : Ωp(Y,E) → Ωp(Y,E) have the weak
unique continuation property ([1]). For an overview concerning unique continuation theorems
we refer to [43]. We now have
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Theorem 2.3 ([49], p.341) Let Y be a connected noncompact smooth manifold, and let
D : C∞(Y,E1)→ C∞(Y,E2)
be an elliptic operator which has the weak unique continuation property. Then D is surjective.
In view of the above discussion this implies
Corollary 2.4 The p-form Laplacian ∆ : Ωp(Y,E) → Ωp(Y,E) on a noncompact connected
smooth manifold is surjective.
Proof of Theorem 2.1. For compact manifolds the theorem is covered by classical Hodge theory
(see e.g. [70], Sect. IV.5). Thus we may assume that Y is noncompact. We first show that
the inclusion Ω∗(Y,E)∆,δ →֒ Ω∗(Y,E) induces a surjection in cohomology. Let ω ∈ Ωp(Y,E)
be closed. By Corollary 2.4 we find η ∈ Ωp(Y,E) solving the equation ∆η = ω. Set
ω0 := ω − dδη = δdη .
Then ω0 is cohomologous to ω and coclosed. In particular, ω0 ∈ Ωp(Y,E)∆,δ . This proves the
desired surjectivity.
For injectivity we consider φ ∈ Ωp−1(Y,E), ω = dφ. Solving ∆η = φ in Ωp−1(Y,E) we can
form φ0 := φ− dδη = δdη. Then dφ0 = ω, δφ0 = 0, ∆φ0 = δdφ0 = δω.
If ω ∈ Ωp(Y,E)∆,δ , then ∆φ0 = δω = 0, i.e., φ0 ∈ Ωp−1(Y,E)∆,δ . Thus in this case ω is a
coboundary in Ω∗(Y,E)∆,δ. If ∆
kω = 0 for some k ≥ 1, then
∆k+1φ0 = ∆
kδω = δ∆kω = 0 .
Hence ω is a coboundary in Ω∗(Y,E)(∆). Thus we have shown that both injections of com-
plexes induce injective maps in cohomology. The proof is now complete. ✷
There is an alternative way of expressing cohomology in terms of generalized harmonic
forms which will turn out to be crucial in the proof of the main theorem of the present paper.
By Zp(Y,E)(∆) we denote the space of p-cocycles in Ω
∗(Y,E)(∆).
Proposition 2.5 A p-form ω ∈ Ωp(Y,E) is exact if and only if there exists a closed p-form η
such that ∆η = ω. In particular we have
Hp(Y,E) ∼= Zp(Y,E)(∆)/∆
(
Zp(Y,E)(∆)
) ∼= ker d ∩ ker δ/∆ (Zp(Y,E)(∆)) ∩ ker δ . (5)
Moreover,
∆
(
Zp(Y,E)(∆)
)
= ∆k
(
Zp(Y,E)(∆)
)
for any k ∈ N . (6)
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Proof. For compact manifolds the proposition is a consequence of classical Hodge theory. Thus
we can assume that Y is noncompact. If η is closed, then ∆η = dδη is exact. On the other
hand, for exact ω = dφ we use Corollary 2.4 in order to solve the equation ∆ψ = φ and set
η = dψ. Then
∆η = d∆ψ = ω .
This proves the first assertion. Since according to Theorem 2.1 any cohomology class can be
represented by a generalized harmonic form, or even by a closed and coclosed form, Equa-
tion (5) follows, too. Let now ω = dδη ∈ ∆ (Zp(Y,E)(∆)). By Corollary 2.4 we can solve
∆kψ = δη. Then ω = ∆kdψ ∈ ∆k (Zp(Y,E)(∆)). This proves (6) and finishes the proof of the
proposition. ✷
There is another canonical codifferential δˆ acting on Ω∗(Y,E) which only depends on the
Riemannian metric g but not on any chosen Hermitian metric on E. Indeed, let
δ1 : Ω
p(Y )→ Ωp−1(Y )
be the usual codifferential for the trivial bundle. Then we define
δˆ : Ωp(Y,E) ∼= C∞(Y,ΛpT ∗Y ⊗ E)→ Ωp−1(Y,E)
by
δˆ(ω ⊗ e) := δ1ω ⊗ e− ig(∇e)ω , (7)
where
ig : Ω
1(Y,E) ⊗ Ωp(Y )→ Ωp−1(Y,E)
is the insertion operator defined by the Riemannian metric g. Again we have δˆ2 = 0. δˆ
coincides with δ if and only if the Hermitian metric h is parallel. We form
∆ˆ = δˆd+ dδˆ : Ωp(Y,E)→ Ωp(Y,E) .
∆ˆ is elliptic and commutes with d and δˆ. But in general there is no L2-scalar product on
Ωp(Y,E) such that ∆ˆ becomes formally selfadjoint. Replacing in the above definitions ∆ by
∆ˆ and δ by δˆ we obtain new subcomplexes of (Ω∗(Y,E), d)
Ω∗(Y,E)∆ˆ,δˆ ⊂ Ω∗(Y,E)∆ˆ ⊂ Ω∗(Y,E)(∆ˆ) .
While classical Hodge theory does not work if ∆ˆ is not selfadjoint the same arguing as
above yields
Corollary 2.6 The Laplacian ∆ˆ : Ωp(Y,E) → Ωp(Y,E) on a noncompact connected smooth
manifold is surjective.
Thus the same proofs as above show that for noncompact manifolds we are allowed to put
a hat on the operators appearing in Theorem 2.1 and Proposition 2.5.
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Theorem 2.7 Let Y be noncompact. Then the inclusions of complexes
Ω∗(Y,E)∆ˆ,δˆ →֒ Ω∗(Y,E)(∆ˆ) →֒ Ω∗(Y,E)
are quasi-isomorphisms, i.e., they induce isomorphisms in cohomology.
Proposition 2.8 Let Y be noncompact. A p-form ω ∈ Ωp(Y,E) is exact if and only if there
exists a closed p-form η such that ∆ˆη = ω. In particular we have
Hp(Y,E) ∼= Zp(Y,E)(∆ˆ)/∆ˆ
(
Zp(Y,E)(∆ˆ)
) ∼= ker d ∩ ker δˆ/∆ˆ(Zp(Y,E)(∆ˆ)) ∩ ker δˆ . (8)
Moreover,
∆ˆ
(
Zp(Y,E)(∆ˆ)
)
= ∆ˆk
(
Zp(Y,E)(∆ˆ)
)
for any k ∈ N . (9)
For compact manifolds Theorem 2.7 and Proposition 2.8 are not true in general. However,
we have
Proposition 2.9 Let Y be compact. There exists a k ∈ N such that Ωp(Y,E)(∆ˆ) = ker ∆ˆk for
all p. In particular, dimΩ∗(Y,E)(∆ˆ) <∞. There is a decomposition of complexes
Ω∗(Y,E) = Ω∗(Y,E)(∆ˆ) ⊕ ∆ˆk (Ω∗(Y,E)) . (10)
The embedding Ω∗(Y,E)(∆ˆ) →֒ Ω∗(Y,E) is a quasi-isomorphism.
Proof. We choose a Hermitian metric h on E. Then we can form the codifferential δ, the
Laplacians ∆ as above, and the Hilbert space completion L2(Y,ΛpT ∗Y ⊗E) of Ωp(Y,E). The
difference δˆ − δ is an operator of order zero, hence T := ∆ˆ − ∆ has at most first order. ∆
becomes an unbounded selfadjoint operator with the Sobolev space H2(Y,ΛpT ∗Y ⊗ E) as its
domain of definition. T as well as ∆ˆ = ∆+T are defined onH2(Y,ΛpT ∗Y ⊗E), and T (1+∆)−1
defines a compact operator on L2(Y,ΛpT ∗Y ). As a relative compact perturbation of ∆ the
operator ∆ˆ inherits from ∆ the property that
dim
⋃
l
ker(∆ˆl) <∞ , L2(Y,ΛpT ∗Y ) =
⋃
l
ker(∆ˆl)⊕
⋂
l
im(∆ˆl) (11)
(see [33], Ch. V, Lemma 10.1). In fact, this becomes a simple consequence of the compactness
of the resolvent (∆ˆ − λ)−1 as soon one knows that the resolvent set of ∆ˆ is not empty which
can be ensured by
lim
λ→i∞
‖T (∆− λ)−1)‖ = 0 ([33], Ch. V, Lemma 7.2) .
By elliptic regularity
⋃
l ker(∆ˆ
l) ⊂ Ωp(Y,E). Equation (10) now follows from (11).
As in the proof of Theorem 2.1 one shows that any cohomology class in Hp(∆ˆk (Ω∗(Y,E))
has a ∆ˆ-harmonic representative. Now (10) implies that it is zero. This finishes the proof of
the proposition. ✷
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3 Scattering theory for convex cocompact groups: the hyper-
function setting
The main purpose of this section is to transfer the results of [21], Sections 4-5, from distribu-
tions to hyperfunctions. First we have to recall the setting of that paper.
Let G be a connected, linear, real simple Lie group of rank one. We fix a maximal compact
subgroup K ⊂ G and an Iwasawa decomposition G = KAN of G. Note that the rank one
assumption is equivalent to dimA = 1. Let M := ZK(A) be the centralizer of A in K.
We denote the Lie algebras of these groups by g, k, a, n, and m, respectively. We form the
corresponding minimal parabolic subgroup P := MAN of G. The group G acts isometrically
and orientation-preserving on the rank-one symmetric space X := G/K. Let ∂X := G/P =
K/M be its geodesic boundary. We consider X¯ := X ∪ ∂X as a compact manifold with
boundary.
Let Γ ⊂ G be a discrete torsion-free subgroup. Its limit set Λ ⊂ ∂X is defined to be the set
of accumulation points in X∪∂X of the Γ-orbit of an arbitrary point x ∈ X. The complement
Ω := ∂X \Λ is called the domain of discontinuity of Γ. Indeed, Γ acts properly discontinuously
on Ω as well as on X ∪ Ω. Hence, Y := Γ\(X ∪ Ω) is a manifold with boundary B := Γ\Ω.
Its interior Y := Γ\X carries the structure of a locally symmetric space of negative sectional
curvature. We assume Γ to be convex cocompact which means by definition that Y is compact.
In particular, a cocompact subgroup is convex cocompact. In this case Λ = ∂X, Ω = ∅, and
Y = Y is a compact locally symmetric space. We are mostly interested in the opposite case
Ω 6= ∅. Then Y is a locally symmetric space of infinite volume without cusps which we will
call a Kleinian manifold generalizing the corresponding notion for three-dimensional hyperbolic
manifolds.
By a∗
C
we denote the complexified dual of a. For a ∈ A and λ ∈ a∗
C
we set aλ := e〈λ,log(a)〉 ∈
C. Let α be the short root of a in n. We set A+ := {a ∈ A | aα ≥ 1}. Define ρ ∈ a∗ as usual
by ρ(H) := 12tr(ad(H)|n), ∀H ∈ a. We have
X RHn CHn HHn OH2
ρ n−12 α nα (2n+ 1)α 11α
.
Any element g ∈ G has a Cartan decomposition g = kgagh, kg, h ∈ K, ag ∈ A+, where ag and
kgM ∈ K/M are uniquely determined by g.
Definition 3.1 The critical exponent δΓ ∈ a∗ of Γ is the smallest element such that the series∑
g∈Γ a
−(λ+ρ)
g converges for all λ ∈ a∗ with λ > δΓ. If Γ is the trivial group, then we set
δΓ := −∞.
If (τ, Vτ ) is a finite-dimensional representation of P , then we denote by V (τ) := G ×P Vτ
the associated homogeneous vector bundle over ∂X = G/P . It induces a bundle on B = Γ\Ω
defined by VB(τ) := Γ\V (τ)|Ω. These bundles are defined in the analytic category. Therefore
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we can consider not only smooth and distribution sections but also analytic and hyperfunction
sections of these bundles. Of main interest are the P -representations σλ which arise as follows.
Let (σ, Vσ) be a finite-dimensional unitary representation of M . For λ ∈ a∗C we form the
representation σλ of P on Vσλ := Vσ, which is given by σλ(man) := σ(m)a
ρ−λ. There is a
chain of inclusions of continuous G-representations (called principal series representations) on
complete locally convex Hausdorff topological vector spaces
Cω(∂X, V (σλ)) ⊂ C∞(∂X, V (σλ)) ⊂ C−∞(∂X, V (σλ)) ⊂ C−ω(∂X, V (σλ))
which we all denote by πσ,λ. There is a corresponding chain of inclusions of spaces of sections
over B. Let σ˜ be the dual representation to σ. Since ΛmaxT ∗∂X ∼= V (1−ρ) and ∂X and B are
compact we have
C−♯(∂X, V (σλ)) = C
♯(∂X, V (σ˜−λ))
′
C−♯(B,VB(σλ)) = C
♯(B,VB(σ˜−λ))
′ , ♯ ∈ {∞, ω} .
As explained in [21], p. 86, we can equip⋃
λ∈a∗
C
V (σλ)→ a∗C × ∂X and
⋃
λ∈a∗
C
VB(σλ)→ a∗C ×B
with the structure of holomorphic families of bundles.
The structure of a holomorphic family of bundles allows us to consider holomorphic and
meromorphic families of sections U ∋ µ 7→ fµ ∈ C±♯(∂X, V (σµ)), U ∋ µ 7→ fµ ∈ C±♯(B,VB(σµ)),
U ⊂ a∗
C
open, as well as meromorphic families of continuous operators between such section
spaces in the sense of meromorphic functions with values in topological vector spaces. Here
we equip the space of continuous linear operators between two such spaces with the topology
of uniform convergence on bounded sets. For a discussion of these notions we refer to [21], p.
87, and [19], Section 2.2. Let us recall that a meromorphic family of operators is said to have
a finite-dimensional singularity at λ ∈ a∗
C
if the coefficients of the principal part of the Laurent
expansion at λ are operators of finite rank.
Let (ϕ, Vϕ) be a finite-dimensional representation of Γ. We form the bundle V (τ, ϕ) :=
V (τ) ⊗ Vϕ on ∂X carrying the tensor product action of Γ and define VB(τ, ϕ) := Γ\(V (τ) ⊗
Vϕ)|Ω. In particular, we have the spaces of sections C
±♯(∂X, V (σλ, ϕ)) and C
±♯(B,VB(σλ, ϕ))
as well as the various notions of a∗
C
-parametrized families of sections and operators.
We chose some norm on Vϕ. Since Γ is finitely generated we can find an element µ ∈ a∗,
µ ≥ 0, and a constant C such that
‖ϕ(g)‖ ≤ Caµg for all g ∈ Γ . (12)
Definition 3.2 Let δϕ ∈ a∗ be the infimum of all µ ∈ a∗ satisfying Equation (12) for some
C. It is independent of the chosen norm. We call δϕ the exponent of (ϕ, Vϕ).
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The goal of the present section is to develop the technical means needed for the understand-
ing of the spaces of Γ-invariant hyperfunction sections ΓC−ω(∂X, V (σλ, ϕ)) and its subspaces
ΓC−ω(Λ, V (σλ, ϕ)) of those Γ-invariant hyperfunction sections on ∂X which are supported on
the limit set. The starting point is the restriction map
res : ΓC−ω(∂X, V (σλ, ϕ))→ C−ω(B,VB(σλ, ϕ))
which is given by the restriction resΩ of a hyperfunction section of V (σλ, ϕ) to the open
subset Ω ⊂ ∂X followed by the identification ΓC−ω(Ω, V (σλ, ϕ)) ∼= C−ω(B,VB(σλ, ϕ)). Then
ΓC−ω(Λ, V (σλ, ϕ)) = ker res. If Ω 6= ∅, then we are going to construct a meromorphic family
a∗
C
∋ λ 7→ extλ,
extλ : C
−ω(B,VB(σλ, ϕ))→ ΓC−ω(∂X, V (σλ, ϕ)) ,
of right inverses of res. This has already been done for the case of the real hyperbolic space
and trivial representations σ = 1 and ϕ = 1 in [19]. For general rank one spaces (with the
exception of the Cayley hyperbolic plane OH2) and bundles the analogous construction for
distribution sections has been carried out in [21]. We shall follow these references quite closely.
Let us begin with a comparison theorem which is independent of the theory of extλ, and
which also holds in the cocompact case Ω = ∅.
Theorem 3.3 Let τ and ϕ be finite-dimensional representations of P and Γ, respectively.
Then a Γ-invariant hyperfunction section f ∈ ΓC−ω(∂X, V (τ, ϕ)) is a distribution section if
and only if res(f) ∈ C−∞(B,VB(τ, ϕ)). In particular,
ΓC−ω(Λ, V (τ, ϕ)) = ΓC−∞(Λ, V (τ, ϕ)) .
Proof. We fix anM -invariant Hermitian scalar product (., .) on Vτ˜ . Completing C
∞(∂X, V (τ˜⊗
1−ρ)) with respect to the inner product
(φ,ψ) :=
∫
K
(φ(k), ψ(k)) dk
we obtain the Hilbert spaceH = L2(∂X, V (τ˜⊗1−ρ)). Here we view φ,ψ ∈ C∞(∂X, V (τ˜⊗1−ρ))
as functions on G with values in Vτ˜ . H carries a continuous representation π of G, and its
subspace H∞ of smooth vectors coincides with C
∞(∂X, V (τ˜ ⊗ 1−ρ)) as a smooth Fre´chet
representation. Thus the dual space (H∞)
′ coincides with C−∞(∂X, V (τ)). We therefore want
to show that f ∈ ΓC−ω(∂X, V (τ, ϕ)) defines an element in (H∞)′ ⊗ Vϕ, whenever res(f) ∈
C−∞(B,VB(τ, ϕ)).
Let HK be the subspace of K-finite vectors of H. Then according to [69], Lemma 11.6.1
and Proposition 11.6.2 a functional f on HK extends continuously to H∞ if and only if for all
φ ∈ HK the matrix coefficients cf,φ, defined by
cf,φ(g) := 〈f, π(g)φ〉 ,
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are analytic functions on G having moderate growth, i.e., there exist constants Cf,φ ∈ R,
df ∈ a∗ such that for all g ∈ G
|cf,φ(g)| ≤ Cf,φadfg .
Since Y¯ is compact we find a compact set F ⊂ X ∪ Ω such that ⋃γ∈Γ γF = X ∪ Ω. Set
F∞ := F ∩ Ω, FG := FK ⊂ G.
If f ∈ C−ω(∂X, V (τ, ϕ)) then we can form matrix coefficients cf,φ with elements in φ ∈ HK
as above which are now Vϕ-valued functions. If f ∈ ΓC−ω(∂X, V (τ, ϕ)) such that res(f) ∈
C−∞(B,VB(τ, ϕ)), then we can find f1 ∈ C−ω(∂X, V (τ, ϕ)) supported on some compact subset
Q ⊂ ∂X \F such that f2 := f − f1 ∈ C−∞(∂X, V (τ, ϕ)). By the above we find constants C2,φ,
d2 ∈ a∗ such that for all g ∈ G
|cf2,φ(g)| ≤ C2,φad2g . (13)
Note that HK ⊂ Cω(∂X, V (τ˜ ⊗ 1−ρ)). We now need the following lemma (compare [21],
Equation (37)).
Lemma 3.4 Let Q ⊂ ∂X, L ⊂ G be compact such that gP 6∈ Q for all g ∈ L. Let f ∈
C−ω(∂X, V (τ, ϕ)) with suppf ⊂ Q and φ ∈ Cω(∂X, V (τ˜ ⊗ 1−ρ)). Then there exists a constant
C such that for all g ∈ L, a ∈ A+, k ∈ K
|cf,φ(gak)| ≤ Ca−2ρ‖τ(a)‖ .
Proof. Let w ∈ NK(a) \M be a representative of the nontrivial element of the Weyl group
W (g, a) ∼= NK(a)/M ∼= Z2. Then by the Bruhat decomposition of G we have ∂X \eP = NwP .
Thus we can view φ as a Vτ˜ valued function on Nw. We have
(π(ak)φ)(nw) = (π(k)φ)(a−1nw) = a−2ρτ˜(a)(π(k)φ)(a−1nwa−1) = a−2ρτ˜(a)(π(k)φ)(a−1naw) .
Since gP 6∈ Q for all g ∈ L there is a compact subset N0 ⊂ N such that for all g ∈ L the
support of the hyperfunctions nw 7→ (π˜(g−1)f)(nw) = f(gnw) is contained in N0w. We obtain
|cf,φ(gak)| = |〈f, π(gak)φ〉|
= a−2ρ|〈π˜(g−1)f, τ˜ (a)(π(k)φ)(a−1.aw)〉|
≤ a−2ρ‖τ(a)‖ |〈π˜(g−1)f, (π(k)φ)(a−1.aw)〉| . (14)
Since
lim
a→∞
(π(k)φ)(a−1.aw) ≡ (π(k)φ)(w) in Cω(N0w, Vτ˜ )
we see that the pairing in (14) defines a continuous function on the compact set L × (A+ ∪
{∞})×K and is therefore uniformly bounded by some constant C. This finishes the proof of
the lemma. ✷
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We continue the proof of Theorem 3.3. Let us assume for a moment that Γ is not cocompact,
i.e., F∞ 6= ∅. Then F can be covered by the sets
Un := {gaK ∈ X, gP ∈ ∂X | aαg < n, gP ∈ F∞, a ∈ A+} , n ∈ N .
Thus by compactness of F we can find a compact L ⊂ G such that LP = F∞ and FG ⊂ LA+K.
Since there are constants C ′, d1 > 0 such that for g ∈ L, a ∈ A+
a ≤ C ′aga , a−2ρ‖τ(a)‖ ≤ ad1
Lemma 3.4 implies that
|cf1,φ(g)| ≤ C1ad1g for all g ∈ FG .
Combining this with (13) we obtain
|cf,φ(g)| ≤ C0ad0g for all g ∈ FG .
Obviously, this inequality remains true in the cocompact case (with d0 = 0). Since f is
Γ-invariant, we have
cf,φ(γg) = ϕ(γ)cf,φ(g) .
We arrive at
|cf,φ(γg)| ≤ Caδϕ+εγ ad0g for all g ∈ FG, γ ∈ Γ .
Now by [21], Corollary 2.4, there is some C ′′ such that
aγag ≤ C ′′aγg for all g ∈ FG, γ ∈ Γ .
Setting df = max(d0, δϕ + ε) we obtain
|cf,φ(g)| ≤ Cf,φadfg for all g ∈ G .
Thus cf,φ has moderate growth which implies f ∈ C−∞(∂X, V (τ, ϕ)). This finishes the proof
of Theorem 3.3. ✷
Corollary 3.5 If Re(λ) > δΓ + δϕ, then
ΓC−ω(Λ, V (σλ, ϕ)) = {0}.
Proof. If Ω 6= ∅, then Theorem 4.7 in [21] states that for Re(λ) > δΓ + δϕ
ΓC−∞(Λ, V (σλ, ϕ)) = {0} .
This result can also be proved for cocompact Γ by a similar but much easier argument. The
corollary now follows from Theorem 3.3. ✷
From now on we assume Ω 6= ∅. As a space of hyperfunction sections over a noncompact
manifold C−ω(Ω, V (σλ, ϕ)) does not carry a natural topology. For this reason the continuity
of res is not obvious. But the proof of the continuity in case of trivial σ and ϕ given in [19],
Lemma 2.11, carries over to the general situation. Thus we have
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Lemma 3.6 The map
res : ΓC−ω(∂X, V (σλ, ϕ))→ C−ω(B,VB(σλ, ϕ))
is continuous.
We want to define extλ as the adjoint of a push-down map
π∗,−λ : C
ω(∂X, V (σ˜λ, ϕ˜))→ Cω(B,VB(σ˜−λ, ϕ˜)) ,
which should be given by
π∗,−λ(f)(kM) =
∑
g∈Γ
(π(g)f)(kM), kM ∈ Ω , (15)
if the sum converges. Here we have used the identification
Cω(B,VB(σ˜−λ, ϕ˜)) ∼= ΓCω(Ω, V (σ˜−λ, ϕ˜)) .
π(g) is the action given by πσ˜,−λ(g) ⊗ ϕ˜(g). In [21] it is shown that if we replace on both
sides analytic by smooth sections, then π∗,−λ converges for Re(λ) > δΓ + δϕ and defines a
holomorphic family of continuous maps in this half-plane. Adapting the proofs of [19], Lemma
2.6 and Lemma 2.7, in a straightforward way to our more general situation we obtain
Lemma 3.7 If Re(λ) > δΓ + δϕ, then the sum (15) converges and defines a continuous map
π∗,−λ : C
ω(∂X, V (σ˜−λ, ϕ˜))→ Cω(B,VB(σ˜−λ, ϕ˜)) .
For any g ∈ Γ it satisfies
π∗,−λ ◦ π(g) = π∗,−λ . (16)
Moreover, π∗,−λ depends holomorphically on λ.
Definition 3.8 For Re(λ) > δΓ + δϕ we define the extension map
extλ : C
−ω(B,VB(σλ, ϕ))→ ΓC−ω(∂X, V (σλ, ϕ))
to be the adjoint of
π∗,−λ : C
ω(∂X, V (σ˜−λ, ϕ˜))→ Cω(B,VB(σ˜−λ, ϕ˜)) .
In fact, by Lemma 3.7 the extension exists, is continuous, and by [19], Lemma 2.3, it depends
holomorphically on λ as an operator with values in C−ω(∂X, V (σλ, ϕ)). It follows from (16)
that the range of extλ consists of Γ-invariant vectors. Moreover, the restriction of extλ to
distribution sections coincides with the extension map
extλ : C
−∞(B,VB(σλ, ϕ))→ ΓC−∞(∂X, V (σλ, ϕ))
considered and shown to be meromorphic on a∗
C
in [21].
22 3 HYPERFUNCTION SCATTERING
Lemma 3.9 For Re(λ) > δΓ + δϕ the extension map is the inverse of res:
res ◦ extλ = id , (17)
extλ ◦ res = id . (18)
Proof.By Lemma 4.5 of [21] the relation (17) holds on the dense subspace C−∞(B,VB(σλ, ϕ)) ⊂
C−ω(B,VB(σλ, ϕ)). It extends by continuity to the whole space of hyperfunction sections. It
follows that
res ◦ extλ ◦ res = res .
Since by Corollary 3.5 the restriction map is injective for Re(λ) > δΓ+ δϕ this implies (18). ✷
We want to construct a meromorphic continuation of extλ to all of a
∗
C
. For this reason
we will study the scattering matrix acting on analytic sections. First we have to recall the
Knapp-Stein intertwining operators.
Let w ∈ NK(a) \ M be a representative of the nontrivial element of the Weyl group
W (g, a) ∼= NK(a)/M ∼= Z2. If σ is a representation of M , then its Weyl-conjugate σw, acting
on the same vector space Vσ, is defined by σ
w(m) := σ(w−1mw). If σ is equivalent to σw,
then we say that σ is Weyl-invariant. Unless indicated otherwise σ shall from now on denote
a Weyl-invariant representation of M which is either irreducible or of the form σ′ ⊕ σ′w with
σ′ irreducible and not Weyl-invariant. In both cases the representation of M on Vσ can be
extended to a representation of NK(a) which we also denote by σ. This extension is unique
up to a character of the Weyl group, i.e., the two possible choices of σ(w) can differ by a sign,
only. Let us fix such an extension.
For Re(λ) < 0 the (unnormalized) G-intertwining operator
Jˆσ,λ : C
∞(∂X, V (σλ))→ C∞(∂X, V (σ−λ))
is defined by the convergent integral
(Jˆσ,λf)(g) := σ(w)
∫
N
f(gnw) dn . (19)
Here we consider f ∈ C∞(∂X, V (σλ)) as a function on G with values in Vσλ satisfying f(gp) =
σλ(p)
−1f(g) for all p ∈ P . The operator Jˆσ,λ does not depend on the choice of w. For
σ = σ′ ⊕ σ′w as above we denote by Jˆσ′,λ the restriction of Jˆσ,λ to C∞(∂X, V (σ′λ)).
The holomorphic family λ 7→ Jˆσ,λ has a meromorphic continuation to all of a∗C with poles
of at most first order. There is a meromorphic function pσ : a
∗
C
→ C, called the Plancherel
density, such that
Jˆσ,−λ ◦ Jˆσ,λ = 1
pσ(λ)
id . (20)
For all this see [45] or [69], Ch. 10. Since Cω(∂X, V (σλ)) is the space of analytic vectors of
the continuous Fre´chet representation C∞(∂X, V (σλ)) the intertwining operator restricts to a
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continuous operator
Jˆσ,λ : C
ω(∂X, V (σλ))→ Cω(∂X, V (σ−λ)) .
The argument of the proof of [19], Lemma 2.16, shows that the latter operator indeed comes
as a meromorphic family in the strong sense of this paper. The restriction of the adjoint of
Jˆσ˜,λ to C
ω(∂X, V (σλ)) coincides with Jˆσ,λ ([45], Lemma 24). Therefore this adjoint can be
used to define the continuous extension to hyperfunction sections
Jˆσ,λ : C
−ω(∂X, V (σλ))→ C−ω(∂X, V (σ−λ)) ,
which is again a meromorphic family of operators ([19], Lemma 2.3).
For any open U ⊂ ∂X we introduce the space
C−ωU (∂X, V (σλ)) := {f ∈ C−ω(∂X, V (σλ)) | resUf ∈ Cω(U, V (σλ))} .
We equip C−ωU (∂X, V (σλ)) with the weakest topology such that the embedding C
−ω
U (∂X, V (σλ))
→֒ C−ω(∂X, V (σλ)) and the restrictions C−ωU (∂X, V (σλ)) → Cω(W,V (σλ)) to the spaces of
germs of real analytic sections along any compact W ⊂ U are continuous. We also consider
the analogously defined twisted versions C−ωU (∂X, V (σλ, ϕ)). The argument of the proof of
[19], Lemma 2.19, shows that the intertwining operators are off-diagonally smoothing in the
following strong sense.
Lemma 3.10 For any open U ⊂ ∂X the intertwining operators induce a meromorphic family
of continuous operators
Jˆσ,λ : C
−ω
U (∂X, V (σλ))→ C−ωU (∂X, V (σ−λ)) .
Tensoring with a finite-dimensional representation (ϕ, Vϕ) of Γ we obtain a meromorphic
family of Γ-intertwining operators which we denote by the same symbol
Jˆσ,λ := Jˆσ,λ ⊗ id : C−ωU (∂X, V (σλ, ϕ))→ C−ωU (∂X, V (σ−λ, ϕ)) .
Definition 3.11 For Re(λ) > δΓ + δϕ we define the unnormalized scattering matrix
Sˆσ,λ : C
−ω(B,VB(σλ, ϕ))→ C−ω(B,VB(σ−λ, ϕ))
as the continuous operator given by the composition
Sˆσ,λ := res ◦ Jˆσ,λ ◦ extλ .
From now on we assume X 6= OH2. Theorem 5.10 in [21] tells us that the restriction of the
scattering matrix to smooth and distribution sections, respectively,
Sˆσ,λ : C
±∞(B,VB(σλ, ϕ))→ C±∞(B,VB(σ−λ, ϕ)) (21)
has a meromorphic continuation to all of a∗
C
. We are now able to prove the corresponding
statement in the analytic category.
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Proposition 3.12 The restriction of the scattering matrix (21) to Cω(B,VB(σλ, ϕ)) provides
a meromorphic family on a∗
C
of continuous operators
Sˆσ,λ : C
ω(B,VB(σλ, ϕ))→ Cω(B,VB(σ−λ, ϕ)) .
The meromorphic continuation of the scattering matrix acting on hyperfunctions, initially
defined for Re(λ) > δΓ + δϕ, is given by the adjoint of
Sˆσ˜,λ : C
ω(B,VB(σ˜λ, ϕ˜))→ Cω(B,VB(σ˜−λ, ϕ˜)) . (22)
We have
Sˆσ,−λ ◦ Sˆσ,λ = 1
pσ(λ)
id . (23)
Proof. [21], Theorem 5.10, asserts that the restriction of extλ to distribution sections has a
meromorphic continuation to a∗
C
. This together with (17) implies that
extλ : C
ω(B,VB(σλ, ϕ))→ ΓC−ωΩ (∂X, VB(σλ, ϕ))
is meromorphic. Now
Jˆσ,λ : C
−ω
Ω (∂X, V (σλ, ϕ))→ C−ωΩ (∂X, V (σ−λ, ϕ))
is meromorphic by Lemma 3.10, while
resΩ : C
−ω
Ω (∂X, V (σ−λ, ϕ))→ Cω(Ω, V (σ−λ, ϕ))
is holomorphic by definition. We conclude the meromorphy of
Sˆσ,λ = res ◦ Jˆσ,λ ◦ extλ : Cω(B,VB(σλ, ϕ))→ Cω(B,VB(σ−λ, ϕ)) .
The adjoint of (21) is given by
Sˆσ˜,λ : C
∓∞(B,VB(σ˜λ, ϕ˜))→ C∓∞(B,VB(σ˜−λ, ϕ˜))
([21], Lemma 5.8). This implies that the adjoint of (22) indeed provides a meromorphic
continuation of the scattering matrix as defined in Definition 3.11. Concerning the functional
equation (23) we also could refer to [21], Theorem 5.10. However, it might be instructive
to verify (23) directly. Note that (18) remains true on all of a∗
C
, if we restrict both sides to
Cω(B,VB(σλ, ϕ)). Let us compute Sˆσ,−λ ◦ Sˆσ,λ on Cω(B,VB(σλ, ϕ)) for Re(λ) < δΓ + δϕ
Sˆσ,−λ ◦ Sˆσ,λ = res ◦ Jˆσ,−λ ◦ ext−λ ◦ res ◦ Jˆσ,λ ◦ extλ = res ◦ Jˆσ,−λ ◦ Jˆσ,λ ◦ extλ = 1
pσ(λ)
id .
Here we have also used (17) and (20). By meromorphy (23) holds on all of a∗
C
. ✷
We now come to the meromorphic continuation of extλ. First we treat the case δΓ+δϕ < 0.
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Lemma 3.13 If δΓ + δϕ < 0, then
extλ : C
−ω(B,VB(σλ, ϕ))→ ΓC−ω(∂X, V (σλ, ϕ)) ,
initially defined for Re(λ) > δΓ + δϕ, admits a meromorphic continuation to all of a
∗
C
with at
most finite-dimensional singularities.
Proof. For Re(λ) < −(δΓ + δϕ) we set
e˜xtλ := pσ(λ)Jˆσ,−λ ◦ ext−λ ◦ Sˆσ,λ .
Using (18) and the functional equation (23) we obtain for Re(±λ) < −(δΓ + δϕ)
e˜xtλ = extλ ◦ res ◦ e˜xtλ = pσ(λ)extλ ◦ res ◦ Jˆσ,−λ ◦ ext−λ ◦ Sˆσ,λ
= pσ(λ)extλ ◦ Sˆσ,−λ ◦ Sˆσ,λ = extλ .
Thus e˜xtλ provides a meromorphic continuation of extλ to all of a
∗
C
. Since extλ restricted to
distribution sections has finite-dimensional singularities ([21], Theorem 5.10), and since dis-
tribution sections are dense in C−ω(B,VB(σλ, ϕ)) its continuous extension to hyperfunction
sections has the same finite-dimensional singularities. ✷
As in [19] and [21] we now apply the embedding trick in order to remove the assumption
δΓ + δϕ < 0.
Lemma 3.14 If σ = 1 is the trivial representation of M , then Lemma 3.13 holds true without
the assumption δΓ + δϕ < 0.
Proof. The proof is almost the same as the one of Lemma 5.13 in [21]. For the convenience
of the reader we reproduce it here.
X belongs to a series of rank-one symmetric spaces. First we assume that Gn belongs to the
list {Spin(1, n), SO(1, n)0, SU(1, n), Sp(1, n)}. Then we have a sequence of real, semisimple,
linear Lie groups . . . ⊂ Gn ⊂ Gn+1 ⊂ . . . inducing embeddings of the corresponding Iwasawa
constituents Kn ⊂ Kn+1, Nn ⊂ Nn+1, Mn ⊂ Mn+1 such that A = An = An+1. Further-
more, there are totally geodesic embeddings of the symmetric spaces Xn ⊂ Xn+1 inducing
embeddings of their boundaries ∂Xn ⊂ ∂Xn+1. If Γ ⊂ Gn is convex cocompact, then it is still
convex cocompact viewed as a subgroup of Gn+1. We obtain embeddings Ωn ⊂ Ωn+1 inducing
Bn ⊂ Bn+1 while the limit set Λn is identified with Λn+1. Let ρn(H) = 12tr(ad(H)|nn), H ∈ a.
The exponent of Γ now depends on n and is denoted by δnΓ. We have the relation δ
n+1
Γ =
δnΓ − ζ, where ζ := ρn+1 − ρn > 0. Thus δn+mΓ → −∞ as m → ∞. Hence, taking m large
enough we obtain δn+mΓ + δϕ < 0. The aim of the following discussion is to show how the
meromorphic continuation of extn+1λ leads to the continuation of ext
n
λ.
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Let Pn := MnAnNn, V (1λ, ϕ)
n := Gn ×Pn V1λ ⊗ Vϕ, and VBn(1λ, ϕ) = Γ\V (1λ, ϕ)n|Ωn .
Here as always (ϕ, Vϕ) is a finite-dimensional representation of Γ. The representation V1λ of
Pn+1 restricts to the representation V1λ−ζ of P
n. This induces isomorphisms of bundles
V (1λ, ϕ)
n+1
|∂Xn
∼= V (1λ−ζ , ϕ)n, VBn+1(1λ, ϕ)|Bn ∼= VBn(1λ−ζ , ϕ) .
Let
i∗ : Cω(Bn+1, VBn+1(1λ, ϕ˜)) → Cω(Bn, VBn(1λ−ζ , ϕ˜)) ,
j∗ : Cω(∂Xn+1, V (1λ, ϕ˜)
n+1) → Cω(∂Xn, V (1λ−ζ , ϕ˜)n)
denote the maps given by restriction of sections. Note that j∗ is Gn-equivariant. The adjoint
maps define the push-forward of hyperfunction sections
i∗ : C
−ω(Bn, VBn(1λ, ϕ)) → C−ω(Bn+1, VBn+1(1λ−ζ , ϕ)) ,
j∗ : C
−ω(∂Xn, V (1λ, ϕ)
n) → C−ω(∂Xn+1, V (1λ−ζ , ϕ)n+1) .
If φ ∈ C−ω(Bn, VBn(1λ, ϕ)), then the push forward i∗φ has support in Bn ⊂ Bn+1. Since
resn+1 ◦ extn+1λ = id we have
supp(extn+1λ ◦ i∗)(φ) ⊂ Λn+1 ∪ Ωn = ∂Xn . (24)
Assume that extn+1λ is meromorphic on a
∗
C
. We are now going to continue extnλ using i∗, ext
n+1
λ−ξ
and a left inverse of j∗. We identify C
ω(∂Xn+1, V (1λ, ϕ˜)
n+1) with Cω(∂Xn+1) ⊗ Vϕ˜ for all
λ ∈ C. Denote by B¯(0, 1) the closed unit ball in F, where F = R, C or H, respectively. We
choose an analytic diffeomorphism T : B¯(0, 1) × ∂Xn ∼=→ U to a tubular neighborhood U of
∂Xn in ∂Xn+1. Then we define a continuous extension t : Cω(∂Xn)⊗ Vϕ˜ → Cω(U)⊗ Vϕ˜ by
T ∗tf(r, x) := f(x) .
Let t′ : C−ω(U, V (1λ−ζ , ϕ)
n+1)→ C−ω(∂Xn, V (1λ, ϕ)n) be the adjoint of t. Then t′ ◦ j∗ = id.
Because of (24) we can define
e˜xt
n
λφ := (t
′ ◦ extn+1λ−ξ ◦ i∗)(φ) .
Then
e˜xt
n
λ : C
−ω(Bn, VBn(1λ, ϕ))→ C−ω(∂Xn, V (1λ, ϕ)n)
is a meromorphic family on a∗
C
of continuous maps with at most finite-dimensional singularities.
In order to prove that e˜xt
n
λ provides the desired meromorphic continuation it remains to
show that it coincides with extnλ in the region Re(λ) > δ
n
Γ + δϕ. If Re(λ) > δ
n
Γ + δϕ, then
Re(λ) − ζ > δn+1Γ + δϕ, and the push-down maps πn∗,−λ, πn+1∗,−λ+ζ are defined. It is easy to see
from the definition of the push-down that in the domain of convergence
i∗ ◦ πn+1∗,−λ+ξ = πn∗,−λ ◦ j∗ .
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Taking adjoints we obtain extn+1λ−ξ ◦ i∗ = j∗ ◦ extnλ. Therefore we have
e˜xt
n
λ = t
′ ◦ extn+1λ−ξ ◦ i∗ = t′ ◦ j∗ ◦ extnλ = extnλ .
It follows by meromorphy that im(e˜xt
n
λ) consists of Γ-invariant sections for all λ ∈ a∗C.
If Gn does not belong to the list {Spin(1, n), SO(1, n)0, SU(1, n), Sp(1, n)}, then there is
a finite covering p : G˜n → Gn with G˜n ∈ {Spin(1, n), SO(1, n)0, SU(1, n), Sp(1, n)}. In this
case one can find a normal subgroup Γ0 ⊂ Γ of finite index and a discrete torsion-free sub-
group Γ˜0 ⊂ G˜n such that p induces an isomorphism from Γ˜0 to Γ0. Indeed, using Selberg’s
Lemma (see e.g. [59]) we can take a torsion-free subgroup Γ˜0 of p−1(Γ) of finite index and
set Γ0 := p(Γ˜0). We can apply the concept of embedding to the subgroup Γ˜0. In order to
transfer results for Γ˜0 to Γ we use averages over the finite group Γ/Γ0. This finishes the proof
of Lemma 3.14. ✷
Now we are able to prove the main result of this section in full generality.
Theorem 3.15 If X 6= OH2, then the extension map
extλ : C
−ω(B,VB(σλ, ϕ))→ ΓC−ω(∂X, V (σλ, ϕ)) ,
initially defined for Re(λ) > δΓ + δϕ, admits a meromorphic continuation to all of a
∗
C
with at
most finite-dimensional singularities and satisfies
res ◦ extλ = id . (25)
Proof. In view of Lemma 3.14 it is enough to reduce the statement to the case σ = 1. As
in [21] we use tensoring with finite-dimensional G-representations. We can assume that σ
is irreducible. Then there exists an irreducible finite-dimensional representation πσ,µ of G
with highest a-weight µ ∈ a∗ such that the representation of M on the highest weight space is
equivalent to σ. The embedding of P -representations σλ →֒ 1λ+µ⊗πσ,µ induces a Γ-equivariant
embedding of bundles
iσ,µ : V (σλ, ϕ) →֒ V (1λ+µ, πσ,µ ⊗ ϕ) , (26)
where we have used the Γ-equivariant isomorphism
V (πσ,µ|P )
∼= V (1ρ, πσ,µ|Γ) , [g, v] 7→ (gP, πσ,µ(g)v) .
Therefore we have the corresponding embedding of bundles over B
iBσ,µ : VB(σλ, ϕ) →֒ VB(1λ+µ, πσ,µ ⊗ ϕ) .
These embeddings induce corresponding embeddings of the spaces of sections which we denote
by the same symbols. One now checks that for Re(λ) > δΓ + δϕ
extλ+µ ◦ iBσ,µ = iσ,µ ◦ extλ . (27)
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By Lemma 3.14 the left hand side of (27) is meromorphic on a∗
C
with finite-dimensional sin-
gularities. This provides the meromorphic continuation of the right hand side, thus of extλ in
general. For more details we refer to [21], pp. 108-109. Equation (25) now follows from (17)
by meromorphy. This finishes the proof of the theorem. ✷
Corollary 3.16 ΓC−∞(∂X, V (σλ, ϕ)) is dense in
ΓC−ω(∂X, V (σλ, ϕ)).
Proof. Choosing a holomorphic trivialization of the family of bundles⋃
z
VB(σλ+zα, ϕ)
we can identify C−ω(B,V (σλ, ϕ)) with the space of constant families µ 7→ fµ ∈ C−ω(B,V (σµ, ϕ)).
We set
Wreg := {f ∈ C−ω(B,V (σλ, ϕ)) | extµfµ is regular at µ = λ} .
Then extλ : Wreg → ΓC−ω(∂X, V (σλ, ϕ)) is a well-defined continuous map. Since the sin-
gularity of extµ at µ = λ is at most finite-dimensional Wreg ⊂ C−ω(B,V (σλ, ϕ)) has finite
codimension. Using that C−∞(B,V (σλ, ϕ)) ⊂ C−ω(B,V (σλ, ϕ)) is dense we can find a finite-
dimensional subspace W∞ ⊂ C−∞(B,V (σλ, ϕ)) such that
C−ω(B,V (σλ, ϕ)) =Wreg ⊕W∞ . (28)
Let now f ∈ ΓC−ω(∂X, V (σλ, ϕ)). Choose a sequence gi ∈ C−∞(B,V (σλ, ϕ)) converging to
g = res(f). We decompose g and gi according to (28), g = g
reg + g∞, gi = g
reg
i + g
∞
i . Then
g∞, g∞i , g
reg
i ∈ C−∞(B,V (σλ, ϕ)). We set
fi = f − extλgreg + extλgregi .
Because of the continuity of extλ and of the splitting (28) the sequence fi converges to f .
Moreover,
res(fi) = g
∞ + gregi ∈ C−∞(B,V (σλ, ϕ)) .
Hence fi ∈ ΓC−∞(∂X, V (σλ, ϕ)) by Theorem 3.3. This proves the corollary. ✷
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4 Invariant distributions on the limit set
This section can be considered as a variation on the theme of [21], Section 6. We retain
the notation and assumptions of the previous section. Throughout this section we assume
Ω 6= ∅. For a given representation σ of M we now consider only such λ ∈ a∗
C
, where extλ is
meromorphic with an at most finite-dimensional singularity. By Theorem 3.15 this is the case
for all λ ∈ a∗
C
whenever X 6= OH2.
First we need the following result (compare [19], Proposition 3.4).
Proposition 4.1 If f ∈ ΓC−ω(Λ, V (σλ, ϕ)) and φ ∈ ΓC−ω(∂X, V (σ˜λ, ϕ˜)), then
〈res ◦ Jˆσ,λ(f), res(φ)〉 = 0 .
Note that res ◦ Jˆσ,λ(f) is regular since it only sees the off-diagonal part of the intertwining
operator. Moreover, res ◦ Jˆσ,λ(f) ∈ Cω(B,VB(σ−λ, ϕ)) by Lemma 3.10. Thus the above
pairing is well-defined.
Proof. According to [21], Proposition 6.5, the assertion is true for f ∈ ΓC−∞(Λ, V (σλ, ϕ)) and
φ ∈ ΓC−∞(∂X, V (σ˜λ, ϕ˜)). Now f ∈ ΓC−∞(Λ, V (σλ, ϕ)) by Theorem 3.3. Because of Lemma
3.6 and Corollary 3.16 the assertion extends to φ ∈ ΓC−ω(∂X, V (σ˜λ, ϕ˜)) by continuity. ✷
Next we introduce certain extensions of the bundles V (σλ, ϕ) with itselves. Let Π be the
space of polynomials on a. The group A acts on it by translations. This action extends to a
representation 1+ :MAN → GL(Π) given by
1+(man)f(H) := f(H − log a) .
For any k ∈ N the finite dimensional subspace Πk of polynomials of degree at most k − 1 is
invariant with respect to this action. We denote the restriction of 1+ to Πk by 1k. Then we
set V k(σλ, ϕ) := V (σλ ⊗ 1k, ϕ), V +(σλ, ϕ) := V (σλ ⊗ 1+, ϕ). There is a chain of inclusions
{0} = V 0(σλ, ϕ) ⊂ V (σλ, ϕ) = V 1(σλ, ϕ) ⊂ V 2(σλ, ϕ) ⊂ . . .
. . . ⊂ V k(σλ, ϕ) ⊂ V k+1(σλ, ϕ) ⊂ . . . ⊂ V +(σλ, ϕ) .
Again there is a restriction map between the corresponding spaces of sections
res : ΓC−♯(∂X, V k(σλ, ϕ))→ C−♯(B,V kB(σλ, ϕ)) , ♯ ∈ {∞, ω} .
We are especially interested in the space of invariant sections supported on the limit set (recall
Theorem 3.3)
ΓC−∞(Λ, V k(σλ, ϕ)) := ker res .
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We set
C±♯(∂X, V +(σλ, ϕ)) :=
⋃
k∈N
C±♯(∂X, V k(σλ, ϕ)) ,
C±♯(B,V +B (σλ, ϕ)) :=
⋃
k∈N
C±♯(B,V kB(σλ, ϕ)) .
The space C∞(∂X, V +(σλ, ϕ)) ⊂ C−♯(∂X, V +(σλ, ϕ)) can be described as follows{
f : G× a→ Vσ ⊗ Vϕ | f smooth and polynomial w.r.t. a ,f(gman,H) = aλ−ρ(σ(m)−1 ⊗ id)f(g,H + log a)
}
. (29)
We view the short root α as a coordinate on a. Differentiation defines a P -equivariant
operator
d
dα
: Π→ Π .
It induces a Γ-equivariant bundle homomorphism
̺ : V +(σλ, ϕ)→ V +(σλ, ϕ)
which maps V k+1(σλ, ϕ) onto V
k(σλ, ϕ). ̺ induces a kind of shift operators
̺ : C±♯(∂X, V +(σλ, ϕ)) → C±♯(∂X, V +(σλ, ϕ)) ,
̺Γ :
ΓC−♯(∂X, V +(σλ, ϕ)) → ΓC−♯(∂X, V +(σλ, ϕ)) ,
̺B : C
±♯(B,V +B (σλ, ϕ)) → C±♯(B,V +B (σλ, ϕ)) .
Note that ̺ and ̺B are surjective while the possible failure of surjectivity of ̺Γ will turn out
to have cohomological meaning (see Corollary 5.4). We also have the restriction map
res : ΓC−♯(∂X, V +(σλ, ϕ))→ C−♯(B,V +B (σλ, ϕ)
and its kernel ΓC−∞(Λ, V +(σλ, ϕ)) =
⋃
k∈N
ΓC−∞(Λ, V k(σλ, ϕ)). We obtain
res ◦ ̺Γ = ̺B ◦ res . (30)
We denote the spaces of germs at λ of holomorphic and meromorphic families µ 7→ fµ ∈
C−♯(∂X, V (σµ, ϕ)) and µ 7→ fµ ∈ C−♯(B,VB(σµ, ϕ)) byOλC−♯(∂X, V (σ., ϕ)),MλC−♯(∂X, V (σ., ϕ))
and OλC−♯(B,VB(σ., ϕ)), MλC−♯(B,VB(σ., ϕ)), respectively. Let MkλC−♯(. . .) be the space
of germs of meromorphic families which have a pole of order at most k at λ. Then
OλC−♯(∂X, V (σ., ϕ)) ⊂MkλC−♯(∂X, V (σ., ϕ)) ⊂MλC−♯(∂X, V (σ., ϕ))
become Γ-representations in a natural way. We consider the Γ-equivariant operator Lλ :
MλC−♯(∂X, V (σ., ϕ))→MλC−♯(∂X, V (σ., ϕ)) induced by fλ+zα 7→ zfλ+zα.
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Lemma 4.2 There is a Γ-equivariant map
ev :MλC−♯(∂X, V (σ., ϕ))→ C−♯(∂X, V +(σλ, ϕ))
given by
ev(fµ)(H) := resz=0(e
〈zα,H〉fλ+zα) , H ∈ a .
Here we consider fµ as a family of generalized functions on G with values in Vσ⊗Vϕ satisfying
fµ(.p) = (σµ(p)
−1 ⊗ id)fµ(.) , ∀p ∈ P .
ev induces isomorphisms
MkλC−♯(∂X, V (σ., ϕ))/OλC−♯(∂X, V (σ., ϕ)) ∼= C−♯(∂X, V k(σλ, ϕ)) , (31)
MλC−♯(∂X, V (σ., ϕ))/OλC−♯(∂X, V (σ., ϕ)) ∼= C−♯(∂X, V +(σλ, ϕ)) . (32)
We have
ev ◦ Lλ = ̺ ◦ ev . (33)
The analogous statements for C−♯(B,V +B (σµ, ϕ)) are also true.
Proof. First one checks that ev(fµ) satisfies the correct transformation law (29) with respect
to the right action of P . Then one observes that (31) is true for k = 1. Indeed, the preimage
ev−1(f) of f ∈ C−♯(∂X, V (σλ, ϕ)) ∼= C−♯(K×MVσ)⊗Vϕ inM1λC−♯(∂X, V (σ., ϕ))/OλC−♯(∂X, V (σ., ϕ))
is given by λ+zα 7→ 1zf ∈ C−♯(K×M Vσ)⊗Vϕ ∼= C−♯(∂X, V (σλ+zα, ϕ)). In order to complete
the proof of the lemma it suffices to show (33). Let H0 ∈ a be the element determined by
〈α,H0〉 = 1. We compute
ev(Lλfµ)(rH0) = resz=0(e
zrzfλ+zα) = resz=0(
d
dr
erzfλ+zα)
=
d
dr
ev(fµ)(rH0) = ̺(ev(fµ))(rH0) .
✷
In view of (33) the map ev can be considered as a version of taking the principal part of
the Laurent expansion of a meromorphic family fµ ∈ MλC−♯(∂X, V (σ., ϕ)) in a Γ-equivariant
way.
For l sufficiently large we are now able to define a pointwise shifted extension map
ext[l] : C−♯(B,V +B (σλ, ϕ))→ ΓC−♯(∂X, V +(σλ, ϕ)) , ♯ ∈ {∞, ω} .
Definition 4.3 By k− = k−(σλ, ϕ) ∈ N0 we denote the order of the pole of extµ at µ = λ.
Let f ∈ C−♯(B,V +B (σλ, ϕ)). We write f = ev(fµ) for some fµ ∈ MλC−♯(B,VB(σ., ϕ)). For
l ≥ k− we define
ext[l](f) := ev(extµ(L
l
λfµ)) ∈ C−♯(∂X, V +(σλ, ϕ)) .
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If fµ ∈ OλC−♯(B,VB(σ., ϕ)), then extµ(Llλfµ) ∈ OλC−♯(∂X, V (σ., ϕ)). Therefore the analog
of (32) for B shows that ext[l] is well-defined on C−♯(B,V +B (σµ, ϕ)). Moreover, ext[l] maps
C−♯(B,V kB(σλ, ϕ)) to
ΓC−♯(∂X, V k(σλ, ϕ)).
Equation (25) now implies that
res ◦ ext[l] = ̺lB . (34)
Moreover, for l ≥ k− and r ∈ N we have by (33)
ext[l + r] = ̺rΓ ◦ ext[l] = ext[l] ◦ ̺rB . (35)
Since ̺rB is surjective (35) implies that im ext[l] does not depend on the choice of l ≥ k−.
Definition 4.4 We form
E+(σλ, ϕ) := ext[l]
(
C−ω(B,V +B (σλ, ϕ))
) ⊂ ΓC−ω(∂X, V +(σλ, ϕ)) ,
E+Λ (σλ, ϕ) := E
+(σλ, ϕ) ∩ ΓC−∞(Λ, V +(σλ, ϕ))
for some l ≥ k−(σλ, ϕ).
Lemma 4.5 The space E+Λ (σλ, ϕ) is finite-dimensional, and we have for any l ≥ k−
E+Λ (σλ, ϕ) = ext[l]
(
C−ω(B,V lB(σλ, ϕ))
)
⊂ ΓC−∞(Λ, V k−(σλ, ϕ)) .
Proof. By (34) we have for f ∈ C−ω(B,V +B (σλ, ϕ))
res ◦ ext[l](f) = ̺lB(f) .
Thus ext[l](f) ∈ ker res if and only if f ∈ C−ω(B,V lB(σλ, ϕ)). We conclude that
E+Λ (σλ, ϕ) = ext[l]
(
C−ω(B,V lB(σλ, ϕ))
)
.
Hence the space E+Λ (σλ, ϕ) can be considered as the space of principal parts of Laurent ex-
pansions at µ = λ of families of the form
µ 7→ extµfµ , fµ ∈ OλC−ω(B,VB(σ., ϕ)) .
Since the singularity of extµ at µ = λ is finite-dimensional we therefore see that E
+
Λ (σλ, ϕ) is
finite-dimensional. Using in addition that C−∞(B,V lB(σλ, ϕ)) ⊂ C−ω(B,V lB(σλ, ϕ)) is dense
we conclude that
E+Λ (σλ, ϕ) = ext[k−]
(
C−∞(B,V
k−
B (σλ, ϕ))
)
⊂ ΓC−∞(Λ, V k−(σλ, ϕ)) .
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✷
We choose a Cartan subalgebra t of m. Then t⊕a =: h is a Cartan algebra of g. We consider
the center Z(g) of the universal enveloping algebra of g. Via the Harish-Chandra isomorphism
characters of Z(g) are parametrized by elements of h∗
C
/W (gC, hC), where W (gC, hC) is the
Weyl group of (gC, hC). We choose a positive root system ∆
+ of (gC, hC) such that all roots
with positive restriction to a are positive. A character χν , ν ∈ h∗C, is called integral, if
2
〈ν, ε〉
〈ε, ε〉 ∈ Z (36)
for all ε ∈ ∆+. Here 〈., .〉 is a W (gC, hC)-invariant bilinear scalar product on h∗C.
By ρm ∈ it∗ ⊂ h∗C we denote half of the sum of the positive mC-roots. Let Mˆ be the set of
equivalence classes of irreducible representations of M . For σ ∈ Mˆ let µσ ∈ it∗ be its highest
weight. The infinitesimal character of the principal series representation πσ,λ of G, σ ∈ Mˆ ,
λ ∈ a∗
C
, is now given by χσ,λ := χµσ+ρm−λ. If X 6= RH2, then we define for σ ∈ Mˆ
Iσ := {λ ∈ a∗ | χσ,λ is integral} .
If X = RH2 and G = SL(2,R), then M ∼= Z2. Let ±1 denote the trivial (+), resp. non-trivial
(-) irreducible representation of M . We define
I1 := (
1
2
+ Z)α, I−1 := Zα .
If G = PSL(2,R), then M = {1}, and we define I1 := (12 + Z)α. Note that Iσw = Iσ, so
the definition is compatible with our previous convention concerning the Weyl-invariance of
σ. Let Ia ⊂ a∗ be the lattice generated by the short root α, if 2α is a root, or by α/2, if not.
Note that Iσ ⊂ Ia. More precisely, we have either Iσ = 2Ia or Iσ = α′ + 2Ia, where α′ denotes
the generator of Ia.
A character χν is called regular, if none of the expressions (36) vanishes. We call it weakly
regular, if it is regular or if X 6= RHn and (36) vanishes for at most one positive root ε. We
set
Irσ := {λ ∈ Iσ | χσ,λ is regular} ,
Iwrσ := {λ ∈ Iσ | χσ,λ is weakly regular} .
Note that Iσ \ Irσ is finite.
We need the following irreducibility criterion for the principal series representations
C−∞(∂X, V (σλ)). Compare related results in [64], [4], [25].
Lemma 4.6 Let σ be irreducible, λ 6= 0. If λ 6∈ Iwrσ , then C−∞(∂X, V (σλ)) is irreducible.
Assume in addition that X 6= RH2n+1 or that pσ(0) = 0. Then for all λ ∈ Irσ the representation
C−∞(∂X, V (σλ)) is reducible.
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Proof. For Re(λ) = 0, λ 6= 0, the irreducibility of C−∞(∂X, V (σλ)) is well-known (see e.g.
[44], Prop. 7.2). Thus we can assume that Re(λ) 6= 0. For Re(λ) > 0 (Re(λ) < 0) there is a
unique nonzero irreducible G-submodule (quotient) of C−∞(∂X, V (σλ)) which is given by the
image of Jˆσw ,−λ (of Jˆσ,λ) (see e.g. [44], Prop. 7.24). (By a G-submodule we always mean a
representation on a closed subspace.) In particular, C−∞(∂X, V (σλ)) is irreducible if and only
if C−∞(∂X, V (σw−λ)) is, and this holds precisely if Jˆσw ,−λ is surjective. Since Jˆσw ,−λ is always
regular and the poles of Jˆσ,λ are of at most first order the functional equation (20) now leads
to following irreducibility criterion:
Let Re(λ) > 0. Then C−∞(∂X, V (σλ)) (and C
−∞(∂X, V (σw−λ))) is irreducible if and only
if both Jˆσ,λ and pσ(λ) are regular or pσ(λ) = 0.
The poles of Jˆσ,λ are always contained in Ia ([45], Thm. 3 and Prop. 43). In addition, for
the real hyperbolic spaces one knows that they are contained Ia \ Iσ in case of even dimension
and in Iσ in case of odd dimension. For a SO(2n− 1)-representation σ this follows from [45],
Proposition 44. In any case, simple invariance considerations imply that the residue of Jˆσ,µ,
which is a differential operator, vanishes at the remaining points of Ia.
The Plancherel densities pσ are explicitly known (see e.g. [44], Prop. 14.26):
pσ(λ) = c(σ)

∏
ε∈∆+
〈µσ+ρm−λ,ε〉
〈ε,ε〉 , X = RH
2n+1
tan
(
dπ 〈λ,α〉〈α,α〉
)∏
ε∈∆+
〈µσ+ρm−λ,ε〉
〈ε,ε〉 , X 6= RH2n+1, 0 6∈ Iσ
cot
(
dπ 〈λ,α〉〈α,α〉
)∏
ε∈∆+
〈µσ+ρm−λ,ε〉
〈ε,ε〉 , X 6= RH2n+1, 0 ∈ Iσ
, (37)
where d = 1 for real hyperbolic spaces, d = 12 else, and c(σ) is a positive constant depending
on the normalization of the Haar measure dn.
An easy discussion of the poles and zeroes of pσ now shows that the above irreducibility
criterion implies the first assertion of the lemma.
If X 6= RH2n+1, then pσ has poles at all λ ∈ Irσ. Thus in this case C−∞(∂X, V (σλ)) is
reducible. For X = RH2n+1 and pσ(0) = 0 the intertwining operator Jˆσ,λ has poles at all
nonnegative λ ∈ Iσ ([45], Proposition 44). If, in addition, λ ∈ Irσ, then pσ(λ) 6= 0. Thus by
the above irreducibility criterion C−∞(∂X, V (σλ)) is reducible. This finishes the proof of the
lemma. ✷
One can show in addition, that for X = CHn the intertwining operator Jˆσ,λ has a pole at
all positive λ ∈ Iwrσ \ Irσ. By definition, we have Iwrσ = Irσ for X = RHn. Thus for real and
complex hyperbolic spaces and pσ(0) = 0 the representations C
−∞(∂X, V (σλ)) are reducible
for all non-zero λ ∈ Iwrσ . However, for X = HHn or OH2 there are some exceptional pairs
(σ, λ) with pσ(0) = 0, λ ∈ Iwrσ , and C−∞(∂X, V (σλ)) irreducible (see [4], [3]).
We now introduce a certain subset Iwr,−σ ⊂ Iwrσ by
Iwr,−σ := {λ ∈ Iwrσ | there exist σ′ ∈ Mˆ, λ′ > λ s.th. χσ′,λ′ = χσ,λ} .
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Definition 4.7 We call a pair (σ, λ) special, if it satisfies one of the following conditions:
1. Re(λ) ≥ 0 and λ ∈ Iwr,−σ .
2. Re(λ) < 0 and λ ∈ Ia.
A pair (σ, λ) is called very special if λ ∈ Iwr,−σ .
Recall that Iwr,−σ ⊂ Iσ ⊂ Ia. Therefore a very special pair is special. The following lemma
provides some basic information on the set Iwr,−σ . We set a∗± := {λ ∈ a∗ | ± λ ≥ 0}.
Lemma 4.8 1. Let λ ∈ a∗. If ν = µσ+ρm+λ belongs to the closed positive Weyl chamber,
i.e., all the scalar products in (36) are non-negative, then λ 6∈ Iwr,−σ . Under the additional
assumption λ ∈ Irσ also the opposite implication is true.
2. The set Iwr,−σ ∩ a∗+ is finite.
3. Iwrσ ∩ a∗− ⊂ Iwr,−σ .
4. If σ = 1 is the trivial representation, then Iwr,−σ ∩ a∗+ = ∅. In other words: If σ = 1 and
Re(λ) ≥ 0, then (σ, λ) is not special. The same is true for σ = −1 in case G = SL(2,R).
Proof. Assume that ν = µσ+ ρm+λ belongs to the closed positive Weyl chamber. Let (σ
′, λ′)
be such that χσ′,λ′ = χσ,λ. Then µσ′ + ρm− λ′ = w(µσ + ρm− λ) for some w ∈ W (gC, hC),
hence
wθ(ν) = µσ′ + ρm+ λ
′ ,
where θ is the Cartan involution and wθ := θ ◦ w ◦ θ. Since ν belongs to the positive Weyl
chamber the difference ν −wν is a non-negative linear combination of positive roots. Positive
roots have non-negative restrictions to a. It follows that λ − λ′ = (ν − wν)|a ≥ 0, hence
λ 6∈ Iwr,−σ . Vice versa, assume that λ ∈ Irσ \ Iwr,−σ . Define ν as above. Let ν0 be the Weyl
conjugate of ν which belongs to the positive chamber. The condition λ ∈ Irσ implies that
ν0 = µσ′ + ρm + λ
′ for some pair (σ′, λ′). Since λ 6∈ Iwr,−σ we have 0 ≥ λ′ − λ = (ν0 − ν)|a.
Since ν0 − ν is a non-negative linear combination of positive roots, we conclude that λ′ = λ
and τ := ν0 − ν is a non-negative linear combination of positive m-roots. It follows that
‖µσ‖2 = ‖µσ′‖2 = ‖µσ + τ‖2 = ‖µσ‖2 + ‖τ‖2 + 2〈µσ , τ〉 ≥ ‖µσ‖2 + ‖τ‖2 .
We conclude that τ = 0, hence ν = ν0, i.e., ν belongs to the positive chamber. This finishes
the proof of the Assertion 1.
Fix σ. Then there exists λ0 ∈ a∗ such that for λ ≥ λ0 the element µσ + ρm+ λ belongs to
the positive Weyl chamber. Assertion 1 now implies that Iwr,−σ ∩ a∗+ is contained in the finite
set [0, λ0) ∩ Iσ. This proves 2.
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Let λ ∈ Iwrσ ∩ a∗−. If λ < 0, then λ ∈ Iwr,−σ , since χσw,−λ = χσ,λ. Here w denotes the
non-trivial element of the small Weyl group W (g, a). In order to prove Assertion 3 it remains
to discuss the case λ = 0. If 0 ∈ Irσ, then there exists ε ∈ ∆+ such that 〈ε, µσ + ρ〉 < 0. Hence
0 ∈ Iwr,−σ by Assertion 1. If 0 ∈ Iwrσ \ Irσ, then X 6= RHn and 〈µσ + ρm, ε〉 = 0 if and only
if ε is the real root, i.e., ε|t = 0. A case by case check shows that there exists an element
w ∈ W (gC, hC) such that wε 6= ±ε and wε|a 6= 0, i.e., wε is not a root of m. This implies
that w(µσ + ρm)|a 6= 0 and that w(µσ + ρm)|t is m-regular. Therefore we can find an element
w1 ∈ W (gC, hC) which commutes with θ such that w1w(µσ + ρm) = µσ′ + ρm − λ′ for some
σ′ ∈ Mˆ , λ′ > 0. Thus 0 ∈ Iwr,−σ .
We now prove 4. Let λ ∈ Iwr,−1 . Then ‖λ‖2 + ‖ρm‖2 = ‖µσ′ + ρm‖2 + ‖λ′‖2 for some pair
(σ′, λ′) with λ′ > λ. Now ‖µσ′ + ρm‖2 ≥ ‖ρm‖2 implies ‖λ′‖2 ≤ ‖λ‖2. It follows that λ < 0.
The same argument applies to the case G = SL(2,R), σ = −1. ✷
The relevance of Definition 4.7 becomes manifest by the following lemma.
Lemma 4.9 Assume that (σ, λ) is not special. Then
res ◦ Jˆσ,λ : ΓC−∞(Λ, V (σλ, ϕ))→ Cω(B,VB(σ−λ, ϕ))
is injective.
Proof. If we replace the condition λ ∈ Iwr,−σ in Definition 4.7 by λ ∈ Iσ, then the assertion
is covered by Corollary 6.8 in [21]. The proof of this statement in [21] rests on Lemma 6.7 of
that paper which asserts that under certain conditions on (σ, λ) for 0 6= f ∈ C−∞(∂X, V (σλ))
the sections f and Jˆσ,λf cannot vanish simultaneously on the same open subset of ∂X. In
particular, it is shown there for arbitrary (σ, λ) that if there exists f ∈ C−∞(∂X, V (σλ))
having this vanishing property, then there are an integer m > 0, a representation σ′ ∈ Mˆ , and
a nontrivial G-intertwining operator
D : C−∞(∂X, V (σ′λ+mα))→ C−∞(∂X, V (σλ)) . (38)
Thus it remains to show that this cannot happen for λ 6∈ Iwr,−σ , Re(λ) ≥ 0.
Indeed, if such an operator exists, then C−∞(∂X, V (σ′λ+mα)) has the same infinitesi-
mal character as C−∞(∂X, V (σλ)). By the very definition of I
wr,−
σ this is impossible for
λ ∈ Iwrσ \ Iwr,−σ . Assume now that λ 6∈ Iwrσ . Then λ + mα 6∈ Iwrσ′ . Since Re(λ + mα) > 0
it follows from Lemma 4.6 that C−∞(∂X, V (σ′λ+mα)) is irreducible. Thus the image of D is
isomorphic to the irreducible non-tempered representation Iσ
′,λ+mα
−∞ . This is impossible by
Langlands classification (see e.g. [68], Thm. 5.4.1): Since Iσ
′,λ+mα
−∞ is non-tempered it follows
that Re(λ) > 0, and for Re(λ) > 0, Re(λ′) > 0, the equivalence Iσ,λ−∞
∼= Iσ′,λ′−∞ implies σ = σ′,
λ = λ′. This finishes the proof of the lemma. ✷
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Lemma 4.10 Let σ be irreducible, λ 6= 0, and let I ⊂ C−∞(∂X, V (σλ)) be a proper G-
submodule. If f ∈ ΓC−∞(Λ, V (σλ, ϕ)) ∩ Γ(I ⊗ Vϕ), then res ◦ Jˆσ,λ(f) = 0.
Proof. The same argument which ensures the existence of the operator (38) in the proof of
Lemma 6.7 in [21] shows that any 0 6= f ∈ I ⊂ C−∞(∂X, V (σλ)) vanishing on some open
U ⊂ ∂X gives rise to an intertwining operator D : C−∞(∂X, V (σλ)) → I which is nonzero
whenever (Jˆσ,λf)|U 6= 0. If Re(λ) > 0 (Re(λ) < 0), then the G-module C−∞(∂X, V (σλ))
has a unique irreducible submodule (quotient), which, in addition, is not equivalent to any
other subquotient of C−∞(∂X, V (σλ)), whereas it is irreducible for Re(λ) = 0, λ 6= 0 (see e.g.
[44], Theorem 7.2, Theorem 7.24, and Theorem 8.61). Thus there cannot exist a non-zero
intertwining operator D : C−∞(∂X, V (σλ))→ I. The lemma follows. ✷
In many situations, e.g. for Re(λ) < 0, Lemma 4.10 has a much simpler proof. Indeed, in
this case Jˆσ,λ is regular and vanishes identically on each proper submodule. However, such a
simple argument does not work if Jˆσ,µ has a pole at µ = λ.
The following proposition can be considered as a refinement of [21], Proposition 6.11.
Proposition 4.11 If (σ, λ) is not special, then
ΓC−ω(∂X, V +(σλ, ϕ)) = E
+(σλ, ϕ) .
In particular, in this case we have
ΓC−∞(Λ, V +(σλ, ϕ)) = E
+
Λ (σλ, ϕ) =
ΓC−∞(Λ, V k−(σλ, ϕ)) .
Proof. We set
Ek(σλ, ϕ) := E
+(σλ, ϕ) ∩ ΓC−ω(∂X, V k(σλ, ϕ)) ,
EkΛ(σλ, ϕ) := E
k(σλ, ϕ) ∩ E+Λ (σλ, ϕ) .
We consider the restriction map
res1 :
ΓC−ω(∂X, V 1(σλ, ϕ))→ C−ω(B,V 1(σλ, ϕ)) .
The first step in the proof is to show the inequality dimE1Λ(σλ, ϕ) ≥ dimcoker res1, which is
more or less obvious if extµ has a pole of at most first order at µ = λ. The general case is
more involved. For non-special (σ, λ) we will conclude equality and ΓC−∞(∂X, V 1(σλ, ϕ)) =
E1(σλ, ϕ). We then proceed by induction on k.
For some l ≥ k− we form the space
BΛ := C
−ω(B,V l(σλ, ϕ))/ ker ext[l] .
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Note that because of (34) indeed ker ext[l] ⊂ C−ω(B,V l(σλ, ϕ)). Then by Lemma 4.5 the map
ext[l] induces an isomorphism
eΛ : BΛ → E+Λ (σλ, ϕ)
satisfying
̺Γ ◦ eΛ = eΛ ◦ [̺B ] ,
where [̺B ] : BΛ → BΛ is induced by ̺B . Then E1Λ(σλ, ϕ) ∼= ker [̺B ]. We claim that
̺l−1B (ker ext[l]) = res1
(
E1(σλ, ϕ)
) ⊂ im res1 . (39)
Indeed, let φ ∈ ker ext[l] and choose ψ ∈ C−ω(B,V l+1(σλ, ϕ)) such that ̺B(ψ) = φ. Then
̺Γ ◦ ext[l](ψ) = ext[l] ◦ ̺B(ψ) = 0, hence ext[l](ψ) ∈ E1(σλ, ϕ), and res1 ◦ ext[l](ψ) = ̺l−1B (φ).
Vice versa, if ext[l](ψ) ∈ E1(σλ, ϕ), then ̺B(ψ) ∈ ker ext[l], and res1◦ext[l](ψ) = ̺l−1B (̺B(ψ)).
This proves (39).
Now (39) implies that [̺B ]
l−1 induces a surjective map from coker [̺B ] onto coker res1.
Summarizing the above discussion we obtain
d := dimE1Λ(σλ, ϕ) = dimker [̺B ]
= dim coker [̺B ] ≥ dimcoker res1 . (40)
Set d˜ := dimE1Λ(σ˜λ, ϕ˜). If (σ, λ) is non-special, then so is (σ˜, λ). Thus Proposition 4.1
combined with Corollary 4.9 implies
dim coker res1 ≥ dim ΓC−∞(Λ, V (σ˜λ, ϕ˜)) .
It follows that
d ≥ dim coker(res1) ≥ dim ΓC−∞(Λ, V (σ˜λ, ϕ˜)) ≥ d˜ .
Changing the roles of (σ, ϕ) and (σ˜, ϕ˜) we obtain d = d˜ = dim ΓC−∞(Λ, V (σλ, ϕ)), i.e.,
ΓC−∞(Λ, V 1(σλ, ϕ)) = E
1
Λ(σλ, ϕ) . (41)
Moreover, we conclude equality in (40), hence in (39). This together with (41) implies
ΓC−ω(∂X, V 1(σλ, ϕ)) = E
1(σλ, ϕ) .
Let us assume in addition that
ΓC−ω(∂X, V k−1(σλ, ϕ)) = E
k−1(σλ, ϕ) ,
and let f ∈ ΓC−ω(∂X, V k(σλ, ϕ)). Then we can choose ψ ∈ C−ω(B,V +(σλ, ϕ)) such that
̺Γ(f) = ext[l](̺B(ψ)). This implies ̺Γ(f − ext[l](ψ)) = 0. Thus
f − ext[l](ψ) ∈ ΓC−ω(∂X, V 1(σλ, ϕ)) = E1(σλ, ϕ) .
Hence f ∈ Ek(σλ, ϕ). The proposition now follows by induction. ✷
Now it is easy to derive the following
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Proposition 4.12 For any pair (σ, λ) the sequence of inclusions
ΓC−∞(Λ, V 1(σλ, ϕ)) ⊂ . . . ⊂ ΓC−∞(Λ, V k(σλ, ϕ)) ⊂ ΓC−∞(Λ, V k+1(σλ, ϕ)) ⊂ . . .
stabilizes at some k =: k+(σλ, ϕ), and
ΓC−∞(Λ, V +(σλ, ϕ)) =
ΓC−∞(Λ, V k+(σλ, ϕ)) is finite-
dimensional.
Proof. We can assume that σ is irreducible. Then there exist finite-dimensional G-represen-
tations πσ,µ satisfying (26) and having arbitrary large highest weight µ ≥ 0. We choose one
such that Re(λ) + µ ≥ 0. By Lemma 4.8 the pair (1, λ + µ) is not special. The embedding
(26) can be continued to the extended bundles. We obtain by Proposition 4.11
iσ,µ
(
ΓC−∞(Λ, V +(σλ, ϕ))
) ⊂ ΓC−∞(Λ, V +(1λ+µ, ϕ⊗ πσ,µ)) = E+Λ (1λ+µ, ϕ⊗ πσ,µ) .
The proposition now follows since the space on the right hand side is finite-dimensional by
Lemma 4.5. ✷
The assertion of Proposition 4.11 also holds for all pairs (σ, λ) which are not very special.
In order to prove this we first make a couple of observations which are interesting in their own
right.
Corollary 4.13 For fixed σ and ϕ the set {λ ∈ a∗
C
| ΓC−∞(Λ, V +(σλ, ϕ)) 6= {0}} is a discrete
subset of the half-plane {λ ∈ a∗
C
| Re(λ) ≤ δΓ + δϕ}.
Proof. By Proposition 4.11 we have
{λ ∈ a∗C | ΓC−∞(Λ, V +(σλ, ϕ)) 6= 0} ⊂ {λ ∈ a∗C | extµ has a pole at µ = λ or (σ, λ) is special} .
By the meromorphy of extµ the set on the right hand side is discrete.
If f ∈ ΓC−∞(Λ, V k(σλ, ϕ))\ΓC−∞(Λ, V k−1(σλ, ϕ)), then ̺k−1Γ f ∈ ΓC−∞(Λ, V (σλ, ϕ))\{0}.
Hence ΓC−∞(Λ, V +(σλ, ϕ)) 6= {0} if and only if ΓC−∞(Λ, V (σλ, ϕ)) 6= {0}. Thus by Corollary
3.5 we have {λ ∈ a∗
C
| ΓC−∞(Λ, V +(σλ, ϕ)) 6= 0} ⊂ {λ ∈ a∗C | Re(λ) ≤ δΓ + δϕ}. This finishes
the proof of the corollary. ✷
Corollary 4.14 For fµ ∈ ΓMλC−ω(∂X, V (σ., ϕ)) we have extµ ◦ res(fµ) = fµ.
Proof. We consider hµ := extµ ◦ res(fµ)− fµ. By (25) we have res(hµ) = 0. Hence hµ is a Γ-
invariant family which is supported on the limit set. Corollary 4.13 now implies that hµ = 0. ✷
We can now give an alternative description of the space E+(σλ, ϕ).
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Corollary 4.15 E+(σλ, ϕ) = ev
(
ΓMλC−ω(∂X, V (σ., ϕ))
)
.
Proof. Let f ∈ E+(σλ, ϕ). Then by definition of ext[l], l ≥ k−(σλ, ϕ), and E+(σλ, ϕ)
there exists a family hµ ∈ MλC−ω(B,VB(σ., ϕ)) such that f = ev(extµ(Llλhµ)). This shows
E+(σλ, ϕ) ⊂ ev
(
ΓMλC−ω(∂X, V (σ., ϕ))
)
. The opposite inclusion follows from Corollary 4.14.
Indeed, let fµ ∈ ΓMλC−ω(∂X, V (σ., ϕ)) and hµ ∈ MλC−ω(B,VB(σ., ϕ)) such that Llλhµ =
res(fµ). Then
ev(fµ) = ev(extµ ◦ res(fµ)) = ev(extµ(Llλhµ)) = ext[l](ev(hµ)) ∈ E+(σλ, ϕ) .
✷
Proposition 4.16 If (σ, λ) is not very special, then the assertions of Proposition 4.11 hold
true.
Proof. By Proposition 4.11 we can assume that (σ, λ) is special, but not very special. This
in particular implies that Re(λ) < 0, hence Jˆσ,λ is regular, and λ 6∈ Iwrσ . By Lemma 4.6 the
principal series representations C−∞(∂X, V (σ′µ)) are irreducible for each of the (at most two)
irreducible components σ′ of σ and µ in a small neighbourhood of λ. Thus the intertwining
operators Jˆσ,µ are regular and bijective for µ near λ, hence induce isomorphisms
Jˆ :MλC−ω(∂X, V (σ., ϕ)) → M−λC−ω(∂X, V (σ., ϕ)) ,
Jˆ : OλC−ω(∂X, V (σ., ϕ)) → O−λC−ω(∂X, V (σ., ϕ)) ,
Jˆ+ :
ΓC−ω(∂X, V +(σλ, ϕ)) → ΓC−ω(∂X, V +(σ−λ, ϕ))
satisfying Jˆ+ ◦ ev = −ev ◦ Jˆ . Now −λ 6∈ Iσ, thus (σ,−λ) is not special. We conclude from
Proposition 4.11 and Corollary 4.15 that
Jˆ+
(
ΓC−ω(∂X, V +(σλ, ϕ))
)
= ΓC−ω(∂X, V +(σ−λ, ϕ)) = E
+(σ−λ, ϕ)
= ev
(
Jˆ(MλC−ω(∂X, V (σ., ϕ)))
)
= Jˆ+
(
ev(MλC−ω(∂X, V (σ., ϕ)))
)
= Jˆ+
(
E+(σλ, ϕ)
)
.
We obtain ΓC−ω(∂X, V +(σλ, ϕ)) = E
+(σλ, ϕ). This proves the proposition. ✷
We now use Proposition 4.11 and Corollaries 4.14 and 4.15 in order to generalize Propo-
sition 4.1 to the extended bundles. We introduce a pairing between Cω(B,V kB(σλ, ϕ)) and
C−ω(B,V kB(σ˜−λ, ϕ˜)) by
〈ev(fµ), ev(gν )〉k := resz=0〈fλ+zα, (Lk−λg)−λ−zα〉 ,
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fµ ∈ MkλCω(B,VB(σ., ϕ)), gν ∈ Mk−λC−ω(B,VB(σ˜., ϕ)). It is easily checked that this pairing
is well-defined and non-degenerate. Since
resΩ ◦ Jˆσ,µ :MλC−ω(Λ, V (σ., ϕ))→M−λCω(Ω, VB(σ., ϕ))
maps germs of holomorphic families to germs of holomorphic families (see the remark following
Proposition 4.1) it induces as in Proposition 4.16 an operator
(resΩ ◦ Jˆ)+ : C−ω(Λ, V +(σλ, ϕ))→ Cω(Ω, V +(σ−λ, ϕ))
and thus an operator
(res ◦ Jˆ)+ : ΓC−ω(Λ, V +(σλ, ϕ))→ Cω(B,V +B (σ−λ, ϕ)) .
Note that we have to use families fµ ∈ MλC−ω(Λ, V (σ., ϕ)) which cannot be Γ-invariant
(see Corollary 4.13) in order to define (res ◦ Jˆ)+. However, if Jˆµ is regular at µ = λ, then
(res ◦ Jˆ)+ = res ◦ Jˆ+.
Proposition 4.17 If f ∈ ΓC−∞(Λ, V +(σλ, ϕ)) and k is such that
(res ◦ Jˆ)+(f) ∈ Cω(B,V kB(σ−λ, ϕ)) ,
then
〈(res ◦ Jˆ)+(f), res(φ)〉k = 0
for all φ ∈ ΓC−ω(∂X, V k(σ˜λ, ϕ˜)).
Proof. First we derive a formula for (res ◦ Jˆ)+(f) assuming that f ∈ E+Λ (σλ, ϕ). Let Dλ be
the residue of Jˆµ at µ = λ. It is a differential operator and thus induces a differential operator
DBλ : C
−ω(B,VB(σλ, ϕ))→ C−ω(B,VB(σ−λ, ϕ)) ⊂ C−ω(B,V +B (σ−λ, ϕ)) .
Choose fµ ∈ OλC−ω(B,VB(σ., ϕ)) such that f = ev(extµfµ). We claim that
(res ◦ Jˆ)+(f) = DBλ fλ − ev(Sˆµfµ) . (42)
Let f˜µ ∈ MλC−ω(Λ, V (σ., ϕ)) such that ev(f˜µ) = f = ev(extµfµ), in other words
f˜µ − extµfµ ∈ OλC−ω(Λ, V (σ., ϕ)) .
Using that Jˆµ has a pole of at most first order at µ = λ we compute
ev(res ◦ Jˆµ(f˜µ − extµfµ)) = res ◦Dλ(f˜µ − extµfµ)|µ=λ = −DBλ fλ .
Now we derive (42) as follows
(res ◦ Jˆ)+(f) = −ev(res ◦ Jˆµ(f˜µ)
= DBλ fλ − ev(res ◦ Jˆµ(extµfµ))
= DBλ fλ − ev(Sˆµfµ) .
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As in the proof of Proposition 4.12 we consider an embedding
iσ,µ : V (σλ, ϕ) →֒ V (1λ+µ, πσ,µ ⊗ ϕ) ,
µ such that Re(λ) + µ ≥ 0 (if σ is the sum of two irreducible Weyl-conjugate representations,
then also πσ,µ is the sum of two irreducible G-representations having the same highest a-weight
µ). There is a corresponding embedding on the dual side
iσ˜,µ : V (σ˜λ, ϕ) →֒ V (1λ+µ, πσ˜,µ ⊗ ϕ˜) .
Now standard identities for intertwining operators imply (see the proof of Proposition 6.5 in
[21], p. 116)
〈(res ◦ Jˆ)+(f), res(φ)〉k = 〈(res ◦ Jˆ)+ ◦ iσ,µ(f), res ◦ iσ˜,µ(φ)〉k .
Therefore it is enough to prove the proposition for non-special pairs like (1, λ + µ). We can
thus assume f ∈ E+Λ (σλ, ϕ), φ ∈ Ek(σ˜λ, ϕ).
Since E+Λ (σλ, ϕ) is finite-dimensional we can choose f˜µ ∈ OλCω(B,VB(σ., ϕ)). Then DBλ fλ
and ev(Sˆµfµ) are analytic sections. Write φ = ev(extµψµ) for some ψµ ∈ MλC−ω(B,VB(σ˜., ϕ˜)).
Using the adjointness relation (22) for the scattering matrix we obtain
〈ev(Sˆµfµ), res(φ)〉k = resz=0〈Sˆλ−zα(fλ−zα), (Lkλψ)λ−zα〉
= resz=0〈fλ−zα, Sˆλ−zα(Lkλψ)λ−zα〉
= resz=0〈fλ−zα, res ◦ Jˆλ−zα(Lkλ ◦ ext(ψ))λ−zα〉
Since φ ∈ Ek(σ˜λ, ϕ) all families appearing in the last line except Jˆλ−zα are regular at z = 0.
We obtain
〈ev(Sˆµfµ), res(φ)〉k = 〈fλ, res ◦Dλ ◦ ̺k−1Γ (φ)〉
= 〈fλ,DBλ ◦ ̺k−1B (res(φ))〉
= 〈DBλ fλ, ̺k−1B (res(φ))〉 .
Moreover, for any f ∈ Cω(B,V 1B(σ−λ, ϕ)), g ∈ C−ω(B,V kB(σ˜λ, ϕ˜)) we have
〈f, g〉k = 〈f, ̺k−1B (g)〉 .
We conclude that
〈ev(Sˆµfµ), res(φ)〉k = 〈DBλ fλ, res(φ)〉k .
This together with (42) implies the proposition. ✷
There is a characterization of E+(σλ, ϕ) which is slightly weaker than Corollary 4.15 (but
strong enough to imply Propositions 4.16 and 4.17, too). Recall the definition of k+(σλ, ϕ)
from Proposition 4.12.
Lemma 4.18 For any k ≥ k+(σλ, ϕ) one has
E+(σλ, ϕ) = im̺
k
Γ .
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Proof. It follows from (35) and the surjectivity of ̺kB that E
+(σλ, ϕ) ⊂ im̺kΓ for any k ∈ N0.
We have to show that for k ≥ k+
im̺kΓ ⊂ E+(σλ, ϕ) . (43)
Let f = ̺kΓ(f˜) for some f˜ ∈ ΓC−ω(∂X, V +(σλ, ϕ)). Let l ≥ k−, and choose ψ ∈ C−ω(B,V +B (σλ, ϕ))
such that ̺lB(ψ) = res(f˜). Using (34) we compute
res(f˜ − ext[l](ψ)) = ̺lB(ψ) − ̺lB(ψ) = 0 .
Hence f˜ − ext[l](ψ) is supported on the limit set. It is therefore contained in the kernel of ̺kΓ.
Thus by (35)
f = ̺kΓ(f˜) = ̺
k
Γ(ext[l](ψ)) = ext[l](̺
k
B(ψ)) ∈ E+(σλ, ϕ) .
This shows (43), and hence the lemma. ✷
For X = RHn we will see in Section 8 (see also Corollary 5.4) that im̺kΓ = im̺Γ for all
k ∈ N, hence E+(σλ, ϕ) = im̺Γ. It seems to be likely that this holds in general.
For the rest of this section we assume that Re(λ) ≥ 0 and that ϕ is unitary, which in par-
ticular implies δϕ = 0. In this case much more information on the spaces
ΓC−∞(Λ, V +(σλ, ϕ))
is available. We recall the following definition from [21], Chapter 7.
Definition 4.19 For Re(λ) ≥ 0 we define the space of ”stable” invariant distributions sup-
ported on the limit set as
UΛ(σλ, ϕ) := {f ∈ ΓC−∞(Λ, V (σλ, ϕ)) | res ◦ Jˆσ,λ(f) = 0} .
By Lemma 4.9 the space UΛ(σλ, ϕ) can be nontrivial only if λ ∈ Iwr,−σ . For irreducible
σ and Re(λ) > 0 we denote by Iσ,λ the underlying (g,K)-module of the unique irreducible
submodule Iσ,λ−∞ of the principal series representation C
−∞(∂X, V (σλ)). We now restate some
of the results of [21].
Proposition 4.20 We have
ΓC−∞(Λ, V (σλ, ϕ)) = E
1
Λ(σλ, ϕ)⊕ UΛ(σλ, ϕ) , (44)
E+Λ (σλ, ϕ) = E
1
Λ(σλ, ϕ) . (45)
If ΓC−∞(Λ, V +(σλ, ϕ)) is nonzero, then λ ∈ [0, δΓ] ⊂ a∗ and, for Re(λ) > 0 and σ irreducible,
the (g,K)-module Iσ,λ is unitarizable. The latter condition implies pσ(0) = 0.
Proof. Since ΓC−∞(Λ, V +(σλ, ϕ)) 6= {0} if and only if ΓC−∞(Λ, V (σλ, ϕ)) 6= {0} (see the
proof of Corollary 4.13) the proposition is a combination of a part of the statements of Lemma
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7.2, Propositions 7.3, 7.4, 7.6, and Proposition 9.2 in [21]. ✷
For Re(λ) > 0 we can show in addition
Proposition 4.21 Let σ be irreducible and Re(λ) > 0. Then
1. ΓC−∞(Λ, V +(σλ, ϕ)) =
ΓC−∞(Λ, V (σλ, ϕ)) ⊂ Γ(Iσ,λ−∞ ⊗ Vϕ).
2. If C−ω(∂X, V (σλ)) is reducible, then
ΓC−∞(Λ, V (σλ, ϕ)) = UΛ(σλ, ϕ) . (46)
In particular, ext is regular at all λ > 0, λ ∈ Irσ.
Proof. Let Iσ,λ−ω be the closure of I
σ,λ
−∞ in C
−ω(∂X, V (σλ)). We claim that I
σ,λ
−ω is the only
nonzero irreducible G-submodule of C−ω(∂X, V +(σλ)). For this we consider the action of the
shifted Casimir operator Ωλ := Ω − χσ,λ(Ω) ∈ Z(g). One has χµσ+ρm−µ(Ω) = 〈µ, µ〉 − |ρ|2 +
|µσ + ρm|2 − |ρm|2. Thus Ωλ acts on MλC−ω(∂X, V (σ.)) as multiplication by 〈µ, µ〉 − 〈λ, λ〉,
i.e. as 2〈λ, α〉Lλ + |α|2L2λ. We conclude from (33) that Ωλ acts on C−ω(∂X, V +(σλ)) by
2〈λ, α〉̺ + |α|2̺2 . (47)
Let f ∈ C−ω(∂X, V k(σλ)) \ C−ω(∂X, V k−1(σλ)) for some k ≥ 1. Then by (47) the ele-
ment Ωk−1λ f belongs to C
−ω(∂X, V 1(σλ)) \ {0}. It follows that any nonzero submodule
I ⊂ C−ω(∂X, V +(σλ)) has nonzero intersection with C−ω(∂X, V 1(σλ)). This implies the
claim.
We can now argue as in the proof of [21], Proposition 9.4. LetW be the dual representation
of C−ω(∂X, V k(σλ)) (it is isomorphic to C
ω(∂X, V k(σ˜−λ))). Let L ⊂ G be a compact set such
that gP ∈ Ω for all g ∈ L, f ∈ ΓC−∞(Λ, V k(σλ, ϕ)) and φ ∈ W . Then Lemma 3.4 provides a
constant C such that for all a ∈ A+
|cf,φ(gak)| ≤ C(α(log a))k−1a−(λ+ρ) .
This implies that cf,. induces an intertwining operator fromW to the unitary G-representation
L2(Γ\G,ϕ) := {f : G→ Vϕ | f(gx) = ϕ(g)f(x) ∀g ∈ Γ, x ∈ G,
∫
Γ\G
|f(x)|2 dx <∞} .
By unitarity the image of cf,. decomposes into a direct sum of irreducible representations. But
by the above W has the unique irreducible quotient W/(Iσ,λ−ω )
⊥. Thus cf,. factorizes over this
quotient, and hence f ∈ Γ(Iσ,λ−ω ⊗ Vϕ). This finishes the proof of assertion 1.
The equality (46) for reducible principal series representations follows from Assertion 1 and
Lemma 4.10. Principal series representations with regular integral infinitesimal character and
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pσ(0) = 0 are reducible by Lemma 4.6. If pσ(0) 6= 0, then (46) remains true by the vanishing
result ΓC−∞(Λ, V (σλ, ϕ)) = {0} of Proposition 4.20. The regularity of extλ at these points
now follows from (44). This finishes the proof of the proposition. ✷
One knows that δΓ ≤ ρ, where equality holds iff Ω = ∅. By the theory of the Patterson-
Sullivan measure one always has
dim ΓC−∞(Λ, V (1δΓ)) = 1 . (48)
If δΓ > 0, this together with Proposition 4.20 implies that I
1,δΓ is unitarizable. For X = HHn,
n ≥ 2, and X = OH2 this gives nontrivial restrictions on the possible values of δΓ, an
observation first made by Corlette [26]: If Ω 6= ∅, then δΓ ≤ ρ − β, where β := 2α for
X = HHn and β := 6α for X = OH2. Using now Proposition 4.21 we are able to sharpen this
result.
Corollary 4.22 Let Γ ⊂ G be a convex cocompact non-cocompact discrete subgroup, where
G = Sp(1, n), Sp(1, n)/Z2 or F
−20
4 , then δΓ < ρ− β.
Proof. In any case, ρ − β is the end of the spherical complementary series of G, hence
C−ω(∂X, V (1ρ−β)) is reducible. This result goes back to Kostant [46] (see also [36], Ch. VI,
Thm. 3.6). Proposition 4.21, 2 now says that ΓC−∞(Λ, V (1ρ−β)) = UΛ(1ρ−β , 1), whereas
UΛ(1ρ−β , 1) = {0} by Lemma 4.8, 4, and Lemma 4.9. It follows from (48) that δΓ 6= ρ − β.
Note that we have not used the meromorphy of extλ in the above argument, thus it also works
for the case X = OH2. ✷
It remains to discuss the point λ = 0.
Proposition 4.23 We have
ΓC−∞(Λ, V +(σ0, ϕ)) =
ΓC−∞(Λ, V (σ0, ϕ)) , (49)
ΓC−∞(Λ, V (σ0, ϕ)) =
{
E1Λ(σ0, ϕ) pσ(0) = 0
UΛ(σ0, ϕ) pσ(0) 6= 0 . (50)
In particular, if pσ(0) 6= 0, then E+Λ (σ0, ϕ) = {0}. For X = RHn we have in addition
ΓC−∞(Λ, V +(σ0, ϕ)) = UΛ(σ0, ϕ) = {0} (51)
whenever σ is a faithful representation of Spin(n− 1).
Proof. It was shown in [21], Prop. 7.4, that extλ is regular at λ = 0, whenever pσ(0) 6= 0. If
pσ(0) = 0, then the explicit expression (37) for pσ implies that 0 6∈ Iwrσ . It follows that in this
case UΛ(σ0, ϕ) = {0}. Equation (50) is now a consequence of (44). For pσ(0) = 0 Equation
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(49) follows from (45). The vanishing statement (51) follows from the observation that in the
case in question pσ(0) 6= 0 and 0 6∈ Iwrσ .
It remains to prove (49) for pσ(0) 6= 0. Fix k > 1, and let W be the dual representation of
C−ω(∂X, V k(σ0)) (it is isomorphic to C
ω(∂X, V k(σ˜0))). As in the proof of Proposition 4.21 it
is sufficient to show the following two assertions
(i) Let f ∈ ΓC−∞(Λ, V k(σ0, ϕ)), φ ∈ W . Then the matrix coefficient cf,φ is square inte-
grable.
(ii) All irreducible G-submodules of C−ω(∂X, V k(σ0)) are contained in C
−ω(∂X, V (σ0)).
Let L ⊂ G be a compact set such that gP ∈ Ω for all g ∈ L, f ∈ ΓC−∞(Λ, V k(σ0, ϕ)) and
φ ∈W . Let Jˆk be the restriction of Jˆ+ (see the proof of Proposition 4.16) to C−ω(∂X, V k(σ˜0, ϕ˜)).
As in [21], Lemma 6.2, (compare also (14)) one shows that for a→∞
cf,φ(gak) = 〈(Jˆkf)(ga), σ˜(w)φ(k−1w)〉Vσ +O(a−ρ−ε) . (52)
Since pσ˜(0) = pσ(0) 6= 0, the family extλ is regular at λ = 0, and the restriction map
res : ΓC−ω(∂X, V k(σ˜0, ϕ˜))→ C−ω(B,V kB (σ˜0, ϕ˜))
is surjective. Thus Proposition 4.17 yields res ◦ Jˆk(f) = 0. Now (52) implies Assertion (i).
The G-representation Y := C−ω(∂X, V (σ0)) decomposes into a direct sum of (two) ir-
reducible representations. Any irreducible composition factor of Y k := C−ω(∂X, V k(σ0)) is
isomorphic to one of these. Thus any irreducible submodule of Y k is the image of an intertwin-
ing operator I ∈ HomG(Y, Y k) ∼= Homg,K(YK , Y kK) ∼= HomMA(YK/nYK , Vσρ ⊗ Πk). Here the
subscript K stands for the underlying (g,K)-module. The latter isomorphism is Casselman’s
Frobenius reciprocity ([68], 4.2.2). For f ∈ YK , φ ∈WK the matrix coefficients cf,φ satisfy for
a→∞
cf,φ(a) = pf,φa
−ρ +O(a−ρ−ε) ,
where pf,φ is a constant not depending on a (see e.g. [21], Lemma 9.1 and Lemma 6.2). The
main theorem in [35] identifies the generalized ρ-eigenspace of a in YK/nYK with the collection
of functionals pf,. on WK . It follows that a acts on it by scalars. This implies that the image
of IF is contained in Vσρ ⊂ Vσρ ⊗Πk, where IF ∈ HomMA(YK/nYK , Vσρ ⊗Πk) corresponds to
I by Frobenius reciprocity. Therefore the image of I is contained in Y . Assertion (ii) follows. ✷
We conclude this section by making the results of the preceding three propositions more
explicit for the case X = RHn. If σ ∈ Mˆ is a faithful representation of Spin(n − 1), then
none of the (g,K)-modules Iσ,λ, Re(λ) > 0, is unitarizable ([45], Proposition 53). If σ ∈ Mˆ
factorizes over SO(n− 1), then in standard coordinates of it∗ it has highest weight
µσ = (m1,m2, . . . ,m[n−1
2
]) , mi ∈ Z ,
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where
m1 ≥ m2 ≥ . . . ≥ mn−2
2
≥ 0 , n even ,
m1 ≥ m2 ≥ . . . ≥ mn−3
2
≥ |mn−1
2
| , n odd .
Set
λσ := ρ− (max{i |mi 6= 0})α ∈ [0, ρ] ∩ Irσ .
This maximum is understood to be zero for µσ = 0. Then C
∞(∂X, V (σλ)), Re(λ) > 0, is
irreducible and unitarizable if and only if 0 < λ < λσ. The representations C
∞(∂X, V (σλ))
with λ belonging to this interval are called representations of the complementary series. The
only additional unitarizable Langlands submodule is Iσ,λσ , if λσ > 0 ([45], Propositions 45,
49, 50). Thus we obtain
Proposition 4.24 Let X = RHn, Re(λ) ≥ 0, σ irreducible, and ϕ be unitary. If σ is a
faithful representation of Spin(n− 1), then
ΓC−∞(Λ, V +(σλ, ϕ)) = {0} .
If σ factorizes over SO(n− 1), then
ΓC−∞(Λ, V +(σλ, ϕ)) =

E1Λ(σλ, ϕ) 0 ≤ λ < λσ, λ ≤ δΓ
UΛ(σλ, ϕ) 0 ≤ λ = λσ ≤ δΓ
{0} else
.
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5 Cohomology of real hyperbolic manifolds
We retain the notation and assumptions of the previous two sections. In addition, we assume
that X = RHn, in particular Y = Γ\X is a hyperbolic manifold of infinite volume and without
cusps.
Any finite-dimensional representation ϕ of Γ defines a flat vector bundle E(ϕ) := Γ\(X ×
Vϕ) over Y . Here Γ acts diagonally on X × Vϕ. Using the results of Section 2 we want to
relate the cohomology groups Hp(Y,E(ϕ)) with spaces of invariant distributions on the limit
set studied in the previous section. Since X is contractible Hp(Y,E(ϕ)) is isomorphic to the
group cohomology Hp(Γ, Vϕ) of Γ with coefficients in Vϕ. The latter can be defined as the
p-th right derived functor of the left exact functor Vϕ 7→ ΓVϕ from the category of Γ-modules
to the category of abelian groups.
We have Γ ⊂ G, where G is SO(1, n)0 or its double cover Spin(1, n). Therefore we
have maps K → SO(n), M → SO(n − 1), which are either isomorphisms or double covers.
Let g = k ⊕ p be the Cartan decomposition. There is a natural action of K on p∗
C
(it is
equivalent to the standard representation of SO(n)). Note that a ⊂ p. Let a⊥ ⊂ p∗
C
be its
annihilator. We have representations γp ofK on Vγp := Λ
pp∗
C
and σp ofM on Vσp := Λ
pa⊥. The
embedding T : a⊥ →֒ p∗
C
induces M -equivariant embeddings Tp := Λ
pT ∈ HomM (Vσp , Vγp),
p = 0, 1, . . . , n− 1. As G-homogeneous vector bundles we have
ΛpT ∗CX = G×K Vγp , ΛpT ∗C(∂X) = V (σpρ−pα) .
Thus asG-representations Ωp(X) = C∞(G,Vγp)
K , Ωp(∂X) = C∞(∂X, V (σpρ−pα)), Ω
p
−ω(∂X) =
C−ω(∂X, V (σpρ−pα)). Here Ω
p
−ω(∂X) denotes the space of p-hyperforms on ∂X, i.e., differential
forms with hyperfunction coefficients. In addition, we are interested in the Γ-module
Ωp−∞(Λ) = C
−∞(Λ, V (σpρ−pα))
of currents supported on the limit set.
Let τ be a finite-dimensional representation of P =MAN , T ∈ HomM (Vτ , Vγp). Then one
defines a G-equivariant map, called Poisson transform,
P Tτ : C
−ω(∂X, V (τ))→ C∞(G,Vγp)K = Ωp(X)
by
P Tτ f(g) :=
∫
K
γp(k)Tf(gk) dk ∈ Vγp . (53)
The integral is a formal notation meaning that the hyperfunction γp(.)Tf(g.) on K has to be
applied to the constant function 1.
For p ∈ {0, 1, . . . , n− 1} and λ ∈ a∗
C
we first consider the following Poisson transforms
Pp,λ := P
Tp
σp
λ
: C−ω(∂X, V (σλ))→ Ωp(X) .
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Pp,λ coincides with the Poisson transform P
Tp
λ considered in [21]. Moreover, for z ∈ C we have
Pp,zα = Φ
n−1
2
−z
p , where Φzp is the transform introduced and investigated in detail by Gaillard
in [30].
We choose a G-invariant Riemannian metric on X. It is unique up to a constant factor.
We will remember this factor by the induced length of α ∈ a∗ ⊂ p∗ ∼= T ∗eKX. The metric
of constant sectional curvature −1 corresponds to |α| = 1. The Riemannian metric induces
p-form Laplacians ∆.
We say that a differential form h ∈ C∞(G,Vγp)K = Ωp(X) has moderate growth if there
are constants C, d ∈ a∗ such that for all g ∈ G
|h(g)| ≤ Cadg .
Let Ωpmg(X) ⊂ Ωp(X) be the subspace of forms having moderate growth. We can now sum-
marize the main results of [30] by the following theorem. Compare also the discussion in
[39].
Theorem 5.1 (Gaillard [30]) The Poisson transforms Pp,λ define equivariant mappings be-
tween the following G-representations
Pp,λ : C
−ω(∂X, V (σpλ))→ {ω ∈ Ωp(X) |∆ω = (〈ρ− pα, ρ− pα〉 − 〈λ, λ〉)ω, δω = 0} , (54)
Pp,λ : C
−∞(∂X, V (σpλ))→ {ω ∈ Ωpmg(X) |∆ω = (〈ρ− pα, ρ− pα〉 − 〈λ, λ〉)ω, δω = 0} . (55)
(54) and (55) are isomorphisms if and only if λ 6∈ {−ρ + pα} ∪ −ρ − Nα. In particular, if
p 6= n−12 , then
Pp,ρ−pα : Ω
p
−ω(∂X)→ Ωp(X)∆,δ
is an isomorphism (see Section 2 for notation). Moreover,
(n− 1− p)dPp,ρ−pα = (n − 1− 2p)Pp+1,ρ−(p+1)αd , p ≤ n− 2 , (56)
dPn−1,−ρf = (
∫
∂X
f)(1− n)volX|α|n , (57)
Pp+1,ρ−(p+1)αd =
p
|α| ∗ Pp,ρ−pα∗ , p =
n− 1
2
, (58)
where volX denotes the volume form of X = RH
n with respect to the chosen normalization of
the G-invariant metric and ∗ denotes the Hodge star operator on X and ∂X, respectively.
Note that the star operator on X depends on the invariant metric on X, while the star
operator on ∂X in the middle dimension is conformally invariant.
Tensoring with Vϕ and restricting to Γ-invariants Pp,ρ−pα ⊗ idVϕ induces a map
Pp,ρ−pα :
Γ(Ωp−ω(∂X) ⊗ Vϕ)→ Ωp(Y,E(ϕ))∆ˆ,δˆ ,
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which is an isomorphism for p 6= n−12 . Taking (56) and (57) into account (note that volX
spans the one-dimensional space Ωn(X)∆,δ) we see that in the case of even dimension suitably
normalized Poisson transforms provide an isomorphism between the complexes
0→ Γ(Ω0−ω(∂X) ⊗ Vϕ) d−→ Γ(Ω1−ω(∂X)⊗ Vϕ) d−→ . . . d−→ Γ(Ωn−1−ω (∂X) ⊗ Vϕ)
∫
∂X−→ ΓVϕ → 0
(59)
and (Ω∗(Y,E(ϕ))∆ˆ,δˆ, d). It now follows from Theorem 2.7 that (59) computes the cohomology
groups Hp(Y,E(ϕ)). Note, however, that for non-cocompact Γ all spaces appearing in (59)
except ΓVϕ are infinite-dimensional ([21], Corollary 9.7). In order to get something finite-
dimensional we want to reduce things to currents supported on the limit set using the operators
extλ. Such a reduction process is not compatible with (59) (see, however, Subsection 7.2
for the relation the subcomplex of (59) consisting of currents supported on the limit set to
cohomology with compact support). We will therefore use the description of cohomology given
in Proposition 2.8 instead of the one given in Theorem 2.7. To do this have to describe the
spaces Zp(Y,E(ϕ))(∆ˆ) as images of suitably defined Poisson transforms.
For odd n we first need a bijective transform into harmonic forms also for p = n−12 . There
is a decomposition σ
n−1
2 = σ+⊕σ− into the ±i(−i)n−32 -eigenspaces of the star operator . Then
C−ω(∂X, V (σ±0 )) = Ω
±
−ω(∂X) := {ω ∈ Ω
n−1
2
−ω (∂X) | ∗ ω = ±i(−i)
n−3
2 ω} .
Let i± : σ± → σ n−12 be the corresponding embedding and T± = T n−12 i± ∈ HomM (V ±σ , Vγ n−12 ).
Set
P±,λ := P
T±
σ±
λ
= Pn−1
2
,λ|C−ω(∂X,V (σ±
λ
))
.
Corollary 5.2 We have
P±,λ : C
−ω(∂X, V (σ±λ ))→ {ω ∈ Ω
n−1
2 (X) | ∗ dω = ±i(−i)n−32 〈λ, α|α| 〉ω, δω = 0} , (60)
P±,λ : C
−∞(∂X, V (σ±λ ))→ {ω ∈ Ω
n−1
2
mg (X) | ∗ dω = ±i(−i)n−32 〈λ, α|α| 〉ω, δω = 0} . (61)
(60) and (61) are isomorphisms for λ 6∈ −ρ− Nα. In particular,
P±,0 : Ω
±
−ω(∂X)→ ker d ∩ ker δ ⊂ Ω
n−1
2 (X)
is an isomorphism.
Proof. One can identify Vσp = Λ
pn∗
C
, X = NA, and, using NA-invariant forms, Ωp(X) =
C∞(NA) ⊗ Λp(a∗
C
⊕ n∗
C
). Let ωp ∈ Λpn∗C, and δωp ∈ C−ω(∂X, V (σpλ)) be the corresponding
delta distribution at eM ∈ K/M = ∂X. Then Pp,λδωp(na) = aλ+ρωp, and one easily computes
∗d(aλ+ρωp) = 〈λ+ ρ− pα, α|α| 〉a
λ+ρ ∗σp ωp .
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Since the delta distributions at eM with values in Vσ± generate the G-representation
C−ω(∂X, V (σ±λ )) it follows that the image of P±,λ is contained in the eigenspace appear-
ing in (60). In addition, since (∗d)2 = (−1)n(n−1)2 δd we see that for p = n−12 , λ 6= 0 the right
hand side of (54) is the direct sum of the two eigenspaces appearing in (60). Thus for λ 6= 0
the corollary is a direct consequence of Theorem 5.1.
For the case λ = 0 we observe that the Hodge decomposition Ω
n−1
2 (∂X) = im d ⊕ im ∗ d
implies that d : C−ω(∂X, V (σ±0 )) → kerDn+1
2
⊂ Ωn+12 (∂X) is bijective, where Dn+1
2
= d for
n > 3 and Dn+1
2
=
∫
∂X for n = 3. By Theorem 5.1 including (56) and (57) the Poisson
transform Pn+1
2
,−α provides an isomorphism between kerDn+1
2
and ker d ∩ ker δ ⊂ Ωn+12 (X).
Now (58) shows that P±,0 is an isomorphism. ✷
Now we want to extend the Poisson transforms to the larger bundles V k(σpλ) and V
+(σpλ).
Since we are only interested in forms annihilated by a power of the Laplacian we restrict
ourselves to the case λ = ρ−pα. Set Sp := ∗γpTn−p ∈ HomM (Vσn−p , Vγp). We define q : Π→ C
by Π ∋ h 7→ h(0). Note that q is not A-equivariant with respect to the representation 1+.
However, it gives rise to an elements Skp := Sp ⊗ q ∈ HomM (Vσn−p ⊗Πk, Vγp), and hence to a
Poisson transforms
P˙+p : C
−ω(∂X, V +(σn−p(p−1)α−ρ)) → Ωp(X) , p = 1, . . . , n .
P˙+
p|C−ω(∂X,V k(σn−p
(p−1)α−ρ
))
= P˙ kp := P
Skp
σn−p
(p−1)α−ρ
⊗1k
.
Observe that P˙ 1p = ∗Pn−p,(p−1)α−ρ. More generally, using q ◦ ev(fµ) = resz=0f(p−1+z)α−ρ,
fµ ∈M(p−1)α−ρC−ω(∂X, V (σn−p. )), we see that
P˙+p ◦ ev(fµ) = resz=0 ∗ (Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ) . (62)
An analogous construction provides Poisson transforms P˙+± , P˙
k
±,
P˙+± : C
−ω(∂X, V +(σ±0 )→ Ω
n+1
2 (X) ,
characterized by
P˙+± ◦ ev(fµ) = resz=0 ∗ (P±,zαfzα) , fµ ∈ M0C−ω(∂X, V (σ±. )) (63)
We now have
Proposition 5.3 The Poisson transforms P˙+p , P˙
k
p , p 6= n+12 , P˙+± , P˙ k±, provide G-equivariant
isomorphisms
P˙ kp : C
−ω(∂X, V k(σn−p(p−1)α−ρ))
∼=−→ {ω ∈ Ωp(X) |∆kω = 0, dω = 0} ,
P˙ k± : C
−ω(∂X, V k(σ±0 ))
∼=−→ {ω ∈ Ωn+12 (X) | (d∗)kω = 0, dω = 0} ,
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and
P˙+p : C
−ω(∂X, V +(σn−p(p−1)α−ρ))
∼=−→ Zp(X)(∆) ,
P˙+± : C
−ω(∂X, V +(σ±0 ))
∼=−→ Z n+12 (X)(∆)
satisfying
∆ ◦ P˙+p = |α|2P˙+p ◦ ̺ ◦ ((n + 1− 2p) id− ̺) , (64)
∆ ◦ P˙+± = −|α|2P˙+± ◦ ̺2 , (65)
d ∗ ◦P˙+± = ±i(−i)
n−3
2 |α|P˙+± ◦ ̺ . (66)
The corresponding statements for distribution sections on the boundary and forms of moderate
growth on X are also true.
Proof. Using (62), (54), and (33) we compute
dP˙+p ◦ ev(fµ) = resz=0 d ∗ (Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ)
= resz=0 ∗ δ(Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ)
= 0 ,
∆P˙+p ◦ ev(fµ) = resz=0 ∆ ∗ (Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ)
= resz=0 ∗∆(Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ)
= |α|2resz=0 z(n+ 1− 2p− z) ∗ Pn−p,(p−1+z)α−ρf(p−1+z)α−ρ
= |α|2P˙+p ◦ ev ◦ L(p−1)α−ρ((n + 1− 2p)id − L(p−1)α−ρ)(fµ)
= P˙+p ◦ |α|2̺((n+ 1− 2p)id− ̺) ◦ ev(fµ) .
This shows (64) and that imP˙+p consists of closed forms. The desired mapping properties of
P˙ kp and P˙
+
p now follow from Theorem 5.1 by induction on k. (66) and the further mapping
properties of P˙ k± and P˙
+
± are proved in an analogous way using (63) and Corollary 5.2. ✷
Tensoring with Vϕ and restricting to Γ-invariants we obtain
Corollary 5.4 The Poisson transforms P˙+p , P˙
+
± , induce isomorphisms
P˙+p :
ΓC−ω(∂X, V +(σn−p(p−1)α−ρ, ϕ))
∼=−→ Zp(Y,E(ϕ))(∆ˆ) , p 6=
n+ 1
2
,
P˙+± :
ΓC−ω(∂X, V +(σ±0 , ϕ))
∼=−→ Z n+12 (Y,E(ϕ))(∆ˆ) ,
and
ΓC−ω(∂X, V +(σn−p(p−1)α−ρ, ϕ))/im̺Γ
∼=−→ Hp(Y,E(ϕ)) , p 6= n+ 1
2
, (67)
ΓC−ω(∂X, V +(σ±0 , ϕ))/im̺Γ
∼=−→ H n+12 (Y,E(ϕ)) . (68)
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In all cases under consideration we have for all k ∈ N
im̺Γ = im̺
k
Γ = E
+(σ.., ϕ) . (69)
Moreover, the maps
ΓC−ω(∂X, V (σ±0 , ϕ))→ ΓC−ω(∂X, V +(σ±0 , ϕ))/E+(σ±0 , ϕ) ∼= H
n+1
2 (Y,E(ϕ))
and
Zn−p(ϕ)→ ΓC−ω(∂X, V +(σn−p(p−1)α−ρ, ϕ))/E+(σn−p(p−1)α−ρ, ϕ) ∼= Hp(Y,E(ϕ)) ,
where Zn−p(ϕ) ⊂ ΓC−ω(∂X, V (σn−p(p−1)α−ρ, ϕ)) denotes the space of (n−p)-cocycles in (59), are
surjective.
Proof.The first two isomorphisms are a direct consequence of Proposition 5.3. (67), (68) and the
first equation in (69) follow from Proposition 2.8 and Equations (64) and (66). Indeed, if p 6=
n+1
2 , then the map (n+1−2p) id−̺Γ is invertible. Hence in this case ∆ˆk
(
Zp(Y,E(ϕ))(∆ˆ)
) ∼=
im̺kΓ. For p =
n+1
2 we have im̺
k
Γ
∼= (d∗)k
(
Zp(Y,E(ϕ))(∆ˆ)
)
. Since d ∗
(
Zp(Y,E(ϕ))(∆ˆ)
)
consists of exact forms Proposition 2.8 implies
d ∗
(
Zp(Y,E(ϕ))(∆ˆ)
)
⊂ ∆ˆ
(
Zp(Y,E(ϕ))(∆ˆ)
)
= (d∗)2
(
Zp(Y,E(ϕ))(∆ˆ)
)
.
Now equality follows.
The second equation in (69) is a consequence of Lemma 4.18.
The surjectivity assertions rely on the fact that any cohomology class has a closed and
coclosed representative (see (8)). Indeed, by the above discussion of (59) we have for p 6= n+12
P˙ 1p : Z
n−p(ϕ)
∼=−→ ker d ∩ ker δˆ ⊂ Ωp(Y,E(ϕ)) ,
while P˙ 1± maps
ΓC−ω(∂X, V (σ±0 , ϕ)) bijectively to ker d ∩ ker δˆ ⊂ Ω
n+1
2 (Y,E(ϕ)). The proof
of the corollary is now complete. ✷
Recall the definitions of the integers 0 ≤ k−(σλ, ϕ) ≤ k+(σλ, ϕ) < ∞ and of the space
E+Λ (σλ, ϕ) from Section 4. It was shown there that
E+Λ (σλ, ϕ) ⊂ ΓC−∞(Λ, V k−(σλ, ϕ)) ⊂ ΓC−∞(Λ, V k+(σλ, ϕ)) = ΓC−∞(Λ, V +(σλ, ϕ))
and that these spaces are finite-dimensional. We will also need the space
ZpΛ(ϕ) := Z
p(ϕ) ∩ (Ωp−∞(Λ)⊗ Vϕ)
of such cocycles of (59) which are supported on the limit set. Now we can state the first main
theorem of the paper.
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Theorem 5.5 The Poisson transforms P˙+p , P˙
+
± induce isomorphisms
Hp(Y,E(ϕ)) ∼= ΓC−∞(Λ, V +(σn−p(p−1)α−ρ, ϕ))/E+Λ (σn−p(p−1)α−ρ, ϕ) , p = 1, . . . , n , p 6=
n+ 1
2
,
H
n+1
2 (Y,E(ϕ)) ∼= ΓC−∞(Λ, V +(σ±0 , ϕ))/E+Λ (σ±0 , ϕ) .
Moreover, we have
k+(σ
n−p
(p−1)α−ρ, ϕ)) ≤ k−(σn−p(p−1)α−ρ, ϕ)) + 1 ,
k+(σ
±
0 , ϕ)) ≤ k−(σ±0 , ϕ)) + 1 .
If ϕ is unitary and p ≥ n+12 , then k−(σn−p(p−1)α−ρ, ϕ)) = 0 and
Hp(Y,E(ϕ)) ∼=
{
Γ(Ωn−p−∞ (Λ)⊗ Vϕ) = UΛ(σn−p(p−1)α−ρ, ϕ) , p > n+12
Γ(Ω±−∞(Λ)⊗ Vϕ) = UΛ(σ±0 , ϕ) , p = n+12
∼= Zn−pΛ (ϕ) .
Proof. The theorem will be a consequence of Corollary 5.4. The assertion concerning unitary
ϕ will then follow from Proposition 4.24. In the following one should replace n − p by ±, if
p = n+12 . First of all it is clear that the natural map
ΓC−∞(Λ, V +(σn−p(p−1)α−ρ, ϕ))/E
+
Λ (σ
n−p
(p−1)α−ρ, ϕ)→ ΓC−ω(∂X, V +(σn−p(p−1)α−ρ, ϕ))/E+(σn−p(p−1)α−ρ, ϕ)
is injective. In view of (67), (68) and (69) it is therefore sufficient to show that the natural
map
ΓC−∞(Λ, V k−+1(σn−p(p−1)α−ρ, ϕ))/E
+
Λ (σ
n−p
(p−1)α−ρ, ϕ)→ ΓC−ω(∂X, V +(σn−p(p−1)α−ρ, ϕ))/E+(σn−p(p−1)α−ρ, ϕ)
is surjective.
The last assertion of Corollary 5.4 tells us that any element in the quotient
ΓC−ω(∂X, V +(σn−p
(p−1)α−ρ
, ϕ))/E+(σn−p
(p−1)α−ρ
, ϕ)
can be represented by an element f ∈ ΓC−ω(∂X, V (σn−p(p−1)α−ρ, ϕ)). Choose
ψ ∈ C−ω(B,V k−+1B (σn−p(p−1)α−ρ, ϕ))
such that
̺
k−
B (ψ) = res(f) .
Then f ′ := f − ext[k−](ψ) ∈ ΓC−∞(Λ, V k−+1(σn−p(p−1)α−ρ, ϕ)). Moreover,
f ′ ≡ f modE+(σn−p(p−1)α−ρ, ϕ) .
This proves the desired surjectivity, and hence the theorem. ✷
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For p ≥ n+12 and trivial ϕ the theorem is a fairly direct consequence of the results of
Mazzeo/Phillips [50] concerning the L2-cohomology of Y . This was already noted by Patterson
[57] and was also observed by Lott [48]. Indeed, this observation, among other things, led
Patterson [57] to his general conjecture (3) relating the cohomology groups Hp(Γ, F ), where
F is a finite-dimensional representation of G, to invariant distributions on the limit set. This
conjecture will be treated on the base of Theorem 5.5 in Section 6. There we will also see
that the isomorphism Hp(Y,E(ϕ)) ∼= Zn−pΛ (ϕ) holds for p = n2 , too. L2-cohomology will be
discussed in Section 9.
It would be more natural not to exclude the case of cocompact Γ from the considerations.
Recall that in this case Λ = ∂X. In fact, for unitary ϕ the analog of Theorem 5.5 is a simple
consequence of Theorem 5.1 and classical Hodge theory as has been already observed in [30].
For nonunitary ϕ the assertion will be less precise since Proposition 2.8 does not hold in this
case. However, combining Proposition 2.9 with Proposition 5.3 and using classical Hodge
theory for unitary ϕ we obtain
Proposition 5.6 There are integers k+(σ
n−p
(p−1)α−ρ
, ϕ), k+(σ
±
0 , ϕ) such that
ΓC−∞(Λ, V +(σn−p(p−1)α−ρ, ϕ)) =
ΓC−∞(Λ, V k+(σn−p(p−1)α−ρ, ϕ)) ,
ΓC−∞(Λ, V +(σ±0 , ϕ)) =
ΓC−∞(Λ, V k+(σ±0 , ϕ))
as in the noncocompact case. These spaces are finite-dimensional, and the Poisson transforms
P˙+p , P˙
+
± induce surjections
ΓC−∞(Λ, V +(σn−p(p−1)α−ρ, ϕ))→ Hp(Y,E(ϕ)) , ΓC−∞(Λ, V +(σ±0 , ϕ))→ H
n+1
2 (Y,E(ϕ)) .
If ϕ is unitary, then Theorem 5.5 holds with the convention E+Λ (σ
.
., ϕ) = {0}, k−(σ.., ϕ) = 0.
Moreover, in this case we have for all p
Hp(Y,E(ϕ)) ∼= Zn−pΛ (ϕ) ∼= ZpΛ(ϕ) .
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6 Finite-dimensional G-representations as coefficients
In this section we continue the investigation of the cohomology groupsHp(Γ, Vψ) ∼= Hp(Y,E(ψ))
for discrete subgroups Γ acting convex cocompactly on X = RHn. We want to understand
more precisely the situation that the Γ-representation ψ has the form ψ = π|Γ ⊗ ϕ, where
(π, F ) is a finite-dimensional representation of G. This understanding will be achieved by
applying to Theorem 5.5 a variant of the translation functor, i.e. tensoring with F followed
by the projection to the generalized infinitesimal character of F . It will bring into play all the
spaces ΓC−∞(Λ, V +(σλ, ϕ)), σ ∈ Mˆ , λ ∈ Irσ. Since any finite-dimensional G-representation is
semisimple we can and will assume that F is irreducible. Of course one is mainly interested
in the case where the additional twist ϕ is trivial or at least unitary.
For a while we can drop the assumption that X = RHn. In fact, Proposition 6.1 below,
suitably interpreted, holds for any connected semisimple Lie group G with minimal parabolic
subgroup P . We use the notation and conventions fixed in Section 4 around Equation (36).
There are corresponding closed positive Weyl chambers t∗+ ⊂ it∗, h∗+ ⊂ h+C . They satisfy
a∗+ ⊂ h∗+ ⊂ a∗+⊕ t∗+. We set ρg := ρ+ρm ∈ h∗+. We consider the following subset of W (gC, hC):
W 1 := {w ∈W (gC, hC) | w(h∗+) ⊂ a∗ ⊕ t∗+} .
To a finite-dimensional irreducible representation (πν , F ) with highest weight ν ∈ h∗+ and an
element w ∈W 1 we associate weights
µw := w(ν + ρg)|t− ρm ∈ t∗+ ,
λw := −w(ν + ρg)|a ∈ a∗ .
If M is connected, then there is exactly one irreducible M -representation σw with highest
weight µw. In general σ
w is uniquely determined by the additional requirement that the
center Z(G) ⊂ M of G acts by the same charater as on F . Then λw ∈ Irσw . The only
linear rank one group, where M is not connected, is SL(2,R). In this case M = {±id}, and
σw(−id) = (−1)dimF−1 for both elements w ∈ W 1. We denote the resulting P -representation
σwλw by σ
w
F,λw
. The set
{C−ω(∂X, V (σwF,λw)) | w ∈W 1}
consists of all principal series representations having the infinitesimal character χF = χν+ρg
and the central character of F .
For a Z(g)-module V and a character χ : Z(g)→ C we consider the generalized eigenspace
V χ := {v ∈ V | ∃k ∈ N such that (z − χ(z))kv = 0 for all z ∈ Z(g)} .
If V is locally Z(g)-finite, i.e., dimZ(g)v <∞ for all v ∈ V , then we have
V =
⊕
χ
V χ .
Since the underlying (g,K)-module of the G-representation
V := C−ω(∂X, V k(σλ))⊗ F = C−ω(∂X, V k(σλ, πν))
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is admissible and finitely generated V considered as a Z(g)-module is locally finite, and the
sum
C−ω(∂X, V k(σλ, πν)) =
⊕
χ
C−ω(∂X, V k(σλ, πν))
χ .
is finite. Here the Z(g)-action comes from the diagonal G-action. Restricting the attention to
the subalgebra C[Ω] ⊂ Z(g) we get a weaker finite decomposition into generalized eigenspaces
of the Casimir operator
C−ω(∂X, V k(σλ, πν)) =
⊕
κ∈C
C−ω(∂X, V k(σλ, πν))
κ . (70)
The announced application of the translation functor will rest on the the following
Proposition 6.1 Let (πν , F ) be a finite-dimensional irreducible representation of G with high-
est weight ν ∈ h∗+, and let w ∈W 1. Let κF := ‖ν + ρg‖2−‖ρg‖2 be the Casimir eigenvalue on
F . Then for ♯ ∈ {∞, ω}
C−♯(∂X, V +(σwF,λw))
∼= C−♯(∂X, V +(σwC,λw , πν))χF = C−♯(∂X, V +(σwC,λw , πν))κF .
More precisely, for any k ∈ N there are G-equivariant differential operators
Dk,w : C
−ω(∂X, V k(σwF,λw)) → C−ω(∂X, V k(σwC,λw , πν)) ,
Dk,w : C−ω(∂X, V k(σwC,λw , πν)) → C−ω(∂X, V k(σwF,λw))
satisfying
1. Dk,w : C
−ω(∂X, V k(σwF,λw))→ C−ω(∂X, V k(σwC,λw , πν))κF is an isomorphism.
2. Dk,w ◦Dk,w = id.
3. Dk+1,w |C−ω(∂X,V k(σw
F,λw
)) = Dk,w, ̺ ◦Dk+1,w = Dk,w ◦ ̺. The analogous assertions hold
for Dk+1,w.
Proof. The proposition, at least for k = 1, is well-known among representation theorists (see
e.g. [64], Section 5). However, it is more convenient for us to give a direct proof here rather
than to cite all relevant results from several places in the literature.
Similar to the proof of Theorem 3.15 we use the isomorphism of G-bundles
V k(σwC,λw , πν))
∼= V k(σwC,λw ⊗ πν|P ) .
The P -representation W = σw
C,λw
⊗ πν|P has a Jordan-Ho¨lder series
0 =W0 ⊂W1 ⊂ . . . ⊂Wl =W
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such that on each irreducible composition factor Qr := Wr/Wr−1 the group MA acts irre-
ducibly with highest weight of the form
w(ρg) + ρ− ρm+ µr , (71)
where µr is a MA-weight of F . It follows that C
−ω(∂X, V k(σw
C,λw
, πν)) has a composition
series with composition factors Rr isomorphic to the induced representations
IndGP (Qr ⊗Πk) = C−ω(∂X, V k(σrλr )) ,
where σr is a M -representation having highest weight (µr + w(ρg))|t − ρm and λr = −(µr +
w(ρg))|a. Thus Rr has generalized infinitesimal character χµr+w(ρg).
We now assume that Rr has generalized Casimir eigenvalue κF . This means
‖ν + ρg‖2 = ‖µr + w(ρg)‖2 .
We obtain
0 ≤ ‖ν‖2 − ‖µr‖2 = −2〈ν − w−1(µr), ρg〉 . (72)
Since w−1(µr) is a weight of F , too, the difference ν −w−1(µr) is a nonnegative linear combi-
nation of positive roots. Hence the right hand side of (72) cannot be positive. It follows that
µr = w(ν).
We claim that the MA-representation τw,ν with highest weight
w(ρg) + ρ− ρm+ w(ν)
occurs in W exactly once. Indeed, w(ν) is an extremal weight of F , thus it occurs in F with
multiplicity one. Hence τw,ν can occur in W at most with multiplicity one. It remains to show
that w(ρg)+ρ−ρm+w(ν) is in fact a highestMA-weight. If not, then w(ρg)+ρ−ρm+w(ν)+β,
where β is a sum of positive m-roots, would be a highest weight. Since w ∈ W 1 we have for
any positive m-root ε
〈w−1(ε), ρg〉 = 〈ε, w(ρg)〉 > 0 .
Hence w−1(ε) ∈ ∆+, and ν+w−1(β) is not a weight of F . Thus, also w(ν)+β does not occur
in F . Therefore (see (71)) w(ρg) + ρ − ρm + w(ν) + β cannot be a weight of W . The claim
follows.
Summarizing the above discussion we see that exactly one of the composition factors Rr
has generalized Casimir eigenvalue κF , and that this composition factor is isomorphic to
C−ω(∂X, V k(σwF,λw)) which has generalized infinitesimal character χF . It then follows from
(70) that this composition factor occurs as a direct summand of C−ω(∂X, V k(σw
C,λw
, πν)). This
gives the desired isomorphism. In order to finish the proof we have to convince ourself that
this isomorphism is implemented by differential operators Dk,w and D
k,w. Let
Pk : C
−ω(∂X, V k(σwC,λw , πν))→ C−ω(∂X, V k(σwC,λw , πν))
be the projection onto C−ω(∂X, V k(σw
C,λw
, πν))
κF with respect to (70). Since the sum (70)
is finite it is given by the natural action of a certain polynomial of the Casimir operator on
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C−ω(∂X, V k(σw
C,λw
, πν)), and is therefore a differential operator. Let r be such that Rr ∼=
C−ω(∂X, V k(σwF,λw)) as above. By τr and τr−1 we denote the P -representations on Wr and
Wr−1, respectively. Then V
k(τr−1) ⊂ V k(τr) ⊂ V k(σwC,λw , πν), and there is a projection
pk,r : V
k(τr)→ V k(σwF,λw) .
Moreover,
imPk ⊂ C−ω(∂X, V k(τr)) , C−ω(∂X, V k(τr−1)) ⊂ kerPk . (73)
Thus,
Dk,w := pk,r ◦ Pk
is a well-defined G-equivariant differential operator. Choose an embedding
ir : V (σ
w
F,λw)→ V (τr)
such that
p1,r ◦ ir = id .
We set
ik,r = ir ⊗ id : V k(σwF,λw)→ V k(τr) ⊂ V k(σwC,λw , πν)) .
While ik,r need not to be G-equivariant the composition
Dk,w := Pk ◦ ik,r
is G-equivariant because of (73). It is now easily checked that the differential operators Dk,w
and Dk,w enjoy the Properties 1, 2 and 3. This completes the proof of the proposition. ✷
Now let Γ ⊂ G be convex cocompact, and let (ϕ, Vϕ) be a finite-dimensional representation
of Γ. Let Z(g) act on the first factor of
C−ω(∂X, V k(σλ, πν))⊗ Vϕ = C−ω(∂X, V k(σλ, πν ⊗ ϕ)) .
Then
ΓC−∞(Λ, V k(σλ, πν ⊗ ϕ)) ⊂ ΓC−ω(∂X, V k(σλ, πν ⊗ ϕ)) ⊂ C−ω(∂X, V +(σλ, πν ⊗ ϕ))
are Z(g)-submodules. Moreover, using e.g. Lemma 4.18, we see that E+(σλ, πν ⊗ ϕ) and
E+Λ (σλ, πν ⊗ ϕ) are Z(g)-submodules, too. Here, if Γ is cocompact, we set E+(σλ, πν ⊗ ϕ) :=
{0}.
Corollary 6.2 The differential operators Dk,w ⊗ id provide isomorphisms
ΓC−ω(∂X, V k(σwF,λw , ϕ))
∼= ΓC−ω(∂X, V k(σwC,λw , πν ⊗ ϕ))χF ,
ΓC−∞(Λ, V +(σwF,λw , ϕ))
∼= ΓC−∞(Λ, V +(σwC,λw , πν ⊗ ϕ))χF ,
E+(σwF,λw , ϕ)
∼= E+(σwC,λw , πν ⊗ ϕ)χF ,
E+Λ (σ
w
F,λw , ϕ)
∼= E+Λ (σwC,λw , πν ⊗ ϕ)χF .
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Proof. The first isomorphism is obvious. The second one follows from the existence of the left
inverseDk,w which is again a local operator. The third isomorphism is a consequence of Lemma
4.18 and Property 3 of the operators Dk,w and D
k,w. Now the last isomorphism follows, too. ✷
We now return to our assumption X = RHn, i.e., G = Spin(1, n) or G = SO(1, n)0. The
generating set of simple reflections {sε | ε ∈ Π}, where Π ⊂ ∆+ is the set of simple roots,
determines a length function on W (gC, hC). If n is even, then
W 1 = {w0, w1, . . . , wn−1} ,
where wi is the unique element of length i in W
1. For odd n we have
W 1 = {w0, . . . , wn−3
2
, w+, w−, wn+1
2
, . . . , wn−1} ,
where wi and w± have length i and
n−1
2 , respectively. We abbreviate
µp := µw, λp := λw, σ
p
F,λp
:= σwF,λw , where w = wn−1−p , (74)
µ± := µw, λ± := λw, σ
±
F,λ±
:= σwF,λw , where w = w∓ . (75)
Occasionally, we will also need a representation associated to p = n−12 . We set
σ
n−1
2
F,λn−1
2
:= σ+F,λ+ ⊕ σ−F,λ− .
We would like to write down things more explicitly. First let n be even. In standard
coordinates a∗ ⊕ it∗ ∼= R⊕ Rn−22 with standard basis e0, e1, . . . , en−2
2
we have
Π = {ei−1 − ei | i = 1, . . . , n− 2
2
} ∪ {en−2
2
} ,
h∗+ = {(m0, . . . ,mn−2
2
) |m0 ≥ m1 ≥ . . . ≥ mn−2
2
≥ 0} ,
t∗+ = {(m1, . . . ,mn−2
2
) |m1 ≥ m2 ≥ . . . ≥ mn−2
2
≥ 0} ,
ρg = (
n− 1
2
,
n− 3
2
, . . . ,
1
2
) .
The Weyl group W (gC, hC) consists of permutations of the coordinates composed with an
arbitrary number of sign chances. For 0 ≤ p ≤ n−22 we have
wp(m0, . . . ,mn−2
2
) = (mp,m0, . . . ,mp−1,mp+1, . . . ,mn−2
2
) ,
wn−1−p(m0, . . . ,mn−2
2
) = (−mp,m0, . . . ,mp−1,mp+1, . . . ,mn−2
2
) .
Associated to a highest weight ν = (m0, . . . ,mn−2
2
) we get for 0 ≤ p ≤ n−22
µp = (m0 + 1,m1 + 1, . . . ,mp−1 + 1,mp+1, . . . ,mn−2
2
) = µn−1−p ,
λp = ρ+ (mp − p)α , λn−1−p = −λp .
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Let now n be odd. In standard coordinates a∗ ⊕ it∗ ∼= R ⊕ Rn−12 with standard basis
e0, e1, . . . , en−1
2
we have
Π = {ei−1 − ei | i = 1, . . . , n− 1
2
} ∪ {en−3
2
+ en−1
2
} ,
h∗+ = {(m0, . . . ,mn−1
2
) |m0 ≥ . . . ≥ mn−3
2
≥ |mn−1
2
|} ,
t∗+ = {(m1, . . . ,mn−1
2
) |m1 ≥ . . . ≥ mn−3
2
≥ |mn−1
2
|} ,
ρg = (
n− 1
2
,
n− 3
2
, . . . , 0) .
The Weyl groupW (gC, hC) consists of permutations of the coordinates composed with an even
number sign chances. For 0 ≤ p ≤ n−32 we have
wp(m0, . . . ,mn−1
2
) = (mp,m0, . . . ,mp−1,mp+1, . . . ,mn−1
2
) ,
w+(m0, . . . ,mn−1
2
) = (mn−1
2
,m0, . . . ,mn−3
2
) ,
w−(m0, . . . ,mn−1
2
) = (−mn−1
2
,m0, . . . ,mn−5
2
,−mn−3
2
) ,
wn−1−p(m0, . . . ,mn−1
2
) = (−mp,m0, . . . ,mp−1,mp+1, . . . ,mn−3
2
,−mn−1
2
) .
Associated to a highest weight ν = (m0, . . . ,mn−1
2
) we get for 0 ≤ p ≤ n−32
µp = (m0 + 1,m1 + 1, . . . ,mp−1 + 1,mp+1, . . . ,mn−3
2
,−mn−1
2
) , λp = ρ+ (mp − p)α ,
µ± = (m0 + 1,m1 + 1, . . . ,mn−5
2
+ 1,∓(mn−3
2
+ 1)) , λ± = ±mn−1
2
α ,
µn−1−p = (m0 + 1,m1 + 1, . . . ,mp−1 + 1,mp+1, . . . ,mn−1
2
) , λn−1−p = −λp .
In particular, the P -representations considered in Section 5 are associated to the trivial G-
representation:
σp
C,λp
= σpρ−pα , σ
±
C,λ±
= σ∓0 . (76)
As a next step we want to apply the translation functor to the complex (59). Indeed,
replacing there ϕ by πν ⊗ ϕ we obtain a complex of Z(g)-modules which decomposes into
generalized Z(g)-eigenspaces. Taking the component with generalized infinitesimal character
χF and applying Proposition 6.1 we obtain the complex
0→ ΓC−ω(∂X, V (σ0F,λ0 , ϕ))
d0F−→ ΓC−ω(∂X, V (σ1F,λ1 , ϕ))
d1F−→ (77)
. . .
dn−2F−→ ΓC−ω(∂X, V (σn−1F,λn−1 , ϕ))
dn−1F−→ Γ(F ⊗ Vϕ)→ 0 ,
where for p < n − 1 the operator dpF = D1,wn−1−p ◦ d ◦ D1,wn−1−p is a differential operator
while dn−1F = D
1,w0 ◦ ∫∂X ◦D1,w0 can be identified with a multiple of the intertwining operator
Jˆσn−1F ,λn−1
if one considers F ⊗Vϕ as sitting in C−ω(∂X, V (σ0F,λ0 , ϕ)). For trivial Γ (and ϕ) the
complex (77) is exact and appears in the literature under various names like BGG-resolution
or Zˇelobenko complex (see e.g. [71], [5], [40]). By ZpF (ϕ) and Z
p
F,Λ(ϕ) we denote the spaces of
p-cocycles of (77) and of p-cocycles supported on the limit set, respectively.
Now we can state the second main theorem of the paper. Recall that by convention
E+(σλ, π ⊗ ϕ) = {0} for cocompact Γ.
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Theorem 6.3 Let (π, F ) be an irreducible finite-dimensional representation of G, and let
(ϕ, Vϕ) an irreducible representation of Γ. There are surjections
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)) →
Hp(Γ, F ⊗ Vϕ), ΓC−∞(Λ, V +(σ±F,λ± , ϕ)) → H
n+1
2 (Γ, F ⊗ Vϕ). If Γ is not cocompact or ϕ is
unitary, then we have the following isomorphisms
Hp(Γ, F ⊗ Vϕ) ∼= ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))/E+Λ (σ
n−p
F,λn−p
, ϕ) , p = 1, . . . , n , p 6= n+ 1
2
,
H
n+1
2 (Γ, F ⊗ Vϕ) ∼= ΓC−∞(Λ, V +(σ±F,λ± , ϕ))/E+Λ (σ±F,λ± , ϕ) .
Moreover, we have
k+(σ
n−p
F,λn−p
, ϕ) ≤ k−(σn−pF,λn−p , ϕ) + 1 ,
k+(σ
±
F,λ±
, ϕ)) ≤ k−(σ±F,λ± , ϕ)) + 1 .
If ϕ is unitary and p ≥ n+12 , then k−(σn−pF,λn−p , ϕ) = 0 and
Hp(Γ, F ⊗ Vϕ) ∼=
{
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)) = UΛ(σ
n−p
F,λn−p
, ϕ) , p > n+12
ΓC−∞(Λ, V +(σ±F,λ± , ϕ)) = UΛ(σ
±
F,λ±
, ϕ) , p = n+12
(78)
∼= Zn−pF,Λ (ϕ) . (79)
If ϕ is unitary and p = n2 , then k+(σ
n−p
F,λn−p
, ϕ) ≤ max{k−(σn−pF,λn−p , ϕ), 1} and
Hp(Γ, F ⊗ Vϕ) ∼= Zn−pF,Λ (ϕ) . (80)
If, in addition, Γ is cocompact, then we have for all p
Hp(Γ, F ⊗ Vϕ) ∼= Zn−pF,Λ (ϕ) ∼= ZpF,Λ(ϕ) .
Proof. If (ψ, Vψ) is a finite-dimensional representation of Γ, then we denote by E˜(ψ) the
flat vector bundle X × Vψ over X. It carries a G action (x, v) 7→ (gx, v) and a Γ-action
(x, v) 7→ (γx, ψ(γ)v). We equip the de Rham complex Ω∗(Y,E(π ⊗ ϕ)) ∼= ΓΩ∗(X, E˜(π ⊗ ϕ))
with the Z(g)-action induced by the tensor product G-action on
Ω∗(X, E˜(ϕ)) ⊗ F ∼= Ω∗(X, E˜(π ⊗ ϕ)) . (81)
This induces a Z(g)-module structure on Hp(Γ, F ⊗ Vϕ) ∼= Hp(Y,E(π ⊗ ϕ)). Then the iso-
morphisms in Theorem 5.5 (with ϕ replaced by π⊗ϕ) become isomorphisms of Z(g)-modules.
Now, by general principles, Z(g) acts on Hp(Γ, F ⊗ Vϕ) by the infinitesimal character χF .
In order to see this we look at the category of (C[Γ],Z(g))-bimodules. Taking Γ-invariants
defines a left exact functor from this category to the category of Z(g)-modules. Its right
derived functors coincide with Hp(Γ, .), but now provide also Z(g)-module structures on the
cohomology groups. We want to study the Z(g)-modules Hp(Γ, F ⊗ Vϕ), where Z(g) acts
on the first factor of F ⊗ Vϕ. For this it is sufficient to look at resolutions of F ⊗ Vϕ by
Γ-acyclic (C[Γ],Z(g))-bimodules. The Γ-modules Ωp(X, E˜(π⊗ϕ)) are acyclic by [14], Lemma
2.4. Taking Γ-invariants identifies the cohomology of Ω∗(Y,E(π ⊗ ϕ)) with H∗(Γ, F ⊗ Vϕ) as
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a Z(g)-module. There is a second Z(g)-module structure on this de Rham complex coming
from the G-action on the second factor in (81) which gives rise to a resolution of F ⊗ Vϕ, too.
It follows that Z(g) acts on H∗(Γ, F ⊗ Vϕ) by χF .
At least for noncocompact Γ the theorem, except for (80), now follows from Corollary
6.2 by taking the components with generalized infinitesimal character χF of all the spaces
appearing in Theorem 5.5. For cocompact Γ we use Proposition 5.6 instead. That in case
of unitary ϕ the resulting surjection is an isomorphism follows from classical Hodge theory
with respect to the Laplacian associated to a so called admissible scalar product on F . This
Laplacian coincides with the action of −Ω + κF (see [11], Chapter II, §2, for all that), thus
acts by zero on the relevant spaces. These facts will be discussed further in Subsection 7.3 and
Section 9.
It remains to prove (80) for noncocompact Γ. For this we will need a couple of results
which are of interest in their own right.
Lemma 6.4 Let k ∈ N, and let resk : ΓC−ω(∂X, V k(σn−pF,λn−p , ϕ)) → C−ω(B,V kB(σ
n−p
F,λn−p
, ϕ))
be the restriction map. Then ext induces an isomorphism
ek : coker resk
∼=−→ E+Λ (σn−pF,λn−p , ϕ)/̺kΓ
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
.
In particular, if k ≥ k+(σn−pF,λn−p , ϕ), then
coker resk ∼= E+Λ (σn−pF,λn−p , ϕ) .
Proof. Choose l ≥ max{k−(σn−pF,λn−p , ϕ), k}. Let [f ] ∈ coker resk be represented by ρl−kB fl for
some fl ∈ C−ω(B,V lB(σn−pF,λn−p , ϕ)). Then we set
ek([f ]) := ext[l]fl mod̺
k
Γ
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
.
We have to check that ek is well-defined. Assume that
ρl−kB fl = reskψ for some ψ ∈ ΓC−ω(∂X, V k(σn−pF,λn−p , ϕ)) .
Choose fk+l ∈ C−ω(B,V k+lB (σn−pF,λn−p , ϕ)) such that ρkBfk+l = fl. We obtain
ext[l]fl = ext[l](̺
k
Bfk+l) = ̺
k
Γ(ext[l]fk+l) = ̺
k
Γ(ext[l]fk+l − ψ) .
Now res(ext[l]fk+l − ψ) = 0, hence ext[l]fl ∈ ̺kΓ
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
. Thus ek is
well-defined.
Vice versa, assume that
ext[l]fl = ̺
k
Γ(ext[l]fk+l) = ̺
k
Γ(ψ0) for some ψ0 ∈ ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)) .
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Then ψ := ext[l]fk+l − ψ0 ∈ C−∞(∂X, V k(σn−pF,λn−p , ϕ)) and reskψ = fl. Thus ek is injective.
Finally, it follows from Lemma 4.5 that ek is surjective. ✷
Proposition 6.5 Let ϕ be unitary. Then
dimZn−pF,Λ (ϕ) ≥ dimHp(Γ, F ⊗ Vϕ) .
Proof. For p ≥ n+12 we have already shown equality. Thus we can assume p ≤ n2 , in particular
λF,n−p < 0. By Lemma 6.4 we have that for k ≥ k+(σn−pF,λn−p , ϕ)
dim ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)) = dimH
p(Γ, F ⊗ Vϕ) + dim coker resk . (82)
As in the proof of Proposition 4.16, let Jˆ+ : C
−ω(∂X, V +σn−pF,λn−p , ϕ))→ C−ω(∂X, V +(σ
p−1
F,λp−1
, ϕ))
be the intertwining operator induced by Jˆ
σn−pF ,µ
, which is regular at µ = λF,n−p < 0. The
knowledge of the composition factors of C−ω(∂X, V (σn−pF,λn−p)) (see e.g. [25], Ch. 5) gives for
p 6= n+12
Zn−pF (ϕ) =
Γ(ker Jˆ+) .
Thus in view of (82) it is enough to show that
dim Jˆ+
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
≤ dim coker resk . (83)
As in the proof of Theorem 5.5 we see that any element h ∈ ΓC−∞(Λ, V k(σn−pF,λn−p , ϕ)) can be
written as h = ψ − ext[l]fl+1, where ψ ∈ Zn−pF (ϕ) and fl+1 ∈ C−ω(B,V l+1B (σn−pF,λn−p , ϕ)) such
that ̺lBfl+1 = res(ψ). This implies that Jˆ+(h) = −Jˆ+(ext[l]fl+1) ∈ E+(σp−1F,λp−1 , ϕ). Now
E+Λ (σ
p−1
F,λp−1
, ϕ) = {0} by Proposition 4.21, 2. It follows that
Jˆ+
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
∩ ΓC−∞(Λ, V +(σp−1F,λp−1 , ϕ)) = {0}
and thus
dim Jˆ+
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
= dim res ◦ Jˆ+
(
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))
)
.
Since V (σ˜n−pF,λn−p , ϕ˜)) is the complex conjugate of V (σ
n−p
F,λn−p
, ϕ)) and res ◦ Jˆ+ = (res ◦ Jˆ)+
Proposition 4.17 now implies that the dimension on the right hand side does not exceed
dim coker resk. This proves (83), and hence the proposition. ✷
Lemma 6.6 Let ϕ be unitary and n be even. Then
Z
n
2
F,Λ(ϕ) ∩E1Λ(σ
n
2
F,λn
2
, ϕ) = {0} .
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Proof. The lemma relies on the fact that the G-representation ker d
n
2
F ⊂ C−∞(∂X, V (σ
n
2
F,λn
2
)) is
the direct sum of the distribution globalization of the two irreducible discrete series represen-
tations having infinitesimal character χF (see e.g. [25], Ch. 5). Thus we can exploit unitarity
in a similar way as for the corresponding assertions for p ≥ n−12 .
If F has highest weight (m0,m1, . . . ,mn−2
2
), then σ
n
2
F has highest weight (m0 + 1,m1 +
1, . . . ,mn−4
2
+ 1). We consider the K-representation γ = γ+ ⊕ γ−, where γ± has high-
est weight (m0 + 1,m1 + 1, . . . ,mn−4
2
+ 1,±(mn−2
2
+ 1)). Let G¯ be the group SO(1, n) or
its double cover, respectively, having two connected components. Consider also the corre-
sponding groups K¯ and M¯ . Then M¯ ∼= M × Z2. Letting the Z2-factor act trivially we
obtain an M¯ -action on V
σ
n
2
F
. Thus C−∞(∂X, V k(σ
n
2
F,λn
2
)), ker d
n
2
F ⊂ C−∞(∂X, V (σ
n
2
F,λn
2
, ϕ))
become G¯-representations. Then ker d
n
2
F is the unique irreducible G¯-subrepresentation of
C−∞(∂X, V (σ
n
2
F,λn
2
)). The representation of K on Vγ can be uniquely extended to a K¯ repre-
sentation such that dimHomM¯ (Vσ
n
2
F
, Vγ) = 1.
Let 0 6= T ∈ HomM¯ (Vσ n2F
, Vγ). There is a corresponding Poisson transform
P T := P T
σ
n
2
F,λn
2
: C−ω(∂X, V (σ
n
2
F,λn
2
))→ C∞(G,Vγ)K ,
which becomes G¯-equivariant. Since the K¯-type γ occurs in ker d
n
2
F , it is injective.
Let Φ ∈ ZpF (ϕ), f ∈ ΓC−∞(∂X, V 2(σ
n
2
F,λn
2
, ϕ)) such that ̺Γf ∈ ZpF (ϕ) and res(Φ) and
res(f) are smooth. We claim that P TΦ, P T̺Γf ∈ [L2(Γ\G,ϕ) ⊗ Vγ ]K and that there is a
non-zero constant c such that
(P TΦ, P T̺Γf) = c(res(Φ), res(Jˆ2f))B . (84)
Here Jˆ2 : C
−∞(∂X, V 2(σ
n
2
F,λn
2
, ϕ)) → C−∞(∂X, V 2(σ
n
2
F,−λn
2
, ϕ)) is the intertwining operator
induced by the family Jˆ
σ
n
2
F ,µ
as in the proof of Proposition 4.16, and (., .)B is the natural
sesqui-linear pairing between C∞(B,VB(σ
n
2
F,λn
2
, ϕ)) and C−∞(B,VB(σ
n
2
F,−λn
2
, ϕ)). Since ρΓf ∈
ZpF (ϕ) ⊂ ker Jˆσ n2F ,λn2
we have Jˆ2f ∈ C−∞(∂X, V 1(σ
n
2
F,−λn
2
, ϕ)).
If Φ ∈ ZpF,Λ(ϕ)∩E1Λ(σ
n
2
F,λn
2
, ϕ), then Φ = ext[k−+1]φ for some φ ∈ C∞(B,V k−+1(σ
n
2
F,λn
2
, ϕ)),
thus Φ = pΓf for f = ext[k−]φ. Assuming (84) we obtain ‖P TΦ‖2 = c(0, res(Jˆ2f))B = 0,
hence Φ = 0. This implies the lemma.
It remains to prove (84). Since ker d
n
2
F consists of discrete series representations and has
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infinitesimal character χF we obtain for smooth ψ ∈ ker d
n
2
F
P Tψ(ka) = a
λn
2
−ρ
ψ˜(k) +O(a
λn
2
−ρ−ε
) ,
where ψ˜ is some smooth Vγ-valued function on K. Note that λn
2
< 0. The map ψ 7→ T ∗ψ˜
is a G¯-intertwining operator from the smooth vectors in ker d
n
2
F to C
∞(∂X, V (σ
n
2
F,λn
2
)). Since
ker d
n
2
F is the unique irreducible G¯-subrepresentation of C
∞(∂X, V (σ
n
2
F,λn
2
)) we conclude that
T ∗ψ˜ is a multiple of ψ. We obtain as in [21], Lemma 6.2, 3, that for kM ∈ Ω
P TΦ(ka) = a
λn
2
−ρ
Φ˜(k) +O(a
λn
2
−ρ−ε
)
with T ∗Φ˜ a constant multiple of res(Φ). As in Section 5, P T can be extended to
C−ω(∂X, V 2(σ
n
2
F,λn
2
)), and for kM ∈ Ω
P T f(ka) = a
−λn
2
−ρ
T Jˆ2f(k) +O(a
−λn
2
−ρ−ε
) .
Since (Ω−κF )P T f is a constant multiple of P T̺Γf we can use Green’s formula as in the proof
of [21], Prop. 10.4, in order to conclude (84). ✷
Lemma 6.6 implies that the map Z
n
2
F,Λ(ϕ) → H
n
2 (Γ, F ⊗ Vϕ) is injective. On the other
hand dimZ
n
2
F,Λ(ϕ) ≥ H
n
2 (Γ, F ⊗ Vϕ) by Proposition 6.5. Thus the map is also surjective. This
finishes the proof of (80). ✷
That the cohomology groups Hp(Γ, F ) should be representable by currents on the limit
set was conjectured by Patterson [57]. As explained in the introduction, he suggested that, at
least for trivial ϕ, the isomorphism (79), which we have now proved for p ≥ n2 , should be true
for all p. What we can say in general is the following
Corollary 6.7 If ϕ is unitary and extµ is regular at µ = λF,n−p, i.e. k−(σ
n−p
F,λn−p
, ϕ) = 0, then
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)) = Z
n−p
F,Λ (ϕ)
∼= Hp(Γ, F ⊗ Vϕ) .
Proof. By assumption E+Λ (σ
n−p
F,λn−p
, ϕ) = {0}. This implies injectivity of the map
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))→ Hp(Γ, F ⊗ Vϕ) .
We now apply Proposition 6.5. ✷
However, the map Zn−pF,Λ (ϕ)→ Hp(Γ, F ⊗Vϕ) is not injective in general. Let n be odd, and
let Γ be such that B is disconnected (this happens for example for cocompact subgroups of
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SO(1, n − 1)0 considered as a subgroup of SO(1, n)0). Let f ∈ C∞(B,V (1ρ)) be the charac-
teristic function of one connected component. The residue Dρ of Jˆλ at λ = ρ is a differential
operator. Its kernel is the one-dimensional space of constant functions while its image is equal
to ker Jˆ−ρ. Thus 0 6= h := Dρ(extρf) ∈ Zn−1Λ . Choosing a family fµ ∈ C∞(B,V (1µ)) such
that fρ = f we obtain a family hν := −Jˆ−ν ◦ ext−νf−ν ∈ ΓM1−ρC−∞(∂X, V (1.)) such that
ev(hν) = h. Thus h ∈ E1Λ(1−ρ) by Corollary 4.15 and hence maps to zero in H1(Γ,C). Using
embedding we also get examples for all even n > 2. In spite of Lemma 6.5 we do not know
whether the map Zn−pF,Λ (ϕ)→ Hp(Γ, F ⊗ Vϕ) is surjective in general.
We have the following dimension formulas.
Corollary 6.8 Assume that Γ is not cocompact. Then
dim ΓC−∞(Λ, V k(σn−pF,λn−p , ϕ)) = dimH
p(Γ, F ⊗ Vϕ)
+dim
[
E+Λ (σ
n−p
F,λn−p
, ϕ)/̺kΓ
(
ΓC−∞(Λ, V (σn−pF,λn−p , ϕ))
)]
= dimHp(Γ, F ⊗ Vϕ) + dim coker resk . (85)
Here resk :
ΓC−ω(∂X, V k(σn−pF,λn−p , ϕ))→ C−ω(B,V kB(σ
n−p
F,λn−p
, ϕ)) is the restriction map.
Proof. Let ̺Λ be the map induced by ̺Γ on
ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ)). Since im̺
k
Λ ⊂
E+Λ (σ
n−p
F,λn−p
, ϕ) (see (69)) we obtain by Theorem 6.3
dim ΓC−∞(Λ, V k(σn−pF,λn−p , ϕ)) = dimker ̺
k
Λ
= dim coker̺kΛ
= dim ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))/E
+
Λ (σ
n−p
F,λn−p
, ϕ)
+dimE+Λ (σ
n−p
F,λn−p
, ϕ)/im ̺kΛ
= dimHp(Γ, F ⊗ Vϕ) + dimE+Λ (σn−pF,λn−p , ϕ)/im ̺kΛ .
Equation (85) is now a consequence of Lemma 6.4. ✷
In [17] we obtained for n = 2 by different methods that
dim ΓC−∞(Λ, V (1−ρ−lα)) =
{
dimH1(Γ, F2l+1) + 1 Γ elementary
dimH1(Γ, F2l+1) else
. (86)
Here l ∈ N0, and Fk is the irreducible SL(2,R)-representation of dimension k. In that paper
no natural map ΓC−∞(Λ, V (1−ρ−lα))→ H1(Γ, F2l+1) was studied. This map is now provided
by Theorem 6.3. By (80) it is bijective when restricted to Z1F2l+1,Λ(1). Now (86) implies that
for non-elementary Γ we have
ΓC−∞(Λ, V (1−ρ−nα)) = Z
1
F2l+1,Λ
(1) . (87)
In fact, (87) has been proved directly by topological considerations in [17], Lemma 5.2.
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Corollary 6.9 If n = 2 and Γ is non-elementary, then for all k ∈ 12N the extension map
extλ : C
−ω(B,VB(1λ))→ ΓC−ω(∂X, V (1λ))
is regular at λ = −kα.
Proof. If k is an integer, then ΓC−∞(Λ, V (1−kα)) = {0} by [17], Proposition 4.3. If k ∈ 12 +N,
then E1Λ(1−kα) = {0} by (87) and Lemma 6.6. Thus in any case E+Λ (1−kα) = {0}. ✷
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7 Applications and related results
7.1 Vanishing results
Let Γ be a nontrivial torsion-free convex cocompact subgroup acting on RHn. We define the
real number dΓ ∈ [0, n − 1] by δΓ + ρ = dΓα. Now Theorem 5.5 combined with the vanishing
result Corollary 4.13 has the immediate
Corollary 7.1 Let (ϕ, Vϕ) be a finite-dimensional unitary representation of Γ. Then
Hp(Γ, Vϕ) = {0} for all p > dΓ + 1 .
Proof. Indeed, if p > dΓ + 1, then (p− 1)α − ρ > δΓ. ✷
This result is neither new nor the best possible. By the celebrated result of Patterson [56]
and Sullivan [65] the number dΓ is equal to the Hausdorff dimension of the limit set Λ. Using
this and methods from algebraic topology Izeki [38] proved
Proposition 7.2 ([38], Prop. 4.13) The cohomological dimension of Γ is at most dΓ + 1.
In particular, for any (not necessarily finite-dimensional) representation (ϕ, Vϕ) of Γ we have
Hp(Γ, Vϕ) = {0} for all p > dΓ + 1 .
Nevertheless, it seems to be interesting that this topological statement has an analytic
proof at least in the interesting case of the trivial Γ-representation which, moreover, does not
use the relation between the critical exponent and the Hausdorff dimension of the limit set.
We remark (compare [38], Thm. 4.15) that in view of the exact sequence
. . .→ Hp(Y )→ Hp(B)→ Hp+1(Y¯ , B)→ . . .
Proposition 7.2 as well as Corollary 7.1 combined with Poincare´-Lefschetz duality implies
Nayatani’s vanishing theorem [52]
Hp(B) = 0 for all p ∈ (dΓ + 1, n− 2− dΓ) .
This yields a cohomology free region if δΓ < −α for odd n and δΓ < −32α for even n.
We can sharpen Proposition 7.2 for Γ-representations of the form F⊗Vϕ, where ϕ is unitary
and F is a finite-dimensional representation of G.
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Proposition 7.3 Let F be an irreducible finite-dimensional representation with highest weight
(m0,m1, . . . ,m[n−1
2
]) as in Section 6. Set
pF := min{i |mi = 0} ∈
{
0, 1, . . .
[
n+ 1
2
]}
(for this definition we set mi = 0 for i > [
n−1
2 ]). Let (ϕ, Vϕ) be a finite-dimensional unitary
representation of Γ. Then
Hp(Γ, F ⊗ Vϕ) = {0} for all p > min{dΓ + 1, n− pF } .
If Γ is cocompact, then Hp(Γ, F ⊗ Vϕ) 6= {0} only if p ∈ [pF , n− pF ].
Proof. Let p = n−k, where k < pF . Thenmk 6= 0. We look at the associatedM -representation
σkF with highest weight µk = (m˜1, . . . , m˜[n−1
2
]) and the associated element λk ∈ a∗ introduced
in Section 6. Before Proposition 4.24 we assigned to σkF an element λσkF
∈ a∗ which specifies
the end of the corresponding complementary series. If k = n−12 we replace the index k by
sign(mk) ∈ {±}. If k = 0, then λk = ρ+m0 > ρ ≥ λσkF . If k ≥ 1, then |m˜k| = mk−1 + 1 6= 0.
It follows that λσkF
≤ ρ− kα < ρ+ (|mk| − kα) = λk. In any case λk > λσkF . Proposition 4.24
now yields ΓC−∞(Λ, V +(σkF,λk , ϕ)) = {0}. Hence Hp(Γ, F ⊗ Vϕ) = {0} by Theorem 6.3.
That Hp(Γ, F ⊗ Vϕ) vanishes for p > dΓ + 1 is clear from Proposition 7.2. Note, however,
that for δΓ ≥ −α2 it is not necessary to refer to Proposition 7.2. Indeed, in this case p > dΓ+1
implies p ≥ n+12 which yields
λn−p ≥ ρ− (n− p)α = (p − 1)α− ρ > δΓ .
It again follows that ΓC−∞(Λ, V +(σkF,λk , ϕ)) = {0} = Hp(Γ, F ⊗ Vϕ). ✷
Note that the above proof relies on two essential facts. First, that the cohomology in degrees
p ≥ n+12 is related to a specific irreducible representation Iσ
n−p
F ,λn−p of G with infinitesimal
character χF , and second, that the cohomology can only be non-zero if I
σn−pF ,λn−p is unitary.
The point is that one precisely knows the parameters, where this happens.
For cocompact Γ the result has been known before. This case is usually investigated in the
framework of (g,K)-cohomology of irreducible unitary Harish-Chandra modules (see [11], [68],
Ch. 9, in particular Theorem 9.5.8, [67]; compare Section 9). For cocompact Γ and generic F ,
i.e. mi 6= 0 for all i, the proposition means that the cohomology is concentrated in the middle
degree or vanishes, if n is even or odd, respectively.
7.2 Cohomology with compact support
As in the Section 5 we consider a hyperbolic manifold Y = Γ\RHn, where Γ is convex cocom-
pact, and a finite-dimensional Γ-representation (ϕ, Vϕ). Here we want to relate the cohomology
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with compact support Hpc (Y,E(ϕ)) with invariant currents supported on the limit set. Note
that E(ϕ) extends naturally to Y¯ : E(ϕ) := Γ\((X ∪ Ω) × Vϕ). We use the identification
Hpc (Y,E(ϕ)) ∼= Hp(Y¯ , B,E(ϕ)), where Hp(Y¯ , B,E(ϕ)) denotes the relative cohomology of
Y¯ with respect to its boundary B. For simplicity we only treat the case of even n. In
this case the complex (59) computes Hp(Y,E(ϕ)) ∼= Hp(Y¯ , E(ϕ)). Thus res induces a map
resp : H
p(Y,E(ϕ)) → Hp(B,E(ϕ)). One expects that resp coincides with the natural map
i∗p : H
p(Y¯ , E(ϕ))→ Hp(B,E(ϕ)) induced by the embedding B →֒ Y¯ . This is indeed the case,
see Proposition 7.5. Thus the cohomology of the complex of kernels of res, i.e.
(Γ[Ω∗−∞(Λ) ⊗ Vϕ], d) completed by ΓVϕ ,
should be related to Hp(Y,B,E(ϕ)). We will clarify this relation in Proposition 7.6. That
these two cohomology groups are not isomorphic in general is caused by the lack of surjectivity
of res. However, for unitary ϕ and p ≤ n2 they are isomorphic.
For any Γ-module V we denote by C∗ΓV the standard group cohomology complex:
CpΓV := {f : Γp+1 → V | f(γγ0, . . . , γγp) = γf(γ0, . . . , γp)}
with differential
∂pf(γ0, . . . , γp+1) =
p+1∑
i=0
(−1)if(γ0, . . . , γˆi, . . . , γp+1) .
Then Hp(C∗ΓV ) = H
p(Γ, V ). If V ∗ is a complex of Γ-modules, then C∗ΓV
∗ should denote the
total complex of the arising double complex. There is a natural embedding of complexes
c : ΓV ∗ →֒ C∗ΓV ∗
sending ΓV p to the constant functions in C0ΓV
p. If V ∗ is a complex of acyclic Γ-modules, then
c is a quasi-isomorphism. If Φ : V ∗ → W ∗ is a quasi-isomorphism of complexes of Γ-modules,
then CΓΦ : C
∗
ΓV
∗ → C∗ΓW ∗ is a quasi-isomorphism, too.
We will denote the completed de Rham complex (compare (59))
0→ Ω0−ω(∂X) d−→ Ω1−ω(∂X) d−→ . . . d−→ Ωn−1−ω (∂X)
∫
∂X−→ C→ 0
by Ω˙∗−ω(∂X).
Lemma 7.4 The embedding c : Γ(Ω˙∗−ω(∂X)⊗Vϕ)→ C∗Γ(Ω˙∗−ω(∂X)⊗Vϕ) is a quasi-isomorphism.
Proof. Since the Γ-modules Ωp(X) ⊗ Vϕ are acyclic ([14], Lemma 2.4), the embedding
cX :
Γ(Ω∗(X)⊗ Vϕ) = Ω∗(Y,E(ϕ)) →֒ C∗Γ(Ω∗(X)⊗ Vϕ)
is a quasi-isomorphism. As already noted, by Theorem 5.1 suitably normalized Poisson trans-
forms define a quasi-isomorphisms
P : Ω˙∗−ω(∂X)⊗ Vϕ → Ω∗(X) ⊗ Vϕ ,
ΓP : Γ(Ω˙∗−ω(∂X) ⊗ Vϕ) → Ω∗(Y,E(ϕ)) .
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In particular, CΓP : C
∗
Γ(Ω˙
∗
−ω(∂X) ⊗ Vϕ)→ C∗Γ(Ω∗(X) ⊗ Vϕ) is a quasi-isomorphism, too. We
have CΓP ◦ c = cX ◦ ΓP . It follows that c is a quasi-isomorphism. ✷
The precise normalization of the Poisson transform P : Ω˙∗−ω(∂X) ⊗ Vϕ → Ω∗(X) ⊗ Vϕ is
given as follows. For p = 0, . . . , n− 1 set cp := (n−1)(n−3)...(n−2p+1)(n−1)(n−2)...(n−p) . Then
P|Ωp(X)⊗Vϕ := cpPp,ρ−pα ⊗ id , p = 0, 1, . . . , n− 1 ; P|Ω˙n(X)⊗Vϕ := cn−1
1− n
|α|n volX ⊗ id .
Proposition 7.5 We consider the embeddings i : B → Y¯ and j : Y → Y¯ and the restriction
map res : Γ(Ω˙∗−ω(∂X)⊗Vϕ)→ Ω∗−ω(B,E(ϕ)). Here res is defined to be zero on Ω˙n−ω(∂X)⊗Vϕ).
Then the following diagram commutes
Hp
(
Γ(Ω˙∗−ω(∂X)⊗ Vϕ)
)
(ΓP )p−→ Hp(Y,E(ϕ))
↑ j∗p
↓resp Hp(Y¯ , E(ϕ))
↓ i∗p
Hp
(
Ω∗−ω(B,E(ϕ))
)
= Hp(B,E(ϕ))
.
(ΓP )p and j
∗
p are isomorphisms.
Proof. We also consider the embeddings I : Ω → X ∪ Ω and J : X → X ∪ Ω. Vϕ can be
embedded as the subcomplex of constant 0-forms into any Vϕ-valued de Rham complex. In
particular, the embeddings Vϕ →֒ Ω∗(X)⊗Vϕ, Vϕ →֒ Ω∗(X ∪Ω)⊗Vϕ, and Vϕ →֒ Ω˙∗(∂X)⊗Vϕ
are quasi-isomorphisms. We look at the following diagram
Ω∗(Y,E(ϕ))
ΓP←− Γ(Ω˙∗−ω(∂X)⊗ Vϕ) res−→ Ω∗−ω(B,E(ϕ))
↓ c ↓ cB
↓ cX C∗Γ(Ω˙∗−ω(∂X) ⊗ Vϕ)
CΓresΩ−→ C∗Γ(Ω∗−ω(Ω)⊗ Vϕ)
ւCΓP ↑ ր
C∗Γ(Ω
∗(X)⊗ Vϕ) ←− C∗ΓVϕ ↑
տ CΓJ∗ ↓ ց
↑ cX C∗Γ(Ω∗(X ∪ Ω)⊗ Vϕ)
CΓI
∗−→ C∗Γ(Ω∗(Ω)⊗ Vϕ)
↑ c ↑ cB
Ω∗(Y,E(ϕ))
j∗←− Ω∗(Y¯ , E(ϕ)) i∗−→ Ω∗(B,E(ϕ))
. (88)
Using Lemma 7.4 and the Γ-acyclicity of Ωp(X) ⊗ Vϕ, Ωp(X ∪ Ω) ⊗ Vϕ, Ωp(Ω) ⊗ Vϕ ([14],
Lemma 2.4), and Ωp−ω(Ω) ⊗ Vϕ (Lemma 8.8 below) we see that all vertical arrows and all
arrows pointing to the left are quasi-isomorphisms. The left and the right column induce the
identity on Hp(Y,E(ϕ)) and Hp(B,E(ϕ)), respectively. The proposition now follows from the
observation that all subdiagrams of (88) commute. ✷
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The image im res of the restriction map res : Γ(Ω˙∗−ω(∂X) ⊗ Vϕ) → Ω∗−ω(B,E(ϕ)) is a
subcomplex of Ω∗−ω(B,E(ϕ)). Let coker res denote the corresponding quotient complex.
Proposition 7.6 The cohomology of the finite-dimensional complex Γ(Ω˙∗−∞(Λ) ⊗ Vϕ) of in-
variant currents supported on the limit set fits into the following long exact sequence:
. . . → Hp−2(coker res) δ−→ Hp(Γ(Ω˙∗−∞(Λ)⊗ Vϕ))→ Hp(Y¯ , B,E(ϕ)) → Hp−1(coker res)
δ−→ Hp+1(Γ(Ω˙∗−∞(Λ)⊗ Vϕ))→ . . . .
The map δ can be described as follows. Let [η] ∈ Hp−2(coker res) be represented by η ∈
Ωp−2−ω (B,E(ϕ)) such that dη = res(ω) for some ω ∈ Γ(Ω˙p−1−ω (∂X) ⊗ Vϕ). Then δ[η] = [dω] ∈
Hp(Γ(Ω˙∗−∞(Λ)⊗ Vϕ)).
Proof. We form the mapping cone (C∗(res), d) which is given by
Cp(res) = Γ(Ω˙p−ω(∂X) ⊗ Vϕ)⊕ Ωp−1−ω (B,E(ϕ)) , d(ω, η) = (dω, res(ω) − dη) .
Proposition 7.5 implies that it is quasi-isomophic to the mapping cone C∗(i∗),
i∗ : Ω∗(Y¯ , E(ϕ)) → Ω∗(B,E(ϕ)). The cohomology of C∗(i∗) is equal to H∗(Y¯ , B,E(ϕ)).
Thus
Hp(C∗(res)) ∼= Hp(Y¯ , B,E(ϕ)) . (89)
We consider the exact sequence of complexes
0→ Γ(Ω˙∗−∞(Λ)⊗ Vϕ))→ C∗(res)→ D∗(res)→ 0 , (90)
where Dp(res) := im resp ⊕ Ωp−1(B,E(ϕ)), d(ω, η) = (dω, ω − dη). It is now easy to check
that the map Dp(res) ∋ (ω, η) 7→ (−1)p[η] ∈ cokerresp−1 defines a quasi-isomorphism between
D∗(res) and (coker res)[1]. This together with (89) and the long exact sequence associated to
(90) implies the proposition. ✷
Let ZpΛ(ϕ) be the space of p-cocycles of
Γ(Ω˙∗−∞(Λ)⊗ Vϕ)) as in Section 5.
Corollary 7.7 If ϕ is unitary and p ≤ n2 , then the map ZpΛ(ϕ) → Hp(Y¯ , B,E(ϕ)) given by
Proposition 7.6 is an isomorphism.
Proof. Proposition 4.21 implies for all q < p that coker resq = 0 and that Γ(Ω˙q−∞(Λ)⊗Vϕ)) =
ZqΛ(ϕ). Thus H
p(Γ(Ω˙∗−∞(Λ)⊗Vϕ))→ Hp(Y¯ , B,E(ϕ)) is an isomorphism and Hp(Γ(Ω˙∗−∞(Λ)⊗
Vϕ)) = Z
p
Λ(ϕ). ✷
For p ≤ n2 and general ϕ one can describe the map ZpΛ(ϕ)→ H∗(Y¯ , B,E(ϕ)) more explic-
itly. The standard relative cohomology complex Ω∗(Y¯ , B,E(ϕ)) for the pair (Y¯ , B) is given
by
Ωp(Y¯ , B,E(ϕ)) := {ω ∈ Ωp(Y¯ , E(ϕ)) | i∗ω = 0} .
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Indeed, the natural embedding Ω∗(Y¯ , B,E(ϕ)) →֒ C∗(i∗) is a quasi-isomorphism. Using the
asymptotic behaviour for a → ∞ of Pp,ρ−pαω(ka), ω ∈ ZpΛ(ϕ), kM ∈ Ω ([14], Lemma 6.2,
Equation (37)) it is not difficult to show that cpPp,ρ−pαω defines an element in Ω
p(Y¯ , B,E(ϕ))
(this is not true for p > n2 ), which is closed and represents the correct cohomology class in
Hp(Y¯ , B,E(ϕ)).
Let (π, F ) be an irreducible finite-dimensional representation of G. Proposition 7.6 in
particular yields a map
rp : Z
p
Λ(π ⊗ ϕ)→ Hp(Y¯ , B,E(π ⊗ ϕ)) .
Corollary 7.8 Let Dπ : Z
p
F,Λ(ϕ) → ZpΛ(π ⊗ ϕ) be the embedding constructed in Proposition
6.1. If n is even, ϕ is unitary, and p ≤ n2 , then
rp ◦Dπ : ZpF,Λ(ϕ)→ Hp(Y¯ , B,E(π ⊗ ϕ))
is an isomorphism.
Proof. By the argument at the beginning of the proof of Theorem 6.3 and since the complex
of sheaves Ω∗−ω(., E(π ⊗ ϕ))χF = C−ω(., VB(σ∗F,λ∗ , ϕ)) on B is a flabby resolution of the sheaf
of parallel sections of E(π ⊗ϕ) on B Proposition 7.5 applied π⊗ ϕ remains true if we replace
Γ(Ω˙∗−ω(∂X)⊗F⊗Vϕ) by (77) and Ω∗−ω(B,E(π⊗ϕ)) by C−ω(B,VB(σ∗F,λ∗ , ϕ)). Thus we can also
replace in Proposition 7.6 the complexes Γ(Ω˙∗−∞(Λ)⊗F ⊗ Vϕ) and coker res by their subcom-
plexes having infinitesimal character χF . Now one can argue as in the proof of Corollary 7.7. ✷
7.3 The Harder-Borel conjecture
Let G be a connected real reductive group, K ⊂ G be a maximal compact subgroup, Γ ⊂ G
be a finitely generated discrete subgroup. Let (π, F ) and (ϕ, Vϕ) be finite-dimensional repre-
sentations of G and Γ, respectively. We assume that F is irreducible, hence has infinitesimal
character χF . If Γ is cocompact, we require ϕ to be unitary. One would like to study the
cohomology groups
Hp(Γ, F ⊗ Vϕ)
by means of complexes of automorphic differential forms. Of course, the de Rham complex
Ω∗(Y,E(π ⊗ ϕ)) := Γ(Ω∗(X) ⊗ F ⊗ Vϕ)
computes these cohomology groups. If Γ is torsion-free, then Y := Γ\X is a manifold, and this
complex is the de Rham complex associated to the flat vector bundle E(π⊗ϕ) as considered in
Section 2. By Selberg’s Lemma (see e.g. [59]) there is always a torsion-free normal subgroup
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Γ0 ⊂ Γ of finite index. Then the finite group Γ/Γ0 acts on the manifold Y0 := Γ0\X, and we
have
Ω∗(Y,E(π ⊗ ϕ)) = Γ/Γ0Ω∗(Y0, E(π ⊗ ϕ)) , (91)
Hp(Γ, F ⊗ Vϕ) = Γ/Γ0Hp(Γ0, F ⊗ Vϕ) . (92)
These equations show that up to an action of a finite group, which is harmless, we are still in
the situation of the preceding sections.
Fix a G-invariant Riemannian metric on X = G/K and an admissible positive definite
scalar product on F : it has to be K-invariant and the Iwasawa a has to act by selfadjoint
endomorphisms. By the usual twisting isomorphism we look at X × F ∼= G ×K F as a G-
homogeneous vector bundle on X which now comes with a G-invariant Hermitian metric. It
induces a Hermitian metric on ΛpT ∗Y ⊗ E(π) and thus gives rise to a codifferential
δ = δF : Ω
p+1(Y,E(π))→ Ωp(Y,E(π))
and a corresponding Laplacian
∆F = δF d+ dδF : Ω
p(Y,E(π)) → Ωp(Y,E(π))
as in Section 2. The codifferential δF can be twisted with the flat connection of E(ϕ)) as in
(7), and we obtain operators
δF : Ω
p+1(Y,E(π⊗ϕ))→ Ωp(Y,E(π⊗ϕ)) , ∆F = δF d+dδF : Ωp(Y,E(π⊗ϕ))→ Ωp(Y,E(π⊗ϕ)) .
A form ω ∈ Ω∗(Y,E(π ⊗ ϕ)) is said to have moderate growth, if for all k ∈ N0 there exist
constants C, r such that with respect to some chosen norm on Vϕ
|∆kFω(x)| ≤ Cerdist(x,eK) .
The G-action on Ω∗(X)⊗F induces an action of the center Z(g) of the universal enveloping
algebra of g on Ω∗(Y,E(π⊗ϕ)). In particular, it makes sense to say that a form has generalized
infinitesimal character. Note that the Casimir operator acts by −∆F + κF . Let us introduce
the following subcomplexes of Ω∗(Y,E(π ⊗ ϕ)):
• Ω∗mg(Y,E(π ⊗ ϕ)) (forms of moderate growth)
• A∗F (Y,E(π ⊗ ϕ)) := Ω∗mg(Y,E(π ⊗ ϕ))χF (automorphic forms)
• A∗F,ch(Y,E(π ⊗ ϕ)) := A∗F (Y,E(π ⊗ ϕ)) ∩ Ω∗(Y,E(π ⊗ ϕ))∆F ,δF (coclosed harmonic au-
tomorphic forms)
Here, as in Section 6, the superscript χF means forms having generalized infinitesimal character
χF . Some comments concerning these definitions are in order. First, the definition of moderate
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growth given here is slightly stronger than the one given in Section 5. This is necessary in
order to make Ω∗mg(Y,E(π ⊗ ϕ)) into a complex. Ω∗(Y,E(π ⊗ ϕ))χF is a subcomplex of
Ω∗(Y,E(π⊗ϕ))(∆F ). This shows that the weaker definition of moderate growth would lead to
the same space of automorphic forms. The Harder-Borel conjecture, following Gaillard [32],
now asserts
Conjecture 7.9 The inclusions A∗F,ch(Y,E(π ⊗ ϕ)) ⊂ A∗F (Y,E(π ⊗ ϕ)) ⊂ Ω∗(Y,E(π ⊗ ϕ))
are quasi-isomorphisms.
For cocompact Γ we observe Ω∗mg(Y,E(π⊗ϕ)) = Ω∗(Y,E(π⊗ϕ)) and thus Conjecture 7.9
is a direct consequence of classical Hodge theory.
The conjecture arose in the work of Harder, Borel and others (see e.g. [8] and the survey
article [63]) on the cohomology of arithmetic subgroups of reductive algebraic groups which is
in fact the most interesting case. Here one usually considers the case of trivial ϕ, only. Indeed,
in this situation (or more generally, if Γ\G has finite volume) A∗F,ch(Y,E(π)) in contrast to
Ω∗(Y,E(π))∆F ,δF is finite-dimensional and carries a lot of additional structure. However, it is
at least of theoretical interest to understand the generality in which statements like Conjecture
7.9 hold. Gaillard [32] formulates and discusses a corresponding conjecture for trivial π and
ϕ, but for a discrete subgroup of an arbitrary connected Lie group.
The most far reaching result concerning Conjecture 7.9 known up to now is the following
Theorem 7.10 (Franke [28]) Let G be reductive algebraic defined over Q, Γ ⊂ G be a con-
gruence subgroup. Let (π, F ) be a rational representation of G. Then the inclusion A∗F (Y,E(π))
⊂ Ω∗(Y,E(π)) is a quasi-isomorphism.
For G of Q-rank one the result was previously obtained by Speh and Casselman, see [24]
for a discussion of the case G = SL(2,R). Compare also Harder’s early results [34]. For
G of general rank it is not known whether the inclusion A∗F,ch(Y,E(π)) ⊂ Ω∗(Y,E(π)) is a
quasi-isomorphism. However, [18], Theorem 6.3 implies
Proposition 7.11 If G has real rank one, Γ ⊂ G has finite covolume, and ϕ is trivial, then
Conjecture 7.9 holds true.
We will shortly discuss the proof of the proposition in order to indicate what kind of results
one could try to prove if one wants to establish Conjecture 7.9. First of all one needs that
Ω∗mg(Y,E(π)) is quasi-isomorphic to Ω
∗(Y,E(π)). This was shown by Borel [7] (compare also
[8], [18], Theorem 5.6, [28], Section 2.3). Now one looks at the image of the Laplacian
∆F = −Ω+ κF : Ωpmg(Y,E(π)) → Ωpmg(Y,E(π)) .
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[18], Theorem 6.3 tells us that it is the orthogonal complement of rapidly decreasing harmonic
forms, which are automatically closed and coclosed. Arguing as in the proof of Theorem 2.1
we find that the complexes Ω∗mg(Y,E(π))(∆F ) and Ω
∗
mg(Y,E(π))∆F ,δF are quasi-isomorphic
to Ω∗mg(Y,E(π)). The rank one assumption now ensures that the action of Z(g) on these
complexes is locally finite. Thus taking the components with generalized infinitesimal character
χF does not change the cohomology (see the proof of Proposition 6.3). This completes the
proof of Proposition 7.11.
One could try to extend this approach to, say, convex cocompact or even geometrically
finite discrete subgroups of rank one Lie groups. It seems to be not too difficult to establish
that Ω∗mg(Y,E(π)) is quasi-isomorphic to Ω
∗(Y,E(π)). However, the determination of the
image of the Laplacian on forms of moderate growth seems to be out of reach in the moment.
The crucial point is to show that the Laplacian has closed range.
However, if G = SO(1, n)0 or G = Spin(1, n) and Γ is convex cocompact, then we can use
Theorem 6.3 and or rather the tools developed for its proof in order to establish Conjecture
7.9.
Theorem 7.12 If G = SO(1, n)0 or G = Spin(1, n) and Γ is convex cocompact, then Con-
jecture 7.9 is true.
For the special case of elementary Γ (and π = ϕ = 1) the theorem was previously obtained
by Delacroix [27]. The proof of the theorem will proceed in several steps. For cocompact Γ
there is nothing to show. We thus assume Γ to be non-cocompact. In view of (91) and (92)
we may also assume Γ to be torsion-free.
We introduce close relatives of the complexes A∗F (Y,E(π⊗ϕ)) and A∗F,ch(Y,E(π⊗ϕ)) which
can be directly investigated by means of Theorem 6.3 and which coincide with the original
ones in case of trivial π. Recall the definitions of the codifferential δˆ and the corresponding
Laplacian ∆ˆ from Section 2. We set
Aˆ∗F (Y,E(π ⊗ ϕ)) := A∗F (Y,E(π ⊗ ϕ)) ∩ Ω∗(Y,E(π ⊗ ϕ))(∆ˆ) ,
Aˆ∗F,ch(Y,E(π ⊗ ϕ)) := A∗F (Y,E(π ⊗ ϕ)) ∩ Ω∗(Y,E(π ⊗ ϕ))∆ˆ,δˆ .
These complexes of automorphic forms are as natural as the corresponding unhatted versions.
We will first prove the analog of Conjecture 7.9 for them (see Propositions 7.14 and 7.17
below).
The following observation holds for any discrete subgroup Γ of a real reductive group G.
Lemma 7.13 The inclusion Aˆ∗F (Y,E(π ⊗ ϕ)) ⊂ A∗F (Y,E(π ⊗ ϕ)) is a quasi-isomorphism.
Proof. ∆ˆ defines a G-invariant differential operator acting on Ω∗(X,E(π)) = Ω∗(X) ⊗ F .
The algebra of G-invariant differential operators acting on a homogeneous vector bundle on
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X is a finitely generated module over Z(g). This implies that C[∆ˆ] acts locally finitely on
Ω∗(X,E(π))χF , thus also on A∗F (Y,E(π⊗ϕ)). As in (70) we obtain a direct sum decomposition
A∗F (Y,E(π ⊗ ϕ)) = Aˆ∗F (Y,E(π ⊗ ϕ))⊕A∗F (Y,E(π ⊗ ϕ))R , (93)
where A∗F (Y,E(π ⊗ ϕ))R is the sum of all generalized eigenspaces of ∆ˆ corresponding to non-
zero eigenvalues. From this the lemma follows easily. ✷
Note that there is no similar simple relation between Aˆ∗F,ch(Y,E(π⊗ϕ)) and A∗F,ch(Y,E(π⊗
ϕ)). In particular, ∆ˆ and δF do not commute, hence ∆ˆ does not act on A∗F,ch(Y,E(π ⊗ ϕ)).
We now return to the case of convex cocompact Γ acting on RHn.
Proposition 7.14 The inclusion Aˆ∗F (Y,E(π⊗ϕ)) ⊂ Ω∗(Y,E(π⊗ϕ)) is a quasi-isomorphism.
Proof. It is clear that this inclusion induces an isomorphism on H0. Let p > 0. Then by
Proposition 5.3 and Proposition 6.1 the space Zp(Aˆ∗F (Y,E(π⊗ϕ))) of p-cocycles of Aˆ∗F (Y,E(π⊗
ϕ)) is isomorphic to ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ)). For l ≥ k−(σ
n−p
F,λn−p
, ϕ)) we set
E+−∞(σ
n−p
F,λn−p
, ϕ) := ext[l]
(
C−∞(B,V +B (σ
n−p
F,λn−p
, ϕ))
)
= E+(σn−pF,λn−p , ϕ) ∩ C−∞(∂X, V +(σ
n−p
F,λn−p
, ϕ)) .
Arguing as in the proof of Theorem 5.5 we find that
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))/E
+
−∞(σ
n−p
F,λn−p
, ϕ) ∼= ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))/E+Λ (σ
n−p
F,λn−p
, ϕ) .
We obtain the following commutative diagram
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))/E
+
−∞(σ
n−p
F,λn−p
, ϕ)
a←− ΓC−∞(Λ, V +(σn−pF,λn−p , ϕ))/E+Λ (σ
n−p
F,λn−p
, ϕ)
↓ b ↓ c
Hp(Aˆ∗F (Y,E(π ⊗ ϕ)))
i−→ Hp(Γ, F ⊗ Vϕ) .
By Theorem 6.3 the map c is an isomorphism. Since a is an isomorphism, b is surjective, and
c = i ◦ b ◦ a, we conclude that i (as well as b) is an isomorphism. The proposition follows. ✷
Proposition 7.14 together with Lemma 7.13 shows that the inclusion A∗F (Y,E(π ⊗ ϕ)) ⊂
Ω∗(Y,E(π ⊗ ϕ)) is a quasi-isomorphism which proves the first half of Theorem 7.12.
Lemma 7.15 E+−∞(σ
n−p
F,λn−p
, ϕ) = ̺Γ
(
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))
)
.
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Proof. We set E′ := ̺Γ
(
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))
)
. As in Lemma 4.18 we obtain for
k ≥ k−(σn−pF,λn−p , ϕ))
E+−∞(σ
n−p
F,λn−p
, ϕ) = ̺kΓ
(
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))
)
⊂ E′ .
On the other hand we have by Corollary 5.4 and Corollary 6.2
E′ ⊂ im̺Γ ∩ C−∞(∂X, V +(σn−pF,λn−p , ϕ)) = E+−∞(σ
n−p
F,λn−p
, ϕ) .
The lemma follows. ✷
Corollary 7.16 Hp(Aˆ∗F (Y,E(π ⊗ ϕ))) ∼= Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))/∆ˆ
(
Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))
)
.
Proof. For p = 0 the assertion is obvious. If p > 0, then the space on the right hand side is
isomorphic to (compare Corollary 5.4)
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))/̺Γ
(
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))
)
,
which in turn is equal to
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))/E
+
−∞(σ
n−p
F,λn−p
, ϕ)
by Lemma 7.15. The latter quotient is isomorphic to Hp(Aˆ∗F (Y,E(π ⊗ ϕ))) via the map b
appearing in the proof of Proposition 7.14. ✷
Proposition 7.17 The inclusion Aˆ∗F,ch(Y,E(π⊗ϕ)) ⊂ Aˆ∗F (Y,E(π⊗ϕ)) is a quasi-isomorphism.
Proof. We first prove injectivity. Let ω ∈ Zp(Aˆ∗F,ch(Y,E(π ⊗ ϕ))) such that [ω] = 0 in
Hp(Aˆ∗F (Y,E(π ⊗ ϕ))). By Corollary 7.16 there exists an element ψ ∈ Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))
such that
ω = ∆ˆψ = d(δˆψ) .
Now δˆψ ∈ Aˆp−1F,ch(Y,E(π ⊗ ϕ)), hence [ω] = 0 in Hp(Aˆ∗F,ch(Y,E(π ⊗ ϕ))).
Y is orientable. Therefore there is a Hodge-∗-operator on Ω∗(Y ). It induces an operator
∗ := ∗ ⊗ idE(π⊗ϕ) : AˆpF (Y,E(π ⊗ ϕ)))→ Aˆn−pF (Y,E(π ⊗ ϕ)))
satisfying
∗2 = (−1)p(n−1)id , δˆ = (−1)p(n−1)+1 ∗ d∗ , ∗∆ˆ = ∆ˆ ∗ .
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Now we can prove surjectivity. Let ω ∈ Zp(AˆpF (Y,E(π⊗ϕ))). We want to find an element
η ∈ Aˆp−1F (Y,E(π⊗ϕ))) such that δˆ(ω−dη) = 0. The element φ = ∗δˆω is exact in Aˆ∗F (Y,E(π⊗
ϕ)). Thus by Corollary 7.16 we have φ = ∆ˆψ for some ψ ∈ Zn+1−p(Aˆ∗F (Y,E(π ⊗ ϕ))). Now
η = (−1)(p−1)(n−1) ∗ ψ does the job. This finishes the proof of the proposition. ✷
Note that by the results of Section 6 the space of cocyles Zp(Aˆ∗F,ch(Y,E(π ⊗ ϕ))) is iso-
morphic to Zn−pF (ϕ) ∩ C−∞(∂X, V +(σn−pF,λn−p , ϕ)). The surjectivity assertion could also have
been proved by showing that Zn−pF (ϕ) ∩ C−∞(∂X, V +(σn−pF,λn−p , ϕ)) is dense in Z
n−p
F (ϕ). This
is indeed possible by a refinement of the proof of Corollary 3.16.
Proposition 7.17, while interesting in its own right, has no direct impact for the proof
of Theorem 7.12 (except for the case π = 1). However, we will use the technique employed
in its proof in order to show that the inclusion A∗F,ch(Y,E(π ⊗ ϕ)) ⊂ A∗F (Y,E(π ⊗ ϕ)) is a
quasi-isomorphism. For this we need the following analogue of Corollary 7.16
Lemma 7.18 Hp(A∗F (Y,E(π ⊗ ϕ))) ∼= Zp(A∗F (Y,E(π ⊗ ϕ)))/∆F (Zp(A∗F (Y,E(π ⊗ ϕ)))) .
Proof. We employ the decomposition (93) which is stable under the action of C[∆F ]. For
p > 0 the space Zp(Aˆ∗F (Y,E(π ⊗ ϕ))) is isomorphic to ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ)). Us-
ing that ∆F = −Ω + κF we find as in the proof of Corollary 5.4 that this isomorphism
sends ∆F
(
Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))
)
to ̺Γ
(
ΓC−∞(∂X, V +(σn−pF,λn−p , ϕ))
)
which is isomorphic to
∆ˆ
(
Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))
)
. Now Lemma 7.13 and Corollary 7.16 imply
Hp(A∗F (Y,E(π ⊗ ϕ))) ∼= Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))/∆F
(
Zp(Aˆ∗F (Y,E(π ⊗ ϕ)))
)
.
Thus it remains to show that
∆F : Z
p(A∗F (Y,E(π ⊗ ϕ))R)→ Zp(A∗F (Y,E(π ⊗ ϕ))R)
is surjective.
In the same way as Corollary 5.4 has been derived from Theorem 5.1 one shows that
Zp(A∗F (Y,E(π ⊗ ϕ))R) ∼=
⊕
λ∈a∗+\{±((p−1)α−ρ)}
ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ))χF . (94)
The sum on the right hand side is finite. It is therefore sufficient to show that
A := −ΩF + κF : ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ))→ ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ)) (95)
is surjective for all λ appearing in (94).
As in in the proof of Proposition 6.1 we see that theG-representations C−∞(∂X, V +(σn−pµ , π))
have composition series with composition factors of the form C−∞(∂X, V +(σ′µ′(µ))). There-
fore there exist pairwise different non-zero polynomials pi on a
∗
C
and natural numbers ki,
i = 1, . . . , r, such that
∏r
i=1(A− pi(µ))ki acts by zero on C−∞(∂X, V (σn−pµ , π ⊗ ϕ)).
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Then we can find non-zero polynomials qi ∈ C[a∗C][x], bi ∈ C[a∗C] such that
xqi(x, µ)
∏
j 6=i
(x− pj(µ))kj ≡ bi(µ) mod (x− pi(µ))ki .
We now introduce a rational family Qµ on a
∗
C
of operators in C[A] by
Qµ =
r∑
i=1
qi(A,µ)
bi(µ)
∏
j 6=i
(A− pj(µ))kj .
We now fix λ appearing in (94). For µ in a pointed neighbourhood of λ the family Qµ is
regular and we have
AQµfµ = fµ , fµ ∈ C−∞(∂X, V (σn−pµ , π ⊗ ϕ)) . (96)
Recall the definition of Iwr,−σ from Section 4. For σ = σn−p one checks that
Iwr,−σ ∩ a∗+ =

∅ p = 1, n
{(p − 1)α− ρ} n+12 ≤ p ≤ n− 1
{ρ− (p− 1)α} 2 ≤ p ≤ n2 .
Thus all the pairs (σn−p, λ) occurring in (94) are not special. Proposition 4.11 implies that
ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ)) = E+−∞(σn−pλ , π ⊗ ϕ) .
Let now f ∈ ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ)). Arguing as in the proof of Corollary 4.15 we find
a family fµ ∈ ΓMλC−∞(∂X, V (σ., π ⊗ ϕ)) such that f = ev(fµ). Then
g := ev(Qµfµ) ∈ ΓC−∞(∂X, V +(σn−pλ , π ⊗ ϕ))
satisfies Ag = f in view of (96). This proves the desired surjectivity. ✷
In order to finish the proof of Theorem 7.9 it remains to show
Proposition 7.19 The inclusion A∗F,ch(Y,E(π⊗ϕ)) ⊂ A∗F (Y,E(π⊗ϕ)) is a quasi-isomorphism.
Proof. We will argue similarly as in the proof of Proposition 7.17. The proof of injectivity is
straightforward. Indeed, let ω ∈ Zp(A∗F,ch(Y,E(π⊗ϕ))) such that [ω] = 0 in Hp(A∗F (Y,E(π⊗
ϕ))). By Lemma 7.18 there exists an element ψ ∈ Zp(A∗F (Y,E(π ⊗ ϕ))) such that
ω = ∆Fψ = d(δFψ) .
Now δFψ ∈ Ap−1F,ch(Y,E(π ⊗ ϕ)), hence [ω] = 0 in Hp(A∗F,ch(Y,E(π ⊗ ϕ))).
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The proof of surjectivity needs a little preparation. Let g = k⊕ p be the Cartan decompo-
sition. Let (r, C∞(Γ\G,ϕ)) be the G-representation given by
C∞(Γ\G,ϕ) := {f : G→ Vϕ | f(gx) = ϕ(g)f(x) ∀g ∈ Γ, x ∈ G} , (r(g)f)(x) := f(xg) .
Then one can identify Ω∗(Y,E(π⊗ϕ))) with [C∞(Γ\G,ϕ)⊗F ⊗Λ∗p∗]K . Any element X ∈ p
defines operators ε(X) : Λpp∗ → Λp+1p∗ and i(X) : Λpp∗ → Λp−1p∗ given by ε(X)(ω) = X♯∧ω,
where X♯ is the 1-form corresponding to X via the invariant bilinear form on p, i.e. the
Riemannian metric on Y , and i(X)(ω)(Y1, . . . , Yp−1) = ω(X,Y1, . . . , Yp−1). LetXi, i = 1, . . . , n
be an orthogonal basis of p. Using the above identification we have
d =
n∑
i=1
r(Xi)⊗ id⊗ ε(Xi) + id⊗ π(Xi)⊗ ε(Xi) ,
δF =
n∑
i=1
−r(Xi)⊗ id⊗ i(Xi) + id⊗ π(Xi)⊗ i(Xi) ,
δˆ =
n∑
i=1
−r(Xi)⊗ id⊗ i(Xi)− id⊗ π(Xi)⊗ i(Xi) .
Let θ : G → G be the Cartan involution. We define a new representation πθ on F by
πθ(g) := π(θ(g)). F equipped with the representation πθ will sometimes be denoted by F θ. In
particular, we have πθ |K = π|K , π
θ(Xi) = −π(Xi). Thus we can identify the bundle E(πθ⊗ϕ)
with E(π ⊗ ϕ). This identification induces on E(π ⊗ ϕ) a second flat connection, and hence
on Ω∗(Y,E(π ⊗ ϕ))) operators dθ, δF θ , and δˆθ. The above formulas show that δF = δˆθ and
δF θ = δˆ. In particular, δF = (−1)p(n−1)+1 ∗ dθ∗. Note that for the corresponding Laplacians
we have ∆F = ∆F θ , whereas in general ∆ˆ 6= ∆ˆθ.
Let Bpθ (A∗F (Y,E(π ⊗ ϕ))), Zpθ (A∗F (Y,E(π ⊗ ϕ))) denote the spaces of p-coboundaries and
p-cocycles of the complex (A∗F (Y,E(π ⊗ ϕ)), dθ), respectively. We will need the following
Lemma 7.20 Bpθ (A∗F (Y,E(π ⊗ ϕ))) = ∆F θ(Zpθ (A∗F (Y,E(π ⊗ ϕ)))) .
Proof. If πθ ∼= π, i.e. χF θ = χF , then there exists a bundle automorphism of E(π ⊗ ϕ) which
intertwines dθ with d, δF θ with δF . Thus in this case the lemma follows immediately from
Lemma 7.18. In order to deal with the opposite case (which can occur for odd n, only) we
observe that similarly to (94)
Zpθ (A∗F (Y,E(π ⊗ ϕ))) ∼= ΓC−∞(∂X, V +(σn−p(p−1)α−ρ, πθ ⊗ ϕ))χF
⊕
⊕
λ∈a∗+\{±((p−1)α−ρ)}
ΓC−∞(∂X, V +(σn−pλ , π
θ ⊗ ϕ))χF
for p 6= n+12 . If p 6= n+12 one has to replace C−∞(∂X, V +(σn−p(p−1)α−ρ, πθ ⊗ ϕ))χF by
C−∞(∂X, V +(σ±0 , π
θ ⊗ ϕ))χF .
7.3 The Harder-Borel conjecture 83
We claim that if χF θ 6= χF , then C−∞(∂X, V +(σn−p(p−1)α−ρ, πθ⊗ϕ))χF = {0}. Indeed, using
Proposition 6.1 we obtain
C−∞(∂X, V +(σn−p(p−1)α−ρ, π
θ ⊗ ϕ))χF ⊂ C−∞(∂X, V +(σn−p(p−1)α−ρ, πθ ⊗ ϕ))κF
= C−∞(∂X, V +(σn−p(p−1)α−ρ, π
θ ⊗ ϕ))κFθ
= C−∞(∂X, V +(σn−p(p−1)α−ρ, π
θ ⊗ ϕ))χFθ .
Therefore the surjectivity of the operator A in (95) implies the lemma in this case, too. ✷
Now we can prove surjectivity. Let ω ∈ Zp(A∗F (Y,E(π⊗ϕ))). We want to find an element
η ∈ Ap−1F (Y,E(π⊗ϕ))) such that δF (ω−dη) = 0. We have ∗δFω ∈ Bn+1−pθ (A∗F (Y,E(π⊗ϕ))).
Thus by Lemma 7.20 there exists ψ ∈ Zn+1−pθ (A∗F (Y,E(π ⊗ ϕ))) such that ∗δFω = ∆F θψ =
dθ δˆψ. Now η = (−1)(p−1)(n−1) ∗ ψ does the job. This finishes the proof of the proposition. ✷
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8 Hyperfunctions on the limit set as coefficients
We return to the assumptions of Sections 3 and 4. That is, Γ is a discrete (torsion-free)
convex cocompact subgroup of a linear rank one Lie group G. In the present section we want
to study the cohomology of Γ with coefficients in the infinite-dimensional Γ-representations
C−ω(Λ, V k(σλ, ϕ)) and C
−ω(Λ, V +(σλ, ϕ)). Their invariants, i.e. the cohomology groups
H0(Γ, .), have been already investigated in Sections 4-6. In this section we want to understand
the higher cohomology groups, too. At all places, where we use the extension operator extλ
and the spaces E+(σλ, ϕ) we have to assume that X 6= OH2 (or that Re(λ) > δΓ + δϕ).
This study is motivated by the theory of the Selberg zeta function associated to an irre-
ducibleM -representation σ and a finite-dimensional Γ-representation ϕ. Note that any element
γ ∈ Γ is conjugated in G to an element mγaγ ∈MA+. Then for µ ∈ a∗C, Re(µ) > δΓ + δϕ, the
Selberg zeta function can be defined by the infinite product
ZS,σ,ϕ(µ) :=
∏
[γ]
∞∏
k=0
det
(
idVσ⊗Sk(n¯)⊗Vϕ − a−2ργ (σµ ⊗ Sk(Ad|n¯))(mγaγ)⊗ ϕ(γ)
)
.
Here the first product runs over all non-trivial primitive conjugacy classes of Γ, and Sk denotes
the k-fold symmetric power. For a discussion of the geometric meaning of this formula we refer
to [29], [15], [40]. It is a folklore theorem that ZS,σ,ϕ admits a meromorphic continuation to
all of a∗
C
. For cocompact Γ this has been proved by dynamical methods in [29] and at various
places by trace formula methods (see [40], [15] and the literature cited therein). In the latter
approach one has to assume ϕ to be unitary. The dynamical methods also work for the general
convex cocompact case as has been explained in [58], Sect. 2, while the trace formula methods
developed up to now (see [58], [22]) imply only that the logarithmic derivative of ZS,σ,ϕ is
meromorphic. In [57] Patterson conjectured a precise relationship between the divisor of
ZS,σ,ϕ (again for trivial ϕ) and the cohomology groups H
∗(Γ, C−∞(Λ, V (σλ, ϕ))). Guided by
the experience gained in the work [14], [19] on this conjecture we now state a slightly modified
conjecture. Recall the definition of the natural number k+(σλ, ϕ) from Proposition 4.12.
Conjecture 8.1
(i) The cohomology groups H∗(Γ, C−ω(Λ, V k(σλ, ϕ))) and H
∗(Γ, C−ω(Λ, V +(σλ, ϕ))) are
finite-dimensional.
(ii) The Euler characteristic satisfies χ(Γ, C−ω(Λ, V k(σλ, ϕ))) = 0 for all k ∈ N.
(iii) If k ≥ k+(σλ, ϕ), then dimH∗(Γ, C−ω(Λ, V k(σλ, ϕ))) = dimH∗(Γ, C−ω(Λ, V k+(σλ, ϕ))).
(iv) If k ≥ k+(σλ, ϕ), then
χ(Γ, C−ω(Λ, V +(σλ, ϕ))) = −χ1(Γ, C−ω(Λ, V k(σλ, ϕ))) ,
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where for any Γ-module V with dimH∗(Γ, V ) <∞ the first derived Euler characteristic
χ1(Γ, V ) is defined by
χ1(Γ, V ) :=
n∑
p=1
(−1)pp dimHp(Γ, V ) .
(v) The order of the singularity of ZS,σ,ϕ at µ = λ is given by
ordλ(ZS,σ,ϕ) = χ(Γ, C
−ω(Λ, V +(σλ, ϕ))) .
For a further discussion of this conjecture we refer to the introduction of [19]. There the
role of the Γ-module C−ω(Λ, V +(σλ, ϕ)) is played by the Γ-module OλC−ω(Λ, V (σ., ϕ)). It
will turn out that the module C−ω(Λ, V +(σλ, ϕ)) is much easier to deal with, but will have the
same cohomology as OλC−ω(Λ, V (σ., ϕ)) shifted by degree one (at least in the cases, where the
latter has been computed). The conjecture (in slightly different but equivalent formulation)
has been proved in the following two cases:
• Γ cocompact, ϕ = 1 ([14]).
• X = RHn, σ = ϕ = 1 ([19]).
The interested reader will find a discussion of these topics and related results and conjectures
in the recent monograph [40].
In this section we will establish Assertions (i)-(iv) of Conjecture 8.1 for pairs (σ, λ) which
are not very special (see Definition 4.7) and for all (σ, λ) in caseX = RHn. This will be done by
an explicit calculation of the cohomology groups in question in terms of the finite-dimensional
spaces ΓC−∞(Λ, V +(σλ, ϕ)), E
+
Λ (σλ, ϕ) and H
p(Γ, F ⊗ Vϕ), where F is an irreducible finite-
dimensional representation of G. These results give additional support to Assertion (v) of
Conjecture 8.1 since the trace formula approach (if it succeeds) usually provides a description
of the divisor of ZS,σ,ϕ in terms of scattering data like E
+
Λ (σλ, ϕ) and topological data like
Hp(Γ, F⊗Vϕ). Indeed, the results obtained here are a direct generalization of the corresponding
results for X = RHn, σ = 1, obtained in [19], which were comparable to the trace formula
results of [58]. However, the trace formula for the general situation (see [22] for trivial ϕ) is
up to now not in a sufficiently explicit shape in order to perform the analogous comparison,
except for λ 6∈ Ia ∪ [−δΓ, δΓ], where we have
ordλ(ZS,σ,1) = dim
ΓC−∞(Λ, V +(σλ)) = χ(Γ, C
−ω(Λ, V +(σλ)))
(see Remark 3 at the end of [22] and Theorem 8.9 below).
We will first investigate the cohomology of the modules C−ω(∂X, V k(σλ, ϕ))) and
C−ω(∂X, V +(σλ, ϕ))). Therefore we have to look for suitable acyclic resolutions of these
modules. This can be done for arbitrary discrete subgroups Γ ⊂ G. Recall that a Γ-module
V is called acyclic, if Hp(Γ, V ) = {0} for all p ≥ 1.
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Let (γ, Vγ) be a finite-dimensional representation of K. By V (γ) := G ×K Vγ we denote
the associated homogeneous vector bundle on X = G/K. We equip V (γ, ϕ) := V (γ) ⊗ Vϕ
with the tensor product Γ-action. The G-action on the first factor of V (γ, ϕ) induces a Γ-
equivariant action of Z(g) on C∞(X,V (γ, ϕ)). In particular, for κ ∈ C and k ∈ N the kernel
C∞(X,V (γ, ϕ))Akκ of the operator A
k
κ := (Ω−κ)k ∈ Z(g) becomes a Γ-module. Because of our
rank one assumption Z(g) acts locally finitely on C∞(X,V (γ, ϕ))Akκ , and we obtain a finite
direct sum decomposition
C∞(X,V (γ, ϕ))Akκ =
⊕
{χ | χ(Ω)=κ}
C∞(X,V (γ, ϕ))χ
Akκ
(97)
into Z(g)-modules with generalized infinitesimal character. This decomposition respects the
Γ-action. We also consider the Γ-modules
C∞(X,V (γ, ϕ))(Aκ) :=
⋃
k∈N
C∞(X,V (γ, ϕ))Akκ ,
C∞(X,V (γ, ϕ))χ =
⋃
k∈N
C∞(X,V (γ, ϕ))χ
Akκ
.
We form the bundle VY (γ, ϕ) := Γ\V (γ, ϕ) over Y = Γ\X. Then we have the corresponding
spaces of sections C∞(Y, VY (γ, ϕ)), C
∞(Y, VY (γ, ϕ))Akκ etc.
Lemma 8.2 Let Γ ⊂ G be a torsion-free discrete subgroup. Then
1. If Γ is not cocompact, then the Γ-modules C∞(X,V (γ, ϕ))Akκ and C
∞(X,V (γ, ϕ))χ
Akκ
are
acyclic.
2. If Γ is cocompact, then
dimH0
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= dimH1
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= dimC∞(Y, VY (γ, ϕ))Akκ <∞ ,
dimH0
(
Γ, C∞(X,V (γ, ϕ))χ
Akκ
)
= dimH1
(
Γ, C∞(X,V (γ, ϕ))χ
Akκ
)
= dimC∞(Y, VY (γ, ϕ))
χ
Akκ
<∞ ,
and
Hp
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= Hp
(
Γ, C∞(X,V (γ, ϕ))χ
Akκ
)
= {0} for all p ≥ 2 .
3. If Γ is cocompact, then there exists a minimal number k0 ∈ N0 such that
H0
(
Γ, C∞(X,V (γ, ϕ))(Aκ)
)
= C∞(Y, VY (γ, ϕ))(Aκ) = C
∞(Y, VY (γ, ϕ))Ak0κ
.
If, in addition, ϕ is unitary, then k0 ≤ 1.
4. In any case, the modules C∞(X,V (γ, ϕ))(Aκ) and C
∞(X,V (γ, ϕ))χ are acyclic.
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Proof. Let C[Aκ] be the ring of all polynomials in Aκ. We consider functors Fink, k ∈ N, and
Fin on the category of C[Aκ]-modules defined by
Fink(V ) := kerV A
k
κ , Fin(V ) :=
⋃
k∈N
Fink(V ) .
They are left exact. Let us denote their higher derived functors by Finqk and Fin
q. Then (see
[18], p. 52) Finqk = Fin
q = 0 for all k and q ≥ 2, and
Fin1k(V ) := cokerVA
k
κ , Fin
1(V ) := lim
−→
k
cokerVA
k
κ , (98)
where the limit has to be taken with respect to the map Aκ : cokerVA
k
κ → cokerVAk+1κ .
Assume we are given a (C[Γ],C[Aκ])-bimodule which is acyclic as a Γ-module and satisfies
Fin11(V ) = 0. Then Fin
1
k(V ) = Fin(V ) = 0 for all k. It follows that
Hp(Γ,Fink(V )) = Fin
p
k(
ΓV ) , Hp(Γ,Fin(V )) = Finp(ΓV ) . (99)
We want to apply (99) to the module V = C∞(X,V (γ, ϕ)). In [14], Lemma 2.4., it was
shown that C∞(X,V (γ)) is Γ-acyclic. The argument given their also works with the additional
twist Vϕ. Hence C
∞(X,V (γ, ϕ)) is acyclic. Moreover, the operator
Aκ : C
∞(X,V (γ, ϕ))→ C∞(X,V (γ, ϕ))
is surjective by Theorem 2.3. In other words, Fin11(C
∞(X,V (γ, ϕ))) = 0. Now (99) and (98)
yield
Hp
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= Hp
(
Γ, C∞(X,V (γ, ϕ))(Akκ)
)
= {0} for all p ≥ 2 ,
H1
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= coker
(
Akκ : C
∞(Y, VY (γ, ϕ)) → C∞(Y, VY (γ, ϕ))
)
,
H1
(
Γ, C∞(X,V (γ, ϕ))(Aκ)
)
= lim
−→
k
coker
(
Akκ : C
∞(Y, VY (γ, ϕ))→ C∞(Y, VY (γ, ϕ))
)
.
In particular, if Γ is not cocompact, then
H1
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
= H1
(
Γ, C∞(X,V (γ, ϕ))(Aκ)
)
= {0}
by Theorem 2.3.
We claim that for cocompact Γ there exists k0 ∈ N0 such that
C∞(Y, VY (γ, ϕ))(Aκ) = C
∞(Y, VY (γ, ϕ))Ak0κ
is finite-dimensional and
C∞(X,V (γ, ϕ)) = C∞(Y, VY (γ, ϕ))Ak0κ
⊕Ak0κ (C∞(Y, VY (γ, ϕ))) .
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Indeed, if ϕ is unitary, then this assertion with k0 = 1 is a consequence of the spectral theory
of elliptic selfadjoint operators on a compact manifold. If ϕ fails to be unitary, we choose a
Hermitian metric on VY (ϕ) which gives rise to an L
2 scalar product on C∞(X,V (γ, ϕ)) and
a corresponding Bochner-Laplace operator ∇∗∇ on L2(X,V (γ, ϕ)). It has the same principal
symbol as −Aκ. Now we can argue as in the proof of Proposition 2.9.
The claim implies in particular that H1
(
Γ, C∞(X,V (γ, ϕ))(Aκ)
)
= lim
−→
k
cokerAkκ = 0. Thus
all assertions of the lemma concerningHp
(
Γ, C∞(X,V (γ, ϕ))Akκ
)
andHp
(
Γ, C∞(X,V (γ, ϕ))(Aκ)
)
are now proved.
The assertions for the components with generalized infinitesimal character χ are now im-
mediate consequences of the direct sum decomposition (97). ✷
Let γ be a finite-dimensional representation of K, and let T ∈ HomM (Vσ, Vγ). Then
Formula (53) (with γp replaced by γ) defines a Poisson transform
P Tσλ : C
−ω(∂X, V (σλ))→ C∞(X,V (γ)) .
By G-equivariance it has values in C∞(X,V (γ))
χσ,λ
Aσ,λ
, where
Aσ,λ = Ω− χσ,λ(Ω) .
Recall that χσ,λ(Ω) = 〈λ, λ〉 − ‖ρg‖2 + ‖µ+ ρm‖2.
We call an element T ∈ HomM (Vσ , Vγ) generating if the elements vT ∈ Cω(∂X, V (σ˜−λ)),
v ∈ Vγ˜ , defined by vT (k) = T ∗(γ˜(k−1)v), generate the G-module C−ω(∂X, V (σ˜−λ)). It follows
from the interpretation of the Poisson transform as a linear combination of matrix coefficients
〈P Tσλf(g), v〉 = cf,vT (g)
that P Tσλ is injective if and only if T is generating. For any pair (σ, λ) one can always find a
(not necessarily irreducible) γ such that HomM (Vσ, Vγ) contains generating elements.
Proposition 8.3 Assume that λ 6∈ Iwr,−σ . In case pσ(0) 6= 0 we require in addition that λ 6= 0.
Then for any generating T ∈ HomM (Vσ, Vγ) the Poisson transform P Tσλ identifies the G-module
C−ω(∂X, V (σλ)) with a direct summand of C
∞(X,V (γ))
χσ,λ
Aσ,λ
. Moreover, if λ 6∈ Iwrσ , then any
non-zero T ∈ HomM (Vσ, Vγ) is generating.
Proof. The proposition is a consequence of the theory of asymptotic expansions of matrix
coefficients of Harish-Chandra modules (see e.g. [68], Chapter 4; [44], Chapter VIII; compare
also [53]). We denote by Y kσ,λ and Z the underlying (g,K)-modules of C
−ω(∂X, V k(σλ)) and
C∞(X,V (γ))
χσ,λ
Aσ,λ
, respectively. They are admissible and finitely generated (such modules are
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usually called Harish-Chandra modules). Then C−ω(∂X, V k(σλ)) and C
∞(X,V (γ))
χσ,λ
Aσ,λ
con-
stitute the maximal globalizations in the sense of Schmid [61], [42] of Y kσ,λ and Z, respectively.
By the main theorem of [61] or [42] it is therefore enough to prove that P Tσλ identifies the
(g,K)-module Yσ,λ with a direct summand of Z.
There is a countable set E ⊂ a∗
C
such that any f ∈ Z has an asymptotic expansion for
a→∞
f(a) ∼
∑
µ∈E
pµ,f (log a) a
µ , (100)
where pµ,f are polynomials on a with values in Vγ . We call µ ∈ E a leading exponent of Z, if
pµ+mα,f = 0 for all m ∈ N and f ∈ Z. Let El ⊂ E be the set of leading exponents of Z. If
σ′ ∈ Mˆ , S ∈ HomM (Vγ , Vσ′) and µ ∈ El, then there is a well-defined MAN -equivariant map
βˆSσ′,µ+ρ : Z/nZ → Vσ′µ+ρ ⊗Π
given by βˆSσ′,µ+ρ([f ]) := S ◦pµ,f . Using that Z consists of eigensections of Ω it follows as in the
proof of [14], Prop. 4.1, that for any leading exponent µ 6= −ρ of Z the polynomial pµ,f is in
fact a constant. In addition, if −ρ is a leading exponent, then deg(p−ρ,f ) ≤ 1. By Casselman’s
Frobenius reciprocity ([68], 4.2.2) we obtain (g,K)-equivariant maps
βSσ′,ν : Z → Yσ′,ν , ν − ρ ∈ El \ {−ρ}, S ∈ HomM (Vγ , Vσ′) .
If −ρ ∈ El, then we obtain maps β˜Sσ′,0 : Z → Y 2σ′,0. We then set
βSσ′,0 := ̺ ◦ β˜Sσ′,0 .
We call the maps βSσ′,ν boundary value maps.
For Re(λ) > 0, f ∈ Yσ,λ, we have the following limit formula (see [66] or [53], also [68],
Thm. 5.3.4)
lim
a→∞
aρ−λP Tσλf(a) = cγ(λ)Tf(1) . (101)
For a discussion of the meromorphic function cγ : a
∗
C
→ EndM (Vγ) and its relation to the
Knapp-Stein intertwining operators we refer to [21], Section 5, in particular Lemma 5.5. It
is regular for Re(λ) ≥ 0, λ 6= 0, and in this region it has the property that cγ(λ)T 6= 0 for
generating T .
If ν − ρ is a leading exponent of Z such that the map βSσ′,ν is non-zero, then Yσ′,ν has
infinitesimal character χσ,λ. Thus, if λ ∈ Iwrσ \ Iwr,−σ , then λ − ρ is a leading exponent
of Z. Hence βSσ,λ is defined on Z. Moreover, by Lemma 4.8, 3, we have λ > 0. Choose
S0 ∈ HomM (Vγ , Vσ) such that S0 ◦ cγ(λ)T = id. Then (101) implies that βS0σ,λ ◦ P Tσλ = id. It
follows that
Z = imP Tσλ ⊕ ker βS0σ,λ , (102)
which proves the proposition for λ ∈ Iwrσ \ Iwr,−σ .
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We now assume λ 6∈ Iwrσ , Re(λ) ≥ 0. Choose m ∈ N0 minimal such that λ− ρ+mα ∈ El.
We first assume that m > 0. By the above we obtain a bunch of boundary value maps
βSσ′,λ+mα : Z → Yσ′,λ+mα .
Let us denote the irreducible M -representations σ′ which appear in such non-zero boundary
value maps by σm1 , . . . , σ
m
k . The maps β
S
σml ,λ+mα
, S ∈ HomM (Vγ , Vσml ), fit together to a map
βλ+mα = (βσm1 ,λ+mα, . . . , βσmk ,λ+mα) : Z →
k⊕
l=1
HomM (Vσml , Vγ)⊗ Yσml ,λ+mα
determined by the condition (S ⊗ id) ◦ βσml ,λ+mα = βSσml ,λ+mα, S ∈ HomM (Vγ , Vσml ). Here we
have identified EndM (Vσml ) with C by Schur’s Lemma. We also have a Poisson transform
Pλ+mα :
k⊕
l=1
HomM (Vσml , Vγ)⊗ Yσml ,λ+mα → Z
given by Pλ+mα(T ⊗ f) := P Tσm
l,λ+mα
f , T ∈ HomM (Vσm
l
, Vγ), f ∈ Yσm
l
,λ+mα. Let cγ(σ, λ) denote
the operator on HomM (Vσ, Vγ) given by cγ(σ, λ)(T ) := cγ(λ) ◦ T . Now (101) implies that
βλ+mα ◦ Pλ+mα = (cγ(σ1, λ+mα)⊗ id, . . . , cγ(σk, λ+mα)⊗ id) .
Since the (g,K)-modules Yσml ,λ+mα have infinitesimal character χσ,λ they are irreducible by
Lemma 4.6. This implies that cγ(σ
m
l , λ + mα) is a non-zero multiple of the identity. Thus
βλ+mα ◦ Pλ+mα is bijective, and we obtain a direct sum decomposition
Z = imPλ+mα ⊕ ker βλ+mα .
Set Z1 := ker βλ+mα. Then λ−ρ+(m−1)α is a leading exponent of Z1. Therefore we can
define a boundary value βλ+(m−1)α on Z1. Moreover, by (101) or a corresponding formula for
Re(λ) = 0 (see [21], Lemma 6.2) we have imP Tσλ ⊂ Z1. Arguing inductively we find a direct
sum decomposition
Z =W ⊕ Zm , (103)
such that λ− ρ is a leading exponent of Zm and imP Tσλ ⊂ Zm. Again using (101) or the anal-
ogous formulas for Re(λ) = 0 we find as in the proof of (102) an element S0 ∈ HomM (Vγ , Vσ)
such that
Zm = imP
T
σλ
⊕ ker βS0σ,λ . (104)
Note that this last argument does not work in the case pσ(0) 6= 0, λ = 0, since in this case
deg p−ρ,PTσ0f
= 0, and hence βSσ,0 ◦P Tσ0 = 0 for any choice of S. Now for Re(λ) ≥ 0, λ 6∈ Iwrσ the
proposition follows from (103) and (104). That any non-zero T ∈ HomM (Vσ, Vγ) is generating
is a consequence of the irreducibility of Yσ,λ (see Lemma 4.6 and [44], Cor. 14.30).
It remains to discuss the case Re(λ) < 0, λ 6∈ Iwrσ . The irreducibility of Yσ,λ and the func-
tional equation of the Poisson transform ([21], Eq. (18)) now implies that imP Tσλ = imP
T−
σw
−λ
,
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where T− := lim
µ→λ
pσ(µ)γ(w)cγ (µ)Tσ(w
−1) ∈ HomM (Vσw , Vγ). Moreover, T− 6= 0 whenever
T 6= 0. Note that −λ 6∈ Iwrσw . We have therefore reduced the assertion to the case Re(λ) ≥ 0.
This finishes the proof of the proposition. ✷
Let q : Π→ C, q(h) = h(0), be the map taking the constant term. For T ∈ HomM (Vσ , Vγ)
we set T+ := T ⊗ q ∈ HomM (Vσ ⊗Π, Vγ). Let T k be the restriction of T+ to Vσ ⊗ Πk. As in
Section 4 we obtain Poisson transforms
P T
k
σλ
: C−ω(∂X, V k(σλ)) → C∞(X,V (γ)) ,
P T
+
σλ
: C−ω(∂X, V +(σλ)) → C∞(X,V (γ)) .
Using (47) one derives that
Aσ,λ ◦ P T+σλ = P T
+
σλ
◦ ̺(2〈λ, α〉 + |α|2̺) . (105)
For λ 6= 0 this implies that P T+σλ is injective whenever P Tσλ is injective. Moreover, we see that
P T
k
σλ
and P T
+
σλ
have values in C∞(X,V (γ))
χσ,λ
Akσ,λ
and C∞(X,V (γ))χσ,λ , respectively.
Proposition 8.4 Assume that λ 6∈ Iwr,−σ ∪ {0}. Then for any generating T ∈ HomM (Vσ , Vγ)
the Poisson transforms P T
k
σλ
and P T
+
σλ
identify the G-modules C−ω(∂X, V k(σλ)) and
C−ω(∂X, V +(σλ)) with a direct summand of C
∞(X,V (γ))
χσ,λ
Ak
σ,λ
and C∞(X,V (γ))χσ,λ, respec-
tively.
Proof. We will follow the lines of the proof of Proposition 8.3. Again, it is sufficient to
check the assertion for Re(λ) ≥ 0 on the level of the underlying (g,K)-modules. Let Zk be the
underlying (g,K)-module of C∞(X,V (γ))
χσ,λ
Akσ,λ
. Then any f ∈ Zk has an asymptotic expansion
of the form (100), where the set of (leading) exponents of Zk coincides with that of Z. For
any leading exponent µ 6= −ρ we have deg pµ,f ≤ k− 1. Thus we obtain boundary value maps
βSσ′,ν : Z
k → Y kσ′,ν , ν − ρ ∈ El \ {−ρ}, S ∈ HomM (Vγ , Vσ′) ,
and, if m is as in the proof of Proposition 8.3,
βλ+mα : Z
k →
r⊕
l=1
HomM (Vσml , Vγ)⊗ Y kσml ,λ+mα .
We define
P kλ+mα :
r⊕
l=1
HomM (Vσml , Vγ)⊗ Y kσml ,λ+mα → Z
k
by P kσm
l,λ+mα
(T ⊗ f) := P T kσm
l,λ+mα
f . Since βλ+mα ◦ P kλ+mα commutes with the action of the
Casimir operator and with the projections on the direct summands it commutes with id ⊗ ̺
92 8 HYPERFUNCTIONS ON THE LIMIT SET AS COEFFICIENTS
(here one uses λ + mα 6= 0, compare (105)). Thus the bijectivity of βλ+mα ◦ Pλ+mα on⊕r
l=1HomM (Vσml , Vγ) ⊗ Yσml ,λ+mα implies the bijectivity of βλ+mα ◦ P kλ+mα on⊕r
l=1HomM (Vσml , Vγ)⊗ Y kσml ,λ+mα. It follows that
Zk = imP kλ+mα ⊕ Zk1 ,
where Zk1 := ker βλ+mα. Inductively we find a decomposition
Zk =W k ⊕ Zkm
such that λ − ρ is a leading exponent of Zkm and imP T
k
σλ
⊂ Zmk . Let S0 be as in the proof
of Proposition 8.3. Because of λ 6= 0 we see that βS0σ,λ ◦ P T
k
σλ
is bijective, too. It follows that
Zk =W k ⊕ imP T kσλ ⊕ ker βS0σ,λ. ✷
It remains to discuss the case λ = 0, 0 6∈ Iwrσ . Recall that it is impossible that 0 ∈
Iwrσ \ Iwr,−σ .
Proposition 8.5 Assume that 0 6∈ Iwrσ and that pσ(0) 6= 0. Then for any generating T ∈
HomM (Vσ, Vγ) the Poisson transforms P
T k
σ0 and P
T+
σ0 are injective. Moreover, P
T 2k
σ0 and P
T+
σ0
identify the G-modules C−ω(∂X, V 2k(σ0)) and C
−ω(∂X, V +(σ0)) with a direct summand of
C∞(X,V (γ))
χσ,0
Akσ,0
and C∞(X,V (γ))χσ,0 , respectively.
Proof.If P T
k
σ0 would have a nontrivial kernel then it would intersect C
−ω(∂X, V (σ0)) nontrivially
by Assertion (ii) appearing in the proof of Proposition 4.23. This is impossible since T is
generating. That imP T
2k
σ0 ⊂ C∞(X,V (γ))
χσ,λ
Ak
σ,λ
is a consequence of (105). In order to prove that
imP T
2k
σ0 is a direct summand of C
∞(X,V (γ))
χσ,λ
Akσ,λ
one proceeds as in the proof of Proposition
8.4. Arguing exactly as there we arrive at a decomposition
Zk =W k ⊕ Zkm
such that −ρ is a leading exponent of Zkm and imP T
2k
σ0 ⊂ Zkm. For f ∈ Zkm the polynomials
p−ρ,f have degree at most 2k − 1. For S ∈ HomM (Vγ , Vσ) we obtain boundary value maps
βSσ,0 : Z
k
m → Y 2kσ,0 .
We now consider the limit formula ([21], Eq. (36))
lim
a→∞
aρP Tσ0f(a) = cγ(0)Tf(1) + T
w(Jˆσ,0f)(1) , (106)
where Tw := γ(w)Tσ(w−1).
If σ 6∼= σw, then cγ(0)T and Tw have values in the different M -isotypic components Vγ(σ)
and Vγ(σ
w), respectively. If σ ∼= σw, then Y splits into two eigenspaces of Jˆσ,0. Therefore the
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relation between cγ and Jˆσ,0 (see e.g. [21], Lemma 5.5) yields a decomposition T = T+ + T−
such that Tw = Tw+ + T
w
− and cγ(0)T =
1√
pσ(0)
(Tw+ − Tw− ). Moreover, T is generating if and
only if both components T+ and T− are non-zero. It follows that im cγ(0)T ∩ imTw = {0}.
Thus in any case we can find S0 ∈ HomM (Vγ , Vσ) such that S0 ◦ cγ(0)T = id and S0 ◦ Tw = 0.
Then βS0σ,0 ◦ P Tσ0 = id. As at the beginning of the proof it follows that βS0σ,0 ◦ P T
2k
σ0 is injective,
and hence bijective. Therefore,
Zkm = imP
T 2k
σ0 ⊕ ker βS0σ,0 ,
which implies the proposition. ✷
We now assume pσ(0) = 0. In particular, 0 6∈ Iwrσ and σ ∼= σw. Choose an irreducible
representation γ of K such that dimHomM (Vσ, Vγ) = 1. Such a representation always exists
(see e.g. [44], Ch. XV). Then one can define a meromorphic function c : a∗
C
→ C by
c(λ)T := (cγ(λ)T )
w , T ∈ HomM (Vσ , Vγ) .
The superscript w has the same meaning as in (106). As in [21], Sect. 5, we introduce a
normalized intertwining operator
Jσ,λ :=
1
c(−λ) Jˆσ,λ .
It satisfies the functional equation
Jσ,−λ ◦ Jσ,λ = id . (107)
Moreover, we have the functional equation of the Poisson transform (compare [21], (18))
P Tσλ ◦ Jσ,−λ = P Tσ−λ . (108)
By Proposition 8.3 the Poisson transform P Tσλ is injective for T 6= 0. It follows that Jσ0 = id.
The normalized intertwining operators induce an operator
J+ : C
−ω(∂X, V +(σ0))→ C−ω(∂X, V +(σ0))
given by
J+ev(fµ) := −ev(Jσ,−µf−µ) .
Here fµ ∈M0C−ω(∂X, V (σ.)). Because of (107) we have J2+ = id. We set
C−ω± (∂X, V
+(σ0)) := {f ∈ C−ω(∂X, V +(σ0)) | J+f = ±f}
and C−ω± (∂X, V
k(σ0)) := C
−ω
± (∂X, V
+(σ0)) ∩ C−ω(∂X, V k(σ0)). Observe that
̺
(
C−ω± (∂X, V
+(σ0))
)
= C−ω∓ (∂X, V
+(σ0)). We obtain the following decompositions of G-
and C[̺2]-modules
C−ω(∂X, V k(σ0)) = C
−ω
+ (∂X, V
k(σ0))⊕ C−ω− (∂X, V k(σ0)) , (109)
C−ω(∂X, V +(σ0)) = C
−ω
+ (∂X, V
+(σ0))⊕ C−ω− (∂X, V +(σ0)) .
We have C−ω+ (∂X, V
2k(σ0)) = C
−ω
+ (∂X, V
2k−1(σ0)) and C
−ω
+ (∂X, V
1(σ0)) = C
−ω(∂X, V 1(σ0)).
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Proposition 8.6 Assume that pσ(0) = 0 and that dimHomM (Vσ, Vγ) = 1. Then ̺ induces
an isomorphism
C−ω− (∂X, V
+(σ0)) ∼= C−ω+ (∂X, V +(σ0)) .
If 0 6= T ∈ HomM (Vσ , Vγ), then kerP T+σ0 = C−ω− (∂X, V +(σ0)). Moreover, P T
2k−1
σ0 and P
T+
σ0
identify the G-modules C−ω+ (∂X, V
2k−1(σ0)) and C
−ω
+ (∂X, V
+(σ0)) with a direct summand of
C∞(X,V (γ))
χσ,0
Akσ,0
and C∞(X,V (γ))χσ,0 , respectively.
Proof. The first assertion is obvious. As in (62) we obtain for f ∈ M0C−ω(∂X, V (σ.))
P T
+
σ0 ◦ ev(fµ) = resz=0P Tσ,zαfzα .
Assume now that ev(fµ) ∈ C−ω− (∂X, V +(σ0)). Then Jσ,−zαf−zα = fzα modO0C−ω(∂X, V (σ.)).
Equation (108) implies that
P Tσ,zαfzα = P
T
σ,−zαf−zα modO0C−ω(∂X, V (σ.)) .
It follows that P T
+
σ0 ◦ ev(fµ) = 0, hence kerP T
+
σ0 ⊃ C−ω− (∂X, V +(σ0)).
By (105) any nontrivial G-submodule of C−ω+ (∂X, V
+(σ0)) has nontrivial intersection with
C−ω(∂X, V 1(σ0)). We know from Proposition 8.3 that kerP
T+
σ0 ∩ C−ω(∂X, V 1(σ0)) = {0}. It
follows that kerP T
+
σ0 = C
−ω
− (∂X, V
+(σ0)).
In order to show that P T
2k−1
σ0
(
C−ω+ (∂X, V
2k−1(σ0))
)
is a direct summand of C∞(X,V (γ))
χσ,0
Akσ,0
one proceeds as in the proof of Proposition 8.5. Instead of the boundary value map
βSσ,0 : Z
k
m → Y 2kσ,0
one uses the map
p+ ◦ ̺ ◦ βSσ,0 : Zkm → Y 2k−1σ,+ ,
where Y 2k−1σ,+ is the underlying (g,K)-module of C
−ω
+ (∂X, V
2k−1(σ0)) and p+ : Y
2k−1
σ,0 → Y 2k−1σ,+
is the projection corresponding to (109). ✷
We now combine the previous four propositions with Lemma 8.2.
Proposition 8.7 Let Γ ⊂ G be a torsion-free discrete subgroup, and let (ϕ, Vϕ) be a finite-
dimensional representation of Γ. Assume that (σ, λ) is not very special, i.e., λ 6∈ Iwr,−σ . Then
1. The Γ-module C−ω(∂X, V +(σλ, ϕ)) is acyclic.
2. If Γ is not cocompact, then for any k ∈ N the Γ-module C−ω(∂X, V k(σλ, ϕ)) is acyclic.
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3. Let Γ be cocompact. Then there exists a minimal number k+ = k+(σ, λ) ∈ N0 such that
H0
(
Γ, C−ω(∂X, V +(σλ, ϕ))
)
= H0
(
Γ, C−ω(∂X, V k+(σλ, ϕ))
)
.
The spaces H0 (Γ, C−ω(∂X, V +(σλ, ϕ))) and H
0
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
are finite-dimen-
sional. If, in addition, ϕ is unitary, then k+(σ, λ) ≤ 1 except for pσ(0) = 0, λ = 0, in
which case k+(σ, 0) ∈ {0, 2}.
4. If Γ is cocompact, then
dimH0
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= dimH1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
<∞ ,
Hp
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= {0} for all p ≥ 2 . (110)
In particular, χ
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= 0.
5. If Γ is cocompact, then for any k ≥ k+(σ, λ)
χ
(
Γ, C−ω(∂X, V +(σλ, ϕ))
)
= −χ1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= dim ΓC−∞(∂X, V +(σλ, ϕ)) .
Assertion 3 also holds without the assumption λ 6∈ Iwr,−σ .
Proof. For any pair (σ, λ) and a generating T ∈ HomM (Vσ , Vγ) the Poisson transform P T kσλ :=
P T
k
σλ
⊗ idVϕ injects C−ω(∂X, V k(σλ, ϕ)) (C−ω+ (∂X, V k(σ0, ϕ)), if λ = 0 and pσ(0) = 0) into
C∞(X,V (γ, ϕ))Ak
σ,λ
. Thus the first statement of Assertion 3 is a consequence of Lemma 8.2,
3. Moreover, for λ 6= 0 we have imP T k+rσλ ∩ C∞(X,V (γ, ϕ))Akσ,λ = imP
T k
σλ
. It follows, that
k+(σ, λ) ≤ 1 for unitary ϕ and λ 6= 0. That this also holds for pσ(0) 6= 0, λ = 0, can be proved
as in Proposition 4.23. The case pσ(0) = 0, λ = 0 is covered by Proposition 8.6.
Assertions 1,2, and Equation (110) are immediate consequences of Lemma 8.2, and Propo-
sitions 8.3, 8.4, 8.5, and 8.6, respectively.
The long exact cohomology sequence associated to
0→ C−ω(∂X, V k(σλ, ϕ))→ C−ω(∂X, V +(σλ, ϕ)) ̺
k
−→ C−ω(∂X, V +(σλ, ϕ))→ 0
degenerates to
0→ ΓC−ω(∂X, V k(σλ, ϕ)) → ΓC−ω(∂X, V +(σλ, ϕ))
̺kΓ−→ ΓC−ω(∂X, V +(σλ, ϕ))
→ H1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
→ 0 .
Since for cocompact Γ the space ΓC−ω(∂X, V +(σλ, ϕ)) is finite-dimensional the equality
dimH0
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= dimH1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
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as well as the remaining assertions of the proposition follow. For Assertion 5 we have also used
Theorem 3.3. ✷
We now consider the decomposition ∂X = Λ∪Ω. Since the sheaf of hyperfunction sections
of a vector bundle is flabby we obtain the following exact sequences of Γ-modules
0→ C−ω(Λ, V k(σλ, ϕ)) → C−ω(∂X, V k(σλ, ϕ)) resΩ−→ C−ω(Ω, V k(σλ, ϕ))→ 0 , (111)
0→ C−ω(Λ, V +(σλ, ϕ)) → C−ω(∂X, V +(σλ, ϕ)) resΩ−→ C−ω(Ω, V +(σλ, ϕ))→ 0 . (112)
Lemma 8.8 The Γ-modules C−ω(Ω, V k(σλ, ϕ)) and C
−ω(Ω, V +(σλ, ϕ)) are acyclic.
Proof. Since the action of Γ on Ω is properly discontinuous and C−ω(Ω, V k(σλ, ϕ)),
C−ω(Ω, V +(σλ, ϕ)) are the spaces of global sections of a flabby Γ-equivariant sheaves on Ω
the lemma can be shown in the same way as [14], Lemma 2.6. ✷
Theorem 8.9 Let Γ ⊂ G be a torsion-free convex cocompact discrete subgroup of Γ, and let
(ϕ, Vϕ) be a finite-dimensional representation of Γ. Assume that (σ, λ) is not very special, i.e.,
λ 6∈ Iwr,−σ . Then Assertions (i)-(iv) of Conjecture 8.1 hold true. In addition, we have
1. The Γ-module C−ω(Λ, V +(σλ, ϕ)) is acyclic.
2. For all k ∈ N
dimH0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dimH1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dimEkΛ(σλ, ϕ) , if Γ is not cocompact ,
Hp
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= {0} for all p ≥ 2 .
3. For any k ≥ k+(σ, λ)
χ
(
Γ, C−ω(Λ, V +(σλ, ϕ))
)
= −χ1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dim ΓC−∞(Λ, V +(σλ, ϕ)) .
Proof. The case of cocompact Γ is already covered by Proposition 8.7. We thus assume
Ω 6= ∅. By Proposition 8.7 and Lemma 8.8 the sequence (112) provides an acyclic resolution
of C−ω(Λ, V +(σλ, ϕ)). We thus have to determine the cohomology of the complex
0→ ΓC−ω(∂X, V +(σλ, ϕ)) res−→ C−ω(B,V +B (σλ, ϕ))→ 0 .
The surjectivity of ̺B combined with (34) implies the surjectivity of
res : ΓC−ω(∂X, V +(σλ, ϕ))→ C−ω(B,V +B (σλ, ϕ)) .
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It follows that all higher cohomology groups of C−ω(Λ, V +(σλ, ϕ)) vanish. By Proposition
4.16 we have the following equality of finite-dimensional spaces
dimH0
(
Γ, C−ω(Λ, V +(σλ, ϕ))
)
= E+Λ (σλ, ϕ) = E
k+
Λ (σλ, ϕ) .
The long exact cohomology sequence associated to
0→ C−ω(Λ, V k(σλ, ϕ))→ C−ω(Λ, V +(σλ, ϕ)) ̺
k
−→ C−ω(Λ, V +(σλ, ϕ))→ 0
now reads as
0→ EkΛ(σλ, ϕ)→ E+Λ (σλ, ϕ)
̺kΓ−→ E+Λ (σλ, ϕ)→ H1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
→ 0 .
From this it is easy to derive the remaining assertions of the theorem. ✷
Theorem 8.9 says that interesting phenomena, i.e., higher cohomology groups of
C−ω(Λ, V +(σλ, ϕ)), occur for λ ∈ Iwr,−σ , only. In the rest of this section we will determine
these cohomology groups in case X = RHn. This is based on the results of Sections 5 and 6.
From now on let G be one of the groups Spin(1, n) or SO(1, n)0. Recall that in this case
Iwrσ = I
r
σ. We have seen in Section 6 that for λ ∈ Irσ there exist an irreducible G-representation
(π, F ) having infinitesimal character χσ,λ and an element p ∈ {0, 1, . . . , n − 1} ∪ {+,−} such
that σλ = σ
p
F,λp
. Then we set
(πσλ , Fσλ) := (π, F ) , lσλ = n− p for p 6= ± and lσλ :=
n+ 1
2
if p = ± .
Using the formulas in Section 6 this definition can be made more explicit. Let λ = rα, and
let σ have highest weight µσ = (m1,m2, . . . ,m[n−1
2
]). Let i be the smallest number such that
|r| > mi + n−12 − i. Then
lσλ =
{
n+ 1− i λ ≥ 0
i λ ≤ 0 .
Moreover, if n is even, then Fσλ has highest weight
(m1 − 1, . . . ,mi−1 − 1, |r|+ i− n+ 1
2
,mi, . . . ,mn−2
2
) .
For odd n this highest weight is given by
(m1 − 1, . . . ,mi−1 − 1, |r|+ i− n+ 1
2
,mi, . . . ,mn−3
2
, sign(r)mn−1
2
) , i ≤ n− 1
2
,
(m1 − 1, . . . ,mn−3
2
− 1, |mn−1
2
| − 1, sign(mn−1
2
)r) , i =
n+ 1
2
.
By Z˜pFσλ
we denote the spaces of cocycles of (77) for trivial Γ and ϕ. If lσλ 6= n+12 , then Z˜
n−lσλ
Fσλ
is
a G-submodule of C−ω(∂X, V (σλ)), whereas for lσλ =
n+1
2 we have Z˜
n−1
2
Fσλ
∼= C−ω(∂X, V (σλ)).
We let G act on both factors the flat vector bundle E˜(πσλ) := X ×Fσλ over X. This G-action
induces a Z(g)-action on Ω∗(X, E˜(πσλ)) ∼= Ω∗(X)⊗ Fσλ .
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Proposition 8.10 If λ ∈ Irσ, then the following sequences are exact:
0 → C−ω(∂X, V +(σλ))→ Ωlσλ (X, E˜(πσλ))χσ,λ(∆ˆ)
d−→ Ωlσλ+1(X, E˜(πσλ))χσ,λ(∆ˆ)
d−→ . . . d−→ Ωn(X, E˜(πσλ))
χσ,λ
(∆ˆ)
→ 0 ,
0 → Z˜n−lσλFσλ → Ω
lσλ (X, E˜(πσλ))
χσ,λ
(∆ˆ)
(
d
d∗
)
−→
Ωlσλ+1(X, E˜(πσλ))
χσ,λ
(∆ˆ)
⊕
Ωn+1−lσλ (X, E˜(πσλ))
χσ,λ
(∆ˆ)
(
d 0
0 d
)
−→
. . .
(
d 0
0 d
)
−→
Ωn(X, E˜(πσλ))
χσ,λ
(∆ˆ)
⊕
Ω2n−2lσλ (X, E˜(πσλ))
χσ,λ
(∆ˆ)
( 0 d )−→ Ω2n−2lσλ+1(X, E˜(πσλ))χσ,λ(∆ˆ)
d−→
. . .
d−→ Ωn(X, E˜(πσλ))χσ,λ(∆ˆ) → 0 .
Proof. The proposition is a consequence of Proposition 6.1, Proposition 5.3, and the surjec-
tivity of ∆ˆ : Ωp(X, E˜(πσλ)) → Ωp(X, E˜(πσλ)). In fact, the exactness of the pieces of the de
Rham complexes Ω∗(X, E˜(πσλ))
χσ,λ
(∆ˆ)
appearing in these complexes is a direct consequence of
Theorem 2.7 and the fact that Z(g) acts locally finitely on Ω∗(X, E˜(πσλ))(∆ˆ). It remains to
show that for a pair of closed forms (ω, η) ∈ Ωp+1(X, E˜(πσλ))
χσ,λ
(∆ˆ)
⊕ Ωn−p+1(X, E˜(πσλ))
χσ,λ
(∆ˆ)
there exist ψ ∈ Ωp(X, E˜(πσλ))χσ,λ(∆ˆ) such that dψ = ω, d ∗ ψ = η. Since H
k(X, E˜(πσλ)) = {0}
for k > 0 we find ψ0, ψ1 ∈ Ωp(X, E˜(πσλ))χσ,λ(∆ˆ) such that dψ0 = ω, d ∗ ψ1 = η. Now by
Corollary 2.6 the equation ∆ˆψ2 = ∗(ψ1 − ψ0) is solvable in Ωn−p(X, E˜(πσλ))χσ,λ(∆ˆ) . We set
ψ := ψ0 + (−1)(p−1)(n−1)+1d ∗ dψ2. Then dψ = ω and d ∗ ψ = d ∗ ψ0 + d∆ˆψ2 = d ∗ ψ1 = η. ✷
Proposition 8.11 Let Γ ⊂ G be a torsion-free discrete subgroup of G, and let (ϕ, Vϕ) be a
finite-dimensional representation of Γ. Let λ ∈ Irσ. Then we have for all p ≥ 1
Hp
(
Γ, C−ω(∂X, V +(σλ, ϕ))
) ∼= H lσλ+p(Γ, Fσλ ⊗ Vϕ) . (113)
If Γ is not cocompact or ϕ is unitary, then for all k ∈ N, p ≥ 1 there is a natural isomorphism
Hp
(
Γ, C−ω(∂X, V k(σλ, ϕ))
) ∼= H lσλ+p(Γ, Fσλ ⊗ Vϕ)⊕H lσλ+p−1(Γ, Fσλ ⊗ Vϕ) . (114)
For cocompact Γ and general ϕ the isomorphism (114) holds for all p ≥ 2, while for p = 1 we
have
dimH1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
= dimH lσλ+1(Γ, Fσλ ⊗ Vϕ) (115)
+dimH0
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
.
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Proof. By Lemma 8.2 the Γ-module Ωp(X, E˜(πσλ ⊗ ϕ))(∆) is acyclic. Since Z(g) acts locally
finitely on this module Ωp(X, E˜(πσλ ⊗ ϕ))χσ,λ(∆) is a direct summand of it, hence is acyclic, too.
Now Proposition 8.10 provides an acyclic resolution of C−ω(∂X, V +(σλ, ϕ)), namely
0→ C−ω(∂X, V +(σλ, ϕ)) → Ωlσλ (X, E˜(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
d−→ Ωlσλ+1(X, E˜(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
d−→ . . . d−→ Ωn(X, E˜(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
→ 0 . (116)
It follows that H∗ (Γ, C−ω(∂X, V +(σλ, ϕ))) is given as the cohomology of the complex
0→ Ωlσλ (Y,E(πσλ ⊗ ϕ))χσ,λ(∆ˆ)
d−→ Ωlσλ+1(Y,E(πσλ ⊗ ϕ))χσ,λ(∆ˆ)
d−→
. . .
d−→ Ωn(Y,E(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
→ 0 . (117)
(113) now follows from Theorem 2.7 combined with the observation that taking the component
having the correct infinitesimal character does not change the cohomology (compare the proof
of Theorem 6.3).
We now look at the long exact sequence associated to
0→ C−ω(∂X, V k(σλ, ϕ)) i−→ C−ω(∂X, V +(σλ, ϕ)) ̺
k
−→ C−ω(∂X, V +(σλ, ϕ))→ 0 .
We need the following
Lemma 8.12 Let ̺p be the operator induced by ̺ on H
p (Γ, C−ω(∂X, V +(σλ, ϕ))). Then
̺p = 0 for all p ≥ 1.
Proof. We look at the operator |α|2̺((n + 1 − 2lσλ)id − ̺). By (64) the Laplacians ∆ˆ on
Ωk(X, E˜(πσλ⊗ϕ))χσ,λ(∆ˆ) , k ≥ lσλ extend it to the acyclic resolution (116) of C
−ω(∂X, V +(σλ, ϕ)).
However, the Laplacians act by zero on the higher cohomology groups of (117). It follows that
|α|2̺p((n+1−2lσλ )id−̺)p = 0 for p ≥ 1. Since for lσλ 6= n+12 the operator (n+1−2lσλ)id−̺
is invertible ((n + 1− 2lσλ)id− ̺)p is invertible, too. Hence ̺p = 0. For lσλ = n+12 we extend
̺ by a constant multiple of d∗ on Ωlσλ (X, E˜(πσλ ⊗ϕ))
χσ,λ
(∆ˆ)
(see (66)) and by the zero operator
on Ωk(X, E˜(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
for k > lσλ . Again ̺p = 0 follows. ✷
We continue the proof of Proposition 8.11. By Lemma 8.12 the above mentioned long exact
sequence gives rise to short exact sequences
0 → coker̺k0 → H1
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
i1−→ H1 (Γ, C−ω(∂X, V +(σλ, ϕ)))→ 0 ,
0 → Hp−1 (Γ, C−ω(∂X, V +(σλ, ϕ))) → Hp (Γ, C−ω(∂X, V k(σλ, ϕ))) (118)
ip−→ Hp (Γ, C−ω(∂X, V +(σλ, ϕ)))→ 0 , p ≥ 2 .
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By Proposition 8.7, 3, the space H0 (Γ, C−ω(∂X, V +(σλ, ϕ))) is finite-dimensional for cocom-
pact Γ. It follows that dim coker̺k0 = dimker ̺
k
0 = dimH
0
(
Γ, C−ω(∂X, V k(σλ, ϕ))
)
. This
implies (115).
It remains to construct a split of ip in the sequences (118) except for p = 1, Γ co-
compact, ϕ not unitary. The second complex in Proposition 8.10 gives rise to an acyclic
resolution of Z˜
n−lσλ
Fσλ
⊗ Vϕ. Sending a cocycle ω ∈ Z lσλ+p(Y,E(πσλ ⊗ ϕ))
χσ,λ
(∆ˆ)
of (117) to
(ω, 0) ∈ Ωlσλ+p(Y,E(πσλ))
χσ,λ
(∆ˆ)
⊕ Ωn−lσλ+p(Y,E(πσλ))
χσ,λ
(∆ˆ)
defines for p ≥ 2 a map
qp : H
p
(
Γ, C−ω(∂X, V +(σλ, ϕ))
)→ Hp (Γ, Z˜n−lσλFσλ ⊗ Vϕ))) . (119)
Using Hodge theoretic arguments as for example in the proof of Proposition 8.10 we see that
qp is also well-defined for p = 1 unless Γ is cocompact and ϕ not unitary. Let j : Z˜
n−lσλ
Fσλ
⊗Vϕ →
C−ω(∂X, V k(σλ, ϕ)) be the inclusion. Then by construction (i ◦ j)p ◦ qp = id. Thus jp ◦ qp
provides the desired splitting. ✷
Using the second sequence in Proposition 8.10 one can also compute the higher cohomology
groups of Z˜
n−lσλ
Fσλ
⊗ Vϕ. We find for p ≥ 1 (p ≥ 2 if Γ is cocompact and ϕ not unitary) that
Hp
(
Γ, Z˜
n−lσλ
Fσλ
⊗ Vϕ
) ∼= H lσλ+p(Γ, Fσλ ⊗ Vϕ)⊕Hn−lσλ+p(Γ, Fσλ ⊗ Vϕ) .
Now we assume Γ to be convex cocompact. In order to get a uniform description of the
cohomology for all cases including cocompact Γ we let E˜+Λ (σλ, ϕ) be the kernel of the surjection
C−ω(∂X, V +(σλ, ϕ))→ H lσλ (Γ, Fσλ⊗Vϕ) appearing in Theorem 6.3. Then for noncocmpact Γ
we have E˜+Λ (σλ, ϕ) = E
+
Λ (σλ, ϕ), whereas E˜
+
Λ (σλ, ϕ) = {0}, if Γ is cocompact and ϕ is unitary.
Theorem 8.13 Let Γ ⊂ G be a torsion-free convex cocompact discrete subgroup of Γ, and let
λ ∈ Irσ. Then Assertions (i)-(iv) of Conjecture 8.1 hold true. More precisely, we have
1. For all p ≥ 1
Hp
(
Γ, C−ω(Λ, V +(σλ, ϕ))
) ∼= H lσλ+p(Γ, Fσλ ⊗ Vϕ) ,
and there is an exact sequence
0→ E˜+Λ (σλ, ϕ)→ H0
(
Γ, C−ω(Λ, V +(σλ, ϕ))
) → H lσλ (Γ, Fσλ ⊗ Vϕ)→ 0 .
For k ≥ k+(σλ, ϕ) we have
H0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= H0
(
Γ, C−ω(Λ, V +(σλ, ϕ))
)
.
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2. For all k ∈ N
Hp
(
Γ, C−ω(Λ, V k(σλ, ϕ))
) ∼= H lσλ+p(Γ, Fσλ ⊗ Vϕ)
⊕H lσλ+p−1(Γ, Fσλ ⊗ Vϕ) , p ≥ 2 ,
dimH1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dimH0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
+dimH lσλ+1(Γ, Fσλ ⊗ Vϕ) .
3. For any k ≥ k+(σ, λ)
χ
(
Γ, C−ω(Λ, V +(σλ, ϕ))
)
= −χ1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dim ΓC−∞(Λ, V +(σλ, ϕ)) +
n∑
p=lσλ+1
(−1)p−lσλ dimHp(Γ, Fσλ ⊗ Vϕ)
= dim E˜+Λ (σλ, ϕ) +
n∑
p=lσλ
(−1)p−lσλ dimHp(Γ, Fσλ ⊗ Vϕ) .
For lσλ = 1 this sum can be rewritten as
χ
(
Γ, C−ω(Λ, V +(σλ, ϕ))
)
= dim E˜+Λ (σλ, ϕ) + dim
Γ(Fσλ ⊗ Vϕ)− χ(Γ, Fσλ ⊗ Vϕ)
= dim E˜+Λ (σλ, ϕ) + dim
Γ(Fσλ ⊗ Vϕ)− dim(Fσλ) dim(Vϕ)χ(Y ) .
Here χ(Y ) is the topological Euler characteristic of Y .
Proof. It is sufficient to prove Assertions 1 and 2 and that χ
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= 0.
All facts claimed concerning H0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
and H0 (Γ, C−ω(Λ, V +(σλ, ϕ))) are
already known from Theorem 6.3. For cocompact Γ the theorem now follows immediately
from Proposition 8.11. We thus assume Γ to be noncocompact.
The long exact sequence associated to (112) together with Lemma 8.8 and the surjectivity
of
res : ΓC−ω(∂X, V +(σλ, ϕ))→ C−ω(B,V +B (σλ, ϕ))
(compare the proof of Theorem 8.9) provides isomorphisms of C[̺]-modules
Hp
(
Γ, C−ω(Λ, V +(σλ, ϕ))
) ∼= Hp (Γ, C−ω(∂X, V +(σλ, ϕ))) , p ≥ 1 . (120)
Now Assertion 1 follows from Proposition 8.11. In particular, all cohomology groups of
C−ω(Λ, V +(σλ, ϕ)) are finite-dimensional. Let ̺Λ be the restriction of ̺ to C
−ω(Λ, V +(σλ, ϕ)).
Now the exact sequence
0→ C−ω(Λ, V k(σλ, ϕ)) i−→ C−ω(Λ, V +(σλ, ϕ))
̺kΛ−→ C−ω(Λ, V +(σλ, ϕ))→ 0 (121)
implies that Hp
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
is finite-dimensional and that
χ
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= χ
(
Γ, C−ω(Λ, V +(σλ, ϕ))
) − χ (Γ, C−ω(Λ, V +(σλ, ϕ))) = 0 .
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̺Λ induces an operator ̺Λ,0 on H
0 (Γ, C−ω(Λ, V +(σλ, ϕ))). We look at the long exact sequence
associated to (121). Because of (120) and Lemma 8.12 we obtain the exact sequence
0→ coker(̺Λ,0)k → H1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
i1−→ H1 (Γ, C−ω(Λ, V +(σλ, ϕ)))→ 0 .
The space H0 (Γ, C−ω(Λ, V +(σλ, ϕ))) is finite-dimensional. It follows that dim coker(̺Λ,0)
k =
dimker(̺Λ,0)
k = dimH0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
. Moreover,
H1
(
Γ, C−ω(Λ, V +(σλ, ϕ))
) ∼= H lσλ+1(Γ, Fσλ ⊗ Vϕ)
by Assertion 1. It follows that
dimH1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dimH0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
+dimH lσλ+1(Γ, Fσλ ⊗Vϕ) .
The direct sum decomposition of Hp
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
claimed in Assertion 2 follows
from the long exact sequence associated to (111), Lemma 8.8 and Proposition 8.11. The proof
of the theorem is now complete. ✷
We conclude this section by a couple of remarks on Theorem 8.13.
For any σ there exists a constant c(σ) ≥ 0 such that for λ ∈ Irσ with |λ| > cσ we have
lσλ =
{
n λ > 0
1 λ < 0
.
Assume ϕ to be unitary. For lσλ = n the vanishing results Corollary 4.13 and Proposition 7.3
imply that Hp (Γ, C−ω(Λ, V +(σλ, ϕ))) = {0} for all p with the obvious exception σ = 1 and Γ
cocompact. Thus the generic non-zero contribution to the expected ”topological part” of the
divisor of the Selberg zeta function
{(λ, χ (Γ, C−ω(Λ, V +(σλ, ϕ)))) | λ ∈ Irσ}
is given by
{(λ,dimE+Λ (σλ, ϕ) + dim Γ(Fσλ ⊗ Vϕ)− dim(Fσλ) dim(Vϕ)χ(Y )) | λ < −cσ}.
For cocompact Γ and σλ 6= 1−ρ we have E+Λ (σλ, ϕ) = {0}, Γ(Fσλ ⊗Vϕ) = {0}. Thus the above
multiplicity simplifies to − dim(Fσλ) dim(Vϕ)χ(Y ). This coincides with the formula for the
order of the singularity of ZS,σ,ϕ at very negative integer points obtained in [15], Thm. 3.15.
If σ is trivial, then we can choose c(σ) = 0. If in addition, Γ is not cocompact and ϕ is
trivial, then dimE+Λ (σλ, ϕ) +dim
Γ(Fσλ ⊗Vϕ) can be identified with the multiplicity nλ of the
pole of a normalized version of the scattering matrix Sˆµ at µ = λ (see [19], Section 5). We
obtain for negative λ ∈ Ir1
χ
(
Γ, C−ω(Λ, V +(1λ))
)
= nλ − χ(Y ) dimF1λ .
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It was proved by Patterson and Perry [58] that the right hand side coincides with ordλ(ZS,1,1).
This eventually led to the proof of Conjecture 8.1, (v), in this special case [19]. One of the
difficulties one is confronted with, if one tries to extend this approach to general σ, is that for
lσλ 6∈ {1, n} the normalized scattering matrix has an infinite-dimensional pole at λ, and thus
there is no easy definition of the multiplicity nλ.
One can also get more precise information on the spaces Hp
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
, p =
0, 1. Assume Γ to be noncocompact. Let
resk :
ΓC−ω(∂X, V k(σλ, ϕ))→ C−ω(B,V kB(σλ, ϕ))
be the restriction map. The long exact sequence associated to (111) combined with (114)
yields an exact sequence
0→ cokerresk → H1
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
→ H lσλ+1(Γ, Fσλ⊗Vϕ)⊕H lσλ (Γ, Fσλ⊗Vϕ)→ 0 .
Combining this with Assertion 2 of Theorem 8.13 we obtain an alternative proof of Corollary
6.8:
dimH0
(
Γ, C−ω(Λ, V k(σλ, ϕ))
)
= dimcoker resk + dimH
lσλ (Γ, Fσλ ⊗ Vϕ) .
For n = 2 and noncocompact Γ the dimensions of the cohomology groupsHp (Γ, C−ω(Λ, V (1λ)))
have been computed in [17] by slightly different methods. Note that in this case Γ has coho-
mological dimension 1. Thus
dimH0
(
Γ, C−ω(Λ, V (1λ))
)
= dimH1
(
Γ, C−ω(Λ, V (1λ))
)
.
We refer to the end of Section 6 for a discussion of the dimension of H0 at negative half integers
λ.
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9 The discrete spectrum and L2-cohomology of Kleinian man-
ifolds
In this section we consider a torsion-free convex cocompact non-cocompact subgroup of a linear
rank one Lie group G. Let K ⊂ G be a maximal compact subgroup, and let g = k ⊕ p be
the corresponding Cartan decomposition of the Lie algebra. We freely use all the notation
introduced in previous sections. Whenever spaces of the form E1Λ(σλ, ϕ) occur we tacitly
assume that X = G/K 6= OH2 or that δΓ < 0. Let (ϕ, Vϕ) be a finite-dimensional unitary
representation of Γ. G acts unitarily on the Hilbert space
L2(Γ\G,ϕ) := {f : G→ Vϕ | f(gx) = ϕ(g)f(x) ∀g ∈ Γ, x ∈ G,
∫
Γ\G
|f(x)|2 dx <∞} ,
where the action is given by right translation. One of the main results of [21] was the de-
composition of this representation into irreducible ones, the so called Plancherel Theorem.
Based on the results of Section 4 we will give a more precise description of the irreducible
representations which can occur discretely in this decomposition.
The second theme will be L2-cohomology of Kleinian manifolds. Let (π, F ) be an irre-
ducible finite-dimensional representation of G. The admissible scalar product on F (see Sub-
section 7.3) induces an L2 scalar product on the space Ω∗c(Y,E(π⊗ϕ)) of compactly supported
differential forms with values in the flat vector bundle E(π ⊗ ϕ) such that the corresponding
Hilbert space of square-integrable forms satisfies
Ω∗(2)(Y,E(π ⊗ ϕ)) ∼= [L2(Γ\G,ϕ) ⊗ F ⊗ Λ∗p∗]K . (122)
Using results on (g,K)-cohomology we will compute the L2-cohomology groups Hp(2)(Y,E(π⊗
ϕ)) and their reduced versions Hp(2)(Y,E(π ⊗ ϕ)) in terms of multiplicities of the unitary
representations with infinitesimal character χF˜ in the discrete part of L
2(Γ\G,ϕ), i.e., in
terms of invariant distributions supported on the limit set. Here F˜ is the dual representation
of F . A comparison of these results with Theorem 6.3 then shows that for X = RHn and
p ≥ n+12 the natural map
Hp(2)(Y,E(π ⊗ ϕ))→ Hp(Y,E(π ⊗ ϕ))
is an isomorphism. This generalizes the main result of [50] for convex cocompact Γ to non-
trivial π and ϕ.
In order to state our refined version of the Plancherel Theorem for L2(Γ\G,ϕ) we will
introduce a couple of (g,K)-modules. By Hσ,λ we denote the underlying (g,K)-module of
C∞(∂X, V (σλ)). Recall that for Re(λ) > 0 it has the unique nontrivial irreducible submodule
Iσ,λ.
Let σ ∈ Mˆ such that pσ(0) = 0. Let 0 < λσ ∈ a∗ be the corresponding end of the
complementary series, i.e., the interval (0, λσ) consists of all λ with Re(λ) > 0 such that H
σ,λ
is irreducible and unitarizable. λσ can be characterized as the smallest λ > 0 such that H
σ,λ
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becomes reducible. In particular, λσ ∈ Iwrσ (see Lemma 4.6). The value of λσ is explicitly
known in all cases (see [3] and the literature cited therein). For X = RHn it is given before
Proposition 4.24. Note that λσ˜ = λσ. We set
Hres(ϕ) :=
⊕
{σ∈Mˆ | pσ(0)=0}
⊕
λ∈(0,λσ)∩(0,δΓ]
E1Λ(σ˜λ, ϕ) ⊗Hσ,λ .
For any σ the sum over λ is actually finite by Corollary 4.13. By (38) and Lemma 4.9 we have
E1Λ(σ˜λ, ϕ) =
ΓC−∞(Λ, V (σ˜λ, ϕ)) unless λ ∈ Iwr,−σ . By the remark following Lemma 4.6 this
cannot happen for λ ∈ (0, λσ) and X = RHn or X = CHn. We have seen in the proof of
Proposition 4.21 that the matrix coefficient map
E1Λ(σ˜λ, ϕ) ⊗Hσ,λ ∋ f ⊗ φ 7→ cf,φ
injects E1Λ(σ˜λ, ϕ) ⊗ Hσ,λ in a (g,K)-equivariant way into L2(Γ\G,ϕ)K , where L2(Γ\G,ϕ)K
denotes the (g,K)-module of K-finite smooth vectors in L2(Γ\G,ϕ). We obtain an embedding
of Hres(ϕ) into L2(Γ\G,ϕ)K . Let L2(Γ\G,ϕ)res be the closure in L2(Γ\G,ϕ) of the image of
Hres(ϕ) under the matrix coefficient map.
We further introduce
HU,+(ϕ) :=
⊕
{σ∈Mˆ\{1} | pσ(0)=0}
⊕
{λ∈Iwr,−σ ∩(0,δΓ] | Iσ,λunitarizable}
UΛ(σ˜λ, ϕ) ⊗ Iσ,λ .
Again by the remark following Lemma 4.6 we have in case X = RHn or X = CHn that
UΛ(σ˜λ, ϕ) =
ΓC−∞(Λ, V (σ˜λ, ϕ)) for λ ∈ Iwr,−σ . Moreover, it is known that in these two cases
{λ ∈ a∗ | Re(λ) > 0, Iσ,λunitarizable} = (0, λσ ] . (123)
It follows that
{λ ∈ Iwr,−σ ∩ (0, δΓ] | Iσ,λunitarizable} ⊂ {λσ} .
Last but not least we collect the contributions of the principal series modules Hσ,0 for
pσ(0) 6= 0. For X = RHn, n odd, let Mˆ0 ⊂ Mˆ a set of representatives of W (g, a)-orbits of
representations which factorize over SO(n− 1) and which are not Weyl-invariant. We set
HU,0(ϕ) :=
⊕
σ∈Mˆ0
UΛ(σ˜0, ϕ)⊗Hσ,0 .
If dimX is even, then Mˆ0 := {σ ∈ Mˆ | 0 ∈ Iwrσ }. Note that for X = RHn, n even, Mˆ0 = ∅.
The module Hσ,0 splits into two eigenspaces of Jˆσ,0
Hσ,0 = Hσ,+ ⊕Hσ,− .
Similarly, we obtain
UΛ(σ˜0, ϕ) = U
+
Λ (σ˜0, ϕ) ⊕ U−Λ (σ˜0, ϕ) .
Then
HU,0(ϕ) :=
⊕
σ∈Mˆ0
U+Λ (σ˜0, ϕ)⊗Hσ,+ ⊕ U−Λ (σ˜0, ϕ) ⊗Hσ,− .
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We set
HU(ϕ) := HU,+(ϕ) ⊕HU,0(ϕ)
Let L2(Γ\G,ϕ)U be the closure in L2(Γ\G,ϕ) of the image of HU (ϕ) under the matrix coeffi-
cient map.
Recall the definition and classification of discrete series representations of G from e.g. [44],
Chapters IX and XII. We can now formulate the following refinement of [21], Theorem 11.1.
Theorem 9.1 If X 6= OH2 or δΓ < 0, then there is a G-equivariant decomposition
L2(Γ\G,ϕ) = L2(Γ\G,ϕ)ac ⊕ L2(Γ\G,ϕ)d ,
where the discrete subspace L2(Γ\G,ϕ)d, being the closure of the sum of all irreducible subrep-
resentations of L2(Γ\G,ϕ), has a further decomposition
L2(Γ\G,ϕ)d = L2(Γ\G,ϕ)cusp ⊕ L2(Γ\G,ϕ)U ⊕ L2(Γ\G,ϕ)res .
L2(Γ\G,ϕ)cusp decomposes into discrete series representations of G, each discrete series repre-
sentation of G occurs with infinite multiplicity. It is zero iff X = RHn, n odd. The remaining
part of L2(Γ\G,ϕ)d is zero, if δΓ < 0.
L2(Γ\G,ϕ)ac decomposes into a sum of direct integrals corresponding to the unitary prin-
cipal series representations of G, each occurring with infinite multiplicity. The corresponding
Plancherel measures are absolutely continuous with respect to the Lebesgue measure of ia∗.
Proof. The only point where Theorem 9.1 goes beyond [21], Theorem 11.1, is that certain
contributions of the form UΛ(σ˜λ, ϕ) ⊗ Iσ,λ and E1Λ(σ˜λ, ϕ) ⊗Hσ,λ which appear in [21] do not
occur in our definition of L2(Γ\G,ϕ)U and L2(Γ\G,ϕ)res. This is justified by Proposition 4.21
and Proposition 4.23. ✷
If one does not know that extλ is meromorphic in the region {Re(λ) > −ε} for some
ε > 0, then it is not possible to determine L2(Γ\G,ϕ)ac and to show that there is no singular
continuous spectrum. However, if one traces back the arguments in [21] and the additional
information obtained in Section 4 which led to the determination of L2(Γ\G,ϕ)d, one obtains
a decomposition of L2(Γ\G,ϕ)d without using extλ. In particular, it was indicated in [21], pp.
121-122, how one can prove the finite-dimensionality of ΓC−∞(Λ, V (σλ, ϕ)) without referring
to extλ. Indeed, also for X = OH
2 and δΓ ≥ 0 the following is true.
Proposition 9.2 Let L2(Γ\G,ϕ)d be the closure of the sum of all irreducible subrepresenta-
tions of L2(Γ\G,ϕ). Let L2(Γ\G,ϕ)U0 ⊂ L2(Γ\G,ϕ)U be the orthogonal complement of the
contributions of those (σ, λ) such that λ ∈ (0, λσ). Then
L2(Γ\G,ϕ)d = L2(Γ\G,ϕ)cusp ⊕ L2(Γ\G,ϕ)U0
⊕ cl
 ⊕
{σ∈Mˆ | pσ(0)=0}
⊕
λ∈(0,λσ)∩(0,δΓ]
ΓC−∞(Λ, V (σ˜λ, ϕ)) ⊗Hσ,λ
 .
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Here cl means the closure in L2(Γ\G,ϕ). L2(Γ\G,ϕ)cusp decomposes into discrete series rep-
resentations of G, each discrete series representation of G occurs with infinite multiplicity.
While for fixed σ the sum over λ might be actually infinite, the individual multiplicity spaces
ΓC−∞(Λ, V (σ˜λ, ϕ)) and UΛ(σ˜0, ϕ) are finite-dimensional.
We now want to compute the L2-cohomology groups Hp(2)(Y,E(π ⊗ ϕ)). They are defined
as follows
Hp(2)(Y,E(π ⊗ ϕ)) :=
{ω ∈ Ωp(2)(Y,E(π ⊗ ϕ)) | dω = 0}
{dη | η ∈ Ωp−1(2) (Y,E(π ⊗ ϕ)), dη ∈ Ωp(2)(Y,E(π ⊗ ϕ))}
.
Here the differential d is taken in the distributional sense. Since ϕ is unitary the operators
δF and ∆F defined in Subsection 7.3 coincide with the operators δ and ∆ associated to the
Hermitian metric on E(π⊗ϕ)) which were introduced in Section 2. We also consider the space
of square-integrable harmonic forms
Hp(2)(Y,E(π ⊗ ϕ)) = {ω ∈ Ωp(2)(Y,E(π ⊗ ϕ)) |∆Fω = 0}
= {ω ∈ Ωp(2)(Y,E(π ⊗ ϕ)) | dω = 0, δFω = 0} .
The second equality uses the completeness of Y . It follows that the natural map Hp(2)(Y,E(π⊗
ϕ)) → Hp(2)(Y,E(π ⊗ ϕ)) is injective. It is an isomorphism if and only if the linear subspace
Bp(2) := {dη | η ∈ Ωp−1(2) (Y,E(π ⊗ ϕ)), dη ∈ Ωp(2)(Y,E(π ⊗ ϕ))} ⊂ Ωp(2)(Y,E(π ⊗ϕ)) is closed. In
general, one has an orthogonal decomposition
Hp(2)(Y,E(π ⊗ ϕ)) := Hp(2)(Y,E(π ⊗ ϕ)) ⊕Bp(2)/Bp(2) , (124)
where ¯ denotes the closure, and the second summand is infinite-dimensional if not zero.
H∗(2)(Y,E(π ⊗ ϕ)) considered as a summand of H∗(2)(Y,E(π ⊗ ϕ)) is often called the reduced
L2-cohomology. For these and more generalities on L2-cohomology we refer to [13], Chapter
3. Moreover, we have the following general fact
Lemma 9.3 Bp(2) = B
p
(2) if and only if 0 6∈ spec(∆F |Bp
(2)
).
Proof.Assume that 0 6∈ spec(∆
F |Bp
(2)
). This means that ∆
F |Bp
(2)
= dδ
F |Bp
(2)
: dom(∆F )∩Bp(2) →
Bp(2) is surjective. It follows that im d = B
p
(2).
Vice versa, if d has closed range, then by general principles δF = d
∗ has closed range, too.
It follows that imδF = ker d
⊥ ⊂ Ωp−1(2) (Y,E(π ⊗ ϕ)). By assumption any element in Bp(2) can
be written as dη for some η. Here we can assume that η ∈ ker d⊥. It follows that dδF is
surjective on Bp(2). By (124) the Laplacian is always injective on dom(∆F )∩Bp(2). This shows
that 0 6∈ spec(∆
F |Bp
(2)
). ✷
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We want to employ the theory of (g,K)-cohomology of irreducible unitarizable (g,K)-
modules in a similar manner as it has been done in the computation of the L2-cohomology for
symmetric spaces in [9] (compare also [55]) and for locally symmetric spaces of finite volume
in [10].
The functor of (g,K)-cohomology V 7→ H∗(g,K, V ) which goes from the category of (g,K)-
modules to the category of vector spaces is the right derived functor of the left exact functor
taking (g,K)-invariants. H∗(g,K, V ) can be computed using the standard relative Lie algebra
cohomology complex ([V ⊗ Λ∗p∗]K , d), where
dω(X0, . . . ,Xp) =
p∑
i=0
(−1)iπ(Xi)ω(X0, . . . , Xˆi, . . . ,Xp) , ω ∈ [V ⊗ Λpp∗]K , Xi ∈ p .
Note that for V = C∞(Γ\G,ϕ)K ⊗ F this complex is isomorphic to the de Rham complex
Ω∗(Y,E(π⊗ϕ)). The following basic result can be considered as an algebraic version of Hodge
theory.
Proposition 9.4 ([11], II.3.1. and I.5.3.) Let (π, F ) be an irreducible finite-dimensional
(g,K)-module. Then
1. For any irreducible unitarizable (g,K)-module (ξ, V )
Hp(g,K, V ⊗ F ) =
{
[V ⊗ F ⊗ Λpp∗]K ξ(Ω) = π(Ω)
{0} ξ(Ω) 6= π(Ω) .
2. If V is a locally Z(g)-finite (g,K)-module, then
Hp(g,K, V ⊗ F ) = Hp(g,K, V χF˜ ⊗ F ) ,
where F˜ is the dual representation of F . In particular, if V has (generalized) infinitesimal
character χV 6= χF˜ , then Hp(g,K, V ⊗ F ) = {0}.
We now give the list of the cohomology groups for all irreducible V such that χV =
χF˜ for some finite-dimensional irreducible F . Note that discrete series modules always have
this property. Moreover, iff X 6= RH2n+1, then then for any F there are exactly kX :=
|W (gC, hk)/W (kC, hk)| inequivalent discrete series modules having infinitesimal character χF .
Here hk is a Cartan subalgebra of k which is also a Cartan subalgebra of g. We have
X RH2n CHn HHn OH2
kX 2 n+ 1 n+ 1 3
.
In the odd-dimensional case X 6= RH2n+1 there are no discrete series representations.
Proposition 9.5 ([11],II.5.3.) Let V be a discrete series module with infinitesimal character
χF˜ . Then
Hp(g,K, V ⊗ F ) =
{
C p = dimX2
{0} otherwise .
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By Langlands classification (see e.g. [25], Sect. 2.1) an irreducible (g,K)-modules with
infinitesimal character χF which is not a discrete series module is equivalent to exactly one of
the modules IwF := I
σ,λ, where
w ∈W0 := {w ∈W (gC, hC) | w(h∗+) ⊂ a∗− ⊕ t∗+} ⊂W 1
and σλ = σ
w
F,λw
. Here we have used the notation of Section 6, and a∗− := −a∗+. If λw = 0,
which can only happen for X = RH2n+1, then Hσ
w
F ,0 is irreducible, and IwF := H
σwF ,0.
If X = RHn, then we have in the notation of Section 6
W 0 = {wn
2
, wn
2
+1, . . . , wn−1} n even ,
W 0 = {w−, wn+1
2
, . . . , wn−1} n odd .
For p ∈ {0, 1, . . . , [n2 ] − 1} we set IpF := I
wn−1−p
F , I
+
F := I
w−
F . Thus I
p
F , I
+
F are the under-
lying (g,K)-modules of the G-representations Z˜pF (introduced before Proposition 8.10) and
C−ω(∂X, V (σ+F,λ+)), respectively.
In the remaining cases the set W 0 can be labeled in a natural way as follows (compare the
so-called Hasse diagrams in [25], pp. 177-180)
{wij | i, j ∈ N0, i+ j ≤ n− 1} , X = CHn ,
{wij | i ≤ j ∈ N0, i+ j ≤ 2n− 1} , X = HHn ,
{w00, . . . , w04, w13, . . . , w16, w23, w24, w25} , X = OH2 .
Note that wij has length dim∂X − (i+ j). We will denote the modules IwijF by IijF .
Proposition 9.6 We have for
X = RHn : Hp(g,K, Iq
F˜
⊗ F ) =
{
C p = q, n− q
{0} otherwise ,
Hp(g,K, I+
F˜
⊗ F ) =
{
C p = n−12 ,
n+1
2
{0} otherwise ,
X = CHn : Hp(g,K, Iij
F˜
⊗ F ) =
{
C p = i+ j, i+ j + 2, . . . , 2n − (i+ j)
{0} otherwise ,
X = HHn : Hp(g,K, Iii
F˜
⊗ F ) =
{
C p = 2i, 2i + 4, . . . , 4n − 2i
{0} otherwise ,
Hp(g,K, Iij
F˜
⊗ F ) =
{
C p = i+ j, i+ j + 2, . . . 4n− (i+ j)
{0} otherwise , i 6= j ,
X = OH2 : Hp(g,K, I00
F˜
⊗ F ) =
{
C p = 0, 8, 16
{0} otherwise ,
Hp(g,K, I01
F˜
⊗ F ) =
{
C p = 1, 7, 9, 15
{0} otherwise ,
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Hp(g,K, I02
F˜
⊗ F ) =
{
C p = 2, 6, 8, 10, 14
{0} otherwise ,
Hp(g,K, I03
F˜
⊗ F ) =
{
C p = 3, 5, 7, 9, 11, 13
{0} otherwise ,
Hp(g,K, I04
F˜
⊗ F ) =
{
C p = 4, 8, 12
{0} otherwise ,
Hp(g,K, I13
F˜
⊗ F ) =
{
C p = 4, 6, 10, 12
{0} otherwise ,
Hp(g,K, I14
F˜
⊗ F ) =
{
C p = 5, 7, 9, 11
{0} otherwise ,
Hp(g,K, I15
F˜
⊗ F ) =
{
C p = 6, 8, 10
{0} otherwise ,
Hp(g,K, I16
F˜
⊗ F ) =
{
C p = 7, 9
{0} otherwise ,
Hp(g,K, I2j
F˜
⊗ F ) =
{
C p = 2 + j, 14 − j
{0} otherwise , j = 3, 4, 5 .
Proof. For the trivial representation F = C the result is given in [25], Chapter 7. It is not
difficult to derive from Proposition 6.1 that Iw
F˜
∼= (IwC ⊗ F˜ )χF˜ . Using Proposition 9.4, 2., we
obtain
Hp(g,K, Iw
F˜
⊗ F ) = Hp(g,K, IwC ⊗ F˜ ⊗ F ) = Hp(g,K, IwC ⊗ (F˜ ⊗ F )χC) = Hp(g,K, IwC ) .
This finishes the proof of the proposition. ✷
Here we are only interested in the cohomology groups for unitarizable modules. IwF is called
isolated unitary, if the corresponding representation of G is isolated in the unitary dual, i.e.,
λw > λσwF . Such modules exist for X = HH
n and X = OH2, only.
Proposition 9.7 Among the modules IwF precisely the following are unitarizable:
• X = RHn: IqF for pF ≤ q and I+F for pF ≤ n−12 . Here pF is as in Proposition 7.3. In
these cases we have λq = ρ− qα, λ+ = 0.
• X = CHn: IijF for those F having highest weight ν = (m0,m1, . . . ,mn) ∈ h∗+ with
mi = mi+1 = . . . = mn−j. In this case we have λij = (n− (i+ j))α.
• X = HHn: IijF is isolated unitary iff i = j and the highest weight ν = (m0,m1, . . . ,mn) ∈
h∗+ of F satisfies mi = mi+1 = . . . = mn = 0. Then we have λii = (2n + 1 − 2i)α. The
remaining unitarizable modules are IijF for j ≥ n and mi = mi+1 = . . . = m2n−j. In
these cases λij = (2n − (i+ j))α.
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• X = OH2:
ij ν λij isolated
00 m0 = . . . = m3 = 0 11α ×
04 m0 = m1,m2 = m3 = 0 5α ×
15 m0 = m1 +m2,m3 = 0 2α
16 m0 = m1 +m2 +m3 α
23 m1 = m2 = m3 = 0 5α
24 m2 = m3 = 0 3α
25 m3 = 0 α
Here the highest weight of F is given by ν = (m0,m1,m2,m3), where mi ∈ 12Z,mi−mj ∈
Z,m0 ≥ m1 +m2 +m3,m1 ≥ m2 ≥ m3 ≥ 0.
Proof. The assertion for X = RHn was already obtained in the proof of Proposition 7.3. For
X = CHn the module Hσ,λ is irreducible if and only if λ 6∈ Iwrσ (see Lemma 4.6 and the remark
following it). Now (123) implies that IijF is unitarizable if and only if λij − 2kα 6∈ IwrσijF for all
k ∈ N such that λF,ij − 2kα ≥ 0. Let ν = (m0,m1, . . . ,mn) ∈ h∗+ be the highest weight of F .
2α considered as an element of h∗+ is given by (1, 0, . . . , 0,−1), ρg = (n2 , n−22 , . . . ,−n−22 ,−n2 ).
Then
−(λF,ij − 2kα) + µσij
F
+ ρm = wij(ν + ρg) + 2kα
= (mn−j + j + k − n
2
,m0 +
n
2
, . . . ,mn − n
2
,mi +
n
2
− i− k) .
Such an element is not weakly regular if and only if at least two coordinates coincide. Now
the assertion can be easily checked.
The list for HHn is extracted from the classification of the unitary dual of Sp(1, n) given
in [2], Thm. 7.1. Here we have used that, if h∗+ = {(m0, . . . ,mn) |m0 ≥ m1 ≥ . . . ≥ mn ≥ 0},
then ρg = (n + 1, n, . . . , 1), 2α = (1, 1, 0, . . . , 0), and
wij(ν+ρg) =
{
(−(mj+1 + n− j),−(mi + n+ 1− i),m0 + n+ 1, . . . ,mn + 1) j ≤ n− 1
(m2n−j + j + 1− n,−(mi + n+ 1− i),m0 + n+ 1, . . . ,mn + 1) j ≥ n .
For X = OH2 and F = C the list is taken from [25], p. 155, where also the real semisimple
part 0l0 of the Levi subalgebra of the θ-stable parabolic q ⊂ gC is given such that IijC = Aq(0).
Here Aq(0) denotes the Zuckerman module associated to q (for this notion see e.g. [67], [68],
Chapters 6 and 9). The reader has to be aware that in this list the algebra 0l0 = sp(1, 2)
is missing. Therefore I15
C
is unitarizable though stated conversely. Now it follows from the
non-vanishing of the cohomology of all modules in question (see Proposition 9.6) and the
Vogan-Zuckerman classification of unitarizable modules with cohomology ([67], [68], Thm.
9.7.1) that IijF is unitary iff I
ij
C
is so and the corresponding 0l0 annihilates the highest weight
vector of F . This leads to the conditions on ν. Compare also the list in terms of lowest
K-types given in [3]. ✷
We remark that we could have used the above mentioned Vogan-Zuckerman classification
in terms of the modules Aq(ν) (together with the a priori knowledge that all unitarizable
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modules with integral regular infinitesimal character have cohomology [60]) in order to obtain
the list of all unitarizable modules IwF together with their cohomology at once. For this one has
to relate the parametrization by W 0 to the parametrization by θ-stable parabolic subalgebras
q ⊂ gC (modulo certain equivalence relations). A short indication how this rather involved
correspondence works can be found in [3], pp. 30-31. However, Theorems 9.6 and 9.7 together
contain more information which might be of some value for possible generalizations of Theorem
5.5 and Theorem 6.3 to arbitrary rank one groups.
For each discrete series module (ξF,i, VξF,i), i = 0, . . . , kX − 1, with infinitesimal character
χF we introduce the Hilbert space of multiplicities of the dual module
DF,i(ϕ) := Homg,K(Vξ˜F,i , L
2(Γ\G,ϕ)K ) .
It can be identified with a subspace of Γ-invariant elements in the tensor product of the distribu-
tion globalization of VξF,i with Vϕ (see [21], Ch. 8). By Theorem 9.1 we have dimDF,i(ϕ) =∞.
As in Subsection 7.1 we consider the non-negative real number dΓ defined by dΓα := δΓ + ρ.
Note that dΓ is equal to the Hausdorff dimension of Λ with respect to the natural class of
sub-Riemannian metrics on ∂X ([26],[56], [65]). We have (see Corollary 4.22)
X RHn CHn HHn OH2
dΓ < n− 1 2n 4n 16 . (125)
Now we can give a complete description of the L2- cohomology groups Hp(2)(Y,E(π ⊗ ϕ))
and Hp
(2)
(Y,E(π ⊗ ϕ)) (recall the decomposition (124)).
Theorem 9.8 Let (π, F ) be an irreducible finite-dimensional representation of G, (ϕ, Vϕ) a
finite-dimensional unitary representation of Γ. We use the same notation for the highest weight
of F as in Proposition 9.7.
If X 6= OH2 or if δΓ < 0, then Hp(2)(Y,E(π ⊗ ϕ)) 6= Hp(2)(Y,E(π ⊗ ϕ)) if and only if
X = RHn, n odd, p = n+12 , and pF ≤ n−12 (i.e. mn−12 = 0). In general, we have for
• X = RHn:
Hp(2)(Y,E(π ⊗ ϕ)) ∼= UΛ(σpF,λp , ϕ) , p ≤
n− 2
2
,
H
n−1
2
(2) (Y,E(π ⊗ ϕ)) ∼= UΛ(σ±F,λ± , ϕ) ,
H
n
2
(2)(Y,E(π ⊗ ϕ)) ∼= DF,0(ϕ)⊕DF,1(ϕ) .
If p < min{pF , n− 1− dΓ}, then Hp(2)(Y,E(π ⊗ ϕ)) = {0}.
• X = CHn:
Hp(2)(Y,E(π ⊗ ϕ)) ∼=
[ p−1
2
]⊕
l=0
⊕
i+j=p−2l
UΛ(σ
ij
F,λij
, ϕ) , p ≤ n− 1 ,
113
Hn(2)(Y,E(π ⊗ ϕ)) ∼=
n⊕
i=0
DF,i(ϕ)⊕
[n−1
2
]⊕
l=1
⊕
i+j=n−2l
UΛ(σ
ij
F,λij
, ϕ) .
If mi > mn−j or i+ j < 2n − dΓ, then UΛ(σijF,λij , ϕ) = {0}.
• X = HHn:
Hp(2)(Y,E(π ⊗ ϕ)) ∼=
[ p−n
2
]⊕
l=0
⊕
i+j=p−2l,j≥n
UΛ(σ
ij
F,λij
, ϕ) , p ≤ 2n − 1, p odd ,
Hp(2)(Y,E(π ⊗ ϕ)) ∼=
⊕
i=3,5,..., p
2
UΛ(σ
ii
F,λii , ϕ) ⊕
[ p−n
2
]⊕
l=0
⊕
i+j=p−2l,j≥n
UΛ(σ
ij
F,λij
, ϕ) ,
p ≤ 2n − 1, p ≡ 2 mod 4 ,
Hp(2)(Y,E(π ⊗ ϕ)) ∼=
⊕
i=2,4,..., p
2
UΛ(σ
ii
F,λii , ϕ) ⊕
[ p−n
2
]⊕
l=0
⊕
i+j=p−2l,j≥n
UΛ(σ
ij
F,λij
, ϕ) ,
p ≤ 2n − 1, p ≡ 0 mod 4 ,
H2n(2)(Y,E(π ⊗ ϕ)) ∼=
n⊕
i=0
DF,i(ϕ)⊕
⊕
i=3,5,...,n
UΛ(σ
ii
F,λii , ϕ)
⊕
[ p−n
2
]⊕
l=0
⊕
i+j=p−2l,j≥n
UΛ(σ
ij
F,λij
, ϕ) , n odd ,
H2n(2)(Y,E(π ⊗ ϕ)) ∼=
n⊕
i=0
DF,i(ϕ)⊕
⊕
i=2,4,...,n
UΛ(σ
ii
F,λii , ϕ)
⊕
[ p−n
2
]⊕
l=0
⊕
i+j=p−2l,j≥n
UΛ(σ
ij
F,λij
, ϕ) , n even .
If mi 6= 0 or 2i < 4n + 2 − dΓ, then UΛ(σiiF,λii , ϕ) = {0}. If mi > m2n−j or i + j <
4n+ 1− dΓ, then UΛ(σiiF,λij , ϕ) = {0}.
• X = OH2:
Hp(2)(Y,E(π ⊗ ϕ)) = {0} , p ≤ 5 ,
H6(2)(Y,E(π ⊗ ϕ)) ∼= UΛ(σ15F,λ15 , ϕ)⊕ UΛ(σ24F,λ24 , ϕ) ,
H7(2)(Y,E(π ⊗ ϕ)) ∼= UΛ(σ16F,λ16 , ϕ)⊕ UΛ(σ25F,λ25 , ϕ) ,
H8(2)(Y,E(π ⊗ ϕ)) ∼= DF,0(ϕ)⊕DF,1(ϕ)⊕DF,2(ϕ)⊕ UΛ(σ15F,λ15 , ϕ) .
We have UΛ(σ
ij
F,λij
, ϕ) = {0}, if λij > δΓ or if the highest weight ν = (m0,m1,m2,m3)
of F does not satisfy the condition given by the table in Proposition 9.7.
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By Poincare´ duality HdimY−p(2) (Y,E(π ⊗ ϕ)) ∼= Hp(2)(Y,E(π ⊗ ϕ)). For p 6= dimY2 the spaces
Hp(2)(Y,E(π ⊗ ϕ)) are finite-dimensional. In case of even dimension H
dimY
2
(2) (Y,E(π ⊗ ϕ)) is
always infinite-dimensional.
Proof. We employ the isomorphism (122) which sends ∆F to −Ω⊗ id⊗ id + id⊗ π(Ω)⊗ id.
Lemma 9.3 and the decomposition (124) tell us that Bp(2) 6= Bp(2) if and only if 0 belongs to
the continuous spectrum of ∆F restricted to p-cocycles. By Theorem 9.1 this can only occur
if
0 ∈ {χσ,λ(Ω)− π(Ω) | λ ∈ ia∗, σ ∈ Mˆ s.th. [Hσ,λ ⊗ F ⊗ Λpp∗]K 6= {0}} .
If (σ, λ) ∈ Mˆ × ia∗ satifies χσ,λ(Ω)− π(Ω) = 0, then Proposition 9.4 implies that
[Hσ,λ ⊗ F ⊗ Λpp∗]K = Hp(g,K,Hσ,λ ⊗ F ) (126)
and that χσ,λ = χF˜ . By Propositions 9.6 and 9.7 the space H
p(g,K,Hσ,λ ⊗ F ) is non-zero if
and only if X = RHn, n odd, p = n±12 , pF˜ ≤ n−12 , λ = 0, and σ = σ±F˜ . Note that pF˜ = pF .
Fix such a σ. It remains to check for which p ∈ {n−12 , n+12 } the corresponding direct integral
over ia∗ contributes to cocycles in Ωp(2)(Y,E(π ⊗ ϕ)). This happens iff the space of p-cocycles
in the relative Lie algebra cohomology complex ([Hσ,λ ⊗ F ⊗ Λpp∗]K , d) is non-zero for a
nonempty open subset of ia∗. The left hand side of (126) does not depend on λ. It follows
that [Hσ,λ ⊗ F ⊗ Λpp∗]K = {0} for p 6∈ {n−12 , n+12 } and all λ. Since for λ 6= 0 the cohomology
Hp(g,K,Hσ,λ ⊗F ) vanishes for all p we conclude that d is injective on [Hσ,λ ⊗F ⊗Λn−12 p∗]K
and that [Hσ,λ ⊗ F ⊗ Λn+12 p∗]K consists entirely of cocyles. This proves the first assertion of
the theorem.
Let Gˆ be the unitary dual of G. If we write
L2(Γ\G,ϕ)d =
Hilbert⊕
ξ∈Gˆ
HomG(Wξ, L
2(Γ\G,ϕ))⊗ˆWξ ,
then
Hp(2)(Y,E(π ⊗ ϕ)) =
Hilbert⊕
{ξ∈Gˆ | ξ(Ω)=π(Ω)}
HomG(Wξ, L
2(Γ\G,ϕ)) ⊗ [Wξ,K ⊗ F ⊗ Λpp∗]K .
Here Wξ,K denotes the underlying (g,K)-module of Wξ. By Proposition 9.4 the right hand
side is equal to the finite sum⊕
{ξ∈Gˆ | χξ=χF˜ }
HomG(Wξ, L
2(Γ\G,ϕ)) ⊗Hp(g,K,Wξ,K ⊗ F ) .
If Wξ is a discrete series representation with χξ = χF˜ , then HomG(Wξ, L
2(Γ\G,ϕ)) = DF,i(ϕ)
for some i ∈ {0, . . . , kX−1}. The underlying (g,K)-modules of the remaining unitary represen-
tations with χξ = χF˜ are listed in Proposition 9.7. Theorem 9.1 and Proposition 9.2 then as-
sert that dimDF,i(ϕ) =∞ and that for the remaining representations HomG(Wξ, L2(Γ\G,ϕ))
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is one of the finite-dimensional spaces UΛ(σ
w
F,λw
, ϕ), w ∈ W 0. Note that σ˜w
F˜
= σwF unless
X = RHn, n odd, w = w−. The restrictions for the possible values of δΓ indicated in table (125)
force some of these multiplicity spaces to be zero. The cohomology groups Hp(g,K,Wξ,K⊗F )
have been determined in Propositions 9.5 and 9.6. This finishes the proof of the theorem. ✷
We would like to emphasize the following two vanishing results which are contained in
Theorem 9.8.
Corollary 9.9 Define the critical strip SX by the following table:
X SX
RHn [n− 1− dΓ, dΓ + 1]
CHn [2n − dΓ, dΓ]
HHn [2 + (4n− dΓ), dΓ − 2] ∩ 2Z ∪ [1 + (4n − dΓ), dΓ − 1] ∩ [n, 3n]
OH2 [6, 10] ∩ [19− dΓ, dΓ − 3]
.
If p 6∈ SX and p 6= dimY2 , then Hp(2)(Y,E(π ⊗ ϕ)) = {0}.
Corollary 9.10 If F is generic, i.e., its highest weight ν lies in the interior of the positive
Weyl chamber h∗+, then Hp(2)(Y,E(π ⊗ ϕ)) = {0} for p 6= dimY2 .
We also conclude
Corollary 9.11 If X = RHn and p ≥ n+12 , then the natural map
Hp(2)(Y,E(π ⊗ ϕ))→ Hp(Y,E(π ⊗ ϕ))
is an isomorphism. For p = n2 it is surjective.
Proof. Let p ≥ n+12 . By Theorem 6.3 and Theorem 9.8 both sides are isomorphic to
UΛ(σ
n−p
F,λn−p
, ϕ) (or to UΛ(σ
±
F,0, ϕ), respectively). We leave the simple verification that these
isomorphisms are compatible with the map Hp(2)(Y,E(π⊗ϕ))→ Hp(Y,E(π⊗ϕ)) to the reader.
Similarly, for p = n2 we use the fact that Z
n
2
F,Λ(ϕ) ⊂ DF,0(ϕ) ⊕DF,1(ϕ) (compare the proof of
Lemma 6.6). ✷
It was asked in the introduction of [21] what the significance of the space L2(Γ\G,ϕ)U ,
that is of the multiplicity spaces UΛ(σλ, ϕ), could be. For regular infinitesimal character χσ,λ
Theorem 9.8 provides an answer. The spaces UΛ(σλ, ϕ) appear as a kind of primitive parts
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of the L2-cohomology spaces Hp(2)(Y,E(π ⊗ ϕ)), χσ,λ = χF . Indeed, for X = CHn it is not
difficult to verify that
Hp,q0,(2)(Y,E(π ⊗ ϕ)) =
{
UΛ(σ
qp
F,λqp
, ϕ) p+ q ≤ n− 1
DF,q p = n− q ,
where Hp,q0,(2)(Y,E(π ⊗ ϕ)) denotes the space of square integrable harmonic primitive (p, q)-
forms. (It would be interesting to find an analogous interpretation of the spaces UΛ(σλ, ϕ) for
weakly regular, singular infinitesimal character χσ,λ.) We see that the spaces UΛ(σλ, ϕ) play
a similar role as the multiplicity spaces of the discrete series. This phenomenon can also be
observed from a pure harmonic analysis point of view. Let C(Γ\G,ϕ) ⊂ L2(Γ\G,ϕ) be the
Schwartz space (see [21], Ch. 8) which is the analog for Γ\G of the Harish-Chandra Schwartz
space of G. Its subspace
0C(Γ\G,ϕ) = {f ∈ C(Γ\G,ϕ) |
∫
N
f(gnh) dn = 0 for all g, h ∈ G s.th. gP ∈ Ω}
may be considered as the analog of the Harish-Chandra space of cusp forms on G. The closure
of 0C(Γ\G,ϕ) in L2(Γ\G,ϕ) can be shown to be equal to
L2(Γ\G,ϕ)cusp ⊕ L2(Γ\G,ϕ)U .
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