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ON THE q-PARTIAL DIFFERENTIAL EQUATIONS AND
q-SERIES
ZHI-GUO LIU
Abstract. Using the theory of functions of several complex variables,
we prove that if an analytic function in several variables satisfies a system
of q-partial differential equations, then, it can be expanded in terms of
the product of the Rogers-Szego˝ polynomials. This expansion theorem
allows us to develop a general method for proving q-identities. A general
q-transformation formula is derived, which implies Watson’s q-analog of
Whipple’s theorem as a special case. A multilinear generating function
for the Rogers-Szego˝ polynomials is given. The theory of q-exponential
operator is revisited.
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1. Introduction
Throughout the paper, we use the standard q-notations. For 0 < q < 1,
we define the q-shifted factorials as
(a; q)0 = 1, (a; q)n =
n−1∏
k=0
(1− aqk), (a; q)∞ =
∞∏
k=0
(1− aqk);
and for convenience, we also adopt the following compact notation for the
multiple q-shifted factorial:
(a1, a2, ..., am; q)n = (a1; q)n(a2; q)n...(am; q)n,
where n is an integer or ∞.
The basic hypergeometric series rφs is defined as
rφs
(
a1, a2, ..., ar
b1, b2, ..., bs
; q, z
)
=
∞∑
n=0
(a1, a2, ..., ar; q)n
(q, b1, b2, ..., bs; q)n
(
(−1)nqn(n−1)/2
)1+s−r
zn.
For any function f(x) of one variable, the q-derivative of f(x) with respect
to x, is defined as
Dq,x{f(x)} = f(x)− f(qx)
x
,
and we further defineD0q,x{f} = f, and for n ≥ 1, Dnq,x{f} = Dq,x{Dn−1q,x {f}}.
For any nonnegative integer n, we have the higher-order q-derivative for-
mula
(1.1) Dnq,x
{
1
(sx; q)∞
}
=
sn
(sx; q)∞
,
which is the case t = 0 of the following general higher-order q-derivative
formula:
(1.2) Dnq,x
{
(tx; q)∞
(sx; q)∞
}
= sn(t/s; q)n
(qntx; q)∞
(sx; q)∞
.
Definition 1.1. A q-partial derivative of a function of several variables is its
q-derivative with respect to one of those variables, regarding other variables
as constants. The q-partial derivative of a function f with respect to the
variable x is denoted by ∂q,x{f}.
The Gaussian binomial coefficients also called the q-binomial coefficients
are q-analogs of the binomial coefficients, which are given by
(1.3)
[
n
k
]
q
=
(q; q)n
(q; q)k(q; q)n−k
.
Now we introduce the definition of the Rogers–Szego˝ polynomials which
were first studied by Rogers [25] and then by Szego˝ [26].
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Definition 1.2. With the q-binomial coefficients be defined as in (1.3), the
Rogers-Szego˝ polynomials are defined by
hn(x, y|q) =
n∑
k=0
[
n
k
]
q
xkyn−k.
If q is replaced by q−1 in the Rogers-Szego˝ polynomials, we can obtain
the Stieltjes-Wigert polynomials (see, for example, [6, 26]).
Definition 1.3. The Stieltjes-Wigert polynomials are defined by
gn(x, y|q) = hn(x, y|q−1) =
n∑
k=0
[
n
k
]
q
qk(k−n)xkyn−k.
Proposition 1.4. hn(x, y|q) and gn(x, y|q) satisfy the identities
(1.4) ∂q,x{hn(x, y|q)} = ∂q,y{hn(x, y|q)} = (1− qn)hn−1(x, y|q),
(1.5) ∂q−1,x{gn(x, y|q)} = ∂q−1,y{gn(x, y|q)} = (1− q−n)gn−1(x, y|q).
Proof. Using the identity, ∂q,x{xk} = (1−qk)xk−1, we immediately find that
∂q,x {hn(x, y|q)} =
n∑
k=1
[
n
k
]
q
(1− qk)xk−1yn−k.
In the same way, using the identity, ∂q,y{yn−k} = (1 − qn−k)yn−k−1, we
deduce that
∂q,y{hn(x, y|q)} =
n−1∑
k=0
[
n
k
]
q
(1− qn−k)xkyn−k−1.
If we make the variable change k+1→ k in the right-hand side of the above
equation, we can find that
∂q,y {hn(x, y|q)} =
n∑
k=1
[
n
k − 1
]
q
(α; q)k(1− qn−k+1)xk−1yn−k.
From the definition of the q-binomial coefficients, it is easy to verify that[
n
k
]
q
(1− qk) =
[
n
k − 1
]
q
(1− qn−k+1).
Thus, the identity in (1.4) holds. In this same way, we can prove (1.5). This
completes the proof of Proposition 1.4.
To explain our motivation of this paper, we begin with the following
proposition.
Proposition 1.5. If f(x, y) is a two variables analytic function in a neigh-
bourhood of (0, 0) ∈ C2, satisfying the partial differential equation fx(x, y) =
fy(x, y), then, we have f(x, y) = f(x+ y, 0).
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Proof. Now we begin to solve the partial differential equation in the above
proposition. From the theory of two complex variables, we may assume that
near (x, y) = (0, 0),
f(x, y) =
∞∑
n=0
An(x)y
n.
If this is substituted into fx(x, y) = fy(x, y), we immediately conclude that
∞∑
n=0
A′n(x)y
n =
∞∑
n=0
(n+ 1)An+1(x)y
n.
Equating the coefficients of yn on both sides of the above equation, we find
that for each integer n ≥ 1, An(x) = A′n−1(x)/n. By iteration, we deduce
that An(x) = A
(n)
0 (x)/n!. It is obvious that A0(x) = f(x, 0). Using the
Taylor expansion, we deduce that
f(x, y) =
∞∑
n=0
f (n)(x, 0)
n!
yn = f(x+ y, 0),
which completes the proof of Proposition 1.5.
In order to find the q-extension of Proposition 1.5, we are led to the
following proposition.
Proposition 1.6. If f(x, y) is a two-variable analytic function at (0, 0) ∈
C
2, then, we have
(i) f can be expanded in terms of hn(x, y|q) if and only if f satisfies the
q-partial differential equation ∂q,x{f} = ∂q,y{f}.
(ii) f can be expanded in terms of gn(x, y|q) if and only if f satisfies the
q-partial differential equation ∂q−1,x{f} = ∂q−1,y{f}.
This proposition can be extended to the following more general expansion
theorem for the analytic functions in several variables, which is the main
result of this paper.
Theorem 1.7. If f(x1, y1, . . . , xk, yk) is a 2k-variable analytic function at
(0, 0, · · · , 0) ∈ C2k, then, we have
(i) f can be expanded in terms of hn1(x1, y1|q) · · · hnk(xk, yk|q) if and
only if f satisfies the q-partial differential equations ∂q,xj{f} = ∂q,yj{f} for j =
1, 2, . . . , k.
(ii) f can be expanded in terms of gn1(x1, y1|q) · · · gnk(xk, yk|q) if and
only if f satisfies the q-partial differential equation ∂q−1,xj{f} =
∂q−1,yj{f} for j = 1, 2, . . . , k.
Proposition 1.6 is the special case k = 1 of Theorem 1.7. This theorem is
useful in q-series, which allows us to develop a general method for proving
q-identities. Many applications of this expansion theorem to q-series are
discussed in this paper.
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To determine if a given function is an analytic functions in several complex
variables, we often use the following theorem (see, for example, [27, p. 28]).
Theorem 1.8. (Hartog’s theorem). If a complex valued function f(z1, z2, . . . , zn)
is holomorphic (analytic) in each variable separately in a domain U ∈ Cn,
then, it is holomorphic (analytic) in U.
2. Proof of the expansion theorem
In order to prove Theorem 1.7, we need the following fundamental prop-
erty of several complex variables (see, for example, [23, p. 5, Proposition 1],
[24, p. 90]).
Proposition 2.1. If f(x1, x2, . . . , xk) is analytic at the origin (0, 0, . . . , 0) ∈
C
k, then, f can be expanded in an absolutely convergent power series,
f(x1, x2, . . . , xk) =
∞∑
n1,n2,...,nk=0
αn1,n2,...,nkx
n1
1 x
n2
2 · · · xnkk .
Now we begin to prove Proposition 1.6 using Proposition 2.1.
Proof. The proofs of (i) and (ii) are similar, so we only prove (i). Since f
is analytic at (0, 0), from Proposition 2.1, we know that f can be expanded
in an absolutely convergent power series in a neighborhood of (0, 0). Thus
there exists a sequence {αm,n} independent of x and y such that
(2.1) f(x, y) =
∞∑
m,n
αm,nx
myn =
∞∑
n=0
yn
{
∞∑
m=0
αm,nx
m
}
.
Substituting this into the q-partial differential equation ∂q,x{f(x, y)} =
∂q,y{f(x, y)} and using the fact ∂q,y{yn} = (1− qn)yn−1, we find that
∞∑
n=0
yn∂q,x
{
∞∑
m=0
αm,nx
m
}
=
∞∑
n=1
(1− qn)yn−1
{
∞∑
m=0
αm,nx
m
}
.
Equating the coefficients of yn−1 on both sides of the above equation, we
easily deduce that
∞∑
m=0
αm,nx
m =
1
1− qn∂q,x
{
∞∑
m=0
αm,n−1x
m
}
.
Iterating the above equation (n − 1) times, we conclude that
∞∑
m=0
αm,nx
m =
1
(q; q)n
∂nq,x
{
∞∑
m=0
αm,0x
m
}
.
With the help of the identity, ∂nq,x{xm} = (q; q)mxm−n/(q; q)m−n, we obtain
∞∑
m=0
αm,nx
m =
∞∑
m=n
αm,0
[
m
n
]
q
xm−n.
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Noting that the series in (2.1) is absolutely convergent, substituting the
above equation into (2.1) and interchanging the order of the summation, we
deduce that
f(x, y) =
∞∑
m=0
αm,0
m∑
n=0
[
m
n
]
q
ynxm−n =
∞∑
m=0
αm,0hm(x, y|q),
since hn(x, y|q) is symmetric in x and y. Conversely, if f(x, y) can be ex-
panded in terms of hn(x, y|q), then using (1.4), we find that ∂q,x{f(x, y)} =
∂q,y{f(x, y)}. This completes the proof of Proposition 1.6.
Remark 2.2. It can be shown that Proposition 1.6 is equivalent to [18,
Theorem 4], but the proof in [18] is less rigorous. This paper may be viewed
as an improved of improved version of [18].
Now we begin to prove Theorem 1.7 by using Proposition 1.6 and math-
ematical induction.
Proof. The proof of (ii) is similar to that of (i), so we only prove (i). From
Proposition 1.6 we conclude that the theorem holds when k = 1. Now, we
assume that the theorem is true for the case k−1 and consider the case k. If
we regard f(x1, y1, . . . , xk, yk) as a function of x1 and y1, then f is analytic
at (0, 0) and satisfies ∂q,x1{f} = ∂q,y1{f}. Thus from (i) in Proposition 1.6,
there exists a sequence {cn1(x2, y2, . . . , xk, yk)} independent of x1 and y1
such that
(2.2) f(x1, y1, . . . , xk, yk) =
∞∑
n1=0
cn1(x2, y2, . . . , xk, yk)hn1(x1, y1|q).
Setting y1 = 0 in the above equation and using hn1(x1, 0|q) = xn11 , we obtain
f(x1, 0, x2, y2, . . . , xk, yk) =
∞∑
n1=0
cn1(x2, y2, . . . , xk, yk)x
n1
1 .
Using the Maclaurin expansion theorem, we immediately deduce that
cn1(x2, y2, . . . , xk, yk) =
∂n1f(x1, 0, x2, y2, . . . , xk, yk)
n1!∂x1n1
∣∣∣
x1=0
Since f(x1, y1, . . . , xk, yk) is analytic near (x1, y1, . . . , xk, yk) = (0, . . . , 0) ∈
C
2k, from the above equation, we know that cn1(x2, y2, . . . , xk, yk) is analytic
near (x2, y2, . . . , xk, yk) = (0, . . . , 0) ∈ C2k−2. Combining (2.2) with (i) in
Theorem 1.7, we find, for j = 2, . . . k, that
∞∑
n1=0
∂q,xj{cn1(x2, y2, . . . , xk, yk)}hn1(x1, y1|q)
=
∞∑
n1=0
∂q,yj{cn1(x2, y2, . . . , xk, yk)}hn1(x1, y1|q).
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By equating the coefficients of hn1(x1, y1|q) in the above equation, we find
that for j = 2, . . . , k,
∂q,xj{cn1(x2, y2, . . . , xk, yk)} = ∂q,yj{cn1(x2, y2, . . . , xk, yk)}.
Thus by the inductive hypothesis, there exists a sequence {αn1,n2,...,nk} in-
dependent of x2, y2, . . . , xk, yk (of course independent of x1 and y1) such
that
cn1(x2, y2, . . . , xk, yk) =
∞∑
n2,...,nk=0
αn1,n2,...,nkhn2(x2, y2|q) . . . hnk(xk, yk|q).
Substituting this equation into (2.2), we find that f can be expanded in
terms of hn1(x1, y1|q) · · · hnk(xk, yk|q).
Conversely, if f can be expanded in terms of hn1(x1, y1|q) · · · hnk(xk, yk|q),
then using (1.4), we find that ∂q,xj{f} = ∂q,yj{f} for j = 1, 2, . . . , k. This
completes the proof of Theorem 1.7.
3. The generating functions of the Rogers-Szego˝ polynomials
and the Stieltjes-Wigert polynomials
Theorem 3.1. If hn(x, y|q) and gn(x, y|q) are given by Definitions 1.2 and
1.3, then, we have
(3.1)
∞∑
n=0
hn(x, y|q) t
n
(q; q)n
=
1
(xt, yt; q)∞
, max{|xt|, |yt|} < 1,
(3.2)
∞∑
n=0
(−1)nqn(n−1)/2gn(x, y|q) t
n
(q; q)n
= (xt, yt; q)∞.
Proof. We only prove (3.1). The proof of (3.2) is similar, so is omitted. It
is well-known that 1/(xt; q)∞ is an analytic function of x for |xt| < 1, and
1/(yt; q)∞ is an analytic function of y for |yt| < 1. Thus, 1/(xt, yt; q)∞ is
an analytic function of x and y for max{|xt|, |yt|} < 1. If we use f(x, y) to
denote the right-hand side of (3.1), then f(x, y) is analytic near (0, 0) ∈ C2.
A direct computation shows that
∂q,x{f(x, y)} = ∂q,y{f(x, y)} = tf(x, y).
Thus by (i) in Proposition 1.6, there exists a sequence {αn} independent of
x and y such that
f(x, y) =
1
(xt, yt; q)∞
=
∞∑
n=0
αnhn(x, y|q).
Taking y = 0 in the above equation, using hn(x, 0|q) = xn and the q-binomial
theorem, we obtain
1
(xt; q)∞
=
∞∑
n=0
(xt)n
(q; q)n
=
∞∑
n=0
αnx
n.
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Equating the coefficients of xn on both sides of the above equation, we
deduce that αn = t
n/(q; q)n. Thus, we arrive at (3.1).
We can also prove Theorem 3.1 by multiplying two copies of q-binomial
theorem together.
4. q-Mehler formulas for the Rogers-Szego˝ polynomials and
the Stieltjes-Wigert polynomials
Using Theorem 1.7, we can derive easily the q-Mehler formulas for the
Rogers-Szego˝ polynomials and the Stieltjes-Wigert polynomials.
Theorem 4.1. If max{|xut|, |xvt|, |yut|, |yvt|} < 1, then, we have
∞∑
n=0
hn(x, y|q)hn(u, v|q) t
n
(q; q)n
=
(xyuvt2; q)∞
(xut, xvt, yut, yvt; q)∞
.
Theorem 4.2. If |xyuvt2/q| < 1, then, we have the identity
∞∑
n=0
(−1)ngn(x, y|q)gn(u, v|q)q
n(n−1)/2tn
(q; q)n
=
(xut, xvt, yut, yvt; q)∞
(xyuvt2/q; q)∞
.
The q-Mehler formula for the Rogers-Szego˝ polynomials was first given by
Rogers [25] in 1893 and later reproved by Carlitz [6]. The q-Mehler formula
for gn(x, y|q) was first proved by L. Carlitz [6].
Proof. We first prove Theorem 4.1. If we use f(x, y) to denote the right-hand
side of the equation in Theorem 4.1, it is obvious that f(x, y) is analytic in x
and y separately, so by Hartog’s theorem, we know that f(x, y) is analytic at
(0, 0). Using the identity (z; q)∞ = (1−z)(qz; q)∞ and a direct computation,
we find that
∂q,x{f(x, y)} = ∂q,y{f(x, y)} = t(u+ v)− xuvt
2 − yuvt2
1− xyuvt2 f(x, y).
Thus by (i) in Proposition 1.6, there exists a sequence {αn} independent of
x and y such that
(4.1)
(xyuvt2; q)∞
(xut, xvt, yut, yvt; q)∞
=
∞∑
n=0
αnhn(x, y|q).
Putting y = 0 in the above equation, using the fact hn(x, 0|q) = xn, and the
generating function for hn in (3.1), we find that
∞∑
n=0
αnx
n =
1
(xut, xvt; q)∞
=
∞∑
n=0
hn(u, v|q) (xt)
n
(q; q)n
.
Equating the coefficients of xn on both sides of the above equation, we de-
duce that αn = hn(u, v)t
n/(q; q)n. Substituting this into (4.1), we complete
the proof of Theorem 4.1.
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Now we turn to prove Theorem 4.2. Denote the right-hand side of the
equation in Theorem 4.2 by g(x, y), then, by the identity, (z; q)∞ = (1 −
z)(qz; q)∞ and a direct computation, we deduce that
∂q−1,x{g(x, y)} = ∂q−1,y{g(x, y)} =
qt(u+ v)− (x+ y)uvt2
q2 − xyuvt2 g(x, y).
Thus by (ii) in Proposition 1.6, there exists a sequence {βn} independent of
x and y such that
(4.2)
(xut, xvt, yut, yvt; q)∞
(xyuvt2/q; q)∞
=
∞∑
n=0
βngn(x, y|q).
Setting y = 0 in the above equation, using the fact gn(x, 0|q) = xn, and the
generating function for gn in (3.2), we find that
∞∑
n=0
βnx
n = (xut, xvt; q)∞ =
∞∑
n=0
(−1)nqn(n−1)/2gn(u, v|q) (xt)
n
(q; q)n
.
It follows that βn = (−1)nqn(n−1)/2gn(u, v|q)tn/(q; q)n. Substituting this into
(4.2), we complete the proof of Theorem 4.2.
5. Carlitz’s extension of the q-Mehler formula for the
Rogers-Szego˝ polynomials
Carlitz’s extension of the q-Mehler formula for the Rogers-Szego˝ polyno-
mials [9, p. 96, Eq. (4.1)] is equivalent to the following theorem. In this
section we will prove it using Proposition 1.6.
Theorem 5.1. For max{|aut|, |but|, |avt|, |bvt|} < 1, we have that
∞∑
n=0
hn+k(a, b|q)hn(u, v|q) t
n
(q; q)n
=
(abuvt2; q)∞
(aut, but, avt, bvt; q)∞
×
k∑
j=0
[
k
j
]
q
bjak−j(aut, avt; q)j
(abuvt2; q)j
.
Proof. Differentiating k times the generating function for hn(a, b|q) with
respect to t, we have that
(5.1)
∞∑
n=0
hn+k(a, b|q) t
n
(q; q)n
=
1
(at, bt; q)∞
k∑
j=0
[
k
j
]
q
bjak−j(at; q)j .
If t is replaced by tu, we arrive at
(5.2)
∞∑
n=0
hn+k(a, b|q) u
ntn
(q; q)n
=
1
(aut, but; q)∞
k∑
j=0
[
k
j
]
q
bjak−j(aut; q)j .
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Denote the right hand side of the equation in Theorem 5.1 by f(u, v). Then
by a direct computation, we find that
∂q,u{f(u, v)} = ∂q,v{f(u, v)}
=
(abuvt2; q)∞
(aut, but, avt, bvt; q)∞
k∑
j=0
[
k
j
]
q
bjak−j(aut, avt; q)j
(abuvt2; q)j
(
atqj + bt− ab(u+ v)t2qj
1− abuvt2qj
)
.
Thus, by (i) in Proposition 1.6, there exists a sequence {αn} independent of
u and v such that
(5.3) f(u, v) =
∞∑
n=0
αnhn(u, v|q).
Taking v = 0 in the above equation and noting the definition of f(u, v), we
find that
1
(aut, but; q)∞
k∑
j=0
[
k
j
]
q
bjak−j(aut; q)j =
∞∑
n=0
αnu
n.
Comparing this equation with (5.2), we find that αn = t
nhn+k(a, b|q)/(q; q)n.
Thus we complete the proof of the theorem.
6. An extension of Rogers’s summation
The Rogers summation formula [13, p. 44] is one of the most important
results for q-series, which can be stated in the following proposition.
Proposition 6.1. For |αabc/q2| < 1, we have the summation
6φ5
(
α, q
√
α,−q√α, q/a, q/b, q/c√
α,−√α,αa, αb, αc ; q,
αabc
q2
)
=
(αq, αab/q, αac/q, αbc/q; q)∞
(αa, αb, αc, αabc/q2 ; q)∞
.
In [19], we give the following extension of the Rogers 6φ5 summation
formula by using the operator method.
Theorem 6.2. For max{|αβabc/q2|, |αγabc/q2|} < 1, we have the identity
∞∑
n=0
(1− αq2n)(α, q/a, q/b, q/c; q)n
(q, αa, αb, αc; q)n
(
αabc
q2
)n
4φ3
(
q−n, αqn, β, γ
q/a, q/b, αβγab/q
; q, q
)
=
(α,αac/q, αbc/q, αβab/q, αγab/q, αβγabc/q2 ; q)∞
(αa, αb, αc, αβabc/q2 , αγabc/q2, αβγab/q; q)∞
.
Now we will use Proposition 1.6 to give a simple proof of the above the-
orem.
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Proof. Using Watson’s q-analogue of Whipple’s theorem, the Rogers 6φ5
summation formula and Tannery’s theorem, we can obtain the asymptotic
formula (see [19, p. 1406 ] for the details) for n→∞,
4φ3
(
q−n, αqn, β, γ
q/a, q/b, αβγabc/q
; q, q
)
∼ (γ, q/aβ, q/bβ, abαγ/q; q)∞β
n
(q/a, q/b, γ/β, abαβγ/q; q)∞
.
Thus, by the ratio test, we know that the left-hand side of the equation
in Theorem 6.2 converges to an analytic function of β for |αβabc/q2| <
1. It is obvious that the left-hand side of the equation in Theorem 6.2 is
symmetric in β and γ, so the left-hand side of the equation in Theorem 6.2
also converges to an analytic function of γ for |αγabc/q2| < 1. It follows that
the left-hand side of the equation in Theorem 6.2 is analytic near (β, γ) =
(0, 0).
For simplicity, we temporarily introduce An and fk(α, β) as follows
An :=
(1− αq2n)(α, q/a, q/b, q/c; q)n
(q, αa, αb, αc; q)n
(
αabc
q2
)n
,
fk(β, γ) :=
(αβγabqk/q; q)∞
(βqk, γqk, αβab/q, αγab/q; q)∞
.
Using f0(β, γ) to multiply the left-hand side of the equation in Theorem 6.2,
we find that
f0(β, γ)
∞∑
n=0
4φ3
(
q−n, αqn, β, γ
q/a, q/b, αβγabc/q
; q, q
)
An
=
∞∑
n=0
An
n∑
k=0
(q−n, αqn; q)kq
k
(q, q/a, q/b; q)k
fk(β, γ).
It is obvious that f0(β, γ) is analytic near (β, γ) = (0, 0). Thus, the right-
hand side of the above equation is also analytic near (β, γ) = (0, 0). By a
direct computation, we easily find that
∂q,β{fk(β, γ)} = ∂q,γ{fk(β, γ)} = fk(β, γ)
(
αab+ qk+1 − (β + γ)αabqk
q − αβγabqk
)
.
Thus, there exists a sequence {Bn} independent of β and γ such that
(6.1) f0(β, γ)
∞∑
n=0
4φ3
(
q−n, αqn, β, γ
q/a, q/b, αβγabc/q
; q, q
)
An =
∞∑
n=0
Bnhn(β, γ|q).
Setting γ = 0 in the above equation and using hn(β, 0|q) = βn, we obtain
1
(β, αβab/q; q)∞
∞∑
n=0
3φ2
(
q−n, αqn, β
q/a, q/b
; q, q
)
An =
∞∑
n=0
Bnβ
n.
Ismail, Rahman and Suslov [14, p. 559, Theorem 5.1] have proved that
∞∑
n=0
3φ2
(
q−n, αqn, β
q/a, q/b
; q, q
)
An =
(α,αac/q, αbc/q, αβab/q; q)∞
(αa, αb, αc, αβabc/q2 ; q)∞
.
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Comparing the above two equations, we are led to the following identity:
∞∑
n=0
Bnβ
n =
(α,αac/q, αbc/q; q)∞
(αa, αb, αc, β, αβabc/q2 ; q)∞
.
Using the generating function for hn in Theorem 3.1, we immediately obtain
1
(β, αβabc/q2; q)∞
=
∞∑
n=0
βn
(q; q)n
hn(1, αabc/q
2|q).
Hence we have
Bn =
(α,αac/q, αbc/q; q)∞
(αa, αb, αc; q)∞
hn(1, αabc/q
2|q)
(q; q)n
.
Substituting the above equation into (6.1), we find that the right-hand side
of (6.1) becomes
(α,αac/q, αbc/q; q)∞
(αa, αb, αc; q)∞
∞∑
n=0
1
(q; q)n
hn(β, γ|q)hn(1, αabc/q2|q).
Using the q-Mehler formula for hn in Theorem 4.1, we easily find that
∞∑
n=0
1
(q; q)n
hn(β, γ|q)hn(1, αabc/q2|q) = (αβγabc/q
2; q)∞
(β, γ, αβabc/q2, αγabc/q2; q)∞
.
Combining the above two equations, we find that the right-hand side of (6.1)
equals
(α,αac/q, αbc/q, αβγabc/q2 ; q)∞
(αa, αb, αc, β, γ, αβabc/q2 , αγabc/q2; q)∞
.
It follows that
f0(β, γ)
∞∑
n=0
4φ3
(
q−n, αqn, β, γ
q/a, q/b, αβγabc/q
; q, q
)
An
=
(α,αac/q, αbc/q, αβγabc/q2 ; q)∞
(αa, αb, αc, β, γ, αβabc/q2 , αγabc/q2; q)∞
,
which is equivalent to the equation in Theorem 6.2. This completes the
proof of Theorem 6.2.
7. An extension of the Andrews-Askey integral
It is known that the Jackson q-integral can be defined as∫ b
a
f(x)dqx = (1− q)
∞∑
n=0
[bf(bqn)− af(aqn)]qn.
Using Ramanujan’s 1ψ1 summation, Andrews and Askey [3] proved the fol-
lowing q-integral formula.
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Proposition 7.1. If there are no zero factors in the denominator of the
integral, then, we have∫ v
u
(qx/u, qx/v; q)∞
(ax, bx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abuv; q)∞
(au, bu, av, bv; q)∞
.
To extend the above q-integral, we introduce Hk(a, b, u, v) defined by
(7.1) Hk(a, b, u, v) =
k∑
r=0
[
k
r
]
q
(au, av; q)r
(abuv; q)r
brak−r.
We extend the Andrews and Askey integral to the following more general
integral.
Theorem 7.2. If there are no zero factors in the denominator of the integral
and max{|au|, |bu|, |cu|, |du|, |av|, |bv|, |cv|, |dv|} < 1, then, we have∫ v
u
(qx/u, qx/v; q)∞
(ax, bx, cx, dx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abuv, cduv; q)∞
(au, bu, cu, du, av, bv, cv, dv; q)∞
×
∞∑
k=0
qk(k−1)/2(−uv)k
(q; q)k
Hk(a, b, u, v)Hk(c, d, u, v).
Proof. We temporarily use I(a, b, c, d) to denote the q-integral in the left-
hand side of the above equation. Writing I(a, b, c, d) in the series form, we
easily find that it is an analytic function of a, b, c, d for
max{|au|, |bu|, |cu|, |du|, |av|, |bv|, |cv|, |dv|} < 1.
It is easy to check that I(a, b, c, d) satisfies the two partial differential equa-
tions
∂q,a{I} = ∂q,b{I} =
∫ v
u
x(qx/u, qx/v; q)∞
(ax, bx, cx, dx; q)∞
dqx,
∂q,c{I} = ∂q,d{I} =
∫ v
u
x(qx/u, qx/v; q)∞
(ax, bx, cx, dx; q)∞
dqx.
Thus, by (i) in Theorem 1.7, there exists a sequence {αm,n} such that
(7.2)
∫ v
u
(qx/u, qx/v; q)∞
(ax, bx, cx, dx; q)∞
dqx =
∞∑
m,n=0
αm,nhm(a, b|q)hn(c, d|q).
Setting b = d = 0 in the above equation and noting that hm(a, 0|q) = am
and hn(c, 0|q) = cn, we obtain∫ v
u
(qx/u, qx/v; q)∞
(ax, cx; q)∞
dqx =
∞∑
m,n=−∞
αm,na
mcn.
Using the Andrews-Askey integral, we find that the above equation can be
written as
∞∑
m,n=0
αm,na
mcn =
(1− q)v(q, u/v, qv/u, acuv; q)∞
(au, cu, av, cv; q)∞
.
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Using the generating function for hn in Theorem 3.1, we find that the above
equation can be written as
∞∑
m,n=0
αm,na
mcn
= (1− q)v(q, u/v, qv/u, acuv; q)∞
∞∑
m,n=0
hm(u, v|q)hn(u, v|q)amcn
(q; q)m(q; q)n
.
Equating the coefficients of amcn in the both sides of the above equation,
we deduce that
αm,n = (1− q)v(q, u/v, qv/u; q)∞
×
∑
k≥0
qk(k−1)/2(−uv)khm−k(u, v|q)hn−k(u, v|q)
(q; q)k(q; q)m−k(q; q)n−k
.
Substituting the above equation into (7.2) and simplifying, we conclude that∫ v
u
(qx/u, qx/v; q)∞
(ax, bx, cx, dx; q)∞
dqx(7.3)
= (1− q)v(q, u/v, qv/u; q)∞
∞∑
k=0
qk(k−1)/2(−uv)k
(q; q)k
AkBk,
where Ak and Bk are given by
Ak =
∞∑
m=0
hm+k(a, b|q)hm(u, v|q)
(q; q)m
and Bk =
∞∑
n=0
hn+k(c, d|q)hn(u, v|q)
(q; q)n
.
Thus using the Carlitz formula in Theorem 5.1, we immediately find that
Ak =
(abuv; q)∞
(au, bu, av, bv; q)∞
Hk(a, b, u, v)
Bk =
(cduv; q)∞
(cu, du, cv, dv; q)∞
Hk(c, d, u, v).
Substituting the above two equations into (7.3), we complete the proof of
the theorem.
The following q-integral formula is equivalent to Sears’s identity for the
sum of two nonterminating balanced 3φ2 series, which was first noticed by
Al-Salam and Verma [1]
Theorem 7.3. If there are no zero factors in the denominator of the integral
and max{|au|, |av|, |bu|, |bv|, |cu|, |cv|} < 1, then, we have∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx =
(1− q)v(q, u/v, qv/u, abuv, acuv, bcuv; q)∞
(au, bu, cu, av, bv, cv; q)∞
.
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Proof. Denote f(a, c) as
f(a, c) =
1
(abuv, bcuv; q)∞
∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx.
By a direct computation, we find that ∂q,a{f(a, c)} = ∂q,c{f(a, c)} equals
1
(abuv, bcuv; q)∞
∫ v
u
(x+ buv − (a+ c)buvx)(qx/u, qx/v, qabcuvx; q)∞
(ax, bx, cx; q)∞
dqx.
Hence, by (i) in Proposition 1.6, there exists a sequence {αn} independent
of a and c such that
(7.4)
1
(abuv, bcuv; q)∞
∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx =
∞∑
n=0
αnhn(a, c|q).
Putting c = 0 in the above equation, using hn(a, 0|q) = an and the Andrews-
Askey integral, we find that
∞∑
n=0
αna
n ==
(1− q)v(q, u/v, qv/u; q)∞
(au, av, bu, bv; q)∞
.
It follows that
αn =
(1− q)v(q, u/v, qv/u; q)∞hn(u, v|q)
(q; q)n(bu, bv; q)∞
.
Substituting the above equation into (7.4) and then using the q-Mehler for-
mula for hn, we find that
1
(abuv, bcuv; q)∞
∫ v
u
(qx/u, qx/v, abcuvx; q)∞
(ax, bx, cx; q)∞
dqx
=
(1− q)v(q, u/v, qv/u; q)∞
(bu, bv; q)∞
∞∑
n=0
hn(u, v|q)hn(a, c|q)
(q; q)n
=
(1− q)v(q, u/v, qv/u, acuv; q)∞
(au, av, bu, bv, cu, cv; q)∞
.
Multiplying both sides of the above equation by (abuv, bcuv; q)∞, we com-
plete the proof of Theorem 7.3.
8. Generalizations of Ramanujan’s reciprocity formula
Ramanujan’s reciprocity formula (see, for example, [4]) can be stated as
in the following proposition.
Proposition 8.1. (Ramanujan’s reciprocity theorem ).
v
∞∑
n=0
(−1)n q
n(n+1)/2(u/v)n
(cv; q)n
− u
∞∑
n=0
(−1)n q
n(n+1)/2(v/u)n
(cu; q)n
=
(v − u)(q, qv/u, qu/v; q)∞
(cu, cv; q)∞
.
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By using the q-exponential operator to Ramanujan’s 1ψ1 summation, we
[16, Theorem 6] proved the following reciprocity formula, which is equivalent
to an identity of Andrews. This formula was used to give a simple evaluation
of the Askey-Wilson integral [17].
Proposition 8.2. (Liu [16, Theorem 6]). For max{|bu|, |bv|} < 1, we have
the reciprocity formula
v
∞∑
n=0
(q/bu, cduv; q)n(bv)
n
(cv, dv; q)n+1
− u
∞∑
n=0
(q/bv, cduv; q)n(bu)
n
(cu, du; q)n+1
=
(v − u)(q, qv/u, qu/v, bcuv, bduv, cduv; q)∞
(bu, bv, cu, cv, du, dv; q)∞
.
Ramanujan’s reciprocity formula is the special case b = d = 0 of Propo-
sition 8.2.
Using a limiting case of Watson’s q-analog of Whipple’s theorem, Kang
[15] found the following equivalent form of Proposition 8.2.
Proposition 8.3. (Kang [15, Theorem 1.2]). We have
v
∞∑
n=0
(1− q2n+1v/u)(q/bu, q/cu, q/du; q)n
(bv, cv, dv; q)n+1
qn(n−1)/2(−bcduv2)n
− u
∞∑
n=0
(1− q2n+1u/v)(q/bv, q/cv, q/dv; q)n
(bu, cu, du; q)n+1
qn(n−1)/2(−bcdvu2)n
= (v − u)(q, qv/u, qu/v, bcuv, bduv, cduv; q)∞
(bu, bv, cu, cv, du, dv; q)∞
.
For completeness, we will reproduce Kang’s proof here.
Proof. Watson’s q-analog of Whipple’s theorem [13, Eq. (2.5.1)] can be
stated as follows
(8.1)
(αq, αab/q; q)m
(αa, αb; q)m
4φ3
(
q−m, q/a, q/b, αcd/q
αc, αd, q2/αabqm
; q, q
)
= 8φ7
(
q−m, q
√
α,−q√α,α, q/a, q/b, q/c, q/d√
α,−√α,αa, αb, αc, αd, αqm+1 ; q,
α2abcdqm
q2
)
.
Setting a = 1 and then letting m→∞ in the above equation and simplify-
ing, we find for, |αb/q2| < 1, that
(1− αb/q)
∞∑
n=0
(q/b, αcd/q; q)n
(αc, αd; q)n
(αb/q)n
=
∞∑
n=0
(1− αq2n)(q/b, q/c, q/d; q)n
(αb, αc, αd; q)n
(−1)nqn(n−1)/2
(
α2bcd
q2
)n
.
Replacing (α, b, c, d) by (qv/u, bu, cu, du) in the above equation, then divid-
ing both sides of resulting equation by (1− bv)(1 − cv)(1 − dv), and finally
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multiplying both sides by v, we find that the first summation in the left-hand
side of the equation in Proposition 8.2 equlas
v
∞∑
n=0
(1− q2n+1v/u)(q/bu, q/cu, q/du; q)n
(bv, cv, dv; q)n+1
qn(n−1)/2(−bcduv2)n.
Interchanging u and v, it is found that the second summation in the left-
hand side of the equation in Proposition 8.2 is equal to
u
∞∑
n=0
(1− q2n+1u/v)(q/bv, q/cv, q/dv; q)n
(bu, cu, du; q)n+1
qn(n−1)/2(−bcdu2v)n.
Thus, we complete the proof of Proposition 8.3.
The following general reciprocity formula was derived by Chu and Zhang
from Bailey’s 6ψ6 summation, which is in fact a variant form of Bailey’s 6ψ6
summation. We will show that this reciprocity formula can be derived from
Kang’s reciprocity formula by using Proposition 1.6. Thus, we give a new
proof of Bailey’s 6ψ6 summation.
Proposition 8.4. (Chu and Zhang [12, Theorem 5]). We have
v
∞∑
n=0
(1− q2n+1v/u)(q/au, q/bu, q/cu, q/du; q)n
(av, bv, cv, dv; q)n+1
(abcdu2v2/q)n
− u
∞∑
n=0
(1− q2n+1u/v)(q/av, q/bv, q/cv, q/dv; q)n
(au, bu, cu, du; q)n+1
(abcdu2v2/q)n
= (v − u)(q, qv/u, qu/v, abuv, acuv, aduv, bcuv, bduv, cduv; q)∞
(au, av, bu, bv, cu, cv, du, dv, abcdu2v2/q; q)∞
.
Proof. For the sake of brevity, we first introduce the compact notation
An(a, b, u, v), Bn(u, v) and f(a, b) as follows
An(a, b, u, v) =
(auq−n, buq−n, avqn+1, bvqn+1; q)∞
(abuv; q)∞
,
Bn(u, v) = v(1 − q2n+1v/u)(q, q/cu, q/du; q)n
(cv, dv; q)n+1
(cdv2/q)n,
f(a, b) =
∞∑
n=0
An(a, b, u, v)Bn(u, v)q
n2+n −
∞∑
n=0
An(a, b, v, u)Bn(v, u)q
n2+n.
Using the ratio test, we can show that f(a, b) is analytic near (a, b) = (0, 0).
By a direct computation, we find that ∂q−1,a{f(a, b)} = ∂q−1,b{f(a, b)}
equals
1
(q − abuv)
∞∑
n=0
An(a, b, u, v)Bn(u, v)q
n2+n
(
u/qn + vqn+1 − (a+ b)uv)
− 1
(q − abuv)
∞∑
n=0
An(a, b, v, u)Bn(v, u)q
n2+n
(
v/qn + uqn+1 − (a+ b)uv).
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Thus, by (ii) in proposition 1.6, there exists a sequence {αn} independent
of a and b such that
f(a, b) =
∞∑
n=0
αngn(a, b|q).
Setting a = 0 in the above equation, and using the fact that gn(0, b|q) = bn,
we find that
∞∑
n=0
αnb
n =
∞∑
n=0
Bn(u, v)q
n2+n(buq−n, bvqn+1; q)∞
−
∞∑
n=0
Bn(v, u)q
n2+n(bvq−n, buqn+1; q)∞.
By a direct computation, we find, for any complex z and any integer n, that
(8.2) zn(q/z; q)n = (−1)nqn(n+1)/2(zq−n; q)∞/(z; q)∞.
It follows that
∞∑
n=0
αnb
n = (bu, bv; q)∞
∞∑
n=0
Bn(u, v)(−1)nqn(n+1)/2 (q/bu; q)n(bu)
n
(bv; q)n+1
− (bu, bv; q)∞
∞∑
n=0
Bn(v, u)q
n(n+1)/2 (q/bv; q)n(bv)
n
(bu; q)n+1
.
By Proposition 8.3, we find that the right-hand side of the above equation
is equal to
∞∑
n=0
αnb
n = (v − u)(q, qv/u, qu/v, bcuv, bduv, cduv; q)∞
(cu, cv, du, dv; q)∞
.
Using the generating function for gn in Theorem 3.1, we find that
∞∑
n=0
(−1)nqn(n−1)/2gn(cuv, duv|q) b
n
(q; q)n
= (bcuv, bduv; q)∞.
Equating the coefficients in the above two equations, we deduce that
αn = (−1)n(v − u)qn(n−1)/2 gn(cuv, duv|q)(q, qv/u, qu/v, cduv; q)∞
(q; q)n(cu, cv, du, dv; q)∞
.
Thus we have
f(a, b) = (v − u)(q, qv/u, qu/v, cduv; q)∞
(cu, cv, du, dv; q)∞
×
∞∑
n=0
(−1)nqn(n−1)/2 gn(a, b|q)gn(cuv, duv|q)
(q; q)n
.
Using the q-Mehler formula for gn in Theorem 4.2, we conclude that
∞∑
n=0
(−1)nqn(n−1)/2 gn(a, b|q)gn(cuv, duv|q)
(q; q)n
=
(acuv, aduv, bcdu, bcdv; q)∞
(abcdu2v2/q; q)∞
.
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Combining the above two equations, we immediately find that
f(a, b) = (v − u)(q, qv/u, qu/v, acuv, aduv, bcdu, bcdv, cduv; q)∞
(cu, cv, du, dv, abcdu2v2/q; q)∞
,
which is the same as Proposition 8.4 after applying (8.2) to the left-hand
side of the above equation.
9. A general q-transformation formula
We proved the following general expansion formula for q-series [20, The-
orem 1.1].
Theorem 9.1. If f(x) is an analytic function near x = 0, then, under
suitable convergence conditions, we have
(αq, αab/q; q)∞
(αa, αb; q)∞
f(αa)
=
∞∑
n=0
(1− αq2n)(α, q/a; q)n(a/q)n
(1− α)(q, αa; q)n
n∑
k=0
(q−n, αqn; q)kq
k
(q, αb; q)k
f(αqk+1).
The main aim of this section is using the above theorem and Proposi-
tion 1.6 to prove the following transformation formula for terminating q-
series.
Theorem 9.2. If m is an nonnegative integer and {An} is a arbitrary com-
plex sequence, then, we have
(αq, αab/q; q)m
(αa, αb; q)m
m∑
n=0
(q−m, q/a, q/b; q)nq
n
(q2/αabqm; q)n
An
=
m∑
n=0
(1− αq2n)(q−m, α, q/a, q/b; q)n(αabqm−1)n
(1− α)(q, αqm+1, αa, αb; q)n
n∑
k=0
(q−n, αqn; q)kq
kAk.
To prove Theorem 9.2, we first prove the following lemma by using The-
orem 9.1.
Lemma 9.3. For any nonnegative integer m and arbitrary complex sequence
{An}, we have
(αq, αab/q; q)∞
(αa, αb; q)∞
m∑
n=0
An(q
−m, q/a; q)n(αaq
m)n
=
∞∑
n=0
(1− αq2n)(α, q/a, q/b; q)n(−αab/q)nqn(n−1)/2
(1− α)(q, αa, αb; q)n
×
n∑
l=0
(q−m, q−n, αqn; q)l
(q/b; q)l
(
qm+2
b
)l
Al.
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Proof. Suppose that m is an nonnegative integer and {An} is a arbitrary
complex sequence. In Theorem 9.1, we can choose f(x) as follows
f(x) =
m∑
l=0
Al(q
−m, qα/x; q)l(q
mx)l.
Letting x = αa in the above equation, we immediately find that
(9.1) f(αa) =
m∑
l=0
Al(q
−m, q/a; q)l(αaq
m)l.
It is easy to check that (q−k; q)l = 0 for l > k. Thus we at once deduce that
f(αqk+1) =
m∑
l=0
Al(q
−m, q−k; q)l(αq
m+k+1)l =
k∑
l=0
Al(q
−m, q−k; q)l(αq
m+k+1)l.
It follows that
n∑
k=0
(q−n, αqn; q)k
(q, αb; q)k
f(αqk+1) =
n∑
k=0
(q−n, αqn; q)k
(q, αb; q)k
k∑
l=0
Al(q
−m, q−k; q)l(αq
m+k+1)l.
Interchanging the order of the summation on the right-hand side of the above
equation, we find that the right-hand side of the above equation becomes
n∑
l=0
Al(q
−m; q)l(αq
m+1)l
n∑
k=l
(q−n, αqn; q)k(q
−k; q)l
(q, αb; q)k
qk(l+1).
Using (q−k; q)l(q; q)k−l = (−1)l(q; q)kql(l−1)/2−kl, we find that the above
equation becomes
n∑
l=0
Al(q
−m; q)l(−αqm+1)lql(l−1)/2
n∑
k=l
(q−n, αqn; q)kq
k
(αb; q)k(q; q)k−l
.
Making the variable change k− l = j in the above equation, we deduce that
(9.2)
n∑
l=0
Al
(q−n, q−m; q)l
(αb; q)l
(−αqm+1)lql(l+1)/2
n−l∑
j=0
(q−n+l, αqn+l; q)jq
j
(αbql; q)j(q; q)j
.
Using the q-Chu-Vandermonde summation formula, we find that the inner
summation of the above equation equals
(bq−n; q)n−l(αq
n+l)n−l
(αbql; q)n−l
= (−αb)n−lqn(n−1)/2−l(l−1)/2 (q/b; q)n(αb; q)l
(q/b; q)l(αb; q)n
.
Substituting this equation into (9.2), we conclude that
n∑
k=0
(q−n, αqn; q)k
(q, αb; q)k
f(αqk+1)(9.3)
=
(q/b; q)n
(αb; q)n
(−αb; q)nqn(n−1)/2
n∑
l=0
(q−n, q−m, αbql; q)l
(q/b; q)l
(
qm+2
b
)l
Al.
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Substituting the above equation and equation (9.1) into Theorem 9.1, we
complete the proof of Lemma 9.3.
Now we begin to prove Theorem 9.2 by using the above lemma and Propo-
sition 1.6.
Proof. Setting b = qm+1 in Lemma 9.3 and then replacing An by An(q/b; q)n,
we immediately deduce that
(αq; q)m
(αa; q)m
m∑
n=0
An(q
−m, q/a, q/b; q)n(αaq
m)n(9.4)
=
m∑
n=0
(1− αq2n)(q−m, α, q/a; q)n(−αaqm)nqn(n−1)/2
(1− α)(q, αa, αqm+1; q)n Bn,
where Bn is defined as
Bn =
n∑
k=0
(q−n, αqn; q)kq
kAk.
For simplicity, we temporarily introduce fm,n(a, b), f(a, b) and g(a, b) as fol-
lows
fm,n(a, b) =
(aq−n, bq−n, αaqm, αbqm; q)∞
(αabqm−n−1; q)∞
,
f(a, b) =
m∑
n=0
(1− αq2n)(q−m, α; q)nαnqn2+mn
(1− α)(q, αqm+1; q)n fn,n(a, b)Bn,
g(a, b) = (αq; q)m
m∑
n=0
(q−m; q)n(−αqm)nqn(n+1)/2fm,n(a, b)An.
It is easily seen that
f(a, 0) = (a, αa; q)∞
m∑
n=0
(1− αq2n)(q−m, α, q/a; q)n(−αaqm)nqn(n−1)/2
(1− α)(q, αa, αqm+1 ; q)n Bn,
g(a, 0) = (a, αa; q)∞
(αq; q)m
(αa; q)m
m∑
n=0
An(q
−m, q/a; q)n(αaq
m)n.
Combining the above two equations and (9.4), we find the identity, f(a, 0) =
g(a, 0).
By a direct computation, we find that
∂q−1,a{fm,n(a, b)} = ∂q−1,b{fm,n(a, b)} =
(1 + αqm+n − α(a + b)qm−1)fm,n(a, b)
qn+1(1− αabqm−n−2) .
It follows that
∂q−1,a{f(a, b)} = ∂q−1,b{f(a, b)}, and ∂q−1,a{g(a, b)} = ∂q−1,b{g(a, b)}.
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Thus, by (ii) in Proposition 1.6, there exist two sequences {βl} and {γl}
independent of a and b such that
f(a, b) =
∞∑
l=0
βlhl(a, b|q), g(a, b) =
∞∑
l=0
γlhl(a, b|q).
Setting b = 0 in the above equations and using f(a, 0) = g(a, 0), we find
that βl = γl for any nonnegative integer l. It follows that f(a, b) = g(a, b),
which gives
(αq; q)m
(αa, αb; q)m
m∑
n=0
(q−m, q/a, q/b; q)nq
−n(n+1)/2(−αabqm)n(αab/q; q)m−nAn
=
m∑
n=0
(1− α)(q−m, α, q/a, q/b; q)n(αabqm−1)n
(1− α)(q, αqm+1, αa, αb; q)n Bn.
From the definition of the q-shifted factorial and by a direct computation,
we find that
(αab/q; q)m−n =
(−1)nqn(n+1)/2(αab/q; q)m
(q2/αabqm; q)n(αabqm−1)n
.
Combining the above two equations, we finish the proof of Theorem 9.2.
10. An extension of Watson’s q-analog of Whipple’s theorem
Taking Ak = (β, γ; q)kz
k/(q, c, d, h; q)k in Theorem 9.2, we immediately
obtain the following theorem.
Theorem 10.1. For any nonnegative integer m, we have the q-formula
(αq, αab/q; q)m
(αa, αb; q)m
5φ4
(
q−m, q/a, q/b, β, γ
q2/αabqm, c, d, h
; q, qz
)
=
m∑
n=0
(1− αq2n)(q−m, α, q/a, q/b; q)n(αabqm−1)n
(1− α)(q, αqm+1, αa, αb; q)n 4φ3
(
q−n, αqn, β, γ
c, d, h
; q, qz
)
.
If we take h = γ = 0 and z = 1 in the above equation, we immediately
deduce the following proposition.
Proposition 10.2. For any nonnegative integer m, then, we have
(αq, αab/q; q)m
(αa, αb; q)m
4φ3
(
q−m, q/a, q/b, β
q2/αabqm, c, d
; q, q
)
=
m∑
n=0
(1− αq2n)(q−m, α, q/a, q/b; q)n(αabqm−1)n
(1− α)(q, αqm+1, αa, αb; q)n 3φ2
(
q−n, αqn, β
c, d
; q, q
)
.
This proposition contains Watson’s q-analog of Whipple’s theorem as a
special case. Thus we may regard it an extension of Watson’s q-analog of
Whipple’s theorem.
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Proposition 10.3. (Watson’s q-analog of Whipple’s theorem).
(αq, αab/q; q)m
(αa, αb; q)m
4φ3
(
q−m, q/a, q/b, αcd/q
αc, αd, q2/αabqm
; q, q
)
= 8φ7
(
q−m, q
√
α,−q√α,α, q/a, q/b, q/c, q/d√
α,−√α,αa, αb, αc, αd, αqm+1 ; q,
α2abcdqm
q2
)
.
Proof. If (c, d, β) is replaced by (αc, αd, αcd/q), we find that the left-hand
side of the equation in Proposition 10.2 becomes the left-hand side of the
equation in Proposition 10.3, and the right-hand side becomes
m∑
n=0
(1− αq2n)(q−m, α, q/a, q/b; q)n(αabqm−1)n
(1− α)(q, αqm+1, αa, αb; q)n 3φ2
(
q−n, αqn, αcd/q
αc, αd
; q, q
)
.
Using the q-Pfaff-Saalschu¨tz formula (see, for example [13, p. 13, Eq.
(1.7.2)]), we find that
3φ2
(
q−n, αqn, αcd/q
αc, αd
; q, q
)
=
(q/c, q/d; q)n
(αc, αd; q)n
(
αcd
q
)n
.
Combining the above two equations we arrive at the right-hand side of the
equation in Proposition 10.3. Thus we complete the proof of the proposition.
Letting m→∞ in Theorem 9.2, we immediately obtain the following the-
orem. Many important applications of this theorem to mock-theta function
identities have been discussed in the paper [21].
Theorem 10.4. For |αabz/q| < 1, we have the q-transformation formula
(αq, αab/q; q)∞
(αa, αb; q)∞
4φ3
(
q/a, q/b, β, γ
c, d, h
; q,
αabz
q
)
=
∞∑
n=0
(1− αq2n)(α, q/a, q/b; q)n(−αab/q)nqn(n−1)/2
(1− α)(q, αa, αb; q)n 4φ3
(
q−n, αqn, β, γ
c, d, h
; q, qz
)
.
11. Some q-series transformation formulas
In this section we will use Theorem 10.1 to derive some q-transformation
formula.
Theorem 11.1. If m is an nonnegative integer, then, we have
(α2q2, α2ab/q2; q2)m
(α2a, α2b; q2)m
5φ4
(
q−2m, q2/a, q2/b, λ, qλ
α, qα, q2λ2, q4/α2abq2m
; q2, q2
)
=
m∑
n=0
(1− α2q4n)(q−2m, α2, q2/a, q2/b; q2)n(−q, α/λ; q)n(α2λabq2m−2)n
(1− α2)(q2, α2q2m+2, α2a, α2b; q2)n(α,−qλ; q)n .
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Proof. We first replace q by q2 and α by α2 in Theorem 10.1 and then set
(β, γ, c, d, h, z) = (λ, qλ, α, qα, λ2q2, 1) in the resulting equation, we deduce
that
(α2q2, α2ab/q2; q2)m
(α2a, α2b; q2)m
5φ4
(
q−2m, q2/a, q2/b, λ, qλ
α, qα, q2λ2, q4/α2abq2m
; q2, q2
)
=
m∑
n=0
(1− α2q4n)(q−2m, α2, q2/a, q2/b; q2)n(α2abq2m−2)n
(1− α2)(q2, α2q2m+2, α2a, α2b; q2)n
× 4φ3
(
q−2n, α2q2n, λ, qλ
α, qα, q2λ2
; q2, q2
)
.
Verma and Jain [28, Eq. (5.3)] (see also [13, p. 110, Ex. (3.34)]) proved
that
(11.1) 4φ3
(
q−2n, α2q2n, λ, qλ
α, qα, q2λ2
; q2, q2
)
=
λn(−q, α/λ; q)n
(α,−qλ; q)n .
Combining the above two equations, we complete the proof of Theorem 11.2.
Letting m→∞ in Theorem 11.1, we obtain the following proposition.
Proposition 11.2.
(α2q2, α2ab/q2; q2)∞
(α2a, α2b; q2)∞
4φ3
(
q2/a, q2/b, λ, qλ
α, qα, q2λ2
; q2,
α2ab
q2
)
=
∞∑
n=0
(1− α2q4n)(α2, q2/a, q2/b; q2)n(−q, α/λ; q)n(−α2λab)nqn2−3n
(1− α2)(q2, α2a, α2b; q2)n(α,−qλ; q)n .
Let (a, b, α, γ) = (0, 0,−q, 0) in Proposition 11.2, we have the evaluation
∞∑
n=0
q2n
2+2n
(−q; q)2n(q2; q2)n =
1
(q2; q2)∞
∞∑
n=−∞
(−1)nq 7n
2
+3n
2(11.2)
=
(q2, q5, q7; q7)∞
(q2; q2)∞
.
Theorem 11.3. For any nonnegative integer m, we have
(α2q2, α2ab/q2; q2)m
(α2a, α2b; q2)m
5φ4
(
q−2m, q2/a, q2/b, λ, qλ
qα, q2α, λ2, q4/α2abq2m
; q2, q2
)
=
m∑
n=0
(1 + αq2n)(q−2m, α2, q2/a, q2/b; q2)n(−q, qα/λ; q)n(α2λabq2m−2)n
(1 + α)(q2, α2q2m+2, α2a, α2b; q2)n(α,−λ; q)n .
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Proof. Replacing q by q2 and α by α2 in Theorem 10.1 and then set (β, γ, c, d, h, z) =
(λ, qλ, qα, q2α, λ2, 1) in the resulting equation, we deduce that
(α2q2, α2ab/q2; q2)m
(α2a, α2b; q2)m
5φ4
(
q−2m, q2/a, q2/b, λ, qλ
qα, q2α, λ2, q4/α2abq2m
; q2, q2
)
=
m∑
n=0
(1− α2q4n)(q−2m, α2, q2/a, q2/b; q2)n(α2abq2m−2)n
(1− α2)(q2, α2q2m+2, α2a, α2b; q2)n
× 4φ3
(
q−2n, α2q2n, λ, qλ
qα, q2α, λ2
; q2, q2
)
.
Verma and Jain [28, Eq. (5.4)] derived the following series summation for-
mula:
(11.3) 4φ3
(
q−2n, α2q2n, λ, qλ
qα, q2α, λ2
; q2, q2
)
=
λn(−q, qα/λ; q)n(1− α)
(α,−λ; q)n(1− αq2n) .
Combining the above two equations, we finish the proof of Theorem 11.3.
Letting m→∞ in Theorem 11.3, we obtain the following proposition.
Proposition 11.4.
(α2q2, α2ab/q2; q2)∞
(α2a, α2b; q2)∞
4φ3
(
q2/a, q2/b, λ, qλ
qα, q2α, λ2
; q2,
α2ab
q2
)
=
∞∑
n=0
(1 + αq2n)(α2, q2/a, q2/b; q2)n(−q, qα/λ; q)n(−α2λab)nqn2−3n
(1 + α)(q2, α2a, α2b; q2)n(α,−λ; q)n .
Setting (a, b, α, γ) = (0, 0,−q, 0) and (0, 0,−1, 0) in Proposition 11.4, re-
spectively, we find that
∞∑
n=0
q2n
2+2n
(−q; q)2n+1(q2; q2)n =
(q, q6, q7; q7)∞
(q2; q2)∞
,(11.4)
∞∑
n=0
q2n
2
(−q; q)2n(q2; q2)n =
(q3, q4, q7; q7)∞
(q2; q2)∞
.(11.5)
Identities (11.2), (11.4) and (11.5) are called the Rogers-Selberg identities
(see, for example, [22, Eqs. (2.7.1), (2.7.2), (2.7. 3)]).
It is easily seen that the identity of Verma and Jain [28, Eq. (2.28)] is
equivalent to the summation
(11.6) 3φ2
(
q−n, αqn, 0√
qα,−√qα ; q, q
)
=
{
0 if n is odd
(−1)lql2 (q;q2)lαl
(qα;q2)l
, if n = 2l
Setting (β, γ, h, c, d, z) = (0, 0, 0,
√
qα,−√qα, 1) in Theorem 10.1 and then
using (11.6), we obtain the following theorem.
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Theorem 11.5. For any nonnegative integer m, we have
(αq, αab/q; q)m
(αa, αb; q)m
4φ3
(
q−m, q/a, q/b, 0√
qα,−√qα, q2/αabqm ; q, q
)
=
[m/2]∑
n=0
(1− αq4n)(q−m, α, q/a, q/b; q)2n(q; q2)n(−α3a2b2q2m−2)nqn2
(1− α)(q, αqm+1, αa, αb; q)2n(qα; q2)n .
Letting m→∞ in Theorem 11.5, we obtain the following proposition.
Proposition 11.6.
(αq, αab/q; q)∞
(αa, αb; q)∞
3φ2
(
q/a, q/b, 0√
qα,−√qα ; q,
αab
q
)
=
∞∑
n=0
(1− αq4n)(α, q/a, q/b; q)2n(q; q2)n(−α3a2b2)nq3n2−3n
(1− α)(q, αa, αb; q)2n(qα; q2)n .
Putting (a, b, α) = (0, 0, 1) and (0, 0, q2) in Proposition 11.6, respec-
tively, we obtain the Rogers identities (see, for example, [22, Eqs. (2.14.1),
(2.14.3)])
∞∑
n=0
qn
2
(q; q)n(q; q2)n
=
(q6, q8, q14; q14)∞
(q; q)∞
,(11.7)
∞∑
n=0
qn
2+2n
(q; q)n(q; q2)n+1
=
(q2, q12, q14; q14)∞
(q; q)∞
.(11.8)
12. A multilinear generating function for the Rogers-Szego˝
polynomials
Theorem 12.1. If max{|a|, |c|, |x1|, |y1|, . . . , |xk|, |yk|} < 1, then, we have
the following multilinear generating function for the Rogers-Szego˝ polynomi-
als:
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nkhn1(x1, y1|q)hn2(x2, y2|q) · · · hnk(xk, yk|q)
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a; q)∞
(c, x1, y1, x2, y2, . . . , xk, yk)∞
2k+1φ2k
(
c/a, x1, y1, x2, y2, . . . , xk, yk
0, 0, . . . , 0
; q, a
)
.
Proof. If we use f(x1, y1, . . . , xk, yk) to denote the right-hand side of the
above equation, then, using the ratio test, we find that f is an analytic
function of x1, y1, x2, y2, . . . , xk, yk for max{|a|, |c|, |x1 |, |y1|, . . . , |xk|, |yk|} <
1. By a direct computation, we deduce that for j = 1, 2 . . . , k, ∂q,xj{f} =
∂q,yj{f} equals
(a; q)∞
(c, x1, y1, x2, y2, . . . , xk, yk)∞
2k+1φ2k
(
c/a, x1, y1, x2, y2, . . . , xk, yk
0, 0, . . . , 0
; q, qa
)
.
ON THE q-PARTIAL DIFFERENTIAL EQUATIONS AND q-SERIES 27
Thus, by (i) in Theorem 1.7, there exists a sequence {αn1,n2,...,nk} indepen-
dent of x1, y1, . . . , xk, yk such that
f(x1, y1, x2, y2, . . . , xk, yk)(12.1)
=
∞∑
n1,n2,...,nk=0
αn1,n2,...,nkhn1(x1, y1|q)hn2(x2, y2|q) · · · hnk(xk, yk|q).
Setting y1 = y2 · · · = yk = 0 in the above equation, we immediately obtain
∞∑
n1,n2,...,nk=0
αn1,n2,...,nkx
n1
1 x
n2
2 · · · xnkk(12.2)
=
(a; q)∞
(c, x1, x2, . . . , xk)∞
k+1φk
(
c/a, x1, x2, . . . , xk
0, 0, . . . , 0
; q, a
)
.
Andrews [2] has proved the following formula for the q-Lauricella function:
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nk(b1; q)n1(b2; q)n2 · · · (bk; q)nkxn11 xn22 · · · xnkk
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a, b1x1, b2x2, . . . , bkxk; q)∞
(c, x1, x2, . . . , xk)∞
k+1φk
(
c/a, x1, x2, . . . , xk
bx1, bx2, . . . , bxk
; q, a
)
.
Taking b1 = b2 = · · · = bk = 0 in the above equation, we conclude that
∞∑
n1,n2,...,nk=0
(a; q)n1+n2+···+nkx
n1
1 x
n2
2 · · · xnkk
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
=
(a; q)∞
(c, x1, x2, . . . , xk)∞
k+1φk
(
c/a, x1, x2, . . . , xk
0, 0, . . . , 0
; q, a
)
.
Equating the above equation and (12.2), we find that
αn1,n2,...,nk =
(a; q)n1+n2+···+nk
(c; q)n1+n2+···+nk(q; q)n1(q; q)n2 · · · (q; q)nk
.
Substituting this into (12.1), we complete the proof of Theorem 12.1.
13. Some notes on the q-exponential operator identities
In this section, we will revisit the theory of q-exponential operator using
Proposition 1.6.
Using the q-derivative operator, we can construct the q-exponential oper-
ator T (yDq,x) by
(13.1) T (yDq,x) =
∞∑
n=0
(yDq,x)n
(q; q)n
.
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If we replace q by q−1 in the above equation, we obtain the dual operator
of T (yDq,x) as follows
(13.2) T (yDq−1,x) =
∞∑
n=0
(−yDq−1,x)nqn(n+1)/2
(q; q)n
.
Definition 13.1. If f(x) is analytic near x = 0, then, we define
T (yDq,x){f(x)} =
∞∑
n=0
yn
(q; q)n
Dnq,x{f(x)},
T (yDq−1,x){f(x)} =
∞∑
n=0
(−y)nqn(n+1)/2
(q; q)n
Dnq−1,x{f(x)}.
The following lemma is a modified version of [18, Theorems 1 and 2],
which is the q-exponential operator form of Proposition 1.6. This lemma
indicates that the q-exponential operator method has a solid mathematical
foundation.
Lemma 13.2. Suppose that f(x, y) is a two-variable analytic function near
(x, y) = (0, 0). Then
(i) f(x, y) = T (yDq,x){f(x, 0)}, if and only if ∂q,x{f} = ∂q,y{f}.
(ii) f(x, y) = T (yDq−1,x){f(x, 0)}, if and only if ∂q−1,x{f} = ∂q−1,y{f}.
Proof. We only prove (i). The proof of (ii) is similar to that of (i), so is
omitted. If f(x, y) = T (yDq,x){f(x, 0)}, then, by a direct computation, we
find that ∂q,x{f} = ∂q,y{f} = T (yDq,x)Dq,x{f(x, 0)}. Conversely, if f is a
two-variable analytic function near (x, y) = (0, 0), which satisfying ∂q,x{f} =
∂q,y{f}, then, we may assume that
f(x, y) =
∞∑
n=0
An(x)y
n.
Substituting the equation into the q-partial differential equation, ∂q,x{f} =
∂q,y{f}, we easily find that
An(x) =
Dq,x{An(x)}
1− qn = · · · =
Dnq,x{A0(x)}
(q; q)n
.
It is easily seen that A0(x) = f(x, 0). Thus, we find that
f(x, y) =
∞∑
n=0
Dnq,x{f(x, 0)}
(q; q)n
yn = T (yDq,x){f(x, 0)}.
Proposition 13.3. Suppose that T (yDq,x) and T (yDq−1,x) are defined by
(13.1). Then
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(i) For max{|xs|, |xt|, |ys|, |yt|} < 1, we have the operator identity
T (yDq,x)
{
1
(xs, xt; q)∞
}
=
(xyst; q)∞
(xs, xt, ys, yt; q)∞
.
(ii) If |xyst/q| < 1, then, we have the operator identity
T (yDq−1,x) {(xs, xt; q)∞} =
(xs, xt, ys, yt; q)∞
(xyst/q; q)∞
.
Many applications of these two q-operator identities and their extensions
have appeared in the literature, see, for example, [7, 8, 10, 11, 16, 30, 29].
The original proofs of these two operator identities in [10, 11] depend on
the method of formal computation. Next we use Lemma 13.2 to give a very
simple proof of Proposition 13.3.
Proof. The proof of (ii) is similar to that of (ii), so we only prove (i). If we use
f(x, y) to denote the right-hand side of the first equation in Proposition 13.3.
Then it is easily seen that f(x, y) is analytic near (0, 0) and satisfies
∂q,x{f} = ∂q,y{f} = s+ t− (x+ y)st
1− xyst f(x, y).
Thus, by (i) in Proposition 13.2, we have f(x, y) = T (yDq,x){f(x, 0)}. This
completes the proof of Proposition 13.3.
From Definition 13.1, by a direct computation, we find the q-exponential
operator representations of hn and gn as follows
(13.3) T (yDq,x){xn} = hn(x, y|q), T (yDq−1,x){xn} = gn(x, y|q).
Proposition 13.4. If f(x) is analytic near x = 0, then T (yDq,x){f(x)} is
analytic near (x, y) = (0, 0).
Proof. Since f(x) is analytic near x = 0, there exists a positive number
r < 1 (without loss of generality), such that
(13.4) f(x) =
∞∑
k=0
akx
k, |x| < r < 1.
From Definition 13.1 and by a direct computation, we conclude that
T (yDq,x){f(x)} =
∞∑
n=0
yn
(q; q)n
∞∑
k=n
(q; q)k
(q; q)k−n
akx
k−n
=
∞∑
n=0
yn
(q; q)n
∞∑
m=0
(q; q)n+man+m
(q; q)m
xm.
Since f(x) is analytic in |x| < r, we have, by the root test, that limn→∞ sup|an|1/n ≤
1. It is obvious that limn→∞ |(q; q)n+m| = |(q; q)∞| <∞. It follows that
lim
n→∞
sup|an+m(q; q)n+m|1/(n+m) ≤ 1.
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Thus, for r in (13.4), there exists a large integer N such that |an+m(q; q)n+m| ≤
(1 + r)m+n for all n ≥ N . It follows that
∣∣∣ ∞∑
n=N
yn
(q; q)n
∞∑
m=0
(q; q)n+man+m
(q; q)m
xm
∣∣∣ ≤ ∞∑
n=N
|(1 + r)y|n
(q; q)n
∞∑
m=0
(1 + r)m|x|m
(q; q)m
We further assume that |x| ≤ r/2, then from the above equation, we deduce
that∣∣∣ ∞∑
n=N
yn
(q; q)n
∞∑
m=0
(q; q)n+man+m
(q; q)m
xm
∣∣∣ ≤ ∞∑
n=N
|(1 + r)y|n
(q; q)n
∞∑
m=0
(r(r + 1)/2)m
(q; q)m
,
which is a uniformly and absolutely convergent series for |y| < 1/(1 + r).
Thus T (yDq,x){f(x)} is analytic near y = 0. Thus, by Hartog’s theorem, we
know that T (yDq,x){f(x)} is analytic near (x, y) = (0, 0).
A deep result of the q-exponential operator is the following operator iden-
tity [18, Eq.(3.1)].
Proposition 13.5. For max{|as|, |at|, |au|, |bs|, |bt|, |bu|, |abstu/v|} < 1, we
have
T (bDq,a)
{
(av; q)∞
(as, at, au; q)∞
}
=
(av, bv, abstu/v; q)∞
(as, at, au, bs, bt, bu; q)∞
× 3φ2
(
v/s, v/t, v/u
av, bv
; q,
abstu
v
)
.
Now we will give a new proof of this identity.
Proof. If we use f(a, b) to denote the left-hand side of the equation in Propo-
sition 13.5, then from Proposition 13.4, we know that f(a, b) is analytic near
(a, b) = (0, 0). Using Lemma 13.2, we find that ∂q,a{f} = ∂q,b{f}. Thus,
there exists a sequence {αn} independent of a and b such that
(13.5) f(a, b) =
∞∑
n=0
αnhn(a, b|q).
Taking b = 0 in the above equation and using hn(a, 0|q) = an, we immedi-
ately deduce that
(13.6)
∞∑
n=0
αna
n =
(av; q)∞
(as, at, au; q)∞
.
Using the q-binomial theorem and the generating function for hn, we obtain
(av; q)∞
(as; q)∞
=
∞∑
n=0
(v/s; q)n(as)
n
(q; q)n
,
1
(at, au; q)∞
=
∞∑
n=0
hn(t, u|q) a
n
(q; q)n
.
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Substituting the above two equations into (13.6) and equating the coeffi-
cients of an, we deduce that
αn =
1
(q; q)n
n∑
k=0
[
n
k
]
q
(v/s; q)ks
khn−k(t, u|q).
Substituting the above equation into (13.6), we arrive at
f(a, b) =
∞∑
n=0
hn(a, b|q)
(q; q)n
n∑
k=0
[
n
k
]
q
(v/s; q)ks
khn−k(t, u|q).
Interchanging the order of the summation of the above equation and sim-
plifying, we find that
(13.7) f(a, b) =
∞∑
k=0
sk(v/s; q)k
(q; q)k
∞∑
m=0
hm+k(a, b|q)hm(t, u|q)
(q; q)m
.
Using the Carlitz formula in Theorem 5.1, we find that the inner summation
of the above equation equals
(abtu; q)∞
(at, au, bt, bu; q)∞
k∑
j=0
[
k
j
]
q
bjak−j(at, au; q)j
(abtu; q)j
.
Substituting the above equation into (13.7) and then interchanging the order
of the summation, we conclude that
f(a, b) =
(av, abtu; q)∞
(as, at, au, bt, bu; q)∞
3φ2
(
v/s, at, au
av, abtu
; q, bs
)
.
Using Sears’ 3φ2 transformation formula (see, for example, [16, Theorem 3]),
we have
3φ2
(
v/s, at, au
av, abtu
; q, bs
)
=
(abstu/v, bv; q)∞
(abtu, bs; q)∞
3φ2
(
v/s, v/t, v/u
av, bv
; q,
abstu
v
)
.
Combining the above two equations, we complete the proof of Proposi-
tion 13.5.
In the same way, we can also obtain the following q-exponential operator
identity [18, Eq.(3.2)].
Proposition 13.6. For max{|av|, |bv|, |abstu/qv|} < 1, we have
T (bDq−1,a)
{
(as, at, au; q)∞
(av; q)∞
}
=
(as, at, au, bs, bt, bu; q)∞
(av, bv, abstu/qv; q)∞
× 3φ2
(
s/v, t/v, u/v
q/av, q/bv
; q, q
)
.
The following proposition reveals a relationship of q-integral and q-exponential
operator.
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Proposition 13.7. If T (yDq,x) is defined by (13.1), then, we have
T (bDq,a)
{
(acst; q)∞
(as, at, au; q)∞
}
=
(cs, ct; q)∞
(1− q)t(q, s/t, qt/s, au, bu; q)∞
∫ t
s
(qx/s, qx/t, abux; q)∞
(ax, bx, cx; q)∞
dqx.
Proof. If we use f(a, b) to denote the right-hand side of the above equation,
then, it is to verify that f(a, b) is analytic near (a, b) = (0, 0). A direct
computation shows that ∂q,a{f} = ∂q,b{f} equals
(cs, ct; q)∞
(1− q)t(q, s/t, qt/s, au, bu; q)∞
∫ t
s
(qx/s, qx/t, qabux; q)∞(x+ u− (a+ b)ux)
(ax, bx, cx; q)∞
dqx.
Using the Andrews-Askey integral in Proposition 7.1, we easily find that
f(a, 0) =
(cs, ct; q)∞
(1− q)t(q, s/t, qt/s, au; q)∞
∫ t
s
(qx/s, qx/t; q)∞
(ax, cx; q)∞
dqx
=
(acst, q)∞
(au, as, at; q)∞
.
Thus, using (i) in Lemma 13.2, we immediately conclude that
f(a, b) = T (bDq,a){f(a, 0)} = T (bDq,a)
{
(acst; q)∞
(as, at, au; q)∞
}
.
Combining Proposition 13.5 and Proposition 13.7, we can obtain the fol-
lowing proposition, which is equivalent to [18, Theorem 9].
Proposition 13.8. For max{|as|, |bs|, |cs|, |at|, |bt|, |ct|, |abu/c|} < 1, we
have∫ t
s
(qx/s, qx/t, abux; q)∞
(ax, bx, cx; q)∞
dqx
=
(1− q)t(q, s/t, qst, acst, bcst, abu/c; q)∞
(as, bs, cs, at, bt, ct; q)∞
3φ2
(
cs, ct, cst/u
acst, bcst
; q,
abu
c
)
.
Proposition 13.9. Let {fn(x)} be a sequence of analytic functions near
x = 0, such that the series
∞∑
n=0
fn(x)
converges uniformly to an analytic function f(x) near x = 0, and the series
∞∑
n=0
T (yDq,x){fn(x)}
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converges uniformly to an analytic function f(x, y) near (x, y) = (0, 0).
Then we have f(x, y) = T (yDq,x){f(x)}, or
T (yDq,x)
{
∞∑
n=0
fn(x)
}
=
∞∑
n=0
T (yDq,x){fn(x)}.
Proof. If we use fn(x, y) to denote T (yDq,x){fn(x)}, then, by Lemma 13.2,
we find that ∂q,x{fn(x, y)} = ∂q,y{fn(x, y)}. It follows that ∂q,x{f(x, y)} =
∂q,y{f(x, y)}. Thus, using Lemma 13.2 again, we have
f(x, y) = T (yDq,x){f(x, 0)} = T (yDq,x){f(x)}.
If we replace T (yDq,x) by T (yDq−1,x) in proposition 13.9, we obtain the
following proposition.
Proposition 13.10. Let {fn(x)} be a sequence of analytic functions near
x = 0, such that the series
∞∑
n=0
fn(x)
converges uniformly to an analytic function f(x) near x = 0, and the series
∞∑
n=0
T (yDq−1,x){fn(x)}
converges uniformly to an analytic function f(x, y) near (x, y) = (0, 0).
Then we have f(x, y) = T (yDq−1,x){f(x)}, or
T (yDq−1,x)
{
∞∑
n=0
fn(x)
}
=
∞∑
n=0
T (yDq−1,x){fn(x)}.
Next we will use the above proposition to give an extension of q-Gauss
summation. For this purpose, we also need Tannery’s Theorem (see, for
example, [5]).
Theorem 13.11. For each nonnegative integer n, let s(n) =
∑
k>o fk(n) is
a finite sum or a convergent series. If limn→∞ fk(n) = fk, |fk(n)| ≤ Mk,
and
∑
k>0Mk <∞, then
lim
n→∞
s(n) =
∞∑
k=0
fk.
Proposition 13.12. For max{|x|, |abxy|} < 1, we have the summation
∞∑
n=0
(a, b; q)nx
n
(q, abxy; q)n
3φ2
(
q−n, 1/x, 1/y
a, b
; q, abxyqn
)
=
(ax, bx; q)∞
(x, abxy; q)∞
.
When y = 1, the above proposition immediately reduces to the q-Gauss
summation.
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Proof. If we denote the 3φ2 series in Proposition 13.12 by fk(n), then, by a
simple computation, we have
fk(n) = (−1)k
[
n
k
]
q
(1/x, 1/y; q)k
(q, a, b; q)k
qk(k−1)/2(abxy)k,
lim
n→∞
fk(n) = (−1)k (1/x, 1/y; q)k
(q, a, b; q)k
qk(k−1)/2(abxy)k,
|fk(n)| ≤ |(1/x, 1/y; q)k |
(q; q)k|(a, b; q)k| |abxy|
k =Mk.
Using the ratio test, we find, for |abxy| < 1, that ∑k≥0Mk < ∞. Thus, by
Tannery’s Theorem, we deduce that for |abxy| < 1,
lim
n→∞
3φ2
(
q−n, 1/x, 1/y
a, b
; q, abxyqn
)
=
∞∑
k=0
(−1)k (1/x, 1/y; q)k
(q, a, b; q)k
qk(k−1)/2(abxy)k.
Hence, using the ratio test, we find the series in Proposition 13.12 converges
uniformly to an analytic function f(a, b) for max{|x|, |abxy|} < 1.
Rewrite the q-binomial theorem in the form
∞∑
n=0
xn
(q; q)n
(a; q)∞
(aqn, ax; q)∞
=
1
(x; q)∞
.
Multiplying both sides of the above equation by 1/(ay; q)∞, we deduce that
(13.8)
∞∑
n=0
xn
(q; q)n
(a; q)∞
(aqn, ax, ay; q)∞
=
1
(x; q)∞(ay; q)∞
.
Using Proposition 13.5, we have, for max{|ax|, |ay|, |a|, |abxy|} < 1, that
∞∑
n=0
xn
(q; q)n
T (bDq,a)
{
(a; q)∞
(aqn, ax, ay; q)∞
}
=
(abxy; q)∞
(ax, ay, bx, by; q)∞
∞∑
n=0
(a, b; q)nx
n
(q, abxy; q)n
3φ2
(
q−n, 1/x, 1/y
a, b
; q, abxyqn
)
.
We have proved that the right-hand side of the above equation is analytic
near (a, b) = (0, 0). Thus, we find that the right-hand side of the above
equation equals
T (bDq,a)
{
∞∑
n=0
xn
(q; q)n
(a; q)∞
(aqn, ax, ay; q)∞
}
=
1
(x; q)∞
T (bDq,a)
{
1
(ay; q)∞
}
=
1
(x, ay, by; q)∞
.
Combining the above two equations, we complete the proof of Proposi-
tion 13.12.
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In the same way, we can prove the following transformation for q-series,
which reduces to the Jackson q-analogue of the Euler transformation when
b = y.
Proposition 13.13. For max{|b|, |x|, |abxy|} < 1, we have
(b; q)∞
(x; q)∞
2φ1
(
ax, cx
acxy
; q, b
)
=
∞∑
n=0
(ab, bc; q)nx
n
(q, acxy; q)n
3φ2
(
q−n, b/x, b/y
ab, bc
; q, abxyqn
)
.
We end this section with an extension of the Sears 4φ3 transformation
formula.
Proposition 13.14. We have the q-transformation formula
n∑
j=0
(q−n, beiθ, be−iθ, abcduqn−1/v; q)jq
j
(q, ab, bc, bd; q)j
3φ2
(
bqj/v, cqn/v, u/v
q/av, q/dv
; q, q
)
=
(ac, cd; q)n
(ab, bd; q)n
(
b
c
)n n∑
j=0
(q−n, ceiθ, ce−iθ, abcduqn−1/v; q)jq
j
(q, ac, bc, cd; q)j
3φ2
(
cqj/v, bqn/v, u/v
q/av, q/dv
; q, q
)
.
If we let u = v in the above equation and use that obvious fact that
(1; q)0 = 1 and (1; q)k = 0 for k ≥ 1, we find that Proposition 13.14 reduces
to the Sears 4φ3 transformation [16, Theorem 4].
Proof. Recall the Sears 3φ2 transformation formula (see, for example, [16,
p. 123]), which states
3φ2
(
a1, a2, a3
b1, b2
; q,
b1b2
a1a2a3
)
=
(b2/b3, b1b2/a1a2; q)∞
(b2, b1b2/a1a2a3; q)∞
3φ2
(
b1/a1, b1/a2, a3
b1, b1b2/a1a2
; q,
b2
a3
)
.
Taking a3 = q
−n in the above equation, replacing (a1, a2, b1, b2, q) by
(1/a1, 1/a2, 1/b1, 1/b2, 1/q)
and performing some calculation, we obtain the transformation formula
3φ2
(
q−n, a1, a2
b1, b2
; q, q
)
=
(b1b2/a1a2; q)n
(b2; q)n
(
a1a2
b1
)n
3φ2
(
q−n, b1a1 ,
b1
a2
b1,
b1b2
a1a2
; q, q
)
.
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Replacing (a1, a2, b1, b2) by (be
iθ, be−iθ, bc, ab) in the above equation and
making some calculation, we find that
n∑
j=0
(q−n, beiθ, be−iθ; q)jq
j
(q, bc; q)j
(abqj , acqn; q)∞
=
(
b
c
)n n∑
j=0
(q−n, ceiθ, ce−iθ; q)jq
j
(q, bc; q)j
(acqj , abqn; q)∞.
Multiplying both sides of the above equation by (au; q)∞/(av; q)∞, and then
taking the action of T (dDq−1,a) on both sides of the resulting equation, we
deduce that
n∑
j=0
(q−n, beiθ, be−iθ; q)jq
j
(q, bc; q)j
T (dDq−1,a)
{
(abqj , acqn, au; q)∞
(av; q)∞
}
=
(
b
c
)n n∑
j=0
(q−n, ceiθ, ce−iθ; q)jq
j
(q, bc; q)j
T (dDq−1,a)
{
(acqj , abqn, au; q)∞
(av; q)∞
}
.
Using the q-exponential operator in Proposition 13.6, we immediately find
that
T (dDq−1,a)
{
(abqj , acqn, au; q)∞
(av; q)∞
}
=
(abqj, acqn, au, bdqj , cdqn, du; q)∞
(av, dv, abcduv−1qn+j−1; q)∞
× 3φ2
(
q−n, bqj/v, cqn/v, u/v
q/av, q/dv
; q, q
)
,
T (dDq−1,a)
{
(acqj , abqn, au; q)∞
(av; q)∞
}
=
(acqj , abqn, au, cdqj , bdqn, du; q)∞
(av, dv, abcduv−1qn+j−1; q)∞
× 3φ2
(
q−n, cqj/v, bqn/v, u/v
q/av, q/dv
; q, q
)
.
Combining the above three equations, we complete the proof of Proposi-
tion 13.14.
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