In this paper, we propose a mapping of spreading dynamics to weighted networks, where weights represent interaction time delays on edges. With this mapping, we are able to estimate both the process evolution in time and the final outcome of a process. In a limit of process time, we establish the connection of our mapping with the bond percolation and thus we name it time augmented bond percolation mapping. We concentrate on the stochastic formulation of the generalized Susceptible Infected Recovered (SIR) spreading dynamics without memory (exponential inter-event distribution or Poisson process) and with memory (arbitrary inter-event distributions) for arbitrary static network structures including non tree-like networks. Furthermore, we construct a higher-order Markovian representation of process dynamics, where states are time augmented weighted networks and transitions betweeen states are constructed by changing the weight on a randomly selected edge in the time augmented weighted networks. Each weighted network encodes one stochastic outcome of the full process evolution with the same initial conditions and same process parameters. The time augmented bond percolation mapping is constructed in such a way that the time respecting paths (shortest paths) in weighted network preserve the causality of spreading. Moreover, the shortest path distance in weighted networks equals to the physical quantity of propagation time needed for epidemic or information to spread between nodes.
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Spreading processes [1] [2] [3] [4] on complex networks describe different real-world phenomena such as epidemic, information, rumor, computer virus spreading or social behavior and financial failure spreading. They are modeled by a set of configurations (miscrostates) that represent states of all the nodes in the network and update rules which describe interactions between configuration states. The statistical mechanics formulation of the spreading process [1, [4] [5] [6] [7] accounts the uncertainties in transition rules and the evolution of the probabilities of configurations (miscrostates) is given with set of coupled differential equations called master equation [6, 8, 9] or Chapman-Kolmogorov equations. But solving the Master equation directly is not possible in most of cases, therefore different approximations are used such as the approximate master equation [3] , pair and mean field approximations [10] [11] [12] or Kinetic Monte Carlo methods [5, [13] [14] [15] [16] [17] [18] . In a case of individual mean field approximation i.e. the state of every node is statistically independent of the state of its nearest neighbors, the evolution of a process is written by set of coupled differential equations for each node: dx i /dt = f (x i (t)) + j A i,j g(x i (t), x j (t)). The first term f (x i (t)) describes the local dynamics transition and g(x i , x j ) describes the pair-wise interaction term g(x i , x j ) between nodes determined by a network adjacency structure A. By choosing the appropriate functions f and g different dynamical processes can be described such as spreading processes, biochemical dynamics, birth-death process and regulatory dynamics [19] .
In this work, we will concentrate on the stochastic formulation of the generalized Susceptible Infected Recovered (SIR) spreading dynamics [4] without memory (exponential inter-event distribution or Poisson process) and with memory (arbitrary inter-event distributions) for arbitrary static network structures including non tree-like networks. We propose a novel mapping for stochastic spreading processes on networks, which is able to estimate the process evolution in time and the final outcome of process. The mapping works by constructing the weighted networks, where weights represent interaction time delays on edges obtained with the Inverse Smirnov transform [20] of the inter-event distributions that describe local and pair-wise dynamics. We provide the equivalence between the time respecting paths (shortest paths) on weighted networks and the propagation times of spreading dynamics. Realization of the process at time T from specific source node corresponds to the set of nodes in a weighted network reachable by shortest path with distance T from source node. Furthermore, in a limit of process time, we establish the connection with the bond percolation theory. But contrary to percolation processes which can only describes the asymptotic behaviour of spreading dynamics [21, 22] also able to estimate the process outcomes in finite time. Finally, we construct the higher-order Markovian representation of process dynamics i.e. Markov Chain model for constructing the weighted networks just by changing the weight on the randomly selected edge in a network.
Grassberger et. al. [21, 22] mapped the outcome of the class of stochastic spreading processes in a limit of time to percolation processes. Percolation describes how the connected clusters emerge from a very simple process of randomly removing the nodes (site percolation) or edges (bond percolation) in a network with probability p. It is the simplest process showing a continuous phase transition, scale invariance, fractal structure and universality [23] . The Poissson SIR process with two parameters (β, γ), describes transitions where susceptible nodes become infected with rate β from infected neighbours and transitions where infected nodes recover with rate γ in the differential time dt, were mapped to bond percolation under different assumptions [24] , [25] , [26] . Then, by traversing occupied or infected edges in percolation network, we follow the path of contagion and the size of outbreak is determined by the size of the connected component over occupied edges [24] . Newman [25] mapped the process to bond percolation by calculating the corresponding bond percolation parameter p, which is equal to
where the ψ(t) = βe −βt denotes the inter-event transmission time distribution i.e. interaction part and φ(t) = γe −γt denotes the inter-event recovery time distribution i.e. local dynamics. This quantity is also called transmissibility, which quantifies the probability that the infected nodes transmits infection to the susceptible node through the link before it recovers. For transmissibility grater than the critical value T c = k /( k 2 − k ) [25] , spreading becomes global and is dependent on the average degree k and second moment k 2 of the network degree distribution p k . For a class of random networks with Poisson degree distribution p k = e −λ λ k k! , the critical value is T c = 1/ k . And for networks with the power law degree distribution p k ∝ k −α , where the exponent α is between 2 and 3, we have a finite mean k and a second moment k 2 , which diverges. This implies that the critical threshold vanishes, T c = 0 i.e. there is always a large epidemic spreading.
In this paper, for an input network G and class of generalized SIR spreading models we propose how to create weighted networks {G i } with corresponding probability P (G i ) which encodes the realizations of the stochastic spreading process dynamics. The weights in these networks represent interaction time delays and each weighted network G i represent one possible outcome of stochastic spreading from every potential source node in a network. Weighted networks are created from the input network G by assigning the time weights to the edges of a network with the Inverse Smirnov transform [20] : In a special case of the Poisson SIR processes, we assign time weight ρ i,j to every edge with the following mapping:
Time weight −ln(x)/β i,j (transmission time) comes as a sample from transmission density function ψ(τ ) and the sample −ln(y)/γ i (recovery time) from recovery density function φ(τ ). In a case when the recovery of node is faster than transmission, the ∞ weight is assigned to indicate no transmission through edge.
Let us define the metric function d (v i , v k ) on graph G with weights from mapping (2) as a shortest path distance from source node v i to target node v k . The propagation time needed that source node node v i infects node v k we denote with t(v i → v k ). We state the the following time respecting path equivalance:
The shortest path distance d (v i , v k ) in weighted network between two nodes v i and v k corresponds to the time t(v i → v k ) needed that node v i infects node v k in the regime where β/γ >> 1 (rapid spreading). The proof of the equivalence is given in the Appendix. The ratio β/γ is also known as a basic reproduction number and plays a great role in determining the critical parameter of phase transitions for spreading processes [4] . From the perspective of the source node v i , the shortest path d (v i , v k ), tells us the first infection time of node v k . Therefore all nodes that are not reachable within the distance t stay in the susceptible state. If a node is reachable within the distance t then it was infected. By letting the t go to infinity we obtain asymptotic realization equivalent to the normal bond percolation realization, to which we refer as bond percolation limit equivalence:.
Here, the term lim t→∞ |{d (v i , v k ) < t}| denotes the size of the set of nodes v k that are reachable by any finite time shortest path from the source node v i . The term |S T (v i )| denotes the size of connected bond percolation component with transmissibility (1) parameter from source v i [25] . This equivalence also holds in the regime where β/γ >> 1 (rapid spreading) and the proof is given in the Appendix.
Motivated by the recent introduction of effective distance and hidden geometry of spreading for weighted network of traffic flux [28] , we introduce more general measure of effective distance with equivalences to original process dynamics. We define the effective propagation time t(v i → v k ) of spreading process as an expectation over distances in weighted networks:
where the probability of weighted graph P (G) = i,j P (ρ i,j ) is a product over weight probabilities. The effective propagation time t(v i → v j ) corresponds to the expected time needed for the contagion to propagate from node v i to node v j . In Fig. 1 plot A, we visualize the effective propagation time for the SIR dynamics on the regular grid and in Fig. 3 on the realistic online social network.
FIG. 2. Representation of Markov
Chain transitions between time augmented bond percolation networks. The source node is denoted with blue and the orange circle represents the set of nodes that are reachable withing T time. Randomization of weights on edges corresponds to the transition between states i.e. weighted networks.
However, we are not going to calculate the effective propagation time from it's definition (6) but with the Markov Chain between weighted networks (geometries of spreading). We construct the Markov Chain with transition rates w(G i → G j ) over the weighted graphs, where each weighted graph corresponds to to one realization of a stochastic process. The transitions between weighted graphs (see Fig 2. ) are constructed by changing the weights on the randomly selected edge and assigning a new edge weight with our mapping (2) . The correctness of this approach is shown in the Appendix, where the existence of stationary distribution of this Markov Chain is guaranteed by detailed balance property and the uniqueness by ergodicity. Then the expectation for effective propagation time is estimated 4 nodes from the source node, which is indicated by the big red circle symbol on top of the network. The nodes are arranged in a circle, where the radial coordinate is the effective propagation time and it increases in the counter clock direction. All nodes with same effective propagation times are stacked on top of each other at appropriate radial coordinate. The size of nodes indicates the degree of a node, which indicates that the nodes with higher degree have smaller effective propagation time from the source node.
With the use of dynamic shortest paths algorithms [29] we calculate all to all shortest paths only ones and then just change the weights with the proposed Markov Chain model and dynamically recalculate shortest paths in complexity O(V 2 log 3 V ) [30] for network with V nodes. Furthermore, recent algorithmic and computational advances [31] [32] [33] enable efficient approximation techniques for computation of shortest paths in miliseconds [33] for large scale networks with more than 10 6 nodes.
In Fig. 1 plot B, we compare the the accuracy of the estimated expected outbreak size for the SIR dynamics on the regular lattice network. As a ground truth, we use the Kinetic Monte Carlo simulation [14] and compare the accuracy with our time augmented bond percolation mapping estimations. As the number of simulations increases, we obtain more accurate results than Dynamic Message Passing algorithm [27] , which makes big errors due to the existence of loops in the network. In Fig. 1 . plot C, we plot the average outbreak size at time T as the expected number of nodes that are reachable within T distance i.e. |{d (v i , v k ) < T }|. In a limit of time, we obtain the correspondence with the expected bond percolation outbreak size. Next, in Fig. 3 ., we visualize the effective propagation time for realistic online social network of 10000 nodes and information spreading SI model (β = 0.03). The nodes are arranged in a circle, where the radial coordinate indicates the effective propagation time from source node. We observe that the high degree nodes have smaller effective propagation time which indicates their importance for spreading processes in realistic networks. Fig. 4 . demonstrates how the equivalences hold for β/γ >> 1 and the appropriate relative error in different regimes. When β ≈ γ the relative error can be high but the absolute error is low as in that regime the expected outbreak size is low. Furthermore, in practice one is more interested in cases of rapid spreading.
In this paper we have proposed a fast and accurate time augmented bond percolation mapping for estimating the evolution of generalized SIR-like process in time on arbitrary static networks. The method is based on constructing weighted networks, which have shortest path distance equivalences to the propagation time between nodes. Furthermore, we establish the connection to bond percolation theory in a limit of process time. Contrary to bond percolation mapping [24] [25] [26] , we can estimate the FIG. 4 . Accuracy of our mapping for different parameters β/γ. Left: Cumulative density function for recovery events with different γ rates. The transmission density distribution function has fixed transmission rate β = 0.1. Right: Relative error of estimating the total outbreak size with our method versus the kinetic Monte Carlo ("ground truth"). Results were obtained on a 4-connected two dimensional regular lattice (10 3 nodes) for the SIR dynamics (β, γ) with T = 100 stopping time.
outcome of process in finite time. This enable the applications of the proposed mapping for inference problems on networks.
