Introduction
The concept of ranked set sampling (RSS) was first introduced by [11] as a process of improving the precision of the sample mean as an estimator of the population mean. The procedure involves randomly choose n sets of size n each from a population, then the units in each set are ranked visually or using some methods that has negligible cost. From the first set of n units the unit ranked lowest is chosen for actual quantification. From the second set of n units the unit ranked second lowest is chosen for actual quantification. The process is continued until the units ranked highest is chosen from the nth set for actual quantification. Then make measurements on the variable of interest of the selected units.
Ranked set sampling as described in [11] is applicable whenever ranking of a set of sampling units can be done easily by a judgment method. Suppose the variable of interest say Y , is difficult or much expensive to measure, but an auxiliary variable X correlated with Y is readily measurable and can be ordered exactly. In this case as an alternative to [11] method of ranked set sampling, [13] used an auxiliary variable for the ranking of the sampling units. The procedure of ranked set sampling described by [13] using auxiliary variate is as follows. Choose n 2 independent units, arrange them randomly into n sets each with n units and observe the value of the auxiliary variable X on each of these units. In the first set, that unit for which the measurement on the auxiliary variable is the smallest is chosen. In the second set, that unit for which the measurement on the auxiliary variable is the second smallest is chosen. The procedure is repeated until in the last set, that unit for which the measurement on the auxiliary variable is the largest is chosen.
[14] introduced a modified ranked set sampling procedure called extreme ranked set sampling in which only the largest or the smallest judgment ranked unit is chosen for quantification. The procedure of extreme ranked set sampling using auxiliary variable is as follows. Choose n 2 independent units, arrange them randomly into n sets each with n units and observe the value of the auxiliary variable X on each of these units. Then from each set choose that unit for with the measurement on the auxiliary variable is smallest or largest, as the unit of the ranked set sample. Then we make measurement on the study variate Y of the selected units, which constitute the extreme ranked set sample (ERSS). If we choose that unit for which the measurement on the auxiliary variable is smallest as the unit of the ERSS then the sample is called Lower Extreme Ranked Set Sample (LERSS). If we choose that unit for which the measurement on the auxiliary variable is largest as the unit of the ERSS then the sample is Upper Extreme Ranked Set Sample (UERSS). Since the units are chosen from independent sets and from each set we choose that unit for with the measurement on the auxiliary variable is either smallest or largest, the observations of ERSS are independently and identically distributed.
[15] considered the estimation of parameters of location-scale family of distributions using RSS. [9] , [10] obtained the BLUEs of location and scale parameters of exponential distribution and logistic distribution. [3] obtained an estimator of the mean of the study variate Y , when an auxiliary variable X is used for ranking the sample units, under the assumption that (X,Y ) follows a bivariate normal distribution. [4] , [6] obtained the estimators for the parameters associated with the study variate Y , when an auxiliary variable X is used for ranking the sample units, under the assumption that (X,Y ) follows a bivariate Pareto distribution and Morgenstern type bivariate logistic distribution. [5] used ERSS to estimate a parameter involved in Morgenstern Type Bivariate Exponential Distribution (MTBED).
In modeling bivariate data, when the prior information is in the form of marginal distributions, it is of advantage to consider families of bivariate distributions with specified marginals. The Morgenstern family of distributions (MFD) is characterized by specified marginals and an association parameter. A bivariate random variable (X,Y ) is said to follow a MFD if its pdf is of the form
where F(x) and F(y) are marginal cdfs of X and Y with pdfs f (x) and f (y) respectively. [12] obtained the density function of concomitant of rth order statistic arising from MFD with density function is defined in (1.1) and is given by
In this work, we introduce a new concept called ordered extreme ranked set sampling in which we arrange the units of the ERSS in ascending order of magnitude. In section 2, we derive the distribution theory of ordered extreme ranked set sample (OERSS) arising from Morgenstren Family of Distributions. In section 3, we apply the distribution theory developed in section 2 to estimate a parameter involved in Morgenstern type bivariate exponential distribution, which is a member of MFD, based on OERSS. Section 4 is devoted to some concluding remarks.
OERSS from MFD
Let X (n)i be the observation measured on the auxiliary variate X in the ith unit of the UERSS and let Y [n]i be the measurement made on the Y variate of the same unit, i = 1, 2, · · · , n. Then it is easy to see that each Y [n]i is the concomitant of the largest order statistic of n independently and identically distributed bivariate random variables with MFD. Moreover Y [n]i , i = 1, 2, . . . , n are also independently distributed. The pdf of Y [n]i is obtained by putting r = n in (1.2) and is by
The above pdf can be rewritten as 
and the joint pdf of Y r:
[n] and Y s: [n] is given by, for
where f r:n (y) is the pdf of rth order statistic and f r,s:n (x, y) is the joint pdf of rth and sth order statistics of a random sample of size n arising from a population with pdf f Y (y), β (., .) is the usual beta function.
Proof. The distribution function corresponding to the pdf f [n] (y) given in (2.1) can be obtained as
Since Y r: [n] is the rth order statistic of a random sample of size n from the distribution with pdf f [n] given in (2.1) and cdf F [n] given in (2.4), the density function of Y r:[n] is given by
On substituting the value of F [n] (y) and f [n] (y) and using binomial expansion we get the pdf (2.2).
The joint pdf of Y r:
[n] and Y s: [n] is given by 
and µ r,s:
where µ (q) r:n is the qth moment of the rth order statistic and µ r,s:n is the product moment of rth and sth order statistics of a random sample of size n arising from a population with pdf f (x).
Next we consider the lower extreme ranked set sampling in which the measurement on the auxiliary variable is smallest as the unit of the ERSS. Let X (1)i be the observation measured on the auxiliary variate X in the ith unit of the LERSS and Y [1] i be the measurement made on the Y variate of the same unit, i = 1, 2, · · · , n. Then each Y [1] i is the concomitant of the smallest order statistic of n independently and identically distributed bivariate random variables with MFD and the pdf of Y [1] i is obtained by put r = 1 in (1.2). Also Y [1] i , i = 1, 2, . . . , n are independently distributed with pdf given by
The above pdf can be rewrite as
where α n = −α n .
Remark 2.1. The pdf of Y [n]i defined in (2.1) and pdf of Y [1] i defined in (2.9) are similar except for α n changed to α n in (2.9). Hence the pdfs and moments of OLERSS can be easily obtained from the pdfs and moments of OUERSS by replacing α n with α n .
Estimation of a parameter of MTBED
In this section we are trying to estimate the mean of the population, under a situation where in measurement of observations are strenuous and expensive, using OERSS. [2] has proposed an exponential distribution for the study variate Y , the oil pollution of the sea samples. Let the auxiliary variable X represents the tar deposit in the nearby sea shore. Clearly collecting sea water sample and measuring the oil pollution in it is strenuous and expensive. However the prevalence of pollution in the sea water is much reflected by the tar deposit in the surrounding terminal sea shore. Thus ranking the pollution level of sea water based on the tar deposit in the sea shore is more natural and scientific than ranking it visually or by judgment method. Hence in this section we assume a Morgenstern type bivariate exponential distribution (MTBED), which is a member of MFD, corresponding to a bivariate random variable (X,Y ), where X denote the auxiliary variable (such as tar deposit in the sea shore) and Y denote the study variable (such as the oil pollution in the sea water) with given by (see, [8] )
Clearly the marginal distributions of X and Y are exponential distributions with pdfs
[1] have shown that in a bivariate sample of size n arising from MTBED the concomitant of largest order statistic possess the maximum Fisher information on θ 2 whenever α > 0 and the concomitant of smallest order statistic possess the maximum Fisher information on θ 2 whenever α < 0. Hence in this section, first we consider α > 0 and carry out an OUERSS such that from each set we choose an unit of a sample with the largest value on the auxiliary variable as the units of ranked sets with an objective of exploiting the maximum Fisher information on the ultimately chosen ranked set sample. Let Y r: [n] , r = 1, 2, . . . , n be the observations of the OUERSS arising from MTBED with pdf defined in (3.1) obtained by ordering the the observations Y [n]i i = 1, 2, . . . , n as ascending order of magnitude. Then from (2.7) and (2.8) we obtain the moments and the product moments of Y r:[n] for r = 1, 2, . . . , n as given below.
and for 1 ≤ r < s ≤ n,
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Since the marginal distribution of Y is exponential distribution with pdf (3.2), µ (q) r:n is the qth moment of the rth order statistic and µ r,s:n is the product moment of rth and sth order statistics of a random sample of size n arising from the standard exponential distribution and are given below.
Thus the means, variances and covariances of OUERSS are given by ) and if the parameter α involved in ξ r and δ r,s is known then proceeding as in [7] the BLUEθ 2 of θ 2 is obtained aŝ
and
where ξ = (ξ 1 , ξ 2 , · · · , ξ n ) and G = ((δ r,s )). Clearlyθ 2 as given in (3.6) can be written aŝ θ 2 = ∑ n r=1 a r Y r: [n] .
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Copyright: the authorsRemark 3.1. As the association parameter α in (1.1) is involved in the BLUEθ 2 of θ 2 and our assumption is α is known, one can obtain an estimate of α as given in [5] .
We have computed the coefficients a r involved inθ 2 for α = 0.25(0.25)1.0; n = 2(2)10 and are given in Table 1 . [5] obtained the BLUE θ * 2 of the parameter θ 2 using usual RSS and the BLUEθ 2 of the parameter θ 2 using ERSS. We have evaluated the efficiency e(θ 2 |θ * 2 ) =
ofθ 2 relative to θ * 2 and e(θ 2 |θ 2 ) =
ofθ 2 relative toθ 2 and are given in Table 2 . From the Table 1 , one can easily see thatθ 2 is relatively more efficient than θ * 2 andθ 2 . As mentioned earlier, for MTBED the concomitant of smallest order statistic possess the maximum Fisher information on θ 2 whenever α < 0. Therefore when α < 0 we consider an OLERSS in which from each set we choose an unit of a sample with the smallest value on the auxiliary variable as the units of ranked sets with an objective of exploiting the maximum Fisher information on the ultimately chosen ranked set sample. Let Y r: [1] , r = 1, 2, . . . , n be the observations of the OLERSS. Then due to the Remark 2.1 we have the pdf of Y r: [1] and the joint pdf of Y r: [1] and Y s: [1] for α < 0 is identically equal to the pdf of Y r: [n] and joint pdf of and Var(Y r: [1] ) for α < 0 are identically equal. Consequently ifθ (1) 2 is the BLUE of θ 2 , involved in MTBED for α < 0, based on the OLERSS observations Y r: [1] , r = 1, 2, . . . , n, then the coefficients of Y r: [1] , r = 1, 2, . . . , n in the BLUEθ 2 ) = Var(θ 2 ).
Conclusion
Ranked set sampling is applicable whenever ranking of a set of sampling units can be done easily by a judgment method or other inexpensive methods. Lots of work are available in literature on 
