We focus on the task of grounding referring expressions in images, e.g., localizing "the white truck in front of the yellow one". To resolve this task fundamentally, one should first find out the contextual objects (e.g., the "yellow" truck) and then exploit them to disambiguate the referent from other similar objects, by using the attributes and relationships (e.g., "white", "yellow", "in front of"). However, it is extremely challenging to train such a model as the ground-truth of the contextual objects and their relationships are usually missing due to the prohibitive annotation cost. Therefore, nearly all existing methods attempt to evade the above joint grounding and reasoning process, but resort to a holistic association between the sentence and region feature. As a result, they suffer from heavy parameters of fully-connected layers, poor interpretability, and limited generalization to unseen expressions. In this paper, we tackle this challenge by training and inference with the proposed Marginalized Scene Graph Likelihood (MSGL). Specifically, we use scene graph: a graphical representation parsed from the referring expression, where the nodes are objects with attributes and the edges are relationships. Thanks to the conditional random field (CRF) built on scene graph, we can ground every object to its corresponding region, and perform reasoning with the unlabeled contexts by marginalizing out them using the sum-product belief propagation. Overall, our proposed MSGL is effective and interpretable, e.g., on three benchmarks, MSGL consistently outperforms the state-of-the-arts while offers a complete grounding of all the objects in a sentence.
Introduction
Grounding referring expressions (REF) in visual scenes (a.k.a., referring expression comprehension [22] ) is perhaps the most natural human control for AI, e.g., "park the car beside the red sedan in front of the blue gate" for a self-driving car [8] , and "who is the man in blue with a dress watch" for a visual Q&A (VQA) agent [4] . Beyond object detection [27] , REF fundamentally requires the understanding of the language compositions (e.g., the linguistic meaning of "beside" and "with" connecting objects) and then use them as the guidance to distinguish the referent out of the contexts, especially those of the same class (e.g., "the man" vs. "other men"). In the era of the rising deep learning, when many hard-core problems in natural language processing (e.g., language modeling [33] ) and computer vision (e.g., recognition [26] ) are considered as "well-addressed", one may take it for granted that the REF task is merely a straightforward joint visual detection of the referent and contexts parsed from the sentence. As shown in Figure 1 , can't this problem be solved simply by grounding and comparing the entities mentioned in a sentence? Indeed, we also admit that the above simple idea should be the principled solution for REF. However, it is very challenging to realize this by machine learning, mainly due to the prohibitive cost of annotating a complete grounding for all possible expressions, as the number of multi-object articulation in the visual world is combinatorially large. It is also a common challenge for many other visual reasoning tasks such as VQA [16] , image captioning [34] , and visual dialog [10] . Therefore, given only the referent's ground-truth, almost all popular REF methods lower the requirement of joint grounding and reasoning to a holistic association score between the sentence and region features [14, 44, 38] . For example, the state-of-the-art method [38] can only coarsely model the triplet score of (subject, predicate, object), regardless of the sentence complexity, e.g., the "object" may still have its own sub-ordinate triplet decomposition and so on. As these methods violate the nature of visual reasoning, even for a correct grounding result, its inference may not be faithful and interpretable to the language composition, and thus it is poorly generalized to unseen expressions.
In fact, we are not the first to re-think the downside of the holistic models. Inspired by the success of neural module networks in synthetic VQA datasets [13, 29, 17] , where the visual reasoning is guided by the question parsing trees, researchers attempt to localize the objects along the expression parsing trees for REF. However, due to the difficulty in training the highly moving modules with the massively missing annotations of the contexts, they are either significantly under-performed [9] or easily degenerated to holistic scores with limited interpretability [12, 6] .
In this paper, we present a novel REF framework, called Marginalized Scene Graph Likelihood (MSGL), that offers the joint modeling and reasoning with all the objects mentioned in a sentence.
To obtain the semantic composition of a sentence at large, we use an off-the-shelf scene graph parser [28] to parse the sentence into a scene graph, where a node is an entity object modified by attributes, and an edge is a relationship between two nodes (cf. Figure 1) . Such a scene graph offers a graphical inductive bias [5] for the joint grounding and reasoning. As detailed in Section 3, we model a scene graph based Conditional Random Field (CRF), where the visual regions can be considered as the observational label space for configuring the scene graph. In particular, the unary and binary potentials are single and pairwise vision-language association scores, respectively. To train the CRF model without the ground-truth of context nodes, we propose to marginalize out the joint distribution of the contexts (e.g., P ( , ) in Figure 1 (a)), by using the efficient sum-product belief propagation to obtain the marginal likelihood of the referent (e.g., P ( )), which has a ground-truth and thus can be trained with cross-entropy loss. It is worth noting that the belief propagation can be considered as a visual reasoning process. For example, as shown in Figure 1 (b) , the likelihood of ← and ← helps to pinpoint the grounding of the referent , and vice versa.
On three REF benchmarks [39, 22] , we conduct extensive ablations and comparisons with state-ofthe-art methods. Thanks to the fact that MSGL is a well-posed probabilistic graphical model, we can make the best of the two worlds: it consistently outperforms the popular holistic networks of low interpretability, while retains the high interpretability of structural models.
Related Work Referring Expression Grounding (REF).
This task is to localize a region in an image, where the region is described by a natural language expression. It is fundamentally different from object detection [27] and phrases localization [25] because the key for REF is to fully exploit the linguistic composition to distinguish the referent from other objects, especially the objects of the same category. Existing methods generally fall into the following two categories: 1) generative models [22, 39, 21, 40] : they used the CNN-LSTM encoder-decoder structure to localize the region that can generate the sentence with maximum posteriori probability. 2) discriminative models [14, 38, 41, 44] : they usually compute a joint vision-language embedding score for the sentence and region, which can be discriminatively trained with cross-entropy loss. Note that the generative models can accomplish both referring expression comprehension (REF) and generation tasks; while the discriminative ones are only designed for the former. Our proposed MSGL belongs to the discriminative category.
Compared with the above discriminative models which neglect the rich linguistic structure and focus on holistic grounding score calculation, we exploit the full linguistic structure: we parse the language into a scene graph [28] and then perform joint grounding of multiple objects and reasoning. Compared to [9] which uses tree-based neural networks, our model is a well-posed graphical model that is specialized to tackle the challenge of training without context ground-truth. Though recent progress on neural module networks used in synthetic VQA [2, 7, 13] has shown both interpretability and high performance. However, they rely on additional annotations to learn an accurate sequence-to-sequence, sentence-to-module layout parser, which is not available in general domains like REF.
To this end, we propose to marginalize out the contexts by the sum-product belief propagation in CRF, which can be dated back to training CRF with partial annotations [32] .
Visual Reasoning with Scene Graphs. Scene graphs have been widely used in visual reasoning recently. Most of the existing works use "visual scene graph" detected from images [42] . Visual scene graphs are shown to boost a variety of vision-language tasks such as VQA [31, 29] , REF [35] , and image captioning [37] . Our work is related to works using "language scene graph", where a sentence is parsed into a scene graph [1, 28] , which can be considered as a structure with less linguistic compositions than a dependency parsing tree. Similar to visual scene graphs, the language counterpart serves as a reasoning inductive bias [5] that regularizes the model training and inference, which has been shown useful in image generation [15] and captioning [36] . Unlike [18] that also used a CRF to ground the scene graph to images for calculating the similarity between the image and sentence, our work uses CRF as a framework to obtain the marginalized node likelihood for the referent, which is only a word but not the entire sentence. Besides, in their work, every entity in the scene graph is annotated; while our work has no annotations for the contexts at all.
Approach: Marginalized Scene Graph Likelihood
The overview of the proposed MSGL is illustrated in Figure 2 . First, we extract region features from the image and scene graph from the sentence (cf. Section 3.2). Second, we build a CRF model based on the scene graph (cf. Section 3.2), whose node potential can be marginalized by belief propagation (cf. Section 3.3). Last, we can use this marginal likelihood to train our model and infer the grounding results for all the objects, including the non-labeled contexts (cf. Section 3.3).
Task Formulation
The REF task aims to localize the referent region in an image given a referring expression. For an image I, we represent it as a set of regions B = {b 1 , · · · , b N }, where N is the number of regions. For the referring expression L, it is a sequence of words. The REF task can be formulated as a retrieval problem that returns the most possible grounding from L to B. Here, we introduce a random variable γ ∈ L × B, which denotes a grounding of the referent mentioned in L to a region in B, e.g., γ = (dog, b 1 ). Formally, we have:
In fact, almost all state-of-the-art models [14, 38, 41, 44] can be formulated as Eq. (1) where the composition in language is oversimplified, i.e., no joint grounding of all the objects and visual reasoning is taken into account. In contrast, we believe that a principled REF solution should be faithful to all the objects mentioned in L. In particular, we slightly abuse the notation L to be the set of objects in the language, and we assume that there are M groundings for the M objects. Without loss of generality, we always denote the first grounding γ 1 as the referent grounding. The method how we identify the referent object in L will be introduced later in Section 3.2. Formally, searching for the optimal referent grounding γ 1 can be formulated as:
where we can easily find out that the key is to model the joint probability of all the grounding
). However, it is challenge to learn such a joint probabilistic model without the ground-truth for the context grounding {γ 2 , ..., γ M }. Next, we will detail the implementation of the joint probability using scene graph CRF and how to tackle the challenge with marginalized likelihood.
Scene Graph CRF
In conventional natural language processing tasks such as part-of-speech tagging [32] , the structure of L is considered as a sequence (or a chain) used in graphical model. In visual reasoning like REF, a graph inductive bias is more appealing as the object relationships are crucial to identify the referent from its similar contexts. Specifically, we construct a conditional random field (CRF) [20] based on the language scene graph [28] .
Scene Graph. As shown in Figure 1 , a scene graph is defined as G = (V, E), where V = {v 1 , · · · , v M } is a set of nodes, representing the objects, and E = {e 1 , · · · , e K } is a set of edges. Specially, a node v i = (h i , A i ) contains a noun word h i (e.g., ) and some attributes A i (e.g., ). The edge e i = (v s , r, v o ) is a triplet which contains a subject v s , a relationship r, and a object v o (e.g., ( , , ) ). In the rest of the paper, when the context is clear, we will use scene graph G instead of L. In real practice, we identify the referent node as the one whose in-degree is zero because the referent is usually the centre node modified by others.
Conditional Random Field (CRF)
. By constructing CRF with the scene graph, the joint probability in Eq. (2) can be factorized as:
where P (γ i ) denotes the grounding likelihood of node v i , and P (γ s , γ o ) denotes the joint grounding likelihood of node v s and v o , whose relationship is r. Since it is difficult to model the exact probability for nodes and edges, we re-write the above equation in terms of potential functions:
where φ(γ i ) is the unary potential function for grounding node v i , ψ(γ s , r, γ o ) is the binary potential for grounding the relationship (v s , r, v o ). In a nutshell, scene graph based CRF offers an inductive bias for factorizing the joint probability in Eq. (2) into the much simpler unary and binary potentials in Eq. (4).
Unary Potential. It models how well the appearance of each region b agrees with the node v. We use the similarity score between regions and nodes as the unary potentials:
where x is the visual feature of region b, w v is a word embedding feature for node v. If v is modified by attributes, w v is the average of the noun object embedding and the attribute embeddings. denotes element-wise multiplication and L2norm denotes L2 vector normalization. Note that to maintain the non-negativity of the potentials, we use a softmax function over all elements.
Binary Potential. Similarly, it models the agreement between the combination (v s , v o ) of two nodes involved in the edge relation r:
where w r is the averaged word embedding of all the relation words. It is worth noting that even though the belief propagation introduced later is undirectional, our design of the binary potential preserves the directed property of scene graph, thanks to the directional feature concatenation [x i ; x j ] in Eq. (6).
Except for the trainable word embedding vectors, our CRF model only has two sets of fc parameters in Eq. (5) and (6), whose number is significantly smaller than any existing models.
Training & Inference
Marginalization. When all the grounding variables have ground-truth annotations, training the parameters of CRF is straightforward: optimizing the log-likelihood of Eq. (4). However, in REF, there are no annotations for each context node and also no annotations for the edges. Therefore, we propose to marginalize out all the unlabeled variables:
Now, one can easily train our graphical model with the cross-entropy loss for the marginalized likelihood of the referent P (γ 1 | G, I) :
where v ref is the referent node discussed in the scene graph section of Section 3.2, b gt is the groundtruth regions. There are two ways to infer the final grounding results of all the nodes in a scene graph. The first one is to marginalize every node and take arg max γi P (γ i | G, I) for each node as the grounding result. The second one is the same to Eq. (2): find the joint configuration of the variables with the highest probability for the whole graph, and then pick up the referent grounding result. We compare these two inference methods in Section 4.3. Note that no matter using what inference method, we can obtain the joint groundings of all the objects as shown in Figure 1 , rather than only the referent as in previous works.
Belief Propagation. Since directly marginalizing Eq. (7) requires expensive computation by enumerating from γ 2 to γ M , we adopt the sum-product belief propagation algorithm 1 [3] to compute the marginal probability for every node including the referent.
In a nutshell, the algorithm works by passing messages along with the edges between nodes. At the beginning, we initialize the messages. Then, we choose the referent node as root. After that, we first pass the message by depth-first search from root, and second, pass the message along the inverse path. The message passing functions are as follows:
where N indicates the neighbors. Note that we simplify the functions with matrix form in Eq. (9) . After that, we compute the beliefs for each node and edge, and the resultant marginals are:
The above message passing rules perform like visual reasoning for accumulating the supporting evidence for the referent. As illustrated in Figure 2 , the initial potential for can not distinguish which man is the one "in the red jacket". After the belief propagation, the node collects the evidence from its neighbor and is able to tell which region is the "man in the red jacket". Similarly, also provides the supporting evidence to . By accumulating the evidence from the belief propagation paths, we obtain more accurate grounding results for the referent and its contexts.
Experiments

Datasets & Evaluation Metrics
We conducted our experiments on three REF datasets. RefCOCO [39] and RefCOCO+ [39] both collected expression annotations with an interactive game and are split into three parts, i.e., validation, testA, and testB, where testA contains the images with multiple people and testB contains the image with multiple objects. The difference between them is that the location words are banned in RefCOCO+, e.g., "left", "behind", while those in RefCOCO are not. The average referring expression length is around 3.6. In RefCOCOg [22] , the referring expressions are collected without an interactive game but have longer average length to 8.43. Since our work focuses on grounding referring expression based on scene graphs, we mainly did the ablations on RefCOCOg as the scene graphs from longer sentences are more qualitative.
There two evaluation settings for different propose. The ground-truth setting (gt) provides the groundtruth candidate regions and the goal is to find the best-matching region described by the referring expression. It filters out the noise from the object detector and thus we can focus on visual reasoning. The detection setting (det) only provides an image and a referring expression, we should extract regions first. It aims to evaluate the overall performance for a practical grounding systems. For det, we count a predicted region as correct if the IoU with the ground-truth is larger than 0.5.
Implementation Details
Language Settings. We built scene graphs by using the Stanford Scene Graph Parser [28] . Unlike the previous works which usually trim the length of the expressions for computational reasons, we kept the whole sentences for more accurate scene graph parsing. For the word embedding, we used 300-d GloVe [24] pre-trained word vectors as initialization. Visual Representations. We followed MAttNet [38] to extract region features of an image. Specifically, We used a Faster RCNN [27] with ResNet-101 [11] as the backbone, pre-trained on MS-COCO with attribute head. We also incorporated the location information as relative location offsets into the region features.
Parameter Settings. The model is trained by Adam optimizer [19] up to 30 epochs. The learning rate shrunk by 0.9 every 10 epochs from 1e-3. One mini-batch includes 128 images. For loopy belief propagation, we set the max iteration as 10.
Backbone. Our framework can easily take any other REF models as a backbone by taking their grounding results as our MSGL's referent unary potential initialization. We design a baseline model as the backbone to evaluate the compatibility of our framework, and test whether our framework leads to performance boost. The baseline model deploys a bidirectional LSTM to encode embedding vector of each word into hidden vector. Then we calculated a soft self attention weight for each word. With the weights, we represented the referring expression as the weighted average of the word embeddings. Finally, we used a matching score function, similar to S unary in Eq (5), to obtain the final grounding results.
Quantitative Results
Comparisons with State-of-The-Arts. In Table 1 , we compared our MSGL with the aforementioned simple model as the backbone, with other state-of-the-art REF models proposed in recent years. As can be seen, our framework consistently outperforms the other methods on almost every dataset and split. Moreover, besides providing the referent grounding results, our framework can also provide the context objects grounding results. Table 1 : Comparison with stat-of-the-art REF grounding models on the three datasets with groundtruth (gt) and detected (det) regions. In RefCOCOg, val * indicates the data split in [22] , none superscript indicates the data splits in [23] .
† indicates that this model uses ResNet features. Table 2 : Ablation study results on RefCOCOg with ground-truth (gt) regions. Train and Inference represent the different belief propagation strategies, including: "no" for no belief propagation, "sum" for the exact sum-product algorithm, "loopy" for the loopy sum-product belief propagation, and "max" for the exact max-product algorithm. The Backbone indicates whether we use the baseline model to initialize the referent unary potential. Ablative Study. We conducted extensive ablative studies of our REF framework to explore the different training and inference strategies. Besides, we also evaluated the compatibility of our framework. Table 1 shows the grounding result on RefCOCOg dataset. We can have the following observations: 1) The belief propagation in inference can not directly lead to improvement for REF grounding. The reason is that without marginalized training strategy, the unary or binary potentials of the contexts can be hardly trained without annotation.
2) The "max" inference degrades the performance of the "sum" inference, the reason is that if we train with "sum" but inference with "max", there will be a mismatch between training and inference.
3) The "loopy" doesn't outperform other belief propagation strategy even though the language scene graphs are not strictly non-cyclic. Besides, the "loopy" strategy is more time consuming than "sum" as it will pass messages for many iterations till convergence. 4) By marrying our framework to the backbone, it gains considerable improvement. Even though we haven't test our model married with other REF models, we believe that MSGL will consistently boost the performance. 
Qualitative Results
As shown in Figure 4 , we provide some qualitative grounding results for all the objects in sentences.
We can see that after updating the potentials by belief propagation, the likelihood becomes more concentrated (e.g., in (a)). Even though there are some mistakes in the initial potentials, our framework can correct them after the updates (e.g., in (b)). Not only the referent grounding becomes more accurate, but also do the context objects grounding results after belief propagation (e.g., in (c)). Our MSGL works well on a complex graph ((e.g., (d)). There are also some failure cases caused by the scene graph parsing errors (e.g., the object "bikini" is missing in (c) and "to left of" should be a integrated edge in (d)) or none corresponding regions (e.g., in (c) and in (d)). Human evaluations also show that compared to the tree-parsing model, our model is more interpretable. More examples and evaluation settings are provided in supplementary material.
Conclusions
We presented a novel REF framework called Marginalized Scene Graph Likelihood (MSGL), which jointly models all the objects mentioned in the referring expression, and hence allows the visual reasoning with the referent and its contexts. This fashion is fundamentally different from existing methods that are only able to model the holistic sentence and referent region score, which lacks interpretability. MSGL first constructs a CRF model based on scene graphs, parsed from the sentences, and then marginalizes out the unlabeled contexts by belief propagation. On three popular REF benchmarks, we showed that MSGL is not only more high-performing than other state-of-the-arts, but also more interpretable.
As MSGL is a well-posed graphical model, whose core is to learn the unary and binary potential functions that can be considered as object detection and relationship detection [43, 42] The word embedding vectors in our model are also trainable, take RefCOCOg as example, whose vocabulary size is 6864, the overall number of parameters are: #Parameters = 3072 * 300 + 300 * 1 + 6144 * 300 + 300 * 300 + 6864 * 300 = 4.91M (11)
Belief Propagation Algorithms
In this section, we detailed the belief propagation algorithms as follows:
2 Choose the referent node as root 3 Send messages from the leaves to the root and then from the root to the leaves
5 Normalize beliefs and return the marginals
Algorithm 2: Loopy Belief Propagation
2 while not converge or not reach max iterations do 3 Send messages
6 Normalize beliefs and return the marginals
In the algorithms, m i→α denotes the message from node v i to edge e α , b i denotes the belief of node v i , N denotes the neighbors of a node or edge. The softmax function performs along all elements in the vector b i (v i ). The max-product belief propagation follows the same procedure as the sum-product belief propagation except for changing the matrix multiplication as the max-product version.
Human Evaluation on interpretability
In the experiment (cf. Section 4.4 and Figure 3 of the main paper), we conducted human evaluation to evaluate the interpretability of MSGL and RvG-Tree. We invited 12 evaluators and each evaluator need to rate 30 examples of each model. For each example, the evaluators are asked to judge how clearly they can understand the grounding process and rate on 4-point Likert scale, i.e., The evaluators are blind to which model the example generated by. Specifically, the grounding process collected the output of each node of MSGL or the smallest sub-tree of each noun-phrase in RvG-Tree. Note that we remove the structure information from the grounding results, i.e., the tree structure of RvG-Tree and the scene graph of MSGL, to avoid bias to evaluators.
More Qualitative Results
In this section, we provide more qualitative results to demonstrate how the belief propagation changes potentials. As comparison, we also show two failure cases in the last row. For each sample, it contains: 1) the image region bounding boxes with id numbers (top right), 2) the language scene graph (bottom right), 3) the initial unary potentials for each node (top left), and 4) the updated unary potentials by belief propagation (bottom left). The sentence ID is provided for reproduction purpose.
