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This paper presents an interactive information retrieval sche-
me extending classical faceted search with fine-grained visual
facets. Consistent visual words are extracted offline by con-
structing a matching graph at the region image level and
splitting the graph in relevant clusters. Visual and textual
facets are then indexed in the same faceted search engine, all
of them being dynamically reranked according to their fil-
tering efficiency before being presented to the end-user. To
enhance their interpretability, each facet value is illustrated
by a representative picture automatically selected from the
matching graph in an adaptive way.
Categories and Subject Descriptors: H.3.3 [Informa-




Faceted search has become the de facto search method-
ology for content rich web applications, in particular online
stores and digital libraries. A faceted search system allows
each item in the database to be assigned multiple classifica-
tions, enabling the classifications to be ordered in multiple
ways, rather than in a single, pre-determined, taxonomic
order. Facets are typically derived from pre-existing fields
in the item’s metadata or manually built from the analysis
of the items. Using visual facets complementary to textual
ones has already been addressed in a few previous works [2,
1, 9]. The principle is to automatically compute the facets
by image clustering techniques and to display image links
rather than textual links in the graphical user interface. As
discussed in [2], visual faceted search might overcome several
limitations of text oriented facets including incompleteness
and inaccuracy of the meta-data.
In this paper, we stress another interest of visual faceting in
the case of expert data to be searched by any user. We focus
in particular on the problem of identifying the species of an
observed living organism without any expertise in botany or
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zoology. This challenge, sometimes known as the taxonomic
gap, is recognized as a major issue towards setting up effec-
tive and sustainable ecological surveillance tools. Determin-
ing the scientific name of a plant or an animal is actually still
the primary key to index or access related data. But unfor-
tunately, the usage of expert identification tools such as di-
chotomous keys and online floras requires a deep knowledge
of the morphological description language. Even high-level
categories such as the main types of fruit (achene, drupe,
capsule, nut, etc.), leaves (compound ,bipenates, etc.) are
not understood by most users.
In this paper, we introduce two complementary visual faceted
search mechanisms in order to widen access to such fine-
grained attributes. The first one attempts to visually il-
lustrate pre-existing expert facets in the data whereas the
other one attempts to discover new facets from the visual
contents. Both rely on the offline construction and cluster-
ing of a dense visual matching graph computed at the region
level (contrary to previous visual faceted search proposals [2,
1, 9] that relied on image-centric clustering and global visual
features).
2. AUTOMATIC EXTRACTION OF FINE-
GRAINED VISUAL FACETS
Visual facets are automatically extracted from each of the
sub-collection of pictures used in our application: leaves,
flowers, fruits and trunks (containing themselves categories
that might be visually and semantically very similar). This
is done through the following steps:
Hash-based K-NN search. The approximate K-Nearest
Neighbors (K-NN) of each local feature xj belonging to an
image I of the dataset are computed efficiently thanks to the
hash-based multi-probe search method introduced in [5]. Its
principle is to train an adaptive search model at indexing
time through kernel density estimates computed on exact
K-NN samples. This model is used at search time to select
the most probable buckets to be visited so as to retrieve on
average a fraction α of the real K-NN’s (α was set to 0.80
in all our experiments). The advantage of this method com-
pared to other state-of-the-art methods (such as PQ-code
[4]) is that it allows controlling accurately the quality of
the retrieved K-NN while being applicable to any quantiza-
tion function and metrics. In our case, the original scheme
is transposed to the use of a more effective hash function
(RMMH [6]) and to the application of the Hamming Em-
bedding principle [3].
Matching graphs construction. A consistent matching
graph is computed efficiently on top of the raw visual NN’s
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using the RANdom Sampling and Search algorithm intro-
duced in [8]. It allows matching efficiently feature sets with
local geometric constraints by iteratively and adaptively se-
lecting features and their neighborhood in the whole collec-
tion. As plants are not rigid objects, we however relaxed the
affine geometric constraints used in the original method and
used instead neighborhood constraints with an adaptive ra-
dius computed as the distance of the m-the spatial neighbor
of the primary searched local feature. A matching graph is
computed in this way for each of the used sub-collection of
pictures (i.e. leaves, flowers, fruits and trunks).
Matching graphs clustering The matching graphs pro-
duced by the previous step are then processed by the MCL
algorithm [10] in order to group image regions in relevant
clusters. To derive facets potentially useful at different gran-
ularities, MCL is run several times on each matching graph
but with different inflation values (typically at 3 granulari-
ties).
3. FACETED SEARCH ENGINE AND GUI
Automatically extracted visual facets are indexed through
Apache Solr faceting module as any structured field (the
cluster identifier being used as field value). Plant species
are considered as the main index entries (i.e. as documents
using Solr’s terminology). Each species is then associated
with a number of multi-valued visual facets, corresponding
to the cluster id’s of the images of that species in each of the
MCL partition (and each organ). Complementary, available
text-based facets are also integrated in the faceted search
module (in our case <Inflorescence type>, <Infruitescence
type>, <Flower colour>, <Leaf type>). Both the automat-
ically extracted visual facets and the text-based facets are
displayed to the user using representative images for each
facet value (rather than texts like in classical applications).
The representative image of each facet value is dynamically
computed from the fine-grained matching graph so as to
adapt it to the previous user search actions. This is sim-
ply done by selecting the most connected node (i.e. image
region) among all the nodes belonging to the species that
were not filtered before. The images containing the selected
nodes are roughly cropped before being displayed on the
GUI according to the position and size of the selected image
region.
Before being presented to the user, all facets (textual and
visual) are dynamically reranked according to their filtering
efficiency on the remaining species. This is done by com-







where n is the number of values observed in the search re-
sults for facet X and xi is the i-th observed value (e.g. value
red for facet flower color). Ranking all facets according to
that score allows to highlight the most informative while pe-
nalizing the ones with too much possible values. The number
n of observed values is displayed to the user on the GUI as
well as the number of species matching each facet value.
4. DATA AND DEMO
Our fine-grained visual faceting scheme is demonstrated
on a set of 500 plant species living in France area correspond-
ing to the species included in CLEF plant identification task
2014 (within LifeCLEF lab [7]). Textual facets were ex-
tracted from TelaBotanica1 eFlore sheets (leaf, flower and
fruit type, flower color, vernacular name). Full text search
is performed on the 500 wikipedia articles of the selected
species. The demonstration of the system presented at ACM
MM 2014 conference will be organized as a user trial, involv-
ing a volunteer tester among the audience for each demo
session. The volunteer tester will be provided a picture of a
plant or a plant organ and will be in charge of determining
what it is. The amount of time to succeed and the logs will
be analyzed afterwards and contribute to the evaluation of
the system.
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