In this paper are presented some experiences about the modeling of financial data by three classes of models as alternative to Gaussian Linear models. Dynamic Volatility, Stable Lévy and Diffusion with Jumps models are considered. The techniques are illustrated with some examples of financial series on currency, futures and indexes.
Introduction
Linear Gaussian models have been considered in the past years to model financial data. In the discrete time context Autoregressive Moving Average processes(ARMA) are considered (see , [3] ). They are defined by:
X t − a 1 X t−1 − · · · − a p X t−p = e t + b 1 e t−1 + . . . + b q e t−q (1) where (e t ) t∈N are independent distributed Gaussian r.v. with zero mean and constant variance σ 2 . Here X 1 , X 2 , · · · , X n are the spot prices of some financial asset during some periods of time.
In the continuous time framework the following diffusion model is proposed:
where θ is an unknown parameter, b(X t , θ) is the drift, σ(X t ) is the variance or the volatility process and (B t ) t∈N is a standard Brownian Motion. In particular we get the very known Black-Scholes model:
By Itô formula its solution is given by:
which implies that marginal distribution laws of spot prices are lognormals.
In the last years empirical evidences against Gaussian Linear models have been accumulated. Despite the diversity of financial series some common stylized facts (see Cont(1999) , [5] ) not explained by the models above are present, among them we have:
• cluster volatilities
• heavy tails
• returns non autocorrelated
• asymmetry in profits and lost
• "long memory" property
• self-similarity
We will concentrated in the first two aspects. Cluster volatility refers to the fact that periods with high activity in the market altern with others where prices don't present large fluctuations. Moreover, these phenomena seems to take place at random intervals. Heavy tails is linked to the decay to zero of the marginal density of returns at a lesser rate than in the normal distribution, hence, extreme events are observed more frequently. In order to illustrate these empirical facts in figure 1 prices of sugar futures and the mexican peso vs. dollar exchange rates are shown.
We remark that, according to the graphs, that extreme values are more frequent than expected in presence of normality (see also table 1). In adition the volatility might be changing along time. Returns are more relevant from the financial point of view, also the returns series is stationary in the mean. They are defined as:
or
In figure 2 the returns series of the sugar prices and the mexican peso exchange rate are presented. Also in figures 3 and 4 the logarithms EURO returns and the YEN are shown. A statistic summary of different return series is shown in table 1. Note that kurtosis, actually the diffrence with Gaussian kurtosis which equals to 3, is also larger than in the Gaussian case, specially for the sugar future price and the mexican peso. 
Dynamic volatility models

ARCH/GARCH models
Autoregressive Conditional Heteroscedastic (ARCH) and Generalized Autoregressive Conditional Heterocesdastic models(GARCH) are introduced in the 80's (see Engle(1995) , [4] and Bollerslev(1992) , [2] ). A GARCH model is defined by:
where (ε t ) are independent random variables with standard normal distribution.
Remark 2.1.
1. For simplicity we consider c i = 0 for i = 0, 1, 2, cdots, r 2. X t are, conditionally to σ t , Gaussian distributed. Its common marginal density is a mixing of Gaussian laws, which has heavy tails.
The model also captures the persistence of the volatility. Indeed, according to equation (7), large values of the return process at present time correspond with large values of the next observation of the series, which in turn implies large values of the volatility and so on.
The statistical analysis is usually divided in three parts:
• A preliminary analysis for identification purpose is carry on trough the autocorrelation function(ACF) and the partial autocorrelation function(PACF). Also a LjungBox-Pierce Q-test for a departure from randomness based on the ACF of the data is implemented.
• A parameter estimation is performed based on the likelihood criteria, using numerical techniques to obtain the maximum values. We follow a sequential quadratic optimization method as numerical procedure.
• A diagnosis test of the model via analysis of residuals is performed.
The techniques are illustrated with the analysis of the EURO series mentioned above. In figure 5 autocorrelations of the series are shown. Note that in the case of the EURO all values are significative equal to zero, except lags 4 and lags 18 which are slightly outside the confidence interval but very close to the confidence band. We consider they are not significative also. In the case of the sugar future prices and the mexican peso other non zero correlations appear. A further ARMA ajustment is needed. On the other hand figure 6 shows the values of the ACF for the squares of the EURO return series. They reveal the existence of autocorrelations, hence data exhibits non-linear dependence indicating a possible non Gaussian distribution. 
where f εt (x t ) is the marginal density of the normal noise ε t . We illustrate the techniques by fitting a GARCH(1,1). The maximization procedure is done using MATLAB optimization subroutine GARCHFIT. Note that both intercepts stay in the confidence interval of zero. Also the sum a 1 + b 1 < 1 indicating a stationary behavior (Shiriaev(1999), [12] ). Once the estimation of parameters is done a residual analysis is implemented. In figure 7 the adjusted variance is shown as well as the adjusted residuals according to equation (7) . Again, a LjungBox-Pierce Q-test for a departure from randomness of the standardized residualsŶ Table 4 : Ljung-Box-Pierce Q-test for a departure from randomness of the standardized residuals. 
Stable noises and stable Lévy processes
In order to explain heavy tails of the marginal distribution of the returns several distribution laws have been proposed. The stable distribution is one of them, it is introduced in (Fama(1971) , [6] ) and (Mandelbrot(1963) , [8] ). The following conditions are equivalent definitions of a stable random variable X: a) X has a domain of attraction, i.e., there are a sequence of i.i.d. random variables {Y i } i∈N , a real positive sequence {a i } i∈N and a real sequence {b i } i∈N such that
b) The characteristic function (CF) of X admits the following form: where the parameters satisfy the constraints α ∈ (0, 2],σ ∈ R + 0 , β ∈ [−1, 1] and µ ∈ R.
A random variable X with stable distribution of parameters α, β, σ, µ is denoted by X ∼ S(α, β, σ, µ). It is well known (see for example (Taqqu and Samorodnitsky (1994), [10] ) that for α ∈ (0, 2) and X ∼ S(α, β, σ, 0) we have
Hence α is an index about the thickness of the tail. Also β is a coefficient for symmetry (note that for β = 0 the CF is real then the density law is symmetric), σ is a scale parameter and µ is a location parameter. A close expression for the density is in general unknown with the exception of α = 2textandβ = 0 where the Gaussian law is obtained and α = 1 and β = 0 where the Cauchy law is obtained. Another important property is that E|X| p exists for 0 < p < α and E|X| p = ∞ for p ≥ α. For example variance is only finite in the Gaussian case. Several estimation procedures have been implemented for stable laws, for a review, discussions and comparisons see Seco et al.(2003) , [11] or Weron(2000) , [14] . Four kind of estimators can be distinguished:
• tail estimators (only for α),
• likelihood estimators,
• quantiles and moments estimators,
• sample characteristic estimators.
A simulation study, (Seco et al.(2003) , [11] ) reveals that the McCulloch quantile based estimator seems to be a better compromise between accuracy and speed, see also (McCulloch(1979), [9] ). Table 6 : Kolmogorov-Smirnov test for stable distribution.
Also self-similarity property of stable distribution is tested with the change of scale from weekly to daily data for NASDAQ and Dow Jones indexes. Indeed, if we consider an stable Levy process, i.e., a process (X t ) t≥0 with independent increments and X t ∼ S(α, β, σ, µ). From here it is easy to see that X ct and c 
The null hypotheses of self-similarity is not rejected for this particular scale, the results can be seen in 
Diffusion with jumps models
Another attempt to explain large fluctuations in the return prices is to consider, together with normal noises, an extra term in equation (2) related to the jumps. Usually a pure jump Markov process is considered, in particular we have:
where (Z t ) t∈N is a compound Poisson process given by
X 1 , X 2 , · · · , X n are independent identical distributed random variables with density g(θ, .) of mean µ and (N t ) t∈N is a Poisson Process of intensity λ(θ). Here θ is the unkown parameter. The loglikelihood, for continuous observations on [0, T ], is obtained from generalized Girsanov theorem (see Jacod and Shiriaev (1987) , [7] ). Disregarding the terms non depending on θ, it is given by:
Here S t = {s ≤ t : ∆X s = 0} is the set of jumps times on [0, T ]. Also :
is the continuous part of the process, ϕ is the inverse function of γ and |J ϕ | the deteminant of its Jacobian matrix. Asymptotic behavior results for the m.l.e. under continuous observations are obtained in (Sorensen(1990), [13] ). For discrete observations of equal length ∆ the likelihood function only can be calculated in an approximate way via the discretization of (15). For an exponential family (see a precise concept in Sorensen(1990), [13] )and a parametric space a subset of R 3 ,with parameters (θ, λ, µ) corresponding to the drift, the intensity of the Poisson Process and the mean of the jumps respectively it is obtained that:
for a given fixed number h is an approximation of the continuous part, Table 8 : Estimators from simulated mean-reverting process with Poisson jumps with θ = −1, α = 10, σ = 1, λ = 0.5, µ = 5, h = 0.001, ∆ = 0.001, h = 0.5, n = 10.
is an approximation of the number of jumps, S(n, h ) t = ∆i : X ∆(i+1) − X ∆i > h is an approximation of S t and ∆X(n, h ) t = 1 [t=∆i ∧ X ∆(i+1) −X ∆i >h ] X ∆(i+1) − X ∆i as approximation of ∆X t . Solving 
where (Z t ) t≥0 is again a compond Poisson Process with parameters λ and µ results can be seen in table 8.
Conclusions and recommendations
The first two alternatives capture the heavy tail behavior of financial data for the examples considered. The diffusion with jumps model needs to be confronted with real data, nevertheless it perform well in preliminary simulation studies. Also a comparison between the different models could be useful. The models presented are not, by far, the sole alternatives to the Gaussian Linear models in order to explain the stilyzed facts of financial data, for example stochastic volatility and switching models could also be considered.
