Given a finite sequence A 1 , A 2 , . . . , A s of (not necessarily distinct) non-empty sets of positive integers satisfying a certain condition, it is shown that an independent family U 
family of square complex Gaussian matrices, or from an independent family of complex Wishart matrices.
A distribution closely related to that of a Haar unitary is the distribution of a d-Haar unitary for a natural number d; a d-Haar unitary u in a * -probability space (A, ϕ) is a unitary u satisfying u d = 1 and ϕ(u k ) = 0 for every k which is not a multiple of d. It is immediate that this distribution is the same as the distribution of a random N × N permutation matrix which is uniformly distributed over the set the case when A consists either of a single integer d or of all natural numbers is the case discussed above. Let (u r ) s r=1 be a * -free family of random variables in a * -probability space, with each u r being either a Haar unitary or a d r -Haar unitary for some natural number d r . Then the question asked in the previous paragraph is whether an asymptotic model for the family (u r ) s r=1 is given by an independent family U The main result of this paper (Theorem 4.5 below) is that the above statement is true and that, in fact, it can be considerably strengthened by allowing Moreover, the same techniques used in the proof of Theorem 3.1 of [5] can be applied to show that, in this case, the family U is asymptotically * -free from either an independent family of square complex Gaussian matrices, or from an independent family of complex Wishart matrices (see Remark 4.8 below).
One of the essential ideas involved in the proof of the main theorem of this paper is the analysis of a certain class of directed, edge-colored graphs and their congruences, which were introduced in [7] . Section 2 of the paper is devoted to the study of the relevant facts about these graphs, and an important ingredient is a quantity which bears an uncanny resemblance to the Euler characteristic of a surface. Because of this resemblance, I call this quantity the loop-characteristic of a graph (see Definition 2.5 below); as far as I have been able to determine, it does not appear in the graph theory literature. Section 3 of the paper is devoted to the evaluation of certain probabilities related to random permutations which are uniformly distributed over S (A) N . More specifically, given a set A of positive integers and given k ∈ A, the relevant concept for the present purposes is the asymptotic behavior as N → ∞ (with S (A) N = ∅) of the expected number of cycles of length k of such a random permutation. In the case when A is a finite set, this asymptotic behavior can be computed with a moderate amount of effort by using Hayman's method (a saddle point method) for determining the asymptotic behavior of power series coefficients of certain complex analytic functions. In this case, Hayman's method is applicable to the exponential generating function for the number of elements of the set S (A) N . In the case when the set A is infinite, it turns out that this asymptotic behavior has connections to some fairly recent research (see [3] and [4] ), which shows that it can be computed under the assumption that A satisfies the condition appearing in the second part of (1.3).
Finally, Section 4 of the paper sets the free probabilistic framework which is necessary for the formulation of the main result, which is then stated and proved.
Edge-Colored Graphs and Their Congruences.
This section discusses a class of graphs which are needed in the sequel. These graphs were introduced in [7] , which contains additional information about their congruences and homomorphisms. With slight modifications, the definitions and notation appearing in 2.2, 2.3, and 2.4 below are taken from that work. (2) For every set V , Π(V ) denotes the set of all partitions of V . The only partition of the empty set is the empty partition containing no blocks. If π ∈ Π(V ) and a ∈ V , then π(a) denotes the block of π to which a belongs, |π| denotes the number of blocks of π, and π ∼ denotes the equivalence relation on V associated to π:
If π ∈ V and W ⊆ V , then the restriction of π to W is the partitionπ ∈ Π(W ) defined by
Let V and W be non-empty sets. Every function i : V → W gives rise to a pair (π, f ), where π ∈ Π(V ) is defined by
and f : π → W is the (injective) function defined by
The map i → (π, f ) is clearly a bijection between the set of all functions from V to W and the set , an r-edge of a graph Γ is an edge of color r of Γ. The empty graph is the graph with no vertices (and no edges).
(2) A graph Γ is said to be connected iff for every two distinct vertices a and b of Γ, there exist n ∈ N and vertices a 0 , a 1 , . . . , a n of Γ with a 0 = a and a n = b, such that for every k ∈ [n] there exists an edge (of any color and either direction) between a k−1 and a k . A connected component of a graph Γ is a maximal connected non-empty subgraph of Γ. The number of connected components of Γ is denoted by c(Γ). Thus the empty graph is connected and c( ) = 0.
(3) An admissible graph is a graph Γ with the property that, for every r ∈ [s], no two distinct r-edges of Γ begin at the same vertex or end at the same vertex.
Word-graphs.
(1) Let F be the free monoid generated by some fixed symbols g 1 , g * 1 , g 2 , g * 2 , . . . , g s , g * s . The elements of F are "words" in g 1 , g * 1 , g 2 , g * 2 , . . . , g s , g * s . The identity of F is the "empty word" and is denoted by e. Let ≈ be the congruence of F generated by the relations
dr ≈ e | r ∈ [s] with d r < ∞};
in other words, ≈ is the smallest equivalence relation on F containing the above relations and having the property that for every u, v, w 1 , w 2 ∈ F, w 1 ≈ w 2 =⇒ uw 1 v ≈ uw 2 v. It is clear that for every w ∈ F \ {e}, we have that w ≈ e iff some cyclic permutation of the symbols of w is of the form vx, where v ≈ e and
(2) For every w := g ε 1 r 1 g ε 2 r 2 · · · g εn rn ∈ F \ {e}, where n ∈ N, r 1 , r 2 , . . . , r n ∈ [s], and ε 1 , ε 2 , . . . , ε n ∈ {1, * }, the word-graph Γ w associated to w is the graph with vertex set [n] and with n edges, described as follows: for every k ∈ [n], the k-th edge of Γ w has color r k and is
(with the convention that n + 1 := 1).
By convention, the word-graph Γ e associated with e is the empty graph . Figure 1 below shows the word-graph associated to the word g 3 g 1 g * 2 g 2 g * 1 g * 4 g 2 g 1 . Figure 1: The word-graph associated to the word g 3 g 1 g * 2 g 2 g * 1 g * 4 g 2 g 1 .
Congruences and quotient graphs.
(1) For every graph Γ with vertex set V , a congruence of Γ is a partition π ∈ Π(V ) with the property that for every r ∈ [s] and for every pair a 1 → b 1 and a 2 → b 2 of r-edges of Γ, we have that
The set of all congruences of Γ is denoted by Con(Γ).
(2) For every graph Γ with vertex set V and for every π ∈ Π(V ), the quotient graph Γ/π is the graph with vertex set π, and in which for every r ∈ [s] and for every pair of blocks A and B of π, the number of r-edges starting at A and ending at B is equal to 1 if there exists an r-edge a → b in Γ with a ∈ A and b ∈ B, and is equal to 0 if such an edge does not exist. It is easily seen that Γ is connected =⇒ Γ/π is connected (2.7) and Γ/π is admissible ⇐⇒ π ∈ Con(Γ). with at least one edge. The length l(P ) of a path P (of any color) of Γ is the number of edges of P . The graph obtained from Γ by removing all edges of a path P and all vertices of P which belong to no other path of Γ is denoted by Γ \ P . If Γ is connected, then it is easily seen (by induction on the number of paths of Γ) that Γ has at least one path P such that Γ \ P is connected.
(2) If Γ is an admissible graph and r ∈ [s], it is clear that every r-path of Γ is a circuit which is not self-intersecting. An r-loop (or a loop of color r) of Γ is an r-path of Γ which is a closed circuit. An r-string (or a string of color r) of Γ is an r-path of Γ which is not a loop. The loop-characteristic of Γ is the number 9) where V (Γ), E(Γ), and L(Γ) denote the numbers of vertices, edges, and loops (of any color) of Γ, respectively. For instance, the graph shown in Figure 2 has a 1-loop of length 2, a 2-string of length 1, a 3-loop of length 1, a 4-string of length 1, and has loop-characteristic 3−5+2 = 0.
2.6 Lemma. For every graph Γ, we have that χ(Γ) ≤ c(Γ), with equality holding iff every path P of Γ has the properties that χ(Γ \ P ) = c(Γ \ P ) and that P has at most one vertex in common with each connected component of Γ \ P . Moreover, if some path P of Γ has these two properties, then χ(Γ) = c(Γ).
Proof. The proof is by induction on the number of paths of Γ. If Γ has no paths (and therefore no edges), then it is easily seen that χ(Γ) = V (Γ) = c(Γ). Next let n ∈ N, suppose that the assertion holds for all graphs with less than n paths, let Γ be a graph with n paths, and let P be any path of Γ. Let C be the connected component of Γ to which P belongs, let k be the number of connected components of C \ P , and let n 1 , n 2 , . . . , n k be the numbers of vertices which P has in common with each of these components. Then it is easily seen that c(Γ \ P ) = c(Γ) − 1 + k and that χ(P ) = 1, so
[by the induction hypothesis]
with equalities holding iff χ(Γ \ P ) = c(Γ \ P ) and n 1 = n 2 = · · · = n k = 1.
Strongly admissible graphs and congruences.
(1) A strongly admissible graph is an admissible graph Γ which has the properties that χ(Γ) = c(Γ) and that, for every r ∈ [s], each r-loop of Γ has length d r and each r-string of Γ has length strictly less than d r (in particular, a strongly admissible graph cannot contain any r-loops for any r ∈ [s] with d r = ∞).
(2) For every graph Γ, a strongly admissible congruence of Γ is a congruence π ∈ Con(Γ) such that Γ/π is strongly admissible. The set of all strongly admissible congruences of Γ is denoted by Con SA (Γ). Note that the empty partition belongs to Con SA ( ).
Lemma. For every v ∈ F (where F is as in 2.3) and for every x as in (2.6), we have that
Proof. The case when v = e is treated separately. If x = g r g * r (or x = g * r g r ) for some r ∈ [s], then it is easily seen that Γ x has exactly two congruences, only one of which is strongly admissible (which one it is depends on whether
then it is easily seen that the only strongly admissible congruence of Γ x is the partition all the blocks of which are singletons (because the quotient of Γ v by such a congruence must be a loop of length d r ). In either case, we have that card Con SA (Γ v ) = 1 = card Con SA ( ) = card Con SA (Γ e ). Now suppose that v = e, let n be the length of v, and, for every π ∈ Con SA (Γ vx ), letπ be the restriction of π to [n] (as in Notation 2.1(2)). It clearly suffices to show that:
(a) For every π ∈ Con SA (Γ vx ), we have thatπ ∈ Con SA (Γ v ), and
First note that, for every π ∈ Con SA (Γ vx ), we have that 1
, this is because π is a congruence, whereas, if x = g dr r (or x = (g * r ) dr ) for some r ∈ [s] wih d r < ∞, it is because the graph Γ vx /π is strongly admissible, so the r-path of Γ vx /π which contains π(1) must be a loop of length d r .
Proof of (a): Let π ∈ Con SA (Γ vx ).
To show thatπ is a congruence of Γ v , let r ∈ [s] and let a → b and c → d be two r-edges of Γ v . If neither of these edges connects 1 and n, then they both belong to Γ vx , so (since π is a congruence of Γ vx )
If one of these edges (say
If one of these edges (say c → d) is 1 → n, then n + 1 → n is an edge of Γ vx , so (again since π is a congruence of Γ vx )
Now let P be the r-path of Γ vx /π containing π(1). If Γ v /π has no r-path containingπ(1), then it is clear that, up to a relabeling of the vertex π(1), Γ v /π is the same graph as (Γ vx /π) \ P . Since π ∈ Con SA (Γ vx ), it follows that P has the two properties from Lemma 2.6, which implies
Finally, if Γ vx /π has a pathP containingπ(1), then it is clear that, up to a relabeling of the vertices,P is a subgraph of P and (Γ v /π) \P is the same graph as (Γ vx /π) \ P . Since π ∈ Con SA (Γ vx ), it follows that P has the two properties from Lemma 2.6, which implies that P has these two properties, and hence that χ(Γ v /π) = c(Γ v /π) again by Lemma 2.6. Thuŝ π ∈ Con SA (Γ v ).
Proof of (b): Let ρ ∈ Con SA (Γ v ). The cases when x = g r g * r (or x = g * r g r ) for some r ∈ [s] and when x = g dr r (or x = (g * r ) dr ) for some r ∈ [s] with d r < ∞ are treated separately. Case 1: x = g r g * r (or x = g * r g r ) for some r ∈ [s]. If d r = 1, let π be the partition of [n + 2] which is obtained from π by adding n + 1 and n + 2 to the block ρ(1). It is clear thatπ = ρ and that, up to a relabeling of the vertex ρ(1), Γ vx /π is the same graph as Γ v /ρ, possibly with an extra r-loop P of length 1 added at the vertex ρ(1). Since π ∈ Con SA (Γ vx ), it follows that χ(Γ vx /π) = c(Γ vx /π) (in case the extra loop P is added, this follows from Lemma 2.6, since P has the two properties from that lemma). Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since the r-path of Γ vx /π containing π 1 (1) must be a loop of length 1.
If d r > 1 and Γ v /ρ has no r-path containing ρ(1), let π be the partition of [n + 2] which is obtained from π by adding n + 1 to the block ρ(1) and creating a singleton block {n + 2}. It is clear thatπ = ρ and that, up to a relabeling of the vertex ρ(1), Γ vx /π is the same graph as Γ v /ρ with an extra r-string P (of length 1) consisting of the edge ρ(1) → {n + 2}. Since π ∈ Con SA (Γ vx ), it follows that P has the two properties from Lemma 2.6, which implies that χ(Γ v /π) = c(Γ v /π). Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such that π 1 = ρ, then we must have that π 1 = π, since the r-path P 1 of Γ vx /π 1 containing π 1 (1) cannot be a loop (because it would have length 1 < d r ) and cannot have more than one vertex in common with (Γ vx /π 1 ) \ P 1 , which forces {n + 2} to be a singleton block of π 1 .
If d r > 1 and Γ v /ρ has an r-edge ρ(1) → A for some block A of ρ, let π be the partition of [n + 2] which is obtained from π by adding n + 1 to the block ρ(1) and n + 2 to the block A. It is clear thatπ = ρ and that, up to a relabeling of the vertices ρ(1) and A, Γ vx /π is the same graph as Γ v /ρ. Since ρ ∈ Con SA (Γ v ), it follows that π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since π 1 is a congruence.
If d r > 1 and Γ v /ρ has an r-string Q of the form
, let π be the partition of [n + 2] which is obtained from π by adding n + 1 to the block ρ(1) and n + 2 to the block A dr−1 . It is clear thatπ = ρ and that, up to a relabeling of the vertices ρ(1) and A dr−1 , Γ vx /π is the same graph as Γ v /ρ with the extra edge ρ(1) → A dr−1 (which makes Q into a loop P of length d r ). Since π ∈ Con SA (Γ vx ), it follows that Q has the two properties from Lemma 2.6, which implies that P has these two properties, and hence that χ(Γ v /π) = c(Γ v /π) again by Lemma 2.6. Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since the r-path P 1 of Γ vx /π 1 containing π 1 (1) cannot be a string (because it would have length d r ), which forces {n + 2} to be added to the block A dr −1 .. Finally, if d r > 2 and Γ v /ρ has an r-string Q of the form A k → · · · A 2 → A 1 → ρ(1) for some 1 ≤ k < d r − 1, let π be the partition of [n + 2] which is obtained from π by adding n + 1 to the block ρ(1) and creating a singleton block {n + 2}. It is clear thatπ = ρ and that, up to a relabeling of the vertex ρ(1), Γ vx /π is the same graph as Γ v /ρ with the extra edge ρ(1) → {n + 2} (which makes Q into a string P of length k + 1 < d r ). Since π ∈ Con SA (Γ vx ), it follows that Q has the two properties from Lemma 2.6, which implies that P has these two properties, and hence that χ(Γ v /π) = c(Γ v /π) again by Lemma 2.6. Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since the r-path P 1 of Γ vx /π 1 containing π 1 (1) cannot be a loop (because it would have length k + 1 < d r ) and cannot have more than one vertex in common with (Γ vx /π 1 ) \ P 1 , which forces {n + 2} to be a singleton block of π 1 .
Case 2: x = g dr r (or x = (g * r ) dr ) for some r ∈ [s] with d r < ∞. If Γ v /ρ has no r-path containing ρ(1), let π be the partition of [n + d r ] which is obtained from π by adding n + 1 to the block ρ(1) and creating singleton blocks {n + 2}, {n + 3}, . . . {n + d r }. It is clear thatπ = ρ and that, up to a relabeling of the vertex ρ(1), Γ vx /π is the same graph as Γ v /ρ with an extra r-loop P (of length d r ) which has no vertices in common with Γ v /ρ other than ρ(1). Since π ∈ Con SA (Γ vx ), it follows that P has the two properties from Lemma 2.6, which implies that χ(Γ vx /π) = c(Γ vx /π). Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since the r-path P 1 of Γ vx /π 1 containing π 1 (1) must be a loop of length d r and cannot have more than one vertex in common with (Γ vx /π 1 ) \ P 1 , which forces {n + 2}, {n + 3}, . . . , {n + d r } to be singleton blocks of π 1 .
Finally, if Γ v /ρ has an r-path Q of the form
/ρ other than the vertices of P . Since π ∈ Con SA (Γ vx ), it follows that Q has the two properties from Lemma 2.6, which implies that P has these two properties, and hence that χ(Γ vx /π) = c(Γ vx /π) again by Lemma 2.6. Thus π ∈ Con SA (Γ vx ). Conversely, if π 1 ∈ Con SA (Γ vx ) is such thatπ 1 = ρ, then we must have that π 1 = π, since the r-path P 1 of Γ vx /π 1 containing π 1 (1) must be a loop of length d r and cannot have more than one vertex in common with (Γ vx /π 1 ) \ P 1 .
Proposition. For every w ∈ F (where F is as in 2.3) , we have that
Proof. The proof is by induction on the length of w. If w has length 0 (in other words, if w = e), then Γ w is the empty graph and card Con SA ( ) = 1. Next let n ∈ N, suppose that the assertion holds for all w ∈ F having length less than n, and let w ∈ F have length n.
Suppose first that w ≈ e. Then some cyclic permutation of the symbols of w is of the form vx with v ≈ e and x as in (2.6). Since such a permutation does not change card Con SA (Γ w ), it follows from Lemma 2.8 and the induction hypothesis that
Now suppose that there exists π ∈ Con SA (Γ w ). Since Γ w is connected, so is Γ w /π, so there exists a path P of Γ w /π with (Γ w /π) \ P connected. Since χ(Γ w /π) = 1 = c(Γ w /π), it follows from Lemma 2.6 that P has at most one vertex in common with (Γ w /π) \ P , which is easily seen to imply (since P is strongly admissible) that some cyclic permutation of the symbols of w is of the form vx with x as in (2.6). But then, by Lemma 2.8 and since such a permutation does not change card Con SA (Γ w ), we have that card Con SA (Γ v ) = card Con SA (Γ vx ) = card Con SA (Γ w ) = 0, so v ≈ e by the induction hypothesis, which implies that vx ≈ e, and hence that w ≈ e. 
3.2 Notation and Remarks. Let k ∈ A ⊆ N and let N ∈ N be such that S 
3.3 Remark. Let k ∈ A ⊆ N. We shall be interested in the limiting behavior of p N = ∅ for all sufficiently large N .) The part of Proposition 3.6 which deals with the case when A is finite relies on Lemma 3.5 below, which uses Hayman's method for determining the asymptotics of power series coefficients of certain complex analytic functions. In turn, Lemma 3.5 relies on the following intermediate step. First let 0 ≤ j ≤ k and consider the power series expansion of F j around the origin:
Then for every sufficiently large N ∈ N, we have that
Next consider the power series expansion of log F around the origin: log F (t) =:
Then for every sufficiently large N ∈ N, we have that 
Proof. The proof relies on Hayman's method for determining the asymptotics of power series coefficients of certain complex analytic functions, which is described in detail in [9, Section 5.4] . By Theorem 5.4.1 of that work, we have that
where r N is the positive real root of the equation
It is immediate that lim N →∞ r N = ∞, and hence that
so (3.12) implies that
To evaluate the right-hand side of (3.14), further analysis of (3.13) is needed. First note that (3.13) can be put in the form
Via the binomial expansion of the right-hand side and with the substitutions u N := for all sufficiently small t, it follows that F is analytic with F (0) = 1 and
so (3.14) and Lemma 3.4 give that, as N → ∞, Proof. Suppose first that A is finite and that the elements of A are k 1 , k 2 , . . . , k n , written in increasing order (so d = k n ). Let D := gcd(A). By (3.2) we have that
which, via the substitution w := z D , can be rewritten as
Since a DN > 0 for all sufficiently large N , it follows from Lemma 3.5 that
Hence (3.5) implies that, as N → ∞,
Next suppose that 
Because of the assumption j∈N\A 1 j < ∞, it now follows immediately from Theorem 1 of [3] that, as N → ∞,
(This conclusion also follows from Theorem 1.1 of [4] , in the more general context of combinatorial assemblies.) Hence (3.5) implies that, as N → ∞,
3.7 Permutations compatible with graphs.
(1) For every ∅ = A ⊆ N, an A-graph is a mono-colored admissible graph Γ with the properties that l(L) ∈ A for every loop L of Γ and l(S) < sup A for every string S of Γ, where, as in 2.5(1), l(P ) denotes the length of a path P .
(2) Let ∅ = A ⊆ N, let N ∈ N be such that S 
, respectively. If f and g are two such functions, it is easily seen that the map
is a bijection, so the quantity Proof. The proof of is by induction on the number of paths of Γ. If Γ has no paths (and therefore no edges), then it easily seen that p N (Γ) = 1 for every N ∈ N with S (A) N = ∅. Next let n ∈ N, suppose that the assertion holds for every mono-colored A-graph with less than n paths, and let Γ be a mono-colored A-graph with n paths. Without loss of generality, we may assume that the vertex set of Γ is contained in [N 0 ] for some N 0 ∈ N. Let Q be any path of Γ and let Γ \ Q be the graph obtained from Γ by removing all edges and vertices of Q.
and that
, 
.
Finally, suppose that Q is a string
(of some length k ∈ A with k < sup A). Let V be the set of vertices which belong to the paths of Γ other than P , and let |V | be the number of elements of V . Let q N be the probability that a randomly chosen permutation in S 
, so it suffices to show that q N → 1 (or, equivalently, that 1−q N → 0) as N → ∞ with S (1) occurring satisfies
On the other hand, the probability q
N of (2) occurring satisfies
, which, by the induction hypothesis and Proposition 3.6 (together with the fact that k < sup A), converges to 0 as N → ∞ with S 4 Asymptotic Freeness.
4.1 Non-commutative * -probability spaces.
(1) A non-commutative * -probability space (or, simply, a * -probability space) is a pair (A, ϕ), where A is a unital * -algebra (the unit of which is denoted by 1) and ϕ : A → C is a linear functional which satisfies ϕ(1) = 1 and ϕ(a * a) ≥ 0 ∀a ∈ A. (2) Let (A, ϕ) be a * -probability space. A family (A j ) j∈J of unital subalgebras of A is said to be free iff for every integer n ≥ 1, for every j 1 , j 2 , . . . , j n ∈ J such that j 1 = j 2 = · · · = j n , and for every a 1 ∈ A j 1 , a 2 ∈ A j 2 ,. . . ,a n ∈ A jn such that ϕ(a 1 ) = ϕ(a 2 ) = · · · = ϕ(a n ) = 0, we have that ϕ(a 1 a 2 · · · a n ) = 0. More generally, a family (a j ) j∈J of random variables in A is said to be free (respectively, * -free) iff the family (A j ) j∈J is free, where each A j is the unital subalgebra (respectively, * -subalgebra) of A generated by a j .
(3) Let (A, ϕ) be a * -probability space. If d ∈ N, a random variable u ∈ A is said to be a d-Haar unitary iff u * u = uu * = 1, u d = 1, and ϕ(u n ) = 0 for every n ∈ Z with d | n. A random variable u ∈ A is said to be an ∞-Haar unitary iff u * u = uu * = 1 and ϕ(u n ) = 0 for every n ∈ Z \ {0}.
The following lemma (the proof of which is omitted) is an immediate consequence of the above definitions. 
(2) We shall work with a fixed probability space (Ω, F, P ), over which we shall consider random variables and random N × N matrices; that is, measurable functions f : Ω → C and A : Ω → M N . If f is an integrable random variable over (Ω, F, P ), then E(f ) denotes the expectation of f : are said to converge in * -distribution to
for every n ∈ N, for every r 1 , r 2 , . . . , r n ∈ [s], and for every ε 1 , ε 2 , . . . , ε n ∈ {1, * }.
Random permutation matrices.
(1) For every N ∈ N and σ ∈ S N , Mat σ denotes the N × N matrix the (i, j)-entry of which is
(2) Let ∅ = A ⊆ N and let N ∈ N be such that S 
The following theorem is the main result of this paper. as k → ∞.
4.6 Notation and Remarks. Towards the proof of Theorem 4.5, let F be as in 2.3, let w := g ε 1 r 1 g ε 2 r 2 · · · g εn rn ∈ F \ {e}, where n ∈ N, r 1 , r 2 , . . . , r n ∈ [s] and ε 1 , ε 2 , . . . , ε n ∈ {1, * }, let w(u 1 , u 2 , . . . , u s ) be the random variable in (A, ϕ) obtained by replacing each g r by u r in the expression for w, and, for every k ∈ N, let w U The proof of (4.9) relies on the following lemma, which gives an explicit formula for the term on the left (before taking the limit as k → ∞). The notations in the statement and the proof of the lemma are as in 2.4, 2.5, and 3.7. The set of all congruences π ∈ Con(Γ w ) with the property that (Γ w /π)[r] is an A r -graph for every r ∈ [s] is denoted, for brevity, by CON w . is also asymptotically * -free from either an independent family of square complex Gaussian matrices, or from an independent family of complex Wishart matrices. More concretely, let (f r;i,j ) r∈ [s] i,j≥1
be a family of complex standard Gaussian random variables over (Ω, F, P ); in other words, (Re f r;i,j , Im f r;i,j ) r∈ [s] i,j≥1
