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ABSTRACT
State-of-the-art speech recognition systems are trained us-
ing transcribed utterances, preparation of which is labor in-
tensive and time-consuming. In this paper, we describe a
new method for reducing the transcription effort for train-
ing in automatic speech recognition (ASR). Active learning
aims at reducing the number of training examples to be la-
beled by automatically processing the unlabeled examples,
and then selecting the most informative ones with respect
to a given cost function for a human to label. We automat-
ically estimate a conﬁdence score for each word of the ut-
terance, exploiting the lattice output of a speech recognizer,
which was trained on a small set of transcribed data. We
compute utterance conﬁdence scores based on these word
conﬁdence scores, then selectively sample the utterances to
be transcribed using the utterance conﬁdence scores. In our
experiments, we show that we reduce the amount of labeled
data needed for a given word accuracy by 27%.
1. INTRODUCTION
State-of-the-art speech recognition systems require trans-
cribedutterancesfortraining,and transcriptionis a laborin-
tensive and time-consuming process. Active learning aims
atreducingthenumberoftrainingexamplestobelabeledby
inspecting the unlabeled examples, and intelligently select-
ing the most informative ones with respect to a given cost
function for a human to label [1]. The goal of the learning
algorithm is to select the examples for labeling which will
have the largest improvement on the performance.
In this paper, we describe a new method for reducing
the transcription effort for training in ASR, by selectively
sampling a subset of the data. For this purpose, we au-
tomatically label each word of the utterance with a conﬁ-
dence score, exploiting the lattice output of a speech rec-
ognizer, which was initially trained on a small set of tran-
scribed data. We compute utterance conﬁdence scores from
the word-based conﬁdence scores, and selectively sample
the utterances to be transcribed using these scores.
We test our approach in the framework of AT&T’s How
May I Help You?
S
M natural spoken dialog system. Tran-
scription is an important procedure both for extending the
system to other domains, and for incorporating new call-
types into the existing system. The transcription capability
is limited, so selectivesamplingoverthe terabytesofspeech
database is crucial.
In the following, we ﬁrst describe the related work in
the machine learning domain, as well as review some of
the related work in language processing. In Section 3, we
describe our algorithm, and in Section 4 we describe how
we compute conﬁdence scores using the lattice output of
ASR. Section 5 describes our experiments and results.
2. RELATED WORK
The search for effective training data sampling algorithms,
in order to have better systems with less annotated data by
giving the system some control over the inputs on which
it trains, has been studied under the title of active learn-
ing. Previous work in active learning has concentrated on
two approaches: certainty-based methods and committee-
based methods. In the certainty-based methods, an initial
system is trained using a small set of annotated examples
[2]. Then, the system examines and labels the unannotated
examples, and determines the certainties of its predictions
of them. The
k exampleswith the lowest certaintiesare then
presented to the labelers for annotation. In the committee-
based methods, a distinct set of classiﬁers is also created
using the small set of annotated examples [1, 3]. The unan-
notated instances, whose annotations differ most when pre-
sented to different classiﬁers are presented to the labelers
for annotation. In both paradigms, a new system is trained
using the new set of annotated examples, and this process is
repeated until the system performance converges to a limit.
In the language processing framework, certainty-based
methodshavebeenusedfornaturallanguageparsingandin-
formation extraction [4]. Similar sampling strategies were
examinedfortextcategorization,nottoreducethetranscrip-
tion cost, but to reduce the training time by using less train-
ing data [5]. While there is a wide literature on conﬁdence
score computation in ASR [6, 7, among others], to the au-
thors’ knowledge none of these works address the activelearning question for speech recognition.
3. APPROACH
Inspired by the certainty-based active learning methods to
reduce the transcription effort, we select the examples that
wepredictthatthespeechrecognizerhasmisrecognized,for
transcription, and leave out the ones that it has recognized
correctly.
We ﬁrst train a speech recognizer, using a small set of
transcribed data,
S
t. Using this recognizer, we recognize
the utterances that are candidates for transcription,
S
u.W e
thenuse lattice basedconﬁdencemeasures, to predictwhich
candidates are recognized (in)correctly [8]. We transcribe
theutterancesthataremostlikelytohaverecognitionerrors.
Our algorithm is as follows:
1. Train acoustic and language models,
A
M
i and
L
M
i,
for recognition, using
S
t (
i is the iteration number)
2. Recognize the utterances in set
S
u using
A
M
i and
L
M
i, and compute the conﬁdence scores for all the
words
3. Compute conﬁdence scores of utterances
4. Select
k utteranceswhichhavethesmallestconﬁdence
scores from
S
u, and transcribe them. Call the new
transcribed set as
S
i
5.
S
t
=
S
t
S
S
i;
S
u
=
S
u
￿
S
i
6. Stop if word accuracy has converged,otherwise go to
Step 1
In order to make better decisions in the future selections
with respect to the labeling cost,
k should be one. However,
for efﬁciency reasons in retraining, it is usually set higher.
4. CONFIDENCE SCORE COMPUTATION
In the literature, there are two leading methods for conﬁ-
dence score estimation. The ﬁrst one is based on acoustic
measurements [6] and the other one is on word lattices. The
latter one has the advantage that the probability computa-
tion doesnot requiretraining of an estimator. There are also
approaches, which use features from the two types of meth-
ods.
We use Mangu et al.’s algorithm to compute confusion
networks (sausages) from the lattice output of a speech rec-
ognizer, and use the word posterior probabilityestimates on
the sausages as word conﬁdence scores [9]. A sausage is
a compact representation which speciﬁes the sequence of
word-level confusions, that is, the group of words, includ-
inga nullword, whichcompetein(approximately)the same
timeinterval,ofthecandidatehypothesesrepresentedbythe
lattice. In Figure 1, we demonstrate the general structure of
a lattice and a sausage. Each word in the confusion sets has
a posterior probability,which is the sum of the probabilities
of all the paths that contain that instance, and the sum of
the posterior probabilities of all words in a confusion set is
equal to 1.
Lattice:
Sausage:
Fig. 1. General structure of lattices and sausages.
Mangu et al.’s algorithm takes as input a word lattice,
prunes its low probability links, and computes the poste-
rior probability for each link. It ﬁrst merges different oc-
currences of the same word, around the same time interval
(intra-word clustering), and sums their posterior probabili-
ties. Then, it groups different words which compete around
the same time interval,and formsconfusionsets (inter-word
clustering). The sequence of words with the lowest ex-
pectedworderrorrate,theconsensushypothesis,isobtained
by selecting the word that has the highest posterior proba-
bility from each confusion set. More information on the
algorithm can be found in [9].
We use the word posterior probabilityestimates as word
conﬁdence scores, which can be interpreted as the probabil-
ity of being correctly recognizedfor a word
w,
P
c
o
r
r
e
c
t
(
w
),
and use the notation
C
(
w
1
;
:
:
:
;
w
n
) to represent the conﬁ-
dence score of the word sequence
w
1
;
:
:
:
;
w
n.
We evaluated different approaches to obtain utterance
level conﬁdencemeasuresfromwordconﬁdencescoresthat
we extract from sausages. One approach is to compute the
conﬁdence score of an utterance as the arithmetic mean of
the conﬁdence scores of the words that it contains:
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n
)
=
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n
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Another approach is to compute the conﬁdence score of
an utterance as the product of the conﬁdence scores of the
words that it contains:
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;
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n
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where
￿
i
(
w
i
)isa scalingfunction. We alsousedotherfunc-tions to compute the utterance conﬁdence scores:
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)
) (3)
where
F can be the geometric mean or the min function.
5. EXPERIMENTS AND RESULTS
We performeda series of experimentsto verify that the pos-
terior probabilities of the consensus hypothesis can be used
toselectmoreinformativeutterancestotranscribe. Forthese
experiments, we used utterances from the database of the
How May I Help You?
S
M system for customer care [10].
Thelanguagemodelsusedinallourexperimentsaretrigram
modelsbased on VariableNgram Stochastic Automata[11].
The acoustic models are subword unit based, with triphone
context modeling and variable number of gaussians (4-24).
5.1. Training and Test Data
The initial set of transcribed utterances, which is used to
train the initial acoustic and language models consists of
4,000 utterances (70,000words). The additional set of tran-
scription candidate utterances consists of 37,720 utterances
(664,600 words). The test data consists of 2,076 utterances
(30,882words). Allutterancesaretheresponsestothegreet-
ing prompt class (e.g., “Hello. This is AT&T. How May I
Help You?”)
5.2. Word Conﬁdence Scores
We usethe wordposteriorprobabilitiesas conﬁdencescores
to determine whether they are correctly recognized or not
(binarydecision). Accordingto this, a word is consideredto
be correctly recognized if its posterior probability is higher
than some threshold, and misrecognized if not. We com-
puted the word posterior probabilities for the utterances in
our test set. Figure 2 shows the distribution of the poste-
rior probabilities of the words that have been correctly rec-
ognized and misrecognized. The separability between the
posterior probability distributions of correctly recognized
and misrecognized words suggests that, the posterior prob-
ability is a good candidate for a conﬁdence score. Figure 3
shows the receiver operating characteristic (ROC) curve of
correct classiﬁcation versus false rejection rates, by varying
the threshold value, when we classify our test data.
Note that the estimation of these conﬁdence scores does
not require any training of any type of models (using acous-
tic or lexical features).
5.3. Results
For active learning in ASR, we trained language and acous-
tic models using the initial set of 4,000 utterances. Using
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Fig. 2. Distribution of the word posterior probabilities for
correctly recognized and misrecognized words.
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Fig. 3. ROC curves.
these models, we then generated lattices and sausages for
our additional training data, and computed the conﬁdence
scores for words and utterances, as described in Section 4.
We incrementallytrainedlanguagemodelsonly, every4000
utterances (
k
=
4
0
0
0) (1000 and 2000 utterances at the ini-
tial points), and generated learning curves for word accu-
racy and vocabulary size, which are presented in Figure 4.
We plot the results using the arithmetic mean of the word
conﬁdence scores (that is,
F is the mean function in equa-
tion 1), which gave the best results in our case.1
From these curves, we see that selective sampling is ef-
fective in reducing the need for labeled data (for a given
word accuracy). The best performance with random sam-
pling was achievedusing all of the training data (
7
:
3
￿
1
0
5).
We achievedthesamewordaccuracy(67.1%)withselective
sampling and using 27% less data (with
5
:
3
￿
1
0
5 words).
Therefore, by selective sampling, it is possible to speed up
1We also used the normalized utterance likelihood as a sampling crite-
rion, and it gave inferior performance.the learning rate of ASR with respect to the amount of la-
beled transcriptions.
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Fig. 4. Learning curves.
6. CONCLUSIONS
We described new methods for reducing the amount of la-
beledtrainingexamplesbyselectivelysamplingthemostin-
formativesubset of data for transcriptionusing lattice based
conﬁdencemeasures. Byselectivesamplingusingutterance-
level conﬁdence measures, we achieve the same word ac-
curacy results using 27% less data. We have empirically
shown that it is possible to detect utterances which have lit-
tle new information when added to an initial set of utter-
ances.
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