The Hamiltonian Monte Carlo (HMC) method has been recognized as a powerful sampling tool in computational statistics. We show that performance of HMC can be dramatically improved by incorporating importance sampling and an irreversible part of the dynamics into the chain. This is achieved by replacing Hamiltonians in the Metropolis test with modified Hamiltonians, and a complete momentum update with a partial momentum refreshment. We call the resulting generalized HMC importance sampler-Mix & Match Hamiltonian Monte Carlo (MMHMC). The method is irreversible by construction and has been further complemented by (i) the efficient algorithms for computation of modified Hamiltonians; (ii) the implicit momentum update procedure as well as (iii) the two-stage splitting integration schemes specially derived for the methods sampling with modified Hamiltonians. MMHMC has been implemented in the in-house software package HaiCS (Hamiltonians in Computational Statistics), tested on the popular statistical models and compared in sampling efficiency with HMC, Generalized Hybrid Monte Carlo (GHMC), Riemann Manifold Hamiltonian Monte Carlo (RMHMC), Metropolis Adjusted Langevin Algorithm (MALA) and Random Walk Metropolis-Hastings (RWMH). To make a fair comparison, we propose a metric that accounts for both correlations among samples and weights, and can be readily used for all methods which generate such samples. The experiments reveal the superiority of MMHMC over popular sampling techniques, especially in solving high dimensional problems.
Introduction
Despite the complementary nature, Hamiltonian dynamics and Metropolis Monte Carlo had never been considered jointly until the Hybrid Monte Carlo method was formulated in the seminal paper by Duane, Kennedy, Pendleton, and Roweth [22] . It was originally applied to lattice field theory simulations and remained unknown for statistical applications till 1994, when R. Neal used the method in neural network models [54] . Since then, the common name in statistical applications is Hamiltonian Monte Carlo (HMC). The practitioners-friendly guides to HMC can be found in [56, 9] , while comprehensive geometrical foundations are provided in [14] . The conditions under which HMC is geometrically ergodic have been established recently [47] .
Nowadays, HMC is used in a wide range of applications-from molecular simulations to statistical problems appearing in many fields, such as ecology, cosmology, social sciences, biology, pharmacometrics, biomedicine, engineering, business. The software package Stan [69] has contributed to the increased popularity of the method by implementing HMC based sampling within a probabilistic modeling language in which statisticians can write their models in a familiar notation.
For a range of problems in computational statistics the HMC method has proved to be a successful and valuable technique. The efficient use of gradient information of the posterior distribution allows it to overcome the random walk behavior typical of the Metropolis-Hastings Monte Carlo method.
On the other hand, the performance of HMC deteriorates exponentially, in terms of acceptance rates, with respect to the system's size and the step size due to errors introduced by numerical approximations [34] . Many rejections induce high correlations between samples and reduce the efficiency of the estimator. Thus, in systems with large number of parameters, or latent parameters, or when the data set of observations is very large, efficient sampling might require a substantial number of evaluations of the posterior distribution and its gradient. This may be computationally too demanding for HMC. In order to maintain the acceptance rate for larger systems at a high level, one should either decrease a step size or use a higher order integrator, which is usually impractical for large systems.
Ideally, one would like to have a sampler that increases acceptance rates, has faster convergence, improves sampling efficiency and whose rational choice of simulation parameters is not difficult to determine.
To achieve some of those goals, several modifications of the HMC method have been recently developed for statistical applications (see Figure 1) .
It is worth of mentioning here the methods employing a position dependent 'mass' matrix [28, 10, 41] , adaptive HMC [31, 12, 74, 75] , delayed rejections HMC [68, 19] , HMC with the approximated gradients [21, 70, 77, 78] , problem related HMC [13, 18, 43, 61, 42, 11, 15, 80, 79] , enhanced sampling HMC-for example, tempering HMC [51] , Hamiltonian Annealed Importance Sampling [67] , and special cases of HMC-for example, Metropolis Adjusted Langevin Algorithm [38] .
Among the modifications introduced in computational physical sciences, the most important ones are partial momentum update and sampling with modified energies.
The partial momentum update (in contrast to the complete momentum update) was introduced by Horowitz [32] within Generalized guided Monte Carlo, also known as the second order Langevin Monte Carlo (L2MC). The purpose of this method was to retain more dynamical
• An extension of the reduced momentum flipping technique to the methods sampling with modified Hamiltonians, in order to lessen the potentially negative impact of reverse trajectories.
As an additional contribution in this paper, we propose a new metric for sampling efficiency of methods that generate samples, which are both correlated and weighted (see Section 9.2).
In the following we provide details on each modification to the original GSHMC. We start with the formulation of MMHMC in Section 2. Section 3 provides two alternative ways for derivation of the 4th and 6th order modified Hamiltonians for multi-stage splitting integrators. In Section 4 the new multi-stage integrators specifically developed for the methods sampling with modified Hamiltonians are presented. Section 5 introduces the implicit partial momentum update whereas Section 6 offers the adaptation of a reduced flipping technique [73] to MMHMC. The choice of parameters for MMHMC is discussed in Section 7. We provide the algorithm for MMHMC in Section 8. The details of software implementation and testing procedure as well as the test results obtained for MMHMC and compared with various popular sampling techniques are discussed in Section 9. The conclusions are summarized in Section 10.
Mix & Match Hamiltonian Monte Carlo (MMHMC): Formulation

Hamiltonian Monte Carlo: Essentials
We start with revising the Hamiltonian Monte Carlo method. The purpose of HMC is to sample a random variable θ ∈ R D with the distribution π(θ) or to estimate integrals of the form
We will use the same notation π for the probability density function (p.d.f.), which can be written as π(θ) = 1 Z exp(−U (θ)),
where the variable θ corresponds to the position vector, U (θ) to the potential function of a Hamiltonian system and Z is the normalizing constant such that π(θ) integrates to one. In Bayesian framework, the target distribution π(θ) is the posterior distribution π(θ|y) of model parameters given data y = {y 1 , . . . , y K }, K being the size of the data, and the potential function can be defined as U (θ) = − log L(θ|y) − log p(θ),
for the likelihood function L(θ|y) and prior p.d.f. p(θ) of model parameters. The auxiliary momentum variable p ∈ R D , conjugate to and independent on the vector θ is typically drawn from a normal distribution
with a covariance matrix M , which is positive definite and often diagonal. The Hamiltonian function can be defined in terms of the target p.d.f. as the sum of the potential function and the kinetic function
The joint p.d.f. is then
By simulating a Markov chain with the invariant distribution (5) and marginalizing out momentum variables, one recovers the target distribution π(θ). HMC samples from π(θ, p) by alternating a step for a momentum refreshment and a step for a joint, position and momentum, update, for each Monte Carlo iteration. In the first step, momentum is replaced by a new draw from the normal distribution (3) . In the second step, a proposal for the new state, (θ , p ), is generated by integrating Hamiltonian dynamics
for L steps using a symplectic integrator Ψ h with a step size h. Due to the numerical approximation of integration, Hamiltonian function and thus, the density (5), are not preserved. In order to restore this property, which ensures invariance of the target density, an accept-reject step is added through a Metropolis criteria. The acceptance probability has a simple form α = min 1, exp(−(H(θ , p ) − H(θ, p))) , which, due to the preservation of volume, does not include potentially difficult to compute Jacobians of the mapping. As in any MCMC method, in case of a rejection, the current state is stored as a new sample. Once next sample is obtained, momentum is replaced by a new draw, so Hamiltonians have different values for consecutive samples. This means that samples are drawn along different level sets of Hamiltonians, which actually makes HMC an efficient sampler. For a constant matrix M the last term in the Hamiltonian (4) is a constant that cancels out in the Metropolis test. Therefore, the Hamiltonian can be defined as
The algorithmic summary of the HMC method is given below in Algorithm 1. 
Algorithm 1 Hamiltonian Monte Carlo
Generate a proposal by integrating Hamiltonian dynamics:
Set θ n = θ with probability α = min{1, exp(H(θ, p) − H(θ , p ))}, otherwise set θ n = θ
8:
Discard momentum p 9: end for
MMHMC
As HMC, the MMHMC method aims at sampling unknown parameters θ ∈ R D with the distribution (known up to a normalizing constant)
However, this is achieved indirectly, as shown in Figure 2 . More precisely, MMHMC performs HMC importance sampling [36] on the joint state space of parameters and momenta (θ, p) with respect to a modified HamiltonianH. The importance sampling distribution is defined as
The target distribution on the joint state space π(θ, p) ∝ exp(−H(θ, p)), with respect to the true Hamiltonian H, is recovered through importance reweighting and finally, the desired distribution π(θ) by marginalizing momenta variables. MMHMC consists of the three main steps:
1. Partial Momentum Monte Carlo (PMMC) -Momentum is partially updated using a noise vector u ∼ N (0, M ) and accepted according to the extended modified distribution π ∝ exp(−Ĥ) withĤ defined aŝ
For the current momentum p and a noise vector u ∼ N (0, M ) a proposal for the new momentum p * is generated from the mapping R :
and it is accepted according to the extended p.d.f.
with probability
If the new momentum is accepted, one set p = p * . Otherwise, the momentum p stays unchanged.
The parameter ϕ ∈ (0, 1] controls the amount of noise introduced in every iteration. In Section 5 it will be shown that more efficient formulation of partial momentum update can be proposed in order to reduce a number of expensive derivative calculations.
2. Hamiltonian Dynamics Monte Carlo (HDMC) -A proposal (θ , p ) is generated by simulating Hamiltonian dynamics (6) using a symplectic and reversible numerical integrator and accepted with the Metropolis criterion corresponding to the modified distribution (7) as
where F(θ, p) flips the momentum in the case of rejection and ∆H =H(θ , p ) −H(θ, p).
3.
Reweighting -After N iterations of the MMHMC algorithm (here N is a chosen length of a MMHMC simulation), reweighting is required in order to estimate the integral (1) . By making use of the standard technique for importance samplers, the integral is rewritten as
whereπ(θ, p) is the importance distribution and w(θ, p) the importance weight function.
Since distributions π andπ are known up to a normalizing constant, one may estimate this integral asÎ
where (θ n , p n ) are draws fromπ, and w n are the corresponding weights.
Once a step size h is chosen such that the modified Hamiltonian is a close approximation of the true Hamiltonian, the backward error analysis is valid [44] . In particular, the difference between the true and modified Hamiltonian
where p is the order of the numerical integrator, implies that the reduction in efficiency of the estimator (14) , introduced due to importance sampling, is minor in the case of the MMHMC method.
The main algorithmic differences between HMC and MMHMC are listed in Table 1 . We discuss in more detail the last difference in the next section.
Irreversibility of MMHMC
Until recently, the significant attention in the literature has been paid to the theoretical analysis of reversible Markov chains rather than the study of irreversible Markov Chain Monte Carlo methods. However, numerous latest theoretical and numerical results demonstrate the advantage of irreversible MCMC over reversible algorithms both in terms of rate of convergence to the target distribution and variance of an estimator [55, 71, 57, 17, 59, 23, 24] . These well documented facts have induced a design of new algorithms which break the detailed balance condition (DBC)-a commonly used criterion to demonstrate the invariance of the chain. Some recent examples of irreversible methods based on Hamiltonian dynamcis can be found in [59, 60, 48] The core of the MMHMC algorithm consists of two steps, PMMC and HDMC, which both leave the target distributionπ invariant [5] . However, the resulting chain is not reversible.
Apart from being invariant with respect to the target distribution, the HDMC step satisfies the modified DBC. The proof for the GHMC method can be found e.g. in [26] , and the only difference in a case of MMHMC is that the target distribution, and thus the acceptance probability, is defined with respect to the modified Hamiltonian.
As the PMMC step is specific only to MMHMC (and, of course, GSHMC), we provide a direct proof of invariance of this step (Supplementary material). Furthermore, in an analogous way to HDMC, it can be proved that PMMC satisfies the modified DBC. The key observation is that the proposal mapping R for momenta (9) is reversible w.r.t. the extended targetπ, R −1 =F −1 • R •F, and the reversing mappingF(θ, p, u) := (θ, p, −u) is an involution. The irreversibility of MMHMC arrises from an important observation-a composition of steps satisfying the DBC does not preserve the DBC. Therefore, although both steps of MMHMC do satisfy the (modified) DBC, their compositon is not symmetric and hence, the chain generated by MMHMC is not reversible by construction.
By that point, MMHMC is essentially the GSHMC method formulated in statistical framework. In the following sections, we introduce the new features that are specific to MMHMC only.
Modified Hamiltonians
The original GSHMC method has been formulated and implemented using the leapfrog integrator and the corresponding modified Hamiltonians. Our intention is to combine MMHMC with the numerical integrators which potentially can offer better conservation properties than Verlet. More specifically, we are interested in numerical integrators belonging to two-stage
three-stage
and four-stage
families of splitting methods, which require two, three or four gradient evaluations per step size, respectively. The exact flows ϕ 
and
respectively. To incorporate splitting integrators in the MMHMC method, the formulation and implementation of appropriate modified Hamiltonians are required. One procedure to calculate modified Hamiltonians of orders up to 24 is provided in [65, 25] for the Verlet integrator and it is further improved using Richardson extrapolation in [52] . This approach could be generalized to multi-stage integrators. However, it requires a modification of the integrator by introducing an additional scalar variable into dynamics. We opt for a different strategy in deriving appropriate expressions for modified Hamiltonians depending on one, two and three parameters for two-, three-and four-stage methods, respectively.
We consider splitting methods and start with writing the expansion of the Hamiltonian function with a quadratic kinetic function, in terms of Poisson brackets 1 of partial Hamiltonians
where α, β, γ 1−4 are polynomials written in terms of the integrators' coefficients a i , b i [16] . Iterated Poisson brackets {F, {G, H}} are denoted as {F, G, H}.
The expressions for a modified Hamiltonian of an arbitrary order can be obtained by directly applying the Baker-Campbell-Hausdorff formula to the exponentials of Lie derivatives L A and L B iteratively, but the computation is cumbersome except for a low order approximation [64] . Alternatively, coefficients multiplying Poisson brackets for the 4th, 6th and 8th order modified Hamiltonians for symmetric composition methods can be derived from expressions given by Omelyan et al. [58] . In the case of general non-symmetric composition methods with an arbitrary number of stages, one can obtain coefficients α and β using results derived in ( [30] , Lemma III.5.5).
Here we propose two alternative ways to derive the expression for the 4th and 6th order modified Hamiltonians. One uses analytical derivatives of the potential function whereas another one relies on numerical time derivatives of its gradient, obtained through the quantities available from a simulation.
Analytical Derivatives
For problems in which derivatives of the potential functions are available, we derive the 4th and 6th order modified Hamiltonians by first expanding terms from (22) using Poisson bracket definition as
This leads to the following 4th and 6th order modified Hamiltonians for splitting integrators
where
Coefficients α, β, γ 1−4 can be derived from expressions in terms of Poisson brackets, given in [58] where the authors analyzed the so called force-gradient integrators for molecular dynamics. In particular, they considered the splitting integrators that are extended by an additional higherorder operator into the single-exponential propagations. If the potential function is quadratic, i.e. corresponding to problems of sampling from Gaussian distributions, the 6th order modified Hamiltonian (24) simplifies tõ
Combining (25) with expressions for α, β, γ 1−4 we obtain the following coefficients for the two-stage integrator family (16) 
For three-stage integrators (17) (a two-parameter family) we get
Finally, for four-stage integrators (18) (a three-parameter family) the coefficients read as c21 = 1 12 6b
Using (27) one can also obtain the modified Hamiltonian for the Verlet integrator, since two steps of Verlet integration are equivalent to one step of the two-stage integrator with b = 1/4. The coefficients are therefore
. Figure 3 shows computational overheads of MMHMC, using the 4th order modified Hamiltonian (23) derived for two-stage integrators, compared to the HMC method. The left-hand graph presents the overhead for a model with a tridiagonal Hessian matrix and indicates that for two different dimensions of the system the overhead becomes negligible as the number of integration steps increases. In contrast, for models with a dense Hessian matrix computation of modified Hamiltonians may introduce a significant additional cost, as shown in the right-hand graph.
Numerical Derivatives
For applications with a dense Hessian matrix (and higher derivatives), computational overhead from calculations of modified Hamiltonians reduces the advantages of the MMHMC method. In order to implement such calculations in an efficient manner, we propose to express modified Hamiltonians in terms of quantities that are available during the simulation. Instead of making use of the time derivatives of the position vectors, as carried out in the original GSHMC method, we employ identities for time derivatives of the gradient of the potential function, as follows,
Substituting these time derivatives (31) into the analytical expressions (23)- (24) for the 4th and 6th order modified Hamiltonians, respectively, one obtains
where the coefficients are
We note that the newly derived expression (32) does not include the Hessian of the potential function and thus, allows for computation ofH [4] using quantities available from a simulation. However, it is not the case for the resulting 6th order Hamiltonians. The last term in (33) , arising from an expansion of the Poisson bracket {B, B, A, A, B}, cannot be computed using time derivatives of available quantities and requires explicit calculation of the Hessian matrix of the potential function. Only for the Verlet integrator does this term vanish and the resulting coefficients are
One can now write explicit expressions for coefficients k ij by simply substituting the derived coefficients c ij (27) , (28) or (29) into (34) for two-, three-or four-stage integrators, respectively. In the original GSHMC method, an interpolating polynomial of positions Θ(t i ) = θ i , i = n − k, . . . , n, . . . , n + k, n ∈ {0, L} is constructed from a numerical trajectory {θ i } L+k i=−k , where k = 2 and k = 3 for the 4th and 6th order modified Hamiltonian, respectively. This requires four or six additional gradient calculations in order to computeH [4] orH [6] , respectively. We choose a different strategy and calculate the polynomial in terms of the gradient of the potential function
With this approach k = 1 for the 4th order and k = 2 for the 6th order modified Hamiltonian, meaning that an evaluation ofH [4] orH [6] requires two or four additional gradient calculations, respectively. Note that k corresponds to a multiple of the full integration step only in the case of the Verlet integrator; for others it is the number of stages performed (e.g. k = 2 corresponds to a half integration step of a four-stage method). Also note that an efficient implementation does not include the unnecessary integration sub-step of momentum update at the very beginning and very end of the numerical trajectory {U θ (θ i )} L+k i=−k . Time derivatives of the gradient of the potential function are approximated using central finite difference of second order of accuracy for the 4th order modified Hamiltonian
where ε = h for the Verlet, ε = h/2 for two-stage and ε = ah for three-and four-stage integrators, h being the integration step size and a being the integrator's coefficient advancing position variables. The 6th order modified Hamiltonian, here considered only for the Verlet and twostage integrators, is calculated using centered differences of fourth order accuracy for the first derivative and second order accuracy for the second and third derivatives
where ε depends on the integrator as before. The final expressions for the newly derived modified Hamiltonians arẽ
We note that the term with the coefficient k 22 is calculated exactly, i.e. avoiding finite difference approximation, which therefore improves the approximation of the modified Hamiltonian compared to the original strategy used in GSHMC. We also note that compared to the expressions with analytical derivatives (23) and (24) derivatives, in the formulations (37) and (38) for the 4th and 6th order Hamiltonians, respectively, the terms arising from those multiplying c 21 , c 41 , c 42 and c 44 are approximated with P i . The level of accuracy provided by the modified Hamiltonians (37) and (38), however, are not affected by these approximations. The computational overhead of MMHMC compared to the HMC method is shown in Figure  4 for models with a tridiagonal (left-hand graph) and a dense Hessian matrix (right-hand graph) using the modified Hamiltonians (37) and (38) of 4th and 6th order, respectively, with numerical approximations of derivatives. Compared to Figure 3 , where all derivatives are calculated analytically, we note that for models with a sparse Hessian (left-hand graphs), the 4th order modified Hamiltonian (23) with analytical derivatives introduces less computational overhead than (37) with a numerical approximation. This is due to additional forwards and backwards integration steps, which do not counterbalance the inexpensive Hessian calculation. For models with a dense Hessian matrix (right-hand graphs) we recommend always using (37) , which significantly reduces the overhead. The 6th order modified Hamiltonian (38) clearly requires additional computational effort, due to two extra gradient calculations per MC iteration.
In summary, we provided two alternative formulations of the 4th and 6th order modified Hamiltonians corresponding to multi-stage integrators (16)- (18) with arbitrary coefficients. For the cases when analytical derivatives of the potential function are available and inexpensive to compute, the modified Hamiltonians can be calculated using (23)- (30) . For problems in which this is not the case, we provided formulations of modified Hamiltonians which mainly rely on quantities available from the simulation. Both approaches can be used with any multi-stage integrator (16)- (18) including the Verlet integrator.
In the following section, we devise the novel numerical integrators specifically for the methods sampling with modified Hamiltonians and examine their performance in comparison with the earlier proposed integrators for HMC methods.
Multi-stage Integrators
Until now, the leapfrog integrator has been the integrator of choice for the GSHMC method. Modified Hamiltonians in this case have been obtained using the Lagrangian formalism by Akhmatskaya and Reich [5] . In this section, we consider alternative integrators and investigate their competitiveness with the Verlet integrator.
Our focus now shifts to multi-stage integrators. There are two reasons for an interest in these integrators. One is their potentially higher than in Verlet accuracy at the same computational cost. This implies higher acceptance rates and longer step sizes, thus better space exploration. Another possible benefit from the integrators of this class is avoiding a need for computationally expensive higher order modified Hamiltonians due to the accurate integration.
Our goal is to derive the new multi-stage integrators for being used in the methods which sample with modified Hamiltonians and compare their impact on the MMHMC performance with the efficiency of the integrators proposed for HMC by Blanes et al. [16] and the Verlet integrator.
In the MMHMC method, the underlying system is driven by Hamiltonian dynamics (6) . The equations of motion are therefore the same as in the HMC method; however, MMHMC possesses the different Metropolis test whose success depends on the accuracy of an integrator. Indeed, the sampling performance of MMHMC is controlled not by an energy error as in HMC but by a modified energy error. Thus, inspired by the ideas of McLachlan [50] and Blanes et al. [16] for improving HMC performance by minimizing (expected) energy error through the appropriate choice of parameters of an integrator, we design the new integrators by considering the (expected) error in the modified HamiltonianH [l] of order l, in order to enhance performance of MMHMC. The expected values of such errors are taken with respect to the modified densityπ, instead of the true density π.
The parameters of new integrators will be chosen through minimization of either Hamiltonian error introduced after integration
or its expected value Eπ(∆). Here Ψ h,L (θ, p) is the exact hL-time map of the modified HamiltonianH. With this approach, we design the minimum error and minimum expected error integrators for sampling with modified (M) Hamiltonians. In order to distinguish these integrators from the corresponding ones designed for the HMC method, the new integrators are denoted as M-ME and M-BCSS, respectively.
Minimum Error (M-ME) Integrators
We wish to construct the minimum error integrators for the 4th order modified Hamiltonian. The Taylor expansion of the 4th order modified Hamiltonian after one integration step with the method Ψ h can be written as [64] 
whereH is the modified Hamiltonian (22) expressed in terms of Poisson brackets. Recalling the definition of the Lie derivative, L F (·) = {·, F }, the error ∆ inH [4] after one integration step 
An error metric for the 4th order modified Hamiltonian can then be defined as a function of the integrating coefficients
where the explicit expressions for γ 1−4 follow from relationship (25) as
and coefficients c ij are calculated from (27) , (28) or (29) for two-, three-or four-stage integrators, respectively. For quadratic potential and kinetic functions, corresponding to the problem of sampling from a Gaussian distribution, error (40) simplifies and the error metric can be defined as
In contrast to this approach, the error metric for the minimum error integrator derived for sampling with the true Hamiltonian, i.e. the HMC method, is defined through the Hamiltonian truncation error H −H at the state (θ, p), rather than the error in Hamiltonian after numerical integration [50] . Minimization of the error metric E HM C = α 2 + β 2 results in the coefficient b = 0.193183 for the two-stage integrator.
In order to obtain numerical values for integrating coefficients for the MMHMC method, we minimized the metrics E and E G on the interval (0, 0.5) using Mathematica. In Table 2 the coefficients obtained for each integrator with the corresponding error metrics for multi-stage M-ME integrators are summarized. The smallest error metric is achieved using three-stage integrators.
Integrator Coefficients E Coefficients E Table 2 : Coefficients for the novel multi-stage minimum error integrators derived for sampling with the 4th order modified Hamiltonian, with the corresponding error metric E for general problems and E G for Gaussian problems.
Error metric definitions (41) and (42) are based on the assumption that the iterated brackets from error (40) inH [4] contribute equally to the Hamiltonian error. This assumption does not hold in general, although it is a reasonable assumption to start with. Moreover, the weights of the brackets depend on the problem at hand, and their estimation could lead to different families of problem specific integrators. However, in this paper, our aim is to obtain the integrators for use in a broad range of problems.
Minimum Expected Error Two-stage Integrator (M-BCSS)
As in the previous section, the modified Hamiltonians considered here are of order 4. We adopt a strategy similar to the one proposed by Blanes et al. [16] , namely to find the parameters of integrators that minimize the expected value of the error. In our case, the error (39), resulting from numerical integration is in terms of the modified Hamiltonian and the expected value is taken with respect to the modified densityπ.
As in the case when considering the error in the true Hamiltonian, one may prove that the expected error in the modified Hamiltonian Eπ(∆) is also positive. The objective is, therefore, to find a function ρ(h, b) that bounds Eπ(∆), i.e.
Here b is a parameter for two-stage integrators and h is a dimensionless step size; b ∈ (0, 1 2 ) to guarantee stability. We omit here the derivation of ρ(h, b) as it can be found elsewhere [3] and provide the expression for ρ for the family of two-stage integrators when sampling with 4th order modified Hamiltonians, which is
The parameter b can be found by minimizing the function
whereh is equal to the number of stages in the integrator [16] . Thus we obtain the coefficient b = 0.238016 for the two-stage M-BCSS integrator derived for sampling with the MMHMC method. We note the difference in value for the coefficient of the original two-stage BCSS integrator, introduced for HMC, being b = 0.21178 and obtained by minimizing the function (44) with
In Figure 5 ρ HMC (h) (44) - (45) is plotted as a function of the maximal step sizeh for the two-stage BCSS, ME, and Verlet integrators for the HMC method (dashed lines), and the corresponding function ρ (h) (43)- (44) for the two-stage M-BCSS, M-ME, and Verlet integrators, derived in this section for sampling with MMHMC (solid lines). The upper bound of the expected error in Hamiltonian, and thus the error of the method, is lower for integrators derived for MMHMC than in the case of the HMC specific integrators, which confirms a better conservation of modified Hamiltonians than true Hamiltonian by symplectic integrators. This is becoming more obvious when comparing ρ HMC (h) and ρ (h) for the Verlet integrator. As follows from Figure 5 , the two-stage integrators derived for HMC and MMHMC provide better accuracy than Verlet for step sizes less or equal to a half stability limit of Verlet, i.e.h = 2. The integrators derived for MMHMC guarantee a better accuracy than other integrators forh even bigger than 2, which implies their efficiency for longer step sizes compared with Verlet and two-stage integrators for HMC. Please notice thath in Figure 5 refers to a step size for a two-stage integrator. If Verlet is viewed as a single stage integrator, this corresponds toh = 1. It is important to note that the Verlet integrator has the highest stability limit among other two-stage integrators. Nevertheless, as Figure 5 suggests, the accuracy is degrading withh approaching the stability limit. It is the characteristics of the sampling problem (such as the number of parameters, number of observations, nature of the underlying model) that determine the optimal step size and therefore the integrator which would provide the best performance. A logarithmic scale of the left-hand graph, shown in the right-hand graph, gives a better insight into the functions' behavior.h 
Tests
We compare the performance of the standard Verlet integrator, the previously proposed two-stage BCSS and ME integrators, the newly derived two-stage M-BCSS and M-ME, and three-stage minimum error (M-ME 3 ) integrators, for sampling from a multivariate Gaussian distribution of dimension D = 100, 1000, 2000 with the MMHMC method. We also tested the four-stage M-ME 4 integrator, but since the results are worse than for M-ME 3 , we do not include them in the plots for the sake of clarity. We adjust the step size h and the number of integration steps L to the number of stages in the integrator such that the computational cost is equal for all tested integrators, e.g. for the Verlet we set h V = h 2-stage /2 and L V = 2L 2-stage . We discard the first 2000 samples from collected 10000 and show results averaged over ten runs. Figure 6 (top) presents the obtained acceptance rates as functions of the step size h. MMHMC specific integrators always result in higher AR than the corresponding ones derived for the HMC method. We note that for the small dimension (D = 100) the Verlet integrator remains the best choice, due to its larger stability limit. For bigger dimensions, which require smaller step sizes, better Hamiltonian conservation of two-stage integrators (see Figure 5 ) implies higher acceptance rates. In this case the both newly derived two-stage integrators show improvement over Verlet, with the superiority of the M-BCSS over M-ME integrator. Although the smallest error metric was obtained with M-ME 3 in the design of minimum error integrators (see Table 2 ), this integrator demonstrates the worst performance, which might mean that the considered range of step sizes is close to the stability limit for the M-ME 3 (please, note that the stability limit of multi-stage integrators is dropping with number of stages). The relative sampling performance with respect to the Verlet integrator, in terms of minimum ESS, obtained for the tested integrators is presented in Figure 6 (bottom).
Values below 1 correspond to cases of lower than Verlet's sampling efficiency and analogously, values above 1 correspond to an outperformance of an integrator over Verlet. As in the case of resulting acceptance rates, for the smallest dimension, the Verlet integrator demonstrates the best performance. We note that for the smallest step sizes there is no difference among integrators. For bigger step sizes and dimensions the novel two-stage integrators improve sampling efficiency over the Verlet up to 5 times. The improvement clearly increases with dimension; therefore we believe that for high dimensional problems the new two-stage integrators are the crucial ingredients of the efficient sampler. More sophisticated adaptive integration schemes, such as the ones recently suggested in [3] , can be adopted for using with MMHMC. The details can be found elsewhere (Radivojević et al., in preparation).
In the next two sections, we investigate the alternative strategies for some components of the MMHMC method which may improve sampling or computational efficiency of MMHMC. We start with the analysis of a momentum update step.
Momentum Update
Contrary to the HMC method, in which momentum is completely reset before numerical integration, the MMHMC method employs the Partial Momentum Monte Carlo (PMMC) step as described in Section 2.2. The idea behind the partial momentum update in the GHMC methods, as alternative to complete momentum reset in HMC, comes from the attempt to suppress the random walk behaviour arrising from an update step independent from the current momentum. Nonetheless, the momentum update is necessary to ensure the ergodicity of the chain.
The PMMC step introduces two extra evaluations of the modified Hamiltonian within the Metropolis probability (11) and thus a computational overhead. With the aim of reducing the overhead, we modify the PMMC step so that the partial momentum update step is integrated into the modified Metropolis test, i.e. implicitly present in the algorithm.
Let us first consider the 4th order modified Hamiltonian (23) with analytical derivatives of the potential function, for which coefficients c 21 , c 22 can be calculated either from (27) , (28) or (29) for two-, three-or four-stage integrators or from (30) for the Verlet integrator. It is easy to show that the difference in the extended Hamiltonian, introduced in equation (8), between the current state and a state with partially updated momentum is ∆Ĥ =H [4] (θ, p
with
For the 6th order modified Hamiltonian (26) for Gaussian problems, the error in the extended Hamiltonian (8) that enters the Metropolis test (50) can be calculated in a similar manner
Therefore, if the modified Hamiltonians (23)- (26) with analytical derivatives are used, a new momentum can be determined as
where u ∼ N (0, M ) is the noise vector, ϕ ∈ (0, 1] and ∆Ĥ is defined as in (46) or (48) .
Consequently, for models with no hierarchical structure, there is no need to calculate gradients within the PMMC step, second derivatives can be taken from the previous Metropolis test within the HDMC step, and there is no need to generate u * . In Figure 7 we show the saving in computational time observed when using the new PMMC step instead of the original PMMC step, as a function of the number of integration steps, for a model with dense Hessian matrix, using the modified Hamiltonian (23) with analytical derivatives. Clearly, for shorter HD trajectories the new momentum update significantly improves the performance of MMHMC (up to 60% faster). If the modified Hamiltonian are calculated using numerical time derivatives of the gradient of the potential function, for the Verlet, two-, three-and four-stage integrators as in (37)- (38), the difference in the 4th order extended Hamiltonian becomes
whereas for the 6th order extended Hamiltonian it is
Here P * 1 , P * 2 , P * 3 , are the first, second and third order scaled time derivatives of the gradient, respectively (see Section 3.2) calculated from the trajectory with updated momentum p * . The computational gain of the new PMMC step, in this case, results from not having to calculate the term multiplying k 22 in (37) and k 44 in (38) . It has to be admitted that the term multiplying k 22 in (37) is of negligible cost, and thus the gain from using the new momentum update is not as significant as in the case of modified Hamiltonians with analytical derivatives. On the contrary, the saving in computation arising from the absence of terms multiplying k 22 and k 44 in the 6th order modified Hamiltonian (38) , is essential.
In summary, in the case of the 6th order modified Hamiltonian, with derivatives calculated either analytically or numerically, the new expressions for momentum refreshment lead to computational saving compared to the original GSHMC method, as is the case with the 4th order modified Hamiltonian with analytical derivatives. In the latter case, however, if the Hessian matrix of the potential function is dense, instead of using the modified Hamiltonian with analytical derivatives, we recommend using numerical derivatives, for which the saving is negligible. On the other hand, if the computation of the Hessian matrix is not very costly (e.g. being block-diagonal, sparse, close to constant), it might be more efficient to use analytical derivatives, for which the new formulation of the Metropolis test leads to computational saving.
Reduced Flipping
In order to satisfy the detailed balance condition of the HDMC step and ensure a stationary distribution, a momentum flip upon rejection of a Hamiltonian Dynamics proposal step is required for methods employing the partial momentum update. It was noted that these momentum reversals might cause slow exploration of the state space and therefore slow decorrelation of the chain or can have a significant impact on molecular kinetics [1, 2, 73] . This effect was investigated for molecular simulation problems in [1, 2, 73] and only tackled for a simple statistical problem in [66] . For a computational statistics problem, there is no physical dynamics of the simulated system to maintain and it is not clear, however, whether momenta reversals cause problems or actually help sampling.
A possible way to reduce an impact of flipping would be to decrease the rejection rate so that double-backing of trajectories occur only occasionally. This could be achieved by (a) reducing the step size, which actually increases the computational cost; (b) using multi-stage integrators for high dimensional problems (see Section 4) or (c) delaying rejections, as done in [68, 19] . Another strategy would be to try to decrease the number of momentum flips.
The first reduced flip method has been proposed by Sohl-Dickstein [66] for GHMC. The method introduced a potentially high computational overhead and no evidence for visible performance improvement was demonstrated.
Another modification of the traditional automatic-flipping GHMC method, called ReducedFlipping GHMC, suggested by Wagoner and Pande [73] , proposes to use the information of the previous, current, and candidate states to reduce the probability of momentum flipping following the candidate rejection, while rigorously satisfying the detailed balance condition of the HDMC step. The authors observed an improvement in terms of autocorrelations over automatic flipping for high acceptance rates. However, no advantage of this technique was noted for bigger step sizes and low acceptance rates neither bigger values of ϕ [73] .
We use this idea and adapt it to the MMHMC method. This yields the modified Metropolis test
where the flipping probability P F reads as
and the acceptance probability α(·, ·) is defined through a modified Hamiltonian as in (12) .
We compare MMHMC with automatic flipping and reduced flipping techniques on a 100-dimensional Gaussian problem. Figure 8 shows acceptance rates and minimum ESS across variates obtained for different values of the noise parameter ϕ and step size h. We observe that acceptance rates are not altered and sampling efficiency is comparable for both techiques.
While in molecular simulations a momentum flip can indeed have a negative impact on dynamics, in computational statistics there is no clear evidence regarding a harmful influence on the sampling performance. However, having implemented the statistically rigorous though an optional tool for reduced flipping can help to collect the information on the role of a momentum flip in MMHMC. 
Choice of Parameters
MMHMC has five tunable parameters that affect the performance of the method-the integration step size h, number of integration steps L, mass matrix M , noise parameter ϕ, and order k of the modified Hamiltonian. These parameters may be chosen arbitrarily within allowed range such that the validity of the method remains unharmed, except of some special cases when they might affect the ergodicity of the chain (e.g. combinations leading to a value that is a multiple of the period of a mode of the system). The goal is to tune free parameters such that the sampling efficiency is maximized and the computational cost is minimized. We notice that the first three parameters of MMHMC are the same as in HMC and like for HMC, the optimal choice of the parameters in MMHMC is still an unresolved issue though some recommendations and observations for both methods are available [49, 46, 56, 31, 5, 76] .
Nevertheless, the experiments revealed that the parameter L found to be the best for HMC is not necessarily the best for MMHMC. Actually, too long values of L may result in poorer overall efficiency for MMHMC at particular choices of ϕ, although the computational overhead is smaller for larger L, due to a less frequent calculation of modified Hamiltonians. In contrast, longer trajectories are needed for HMC to achieve its full potential, especially for larger dimensions.
We have to stress that the choice of a step size h critically affects accuracy and sampling efficiency of MMHMC through importance weights (see Section 9.2). The reduction in efficiency due to use of importance sampling is expected to be negligible for small values of h. The reason for this is because the chosen importance densityπ is a close approximation of the true density π and therefore, normalized weights have values close to one. On the contrary, for larger values of step size, even though acceptance rate is maintained on a high level,π is not close enough to π and high variability in the importance weights might occur.
Current implementation of MMHMC uses the identity mass matrix and offers different randomization schedules for a step size, number of integration steps and noise parameter. Though using fixed values of such parameters during a simulation is not forbidden, using randomized values for these parameters is recommended.
The parameters ϕ and k are specific to the generalized HMC method sampling with modified Hamiltonians.
Noise parameter ϕ. Too small values of ϕ may reduce sampling efficiency by producing almost deterministic proposals, whereas too large ϕ may increase momenta rejection rates and thus a potentially positive role of ϕ in tuning sampling performance. Figure 9 shows the effect of the noise parameter ϕ on the performance of MMHMC. We report position and momenta acceptance rates (top) and sampling efficiency, in terms of time-normalized minimum ESS (bottom) in a problem of sampling from a 100-dimensional Gaussian distribution for different choices of trajectory length hL. Three different choices of the noise parameter rϕ are considered, namely (i) using a fixed value ϕ at every MC iteration, i.e. r = 1; (ii) choosing a random value uniformly from the interval (0.8ϕ, 1.2ϕ), i.e. r ∼ U(0.8, 1.2); and (iii) choosing a random value uniformly from the interval (0, ϕ), i.e. r ∼ U(0, 1). Position acceptance rate is not affected by ϕ, unless ϕ = 1 at which it slightly drops, whereas the acceptance rate of the PMMC step is higher for smaller values of ϕ. Bigger values of ϕ, corresponding to more random noise introduced in momenta, might mean better space exploration; however, those values lead to more momenta rejections. For smaller trajectory length hL, smaller values of ϕ result in better sampling efficiency, while for longer hL very small values of ϕ might not be the best choice. A noticeable drop in efficiency appears for a fixed value ϕ = 1, however, randomization around 1 mitigates the effect of complete momentum update.
The various numerical tests suggest that a random value from (0, 0.5) drawn for every MC iteration is a safe initial guess for a good choice of the parameter ϕ. A more theoretically grounded choice of a noise parameter is proposed in (Radivojević et al., in preparation) .
Finally, we note that different values of ϕ can be assigned to different variates-those that require longer trajectories to decorrelate could have assigned smaller values of ϕ and those that do not, can use bigger values.
Eventually, an automatic choice of the above simulation parameters for optimal efficiency can be found by adapting the techniques from [75] to MMHMC.
Order of modified Hamiltonian k. The decision on the order of modified Hamiltonian is not a problematic one. Our experiments indicate that the 4th order modified Hamiltonian combined with the new integrators performs just well. For more complex models, if the acceptance rate is low with the 4th order and one wishes to maintain the trajectory length hL, the 6th order modified Hamiltonian might be needed. This comes at a higher computational cost; however, such complex models might require large values of L for which the computational overhead due to the calculation of modified Hamiltonian becomes negligible.
Algorithmic Summary
We provide two alternative algorithms for the MMHMC method. One (Algorithm 2) uses the modified Hamiltonians defined through analytical derivatives of the potential function and is recommended for the problems with sparse Hessian matrices. The other algorithm (Algorithm 3) relies on the modified Hamiltonians expressed through numerical time derivatives of the gradient of the potential function. This algorithm, although including additional integration step, is beneficial for cases where higher order derivatives are computationally demanding.
Numerical Experiments
In this section we examine the performance of MMHMC on various benchmark models and compare it against other popular sampling techniques in computational statistics to answer the question of whether MMHMC emerges as a competitor to the most successful methods like HMC and RMHMC.
Implementation
The MMHMC method has been implemented in the user-friendly in-house software package written in C HaiCS (Hamiltonians in Computational Statistics) targeted to computers running UNIX certified operating systems. The code is intended for statistical sampling of high dimensional and complex distributions and parameter estimation in different models through Bayesian inference using Hamiltonian Monte Carlo based methods. The currently available sampling techniques include the Metropolis algorithm, Hamiltonian Monte Carlo (HMC), Generalized Hamiltonian Monte Carlo (GHMC), 
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Metropolis Adjusted Langevin Algorithm (MALA), second order Langevin Monte Carlo (L2MC) and Mix & Match Hamiltonian Monte Carlo (MMHMC), the method presented in this paper. The package benefits from efficient implementation of modified Hamiltonians, the accurate multi-stage splitting integration schemes, the analysis tools compatible with CODA toolkit for MCMC diagnostics as well as an interface for implementing alternative splitting integrators and complex statistical models. The popular statistical models multivariate Gaussian distribution, Bayesian Logistic Regression and Stochastic Volatility are implemented in HaiCS.
Performance Metrics
To assess performance of the tested methods the following metrics have been proposed:
• Acceptance rate (AR);
• Effective Sample Size (ESS) and ESS normalized by the computational time in seconds (ESS/T);
• Monte Carlo Standard Error (MCSE) and MCSE normalized by the computational time in seconds (MCSE·T);
• Efficiency Factor (EF)-relative ESS/T (MCSE·T) of a method with respect to ESS/T (MCSE·T) of the HMC method.
Effective Sample Size is a commonly used measure for sampling efficiency of an MCMC method. It indicates the number of effectively uncorrelated samples out of N collected samples and is defined as
whereγ k is the k-lag sample autocorrelation [27] . Monte Carlo Standard Error of an estimator indicates how much error is in the estimate due to the use of a Monte Carlo method. It is related to ESS and is defined as
For importance sampling methods such as MMHMC high variability in the importance weights might occur if the importance densityπ is not close enough to the target density π. One should then use a metric for sampling efficiency that takes into account both correlations among samples and weights. To the best of our knowledge, a metric for samplers that generate correlated weighted samples has not been proposed, though the importance of such an objective criterion was discussed e.g. by Neal [53] and Gramacy et al. [29] .
Here we propose a new metric that addresses these issues and is based on calculation of ESS for MCMC and importance samplers jointly. More specifically, we first find the number of correlated samples in the modified ensemble M := ESS MCMC using all N posterior samples collected. We estimate ESS MCMC using the CODA package [62] . Then, we choose M samples out of N by thinning, i.e. at a distance of N/M . Finally, we calculate MCSE of the importance sampling estimatorÎ = w n f (θ n )/ w n for those M uncorrelated samples as 
is the effective sample size for importance samplers given M weigthed samples, as first introduced by Kong et al. [40] . Therefore, from N collected posterior samples the proposed metric further decrease ESS calculated for correlated samples by additionally accounting for weights. Note that the effective sample size depends directly on variability in the normalized importance weights.
In the following experiments, we compute ESS (MCSE) of the mean estimator for each variate and report minimum, median, and maximum ESS (MCSE) across variates or just minimum ESS (maximum MCSE), as the most restrictive measures, calculated using the collected posterior samples.
Experimental Results
We evaluate the performance of the MMHMC method and compare it with the Random Walk Metropolis-Hastings (RWMH), Hamiltonian Monte Carlo (HMC), Generalized HMC (GHMC), Metropolis Adjusted Langevin Algorithm (MALA) and Riemann Manifold HMC (RMHMC) methods on a set of standard benchmark models used in the literature. Space exploration and/or sampling efficiency are examined on a banana-shaped distribution, multivariate Gaussian distribution, Bayesian logistic regression model, and a stochastic volatility model.
The choice of the optimal simulations parameters remains an open question [56] and not the subject of this paper. To make the comparison with other methods fair, we chose the following strategy. Since the stochastic volatility benchmark is studied well in literature and HMC and RMHMC were tuned previously for a particular dimension of this benchmark, we took the found sets of optimal parameters as an initial guess and tuned them further. For Bayesian logistic regression and Gaussian model, especially for some data sets, such the data is not available. In this case, we have located a range of reasonable parameters L, h and ϕ and performed the comparison for these sets. For each MC iteration we draw the number of integration steps uniformly from {1, . . . , L} for HMC, GHMC and MMHMC and step size uniformly from (0.8h, 1.2h) for HMC, MALA, GHMC and MMHMC methods. We observed that bigger values of L yield higher efficiency for HMC for all step sizes, however for MMHMC and GHMC this is not the case. Additionally, we tested MMHMC for a range of fixed noise parameters ϕ or drawn a noise parameter uniformly from (0, ϕ). Nevertheless, here we report only results obtained with the best ϕ and L among tested for each step size h. Smaller values of ϕ tend to perform better for smaller values of the product hL and vice versa. We then use the same values of ϕ and L for simulations with the GHMC method. All our experiments are carried out with the identity mass matrix for HMC, MALA, GHMC and MMHMC. Computational time used for normalization of ESS, MCSE and efficiency comparison is measured as CPU time that each method takes to collect posterior samples. Except for the case of a banana-shaped distribution, for which we investigate a typical trajectory of a single Markov chain, all results are averaged over ten independent runs. We examine the banana-shaped model with the Matlab code provided along with [41] , in which we implemented the MMHMC method. The rest of experiments are carried out with the in-house software package HaiCS, outlined in Section 9.1.
Each test model has been prepared to sampling with MMHMC, which in the first instance involved computation of derivatives of a model potential function.
Banana-shaped Distribution
We begin with a comparison of a space exploration achieved by MMHMC, Random Walk Metropolis-Hastings (RWMH), Hamiltonian Monte Carlo (HMC) and Riemann Manifold HMC (RMHMC) in sampling of a 2-dimensional, non-linear target. The idea is to illustrate a representative mechanism of exploring a space for each tested method by generating a typical trajectory of a single Markov chain. Given data y = {y k } K k=1 we sample from a banana-shaped posterior distribution of the parameter θ = (θ 1 , θ 2 ) ( [28] , discussion by Bornn and Cornebise) for which the likelihood and prior distributions are given as
respectively. Due to independency in the data and parameters, the posterior distribution is proportional to
Experimental setting. Data {y k } K k=1 , K = 100 are generated with θ 1 + θ 2 2 = 1, σ y = 2 and σ θ = 1. Sampling with the MMHMC method is performed using the Verlet integrator and the modified Hamiltonian (23), a fixed number of integration steps, a step size and a noise parameter with values L = 7, h = 1/9, ϕ = 0.5, respectively. MMHMC is compared with RWMH, HMC and RMHMC for which simulation parameters are chosen as suggested in [41] .
Results. The dynamics of the four samplers is illustrated in Figure 10 , in which sampling paths (lines) of the first 15 accepted proposals (dots) are shown. RWMH just started to explore the parameter space and is still located in the low-density tail. In contrast, other methods already visited high-density regions. As expected, RMHMC efficiently tracks a local curvature of the parameter space and is able to move along the ridge to its full extent. On the other hand, HMC and MMHMC tend to move across rather than along the ridge with MMHMC sampling visibly broader than HMC does.
Multivariate Gaussian Distribution
This benchmark has been proposed in [31] . The task is to sample from a D-dimensional Gaussian N (0, Σ), where the precision matrix Σ −1 is generated from a Wishart distribution with D degrees of freedom and the D-dimensional identity scale matrix. M-ME 3 · 10
M-ME Table 3 : Values of step size h and corresponding integrators used for sampling from a Ddimensional Gaussian distribution with the MMHMC method.
to the recommendations provided in Section 4. For two-stage integrators, we set a step size to 2h and a number of integration steps to L/2. Sampling with MMHMC is performed using the modified Hamiltonian (23) . 10000, 20000, 30000 samples are collected with each method with first 2000, 5000, 5000 being discarded as a warm-up for dimensions D = 100, 1000, 2000, respectively.
Results. Figure 11 compares the obtained acceptance rates (top) and corresponding timenormalized minimum ESS (bottom). While acceptance rates for HMC (and GHMC) drop considerably with increasing step size, especially for higher dimensions, MMHMC maintains very high acceptance. For D = 100 acceptance rate for MMHMC starts to drop visibly but still stays reasonably high. As we noted before, the novel integrators do not improve over Verlet for small dimensions and large step sizes. It is interesting to note that although acceptance rates of GHMC are identical to those of HMC, the efficiency is considerably improved for smaller step sizes by just incorporating a partial momenta update within HMC, as defined in the GHMC method. In addition, Figure 12 presents the comparison in terms of time-normalized total distance from the mean θ = The results on sampling efficiency are summarized in Figure 13 , from which one can appreciate the amount of improvement achieved with MMHMC compared to HMC. For a range of step sizes h the efficiency factor (EF) in terms of time-normalized minimum ESS, maximum MCSE and total distance, relative with respect to HMC, is shown in such a way that values above 1 indicate superior performance of MMHMC. The improvement factor slowly increases with dimension. Depending on the choice of h, starting from at least a comparable performance (for the lowest dimension), the maximal improvement goes up to 25 times (for the highest dimension).
Finally, Figure 14 summarizes the improvements obtained with MMHMC compared to HMC in terms of the same metrics, when considering the results achieved with the best set of param- eters for each method and each dimension found among the tested ones. Clearly, the MMHMC method demonstrates superiority for all the three metrics considered, especially in terms of ESS. However, the optimal simulation parameters are not known a priori for neither of the sampling methodologies.
Bayesian Logistic Regression Model
Bayesian logistic regression (BLR) model is used for solving binary classification problems appearing across various fields such as medical and social sciences, engineering, insurance, ecology, HMC in terms of time-normalized minimum ESS, maximum MCSE and total distance from the mean, achieved using the best set of parameters for each method.
, where x k are vectors of D − 1 covariates and y k ∈ {0, 1} are binary responses. In the BLR model, response variable y = (y 1 , . . . , y K ) is governed by a Bernoulli distribution with a parameter p = (p 1 , . . . , p K ). The unobserved probability p k of a particular outcome is linked to the linear predictor function through the logit function, i.e. logit(
where θ ∈ R D is the regression coefficient vector. The prior of the regression coefficient can be chosen e.g. as θ ∼ N (0, αI), with a known α.
If we construct the design matrix X ∈ R K,D of input data as
the likelihood function is given as
where X k is the kth row of the matrix X. The corresponding posterior distribution over the regression coefficients is
with the prior
Experimental setting. We use four different real data sets available from the University of California Irvine Machine Learning Repository [45] . The data set characteristics, such as names, numbers of regression parameters (D) and observations (K) are summarized in Table 4 . German  25 1000  Sonar  61  208  Musk  167 476  Secom  444 1567   Table 4 : Data sets used for the BLR model with corresponding number of regression parameters (D) and number of observations (K).
Data set
D K
By following a common procedure, we normalize input data such that each covariate has zero mean and standard deviation of one. For each data set, a diffuse Gaussian prior is imposed by setting α = 100.
For the German and Sonar data sets, N = 5000 posterior samples were generated after discarding the first 1000 samples as a warm-up, while for bigger datasets (Musk and Secom) twice as much samples were collected. Apart from the comparison of MMHMC with HMC over the range of data sets, we also tested it against MALA on German and GHMC on the German and Musk data sets. We do not investigate the performance of RMHMC since as it was stated in [28] , RMHMC does not outperform HMC for dimensions as high as for the German data set (D = 25), which in our case is the data set of the smallest dimension.
In these experiments, MMHMC is used with the modified Hamiltonian (37) and the Verlet integrator, since dimensions of the four data sets may be too small to expect an improvement with the novel integrators derived in Section 4.
Results. Acceptance rate (top), time-normalized minimum ESS (middle) and maximum MCSE (bottom) across variates obtained for BLR are presented in Figures 15 and 16 . For all data sets, acceptance rate is the highest for MMHMC, as is expected. Except MALA, which exhibits poor performance, all methods demonstrate comparable efficiency for the smallest data set (with a minor inferiority of MMHMC). The GHMC method improves HMC for the Musk data set. However, MMHMC outperforms both HMC and GHMC for a range of step sizes. Figure 17 summarizes results on efficiency in terms of relative improvement of MMHMC compared to HMC, measured in terms of time-normalized minimum ESS and maximum MCSE across variates, obtained using the best set of simulation parameters among the tested ones for each method. We note that MMHMC has comparable or slightly worse performance than HMC for the smallest dimension D = 25; however, the efficiency grows with increasing dimension in favor of MMHMC. For the BLR model and tested data sets, MMHMC demonstrates improvement over HMC of up to around 2 times.
Stochastic Volatility Model
The volatility of price returns, as a magnitude of price fluctuation, is important for measuring the risk in empirical finance. However, it is very difficult to extract the true volatility from asset price returns themselves. Stochastic volatility (SV) models turned out to be a useful tool for modeling time-varying volatility with significant potential for applications (e.g. risk management/risk prediction, pricing of financial derivatives). These models appear as discrete approximations to various diffusion processes in the theoretical finance literature on asset pricing [33] and are extensively studied in both theoretical and empirical finance literature for over more than last 20 years. We consider the standard SV model defined with the latent, log-volatilities following autoregressive AR(1) process. The model, as described by Kim et al. [39] , takes the following form
where y t are observed data of mean corrected log-returns, equidistantly spaced in time for t = 1, . . . , T , and x t are latent variables of log-volatility assumed to follow a stationary process. This assumption leads to the constraint |φ| < 1. The error terms t and η t are serially and mutually uncorrelated white noise sequences with the standard normal distribution. The parameter β of the model can be interpreted as the modal instantaneous volatility, φ as the persistence in the volatility and σ as the volatility of the log-volatility, leading to the second constraint σ > 0. Instead of sampling jointly model parameters and latent volatilities from π(θ, x|y), we follow a common procedure of cycling through the two full conditional distributions π(θ|y, x) and π(x|y, θ) (see e.g. Jacquier et al. [35] , Chen et al. [20] , and Liu [46] ).
Since HMC methods sample real valued parameters, we handle the constraints σ 2 > 0 and −1 ≤ φ ≤ 1 by making use of the transformation T : θ →θ to the real line, defined as θ = T (θ) = (β, ln(σ), artanh(φ)) = (β, γ, α) with the Jacobian Table 5 . Naturally, for two-stage integrators, a step size is set to 2h and a number of integration steps to L/2. The results presented in this section for MMHMC are obtained with the M-ME integrator and the modified Hamiltonian (23) . Table 5: Step size values used for the SV model experiments.
Results. Figures 18 and 19 provide efficiency in terms of time-normalized ESS and MCSE relative to HMC for experiments with D = 2003 and D = 5003, 10003, respectively. Acceptance rates (shown in inset figures) are rather high for all methods. However, there is no clear connection between obtained acceptance rates and ESS/MCSE. Results demonstrate that all three methods, GHMC, RMHMC and MMHMC outperform HMC in terms of time-normalize ESS for β and latent variables, whereas in terms of time-normalize MCSE only MMHMC and GHMC do. However, all three methods sample σ and φ comparably or slightly worse than HMC. MMHMC and RMHMC show comparable performance-MMHMC is not more than 34% less efficient in sampling σ and φ than RMHMC and is up to 74% more efficient than RMHMC in sampling β and latent variables. We recall here that in contrast to the RMHMC method, HMC, GHMC and MMHMC use the identity mass matrix. One way to improve the performance of these three methods compared to RMHMC would be to define the mass matrix from an estimate of global covariances in the warm-up phase and use it for obtaining the posterior samples.
We do not have an access to the optimal parameters for RMHMC for the dimensions higher than D = 2003. For D = 5003, 10003 we compare only MMHMC and HMC and observe that the superiority of MMHMC for sampling of model parameters and latent variables is maintained for higher dimensions. introduces a number of modifications in GSHMC needed for efficient sampling in statistical applications. It can be viewed as a generalized HMC (GHMC) importance sampler-momentum is updated in a general form and sampling is performed with respect to a modified density that is defined through modified Hamiltonians. To the best of our knowledge, this is the first time that the method sampling with modified Hamiltonians has been implemented and applied to Bayesian inference problems in computational statistics. We proposed the computationally efficient expressions for modified Hamiltonians of order 4 and 6 for multi-stage splitting integrating schemes and developed two-, three-and four-stage integrators which provide even better conservation of modified Hamiltonians than the commonly used in HMC Verlet integrator. In particular, the novel two-stage integrators derived in this paper lead to an outstanding improvement over the Verlet integrator that increases with dimension of the problem. The improvement, which for the tested system is of up to 5 times, comes both in terms of acceptance rate and sampling efficiency over a range of simulation parameters. We also formulated and investigated different strategies for momentum update and momentum flip within the MMHMC method.
Being a method that generates both correlated and weighted samples, MMHMC requires a metric for sampling efficiency different from the one commonly used for MCMC. Here we suggested such a metric suitable for MCMC importance sampling based methods.
The method has been carefully tested and compared with the traditional and advanced sampling techniques for computational statistics such as Random Walk Metropolis-Hastings, Metropolis Adjusted Langevin Algorithm, Hamiltonian Monte Carlo, Generalized HMC, Riemann Manifold HMC.
When compared to HMC, GHMC, RWMH and MALA, the MMHMC method demonstrates superior performance, in terms of higher acceptance rate, bigger time-normalized ESS and MCSE, for a range of applications, range of dimensions and choice of simulation parameters. The improvements are bigger for high-dimensional problems-for a multivariate Gaussian problem MMHMC demonstrated an improvement over HMC of up to 25 times. When comparing only for the best set of simulation parameters among the tested ones for each method, MMHMC shows around 10 time better performance than HMC for the Gaussian problem and around a 2 times improvement for the BLR model. MMHMC and RMHMC demonstrate comparable sampling performance for the tested SV model. However, in contrast to the original RMHMC, MMHMC does not require higher order derivatives and inverse of the metric and thus is computationally less expensive. This issue becomes particularly important for high-dimensional problems with dense Hessian matrix. In addition, choices of integrators for RMHMC are limited due to the use of non-separable Hamiltonians, whereas MMHMC allows for the use of the novel efficient numerical integrators.
The MMHMC method has been implemented in the in-house software package HaiCS (Hamiltonians in Computational Statistics), developed for statistical sampling of different models and distributions using Hamiltonian Monte Carlo based methods.
