Abstract
3
Significance Statement
2
The present study employs a simple computational model of word semantics to decode 3 conceptual information from neural activity in heteromodal cortical areas. The model is based 4 on five sensory-motor attributes of word meaning (color, shape, sound, visual motion, and 5 manipulability), and encodes the relative importance of each attribute to the meaning of a word.
6
This is the first demonstration that heteromodal areas involved in semantic processing can 
1
The capacity to encode and retrieve conceptual information is an essential aspect of human 2 cognition, but little is known about how these processes are implemented in the brain.
3
Neuroimaging studies of conceptual processing have implicated areas at various levels of the 4 cortical hierarchy, including sensory and motor areas (e.g., Hsu et al., 2012) 5 as well as multimodal (Fernandino et al., 2015) and heteromodal regions (Binder et al., 2009 ).
6
Binder et al. referred to the latter as a "general semantic network" (GSN) because it responds 7 more to meaningful input (words and sentences) than to meaningless input (nonwords and 
5
We set out to investigate whether the heteromodal cortical areas comprising the GSN 1 encode sensory-motor information about concrete concepts during word-cued concept retrieval.
2
We used a forward encoding model based on five sensory-motor attributes of word meaning 3 (sound, color, visual motion, shape, and manipulability) to decode the distributed fMRI 4 activation patterns associated with the meanings of 80 common nouns. We anticipated that this 5 model of word meaning (from here on referred to as the "semantic model") would successfully 6 identify individual concrete concepts from neural activity in the GSN. As a control, we predicted 7 that an alternative model based on five orthographic and phonologic attributes of the word form
8
(the "word-form model") would not decode activation patterns in the GSN above chance levels.
9
As an additional control, we also evaluated both encoding models in a different set of 10 cortical regions, namely, those involved in the perceptual analysis of written word forms. This 
17
The stimuli were back-projected on a screen that was viewed by the participant through a 18 mirror attached to the head coil. Participants performed 1200 trials (900 words, 300 19 pseudowords), distributed over 10 runs. Each stimulus was presented for 1000 ms and 20 followed by a fixation cross for a jittered interval of 1-13 s.
21
Participants performed a speeded semantic decision task ("can it be directly experienced 22 with the senses?"), and responded by pressing one of two response keys with their right hand.
23
They were instructed to press the button for "no" in the case of pseudowords. 
21
For the decoding procedure, we split the 900 word stimuli into a modeling set, consisting of (Table 1) .
2 Table 1 here.
3
The decoding algorithm consisted of four steps: 
23
relative to the similarity between the PM and all the other OMs ( Figure 2B ). Similarity was 
19
As a control, the models were also evaluated in a mask corresponding to the WFN,
20
obtained from the contrast pseudowords > rest in the present data set, thresholded at p < .05
21
(corrected). This mask included visual, somatosensory, and motor/premotor areas, as well as were matched on all lexical attributes, except for concreteness. As shown in Table 1 , the 6 variance of the sensory-motor attribute ratings was much smaller among abstract than among 
16
Decoding accuracy for the two encoding models in the GSN mask is shown in Figure 3B .
17
When all 80 test words were pooled together for the decoding procedure, decoding accuracy 
21
We evaluated two forward encoding models on their capacity to decode word-related (Table 1) .
Our results provide the first demonstration that heteromodal areas involved in semantic 
