The artificial bee colony (ABC) algorithm is improved to construct a hybrid multi-objective ABC algorithm, called HMOABC, for resolving optimal power flow (OPF) problem by simultaneously optimizing three conflicting objectives of OPF, instead of transforming multi-objective functions into a single objective function. The main idea of HMOABC is to extend original ABC algorithm to multi-objective and cooperative mode by combining the Pareto dominance and divide-and-conquer approach. HMOABC is then used in the 30-bus IEEE test system for solving the OPF problem considering the cost, loss, and emission impacts. The simulation results show that the HMOABC is superior to other algorithms in terms of optimization accuracy and computation robustness.
Introduction
Optimal power flow (OPF) is a non-linear programming problem, which is used to find the optimal adjustments of the control variables to minimize the selected objective function while satisfying various physical and operational constraints imposed by equipment and network limitations [1−2] . It is also a large-scale static multi-objective (MO) optimization problem with both continuous and discrete control variables. Many heuristic methods have been proposed to solve the OPF problem, such as genetic algorithm (GA) [3] , simulated annealing (SA) [4] , tabu search (TS) [5] , differential evolution (DE) algorithm [6] , harmony search (HS) algorithm [7] , and biogeography based optimization (BBO) [8] . But all the mentioned mathematical techniques have some drawbacks such as being trapped in local optima or they are suitable for considering a specific objective function in the OPF problem.
Swarm intelligence (SI) is a computational intelligence technique to solve complex real-world problems [9−11] . Artificial bee colony algorithm (ABC) is one of the most recently introduced swarm-based algorithms, which simulates the intelligent foraging behavior of a honeybee swarm [11] . Several existing multi-objective ABC (MOABC) algorithms can be found in Refs. [12−13] . However, compared with the huge in-depth studies of other EA and SI algorithms, such as non-dominated sorting genetic algorithm II (NSGAII) [14] , strength Pareto evolutionary algorithm (SPEA2) [15] , and multi-objective particle swarm optimization (MOPSO) [16] , on MO problem, how to improve the diversity of swarm or overcome the local convergence of MOABC is still a challenging to the researchers in MO optimization.
In this work, the OPF problem is formulated as a multi-objective optimization model. Then, a hybrid multi-objective ABC optimization (HMOABC) is developed by employing cooperative search strategy based on divide-and-conquer approach to decompose decision vectors into smaller components. Finally, the HMOABC is tested on the standard IEEE 30-bus test systems. obj Minimize ( , ), 1, ,
where f i is the ith objective function, N obj is the number of objective functions, g is a set of constrain equations, and h is a set of formulated constrain inequations. x is the vector of dependent variables such as the slack bus power 1 G P , the load bus voltage V L , generator reactive power outputs Q G , and the apparent power flow S k .
x can be expressed as
where O, N and W are the number of load buses, the number of generator buses, and the number of transmission lines, respectively. Here u is a set of the control variables such as the generator real power output P G expect at the slack bus , 2 G P the generator voltages V G , the transformer tap setting T, and the reactive power generations of var source Q C . Therefore, u can be expressed as
where R and V are the number of regulating transformers and the number of var compensators, respectively. The purpose of the MOOPF problem is to determine the optimal control variables for minimizing a number of objective functions subject to a set of equality and inequality constraints. Generally, the problem is formulated as follows.
Objective functions
1) Minimization of fuel cost The cost curves of generators are represented by quadratic functions with sine components. The superimposed sine components represent the rippling effects produced by the steam admission valve openings [17] . The total fuel cost of generating units considering the valve loading effects can be modeled as 
where α i , β i and γ i are emission coefficients of the ith generating unit. 3）Minimization of transmission loss The power flow solution gives all bus voltage magnitudes and angles. Then, the total active power loss in a transmission network can be described as
where g k is the conductance of kth branch; V i , V j , δ i and δ j are the voltage magnitudes and phase angles of terminal buses of branch k.
Constraints 1) Equality constraints
The equality constraints are the nonlinear power flow equations which are formulated as 
The mechanism of handling the equality constraint related to the equality of generation level with load level plus loss is that whenever each output of generator is set to its maximum or minimum level, the related velocity of the control vector for the next iteration is declined. In this regard, a negative value is added to the current velocity in order to change the direction of aforementioned element that is output power of the generator.
2）Inequality constraints These constraints are the set of continuous and discrete constraints that represent the system operational and security limits as Eq. (9).
Hybrid multi-objective artificial bee colony algorithm
In original ABC, the colony of artificial bees contains three groups of individuals, namely, the employed, onlookers and scouts bees [11] . Since the original ABC is formulated as a single objective problem optimizer, we define a new multi-objective algorithm in Ref. [12] , named as MOABC. This algorithm incorporates two changes that allow its application in multi-objective optimization problems. The first modification is based on non-dominated sorting strategy. That is to say, the MOABC algorithm uses the concept of Pareto dominance to determine the flight direction of a bee and it maintains non-dominated solution vectors which have been found in an external archive. Secondly, the MOABC uses crowding distance concept to choose the elites to maintain the external archive size. For further information about the MOABC algorithm, please refer to Ref. [12] .
As described in Ref. [12] , we can see that the new food source is produced by a perturbation coming from a random single dimension in a randomly chosen bee. This causes that an individual may have discovered some good dimensions, while the other individuals that follow this bee are likely to choose worse vectors in D dimensions and abandon the good ones. On the other hand, when solving complex problems, single population based artificial bee algorithms suffer from the following drawback: as a population evolves, all individuals suffer premature convergence to the local optimum in the first generation. This leads to low population diversity and adaptation stagnation in successive generations [18] . Hence, HMOABC adopts a cooperative evolution scheme based divided-and-conquer approach to balance the exploration and exploitation capability.
In HMOABC, the cooperatively searching process is shown in Fig. 1 . The purpose of this approach is to obtain finer local search in single dimension inspired by the divide-and-conquer approach. And the detailed procedure is presented as follows:
Step 1: The simplest grouping method is permitting a D-dimensional vector to be split into K subcomponents, each corresponding to a subpopulation of s dimensions with M individuals (where D=K*s). The j-th subpopulation is denoted as
Step 2: Construct complete evolving solution G best , which is the concatenation of the best subcomponents' solutions P j by the following
where P jg represents the personal best solution of the j-th subpopulation.
Step 3: 
If f(G newbest )<f(G best ), then G best is replaced by G newbest .
2) Update X i positions by original ABC employed bee's equation.
3) At onlooker bees' phase, repeat 1)−2).
Step 4: Memorize the best solution achieved so far. Compare the best solution with G best and memorize the better one. To calculate the fitness of P j , the complete evolving solution G best is used to represent the D-dimensional solution. When P j needs to evaluate the fitness of individual i provided by one of its individuals, the G best is constructed by setting the j-th variable (or j-th variable group ) using the value of the individual i while the other variables take on the best individual provided by their respective subpopulation.
The flowchart of the HMOABC algorithm is presented in Fig. 2 . When tackling with the real-world problems, the fitness evaluation of the objective function takes up of the most computational time so that the HMOABC computational complexity is relatively small. So, the algorithm-related computation cost evaluation is not given in this work.
4 Multi-objective optimal power flow based on HMOABC
Implementation of HMOABC algorithm for OPF problem
To apply the multi-objective ABC algorithms to solve the OPF problem, the following steps should be taken and repeated.
Step 1: Input the parameters of power system, parameters of the HMOABC algorithm, and lower and upper limits of each variable.
Step 2: Transfer the constraint multi-objective problem to an unconstraint one.
Step 3: Produce the initial HMOABC population.
Fig. 2 Flowchart of HMOABC algorithm
M×K (M≥2, K≥1) individuals should be randomly generated as follows. Randomly divide the whole population into K subpopulations using random grouping approach (K={2, 5, 10, 30}), and each possesses M bees (M=5).
Step 4: Calculate the objective functions value for each individual in each colony, sort them based on non-domination, and store non-dominated solutions in the external archive (EA) of each colony.
Step 5: Update the position of each individual in each colony according to comprehensive learning mechanism. If any element of each individual breaks its limit, then the position of the individual is fixed to its maximum or minimum operating point.
Step 6: Update each EA of each colony according to greedy selecting strategy, sort the EA based on nondomination, and select the nondomination solutions to stay in EA. If the number of nondominated solutions exceeds the allocated size of EA, apply crowding distance to remove the crowded members.
Step 7: If the current iteration number obtains the preordained maximum iteration number, the algorithm is stopped; otherwise go to Step 4.
Best compromise solution based on fuzzy decision
Upon having the Pareto-optimal set of nondominated solution, the proposed approach presents one solution to the decision maker in power system as the best compromise solution. In Ref. [19] , a fuzzy-based mechanism is used to extract the best compromise solution over the trade-off curve and assist the decision maker to adjust the generation levels efficiently. Due to imprecise nature of the decision maker's judgment, we adopt similar fuzzy decision strategy. For further detailed information, please refer to Ref. [19] .
Simulation results
In order to verify the proposed approach, the IEEE 30-bus system is used as the test systems with MOABC, HMOABC, and NSGA-II algorithms. The IEEE 30-bus system parameter setting is given [20] . The active power generation limits are listed in Table 1 . The parameter settings for all three algorithms are the same as those in Refs. [12, 14] .
Case I: Two-objective OPF optimization
In this case, according to the cost−emission, loss− cost, loss−emission pairs, all obtained Pareto fronts by the HMOABC, MOABC, and NSGA-II algorithms are shown in Fig. 3 . Table 2 gives the Pareto-optimal solutions for each objective in the both two-dimensional Pareto front (f 1 −f 2, f 1 −f 3, f 2 −f 3 ) and three-dimensional Pareto front (f 1 −f 2 −f 3 ). Table 3 gives the best compromise solutions for both two-dimensional Pareto front and three-dimensional Pareto front.
It is clear that the proposed HMOABC algorithm is able to obtain well-distributed Pareto-optimal fronts. In the proposed approach, the trade-off among the competing objectives is obtained by emphasizing on non-dominated solutions and getting a well-distributed set of solutions, respectively. From Table 2 , we can see that HMOABC gets the best convergence solutions for fuel cost and emission objective functions. Figure 3(a) shows the Pareto-optimal front for fuel cost and emission objective functions. Table 3 shows the best compromise solutions for fuel cost and emission objective functions using different algorithms. For HMOABC, the best compromise solution is 607.3722 US$/h and 0.2177 t/h. The fuel cost and emission values in the best compromise solution are very close to their best values in Table 3 , so the truth of the aforementioned statement is clear in all Pareto fronts. For cost−loss objective functions and emission−loss objective functions, we can observe that the algorithms achieve similar performance ranking as for fuel cost−emission objective functions.
Case II: Three-objective OPF optimization
In this case, three competing objectives are optimized simultaneously by the proposed algorithm and the obtained results are shown in Fig. 3(c) . Parts of Table 2 show the minimum values for each objective in 6.667 the three-dimensional Pareto front (f 1 −f 2 −f 3 ). It is clear that cost, emission and loss cannot be further improved without degrading the other two related optimized objectives. Figure 3(c) clearly shows the relationships among all presented objective functions. Among the obtained Pareto-optimal solutions, it is necessary to choose one of them as a best compromise for implementation. As in the Case I, the best compromise results are also presented in Table 3 .
It can once again be proved that the proposed method gives well-distributed Pareto-optimal front for the three-objective OPF optimization. The results confirm that the HMOABC algorithm is an impressive tool for solving the multi-objective optimization problem where multiple Pareto-optimal solutions can be obtained in a single run.
Conclusions
1) An improved multi-objective optimization algorithm, namely hybrid multi-objective artificial bee colony algorithm (HMOABC) is proposed, for solving different multi-objective OPF problems considering the cost, loss, and emission impacts. These multi-objective OPF problems are then tested by the proposed HMOABC, MOABC, and NSGA-II methods for a comparison of their performances.
2) The proposed HMOABC model extends original artificial bee colony (ABC) algorithm to multi-objective and cooperative mode by using Pareto concept, external archive, crowding distance and the multiple colony cooperative strategy to make the algorithm converge to the true Pareto optimal front. The HMOABC incorporates the divide-and-conquer concept to decompose the objective vectors into smaller components to enhance the local searching ability, and ensure the diversity of the whole population. And the simulation results show that the HMOABC for solving OPF can obtain better distributed Pareto optimal solutions than NSGA-II and MOABC in terms of optimization accuracy and convergence robust.
