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Moving object detection, tracking and following using an
omnidirectional camera on a mobile robot*
Ivan Markovic´1, Franc¸ois Chaumette2 and Ivan Petrovic´1
Abstract—Equipping mobile robots with an omnidirectional
camera is very advantageous in numerous applications as
all information about the surrounding scene is stored in a
single image frame. In the given context, the present paper is
concerned with detection, tracking and following of a moving
object with an omnidirectional camera. The camera calibration
and image formation is based on the spherical unified projection
model thus yielding a representation of the omnidirectional
image on the unit sphere. Detection of moving objects is
performed by calculating a sparse optical flow in the image and
then lifting the flow vectors on the unit sphere where they are
discriminated as dynamic or static by analytically calculating
the distance of the terminal vector point to a great circle arc.
The flow vectors are then clustered and the center of gravity
is calculated to form the sensor measurement. Furthermore,
the tracking is posed as a Bayesian estimation problem on the
unit sphere and the solution based on the von Mises-Fisher
distribution is utilized. Visual servoing is performed for the
object following task where the control law calculation is based
on the projection of a point on the unit sphere. Experimental
results obtained by a camera with a fish-eye lens mounted on
a differential drive mobile robot are presented and discussed.
I. INTRODUCTION
Omnidirectional cameras by their definition provide a 360◦
view of the surrounding scene and as such pose themselves
as a powerful tool in robot’s vision system. The enhanced
field of view can be obtained by using several synchronized
panoramic cameras, a combination of a camera and a mirror,
or a camera with a wide-angle lens. The amount of infor-
mation in such a single image reinforces robot’s abilities
in interpreting and adequately acting and reacting in the
environment. The sensor has been utilized in mobile robotics
in a variety of applications: visual odometry, navigation,
structure-from-motion, visual servoing, and moving object
tracking to name but a few.
Detection and tracking of moving objects with a camera
mounted on a mobile robot is a task inconvenienced by the
simultaneous ego-motion of the robot and the motion of the
objects. With perspective cameras the problem is approached
in [1] by calculating the optical flow and optimizing the
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bilinear transformation to warp the image between the con-
secutive frames, after which the images are differentiated
and motion is detected. Then the particle filter is used to
track the moving objects in the image and a laser range
finder is used to infer about the location in 3D. In [2]
the detection was based on monocular scene reconstruction
and affine transformation of a triangle mesh in order to
perform the image warping. The tracking of the moving
object and the scene reconstruction was performed using the
extended Kalman filter. Compared to perspective cameras,
omnidirectional cameras offers the advantage of being able to
address objects in the 360◦ surrounding scene of the mobile
robot, thus, for example, removing the possibility that the
followed object will escape the camera’s field-of-view.
In [3] and [4] an omnidirectional image was first un-
wrapped to a panoramic image using a cylindrical projection,
where the optical flow is calculated. In the former a synthetic
optical flow is generated by estimating the position of the
focii of expansion and contraction and the calculated flow is
compared to the generated one, while the latter estimates an
affine transform on square subsegments to warp the image
and perform the differentiation. In [5] the omnidirectional
image is segmented in a set of perspective images and
detection is done in the vein of [1], while the tracking is
based on the particle filter. To perform the following a control
law based on a minimization of an ad hoc following error
is calculated. Compared to cylindrical projection geometry,
working on the unit sphere offers the advantage of mitigating
wrapping issues at the edges of the projection caused by
cutting and unwrapping the cylinder.
In the present paper, excepting the optical flow calculation,
we propose a method for moving object detection, tracking
and following based on processing on the unit sphere thus
taking into account the specific sensor geometry and mak-
ing it as general as possible for calibrated omnidirectional
systems, since any such image can be represented on the
unit sphere. The novel moving object detection is based on
analytically calculating the distance of a point on the unit
sphere to a great circle arc on the unit sphere. The tracking is
performed in a Bayesian prediction-correction manner where
the underlying distribution is a distribution on the unit sphere,
namely the von Mises-Fisher distribution [6]. In the end, the
object following is based on visual servoing [7] where the
control law is calculated from an interaction matrix derived
for a projection of a point on the unit sphere. In our previous
work [8] a mixture of von Mises distributions (distribution
on the unit circle) was proposed as a Bayesian method for
speaker azimuth estimation with a microphone array.
II. CAMERA CALIBRATION
The unified projection model describes the image forma-
tion in catadioptric systems with a unique effective view-
point, which includes combinations of the mirror—parabolic,
hyperbolic, elliptic, planar—and the lens—orthographic or
perspective. Theoretical derivation of complete single-lens
single-mirror catadioptric sensors characterized by a unique
effective viewpoint was introduced in [9], while the unified
projection model was introduced and studied in [10], [11].
In the present paper we have chosen to use the calibration
method based on planar grids proposed in [12]. Although
the model and the calibration methods were developed for
systems with a unique effective viewpoint, in practice they
have been shown to be valid for dioptric systems with a
fish-eye lens [13].
Consider a point in space P and a frame Fo : (xo, yo, zo)
as shown in Fig. 2. First, P is projected to the surface of
the sphere. Then, the normalized point Pn is perspectively
projected from the coordinate system Fm : (xm, ym, zm) to
the pointm = (x, y, 1) on the normalized plane. The point in
the image p is obtained by calculating p = Km, where K is
a 3×3 matrix containing the camera intrinsic parameters. The
matrix K and ξ are obtained by the calibration procedure.
In the present paper we used a standard perspective camera
with a fish-eye lens, and the best calibration results were
obtained by utilizing just the K and ξ, i.e. without distortion
modeling. In the sequel we assume that our omnidirectional
camera is calibrated, which consequently enables us to apply
the inverse projection (lifting) of the point in the image to a
point on the unit sphere [12]
m = K−1p, Pn =


ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1 x
ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1 y
ξ+
√
1+(1−ξ2)(x2+y2)
x2+y2+1 − ξ

 . (1)
III. MOVING OBJECT DETECTION
The main goal of our vision system is to detect moving
objects in the omnidirectional image while the robot itself
moves. However, this proves to be a daunting task since we
have motion in the image induced both by the moving objects
and the ego-motion of the robot. We have approached this
problem in one of our previous works [14] by estimating the
sparse optical flow in the image and by using the robot’s
odometry to discriminate between the flow vectors induced
by the ego-motion (static features) from those induced by the
moving objects (dynamic features). The detection part in the
present paper continues in the similar vein, but with several
important distinctions—after the optical flow is calculated
in the image, the higher-level processing is done on the
sphere and vector discrimination is performed analytically
as opposed to by iteratively projecting points from different
heights.
More concretely, we calculate the optical flow directly
in the camera image coordinates using the sparse iterative
version of the Lucas-Kanade algorithm in pyramids [15]
implemented in the OpenCV library [16]. Furthermore, both
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Fig. 2. Illustration of the unified image formation
the initial point (feature position in the previous frame) and
the terminal point (feature position in the current frame) of
the optical flow vector are lifted to the unit sphere for further
processing. An extension and improvement would be to
calculate the optical flow and the low-level image processing
on the unit sphere/Riemannian manifolds [17] since it has
been shown that operators based on the spherical image yield
better results than operators derived for perspective images
[18], [19], [17].
With the optical flow calculated, we need to devise a
procedure for finding the optical flow vectors caused by the
moving objects. Consider Fig. 1 where we have depicted
a sphere with Fp : (xp, yp, zp) coordinate system in the
origin—representing the image in the previous frame, hence-
forth referred to as the previous sphere—and a second sphere
with Fc : (xc, yc, zc) coordinate system in the origin—
representing the image in the current frame, henceforth
referred to as the current sphere. We assume that the dis-
placement between the previous and the current sphere, i.e.
Fp and Fc, is known (in practice calculated from odometry
measurements) and described by cRp and
ctp accounting for
the rotation and the translation, respectively. Furthermore,
the point pP in Fp represents a lifted point detected in the
previous image whose matched point in the current image,
the lifted point cPm in Fc, has been determined by the
optical flow algorithm. To determine whether this optical
flow vector was induced by the moving object or the ego-
motion, we will first hypothesize that the flow was due to
ego-motion, and then if the condition is not met we will
classify it as being caused by the moving object.
In order to achieve this task, we need to know where to
expect a static feature from the previous sphere, like pP,
on the current sphere (of course without any information
about the depth of the feature). By looking at Fig. 1 we
can assert that the point pP is projection of a feature in
the environment somewhere along the optical ray defined
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Fig. 1. Hypothetical location on the sphere in the current frame of the feature on the sphere in the previous frame
by the previous sphere’s origin of Fp and the point pP.
Furthermore, projection of the point pP onto the current
sphere is the point cP, and if we continued along the ray
in Fp we can see in Fig. 1 where the points would project
to on the current sphere. The point on the ray in the infinity
projects to cP∞ =
cRp
pP, i.e. as if the point pP did
not move at all except for the rotation. Given the previous
analysis we can conclude that a projection of a point like pP,
representing a static feature on the previous sphere, should
theoretically lie somewhere along the arc cA of the great
circle cC 1 defined by points cP and cP∞. To conclude,
we will classify an optical flow vector as induced by ego-
motion if its matched point on the current sphere cPm lies
close to the aforementioned great circle arc cA. Naturally,
this approach cannot detect objects moving along the optical
ray, but this is an unlikely event since it is not possible to
ensure such a scenario for all points belonging to a rigid
object.
In spherical geometry the closest distance between two
points on the sphere is the so called great circle distance and
for unit spheres it can be directly calculated as
d(cP,cP∞) = arccos (
cP ·cP∞), (2)
where ( · ) represents the scalar product. Equation (2) is sim-
ply the angle between the two unit vectors and incidentally
the length of the arc cA in Fig. 1. In order to calculate the
distance of cPm to
cA, we first need to determine a point
cQm on the great circle
cC which is closest to cPm [20].
We solve this by projecting cPm to the plane defined by
cP
and cP∞ and then normalizing it to obtain a unit vector
P′ = cPm − (cPm · n)n, cQm = P
′
|P′| , (3)
where n = cP×cP∞ and (× ) represents the vector product.
At this stage we have two possible positions of the point
1Intersection of the sphere and a plane which passes through the center
point of the sphere
cQm: it either lies on
cA, or outside of it but on cC. The
former case is true if the point cPm lies in the lune
2 of cA
which we verify by testing the following condition [20]
(cP×cQm) · (cQm ×cP∞) > 0 and
(cP×cQm) · (cP×cP∞) > 0.
(4)
Thus if cQm lies on
cA the distance of the point cPm
to the arc cA is calculated as d(cPm,cQm), otherwise as
min{d(cPm,cP), d(cPm,cP∞)}. If the robot does not move
or just rotates then condition (4) is evaluated as false and
d(cP,cPm) is calculated.
The detection performance depends on the measured dis-
placement between two consecutive images. In the present
paper we have utilized wheels’ odometry for the task, but
this can be further refined by fusion with other sensors,
like the inertial measurement unit, or by combining the
odometry with image-based methods like omnidirectional
visual odometry and simultaneous localization and mapping
(SLAM).
Once we have selected optical flow vectors that we con-
sider to be caused by moving objects, we still need to make
sense of that particular set. The vectors are partitioned in
equivalence classes using disjoint set data structure and union
find algorithm. We state that two vectors belong to the same
group if they have similar modulo, elevation and azimuth
(note that the vectors are compared after being lifted to
the sphere). The formed groups of vectors are treated as
representing moving objects in the scene and their center
of gravity is calculated. The center of the group is then a
vector on the unit sphere which we henceforth treat as our
sensor measurement.
IV. TRACKING ON THE UNIT SPHERE
At this stage we are working with vectors on the unit
sphere which represent the direction of the detected moving
objects. We propose at this point to advance by statistically
2Area on a sphere bounded by two half great circles.
modeling the measured direction, i.e. to pose a probabilistic
model of the sensor measurement, by using a directional
statistics distribution on the unit sphere, namely the von
Mises-Fisher (VMF) distribution.
In general the VMF is a distribution on a (p − 1)-
dimensional sphere in Rp. In our case p = 3 and the
distribution has the following form [21]
p(x;κ,µ) =
κ
4pi sinhκ
exp
(
κµTx
)
, (5)
where µ is the mean direction and κ is the concentration
parameter. Because (5) is symmetrical about µ, the mean
direction of x is µ. For κ > 0, the distribution has a mode
at the mean direction µ, whereas when κ = 0 the distribution
is uniform. The larger the κ the greater the clustering
around the mean direction. Since (5) depends on x solely
through µTx, the VMF is rotationally symmetric about µ.
Historically, the VMF first appeared in statistical mechanics
in the context of weakly interacting dipoles subjected to an
external electric field, whose directions tend to have a VMF
distribution [21].
Furthermore, we pose the problem as an estimation on
a sphere thus devising a Bayesian state estimator (tracker)
based on the VMF distribution [6]. This consists of con-
structing the a posteriori probability density function (pdf)
of the state based on all available information. A Bayesian
estimation procedure of the a posteriori pdf consists of two
steps: prediction and update [22], which in our case entails
representing the state to be estimated xk at time k as the
VMF distribution and successively predicting and updating
this distribution. The prediction step involves calculating the
pdf via the total probability theorem
p(xk|z1:k−1) =
∫
p(xk|xk−1)p(xk−1|z1:k−1) dxk−1, (6)
where p(xk|xk−1) is the probabilistic model of the state
evolution, p(xk−1|z1:k−1) is the posterior at time k− 1, and
z1:k−1 are all measurements up to and including time k− 1.
In our case we choose to add process noise governed by a
centered VMF in the prediction stage which amounts to con-
volving our posterior at time k−1 with the VMF distribution
representing the process noise. Given two VMF distributions,
p(x;κi,µ) and p(x;κj ,µ), the result of the convolution does
not produce another VMF distribution. However, the result
of this operation can be well approximated by a VMF with
unchanged mean direction and a suitably chosen value of the
resulting κ [21]
κij = A
−1(A(κi)A(κj)), A(κ) =
1
tanhκ
− 1
κ
. (7)
In the update step, the posterior at time k is calculated via
the Bayes theorem
p(xk|z1:k) = p(zk|xk)p(xk|z1:k−1)
p(zk|z1:k−1) , (8)
where p(zk|xk) is the sensor model and p(zk|z1:k−1) is the
normalizer. In our case the sensor model p(zk|xk) will be
represented by a VMF where the measurement zk is the
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Fig. 3. Azimuth and elevation of the moving object direction
center of gravity of the dynamic vector cluster, while the
predicted state p(xk|z1:k−1) will be the result of the previ-
ously discussed convolution. Given two VMF distributions,
p(x;κi,µi) and p(x;κj ,µj), the result of the update step is
a VMF with the following parameters [6]
κij =
√
κ2i + κ
2
j + 2κiκj(µi · µj), µij =
κiµi + κjµj
κij
.
(9)
These two steps, governed by (7) and (9), will cyclically
produce the estimate of the direction of the moving object.
Methods for practical calculation of some of the afore-
mentioned equations involving the VMF distribution can be
found in [23].
In this paper we focus on tracking a single object and
if there are multiple moving objects detected, then only the
closest measurement is considered in the update step. Fig. 3
depicts the measured and estimated direction azimuth and
elevation of the moving object from an experiment in which
an object circled around the mobile robot. From the figure
we can see that the elevation measurements are more noisy
than the azimuth measurements, and that the filter manages
to smoothly track the moving object. This is important since
we need smooth estimates for the control task.
V. OBJECT FOLLOWING BY VISUAL SERVOING
The idea of the following task is to keep the tracked
moving object at the specific (user-defined) location in the
omnidirectional image. In the present paper we have utilized
a differential drive mobile robot where the linear and the
angular velocity are controlled, hence our task at hand is to
calculate the control law that will drive the error between
the desired and the estimated direction to zero. To solve this
problem we propose to utilize a visual servoing technique
based on the projection of a point on the unit sphere.
We used a cylindrical coordinate system in the spherical
image to represent the visual feature s = (sx, sy), i.e. the
image-plane projection of the estimated direction xk on the
Fig. 4. Snapshots of an experiment. Upper left image is the earliest in
time, while the lower right is the latest in time.
unit sphere
ρ =
√
s2x + s
2
y, θ = arctan
sy
sx
. (10)
For differential drive robots the convention is to set the
robot’s coordinate system such that the linear velocity v is in
the positive direction of the x axis, while the angular velocity
ω is defined positive counter-clockwise with respect to the
z axis. Let the spatial velocity of the camera be denoted by
v = (v, ω). The relationship between s˙ and v is given by
s˙ = Lsv, where the interaction matrix evaluates to [24]
Ls =
[
− cos θ
Pz
0
sin θ
ρPz
−1
]
, (11)
and Pz is the z coordinate of the moving object (not on the
sphere but in the environment). Then, the calculation of the
control law proceeds as follows [7][
v
ω
]
= −λLˆ−1s
[
ρ− ρ∗
θ − θ∗
]
, (12)
where λ is a positive gain, ρ∗ and θ∗ are the desired values
and Lˆ−1s is the inverse of the estimated interaction matrix—
the coordinate Pz is not known and in the present paper we
set it to an arbitrary value. The gain λ is adaptively calculated
according to the following law
λ(e) = a exp(−be) + c, (13)
where e is the error of the control task (calculated as the
great circle distance between the estimated and the desired
position), a = λ(0) − λ(∞), b = λ′(0)/a, c = λ(∞) with
λ(0) = 0.5, λ(∞) = 0.05, λ′(0) = 0.5.
In conclusion, the estimated direction xk is projected onto
the image plane and represented in cylindrical coordinates
(ρ, θ) and the control is then calculated via (12). Visual
servoing control law in spherical coordinates [25], for our
specific task with the differential drive robot, exhibits an
additional singularity in the control law compared to the
representation in cylindrical coordinates. Namely, in the
cylindrical coordinate system as in [24] the control law has a
singularity in ρ = 0—estimated direction in the middle of the
image (azimuth undefined, in our case practically unlikely)—
and θ = ±pi/2—the values of the azimuth angle (possible
in our case if the estimated direction gets too far away from
the desired one; in that case we saturate the control signal
to a reasonable maximal value). However, the control law in
spherical coordinates [25] has additional singularity when the
elevation of the estimated direction is equal to ±pi/2—the
vector lies on the sphere’s equator (fairly often in our case).
This was the reasoning due to which we chose to work in
the cylindrical coordinate system.
VI. EXPERIMENTAL RESULTS
The experiments were carried out on a Pioneer 3DX differ-
ential drive mobile robot equipped with an omnidirectional
camera composed out of a Point Grey Dragonfly2 camera and
an Omnitech Robotics fish-eye lens. The task of the robot
was to detect a moving object in the image, track it and use
the visual servoing control law to follow the object
A snapshot of an experiment is shown in Fig. 4. Camera’s
coordinate system rotated for pi/2 from the robot’s system
is depicted by red, green and blue points (projections of
the tips of the coordinate axes in the sphere). The violet
point is the desired direction of the moving object, while
the magenta point represents the estimated direction of the
moving object. The green points surrounding the estimated
direction are samples from the posterior VMF representing
the current state of the object.
In Fig. 5, for three experiments, we have depicted linear
and angular velocity commands together with the visual
servoing task error, which is calculated as the great circle
distance between the desired and the estimated direction of
the object via (2). In the experiments the object moved so
as to first distance itself from the desired position and then
waited until the robot closed the distance by reducing the
servoing task error to zero (see the accompanying video).
This motion pattern was repeated several times during the
experiments and the result can be clearly seen in the error
depicted in Fig. 5. Concerning the control velocities we can
see that the angular velocity follows closely the behavior
of the error—when the error is greatest so is the velocity
command, sometimes changing the sign of the command
(when the robot would correct for the error the object would
move away in the direction from which the robot came) and
sometimes keeping the same sign (when the robot would
correct the error coming from one direction the object would
move away in the opposite). The linear velocity command is
more noisy than its angular counterpart due to the fact that
our visual servo control law corrects the error based on the
projection of a single point. We have no information about
the shape nor the height of the object which makes it difficult
to guarantee that the robot would position itself relative to the
object at a specific distance. However, in practice we have
noticed that most often the tracked center of gravity would
not deviate much thus making it possible to define a point
in the image for which the robot would reasonably close the
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Fig. 5. Command velocities—linear (red) and angular (blue), and error of the control task (great circle distance from the desired to the estimated direction)
distance to the object. Naturally, none of the aforementioned
problems were experienced with the orientation.
VII. CONCLUSION
We have presented a method based on processing on
the unit sphere for moving object detection, tracking and
following with an omnidirectional camera mounted on a
mobile robot. The spherical projection model coupled with
odometry-based displacement information was used to seg-
ment out vectors that do not belong to the static scene around
the mobile robot. The center of gravity of the dynamic
clusters was then probabilistically structured and included in
the tracking framework based on the Bayesian estimation on
the sphere with the von Mises-Fisher distribution. Given the
estimated position a control law based on visual servoing
was calculated which in turn made the robot follow the
moving object. Experimental results obtained with a camera
and fish-eye lens mounted on a differential drive platform
were presented and discussed.
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