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CO-THEORY OF SORTED PROFINITE GROUPS FOR PAC
STRUCTURES
DANIEL MAX HOFFMANN† AND JUNGUK LEE∗
Abstract. We achieve several results. First, we develop a variant of the
theory of absolute Galois groups in the context of many sorted structures.
Second, we provide a method for coding absolute Galois groups of structures,
so they can be interpreted in some monster model with an additional predicate.
Third, we prove a “weak independence theorem” for PAC substructures of an
ambient structure with nfcp and property B(3). Fourth, we describe Kim-
dividing in these PAC substructures and show several results related to NSOP.
Fifth, we characterize the algebraic closure in PAC structures.
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1. Introduction
A general aim of this paper is to generalize research on “co-logic” of profinite
groups initiated in an unpublished work of Cherlin, van den Dries and Macintyre
([10]) and then continued with successful applications by Chatzidakis (e.g. [5], [7],
[6]). Originally, “co-logic” was introduced as a tool to describe some special class
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of subfields of a one-sorted saturated algebraically (or separably) closed field. Our
modifications of “co-logic” serves as a tool in studying substructures of an arbitrary,
possibly many-sorted, monster model. However the most interesting results are
obtained under additional assumptions on monster model (like stability, nfcp, or
property B(3)) and for the class of pseudo-algebraically closed substructures.
The notion of a pseudo algebraically closed substructure (PAC substructure, see
Definition 2.4) is a natural generalization of the notion of a pseudo-algebraically
closed field (PAC field), which occurs in works of James Ax ([1], [2]) and Frey
([14]) and which comes from studying pseudo-finite fields. A field K is PAC if
and only if each nonempty absolutely irreducible K-variety has a K-rational point
(or equivalently: it is existentially closed in every regular extension). Because
of so-called “Elementary Equivalence Theorem” (Theorem 20.3.3 in [15], see also
Theorem 3.2 in [20]), PAC fields were extensively studied in the second half of
the 20th century as a natural class of fields determined by the properties of their
absolute Galois groups. Also model theory recognizes PAC fields as a source of
interesting phenomena ([13], [9], [8]). PAC fields played also an important role in
the studies on (geometric) simplicity (see the introduction to [19]) and to somehow
extend are well understood in the context of stable and simple theories (e.g. Fact
2.6.7 in [23]). It turns out that PAC fields are also interesting for the ongoing
research on NSOP1 theories (e.g. see [6], [28]).
PAC substructures were already studied in the case of strongly minimal ambient
monster model ([19]) and also in the case of stabl ambient monster model ([26]). An
interesting result is provided in [27], where the author proves that theory of bounded
PAC structures must be simple. Bounded means that the absolute Galois group
(automorphisms of algebraic closure counted in the stable ambient monster model)
is a small profinite group. Therefore it was reasonable to suspect that, similarly
to PAC fields, PAC structures are controlled by their absolute Galois groups. The
main result of [12] is so-called “Elementary Equivalence Theorem for Structures” -
a counterpart of the aforementioned “Elementary Equivalence Theorem” covering
the case of PAC structures. (in short: two PAC structures have the same first
order theory provided they have isomorphic absolute Galois groups). In the case
of fields, “Elementary Equivalence Theorem” was elaborated in [10] to a version
involving the “co-logic” (Proposition 33 in [10]), which was helpful in later studies
on PAC fields in model theory (especially in the current studies in neo-stability:
[6] and [28]). Therefore we are developing here a version of “co-logic” for arbitrary
structures, afresh express “Elementary Equivalence Theorem for Structures” and
then use it to show results related to Kim-independence. Our generalization of
“co-logic” is thought to achieve the following goals:
• to describe absolute Galois groups such that they can be interpreted in
monster model (many-sorted case): Section 3
• to refine “Elementary Equivalence Theorem for structures” and provide
description of types in PAC structures: Section 4
• to generalize a recent Chatzidakis’ theorem (Theorem 2.1 from [6]): Section
5
• to achieve “Weak Independence Theorem” (Theorem 6.6): Section 6
• to describe Kim independence and conditions for NSOPn in PAC substruc-
tures: Section 6
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The part related to Kim-independence was inspired by [28]. Let us explain the
context of these results. In [6], Chatzidakis achieved her Theorem 2.1, which - in
our opinion - is of a beautiful result connecting notion of independence in a PAC
field with its counterpart on the level of absolute Galois group. Then Chatzidakis
considered a notion of independence combined from forking independence in alge-
braically/separably closed monster field and forking independence present in the
absolute Galois group of a given PAC subfield, and this led to results about NSOPn
for n > 2. Nick Ramsey has in [28] a slightly different approach and he combines
the notion of independence from forking independence in algebraically/separably
closed monster field and Kim-independence on the level of absolute Galois group of
a given PAC subfield. By this, he obtains results concerning NSOP1 and NSOP2,
and characterization of Kim-independence in a PAC field. All this was achieved
using Chatzidakis’ Theorem 2.1 ([6]), therefore the central part of this paper is
a generalization of Theorem 2.1 from [6] to the case of substructures of a stable
monster model satisfying property B(3) ([24], [16]), Proposition 5.6. After achiev-
ing Proposition 5.6, we start to assume nfcp (the no finite cover property), mainly
because our interpretation of absolute Galois groups is given in pairs of structures,
and theory of pairs of structures is more tame if the bigger structure has nfcp.
In Section 6, we provide so-called “Weak Indpendence Theorem”, Theorem 6.6,
which is the main ingredient in our results related to NSOP1 and Kim-independence.
Weak Independence Theorem says that if the Independence Theorem (over a model)
holds in “co-logic”, it also holds in a PAC substructure. We hope that Theorem
6.6 will serve in a better understanding of the nature of Kim-independence in the
ongoing research on neostability. To be honest, our Theorem 6.6 is a descendant of
Theorem 2.4 from [6], where the author was considering the forking independence in
the case of PAC fields. The perspective use of Theorem 6.6 might involve fields with
operators (to work with monster which has nfcp and property B(3)), G-actions (to
get control over the absolute Galois group, as in [18]) and results about the logical
structure of profinite groups (as in [5], e.g. if a profinite groups enjoys Iwasawa
Property, then its theory - in the language of sorted systems - is stable).
In Section 7, we provide description of algebraic closure in PAC substructures.
This part is independent from the previous sections and generalizes similar results
given in [9]. In the case of ω-stable monster model, we obtain a precise description
of the algebraic closure operator in PAC structures.
Now, let us provide conditions assumed in this paper. We fix a theory T0 in a
language L0, and we set T := (T
eq
0 )
m which is a theory in language L := (Leq0 )
m
(we add imaginary sorts and then do the Morleyisation). Note that T has quantifier
elimination and elimination of imaginaries (even uniform elimination of imaginaries
in the sense of point b) from Lemma 8.4.7 in [31], which we use in Subsection 3.3).
Moreover
• if T0 is stable, then T is stable,
• if T0 has nfcp (no finite cover property, Definition 4.1 and Theorem 4.2 in
Chapter II of [30]), then T has nfcp
• if T eq0 is stable and has property B(3) (see Definition 5.2), then T has
property B(3).
Let us enumerate all sorts of L by S := (Si)i∈I . Moreover, we fix a monster model
C |= T and assume that T = Th(C) (in other words: we assume that T is complete).
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2. Preliminaries
Here, we provide definitions of only several important for the rest of this paper
notions. The paper continues studies from [12], hence instead of copying large parts
of the text of [12], we decided to include only definitions of some basic notions which
are used in formulations of forthcoming results.
Definition 2.1. For any subsets A ⊆ B of C, we define
G(B/A) := Aut
(
dcl(AB)/ dcl(A)
)
, G(A) := Aut
(
acl(A)/ dcl(A)
)
,
[B : A] := |G(B/A)|.
Definition 2.2. (1) Assume that A ⊆ C are L-substructures of C. We say
that C is normal over A (or we say that A ⊆ C is a normal extension) if
G(C/A) · C ⊆ C. (Note that if C is small and A ⊆ C is normal, then it
must be C ⊆ acl(A).)
(2) Assume that A ⊆ C ⊆ acl(A) are small L-substructures of C such that
A = dcl(A), C = dcl(C) and C is normal over A. In this situation we say
that A ⊆ C is a Galois extension.
Definition 2.3. Let E ⊆ A be small subsets of C. We say that E ⊆ A is L-regular
(or just regular) if
dcl(A) ∩ acl(E) = dcl(E).
Definition 2.4. Assume that M  C and P is a substructure of M .
(1) We say that P is PAC in M if for every regular extension N of P inM (i.e.
N ⊆M and N is regular over P ), the structure P is existentially closed in
N .
(2) We say that M is purely saturated over P if every type over P is realized
in M .
(3) We say that M is strictly saturated over P if every stationary type over P
is realized in M .
For a more detailed exposition of the notion of regularity and PAC structures,
the reader may consult Section 3.1 in [17] and Section 2. in [12], especially for the
definition of “PAC is a first order property” and “saturation over P is a first order
property” (let us only note here that the last condition follows from nfcp). We use
the term “being saturated over P” in the sense of Definition 3.1 from [26].
For a small substructure F of C, let us define
ST(F, κ, λ) := {qftp(d¯/A) | A ⊆ F, |A| < κ,
F ⊆ dcl(F, d¯) is regular and |d¯| < λ}.
Remark 2.5. If F is PAC in C, then each element of ST(F, κ, λ) is a partial type in
the sense of Th(F ). Therefore, in this case, it makes sense to speak about saturation
corresponding to elements of ST(F, κ, λ).
Definition 2.6. We call a substructure F of C λκ-regularly saturated if every element
of ST(F, κ, λ) is realized in F . We use “κ-regularly saturated” for “κκ-regularly
saturated”.
Remark 2.7. Note that for F which is PAC in C, being ωκ -saturated is not stronger
than being κ-saturated.
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The notion of an absolutely sort-preserving isomorphism of absolute Galois groups
was introduced in [12], so the main theorem of [12] could be proven after using this
notion in the proof of crucial Lemma 5.5. Then it was refined for the purpose of
introducing complete sorted systems (what we do in this paper). Let us collect here
important facts from [12], which will be useful for the rest of this paper.
Notation 2.8. Let I be a set.
(1) Let I<ω be the set of finite tuples of elements in I.
(2) For J, J ′ ∈ I<ω, we write J 6 J ′ if J is a subtuple of J ′ (i.e. if J =
(j1, . . . , jn), then any J = (js1 , . . . , jsn′ ), where n
′ 6 n and 1 6 s1 < . . . <
sn′ 6 n, is a subtuple of J
′).
(3) For J, J ′ ∈ I<ω, we write JaJ ′ for the concatenation of J and J ′.
(4) For J = (j1, . . . , jn) ∈ I<ω, set |J | = n.
(5) For J = (j1, . . . , jn) ∈ I<ω and a permutation σ ∈ Sym(n), σ(J) =
(jσ(1), . . . , jσ(n)).
(6) For J = (j1, . . . , jn) ∈ I<ω, we write SJ = Sj1 × · · · × Sjn .
(7) AutJ(L/K) is the image of the restriction map G(L/K)→ Aut(SJ (L)/SJ(K)),
where K ⊆ L is an extension of small substructures of C.
Definition 2.9. Element α ∈ C is a primitive element of a Galois extension K ⊆ L
(Definition 3.14 in [17]) if L = dcl(K,α). By e(L/K) we denote the subset of C of
all primitive elements of the Galois extension K ⊆ L.
Fact 2.10 (Primitive Element Theorem, Theorem 4.3 in [12]). If |G(L/K)| < ω
for a Galois extension K ⊆ L, then e(L/K) 6= ∅.
For a topological group G, we define N (G) as the family of all open normal
subgroups of G. For small substructure K of C and N ∈ N (G(K)), we put
PE(N) :=
{
J ∈ S<ω |
(
∃α ∈ SJ(C)
)(
α ∈ e
(
acl(K)N/K
))}
,
F(N) := {J ∈ S<ω | |AutJ(acl(K)
N/K)| = |G(acl(K)N/K)|}.
Definition 2.11. Assume that F and E are small substructures of C and π :
G(F )→ G(E) is a continuous epimorphism.
(1) (see Definition 4.3 in [12]) We say that π is absolutely sort-preserving if for
each N ∈ N (G(E)), each J ∈ I<ω and every f ∈ G(acl(F )π
−1[N ]/F ) we
have that
f |SJ = idSJ ⇒ πN (f)|SJ = idSJ ,
where πN : G(acl(F )π
−1[N ]/F ) → G(acl(E)N/E) is the induced homomor-
phism of profinite groups.
(2) We say that π is sorted if for each N ∈ N (G(E)) we have F(N) ⊆
F(π−1[N ]).
(3) Let U : S<ω × N → S<ω be some function. We say that π is U -sorted if
for each N ∈ N (G(E)) and each {j} ∈ Pe(N) we have that U({j}, [G(F ) :
π−1[N ]]) ∈ Pe(π−1[N ]).
(4) Epimorphism π is weakly sorted if there exists U : S<ω × N → S<ω such
that π is U -sorted.
We say that π is an weakly sorted isomorphism [U -sorted isomorphism / sorted
isomorphism / absolutely sort-preserving isomorphism] if π is an isomorphism of
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profinite groups such that π and π−1 are weakly sorted [U -sorted / sorted / abso-
lutely sort-preserving].
Remark 2.12. Being absolutely sort-preserving might be checked over single sorts
instead of over finite tuples of sorts: π is absolutely sort-preserving if and only if
for each N ∈ N (G(E)), each S ∈ S and every f ∈ G(acl(F )π
−1[N ]/F ) we have that
f |S = idS ⇒ π˜(f)|S = idS .
Fact 2.13 (Fact 5.11 in [12]). Assume that F and E are small substructures of C
and π : G(F )→ G(E) is a continuous epimorphism. We have (i) ⇒ (ii) ⇒ (iii) ⇒
(iv) ⇒ (v), where:
(i) π is an absolutely sort-preserving isomorphism,
(ii) π is a sorted isomorphism,
(iii) π is sorted,
(iv) π is U -sorted for U(J, n) = JaJa . . .a J︸ ︷︷ ︸
n-many times
,
(v) π is weakly sorted.
Fact 2.14 (Proposition 5.12 in [12]). Assume that T is stable and that E ⊆ F is
regular extension of small substructures of C and π : G(F )→ G(E) is the restriction
map. For each N ∈ N (G(E)), if α ∈ e(acl(E)N/E), then α ∈ e(acl(F )π
−1[N ]/F ).
Therefore π is sorted.
Now, we evoke an easy consequence of Proposition 3.8 from [12].
Lemma 2.15. Assume that T is stable and that
• K, E, F are small definably closed substructures of C,
• K ⊆ E, K ⊆ F ,
• F and E are κ-regularly saturated, where κ > (|K| · |T |)+,
• F and E are PAC,
• ϕ : G(F )→ G(E) is a continuous group isomorphism such that
G(F )
ϕ //
res
##●
●●
●●
●●
●
G(E)
res
{{✇✇
✇✇
✇✇
✇✇
G(K)
commutes.
Then E ≡K F .
The following generalization of the above lemma is one of the main results of
[12].
Theorem 2.16 (Elementarily Equivalence Theorem for Structures - EETS). Let
T be stable. Suppose PAC is a first order property and saturation over P [pure
saturation over P or strict saturation over P ] is a first order property. Assume
that
• K, L, M , E, F are small definably closed substructures of C,
• K ⊆ L ⊆ E, K ⊆M ⊆ F ,
• F and E are PAC,
• Φ0 ∈ Aut(C/K) is such that Φ0(L) =M ,
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• ϕ : G(F ) → G(E) is a weakly sorted isomorphism isomorphism such
that
G(F )
ϕ //
res

G(E)
res

G(M)
ϕ0
// G(L)
where ϕ0(σ) := Φ
−1
0 ◦ σ ◦ Φ0, commutes.
Then E ≡K F .
Corollary 2.17. Let T be stable. Suppose PAC is a first order property and satu-
ration over P [pure saturation over P or strict saturation over P ] is a first order
property. If the restriction map res : G(F ) → G(E), where E ⊆ F are PAC struc-
tures, is a weakly sorted isomorphism, then E  F .
In the case of T being a stable theory, we see that for a regular extension of PAC
structures E ⊆ F the restriction map res : G(F ) → G(E) is sorted and if it is a
sorted isomorphism, then the embedding E ⊆ F is elementary. We want to develop
a first order language for profinite groups (similarly as in [10]) which will encode
“being a sorted map” and which will distinguish maps corresponding to elementary
embeddings. Our goal is to find an appropriate property in the place of “?” in the
following picture, where E ⊆ F is an extension of PAC structures (i the case of
stable T ):
E ⊆ F is regular oo ///o/o/o/o/o/o/o/o res : G(F )→ G(E) is sorted
E ⊆ F is an elementary embedding oo ///o/o/o/o/o/o/o/o/o/o/o ?
3. Sorted groups and systems
3.1. Sorted profinite groups. In this subsection, we equip profinite groups with
a “sorting data”, i.e. a family of sets of finite tuples of sorts, which should recognize
on which tuples of sorts live primitive elements of finite Galois extensions (if the
given profinite groups is an absolute Galois group). Because we model “sorted
profinite groups” on absolute Galois groups which encode presence of primitive
elements, let us first note a property which holds in such absolute Galois groups.
This property occurs in Definition 3.2 and is related to “modular lattice axioms”
from Subsection 3.2.
Remark 3.1. Suppose that dcl(K) = K is a small substructure of C. There exist
functions J∗⊂ : ω × S
<ω → S<ω and J∗∩ : (S
<ω)×2 → S<ω satisfying the following
points.
(1) If K ⊆ L is a Galois extension and J ∈ S<ω such that |AutJ(L/K)| =
|G(L/K)| 6 k, then for any Galois extension K ⊆ D such that D ⊆ L, we
have that |AutJ∗⊂(k,J)(D/K)| = |G(D/K)| 6 k.
(2) If K ⊆ L1 and K ⊆ L2 are Galois extensions and J1, J2 ∈ S<ω such that
|AutJi(Li/K)| = |G(Li/K)| 6 ki for i = 1, 2, then
|AutJ∗∩(J1,J2)(dcl(L1, L2)/K)| = |G(dcl(L1, L2)/K)| 6 k1k2.
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Proof. Note that if |AutJ (L/K)| = |G(L/K)| = n < ω, then L has a primitive
element in Jan (e.g. see the last part of the proof of Fact 5.11 in [12]).
Assume that L = dcl(K, a) is a finite Galois extension of K with primitive
element a ∈ Ja[L:K] and that [L : K] 6 k. Let K ⊆ D be any Galois extension
such that D ⊆ L and let J ′n be the sort corresponding to the sort of codes for sets
of n-many elements from J . Element pG(L/D) ·aq is a primitive element of D over
K and belongs to some J ′n, where n 6 [L : K]. Then for J
∗
⊂(k, J) := J
′a
1 J
′a
2 . . .
a J ′k
we have that |G(D/K)| = |AutJ∗⊂(k,J)(D/K)|.
Let L1 = dcl(a,K) and L2 = dcl(b,K) be Galois extensions of K with primitive
elements a ∈ J
a[L1:K]
1 and b ∈ J
a[L2:K]
2 respectively. Then (a, b) ∈ J
a[L1:K]
1
aJ
a[L2:K]
2
is a primitive element of dcl(L1, L2) = dcl(K, a, b) (over K). Set J
∗
∩(J1, J2) :=
Ja1 J2. 
If T is one-sorted, then instead of working in T eq one may consider working in T ,
since the above remark trivially holds for one-sorted theories even without assuming
elimination of imaginaries.
Definition 3.2. Let G be a profinite group and let F¯ = {F(N) ⊆ S<ω | N ∈
N (G)} (for some choice of F(N)’s). We say that (G, F¯) is a sorted profinite group
if for any for N,N1, N2 ∈ N (G):
(1) J ∈ F(N) and J 6 J ′ ∈ S<ω imply that J ′ ∈ F(N);
(2) for (Sj1 , . . . , Sjn) ∈ F(N) and σ ∈ Sym(n) we have that (Sjσ(1) , . . . , Sjσ(n)) ∈
F(N);
(3) if N1 ⊆ N2, [G : N1] 6 k and J ∈ F(N1), then J∗⊂(k, J) ∈ F(N2),
(4) for any J1 ∈ F(N1) and J2 ∈ F(N2) we have that
J∗∩(J1, J2) ∈ F(N1 ∩N2).
Example 3.3. Let L = {+, −, ·, 0, 1} be the language of rings with one sort S=
so that S = {S=}. Let T = ACFp be the complete theory of algebraically closed
fields of characertistic p (∈ {0} ∪ P). Assume that C is a saturated algebraically
closed field of characteristic p. Take a perfect subfield K ⊂ C (so that it is definably
closed) and set G := G(K). If N ∈ N (G) with [G : N ] = n, then we set F(N) :=
{(n, J) | n < ω, J ∈ S<ω}. Then (G, F¯) forms a sorted profinite group.
In accordance with Definition 2.11, we introduce the following notion.
Definition 3.4. Assume that (G1, F¯) and (G2, F¯) are sorted profinite groups.
A morphism of sorted profinite groups π : (G1, F¯) → (G2, F¯) is a continuous
epimorphism π : G1 → G2 such that for each N ∈ N (G2) we have F(N) ⊆
F(π−1[N ]).
Note that sorted profinite groups with morphisms of sorted profinite groups form
a category. Now, we will define a functor taking regular extensions of small sub-
structures of C into morphisms of sorted profinite groups. We focus on the case of
small definably closed substructures of C.
Let E and F be small definably closed substructures of C such that E ⊆ F is
regular. By π : G(F )→ G(E) we denote the restriction map, which is onto. Recall
that for every N ∈ N (G(F )) (i.e. open normal subgroup):
F(N) := {J ∈ S<ω | |AutJ(acl(K)
N/K)| = |G(acl(K)N/K)|},
similarly for N ∈ N (G(E)). Let F¯(F ) :=
(
F(N)
)
N∈N (G(N))
, similarly for F¯(E).
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Remark 3.5. If T is stable, then we can define a functor G taking regular extensions
into morphisms of sorted profinite groups. Functor G is given by
F 7→ (G(F ), F¯(F )),
i : E ⊆ F 7→ G(i) : (G(F ), F¯(F ))→ (G(E), F¯(E))
where G(i) is induced by the restriction map G(F ) → G(E) (which is a morphism
of sorted profinite groups by Fact 2.14). Note that being a sorted isomorphism as
in Definition 2.11 corresponds to being an isomorphism of sorted profinite groups.
For simplicity, if it will not lead to a confusion, we will use character “G” (already
used for denoting the absolute Galois group) instead of character “G” to denote the
above functor.
3.2. Sorted complete systems. There is a standard way to study profinite groups
in model theory (e.g [10], [5]). The point is to avoid arguments based on “infinite
topology”, by formulating everything in terms of finite quotients (from which this
topology arises) of a given profinite group. The same scheme works for sorted profi-
nite groups, although we need to consider a different collection of sorts on which
we set our first-order structure corresponding to a sorted profinite group.
We introduce language LG(S) over sorts m(k, J) where k < ω and J ∈ S<ω as
follows. The language LG(S) consists:
• a family of binary relations 6k,J,k′,J′ , Ck,J,k′,J′ “evaluated” on elements of
m(k, J)×m(k′, J ′),
• a family of ternary relations Pk,J “evaluated” on elements of m(k, J)
×3.
Usually, i.e. if there is no confusion, we will skip the subscripts and write only
“6”, “C” and “P”. The same with elements of a LG(S)-structure: we will use “a”
and “(a, k, J)” to denote the same element a ∈ m(k, J).
Definition 3.6. We call an LG(S)-structure (S,6, C, P ) a sorted complete system
if the following (first order) axioms and axiom schemes are satisfied:
(1) • (order): 6 is reflexive and transitive on S.
• (maximal elements 1): |m(1, J)| = 1, where J ∈ S<ω.
• (maximal elements 2): (∀x ∈ m(1, J), y ∈ m(k′, J ′)) ( y 6 x ), where
J, J ′ ∈ S<ω and 0 < k′ < ω.
(2) Define x ∼ y as x 6 y ∧ y 6 x. Denote the ∼-class of a by [a] for
a ∈ m(k, J) and set [a]k,J := [a] ∩m(k, J) (which is definable).
• (extending tuples): (∀ a ∈ m(k, J)) (∃ a′ ∈ m(k′, J ′)) (a ∼ a′), where
k 6 k′ and J 6 J ′.
• (permutations): (∀ a ∈ m(k, J)) (∃ a′ ∈ m(k, σ(J)) (a ∼ a′), where
k < ω, J ∈ S<ω and σ is a permutation on the tuple J .
• (finiteness): (∀ a ∈ m(k, J))( |[a]k,J | 6 k )
• (reducing degree): (∀ a ∈ m(k, J)) ( |[a]k,J | 6 n → (∃ a
′ ∈ m(n, J)) (a ∼
a′)), where n 6 k < ω and J ∈ S<ω .
(3) • (intersection H ∩H ′):(
∀x ∈ m(k, J), y ∈ m(k′, J ′), z ∈ m(k′′, J ′′)
) (
z 6 x ∧ z 6 y →
(∃w ∈ m(kk′, J∗∩(J, J
′))) (z 6 w ∧ w 6 x ∧ w 6 y)
)
• (subgroup H ⊆ H ′):(
∀x ∈ m(k, J), y ∈ m(k′, J ′)
) (
x 6 y →
(∃ y′ ∈ m(k, J∗⊂(J, k))) (y ∼ y
′)
)
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• (inf): Suppose that a ∈ m(k, J) and b ∈ m(k′, J ′), we define an LG(S)-
formula ϕinfa,b(x) as follows
x 6 a ∧ x 6 b∧(
∀ y ∈ m(kk′, J∗∩(J, J
′))
)
(y 6 a ∧ y 6 b → y 6 x).
We require that the following holds in S(
∀ a ∈ m(k, J), b ∈ m(k′, J ′)) (∃x ∈ m(kk′, J∗∩(J, J
′))
) (
ϕinfa,b(x)
)
.
• (sup): Suppose that a ∈ m(k, J) and b ∈ m(k′, J ′), we define an
LG(S)-formula ϕ
sup
a,b (x) as follows
a 6 x ∧ b 6 x∧(
∀y ∈ m(kk′, J∗⊂(J, k))
)
(a 6 y ∧ b 6 y → x 6 y)).
We require that the following holds in S(
∀ a ∈ m(k, J), b ∈ m(k′, J ′)) (∃x ∈ m(kk′, J∗⊂(J, k))
) (
ϕsupa,b (x)
)
.
(4) For each a ∈ m(k, J) and b ∈ m(k′, J ′) we define [a] ∧ [b] := [c], where
c ∈ m(kk′, J∗∩(J, J
′) is such that ϕinfa,b(c) holds, and [a] ∨ [b] := [d], where
d ∈ m(kk′, J∗⊂(J, k)) is such that ϕ
sup
a,b (d) holds .
• (lattice): Note that (S/ ∼,6,∨,∧) forms a lattice.
• (modular law): We require that [a] 6 [b] implies that [a] ∨ ([c] ∧ [b]) =
([a] ∨ [c]) ∧ b which can be expressed as a first order axiom scheme.
(5) (group structure): P ⊆
⋃
k,J
⋃
a∈m(k,J)
(
[a]k,J
)×3
and P is the graph of a
binary operation making [a]k,J into a finite group of order at most k.
(6) • C(x, y) → x 6 y
• (projections): For all a ∈ m(k, J) and b ∈ m(k′, J ′), if a 6 b then
C∩([a]k,J×[b]k′,J′) is the graph of a group epimorphism πa,b : [a]k,J →
[b]k′,J′ .
• (compatible system 1): πa,a = id[a]k,J for all a ∈ m(k, J), and all k < ω
and J ∈ S<ω.
• (compatible system 2): If a 6 b 6 c then πb,c ◦ πa,b = πa,c.
(7) (normal subgroups): (∀ a ∈ m(k, J)) (∀ N E [a]k,J ) (∃! b ∈ m(k, J∗⊂(J, k)))
(C(a, b) ∧ N = {a−1c | c ∈ [a]k,J ∧ C(c, b)}).
(8) (hidden axiom): (∀ a ∈ m(k, J), b ∈ m(k′, J ′), c ∈ m(k′′, J ′′)) (a 6 b ∧ a 6
c ∧ kerπa,b = kerπa,c → b ∼ c).
Set of consequences of the above axioms and axiom schemes will be denoted by
SCS (i.e. the theory of Sorted Complete Systems).
Axiom scheme 8. in the above definition is needed also in the case corresponding
to (one-sorted) fields, but (to our knowledge) it was not stated explicitly up to this
point, hence we call it “hidden axiom”. Example 3.7 shows that axiom scheme from
point 8. does not follow from the previous axioms.
Example 3.7. Put X0 := {x00, x
0
1, x
0
2, x
0
3}, X1 := {x
1
0, x
1
1}, X2 := {x
2
0, x
2
1}, and
X3 := {x30}.
(1) Define a binary relation ≤′i,j⊂ Xi ×Xj for i, j ≤ 3 as follows: Put ≤
′
i,j= ∅
if i > j or {i, j} = {1, 2}, and put ≤′i,j= Xi × Xj otherwise. Set ≤
′:=⋃
i,j≤3 ≤
′
i,j .
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(2) Define a binary relation C′i,j ⊂ Xi×Xj for i, j ≤ 3 as follows: Put C
′
i,j = ∅
if i > j or {i, j} = {1, 2}, C′0,j = {(x
0
p, x
i
q)| p = q( mod 2)} if j ∈ {1, 2},
and put C′i,j = Xi ×Xj otherwise. Set C
′ :=
⋃
i,j≤3 C
′
i,j .
(3) Define a ternary relation P ′i ⊂ Xi × Xi × Xi for i ≤ 3 as follows: P
′
0 :=
{(x0p, x
0
q , x
0
r)| p+ q = r( mod 4)}, P
′
i := {(x
i
p, x
i
q, x
i
r)| p+ q = r( mod 2)}
if i ∈ {1, 2}, and P ′3 := X3 ×X3 ×X3. Set P
′ :=
⋃
i≤3 P
′
i .
For a setX , define ǫk : X → X
k, x 7→ (x, . . . , x), and δk : X
k → X, (x0, . . . , xk−1) 7→
x0, where k ≥ 1. If there is no risk for a confusion, we omit k. Set m(1) := ǫ1(X3),
m(2) := ǫ2(X1) ⊔ ǫ2(X2) ⊔ ǫ2(X3), m(3) := ǫ3(X1) ⊔ ǫ3(X2) ⊔ ǫ3(X3), and m(k) :=
⊔i≥0ǫk(Xi) for k ≥ 4.
(1) For k1, k2 ≥ 1 and for α ∈ m(k1) and β ∈ m(k2), define ≤k1,k2 and Ck1,k2
as follows:
• ≤k1,k2 (α, β) if and only if ≤
′ (δ(α), δ(β)); and
• Ck1,k2(α, β) if and only if C
′(δ(α), δ(β)).
(2) For k ≥ 1 and for α, β, γ ∈ m(k), define Pk as follows: Pk(α, β, γ) if and
only if P ′(δ(α), δ(β), δ(γ)).
Now, we consider an LG(S)-structure (where |S| = 1) S = (m(k),≤k1,k2 , Ck1,k2 , Pk)
and we can check that S satisfies axioms on page 979. in [7], but S does not satisfy
our new additional axiom scheme (“hidden axiom”). To see the last thing, note
that:
(1) [xi] = X i for each xi ∈ Xi, so that [x
1] 6= [x2];
(2) [x0] ∼= Z/4Z, [x1] ∼= Z/2Z ∼= [x2], and [x3] = 0;
(3) π0,i : [x
0]→ [xi], x0p 7→ x
i
q such that p = q( mod 2) for i ∈ {1, 2}.
From the above (1), (3), we have that ker(π0,1) = ker(π0,2) = {x00, x
0
2}, but x
1
i 6∼ x
2
j
for any i, j ∈ {1, 2}.
Now, we will establish the following correspondence between categories:{
sorted profinite groups
} S // {
sorted complete systems
}
G
oo
We only define desired maps and leave checking details to the reader, since precise
arguments will significantly increase the number of pages of this paper and most of
these arguments are just standard “diagram chasing”.
If we start with a sorted profinite group (G, F¯), functor S attaches to (G, F¯)
sorted complete system S(G) defined in the following way:
• m(k, J)(S(G)) := {gH | g ∈ G,H ∈ N (G), [G : H ] 6 k, J ∈ F(H)};
• if gH ∈ m(k, J)(S(G)) and g′H ′ ∈ m(k′, J ′)(S(G)), then we set
gH 6k,J,k′,J′ g
′H ′ ⇐⇒ H ⊆ H ′
• similarly
Ck,J,k′,J′(gH, g
′H ′) ⇐⇒ H ⊆ H ′ and gH ′ = g′H ′
• if g1H1, g2H2, g3H3 ∈ m(k, J) then we set
Pk,J (g1H1, g2H2, g3H3) ⇐⇒ H1 = H2 = H3 and g1g2H1 = g3H1
Any morphism of sorted profinite groups π : G1 → G2 leads to an LG(S)-embedding
S(π) : S(G2)→ S(G1) given by
S(π)(gH) := g′π−1[H ] ∈ m(k, J)(S(G1))
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where gH ∈ m(k, J)(S(G2)) and g′ ∈ G1 is any element such that π(g′) = g.
If we start with a sorted complete system (S,6, C, P ), then note that collection
of πa,b : [a]k,J → [b]k′,J′ , where a ∈ m(k, J)(S) and b ∈ m(k′, J ′)(S), forms a
projective system of finite groups. Therefore we can define (and we define) functor
G on S as
G(S) := lim
←
[a]k,J .
From the axioms of a sorted complete system, it follows that for each open normal
subgroup N of G(S) there is some a ∈ m(k, J)(S) such that N = Na,k,J , where
Na,k,J is the kernel of the epimorphism G(S)→ [a]k,J coming from the definition of
a projective limit. Therefore we can define F(N) for N ∈ N (G(S)) in the following
way:
F(N) := {J ∈ S<ω | if N = Na,k,J for some a ∈ m(k, J)(S)}.
If f : S → S′ is an LG(S-embedding between sorted complete systems, then, since
f : [a]k,J ∼= [f(a)]k,J , embedding f induces an epimorphism G(f) : G(S′) → G(S)
(it is not necessarily an isomorphism, since projective systems corresponding to
G(S) and G(S′) are indexed by different sets of elements, we use here e.g. Lemma
1.1.5 from [29]).
Let us now describe the canonical isomorphisms β : S → SG(S) := S(G(S)) and
α : G → GS(G) := G(S(G)) needed to obtain the aforementioned equivalence of
categories. Suppose that S is a sorted complete system, and a ∈ m(k, J)(S). We
define
β(a) := gNa,k,J ∈ m(k, J)(SG(S)),
where Na,k,J := ker
(
πa,k,J : G(S)→ [a]k,J
)
and πa,k,J (g) = a (it does not depend
on the choice of such element g).
We treat G(S) as a subset of
∏
a∈m(k,J)(S)
[a]k,J containing compatible sequences.
Assume now that (G, F¯) is a sorted profinite group and g ∈ G. We define α : G→
GS(G) by
α(g) := (gNa,k,J)a∈m(k,J)(S(G).
Remark 3.8. Take a small definably closed substructure F of C. Consider α :
G(F )→ GSG(F ), β : SG(F )→ SGSG(F ) and S(α) : SGSG(F )→ SG(F ). Then
we have that S(α) ◦ β = idSG(F ), which will be useful at the end of the proof of
Theorem 5.6.
Example 3.9. Let us come back for a moment to Example 3.7 to show the actual
purpose for introducing the “hidden axiom”. Assume that S is the LG(S)-structure
(where |S| = 1) given in Example 3.7. There is no embedding from S to SG(S).
To see this, note that by (2), (3) from the end of Example 3.7, we have that G(S) ∼=
Z/4Z so that
SG(S)/ ∼∼= {Z/4Z, 2Z/4Z, 4Z/4Z},
and we have
S/ ∼∼= {X0, X1, X2, X3}.
So we have that |SG(S)/ ∼ | = 3 6= 4 = |S/ ∼ |.
CO-THEORY OF SORTED PROFINITE GROUPS FOR PAC STRUCTURES 13
3.3. Encoding Galois groups. Let us recall that we are working with a complete
theory T which has uniform elimination of imaginaries (in the sense of point b)
from Lemma 8.4.7 in [31]) in the language L with on sorts S. Moreover, C |= T is
a monster model of T . Consider a small definably closed subset K of some M  C.
Definition 3.10. Let n ≥ 1, J ∈ S<ω and a1, . . . , an ∈ SJ(M). We say that
a1, . . . , an are conjugated over K if
•
∧
i6=j
ai 6= aj ;
• p{a1, . . . , an}q ∈ K; and
• pAq 6∈ K for any proper subset A of {a1, . . . , an}.
We write and ConjnJ,K,M (a1, . . . , an) to indicate that a1, . . . , an are conjugated over
K (in M). If J , n, and K or M are obvious, we omit them.
Note that ConjnJ,K(a1, . . . , an) if and only if a1 ∈ acl(K), G(K)a1 = {a1, . . . , an},
and |G(K)a1| = n. Hence “being conjugated” does not depend on the choice of M .
Remark 3.11. Because we assume that T has uniform elimination of imaginaries,
conditions from Definition 3.10 can be written down as a formula in language LP ,
where P is a predicate corresponding to K (i.e. we consider LP -structure (M,K)),
for example:
(M,K) |= Conj(a1, . . . , an).
That is the only place in this subsection, where we require uniform elimination of
imaginaries. Moreover, it is even enough to assume that T has uniform elimination
of imaginaries only for finite sets.
Definition 3.12. Let n ≥ 1 and let J ∈ S<ω . We say that a ∈ SJ(M) is an
n-primitive element of SJ(M) over K if there are a2, . . . , an ∈ SJ(M) such that
(1) (M,K) |= Conj(a, a2, . . . , an); and
(2) (M,K) |= Conj(α, α2, . . . , αn) for α := (a, a2, . . . , an) and some α2, . . . , αn ∈
SnJ (M).
We write PrnJ,K,M (⊆ SJ (M)) for the set of all n-primitive elements of SJ(M) over
K.
Remark 3.13. (1) The set PrnJ,K,M is a ∅-definable set in the language LP ,
that is, there is a formula φ(x) ∈ LP such that for each M ′  C with K ⊆
M ′, we have φ(M ′) = PrnJ,K,M ′ (here, we consider LP -structure (M
′,K)).
(2) Let L be a Galois extension of K such that [L : K] = n. Any primitive
element of L (i.e. an element a ∈ L such that dcl(K, a) = L) is an n-
primitive element of SJ(M) over K for an appropriate J ∈ S<ω.
(3) Let a ∈ SJ (M) be an n-primitive element over K. Then, L = dcl(a,K) is
a Galois extension of K with [L : K] = n.
Proof. Proofs of points (1) and (2) are clear. We proceed to the proof of point (3).
Let G(K)a := {a1(:= a), a2, . . . , an} and let α := (a1, . . . , an). Let L′ := dcl(K,α),
which is a Galois extension of K with [L′ : K] = n. It is enough to show L′ ⊆ L.
Suppose that {σ1(a1), . . . , σn(a1)} = G(K) · a1 for some σ1, . . . , σn ∈ G(K), say
σ1 = id. We have that σi(α) 6= σj(α) for all i 6= j, hence {σ1(α), . . . , σn(α)} =
G(K) ·α and σ1(α) = α. Take σ ∈ G(L′/L), since σ(α) ∈ G(K) ·α and σ(a1) = a1
it must be σ(α) = σ1(α) = α. The last thing implies that σ = idL′ . By the Galois
correspondence, G(L′/L) = {idL′} turns into L = L
′. 
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An LP -formula from the first point of Remark 3.13 will be denoted by Pr
n
J,K (or
PrnJ when the choice of K is obvious), so Pr
n
J,K(M) = Pr
n
J,K,M .
Lemma 3.14. Let n ≥ 1, J1, J2 ∈ S<ω, and a ∈ SJ1(M) and b ∈ SJ2(M). Suppose
that a ∈ PrnJ1,K(M). The following are equivalent:
(1) b ∈ dcl(a,K);
(2) (a, b) ∈ Prn
J
a
1 J2,K
(M).
Proof. Let L := dcl(a,K) and let α := (a, b) ∈ S
J
a
1 J2
(M).
(1) ⇒ (2) By Remark 3.13.(3), L = dcl(K,α) is a Galois extension of K with
[L : K] = n, hence by Remark 3.13.(2), α is an n-primitive element over K.
(2) ⇒ (1) By Remark 3.13.(3) for elements a and α, we have that both L and
L′ := dcl(K,α) are Galois extensions of K such that [L : K] = n = [L′ : K]. Since
L ⊆ L′ and res : G(L′/K) → G(L/K) is a bijection, the Galois correspondence
implies that L′ = L. 
Corollary 3.15. Let n ≥ 1 and let J1, J2 ∈ S<ω. There exists an LP -formula
φ(x, y), where x ∈ SJ1 and y ∈ SJ2 , such that for any a ∈ Pr
n
J1,K
(M)
dcl(K, a) ∩ SJ2(M) = φ(a,M).
In other words: dcl(K, a) ∩ SJ2(M) is uniformly definable over a in LP .
3.4. Interpretability of SG(K) in LP . We are still working with small definably
closed K contained in some M  C.
Definition 3.16. For (k, J) ∈ ω × S<ω define UkJ (M) as the set of pairs (a, b) ∈
(SJ(M))
2 such that
• a, b ∈ PrkJ,K(M); and
• a and b are conjugated over K (i.e. there exists c3, . . . , ck ∈ SJ (M) such
that (M,K) |= Conj(a, b, c3, . . . , ck) ).
Note that for a, b ∈ SJ(M), (a, b) ∈ UkJ (M) if and only if L := dcl(K, a) is a
Galois extension of K such that [L : k] = k and σ(a) = b for some σ ∈ G(L/K).
Note also that the set UkJ (M) is definable by a formula in language LP , which will
be denoted by “UkJ”.
Define an equivalence relation ≈ on UkJ (M) as follows: for (a1, b1) and (a2, b2)
in UkJ(M), (a1, b1) ≈ (a2, b2) if and only if
(M,K) |= PrnJaJ,K(a1, a2)
(M,K) |= Conj(c, d, e3, . . . , en)
for some e3, . . . , en ∈ (SJ (M))2, where c = (a1, a2), d = (b1, b2).
Suppose that L = dcl(K, a) is a Galois extension of K with [L : K] = k and
a ∈ SJ (M). Consider map U : G(L/K)→ UkJ (M)/ ≈ given by σ 7→ (a, σ(a))/ ≈.
The map U is injective. More generally:
Remark 3.17. Let (k, J) ∈ ω ×S<ω and (a, b), (a, b′) ∈ UkJ (M). If (a, b) ≈ (a, b
′),
then b = b′.
Proof. Suppose that (a, b) ≈ (a, b′). Then (a, a) and (b, b′) are conjugated over K:
there is σ ∈ G(K) such that σ((a, a)) = (b, b′). Therefore b = σ(a) = b′. 
Definition 3.18. Let (k, J), (k1, J1), (k2, J2) ∈ ω × S
<ω .
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(1) Define a binary relation 6′k1,k2,J1,J2 on U
k1
J1
(M) × Uk2J2(M) as follows: for
αi := (ai, bi) ∈ U
ki
Ji
(M), where i = 1, 2, we have ≤′k1,k2,J1,J2 (α1, α2) if
• k1 > k2; and
• a2 ∈ dcl(K, a1).
(2) Define a binary relation C′k1,k2,J1,J2 on U
k1
J1
(M) × Uk2J2(M) as follows: for
αi := (ai, bi) ∈ U
ki
Ji
(M), where i = 1, 2, we have C′k1,k2,J1,J2(α1, α2) if
• k1 > k2; and
• (α, β) ∈ Uk1
J
a
1 J2
(M) for α := (a1, a2) and β := (b1, b2).
[i.e. for σi ∈ G(ai/K) such that σi(ai) = bi, where i = 1, 2, we have
σ1(a2) = σ2(a2) and a2 ∈ dcl(a1,K)]
(3) Define a ternary relation P ′k,J on U
k
J (M) as follows: for αi := (ai, bi) ∈
UkJ (M), where i = 1, 2, 3, we have P
′
k,J (α1, α2, α3) if
• a2, a3 ∈ dcl(K, a1); and
• there is c ∈ SJ(M) (which is unique by Remark 3.17) such that
(a1, b1) ≈ (b2, c) and (a3, b3) ≈ (a2, c).
[i.e. for σi ∈ G(ai/K) corresponding to αi, where i = 1, 2, 3, we have
σ1σ2(a2) = c = σ3(a2) and a2, a3 ∈ dcl(K, a1), hence σ1σ2 = σ3]
If there is no confusion, we write C′, ≤′, and P ′ for C′k1,k2,J1,J2 , ≤
′
k1,k2,J1,J2
, and
P ′k,J respectively.
Remark 3.19. Let (k, J), (k1, J1), (k2, J2) ∈ ω × S<ω .
(1) Assume that αi := (ai, bi), α
′
i := (a
′
i, b
′
i) ∈ U
ki
Ji
(M), where i = 1, 2. If
αi ≈ α
′
i, then
6′ (α1, α2) ⇔ 6
′ (α′1, α
′
2).
(2) Assume that αi := (ai, bi), α
′
i := (a
′
i, b
′
i) ∈ U
ki
Ji
(M), where i = 1, 2. If
αi ≈ α′i, then
C′(α1, α2) ⇔ C
′(α′1, α
′
2).
(3) Assume that αi := (ai, bi), α
′
i := (a
′
i, b
′
i) ∈ U
k
J (M), where i = 1, 2, 3. If
αi ≈ α′i, then
P ′(α1, α2, α3) ⇔ P
′(α′1, α
′
2, α
′
3).
Proof. It is enough to use the equivalent formulations provided in square brackets
in Definition 3.18 and we leave the proof to the reader. 
Therefore 6′, C′ and P ′ induce well-defined relations (also denoted by 6′, C′
and P ′) on the classes of relation ≈.
Before reaching the main theorem of this subsection (Theorem 3.24), we provide
a result interesting on itself, namely Proposition 3.23. We use a standard definition
of the notion of A-interpretability coming from [25] (Definition 1.1 in Chapter 3).
Although, let us start with auxiliary lemmas.
We fix a finite Galois extension L of K.
Lemma 3.20. Suppose that L is given by some a ∈ PrnJ (M), i.e. L = dcl(K, a).
Then the group G(L/K) is {a}-interpretable in (M,K).
Proof. Consider a subset of UnJ (M)/ ≈ given by:
Wa := {(a, b)/ ≈ | b ∈ Pr
n
J (M) such that (a, b) ∈ U
n
J (M)}.
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One could write Wa as the {(a, σ(a))/ ≈ | σ ∈ G(L/K)}. Note that Wa is {a}-
definable in (M,K)eq. Consider group structure on Wa induced by relation P
′
(which is well defined by Remark 3.19.(3)):
α1/ ≈ · α2/ ≈= α3/ ≈ ⇐⇒ (M,K) |= P
′(α1, α2, α3),
where α1, α2, α3 ∈ UnJ (M). To finish the proof we need to find a group isomorphism
between group G(L/K) and set Wa equipped with the above “multiplication”.
Consider φa : G(L/K) → Wa, σ 7→ (a, σ(a))/ ≈. Since L = dcl(K, a), Remark
3.17 implies that φa is injective. By the note under Definition 3.16, it is clear that φa
is onto. To see that it preserves the “multiplication” it is enough to combine Remark
3.19 with explanation provided in the square brackets in Definition 3.18. 
Lemma 3.21. Suppose that L is given by some a ∈ PrnJ (M), i.e. L = dcl(K, a) and
that a′ ∈ PrnJ (M) is such that dcl(K, a) = dcl(K, a
′) (i.e. (M,K) |= PrnJaJ(a, a
′)).
Then (using the notation from the previous proof) Wa =Wa′ and φa = φa′ .
Proof. Follows from (a, σ(a)) ≈ (a′, σ(a′)) for each σ ∈ G(L/K). 
Corollary 3.22. Group G(L/K) is K-interpretable in (M,K).
Proof. By Theorem 4.3 from [12] (Primitive Element Theorem), there exists J ∈
S<ω, n ∈ ω and a ∈ PrnJ (M) such that L = dcl(K, a). Because a ∈ acl(K), there
exists an L-formula ψ(y) with parameters from K which isolates tp(a/K) (in the
sense of C). Consider the following LP -formula W : (∃ y) (ψ(y) ∧ Wy), where Wy
corresponds to the definable set introduced in the proof of Lemma 3.20 for the case
of y = a. Note that, by Lemma 3.21, realizations of formula W form exactly set
Wa. Moreover, definition of relation P
′ is parameter-free, hence our interpretation
of group G(L/K) involves only parameters which occur in formula ψ. 
Proposition 3.23. [7, proposition 5.5] Assume that L is a finite Galois extension
of K and and J ∈ S<ω. Then the group action · : G(L/K) × SJ(L) → SJ(L) is
K-interpretable in (M,K).
Proof. By Corollary 3.22, group G(L/K) is K-interpretable in (M,K). By Lemma
3.14 and similar argument as in the proof of Corollary 3.22, we see that the set
SJ(L) is also K-interpretable in (M,K) (even K-definable in (M,K)).
Suppose that [L : K] = n. Consider a ∈ PrnJ1(M), such that L = dcl(K, a),
and set Wa (as in the proof of Lemma 3.20). If α = (a, σ(a))/ ≈∈ Wa, where
σ ∈ G(L/K), and c ∈ SJ(L), then set α • c := d, where d ∈ SJ(L) is the unique
element which satisfies
(M,K) |= Conj((a, c), (σ(a), d), e3, . . . , en)
for some e3, . . . , en ∈ SJ1(L)× SJ(L).
We need to show that the group action is K-interpretable, in other words the
bijections between G(L/K), SJ (L) and their interpretations in (M,K)
eq commute
with group actions · and • (we do not show that • defines a group action, since it
will follow from the fact that bijections commute with · and •).
Suppose that σ · c = σ(c) = d for some c, d ∈ SJ(L) and σ ∈ G(L/K). It means
that σ moves (a, c) into (σ(a), d), and so φa(σ) • c = d (here φa is the bijection
coming from the proof of Lemma 3.20). Conversely, if φa(σ) • c = d, then there
exists τ ∈ G(L/K) such that τ(a) = σ(a) and τ(c) = d. Since L = dcl(K, a) and
τ(a) = σ(a), we have that τ = σ and so d = σ(c). 
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Theorem 3.24. The sorted complete system SG(K) is interpretable (without pa-
rameters) in (M,K).
Proof. Similarly as in Example 3.7, we consider “diagonal” map ǫX,k : X → Xk,
x 7→ (x, . . . , x) and “projection” map δX : Xk → X , (x1, . . . , xk) 7→ x1, where X
is a set and k is a positive integer (usually we skip “X” in “ǫk,X” and “δ”).
First, for each sort in SG(K) we need to provide a definable set in (M,K)eq.
Let k ∈ ω and J ∈ S<ω. If we define the sort m(k, J)(SG(K)) as the set of
cosets of open normal subgroups of index equal to k, then the corresponding sort of
our interpretation will be the set Uk
Jak
(M)/ ≈. For historical reasons we decided
to make it another way and defined m(k, J)(SG(K)) as the set of cosets of open
normal subgroups of index at most k, but since different sorts intersect trivially it
is not enough to consider
⋃
i≤k U
i
Jai(M)/ ≈ but the set
Wk,J :=
⋃
i≤k
ǫk[U
i
Jai(M)/ ≈].
Let us explain why sets of the formWk,J have something to do with sortsm(k, J)(SG(K))
and how can we define the desired bijection.
Suppose that gH ∈ m(k, J)(SG(K)). It means that H ∈ N (G(K)), g ∈ G(K),
[G(K) : H ] = i 6 k, and |AutJ(L/K)| = |G(L/K)| and [L : K] = i 6 k for the
Galois extension L := acl(K)H . There is a unique σ ∈ G(L/K) corresponding
to gH . Moreover, because |AutJ(L/K)| = |G(L/K)|, we can (after repeating
the part part of the proof of Fact 5.11 from [12]) find an element a ∈ SJai(M)
such that L = dcl(K, a). By Remark 3.13, a ∈ PriJai(M). We define a map
Fk,J : gH 7→ ǫk[(a, σ(a))/ ≈] ∈Wk,J . It is well defined, since (a, σ(a)) ≈ (a
′, σ(a′))
for any a′ ∈ PriJai(M) such that dcl(K, a) = dcl(K, a
′).
To show that Fk,J is injective suppose that gH, g
′H ′ ∈ m(k, J)(SG(K)) and
Fk,J (gH) = Fk,J (g
′H ′). Let [G(K) : H ] = i and [G(K) : H ′] = i′, L := acl(K)H
and L′ =: acl(K)H
′
, a ∈ PriJai(M), Pr
i′
Jai
′ (M), and L = dcl(K, a) and L′ =
dcl(K, a′). If i 6= i′, then for formal reasons Fk,J (gH) 6= Fk,J (g′H ′), hence assume
that i = i′. Since Fk,J (gH) = Fk,J (g
′H ′), we have that (a, σ(a)) ≈ (a′, σ′(a′))
which gives us σ = σ′. By a similar, straightforward, argument one can show that
Fk,J is onto.
After defining sorts of the universe of our interpretation, we need to define rela-
tions corresponding to symbols 6, C, and P from language LG(S).
• For α1 ∈Wk1,J1 , α2 ∈ Wk2,J2 we set
6Wk1,k2,J1,J2 (α1, α2) ⇐⇒ 6
⋃
k1,k2,J1,J2
(δ(α1), δ(α2)),
where
6
⋃
k1,k2,J1,J2
:=
⋃
i6k1,j6k2
6′
i,j,J
ai
1 ,J
aj
2
• For α1 ∈Wk1,J1 , α2 ∈ Wk2,J2 we set
CWk1,k2,J1,J2(α1, α2) ⇐⇒ C
⋃
k1,k2,J1,J2
(δ(α1), δ(α2)),
where
C
⋃
k1,k2,J1,J2
:=
⋃
i6k1,j6k2
C′
i,j,J
ai
1 ,J
aj
2
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• For α1, α2, α3 ∈ Wk,J we set
PWk,J (α1, α2, α3) ⇐⇒ P
⋃
k,J (δ(α1), δ(α2), δ(α3))
where
P
⋃
k,J :=
⋃
i6k
P ′i,Jai
Now, we need to show that the family of bijections Fk,J translates 6, C and P into
6W , CW and PW respectively, e.g.
C(gH, g′H ′) ⇐⇒ CW (Fk,J (gH), Fk′,J′(g
′H ′))
for any gH ∈ m(k, J)(SG(K)) and g′H ′ ∈ m(k′, J ′)(SG(K)). Comments in the
square brackets in Definition 3.18 are here a guideline and we leave this part of the
proof to the reader. 
Corollary 3.25. If (M,K) is κ-saturated, then SG(K) is κ-saturated.
The above corollary follows immediately by Theorem 3.24. It is not difficult to
show that “if (M,E)  (N,F ), then SG(E)  SG(F )”, but we want to write it
more precisely and introduce choice functions, because such an approach produces
a good way way of translating formulas between structure K and SG(K) (and we
will use this translation later).
Remark 3.26. Take k < ω and J ∈ S<ω and consider the bijection between
SG(K) and Wk,J ⊆ (M,K)eq given in the proof of Theorem 3.24, Fk,J : SG(K)→
Wk,J (M). Suppose that B = dcl(B) ⊆ K is regular (as previously, K is a small
substructure of M , where M  C). Assume that gH ∈ m(k, J)(SG(B)), L :=
acl(B)H = dcl(B, a) for some a ∈ PriJai,B(M) ⊆ acl(B) and gH corresponds
to σ ∈ G(L/B). Suppose that for gH ∈ m(k, J)(SG(B)) we have chosen such a
primitive element a and an automorphism σ. Consider the following choice function
cB : SG(B)→ acl(B)
eq ⊆ (M,K)eq
where cB(gH) := (a, σ(a)) for gH as above (“
eq” in “acl(B)eq” indicates only that
we are dealing with tuples of elements from acl(B)). Similarly we define a choice
function for any other regular substructure in K, in particular cK .
Assume that T is stable, then the restriction map π : G(K) → G(B) is onto
and the corresponding dual map S(π) is an embedding. Usually we identify SG(B)
with its image S(π)(SG(B)) in SG(K) and (by Proposition 5.12 from [12]) we have
Fk,J (S(π)(gH)) = ǫk[cB(gH)/ ≈],
hence Fk,J (S(π)(gH)) ∈ acl(B)eq (here “eq” really stands for imaginary elements
in (M,K)).
Suppose that Θ(X,Y ) is an LG(S)-formula, gH ∈ m(k, J)(SG(B)) ⊆ SG(K)
and g′H ′ ∈ m(k′, J ′)(SG(K)) for appropriate k,K ′, J, J ′ corresponding to vari-
ables X and Y . We have that SG(K) |= Θ(gH, g′H ′) if and only if (M,K)eq |=
Θ′(FKk,J (gH), F
K
k′,J′(g
′H ′)), where Θ′ corresponds to the interpretation of Θ in
(M,K). On the other hand, (LP )eq-formula Θ′ is equivalent to an LP -formula
θ (e.g. Lemma 1.4.(iii) from Chapter 1. in [25]) and we have
SG(K) |= Θ(gH, g′H ′) ⇐⇒ (M,K) |= θ(cB(gH), cK(g
′H ′)).
Corollary 3.27. If T is stable and (M,E)  (N,F ) for some M  N  C, then
SG(E)  SG(F ) (after embedding of SG(E) into SG(F )).
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Remark 3.28. Actually assumption about stability in Corollary 3.27 is not nec-
essary and after checking what exactly for was used “stability” in the proof of
Proposition 5.12 from [12], we can deduce the following: if the restriction map
π : G(F ) → G(E) is onto and (M,E)  (N,F ) for some M  N  C, then
SG(E)  SG(F ). This means that our interpretation of absolute Galois groups by
sorted complete systems in LP -structures is quite universal.
4. Elementary vs co-elementary
Lemma 4.1. Assume that T has nfcp. Let E  F be some small substructures of
C and let M  N  C be such that E ⊆M , F ⊆ N , M is |E|+-saturated and N is
|F |+-saturated, and M |⌣E F . Then (M,E)  (N,F ).
Proof. By Proposition 2.1 in [3] and the proof of Corollary 2.2 in [3], each LP -
formula Φ(x¯) is equivalent in (M,E) and in (N,F ) to LP -formula of the form
Qα¯ ∈ P ϕ(x¯, α¯),
where ϕ(x¯, α¯) is an L-formula and Q is a tuple of quantifiers. Since T has quantifier
elimination, we may assume that ϕ(x¯, α¯) is quantifier free.
Suppose that (M,E) |= Φ(m) for some finite tuple m from M . By the above
lines, it means that (M,E) |= Qα¯ ∈ P ϕ(m, α¯).
We want to code ϕ(m, α¯) by some L-formula without “m” and to do this we will
use a definition of ϕ-type tpϕ(m/F ). However, we need to show that our definition
works also for ϕ-type tpϕ(m/E).
Because m |⌣E F and E ⊆ F is regular, Corollary 3.38 in [17] implies that
tp(m/F ) is the unique non-forking extension of tp(m/E). Therefore the sets of all
non-forking global extensions of tp(m/E) and tp(m/F ) coincide.
(The following paragraph is based on an argument pointed to us by Martin
Ziegler.) By Theorem 8.5.6.(1) in [31], all these global extensions conjugate over
E (and over F ). There are only finitely many different ϕ-parts of these global
extensions, say p1(x¯), . . . , p¯n(x¯), and let θ1(y¯), . . . , θn(y¯) be their definitions (over
some parameters from C). If b¯ ∈ F then ϕ(x¯, b¯) ∈ tp(m/F ) if and only if ϕ(x¯, b¯) ∈
p1(x¯) ∩ . . . ∩ pn(x¯), which holds if and only if |= θ1(b¯) ∧ . . . ∧ θn(b¯). Set ψ(y¯) :=
θ1(y¯) ∧. . .∧ θn(y¯) and note that ψ(y¯) is E-invariant, so we may assume that ψ(y¯) is
quantifier free and is over E, and note that ψ(y¯) defines tpϕ(m/F ) and tpϕ(m/E).
We have that
(M,E) |= ∀α¯ ∈ P (ϕ(m, α¯) ↔ ψ(α¯) ).
and
(N,F ) |= ∀α¯ ∈ P (ϕ(m, α¯) ↔ ψ(α¯) ).
Since (M,E) |= Qα¯ ∈ P ϕ(m, α¯), we have (M,E) |= Qα¯ ∈ P ψ(α¯) hence
E |= Qα¯ ψ(α¯). Because E  F , we obtain that F |= Qα¯ ψ(α¯). The last item gives
us (N,F ) |= Qα¯ ∈ P ψ(α¯), hence we have (N,F ) |= Qα¯ ∈ P ϕ(m, α¯) which ends
the proof. 
Proposition 4.2. Assume that T has nfcp. If E  F are small substructures of
C, then SG(E)  SG(F ).
Proof. By combining Corollary 3.27 with Lemma 4.1. 
It turns out that for PAC substructures the converse is also true, i.e. “if SG(E) 
SG(F ) then E  F”. Let us proceed to this fact.
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Theorem 4.3. Let U be a ultrafilter on an infinite index set I. Let Ki ⊆ C be a
definably closed substructure for each i. IS T STABLE HERE? Then, we have
that ∏
i
SG(Ki)/U ∼= SG(
∏
i
(Ki)/U).
Proof. Set K :=
∏
iKi/U . Suppose that n > 1. We recall the following:
(1) For each Galois extension L of K∗ with [L : K∗] = n, L has a primitive
element in a sort S.
(2) For a fixed sort S and a Galois extension L of K∗ with [L : K∗] = n, L has
a primitive element in a sort S if and only if there are Galois extension Li
of Ki with [Li : Ki] = n for each i ∈ I and D ∈ U such that
• L =
∏
i Li/U ; and
• Li has a primitive element in S for all i ∈ D.
(3) For a sort S and for a finite Galois extension L of K with [L : K] = n, if
G(L/K) ∼= AutS(L/K), then L has a primitive element in the sort Sn.
(4) Let L be a finite Galois extension of K∗ so that it is of the form
∏
i Li/U
where Li is a finite Galois extension of K with [Li : K] = [L : K
∗] for each
i ∈ I. For each J ∈ Sω,
AutJ(L/K
∗) ∼=
∏
AutJ(Li/K)/U .
(See the proof of [12, Lemma 5.5] to show that each map Ta is sort-
preserving.)
We consider a function
φk,J :
∏
i
m(k, J)(SG(Ki))/U → SG(
∏
i
(Ki)/U)
by mapping (giNi)/U to gN , where
• Each giNi corresponds to σi ∈ G(Li/Ki) for Li = K¯
Ni
i , that is, Ni is the
kernel of the restriction map from G(Ki) to G(Li/Ki) and gi ↾Li= σi.
• gN corresponds to (σi)/U ∈ G(L/K) for L =
∏
i Li/U , where N is the
kernel of the restriction from G(K) to G(L/K).
First, the map φ := φk,J is well-defined: Take giNi ∈ m(k, J)(SG(Ki)) for each
i. Let Li := K¯
Ni
i for each i and σi ∈ G(Li/Ki) corresponding to giNi. Note that
for each i ∈ I, Li has a primitive element ai in Jk(Li) because the restriction
map from G(Li/Ki) to AutJ (Li/Ki) is an isomorphism. There is k0 6 k such
that D0 := {i ∈ I : giNi ∈ m(k0, J)(SG(Ki)) \ m(k0 − 1, J)(SG(Ki))} ∈ U .
Without loss of generality, we may assume that k0 = k. Then we have that for
each i ∈ D0, [Li : Ki] = k. Then, L :=
∏
i Li/U is a finite Galois extension
of K with [L : K] = k and a := (ai)/U is a primitive element of L over K.
Also, we have that
∏
iG(Li/Ki)/U
∼= G(L/K), (τi)/U 7→ τ given as follows: For
c := (ci)/U ∈ L, τ(c) = (τi(ci))/U . This isomorphism induces an isomorphism∏
iAutJ (Li/Ki)/U
∼= AutJ(L/K), (τi)/U 7→ τ given as follows: for c := (ci) ∈
SJ(L/K), τ(c) := (τi(ci))/U . For each σi ∈ G(Li/Ki) corresponding to giNi,
σ := (σi)/U gives an automorphism of L and it corresponds to a unique gN .
Second, the map φ is a bijection. From the definition of φ, it is injective. It is
enough to show that φ is surjective. This comes from the fact that any finite Galois
extension L of K is of the form
∏
i Li/U for some finite Galois extensions Li of Ki
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with [Li : Ki] = [L : K].
Set Φ :=
⋃
(k,J)∈ω×S<ω
φk,J :
∏
i SG(Ki)/U → SG(
∏
iKi/U). Now we show that
Φ is an LG(S)-isomorphism. Since Φ is bijective, it is enough to show that Φ
preserves predicate symbols in LG(S).
It is easy to show that for each g1iN
1
i , g
2
iN
2
i , g
3
iN
3
i ∈ SG(Ki),
∏
i SG(Ki)/U |=
P ((g1iN
1
i )/U , (g
2
iN
2
i )/U , (g
3
iN
3
i )/U) if and only if SG(
∏
iKi/U) |= P (g
1N1, g2N2, g3N3),
where gkNk := Φ((g1iN
1
i )/U) for k = 1, 2, 3.
Claim 4.4. For each g1iN
1
i , g
2
iN
2
i ∈ SG(Ki),
∏
i SG(Ki)/U |= (g
1
iN
1
i )/U 6 (g
2
iN
2
i )/U
if and only if SG(
∏
iKi/U) |= g
1N1 ≤ g2N2, where glN l := Φ((gliN
l
i )/U) for
l = 1, 2.
Proof. Let Lli := K¯
N li
i and L
l := K¯N
l
=
∏
i L
l
i/U for l = 1, 2.
(⇒). We may assume that SG(Ki) |= g1iN
1
i ≤ g
2
iN
2
i , that is, N
1
i ⊂ N
2
i for all
i ∈ I. Then, we have that L1i ⊃ L
2
i for all i ∈ I. So we that L
1 ⊃ L2, which implies
N1 ⊂ N2, and g1N1 ≤ g2N2.
(⇐). Suppose g1N1 ≤ g2N2 so that N1 ⊂ N2. We have that L1 ⊃ L2 so that
D1 := {i ∈ I : L1i ⊃ L
2
i } ∈ U . So, N
1
i ⊂ N
2
i for each i ∈ D1 and we conclude that
(g1iN
1
i )/U ≤ (g
2
iN
2
i )/U . 
Claim 4.5. For each g1iN
1
i , g
2
iN
2
i ∈ SG(Ki),
∏
i SG(Ki)/U |= C
(
(g1iN
1
i )/U , (g
2
iN
2
i )/U
)
if and only if SG(
∏
iKi/U) |= C(g
1N1, g2N2), where glN l := Φ((gliN
l
i )/U) for
l = 1, 2.
Proof. Suppose for all i ∈ I, gliN
l
i ∈ m(kl, Jl) for l = 1, 2. Let L
l
i := K¯
N li
i and
Ll := K¯N
l
=
∏
i L
l
i/U for l = 1, 2. Let a
l
i be a primitive element of L
l
i over Ki
in S
J
kl
l
(Lli) for l = 1, 2, and let ai := (a
1
i , a
2
i ). Let σ
l
i ∈ G(L
l
i/Ki) be an automor-
phism corresponding to gliN
l
i . And set a
l := (ali)/U and σ
l := (σli)/U for l = 1, 2
and a := (ai)/U = (a1, a2).
(⇒). Suppose D2 := {i : SG(Ki) |= C(g
1
iN
1
i , g
2
iN
2
i )} ∈ U so that σ
1
i ↾K2i
= σ2i
for all i ∈ D2. Then, for all i ∈ D2, we have that
• L1i ⊃ L
2
i ;
• ai is a primitive element of L1i over Ki in SJk11 ×J
k2
2
(L1i ); and
• σ1i (ai) = (σ
1
i (a
1
i ), σ
2
i (a
2
i )).
Thus, we conclude that
• L1 ⊃ L2;
• a is a primitive element of L1 over K; and
• σ1(a) = (σ1(a1), σ2(a2)),
which implies σ1 ↾K2= σ
2 and C(g1N1, g2N2).
(⇐). Suppose C(g1N1, g2N2) so that σ1 ↾K2= σ
2. We have that
• L1 ⊃ L2;
• a is a primitive element of L1 over K; and
• σ1(a) = (σ1(a1), σ2(a2)),
Then, the set of i ∈ I such that
• L1i ⊃ L
2
i ;
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• ai is a primitive element of L1i over Ki in SJk11 ×J
k2
2
(L1i ); and
• σ1i (ai) = (σ
1
i (a
1
i ), σ
2
i (a
2
i )),
which implies σ1i ↾K2i= σ
2
i , is in U . Therefore, we have that
∏
i SG(Ki)/U |=
C
(
(g1iN
1
i )/U , (g
2
iN
2
i )/U
)
. 

Theorem 4.6. [7, Theorem 5.3][6, Theorem 1.6 and 1.7] Suppose that T is stable
and PAC and purely saturation over P are first order properties. Let K1 and K2
are PAC and let E ⊂ K1∩K2 be definably closed. Let a and b be tuples (of possibly
infinite length) of K1 and K2 respectively. The following are equivalent:
(1) tpK1(a/E) = tpK2(b/E) (so that K1 ≡ K2).
(2) There are K1  K
∗
1 and K2  K
∗
2 , and there are A ⊂ K
∗
1 and B ⊂ K
∗
2 being
regular extensions of E which contain a and b respectively, and which are
definably closed in C, and there is an L(E)-embedding φ : acl(A)→ acl(B)
such that
(a) K∗1 and K
∗
2 are regular extensions of A and B respectively;
(b) φ(a) = b and φ(A) = B; and
(c) SΦ : SG(A) → SG(B) is a partial elementary map from SG(K∗1 ) to
SG(K∗2 ), where SΦ := SG(φ).
Proof. FixM  C containK1 andK2 such thatK1 andK2 are absolute PAC inM .
(1) ⇒ (2) Since tpK1(a/E) = tpK2(b/E), we have that (K1, a) ≡E (K2, b). By
Keisler-Shelah theorem, there is an ultrafilter U and an E-isomorphism ψ : KU1 →
KU2 with ψ(a
U ) = bU . Set K∗i = K
U
i for i = 1, 2, and set A := K
U
1 ∩ acl(aE) and
B := KU2 ∩ acl(bE). Note that
• aU = a and bU = b; and
• ψ(A) = B
We extend ψ to an E-isomorphism from acl(KU1 ) to acl(K
U
2 ), still denoted by ψ.
Let φ := ψ ↾acl(A): acl(A)→ acl(B). Let SΦ : SG(A)→ SG(B) be the dual of φ.
Claim 4.7. The dual map SΦ gives a partial elementary map from SG(K1) to
SG(K2).
Proof. For i = 1, 2, we have that SG(Ki)  SG(KUi ) because (M,K1,K2) 
(MU ,KU1 ,K
U
2 ). Also we have that SG(A) ⊂ SG(K1) and SG(B) ⊂ SG(K2)
because K1 and K2 are regular extensions of A and B respectively. Let SΨ :
SG(KU1 ) → SG(K
U
2 ) be the dual of the isomorphism ψ. The restriction of SΨ to
SG(A) is exactly same with SΦ so that (SG(KU1 ), SG(A)) ≡ (SG(K
U
2 ), SG(B)).
Thus we have that (SG(K1), SG(A)) ≡ (SG(K2), SG(B)), and we are done. 
(2) ⇒ (1) Since tpK∗1 (a/E) = tpK1(a/E) and tpK∗2 (b/E) = tpK2(b/E), we may
assume that K∗i = Ki for i = 1, 2 by replacing K2 by K
∗
1 and K
∗
2 . Since SΦ :
SG(A) → SG(B) is a partial elementary map, there is an ultrafilter U and an
isomorphism SF : SG(K1)
U → SG(K2)U such that
• SG(K1)
U ≡SG(A) SG(K1) and SG(K2)
U ≡SG(B) SG(K2); and
• SF [SG(A)] = SG(B).
Taking a ultrapower again with respect to a proper ultrafilter (see [22, Theorem
10.3, Theorem 10.5]), we may assume that
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• KU1 andK
U
2 are κ-saturated for some infinite cardinal κ > (max{|A|, |B|, |T |})
+.
Using Theorem 4.3 and dualising SF , we have a group homeomorphism F :
G(KU1 ) → G(K
U
2 ) such that for σ ∈ G(K
U
1 ), F (σ) ↾acl(B)= Φ(σ ↾acl(A)). From the
proof of [12, Proposition 3.8], we have an isomorphism φ′ : K ′1 → K
′
2 extending
φ ↾A: A→ B for some K ′i  K
U
i with A ⊂ K
′
1 and B ⊂ K
′
2. We conclude that
tpKU1 (A/E) = tpK′1(A/E) = tpK′2(B/E) = tpKU2 (B/E).
Since Ki  KUi , we have that tpKUi (A/E) = tpKi(A/E) for i = 1, 2. Therefore we
have that tpK1(A/E) = tpK2(B/E). 
Corollary 4.8. Suppose that T is stable and PAC and purely saturation over P
are first order properties. If SG(E)  SG(F ) for some small definably closed E, F
such that E ⊆ F ⊆ C, then E  F .
5. Generalization of Chatzidakis’ Theorem
From now on we assume that T is stable. We write A,B,C, . . . for small subsets
of C and a, b, c, . . . for tuples of C of bounded length. We write a ∈ A if a is a
tuple consisted with elements of A. For A,B ⊂ C, we write AB for A ∪ B. For
a subset A, we denote A := acl(A). We recall a notion of the boundary property.
The original definition (Definition 3.1 in [16]) has a typo and therefore we refer to
Remark 2.3 in [24].
Notation 5.1. Let {a0, . . . , an−1} be an A-independent set. For u ⊂ {0, . . . , n−1},
we write a¯u := {ai : i ∈ u}A. And we write {0, . . . , iˆ, . . . , n− 1} := {0, . . . , i− 1, i+
1, . . . , n− 1}.
Definition 5.2. [24, Remark 2.3] Let n ≥ 2.
(1) Let A be a small subset of C. We say that the property B(n) holds over A
if for every A-independent set {a0, . . . , an−1},
dcl(a¯{0ˆ,...,n−1}, . . . , a¯{0,...,nˆ−2,n−1}) ∩ a¯{0,...,n−2} = dcl(a¯{0ˆ,...,n−2}, . . . , a¯{0,...,nˆ−2}).
(2) We say that B(n) holds for T if B(n) holds over every subset of A.
Fact 5.3. [16, Lemma 3.3] For any set A and any n ≥ 3, the following are equiva-
lent:
(1) T has B(n) over A.
(2) For any A-independent set {a0, . . . , an−1} and any c ∈ a¯{0,...,n−2},
tp(c/a¯{0ˆ,...,n−2} · · · a¯{0,..., ˆn−2}) |= tp(c/a¯{0ˆ,...,n−1} · · · a¯{0,..., ˆn−2,n−1}).
(3) For any A-independent set {a0, . . . , an−1} and any map σ such that
σ ∈ Aut(a¯{0,...,n−2}/a¯{0ˆ,...,n−2} · · · a¯{0,..., ˆn−2}),
σ can be extended to σ ∈ Aut(C) which fixes
a¯{0ˆ,...,n−1} · · · a¯{0,..., ˆn−2,n−1}
pointwise.
Lemma 5.4. [6, Lemma 1.14] Assume that B(3) holds for T . Let E ⊂ A,B,C be
definably closed. Suppose that {A,B,C} is an E-independent set and consider the
map
ρ : G(dcl(AB,AC,BC)/ABC)→ G(AB) × G(AC) × G(BC)
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defined by σ 7→ (σ|AB , σ|AC , σ|BC). Then we have that
im(ρ) = {(σ1, σ2, σ3) | σ1|A = σ2|A, σ1|B = σ3|B, σ2|C = σ3|C}.
Proof. Consider the following property (∗):
σ1|A = σ2|A, σ1|B = σ3|B, σ2|C = σ3|C
given for any triple (σ1, σ2, σ3) of mappings with proper domains. Consider also
the following diagram
G(ABC/ABC)
ρ1 //
[
G(AB/AB)× G(AC/AC)× G(BC/BC)
]∗
G(AB AC BC/ABC)
res
OO
ρ //
[
G(AB) × G(AC)× G(BC)
]∗res× res× res
OO
G(AB AC BC/AB C)
⊆
OO
ρ0=ρ // G(AB)× G(AC)× G(BC)
⊆
OO
where
[
. . .
]∗
denotes adequate subgroup consisting exactly triplets satisfying (∗),
and
ρ1 : σ 7→ (σ|dcl(A,B), σ|dcl(A,C), σ|dcl(B,C)).
It commutes, the columns form short exact sequences, and maps ρ0, ρ and ρ1 are
monomorphisms.
Claim 1 The map ρ0 is onto.
Proof of the claim: Let (σ1, σ2, σ3) ∈ G(AB) × G(AC) × G(BC), we need to find
a common extension to an element σ ∈ G(AB AC BC/AB C). By Fact 5.3.(3), we
extend σ1 to σ˜1 ∈ Aut(C/AC BC). Similarly for σ2 and σ3:
AB AC BC
σ˜1 σ1 id id
σ˜2 id σ2 id
σ˜3 id id σ3
Set σ := σ˜1 ◦ σ˜2 ◦ σ˜3|dcl(AB,AC,BC). Here ends the proof of the first claim.
Claim 2 The map ρ1 is onto.
Proof of the claim: Let (σ1, σ2, σ3) ∈
[
G(AB/AB)× G(AC/AC)× G(BC/BC)
]∗
.
Again, our goal is a common extension σ ∈ G(ABC/ABC). Since {A,B,C} is
E-independent, we have that AB |⌣E C. Of course σ1 and σ2|C agree on E and
E ⊆ C is regular, therefore, by Corollary 3.39 in [17], there exists τ ∈ Aut(C) such
that τ |AB = σ1|AB and τ |C = σ2|C . By property (∗), we have also τ |AC = σ2|AC
and τ |B C = σ3|B C , hence σ := τ |dcl(A,B,C) does the job. Here ends the proof of
the second claim.
It follows that ρ1 and ρ0 are isomorphisms, hence, by the Short Five lemma, also
ρ is an isomorphism. 
We consider relative algebraic closure aclrF (A) := acl(A) ∩ F for every small
subsets A and F of C.
CO-THEORY OF SORTED PROFINITE GROUPS FOR PAC STRUCTURES 25
Fact 5.5. (1) Let M0  M1  M2  . . . be an elementary chain of some
structures, of length ω. If each Mn+1 is |Mn|+-saturated, then every partial
elementary map f : A→ B, where A,B ⊆M0, extends to an automorphism
of
⋃
nMn.
(2) Let M0  M1  M2  . . . be an elementary chain of some structures,
of length κ+. If each Mi+1 is max{|Mi|+, κ}-saturated, then every partial
elementary map f : A→ B, where A,B ⊆M0, extends to an automorphism
of
⋃
i<κ+ Mi and
⋃
i<κ+ Mi is κ-saturated.
Proof. The first part is standard. The second part follows by repeating argument
from the first part for all limit ordinals below κ+. 
Proposition 5.6 (Zoe’s Theorem). Suppose that B(3) holds for T . Fix (very)
saturated LP -structure (M∗, F ∗) such that M∗  C, M∗ is strictly saturated over
F ∗, and F ∗ is PAC in M∗ (hence also in C).
Assume that E ⊆ A,B,C1, C2 ⊆ F ∗ are regular extensions of small definably
closed subsets such that
A |⌣
E
B, C1 |⌣
E
A, C2 |⌣
E
B.
Assume that ϕ ∈ Aut(C/E¯) satisfies ϕ(C1) = C2. If there exists S ⊆ SG(F
∗)
such that S |= tpSG(F∗)(SG(C1)/SG(A))∪ tpSG(F∗)(SG(C2)/SG(B)) (where vari-
ables are identified via SG(ϕ)), then there exists C′ ⊆ F ∗ such that C′ |⌣E AB,
C′ |= tpF∗(C1/A) ∪ tpF∗(C2/B) (the variables for tpF (C1/A) and tpF (C2/B) are
identified via ϕ) and SG(C′) ≡SG(aclr
F
(AB)) S.
Proof. The proof is a generalization of the proof of the main theorem in [6], Theorem
2.1. In our proof, we are using tools from stationarity instead of linear disjointness.
We include a detailed proof, since we found some gaps in the exposition of the
original proof and we would like to provide a more transparent exposition of this
very nice argument. To be in accordance with the proof of Theorem 2.1 in [6], we
preserve its notation.
Let S∗0 |= tpSG(F∗)(SG(C1)/SG(A)) ∪ tpSG(F∗)(SG(C2)/SG(B)) (where vari-
ables are identified via SG(ϕ)), then there exist partial elementary maps (in SG(F ∗))
SΨ1 : SG(C1) → S∗0 (over SG(A)) and SΨ2 : SG(C2) → S
∗
0 (over SG(B)) such
that
SΨ2 ◦ SΦ|SG(C1) = SΨ1|SG(C1).
Let S∗1 realize the pushforward of the type tpSG(F∗)
(
SG(aclrF∗(AC1))/SG(A)SG(C1)
)
along SΨ1. Similarly, let S
∗
2 be a realization of the pushforward of the type
tpSG(F∗)
(
SG(aclrF∗(BC2))/SG(B)SG(C1)
)
along SΨ2. Without loss of general-
ity we may denote partial elementary maps extending SΨ1 and SΨ2 again by SΨ1
and SΨ2:
SΨ1 : SG(acl
r
F (AC1))
≡
−−−−→
SG(A)
S∗1 , SΨ2 : SG(acl
r
F (BC2))
≡
−−−−→
SG(B)
S∗2
Take a cardinal κ > |A|+, |B|+, |C1|+, |S∗1 |
+, |S∗2 |
+ and a chain of elementary
extensions (Mi, Fi) (in (M
∗, F ∗)) of length κ+ such that A,B,C1, C2 ⊆ F0 and
each (Mi+1, Fi+1) is |Mi|+-saturated. Set (M,F ) :=
⋃
i<κ+(Mi, Fi). Since F  F
∗
(see proof of Remark 2.5 in [12]) and since M∗ is strictly saturated over F ∗, we
obtain that F is PAC in C (by Fact 2.4 and Fatc 2.6 in [12]).
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Because SG(F ) is interpretable in (M,F ) and (M,F ) is κ-saturated, we deduce
that also SG(F ) is κ-saturated (see Corollary 3.25). Let S0S1S2 ⊆ SG(F ) be such
that S0S1S2 ≡SG(aclr
F
(AB)) S
∗
0S
∗
1S
∗
2 . Say that SΓ is a partial elementary map (over
SG(aclrF (AB))) such that SΓ(S
∗
0S
∗
1S
∗
2 ) = S0S1S2. By Corollary 3.27, we have that
SG(Fi)  SG(Fi+1) and each SG(Fi+1) is |SG(Fi)|+-saturated, so we may use
Fact 5.5 and find SΨ′1, SΨ
′
2 ∈ Aut(SG(F )) which extend SΓ ◦ SΨ1 and SΓ ◦ SΨ2
respectively.
The following diagram illustrates our situation on the level of the sorted complete
system SG(F ):
SG(F )
SΨ′1 // SG(F ) SG(F )
SΨ′2oo
SG(aclrF (AC1))
SΨ′1
//
* 

77♦♦♦♦♦♦♦♦♦♦♦
S1
, 
99tttttttttt
S2
2 R
ee❏❏❏❏❏❏❏❏❏❏
SG(aclrF (BC2))
SΨ′2
oo
4 T
gg❖❖❖❖❖❖❖❖❖❖❖
SG(C1)
SΦ
99SΨ′1
//
4 T
gg❖❖❖❖❖❖❖❖❖❖❖
S0
2 R
ee❏❏❏❏❏❏❏❏❏❏❏ , 
99ttttttttttt
SG(C2)
SΨ′2
oo
* 

77♦♦♦♦♦♦♦♦♦♦♦
For i = 1, 2, 3, consider the kernel Ni of the following map G(F )
∼=
−→ GSG(F ) →
GSi, which is a composition of the dual of Si → SG(F ) and the canonical iso-
morphism G(F ) ∼= GSG(F ). Let Li = F
Ni
. We transfer the previous diagram by
functor G, add canonical isomorphism (wavy lines) and place G(Li/F ) with proper
restriction maps (red arrows):
G(F )
α

O
O
O
O
O
O
O
res
xxrrr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
r
G(F )
α−1◦GSΨ′1◦αoo α
−1◦GSΨ′2◦α//
α

O
O
O
O
O
O
O
res
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡✡
✡
res
✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
G(F )
α

O
O
O
O
O
O
O
res
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
GSG(F )
}}}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤⑤
GSG(F )
GSΨ′1
oo
GSΨ′2
//
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
✄✄
 ❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀
GSG(F )
!! !!❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇❇
❇
G(aclrF (AC1))
res

)i)i
)i)i
)i)i
)i)i
G(L1/F )
∼=
res
&&▼▼
▼▼
▼▼
▼▼
▼▼
G(L2/F )
∼=
res
xxqqq
qq
qq
qq
q
G(aclrF (BC2))
res

u5 u5
u5 u5
u5 u5
u5 u5
GSG(aclrF (AC1))
(( ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
GS1
GSΨ′1
oooo
&& &&▼▼
▼▼
▼▼
▼▼
▼▼
▼
G(L0/F )
∼=
GS2
GSΨ′2
// //
xxxxqqq
qq
qq
qq
qq
GSG(aclrF (BC2))
vvvv♠♠♠
♠♠♠
♠♠♠
♠♠♠
G(C1) /o/o/o/o/o/o/o/o/o/o/o/o/o/o/o/o/o/o/o/o GSG(C1) GS0oooo // // GSG(C2) G(C2)o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/ o/
Φ
ll
Let us denote the shortest path (in blue) between:
• GL1/F ) and G(acl
r
F (AC1)) by Ψ
′
1,
• G(L2/F ) and G(acl
r
F (BC2)) by Ψ
′
2,
• G(L0/F ) and G(C1) by Ψ′01,
• G(L0/F ) and G(C2) by Ψ′02.
Take ϕ0 ∈ Aut(C/E) such that C |⌣E F for C := ϕ
−1
0 (C1). Since C |⌣E A,
C1 |⌣E A and E ⊆ A is regular, we may extend ϕ0 : C → C1 and idA to an
automorphism ϕ1 ∈ Aut(C/A) (e.g. by Corollary 3.38 in [17]). Set ϕ2 := ϕϕ1 and
ϕ′1 := ϕ1.
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Now, we refine ϕ2. Since C |⌣E B, C2 |⌣E B and E ⊆ B is regular, we may
extend ϕ2 : C → C2 and idB to an automorphism ϕ
′
2 ∈ Aut(C/B). Note that
ϕ′1(C) = C1, ϕ
′
2(C) = C2, ϕ
′
2|C = ϕϕ
′
1|C and we have
ϕ′1 : AC −→
A
AC1, ϕ
′
2 : BC −→
B
BC2.
SetD1 := (ϕ
′
1)
−1[aclrF (AC1)], D2 := (ϕ
′
2)
−1[aclrF (BC2)], Φ
′
1 := G(ϕ
′
1) : G(acl
r
F (AC1))→
G(D1) and Φ
′
2 := G(ϕ
′
2) : G(acl
r
F (BC2))→ G(D2).
The previous diagram simplifies to the following one extended by Φ′1 and Φ
′
2 (in
orange):
G(F )
res ◦α−1◦GSΨ′1◦α

res ◦α−1◦GSΨ′2◦α

res
xxqqq
qq
qq
qq
q
res
&&▼▼
▼▼
▼▼
▼▼
▼▼
G(L1/F )
res
&&▼▼
▼▼
▼▼
▼▼
▼▼
Ψ′1ww♦♦♦
♦♦♦
♦♦
♦♦♦
G(L2/F )
res
xxqqq
qq
qq
qq
q
Ψ′2 ''❖❖
❖❖❖
❖❖❖
❖❖❖
G(aclrF (AC1))
Φ′1

res
''❖❖
❖❖❖
❖❖❖
❖❖❖
G(L0/F )
Ψ′01
xxqqq
qq
qq
qq
q
Ψ′02
&&▼▼
▼▼
▼▼
▼▼
▼▼
G(aclrF (BC2))
Φ′2

res
ww♦♦♦
♦♦♦
♦♦
♦♦♦
G(C1)
Φ′1 &&▼▼
▼▼
▼▼
▼▼
▼▼
G(C2)
Φ′2xxqqq
qq
qq
qq
q
Φoo
G(D1)
res // G(C) G(D2)
resoo
Set Θ1 := Φ
′
1Ψ
′
1 and Θ2 := Φ
′
2Ψ
′
2. Consider the following map
Θ′ : G(ABL1L2/F )→ G(AB)×G(AC) ×G(BC)
given by Θ′(f) := (f |AB,Θ1(f |L1),Θ2(f |L2)).
Note that for any f ∈ G(F ) we have (α−1 ◦ GSΨ′1 ◦ α)(f)|A = f |A and so
Θ1(f |L1)|A = f |A. In the same manner we show that Θ2(f |L2)|B = f |B . By
the commutativity of the last diagram we see that also Θ1(f |L1)|C = Θ2(f |L2)|C
Therefore we can use Lemma 5.4 to conclude that the image of Θ′ is contained in the
image of ρ. So we extend Θ′ to a map Θ : G(ABL1L2/F )→ G(AB AC BC/ABC)
and define D := dcl(AB,AC,BC)imΘ.
Note that the following diagram commutes
G(F )
res //
res
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙ G(ABL1L2/F )
Θ // G(AB AC BC/D)
res
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
G(aclrF (AB))
By Lemma 3.5 in [12], there exists σ ∈ Aut(C/AB) such that σ(D) ⊆ F and for
each f ∈ G(F ) we have that Θ(f |dcl(AB,L1,L2)) = σ
−1fσ|dcl(AB,AC,BC).
Because compositions G(F )
res
−−→ G(σ(D1)F/F )
res
−−→
∼=
G(σ(D1))
G(σ)
−−−→
∼=
G(D1) and
G(F )
res
−−→ G(L1/F )
Θ1−−→
∼=
G(D1) are equal, we obtain that their kernels are also
equal, hence, by Galois correspondence, L1 = σ(D1)F . Similarly L2 = σ(D2)F .
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Note that for any f ∈ G(F ) we have
G(σ−1)Θ1(f |L1) = σΘ1(f |L1)σ
−1
= σΘ(f |dcl(AB,L1,L2))|ACσ
−1
= σΘ(f |dcl(AB,L1,L2))σ
−1|
σ(D1)
= σσ−1fσ|dcl(AB,AC,BC)σ
−1|
σ(D1)
= f |
σ(D1)
Therefore the following diagram commutes
G(F )
res

(
α−1◦GSΨ′1◦α
)
−1
// G(F )
id //
res

G(F )
res

G(aclrF (AC1))
res
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
G(ϕ′1σ
−1)
22
(Ψ′1)
−1
// G(L1/F )
G(σ−1)Θ1 // G(σ(D1))
res
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
G(A)
By the proof of Proposition 3.8 in [12], ϕ′1σ
−1|aclr
F
(AC1) extends to an automorphism
δ1 ∈ Aut(F/A) sending σ(C) to C1, hence σ(C) |= tpF (C1/A). In a similar manner
we show that σ(C) |= tpF (C2/B).
Because C |⌣E AB and σ ∈ Aut(C/AB) we have that σ(C) |⌣E AB. We put
C′ := σ(C). It remains to show the moreover part. We have the following com-
muting diagram
GSG(F )
α−1 //

G(F )
id //
res

G(F )
res

GS1
∼=

G(L1/F )
res

G(σ−1)Φ′1Ψ
′
1 //
Ψ′1
''❖❖
❖❖❖
❖❖❖
❖❖
❖
G(σ(D1))
res
&&▼▼
▼▼
▼▼
▼▼
▼▼
GS0
∼=
G(L0/F )
∼=
qq
qq
qq
qq
qq
q
Ψ′01 ''❖❖
❖❖❖
❖❖❖
❖❖❖
G(aclrF (AC1))
res

Φ′1 // G(D1)
res

G(σ−1)
OO
G(σ(C))
GS0 // // GSG(C1) /o/o/o/o/o G(C1)
Φ′1 // G(C)
G(σ−1)
88qqqqqqqqqq
where the external frame can be presented as
GSG(F )

G(F )
αoo
res

GS0 G(σ(C))
sorted
iso.
oo
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After taking functor S and extending the part related to canonical isomorphism
β : SG(F )→ SGSG(F ), we obtain
SG(F )
β // SGSG(F )
Sα // SG(F )
S0
?
OO
∼= // SGS0
?
OO
∼= // SG(σ(C))
?
OO
Since Sα ◦ β = idSG(F ), we get that S0 and SG(σ(C)) coincide after embedding
into SG(F ), so SG(σ(C)) ≡SG(aclr
F
(AB)) S
∗
0 . 
6. Weak Independence Theorem and NSOP1
Remark 6.1. However it seems that showing that “PAC is a first order property”
is not an easy task, we can easily show that “being existentially closed substructure
is a first order property”. More precisely, F is existentially closed in M if and only
if
(M,F ) |= (∀y ∈ P )
(
(∃x) (ϕ(x, y)) → (∃x ∈ P ) (ϕ(x, y)
)
,
where ϕ is a quantifier free L-formula. Suppose that F is existentially closed sub-
structure of C and some small M  C contains F (hence F is also existentially
closed in M). If (M∗, F ∗)  (M,F ), then F ∗ is existentially closed in M∗ and also
in C.
Remark 6.2. Suppose that T has nfcp. Consider a small substructure F of C and
any small M  C which contains F and which is |F |+-saturated. If we pass to
(M∗, F ∗)  (M,F ), then, by Remark 3.6 in [26], M∗ will be saturated over F ∗ (see
Definition 3.1 in [27]), hence also purely saturated over F ∗, strictly saturated over
F ∗ (see Definition 2.2 in [12]) and small over F ∗ (for the definition check first lines
of [3]).
Let κ¯ be a cardinal bigger than the seize of any interesting set (although still smaller
than the saturation of C). It is convenient to work with κ¯-saturated (M∗, F ∗) such
that M∗  C is saturated over F ∗ and F ∗ is PAC in M∗ and in C. Recall that
“being existentially closed substructure” implies “being PAC substructure”. If we
assume that T has nfcp and that “PAC is a first order property” and start with
F which is only PAC in C, then we may obtain κ¯-saturated (M∗, F ∗) such that
M∗  C is saturated over F ∗ and F ∗  F is PAC in C (by Fact 2.6 from [12],
compare to Lemma 2.12 in [12]).
From now on, we assume that (M∗, F ∗) is special (definition just before Propo-
sition 5.1.6 in [4]) such that M∗  C, M∗ is saturated over F ∗ and F ∗ is PAC in
M∗ (so also in C). Moreover, we assume that the length of the specializing chain
of (M∗, F ∗) is greater than κ¯ (therefore, by Theorem 5.1.16 from [4], (M∗, F ∗) is
κ¯-universal).
Lemma 6.3. Suppose that T has nfcp. If E  F ∗, then there exists smallM0 M∗
such that (M0, E)  (M∗, F ∗).
Proof. Let M M∗ be |E|+-saturated, but small in M∗, and let E ⊆M .
Claim (M,E) ≡E (M∗, F ∗)
Proof of the claim: Similarly as in the proof of Lemma 4.1, we are using Proposition
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2.1 in [3] and the proof of Corollary 2.2 in [3], to state each LP -formula Φ(x¯) is
equivalent in (M,E) and in (M∗, F ∗) to LP -formula of the form
Qα¯ ∈ P ϕ(x¯, α¯),
where ϕ(x¯, α¯) is an L-formula and Q is a tuple of quantifiers. Let a¯ ∈ E. We have
the following sequence of equivalences
(M,E) |= Φ(a¯)⇔ (M,E) |= Qα¯ ∈ P ϕ(a¯, α¯)
⇔ E |= Qα¯ ϕ(a¯, α¯)
⇔ F ∗ |= Qα¯ ϕ(a¯, α¯)
(M∗, F ∗) |= Φ(a¯)⇔ (M∗, F ∗) |= Qα¯ ∈ P ϕ(a¯, α¯)
Here ends the proof of the claim.
We embed (M,E) over E into (M∗, F ∗) and so obtain (M0, E) as the image of
this embedding. 
Definition 6.4. Suppose that M is a somehow saturated L-structure and |⌣
◦
is a ternary relation on all small subsets of M. We say that |⌣
◦
satisfies the
Independence Theorem over a model if the following holds:
For every small M M, small subsets A,B ⊆M and tuples c1, c2 ⊆M
such that A |⌣
◦
M
B, c1 |⌣
◦
M
A, c2 |⌣
◦
M
B and c1 ≡M c2,
there exists
a tuple c ⊆M such that c ≡MA c1, c ≡MB c2 and c |⌣
◦
M
AB.
Definition 6.5. Suppose that M is a somehow saturated L-structure and |⌣
◦
is a
ternary relation on all small subsets of M. We say that |⌣
◦ satisfies the extension
over a model axiom if the following holds:
For every small M M, tuples a, b, c ⊆M such that a |⌣
◦
M
b,
there exists a′ ≡Mb a such that a′ |⌣
◦
M
bc.
Assume that F ∗ is a substructure of C and |⌣
SG is a ternary relation on small
subsets of SG(F ∗) (more precisely: we treat S1 in S1 |⌣
SG
S0
S2 as a tuple) such that
S1
SG
|⌣
S0
S2 if and onyl if S
′
1
SG
|⌣
S0
S′2,
whenever S1S2 ≡S0 S
′
1S
′
2. Define a ternary relation |⌣
a
on small subsets of F ∗ in
the following way:
A
a
|⌣
B
C if and only if A |⌣
B
C and SG(aclrF∗(AB))
SG
|⌣
SG(aclr
F∗
(B))
SG(aclrF∗(BC))
Theorem 6.6 (Weak Independence Theorem). Suppose that T has nfcp and B(3)
holds for T . If |⌣
SG satisfies the Independence Theorem over a model and the
extension over a model axiom, then |⌣
a
satisfies the Independence Theorem over
a model (in Th(F ∗)).
Proof. Assume that E  F ∗, A,B ⊆ F ∗, c1, c2 ⊆ F ∗, tpF∗(c1/E) = tpF∗(c2/E),
A
a
|⌣
E
B, c1
a
|⌣
E
A, c2
a
|⌣
E
B.
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We want to use Proposition 5.6, let us start with some preparations.
Without loss of generality we may assume that A = aclrF∗(AE) and B =
aclrF∗(BE), and let us define C1 := acl
r
F∗(Ec1) and C2 := acl
r
F∗(Ec2). Note that
we have
C1
a
|⌣
E
A, C2
a
|⌣
E
B.
Since tpF∗(c1/E) = tpF∗(c2/E), there exists an automorphism ϕ0 ∈ Aut(F
∗/E)
sending c1 to c2. Because E ⊆ F ∗ is regular, we may extend ϕ0, by Fact 3.33 from
[17], to ϕ ∈ Aut(C/E¯) such that ϕ(F ∗) = F ∗ and ϕ(c1) = c2 and ϕ(C1) = C2. Note
that SG(ϕ) ∈ Aut(SG(F ∗)/SG(E)) and SG(ϕ)
(
SG(C1)
)
= SG(C2). Moreover,
by Lemma 6.3 we find M0  C such that (M0, E)  (M∗, F ∗), hence (by Corollary
3.27) we conclude that SG(E)  SG(F ∗).
Since |⌣
SG satisfies the Independence Theorem over a model, we obtain S ⊆
SG(F ∗) such that S |= tpSG(F∗)(SG(C1)/SG(A)) ∪ tpSG(F∗)(SG(C2)/SG(B))
(where variables are identified via SG(ϕ)) and S |⌣
SG
SG(E)
SG(A)SG(B). By the
extension over a model axiom (and since SG(A), SG(B) ⊆ SG(aclrF∗(AB))), we
may assume that S |⌣
SG
SG(E)
SG(aclrF∗(AB)).
By Proposition 5.6, there exists C′ ⊆ F ∗ such that C′ |⌣E AB, C
′ |= tpF∗(C1/A)∪
tpF∗(C2/B) (the variables for tpF (C1/A) and tpF (C2/B) are identified via ϕ) and
SG(C′) ≡SG(aclr
F∗
(AB)) S. It follows that SG(C
′) |⌣
SG
SG(E)
SG(aclrF∗(AB)) so also
C′ |⌣
a
E
AB. 
From now on and until the end of this section, we denote Kim-independence in
SG(F ∗) (see Definition 3.13 in [21]) by |⌣
SG
. Our goal is to show that if SG(F ∗)
is NSOP1, then F
∗ is NSOP1. To show that F
∗ is NSOP1 we will use criterion
(2) from Theorem 5.7 in [11], where A |⌣
u
C
B indicates that tp(A/BC) is finitely
satisfiable in C. This idea is different from the original idea from Theorem 7.2.6
in [28], since we noted some gap in the proof of Theorem 7.2.6 in [28]. After
communicating Nick Ramsey about the gap he suggested to use Theorem 5.7 from
[11], what we do.
Suppose that a, b ∈ F ∗  F and set A := aclrF∗(Fa), B := acl
r
F∗(Fb).
Lemma 6.7. If a |⌣
u
F
b, then tpLP (A¯/B¯) is finitely satisfiable in F¯ .
Proof. Assume that tpF (a/Fb) is finitely satisfiable in F . Let a
′ ∈ acl(Fa) = A¯,
b′ ∈ acl(Fb) = B¯ and (M∗, F ∗) |= ϕ(a′, b′). Consider a quantifier-free L-formula
ζ and f1 ∈ F such that ζ(f1, a, z1) ⊢ tp(a′/Fa) and |ζ(f1, a,M∗)| = n < ω.
Moreover, consider an LP -formula ξ and f2 ∈ F such that ξ(f2, b, z2) ⊢ tpLP (b
′/Fb).
We have that
(1) (M∗, F ∗) |= (∃ z1, z2)
(
ϕ(z1, z2) ∧ ζ(f1, a, z1) ∧
∧ (∃=nz) (ζ(f1, a, z) ∧ ξ(f2, b, z2)
)
.
By Proposition 2.1 in [3], there exists a quantifier-free L-formula ψ and tuple of
quantifiers “Q” such that 1 is equivalent to
(M∗, F ∗) |= Qα ∈ P ψ(f1, f2, a, b).
Therefore F ∗ |= Qα ψ(f1, f2, a, b) and so Qα ψ(f1, f2, x, b) ∈ tpF (a/Fb). By
finite satisfiability, there exists f ∈ F such that F ∗ |= Qα ψ(f1, f2, f, b). Hence
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(M∗, F ∗) |= Qα ∈ P ψ(f1, f2, f, b) and so
(M∗, F ∗) |= (∃ z1, z2)
(
ϕ(z1, z2) ∧ ζ(f1, f, z1) ∧
∧ (∃=nz) (ζ(f1, f, z) ∧ ξ(f2, b, z2)
)
.
Let m0, b0 ∈M∗ be such that
(M∗, F ∗) |= ϕ(m0, b0) ∧ ζ(f1, f,m
0) ∧
∧ (∃=nz) (ζ(f1, f, z) ∧ ξ(f2, b, b
0).
Note that m0 ∈ F¯ and there is h ∈ AutLP (M
∗/Fb) such that h(b0) = b′. After
“acting” by h on (M∗, F ∗) |= ϕ(m0, b0), we obtain that (M∗, F ∗) |= ϕ(h(m0), b′).
To finish the proof, observe that h(m0) ∈ F¯ . 
Lemma 6.8. If a |⌣
u
F
b, then a |⌣
a
F
b.
Proof. Finite satisfiability of tpF (a/Fb) in F implies finite satisfiability of qftp(a/Fb)
in F , hence, by quantifier elimination in T , finite satisfiability of tp(a/Fb) in F .
Therefore a |⌣F b. It remains to show that SG(A) |⌣
SG
SG(F )
SG(B).
We are done if we show that tpSG(F∗)(SG(A)/SG(F )SG(B)) is finitely satisfiable
in SG(F ). By Lemma 6.7, we know that q := tpLP (A¯/B¯) is finitely satisfible in F¯ .
Suppose SG(F ∗) |= Θ(a, b, f) for some a ∈ SG(A), b ∈ SG(B), f ∈ SG(F ),
where a = (a1, . . . , an) ∈ m(k1, J1) × . . . × m(kn, Jn). Let θ(x, y, z) be an LP -
formula which is translation of Θ(X,Y, Z) and let cA, cB, cF be choice functions such
that im(cA) ⊆ A¯, im(cB) ⊆ B¯ and im(cF ) ⊆ F¯ (see Remark 3.26). We have that
(M∗, F ∗) |= θ(cA(a), cB(b), cF (f)) and so θ(x′, cB(b), cF (f)) ∧ x′ ∈ U
k1
J1
× . . .×UknJn
belongs to q.
There exists d′ = (d11, d
2
1, . . . , d
1
n, d
2
n) ∈ F¯ , where (d
1
i , d
2
i ) ∈ U
ki
Ji
(M∗), such that
(M∗, F ∗) |= θ(d′, cB(b), cF (f)). Note that di := F
−1
ki,Ji
(
ǫki [(d
1
i , d
2
i )/ ≈]
)
∈ SG(F )
and for d := (d1, . . . , dn) ∈ SG(F ) it follows that SG(F ∗) |= Θ(d, b, f). 
Proposition 6.9. (Suppose T has nfcp and B(3) holds for T .) If SG(F ∗) is
NSOP1, then F
∗ is NSOP1.
Proof. We will use criterion (2) from Theorem 5.7 in [11], suppose: c1a ≡F c2b,
b |⌣
u
F
a, a |⌣
u
F
c1, b |⌣
u
F
c2 -we need to find d ∈ F ∗ such that da ≡F db ≡F c1a.
By Lemma 6.8 and since |⌣
a
is symmetric, we have that
A
a
|⌣
F
B, c1
a
|⌣
F
A, c2
a
|⌣
F
B.
Since c1 ≡F c2, we can use Theorem 6.6 to get d ∈ F ∗ such that c2 ≡FB d ≡FA c1,
hence da ≡F c1a ≡F c2b ≡F db. 
6.1. Description of independence. Suppose that T has nfcp and assume that
SG(F ∗) is NSOP1 and that F
∗ is NSOP1. Recall that a, b ∈ F ∗  F and set
A := aclrF∗(Fa), B := acl
r
F∗(Fb). We want to show that a |⌣
K
F
b if and only if
a |⌣
a
F
b, but is is enough to show that A |⌣
K
F
B if and only if a |⌣
a
F
b (by symmetry,
monotonicity and Corollay 5.17 from [21] if follows that: a |⌣
K
F
b iff A |⌣
K
F
B).
By Lemma 6.3, there exists small M  M∗ such that F ⊆ M and (M,F ) 
(M∗, F ∗). Let (M∗∗, F ∗∗)  (M∗, F ∗) be special and at least |M∗|+-saturated (it
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will play the role of “monster-monster” for global types in M∗, we do not require
that F ∗∗ is PAC).
Consider B¯ = acl(B) as tuple, where B¯ = Ba(B¯ \ B) (i.e. elements from B
occupy first positions in the tuple B¯). Note that tpLP (B¯/M) is finitely satisfiable
in F¯ (hence also in M). We define q as the maximal set of LP (M∗)-formulas in
variables corresponding to B¯ which is finitely satisfiable in F¯ and which contains
tpLP (B¯/M). Note that q ∈ SLP (M
∗), q is finitely satisfiable in F¯ and F¯ -invariant
(hence finitely satisfiable in M and also M -invariant). There exists B∗ ⊆ F∗∗ such
that q = tpLP (B¯
∗/M∗). There also exists (Bi)i<ω ⊆ F
∗ such that B¯i |= q|MB¯<i
and B¯0 = B¯ (as a tuple).
Type qF := tpF (B
∗/F ∗) is finitely satisfiable in F and hence also F -invariant.
We define qF0 as quantifier-free part of q
F and we choose qM0 to be maximal set of
quantifier free L(M∗)-formulas in variables corresponding to B∗ which contains qF0
and which is finitely satisfiable in F . Then we take qM such that qM0 ⊢ q
M (i.e. qM0
is the quantifier-free part of qM ). It follows that qM ∈ SL(M∗) and qM is finitely
satisfiable in F and F -invariant.
Remark 6.10. Sequence (Bi)i<ω is a Morley sequence in q
F = tpF (B
∗/F ∗) over
F .
Proof. For each f ∈ AutLP (M
∗∗), we have that f |F∗∗ ∈ AutL(F∗∗). Because B¯i |=
tpLP (B¯
∗/MB¯<i), there exist f ∈ AutLP (M
∗∗ /MB¯<i) such that f(B¯i) = B¯∗ (as
tuples). Hence f(Bi) = B
∗ and f |F∗∗ ∈ AutL(F∗∗ /FB<i). 
Remark 6.11. (Bi)i<ω is a Morley sequence in q
M over F .
Proof. Because qF0 |FB<i = q
M
0 |FB<i and Bi |= q
F |FB<i , we obtain that Bi |=
qM0 |FB<i and so Bi |= q
M |FB<i . 
Note that B¯∗ ∩ F∗∗ = B∗, B¯i ∩ F∗∗ = Bi for each i < ω (all these tuples are
LP -equivalent to B = B¯ ∩ F∗∗). Consider
r := tpSG(F∗∗)
(
SG(B∗)/SG(F ∗)
)
.
Remark 6.12. Type r is finitely satisfiable in SG(F ) hence also SG(F )-invariant.
Proof. Since q = tpLP (B¯
∗/M∗) is finitely satisfiable in F¯ , we can repeat the argu-
ment from the proof of Lemma 6.8. 
Remark 6.13. (SG(Bi))i<ω is a Morley sequence in r over SG(F ).
Proof. For each i < ω, we will find an automorphism
F ∈ Aut
(
SG(F∗∗)/SG(F )SG(B0) . . . SG(Bi−1)
)
such that F (SG(Bi)) = SG(B
∗). Because B¯i |= q|MB¯<i , there exists f ∈ Aut(M
∗∗ /MB¯<i)
such that f(B¯i) = B¯∗ with respect to orderings of tuples B¯i and B¯∗. We see that
f(Bi) = B
∗, hence SG(f)
(
SG(Bi)
)
= SG(B∗). We set F := SG(f) and easily
check the remaining properties. 
Lemma 6.14. Suppose that C,D0, D1 are small in F
∗, C ⊆ F ∗ is regular and
D0 ≡C D1 (in Th(F ∗)). Then D0 ≡
LP
aclL(C)
D1.
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Proof. Since D0 ≡C D1, there exists g ∈ Aut(F ∗/C) such that g(D0) = D1.
Because C ⊆ F ∗ is regular, we can use Fact 3.33 from [17] to conclude that there
exists h ∈ AutL(M∗∗ / acl(C)) such that h|F∗ = g.
By Proposition 2.1 in [3], we can restrict our attention to bounded formulas: let
(M∗, F ∗) |= Qα ∈ P ϕ(d0, a, α),
where d0 ⊆ D0, a ∈ acl(C) and ϕ is a quantifier-free L-formula. Our goal is to
show that (M∗, F ∗) |= Qα ∈ P ϕ(d1, a, α), where d1 := g(d0).
For all α ∈ F ∗, M∗ |= ϕ(d0, a, α) is equivalent to M∗ |= ϕ(d1, a, g(α)) (by
passing to M∗∗ and using h). Because g is a bijection on F ∗, if (M∗, F ∗) |= Qα ∈
P ϕ(d0, a, α), then (M
∗, F ∗) |= Qα ∈ P ϕ(d1, a, α). 
Phrase “respecting enumeration of tuples B¯i’s” refers to the previously chosen
enumeration of tuples B¯i’s as realizations of type q.
Proposition 6.15. If A |⌣
K
F
B, then a |⌣
a
F
b.
Proof. The proof reuses a nice argument from the proof of Theorem 7.2.6 in [28]
(the argument in the proof of Theorem 7.2.6 is used to show something different,
but it is enough general to be adapted to show that some independence relation
holds). Let Cn,0 := acl
r
F∗(B0, . . . , B2n−1), Cn,1 := acl
r
F∗(B2n , . . . , B2n+1−1). Note
that B¯0 . . . B¯2n−1 ≡
LP
F B¯2n . . . B¯2n+1−1 (respecting enumeration of tuples B¯i’s).
Note also that Cn,1 |⌣
u
F
Cn,0.
We will recursively construct a sequence (An)n<ω such that
• An+1 ≡Cn+1,0 An,
• An |⌣
K
F
Cn+1,0,
• AnB¯0 . . . B¯2n−1 ≡
LP
F AnB¯2n . . . B¯2n+1−1 (respecting enumeration of tuples
B¯i’s).
Case of A0:
Since B¯0 ≡
LP
F B¯1, there exists A
′ ⊆ F ∗ such that AB¯0 ≡
LP
F A
′B¯1 (respecting
enumeration of tuples B¯i’s). If follows that A |⌣
K
F
B0, A
′ |⌣
K
F
B1 and B0 |⌣
K
F
B1.
By the Independence Theorem, there exists A′′ ⊆ F ∗ such that A′′B0 ≡F AB0,
A′′B1 ≡F A′B1 and A′′ |⌣
K
F
B0B1. Set A0 := A
′′. Because A0 |⌣
K
F
B0B1, we
have that A0 |⌣
K
F
C1,0. By Lemma 6.14, it follows that A
′′B¯0 ≡
LP
F AB¯0 and
A′B¯1 ≡
LP
F A
′′B¯1, hence A0B¯0 ≡
LP
F A0B¯1 (respecting enumeration of tuples B¯i’s).
Recursion step:
Suppose that n > 0 and we have defined An satisfying our demands. Since
B¯0 . . . B¯2n+1−1 ≡
LP
F B¯2n+1 . . . B¯2n+2−1, we can find A
′
n ⊆ F
∗ such that
AnB¯0 . . . B¯2n+1−1 ≡
LP
F A
′
nB¯2n+1 . . . B¯2n+2−1
(respecting enumeration of tuples B¯i’s). We have that An |⌣
K
F
B0 . . . B2n+1−1,
hence also A′n |⌣
K
F
B2n+1 . . . B2n+2−1 and so An |⌣
K
F
Cn+1,0, A
′
n |⌣
K
F
Cn+1,1 and
Cn+1,0 |⌣
K
F
Cn+1,1.
By the Independence Theorem, there existsAn+1 |= tpF (An/Cn+1,0)∪tpF ((A
′
n/Cn+1,1)
such that An+1 |⌣
K
F
Cn+1,0Cn+1,1. Therefore An+1 ≡Cn+1,0 An, An+1 |⌣
K
F
Cn+2,0.
Using Lemma 6.14 for An+1 ≡Cn+1,0 An and An+1 ≡Cn+1,1 A
′
n, we obtain
An+1B¯0 . . . B¯2n+1−1 ≡
LP
F AnB¯0 . . . B¯2n+1−1,
CO-THEORY OF SORTED PROFINITE GROUPS FOR PAC STRUCTURES 35
An+1B¯2n+1 . . . B¯2n+2−1 ≡
LP
F A
′
nB¯2n+1 . . . B¯2n+2−1.
Therefore
An+1B¯0 . . . B¯2n+1−1 ≡
LP
F An+1B¯2n+1 . . . B¯2n+2−1
(respecting enumeration of tuples B¯i’s). Here ends our recursive construction.
Note that An+1 ≡Cn+1,0 An leads to An+1 ≡
LP
aclL(Cn+1,0)
An. Suppose that
b0 ⊆ B¯0, by bi we denote element of B¯i corresponding to variables given by b0 ⊆ B¯0.
Claim If ϕ(x′, b0) ∈ tpLP (A¯/B¯0), then there exists infinite I ⊆ N such that
{ϕ(x′, bi) | i ∈ I} is consistent.
Proof of the claim: We start with (M∗, F ∗) |= ϕ(a′, b0), where a′ ∈ A¯. Let ζ
be a quantifier-free L-formula satisfying ζ(x′, a) ⊢ tp(a′/A) for some a ∈ A, say
|ζ(M∗, a)| = n. Consider ψ(a, b0) given as
(∃x′)
(
ϕ(x′, b0) ∧ ζ(x
′, a) ∧ (∃=ny′) (ζ(y′, a))
)
.
We have ψ(x, b0) ∈ tpLP (A/B¯0) = tpLP (A0/B¯0), so (M
∗, F ∗) |= ϕ(a0, b0) for some
a0 ∈ A0. Using An’s, we can show that the set {ψ(x, bi) | i < ω} is consistent. Let
a∗ |= {ψ(x, bi) | i < ω} for some a∗ ∈M∗. It means that for each i < ω we have
(M∗, F ∗) |= (∃x′)
(
ϕ(x′, bi) ∧ ζ(x
′, a∗) ∧ (∃=ny′) (ζ(y′, a∗))
)
.
Because |ζ(M∗, a∗)| = n, there is m ∈ ζ(M∗, a∗) such that for infinitely many i < ω
we have (M∗, F ∗) |= ϕ(m, bi). Here ends the proof of the claim.
By Kim’s lemma (Proposition 2.2.6 in [23]), Remark 6.11 and Claim (subsequence
of a Morley sequence is a Morley sequence), we obtain A |⌣F B.
Suppose that SG(A) 6 |⌣
SG
SG(F )
SG(B). By generalization of Kim’s lemma (The-
orem 3.16.(3) in [21]), there exists Ψ(X, b′) ∈ tpSG(F∗∗)(SG(A)/SG(B)), where b
′ ∈
SG(B), which q′-divides for every global SG(F )-invariant q′ ⊇ tpSG(F∗∗)(b
′/SG(F )).
Because B¯i |= q|MB¯<i for each i < ω, there exist (fi)i<ω ⊆ AutLP (M
∗/M) such
that B¯i = fi(B¯0). Moreover fi|F∗ ∈ Aut(F ∗/F ) for each i < ω.
Let SG(F∗∗) |= Ψ(a′, b′) for some a′ ∈ SG(A), where a′ = (a′1, . . . , a
′
n) ∈
m(k1, J1) × . . . × m(kn, Jn). Let ψ(x, y) be an LP -formula which is translation
of Ψ(X,Y ) and let cA and cB be choice functions such that im(cA) ⊆ A¯ and
im(cB) ⊆ B¯ (see Remark 3.26). We have that (M∗, F ∗) |= ψ(cA(a′), cB(b′)) and so
ψ(x, b0) ∧ x ∈ U
k1
J1
× . . .× UknJn , where b0 := cB(b
′), belongs to tpLP (A¯/B¯0).
By Claim, there exists an infinite I ⊆ N and a∗ ∈ Uk1J1 (M
∗) × . . . × UknJn (M
∗)
such that for each i ∈ I we have (M∗, F ∗) |= ψ(a∗, bi) (note that bi = fi(b0)).
Consider b′i := SG(fi)(b
′) for each i < ω. By Remark 6.13, (b′i)i<ω is a Morley
sequence over SG(F ), so also (b′i)i∈I is a Morley sequence over SG(F ). We will
finish the proof of the Proposition if we show that the set {Ψ(X, b′i) | i ∈ I}
is consistent. This can be done by translating ψ(a∗, bi) into Ψ(a
∗′, b′i), for one
a∗′ ∈ SG(F ∗) proper for each i ∈ I. 
Proposition 6.16. If a |⌣
a
F
b, then A |⌣
K
F
B.
Proof. We follow here the proof of Theorem 7.2.6 in [28], but using our generaliza-
tions of all necessary facts.
We assume that a |⌣
a
F
b, so, by definition, A |⌣
a
F
B. Similarly as in the proof of
Proposition 6.15, we will construct a sequence (An)n<ω ⊆ F
∗ such that
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• An+1 ≡Cn+1,0 An,
• An |⌣
a
F
Cn+1,0,
• AnB0 . . . B2n−1 ≡F AnB2n . . . B2n+1−1 (respecting enumeration of tuples
B¯i’s).
Instead of repeating the whole proof of Theorem 7.2.6 from [28], which is similar
to a part of the proof of Proposition 6.15, we only sketch how to find A0 (which is
actually missing in the proof of Theorem 7.2.6 in [28]).
Since B0 ≡F B1, there is A′ ⊆ F ∗ such that AB0 ≡F A′B1. We see that
A |⌣
a
F
B0 implies that A
′ |⌣
a
F
B1. Moreover, B0 |⌣
u
F
B1 leads, by Lemma 6.8, to
B0 |⌣
a
F
B1. Because SG(F
∗) is NSOP1, we can use the Independence Theorem
for |⌣
SG
to obtain S0 ⊆ SG(F
∗) such that S0 |= tpSG(F∗)(SG(A)/SG(B0)) ∪
tpSG(F∗)(SG(A
′)/SG(B1)) and S0 |⌣
SG
SG(F )
SG(B0)SG(B1). By extension over a
model, there exists S ≡SG(B0)SG(B1) S0 such that S |⌣
SG
SG(F )
SG(C1,0). Now, we use
Proposition 5.6 to getA0 ⊆ F ∗ such that SG(A0) ≡SG(C1,0) S (so SG(A0) |⌣
SG
SG(F )
SG(C1,0)),
A0 |⌣F B0B1 (soA0 |⌣
a
F
C1,0), andA0B0 ≡F AB0 andA0B1 ≡F A′B1 (soA0B0 ≡F
A0B1 - respecting enumeration of tuples B¯i’s).
By Theorem 3.16 from [21], it is enough to show that for each ϕ(x, b0) ∈
tpF (A/B0) the set {ϕ(x, bi) | i < ω} is consistent (where bi is an element of Bi cor-
responding to variables given by b0 ∈ B0). We have that ϕ(x, b0) ∈ tpF (A0/B0),
say F ∗ϕ(a0, b0) for some a0 ∈ A0. By our construction for each n < ω there is
k < ω such that
F ∗ |=
∧
i6n
ϕ(ak, bi),
so the proof ends. 
Corollary 6.17. The following are equivalent
(1) a |⌣
K
F
b,
(2) A |⌣
K
F
B,
(3) a |⌣
a
F
b,
(4) A |⌣
a
F
B.
Proof. The equivalence (2) ⇐⇒ (3) follows by Propositions 6.15 and 6.16. Other
equivalences are clear. 
6.2. NSOPn for n > 1.
Proposition 6.18. Let E,F ⊂ C and let L be a Galois extension of E. Let
σ ∈ Aut(C) send E to F such that σˆ : Gal(F )→ Gal(L/E), g 7→ (σ−1 ◦ g ◦ σ) ↾L is
onto. Let N = ker σˆ. Then we have that
(1) F¯N = dcl(σ[L]F ); and
(2) σ[L] ∩ F = σ[E].
Proof. (1) (⊇) Take g ∈ N . Then, we have that σ−1 ◦ g ◦ σ(x) = x for all x ∈ L so
that g(σ(x)) = σ(x) for all x ∈ L. Thus, g(y) = y for all y ∈ σ[L], and σ[L] ⊆ F¯N .
(⊆) Take g ∈ Gal(F ) such that g(y) = y for all y ∈ σ[L]. Then, for all x ∈ L,
σ−1◦g◦σ(x) = σ−1◦σ(x) = x, that is, g ∈ N . By Galois Theory, F¯N ⊆ dcl(σ[L]F ).
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(2) It is clear that σ[E] ⊆ σ[L] ∩ F . Suppose σ(x) ∈ (σ[L] ∩ F ) \ σ[E] for
some x ∈ L. Then, x /∈ E and there is h ∈ Gal(L/E) such that h(x) 6= x. Take
g ∈ Gal(F ) such that σˆ(g) = h. Then g(σ(x)) = σ(h(x)) 6= σ(x), and σ(x) /∈ F ,
which is a contradiction. Thus, σ[L] ∩ F ⊆ σ[E]. 
Lemma 6.19. [6, Lemma 2.15] Let F ∗ be a monster PAC structure. Let F ≺ F ∗
be a small elementary substructure. Let E ⊂ A and E1 be small regular subsets of
F , and let S ⊂ SG(F ) be a sorted complete system. Suppose
• there is an isomorphism φ0 : E¯ → E¯1 such that φ0 ↾ E : E → E1 is an
elementary map in F ;
• there is a partial LG(S)-elementary isomorphism SΨ : SG(A)→ S extend-
ing the double dual SΦ0 : SG(E)→ SG(E1) of φ0.
Then, there are B ⊂ F ∗ and an isomorphism φ : A¯→ B¯ sending A to B, extending
φ0 such that
• B |⌣E1
F ;
• SG(B) = S and the double dual SΦ of φ is equal to SΨ.
Moreover, (B,E1) realizes tpF (A,E).
Proof. Let N0 be the kernel of the restriction map from G(F ) to G(S) and let
M = F¯N0 . Take A1(⊂ C) such that A¯1A1 ≡E¯1 φ0[A¯]φ0[A] and A1 |⌣E1
F . Let
φ1 : A¯→ A¯1 sending A to A1 and extending φ0.
Then, we have that the double dual SΦ1 of φ1 extends SΦ0, and the dual Φ1 of φ
defines an isomorphism from G(A1) to G(A) which induces the dual Φ0 of φ0. Also
the dual Ψ of SΨ defines an isomorphism from G(M/F ) to G(A), which induces
Φ0. So we have the following diagram:
G(A1) G(A) G(M/F )
G(E1) G(E) G(E1)
Φ1
res
Ψ−1
res res
Φ0 Φ
−1
0
Note that G(A1) ×G(E1) G(M/F )
∼= G(dcl(A¯1M)/ dcl(A1M)), σ 7→ (σ ↾A¯1 , σ ↾M ).
Consider the following profinite group
H = {(Φ−11 (σ),Ψ
−1(σ))|σ ∈ G(A)} ⊂ G(B) ×G(M/F ),
which can be identified with a closed subgroup of G(dcl(A¯1M)/ dcl(A1M)). Let
L = dcl(A¯1M)
H so that G(dcl(A¯1M)/L) = H . Since H projects onto G(A1)
and G(M/F ), which are isomorphic, two restriction maps from G(dcl(A¯1M)/L) to
G(A1) and G(M/F ) are onto and furthermore they are isomorphic. So we have L
is a regular extension of A1 and L ∩M = F .
Consider the following diagram (∗):
G(F ∗)
G(M/F ) G(dcl(A¯1M)/L)
G(M/F ) G(M/F )
Φ2
res
res−1
id res
id
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Applying Embedding Lemma [12, Lemma 3.5] to the diagram (∗), we have an
isomorphism φ2 : dcl(A¯1M)→ F¯ ∗ such that
• φ2[L] ⊂ F ∗;
• φ2 ↾M= idM ;
• Φ2 : G(F ∗)→ G(dcl(A¯1M)/L), σ 7→ φ
−1
2 ◦ σ ↾φ2[dcl(A¯1M)] ◦φ2.
Moreover, by Proposition 6.18, we have that for N = kerΦ2,
F¯ ∗ = dcl(F ∗M)
= dcl(F ∗φ2[A¯1])
because we have that dcl(A¯1M) = dcl(LM) = dcl(LA¯1).
Set B := φ2[A1] and φ := φ2 ◦φ1. It is clear that φ extends φ0 and B |⌣E1
F . It
remains to show that SG(B) = S and the double dual SΦ of φ is equal to SΨ.
Claim 6.20. SG(B) = S and SΦ = SΨ.
Proof. Consider the following diagram (†):
G(dcl(F ∗M)/F ∗) G(dcl(F ∗M)/F ∗)
G(B) G(A1) G(A) G(M/F )
Θ
res res
Φ2 Φ1 Ψ−1
Claim 6.21. Θ = id
Proof. Let σ, τ ∈ G(dcl(F ∗M)/F ∗) such that Θ(σ) = τ . Then, we have that
Ψ(τ ↾M ) = Φ1(Φ2(σ ↾B¯)) and so (Φ2(σ ↾B¯), τ ↾M ) ∈ H . Note that
G(dcl(F ∗M)/F ∗) ∼= G(dcl(A¯1M)/L) : σ0 7→ res
−1(σ0 ↾M ).
Take γ ∈ G(dcl(F ∗M)/F ∗) such that res−1(γ ↾M ) = (Φ2(σ ↾B¯), τ ↾M ). Note that
res−1(γ ↾M ) = φ
−1
2 ◦ γ ↾φ2[dcl(A¯1M)] ◦φ2. So, we have that
(φ−12 ◦ γ ↾φ2[dcl(A¯1M)] ◦φ2) ↾A¯1 = (φ
−1
2 ◦ γ ↾φ2[A¯1] ◦φ2) ↾A¯1
= Φ2(γ ↾B¯)
so that Φ2(σ ↾B¯) = Φ2(γ ↾B¯). Thus we have σ ↾B¯= γ ↾B¯) and σ = γ. And we have
that
(φ−12 ◦ γ ↾φ2[dcl(A¯1M)] ◦φ2) ↾M = (φ
−1
2 ◦ γ ↾φ2[M ] ◦φ2) ↾M
= γ ↾M
so that τ ↾M= γ ↾M . Thus we have that τ = γ. Therefore, we have that σ = γ = τ ,
and Θ is the identity map. 
Since Θ is the identity map, the dual SΘ : SG(dcl(F ∗M)/M)→ SG(dcl(F ∗M)/M)
is the identity so that SΦ2◦SΦ1◦SΨ−1 : S → SG(B) is the identity map. Therefore,
we conclude that SG(B) = S and SΨ = (SΦ2 ◦ SΦ1) = SΦ. 
The moreover part comes from Theorem 4.6 using the map φ. 
Theorem 6.22. [6, Theorem 3.9] Let F be a PAC structure. Suppose Th(SG(F ))
has NSOPn for n ≥ 3. Then Th(F ) has NSOPn.
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Proof. Let (M,F )Sk be a Skolemization of (M,F ) in a extended language LSkP . Let
(M∗, F ∗)Sk be a special model of Th((M,F )Sk) so that (M∗, F ∗)Sk is an Skolem-
ization of (M∗, F ∗) in the language LSkP and (M
∗, F ∗) is special in LP . Let θ(x¯, y¯)
be an L-formula with x¯ = (xj), y¯ = (yj) and |x¯| = |y¯|. Suppose there is an infinite
sequence ai ∈ F ∗, i ∈ ω such that F ∗ |=
∧
i∈ω θ(ai, ai+1). To show that Th(F
∗) has
NSOPn, we need to show that
F ∗ |= ∃x0, . . . , xn−1
(∧
θ(xi, xi+1) ∧ θ(xn−1, x0)
)
.
Let θP (x¯, y¯) ≡
∧
P (xj)∧
∧
P (yj)∧θ(x¯, y¯). We have that (M∗, F ∗) |=
∧
i∈ω θP (ai, ai+1).
By compactness, we may assume that the sequence ai is of length (|L|+ℵ0)+, which
is indiscernible in the language LSkP . Since Th(M
∗) is stable, by local character and
indiscerniblity in the language L, there is α < (|L| + ℵ0)+ such that for β > α,
tpM∗(aβ/a<β) does not fork over E0 := a<α, where a<i denotes the sequence aj
for j < i, so that {aj| j > α} is an independent set over E0 in M∗. We have that
for any A ⊂M∗,
• aclLSk
P
(A) = dclLSk
P
(A) is an elementary substructure; and
• A¯ ⊂ aclLSk
P
(A).
Put E := aclrF∗(E0)(= E¯0 ∩ F
∗). We have that (aj)j>α is E0-indiscernible in LSkP
and (Eaj)j>α is E¯-indiscernible in LSkP after fixing enumerations of Eaj .
So, we may assume that there are an infinite sequence ai ∈ F ∗, i ∈ ω and
E = aclrF∗(E) ⊂ F
∗ such that
• F ∗ |=
∧
i∈ω θ(ai, ai+1), or equivalently, (M
∗, F ∗) |=
∧
i∈ω θP (ai, ai+1);
• (Eai)i∈ω is E¯-indiscernible in LSkP ; and
• {ai| i ∈ ω} is independent over E¯ in M∗.
For each i ∈ ω, put Ai := acl
r
F∗(Eai) and Ki,i+1 := acl
r
F∗(Ai, Ai+1). Then, (A¯i) is
E¯-indiscernible in LShP so that for q := tpLP (K¯0,1, A¯0, A¯1/E¯), we have
(M∗, F ∗) |=
∧
i∈ω
q(K¯i,i+1, A¯i, A¯i+1).
For each i ∈ ω, we have
(SG(Ki,i+1), SG(Ai), SG(Ai+1)) ≡SG(E) (SG(K0,1), SG(A0), SG(A1))
and
SG(F ∗) |=
∧
i∈ω
p(SG(Ai), SG(Ai+1))
for p := tpLG(S)(SG(A0), SG(A1)/SG(E)).
Since Th(SG(F ∗)) has NSOPn, there are S0, . . . , Sn−1 ⊂ SG(F ∗) such that
(Si, Si+1) and (Sn−1, S0) realize p. Take Si,i+1 for i < n− 1 and Sn−1,0 such that
(Si,j , Si, Sj) ≡SG(E) (SG(K0,1, SG(A0), SG(A1))
for (i, j) ∈ I := {(0, 1), (1, 2), . . . , (n−2, n−1), (n−1, 0)}. Thus, we haveLG(S)(SG(E))-
elementary isomorphism SΨi,j : SG(K0,1)→ Si,j for each (i, j) ∈ I such that
• SΨi,j(SG(A0)) = Si and SΨi,j(SG(A1)) = Sj; and
• for i < n− 1,
SΨi+1,i+2 ↾SG(A0)= SΨi,i+1 ◦ SΦ1,
and
SΨ0,1 ↾SG(A0)= SΨn−1,0 ◦ SΦ1,
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so that we have the following diagram: for i < n− 1,
SG(A0) SG(A1) SG(A0) SG(A1)
Si+1 S0
SΦ1
SΨi+1,i+2
SΨi,i+1
SΦ1
SΨ0,1
SΨn−1,0
WLOGwe may assume that (S0,1, S0, S1) = (SG(K0,1, SG(A0), SG(A1)) and SΨ0,1 =
idSG(K0,1) induced from the L(E¯)-isomorphism ψ0,1 = idA0A1 : A0A1 → A0A1.
Claim 6.23. There are a sequenceB0, . . . , Bn ⊂ F ∗ and a sequence L(E¯)-isomorphism
ψi,i+1 : K¯0,1 → BiBi+1, i < n, extending L(E)-elementary map from K0,1 to
aclrF∗(Bi, Bi+1) in F
∗ such that
• {B0, . . . , Bn} is |⌣-independent over E in M
∗;
• BiBi+1 ≡E A0A1 in F
∗;
• SG(aclrF∗(Bi, Bi+1) =
{
Si,i+1 if i < n− 1
Sn−1,0 if i = n− 1
; and
• the dual of ψi,i+1 is equal to SΨ′i,i+1 where
SΨ′i,i+1 =
{
SΨi,i+1 if i < n− 1
SΨn−1,0 if i = n− 1
.
Proof. We inductively find a such sequence. Put B0 = A0, B1 = A1, and ψ0,1 =
idK¯0,1 . Suppose we have B0, . . . , Bi ⊂ F
∗ and L(E¯)-isomorphism ψj,j+1 : K¯0,1 →
BjBj+1, extending L(E)-elementary map from K0,1 to acl
r
F∗(BjBj+1) in F
∗, for
some i < n and for each j < i such that
• {B0, . . . , Bi} is |⌣-independent over E in M
∗;
• BjBj+1 ≡E A0A1 in F ∗;
• SG(aclrF∗(Bj , Bj+1) = Sj,j+1 for j < i;
• ψj+1,j+2 ↾A¯0= ψj,j+1 ◦ φ1 ↾A¯0 for j < i− 1; and
• the double dual of ψj,j+1 is equal to SΨ′j,j+1 for j < i.
Let Fi be a small elementary substructure of F
∗ containingB0(= A0), B1(= A1), . . . , Bi.
We apply Lemma 6.19 to the case that F := Fi, E := A0 ⊂ A := K0,1, E1 := Bi,
SΨ := SΦ′i,i+1, and φ0 := ψi−1,i ◦ φ1 : A¯0 → B¯i so that SΦ0 := SΨi−1,i ◦ Φ1 :
SG(A0) → SG(Bi). So, we have Bi+1 ⊂ F ∗ and L-isomorphism ψi,i+1 : K¯0,1 →
BiBi+1 extending ψi−1,i ◦ φ1such that
• ψi,i+1 ↾K0,1 : K0,1 → acl
r
F∗(BiBi+1) is an L-elementary map in F
∗ so that
K0,1A0 ≡ acl
r
F∗(BiBi+1)Bi;
• the double dual of ψi,i+1 is equal to SΦi,i+1; and
• aclrF∗(BiBi+1) |⌣Bi
Fi.
Since BiBi+1 ≡ A0A1 in F ∗, we have that Bi+1 |⌣E Bi. So, by transitivity,
Bi+1 |⌣E Fi and Bi+1 |⌣E B≤i so that {B0, . . . , Bi, Bi+1} is |⌣-independent over
E. 
We have that SΨn−1,0 ◦ SΦ1 = SΨ0,1 ↾SG(A0)= idSG(A0) so that SG(Bn) =
SG(A0) = S0. We apply Proposition 5.6 to the case that E := E, A := B1,
B := aclrF∗(B2, . . . , Bn−1), C1 := B0, C2 := Bn, φ = ψn−1,0 ◦ φ1, and S = S0(, and
SΨ1 := id, and SΨ2 := id in the terminology of [6, Theorem 3.1]) so that we have
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B′0 ⊂ F
∗ which realize the type tpF∗(B0/B1)∪ tpF∗(Bn/ acl
r
F∗(B2, . . . , Bn−1). So,
the tuple (B′0, B1, . . . , Bn−1) witnesses
F ∗ |= ∃x0, . . . , xn−1
(∧
θ(xi, xi+1) ∧ θ(xn−1, x0)
)
.

Theorem 6.24. [28, Proposition 7.2.8] Let F be a PAC structure. Then, Th(F )
is NSOP2 if Th(SG(F )) is NSOP2.
Proof. Let (M∗, F ∗)Sk be a special model of Th((M,F )Sk) so that (M∗, F ∗)Sk is
an Skolemization of (M∗, F ∗) in the language LSkP and (M
∗, F ∗) is special in LP .
Suppose F ∗ has SOP2 witnessed by a L-formula θ(x; y) witnesses SOP2 for F ∗
so that (M∗, F ∗)Sk has SOP2 witnessed by the LSkP -formula θP (x; y) ≡ θ(x; y) ∧
P (x) ∧ P (y). By compactnesses, there is a strongly indiscernible tree (bη)η∈w<ω+ω
witnessing SOP2 for the formula θP in the language LSkP . Take a ∈ F
∗ such that
|=
∧
i<ω+ω φ(x; b0i). By Ramsey, compactness, and automorphism, we may assume
that (b0i)i<ω+ω is a-indiscernible in L
Sk
P .
Let E := aclLSk
P
((b0j )j<ω) ∩ F
∗ which is an elementary substructure of F ∗. Let
A := aclrF∗(Ea) and let Bη := acl
r
F∗(Eb0ω⌢η) for each η ∈ 2
<ω. So, we have that
in LSkP
• (B¯η)η∈2<ω is strongly indiscernible over E¯;
• (B¯0i)i<ω is A¯-indiscernible; and
• For each i1 > i2 > · · · > in, tpLSk
P
(B0i1 /EB0i2 . . . B0in ) is finitely satisfiable
in E so that (B0i)i<ω is an E-finitely satisfiable Morley sequence in L,
enumerated in reverse.
By Kim’s lemma in stable theory, we have A |⌣E B0. By strong indiscernibility,
we have (B0i)i<ω is also B<1>-indiscernible. By Kim’s lemma again, we have
B<1> |⌣E B0 and so B0 |⌣E B<1>. Choose A
′ so that A¯′B¯<1> ≡
LSkP
E A¯B¯0.
Let q(X ;SG(B∅) := tp(SG(A)/SG(B∅)). Since (B¯η)η∈2<ω is strongly indis-
cernible over E¯ and (B¯0i)i<ω is A¯-indiscernible, we have that
• (SG(Bη))η∈2<ω is a strongly indiscernible tree over SG(E); and
• (SG(B0i))i<ω is SG(A)-indiscernible so that
SG(A) |=
⋃
i<ω
q(X ;SG(B0i)).
As Th(SG(F ∗)) is NSOP2, there is a realization S0 ⊂ SG(F
∗) of q(X ;B0) ∪
q(X ;B<1>). We apply Proposition 5.6 to the case that E := E, A := B0, B :=
B<1>, C1 := A, C2 := A
′, S := S0, and φ is an automorphism of M
∗ coming
from the fact that A¯′B¯<1> ≡
LSkP
E A¯B¯0, and we get A
′′ such that A ≡LB0 A and
A′′ ≡B<1> A
′. Then, {θ(x; b0ω⌢0, θ(x; b0ω⌢<1>} is consistent witnessed by by A′′.
This contradicts the definition of SOP2. 
7. Algebraic closure in PAC structures
Lemma 7.1 (Lemma 4.4 in [26]). Assume that T is ω-stable. F is PAC in C and
F ⊆ E is regular. Then there exists F ′ such that E ⊆ F ′ and the restriction map
res : G(F ′)→ G(F ) is an isomorphism.
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Proof. We copy here part of the proof of Lemma 4.4 in [26], but using results
generalized for PAC structures.
By Proposition 3.6 in [17], there exists F0 ⊆ C such that E ⊆ E1 is regular and E1
is PAC. By Theorem 4.4 in [18], group G(F ) is projective. Since F ⊆ E1 is regular,
res : G(E1)→ G(F ) is onto. Therefore there exists an embedding i : G(F )→ G(E1)
such that the following diagram commutes
G(F )
id //
i ##●
●●
●●
●●
●●
G(F )
G(E1)
res
OO
Consider F ′ := acl(E1)
i(G(F )), which by Proposition 3.9 in [26] (or more precisely:
by Lemma 4.5 in [17]), is PAC in C. By the Galois correspondence and the commuta-
tivity of the above diagram, we see that res : G(F ′)→ G(F ) is an isomorphism. 
Lemma 7.2. Assume that T is ω-stable. F is PAC in C, F ⊆ E is regular and κ is
some cardinal. Then there exists F ∗ such that E ⊆ F ∗, F ∗ is PAC and κ-regularly
saturated, and the restriction map res : G(F ∗)→ G(F ) is an isomorphism.
Proof. For a suitably big cardinal λ, we will recursively construct a tower (Fα)α<λ
of substructures of C such that
• F0 = F , E ⊆ F1,
• Fα ⊆ Fβ and res : G(Fβ)→ G(Fα) is an isomorphism for all α 6 β,
• each Fα is PAC,
• Fα+1 realizes each element of ST(Fα, κ, κ), where α > 1.
Of course we put F0 := F . Let F1 be the PAC structure given by Lemma 7.1 for
F and E.
Successor case for α > 1. Assume that we defined Fα and we want to show
existence of a proper Fα+1, where α > 1. Let X be a set containing exactly one
realization of each element from ST(Fα, κ, κ). Without loss of generality, we assume
that X is Fα-independent in C. By Lemma 3.5 and Lemma 3.40 in [17], we see that
Fα ⊆ dcl(Fα,
⋃
X) is regular. Hence, by Lemma 7.1, we find an appropriate Fα+1.
Limit case. Now, assume that we defined Fα for all α strictly smaller than some
β. If β is a limit cardinal, then set Fβ :=
⋃
α<β Fα. To see that Fβ is PAC, we
suppose that there is a regular extension Fβ ⊆ N such that N |= ∃xψ(a, x) for
some a ∈ Fβ . Naturally a ∈ Fα for some α < β. By Lemma 3.5 in [17], Fα ⊆ N is
regular, so Fα |= ∃xψ(a, x) and so ψ(a, x) is realized in Fβ . We need to show that
the restriction map res : G(Fβ)→ G(Fα) is an isomorphism. It follows, since for all
β > α′ > α we have that res : G(Fα′ )→ G(Fα) is an isomorphism and
acl(Fβ) =
⋃
α′<β
acl(Fα′).
Assume that we have our tower of structures Fα for all α < λ. We put
F ∗ :=
⋃
α<λ
Fα.
As in the proof of the limit case, we can show that F ∗ is PAC and that res :
G(F ∗)→ G(F ) is an isomorphism. Obviously E ⊆ F ∗. It is left to show that F ∗ is
κ-regularly saturated.
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Suppose that A ⊆ F ∗ is such that |A| < κ, and d¯ is such that |d¯| < κ and
F ∗ ⊆ dcl(F ∗, d¯) is regular. Since |A| < κ, there exists α < λ such that A ⊆ Fα.
By Lemma 3.5 in [17], Fα ⊆ F ∗ is regular, hence Fα ⊆ dcl(F ∗, d¯) is regular. In
particular, Fα ⊆ dcl(Fα, d¯) is regular. This means that qftp(d¯/A) ∈ ST(Fα, κ, κ)
and so there is a realization of qftp(d¯/A) in Fα+1. Because the considered type is
quantifier-free, it is also realized in F ∗. 
Lemma 7.3 (Proposition 4.5 in [26]). Assume that T is ω-stable. Let F be a PAC
substructure in C which κ-regularly saturated for some κ > |T |+. If E ⊆ F is
regular such that |E|+ 6 κ, then E = aclF (E).
Proof. The proof is based on the proof of Proposition 4.5 in [26], but there are
important changes related to the saturation assumption in Lemma 2.15.
We will show that aclF (E) ⊆ E. Suppose not, so there exists m ∈ aclF (E) \ E.
Consider θ(x) ⊢ tpF (m/E). Let k be the number of all realizations of tpF (m/E)
in F , say {m1, . . . ,mk}. One has that F |= ∃=kx θ(x).
Let Φ ∈ Aut(C/ acl(E)) be such that F |⌣E F
′, where F ′ := Φ(F ). Let m′ :=
Φ(m) ∈ F ′ \ E, so m′ 6∈ F . Note that F |= θ(m1) ∧ . . . ∧ θ(mk) and F ′ |= θ(m′).
We see that ϕ : G(F ) → G(F ′) given by σ 7→ Φ−1 ◦ σ ◦ Φ is an isomorphism of
profinite groups. By Corollary 3.39, for each σ ∈ G(F ) there exists σ˜ ∈ Aut(C)
such that σ˜|acl(F ) = σ and σ˜|acl(F ′) = ϕ(σ). Note that
i : G(F )→ Aut
(
dcl
(
acl(F ), acl(F ′)
)
/ dcl(F, F ′)
)
given by i(σ) := σ˜|dcl(acl(F ),acl(F ′)) is an embedding. We have the following com-
muting diagram
i
(
G(F )
)
res
$$■
■■
■■
■■
■■
resvv
G(F )
i
44
ϕ
// G(F ′)
We define
D := dcl
(
acl(F ), acl(F ′)
)i(G(F ))
.
One has that dcl(F, F ′) ⊆ D. By the Galois correspondence
i
(
G(F )
)
= Aut
(
dcl
(
acl(F ), acl(F ′)
)
/D
)
.
Note that F ⊆ D is regular. To see this, assume that m ∈ D ∩ acl(F ). If m 6∈ F ,
then there is σ ∈ G(F ) such that σ(m) 6= m. But since m ∈ D, we have that
m = i(σ)(m) = σ(m), a contradiction.
By Lemma 7.2 for F ⊆ D, there exists F ∗ such that F ∗ is κ-regularly saturated
PAC substructure in C, D ⊆ F ∗ and res : G(F ∗) → G(F ) is an isomorphism. We
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have the following diagram
G(F ∗)
res
 res

res
∼=

i
(
G(F )
)
res
∼=zz✉✉
✉✉
✉✉
✉✉
✉
res
$$■
■■
■■
■■
■■
G(F )
ϕ
∼=
// G(F ′)
so every arrow in it is an isomorphism.
Now we use Lemma 2.15 for the following situations:
G(F ∗)
res //
res
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
G(F )
res
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
G
(
dcl(E,m1, . . . ,mk)
)
G(F ∗)
res //
res
&&▼▼
▼▼
▼▼
▼▼
▼▼
G(F ′)
res
xxqqq
qq
qq
qq
q
G
(
dcl(E,m′)
)
to state that F ∗ ≡E,m1,...,mk F and F
∗ ≡E,m′ F
′. Therefore F ∗ |= θ(m1) ∧ . . . ∧
θ(mk), F
∗ |= θ(m′) and F ∗ |= ∃=kx θ(x), a contradiction. 
Proposition 7.4 (Algebraic closure description). Assume that T is ω-stable. Let
F be a κ-regularly saturated PAC substructure in C, where κ > |T |+. Suppose that
A ⊆ F is such that |A|+ 6 κ. Then aclF (A) = acl(A) ∩ F = acl
r
F (A).
Proof. Because T has quantifier elimination, we have that acl(A)∩F ⊆ aclF (A). On
the other hand acl(A)∩F ⊆ F is regular, hence, by Lemma 7.3, aclF
(
acl(A)∩F )
)
=
acl(A) ∩ F . One has aclF (A) ⊆ aclF
(
acl(A) ∩ F )
)
= acl(A) ∩ F ⊆ aclF (A). 
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