We analyze a random algorithm for numerical integration of d-variate functions from weighted Sobolev spaces with dominating mixed smoothness α ≥ 0 and product weights 1 ≥ γ 1 ≥ γ 2 ≥ · · · > 0. The algorithm is based on rank-1 lattice rules with a random number of points n. For the case α > 1/2, we prove that the algorithm achieves almost the optimal order of convergence of O(n −α−1/2 ), where the implied constant is independent of d if the weights satisfy
Introduction
We study the problem of numerical integration of d-variate functions, i.e., the approximation of
for f in a weighted Sobolev space H d,α,γ with smoothness parameter α ≥ 0 and product weights γ = (γ j ) j≥1 (details are provided below). To this end we use a randomized algorithm M n that uses at most n ∈ N function evaluations. The basic building blocks of the algorithm M n are so-called rank-1 lattice rules of the form
where p is a prime number, z ∈ Z d is known as the generating vector, and {x} denotes the fractional part of a real number x and is applied componentwise to a vector. Lattice rules as in (1) are very well studied in the field of quasi-Monte Carlo methods (see [4] and [24] for overviews on lattice rules, and [6, 16] for further introductions to the field of quasi-Monte Carlo methods). Here, however, we do not study one fixed quasi-Monte Carlo rule, but an algorithm based on randomly choosing one of a certain set of lattice rules. Indeed, the random algorithm M n , for given n ∈ N, is defined by Q d,p,z with randomly chosen prime p ∈ {⌈n/2⌉ + 1, . . . , n} and z ∈ {1, . . . , p − 1} d . To be precise, we choose a random prime number p in the given range and then a random generating vector z from a certain set Z p of "good" generating vectors (see (12) below). We call such an algorithm M n a randomized lattice algorithm.
An algorithm of such a form was first analyzed by Bakhvalov in [1] (see also [2] for general results on randomized algorithms) for generating vectors of a special form commonly known as the "Korobov type", i.e., z = (1, z, . . . , z d−1 ) for some z ∈ N. Bakhvalov proved that this algorithm has almost the optimal order of convergence in a Sobolev space with dominating mixed smoothness, but the error bound depends on the dimension d.
A significant advancement of this paper is that we prove the existence of good generating vectors, not restricted to the Korobov type, such that our randomized lattice algorithm M n achieves almost the optimal order of convergence in weighted Sobolev spaces, with the error bound independent of d under a summability condition on the weights γ that is common in this field of research.
The advantage over previous related works lies in the ease of implementation. Other known algorithms which achieve the optimal error bounds, such as those based on Frolov's method (see, e.g., [7, 10, 12, 29, 30, 31] ), are very difficult to implement especially in high dimensions. For our algorithm, a simple probabilistic approach can be used to obtain suitable generating vectors.
More precisely, we analyze the randomized (worst case) error for our randomized lattice algorithm M n in the unit ball of H d,α,γ , defined by
The details of the expectation will be made clear when we formally specify our randomized lattice algorithm in Section 3. We have three main theorems in this paper. In Theorem 9 below, we prove for α > 1/2 and n sufficiently large that
where the implied constant is independent of d if
(In the literature, the exponent in (3) sometimes differs by a factor of two, depending on how α and γ enter the definition of the norm, see Section 2.1.) Additionally we will analyze the randomized lattice algorithm with shift, which is defined by
where U is a random variable that is uniformly distributed on [0, 1] d . Again, the algorithm uses at most n function evaluations. The advantage of the algorithm M n is that it can treat the case α ∈ (0, 1/2], i.e., when the integrands are not necessarily continuous. In Theorem 11 below, we prove for α > 0 that
where again the implied constant is independent of d if (3) holds. Moreover, the result also holds with the randomized error replaced by the root-mean-squared error of M n , which is larger. Then, we show that the upper bounds for the algorithms M n and M n are essentially best possible, by proving in Theorem 12 the lower bound
for the randomized errors of the above algorithms.
The presented upper bounds are almost optimal as the optimal order of convergence that can be achieved by any randomized algorithm that uses only function values is Θ(n −α−1/2 ), even in the unweighted situation. This has been proven only recently by one of the authors [30] using the algorithm of [12] . However, the algorithm in [30] is quite impractical in high dimensions, in contrast to the algorithm that will be analyzed in the following. This mainly comes from the fact that the involved point sets, i.e., certain subsets of irrational lattices in R d , seem to be very hard to implement, see, e.g. [10, 31] . Moreover, the presented upper bound in [30] is at least exponential in d and probably not improvable, see [30, Remark 3.2] .
The optimal order in the randomized setting should be compared to the optimal order in the deterministic setting, where it is Θ(n −α (log n) (d−1)/2 ), see [3, 7] or [28, 31] and the references therein. A tutorial on the proof of the upper bound can be found in [29] . By now there are many known constructions for optimal algorithms if α ≤ 1, see, e.g., [6, 16, 19] , while for α > 1 they are still rare, see [7, 8] . By introducing weights in these function spaces, one can achieve the rate O(n −a ) for a < α, with the implied constant independent of d, see [27, Theorem 3] . For a component-by-component construction that achieves this bound, see, e.g., [4, 13] .
The rest of the paper is structured as follows. In Section 2, we define the function space, summarize some known results from the deterministic error setting and show a few auxiliary results that will be needed in this paper. In Section 3 we state and prove the main results, Theorems 9 and 11, while in Section 4 we show the lower bound in Theorem 12. The independence of the error bounds on the dimension is the essence of strong tractability, and we will provide a brief discussion about this in Section 5. In particular, again under a suitable summability condition on the weights, the exponent of strong tractability in the randomized setting equals the optimal value of 1/(α + 1/2). We end the paper with a short conclusion in Section 6.
Previous and auxiliary results
In this section we define the function space and review some known results for the error of lattice rules in the deterministic setting (this includes the definitions necessary for the analysis), and we also prove a few helpful results.
Function spaces
Let us now define the function spaces under consideration in this paper. These spaces are socalled Sobolev spaces with dominating mixed smoothness, where we assume (product) weights as introduced by Sloan and Woźniakowski in [26] . The basic idea of weighted spaces is that the weights, occurring in the norm of the space, allow us to model different influence of different coordinates on the integration problem, where larger weights mean more influence and smaller weights mean less influence.
Let α ≥ 0, let γ = (γ j ) j≥1 be a non-increasing sequence of positive weights bounded by 1, and let d ∈ N. We denote by H d,α,γ the Sobolev space of functions defined on [0, 1] d , with finite norm
In the recent literature on lattice rules, these spaces are often called weighted Korobov spaces.
It is straightforward to check that, for α ∈ N,
where {1 : d} := {1, . . . , d} and x = (x 1 , . . . , x d ) with x u and x {1:d}\u denoting the projection of x onto the coordinates in u and {1 : d} \ u, respectively. Moreover, it is well known that
with equality for α = 0), and that its elements can be expressed in terms of their Fourier series, i.e.,
where by "·" we denote the usual Euclidean inner product. Note that the convergence of the Fourier series holds pointwise if α > 1/2, and that H d,α,γ contains only 1-periodic functions in this case. If α ≤ 1/2, then the Fourier series of a function in H d,α,γ does not necessarily converge pointwise, and the above equation is to be understood almost everywhere, which is enough for our purposes.
then, for α ∈ N, we obtain the norm
, which recovers the standard norm for the Sobolev space when γ ≡ 1. We could obtain the later theorems for this norm in the same way, since r α,
Lattice rule error
For a prime p and z = (z 1 , . . . , z d ) ∈ {1 : p − 1} d , where {1 : p − 1} := {1, 2, . . . , p − 1}, it easily follows that the error of a (rank-1) lattice rule Q d,p,z is given by
where h · z ≡ p 0 means that h · z is congruent to zero modulo p. Hence, the performance of a lattice rule Q d,p,z in the worst case setting depends solely on the structure of the dual lattice, i.e., the set of all h ∈ Z d such that h · z ≡ p 0. There are several measures, or figures of merit, for the quality of a lattice rule, see, e.g. [15, 16] .
One figure of merit is
for which the unweighted version was defined independently by Hlawka in [9] and Korobov in [11] . This quantity is the worst case error in the class of functions E α,γ , which consists of all functions f with |f (h)| ≤ r α,γ (h) −1 for all h ∈ Z d . For the weighted Sobolev space that is considered in this paper, we clearly obtain by Cauchy-Schwarz inequality that
where we use that [r α,γ (h)] 2 = r 2α,γ 2 (h). It is easily seen that equality holds in (5) for some (worst case) function f , and hence we conclude that the (deterministic) worst case error of a single lattice rule Q d,p,z is precisely
Another relevant figure of merit is
which is a weighted version of the Zaremba index for higher smoothness. Clearly,
The existence of good generating vectors
Here, we show by a standard averaging argument that there exist generating vectors which make the worst case error of the corresponding lattice rule small. In addition, we show that many such vectors exist, which will be essential for the proof of our main result. Recall that, for h ∈ Z, we have
We start with some auxiliary results.
Lemma 2. Let d ∈ N, β > 1, and γ ∈ (0, 1] N . Then we have
where ζ denotes the Riemann zeta function.
Proof. The result follows easily by the definition of the function r β,γ . ✷
The quantity on the right-hand side of (8) will be crucial in the following computations. To simplify notation, we define, for d ∈ N, β > 1, and γ ∈ (0, 1] N ,
where we use 1 + x ≤ e x for x ∈ R. Note that
As a direct consequence of Lemma 2 we obtain a bound on the number of h ∈ Z d such that r β,γ (h) is small. Corollary 3. Let d ∈ N, β > 1, T > 0, and γ ∈ (0, 1] N , and define
Then we have
Proof. From Lemma 2 we obtain
This proves the result. ✷
The next lemma is useful in bounding the number of points in the dual lattice for a given generating vector.
Lemma 4. For every prime number p, every d ∈ N, and h ∈ Z d we have
with equality in the first case, where by h ≡ p 0 we mean that each component of h is congruent to zero modulo p.
Since h ℓ ≡ p 0 there is at most one such z ℓ ∈ {1 : p − 1}. This shows that there are no more than
A similar result to following proposition can be found in many papers.
Proposition 5. Let p be prime, d ∈ N, and γ ∈ (0, 1] N . For any β > 1, we have
Proof. By definition we have
We split this sum into a sum over all h with h ≡ p 0 and the remaining h, and bound the sums separately. By Lemma 4 we have for the sum over h ≡ p 0,
The penultimate inequality easily follows from the definition of r β,γ (h) and h = 0, and the last inequality follows from Lemma 2.
For the sum over h ≡ p 0 we use again Lemma 2 and Lemma 4, and obtain
Combining the last two estimates with 1/(p − 1) ≤ 2/p leads to the desired result. ✷ Clearly, there must be one choice of z such that P β,γ (p, z) is as good as the average. By this argument, and using (5), it is typically shown that there exists a generating vector that makes the worst case error small. Although this is clearly not a constructive argument, there are methods to generate such vectors in an efficient way, in particular component-by-component algorithms. These constructions, dating back to Korobov, were re-invented in 2002 in [25] , and proven to yield optimal results in [5] and [13] . Moreover, there exists a fast variant due to [22] which is heavily used nowadays.
For the upcoming analysis, it is not enough to have a single "good" generating vector. However, as the next corollary shows, there are actually many of them.
Corollary 6. Let
Proof. Suppose to the contrary that P β,γ (p, z) is smaller than the right-hand side above for χ choices of z, where
Then the average over all z is bigger than V d (β, γ)/p, which contradicts Proposition 5. ✷ Most of the results discussed so far in this section hold for arbitrary β > 1. However, for the further analysis we need a bound on ρ α,γ (p, z) for many z for all α > 0. It is known that the classical Zaremba index, corresponding to α = 1 and γ = 1, has a growth behavior like p (with additional logarithmic terms), see e.g. [16] , so we expect a growth behavior of ρ α,γ (p, z) comparable to p α . This is made more precise in the following lemma.
Lemma 7. Let p be prime, d ∈ N, α > 0, and γ ∈ (0, 1] N . For any τ ∈ (0, 1), there exist at least
Proof. Using (7) and r α,γ (h) = (r α/λ,γ 1/λ (h)) λ for all λ ∈ (0, α), we obtain for any z ∈ {1 :
Now for each λ ∈ (0, α), we know from Corollary 6 that the inequality
holds for at least ⌈τ (p − 1) d ⌉ different generating vectors z. To obtain the set of generating vectors that satisfies (11) for all λ ∈ (0, α), we consider the infimum of the right-hand side over λ. If this infimum is attained for some λ * ∈ (0, α), then those generating vectors z which correspond to λ * will satisfy the desired bound (10) for all other values of λ. If it is not attained in the interval (0, α), then since the limit as λ → α is clearly infinity, the infimum is the limit as λ → 0. However, this limit equals 1, which makes the statement of the theorem trivial. ✷ Remark 8. For a given prime p ≥ 2, let us choose a generating vector z ∈ {1 : p − 1} d uniformly at random. By Lemma 7 we have that the probability of obtaining, by this procedure, a "good" generating vector, i.e., a vector z that satisfies the bound (10), is at least τ . Besides possible implementation issues, we did not find any advantage of adjusting τ . Hence, to ease the notation, we set τ = 1/2 in the following.
3 New results in the randomized setting
The randomized lattice algorithm without shift
Let n ∈ N, n ≥ 2, and P n := {p : p is prime and n/2 + 1 ≤ p ≤ n}.
Let d ∈ N, α > 0, and γ ∈ (0, 1] N . For each p ∈ P n , let Z p denote the set of good generating vectors z in the sense of Lemma 7, with τ = 1/2, that is,
(12) We know from Lemma 7 that
Our random algorithm M n is defined by first randomly and uniformly selecting a prime p ∈ P n and then randomly and uniformly selecting a generating vector z ∈ Z p . The randomized error (2) for the lattice algorithm M n is then given precisely by
We stress that the randomized error is not the same as the average of the worst case errors (6) of a set of deterministic lattice rules. (Here the averaging occurs inside the supremum rather than outside.) Theorem 9. For α > 1/2, λ ∈ (1/2, α), δ ∈ (0, λ − 1/2), and
the randomized error of the randomized lattice algorithm M n satisfies
where V d is defined as in (9) and C λ,δ is a constant depending only on λ and δ. The upper bound is independent of d if
Remark 10. A very simple probabilistic approach to implement this algorithm is to first randomly select a prime p ∈ P n , and then randomly select a vector z ∈ {1 : p − 1} d repeatedly until the condition in (12) is satisfied. The chance of getting a vector z ∈ Z p after k tries is
Note that the inequality in (12) should hold simultaneously for all values of λ ∈ (0, α), and so in a practical implementation it is not easy to verify whether a given vector z belongs to Z p . An easy way around this is to relax the definition of Z p to a set of generating vectors Z p,λ which assumes the given bound only for a fixed λ ∈ (0, α), and consider the corresponding random algorithm M n,λ . In this case, Theorem 9 holds for M n,λ for this value of λ, and the implementation of the algorithm is straightforward and simple.
We leave it for future research if sampling from the set Z p itself can be done efficiently, e.g., by a component-by-component-type algorithm.
Proof of Theorem 9. We first define
Then the condition (13) ensures that B n ≥ 1. It follows from the definition of Z p in (12) that for all p ∈ P n and z ∈ Z p we have p > n/2 and ρ α,γ (p, z) > B n ; and consequently for every h ∈ Z d with h · z ≡ p 0 we have r α,γ (h) > B n . From (4) we obtain
with I(·) denoting the indicator function. The last inequality was obtained by multiplying and dividing the penultimate expression by r α,γ (h) and then applying the Cauchy-Schwarz inequality. Hence we conclude that
We now proceed to obtain a bound on ω n (h). For fixed p, if h ≡ p 0 then h · z ≡ p 0 holds for all z ∈ Z p . On the other hand, if h ≡ p 0 then we may bound the last sum by the number of all z ∈ {1 : p − 1} d with h · z ≡ p 0. We already computed this number in Lemma 4. Thus we have
and therefore
Note that any number h ∈ N has at most log M (h) prime divisors greater than M ∈ N. So for h = 0 the number of primes p ≥ ⌈n/2⌉ + 1 for which h ≡ p 0 holds is at most log ⌈n/2⌉+1 (|h| ∞ ), that is,
for all n ≥ 2. Combining this with the estimate |P n | > c ′ n/ ln(n) for some c ′ > 0, see, e.g., [23] , we conclude that
for some c < ∞, which yields
with β := α/λ > 1 and γ ′ = γ 1/λ . Here we used r α,γ (h) = (r α/λ,γ 1/λ (h)) λ . Now we apply |h| ∞ ≤ r β,γ ′ (h) and log(x) ≤ log(1 + x) ≤ x δ /δ, which holds for all δ > 0 and x > 0, and obtain
To complete the proof we will show a suitable upper bound on
for λ < α and δ > 0 with λ − δ > 1/2. For T > 0, we define the set
Recall from Corollary 3 that
Moreover, we have for c > 1 and T ≥ 1,
Since h / ∈ A(T ) implies 1/r β,γ ′ (h) < 1/T , we obtain for 1/2 < 1/2 + δ < λ,
, where we used ⌊x⌋ ≥ x/2 for x ≥ 1 in the last inequality.
Together with (14) and (17), and using 1/λ > 1/α, this shows
Note that the coefficient of n −λ−1/2+δ in the latter term is bounded under the assumptions we made, i.e., τ ∈ (0, 1), α > λ > 1/2 and 0 < δ < λ − 1/2. This completes the proof. ✷
The randomized lattice algorithm with shift
We are now going to prove in Theorem 11 below that M n , i.e., the random lattice rule with an additional shift, satisfies a similar upper bound on its randomized error as M n , but also for functions from H d,α,γ with 0 < α ≤ 1/2. Note that, by allowing general α > 0 in Theorem 11, we are considering a larger function class than in Theorem 9. The randomized error (2) for the algorithm M n is given by
where E U denotes expectation with respect to the random shift U . For this algorithm we can even bound the root-mean-square error (or standard deviation)
Theorem 11. For α > 0, λ ∈ (0, α), and δ > 0, the randomized worst case error of the randomized lattice algorithm with shift M n satisfies
where again V d is defined as in (9) and c is an absolute constant. The upper bound is independent of d if
Proof. By a variation of Poisson's summation formula, we have
with ω n (h) from (15) . From (16) we know that
We apply (|h| ∞ ) α ≤ r α,γ (h) and log(x) ≤ log(1 + x) ≤ x δ /δ and obtain
Together with (14) this yields
which proves the result. ✷
Lower bound
In the last section we proved that the algorithms M n and M n can achieve an order of convergence that is arbitrarily close to the optimal n −α−1/2 , see [30] . However, we will show in Theorem 12 that the exact optimal order cannot be achieved by these algorithms, no matter how we choose the weights γ. This shows that the main order in our results in Theorems 9 and 11 is essentially best possible. Note that the lower bound also holds for the case α = 0. However, it would be interesting to find an upper bound of the form C(log n) q /n α+1/2 with C, q independent of n and d. It is not clear if such a bound exists.
Theorem 12. Let α ≥ 0. Then the randomized errors of the random algorithms M n and M n are bounded from below by
To prove the lower bound on e ran d,α,γ (M n ) it is enough to construct, for each n ∈ N, n ≥ 2, a function, say f n , that satisfies the lower bound. To this end, we define f n such that
Clearly, f n d,α,γ = 1 and I d (f n ) = 0. Moreover, for p ∈ P n , we have
where we used |P n | ≤ 2n log n from [23] . This proves
we can can proceed exactly as above to prove the lower bound on e rmse d,α,γ M n . ✷
Results on tractability
Let us now briefly comment on tractability results. Suppose now that for fixed d ∈ N and ε ∈ (0, 1), we would like to achieve e ran d,α,γ (M n ) ≤ ε. Then from Theorem 9 we conclude that for H d,α,γ with α > 1/2, provided n satisfies (13), it is sufficient to choose n such that
Hence, the information complexity n(ε, d), i.e., the minimal number of function evaluations that is required by any kind of random algorithm to achieve a randomized error within the threshold ε, satisfies In both cases, we have n(ε, d) = O(ε −p ), for p arbitrarily close to 1/(λ + 1/2), where the implied constant is independent of d and ε if ∞ j=1 γ 1/λ j < ∞. The integration problem is then said to be strongly tractable in the randomized setting, with the exponent of strong tractability being the infimum of those p.
We summarize these fact results in the following theorem. In particular, if λ 0 ≥ α, then the exponent of strong tractability is 1/(α + 1/2).
Proof. The upper bound on the exponent of strong tractability for α > 0 follows from Theorem 11 and the discussion above. For α = 0 it is well-known that the exponent of strong tractability in the randomized setting is 1/2, which can be achieved, i.e., by the simple Monte Carlo method. For the lower bound note that n(ε, d) ≥ n(ε, 1) ≥ c · ε −1/(α+1/2) for some c > 0, see e.g. [17] . ✷ Remark 14. In the same way as it was done in [27] , we could also comment on other forms of tractability, like polynomial tractability, under modified summability assumptions on the weights. We omit the details.
For further information on tractability in various settings and an overview of various kinds of error criteria in the context of tractability, see the trilogy [18] - [20] .
Conclusion
We showed in this paper that the randomized lattice algorithm M n achieves a randomized integration error with a convergence order arbitrarily close to O(n −α−1/2 ) in H d,α,γ with α > 1/2, where the implied constant is independent of d as long as If the weights only satisfy a weaker summability condition ∞ j=1 γ 1/λ j < ∞ for some λ < α, then we can still obtain error bounds that are independent of d but the convergence rate is reduced correspondingly to be close to O(n −λ−1/2 ).
The question whether component-by-component constructions can be used in the context of this setting remains open for future research.
