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Abstract
The symmetric primitive matrices with exponent  n has been described completely in
[Linear Multilinear Algebra 39 (1995) 391]. In this paper the complete characterization of
symmetric primitive matrices with exponent n− 1 is obtained.
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1. Introduction
An n× n nonnegative matrix A = (aij ) is said to be primitive if Ak > 0 for some
positive integer k, the least such k is called the exponent of the matrix A and denoted
by γ (A). The associated graph of symmetric matrixA, denoted byG(A), is the graph
with a vertex set V (G(A)) = {1, 2, . . . , n} such that there is an edge from i to j in
graph G(A) if and only if aij > 0. Hence G(A) may contain loops if aii > 0 for
some i. A graph G is called to be primitive if there exists an integer k > 0 such that
for all ordered pairs of vertices i, j ∈ V (G) (not necessarily distinct), there is a walk
from i to j with length k. The least such k is called the exponent of G, denoted by
γ (G). Clearly, a symmetric matrix A is primitive if and only if its associated graph
G(A) is primitive. And in this case, we have γ (A) = γ (G(A)). By this reason as
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above, we shall employ graph theory as a major tool and consider γ (G(A)) to prove
our results.
Let SEn = {γ (A) ∈ Z+: for some n× n symmetric primitive matrix A} be the
exponent set of n× n symmetric primitive matrices. In 1986, Shao [5] proved SEn =
{1, 2, . . . , 2n− 2}\S where S is the set of all odd numbers among {n, n+ 1, . . . ,
2n− 2} and gave the characterization of the matrix with exponent 2n− 2. In 1990,
Liu et al. [4] gave the characterization of the matrix with exponent 2n− 4. In 1991,
Li [3] obtained the characterization with exponent 2n− 6. In 1995, Cai and Zhang
[2] derived the complete characterization of symmetric primitive matrices with ex-
ponent 2n− 2r ( n) which is a generalization of the results in [3,4,5] where r =
1, 2, 3 respectively. However, there is no any result on the characterization of sym-
metric primitive matrices with exponent less than n up to now. The purpose of this
paper is to go further into the problem and give the complete characterization of
symmetric primitive matrices with exponent n− 1.
Terminologies and notations not explained in this paper are referred to [1].
2. Some lemmas on γ (G)
The exponent from vertex u to vertex v, denoted by γ (u, v), is the least integer
k such that there exists a walk of length m from u to v for all m  k. We denote
γ (u, u) by γ (u) for convenience.
Lemma 1 [5]. If G is a primitive graph, then γ (G) = maxu,v∈V (G) γ (u, v).
Lemma 2 [5]. G is a primitive graph if and only if G is connected and contains odd
cycles.
Lemma 3 [4]. Let G be a primitive graph, and let u, v ∈ V (G). If there are two
walks from u to v with lengths k1 and k2, respectively, where k1 + k2 ≡ 1(mod 2),
then γ (u, v)  max{k1, k2} − 1.
Lemma 4. Suppose G is a primitive graph with order n. If there are u, v ∈ V (G)
such that γ (u, v) = γ (G)  n, then for any odd cycle C in G we have
|V (Pmin(u, v)) ∩ V (C)|  n− γ (G), (1)
where Pmin(u, v) is the shortest path from u to v in G.
Proof. Let P = Pmin(u, v) = v0v1 · · · vm (v0 = u, vm = v). It is trivial if V (P ) ∩
V (C) = ∅. Let V (P ) ∩ V (C) /= ∅, then we write that
i = min{s: vs ∈ V (P ) ∩ V (C)}, j = max{s: vs ∈ V (P ) ∩ V (C)},
where 0  i  j  m, and vi, vj divide C into two internally disjoint (vi, vj )-paths
L1 and L2. Clearly, Qk = P(v0, vi) ∪ Lk ∪ P(vj , vm), k = 1, 2, are two distinct
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(u, v)-paths in G with |Q1| + |Q2| ≡ 1(mod 2). Without loss of generality, suppose
|Q1| + |P | ≡ 1(mod 2). Thus by Lemma 3 and the definition of P = Pmin(u, v), we
have
γ (u, v) max{|P |, |Q1|} − 1 = |Q1| − 1
= |P | − (j − i)+ |L1| − 1
 |P | − (j − i)+ (|C| − |V (P ) ∩ V (C)|).
Hence
|V (P ) ∩ V (C)| |P | + |C| − (j − i)− γ (u, v)
= |V (P )| + |V (C)| − (j − i + 1)− γ (G)
 n− γ (G).
This is just the lemma. 
Suppose that G is a primitive graph with u, v ∈ V (G) and a = dG(u, v) where
dG(u, v) is the distance between u and v in G. Thus by Lemma 2, there is an (u, v)-
walk with length bˆ = bˆG(u, v) such that a + bˆ ≡ 1(mod 2). Let b = bG(u, v) =
min{bˆ = bˆG(u, v): a + bˆ ≡ 1(mod 2)}. Then b > a and a + b ≡ 1(mod 2). By
Lemma 3 we have γ (u, v)  bG(u, v)− 1. Conversely, it is clear that there is no
any (u, v)-walk with length bG(u, v)− 2, so we have γ (u, v)  bG(u, v)− 1. That
is γ (u, v) = bG(u, v)− 1.
Lemma 5. Suppose G is a primitive graph and u, v ∈ V (G), then we have (a)
dG(u, v)  γ (u, v); (b) γ (u, v)− dG(u, v) ≡ 0(mod 2); (c) diam(G)  γ (G).
Proof. (a) γ (u, v) = b − 1  a = dG(u, v); (b) γ (u, v)− dG(u, v) = b − 1 + a ≡
0(mod 2) since a + b ≡ 1(mod 2); (c) By Lemma 1 and (i), we have
diam(G) = max
u,v∈V (G)
dG(u, v)  max
u,v∈V (G)
γ (u, v) = γ (G). 
Let G1,G2 be two subgraphs of G. Pmin(G1,G2) denotes the shortest path be-
tween G1 and G2. Its length
d(G1,G2) = min
vi∈V (Gi )
i=1,2
dG(v1, v2).
For any vertices u, v ∈ V (G) and an odd cycle C in G we define that
γ (u, v, C) = dG(u, C)+ dG(v, C)+ |C| − 1.
It is easy to see that γ (u, v)  γ (u, v, C). Further, if there is a vertex x ∈ V (C) such
that dG(u, C) = dG(u, x) and dG(v, C) = dG(v, x), we then say that
γ (u, v, C) = dG(u, x)+ dG(v, x)+ |C| − 1
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is well defined. For convenience, we denote γ (u, u, C) by γ (u, C) and let γ (u) =
min|C|≡1(mod 2) γ (u, C).
Lemma 6. Suppose G is a primitive graph with order n. If there are u, v ∈ V (G)
(not necessarily distinct) such that γ (u, v) = γ (G) = n− 1, then for any odd cycle
C in G, γ (u, v, C) is well defined. Furthermore, there is an odd cycle C0 in G such
that b = bG(u, v) = γ (u, v, C0)+ 1, i.e., γ (u, v) = γ (u, v, C0).
Proof. Let C be any odd cycle in G, then by Lemma 4 we have
|V (Pmin(u, v)) ∩ V (C)|  1. (2)
Suppose that V (Pmin(u, v)) ∩ V (C) = {x}, it is clear that γ (u, v, C) is well de-
fined with C = C0 for x ∈ C0 such that
n− 1 = γ (G) = γ (u, v)  γ (u, v, C0)= d(u, x)+ d(v, x)+ |C0| − 1
 n− 1,
i.e., γ (u, v) = γ (u, v, C0).
Now, suppose that V (Pmin(u, v)) ∩ V (C) = ∅ for any odd cycle C in G,
then V (Pmin(u, C)) ∩ V (Pmin(v, C)) = ∅. Let w be the first intersected vertex of
Pmin(u, C) from u to C and Pmin(v, C) from v to C. Let Pmin(w,C) = Pmin(w, x)
and Pmin(u, C) = Pmin(u,w) ∪ Pmin(w, x) and Pmin(v, C) = Pmin(v,w) ∪ Pmin(w,
x), then we see that γ (u, v, C) is well defined. Moreover, by the definition of b, there
is an (u, v)-walk Pb(u, v)with length b. Since a + b ≡ 1(mod 2), the symmetric dif-
ference Pmin(u, v) Pb(u, v) must contain an odd cycle C0. We have C0 ⊂ Pb(u, v)
since |Pmin(u, v) ∩ V (C0)| = 0. Hence, by the definition of b we have γ (u, v) =
bG(u, v)− 1 = γ (u, v, C0). 
3. Constructions of graphs
Firstly, we define two classes of graphs Mn−1 and Nn−1 as follows:
(3.1) For the nonnegative integers i, j, s, t, m, n: 0  i < m/2 < j  m, 0  s 
t  (n/2)− 1, m+ 2t = n− 1, the graphsG(s,t)(i,j) are defined properly in three forms
as G
(0,0)
(i,j) , G
(0,t)
(i,j) and G
(s,t)
(i,i+1) as shown in Figs. 1–3.
Further, suppose that
M(0) =
{
G
(0,0)
(i,j)
}
, M(1) =
{
G
(0,t)
(i,j) : t > 0
}
and
M(2) =
{
G
(s,t)
(i,i+1): s > 0, 2i = m− 1
}
.
Note that for G(0,0)(i,j) there are at least two vertices vi and vj with one loop at each of
them, respectively; for the graph G(0,t)(i,j) there is no any edge between xk and yp for
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Fig. 1. G(0,0)
(i,j)
.
Fig. 2. G(0,t)
(i,j)
.
Fig. 3. G(s,t)
(i,i+1).
0  k, p  t ; for the graph G(s,t)(i,i+1) there is a subset J ⊆ {1, 2, . . . , t} with |J | =
s > 0 such that xkyk ∈ E(G(s,t)(i,i+1)) for all k ∈ J and 2i = m− 1. Now, we define
the set of the first class of graphs as
Mn−1 =M(0) ∪M(1) ∪M(2). (3)
(3.2) Let G∗ = (V ∗, E∗) be a graph with vertex set V ∗ =⋃ri=0 V ∗i such that
V ∗i ∩ V ∗j = ∅ for 0  i < j  r and |V ∗i | = r + 1 for 0  i  r , and with edge set
E∗ = E∗1 ∪ E∗2 such that E∗1 =
{
uv: u ∈ V ∗i , v ∈ V ∗i+1, 0  i  r − 1
}
and E∗2 ={
uv: u, v ∈ V ∗r
}
. Let n = 2r + 1 and r  1.
Now, for any odd number d with 1  d  2r − 1 we write that t = r − (d − 1)/2
and define two distinct vertices in V ∗i as ui, u2r+1−i for 0  i  r . Let the path Pt =
u0u1 · · ·ut and the cycle Cd = utut+1 · · ·ut+d−1ut . Moreover, suppose that V (d) =
V1(d) ∪ V2(d) such that V1(d) = {u0, u1, . . . , ut+d−1} and V2(d) ⊂ V ∗\V1(d) with
|V2(d)| = t exactly.
Let G∗[V (d)] denote induced subgraph by V (d) in G∗. Clearly, G∗[V (d)] is
connected and dG∗[V (d)](x, Cd)  t for any x ∈ V (d). We choose connected sub-
graph G∗d of G∗[V (d)] such that V (G∗d) = V (d), E(Pt ) ∪ E(Cd) ⊂ E(G∗d) and
dG∗d (x, Cd)  t for any x ∈ K as a component of G∗d [V2(d)] with V (K) ∩ V (C) =∅ for any odd cycle C in G∗d .
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Finally, we define the set of the second class of graphs as
Nn−1 =
{
G∗d: 1  d  2r − 1, d ≡ 1(mod 2)
}
. (4)
4. Main results and proofs
Theorem 1. G is a primitive graph with order n and γ (w) < γ (G) = n− 1 for
any vertex w ∈ V (G) if and only if G ∈Mn−1.
Proof. Sufficiency: Suppose that G ∈Mn−1, then G is a primitive graph with order
n by the construction of Mn−1. For any vertex w ∈ V (G) we have
γ (w) max{γ (v0), γ (vm)} = max{γ (v0, C1), γ (vm,C0)}
< 2t +m = n− 1 = γ (G),
and for vertices u, v ∈ V (G) we have
γ (u, v)  γ (v0, vm) = γ (v0, vm, C0) = γ (v0, vm, C1) = n− 1.
That is γ (G) = max
u,v∈V (G)
γ (u, v) = γ (v0, vm) = n− 1 (see Figs. 1–3).
Necessity: Suppose that G is a primitive graph with order n and γ (w) < γ (G) =
n− 1 for any vertex w ∈ V (G). Without loss of generality, let u, v ∈ V (G) such
that
γ (u, v) = max
x,y∈V (G)
γ (x, y) = γ (G) = n− 1.
Let P = Pmin(u, v) = v0v1 · · · vm (v0 = u, vm = v) and C be any odd cycle in
G. It is easily seen that |V (P ) ∩ V (C)|  1 by (1). In the following two cases need
to be discussed.
Case 1. Let V (P ) ∩ V (C) = {vk} for some k, 0  k  m and m > 0, then we have
n− 1 = γ (u, v)  γ (u, v, C) = m+ |C| − 1  n− 1, i.e., n = m+ |C|.
If |C|  3 , it is clear that there is no any vertex on P with loop by γ (v0, vm) =
n− 1. By Lemma 4 and γ (u, v) = n− 1 we have γ (v) = γ (v, C) = 2(m− k)+
|C| − 1 > m+ |C| − 1 = n− 1 as k < m/2, γ (u) = γ (u, C) = 2k + |C| − 1 >
n− 1 as k > m/2 and γ (u) = γ (v) = m+ |C| − 1 = n− 1 as k = m/2. All of
these contradict to γ (w) < γ (G) = n− 1 for any vertex w ∈ V (G). Hence, we
have |C| = 1, i.e., C is a loop at vk on P = Pmin(u, v) for some k, 0  k  m,
and γ (G) = n− 1 = m.
Next, we may obtain that: for 0  k < m/2 there is at least another vertex on P ,
denoted by vj , with a loop and m/2 < j  m by γ (v) < γ (G) = n− 1; for m/2 <
k  m there is at least another vertex on P , denoted by vi , with a loop and 0  i <
m/2 by γ (u) < γ (G) = n− 1; for k = m/2 (of course m ≡ 0(mod 2)) there are at
least two vertices vi, vj on P with loops and 0  i < k < j  m by γ (u) < γ (G) =
n− 1 and γ (v) < γ (G) = n− 1, respectively. So we have G ∈M(0) (see Fig. 1).
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Case 2. Let V (P ) ∩ V (C) = ∅. Let P0 = Pmin(P, C) = x0x1 · · · xt where x0 = vj ,
xt ∈ V (C) and |C| = d . Here, we need to choose P = Pmin(u, v) and C such that
2t + d is as small as possible. Let V1 = V (P ) ∪ C(P0) ∪ V (C), then by the choice
of P and C we have n− 1 = γ (u, v)  γ (u, v, C) = m+ 2t + d − 1. Thus
|V1| = m+ t + d, |V2| = |V (G)\V1| = n− |V1|  t. (5)
Let C1 and C2 be two odd cycles in G such that γ (u) = γ (u, C1) and γ (v) =
γ (v, C2), respectively, and Pi = Pmin(P, Ci) for i = 1, 2.
If V (Pi) ∩ V (P0) = ∅ for i = 1, 2, then by the choice of P and C we have{
γ (u) = γ (u, C1) = γ (u, C) = 2d(u, C)+ d − 1 < n− 1,
γ (v) = γ (u, C2) = γ (v, C) = 2d(v, C)+ d − 1 < n− 1
and
n− 1 = γ (u, v)  γ (u, v, C) = d(u, C)+ d(v, C)+ d − 1 < n− 1
a contradiction. So we may just as well suppose that
V (P1) ∩ V (P0) = ∅, (6)
then by Lemma 4 we have
V (C1) ∩ V (C) = ∅. (7)
Let P1 = Pmin(P, C1) = y0y1 · · · ys where y0 = vi, ys ∈ V (C1) and |C1| = c,
then from (5) we have s + c − 1  |V2|  t , i.e.,
s + c  t + 1. (8)
By the choice of P and C, from (8) we have 2t + d  2s + c  s + t + 1, i.e.,
t + d  s + 1. (9)
Note that d  1 and c  1, from (8) and (9) we may obtain that
c = d = 1, s = t  1. (10)
By considering γ (u) < n− 1 and γ (v) < n− 1 we have also
0  i < m/2 < j  m, γ (u, v) = m+ 2t = n− 1. (11)
Clearly, by the definitions of P , P0 and P1 we have{
xkvq, ykvq: 1  k  t, q = i, j
} ∩ E(G) = ∅. (12)
If there are no any k, p, 1  k, p  t such that xkyp ∈ E(G), then from (5)–(12)
we may conclude that G ∈M(1) (see Fig. 2).
Otherwise, we have k + p + 1 > j − i and k + p + 1 + j − i ≡ 0(mod 2) by
the choice of P = Pmin(u, v) and Lemma 4 respectively. Thus{
i + p + 1 + (t − k)+ (m− j)+ t  γ (u, v, C0)  n− 1,
(m− j)+ k + 1 + (t − p)+ i + t  γ (u, v, C1)  n− 1. (13)
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By (11) and (13) we have
k = p  1, j = i + 1, 2i = m− 1, (14)
i.e., G ∈M(2) (see Fig. 3). 
Theorem 2. G is a primitive graph with order n and γ (w) = γ (G) = n− 1 for
some vertex w ∈ V (G) if and only if G ∈Nn−1.
Proof. Necessity: Suppose that G is a primitive graph with order n and γ (u0) =
γ (G) = n− 1 for some vertex u0 ∈ V (G). Then by Lemma 6, there is an odd cycle
Cd with the length d in G such that γ (u0) = γ (u0, Cd).
Let a shortest path from u0 to Cd be Pt = Pmin(u0, Cd) = u0u1 · · ·ut and the odd
cycle Cd be Cd = utut+1 · · ·ut+d−1ut . Then, we have
n− 1 = γ (u0) = γ (u0, Cd) = 2t + d − 1. (15)
It is easy to see that 2t + d − 1 ≡ 0(mod 2). So we can put n− 1 = 2t + d − 1 =
2r , i.e.,
n = 2r + 1, t = r − (d − 1)/2. (16)
Moreover, we write that
V1(d) = V (Pt ∪ Cd), V2(d) = V (G)\V1(d) (17)
and
E1(d) = E(Pt ∪ Cd), E2(d) = E(G)\E1(d). (18)
Hence, from (16) and (17) we have
n1 = |V1(d)| = t + d, n2 = |V2(d)| = t. (19)
Now, let Xi = {u ∈ V (G): dG(u0, u) = i}, 0  i < r , X =⋃0ir−1 Xi and
Xr = V (G)\X, then there is no any odd cycle C in G[X]. Otherwise, we choose an
odd cycle C in G[X] such that d(u0, C)+ (|C| − 1)/2 as small as possible. By the
definition of G[X] as above we have d(u0, C)+ (|C| − 1)/2 < r from which we
obtain that
γ (u0)  γ (u0, C) = 2d(u0, C)+ |C| − 1 < 2r = n− 1 = γ (u0),
a contradiction. Hence, G[X] is a bipartite graph.
G[Xi] is an empty graph for i = 0, 1, . . . , r − 1. Otherwise, If there is an edge
xy ∈ E(G[Xi]), then we take Px = Pmin(u0, x) and Py = Pmin(u0, y) being two
paths from u0 to x and from u0 to y in G[X] respectively, there is an odd cycle
in u0PxxyPyu0 ⊂ G[X]. This contradicts to G[X] being a bipartite graph. Hence
G[Xi] is an empty graph for any i ∈ {0, 1, . . . , r − 1}. On the other hand, ui ∈
Xi for i = 0, 1, . . . , r , so |X|  r . Thus |Xr | = |V (G)\X| = n− |X|  n− r =
r + 1. Similarly, we have |Xi |  r + 1 for i = 0, 1, . . . , r − 1.
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Now, let K be a component of G[V2(d)] with V (K) ∩ V (C) = ∅ for any odd
cycle C in G, then we have d(x, Cd)  t for any vertex x ∈ V (K). Otherwise, there
must be an odd cycle C′ such that γ (x) = γ (x, C′)  γ (G) = γ (u0) by Lemma 1
and Lemma 6. Since V (K) ∩ V (C′) = ∅ and N(K) ∩ V (Cd) = ∅, we must have
Pmin(x, C′) ∩ Pt = ∅.
Let y ∈ Pmin(x, C′) ∩ Pt and note that d(x, Cd) > t , then we have d(x, y) >
d(u0, y) and
γ (u0)  γ (x)= γ (x, C′) = 2d(x, C′)+ |C′| − 1
= 2d(x, y)+ 2d(y, C′)+ |C′| − 1
> 2d(u0, y)+ 2d(y, C′)+ |C′| − 1
 2d(u0, C′)+ |C′| − 1 = γ (u0, C′)  γ (u0)
a contradiction.
Finally, by Lemma 2 G is connected, too. Therefore, G ∈Nn−1.
Sufficiency: Suppose that G ∈Nn−1, then G is connected and contains odd cy-
cles, so G is primitive by Lemma 2. By the construction of Nn−1, it is easily seen
that |V (G)| = |V1(d)| + |V2(d)| = 2t + d = n. In the following argument, we shall
prove γ (G) = n− 1.
Clearly, γ (u0, Cd) = 2t + d − 1 = n− 1. Let X = {u ∈ V (G): dG(u0, u) < r}.
It is easily seen that G[X] is bipartite. If there is an odd cycle C in G such that
γ (u0, C) < n− 1 = 2r , i.e., 2d(u0, C)+ |C| − 1 < 2r , or d(u0, C)+ (|C| − 1)/
2 < r . This implies that V (C) ⊂ X. Hence, C is an odd cycle in G[X], a con-
tradiction. So we have γ (u0, C)  n− 1 for any odd cycle C in G, i.e., γ (u0) =
n− 1.
In what follows, it suffices to prove γ (u, v)  n− 1 for any vertices u and v in
V (G).
If d(u, Cd)+ d(v, Cd)  2t or there are two internally disjoint paths Pu =
Pmin(u, C) from u to C and Pv = Pmin(v, C) from v to C for any odd cycle C in G,
then it is easily checked that γ (u, v)  n− 1.
So we may suppose that d(u, Cd)+ d(v, Cd)  2t + 1, without loss of generality
let d(u, Cd)  t + 1 and M be the component with u of G[V2(d)] in G, then there
must be an odd cycle C in G such that V (M) ∩ V (C) = ∅. In the following we write
that P ∗u = P ∗min(u, C) is the shortest path from u to C in M .
Suppose that V (C) ∩ V (Pt ) = ∅. If v ∈ V (M), too, it is then easy to verify that
|V2(d) ∩ V (C)|  1/2(|C| − d) for which we get
|V (M)\V (C)|  |V2(d)\V (C)|  t − 12 (|C| − d),
and from which we can obtain that
γ (u, v) γ (u, v, C)  dM(u,C)+ dM(v, C)+ |C| − 1
 2|V (M)\V (C)| + |C| − 1  2t + d − 1 = n− 1.
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If v ∈ V (M), then there must be V (Pv) ∩ V (Pt ) = ∅. Let z ∈ V (Pv) ∩ V (Pt ) be
the first vertex along Pv from v to C, then we find a new path vPvzPtC from v to C
which is a internally disjoint path with P ∗u . So γ (u, v)  n− 1.
Suppose that V (C) ∩ V (Pt ) = ∅, then we have V (C) ⊂ V (M) since |V2(d)| =
t < d(u, Cd). Let v0 be the first intersected vertex of P ∗u and Pv on P ∗u along Pv from
v to C, then v0 ∈ V (M). If v ∈ V (M), then we choose a new path from v to C in M .
In this way we have γ (u, v)  γ (u, v, C)  2|V (M)|  2|V2(d)|  2t + d − 1 =
n− 1.
Let v ∈ V (G)\V (M), then V (Pv) ∩ V (Pt ) = ∅. Let ui and uj be the first and
the last intersected vertices of Pt and Pv on Pt along Pv from v to C, then, with-
out loss of generality, we may change Pv = Pmin(v, C) into P ′v = Pmin(v, C) =
vPvuiPtujPvv0P ∗u C for i  j (or j  i).
If d(v, ui)+ d(uj , v0)+ dM(v0, u)  i + j , then we have
γ (u, v) γ (u, v, Cd) = d(u, Cd)+ d(v, Cd)+ d − 1
 d(v, ui)+ d(ui, Cd)+ dM(u, v0)+ d(v0, uj )+ d(uj , Cd)+ d − 1
 i + d(ui, Cd)+ j + d(uj , Cd)+ d − 1 = γ (u0) = n− 1.
If d(v, ui)+ d(uj , v0)+ dM(v0, u)  i + j + 1, and note that
d(v, ui)+ d(uj , v0)+ dM(u,C)+ |C| − 1  |V2(d)|  t, (20)
then we can obtain that
dM(v0, C)  t − (i + j)− |C| < t − |i − j |. (21)
Thus, from (20) and (21) we have
γ (u, v) γ (u, v, C)  dM(u,C)+ d(v, C)+ |C| − 1
 d(v, ui)+ d(ui, uj )+ d(uj , v0)+ dM(v0, C)+ dM(u,C)+ |C| − 1
< t + |i − j | + t − |i − j | < 2t  2t + d − 1 = n− 1.
Up to now, we have exhausted all possible cases and get that γ (G) = n− 1 from
those as above. Therefore, the proof of this theorem is completed. 
Using the connection between the exponent of a matrix and the exponent of a
graph as stated above, by Theorems 1 and 2 we have
Theorem 3. Let A be a symmetric primitive matrix with order n, then γ (A) =
n− 1 if and only if G(A) ∈Mn−1 ∪Nn−1.
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