Abstract-This paper presents a class of regular quasi-cyclic (QC) LDPC codes whose Tanner graphs have girth at least eight. These codes are constructed based on the conventional paritycheck matrices of Reed-Solomon (RS) codes with minimum distance 5. Masking their parity-check matrices significantly reduces the numbers of short cycles in their Tanner graphs and results in codes which perform well over the AWGN channel in both waterfall and low error-rate regions.
I. INTRODUCTION
Some recent research [1] - [5] combines two powerful categories of codes, namely RS, and LDPC codes, to form powerful classes of hybrid codes which, not only perform well, but are also practically implementable. These research works take two different approaches. The first approach is to encode and decode an RS code as a powerful LDPC code through a specific mapping [1] , [2] . The second approach is to construct a structured QC-LDPC code based on the conventional paritycheck matrix of an RS code under certain constraints [3] - [5] . Such a code is referred to as an RS-QC-LDPC code.
In this paper, we present a specific method for constructing a class of regular RS-QC-LDPC codes whose Tanner graphs have girth at least 8. The codes in this class are constructed based on the conventional parity-check matrices of RS codes with minimum distance 5. Masking is used to reduce the numbers of short cycles of lengths 8, 10, 12 and 14 in their Tanner graphs. We show that girth-8 structure in conjunction with making results in RS-QC-LDPC codes that perform well over the AWGN channel in both waterfall and low-error rate regions.
II. CONSTRUCTION OF QC-LDPC CODES BASED ON FINITE FIELDS
In this section, we give a general description of construction of QC-LDPC codes based on finite fields of characteristic 2.
Let β be an element of order n in GF(2 s ) where n is a factor of 2 s −1. The set S n ={1, β, ..., β n−1 } forms a cyclic subgroup of GF(2 s ). For 0≤ i < n, we represent the element β i by a circulant permutation matrix (CPM) over GF (2) of size n × n (with rows and columns labeled from 0 to n − 1, respectively) whose generator (the top row) has the unit-element "1" of GF(2 s ) as its single nonzero component at the position i. We denote this CPM by CP M n (β i ). The representation of the element β i by CP M n (β i ) is unique and the mapping between β i and CP M n (β i ) is one-to-one. This matrix representation of β i is referred to as the n × n CPM-dispersion of β i with respect to the cyclic subgroup S n of GF(2 s ). We represent the 0-element of GF(2 s ) by a zero matrix (ZM) of size n × n. Since n is a factor of 2 s − 1, there is some l for which ln divides 2 s − 1. Let δ be an element in GF(2 s ) of order ln, i.e., δ ln = 1. Then, β can be expressed as the l-th power of δ, i.e., β = δ l . Let W ln be the cyclic subgroup of GF(2 s ) with order ln generated by the powers of δ. Then, W ln contains S n as a subgroup. If we disperse each element in W ln by a CPM of size ln × ln as described above, then the element
, whose generator has its single 1-component at position il. In this case, every element β i in S n is uniquely dispersed into a CPM of size ln × ln which is referred to as the ln × ln CPM-dispersion of β i with respect to the super group W ln of S n . The number ln is called the dispersion-factor with respect to W ln . Therefore, each element in S n can be one-to-one dispersed into a CPM of a size equal to the order of a cyclic subgroup of GF(2 s ) which contains S n as a subgroup (including S n itself).
For (2 s ) with all the nonzero entries from the cyclic subgroups S n of GF (2 s (2) . Typically, ln >> 1, and H ln (d, b) is a sparse matrix. The null space over GF (2) The performance of the QC-LDPC code C ln,ldpc (d, b) very much depends on the girth, distribution of short cycles, and degree distributions of check nodes (CNs) and variable nodes (VNs) of its Tanner graph G ln (d, b) .
It is proved in [6] that the Tanner graph of C ln,ldpc (d, b) has girth at least 6 if the base matrix B(d, b) satisfies the following constraint: any 2 × 2 submatrix of B(d, b) is nonsingular (NS). We referred this constraint as the 2 × 2 submatrix NS-constraint, denoted by 2 × 2 SNS-constraint. Also proved in [6] is a necessary and sufficient condition on B (d, b) for the Tanner graph of C ln,ldpc (d, b) to have girth at least 8. We rephrase the condition in the following theorem.
Theorem 1: Let B be a matrix over GF(2 s ) and C be the QC-LDPC code given by the null space over GF(2) of the binary CPM-dispersion of B. A necessary and sufficient condition for the Tanner graph of C to have girth of at least 8 is that no 2 × 2 or 3 × 3 submatrix of B has two identical non-zero terms in its determinant expansion.
For simplicity, we refer the necessary and sufficient condition given in Theorem 1 as the 2 × 2/3 × 3 submatrix (SM) constraint. It is clear the 2 × 2/3 × 3 SM-constraint implies the 2 × 2 SNS-constraint. Various algebraic methods for constructing 2 × 2 SNS-constrained base matrices can be found in [5] - [8] . So far, no efficient method for constructing 2 × 2/3 × 3 SM-constrained base matrices has been proposed. In the next section, we present a class of parity-check matrices of RS codes that satisfy 2 × 2/3 × 3 SM-constraint. Hence, they can be used as base matrices to construct QC-LDPC codes whose Tanner graphs have girth at least 8.
III. CONSTRUCTION OF A CLASS OF REGULAR RS-QC-LDPC CODES WITH GIRTH SIX AND EIGHT

A. A Class of (4, b)-Regular RS-QC-LDPC with Girth at Least Six
Let β be an element of order n in GF(2 s ) where n is factor of 2 s − 1 and is divisible by 3. The set S n ={1, β, ..., β n−1 } forms a cyclic subgroup of GF(2 s ). Form the following 4 × n RS parity-check matrix over GF(2 s ):
The null space over GF(2 s ) of B RS (4, n) gives a 2 s -ary (n, n − 4, 5) cyclic RS code, denoted by C RS (4, n), of length n, dimension n − 4 and minimum distance 5 whose generator polynomial has β, β 2 , β 3 and β 4 as roots [7] . In general, the RS matrix B RS (4, n) given by (1) does not satisfy the 2 × 2 SNS-constraint. However, if we choose a group of columns from B RS (4, n) properly, a 2×2 constrained RS matrix can be formed. The null space over GF(2 s ) of the 2 × 2 constrained RS matrix gives a shortened RS code of C RS (4, n) with the same minimum distance 5. In the following, we present a method to construct 2 × 2 SNSconstrained submatrices of B RS (4, n) .
Label the columns of the RS matrix B RS (4, n) from 0 to n − 1. Since n is divisible 3, n = 3m. Partition the column labels of B RS (4, n) 
we take one (any one) label. This gives us m column labels. We denote these m column labels with j 0 , j 1 , ..., j m−1 and arrange them in the order 0 ≤ j 0 < j 1 < ... < j m−1 < n. (Note that the column label j l may not be taken from the label-triplet (l, l + m, l + 2m).) These m chosen column labels form a (4, n) and form the following 4 × m submatrix of B RS (4, n):
This RS matrix satisfies the 2 × 2 SNS-constraint as proved in the following theorem.
Theorem 2: The RS matrix B RS,Λm (4, m) given by (2) satisfies the 2 × 2 SNS-constraint. Proof: Label the columns of B RS,Λm (4, m) from 0 to m − 1.
. Suppose this matrix is singular. Then, we must have
From the composition of each label-triplet, we find that j t − j s is not divisible by m and nonzero. Then, the product (
is not divisible by n = 3m and β (k−i)(jt−js) = 1. Hence, the above 2 × 2 submatrix of B RS,Λm (4, m) must be nonsingular and B RS,Λm (4, m) satisfies the 2 × 2 SNS-constraint.
From the above construction of a 2 × 2 SNS-constrained RS matrix, we readily see that for (4, b) , the rank of H RS,ln (4, b) may be smaller than the number of rows dln in H RS,ln (4, m) . The 2 × 2 SNS-constraint structure of B RS (4, b) ensures that H RS,ln (4, b) , as a matrix, has the following structure [6] : any two rows (or two columns) do not have more than one position in which both have 1-entries. Such a structure is referred to as row-column (RC) constraint [5] - [7] . The RC-constraint structure of H RS,ln (4, b) ensures that the Tanner graph of the RS-QC-LDPC code C RS,ln,ldpc (4, b) has a girth at least 6.
B. Construction of Regular RS-QC-LDPC Codes with Girth at least Eight
As pointed out earlier, Theorem 1 gives only a necessary and sufficient condition on a base matrix whose CPM-dispersion gives a QC-LDPC code with girth at least 8 but it does not provide a specific method for constructing such a code. In the following, we present a set of conditions on selection of columns from the RS matrix B RS (4, n) given by (1) to form an RS submatrix to meet the 2×2/3×3 SM-constraint. Hence, the null space of its CPM-dispersion gives an RS-QC-LDPC code whose Tanner graph has girth at least 8.
Consider 
, the following nine conditions satisfy:
Then, the null space of the n × n CPM-dispersion (4, n) whose Tanner graph G RS,n,ldpc (4, n) has girth of at least 8.
We do not provide a proof of the above theorem here due to its length and page limitation but we outline the approach to the proof. The derivations of the nine necessary and sufficient conditions given in the theorem are based the structure of the RS matrix B RS (4, n) and the partition of column labels of B RS (4, n). For each chosen column label j i l from a labeltriplet, the locations of 1-entries in each CPM of the CPM column-block obtained by the CPM-dispersion of the 4 entries in the j i l th-column of B RS (4, n) are uniquely specified by the label j i l and the 4 entries in the j i l -th column of B RS (4, n) . Theorem 1, i.e., the 2 × 2/3 × 3 SM-constraints. Based on the above facts, we derive the nine necessary and sufficient conditions given in Theorem 3.
Since the nine necessary and sufficient conditions given in Theorem 3 are expressed only in terms of the labels (integers) for the columns of B RS (4, n). The computation complexity required for finding a column-label set Λ b whose labels satisfy the nine conditions given by (2) is quite simple.
C. Masking
Masking [5] , [7] , [8] is a technique for removing short cycles and/or enlarging the girth of the Tanner graph of a QC-LDPC code constructed by CPM-dispersion of a base matrix.
over GF(2 s ) can be modeled mathematically as follows. The 2 × 2/3 × 3 SM-constraint structure of an RS base matrix in conjunction with proper masking will significantly reduce the number of short cycles and changing the degree distributions of CNs and VNs in the Tanner graph of the masked RS-QC-LDPC code. As a result, the masked code achieve very good error performances in both waterfall and low error rate regions. This will be demonstrated by Examples given in the next section.
In the design of a high-rate (or a medium high-rate) regular LDPC code to achieve a relative low error rate without an error-floor, the parity-check matrix of the code must have a column weight at least 4. For a regular (or irregular) LDPC code with rate below 3/4 to achieve a good waterfall error-performance, the column weight (or the average column weight) of its parity-check matrix should be small, typically 3 or between 3 and 4. If the column weight of a base matrix B(d, b) for constructing a low to medium high rate QC-LDPC code is large, masking is needed to reduce its column weight and eliminate short cycles in its Tanner graph, especially short cycles of lengths g (girth of the Tanner graph), g + 2, g + 4 and g + 6.
IV. EXAMPLES
In the following, we construct three codes to demonstrate that girth-8 structure in conjunction with masking indeed results in RS-QC-LDPC codes that perform well. In decoding of these codes, we use the min-sum algorithm (MSA) [9] . Example 1: Let GF(2 8 ) be the field for code construction. Let β be a primitive element of GF (2 8 ). The order of β is 255. Set n = 255 which is divisible by 3. Hence, n = 3 × 85. We first construct a 4 × 255 RS matrix B RS (4, 255) 
We obtain a 4 × 8 masked RS matrix B RS,Λ8,mask (4, 8) . (4, 8) also has girth 8 but the number of cycles of length 8 is only 765 which is much smaller than the 53805 cycles of length 8 in the unmasked Tanner graph G RS,Λ8,ldpc (4, 8) . The total number of cycles of lengths 8, 10, 12 and 14 in G RS,Λ8,mask,ldpc (4, 8) is 838,950. Comparing the cycle distributions of the unmasked and masked Tanner graphs, we find that masking results in a For comparison, the performance of a (2040, 1020) LDPC code C P EG constructed by using the PEG-algorithm [10] is also included in Fig.1 . We see that the performances of the (2040, 1020) RS-QC-LDPC code and the PEG code C P EG overlap with each other in the range of simulation. The paritycheck matrix of the PEG code C P EG has constant column weight 3 and row weight 6. Furthermore, it is not quasi-cyclic.
Examples 1 shows that the 4 × 8 masking matrix Z(4, 8) given by (4) is very effective in reducing short cycles of the Tanner graph of an unmasked RS-QC-LDPC code. This masking matrix can be used as a building block to construct larger masking matrices for larger RS base matrices. This masking matrix has a simple structure. The second pair of columns is a repetition of the first pair of columns and the fourth pair of columns is a repetition of third pair of columns. A simple expansion of this masking matrix is to repeat the first pair and the third pair of columns t times. This expansion results in a 4 × 4t masking matrix Z(4, 4t) [8] . Example 2: This example is a continuation of Example 1.
In this example, we construct two RS-QC-LDPC codes, one with rate 2/3 and the other with rate 3/4. (4, 255) . The column labels of each set satisfy the 9 conditions given by (3). Using these two sets of column labels, we form a 4 × 12 RS matrix B RS,Λ12 (4, 12) and a 4 × 16 B RS,Λ16 (4, 16), respectively. Both RS matrices satisfy the 2 × 2/3 × 3 SM-constraint.
The null spaces over GF (2) The BER performances of the above four codes over the AWGN channel using BPSK signaling decoded with 50 iterations of the MSA are shown in Fig. 1 . The scaling factors for both unmasked codes are 0.70 and the scaling factors for both masked codes are 0.75. We see that masking improves the error performances of both codes. Both performance improvements are due to the large reduction of short cycles and the change of degree distributions of the Tanner graph after masking. The masked (3, 9)-regular (3060, 2040) RS-QC-LDPC code C RS,Λ12,mask,ldpc (4, 12) achieves a BER of 10 −9 without a visible error-floor and at the BER of 10 −9 , it performs 1.11 dB from its threshold (1.79 dB). The masked (3, 12)-regular (4080, 3060) RS-QC-LDPC code C RS,Λ16,mask,ldpc (4, 16 ) achieves a BER of 10 −9 without a visible error-floor and at the BER of 10 −9 , it performs 0.98 dB from its threshold (2.27 dB). For comparison, the performances of a (3060, 2040) LDPC code and a (4080,3060) LDPC code constructed by PEG-algorithm are also included in Fig.1 . We see that the performances of the RS-QC-LDPC code and the PEG code of the same length overlap with each other in the range of simulation. The (3060, 2040) PEG code even suffers from error floor at the BER of 10 −8 . The RS-QC-LDPC code and the PEG code of the same length have the same degree distribution. However, the PEG codes are not quasi-cyclic.
V. CONCLUSION
In this paper, we presented designs and constructions of (4, b)-and (3, b) -regular QC-LDPC codes based on the conventional parity-check matrices of a class of RS codes of minimum distance 5. The Tanner graphs of these codes have girth at least 8. We also showed that if we mask the base matrix of a girth-8 (4, b)-regular RS-QC-LDPC code, we can reduce the number of short cycles in its Tanner graph and obtain a (3, b)-regular RS-QC-LDPC code which performs well. The methods presented in this paper for constructing binary RS-QC-LDPC codes can be generalized for constructing nonbinary RS-QC-LDPC codes.
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