ABSTRACT In this paper, we propose an efficient quantum algorithm for spectral regression which is a dimensionality reduction framework based on the regression and spectral graph analysis. The quantum algorithm involves two core subroutines: the quantum principal eigenvectors analysis and the quantum ridge regression algorithm. The quantum principal eigenvectors analysis can be performed by an efficient sparse Hamiltonian simulation. For the ridge regression, we propose a quantum algorithm that is derived from the quantum singular value decomposition method. Our quantum ridge regression algorithm is more suitable for data matrices that are non-sparse and skewed. Our analysis demonstrates that the quantum subroutines can be implemented with an approximatively polynomial speedup on a quantum computer over their classical counterparts.
I. INTRODUCTION
The statistical pattern recognition is a central problem in machine learning. The high dimension of training data is a major cause of the practical limitations of many pattern recognition technologies. Therefore, dimensionality reduction is a crucial process in pattern recognition. In the past decades, many dimensionality reduction algorithms have been proposed, the algorithms can be divided into two categories: linear dimensionality reduction method and manifold learning method. Principal component analysis (PCA) [1] - [3] and Linear discriminant analysis (LDA) [4] are two widely used technologies for linear dimensionality reduction. However, in the case of complex training data structures, linear dimensionality reduction methods do not always achieve the desired effect. Therefore, some manifold dimensionality reduction methods are proposed such as Locally linear embedding (LLE) [5] , Locality preserving projection (LPP) [6] , ISOMAP [7] , and so forth. However, the aforementioned dimensionality reduction technologies generally refer to the eigen-decomposition of massive dense matrices that requires the cubic-time complexity. Therefore, to reduce the complexity of dimensionality reduction methods, spectral regression (SR) [8] , [9] algorithms are proposed based on regression and spectral graph. It can provide a unified graph embedding analysis [10] - [12] of many existing dimensionality reduction technologies such as LDA, LPP and so on. This algorithm can avoid the eigen-decomposition of massive dense matrices replacing with Gram-Schmidt orthogonalization of eigenvectors and introduce the regularized least square formulation for deducing the transformation matrix. In the case that the training vectors are linearly independent, spectral regression can provide the exactly same solutions as classical dimensionality reduction technologies.
Currently, quantum computing has a promising extension to classical computation and it can provide more computational power in solving some certain problems. Many quantum machine learning algorithms [13] - [31] have attracted more attention. The quantum state preparation algorithms [32] - [36] , quantum phase estimation [37] and quantum Hamiltonian simulations [38] - [45] have been used as the base toolkits for above quantum machine learning algorithms. For example, the quantum phase estimation and quantum Hamiltonian simulations can be performed for solving linear systems of equations [20] - [25] , quantum support vector or matrix machines [26] , [27] , quantum dimensionality reduction algorithms [18] , [28] , and so forth. Quantum ridge regression algorithms were proposed in [29] and [30] . In [30] , the sparsity of the data matrix is required, namely, this quantum algorithm is only effective for sparse data matrices. The quantum ridge regression proposed in [29] is typically fit for low-rank and non-skewed matrices, namely, the dimension and the number of data vectors are the same order. In general spectral regression algorithm, data matrices can not be guaranteed to be sparse. At the same time, for small sample size problems with high dimension, the data matrices are typically skewed. Therefore, above exiting quantum ridge algorithms are not fit for ridge regression subroutine in spectral regression.
In this article, we propose a quantum algorithm for spectral regression for regularized subspace learning. Schematically, we firstly rephase a generalized eigen-problem with a standard eigen-problem that can keep the matrix symmetric. Secondly, we introduce the technology of the sparse matrix exponentiation and subsequent quantum phase estimation to obtain c−1 principal eigenvectors of a sparse Hermite matrix. Classical method for this step in spectral regression performs with c 2 m complexity where m is the number of training vectors, our quantum subroutine can provide an approximatively exponential speedup inÕ clog 2 (m)s 4 ε complexity where s is the sparsity of weight matrix. In addition, based on the obtained c − 1 principal eigenvectors, we propose a quantum ridge regression algorithm by the quantum singular value estimation technology. Our quantum ridge regression can be more suitable for the skewed and non-sparse data matrices than other existing quantum ridge regression algorithms. By c−1 times quantum ridge algorithms, we can construct the transformation matrix that can be deduced for making training vectors embed into a low dimensional subspace. In comparison to classical method for the ridge regression problem with complexity (Tcmn + Tcn) where n is the dimension of data vectors and T is the number of iteration of the classical algorithm, our quantum subroutine can be implemented with O c √ mκ 2 log 2 (m+n) ε complexity. Putting these all together, it shows that the total time complexity of our quantum subroutines can be implemented with O c √ mκ 2 log 2 (m+n) ε
. For the skewed and non-sparse data matrices problems, our quantum algorithm can achieve a polynomial increase of speed over classical spectral regression algorithm.
II. BASIC ALGEBRAIC NOTATIONS AND QUANTUM ALGORITHM
In this section, we briefly review some basic algebra notations, and the procedures of the classical spectral regression algorithm and quantum phase estimation.
A. BASIC ALGEBRAIC NOTATIONS
Let In be a n × n identity matrix. For a matrix M ∈ R n×m , singular value decomposition of M can be denoted as 
T . Based on Gersgorin disc theorem, the eigenvalues of a matrix G = g ij m×m must be within the union set of
. Thus, the linear system
, the eigenvalues and the corresponding eigenvectors of X are ± σ i and u i ±v i
. The Frobenius norm of X can be obtained as
σ 2 j where σ j is a singular value of X .
B. CLASSICAL SPECTRAL REGRESSION ALGORITHM
The spectral regression algorithm [29] , [30] based on regression and spectral graph analysis is a dimensionality reduction framework for regularized subspace learning. In the case of independence of data vectors, the spectral regression algorithm can provide the exactly same solution as some classical dimensionality reduction technologies. At the same time, this algorithm can avoid the eigen-decomposition of massive dense matrices and introduce a formulation of the ridge regression for constructing the transformation matrix.
Formally, the process of the spectral regression involves four steps. Firstly, the adjacency graph G where the nodes corresponding to the training vectors is constructed. Secondly, a sparse symmetric m×m weigth matrix W where Wij denotes the weight value of the edge joining nodes i and j is structured. Thirdly, the c − 1 principal generalized eigenvectors of Wx = λDx are obtained. Finally, by c − 1 times ridge regressions, the transformation matrix can be constructed. The specific spectral regression algorithm is summarized in Algorithm 1. 
where TU is the time of implementing U .
III. QUANTUM ALGORITHM FOR SPECTRAL REGRESSION
In this section, we elaborate the quantum algorithm for spectral regression by two subroutines. In this quantum algorithm, we work in a tree memory model [31] based on QRAM where the entries of matrices can be obtained and the quantum states can also be prepared, effectively. In subsection III.A, we firstly estimate the range of the generalizad eigenvalues and transform the generalizad eigen-problem into a standard eigen-problem. Then, we propose a quantum algorithm for obtaining c − 1 principle eigenvectors of the sparse matrix by an efficient sparse Hamiltonian simulation method. In subsection III.B, we propose a quantum ridge regression algorithm by an efficient quantum singular value decomposition. This quantum ridge regression algorithm is fit for the non-sparse and skewed data matrices.
A. QUANTUM PRINCIPAL EIGENVECTORS ANALYSIS OF SPARSE MATRIX
Based on Gersgorin disc theorem and Algorithm 1, the eigenvalue λ of D −1 W must be within the union set of Assume that the entries ofL are stored in a tree memory model [31] and the rows ofL can be accessed, effectively. Thus, we can construct two isometries ML ∈ R mm×m and NL ∈ R mm×m defined as follows
whereL i is the ith row vector ofL and L is the vector of 2-norms of the rows of the matrixL, that is 
According to the theory of eigenvalue decomposition of matrix,L can be expressed asL where operator tr 1 () denotes the partial trace on the first register. Then, we perform the following operation as
We can then apply the quantum phase estimation to obtain an approximation to the state
Then, we make some samples that produce the corresponding c − 
B. QAUNTUM ALGORITHM FOR RIDGE REGRESSION
For obtaining the basis a T i , a ridge regression formulation is introduced in spectral regression as follows
Singular value decomposition can be applied on X and a i can be denoted as
where σ j is a singular value of X , u j and v j are left and right singular vectors of X and β
is not a symmetry matrix, we need to extend X toX = 0 X X T 0 , and extend | y i to |1 | y i . Thus, a eigenvector ofX can be denoted as 
Thus, we define the quantum state |ϕ as
Next, we apply the conditional Hamiltonian evolution U|ϕ (definition seen the Appendix.B) on |ϕ . Thus, |ϕ can be evolved approximately to
4828 VOLUME 7, 2019 FIGURE 1. Quantum circuit diagram. Here, the '/' denotes a bundle of wires, H is a Hadamard gate, FT is a Fourier transformation, U f transforms the phase into the singular value, R θ is a rotation gate that can be defined as R θ 0 = 0 and R θ 1 = − 1 , and R θ is a rotation gate defined as (24) . Note that the output state is a superposition state as formula (25) .
where θk , θ k and θ k (proof seen in supplementary of [25] ) can be defined as
At the same time, the error θk −θ k ≤ δ in phase estimation is smaller than 1 2κ . Thus, apply an unitary operator U f |θ k → |σ k on register D and E, respectively. A quantum state can be obtained
Then, we add a register F initited with |0 F in |ϕ and apply a comparison operator (CMP) on register D and E. If the value in register D is bigger than one in register E, the register F is set |1 , otherwise |0 . Next, we apply the Pauli operator Rθ = Z on reigster F. Thus, |ϕ is evolved to
Then, uncomputing the output of the phase estimation on register E and uncomputing the register A, we can obain the quantum state as
Next, adding an ancilla register G with |0 G , applying a rotation conditioned on register D and uncomputing the register B and D, we can obtain the quantum state
where h (σ, α) = σ σ 2 +α and C = (max σ h (σ, α)) −1 . Measure the last register G to get qubit |0 . The final state is
The quantum state ϕ i a is proportional to a i defined in equation (8) . Circuit diagram implementation of our quantum algorithm can be depicted in FIGURE.1.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
Based on parameter estimation technology from [46] , α can be approximately estimated as α = α can lie within the interval 1 κ 2 , 1 . To estimate the value of C, we derivative h (σ, α) on σ
Thus, we can estimate C = 2 √ α and Ch (σ, α) = 1 κ . As the dominant error occurs in quantum phase estimation, that is, θ − θ ≤ δ. Thus, the error of the singular value is |σ − σ | ≤ δ * F . The relative error of h (σ k , α) can be denoted as
h(σ,α) , then, we can estimate the g (σ, α) as
Thus, the relative error of h (σ, α) can be estimated as
.X andX + µI can be obtained with complexity O log 2 (m + n) . As the final error is only related to the estimation of the singular value ofX , that is, the value in register D in equation (23) . Therefore, the error of the estimation of the singular value ofX + µI is negligible (proof seen in supplementary of [25] ). For obtaining the state ϕ i a , we use amplitude amplification with O (κ). Thus, our quantum ridge regression algorithm can be implemented with complexity
For high dimension and small sample size problems, to make the solution of spectral regression approximately the same as the classical dimensionality reduction algorithms, the sample vectors are required to be approximately independent. Thus, rank (X ) ≈ mm n. Therefore, max rank (X ) , rank X T ≤ rank X ≤ rank (X ) + rank X T such that rank X ≈ 2m and X , the time complexity of quantum ridge regression is dominated. Therefore, the total time complexity is O c √ mκ 2 log 2 (m+n) ε
. As the data matrix is skewed, here, we assume that the dimension of data vectors is exponential level of the sample size, that is m = O log 2 n . The classical spectral regression runs with the time complexity (Tcmn + Tcn), as the iteration numbers are proportional to the condition number. Therefore, without loss of generality, let the iteration numbers be T = O (κ). We compare the complexity between our quantum algorithm and classical spectral regression. Without loss of generality,
where k ≥ 1, the comparison of complexity is depicted with k = 1, k = 2 and k = 3 in FIGURE.2. Our quantum algorithm can be approximatively polynomial faster than classical spectral regression algorithm when data matrix has a good condition number and data vectors are high dimension.
V. CONCLUSION
In this paper, we propose a quantum algorithm for spectral regression. Firstly, we obtain c − 1 principal eigenvectors of a sparse matrix by the quantum matrix exponentiation technique. Secondly, in allusion to the charactor of data matrix, we propose a quantum ridge regression algorithm that can be applied for non-sparse and skewed data matrix by an efficient singular estimation algorithm. Finally, we analyze the complexity of the whole process and in comparison to the classical spectral regression algorithm, our quantum algorithm can provide the upper bound for runtime in O c √ mκ 2 log 2 (m+n) ε . Since to obtain approximately exact solution, data vectors are typically required to be approximatively independent. This commonly occurs in some problems of independence of data vectors or some small sample size problems with high dimension. In these cases, our algorithm can recieve a polynomial acceleration over the classical counterparts.
APPENDIX A
ML and NL operating on basis vectors e i and e j can be represent as
As ML ∈ R mm×m and NL ∈ R mm×m are isometries rather than unitaries. Therefore, let two unitaries UM and UN as 
As we need to evolve the quantum state in equation (16) 
where FT + is the inverse Fourier transform.
