Describing systems of interacting fermions by boson models: exact
  mapping in arbitrary dimension and applications by Efetov, K. B. et al.
ar
X
iv
:1
00
1.
15
52
v2
  [
co
nd
-m
at.
str
-el
]  
26
 Se
p 2
01
0
Describing systems of interacting fermions by boson models:
exact mapping in arbitrary dimension and applications
K. B. Efetov1, C. Pe´pin2, and H. Meier1
1Theoretische Physik III, Ruhr-Universita¨t Bochum, 44780 Bochum, Germany
2IPhT, CEA-Saclay, L’Orme des Merisiers, 91191 Gif-sur-Yvette, France
(Dated: November 15, 2018)
We develop a new method that allows us to map models of interacting fermions onto bosonic
models describing collective excitations in an arbitrary dimension. This mapping becomes exact
in the thermodynamic limit in the presence of a bath. The boson models can be written either
in the form of a model of non-interacting bosons in a fluctuating auxiliary field or in the form of
a superfield theory of interacting bosons. We show how one can study the latter version using
perturbation theory. Using the developed diagrammatic technique we compared the first two orders
of perturbation theory with the corresponding results for the original fermion model and found
a perfect agreement. As concerns the former representation, we suggest a scheme that may be
suitable for Monte Carlo simulations and demonstrate that it is free of the fermionic sign problem.
We discuss in details the properties of the bosonic representation and argue that there should not
be any obstacles preventing from an efficient computation.
PACS numbers: 71.10.Ay, 71.10.Pm, 75.40.Cx
I. INTRODUCTION
Many body electron systems with interaction tradi-
tionally attract a strong attention. Numerous interest-
ing phenomena of the condensed matter physics originate
from the electron-electron, electron-phonon and other
types of the interaction and do not exist in the ideal
Fermi gas of the electrons.
Generally, models with interactions cannot be solved
exactly in the space of dimensionality d > 1 and one has
to use approximate schemes of calculation. The most de-
veloped method is the perturbation theory with respect
to the interaction. Within this theory one starts with
the ideal Fermi gas and calculates corrections to physical
quantities assuming that the interaction is weak. Some-
times it is sufficient to compute only the first several or-
ders of this perturbation theory, but very often in order
to capture important physics, one has to sum certain se-
ries.
The formalism of the perturbation theory for the in-
teracting electron gas is well developed (see, e.g., Ref. 1).
Each term of the perturbation theory is represented di-
agrammatically, which enables one to carry out quite
complicated calculations. Many interesting phenomena
like, e.g., superconductivity are not seen in the lowest
orders of the diagrammatic expansion and show up after
summation of certain ladder diagrams. Consideration of
chain diagrams is necessary in the microscopic theory of
the Landau Fermi liquid and there are many examples of
this type.
At the same time, such sequences of diagrams corre-
spond to physically well-defined collective bosonic exci-
tations. In the Fermi liquid theory, the chain diagrams
describe particle density and spin excitations that can be
spoken of as bosonic quasiparticles. From this and many
other examples, where a well-defined physical quasiparti-
cle is represented by an infinite sequence of diagrams, one
can conclude that the conventional diagrammatic tech-
nique is not always the most convenient technique for
the description of interacting many body systems.
The inconveniences of the conventional perturbative
methods are especially evident in situations when the in-
teraction between the quasiparticles is important. This
happens in one-dimensional systems, d = 1, but mod-
els in higher dimensions, d > 1, used for describing high
Tc superconducting cuprates
2, heavy fermions3, etc., can
hardly be successfully studied by conventional diagram-
matic approaches either. These difficulties call for con-
structing different approaches dealing with collective ex-
citations rather than with single particles.
Such an approach called bosonization is well known for
one dimensional (1D) systems. A huge number of pub-
lications are devoted to it (see, for a review, Refs. 4,5).
Attempts to bosonize higher dimensional fermionic sys-
tems have been undertaken in the past starting from the
work by Luther6 where the Fermi surface of a special
form (square or cubic) was considered. This idea was fur-
ther developed by Haldane7 who suggested to patch the
Fermi surface by a large number of segments and contin-
ued in a number of publications8–14. All these bosoniza-
tion schemes are based on the assumption that only small
momenta are transferred by the electron-electron inter-
action such that, after any scattering event, the electron
remains in the same segment of the Fermi surface. This
case is, of course, relevant to a long range interaction
but a generalization to an arbitrary interaction and arbi-
trary momentum transfer is hardly possible within this
scheme. At the end one can reproduce results of the
random phase approximation (RPA) that can be inter-
preted in terms of quasiparticles but the interaction be-
tween these quasiparticles cannot be taken into account
properly.
Another method based on quasiclassical equations has
been developed recently for an arbitrary interaction15.
2Using this approach anomalous contributions to the spe-
cific heat and magnetic spin susceptibility16 have been
calculated in all dimensions and new logarithmic contri-
butions were found. In 1D, the results obtained are in
agreement with those known from renormalization group
considerations19 and exact solutions for spin chains17,18.
They have also been confirmed in 1D by the conventional
diagrammatic expansion20 where the first non-vanishing
logarithmic contribution was calculated. However, the
same diagrammatic method did not exactly reproduce21
the logarithmic contributions to δC/T d for d > 1, where
δC is the anomalous correction to the specific heat. This
discrepancy has been attributed to the observation that
not all the effects of Fermi surface curvature have been
taken into account in Ref. 15.
One can conclude from this discussion that the prob-
lem of the bosonization in d > 1 has not been completely
solved yet but such a method is very desirable because
it would be a new tool for analytical calculations. Re-
markably, fermionic models are shown to be problematic
for numerical computations as well. The powerful Monte
Carlo (MC) method suffers from the famous fermionic
sign problem22–26. The MC method implies that the par-
tition function can be represented as a sum of terms with
positive probabilities and in this case, the computation
time is proportional to a power of the size of the sys-
tem. This makes the MC method very robust compared
to other approaches. However, the fermion determinant
is negative for some paths and, actually, its average sign
becomes zero in the sampling process. As a result, the
computation time grows exponentially with the size of
the system or inverse temperature and the advantages of
MC get lost.
We are not able to list here all publications where the
sign problem was discussed but (except special cases like
electron systems with attraction, systems with repulsion
but with half filling and some others) the solution has
not been found. Moreover, according to Ref. 26, the sign
problem should be NP-hard27, which means that its reso-
lution is almost impossible. We are not aware about any
mathematically rigorous proof of the NP-hardness of the
fermionic sign problem but it is anyway clear that it is
the main problem for MC simulations.
This problem does not arise in (non-frustrated) bosonic
systems, though. Therefore, it is quite natural to think
about a possibility of circumventing the sign problem by
mapping the initial fermionic model onto a bosonic one.
Of course, it is impossible to convert real fermions into
real bosons but one can think of recasting the interacting
part of the fermionic action in the language of collective
bosonic excitations. This leads us again to the idea of
the bosonization.
In this paper, we suggest a new bosonization scheme
that allows one to map in the fermionic model to a model
describing bosonic excitations exactly in the sense that
the mapping works in any dimension at any tempera-
ture and for arbitrary interactions. It can be written
in a form of a model of non-interacting bosons in an
effective Hubbard-Stratonovich (HS) field. The trans-
formation from the fermionic system to the bosonic one
corresponds to using in quantum mechanics the density
matrix instead of the wave functions. We argue that the
representation of the model in terms of bosons in the ex-
ternal field should be free of the negative sign problem
and can be used for MC simulations.
It should be emphasized, though, that for finite sys-
tems used in the MC simulations the new bosonized
model is not exactly equivalent to the initial fermionic
one. In order to derive the boson model, we need a
certain regularization and a bath attached to the sys-
tem. This is necessary to avoid some uncertainties in the
bosonized expressions. Only after the regularization is
carried out we obtain a bosonic model free of the sign
problem. Completely exact mapping of the fermionic
model onto the bosonic one is impossible because, tech-
nically, several electron Green functions with coincid-
ing Matsubara frequencies and momenta cannot be con-
verted into bosonic excitations. If we did only identi-
cal transformations we would not be able to get rid of
the sign problem. At the same time, one can see from
the derivation that considering a sufficiently large system
with the bath any desired precision can be achieved.
Following an alternative route one can average over
the HS field before making any approximation. This
goal is achieved using the famous BRST (Becci-Rouet-
Stora-Tyutin) transformation based on the introduction
of superfields28. This allows us to represent the partition
function in such a form that the average over the HS
field can be done immediately. After the averaging one
comes to a model of bosons with quadratic, cubic and
quartic interactions. We show how this model can be
studied with the help of perturbation theory in the inter-
action terms and compare the first orders with the corre-
sponding terms of the conventional perturbation theory
demonstrating a full agreement.
The paper is organized as follows:
In Section II, we formulate the model of interacting
fermions, decouple the interaction with the help of the
HS transformation and map the model onto the model of
bosons in the external field. We introduce a regulariza-
tion that allows us to avoid singularities in the equation
of motion.
In Section III, we introduce superfields, average over
the HS field and derive the model of interacting bosons.
After that we develop a diagrammatic technique for the
superfield theory describing the bosonic excitations and
demonstrate in the first orders in the interaction its
agreement with the conventional perturbation theory.
Section IV is devoted to the discussion of the bosoniza-
tion from the point of view of MC simulations. We dis-
cuss in detail how the negative sign contributions origi-
nate in the fermionic formulation and why they do not
exist in the bosonic regularized model. Properties of the
partition functions are considered in the complex plane
of the electron-electron interaction, which helps to un-
derstand in details what happens in the procedure of the
3bosonization. We derive formulas directly suitable for
numerical simulations and give an example of numerical
convergence in a case of static fields.
We discuss the obtained results in Section V.
The main results of this paper have already been pre-
sented in a shorter publication29.
II. FERMIONIC MODEL AND BOSONIZATION
A. Reduction to fermions in the auxiliary field
Our method of the bosonization is quite general and is
applicable to a broad class of models. Therefore we start
our considerations with a general model of interacting
fermions on a lattice of an arbitrary dimension. We write
the Hamiltonian Hˆ of the system as follows
Hˆ = Hˆ0 + Hˆint, (2.1)
where Hˆ0 is the bare part describing non-interacting elec-
trons,
Hˆ0 = −
∑
r,r′,σ,σ′
(tr,r′ + µδr,r′)c
+
rσcr′σ (2.2)
with a chemical potential µ, a hopping amplitude tr,r′
between the sites r and r′ and the spin σ = +1,−1.
The term Hˆint describes the electron-electron interac-
tion,
Hˆint =
1
2
∑
r,r′,σ,σ′
Vr,r′c
+
rσc
+
r′σ′crσ′crσ. (2.3)
The partition function Z can obtained from Hˆ the
Hamiltonian Hˆ using the standard relation
Z = Tr exp
(
−βHˆ
)
, β = 1/T, (2.4)
where T is temperature.
In order to proceed with the mapping of the fermion
model onto a boson on, we will decouple the interaction
term Hˆint by integration over an auxiliary HS field. In
principle, the decoupling can be performed in different
ways and we should choose one of them. The choice
can be different depending on the problem studied. In
this work we are mostly interested in systems with an
on-site repulsion. We also keep in mind a possibility of
using the method for MC computations. The latter desire
enforces us to use real HS fields φr depending only on one
coordinate r.
At the same time, it would be advantageous to keep an
arbitrary sign of the off-diagonal interaction Vr,r′ . The
on-site attraction is less interesting for us because MC
schemes can be free of sign in this case25 anyway. The
bosonization procedure can be carried out also in this
case with minimal changes but we do not do this here.
In order to carry out the HS transformation with the
real fields φr we split the matrix Vr,r′ into its diagonal
Vr,r and off-diagonal V˜r,r′ parts,
Vr,r′ = V˜r,r′ + Vr,rδr,r′ , V˜r,r = 0. (2.5)
Assuming that V˜r,r′ is bounded from above, we can
add a sufficiently large constant V¯ to −V˜r,r′ , ensuring
the matrix
V
(1)
r,r′ = −V˜r,r′ + V¯ δr,r′ (2.6)
to be positive definite. (Its Fourier transform V
(1)
q should
be positive for all momenta q.) Introducing the coupling
constant
V0 = Vr,r + V¯ , (2.7)
assuming it is site independent, and using the fermionic
commutation relations we rewrite the interaction term
Hˆint as
Hˆint = Hˆ
(0)
int + Hˆ
(1)
int , (2.8)
Hˆ
(0)
int = −
V0
2
∑
r
(
c+r+cr+ − c+r−cr−
)2
Hˆ
(1)
int = −
1
2
∑
r,r′,σ,σ′
V
(1)
r,r′c
+
rσcrσc
+
r′σ′cr′σ′
while the chemical potential µ should be replaced by µ˜ =
µ− (V0 + V¯ ) /2.
Due a somewhat arbitrary choice of the constant V¯
the coupling constants V0 and V
(1) are also not uniquely
defined. However, this does not create any problems.
As the interaction term Hˆint does not commute with
Hˆ0 the HS transformation can be performed first sub-
dividing the interval (0, β) into segments of the length
∆ = β/N with N ≫ 1 and then integrating over the
auxiliary field for each τl = ∆(l − 1/2) , l = 1, 2...N .
In this Section we are interested in analytical calcula-
tions and therefore we write all formulas in the continu-
ous limit (∆→ 0) with respect to the “imaginary time”
τ . Transformations for the discrete time (finite ∆) will
be performed in Section IV.
We rewrite the partition function Z, Eq. (2.4), as
Z = Trc¯,c
[
exp
(
−βHˆ0
)
Tτ exp
(
−
∫ β
0
Hˆint (τ) dτ
)]
(2.9)
where Tτ is the time ordering operator (the time grows
from the right to the left) and Hˆint (τ) is the operator in
the interaction representation,
Hˆint (τ) = exp
(
Hˆ0τ
)
Hˆint exp
(
−Hˆ0τ
)
. (2.10)
4The term Hˆ
(0)
int can be decoupled as follows
Tτ exp
(
−
∫ β
0
Hˆ
(0)
int (τ) dτ
)
(2.11)
=
∫
Tτ exp
(∑
r,σ
∫ β
0
σφ(0)r (τ) c¯rσ (τ) crσ (τ) dτ
)
×W0
[
φ(0)
]
Dφ(0)
(∫ β
0
W0
[
φ(0)
]
Dφ(0)
)−1
,
W0
[
φ(0)
]
= exp
(
− 1
2V0
∑
r
∫ β
0
(
φ(0)r (τ)
)2
dτ
)
(2.12)
where c (τ) and c¯ (τ) are creation and annihilation oper-
ators in the interaction representation [introduced anal-
ogously to Eq. (2.10)], φ
(0)
r (τ) is a real field with the
bosonic periodicity, φ
(0)
r (τ) = φ
(0)
r (τ + β).
Before decoupling the term Hˆ
(1)
int , Eq. (2.8), we rewrite
it in the form
Hˆ
(1)
int = −
1
2
∑
r,r′,σ,σ′
V
(1)
r,r′
(
c+rσcrσ − n
) (
c+r′σ′cr′σ′ − n
)
−2n
∑
r
V (1)c+rσcrσ +
Nd
2
V (1)(2n)2, (2.13)
where V (1) =
∑
r′ V
(1)
r,r′ , n = 〈c+rσcrσ〉 is the fermion den-
sity per spin direction, and Nd is the number of sites in
the system.
The second term in Eq. (2.13) renormalizes once more
the chemical potential, such that now it equals
µ′ = µ− 1
2
(
V0 + V¯
)
+ 2nV (1). (2.14)
The last term in Eq. (2.13), (2n)2V (1)Nd/2, is a trivial
contribution to the thermodynamic potential Ω.
The fermion density n should be calculated using the
shifted chemical potential µ′, Eq. (2.14), and, thus solv-
ing a self-consistency equation. We assume that this has
been done and consider the first term in Hˆ
(1)
int in Eq. (2.13)
decoupling it by integration over another field φ
(1)
r (τ),
Tτ exp
(
−
∫ β
0
Hˆ
(1)
int (τ) dτ
)
(2.15)
=
∫
Tτ exp
(∑
r,σ
∫ β
0
φ(1)r (τ) (c¯rσ (τ) crσ (τ) − n) dτ
)
×W1
[
φ(1)
]
Dφ(1)
[ ∫ β
0
W1
[
φ(1)
]
Dφ(1)
]−1
where
W1
[
φ(1)
]
= exp
(
−1
2
∑
r,r′
∫ β
0
φ(1)r (τ)
(
V (1)
)−1
r,r′
φ
(1)
r′ (τ) dτ
)
(2.16)
and φ
(1)
r (τ) is also a real periodic field, φ
(1)
r (τ) =
φ
(1)
r (τ + β). The matrix
(
V (1)
)−1
r,r′
is a matrix inverse to
the matrix V
(1)
r,r′ . The integral over φ
(1)
r (τ) in Eqs. (2.15,
2.16) converges because
(
V (1)
)−1
r,r′
is positive definite.
Introducing the field
φrσ (τ) = φ
(0)
r (τ) + σφ
(1)
r (τ) (2.17)
we write finally the partition function Z, Eq. (2.9), in the
form
Z =
∫
Z [φ]W [φ]Dφ∫
W [φ]Dφ
, W [φ] =W0
[
φ(0)
]
W1
[
φ(1)
]
(2.18)
with Z [φ] equal to
Z [φ] = Trc¯,c
[
exp
(
−βHˆ0
)
Tτ exp
(
−
∫ β
0
Hˆ
(φ)
int (τ) dτ
)]
,
Hˆ
(φ)
int (τ) =
∑
r,σ
σφrσ (τ) [c¯rσ (τ) crσ (τ) − n] . (2.19)
and the Hamiltonian Hˆ0 now given by
Hˆ0 =
∑
r,r′,σ,σ′
(−tr,r′ − δr,r′µ′)c+rσcr′σ, (2.20)
with the modified chemical potential µ′ from Eq. (2.14).
We calculate the trace over the fermionic operators
c, c+ introducing an additional variable 0 ≤ u ≤ 1, re-
placing φrσ (τ) by uφrσ (τ) in Eq. (2.19) and writing Z [φ]
in the form
Z [φ] = Z0 exp
[∑
r,σ
∫ β
0
∫ 1
0
σφrσ (τ) (2.21)
×
(
G(uφ)r,r,σ (τ, τ + 0)−G(0)r,r,σ (τ, τ + 0)
)
dudτ
]
In Eq. (2.21), Z0 is the partition function of the ideal
Fermi gas,
Z0 =
∏
k,σ
(
1 + exp
(
− ǫk
T
))
(2.22)
where ǫk are the eigenvalues of the Hamiltonian Hˆ0,
Eq. (2.20), and
G
(uφ)
r,r′,σ (τ, τ
′) = −
〈
Tτcrσ (τ) c¯r′σ (τ
′) exp
(
− ∫ β
0
Hˆ
(uφ)
int dτ
)〉
0〈
Tτ exp
(
− ∫ β
0
Hˆ
(uφ)
int dτ
)〉
0
(2.23)
is the electron Green function in the field φrσ (τ). In
Eq. (2.22), the operators c, c¯ and Hˆ
(uφ)
int (τ) are written
in the interaction representation using Hˆ0, Eq. (2.20),
as the bare Hamiltonian and G
(0)
r,r′,σ (τ, τ
′) is the Green
function of the ideal Fermi gas described by the Hamil-
tonian Hˆ0. The symbol 〈...〉0 in Eq. (2.23) stands for the
5Gibbs averaging over the states of the Hamiltonian Hˆ0,
Eq. (2.20).
The Green function G
(uφ)
r,r;σ (τ, τ ′) , Eq. (2.23), satisfies
the following equation(
− ∂
∂τ
− hˆrσ [uφ (τ)]
)
G
(uφ)
r,r′;σ (τ, τ
′) = δr,r′δ (τ − τ ′) ,
hˆrσ [uφ (τ)] = εˆr − µ′ − σuφrσ (τ) (2.24)
where εˆrfr ≡ −
∑
r′ tr,r′fr′ for an arbitrary function fr.
A conjugated equation can be written as(
∂
∂τ ′
− hˆr′σ [uφ (τ ′)]
)
G
(uφ)
r,r′;σ (τ, τ
′) = δr,r′δ (τ − τ ′) .
(2.25)
The electron Green function G
(uφ)
r,r;σ (τ, τ ′), Eq. (2.23), sat-
isfies the fermionic boundary conditions
G
(uφ)
r,r′;σ (τ, τ
′) = −G(uφ)r,r′;σ (τ + β, τ ′) = −G(uφ)r,r′;σ (τ, τ ′ + β) .
Eqs. (2.21, 2.22, 2.24, 2.25) can serve as the starting
point of our bosonization scheme. In the next subsec-
tion, we derive equations for the bosonic excitations in
an external time dependent HS field.
B. Equations for bosons in the fluctuating field
1. General equations.
According to the results of the previous subsection one
can calculate the partition function Z solving Eq. (2.24)
or (2.25) for a given configuration of the field φrσ (τ),
substitute the solution into Eq. (2.21), thus obtaining the
functional Z [φ], and then calculate Z using Eq. (2.18).
Actually, solving Eqs. (2.24, 2.25) one obtains more in-
formation than necessary because the Green function
G
(uφ)
r,r′;σ (τ, τ
′) that should be obtained from this equa-
tions depends on two times, τ and τ ′, whereas these time
should be taken equal in Eq. (2.21).
It is not difficult to derive closed equations for the
Green function G
(uφ)
r,r′;σ (τ, τ + 0) entering Eq. (2.21). Sub-
tracting Eq. (2.24) from Eq. (2.25) and putting τ ′ = τ+0,
we obtain(
∂
∂τ
− hˆrσ [uφ (τ)] + hˆr′σ [uφ (τ)]
)
G
(uφ)
r,r′;σ (τ, τ + 0) = 0
(2.26)
We write here equal times in the functions φr (τ) because
we assume that they are continuous. This is not so for the
Green functions G
(uφ)
r,r′;σ (τ, τ
′) because they have a jump
at equal times. For discontinuous functions φr (τ) one
would have to take slightly different times τ and τ + 0,
too.
It follows from Eq. (2.26) that
∂
∂τ
∑
r
G(uφ)r,r;σ (τ, τ + 0) = 0 (2.27)
which shows that the total number of particles in the
system of the non-interacting fermions in the auxiliary
HS field φr (τ) does not depend on time. To avoid con-
fusion, we remind the reader that we started from the
grand canonical formulation for the model of the inter-
acting particles, Eqs. (2.1, 2.4), and writing about the
particle conservation now we do not mean that we change
the formulation of our initial model.
For subsequent manipulations, it is convenient to in-
troduce a new function
Ar,r′ (z) = G
(0)
r,r′,σ (τ, τ + 0)−G(uφ)r,r′;σ (τ, τ + 0) (2.28)
where z = (τ, σ, u).
The function Ar,r′ (z) has the property
∂
∂τ
∑
r
Ar,r (z) = 0, (2.29)
is periodic,
Ar,r′ (τ, σ, u) = Ar,r′ (τ + β, σ, u) , (2.30)
and, hence, describes bosons.
With this function, the functional Z [φ] takes a simple
form
Z [φ] = Z0 exp
[
−
∑
r,σ
∫ β
0
∫ 1
0
σφrσ (τ)Ar,r (z)dudτ
]
(2.31)
Eq. (2.31) is a reformulation of (2.21) in terms ofAr,r′ (z),
Eq. (2.28).
Having written Eq. (2.26) we can derive a closed equa-
tion for the function Ar,r (z) , Eq. (2.28). Our procedure
is very similar to deriving the kinetic equation starting
from equations for Green functions30.
We rewrite Eq. (2.26) at u = 0, and subtract it from
Eq. (2.26). Using the definition of Ar,r′ (z), we come to
the following equation for this function
∂
∂τ
Ar,r′ (z)+Mr,r′Ar,r′ (z) = −uσΦr,r′;σ (τ)nr,r′,σ,
Mr,r′ (z) = εˆr − εˆr′ − uσΦr,r′;σ (τ) , (2.32)
Φr,r′;σ (τ) = φrσ (τ)− φr′σ (τ)
where nr,r′ = G
(0)
r,r′ (τ, τ + 0) is the Fermi distribution
function of the ideal gas in the coordinate representation
nr,r′ =
∫
npσe
ip(r−r′) dp
(2π)d
, (2.33)
np = [exp {β (εp − µ′)}+ 1]−1 .
The solution of Eq. (2.32), as it stands, is not unique.
One can easily see that there is a non-physical solution
Ar,r′ (z) = nr,r′ for any φrσ (τ). Moreover, for static
fields φrσ, one can add to the solution of Eq. (2.32) a
combination A
(0)
r,r′ of the form
A
(0)
r,r′ =
∑
k
Ckv
k
r v
k
r′ (2.34)
6FIG. 1: Simple electronic diagrams.
where vkr are eigenfunctions of the operator hˆr [uφ] and
Ck are time independent coefficients.
There can be less trivial solutions of the homogeneous
equation corresponding to Eq. (2.32) when φrσ (τ) is a
discontinuous function of time with large jumps. Such
solutions correspond to poles in the Green functions
Gr,r′ (τ, τ + 0) and should be treated very carefully. The
sign problem in the MC simulations appears as a result
of the poles in the integrals over u in Eqs. (2.31) which
arise when the fields φrσ (τ) are discontinuous in time.
We discuss this question in Section IV.
It is clear that the ambiguity in solving Eq. (2.32) fol-
lowing from the existence of solutions of the homogeneous
equation creates problems in both numerical and analyt-
ical treatment. This means that a procedure fixing the
proper solutions of Eq. (2.32) is necessary and we intro-
duce it below.
2. Regularization of the bosonized model.
Seeking for the unique correct solution of Eq. (2.32) we
are guided by the conventional diagrammatic technique
for fermions which is well defined and all corresponding
diagrams can be calculated at least in principle. In order
to visualize how we come to solving Eq. (2.32) instead
of summing the conventional diagrams we consider the
simplest loop represented in Fig. 1 (a). The expression
corresponding to this diagram can be written as
T
∑
ε,p
1
iε− ε′p
1
iε+ iω − ε′p+q
=
∑
p
np − np+q
iω − ε′p+q + ε′p
(2.35)
where ε′p = εp − µ′ and ε = 2π (n+ 1/2)T and ω =
2πmT are fermionic and bosonic frequencies, respec-
tively.
The expression in the second line of Eq. (2.35) corre-
sponds to the solution of Eq. (2.32) in the lowest order
in φ, which demonstrates how the bosonic modes are ob-
tained from the fermionic lines.
However, the first and the second lines in Eq. (2.35)
are different at ω = 0,q = 0. The first line gives the
density of states at the Fermi surface
∑
p
1
2T
cosh−2
(
ε′p
2T
)
=
∂n
∂µ
(2.36)
but the expression in the second line is not defined. Of
course, one could speak about the limit q→ 0 instead of
just putting q = 0 but this is not justified for any finite
physical system with discrete energy levels.
The uncertainty of the expression in the second line of
Eq. (2.35) is reflected in the existence of solutions [like
those given by Eq. (2.34)] of the homogeneous equation
corresponding to Eq. (2.32).
We see that our bosonization scheme is not exactly
equivalent to the initial fermionic model and needs a reg-
ularization in order to avoid the uncertainty. This un-
certainty appears not only in the situation represented
in Fig. 1 (a), where the field φ enters with ω = 0,q =0.
The same problem is encountered when calculating the
contribution of, e.g., Fig. 1 (b), using the bosonization
scheme because this graph contains fermionic Green func-
tions at coinciding momenta and frequencies but the in-
teraction lines may carry any momenta and frequencies.
We will come back to this point when discussing in detail
the diagrammatics of the bosonized theory.
The hint at a possible regularization is given by the
form of Eq. (2.35). If the momenta q were continuous
rather then discrete and we could simply neglect the con-
tribution of the state with q =0, the bosonization scheme
would work in this order. This is not sufficient, though,
because the momenta and frequencies of the two horizon-
tal fermion lines in Fig. 1 (b) obtained after integration
over the HS field φ coincide for any translationally invari-
ant systems and one should slightly violate the transla-
tional invariance in order to split the momenta.
This goal can be achieved if we assume that the sys-
tem of the interacting electrons considered here is imbed-
ded in a “bath”. We introduce this bath considering a
model of the interacting electrons on a d-dimensional lat-
tice with the total number of sites N totald . However, we
assume that the interaction Vr,r′ , Eq. (2.3), entering the
Hamiltonian Hˆ, Eq. (2.1), vanishes outside a subsystem
consisting of a considerably smaller number of sites Nd.
As an example, we can suggest the following form of the
interaction Vr,r′
V totalr,r′ =
{
Vr,r′ , |r| , |r′| < R0
0 , otherwise
(2.37)
which means that the interaction is finite inside the
sphere of the radius R0 containing Nd sites and vanishes
outside this sphere. In other words, we attach metallic
leads to the system of the interacting electrons and as-
sume that the inter-electron interaction vanishes in the
leads.
It is clear that the leads cannot change physics of the
system of the interacting electrons if the latter is suffi-
ciently large. However, this model is reasonable even for
7a system with a small number sitesNd (quantum dot), al-
though properties of the systems with and without leads
can be different.
The form of the interaction V totalr,r′ , Eq. (2.37), formally
violates the translational invariance and the matrix ele-
ments
V total (q,q0) =
∑
r,r′
V totalr,r′ e
−iq0(r+r′)/2−iq(r−r′) (2.38)
are finite for q0 6= 0.
Of course, the matrix element with q0 = 0 remains
finite and, for such momenta, the two Green functions
in Fig. 1 (b) still have the same momenta and frequen-
cies. However, we can neglect them because they give a
small contribution provided the number of the contribut-
ing momenta q0 is large. The latter is achieved for a large
number of the sites in the bath.
We emphasize, that neglecting the contribution of
graphs containing several electron Green functions with
coinciding momenta and frequencies is possible because
their contribution is not singular. One can estimate the
relative error of this approximation as being proportional
to Nd/N
total
d , where N
total
d is the total number of sites in
the entire system including the bath.
Following this idea we could simply exclude in the
bosonization approach all propagators with ω = 0, q = 0
“by hand”. However, this is possible only when doing a
perturbation theory and such an approach is not suffi-
cient for non-perturbative and numerical studies.
The bosonic modes with ω = 0, q = 0 correspond to
solutions of the homogeneous equation in Eq. (2.32). In
order to discard these modes by a regular procedure we
regularize Eq. (2.32) slightly changing it. This is not a
trivial task because this slight modification should guar-
antee the complete absence of the solutions of the homo-
geneous equation corresponding to Eq. (2.32).
We regularize the bosonized model replacing Eq. (2.32)
by a system of two equations
Hr,r′ (τ)Aa;r,r′ (z) = −uσnr,r′,σΦr,r′;σ (τ)Ba, (2.39)
where a = 1, 2, Hr,r′ is a 2× 2 matrix
Hr,r′ (τ) = Λ1Mr,r′ (z) + iΛ2 ∂
∂τ
+ Λγ, (2.40)
and
A1;r,r′ (z) =
(
A′1;r,r′ (z)
A′′1;r,r′ (z)
)
, B1 =
(
0
1
)
A2;r,r′ (z) =
(
A′′2;r,r′ (z)
A′2;r,r′ (z)
)
, B2 =
(
1
0
)
The functions Aa;r,r′ (z) satisfy the bosonic boundary
conditions
Aa;r,r′ (τ, σ, u) = Aa;r,r′ (τ + β, σ, u) (2.41)
and 2× 2 Pauli matrices are used
Λ1 =
(
0 1
1 0
)
, Λ2 =
(
0 −i
i 0
)
, Λ =
(
1 0
0 −1
)
.
(2.42)
The real parameter γ should be put to zero, γ → 0, at
the end of calculations.
With this modification we write the function Z [φ] in
the form
Z [φ] = Z0 exp
[
−1
2
∑
r,σ,a
∫ β
0
∫ 1
0
σφrσ (τ)A
′
a;r,r (z)dudτ
]
(2.43)
The exponent in Eq. (2.43) is an even function of γ.
It is not difficult to see that putting γ = 0 in Eqs. (2.39-
2.43) one returns to Eqs. (2.31, 2.32). However, keeping
in Eqs. (2.39-2.43) the parameter γ finite allows us to
discard all the solutions of the homogeneous equation in
Eq. (2.32).
This can be understood rather easily because the op-
erator H is hermitian and, therefore, its eigenvalues are
real. Moreover, as will be shown in the next subsection,
they appear in pairs: if an eigenvalue E exists, then the
eigenvalue −E exists, too. If, when changing parameters
of the operator H, an eigenvalue E with its counterpart
−E turned to zero at some point, this would mean that
after crossing this point they become imaginary. How-
ever, the latter is forbidden by the hermiticity of the
operator H. A general proof of the absence of the solu-
tions of the homogeneous equation in Eq. (2.39) or, in
other words, absence of zero eigenvalues E of the opera-
tor Hr,r′ (τ), Eq. (2.40), is given in Appendix A.
The absence of zero eigenvalues makes the operator
H invertible. Since all the parameters of Eqs. (2.39-
2.40) are real, the solutions Aa;r,r′ (z) are real, too. This
means that the exponent in Eq. (2.43) is real and Z [φ]
is real and positive. This property of the Z [φ] can be
very important for numerical computations using the MC
method.
Using the regularization with the parameter γ,
Eqs. (2.39-2.43), we can prove a stronger than Eq. (2.29)
relation for Ar,r′ (z),
∑
r
Ar,r (z) = 0 (2.44)
Eq. (2.44) is fulfilled automatically for any solution of
Eqs. (2.39-2.40). This property can be proven putting in
Eqs. (2.39, 2.40) r = r′ and summing over r. Then, one
obtains the equations
γI ′a (z) + ∂I
′′
a (z) /∂τ = 0
∂I ′a (z) /∂τ + γI
′′
a (z) = 0 (2.45)
where I ′a (z) =
∑
r A
′
a;r,r (z), I
′′
a (z) =
∑
r A
′′
a;r,r (z).
Only the trivial solution I ′a (z) = I
′′
a (z) = 0 satifies the
boundary condition, Eq. (2.41), leading to Eq. (2.44).
83. Spectral expansion.
In this subsection we discuss important properties of
the solutions of Eqs. (2.39, 2.40) using spectral expan-
sions in eigenfunctions of this equation. In order to better
understand the difference between solutions of Eq. (2.32)
and Eqs. (2.39, 2.40), let us consider both the equations.
The operator in the L.H.S. of Eq. (2.32) is not her-
mitian, which results in a double set of eigenfunctions{
vKr,r′ (τ)
}
and
{
v¯Kr,r′ (τ)
}
satisfying the equations(
∂
∂τ
+Mr,r′
)
vKr,r′ (τ) = λ
KvKr,r′ (τ) , (2.46)(
− ∂
∂τ
+Mr,r′
)
v¯Kr,r′ (τ) = λ
K v¯Kr,r′ (τ)
with the boundary conditions vKr,r′ (τ) = v
K
r,r′ (τ + β),
v¯Kr,r′ (τ) = v¯
K
r,r′ (τ + β). Two other equations can be writ-
ten taking the complex conjugate of Eqs. (2.46),(
∂
∂τ
+Mr,r′
)
vK∗r,r′ (τ) = λ
K∗vK∗r,r′ (τ) , (2.47)(
− ∂
∂τ
+Mr,r′
)
v¯K∗r,r′ (τ) = λ
K∗v¯K∗r,r′ (τ) .
The orthogonality conditions for the functions vKr,r′ can
be written as
∑
r,r′
∫ β
0
v¯Kr,r′ (τ) v
K′
r,r′ (τ) dτ = δ
K,K′
(the same for the complex conjugates).
The eigenvalues λK are generally complex and λK =
0 is not excluded. For example, the function A
(0)
r,r′ ,
Eq. (2.34), corresponds to the zero eigenvalue for static
φrσ.
All non-zero eigenvalues λK appear in pairs. If an
eigenvalue λK with an eigenfunction vKr,r′ (τ) exists, then
the eigenvalue −λK with the eigenfunction v¯Kr′,r (τ) ex-
ists, too. We see that nothing prevents the eigenvalues
λK from turning at some points to zero and being com-
plex, which is an unpleasant feature of the theory.
In contrast, the operator Hr,r′ (τ) is hermitian. The
structure of the two-component vectors SKr,r′ (τ) can be
represented as
SK =
(
aK
bK
)
,
(
SK
)T
=
(
aK bK
)
and they can be found from the equation
Hr,r′ (τ)SKr,r′ (τ) = EKSKr,r′ (τ) (2.48)
supplemented by the boundary condition SKr,r′ (τ) =
SKr,r′ (τ + β), where the eigenvalues E
K must be real.
The eigenstates with eigenfunctions SKr,r′ (τ) and eigen-
values EK have their counterparts with the eigenfunc-
tions Λ1S
K
r′,r (τ) and eigenvalues −EK .
The orthogonality condition for the eigenvectors
SKr,r′ (τ) follows from Eq. (2.48) and can be written as
∑
r,r′
∫ β
0
(
SKr,r′ (τ)
)+
SK
′
r,r′ (τ) dτ = δ
K,K′ (2.49)
where the symbol “+”stands for the complex conjugation
and transposition “T ”.
The completeness of the system of the eigenvectors S
expressed by the relation
∑
K
SKr,r′ (τ)
(
SKr1,r′1 (τ1)
)+
= δr,r1δr′,r′1δ (τ − τ ′) (2.50)
allows us to write the spectral expansion for the 2×2 ma-
trix Green function Gr,r′;r1,r′1 (τ, τ1) satisfying the equa-
tion
Hr,r′ (τ)Gr,r′;r1,r′1 (τ, τ1) = δr,r1δr1,r′1δ (τ − τ1) (2.51)
in the form
Gr,r′;r1,r′1 (τ, τ1) =
∑
K
SKr,r′ (τ)
(
SKr1,r′1
(τ1)
)+
EK
(2.52)
Since all eigenvalues EK are not equal to zero, the Green
function Gr,r′;r1,r′1 (τ, τ1), Eq. (2.52), is uniquely defined
and does not have singularities. Using the properties of
the eigenvectors SKr,r′ (τ) explained after Eq. (2.48) we
obtain a symmetry property for these functions
Gr,r′;r1,r′1 (τ, τ1) = −Λ1Gr′,r;r′1,r1 (τ1, τ) Λ1 (2.53)
With the Green function Gr,r′;r1,r′1 (τ, τ1) , Eqs. (2.51,
2.52), we write the function Z [φ], Eq. (2.43), in the form
Z [φ] = Z0 exp
[1
2
∑
r,r1,r′1,σ
∫ β
0
∫ 1
0
φrσ (τ)
×
(
G12r,r;r1,r′1 (τ, τ1;u, σ) + G
21
r,r;r1,r′1
(τ, τ1;u, σ)
)
×unr1,r′1Φr1,r′1;σ (τ) dτdu
]
(2.54)
Eqs. (2.52, 2.54) give an explicit unambiguous expres-
sion for the function Z [φ]. It can be further integrated
over φrσ using superfields, as it is done in the next Sec-
tion, or calculated numerically. In the latter case, it is
more convenient to solve directly Eq. (2.39) and substi-
tute the solution into Eq. (2.43).
We check our regularization scheme in Appendix B on
the model with a static HS field φrσ.
One can interpret the real function Ar,r′ (z) as a den-
sity matrix, while Eqs. (2.32, 2.39) are analogues of the
von Neumann equation. In this language, Eq. (2.44) is
the particle conservation law. Using the density matrix
in quantum mechanics implies a connection of the system
to an environment. Within our approach, we use the reg-
ularization based on the introduction of the bath. This
9enforces in a very natural way the analogy between the
matrix A and the density matrix in quantum mechanics.
One can say that our bosonization procedure corresponds
to replacing the description of the quantum mechanics in
terms of the wave functions by the description in terms
of the density matrix.
In the classical limit, Eqs. (2.32, 2.39) play a role of the
kinetic equation and Ar,r′ (z) (after Fourier transforming
in r − r′) can be considered as the distribution function
for a particle moving in a fluctuating field in imaginary
time.
We see that the original problem of calculating the
partition function of interacting fermions Z, Eq. (2.4),
has been reduced after the regularization to solving
Eqs. (2.39, 2.40) for a bosonic function Ar,r′ (z), sub-
stituting the solution into Eq. (2.43) and calculating the
functional integral over φrσ (τ) in Eq. (2.18). For an an-
alytical investigation, this integral over φrσ (τ) can be
performed before doing any approximations and this is
demonstrated in the next Section.
III. SUPERFIELD THEORY OF INTERACTING
BOSONS AND PERTURBATION THEORY
A. Superfield theory of interacting bosons
In this subsection, we reduce the computation of the
partition function Z, Eq. (2.4), to calculations with a su-
perfield model describing interacting bosonic excitations.
Eq. (2.32) resembles quasiclassical equations written in
Ref. 15. The solution of these equations was represented
in terms of a functional integral over 48-component su-
pervectors, which allowed the authors to integrate over
the HS field. Unfortunately, the resulting Lagrangian
and calculations with it were rather cumbersome due to
the large number of the components of the supervectors.
Now we use another trick, known as the Becchi-Rouet-
Stora-Tuytin (BRST) transformation28 (see also the
book by Zinn-Justin31). A similar transformation was
used in the quantization of non-abelian gauge theories32.
In condensed matter physics, this trick has been used
for the first time in Ref. 33. Using this transformation
one can also represent the solution of an equation (not
necessarily linear) in terms of a functional integral over
both conventional and Grassmann anticommuting fields.
Due to some special symmetries, both the types of the
fields can be unified in a superfields depending not only
on coordinates and times but also on additional anticom-
muting variables.
In order to avoid complicated formulas containing 2×2
matrices that appear as a result of the regularization, we
restrict our consideration in this Section by the thermo-
dynamic limit. In this limit the spectrum is continuous
and the states with coinciding momenta and frequen-
cies do not give any essential contribution anyway. This
means that we put the parameter γ = 0. At the same
time, we still assume that the system is imbedded in the
bath. This allows us to treat irregular expressions in a
simple way because the translational invariance of the
subsystem (where the interaction is finite) is broken and
Green functions with coinciding momenta and frequen-
cies give a vanishing contribution in the thermodynamic
limit considered in this Section.
Let us explain this procedure in more details. Suppose,
we have an equation
F (A) = 0, (3.1)
where F (A) is a real matrix function of a real matrix
function A, and our task is to find the solution A0 of this
equation and calculate a quantity B (A0) , where B (A)
is another matrix function. Instead of proceeding in this
way, one can write B (A0) in a form of the integral
B (A0) =
∫
B(a)δ [F (a)]
∣∣∣∣det
(
∂F
∂a
)∣∣∣∣ da (3.2)
over the variable a of the same structure as A. The mod-
ulus of the determinant in Eq. (3.2) is included in the
integrand in order to normalize the δ-function.
As the next step, we represent the δ-function as
δ [F (a)] = C
∫
exp
[
iTr
(
fTF (a)
)]
df (3.3)
where f is a real matrix variable and the symbol “T ”
means the transposition of r and r′, fTr,r′ = fr′,r . C is a
normalization constant.
The determinant in Eq. (3.2) can also be represented in
a form of an integral but now the variables of integration
should be anticommuting Grassmann variables η and η+,
det
(
∂F
∂a
)
=
∫
exp
[
−Tr
(
η+
∂F
∂a
η
)]
dη+dη. (3.4)
After unifying the fields a, fT , η, and η+ in a super-
field Ψ, the expression in the exponential can be written
in a compact way. We do not present here general for-
mulas that can be found in the book 31 but concentrate
explicitly on Eqs. (2.31,2.32).
Eq. (2.32) is linear and real and we can apply Eq. (3.2)
directly. Using the transformation of Eq. (3.3) we obtain
in the exponent a quadratic form in terms of the variables
a and f . Then, we write the determinant with the help
of Eq. (3.4) and obtain another quadratic form in the
exponent containing the anticommuting variables η and
η+.
At first glance, there should be a problem related to
the presence of the modulus in Eq. (3.2) and absence of it
in Eq. (3.4). Fortunately, the operator ∂/∂τ+Mr,r′ (z) is
real and antisymmetric, which leads to an always positive
determinant. Therefore, the modulus in Eq. (3.2) does
not play any role in the case under consideration.
Writing the quadratic forms in the exponent using the
variables a, fT , η, and η+ is not difficult and we do
not write them in this form. A more compact form of
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the functional integrals can be achieved introducing the
superfields Ψr,r′ (R), R = {z, θ, θ∗}, as follows
Ψr,r′ (R) = ar,r′ (z) θ+f
T
r,r′ (z) θ
∗+ηr,r′ (z)+η
+
r,r′ (z) θ
∗θ
(3.5)
where ar,r′ (z) and fr,r′ (z) are real fields of the coordi-
nates r, r′ and the variables z = (τ, σ, u). The hermi-
tian conjugation means complex conjugation “ ∗ ” sup-
plemented by the transposition, such that η+r,r′ = η
∗
r,′r.
The variables θ, θ∗ are artificially introduced Grassmann
variables that help us to write the exponent in the com-
pact form.
As a result, we write the functional Z [φ], Eq. (2.31),
in the form
Z [φ] = Z0
∫
exp
(
−S0 [Ψ]− S(uφ) [Ψ]
)
DΨ (3.6)
where S0 [Ψ] is the bare part of the action
S0 = i
2
∑
r,r′
∫ [
Ψr′,r (R)
(
∂
∂τ
+ (εˆr − εˆr′)
)
Ψr,r′ (R)
]
dR
(3.7)
The second term S(uφ) [Ψ] in the exponent in Eq. (3.6)
is linear with respect to the HS field φrσ (τ). Its explicit
form reads
S(uφ) [Ψ] = −i
∑
r,r′
∫
φrσ (τ)
[
u (Ψr′,r (R)− nr′,rθ)
× (Ψr,r′ (R)− nr,r′θ)− iσδr,r′Ψr,r (R) θ∗
]
dR (3.8)
It is interesting to remark here that the superfield Ψ (R)
is anticommuting, which is a rather unusual feature
of the field theory considered here. However, it is
very important that this field describes bosons and not
fermions. This follows from the periodic boundary con-
dition Ψ (τ) = Ψ (τ + β). It is this condition that deter-
mines unambiguously the statistics of the particles. The
fact that Ψ (R) is anticommuting is only a formal prop-
erty.
The form of Eqs. (3.6-3.8) allows us to average im-
mediately over the HS field φrσ (τ). This integration is
Gaussian and is specified by Eq. (2.18). The analytic
supersymmetric field theory written here relies crucially
on the presence of a bath, whose function is to break the
translational symmetry of the system. In order to take
the bath into account, we model the interaction in the
same way as in Eq. (2.37). The pair correlation of the
fields with the distribution W can be written as
〈σσ′φrσ (τ)φ′r′σ′ (τ ′)〉W = Ur,r′ (R,R′) (3.9)
Ur,r′ (R,R
′) = δ (τ − τ ′)
(
σσ′V total0 δr,r′ + V
(1),total
r,r′
)
,
where V total0 and V
(1),total
r,r′ are defined from V0 and V
(1)
according to Eqn. (2.37). The coupling constants V0 and
V (1) contain the constant V¯ that has been introduced
in a rather arbitrary manner (see, below Eq. (2.5). How-
ever, the same constant enters the renormalized chemical
potential µ′, Eq. (2.14), and the renormalized thermody-
namical potential Ω written below Eq. (2.14). Of course,
the constant V¯ should disappear from the final result
for the thermodynamical potential, which can serve as
a check of any computation. Actually, considering only
perturbation theory in the interaction there is no neces-
sity to introduce this constant. In such calculations the
sign of V˜r,r′ in Eq. (2.4) does not play an important role
because one could decouple the interaction term with V˜
integrating over purely imaginary HS. We have added V¯
because we want to keep the HS fields real, keeping in
mind a possibility of applying the method to numerical
investigations.
Using Eqs. (3.8,3.9) we easily integrate in Eq. (3.6)
over the field φrσ (τ) reducing the partition function Z
to the form
Z = Z0
∫
exp (−S0 [Ψ]− Sint [Ψ])DΨ (3.10)
with S0 [Ψ] given by Eq. (3.7) and
Sint [Ψ] = S2 [Ψ] + S3 [Ψ] + S4 [Ψ] . (3.11)
The term Sint [Ψ] in the action describes the interac-
tion between the fields Ψ. The terms S2 [Ψ], S3 [Ψ] and
S4 [Ψ] contain quadratic, cubic and quartic in Ψ terms,
respectively. They can be written in the form,
S2 = 1
2
∫ ∑
r,r1
{iΨr,r(R)θ∗ − [Ψ (R) , nˆ]rruθ}Ur,r1 (R,R1)
× {iΨr1,r1(R1)θ∗1 − [Ψ (R1) , nˆ]r1,r1u1θ1} dRdR1,
(3.12a)
S3 =
∫ ∑
r,r′,r1
Ψr′,r(R)Ψr,r′(R)Ur,r1(R,R1)
× {iΨr1,r1(R1)θ∗1 − [Ψ (R1) , nˆ]r1,r1u1θ1} udRdR1,
(3.12b)
S4 = 1
2
∫ ∑
r,r′,r1,r1′
Ψr′,r(R)Ψr,r′(R)Ur,r1(R,R1)
×Ψr′1,r1(R1)Ψr1,r′1(R1)u1udRdR1 (3.12c)
where [, ] stands for the commutator. Integration over R
in Eq. (3.12a-3.12c) implies summation over σ and inte-
gration over u, τ, θ, θ∗. The bare action S0 and the inter-
action term S4, being invariant under the transformation
of the fields Ψ
Ψr,r′ (θ, θ
∗)→ Ψr,r′ (θ + κ, θ∗ + κ∗) (3.13)
(κ and κ∗ being anticommuting variables) are fully su-
persymmetric in the sense of Ref. 31, whereas the terms
S2 and S3 break this invariance. The invariance under
the transformation (3.13) is stronger than the standard
BRST symmetry for stochastic field equations [invariance
under the transformation Ψ (θ∗) → Ψ(θ∗ + κ∗)]31, and
reflects additional symmetries of Eqs. (3.7,3.12c).
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Eqs. (3.10-3.12c) completely determine the new
bosonic superfield theory. This model can be studied
using standard methods of field theory. One can, e.g.,
expand in the interaction U using the Wick theorem with
simple contraction rules following from the form of the
bare action S0. In the next subsection, we will demon-
strate how such calculations can be carried out explicitly
but now let us understand what one obtains neglecting
the cubic and quartic in Ψ terms S3 and S4 in the action.
In this approximation, one has a purely quadratic action
and, making the Fourier transform with respect to time
and space, we obtain easily for the partition function Z
an RPA-like expression,
Z ≃ Z0 exp
[
−T
2
∑
ω
∫
ddk
(2π)
d
lnK
]
, (3.14)
K = 1 + V0
∫
np−k/2 − np+k/2
iω + εp−k/2 − εp+k/2
ddp
(2π)
d
.
The same result can be obtained using Eqs. (2.18,2.31,
2.32) and neglecting the field φrσ(τ) in the L.H.S. of
Eq. (2.32).
In Eq. (3.14), (K − 1) is the contribution of non-
interacting bosonic excitations. Considering their inter-
action, one can fully describe the initial fermionic system.
We note that the boson model, as formulated in this
paper, does not appear convenient for a standard analyt-
ical approach such as renormalization group procedures,
where the low lying modes should have been singled out
in the very beginning. However, the superfield model
Eq. (3.11) and a proper low-energy formulation are for-
mally quite similar. Therefore, this Section does not only
serve as check of the superfield model but also as a guide
for future analytical studies of low energy effects.
In the next subsections, we demonstrate how the con-
tributions of the conventional perturbation theory1 in the
original fermion language are reproduced in the boson
superfield representation. We perform this check calcu-
lating the perturbation series for the thermodynamic po-
tential Ω up to the second order in the interaction.
B. Wick theorem and diagrams
In order to develop the perturbation theory in the in-
teraction, we Fourier transform the superfields
Ψrr′(R) = T
∑
ω
∫
Ψpp′,ω(ρ)e
i(pr−p′r′)−iωτ (dpdp′)
where ρ = (σ, u, θ, θ∗) and ω stands for the bosonic Mat-
subara frequencies. The momentum integration (dp) =
dp/(2π)d extends over the first Brillouin zone.
In the Fourier representation, the bare action reads
S0 = 1
2i
T
∑
ω
∫
Ψp′p,−ω(ρ)
{
iω − [εp − εp′ ]
}
Ψpp′,ω(ρ)
× (dpdp′)dρ (3.15)
and similarly one can obtain the Fourier transform of the
interaction, Eqs. (3.12a-3.12c).
According to Eq. (3.15), the bare propagator of the
bosonized theory is given by〈
Ψp,p′;ω(ρ)Ψp1,p′1;ω1(ρ1)
〉
= (θ − θ1)(θ∗ − θ∗1)δ(u− u1)
× δσσ1(2π)2dδ(p− p′1)δ(p′ − p1)
δω,−ω1
T
g(ω;p,p′)
(3.16)
wherein, g(ω;p,p′) is the Green function in the momen-
tum representation
g(ω;p,p′) = i
[
iω − (εp − εp′)]−1 .
Using Wick’s theorem and the pairing rule, Eq. (3.16),
one can calculate averages of Ψ-products arising in per-
turbation theory expansions analytically in a standard
manner.
For a convenient diagrammatical representation, the
propagator can be depicted in the form of an oriented
double-line as shown in Fig. 2 (a), the first momentum
p being carried by the right-facing upper line, the second
momentum p′ by the left-facing lower line.
In the same spirit, the interaction vertices, Eqs. (3.12a-
3.12c), are diagrammatically represented as shown in
Fig. 2 (b). Depending on whether a leg is depicted as
“out-going” [right-facing] or “incoming” [left-facing], the
momenta and frequencies are either reversed [momenta p
and p′ are interchanged and frequency ω changes the
sign] or not. The interaction lines carrying the momen-
tum q correspond to the propagator
Uq,ω(σ, σ1) = σσ1V0 + V
(1)
q (3.17)
and are attached according to the analytical structure of
Eqs. (3.12a-3.12c). In this way, the single lines within
the double-line structure obey evident momentum con-
servation rules, whereas the bosonic frequency of each
double-line is conserved in the usual way and, therefore,
not labelled in the diagram.
With the rules formulated, we are now ready to discuss
the perturbation theory for the thermodynamic poten-
tial Ω.
C. First order of the perturbation theory
As S4 does not break the symmetry specified by
Eq. (3.13), the first order contribution to Ω in the su-
perfield theory comes only from S2. However, T 〈S2〉
is not the only contribution to the first order correc-
tion ∆Ω(1) in the interaction potential. In addition,
one should renormalize the chemical potential thus us-
ing µ′, Eq. (2.14), and shift the thermodynamic po-
tential Ω → Ω + (2n)2 V (1)Nd/2 in accordance with
Eq. (2.13). This leads to a trivial first order contribution
to the thermodynamic potential Ω that can be written
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FIG. 2: Diagrammatic building blocks for perturbative cal-
culations: (a) the boson propagator g(ω;p,p′), Eq. (3.16),
(b) the interaction terms, Eqs. (3.12a-3.12c).
FIG. 3: First order diagram from 〈S2〉.
as
δΩ(1) = Nd
[
2n2V (1) (3.18)
+
(
Vr,r + 2V¯
)
n− 4n2V (1)]
where V (1) = −∑r′ V˜r,r′ + V¯ and n is the (unperturbed)
fermion density per one spin direction at site r. The first
term in Eq. (3.18) comes from the shift of the thermody-
namic potential, Eq. (2.13). The second line originates
from the shift of the chemical potential, Eq. (2.14), and
is obtained using the standard relation ∂Ω/∂µ = −2nNd
(factor 2 is due to spin). So, the total first order contri-
bution ∆Ω(1) to the thermodynamic potential takes the
form
∆Ω(1) = T 〈S2〉+ δΩ(1). (3.19)
Diagrammatically, T 〈S2〉 is represented in Fig. 3. The
correspondence of Fig. 3 to the conventional diagram-
matic technique becomes evident if we associate the
double-line with two single lines representing the origi-
nal fermionic propagators. Then, one can easily imagine
that the diagram in Fig. 3 should yield the Fock contri-
bution [Fig. 1 (a)]. Actually, this is not completely cor-
rect because this diagram contains also some other terms.
Calculating T 〈S2〉 with the help of the contraction rule
(3.16) and Eq. (3.17) we obtain in the first order
T 〈S2〉 = T 2
∑
ω
∫
〈Ψp,p+q;−ω(ρ)Ψp′+q,p′;ω(ρ1)〉
× (−i)u1Uq;ω(σ, σ1)θ∗θ1[n0p′+q − n0p′ ] dρdρ1(dpdp′dq)
=−NdT
∑
ω
∫
n0p+q − n0p
iω − εp + εp+q [Vq − 2V0] (dpdq)
(3.20)
where n0p is the bare Fermi distribution.
We can represent Eq. (3.20) in a somewhat different
form using the identity
T
∑
ω
n0p′ − n0p
iω − εp + εp′ =
1
2
(
n0p′ − n0p
)
coth
εp′ − εp
2T
= n0pn
0
p′ −
1
2
(
n0p + n
0
p′
)
. (3.21)
Substituting Eq. (3.21) into Eq. (3.20), we see that the
term with Vq in Eq. (3.20), indeed, participates in form-
ing the Fock contribution ∆Ω
(1)
F to the thermodynamic
potential
∆Ω
(1)
F = −Nd
∫
Vqn
0
pn
0
p+q(dpdq) (3.22)
However, there are other contributions δ′Ω(1) in
Eq. (3.20) that should be added to that of Eq. (3.18)
δ′Ω(1) = Nd
∫ [
2n0pn
0
p+q
(
Vr,r + V¯
)
+
(
n0p + n
0
p+q
) (
Vq/2− Vr,r − V¯
) ]
(dpdq)(3.23)
The structure of the integrand in Eq. (3.23) allows one
easily integrate over p and q. Then, adding Eqs. (3.18,
3.23) to each other and using Eqs. (2.5-2.7) we obtain
∆Ω
(1)
H = δΩ
(1) + δ′Ω(1) = 2Ndn
2Vq=0 (3.24)
which is the standard Hartree contribution. The artificial
interaction V¯ introduced in the model drops out from the
final formulas as it should.
Thus, we come in the first order to the standard ex-
pression for the correction ∆Ω(1) to the thermodynamic
potential
∆Ω(1) = ∆Ω
(1)
H +∆Ω
(1)
F (3.25)
where ∆Ω
(1)
H and ∆Ω
(1)
F are the Hartree, Eq. (3.24), and
Fock, Eq. (3.22), contributions, respectively.
D. Second order of the perturbation theory
The perturbation expansion in the conventional field
theory for interacting fermions leads to the diagrams
shown in Fig. 4. Only the diagrams in Fig. 4 (a) and (b)
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FIG. 4: Diagrams for the second order in the fermion language. Interesting low-energy contributions are only due to diagrams (a)
and (b) whereas diagram (c) just renormalize the chemical potential. To check the equivalence of the bosonized model to the
original fermion one, we must check, however, that all fermion diagrammatic contributions are exactly reproduced.
are important for low-energy physics, whereas the dia-
gram (c) merely modifies the chemical potential. The
diagrams 4 (d.1) and (d.2) contain the Hartree bubbles
that also result in a renormalization of the chemical po-
tential.
Nevertheless, in order to understand details it is im-
portant to obtain all contributions of the perturbation
theory for the boson superfield theory. Checking the ex-
act correspondence between the original fermion and the
boson models is what this Section is devoted to.
Before presenting the details of the calculations, let us
make some general remarks. For Hˆ
(1)
int [Eq. (2.8)], the
Hartree-type contributions 4 (d.1) and 4 (d.2) are in the
boson theory generally accounted for by the renormal-
ization of the chemical potential [Eq. (2.14)] and by the
trivial contribution to the thermodynamic potential in
Eq. (2.13). There is no contribution of diagrams con-
taining closed loops of boson propagators because they
vanish due to the superfield symmetry. The effective sec-
ond order diagrams in the bosonized theory are shown in
Fig. 5.
Drawing parallels with the conventional fermion dia-
grams we interpret the double-lines in Fig. 5 as pairs of
single fermion propagator lines. This is similar to what
we successfully did when discussing the first order dia-
grams. In this spirit, inspection of the diagrams sug-
gests that the conventional RPA diagram Fig. 4 (a) is
reproduced in the boson language by Fig. 5 (a), the cor-
relation diagram Fig. 4 (b) by Figs. 5 (b.4,c.1), and, fi-
nally, the conventional diagram with the two Fock loops,
Fig. 4 (c), by Figs. 5 (b.1-b.3,c.2). However, for con-
tributions coming from the on-site interaction Hamilto-
nian Hˆ
(0)
int [Eq. (2.8)], this “graphical picture” describes
the correspondence in a less strict way since the conven-
tional diagrams (a) and (b) as well as the conventional
diagrams (c), (d.1), and (d.2) in Fig. 4 coincide in this
case, thus making a parallel between just Fig. 4 (a) and
Fig. 5 (a) meaningless. In this case one can speak only
about a “weaker” correspondence between Figs. 4 (a,b)
and Figs. 5 (a,b.4,c.1,c.2).
Having established these parallels, the detailed calcu-
lations can be performed in an organized manner, which
is straightforward though a little tedious.
Starting with 〈S22〉, the evaluation of the diagram in
Figs. 5 (a) yields
〈S22〉 = −2Nd
∑
ω
∫ (
V 2q − 2V0Vq + 2V 20
)
[np+q − np]
× [np′+q − np′ ]g(ω,p+ q,p)g(ω,p′ + q,p′)(dpdp′dq),
= 2NdT
2
∑
εε′ω
∫
V 2qG
0
ε,p+qG
0
ε+ω,p
× G0ε′,p′+qG0ε′+ω,p′(dpdp′dq) (3.26a)
+ 2NdT
2
∑
εωω′
∫
(−2V0Vq + 2V 20 )G0ε,pG0ε+ω,p+q
× G0ε+ω+ω′,p+q+q′G0ε+ω′,p+q′(dpdqdq′) (3.26b)
where Eq. (2.35) has been applied and the notation
G0ε,p = (iε − ξp)−1 for the fermion Green function in
the original electron language is used, ξp = εp − µ. In
the second term (3.26b), the momenta in the Green func-
tions have been shifted using the fact that at least one
of the involved interaction couplings V is independent of
the running momentum q (on-site interaction).
Inspection of the expressions obtained shows that the
first term (3.26a) is indeed identical to the conventional
second order RPA contribution, Fig. 4 (a). This one-to-
one correspondence of the V 2q -term confirms the valid-
ity of the “graphical correspondence”. The form of the
second term resembles the contribution of the diagram
Fig. 4 (b) and therefore we expect that it should be can-
celled by those diagrams of 〈S32〉 and 〈S2S4〉 that we
have already related to the conventional contribution of
Fig. 4 (b). Since for the purely on-site interaction the
diagrams Fig. 4 (a) and (b) are indistinguishable, there
is no surprise that 〈S22〉 also contributes to the conven-
tional diagram in Fig. 4 (b) due to the presence of the
Hˆ
(0)
int-channel, Eq. (2.8).
So, let us consider now the boson diagrams shown
in Figs. 5 (b.4,c.1) which are of conventional type of
Fig. 4 (b) in terms of their graphical shape. Their eval-
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FIG. 5: Second order diagrams describing perturbation series of the superfield theory. Contributions come from 〈S2
2〉 [(a)],
〈S3
2〉 [(b.1)-(b.4)], and 〈S2S4〉 [(c.1),(c.2)].
uation yields
〈S2int〉(b.4,c.1) = 〈S32〉(b.4) + 〈S2S4〉(c.1)
=− 4NdT
∑
ωω′
∫
(2V0 − Vq)(2V0 − Vq′)
× inp g(ω + ω′,p+ q+ q′,p)
× g(ω,p+ q′,p)g(ω′,p+ q,p) (dpdqdq′). (3.27)
Recasting Eq. (3.27) into the original fermion language,
we can equivalently write
〈S2int〉(b.4,c.1) = −NdT 2
∑
εωω′
∫
(4V 20 − 4V0Vq + VqVq′)
×G0ε,pG0ε+ω,p+qG0ε+ω′,p+q′G0ε+ω+ω′,p+q+q′ (dpdqdq′).
(3.28)
Inspecting Eq. (3.28), we see that the term with
4V 20 − 4V0Vq exactly cancels the contribution (3.26b),
while the term with VqVq′ in Eq. (3.28) is exactly the con-
tribution originating from the conventional fermionic di-
agram in Fig. 4 (b). Thus, we conclude that we have ver-
ified the one-to-one correspondence of the conventional
diagram family given by Fig. 4 (a,b) and their graphical
counterparts in the boson diagrammatics.
Now we address the remaining second order diagrams.
The diagrams of Figs. 5 (b.1) and (b.2) involve a formal
propagator g(0;p,p) ∼ 1/0 and we need a regularization
scheme. This badly defined boson propagator appears as
a counterpart to the conventional diagrammatic struc-
ture of two fermion lines which carry identical frequency
and momentum, cf. the discussion in Section II B. How-
ever, as has been discussed previously, this irregular ex-
pression is healed as soon as the interaction Hamiltonian
is no longer translationally invariant.
As the main purpose of this Section is to check the per-
turbation series, it is sufficient to perform the regulariza-
tion by smearing the δ-function in the interaction matrix
element Vqδqq′ . By this procedure, the momenta and fre-
quencies in the conventional diagram Fig. 4 (b) become
in general mutually different, while the central propa-
gator in the boson diagrams in Figs. 5 (b.1) and (b.2)
has two generally different momentum arguments, e.g.
g(0;p,p + q′ − q). The smearing of the δ-function is
achieved by breaking the translational symmetry of the
interaction introducing the bath as it has been done in
the preceding Section.
Writing the proper analytical expressions we obtain a
regularized boson propagator g(0;p,p+q′−q) ≃ 1/∆ε,
where εp+q′−q ≃ εp+∆ε with small ∆ε. Then, we should
expand in ∆ε all other terms. As the original fermionic
contributions are not singular in the limit ∆ε → 0, we
expect that the small parameter ∆ε should be compen-
sated.
Calculating the diagrams in Fig. 5 (b.1) and (b.2) with
the help of this regularization scheme, then evaluating
the remaining diagrams (b.3) and (c.2) that are regular
by themselves and, finally, combining all these contribu-
tions we come to the expression
〈S2int〉(b.1−3,c.2) = −2NdT 2
∑
ωω′
∫
(2V0 − Vq)(2V0 − Vq′)
×
{
i np+q g
2(ω;p,p+ q)g(ω′;p+ q′,p+ q)
+i np+q′ g
2(ω′;p,p+ q′)g(ω;p+ q,p+ q′)
−i np g2(ω;p+ q,p)g(ω′;p+ q′,p)
−i np g(ω;p+ q,p)g2(ω′;p+ q′,p)
+
∂np
∂µ
g(ω;p+ q,p)g(ω′;p+ q′,p)
}
(dpdqdq′).
(3.29)
We sum over the Matsubara frequencies and obtain using
15
transformations similar to those leading to Eq. (3.21)
〈S2int〉(b.1−3,c.2) = −
Nd
2T
∫
(2V0 − Vq)(2V0 − Vq′)
× np(np − 1)(2np+q − 1)(2np+q′ − 1)(dpdqdq′)
= 2Nd
∫
(dpdqdq′)
{
VqVq′
∂np
∂µ
np+qnp+q′ (3.30a)
+ (4V 20 − 2V0Vq − 2V0Vq′)
∂np
∂µ
np+qnp+q′ (3.30b)
− 1
4
(2V0 − Vq)(2V0 − Vq′)∂np
∂µ
(2np+q + 2np+q′ − 1).
(3.30c)
It is clear that all singularities have disappeared. An-
alyzing the expressions above we find that the first sum-
mand (3.30a) equals the contribution of the conventional
diagram Fig. 4 (c). Thus, we have so far succeeded to
show how the boson model reproduces all the conven-
tional diagrams without the Hartree bubbles.
Finally, we collect all trivial second order contribu-
tions arising from the shift of the chemical potential,
Eq. (2.14), and the thermodynamic potential, Eq. (2.13).
Note that in this procedure, we have to expand also the
Fermi functions in the contribution of the first order di-
agram, Eq. (3.20). Combining these trivial second order
contributions with the contributions (3.30b) and (3.30c)
yields the analytical expression for the collection of the
Hartree-type diagrams Fig. 4 (d.1) and (d.2). The cal-
culation is completely analogous to the one for the first
order diagrams but is a little bit more tedious.
Thus, the calculations performed in this Section helped
us to see that the boson model yields up to the second or-
der the same perturbation series as the conventional the-
ory. The perturbative calculations in the boson model are
somewhat more cumbersome than the standard pertur-
bation theory. However, our motivation for constructing
the boson model is to develop a new tool for studying
both analytically and numerically the low temperature
physics, rather than considering lowest order diagrams
exactly. The calculations presented in this Section are
merely a check of the bosonic approach.
We note that the regularization based on the break-
ing of translational symmetry is crucial only for a class
of diagrams which usually do not play an important role
in the framework of analytical investigation of low lying
excitations. Therefore, studying, e.g., the non-analytical
corrections to the specific heat of an interacting Fermi
gas15,21, the inherent ambiguity of Eq. (2.32) is rather
harmless because the important contributions do not re-
quire any additional regularization.
IV. DISCRETE TIME REPRESENTATION AND
MONTE CARLO SIMULATIONS
A. Quantum Monte Carlo
Using exact transformations, we have mapped in the
previous Sections the original fermion model, Eqs. (2.1-
2.4), onto the boson model, Eqs. (2.39-2.43), or Eqs.
(3.10-3.12c). We have shown how one can treat the latter
model diagrammatically making expansion in the inter-
action terms and demonstrated in the first two orders in
the interaction that the perturbation theory agrees with
the conventional perturbation theory for the fermions.
In this Section we want to compare the two equiva-
lent models from the point of view of their suitability
for Monte Carlo simulations. It is well known22–26 that
studying models for fermions one encounters the nega-
tive sign problem and the main advantages of the MC get
lost. At the same time, the sign in the MC sampling is
always positive for bosonic models. Therefore, it is quite
natural to investigate the suitability of the boson model,
Eqs. (2.39-2.43) or (3.10-3.12c), to MC simulations and
clarify the question about the sign problem.
Before starting our investigation of the problem we
would like to emphasize that we do not attempt dis-
cussing here effectiveness of various MC algorithms or
compare them with each other. Our goal is to under-
stand semi-quantitatively where the problems come from,
how one can overcome them and how one can do com-
putations in principle. We are aware of the fact that
the concrete schemes of the calculations we suggest at
the end may be not necessarily the most efficient ones,
but writing explicit algorithms is beyond the scope of the
present paper.
The MC method is used for computation of the average
of a quantity A over configurations c in a space of these
configurations
〈A〉 = Z−1
∑
c
A (c) p (c) , Z =
∑
c
p (c) (4.1)
According to this approach one chooses a set of M
configurations {ci}, i = 1, 2, ...M with the probabil-
ity Z−1p (ci). Then, instead of calculating the entire sum
in Eq. (4.1), one computes the sample average
〈A〉 ≈ 1
M
M∑
i=1
A (ci) (4.2)
This approach is very efficient because the time of a nu-
merical computation grows with the size of the sample in
a power law, which contrasts exponential growth when
using other methods.
Of course, such an approximation is possible only pro-
vided all p (c) are not negative. In some cases the proper
p (c) can be both positive and negative and formally one
may not use the approximation (4.2). In this case one
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may use instead, e.g., |p (c)| as the probability rewriting
Eq. (4.1) as
〈A〉 =
∑
cA (c) s (c) |p (c)|∑
c |p (c)|
(∑
c s (c) |p (c)|∑
c |p (c)|
)−1
, (4.3)
where s (c) = sign[p (c)].
One can perform the computations starting with
Eq. (4.3) but the average sign s (c) becomes in many
important cases very small, which leads to exponentially
large computation time.
The traditional scheme22–25of the quantum MC simu-
lations for the fermion models is based on the HS trans-
formation and using Z [φ], Eq. (2.19), as the probability
p (c) for the MC sampling. The problem arising in this
approach is that for some important configurations of
φrσ (τ) the functional Z [φ] becomes negative. There are
some special cases like models with a half-filled band or
with attraction between the fermions when Z [φ] is neces-
sarily positive. However, generically, the MC simulations
are inefficient for the fermionic models.
In principle, one could propose just to use the
bosonized model, Eqs. (3.10-3.12c). However, it contains
the superfields Ψ, and one cannot apply the MC method
immediately. This diffiuculty can be overcome by decou-
pling the interaction with the help of HS transformation.
Of course, proceeding in this way we would come back
to Eqs. (2.39- 2.43). Now we can argue that the solution
Ar,r′ (z) of Eq. (2.39) is necessarily real and substituting
it into Eq. (2.43) one must obtain positive values of Z [φ].
We have explained how one comes to Eqs. (2.39-2.43) us-
ing the regularization based on introducing a bath and
the small parameter γ. All the transformations leading
to (2.39-2.43) were justified and therefore one may enjoy
computing using the scheme free of the sign problem.
We think that this way of reasoning is correct, but it
is definitely somewhat artificial: one introduces super-
fields, integrates over the HS fields but then returns to
the equations (2.39-2.43). After making these transfor-
mations the sign problem desappears but why this has
happened is not clear.
So, it is very instructive to try to understand in a more
direct way how the sign problem is overcome, what are
the approximations made, etc. Of course, one should
discuss these things without using the superfields.
This is what the next subsections are devoted to.
B. Discrete time representation
We start the discussion with a slight extension of the
original fermionic model, Eqs. (2.1-2.4). The interaction
between the electrons Vr,r′ , Eq. (2.3), does not depend on
time. As a result, fluctuations of the HS field φrσ (τ) are
not correlated in time, Eq. (3.9). The function δ (τ − τ ′)
describing these correlations does not create difficulties in
analytic calculations but it is more convenient to slightly
smear it for our dicussion. So, we change the model re-
placing the weight W0 (φ) in Eq. (2.12) by
Wα [φ] = exp
[
− 1
2V0
∑
r
∫ β
0
[
φ2r (τ)+α
2
(∂φr (τ)
∂τ
)2]
dτ
]
(4.4)
To simplify the discussion we neglect the interaction V (1)
in Eq. (2.8) thus restricting ourselves with the on-site
repulsion. According to the accepted regularization with
the help of the bath we assume that the interaction is
equal to V0 inside the sphere with the radius R0 but
vanishes outside this region (c.f. Eq. (2.37)). We are
interested in the limit α → 0 but let us take this limit
at the end of the calculations. We do not see any reason
why this limit should lead to results different from those
for the original model.
The presence of the derivative in Eq. (4.4) introduces
correlations between φr (τ) at different times. We are
mostly interested in the low temperature limit when the
sign problem is strongest. In this limit, the pair corre-
lation function between the fields φr (τ) inside the inter-
acting region takes a simple form
〈φr (τ)φr′ (τ ′)〉 = V0δr,r′ exp (− |τ − τ
′| /α)
2α
(4.5)
showing the time correlations on the scale α.
In order to proceed with the MC computations, one
should discretize the time and basic equations, which
can be done in many different ways. The standard pro-
cedure is to subdivide the interval (0, β) into slices of
the length ∆ = β/N ≪ 1 and consider discrete times
τl = ∆(l− 1/2). Within this scheme one writes the par-
tition function Z in the form
Z = lim
∆→0
∫
Z ′ [φ]W ′α [φ]Dφ∫
W ′α [φ]Dφ
, (4.6)
where
Z ′ [φr,l] = Trc¯,c
[
exp
(
−Hˆ0/T
) N∏
l=1
exp
(
∆
∑
r,σ
σφr,lc¯r,lcr,l
)]
,
W ′α [φ] = exp
(
− ∆
2V0
∑
r
N∑
l=1
(
φ2r,l
+(α/∆)
2 (
φr,l+1/2 − φr,l−1/2
)2 ))
,
and the subscript l of φ and c means that these functions
are taken at the times τl.
The disadvantage of Eq. (4.6) is that one cannot bring
the trace of the fermionic operators c, c¯ into an useful
form without making additional approximations. There-
fore, we use a slightly different representation that allows
us to calculate this trace exactly and derive the bosonized
form.
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FIG. 6: Typical form of the function φ˜r (τ ) .
Instead of using Eq. (4.6) we write the partition func-
tion Z as
Z = lim
∆→0
∫
Zf [φ˜]W˜ [φ˜]Dφ˜∫
W˜ [φ˜]Dφ˜
(4.7)
where φ˜r (τ) = φr,l for (l − 1)∆ ≤ τ < l∆ and the func-
tional Zf [φ˜] equals
Zf [φ˜] = Trc¯,c
[
exp
(
−βHˆ0
)
(4.8)
×Tτ exp
(
−
∫ β
0
∑
r,σ
σφ˜rσ (τ) c¯rσ (τ) crσ (τ) dτ
)]
,
The weight W˜ [φ˜] is chosen in the form
W˜α[φ˜] = exp
{
− 1
2V0
∑
r
∫ β
0
(
φ˜2r (τ) (4.9)
+ (α/∆)
2
[
φ˜r (τ +∆)− φ˜r (τ)
]2 )
dτ
}
We assume, as for the continuous limit, that φ˜r (τ) =
φ˜r (τ + β) . Of course, the representations (4.6) and (4.7-
4.9) are equivalent in the continuous limit. In Eq. (4.8)
one integrates the exponent over each slice instead of
taking it in the middle of the slices as it is done in the
second of Eqs. (4.6).
The function φ˜r (τ) is discontinuous and its typical
form is represented in Fig. 6. The fluctuations of this
function are essentially dependent on the ratio α/∆. In
the limit α ≪ ∆, the typical average value 〈[φ˜r(τ)]2〉W˜
calculated with W˜α, Eq. (4.9), equals〈[
φ˜r (τ)
]2〉
W˜
= V0/∆, (4.10)
whereas the correlation at neighboring slices is
〈
φ˜r (τ) φ˜r (τ +∆)
〉
W˜
= V0α
2/∆3 ≪
〈[
φ˜r (τ)
]2〉
W˜
,
(4.11)
which shows that 〈[φ˜r(τ)−φ˜r(τ+∆)]2〉W˜ and 〈[φ˜r(τ)]2〉W˜
are of the same order.
In the opposite limit, α ≫ ∆, the fluctuations of the
difference of the fields at different slices are strongly sup-
pressed and one can replace the difference in Eq. (4.9) by
the derivative. Then, we can use Eq. (4.5) for estimates
to obtain 〈[
φ˜r (τ)
]2〉
W˜
= V0/ (2α) , (4.12)
while the average squared difference of φ˜ at neighboring
slices equals〈(
φ˜r (τ)− φ˜ (τ +∆)
)2〉
W˜
= V0∆/α
2 ≪
〈[
φ˜r (τ)
]2〉
W˜
(4.13)
Eqs. (4.12, 4.13) show that in the limit α ≫ ∆ the field
φ˜r (τ) changes slowly from slice to slice.
Now we are prepared to discuss the origin of the sign
problem and how it can be avoided using the bosoniza-
tion.
Although the HS field is now discontinuous, Eq. (4.8)
is a standard continuous time representation for the par-
tition function. This means that one can use Eqs. (2.21-
2.25) replacing everywhere the function φr (τ) by φ˜r (τ).
For example, the equation for the Green function takes
the form(
− ∂
∂τ
− hˆ[uφ˜]
)
G
(uφ)
r,r′;σ (τ, τ
′) = δr,r′δ (τ − τ ′) , (4.14)
hˆ[uφ˜] = εˆr − µ′ − σuφ˜r (τ) .
Substituting the solution of Eq. (4.14) into Eq. (2.21)
one comes to the fermionic determinant for Zf [φ˜],
Zf [φ˜] = det
r,σ,τ
[
− ∂
∂τ
− hˆ[φ˜]
]
. (4.15)
In the same way as in Ref. 22 we can reduce the func-
tional Zf [φ˜] to the form
Zf [φ˜] = det
r,σ
[
1 + Tτ exp
(
−
∫ β
0
hˆ[φ˜]dτ
)]
= det
r,σ
[
1 +
N∏
l=1
exp (− (εˆr − µ′ − σφr,l)∆)
]
(4.16)
In Eq. (4.16), the multipliers are ordered in l, such
that the multiplier with l = 1 is on the right. The
same representation is usually used in the standard
MC simulations [Actually, one replaces each multi-
plier in the second line of Eq. (4.16) by the product
exp (− (εˆr − µ′)∆) exp (σφr,l∆) , which is clearly justi-
fied in the limit ∆ ≪ β]. Eq. (4.16) was obtained in
Refs. 22,25 as a result of discretizing the time. At the
same time, we see from Eqs. (4.14, 4.15) that only the
HS field φ˜r (τ) is discrete now, while the derivative ∂/∂τ
is continuous as before. This allows us to bosonize the
fermion model even in this discrete time representation.
However, before making the proper transformations, let
us discuss the origin of negative signs of Zf [φ˜].
18
C. The negative sign problem for fermions
In the static case, when φr,l does not depend on l, the
product in Eq. (4.16) is trivially calculated because the
multipliers commute with each other. Then one comes
to the standard expression for the partition function of
fermions in a static external po
tential, which is clearly positive.
If the function φr,l varies sufficiently slowly in time, the
adiabatic approximation can be used and the function
Zf [φ˜] takes the form
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Zf [φ˜] ≈
∏
k
[
1 + exp
(
−∆
N∑
l=1
λ
(k)
l
)]
(4.17)
where λ
(k)
l is the eigenenergy of k-state of the Hamilto-
nian hˆ[φ˜] obtained on each slice l. This expression is,
again, positive.
Actually, the negative sign of Zf [φ˜] may arise only
when the function φ˜r,l strongly fluctuates in time.
Let us see how it happens. For a given φ˜(τ), we con-
sider a matrix element Pnm of the product in Eq. (4.16)
for one of the spin directions
Pnm =
∑
r
v
(n)
r,1
[
N∏
l=1
exp
(
−hˆl∆
)]
v
(m)
r,1 (4.18)
where v
(m)
r,l is the m-th eigenfunction of the Hamiltonian
hˆl(φ˜) at the l-th slice [we assume that the eigenfunctions
v
(m)
r,l are real and the product in Eq. (4.18) is ordered in
time from the right to the left].
Using the completeness of the sets of the wave func-
tions v
(kl)
r,l for each slice l,∑
k
v
(k)
r,l v
(k)
r′,l = δrr′, (4.19)
we represent the matrix element Pnm in the form
Pnm =
∑
{kl}
δn,kN δk1m exp
(
−∆
N∑
l=1
λ
(kl)
l
) N∏
l=1
π
kl+1kl
l ,
(4.20)
where
π
kl+1kl
l =
∑
r
v
(kl+1)
r,l+1 v
(kl)
r,l , (4.21)
are elements of orthogonal matrices πl, and write the
function Zf [φ˜] as
Zf [φ˜] = det [1 + P+] det [1 + P−] , (4.22)
where N totald ×N totald matrices P± are matrices with real
matrix elements (P±)mn, Eq. (4.18), corresponding to
spins “up” and “down” [N totald is the number of the eigen-
functions corresponding to the total number of the sites
in the system]. The matrices P± are real but not neces-
sarily symmetric.
For fields φ˜ (τ) slowly varying in time, the eigenfunc-
tions v
(kl)
r,l on the neighboring slices are almost equal to
each other and the matrices πl are close to the unity ma-
trix. In this case, the matrices πl can be calculated using
the standard perturbation theory for wave functions
v
(m)
r,l+1 = v
(m)
r,l +
∑
k 6=m
(δφr,l)
km
λ
(m)
l − λ(k)l
v
(k)
r,l , (4.23)
where δφr,l = φr,l+1−φr,l is small. Then, the off-diagonal
elements of the matrices πl take in the main order in δφ
the following form
πmnl =


(δφr,l)
nm
λ
(m)
l
−λ
(n)
l
, m 6= n
− 12
∑
k 6=n
[
(δφr,l)
nk
λ
(k)
l
−λ
(n)
l
]2
, m = n
. (4.24)
In the limit ∆ ≪ α, the characteristic values of the
quantities |δφr,l| follow from Eqs. (4.12, 4.13)
|φr,l| ∼ (V0/α)1/2 , |δφr,l| ∼
(
V0∆/α
2
)1/2
, (4.25)
while the average values of φr,l and δφr,l vanish. It is
clear from Eq. (4.24) that |δφr,l| ≪ |φr,l| and this justi-
fies using the perturbation theory for computation of the
matrix elements πmnl , Eq. (4.24).
As we assume that α−1 ≫ {tr,r′ , V0}, the wave func-
tions φr,l are almost localized on the sites rn and the
states n are characterized by the positions of centers of
the localization. Then, we estimate the denominators in
Eq. (4.24) as∣∣∣λ(m)l − λ(n)l ∣∣∣ = |φrm,l − φrn,l| ∼ (V0/α)1/2 (4.26)
Completely localized wave functions cannot give a contri-
bution to non-diagonal matrix elements (δφr,l)
mn
in Eq.
(4.24) and one should take into account their overlap at
finite tr,r′ leading to finite values of the wave functions on
sites in the neighborhood of the center of the localization
r0. These values can be estimated [considering the tun-
neling term tr,r′ as a perturbation] as tr,r0 |φr,l − φr0,l|−1
and one comes to typical absolute values of randomly
fluctuating off-diagonal elements of the matrix πl
|πmnl | ∼
(
t2∆/V0
)1/2
, m 6= n (4.27)
The estimate (4.27) is written under the assumption that
all the states are non-degenerate, which is most proba-
ble for randomly chosen fields φr,l. The matrix elements
πmnl , Eq. (4.27), are small in the limit ∆ → 0 but the
matrix P , Eq. (4.20), contains a product of N = β/∆
matrices πl and can essentially be different from a diago-
nal one. Since the matrix elements πl fluctuate randomly
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with a gaussian distribution, we estimate the off-diagonal
elements of the product ofN matrices entering Eq. (4.20)
as
(
βt2r,r′/V0
)1/2
. This is a small number in the limit of
sufficiently high temperatures
T ≫
(
t2r,r′/V0
)1/2
(4.28)
and Eq. (4.28) determines the adiabatic limit. In this
limit one comes to Eq. (4.17) and the fermionic deter-
minant Zf [φ˜] must be positive. Alternatively, one could
take lower temperatures but large α ∼ β, which would
lead to the same result.
Let us discuss now what happens if α ≪ β and the
inequality (4.28) is not fulfilled. Using Eq. (4.20) we
write detP for one of the spin directions in the form
detP = exp
(
−∆
N∑
l=1
Ntotald∑
k=1
λ
(k)
l
) N∏
l=1
detπl. (4.29)
As the matrices πl are orthogonal, one comes to values
detπl = 1 for all l and to positive values of detP in Eq.
(4.29). Of course, this does not necessarily mean that
the function Zf [φ˜], Eq. (4.22), is positive, too.
Matrix P given by Eq. (4.20) is real but not sym-
metric. Such matrices cannot generally be diagonalized
but one can always find a Jordan normal form for them.
Assuming that P is an M ×M real matrix one writes
P = QJQ−1, (4.30)
where the block diagonal matrix J can be written as
J =


J1 0 0 0 0
0 J2 0 0 0
· · · · ·
0 0 0 Jn−1 0
0 0 0 0 Jn


and
Ji =


pi 1 0 0 0
0 pi 1 0 0
· · · · ·
0 0 0 pi 1
0 0 0 0 pi

 .
The sizes Ki of the blocks Ji depend on the form of the
matrix P but
n∑
i=1
Ki =M.
For diagonalizable matrices each block in the matrix J
is just a number and all Ki = 1, such that n = M . The
numbers pi are solutions of the equation
det (pIM − P ) = 0, (4.31)
where IM is the unity matrix, and are not necessarily
real. However, as the matrix P is real, for any solution pi
of Eq. (4.31) its complex conjugate p∗i is also a solution.
One can see easily from Eqs. (4.30, 4.31) that
det [1 + P ] =
n∏
i=1
(1 + pi)
Ki , detP =
n∏
i=1
pKii (4.32)
As we have mentioned previously, in the adiabatic limit
(4.28), when the function φ˜r (τ) is smooth in time, one
obtains
N∏
l=1
πl ≈ 1,
and one comes to inequalities pi > 0 for all i. Deforming
the function φ˜r (τ), such that it can vary fast in the inter-
val [0, β], makes the matrix
∏N
l=1 πl essentially different
from unity and some of the eigenvalues pi can become
negative, which is a necessary condition for obtaining
negative values of det [1 + P ].
In the limit ∆≫ α, all the matrix elements of the ma-
trices πl can be typically of order one and the changes
of pi can be large after a minimum change of a configu-
ration of the field φr,l. In this case nothing prevents pi
from jumping from positive to large negative values and
making det [1 + P±] negative.
In the opposite limit α ≫ ∆, a smooth deformation
in time of the field φr,l results in a smooth motion of
the eigenvalues pi. If we start with φr,l slowly varying in
the interval [0, β], all pi are real and positive. Deforming
the function φr,l results in a motion of the parameters pi
along the real axis. They cannot cross zero because this
would mean detP ↑,↓ = 0, which is impossible because
detπl = 1 for all l.
However, two different values pi and pk can collide and
move to the complex plane forming a pair of complex con-
jugated values p and p∗. Again, this cannot change the
sign because these two eigenvalues lead to a multiplier
|1 + p|2 in the determinant. A possibility to change the
sign of the fermionic determinant Zf [φ˜] first arises when
the values p and p∗ collide again on the real axis at a point
p0 < 0. After this event one obtains again two real neg-
ative eigenvalues pi and pk. Then, they move separately
and one of them may cross the point −1 leading to a neg-
ative value of det [1 + P±]. Still, this does not necessarily
mean that the full fermionic determinant, Eq. (4.16), be-
comes negative because the product of the contributions
corresponding to spin “up” and spin “down” should be
taken but the positivity of the fermionic determinant is
no longer guaranteed.
We see that, when deforming continuously the function
φ˜r,l, a chain of several events must happen before the
fermionic determinant becomes negative. Therefore, the
probability of negative values of Zf [φ˜] may be reduced in
the continuous limit, ∆≪ α, with respect to the opposite
one, ∆≫ α, but one should not expect that it vanishes.
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Of course, using these arguments we cannot check
whether the sign of Zf [φ˜] changes or not for a given
function φ˜r,l [unless it is sufficiently smooth in the entire
interval [0, β]] and this can be done only numerically. Ap-
parently, negative values of Zf [φ˜] are generally possible
even in the limit ∆/α→ 0 but we do not intend to clar-
ify this question here. What we want to do is to replace
the function Zf [φ˜] by another function Zb[φ˜] which is
positive by construction. In doing so we expect that, al-
though these functions are generally different for a given
φ˜r,l, replacing Zf [φ˜] by Zb[φ˜] in Eq. (4.7) will not change
the result of the integration over φ˜ in the limit of a large
number of sites in the system including both the main
system and the bath. In the next subsection, we present
arguments justifying this expectation.
D. And how it can be avoided in the bosonic
representation
We start our discussion by generalizing the model un-
der consideration to a model with an arbitrary complex
electron-electron interaction writing instead of Eqs. (2.4,
2.9)
Zs = Tr exp
[
−βHˆ (s)
]
, Hˆ = Hˆ0 + Hˆ
(0)
int (s) , (4.33)
where the operator Hˆ0 is given by Eq. (2.2) with a
properly shifted chemical potential and the interaction
Hˆ
(0)
int (s),
Hˆ
(0)
int (s) = −
sV0
2
∑
r
(
c+r+cr+ − c+r−cr−
)2
, (4.34)
replaces Hˆ
(0)
int in Eq. (2.8). The variable s is an arbitrary
complex variable and the original partition function Z,
Eq. (2.4), is obtained from Eq. (4.33) by putting s = 1.
For a finite system with a total number of sites Nd, the
number of fermions cannot exceed 2Nd and the function
Zs is a finite sum of exponential functions of s. There-
fore, Zs is analytical everywhere in the complex plane of
s except the infinite point. The function Zs decays in
the left half-plane when Re s → −∞ but grows in the
right half-plane when Re s→∞.
If the function Zf [φ˜] in the integral in Eq. (4.7) be-
comes negative for sufficiently many configurations φ˜r,l,
making approximations in the integrand is dangerous be-
cause the latter can be a fast oscillating functional of
φ˜r,l. A simpler task is to calculate Z
s approximately for
real negative s < 0 because the fermionic determinant
is strictly positive in this case. These values of s cor-
respond to an attraction between the fermions and the
sign problem does not exist in this case. As soon as the
function Zs is known for real s < 0 one can try to make
an analytical continuation to s = 1.
For practical computations it is more convenient to de-
couple the attraction term by a HS transformation cor-
responding to an external “potential” rather than to a
“magnetic field” acting of the spins used here because
the latter enters the effective action with
√
s, which is
imaginary for real s < 0, and such a representation is
not very convenient for numerics. However, we do not
change the decoupling scheme for the present discussion
and simply replace φ˜r,l →
√
sφ˜r,l in Eq. (4.16). Then,
the fermionic determinant Zsf [φ˜] can be written for real
negative s as
Zsf [φ˜] =
∣∣∣∣∣detr
[
1 +
N∏
l=1
exp
(
−
(
εˆr − µ′ − i
√−sφ˜r,l
)
∆
) ]∣∣∣∣∣
2
,
(4.35)
and it is clearly positive.
Substituting Eq. (4.35) into Eq. (4.7) we obtain an
integral with a positive integrand. Absence of oscillations
of the integrand makes approximations more reliable and
we apply the bosonization scheme for the real negative s
simply substituting everywhere φ˜ by i
√−sφ˜. As a result,
we write a new bosonic partition function Zsb [φ˜] for real
s < 0 in the form
Zsb [φ˜]
Z0
= exp
[
1
2i
∑
r,σ,a
∫ β
0
∫ 1
0
σ
√−sφ˜rσ (τ)A′a;r,r (z)dudτ
]
,
(4.36)
where the function A satisfies the equation
Hr,r′ (τ)Aa;r,r′ (z) = −iuσ
√−snr,r′,σΦ˜r,r′;σ (τ)Ba
(4.37)
with
Hr,r′ (τ) = Λ1
(
εˆr − εˆr′ − iuσ
√−sΦ˜r,r′;σ (τ)
)
+iΛ2
∂
∂τ
+ Λγ (4.38)
following from Eqs. (2.39, 2.40).
One can easily see after summation over σ that the
exponent in Eq. (4.36) is real for real s < 0 and the
function Zsb [φ˜] is positive. As the transformation from
the fermions to bosons is almost exact and both the func-
tions Zsf [φ˜] and Z
s
b [φ˜] are positive, we expect that they
should be close to each other for real s < 0. The in-
troduction of the finite parameter γ and of the bath is
important for such s, too, because one should exclude
“parasitic solutions” for Aa;r,r′ (τ).
So, we have bosonized the fermionic system with at-
traction for which the sign problem does not exist any-
way. Integrating over φ˜r (τ) in Eq. (4.7) with Z
s
f [φ˜] and
Zsb [φ˜] we thus obtain two partition functions Z
s
f and Z
s
b
on the entire semi-axis of real s < 0 and argue that they
should be close to each other because Zsf [φ˜] and Z
s
b [φ˜]
are. The functionals Zsf [φ˜] and Z
s
b [φ˜] are positive and
a small difference between them should not result in a
considerable difference between the functions Zsf and Z
s
b .
In order to obtain the partition functions Zf and Zb
corresponding to the original model under consideration
we perform an analytical continuation of the functions
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Zsf and Z
s
b in the complex plane of s from real negative
s < 0 to s = 1. In order to analytically continue Zsf , one
can use Eqs. (4.33, 4.34) giving a finite sum of exponen-
tials of s and the analytical continuation is performed
just putting s = 1 everywhere. Then, one obtains im-
mediately all standard formulas for the fermionic system
with repulsion and Zf [φ˜] derived from these formulas can
be both positive and negative depending on φ˜r (τ), which
leads to the sign problem.
Having constructed the function Zsb [φ˜] for real negative
s, Eqs. (4.36-4.38), one should integrate over φ˜r (τ) using
Eq. (4.7) and obtain the partition function Zsb . After
this function has been found for all real s < 0 one can
find uniquely an analytical continuation Z˜sb for complex
s coinciding with Zsb for real s < 0. This means that
one can represent Z˜sb in a form of a convergent series in
powers of the complex s in a certain region of complex s
including the negative real half-axis.
Below are some arguments for the analyticity of Zsb .
As we have seen, the difference between the terms of this
expansion and those for the fermionic partition function
Zsf arises from a different treatment of two or more elec-
tronic Green functions at coinciding Matsubara frequen-
cies and momenta. This difference should be small in the
limit of a large bath and small parameter γ and therefore
the Taylor expansion of the function Zsb should converge
for all complex s in the same way as the expansion for
Zsf does. In Section III we have checked explicitly the
agreement between the partition functions Zf and Zb in
the first two orders of the expansion in the interaction.
The calculation can be repeated without changes for arbi-
trary complex s including real s < 0. Thus, the function
Zsb is analytic for all complex s except the infinite point
and the physical partition function Zb can be obtained
putting s = 1 in this series. This result allows us to ex-
pect that the function Zb is a good approximation for
Zf .
Having put s = 1 everywhere in the series for Zsb we can
represent it again in a form of an expansion of the integral
over φ˜ with Zb[φ˜], Eq. (2.43), thus coming back to the
bosonization formulas obtained in the previous sections.
This means, that replacing the original fermionic model
with the repulsion by the bosonic one, we expect a precise
agreement between the results obtained by integration
over φ˜ of the functional Zf [φ˜] and Zb[φ˜] in the limit γ → 0
and Nd →∞. Although both the functionals can equally
be used for analytical calculations, the use of Zb[φ˜] may
be preferable for the MC method because it is always
positive in contrast to Zf [φ˜].
The analyticity in the the complex plane is evident for
the partition function Zs, Eq. (4.33), and our arguments
justifying the approximation done in the bosonization
procedure have been based on this property. However,
the analyticity of Zsf and Z
s
b does not automatically im-
ply the analyticity of the functions Zsf [φ˜] and Z
s
b [φ˜] for
any given φ˜r (τ) and one should check this property us-
ing explicit formulas. These functionals are close to each
other for real negative s and would remain always close
for other complex s including s = 1 if they were an-
alytical in the complex plane of s for all φ˜r (τ), which
would imply a convergent series in s. If this is not so one
can expect that the functional Zsb [φ˜] does not well ap-
proximate the functional Zsf [φ˜] for certain φ˜ (τ) in some
regions of complex s including s = 1. In this case, the
functional Zb[φ˜] used for our explicit calculations can be
considerably different from the analytical continuation of
Zsb [φ˜] from real s < 0 to s = 1 and, hence, from Z
s
f [φ˜].
In particular, the functionals Zb[φ˜] and Z
s
f [φ˜] may have
different signs for certain functions φ˜ (τ) when Zf [φ˜] be-
comes negative.
It is not easy to consider the analyticity properties
of the functionals Zsf [φ˜] and Z
s
b [φ˜] analytically contin-
ued from Eq. (4.35) and Eqs. (4.36-4.38), respectively.
It seems that Zsf [φ˜] is still analytical everywhere in the
complex plane of s because the fermionic determinant
is a finite product of exponentials and therefore can be
expanded in series in integer powers of s. However, the
same cannot be said about Zsb [φ˜], Eqs. (4.36-4.38), and
we think that this quantity cannot be analytical every-
where in the complex plane of s for any φ˜r (τ).
A simple way to see this is to try to repeat the regular-
ization of Appendix A for complex s. The only difference
with respect to s = 1 in the derivation is that the eigen-
value in Eqs. (2.47) written for complex Mr,r′ is not just
λK∗, where λK is is taken from Eq. (2.46), but generally
another value λ˜K∗. It coincides with λK∗ only for real
Mr,r′ corresponding to positive real s.
As a result, one should replace in Eqs. (A3, A5) the
value λ∗ by λ˜∗. Then, one cannot exclude that for some
functions φ˜r (τ) and some complex s the eigenvalue E
turns to zero. The subsequent integration over u in Eq.
(4.36) would lead to cuts in the complex plane of s.
In this situation, the functional Zb[φ˜] obtained by just
putting s = 1 in Eqs. (4.36-4.38) can differ from the
analytical continuation from real s < 0 to s = 1. Then,
the functionals Zf [φ˜] and Zb[φ˜] can essentially be differ-
ent from each other for certain functions φ˜r (τ) and can
even have different signs. At the same time, the physical
partition functions Zf and Zb can still be close to each
other because the functions Zsf and Z
s
b are analytical ev-
erywhere in the complex plane.
This discussion may help the reader to understand why
replacing the not necessarily positive fermionic determi-
nant Zf [φ˜] by the always positive functional Zb[φ˜] we
still expect the correct result for the physical partition
function Z obtained after integration over all functions
φ˜r (τ).
The arguments of this subsection are strongly based on
the assumption that the system is finite, which allowed
us to speak about the analyticity of the partition func-
tion Zs in the interaction constant sV . This analyticity
can be lost at low temperatures and real s < 0 in the
limit of an infinite sample when the system becomes a
superconductor but this does not seem to create prob-
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lems. A good quantitative agreement with exact results
is expected for large systems implying that they include
the bath.
Although the arguments presented in the last subsec-
tions may help to understand the general scenario of what
happens in the process of the bosonization, they are not
rigorous and their final validity is to be checked numeri-
cally.
E. Some remarks about the regularization
In this subsection, we want to emphasize that one can
select the solution of Eq. (2.32) in many different ways
but only one of them, Eq. (2.39), gives positive real Zb[φ˜]
for all φ˜r (τ). In principle, in the limit of a large number
of sites in the bath all these solutions should lead to the
same result and we simply choose the most convenient
one.
Of course, just taking the original electron Green
function G
(uφ)
r,r′;σ (τ, τ
′) from Eq. (2.24) we would satisfy
Eq. (2.32) for τ ′ = τ + δ but we understand that using
this solution, one encounters the sign problem. There
are infinitely many other solutions of Eq. (2.32) leading
to non-positive weights in the MC procedure.
To see this, let us carry out the regularization keeping
small but finite δ for τ ′ = τ + δ. Although the param-
eter δ is infinitesimally small, its presence can be very
important for choosing the proper solution of Eq. (2.32).
As we consider discontinuous functions φ˜r (τ), taking the
proper limit is especially important because τ and τ + 0
can belong to different slices leading to completely differ-
ent values φ˜r (τ) and φ˜r (τ + 0). So, we write Eq. (2.26)
in the form(
∂
∂τ
− M˜ (+)r,r′ (z)
)
G
(uφ)
r,r′;σ (τ, τ + δ) = 0 (4.39)
with the operator M˜
(+)
r,r′ (z) ,
M˜
(+)
r,r′ (z) = εˆr − εˆr′ − uσΦ˜(+)r,r′;σ (τ) , (4.40)
where
Φ˜
(+)
r,r′;σ (τ) = φ˜r (τ)− φ˜r′ (τ + δ) (4.41)
and δ → +0.
We can repeat the transformations of subsection II B
keeping a finite δ > 0 and introducing the regularization
with the parameter γ and the bath. As a result, we come
instead of Eqs. (2.39, 2.40) to the following equations
H˜(+)r,r′ (τ)A(+)a;r,r′ (z) = −uσnr,r′,σΦ˜(+)r,r′;σ (τ)Ba, (4.42)
where a = 1, 2, and H˜(+)r,r′ is a 2× 2 matrix
H˜(+)r,r′ (τ) = Λ1M˜ (+)r,r′ (z) + iΛ2
∂
∂τ
+ Λγ. (4.43)
As we have seen previously, just putting δ = 0 and keep-
ing the parameter γ finite in Eqs. (4.35, 4.36) results in
strictly positive weights Zb[φ˜] because the solutions of
the homogeneous equation in Eq. (4.42) do not exist for
finite γ and one comes to a real solution for Aa;r,r′ (z).
Putting γ = 0 for finite δ we can choose the solution for
Aa;r,r′ (z) corresponding to the initial fermionic problem
and thus obtain the functional Zf [φ˜] that can be both
positive and negative.
In principle, one could obtain many other solutions
of Eq. (4.42, 4.43) keeping both γ and δ finite. Using
the spectral expansion, Eq. (2.52), it is clear that the
singularities in the function Ar,r′ (z) can originate only
from the zero eigenvalues EK = 0 of the operator in
the L.H.S. of Eq. (2.32). In order to avoid this problem
we have introduced a regularization that discards such
solutions. Actually, the crucial step in this regularization
is taking equal times in the function Φ˜r,r′ (τ) (putting
δ = 0 in Eq. (4.41)).
On the other hand, keeping a small δ > 0 makes the
eigenvalues EK complex with an imaginary part of order
δ. Although this imaginary part is infinitesimally small
in the limit δ → 0, it determines the imaginary part of
the integral over u in Eq. (2.43) arising near the poles
corresponding to the zero eigenvalues EK = 0.
We calculate explicitly the imaginary part of the eigen-
value EK in Appendix C assuming that the eigenvalue
EK is very close to zero and show that it is finite for
finite δ but vanishes in the limit δ/γ → 0.
Thus, our bosonization scheme should give different re-
sults depending on how we treat Eqs. (4.42, 4.43). The
presence of the bath makes the partition function insen-
sitive to the choice of the solution of this equation and we
take the limit δ/γ → 0 leading us to the the real positive
Zb[φ˜].
In the next subsection, we discuss the basic proper-
ties of Zb[φ˜] and demonstrate that there is no reason to
encounter the sign problem when using this functional.
F. Properties of the bosonic action and its
suitability for numerical investigations
1. Bosonic action
In this subsection we want to demonstrate that using
Zb[φ˜] is convenient for computations and there are no
singularities or bad features, like the negative sign, that
would create problems. Final formulas will be brought to
a form that can immediately be used for explicit compu-
tations. We do not see any problems in taking the limit
∆ → 0, α/∆ → 0 in this representation and put α = 0
in the beginning of the discussion. For convenience, we
display in one place the formulas that may serve as the
basis of computational schemes for the case of the on-site
repulsion.
We consider the system in a bath, which means that
the HS field φ˜r (τ) is not equal to zero only in a region re-
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stricted by a radius R0 (c.f. Eq. (2.37)). In the rest of the
sample the particles do not interact with each other and
the field φ˜r (τ) vanishes there. The interacting part of
the free energy functional should be proportional to the
number of the sites Nd located inside the sphere with
the radius R0. In order to obtain a good precision one
needs to consider a large number of sites in the bath, such
that the total number of the sites N totald should consider-
ably exceed Nd. At the same time, considering the bath
should not demand a large computation time because the
HS field is identically zero in that region.
We write the exact partition function Z of the original
model in the form
Z = lim
∆→0
∫
Zb[φ˜]W∆[φ˜]
∏N
l=1 dφr,l∫
W∆[φ˜]
∏N
l=1 dφr,l
(4.44)
where β = N∆, φ˜r (τ) = φr,l for (l − 1)∆ ≤ τ < l∆
(see Fig. 6), and V0 is the on-site repulsion. The values
φr,l satisfy the periodicity conditions φr,l = φr,l+N . The
weight W∆[φ˜] has the form
W∆[φ˜] = exp
[
− ∆
2V0
∑
r
N∑
l=1
φ2r,l
]
. (4.45)
in the region under the radius R0. Outside this region
the HS field is equal to zero identically.
In order to write the correct functional Zb[φ˜] in the
presence of the bath, the equations of Section II have to
be adjusted as concerns the shift of the chemical potential
by the amount −V0/2, Eq. (2.14). We assume that main
system is located in a potential well and that the height
of the walls equals V0/2. In other words, we shift the
chemical potential µ everywhere in the space by V0/2,
although the electron-electron interaction is present only
in the main system, using the value
µ′ = µ− V0/2 (4.46)
This homogeneous shift is convenient because at µ′ = 0
the presence of the bath does not violate the particle-hole
symmetry. Then, the functional Zb[φ˜] equals
Zb[φ˜] = Z0 exp
[
− 1
2
∑
r,σ,a
∫ β
0
∫ 1
0
σφ˜r(τ)A
′
a;r,r (z)dudτ
]
.
(4.47)
where
Z0 =
∏
k,σ
[
1 + exp
(
− βǫk
)]
(4.48)
and
ǫk = −t (k) − µ+ V0/2. (4.49)
In Eq. (4.49), µ is the chemical potential of the original
fermion model, Eq. (2.2). The functions A′a;r,r (z) should
be found from the linear equations(
γ Mr,r′ + ∂∂τ
Mr,r′ − ∂∂τ −γ
)
Aa;r,r′ (z)
= −unr,r′σΦ˜r,r′ (τ)Ba, (4.50)
where a = 1, 2 and
A1;r,r′ (z) =
(
A′1;r,r′ (z)
A′′1;r,r′ (z)
)
, B1 =
(
0
1
)
,
A2;r,r′ (z) =
(
A′′2;r,r′ (z)
A′2;r,r′ (z)
)
, B2 =
(
1
0
)
.
The operatorMr,r′ and the function Φ˜r,r′ (τ) are defined
as
Mr,r′ (z) = εˆr − εˆr′ − uσΦ˜r,r′(τ),
Φ˜r,r′ (τ) = φ˜r (τ)− φ˜r′ (τ) , (4.51)
Finally, nr,r′ is the Fermi distribution
nr,r′ =
∑
k
nke
ik(r−r′), (4.52)
nk = [exp {βǫk}+ 1]−1 .
Both the functions φ˜r (τ) and Ar,r′ (z), z = (τ, σ, u),
should be periodic in time: φ˜r (τ) = φ˜r (τ + β) and
Aa;r,r′ (τ, σ, u) = Aa;r,r′ (τ + β, σ, u) (4.53)
The real parameter γ should be taken as small as neces-
sary to be sure that the final result is insensitive to its
value.
In order to calculate the partition function Z, one
should solve Eq. (4.50-4.53) for a set of functions φr,l
defined on the slices and a small parameter γ, substi-
tute the solution A′a;r,r′ (zl) into Eq. (4.47) and find the
function Zb[φ˜]. This function is positive because the so-
lution Aa;r,r′(zl) must be real. Then, one can calculate
Z in Eq. (4.44) using Zb[φ˜] as the probability in the MC
sampling for finite ∆ diminishing this length as much
as necessary. We emphasize here that there should not
be any principle limitation of the computational accuracy
provided a sufficiently large system is considered and suf-
ficiently small length of the time slices is used.
These arguments are based on the fact that the solu-
tions Ar,r′ (z) are real and non-singular, such that inte-
grating over u does not generate imaginary parts. This
property of the solution follows from the spectral expan-
sion, Eqs. (2.52, 2.54) supplemented by the proof that
the real eigenvalues E entering the sum in Eq. (2.52) in
pairs E and −E cannot be equal to zero (see Appendix
A). Moreover, due to the fact that the eigenstates en-
ter in pairs with the eigenvalues E and −E, the entire
exponent in Eqs. (2.54, 4.47) does not become singular
even for very small E due to the mutual compensation
of the divergencies in the pairs. This follows also from
the symmetry property of the Green function, Eq. (2.53).
As all the parameters of the equations are real, there is
no danger to obtain an imaginary part in the exponent
in Eq. (2.54) and therefore the weight Zb[φ˜] is always
positive.
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In the limit of a very weak interaction V0, typical φ˜r (τ)
are small and one can neglect them in the expression for
Mr,r′ , Eq. (4.51). Then, eigenvalues λk and eigenfunc-
tions vkr of this operator do not depend on the number
of the slices and can easily be obtained in the form
vkr = ck (coskr, sinkr) , λk = εk, (4.54)
where ck are normalization coefficients.
In this limit, one can solve Eq. (4.50) by Fourier trans-
forming both the sides in space and time. This allows
one to write the Fourier transformed solution as
A′a
(
k,k′, ω
)
=
σu (εk − εk′ − iω) (nk − nk′)φk−k′,ω
ω2 + (εk − εk′)2 + γ2
(4.55)
Substituting Eq. (4.55) into Eqs. (4.44, 4.47) and taking
the limit γ → 0 and ∆ → 0 we come to the RPA result,
Eq. (3.14). The integral over u and summation over σ
are trivial in this calculation.
The presence of the regularizing parameter γ results in
the vanishing of the contribution of the state with k = k′,
ω = 0. However, the error is small because the sum
extends over many states with different k that inevitably
exist due to the bath.
2. Integral form of the equation
The differential with respect to time equation (4.50)
can be written in the integral form with the help of the
bare Green function G0r,r′;r1,r′1 (τ, τ1) introduced as the
solution of the equation(
γ εˆr − εˆr′ + ∂∂τ
εˆr − εˆr′ − ∂∂τ −γ
)
G0r,r′;r1,r′1 (τ, τ1)
= δr,r1δr′,r′1δ (τ − τ1) (4.56)
The function G0r,r′;r1,r′1 (τ, τ1) is a 2 × 2 matrix and is
uniquely defined by the boundary conditions
G0r,r′;r1,r′1 (τ, τ1) = G
0
r,r′;r1,r′1
(τ + β, τ1)
= G0r,r′;r1,r′1 (τ, τ1 + β) (4.57)
The corresponding homogeneous equation does not have
solutions due to the presence of the parameter γ.
The bare Green function G0r,r′;r1,r′1 (τ, τ1) can easily be
found by Fourier transformation and can be written ex-
plicitly as
G0r,r′;r1,r′1 (τ, τ1) (4.58)
=
T(
N totald
)2 ∑
k,k′,ω
eik(r−r1)−ik
′(r′−r′1)−iω(τ−τ1)
ωΛ2 + (εk − εk′) Λ1 + γΛ
where the Pauli matrices Λ, Λ1, Λ2 are specified in
Eq. (2.42).
Eq. (4.58) is written for the entire system including the
bath and the momenta k,k′ correspond to this enlarged
system. Accordingly, the total number of sites N totald
enters the normalization factor in Eq. (4.58). The state
with ω = 0, εk = εk′ is included in the sum in Eq. (4.58).
One can perform summation over the bosonic frequen-
cies ω = 2πTn in Eq. (4.58) using the formula
T
∑
ω
exp (−iω (τ − τ1))
−iω + a =
sgn (τ − τ1) exp (−a (τ − τ1))
1− exp (−aβsgn (τ − τ1))
(4.59)
where the symbol “sgn” stands for the sign and a is
a number. This gives the following expression for the
Green function G0r,r′;r1,r′1 (τ, τ1) for arbitrary coordinates
and times
G0r,r′;r1,r′1 (τ, τ1) = g

exp
[
b (τ − τ1) fˆr1,r′1
]
2 sinh
[
βfˆr1,r′1/2
]

 δr,r1δr′,r′1 ,
g =
(
0 −1
1 0
)
, fˆr,r′ = (εˆr − εˆr′) Λ − γΛ1 (4.60)
where
b (τ − τ1) = sgn (τ − τ1)β/2− (τ − τ1) , (4.61)
In Eq. (4.60) the operators εˆr1 and εˆr′1 act on the corre-
sponding variables entering the δ-functions on the right.
The function G0r,r′;r1,r′1 (τ, τ1), Eq. (4.60), is explicitly real
and free of singularities.
Using the Green function G0r,r′;r1,r′1 (τ, τ1) , Eq. (4.60),
we reduce Eq. (4.50) to the form
[
−
∑
r1,r′1
∫ β
0
G0r,r′;r1,r′1 (τ, τ1)uσΦ˜r1,r′1(τ1)Λ1
+ δ (τ − τ1) δr,r1δr′r′1
]
Aa;r1,r′1 (τ1, σ, u) dτ1
= −
∑
r1,r′1
∫
G0r,r′;r1,r′1(τ, τ1)unr1,r′1σΦ˜r1,r′1 (τ1)Badτ1
(4.62)
Eq. (4.62) can serve as the basis of many numerical
approaches. One can, e.g., solve this equation recur-
sively neglecting in the zeroth approximation the func-
tion Φ˜r1,r′1 (τ1) in the L.H.S. and then calculating all or-
ders of Φ˜r1,r′1 (τ1) or one can just invert the operator act-
ing on Aa;r,r′ (z) in the L.H.S. of the equation. Due to
the regularization, the zero eigenvalues of the operator in
the L.H.S. are discarded. Therefore all these operations
are well defined and one should not encounter any singu-
larity. In particular, one can invert the operator acting
on Aa;r,r′ in the L.H.S. of Eq. (4.62).
As a result, after integration over u the exponent in
the function Zb[φ˜] remains real and Zb[φ˜] positive. This
demonstrates that this bosonization method of compu-
tations is free of the sign problem. Substituting the so-
lution obtained by inversion of the L.H.S. operator into
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Eq. (4.47), the function Zb[φ˜] is given after discretization by
Zb[φ˜] = Z0 exp
[1
2
∫ 1
0
∆
N∑
l,l1=1
∑
r,r1,r′1;σ
σφr(τ)nr1,r′1 Tr
[{
1− u∆ G0σΦ˜Λ1
}−1]l,l1
{r,r},{r1,r′1}
du
]
. (4.63)
In Eq. (4.63) the symbol Tr stands for the trace of the
2×2 matrices introduced in the regularization, Eq. (2.40).
The expression entering the square brackets under Tr is
a 2×2 matrix in this “regularization space” and an N2d ×
N2d ×N ×N matrix with the space {r, r′} , {r1, r′1} and
time τ, τ1 matrix elements. This matrix is obtained from
the matrix G0σΦ˜Λ1 using the conventional rules of matrix
operations. The only peculiarity is that the coordinates
enter in pairs {r, r′} and {r1, r′1} . Matrix elements can
be written explicitly as[
G0σΦ˜Λ1
]τ,τ1
{r,r′},{r1,r′1}
= G0r,r′;r1,r′1 (τ, τ1)σΦ˜r1,r′1(τ1)Λ1.
(4.64)
Eq. (4.63) can directly be used for computations. The
integral over u cannot lead to singularities, which is guar-
anteed by the absence of the zero eigenvalues of the op-
erator in the L.H.S. of Eq. (4.62) written for an arbitrary
u. This property is valid for an arbitrarily large Φ˜.
In principle, one could easily perform the integration
over u already analytically before doing numerics, which
gives in the continuous time limit
Zb[φ˜] = Z0 exp
[
− 1
2
∑
r,r1,r′1
∫ β
0
∫ β
0
dτdτ1φ˜r (τ)nr1,r′1
× Tr
[
(G0Φ˜Λ1)−1 ln
(
1− (G0Φ˜Λ1)2
)]τ,τ1
{r,r},{r1,r′1}
]
,
(4.65)
The integrand in Eq. (4.65) is free of singularities as well.
At small φ˜r (τ) one can expand the logarithm and take
the first order of the expansion. This leads us again to
the RPA formula, Eq. (3.14). However, Eq. (4.63) looks
more convenient for MC computations because it allows
one to peform updating more easily.
Note that in the present paper, we decoupled the in-
teraction by the Gaussian integration over φ˜r (τ). For
the on-site interaction, one can also use the “Ising spin”
auxiliary field sr,l
23. All the steps of the derivation of
the functional Zb[φ˜] can be repeated with this field. The
final expression, Eq. (4.44), should be replaced by the
following sum over all configurations of sr,l
Z =
(
1
2
)NdN ∑
sr,l
Zb[φ˜], (4.66)
where Nd is the number of the sites in the system. The
functional Zb[φ˜] for the Ising spin field has the same form
as previously with the field φ˜r (τ) = λ¯sr,l/∆, cosh λ¯ =
exp (V0∆/2), for (l− 1)∆ ≤ τ < l∆. Using the “Ising
spin” auxiliary field can further improve the efficiency of
the computational schemes.
3. A numerical test
As we have discussed previously the final formulas,
Eqs. (4.62, 4.47) or Eq. (4.63), are different from the for-
mula of the original fermionic model, Eqs. (4.13-4.16).
These deviations are due to the introduced bath and
states effectively discarded by introducing the parame-
ter γ. So, generally speaking there is no reason to expect
that the functions Zf [φ˜] and Zb[φ˜] are close to each other.
As we have argued, they should be considerably different
for, e.g., piece-wise functions with big jumps. The agree-
ment between the partition functions Z is possible only
after integration over φ˜r and only in the limit of a large
number of the sites N totald in the system.
However, what one can expect is the agreement be-
tween the values of Zf [φ˜] and Zb[φ˜] for static φ˜ (one slice
in time) for large Nd. Although we have demonstrated
this agreement analytically in Appendix B, it is instruc-
tive to check this property numerically using Eqs. (4.62,
4.47) or Eq. (4.63). Such a test can also give a feeling of
how well the numerical procedure based on using these
equations can work.
We present in Fig. 7 an example of the convergence be-
tween Zf and Zb in a bath for the static case of one time
slice. We consider a two sites Hubbard model embed-
ded in a bath of N totald − 2 sites with periodic boundary
conditions. The HS fields φr are not equal to zero on
the sites r = {1, 2} but are equal to zero elsewhere, such
that only the sites 1 and 2 are interacting. Both analyt-
ical and numerical integration over u in Eq. (4.63) are
suitable and we use both of them. Integrating over u
in Eq. (4.63) analytically makes the computation faster
but we have found a good agreement between the results
obtained using both the approaches.
In Fig. 7 (a) the convergence between log (Zf/Z0) (up-
per curve) and log (Zb/Z0) (lower curve) is demonstrated
in the static case, as the number of the sites in the bath is
increased. Although the difference between these quanti-
ties is fairly small, the complete convergence is not very
fast. Therefore, in order to understand the dependence
of the deviation log (Zf/Zb) on the size of the system we
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FIG. 7: (a) Numerical evaluation of log(Zf/Z0) (upper curve)
and log(Zb/Z0) (lower curve) in the case of two sites Hubbard
model imbedded in a bath of N totald −2 sites in the static case
(one time slice). The hopping parameter is taken as t = 4.0,
the inverse temperature β = 1.0, the chemical potential µ′ =
0.1, and the regularization parameter γ = 10−2. The HS fields
on sites 1 and 2 are respectively φr=1 = −1.0 and φr=2 =
1.0. The entire system is a one dimensional ring in which the
field φ can be finite only on two neighboring sites. (b) The
deviation log(Zf/Zb) as a function of the inverse number of
the sites in the system for the same parameters showing the
1/N totald rate of convergence.
plot in Fig. 7 (b) this quantity as a function of the in-
verse total number of the sites N totald in the system. As
previously, the HS is non-zero on two sites only and all
the parameters are the same.
Fig. 7 (b) shows that the deviation log (Zf/Zb) de-
cays with the size of the sample inversely proportional to
the total number of the sites N totald . This dependence is
natural because the regularization with the parameter γ
cuts outN totald of
(
N totald
)2
states in the system. This ex-
ample of the convergence completes the analytical proof
of Appendix B, and shows that the bath is necessary in
order to equate Zf and Zb. It shows as well that for any
finite size system, Zf and Zb are different, Zb converging
asymptotically towards Zf within an infinite bath.
The numerical procedure carried out here can be ex-
tended in a straightforward way to the case of the HS
field φ˜r (τ) varying in time, which corresponds to the
case of many slices N . According to our analytical con-
sideration there should not be principal problems with
this general case and the function Zb[φ˜] must remain real
and positive. This is demonstrated in Fig. 8
For the calculation of the bosonic function Zb[φ˜], the
integral over u in Eq. (4.63) has been calculated analyt-
FIG. 8: Distribution of (a) log(Zf/Z0) and (b) log(Zb/Z0)
for 500 configurations for φr(τ ) randomly chosen according to
the Gaussian distribution, Eq. (2.12), for a system containing
two interacting and one bath site in a ring geometry with
parameters t = 1.0, µ = 2.0, V0 = 3.0, β = 14, and γ =
10−3 and for three time slices. Only log(Zf/Z0) can have the
imaginary part leading to the negative sign of the fermionic
determinant.
ically (see Eq. (4.65)). The resulting matrix entering
log(Zb[φ˜]/Z0) was evaluated using numerical diagonal-
ization. This quantity remains real to a high precision
[Imaginary parts due to numerical inaccuracy are of or-
der 10−13] showing the positivity of Zb[φ˜], whereas the
imaginary part of logZf [φ˜] jumps frequently between 0
and π showing the sign fluctuations of Zf [φ˜]. It is inter-
esting to note that logZf is spread over a broader region
of the real axis than logZb[φ˜].
The form of the distribution of logZb[φ˜], Fig. 8, shows
that the sign problem is avoided in the bosonized rep-
resentation. Moreover, the distribution is narrower than
that of logZf [φ˜] and we hope that the computational
scheme may be efficient.
V. DISCUSSION
We have mapped models of interacting fermions onto
models describing collective bosonic excitations. This
was performed by decoupling the interaction between the
fermions by a Hubbard-Stratonovich transformation and
considering non-interacting fermions in the fluctuating
HS field. The standard step of tracing out the fermions,
which led to the fermionic determinant, was followed by
converting this determinant into an integral containing in
the integrand the solution of a linear differential equation.
The latter step resembles writing quasiclassical equations
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of Ref. 15 but is now exact in the thermodynamic limit,
which has not been anticipated previously.
The basic equation is actually an analogue of the von
Neumann equation for the density matrix and our trans-
formation can be interpreted by analogy with the replace-
ment of the description of quantum mechanics in terms
of wave functions by the description with the density ma-
trix. The solution of the equation Ar,r′ (τ) plays the role
of the density matrix. It obeys the bosonic boundary
conditions Ar,r′ (τ) = Ar,r′ (τ + β) and is a bosonic field.
In order to regularize the obtained equations we as-
sumed that the model of the interacting electrons is
imbedded in a bath. The latter is a part of the sample
where the electrons do not interact with each other. In
other words, the sample we consider is in a contact with
metallic leads. The introduction of the environment can
serve as an additional support of the the analogy of our
field Ar,r, (τ) with the density matrix.
We have checked the suitability of the new bosonic
model for both analytical and numerical computations.
As concerns the analytical approach, we have ex-
pressed the solution of the equation for Ar,r′ (τ) in terms
of a functional integral over superfields Ψ using the
well-known in field theory Becchi-Rouet-Stora-Tyutin
transformation28,32. This allowed us to integrate out the
HS field φ and reduce the original fermionic model to
a model of interacting bosons. One can work with this
model using expansions in the interaction and we have
compared the results of the perturbation theory with
those for the initial fermionic model up to the second
order in the interaction. This comparison demonstrated
the exact agreement.
In a short future, a renormalization group scheme anal-
ogous to the one suggested previously in the quasiclassi-
cal approach15 will be developed and applied for studying
anomalous contributions to thermodynamical quantities.
More complicated models for strongly correlated systems
can also be studied analytically using the bosonization
approach developed here.
As concerns using the developed scheme for the MC
calculations, the superfield theory obtained after aver-
aging over φ with the help of the superfields Ψ is not
directly suitable for this purpose. Since we do not know
how to reach the final form without introducing inte-
grals over Grassmann variables, the only possibility for
numerics is to calculate using the bosonic model in the
fluctuating HS field. There is a very strong motivation
to try to study the bosonic model using the MC method.
It is well-known that using the MC method for fermion
models suffers generically from the famous negative sign
problem. Since we have mapped the fermionic model
onto a bosonic one, one might have a hope that the sign
problem will not show up.
We have analyzed this idea and come to the conclu-
sion that the MC simulations for the bosonized model
shall be free of the sign problem. Practically, one can
simply forget how the bosonic model has been obtained
from the initial fermionic one and start investigating it by
discretizing time. Then one can make a HS transforma-
tion with a discrete field φ˜r (τ) and obtain the formulas
of subsection IVF. This would be logically sufficient for
justifying our scheme.
However, we have considered this issue in great detail
in subsections IVB and IVC. When deriving the basic
equation for the bosonic field Ar,r′ (τ), the fact that only
the first order derivative with respect to τ enters the
equations for the electron Green functions, Eqs. (2.24,
2.25), is crucial. Numerical schemes are based on dis-
cretizing the time but just replacing the derivative by a
finite difference would make the reduction to the bosonic
field Ar,r′ (τ) impossible. We suggested a procedure of
time discretization that enabled us to use a piece-wise
HS field φ˜r,l keeping the time continuous and carry our
the bosonization. A crucial step in the transformation of
the fermions into the bosons is the regularization based
on the introduction of the bath and of the small param-
eter γ.
The importance of this regularization can be under-
stood considering the conventional diagrammatic expan-
sion for fermions. In this language, the bosonization
means converting pairs of the fermion Green functions
into a propagator of bosonic excitations. However, it
is not possible to do this transformation if two or more
Green functions have coinciding Matsubara frequencies
and momenta.
The regularization based on introducing a small pa-
rameter γ removes such states and the presence of the
bath makes their contribution small in the limit of a large
number of sites in the bath. Our mapping can be used
for any temperature, interaction and dimension of the
system and, in this sense, the mapping is exact. At the
same time, the presence of a sufficiently large bath is nec-
essary to provide the agreement between the boson and
fermion models.
We have discussed in subsections IVC and IVD the
origin of the negative sign in the fermionic determinant
Zf [φ˜] and demonstrated that the corresponding func-
tional Zb[φ˜], being generally different from Zf [φ˜], is al-
ways positive. We have done this representing the so-
lution for the differential equation for the bosonic field
Ar,r′ (τ) in terms of a sum containing eigenfunctions and
eigenvalues, Eqs. (2.52, 2.54). With the regularization
scheme developed in Section II, all the quantities enter-
ing these equations are real. In the language of Eqs.
(2.52, 2.54), one would encounter the sign problem if an
eigenvalue EK could turn to zero at certain u. Then,
the integration over u near such poles might generate an
imaginary part and make the function Zb[φ] not neces-
sarily real and positive. However, we have demonstrated
(see Appendix A) that the eigenvalues EK cannot turn to
zero and there are no singularities in this spectral expan-
sion. This allowed us to demonstrate that the distribu-
tion Zb[φ˜] that should be used for MC sampling is always
real and positive, hence showing that there is a chance to
overcome the negative sign problem by the bosonization.
Although the functionals Zf [φ˜] and Zb[φ˜] may even
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have opposite signs for certain functions φ˜, we present ar-
guments that after integration over φ˜ the partition func-
tion Zb obtained in the bosonic model has to be a good
approximation to the partition function Zf of the orig-
inal fermion model provided both the models are taken
with the bath and the regularizing parameter γ is small.
The absence of the sign oscillations in Zb[φ˜] should lead
to smaller variations of the modulus of this quantity and,
hence, to a better convergence in the MC simulations.
The logics of all these manipulations can be illustrated
calculating two different integrals
I1 =
√
2
∫ ∞
0
cos ax2dx, I2 =
∫ ∞
0
e−ax
2
dx (5.1)
Calculating the integral I1 analytically, one can reduce it
by turning the contours of the integration to the integral
I2 and show exactly that I1 = I2 for any a.
At the same time, we can discretize the variable x,
replace the integrals by sums and calculate these sums
by the MC method. Then, one can see that difficulties
in the calculation of these sums are quite different. The
integrand of I2 is positive and the sum converges very
fast. In contrast, the integrand of I1 oscillates faster
and faster with growing x and one cannot use it as the
weight in the MC sampling. Of course, one could replace
the integrand by its modulus and use the latter as the
weight but then one would calculate the average sign of
cos ax2 as in Eq. (4.3), which is not a very pleasant task.
Our scheme of the replacement of the fermionic deter-
minant Zf [φ˜] by the bosonic functional Zb[φ˜] resembles
the analytical reduction of the integral I1 to the integral
I2. This transformation can easily be carried out in the
continuous limit by using the powerful theory of complex
variables but making the same for finite length of slices is
difficult and cannot be done exactly. It is clear that the
discrete versions of the integrals I1 and I2 are different
and the only justification for a replacement of I1 by I2 is
that they must be equal to each other in the continuous
limit.
A nice example relating the occurrence of the sign
problem to the representation frame of a physical prob-
lem is discussed on p. 103 of Ref. 24. In this example,
the model of a single spin in an external magnetic field
is discussed. Although the corresponding Hamiltonian
H = −h · σ can be solved in a simple way, tackling
the problem using the path integral approach can either
lead to sums containing both positive and negative terms
[choosing h = (hx, hy, 0) to lie in the xy-place], or lead
to purely positive matrix elements [after rotating h into
the xz-plane, h = (hx, 0, hz)]. While the result of the
former choice resembles the fermionic sign problem, this
sign problem is apparently “solved” by switching to the
other reference frame.
This illuminating example shows that in some cases
the sign problem can be overcome by a simple analytical
transformation. Our approach for solving the fermionic
sign problem looks similar: we make a rotation in a “gen-
eralized space” of bosons and fermions from the “fermion
plane” to the “boson plane”. Actually, it is not surpris-
ing that one does not encounter the sign problem in a
bosonic model, but the fact that there can be an exact
mapping between a fermion and boson model has not
been anticipated previously.
The sign problem is a long standing problem of quan-
tum MC computations for fermionic systems. There
have been many attempts to overcome this problem
writing sophisticated algorithms but it has not gener-
ally been solved until now. It has even been asserted26
that the sign problem belonged to the class of NP-hard
problems27, which would imply that chances to solve it
are very low. However, we do not think that the argu-
ments presented in Ref. 26 can be considered as a rig-
orous proof. Even if our bosonization scheme will really
work for the fermion models, we do not know yet how to
apply it for any NP problem.
The functional Zb[φ˜] can be computed for any φ˜r (τ)
using directly Eq. (4.63). One can perform integration
over u either numerically or analytically. The numerical
integration over u looks more convenient because one can
easily carry out the MC updating. Then, one can use the
standard MC scheme for integration over the field φ˜r (τ).
One can also use the “Ising spin” auxiliary field23 instead
of the Gaussian field φ, which can make the computation
faster.
In order to make an independent check and get a feel-
ing of how one could compute using Eq. (4.63) we have
calculated the function Zb[φ˜] for a static field φr integrat-
ing over u both analytically and numerically and found
a good agreement with the corresponding function Zf [φ˜]
of the original fermionic model. We do not expect es-
sential difficulties in extending the computation to time-
dependent HS fields φ˜r (τ) and hope that our bosoniza-
tion scheme will be checked numerically in the nearest
future.
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Appendix A: Absence of zero eigenvalues in the
regularized model
Here, we demonstrate that the operator Hr,r′ (τ),
Eq. (2.40), does not have zero eigenvalues EK . This
property is guaranteed by the presence of the regular-
izer γ. If we put γ = 0 in Eq. (2.40), zero eigenvalues E
exist.
Putting γ = 0 we come to equations (2.46, 2.47). As
the operators in the L.H.S. are not hermitian, the eigen-
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values λK are complex and can turn to zero for certain
fields φr (τ).
Suppose that the modulus of an eigenvalue λ becomes
very small or can even turn to zero and let us show that,
nevertheless, the corresponding eigenvalue E remains fi-
nite for a finite γ.
Let vr,r′ (τ) be the eigenfunction corresponding to the
eigenvalue λ in the first equation in (2.46). Another func-
tion v¯∗r,r′ (τ) should correspond to the eigenvalue λ
∗ in
the second equation in (2.47).
The small values of |λ| correspond to small values of the
eigenvalues E of Eq. (2.48) of a state with an eigenvector
Sr,r′ (τ). At γ = 0 and λ = 0 the solution of Eq. (2.48) is
very simple. One obtains immediately E = 0, while the
solution Sr,r′ (τ) can be written in the form
Sr,r′ (τ) = c1S
a
r,r′ (τ) + c2S
b
r,r′ (τ) (A1)
with the vectors Sar,r′ (τ) and S
b
r,r′ (τ) given by
Sar,r′ (τ) =
(
v¯∗r,r′ (τ)
0
)
, Sbr,r′ (τ) =
(
0
vr,r′ (τ)
)
(A2)
and arbitrary coefficients c1 and c2. This means that the
state with E = 0 is degenerate.
The case of small λ and γ can be considered using
quantum mechanical perturbation theory. As the state
with E = 0 is degenerate we seek for the solution Sr,r′ (τ)
writing it in the form of Eq. (A1). Following the standard
scheme other states are neglected in this expansion.
Substituting Eq. (A1) into Eq. (2.48) we multiply both
sides of the equation first by Sa∗r,r′ (τ) , then by S
b∗
r,r′ (τ),
sum over r, r′ and integrate over τ . This gives us a system
of two equations for the coefficients c1 and c2,
(E − γ)x1c1 − c2λ = 0 (A3)
−c1λ∗ + (E + γ)x2c2 = 0
where
x1 =
∑
r,r′
∫ β
0
|v¯r,r′ (τ)|2 dτ, (A4)
x2 =
∑
r,r′
∫ β
0
|vr,r′ (τ)|2 dτ.
Non-trivial solutions of Eq. (A3) exist provided the de-
terminant equals to zero. This condition gives us the
eigenvalues E
E = ±
√
γ2 +
|λ|2
x1x2
. (A5)
Eq. (A5) demonstrates explicitly that the eigenvalues
cannot turn to zero even in the situation when λ = 0.
This is a well known effect of level repulsion. The ab-
sence of the zero eigenvalues E justifies our method of
the regularization.
Appendix B: Checking the regularization for a static
Hubbard-Stratonovich field
In this Appendix we demonstrate that using the spec-
tral expansion, Eqs. (2.52, 2.54), we come in the case of
static HS fields back to Eq. (2.21). This can serve as a
check of the transformations we have carried out in or-
der to derive Eqs. (2.52, 2.54) and can help the reader to
visualize our regularization scheme.
Assuming that the HS field φr does not depend on time
we write time independent solutions SKr,r′ of Eq. (2.48) in
the form
SKr,r′ =
(
SK1;r,r′
SK2;r,r′
)
=
(
a
b
)
wkrw
k′
r′ (B1)
where a and b are coefficients and the functions vkr are
the eigenfunctions of the operator hˆr, Eq. (2.24)
hˆrw
k
r = λ
kwkr (B2)
In the static case, only time independent solutions con-
tribute into the exponent in Eq. (2.54) and for such states
K = {k, k′}.
Substituting Eq. (B1) into Eq. (2.48) we come to a
system of two linear equations
a
(
λk − λk′
)
− bγ = EKb (B3)
aγ + b
(
λk − λk′
)
= EKa
Solution of these equations leads to the eigenvalue
EK = ±
√
γ2 + (λk − λk′ )2 (B4)
Substituting Eq. (2.52) into Eq. (2.54) we have to calcu-
late the sum over the eigenstates SKr,r′ and thus find the
solutions for a and b from Eq. (B3) using the eigenvalues
EK , Eq. (B4). The function Z [φ] can be written as
Z [φ] = Z0 exp
[
− β
2
∑
r,σ
∫ 1
0
φrσ
(
φr1σ − φr′1σ
)
nr1,r′1
×
∑
K
(
SK∗1;r,r′S
K
2;r1,r′1
+ SK∗2;r,r′S
K
1;r1,r′1
)
EK
udu
]
(B5)
The subscripts 1 and 2 in Eq. (B5) correspond to two
different components of the vector SKr,r′ , Eq. (B1).
One can easily obtain from Eqs. (B3, B4) that the
product ab entering Eq. (B5) takes the form
ab = ±1
2
(
λk − λk′
)
√
(λk − λk′ )2 + γ2
(B6)
and we come to the following form of the function Z [φ]
Z [φ] = Z0 exp
[
− β
∑
r,r1,r′1,σ,k,k
′
φrσ
(
φr1σ − φr′1σ
)
nr1,r′1
×wkrwk
′
r w
k
r1w
k′
r′1
λk − λk′
(λk − λk′ )2 + γ2
udu
]
(B7)
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We make a further transformation of Eq. (B7) using
Eq. (2.26) and a corresponding equation written in the
absence of the HS field φrσ. Subtracting these equations
from each other we obtain
− uσ (φrσ − φr′σ)nr,r′ =
(
εˆr − uσφr
− εˆr′ + uσφr′
)(
G
(uφ)
r,r′;σ (τ, τ + 0)−G(0)r,r′ (τ, τ + 0)
)
(B8)
Substituting Eq. (B8) into Eq. (B7) we reduce the func-
tion Z [φ] to the following form
Z [φ] = Z0 exp
[ ∑
r,r1,r′1,σ,k,k
′
∫ 1
0
∫ β
0
dudτσφrσw
k
rw
k′
r w
k
r1w
k′
r′1
×
(
λk − λk′
)2
u
(λk − λk′ )2 + γ2
(
G
(uφ)
r1,r′1
(τ, τ + 0)−G(0)r1,r′1 (τ, τ + 0)
)]
(B9)
In the limit γ → 0 the state with k = k′ drops out from
the sum and we obtain finally using the orthogonality of
the functions wkr
Z [φ] = Z0 exp
[ ∫ β
0
∫ 1
0
[∑
r,σ
σφrσ
(
G(uφ)r,r;σ (τ, τ + 0)
−G(0)r,r (τ, τ + 0)
)
−
∑
r,r1,r′1,σ,k
σφrσw
k
rw
k
rw
k
r1w
k
r′1
(
G
(uφ)
r1,r′1;σ
(τ, τ + 0)−G(0)r1,r′1 (τ, τ + 0)
)]]
dτdu (B10)
We see that, containing the second sum, Eq. (B10)
is somewhat different from Eq. (2.21). At this point
we should recall that the system we consider contains
a bath making the number of states large. The normal-
ized eigenfunctions wkr are proportional to
(
N totald
)−1/2
.
Therefore, the second sum in the exponent in Eq. (B10)
is much smaller than the first term and can be neglected
provided the total number of the sites in the system
N totald is large. This example of the static HS field
demonstrates very well how the regularization works.
Appendix C: Splitting times in the equation for
Ar,r′ (z).
In this appendix we demonstrate that keeping in
Eqs. (4.33-4.36) the parameter δ finite one can obtain
imaginary part in the eigenvalues E˜K of the operator
H˜(+)r,r′ (τ), Eq. (4.36). The finite δ appears because the
times τ and τ ′ entering the Green function G
(uφ)
r,r′ (τ, τ
′)
should be slightly different, τ ′ = τ + δ. Although the
value of δ can be infinitesimally small, the imaginary
part of E˜K can be very important in situations when
the eigenvalue E˜K is close to zero. The results derived
in this appendix are an extension of those obtained in
appendix A to the case of finite δ.
Assuming that δ is small we expand the field φ˜r′ (τ + δ)
entering Eqs. (4.33-4.36) in this parameter and repre-
sent the eigenvalue problem of the operator H˜(+)r,r′ (τ),
Eq. (4.36), in the form
H˜(+)r,r′ (τ)Sr,r′ (z) = E˜Sr,r′ (z) , (C1)
H˜(+)r,r′ (τ) = Hr,r′ (z) + δˆr,r′ (z) ,
where the hermitian operator Hr,r′ (z) is defined in
Eq. (2.40) and the matrix δˆr,r′ (z) can be written as
δˆr,r′ (z) =
(
0 σuδ ∂φr′ (τ)∂τ
−σuδ ∂φr(τ)∂τ 0
)
(C2)
Eq. (C1) is a direct generalization of Eq. (2.48) to the
case of the split times. We assume that the eigenvalue
E˜ is close to zero. The regularization with the finite γ
leads to level repulsion. All eigenvalues EK calculated
for δ = 0 remain finite and real.
Considering finite δ drastically changes the situation
even if δ is infinitesimally small. This is a consequence
of the fact that the matrix δˆr,r′ (z) is not hermitian and
therefore the operator H˜(+)r,r′ (τ) acting on Sr,r′ (z) in the
L.H.S. of Eq. (C1) is not hermitian, too. This means that
the eigenvalues E˜ can now be complex.
In order to calculate the eigenvalue E˜ we use, as in ap-
pendix A the degenerate perturbation theory considering
the matrices δˆr,r′ (z) and γΛ as a perturbation.
We represent the solution of Eq. (C1) in the form of
Eq. (A1, A2) and multiply both sides of Eq. (C1) by
Sa∗r,r′ (τ) and then by S
b∗
r,r′ (τ) ,summing after that over
r, r′and integrating over τ . As a result, we obtain equa-
tions for the coefficients c1 and c2(
E˜ − γ
)
x1c1 − c2
(
λ+ λ˜1δ
)
= 0 (C3)
−
(
λ∗ − λ˜2δ
)
c1 +
(
E˜ + γ
)
x2c2 = 0
with positive numbers x1 and x2 given by Eq. (A4). The
complex parameters λ˜1 and λ˜2 have the form
λ˜1 = σu
∑
r,r′
∫ β
0
v¯r,r′ (τ)
∂φr′ (τ)
∂τ
vr,r′ (τ) dτ, (C4)
λ˜2 = σu
∑
r,r′
∫ β
0
v¯∗r,r′ (τ)
∂φr (τ)
∂τ
v∗r,r′ (τ) dτ
where the functions vr,r′ (τ) and v¯r,r′ (τ) and the complex
eigenvalues λ are introduced in Eqs. (2.46, 2.48).
In the limit |λ| → 0 the functions vr,r′ (τ) and v¯r,r′ (τ)
are related to each other as
vr,r′ (τ) ≃ v¯r′,r (τ) (C5)
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and we obtain
λ˜∗2 ≃ λ˜1 = λ˜ (C6)
Substituting Eq. (C6) into Eqs. (C3) and solving the lat-
ter we obtain the eigenvalue E˜
E˜ = ±
√√√√
γ2 +
|λ|2 + 2δiIm
(
λ˜λ∗
)
x1x2
(C7)
Eq. (C7) demonstrates that the value of E˜ near the
point λ = 0 strongly depends on the ratio γ/δ. In the
limit |λ| ≫ δ ≫ γ we obtain
E˜ = ±

|λ|+ iδ Im
(
λ˜λ∗
)
|λ|

 1
(x1x2)
1/2
(C8)
We see from Eqs. (C7, C8) that a finite value of δ that de-
termines the splitting of the times makes the eigenvalues
E˜ complex. The imaginary part, being infinitesimally
small is very important for small λ generating a finite
imaginary part of the integral over u in Eq. (2.54). Work-
ing in the limit of γ ≪ δ one would inevitably encounter
the sign problem. In contrast, putting δ = 0 and work-
ing with small but finite γ gives strictly positive Z [φ]
and one avoids the sign problem.
1 A.A. Abrikosov, L.P. Gorkov, and I.E. Dzyaloshinskii,
Methods of Quantum Field Theory in Statistical Physics,
Prentice Hall, New York (1963)
2 P. A. Lee, N. Nagaosa, and X-G Wen, Rev. Mod. Phys.
78, 17 (2006)
3 M. Norman and C. Pepin, Rep. Prog. Phys. 66, 1547 (2003)
4 A.O. Gogolin, A.A. Nersesyan, and A.M. Tsvelik,
Bosonization and Strongly Correlated Systems, Cambridge
University Press, Cambridge (1998)
5 T. Giamarchi, Quantum Physics in One Dimension, Ox-
ford University Press, Oxford (2003)
6 A. Luther, Phys. Rev. B 19, 320 (1979)
7 F.D.M. Haldane, Helv. Phys. Acta. 65, 152 (1992); Pro-
ceedings of International School of Physics “Enrico Fermi”,
Course CXXI: “Perspectives in Many-Particle Physics”,
p.5, eds. R.A. Broglia and J.R. Schrieffer, North-Holland,
Amsterdam (1994)
8 A. Houghton and J.B. Marston, Phys. Rev. B 48, 7790
(1993); A. Houghton, H.-J. Kwon, and J.B. Marston, Phys.
Rev. B50, 1351 (1994)
9 A.H. Castro Neto and E. Fradkin, Phys. Rev. Lett. 72,
1393 (1994); Phys. Rev. B 49, 10877 (1994)
10 P. Kopietz and K. Scho¨nhammer, Z. Phys. B 100, 259
(1996)
11 P. Kopietz, Bosonization of Interacting Fermions in Arbi-
trary Dimensions, Springer Verlag, Berlin (1997)
12 D.V. Khveshchenko, R. Hlubina, and T.M. Rice, Phys.
Rev. B48, 10766 (1993)
13 D.V. Khveshchenko, Phys. Rev. B 49, 16893 (1994); ibid.
52, 4833 (1995)
14 C. Castellani, C. Di Castro, and W. Metzner, Phys. Rev.
Lett. 72, 316 (1994); Adv. Phys. 47, 317 (1998).
15 I.L. Aleiner, K.B. Efetov, Phys. Rev. B74, 075102 (2006)
16 G. Schwiete, K.B. Efetov, Phys. Rev. B74, 165108 (2006)
17 I. Affleck, D. Gepner, H.J. Schulz, and T. Ziman, J.Phys.
A, 22, 511 (1989)
18 S. Lukyanov, Nucl. Phys. B 522, 533 (1998)
19 I.E. Dzyaloshinskii and A.I. Larkin, Zh. Eksp. Teor. Fiz.
61, 791 (1971) (Sov. Phys. JETP 34, 422 (1972))
20 A.V. Chubukov, D. L. Maslov, and R. Saha, Phys. Rev. B
77, 085109 (2008)
21 A.V. Chubukov, D.L. Maslov, Phys. Rev. B76, 165111
(2007)
22 R. Blankenbecler, D.J. Scalapino, and R.L. Sugar, Phys.
Rev. D 24, 2278 (1981); S.R. White, D. J. Scalapino, R.
L. Sugar, N. E. Bickers, R.T. Scalettar, Phys. Rev. B 39,
839 (1989).
23 J.E. Hirsch, Phys. Rev. B 28, 4059 (1983); ibid 31, 4403
(1985).
24 W. von der Linden, Phys. Rep. 220, 53 (1992).
25 R.R. dos Santos, Braz. J. Phys. 33, 36 (2003).
26 M. Troyer, U-J. Wiese, Phys. Rev. Lett. 94, 170201 (2005).
27 S. Cook, in Proceedings of the Third Annual ACM Sym-
posium on Theory of Computing, p. 151, ACM, New York
(1971).
28 C. Becchi, A. Rouet, and A. Stora, Ann. Physics, 98, 287
(1976); I.V. Tyutin, unpublished, Lebedev preprint, FIAN,
39 (1975)
29 K.B. Efetov, C. Pepin, and H. Meier, Phys. Rev. Lett.
103,186403 (2009)
30 L.V. Keldysh, Zh. Eksp. Teor. Fiz. 47, 1515 (1964) (Sov.
Phys. JETP, 20, 1018 (1965))
31 J. Zinn-Justin, chap. 16, Quantum Field Theory and Crit-
ical Phenomena, Clarendon Press, Oxford (1989).
32 L.D. Faddeev, Theor. Math. Phys. 1, 3, (1969).
33 G. Parisi, N. Sourlas, Phys. Rev. Lett. 43, 744 (1979)
