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A matroid Steiner problem is obtained by selecting a suitable subfamily %? of the 
cocircuits, and then defining a Steiner “tree” to be a minimal set having nonempty 
intersection with all members of 4. The family of all sets whose complements 
contain Steiner trees forms an independence system which we call the Steiner 
complex. We show that this Steiner complex can be partitioned into as many 
intervals as there are bases in the underlying matroid. As a special case, we obtain 
explicit partitions of the independent sets of any matroid. It also shows that both 
F-complexes associated with network reliability problems and the family of 
bipartite subgraphs of a graph can be partitioned into as many intervals as there 
are spanning trees. We also describe a generalization of the Tutte polynomial for 
matroids to an extended Tutte polynomial for Steiner complexes. This provides an 
alternative method for evaluating the independence or reliability polynomial. We 
also discuss applications to network reliability. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
We assume standard definitions from matroid theory [18]. Let M = 
(E, 9) be a matroid, where E is a ground set of e elements, and 3 is the set 
of independent sets of M. Let 93 denote the set of bases (maximal indepen- 
dent sets) of A4, and ‘8 denote the cocircuits (dual circuits) of M. For any 
S G E, we refer to a maximal independent subset of S as a basis of S. 
Assign to each element of M the same probability p that the element 
appears; these element probabilities are statistically independent. We are 
interested in questions of the following form: what is the probability that a 
subset of E chosen according to the specified probabilities is independent in 
M? Let M* denote the dual matroid of M. Since IE E is independent in A4 
* On leave at the Institut fur C)konometrie und Operations Research, Bonn, FRG. 
Supported by the joint project “Combinatorial Optimization” of the Natural Science and 
Engineering Research Council, Canada and the German Research Association (Deutsche 
Forschungsgemeinschaft, SFB 303). 
20 
009%8956/89 $3.00 
Copyright 0 1989 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
MATROID STEINER PROBLEMS 21 
if and only if E\I spans (contains a basis of) M*, this is equivalent to 
asking for the probability that a random subset of E spans M*. 
Since the probability of choosing a fixed subset of size i is just 
pi( 1 - p)‘- i, and the probabilities of interest are sums of occurrence 
probabilities of certain subsets, we observe that the independence and span 
probabilities can be expressed as polynomials in p. The span polynomial of 
a matroid A4 is 
SpanW; PI= 1 pIN(l _ p)e- 1x1 
.-r&l 
span(X) = J 
and the independence polynomial of a matroid M is 
Ind(M; p) = c p’“‘( 1 - P)‘-‘~‘. 
XE.9 
It is immediate that Span(M; p) = Ind(M*; 1 - p). An important remark is 
that the coefficient of p’( 1 - p)‘-’ in Ind(M; p) is precisely the number of 
independent sets, Fi, of cardinality i in matroid M. The vector (F,, . . . . Fe) is 
termed the f-vector of the matroid. 
The following are some instances of these definitions: If A4 is the graphic 
(forest) matroid of a graph, then Ind(M; p) gives the probability of a ran- 
dom edge induced subgraph being acyclic. A transversal matroid is defined 
on a ground set E by specifying a family & = (Ai: i E I) of subsets of E and 
then saying that TG E is independent if and only if T is a transversal of &, 
i.e., there exists an injection VP: T -+ I such that t E AVtr) for all t E T. If M is 
a transversal matroid, then Ind(M; p) is the probability that a randomly 
chosen subset of E is a transversal. 
Suppose that M = (E, 9) is the cographic matroid of a graph G; that is, 
S c E belongs to 9 if and only if the subgraph obtained by deleting S is 
connected. In this case, Ind(M;l - p) is the probability that the graph is 
connected; in reliability literature, this is called all-terminal reZiabiZity and 
denoted by Rel,(G; p). A vast amount of literature has been written about 
all-terminal reliability (see, for example, [ 93 ). Computing the all-terminal 
reliability of a graph is # P-complete [ 131, and hence one often resorts to 
methods for bounding reliability. One of the most powerful methods 
observes that the coefficients in anf-vector can be bounded, using the fact 
that the matroids have a useful partitioning called a “shelling” (see, for 
example, [2, 93). This partitioning has also been used to obtain practical 
algorithms for the exact computation of all-terminal reliability [3]. 
An important generalization of all-terminal reliability is the k-terminal 
reliability problem. In a graph G = ( V, E), we distinguish a subset K E V as 
target vertices; the graph is considered operational if each pair of target 
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vertices is connected by a path of operational edges. The k-terminal 
reliability polynomial is defined to be 
IEI 
Rel,(G; p)= C Fi(1 - P)~ plEIPi, 
i=O 
where Fi is the number of sets of i edges whose removal leaves G 
operational for K. Its evaluation is the probability that G is operational, 
i.e., that the nodes in K can communicate. When K= V, this is just 
all-terminal reliability and Rel,(G; p) = Rel,(G; p). In this more general 
setting, the coefficients of the reliability polynomial again form anf-vector; 
however, it is not typically thef-vector of a matroid. Thef-vector arising in 
the k-terminal problem counts sets of edges whose complement (with 
respect to G) contains at least a Steiner tree for K, since the minimal 
operational sets of edges in the k-terminal problem are precisely the Steiner 
trees for K. Consider the complex consisting of sets of edges whose 
complements contain at least a Steiner tree; we call this the Steiner 
complex of G; K. This is an instance of the so-called F-complex of a 
reliability problem-the sets of components whose failure leaves an 
operational system. 
In the case of all-terminal reliability, the Steiner complex is just the 
cographic matroid, which leads to many structure theorems. However, 
in the k-terminal case, little is known about the structure of the Steiner 
complex. 
In this paper we abstract Steiner problems from graphs to matroids and 
so define Steiner complexes arising from matroids. An interval of sets is 
defined by specifying sets A and B, where A G B; the interval (A, B) 
consists of all those sets S satisfying A E S g B. We describe explicitly a 
partition of the Steiner complex into sets of intervals, whose number equals 
the number of bases of the matroid. Among other things, this gives an 
explicit shelling for every matroid. 
Another application is obtained by letting 9 be the family of all edge 
sets of bipartite subgraphs of a graph G. Then F is a Steiner complex, and 
hence we are able to partition this complex into the same number of 
intervals as the graph has spanning trees. We then generalize the Tutte 
polynomial of a matroid to an extended Tutte polynomial of a Steiner 
complex, and show its connection to the reliability polynomial. 
2. MATROID STEINER PROBLEMS 
Let M be a matroid defined on a ground set E. Let B be the set of bases 
and let $7 be the set of cocircuits. Then $3 and $9 form a pair of blocking 
MATROID STEINER PROBLEMS 23 
clutters, in that for each of these families, the members are pairwise incom- 
parable and moreover each family consists of precisely the minimal subsets 
of E having nonempty intersection with all members of the other family. 
For any BE 9 and e E B, we let C, denote the fundamental cocircuit 
containing e. That is, C, is the unique member of 97 contained in 
(E-B)u (e}. 
Let @C V. We say that @ is a Steiner family of cocircuits if it satisfies the 
following: 
for every B E 33, for every C E 0, 
there exists e E C n B such that C, E @. (S) 
For any basis B and any @ z %? we let St(B) = {e E B: C, E @}. 
Property (S) is equivalent to 
for every B E a, St(B) has nonempty 
intersection with all members of @. 
This is a strong condition on 58, which rules out many subsets of %. 
Fortunately it is satisfied by the instances considered here and permits the 
subsequent development. 
A further useful equivalent formulation is 
each basis B contains a unique minimal subset 
St(B) having nonempty intersection with 
every cocircuit in @. 
Let 4 = {St(B): BE a>. Then property (S) ensures that 4 and @ are a 
pair of blocking clutters. For since 98 and @ are clutters, and each member 
of .@ is a minimal set meeting all members of %?, all we need show is that 
every minimal SE E which meets all members of @ must belong to 4. If 
such an S were not independent in M, then we could obtain a circuit and 
cocircuit of M meeting in a single element, which is impossible for a 
matroid. So S c B for some BE a and so property (S) ensures that 
s = St(B). 
Suppose M is the graphic matroid of a connected graph G = ( V, E) and 
that K E V is a specified set of target nodes. Then we say that a Steiner 
cocircuit in G is a minimal set of edges whose removal results in a discon- 
nected graph having at least one node of K in each component. If we let @ 
be the set of all Steiner cocircuits, then @ satisfies (S) and the 
corresponding 4 is the set of Steiner trees in G (i.e., minimal trees 
containing all members of K). For any spanning tree T of G, St(T) can be 
24 COLBOURNAND PULLEYBLANK 
obtained by repeatedly pruning off all pendent (degree one) nodes not 
belonging to K. 
Let 9= (SGE: SGE-B for some BE&}. That is, 9 is the set of all 
subsets of E which contain no members of @. Then 9 is a complex 
(independence system or hereditary family of sets) called the Steiner 
complex of M and @. Let SE 9 and let s= E - S. Then s has nonempty 
intersection with every member of @. Further, suppose there is CE @ such 
that C n s= (e}. Then there can be no circuit P of A4 such that e E P c s, 
or else again we would have 1 P n Cl = 1. Consequently we have the 
following: 
(U) For every S E F, for every circuit P of A4 contained in s = 
E-S, and for every eE P, the set Su {e} E9. 
3. PARTITIONING STEINER COMPLEXES 
Let A4 be a matroid, let 6jJ be the set of bases of A4, let %? be a Steiner 
family of cocircuits, and let 9 be the corresponding Steiner complex. The 
main result of this section is that 9 can be partitioned into Ia/ intervals. 
The first result of this type was due to Crapo [lo] and Ball and 
Nemhauser [ 1 ] who showed that the family of independent sets of a 
matroid have such a partition. Matroids are a special case of shellable 
independence systems (Provan and Billera [ 141, Bjijrner [5]); a shelling 
yields an interval partitioning. (See Ball and Provan [2].) 
These results have the feature that the complex is partitioned into as 
many intervals as it has maximal elements, which is a trivial lower bound. 
Our partition does not in general have this property; the number of 
intervals in the partition is equal to l&81, independent of the choice of @. 
The key to obtaining this partition is the idea of external and internal 
activity introduced by Tutte [17] in the context of graphs and extended to 
matroids by Crapo [lo]. 
Let < be an arbitrary total order on E. Let S c E. We say that e E s= 
E- S is externally active with respect to S if there exists a circuit P of A4 
such that e E P G S u {e}, and e < p for all p E P. We let &4(S) and 
N&4(S) denote those elements of s which are externally active and not 
externally active, respectively. 
If B is a basis of M, each e E E- B completes a unique circuit when 
added to B, so e is externally active if and only if all members of this circuit 
follow e in the linear order < . 
Similarly, for any S c E, we say that e E S is internally active with respect 
to S if there is a cocircuit C, of A4 such that e E C, c su {e}, and e < c for 
all c E C,. We let IAI(S) denote all internally active members of S for which 
MATROID STEINER PROBLEMS 25 
C, E @ and let MO(S) denote the remaining internally active members 
of s. 
THEOREM 3.1. Let M be a matroid and let 9 be the Steiner complex 
determined by a Steiner family of cocircuits @. Let 99 be the set of bases of 
M. Then the following set of intervals is a partition of F: 
((ivEA(B), (E-B)uIAO(B)):B4?). 
Proof First we show that every SE 9 belongs to at least one such 
interval, and then we show that each belongs to a unique interval. 
Let SE 9 and let S = E - S. Then S contains at least one member of 98. 
First we choose a subset A of S so that S- A is independent in M, as 
follows. Initially A = a. As long as S- A is dependent in A4, find the first 
element e in the linear order < which belongs to a circuit P, c S- A. Add 
e to A and repeat. 
When we stop, S- A is independent. Using property (U), we see that 
S u A E 9, and so some member of 4 is contained in S- A. Now we show 
that at each step of the construction, the current set A satisfies A c 
EA(s-- A). This is trivially true when A = 0 and since e < d for all d E P,, 
each time we add an element e to A, it is true for e. All we need show is 
that if f E A E EA(s- A), then f E EA(s-- (A u (e]), when e is chosen by 
the above procedure. Since f E EA(s- A), there is a circuit Pf satisfying 
f+-s(S-A)u{f},fdd, f or all d E Pr, and, by construction, f d e 6 d 
for all dEP,. If er$cl-, then P,ss-(Au (e}) and we are done. If eEPf, 
then by the second matroid circuit axiom, there exists a circuit P’ satisfying 
fEP’zP,uqf-(e}. Then PIES-(Au(e)) andf<dfor all dEP’so 
f E EA(s-- (A u (e})) as required. 
Note that S- A will be a basis of S which is lexicographically maximum 
with respect to < . (B, is lexicographically greater than B, when the largest 
element of B1 - B, is greater than the largest element of B, - B, .) 
Now we select a set D G S such that (S- A) u D is a basis of M, as 
follows. Initially D = 0. While (S- A) u D is not a basis, select the least 
element of S under < which belongs to a cocircuit C, G S - D. Add e to D 
and repeat. Note that if (S - A) u D is independent, so too is (S- A) u 
D u {e}. For if there where a circuit P, such that e E P, E (s- A) u 
D u (e}, then P, and C, would be a circuit and cocircuit intersecting in a 
single element, which cannot happen in a matroid. Note too that C, 4 @. 
For we have b E & contained in (S - A), and 8 has nonempty intersection 
with every cocircuit of @. 
Let B = (S- A) u D be the basis we have obtained. We have already 
seen that all members of A are externally active with respect to (S- A), 
and hence they are externally active with respect to B. Therefore 
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NM(B) c S. An argument similar to the one given above shows that each 
e E D is internally active with respect to B. We have seen that 
D n St(B) = @, so D E MO(B). Therefore S belongs to the desired interval. 
Now we consider uniqueness. The basis B which we selected above is the 
unique basis with the property that B n s is a lexicographically maximum 
basis of s and B n S is a lexicographically maximum dual basis of s. We 
show that for any basis B’, if SE (NEA(B’), BuZAO(B’)), these 
lexicographic maximum properties must hold. 
Suppose that B’ n s is not a basis of ,!?. Let e be the greatest element of 
s-- B’ such that (B’ n s) u {e} is independent. Since e 4 S, e E EA(B’), so 
there exists a circuit P such that e E P c B’ u (e} and e < p for all p E P. 
Since (B’ n s) u (e > is independent, P n S # 0. Let a be the maximum 
element of P n S. Since a E S n B’, we have a E ZAO(B’). Therefore there is a 
cocircuit C such that aECc(E-B’)u(a}, and a<d for all dEC. But 
then P n C E (a, e > and since e < a, in fact P n C = {a}, a contradiction. 
Therefore B’ n s is a basis of s. If, for each e E s- B’, all elements of the 
fundamental circuit contained in (h B’) u (e} follow e under 6, then 
!h B’ is lexicographically maximum. If not, then some element of s-- B’ is 
not externally active with respect to B’, a contradiction. 
A similar argument shows that B’ n S must be a lexicographically 
maximum dual basis of S. This completes the proof. [ 
4. PARTITIONING APPLICATIONS 
One immediate consequence of Theorem 3.1 is a simple method for 
producing an interval partition of the family of independent sets of a 
matroid. This method has the useful feature that, given any basis B, the 
unique interval containing B can be readily obtained. However our main 
interest is the more general situation where @? #%. 
We consider two main applications, one to graphic matroids and the 
other to binary matroids. 
4.1. Graphic Matroids 
Let M be the graphic matroid of a graph G, and let K be a subset of the 
vertex set of G. An edge cutset of G which separates two (or more) vertices 
in K is a Steiner cut. The set of minimal Steiner cuts forms the Steiner 
family of cocircuits @? of M. We can apply Theorem 3.1, for as we have 
seen, this set of Steiner cuts satisfies property (S). In this setting, property 
(S) states that every spanning tree and Steiner cut meet in an edge e whose 
removal from the spanning tree separates two nodes in K; this is easily 
verified. 
The Steiner complex 9 for M and @ is precisely the F-complex for G, K, 
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namely the complex of all sets of edges whose removal separates no two 
nodes in K. Hence we have that the k-terminal reliability of G, K, 
Rel,(G; p) = Ind(F: 1 -p). 
The remarkable conclusion is that, for any set K of specified nodes, the 
resulting F-complex can be partitioned into a number of intervals equal to 
the number of spanning trees of the graph. This is a strong structural con- 
dition on the I;-complex. Shellability of matroids leads directly to bounds 
on the entries of the f-vector using Stanley’s theorem [16]. However, the 
partitioning theorem does not at present generalize these bounds, because 
Stanley’s theorem requires the stipulation that maximal sets have the same 
rank. Nevertheless, we have a valuable use for the partitioning, in 
generalizing algorithms for exact reliability computation. 
Many exact algorithms represent the state of an individual edge ej as a 
Boolean (O/l) variable xi, and then encode the state of the network as a 
Boolean formula in the {xi}. The Boolean formula is placed in “disjoint 
products” form when it is the disjunction of a number of clauses, each of 
which is the conjunction of variables and negated variables, and each 
assignment of truth values to the variables satisfies at most one of the 
clauses. The importance of this approach is that, assuming statistical 
independence of edge failures, one can substitute the numerical probability 
pi that ei operates for xi, and substitute 1 -pi for Xi. Then treating “and” 
as multiplication and “or” as addition and evaluating gives the numerical 
value for the k-terminal reliability. The idea outlined underlies a large 
number of exact algorithms for k-terminal reliability, sometimes called 
“Boolean algebra” methods (see [9] for a survey). 
Ball and Provan [3] demonstrated in the all-terminal problem that a 
shelling of a cographic matroid with s bases leads to a Boolean formula 
with s clauses in disjoint products form. This is the minimal possible, and 
hence shelling the cographic matroid leads to the most concise Boolean 
formula for all-terminal reliability. While in the more general case it is not 
true that the formula is most concise, we can nevertheless exploit 
Theorem 3.1 to obtain, even for k-terminal reliability, a Boolean formula in 
disjoint products form with s clauses. 
Consider a graph G with target set K and having s spanning trees 
T 1 , **-9 T,. Use Theorem 3.1 to form a set of s intervals (Li, U,), 1 6 i< s. 
Now associate with each edge ei a Boolean variable xi. For each interval 
obtained, define the clause Cj to be the result of taking the logical and of 
variables xi for e, $ Ui and the literals Xi 4 Li. Then the formula F(G, K) is 
obtained by taking the logical or of the s clauses { Ci}. 
PROPOSITION 4.1. F(G,K) is a formula in disjoint products form which is 
satisfied if and only if (Xi 1 Xi = 1) induces (at least) a Steiner tree. 
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ProoJ: That F(G, K) is in disjoint products form follows directly from 
the fact that it was constructed from a partition into intervals. Now 
suppose that F(G, K) is satisfied. Then some clause is satisfied, and hence 
all edges not in some set Ui are assigned 1. But this set of edges contains 
(at least) a Steiner tree. 
In the other direction, suppose that the edges assigned 1 contain a 
Steiner tree. Then the edges assigned 0 appear as a set in the F-complex, 
and hence appear in a unique inerval of the partitioning. But then some 
clause is true as expected. 1 
Whereas Proposition 4.1 does provide an attractive alternative to 
existing algorithms for the exact computation of reliability, the number of 
spanning trees in a graph is usually too large to permit practical com- 
putation. However the partitioning does provide the basis for a Monte 
Carlo approach (Nel and Colbourn [ 12]), which estimates the reliability 
by randomly generating spanning trees, and determining the contribution 
of the term corresponding to the associated interval. 
4.2. Bipartite Subcomplex of a Binary Matroid 
In this section we describe another instance of a matroid Steiner problem 
and application of Theorem 3.1. A matroid M is binary if and only if for 
every basis B and every cocircuit C, C is equal to the symmetric difference 
of the fundamental cocircuits C, for e E C n B. (See Welsh [ 181.) (This 
property is usually expressed in terms of circuits rather than cocircuits, but 
since a matroid is binary if and only if the dual is binary, the two forms are 
equivalent.) 
Now let 55’ be the set of all cocircuits of a binary matroid M= (E, 9) 
and let @ be the set of all odd cardinality cocircuits. First, note that it is 
easy to see that 9? satisfies property S. For let B be a basis of A4 and let 
CE @. Then C is the symmetric difference of the fundamental cocircuits C, 
for e E C n B. Therefore, since 1 Cl is odd, we must have 1 C,) odd for at 
least one e E C n B. 
The family L.@ consists of the minimal sets of elements which meet every 
odd cocircuit of M. Therefore the Steiner complex 9 consists of all those 
subsets of E which contain no odd cardinality circuits. Theorem 3.1 shows 
that 9 can be partitioned into intervals, each containing a unique basis of 
M*, the dual matroid. If we apply this to the special case of M being the 
cographic matroid of a graph G = ( V, E), then Theorem 3.1 shows that all 
the bipartite subgraphs of G can be partitioned into intervals, each interval 
containing a distinct spanning tree of G. Notice that in this instance of a 
matroid Steiner problem there is nothing which corresponds to a “terminal 
node,” and suggests the generality of Theorem 3.1. 
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5. THE EXTENDED TUTTE POLYNOMIAL 
We now define the extended Tutte polynomial of a matroid. Let M= 
(E, Y) be a matroid, let @ be a Steiner family of cuts, and let < be a linear 
order on E. Let zijk be the number of bases B of A4 with IZAZ(B)J = i, 
IZAO(B)( = j, lEA( = k. Then the extended Tutte polynomial is 
XT( M, 52, < ; s, t, 2) = c qj/&jzk. 
The usual Tutte polynomial of the matroid is found by taking %? to be all 
cocircuits of M. In this case, for any basis B of A4, ZAG(B) = 0. (See 
Brylawski [S] for a survey of the Tutte polynomial.) It is important at this 
point to establish the connection of the Tutte polynomial to the Steiner 
complex. The independence polynomial of the Steiner complex 9 is 
Ind(F; p) = 1 Fipi( 1 - P)‘-~. 
Recalling the motivating application to k-terminal reliability, we have that 
Rel,( G; p) = Ind(9; 1 - p) where 9 is the F-complex for G, K. More 
importantly, we prove the following consequence of Theorem 3.1. 
THEOREM 5.1. Let M= (E, Y) be a matroid with Steiner family of 
cocircuits G.?. Let F be the Steiner complex for A4 and @. Then 
Ind(9; 1 - p) = pd( 1 - p) ‘E’-dXT(M, 58, <; 1, p-l, (1 y-l), 
where d is the rank of M. 
ProoJ Let B,, . . . . B, be the bases of M, and < any fixed linear ordering 
on E. From Theorem 3.1, we have 
i= 1 
Let aik be the number of bases of M having k externally active 
and j internally active elements not in the Steiner basis. Then 
elements 
Ind(9; l-p)=pd(l-p)iEl--dC~jkp-j(l-p)-k. 
i.k 
But ajk = xi rUk, and this completes the proof. i 
It is a remarkable fact that the Tutte polynomial of a matroid is indepen- 
dent of the order < chosen to define it (Tutte [17], Crapo [lo]; see also 
Biggs [4].) However a simple example shows that this is not the case for 
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the extended Tutte polynomial. Let G be the complete graph on three 
vertices, with edge set e,, e2, e3, and suppose that the two ends of e3 are 
terminal nodes. Then if we take the ordering e, < e2 < e3, the spanning tree 
T with edge set (ei , e2 > has (ZAZ( T)I = 2. However, if we change the order 
to e, <e, <e2, then IZAZ( T)J < 1 for every spanning tree. However, 
because Ind(9; 1 - p) is independent of any ordering of the elements of the 
underlying matroid, Theorem 5.1 does show that certain important 
evaluations of the extended Tutte polynomial are independent of the order 
< chosen. 
The extension of Tutte’s theorem of the F-complex reveals the close 
connection of Tutte polynomials and network reliability. Satyanarayana 
and Tindell [ 15) defined an extended chromatic polynomial related to 
k-terminal reliability. It is an easy exercise to see that their extended 
chromatic polynomial is just - 1 I ‘I - ’ HT(A4, @, < ; 1 - 1, 0, 0), where M 
is the cographic matroid of G and @ is the set of Steiner cocircuits, with 
respect to the set of terminals. This extends the usual chromatic 
polynomial, namely - 1 Iv1 - ’ iZT(G, < ; 1 - ;1, 0), in a natural way. 
For another extension of the Tutte polynomial to certain classes of 
greedoids see Bjorner et al. [6]. 
6. CONCLUDING REMARKS 
Our main theorem is that every Steiner complex has a partitioning into 
intervals equal in number to the number of bases in the underlying 
matroid. A primary contribution is the generalizing of Steiner properties 
from graphs to matroids and the resulting uniform treatment of both 
F-complexes and bipartite subgraph complexes. 
At present, the application to the &complex in k-terminal reliability is 
most fruitful. Results on shelling, domination, and Boolean exact 
algorithms all arise from studying the extended Tutte polynomial. It is 
important to note that the extended Tutte polynomial also leads to the 
extended colouring problems studied by Satyanarayana and Tindell [ 151. 
It is easy to see that the shelling of the graphic matroid, when restricted to 
spanning trees with external activity zero, is precisely a shelling of the 
broken circuit complex of a graph L-73. While broken circuit complexes are 
known to be shellable [ 141, our approach again exhibits an explicit 
shelling. With the present approach, however, the Steiner complexes 
treated are extensions of an underlying matroid, while the broken circuit 
complex is a subfamily of the family of independent sets of the graphic 
matroid. 
Las Vergnas (see [ 111) introduced a different generalization of the Tutte 
polynomial. This was based on selecting a compatible pair of matroids 
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called a matroid perspective. He also defined a related polynomial and 
established a connection with the broken circuit complex. A general theory 
which unified these topics and Steiner complexes would be of significant 
interest. 
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