Abstract-How accurately can deterministic modes be identified from a finite record of noisy data? In this paper we answer this question by computing the Cramer-Rao bound on the error covariance matrix of any unbiased estimator of mode parameters. The bound is computed for many of the standard parametric descriptions of a mode, including autoregressive and moving average parameters, poles and residues, and poles and zeros. Asymptotic, frequency domain versions of the CramerRao bound bring insight into the role played by poles and zeros. Application of the bound to second-and fourth-order systems illustrates the coupling between estimator errors and illuminates the influence of mode locations on our ability to identify them. Application of the bound to the estimation of an energy spectrum illuminates the accuracy of estimators that presume to resolve spectral peaks.
xNPIlT, and n = [no n1 * * * nN -I]T are the measurement data, modal signal, and noise, respectively. The modal signal x(8), parameterized by 8, can be modeled as a sum of damped sinusoids (modes), or equivalently, as the deterministic impulse response of an ARMA system of the appropriate order. The ARMA system can, in turn, be parameterized by its AR and MA coefficients, poles and zeros, poles and residues etc. The Cramer-Rao (CR) bound, regardless of the representation utilized, provides an effective measure for evaluating estimators of modal parameters. The purpose of this paper is to derive the CR bounds for this model and to provide general algorithms for their computation.
There is now a comprehensive literature that is addressed to the problem of identifying modes and the parameters that describe them. The literature begins in 1795 with the work of Prony [l] and proceeds to the reducedrank linear prediction techniques of Tufts , and the widespread use of the CR bound in the literature, no comprehensive study of performance bounds for deterministic modal analysis, with an ARMA model, has been published. Our purpose in this paper is to compute Cramer-Rao bounds on the accuracy with which mode parameters may be identified, regardless of the technique used to identify them. The bounds depend only on the information that the data itself carries about the parameters. This information is quantified by the Fisher information matrix. Thus our program is to compute the Fisher information matrix for the AR and MA coefficients of an ARMA (p, p -1) unit pulse response that is observed in additive white Gaussian noise over a finite interval of time. Then, using a transformation formula, we derive the Fisher information matrix for any other equivalent description of the impulse response. When the description is given in terms of poles and residues, then the corresponding parameters are the amplitude, damping coefficient, frequency, and phase for each mode of the unit pulse response. When the observation time is infinite, then the Fisher matrix has a frequency domain interpretation in which spectra and crossspectra play a role. All these formulas may be generalized to account for shaped inputs and colored noise.
In the last few sections of this paper we apply our formulas to second-and fourth-order systems in order to analyze the effect of closely spaced modes on our ability to identify them. We find, for example, that identification errors are correlated so that the high-frequency modulation associated with the average frequency of two closely space modes is well approximated at the expense of poor estimation accuracy for the low-frequency difference (or beat) frequency between the modes.
STATISTICAL PRELIMINARIES
In this section we intend to provide some background material related to CR bounds and their application to linear models. The first section is used to state the CR bound for a general estimation problem and shows how sensitivity matrices are incorporated in this result. Next we discuss concentration ellipses and their properties and show how they can be used to investigate estimator performance. The remaining sections are used to introduce some general forms of the Fisher information matrix when a linear data model is assumed.
A. Cramer-Rao Bounds
The Cramer-Rao bound is used to lower bound the second order moments of any parametric estimator. A general form of the CR bound can be derived by considering the following estimation problem. Given a data record y, we wish to build an estimator g( y) to estimate the vector function y = g ( 8) . Let the Fisher information matrix for the parameter set 8 be J ( 8 ) and assume that it is invertible. Assume that the estimator g( y) is unbiased and denote the estimator covariance matrix as C, = E [ (g( y) - we shall refer to matrices of the form in (2.2) as sensitivity matrices. This result states that we can compute the Fisher information matrix for any function of the parameter set 8, from the "base" Fisher information matrix J ( 8 ) . In this paper we consider the ARMA parameterization to be the "base" parameter set for modal analysis problems because, as we will show in Sections 111, the finite and asymptotic forms of the ARMA Fisher information matrix are computationally tractable and intuitive.
The Fisher information matrix for any equivalent parameter set y can be obtained by letting y = g(8) where 8 contains the ARMA parameters, and g(8) is the invertible map from the ARMA coefficients to the alternate parameters. In this instance the sensitivity matrix T is invertible and the Fisher information matrix for the equivalent parameters y is [14] J(r) = S(Y)J@ = g -I ( y ) ) S T ( y )
where and g-( y ) denotes the inverse map from the parameter set y to the ARMA parameters 8. We use (2.3) and (2.4) to compute the Fisher information matrix for the poleresidue and pole-zero parameterizations. Equations (2.1) and (2.2) are used to compute the CR bound for unbiased estimates of the energy spectrum.
B. Error Ellipses
To provide an introduction to error ellipses, consider a p-dimensional unbiased estimator 8 that is normally distributed as N [ 8 , c]:
The random variable r c = (6 -8 ) T C -I ( 6 -8) is distributed as a chi-squared random variable with p degrees of freedom. The probability that r i < r 2 would be determined by integrating the xi density from 0 to r 2 . The volume of Euclidean p-space for which r i I r 2 is defined as the volume of the ellipsoid described by (2.6) r c = (6 -eITc-l(6 -e) I r 2 .
For p even, the volume of the ellipsoid is
The diagonal elements of the covariance matrix C are just the variances for the estimators of the parameters 8;.
By Hadamard's inequality
which implies that for r = 1
This formula indicates that we want the volume of the ellipsoid to be small, since this volume in some sense measures estimator quality. The CR bound for unbiased estimators states that C 2 J -' and this relation implies VJ-1 = Vp(det J -1 ) 1 / 2 r p 5 Vc.
(2.9)
In other-words, the Fisher information matrix for an estimator 8 generates the smallest achievable concentration ellipsoid [14] . Not only is the volume VJ-1 less than the volume V,, but the ellipsoid rJ-l = (6 -8)TJ(6 -8) I r 2 is entirely contained by the ellipsoid r c . Concentration ellipses can also be used to investigate the interaction of estimator :errors. The interac$on between any two errors e; = (0; -e;) and ej = ( e, -e;) may be observed by taking a two-dimensional slice of the concentration ellipsoid as depicted in Fig. 1 . The solid ellipse in this figure is the ellipse rc and the dotted ellipse is rJ-l. The boundaries of the ellipse rc are described by e T C -' e = 1 (2.10) where e and C are the following (2 x 1) error vector and than the ellipse rc unless the estimator is efficient. In Section V we use concentration ellipses to observe the effects of mode spacing on the variance of any efficient estimator of mode parameters. The ellipses exhibit properties which provide additional insight into the interaction of estimation errors. We will defer the discussion of these properties until Section V.
C. Linear Model
When the measurements y = x + n consist of a deter- In this formula, hTkj is the (i, j ) element of the northeast block, and so on. The matrix inversion lemma for partitioned matrices may be used to invert J ( b , a) and obtain
J-I (b, U )
[KT(Z -" 1
FT (2.17)
where
and K # and H # are the Moore-Penrose pseudoinverses of K and H. The matrices PK and PH are projections and are constructed as PK = KK# and PH = HH'. This result shows that the error covariance matrix for unbiased estimators of the parameters a and b in the separable linear model is bounded as follows:
The rightmost lower bound g is the CR bound when the subspaces ( H ) and ( K ) are orthogonal. The formulas of (2.19) generate a wealth of geometrica! insights into CR bounds. For example, the variance of bi depends on the angle that the rank 1 subspace (hi ) makes with the subspace ( H\hi , K ) . The geometry of the CR bound is explored in detail in [ 181.
FISHER INFORMATION-MATRIX FOR ARMA PARAMETERIZATION
In this section we calculate the Fisher information matrix for the ARMA parameterization of the deterministic modal signal in ( 1 . 1 ) . The majority of the literature on CR bounds for modal analysis uses the pole-residue characterization for the modal signal. We advocate the ARMA parameterization because the finite and asymptotic forms of the Fisher information matrix are computationally tractable and intuitive. In addition, using the transformation formula of Section IV, we can easily obtain the CR bounds for the pole-residue and pole-zero parameterizations.
A. The ARMA Model
The modal signal x(0) in the signal-plus-noise model of (1.1) contains the samples x = [XO xI ---xN-
The signal {x,} is generated by forcing the linear system B (z) / A (z) with the unit pulse sequence { S,} :
We have assumed that the degree of B ( z ) is strictly less than the degree of A ( z ) to maintain the correspondence between the ARMA model and the pole-residue model. This transfer function model for { y,} may be rewritten in its analysis and synthesis forms:
(analysis)
{ h,} = -{ S,} : unit pulse response of AR filter -.
The AR impulse response { h,} will be fundamental to our study of the Fisher information matrix and we want to emphasize that it is the impulse response of the AR system l / A ( z ) and not the ARMA system B ( z ) / A ( z ) . The sequence {k,} is equally important and is generated by exciting the ARMA system -B (z) / A ( z ) with the AR sequence {h,}. The analysis and synthesis models for {x,} can be used to generate the equivalent matrix relations: 
B. The Fisher Matrix: Finite and Asymptotic Formulas
The synthesis model x = Hb corresponds to the linear separable model discussed in Section 11. Consequently, the Fisher information matrix for the ARMA parameterization has the form established in (2.16), which is reiterated here for convenience: .~~-( m
The partial derivative a G -' / a a , is easy to compute, and the resultant matrix is a shift operator of the form -0 . . . The terms C, hi + , , -hi are deterministic autocorrelations.
If it is assumed that the AR system 1 / A ( z ) is stable.and causal, then Parseval's rule can be applied to yield a z-transform expression for the asymptotic Fisher matrix: In summary, the Fisher matrix is described by (3.8) In the following paragraphs we will derive the asymptotic form of the ARMA Fisher information matrix by assuming that an infinite record of data is available (N -+ CO). The asymptotic Fisher information matrix This means that the asymptotic Fisher matrix may be written as where the correlation matrices Rhh, Rhk, and Rkk are composed of the elements Rhh = {rhh(n -m ) } , Rhk = {rhk(n -m + l ) } , and Rkk = {rkk(n -m ) } . Fig. 2 illustrates how to construct the sequence { h , } and {k,} that have the deterministic auto-and cross-correlation sequences rhh (n) , rhk(n), and rkk(n) that build the Fisher matrix. In this characterization, {h,} is the response of 1 / A ( z ) to an impulse. Similarly, {k,} is the response of -B ( z ) / A ( z ) to the sequence { h,} .
C. Algorithm for Generating the Asymptotic Fisher Matrix
The terms in the northwest and southeast partitions of the asymptotic Fisher information matrix J , (b, a ) are elements of deterministic autocorrelation sequences. Similarly, the terms in the northeast and southwest partitions of Jm ( b , a ) are components of deterministic cross-correlation sequences. A technique for computing autocorre- Autocorrelation sequences can be considered a special case of the more general class of cross-correlation sequences. However, the algorithm for computing autocorrelation exhibits a symmetry that can be exploited to reduce the complexity of the calculation. Accordingly, we will first present a method for computing the autocorre- 
Since we have constrained the roots of A ( z ) to lie inside the unit circle, the system
That is,
which is a special case of Euclid's equation. To generate ( r k } we need only to determine Y ( z ) and compute the elements of the impulse response of the system Y ( z ) / G ( z ) , since the correlation sequence { r k } is symmetric. To determine Y ( z ) , the first step is to compute the product F ( z ) F ( z -' ) and decompose this square into its causal and anticausal pieces: Recall thath = Sk for F ( z ) = 1 a n d h = --bL for F ( z ) = -B ( z ) . Equation (3.18) can now be written as Note that we need to perform the algorithm for each partition individually. mation matryces for these two parameterizations. In this section we derive explicit formulas for the sensitivity matrices corresponding to the pole-residue and pole-zero parameterizations. We also derive a sensitivity matrix of the form specified in ( 2 . 3 ) that enables us to compute the CR
bound -for unbiased estimators of the energy spectrum for a deterministic modal signal.
A. Sensitivity Matri.r for Pole-Residue Parumeterization
The pole-residue representation for the modal signal We have assumed that the time series {x,} has only real valued elements. Consequently, the poles and residues appear in conjugate pairs. The multiplicity of the poles is not an issue in the computation of J(b, a ) , however pole multiplicity does affect the form of the sensitivity matrix.
In the computations that follow, we have assumed that all poles are simple; that is, z, # z,, for i # j . If the model order p = 2 g is even and the constraints just enumerated are enforced, then r, X, = C ~, p :
COS ( e , t + 4,)
is a linear combination of damped, weighted, and phased sinusoids. The relationship between the pole-residue and ARMA representations can be expressed in the frequency As described in Section 11, this sensitivity matrix, in conjunction with the Fisher information matrix for the ARMA representation, can be used to generate the Fisher information matrix for the pole-residue characterization: J ( y ) = S(r)J(Q = g-l(y))sT(y). The matrix products on the right-hand side of (4.7) are performing convolution. Since convolution is commutative for linear systems, we can permute the matrix factors in (4.7) and preserve the equality. The matrix Ci is the only factor which is a function of p, and we can use the commutativity property to obtain This relation is generated by equating the ARMA representation for x with the pole-residue characterization for x, over time t = 0, 1 , -, p -1. From (4.18) it is obvious that 1.
(4.20)
Since the AR parameters are independent of the mode
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phase, we can also obtain (4.21) 1 t.
(4.22)
The AR parameters are a function of the mode parameters pi and Bi. This implies that we need to know the forms of atlapi and at/aei. These can be obtained from 
B. Sensitivity Matrix for Pole-Zero Parameterization
The pole-zero representation for the modal signal is P -1 bo II (1 -w,z-') (6,) (4.29)
where bo, w,, and z,, correspond to the gain, zeros, and poles, respectively. As the time series {x,} is constrained to be strictly real, then the poles z, = pleJe' must appear in conjugate pairs. The same restriction also applies to the zeros w, = r, e , ' #' I . Additionally, we stipulate that z l # z , i # j zI # w, w, # w,
That is, all poles and zeros are simple and no pole-zero cancellation is permitted. If, in a particular application, multiple poles or zeros are present in the system model, the sensitivity matrix for the parameters can be derived, but not by using the techniques described in the following paragraphs. Again we will assume that p = 2q is even.
The relationship between the pole-zero parameterization and the ARMA representation is given by for all i a n d j
-(1 -2rn cos (4,Jz-l + r:zP2) (4.31) and these results differ from those we derive for the deterministic model of Fig. 3 . The map from the ARMA parameters to the energy spectrum is not, in general, invertible. Consequently, we' will compute sensitivity matrices according to (2.1) and not from (2.3) which was utilized in the previous two sections.
The energy spectrum is a function of the frequency variable 8 and, consequently, so is the (2p x 1) sensitivity matrix T ( 8 ) . Thus we must compute a new T ( 0 ) for every value of the energy spectrum we wish to bound. The sensitivity matrix T @ ) , evaluated at frequency 8, is 
C. Sensitivity Matrix for the Energy Spectrum
In the preceding sections we have derived sensitivity matrices for the parameters y which characterize the modal signal x. The purpose of this section is to compute the sensitivity matrix that allows the CR bound to be computed for unbiased estimators of the energy spectrum. The term energy spectral density, rather than power spectral density, is used because the data available to the estimator are assumed to consist of a deterministic modal signal x and an additive Gaussian noise signal n as shown in Fig.  3 . Since we have modeled {x,} as the impulse response of a stable ARMA system B ( z ) / A ( z ) , the modal signal {x,}; has finite energy. In contrast, power spectral den- V. NUMERICAL RESULTS Cramer-Rao bounds afford an effective method for evaluating estimator performance. In the context of modal analysis, they also provide a way to quantitatively describe which properties of the modal signal have the greatest (or least) effect on the ability to estimate the mode parameters. Concentration ellipses, generated from the Fisher information matrix, can provide additional insight into the interactions among estimation errors. In the remainder of this section we will use these tools on a few illustrative examples to investigate some of the properties of modal parameter estimation.
A. Single Mode
The first modal signal to be analyzed consists of a single damped mode with arbitrary amplitude and phase. The time domain description of the modal signal is characterized by the pole-residue parameters A (amplitude), 4 (phase), p (damping coefficient), and 8 (frequency). The sensitivity matrix for the pole-residue parameterization is derived by equating, in the transform domain, the ARMA description and pole-residue description for X ( z ) = B ( z ) / A ( z ) :
A cos (4) -
All the results for this example are generated for the asymptotic case, using the Fisher matrix of (3.16) and the sensitivity matrix of Section IV-A, and are presented in the form of the concentration ellipses in Figs. 4 and 5 and the CR bound plot in Fig. 6 . The concentration ellipses were generated assumin that the noise variance u2 was equal to 1. Increasing U will increase the volume of the concentration ellipses, but the relative shapes and interactions of the ellipses will remain constant. The effects of varying the amplitude parameter A can be observed in Figs. 4(a) and 5(a) . Note that in all cases the volume of the concentration ellipses is reduced as the amplitude parameter is increased. As stated in Section 11, the concentration ellipse for the estimator, error covariance matrix C encloses (is lower bounded by) the concentration ellipses derived from the Fisher information matrix. Therefore we can state that increasing the mode amplitude A reduces, except for the error e @ ) , the bounds on the error variances for the mode parameters. Figs. 4(a) and 5(a) exhibit a phenomenon we have designated "pinning." Pinning occurs when the ellipses intersect at common points along a zero axis. When a set of ellipses are pinned on the horizontal axis, then the parameter being varied has no effect on the estimator error for the parameter corresponding to the pinned axis if all other parameters are known. For example, in Fig. 4(a) the ellipses are pinned on the e ( A ) axis. This implies that, if the parameters +, p , and 0 are known, then the estimator error e(A) is not influenced by the amplitude parameter A . (Of course, the fractional error e (A) / A decreases with increasing A, and this is what counts!) It is not hard to show that the bound on the error variance for the amplitude parameter A is independent of the value of A, meaning that 
4(b) and 5(b)
. These ellipses illustrate that the phase offset has little influence on the ability to estimate mode parameters for the single mode case. The pinning phenomenon is not observed in Fig. 4(b) . The effects of varying the damping coefficient p can be seen in Figs. 4(c) and 5(c) . Without exception, as p + 1 the CR bounds on the modal parameters decrease significantly as evidenced in the magnitude of the ellipse reductions. The explanation for this property is that, for larger p , the energy in the modal signal x increases, and more samples are obtained before x, is damped to a value low in comparison with the noise. Since the ellipses for larger p are entirely contained within the ellipses for smaller p , we can state that J,' < Jp2' if P I > p2.
The effects of varying the frequency 8 of a mode can be observed in Figs. 4(d) and 5(d) . These figures indicate that the value of 8 has the most significant effect on the phase error e($). The phase estimation error is minimized in all cases as 8 -+ 7r/2. The estimation errors for the remaining parameters are not significantly influenced by 8 until 8 + 0 or 8 + T . Fig. 6 illustrates in a different manner the influence of 8 on the CR bounds for the modal parameters. The bounds were calculated with A = 1, p = 0.9, 4 = 0, and variable 8. The noise variance a2 was normalized to 1. The bounds can be found for any other noise variance by adding 10 loglo ( a 2 ) to these curves. T . The pole proximity effects will be discussed in the following section.
B. Dual Modes
In this section a modal signal consisting of two independent modes is analyzed. Since the effects of mode amplitude are easily determined, the modes in this example have unit amplitude. The phase offset for each mode is set to zero for convenience. With these constraints in force, the modal signal In this section, we will use this model to investigate the effects of mode spacing on CR bounds for modal parameters. Fig. 8 is generated for infinite data with the mode parameters p I = p2 = 0.9, e,,, = a / 2 , and variable.
As in Fig. 6 , the noise variance was normalized to one and CR bounds for different o2 can be found as described in the latter part of Section V-A. It is evident from Fig. 8 that, as approach each other), the mode parameters become harder to identify. Note that this pole proximity effect is stronger for the beat frequency than for the mean frequency Of,,. As 19,~ + a / 2 , the conjugate poles for mode 1. zI = pI el8' and z f = p , approach each other on the real axis at pI. The conjugate poles for mode 2 approach each other on the real axis at -p 2 . Again we observe the conjugate pole proximity effects described in Section V-A. The concentration ellipses in Figs. 9 and 10 can be used to examine these proximity effects and also the interaction of estimation errors. These ellipses, like those in Figs. 4 and 5 , were generated with a 2 normalized to one. The consequences of varying the mode parameters p I and p2 can be observed in Figs. 9 and 10, subplots (a) and (b), respectively. These results correspond closely to those obtained for the single mode case. To reiterate, mode parameters are easier to identify for larger damping coefficients p . Fig. 9(a) can be used to determine, for this mode spacing, that the size of the damping coefficient has a greater effect on the concentration ellipse volume than does the proximity of the poles. With p2 = 0.9, the concentration ellipse for p l = 0.89 is larger than the concentration ellipse for p I = 0.9, even though the distance between the poles increases.
The concentration ellipses in Figs. 9(c) and 1O(c) indicate that the mean frequency Om has no effect as long as 8 , and O2 are sufficiently far away from 0 or T . The effects of varying the beat frequency Od can be observed by examining the concentration ellipses of Figs. 9(d) and 10(d). This is equivalent to varying the distance between the modal frequencies. These ellipses confirm the observation made about Fig. 8 : when two modes are closely spaced, it is easier to identify the mean frequency Om than the beat frequency Od. Note that the ellipses of explicit mode frequencies dl and 02. The pinning points indicate that, if the modal parameters O,, p I , and p2 are known, then varying the distance ed between the frequencies has no effect on the error e(8,) in estimating e2.
To explain the pole proximity effects for 8 d -+ 0, consider the case where p1 = p2 = p . The modal signal can now be expressed as = 2p' cos ( e d t ) cos (8,t 
C. Energy Spectra
In this section we use the CR bounds for estimating the energy spectrum to study two types of problems: 1) estimation of the energy spectrum from infinite (but noisy) data and (2) resolution of closely spaced spectral peaks from time-limited data. For both problems we choose the energy spectrum to be the spectrum for the dual mode signal studied in Section V-B. The CR bounds of Fig. 11 show the dual mode spectrum S(eje) for a fixed difference frequency of 2dd = 21r/32. The CR bound is used to compute and plot S ( e i e ) + [var [S(eie)]]1/2 for various asymptotic SNR's and sample sizes N . These plots define a confidence interval about the actual spectrum S ( e j e ) if the lower bound of the confidence interval S(eie) -[var [ S ( e j ' ) ] ] ' / * is included. We have omitted the lower bound to preserve clarity in the figure. Asymptotic signal to noise ratio is defined to be SNR = (l/a2)CFxZ. Fig. 11 indicates that even at 20-dB SNR and N = 64 samples, any unbiased estimator cannot, on the average, resolve the spectral peaks present in this spectrum. The estimated spectrum will fall somewhere in the confidence band just discussed. This band is not small enough to ensure that the spectral peaks will be accounted for in the estimated spectrum. The Rayleigh limit to resolution for this mode spacing is N = 32 samples. For sample sizes less than the Rayleigh limit, the size of the confidence interval shows a marked threshold effect. This threshold effect is perhaps better illustrated in Fig. 12 where the CR bounds are computed for the spectrum at one frequency corresponding to a spectral peak. The Rayleigh limit of 2a/32 defines the sample size N = 32 where the threshold effect is active. VI. CONCLUSIONS Deterministic modal analysis is concerned with the identification of ARMA parameters, mode parameters, and energy spectra for deterministic modal signals observed in noise over a finite interval of time. In this paper we have presented a comprehensive study of performance bounds for these problems. Our results have been constructed from a simple characterization of the Fisher matrix for ARMA parameters together with sensitivity matrices that permit one to go back and forth between alternative parametric descriptions of a mode. Two such descriptions are the modal description and the rational energy spectrum for the mode. We have supplemented analytical findings with numerical results. The numerical results have been presented largely as confidence intervals that characterize best achievable performance when estimating pairs of parameters, such as amplitude and phase or damping coefficient and frequency. Our results for mode resolution from parameter estimates or from spectrum estimates illustrate again that the Rayleigh limit to resolution is difficult to beat, except at very high SNRs. The Rayleigh limit manifests itself as a threshold effect in the CR bound when that bound is plotted versus sample size. The fesults of this paper are independent of which technique-linear prediction, subspace identification, maximum likelihood, etc.-is used. They extend readily to deterministic modal analysis for direction-of-arrival estimation in narrow-band, equispaced, linear arrays, and to deterministic modal analysis for simultaneous frequency estimation and direction-of-arrival estimation.
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