Abstract-A new space mapping optimization algorithm for microwave design is presented. We implement a distributed fine model evaluation through independent processing of the fine model responses corresponding to consecutive frequency samples using a number of processors. This allows us to obtain a substantial reduction of the overall optimization time for the space mapping algorithm. When our technique is used together with previously published methods of reducing the computational cost of solving the parameter extraction and surrogate optimization sub-problems, the total optimization time of the microwave structure can be comparable to or less than a single fine model evaluation on a single processor. Illustration examples are provided.
I. INTRODUCTION
Space mapping (SM) addresses the problem of optimization of expensive functions, also called "fine" models, through iterative optimization and updating of the surrogate models which are built using cheaper "coarse" models [1 ]- [3] . In the microwave area, the "fine" model is typically implemented with a high fidelity CPU-intensive EM simulator. The "coarse" model can be an equivalent circuit of the corresponding device. SM proved to be successful in many engineering areas (e.g., [4] - [6] ).
A lot of effort has been devoted to improving the efficiency of SM optimization. Recent work includes: (i) introducing new algorithms and SM surrogate model types in order to reduce the number of fine model evaluations necessary to find a satisfactory solution (e.g., [1 ]- [3] ); (ii) improving convergence properties of SM algorithms (e.g., [7] ); and (iii) reducing the computational overhead of the parameter extraction and surrogate optimization sub-problems [8] , [9] .
Here we present a new implementation of SM optimization with distributed evaluation of the fine model, realized through independent processing of the fine model responses corresponding to consecutive frequency samples using a number of machines. This allows parallelization of the fine model processing regardless of whether the fine model simulator has a multi-processor analysis capability or not. Also, it allows us to use any mixture of PCs, workstations and nodes of the computational cluster, if available. The new algorithm has been implemented within the SMF system [10] , [11] .
II. SPACE MAPPING OPTIMIZATION ALGORITHM
Let R f denote the response vector of a fine model of the device of interest, which might be the evaluation of some characteristics of the device, e.g., IS211, at a given set of frequencies. Our goal is to solve
where U is a given objective function. We consider an optimization algorithm that generates a se uence of points X(i) i =0 1 2 ... and a family of surrogate models R s (i) so that X(i+l) =argm.!nU(R;i)(x))
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Let R c denote the response vector of the coarse model that describes the same object as the fine model: less accurate but much faster to evaluate. Surrogate models are constructed from the coarse model so that the misalignment between R s (i) and the fine model is minimized. R s (i) is defined as
where R s is a generic S surrogate model i.e. the coarse model composed with suitable S transfonnations.
is a vector of model parameters and The space mapping optimization algorithm flow can be described as follows:
Step 1 Set i = 0;
Step 2 valuate the fine model to find R f x(i));
Step 3 btain th e surrogate model R s (i) using 3) and 4);
Step 4 Given x(i) and R/ i ) obtainx(i+l) using 2);
Step 5 If the termination condition is not satisfied go to Step 2; else terminate the algorithm;
Distributed evaluation client 1
Usually the algorithm is tenninated when it converges or when the maximum number of iterations is exceeded.
A reduction of the computational cost of S optimization can be obtain through a reduction in the number of fine model evaluations a reduction in the computational overhead of parameter extraction and surrogate model optimization or by decreasing the evaluation time for the fine model. The first two options have undergone significant research recently as described in the introduction. The last possibility described in the next section can be realized by a distributed evaluation of the fine model.
III. ISTRIBUTED VALUATION OF THE FINE ODEL IN S F
A distributed evaluation of the fine model has been implemented within the S F system a user-friendly space mapping software engine allowing automated S optimization of microwave devices and circuits [10] [11] .
is tributed evaluation of the fine model is realized through independent processing of the fine model responses corresponding to consecutive fre uency samples using a number of machines. Thus it can be applied for models using fre uency-domain simulators.
ecause parallelization is implemented internally in the S F system it works regardless of whether the fine model simulator has a multi-processor analysis capability or not. Fig. 1 shows the flowchart of the distributed fine model evaluation. valuation is perfonned by the main S F copy and by n distributed evaluation clients S F s) running on separate processors. Suppose that the fine model is evaluated at m fre uency points fi fi ... 1m. This fre uency sweep is divided into K sub-bands B 1 to B K • In particular the subbands may consist of single fre uency samples. The information about the design variable vector x and fre uency sub-bands is put into a so-called order set. r ders are picked up and processed by both the main S F copy and by the S F clients and the results are exported into the results set which is checked by the main S F program. nce all orders are processed and corresponding responses are in the response set he complete fine model response is returned. Fig. 2 shows the architecture of the distributed model evaluation. All the infonnation about the model including the data allowing S F and the S F s to prepare simulator input files call the simulator and format the output data as well as the evaluation vector x and fre uency sub-band is gathered in the so-called order files. If 5 F re uests model evaluation a number of order files corresponding to the number of fre uency sub-bands as described before are generated and copied to a separate folder accessible by all S F clients. S F and the S F clients pick up available order files and after processing them return the results to a result folder.
ach S F client uses a separate working folder for temporary files. All the folders may reside in a designated directory on a local network drive or in a file system of a computational cluster. Communication between S F the 5 F s and the fo lders is realized through the 55 protocol.
978-1-4244-1780-3/08/$25.00 © 2008 IEEE In the ideal case assuming that the main S F program and nSF clients are used in the distributed model evaluation process the computation time should be n+1 times smaller than the evaluation time on a single processor. In practice this is never the case because of the following factors: i) In order to obtain maximum possible efficiency the number K of fre uency sub-bands should an integer multiplier of the number of processors n+1 which may not be the case; ii) The CPU type and speed and conse uently evaluation time of order files may be different for different processors; iii) There is some overhead related to communication between 5 F and the 5 F s and the designated folders; iv) There may be additional overhead related to the fact that some actions which would normally be done once e.g. meshing of the structure might be performed for each fre uency sub-band separately by each S F clie nt; The first factor plays the crucial role and the speed-up s that can be obtained with our method neglecting factors ii) iii) and iv) is given by s =KifK/(n + 1)1
5)
where r.1 denotes a ceiling function.
The parallel efficiency & is defined as the speed-up divided by the number of processors [12] ie.
&=s/(n+l) ) For example if we have 30 sub-bands and 8 processors the speed-up is 7.5 and the parallel efficiency is about 94%.
In practice because of factors ii) ii) and iv) the actual parallel efficiency is smaller and typically it is between 0 and 90 percent assuming that the number of processors is properly related to the number of fre uency samples i.e. the speed-up s 1) is sufficiently high e.g. 90% and more.
gives a parallel efficiency of about 8 %. In this case the computational cost of solving the parameter extraction and surrogate optimization sub-problems is more than half of the total optimization cost. The application of inside-A S parameter extraction and surrogate optimization [9] allows further reduction of the S optimization cost to only 15 minutes which is half the time necessary to evaluate the fine model on a single processor.
The ",..,.-------/74.,...-\-..,..__", In this section we consider two examples of microwave design problems. To solve each problem we use a standard implementation of an S algorithm our S algorithm with distributed fine model evaluation as wellas our S al gorithm with distributed fine model evaluation and inside-A S parameter extraction and surrogate model optimization [9] .
As the first example consider the microstrip band-pass filter [13] shown in Fig. 3 . The design parameters are
The fine model is simulated in F K [14] with a dense mesh number of meshes about 700) the coarse model is the circuit model implemented in Agilent A S [15] Table I shows a comparison of the optimization time for the three implementations of the S algorithm. For the standard implementation most of the computational cost comes from the fine model evaluation about 30 min per evaluation on a Pentium 3.4 G z processor). ur S algorithm with distributed fine model evaluation uses 14 processors 1 Pentium 3.4 G z for S F and 13 nodes of the computational cluster containing ual Core A 2 G z processors and Intel Xeon 3.0 G z processors for the S F s) which gives a very good speed-up 5) of 13.7 and a parallel efficiency of more than 97%. The actual distributed evaluation time is about 2 min 30 s which Table II shows a comparison of the optimization time for the three implementations of the S algorithm. For the standard implementation most of the computational cost comes from the fine model evaluation aoout 31 min per evaluation). The S algorithm with distributed fine model evaluation uses 13 processors 1Pentium 3.4 G z and 12 nodes of the computational cluster). The distributed evaluation time is about 3 min 40 s which gives a parallel efficiency of about 5%. In this case the computational cost of solving the parameter extraction and surrogate optimization sub-problems is over 0% of the total optimization cost. As in the previous example the application of inside-A S parameter extraction and surrogate optimization [9] allows further reduction of the S optimization cost to only 25 minutes which is less than necessary to evaluate the fine model on a single processor.
