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ABSTRACT  
Multi-scale Analysis of Methane Gas Hydrate Formation and Dissociation via Point Source 
Thermal Stimulation and Carbon Dioxide Exchange 
Garrett Fitzgerald  
The formation and dissociation of methane gas hydrate was investigated over a range of 




 and 0.141 m
3
. Three unique 
hydrate apparatuses were used to study a point source thermal dissociation method in which gas 
production profiles and cumulative efficiencies were found to be dependent on the initial hydrate 
saturation and the degree of thermal stimulation.  Hydrate growth was observed to develop in a 
non-homogeneous manner with hydrate distribution displaying strong apparatus specific 
behavior.  Heterogeneous hydrate distribution contributed to the production efficiencies of point 
source thermal stimulation and is an essential parameter when evaluating a gas hydrate reservoir.  
Thermal stimulation was applied to sediments with initial pore space hydrate saturations ranging 
from 10% to 80%  producing maximum cumulative thermal production efficiencies ranging from 
57% to 90%.  Production performance was improved with higher initial hydrate saturation; 
increasing the initial hydrate saturation from 20% to 35% on the small scale system raised peak 
cumulative efficiencies from 57-63% to 70-74%.  Increasing hydrate saturation from 10% to 
30% in the medium scale system increased peak cumulative efficiencies from 83% to 90%.  
During thermal stimulation experiments in both the medium and large scale reactors a flow 
recirculation pattern developed within the pore space following an initially conduction 
dominated heat transfer regime.  The outward propagation of the heat front from the heating 
element resulted in increased permeability and the release of mobile water and gas phases as the 
hydrate underwent dissociation.  This change in flow parameters facilitated convection cells 
within the reactor causing increased heat transfer away from the heating element while 
displaying a strong upward bias.  The flow development detected within the medium scale 
system was confirmed via history matching of numerical simulation with experimental data.  
Increased hydrate saturation and increased heating rate lead to a more intense flow development.   
Thermal stimulation methane production has been coupled with the simultaneous injection of 
gaseous carbon dioxide as method of enhancing gas production rates while providing a means for 
   
long term storage of carbon dioxide in the hydrate phase. The exchange process was investigated 
at low and high gas injection rates under conditions of both low and high thermal stimulation 
applied to a 50% hydrate saturated quartz sand pack.  The amount of carbon dioxide stored in the 
hydrate phased was greatest for the low injection-high heating condition sequestering 69 moles, 
and lowest for the high injection- low heating condition sequestering 13 moles. The gas 
exchange is improved with longer contact time between gas phase carbon dioxide and hydrate 
phase methane, this condition is optimized at low carbon dioxide injection rates.  The availability 
of free water for formation of carbon dioxide is enhanced with the higher heating rates.  Thus it 
is possible to tune the gas production rates and carbon dioxide storage potential by manipulating 
heating rates and gas injection rates to achieve the desired ratio between methane produced and 
carbon dioxide sequestered.   
Understanding the transition period and flow development within the pore fluid mixture should 
play a large role in determining the optimum placement and geometry of heating and exchange 
systems on industrial scale hydrate production scenarios. In addition to the optimization of 
thermal stimulation heating location, the profile and degree of heating rate can be tuned in order 
to maximize gas collection and minimize excessive heating of unproductive sediment matrix 
after it has been exhausted of methane hydrate.  The production efficiency produced across the 
three experimental scales averaged between 80 and 90% and appears to be independent of scale.  
The scale up of this method for industrial scale production should pay close attention to the 
distribution of heat during thermal stimulation as a result of the development of high convective 
transport that occurs in the near vicinity of the heater and in the dissociated hydrate zone.  This 
work provides supportive evidence that thermal based hydrate dissociation can be achieved with 
relatively high production efficiencies and satisfactory resource recovery potentials. Further, the 
CH4-CO2 gas exchange process was successfully coupled with point source thermal stimulation 
and the influence of injection rate and heating rate on carbon storage potential and methane 
recovery potential has been demonstrated.  
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1.1 Energy consumption & outlook  
Global energy consumption has been displaying an exponential growth pattern since the start of 
the industrial revolution.  The continued growth and progress of developing nations striving 
towards first world living standards is projected to direct global energy demand on its current 
trajectory, i.e. a continuous increase, particularly in non OECD countries.  The international 
energy outlook 2011 conducted under the U.S. Energy Information Administration projects a 
53% increase in global energy consumption by 2035, from 505 quadrillions BTUs to 770 
quadrillion BTU’s (IEO 2011). More specifically our natural gas consumption is projected to 
undergo a 52% increase, from the current annual consumption of 111 trillion cubic feet [TCF] to 
169 TCF by 2035.  The reason natural gas is a fuel of choice for many industrial and electric 
power sectors is due to its low carbon intensity and ease of use in terms of electricity production 
curtailing, particularly when compared to coal fired power plants.   
According to the 2011 Annual Energy Review (US EIA, 2011) 23.5% of the total US energy 
consumption was derived from natural gas sources.  Natural gas [NG] production has 
traditionally been exploited from conventional gas or oil wells.  However the recent 
developments of non-conventional sources such as shale gas or coal bed methane deposits have 
provided vast additional gas resources.  Shale gas wells have increased from about 2 TCF in 
production in 2000 to 8.5 TCF in 2011. The general trend is moving away from fuel sources with 
high carbon content such as coal towards lower carbon intense fuels such as natural gas. The 
proven natural gas reserves increased by nearly 12% from 2009 to 2010 values with a net reserve 
of 317 TCF as reported in the U.S. DOE sponsored report on proven reserves (EIA 2012).  
Although these numbers are promising and lend to continued cheap well-head natural gas prices, 
significantly larger potential natural gas reserves exist in the less conventional gas deposits of 
natural gas hydrates.  The largest sources of methane worldwide are trapped in the permafrost 
and marine sediments in the form of gas hydrates and are estimated to be as large as or larger 
than all oil, coal and conventional gas combined.  Methane hydrates have the potential to provide 
the needed energy in a sustainable manner because their production can be coupled to a system 
that allows for the permanent sequestration of carbon dioxide.  Interest in methane hydrates as a 
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potential source for clean hydrocarbon energy has been increasing over the past decades but is 
still years away from commercially viability. 
1.2 Introduction to gas hydrates 
Clathrates of natural gas, commonly referred to as methane hydrates, are non-stoichiometric 
compounds that form when methane and water coexist in environments of sufficiently low 
temperatures and high pressures.  Clathrates form when small guest molecules, typically less 
than 0.9 nm molecular diameter, (Sloan, 2003) such as methane or carbon dioxide, become 
entrapped in hydrogen bonded water molecules forming cages stabilized by the entrapped 
molecules via Van der Waal forces.  Methane in the hydrate phase occupies roughly 164 times 
less volume than that in the gas phase at STP (Sloan, 2003) which is equivalent to room 
temperature methane at 18 MPa.  This allows for the storage and transport of natural gas at 
moderate temperatures and pressures lower than necessary for liquid transport.    Although 
estimates are speculatory and uncertain, the global estimate of methane hydrate is on the order of 
twice that of all known conventional hydrocarbon resources, at around 10,000 GT of carbon 
(Sloan and Koh, 2008) and could potentially be a significant future energy source.  Estimates of 
world methane hydrate deposits are fairly uncertain and have dramatically declined from the first 




(Trofimuk et al., 1973) to more conservative estimates 








 (Makogon, 1998) with a 




(Milkov, 2004).  The USGS has produced estimates of US gas 
hydrate deposits at around 200,000 TCF which is substantially larger than the current estimated 
1400 TCF of recoverable conventional natural gas reserves.   
Hydrate deposits are typically found in one of two environments; arctic permafrost formations or 
deep ocean sub seafloor sediments (Milkov and Sassen, 2002).  Hydrates are widespread in 
sediments in areas along the continental margin at depths as shallow as 150 meters; however 
they are generally found at depths greater than 500 meters and can form horizontal deposits up to 
600 meters thick.   Due to the cost and difficulties with deep ocean drilling the majority of field 
test  for methane production from hydrate bearing sediments have been performed in the 
permafrost region of the Mount Elebert site in the Alaskan north slope or the Mallik site in the 
Mackenzie Delta, Canada 2l and 5l production sites.  (Moridis et al., 2009) 
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While significant progress has been made in the understanding of thermo-physical properties and 
model simulations, there is still a necessity for work to be done on larger laboratory scales for the 
various production testing methods so far explored only on a small scale.  This is especially true 
for mixed gas (such as methane/carbon dioxide) hydrates.  Additionally problems associated 
with the extraction process and the plausible reformation of gas hydrate inside the production 
well are still lacking in the experimental literature. Although there has been a tremendous 
amount of research done on locating and quantifying gas hydrate resources (Trofimuk and 
Tsarev, 1973; Milkov and Xu, 2004; Wilson et al., 2011 and Hunter et al., 2011) more work is 
needed on the production and recovery side.  Furthermore, experiments done to date have been 
mainly focused on understanding the conditions where hydrates form and decompose (Waite and 
Mason, 2004; Dharmawardhana, 1980). While this has led to significant insight, it is imperative 
that a more complete understanding be obtained regarding hydrate characteristics in more 
realistic formation/production conditions. The National Research Council has recently published 
an assessment of the energy potential via methane hydrates in which they emphasize the 
importance of focusing research on “designing production tests, appraising and mitigating 
environmental and geo-hazard issues related to production”.  To that extent, the transition has 
begun to move the research efforts to test more realistic production schemes. (Sloan, 2008)  
In addition to the appeal of a vast quantity of hydrated methane, the production of CH4 from 
hydrate reservoirs can conceivably be combined with the sequestration of CO2 in an effort to 
mitigate greenhouse gas levels in the atmosphere.  However, further research is necessary to 
understand and optimize these production methods.  Depressurization experiments so far have 
outlined a range of possible production rates.  However, experiments have repeatedly shown 
issues with decreasing temperature and secondary hydrate formation, inhibiting gas production 
rates which occur when depressurization pressures are set too low. (Lee et al., 2010; Bai et al., 
2009; Sung et al., 2003) Thermal stimulation modeling (Moridis and Regan) and experimental 
investigations have shown that steam and heated fluid injections suffer significantly from 
thermal losses associated with down-hole fluid transport.  Thermal injection experiments have 
also shown a sensitivity of fluid injection to permeability and initial hydrate saturations and have 
suggested for the need to target reservoirs with lower hydrate saturations (Pang et al., 2009).  
CO2 gas exchange experiments have shown promising exchange potentials in terms of maximum 
conversion, however have often been associated with very long exchange periods. (Shicks et al., 
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2011; Baldwin 2009; Park et al., 2008)  The addition of N2 has recently been shown to increase 
the fraction of CH4 recovered during exchange tests (Park et al., 2008) but has not been 
thoroughly tested or understood.   
Down-hole combustion is a uniquely promising technique that combines the benefits of point 
heat source thermal stimulation methods with the carbon neutrality of CO2 gas injection while 
taking advantage of the potential gas exchange benefits associated with N2.  Point source thermal 
stimulation has been demonstrated on our large scale reactor to produce reasonable gas evolution 
rates at high efficiencies (Fitzgerald et al., 2012., & 2013, Castaldi et al., 2007, Zhou et al., 
2009).  Up until now there have been no experiments coupling thermal stimulation with gas 
exchange production methods.  The experimental apparatus has been constructed and proven to 
satisfactorily form and dissociate hydrates both via depressurization and thermal stimulation.  
Primary tests have been conducted demonstrating the ability to grow and quantify mixed gas 
hydrates of CO2 and CH4. No other system, to our knowledge, has the capabilities to supply 
centrally located heat flux concurrent with injection of simulated combustions gasses at the same 
location, effectively simulating a down-hole combustion chamber.  The apparatus, one of the 
largest of its kind in the world, has the ability to realistically monitor hydrate decomposition 
while maintaining controlled matrix conditions, such as constant far field conditions that exist in 
the natural hydrate reservoir.  The capabilities of this unique apparatus have allowed for us to 
further the knowledge in the field regarding laboratory simulated methane hydrates and quantify 
the efficiency of our novel production method of CH4 coupled with CO2 sequestration   
1.3 Green House Gas emissions [GHG] 
Global climate change is rapidly becoming a dominant issue in the public domain.  The earth’s 
average temperature has increased 0.83 C during the past 100 years and is projected to rise 
anywhere between 1 and 6 C over the next hundred years depending on continued GHG 
emissions.  Rising global temperatures are partially attributed to increase in atmospheric 
greenhouse gasses [GHG] and over the past century anthropogenic carbon emissions have risen 
substantially causing an increase in mean atmospheric GHG concentrations from 315 PPM to 
390 PPM as recorded at the Mauna Loa observatory (Keeling et. al., 1976). The continued rise of 
atmospheric CO2 is a result of our heavy dependence on carbon based fossil fuels for the 
majority of our energy production.  The combustion of coal, oil and natural gas results in the 
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production of gaseous CO2.  Natural gas has the lowest carbon intensity of all hydrocarbon fuels 
due to its high H:C ratio which means on an energy basis methane produces the least CO2 
emissions.   Our global carbon footprint needs to be curtailed in order to avoid the advancement 
of a global climate change.  Combustion of cleaner fuels, increased use of renewables and a 
focus on carbon capture and storage can all contribute to this end goal.   
 
Figure 1-1 Atmospheric CO2 concentration profile (Scripps Institution of Oceanography) 
The prospect of methane hydrate is unique and promising because it not only makes use of the 
least carbon intensive fossil fuel but it can be simultaneously coupled with permanent carbon 
dioxide storage.  Although there has only been one field scale test of CO2 sequestration (DOE 
ExxonMobil, 2012) the potential for its development is promising. CO2 forms a similar hydrate 
structure to CH4 hydrate and is stable over a wide range of low temperatures and high pressures. 
The motivation for the use of CO2 as an enhanced method for CH4 hydrate dissociation and 
exchange is driven by the fact that CO2 is stable in the hydrate form at higher temperatures and 
lower pressures than CH4 and thus the in a mixed gas environment the CO2 is preferentially 
converted to the hydrate phase while the CH4 remains in the gas phase.    
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1.4 Thesis structure  
This work is divided into three primary experimental areas of focus 1) Hydrate growth and 
formation, 2) Thermal based hydrate dissociation and 3) CO2-CH4 gas hydrate exchange coupled 
with thermal stimulation.  Each focus is experimentally investigated on both a large scale and 
small scale hydrate apparatus.  Each theme is addressed in its own chapter which is subdivided 
into the small and large scale.  In addition to the experimental investigation a numerical model 
was built for experimental validation and history matching of both formation and dissociation 
behavior.  The modeling portion of the work is discussed in detail in its own chapter with 
primary results presented with experimental data in the experimental chapters.  Chapters 2 and 3 
provide a background on gas hydrates in nature regarding where and how they grow in natural 
and in laboratory environments, a brief discussion of fundamental properties of clathrate 
hydrates and finally an overview of current and proposed gas production methods with a 
thorough review of experimental literature.  Chapter 4 provides a detailed overview of the 
experimental apparatus used in this work, the experimental procedure and discussion of 
experimental results of hydrate formation and gas production tests. Chapter 5 discusses the gas 
hydrate exchange process conducted on the large scale system.  Chapter 6 is a summary of 
experimental work conducted via optical microscopy and raman spectroscopy investigating 
hydrate formation behavior and CO2/CH4 gas exchange process. Chapter 7 provides a description 
of the numerical simulation used for experimental validation and a presentation of numerical 
results.   
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2  Physical properties, chemistry basics and cage structure   
 
Chapter 2 presents an introduction to natural gas hydrate and their occurrence in natural 
hydrate reservoirs.  A brief discussion of cage structure and the current state of the art analysis 
methods are introduced.  Thermodynamic phase diagrams are presented for the two most 
common hydrate systems.  Geological phenomena governing natural hydrate deposits are 
presented and defined.     
Clathrate hydrates are defined as being non-stoichiometric crystalline structures that form via the 
combination of water and gaseous guest molecules forming repeating cage structures creating an 
ice like solid.  The clathrate cages are asymmetric spherical collections of hydrogen-bonded 
water molecules stabilized by their guest molecules.  Based on pressure, temperature and the 
chemical species of guest molecule the cage structure typically fall into in one of three primary 
geometries.  The cage structures are defined as structure I, structure II and structure H.  Both sI 
and sII are cubic structures while sH is a hexagonal structure.  Typically sI hydrates are formed 
from smaller molecules having a molecular diameters less than 6 Å such as CO2, CH4, and C2H6.  
Molecules smaller than 4.2 Å such as nitrogen can be an exception to this trend and form sII 
cages at very high pressures.  Larger molecules ranging from 6-7 Å form sII cages and even 
larger molecules above 7 Å form sH molecules.   
Both sI and sII cages are composed of small and large polyhedron cages, where the small cage of 
both sI and sII consists of 12 pentagonal faces forming a pentagonal dodechedron, referred to as 
the 5
12 






composed of 12 pentagonal faces and 2 hexagonal faces and the large sII cage is composed of 12 




).  The three cage geometries are shown below in 
Figure 2-1.  sH cages are made up of small, medium and large cages and seldom found in natural 
gas hydrate deposits.    




Figure 2-1 a) 512 (pentagonal dodecahedron)   b) 51262(tetrakaidecahedron)        c) 51264(hexakaidecahedron)(Sloan, 2008) 
The internal diameter of these cavities play a substantial role in determining which guest 
molecule can stabilize the hydrate structure and affect the pressure and temperature required to 
sustain a stable hydrate.  Clathrates that from with only one type of guest molecule are called 
simple hydrates, while hydrates that form with two or more different guest molecules are called 
mixed hydrates, additionally a ‘help gas’ hydrate is defined as a hydrate that is composed of a 
small ‘helper gas’ that aids in the formation of a hydrate of a second larger component, such as 
nitrogen and CO2.  
Clathrates are classified as non-stoichiometric structures because the ratio between guest 
molecules and water molecules is non-stoichiometric and is largely determined by the size of the 
guest molecule and its ability to stabilize its cage and surrounding cages.  The ratio of 
water:guest molecule, known as the hydration number, is not a fixed number and hydrates can be 
stable with a range of hydration numbers depending on the degree of cage infilling, i.e. not all 
cages must be filled to form a stable hydrate. The minimum hydration number for sI hydrates is 
5.75, meaning that as a minimum there will be 5.75 water molecules per guest molecule in sI 
hydrate unit cell with hydration numbers ranging up to ~19.  The structure type of hydrate that 
forms from various guest molecules is largely dependent on molecular diameter of the molecule 
and the average cavity radius.  Guests that are too small cannot properly stabilize the cages and 
guests that are too large cannot fit in the cage, the lower limit of this ratio that can produce a 
stable hydrate is about 0.76 and the upper limit is about 1.0(Sloan,  2008 3
rd
 Edition).  Although 
methane as a simple hydrate only forms sI hydrates the addition a small amount of propane or 
other larger molecules can result in a stable sII hydrate at a significantly reduced equilibrium 
pressure.  The effect of small impurities on gas hydrate formation is of significant interest in the 
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area of flow assurance and hydrate formation avoidance for natural gas transport, which 
commonly contains various higher hydrocarbon gases.    
2.1 Phase diagrams 
All simple hydrates share the phase behavior outlined in the generic pressure-temperature plots 
shown in Figure 2-2, where methane-water or nitrogen water system follow Figure 2-2a and all 
other hydrocarbon hydrates follow Figure 2-2b.  The structure of the phase diagram is a function 
of phase boundaries and quadruple points.  The quadruple point is defined as the pressure-
temperature conditions where all four phases are thermodynamically stable and can coexist.  The 
phase I, H, V, Lhc and Lw represent Ice, hydrate, vapor(guest molecule), liquid hydrocarbons and 
liquid water.  The area on the plot represents two phase, the lines represent three phases and the 
points four phases.   
 
Figure 2-2 a) Methane and N2 Pressure-Temperature diagram  b) Hydrocarbon+Water with upper quadruple point 
The reason that methane and nitrogen simple hydrate systems do not have an upper quadruple 
point is because the critical temperature of those formers is far below the Q1 point and thus the 
vapor pressure line does not intersect with the Lw-H-V above the ice point.  To the right of the 
Lw-H-V and the I-H-V lines hydrate will not form and the system is composed of only fluid 
phases.  Lower Quadruple points for Methane, CO2 and Nitrogen are (272.9 K ,2.563 Mpa), 
(273.1 K,  1.256 MPa), and (271.9 K, 14.33 MPa) respectively while the upper quadruple point 
for CO2 is 283 K and 4.499 MPa.   
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Natural gas hydrates occur in environments within the hydrate stability zone, i.e. low 
temperatures and high pressures in locations where either biogenic or thermogenic gas sources 
are present.  The hydrate stability zone is the region in the subsea floor sediment or permafrost in 
which the ambient temperature and pore pressure are sufficient to sustain a stable natural gas 
hydrate.  Source gasses for hydrate formation come from both biogenic and thermogenic 
methane production.  In both permafrost and continental slope hydrate deposits the pore pressure 
increases with depth which allows for higher temperature while still maintaining a stable hydrate 
environment.  However there exists a base of the hydrate stability zone where the natural 
geothermal gradient results in temperatures exceeding those necessary for natural gas hydrate 
stability.  Figure 2-3 shows a typical pressure/depth vs. temperature plot for gas hydrate 
environments.   
 
Figure 2-3 Deepwater and Permafrost in-situ phase boundaries (Ruppel et al., 2011)  
Figure 2-4, produced by the USGS (Ruppel et al., 2011), shows the locations of proven and 
inferred gas hydrate deposits around the globe.  As is evident in the figure the majority of 
hydrate deposits exist along continental slope regions and are globally dispersed.   




Figure 2-4 Inferred and recovered gas hydrate locations (Ruppel et al., 2011) 
Gas hydrates are detected in nature via the use of seismographic methods and drill core 
sampling, the presence of bottom simulating reflectors [BSR] is often used to locate the base of 
gas hydrate stability zone and is a common phenomenon found in hydrate deposits.   Logging 
while drilling is a more robust and accurate method to pinpoint hydrate deposits however is more 
costly and time consuming. Logging while drilling makes it possible to take temperature, 
pressure, gamma ray density, salinity and resistivity measurements at various heights down the 
well bore.  This data provides a picture of the lithography and variability of hydrate saturation in 
the well being explored.   
Gas hydrate deposits have been classified in four primary categories by as defined below 
(Moridis, Reagan, Berkeley, Collett, & Survey, 2011).  
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“Class 1 hydrates: Accumulations comprise two permeable layers, a hydrate bearing interval 
overlying a free gas interval, these accumulations are viewed as a free gas reservoir with an 
overlying gas hydrate trap.  
Class 2 hydrates: Accumulations comprise two permeable layers, but with the hydrate bearing 
interval being overlying a hydrate free aqueous layer in which free water is present, these can 
occur at the base of the hydrate stability zone or well within the stability zone where gas charge 
is minimal.   
Class 3 hydrates: Accumulation comprise a single permeable layer of hydrate bearing geologic 
media where there is no communication with water or free gas bearing reservoirs.  
Class 4 hydrates are dispersed throughout the seafloor in low saturations, generally less than 
5% overall hydrate saturation but can have local saturations up to 20%.” 
Natural occurring gas hydrate reservoirs almost exclusively form in porous media systems such 
as consolidated sandstone reservoirs or unconsolidated subsea floor sands.  Due to the wide 
range of pressure, temperature and gas availability in these natural systems hydrate, gas, and 
water saturations of these systems vary widely from location to location. Gas hydrate saturations 
range from 5% pore space to upwards of 80% pore saturations. For the extent of work conducted 
in this project the experimental system is modeled in very ideal conditions similar to those found 
in the arctic permafrost.  This work can be extended to marine investigation with minor changes 
in experimental conditions, such as adjusting brine saturation, increasing pressure and 
temperature conditions and adjusting initial saturation conditions.  
Exploration and exploitation of natural gas hydrates as an alternative fuel source has been 
underway in the field for more than a decade.  Three of the more prominently investigated 
hydrate deposits include the Mount Elbert Stratigraphic Test well on the Alaskan North Slope, 
the Mallik site in Beaufort Sea of northern Canada, and the Nanki trough south of Japans island 
of Honshu. The Mount Elbert gas hydrate site was the first dedicated test well on the north slope 
of Alaska located in the Prudhoe Bay region.  USGS estimates indicate that nearly 85 trillion 
cubic feet of methane hydrates are technically recoverable from the Alaskan north slope hydrate 
system. The well was completed as part of collaboration between BP Exploration and the U.S. 
Department of Energy and USGS to investigate the potential of gas hydrate to become 
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technically and commercially viable natural gas resource.  In March of 2012 the first field scale 
gas exchange test was completed in which a blend of N2/CO2 was continuously injected for a 2 
week period.  Results from test indicated successful recovery of natural gas and sequestration 
CO2. 
The Mallik gas hydrate test site was the first dedicated scientific research program focused on 
the investigation of permafrost gas hydrate deposits and the location of the first successful 
thermal stimulation and pressure drawdown gas production test wells. The production well 
Mallik 5L-38 was completed in March of 2002 where the successful demonstration of heated 
fluid injection resulting in gas production was completed.  This investigation was an 
international partnership between Canada, Japan, the US, Germany and India aimed at exploring 
geo-mechanical properties, in-situ gas production tests, hydrate distribution and core collection.   
In 2008 a subset of the original investigation program completed the first field scale pressure 
drawdown experiment.  The test was conducted in which methane and water were produced from 
a 12 meter perforation interval in the methane hydrate reservoir.  Results from these tests were 
complicated by irregular pumping operation related to excessive sand productions.  Gas was 
produced at a promising rate and was the first demonstration of depressurization based gas 
production from methane hydrates.   
Production of natural gas from hydrate bearing sediments has been under development on the 
field scale for over a decade and its potential for commercial scale gas production is promising 
within the coming decade.  The continued study of gas hydrates on both the field and lab scale is 
necessary to successfully exploit the abundant deposits of gas hydrates in an environmentally 
responsible and economically favorable way.  
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3 Production methods  
This chapter provides an overview of currently proposed gas production methods from marine 
and permafrost hydrate deposits and a literature review of experimental and numerical 
investigation of gas hydrate formation and dissociation in lab scale systems.  
In order to produce natural gas from hydrate deposits the solid Clathrate must be dissociated into 
liquid water or ice and gaseous methane by bringing the hydrate outside of the hydrate stability 
zone (HSZ).  The HSZ is defined by the thermodynamic phase equilibrium pressure-temperature 
relation discussed in chapter 1. There are four basic methods for inducing hydrate dissociation 
for gas production that have been proposed in the literature. Thermal stimulation based 
dissociation causes hydrate dissociation by raising the temperature of the hydrates above the 
hydrate stability zone at reservoir pressures.  Depressurization methods promote dissociation by 
bringing the hydrate formation pressure below the hydrate stability zone at reservoir 
temperatures.  Chemical inhibitor injection causes hydrate dissociation by shifting the 
thermodynamic equilibrium such that the in-situ pressures and temperatures are no longer in the 
hydrate stability zone and thus dissociation occurs.  Gas hydrate exchange processes via CO2 or 
N2 injection rely on the thermodynamic favorability of the replacement gas compared to methane 
in the hydrate form to replace the in-place CH4 hydrate; as well the disequilibrium generated by 
the presence of the guest molecule/replacement gas facilitates CH4 hydrate dissociation.   
There has been much investigation in the thermal and depressurization methods in laboratory 
scale tests (Lee et al., 2010, Rutqvist et al., 2009 ) and a few larger production scale tests at the 
Mallik site as discussed previously (Moridis et al. 2009).  It is generally understood that the 
depressurization method has been the more efficient method of gas production, however due to 
the endothermic nature of hydrate dissociation, 54 kJ/mol of CH4 hydrate dissociated,  thermal 
energy must be added to the formation during depressurization to keep temperatures and thus 
dissociation rates at favorable conditions.  The majority of thermal stimulation tests have been 
conducted via the injection of steam or some heated fluid (Pang et al., 2009) and thus must 
compensate for the inherent losses in transporting heated fluids down the well hole to reach the 
productive reservoir zone.  There has been some work on other methods of thermal stimulation 
such as microwave heating (Dong-Liang et al., 2008), electro-magnetic heaters (Islam, 1994), 
and in-situ combustion (Spangenberg et al., 2011).  Hydrate dissociation rates are governed by 
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one of three factors, kinetics, heat transfer or mass transfer.   Kinetic rates of hydrate dissociation 
are governed by the deviation of fugacity from the equilibrium conditions which is controlled by 
the respective temperature and pressure deviations. (Clarke and Bishnoi, 2001; Englezos et al., 
1987; Kim et al., 1987).  Heat and Mass transfer limitations are a function of the porous matrix 
properties such as thermal conductivity, permeability, porosity and fluid flow patterns.  Due to 
the relatively fast kinetics of hydrate dissociation and the large scale of hydrate reservoirs, 
production rates are expected to be controlled by heat or mass transfer related limitations while 
kinetic limitations can generally be neglected (Pang et al., 2009).   
3.1 Thermal stimulation  
Li et al. (2011) have developed a 5.8 liter pressure vessel with high resolution thermometers to 
test the huff and puff method of thermal stimulation, i.e. cyclic steam injection. This system 
demonstrated the dependence of gas production on initial hydrate saturation and fluid injection 
temperature.  They have observed that lower initial saturation results in higher relative 
production rates due to the increased permeability of the system allowing for greater gas mobility 
and depressurization.  Pang et al. (2009) have studied the dissociation behavior of methane 
hydrate below the ice point in a 10 liter reactor equipped with heated fluid circulation for 
dissociation.  Their research investigated the effect of water injection temperature, hydrate 
saturation, and hot water injection rates on the dissociation rate of methane hydrate.  Their work 
indicated that the main rate determining factors during dissociation are the thermodynamic 
driving forces and heat transfer rates.  They reported a buffered dissociation when the system 
transitions through the water ice point and as well showed the need for thermal stimulation for 
fast dissociation rates even when dissociation pressure is low.   
Jang and Santamarina (2011) have developed a novel production simulation method in which 
volume expansion is used as means to provide insight on both depressurization and thermal 
stimulation production methods. Using fluid expansion and gas propagation in a pore network 
model they reported that gas recovery efficiency is affected by the gas expansion factor, initial 
hydrate saturation and sediment pore size distribution.  The gas expansion factor is highly a 
function of in-situ pore pressure and they found that simulated gas recovery efficiencies were 
higher for systems with greater gas expansion factors, i.e. systems of lower initial pore pressures. 
Their work suggested lower initial pressures found in shallow reservoirs allow greater volume 
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expansion and thus higher recovery efficiencies.  They also report very low gas recoverability in 
sediments with low hydrate saturations in the range of 5-10% even in the conditions of high gas 
expansion conditions. 
Cranganu (2009) has proposed a thermal stimulation gas production method based on the 
concept of a novel down-hole horizontal in-situ combustion scheme.  Based on simplified 
formation properties and basic thermodynamic calculation Cranganu reports very low theoretical 
gas consumption rates ranging from 1.1-1.7% of the gas produced from hydrate dissociation. 
This method proposes the avoidance of additional gas recovery wells by the use of a combined 
combustion chamber and gas collection system using concentric piping and well casings.  
Schicks et el. have initiated the second phase of the SUGAR(Shicks et al., 2011) project which 
utilizes the Large Laboratory Reservoir Simulator (LARS) to conduct thermal stimulation tests 
via the use of an in situ auto-thermal catalytic reactor.  The LARS is equipped with a 600 watt 
catalytic reactor designed to oxidize gaseous methane over a ZrO2 supported 8% Pd catalyst bed 
to provide the primary driving force for hydrate dissociation for gas recovery.  
3.2 Depressurization  
Depressurization has been studied in-depth at laboratory scales in both the bulk phase (Kim et 
al., 1987) and in porous media (Kono et al., 2000; Le et el., 2010; and Tang et al., 2006) which 
have shown promise as a potentially scalable technology that can be adapted for commercial 
production of natural gas from hydrate formations (Moridis et al., 2011).  Tang et al. (2006) have 
investigated scaling effects of depressurization method using an unconsolidated sand pack in a 
medium sized reactor. Their results indicated that hydrate dissociation kinetics are an important 
parameter in small laboratory scale tests, however are negligible on field scale tests where flow 
and heat transport limitations are of much greater importance.  Lee et al. (2010) have studied 
depressurization characteristics in Berea sandstone cores equipped with overburden and 
consolidating pressure at various depressurization conditions.  These experiments demonstrated 
rapid temperature drops at the dissociation front when the degree of depressurization was too 
large; suggesting that if depressurization is too high gas production rates will suffer due to 
hydrate re-formation as the reservoir temperature drops. Bai et el. (2009) have constructed a flat 
plate hydrate reservoir (38cm x 28 cm x 1.8 cm) in which they test gas production via 
depressurization that has been verified with computer simulation.  Results of this study 
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recommended that initial production via depressurization is feasible however secondary stages of 
production may require thermal stimulation or inhibitor injection to assist in production rates due 
to the endothermic nature of dissociation.  
Zhou et al. (2009) produced very unique data using our experimental system regarding the 
observation and explanation of a transition regime during depressurization showing increased 
gas production with a concurrent temperature jump from -1.6 °C to 0 °C.  This observation was 
the first time that this transition regime was experimentally observed, and had been numerically 
predicted by Tsypkin in 2005. The transition regime is explained by the simultaneous production 
of liquid water and ice during dissociation. The liquid water is sub-cooled below 0 °C, when 
some instability is initiated the sub-cooled liquid water instantaneously freezes, releasing 
enthalpy of melting and assisting in further dissociation of hydrate that causes an increased gas 
production rate.  This finding demonstrates the unique nature of our system and its capability to 
produce results that have not been observed on any other experimental apparatus and have been 
numerically verified.  
 
3.3 Chemical inhibitor injection  
Gas hydrate chemical inhibitors have been of interest to the petroleum industry for many decades 
in response to the economic and safety concerns of unwanted gas hydrates forming in transport 
lines (Behar, 1994). Primary interest in chemical inhibitors is focused on the prevention of 
hydrate formation in natural gas lines (Haghighi et al.,  2008; Xiao and Adidharma 2009; and 
Heidaryan, 2010) and more recently for the use as a gas production method from hydrate bearing 
formations (Li, 2007; Demibras, 2010).  Inhibitors are separated into two categories, 
thermodynamic and kinetic, the former works by shifting the thermodynamic equilibrium curve 
to higher pressure and lower temperatures and the latter by retarding hydrate formation rates 
(Xioa and Adidharma, 2009).  Thermodynamic inhibitors are of more interest for gas production 
methods; however are unfavorable compared to depressurization or thermal stimulation due to 
material costs.  Alcohols, glycols and brine solutions have proven to be the most promising 
thermodynamic chemical inhibitors; however the required concentration of these inhibitors can 
be as high as 50 wt. % and thus becomes economically prohibitive (Lee and Englzeos, 2005).  
The use of chemical inhibitors in the field of gas hydrate seems to fall primarily in the realm of 
flow assurance due to the associated environmental and chemical hindrances. Kinetic inhibitors 
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can be functional at dosages as low as 2 wt%, however are of primary interest for hydrate 
formation inhibition rather than for initiating hydrate dissociation. (Heidaryan et al., 2010)   
3.4  CO2/N2 gas exchange process 
In addition to their promising potential in terms of an energy resource gas hydrates have also 
been proposed as a mechanism for CO2 sequestration.  Pure CO2 hydrate are substantially more 
stable than pure CH4 hydrates at the temperatures and pressure ranges common to natural hydrate 
deposits.   The conversion of bulk methane hydrate into CO2 hydrates is thermodynamically 
favorable at temperatures below 10 °C, as the equilibrium pressure for CO2 hydrate is lower than 
that of CH4 hydrate (Sloan and Koh, 2008).  CH4–CO2 replacement can occur without the 
production of any liquid phase water if the system never leaves the hydrate phase on a macro 
scale (Ota et al., 2005; Baldwin et al., 2009).  The replacement process can also occur by 
complete or partial methane hydrate dissociation and the re-formation of CO2 hydrate from liquid 
phase water and gaseous CO2 via a rearrangement of participating molecules. 
Several researchers have demonstrated the exchange process of replacing CH4 hydrate with CO2 
hydrates in both the bulk phase and in porous media systems. (Ota et al., 2005; Hirohama et al., 
1996).  Hirohama et al. reported a 15% conversion of a 24 mol bulk CH4 hydrate sample into 
CO2 hydrate over a period of 800 hours.   On a smaller scale, Lee et al. (2003) investigated the 
hydrate exchange process in porous silica gel using powderized hydrate particles and liquid CO2 
injection.  They reported the conversion of 50% of CH4 hydrate into CO2 hydrate.    Baldwin et 
al. (2009) have shown the spontaneous conversion of CH4 hydrate in porous media by liquid CO2 
injection at 4 °C and 8.27 MPa using MRI imaging data.  Their experiments confirmed that no 
hydrate dissociation occurred during the exchange.   Shicks et al. (2011) have produced Raman 
spectroscopic and XRD results for the forward and reverse exchange process of CH4-CO2 with 





and Raman analysis respectively, they have reported a 20-50% conversion from CH4 to CO2 
hydrate after 115 hours of continuous CO2 gas exposure.   
The extent of CO2-CH4 exchange is limited by the fact that the molecular diameter of CO2 is 
slightly larger than the small cage (5
12
) diameter of the sI cage.  The molecular diameter to cavity 
diameter ratio of CO2 is 1.00 for the small cage and 0.834 for the large cage. (Sloan and Koh, 
2008) The ratio for methane molecules is 0.855 and 0.744, for the small and large cages 
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respectively, and 0.804 and 0.7 for Nitrogen, respectively.  Park et al. (2008) have used Raman 
spectroscopy to investigate the degree of exchange between CH4 hydrates when exposed to CO2 
and N2 replacement molecules.  They reported that when pure CO2 was used as a replacement gas 
64% of the methane was recovered from the pure methane hydrate by CO2 swapping.  More 
interestingly were results showing that 85% of methane molecules were recovered when a binary 
mixture of 20 % CO2 and 80% N2 was used as the replacement gas.   This enhanced replacement 
behavior can be explained by looking at the ratios between guest molecule diameter and cavity 
diameter.  Because nitrogen has a similar molecular diameter to methane, 4.1 Å compared to 
4.36 Å (Sloan and Koh, 2008), the N2 can more easily replace the CH4 in the small 5
12
 cage of SI 
hydrates when compared to CO2 whose diameter just barley fits inside the small sI small cage. 
(Youngjune et al., 2008)    
Dornan et al. (2007) used classical molecular dynamic numerical simulations to investigate the 
stability and degree of conversion of CH4 hydrate to mixed CO2/CH4 and mixed CO2/N2/CH4 
systems.  The overall free energy of substitution was used to determine the extent of hydrate 
conversion, they showed that the structure I hydrate with CH4 in the 5
12





 was the most stable and that CO2 will spontaneously replace the CH4 in the large cages of 
sI hydrates leading to a replacement efficiency of 75%.  They also reported that N2 guests do not 
compete directly with CO2 during methane substitution and the overall free energy of N2 filling a 
small cage has a positive free energy, indicating that a more complex exchange mechanism may 
be occurring to allow for N2 to fill small cages in SI CH4 hydrate exchange processes.    
The injection of CO2 into hydrate bearing sediments is susceptible to injectability problems 
resulting from the low permeability inherent to porous media in conditions of high hydrate 
saturation.  Combined with the potential for rapid CO2 formation during pressure build up, pore 
plugging is an area of concern for industrial scale CO2 sequestration in hydrate reservoirs.  
(White et al., 2011, 2009)  If initial permeability is too low to allow for sufficient gas movement 
away from the injection well, pressure will rise, increasing the driving force for CO2 hydrate 
formation and potentially secondary CH4 hydrate re-formation that could further limit 
permeability and effectively clog the well.  It has been suggested in literature, based on 
numerical simulations, that CO2 injection be preceded by a depressurization period to enhance 
initial injectability (White, 2008).  An additional method to improve CO2 injectivity is suggested 
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via the addition of a heat source during injection in order to avoid premature CO2 formation and 
additionally assist in dissociation of in-place CH4 hydrate was suggested by White et al. (2009) 
Interest in gas hydrates as a fuel resource is substantial and of particular interest to nations with 
limited conventional hydrocarbon reserves and those with a focus on alternative gas resources. 
Research on natural gas production from hydrate deposits has sparked multi-national 
collaborations around the globe with partners such as the US Department of Energy (DOE), 
ConocoPhillips and the Japan Oil, Gas and Metals National Corporation.  This partnership has 
most recently completed the first successful field demonstration of gas extraction from 
permafrost hydrates via the injection of a CO2-Nitrogen blend on the Alaskan North Slope.  A 
separate Japanese government supported hydrate research program (MH21) together with 
industry and academia has demonstrated field scale hot water injection and depressurization in 
the first and second onshore hydrate production tests (2002, 2008). In addition they have 
developed exploratory test wells in the Nankai Trough area and have plans for deep water 
production tests during Phase Two of the program.  Germany and South Korea have developed 
gas hydrate research programs SUGAR and Gas Hydrate R&D Organization in which deep 
water production tests are proposed. 
While the potential for large scale, distributed production of natural gas from these hydrates 
exists, the development is comparatively immature when considering the history of conventional 
gas production.  It is anticipated this will change as conventional extraction technology is 
migrated and adopted to hydrate gas recovery.  Currently the cost and complexity of large scale 
production tests, however, are high.  Therefore, laboratory scale production tests are needed to 
supplement and guide the larger scale field tests to determine economically and technically 
feasible production methods while providing some fundamental understanding.   
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4  Experimental  
This chapter presents a detailed view of the experimental systems used in this work.  The three 
systems discussed are the small scale optical cell [SSOC], the large scale hydrate vessel 
[LSHV], and the large laboratory reservoir simulator [LARS].  Results from hydrate formation 
experiments, thermal stimulation production tests are presented.  
4.1 Materials and methods  
The experimental work conducted in conjunction with this project has encompassed a range of 
laboratory systems of various scales and reactor design.  Three primary systems were used to 
investigate both the formation and dissociation of gas hydrates in porous media environments in 
simulated permafrost and sub seafloor conditions.  The three apparatuses used in this work are 
discussed in detail in the following section and are referred to as: 1) Small Scale Optical hydrate 
Cell [SSOC], 2) Large Scale Hydrate Vessel [LSHV] and 3) LArge laboratory Reservoir 
Simulator [LARS].  The LARS and SSOC systems were designed by and in current use with Dr. 
Schicks and her research group at the German Research Centre for Geosciences Section 4.2, 
Inorganic and Isotope Geochemistry located in Potsdam, Germany.  The work discussed in the 
following sections pertaining to these two systems was conducted in conjunction with the 
SUGAR project on location in the High Pressure lab in Building D of the GFZ in Potsdam, 
Germany.  The experiments conducted in the LSHV system were split between two locations.  
Heating and depressurization tests were conducted in the LSHV at Columbia University in the 
City of New York, upon completion of these experiments the system was disassembled, moved 
and re-built in the chemical engineering department of the City College of New York for the 
study of CO2-CH4 gas hydrate exchange. 
4.1.1 Small Scale Optical Cell [SSOC]  
The SSOC unit was designed to investigate the kinetics and behavior of gas hydrate formation 
and dissociation via in-situ Raman Spectroscopy and visual microscopy. The system consists of a 
small scale, high pressure cell with an internal volume of 1.3 ml. A technical sketch of the 
pressure cell is shown in Figure 4-1. 




Figure 4-1 Technical sketch of SSOC 
Along the central axis of the cylindrical pressure cell a small resistive heating element (100 Ohm 
resistor) is installed to provide electrical heating during dissociation experiments. The cell is 
constructed from a single stainless steel plate, and is fitted with a 1.3 cm diameter quartz glass 
window on upper side of the cell. The lower side of the cylindrical cell consists of a 
polycarbonate window bored through and sealed with the positive and negative leads to the 
resistive heating element. The sample cell body has an internal water-glycol flow loop that 
provides the necessary cooling and keeps the entire cell at the desired set-point temperature. The 
water-glycol flow is controlled using a temperature control bath with a controlled outlet 
temperature. The pressure cell is fitted inside an insulating shell that keeps the system at the 
constant set point temperature and minimizes heat transfer to ambient room conditions during 
experiments. The unit can be operated between -27 and 80 C° and can withstand pressures up to 
10 MPa. The cell is equipped with three Omega T type thermocouples, labeled TC1, TC2 and 
TC3 with an uncertainty of ± 0.5 C°, located at 0, 0.3 and 0.6 cm from the heater surface, 
respectively, as shown in Figure 4-2.  










Figure 4-2 Photograph of thermocouple locations in SSOC 
System inlet and outlet pressure is monitored with two Hottinger Baldwin Messtechnik P3MB 
pressure transducers with a relative tolerance of ± 0.01% FSO. The pressure cell can be operated 
with or without a continuous gas/fluid flow. Flow into and out of the system is measured using a 
F230-FA-11-Z Bronkhorst gas flow meter.  Figure 4-3 presents a schematic drawing of the 
system displaying instrument location and flow paths. The SSOC was designed to facilitate 
visual observation during the process of hydrate formation, dissociation and gas exchange 
processes.  In addition to visual microscopic observation the SSOC is also equipped with in-situ 
Raman spectra capabilities that can be taken with a confocal Raman spectrometer (LABRAM, 
HORIBA Jobin Yvon) equipped with an external 100 mW diode-pumped solid-state (DPSS) 532 
nm wavelength laser. Calibration of the unit is done using silicon (521 cm
-1
) and diamond (1332 
cm
-1
) samples with known peak locations.  Microscopic imaging up to 50 X magnification for 
visual observation during formation, dissociation and exchange processes is used to investigate 
formation and dissociation behavior. 




Figure 4-3 SSOC experimental schematic and flow diagram 
4.1.2 Large Scale Hydrate Vessel [LSHV] 
 The Large Scale Hydrate Vessel was designed in house at Columbia University for the 
investigation of hydrate formation and dissociation via thermal and depressurization based gas 
production methods.  The system has been adapted for this work to allow for the investigation of 
CO2–CH4 gas hydrate exchange behavior in addition to further investigate thermal stimulation 
gas production methods.  The LSHV consists of a high pressure reaction vessel with an internal 
volume of 59.3 liters that can be filled with various types of unconfined sediment samples such 
sands, muds, gravels or glass beads.  Figure 4-4 presents a schematic diagram of the LSHV 
highlighting instrumentation location and gas/fluid flow paths.  
The design of the reactor took into consideration the capacity required of the apparatus to reach 
the requisite pressure and temperature for CH4 and CO2 hydrate formation. The lowest condition 
of interest is the quadruple phase point which is 271 K and 1.05 MPa for pure CO2 hydrate.  For 
the CO2–pure water system, the temperature and pressure range is bounded by ice-hydrate-vapor 
and water-hydrate-CO2(l) at 273 K and 1.256 MPa or 283 K and 4.49 MPa respectively (Sloan, 
1998). Therefore the design temperature range was chosen from 270 K to 288 K, whereas the 
pressure range was designed to be capable of reaching 15 MPa.  As shown in Figure 4-5, the 
apparatus is a high-pressure vessel with a 59 liter interior volume that can be used to examine 
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physical and thermal processes affecting the formation and dissociation of methane hydrates.   
Currently it is one of the largest of its kind in the world and has the ability to realistically 
measure hydrate decomposition while maintaining controlled matrix conditions, such as constant 
far field temperature that exists in the naturally occurring hydrate reservoirs, and approximating 
realistic field aspect ratios. 
 
Figure 4-4 LSHV schematic diagram 
The apparatus is fabricated from 316 stainless steel to avoid corrosion and withstand the high 
stresses associated with the necessary pressure of hydrate formation at the temperatures of 
interest. The cylinder body provides an internal diameter of 0.348 m and length of 0.914 m. The 
wall thickness is 0.03 m. End plates of 0.05 m thickness sitting on 0.0125 m lips inside the 
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reactor have ¼ inch ports to connect the gas delivery lines and instrumentation.  Two threaded 
collars are attached on both ends of the cylinder securing the end plates. Calculations using the 
Clavarino equation (Lingaiah, 1994) show the vessel is capable of withstanding a 15.8 MPa 
internal pressure. The system has been hydraulically tested to 13.8 MPa.   
 
Figure 4-5 Photograph of LSHV 
The manifold was constructed from 316 stainless steel ¼ inch tubing with Swagelok - NPT 
fittings (SS-400-1-6).  Twenty-four (24) radially spaced 3/8-16 bolts are tightened to sixty 
Newton-meters, via a torque wrench, providing the necessary sealing force between the end plate 
and the cylinder lips.  The top and bottom plates of the reactor are fitted with 5 and 4 injection 
ports, respectively, that allow for the charging and discharging of the system.   
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4.1.2.1 Instrumentation  
A custom designed cartridge heater (Hotset CU375), used to simulate the in-situ combustion 
process, is inserted into the reactor through the center 3/8
th
 inch port.  Two of the four remaining 
ports are equipped with four 
1
16
 inch Omega K type(ungrounded) thermocouples inserted through 
a high pressure Conax Buffalo fitting (MHC4) into different depths in the reactor.  Table 1 
provides a summary of instrumentation location relative to the top central port of the system, 
where r is the distance from the central axis of the pressure vessel and Z is the distance 
downward from top of the reactor top plate.   

























C1 2" 3 3/8" B1 0 34" T1 4" 6 1/4" 
C2 2" 12 3/4" B2 0 29" T2 4" 12 3/4" 
C3 2" 14 3/4" B3 0 24" T3 4" 18 1/2" 
C4 2" 18" B4 2" 24" T4 4" 22 1/4" 
A pressure release valve (SS-R3D) and a TransMetric P100 pressure transducer, (P1) are inserted 
in the two remaining end plate instrumentation ports to monitor the headspace pressure and allow 
for automatic depressurization in the case that pressures exceed the systems rated capacity.  A 
second TransMetric P100 pressure transducer (P2) is installed on the gas sampling port that is 
inserted 0.01 m radially outward from the heating cartridge. Pressure transducer P2 measures 
pressure within the matrix at the gas sampling port and can be used to verify the hydrostatic 
pressure gradient developed in the matrix.  A third TransMetric P100 pressure transducer (P3) 
measures the CO2 injection pressure prior to the injection port.  
Figure 4-4 shows a schematic drawing of the experimental apparatus. The reactor is filled with 
quartz sand grains with a mean particle diameter of 517 µm, Figure 4-6 shows the particle size 
distribution of the quarts sand sediment as measured via a laser diffraction measurement system 
(LSTM 13320 MW, Beckman Coulter, Inc.) 




Figure 4-6 Particle size distribution of LSHV sediment  
The sediment is packed in the reactor such that there is a small 3 cm head space above the 
sediment that is void of any matrix material to allow for accumulation of the gaseous phases 
(CH4 or CO2) that pressurize the reactor. The head space also provides room for volume 
expansion resulting from hydrate and ice formation and matrix relaxation which assists in 
reducing non-uniform stress on the cylinder wall.  Deionized water is added to the reactor to 
saturate the sand to the desired initial water saturation; typically water saturations of 40-50% 
pore volume achieve fully wetted sand, i.e. all sand grain surfaces are coated with a thin film of 
water. Methane gas used in the experiment is 99.997% UHP grade from Techair. Industry grade 
compressed air is used for pressurization and leak tests.   
Omega K type thermocouples (TJ36) are placed in the reactor as shown in Figure 4-4. Head 
space and sample port gas concentrations are continuously monitored via a GOWMAC 20-150 
Binary TCD gas analyzer that is periodically calibrated with an Agilent 3000 Micro GC. 
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To avoid the non-uniform boundary temperature effects commonly produced in a water-jacketed 
design, the entire apparatus is placed in a refrigerator manufactured by KOLPAK (Model 
PR195MPD208). The cold room is 1.8 m wide by 2.4 m long with a 2.3 m ceiling and has a 2 m 
x 1.5 m door for access to the interior. The exterior and interior surfaces are constructed of 26 
GA stucco galvanized sheet. The wall panel is 10 cm thick, 100% foamed in place non-CFC 
urethane foam. The cooler operates between -4 to 20 
°
C, suitable for both methane and carbon 
dioxide hydrate formation. The compressor (hermetic 2HP) and condenser units use R22 as 
refrigerant. The power supply is 208-230 V/60Hz three-phase main. 
The rate of gas injection into the pressure vessel is monitored by two mass flow meters (Omega 
FMA-873A-V) calibrated for CH4 and CO2 flow rates of 0-50 standard liters per minute [SLPM].  
When the gas injection rate is lower than 1 SLPM the flow is controlled by Aalborg GFC17 gas 
flow controllers with ranges from 0-1000 ml/min and 0-200 ml/min. The mass flowmeters are 
installed in parallel to allow simultaneous injection of various CH4-CO2 and CO2/N2 gas mixtures 
into the sand matrix.  The delivery pressure is controlled by means of a cylinder regulator 
(Concoa) on the gas cylinder. The thermocouples, pressure transducers, flow meters and the 
binary TCD are connected to an Omega USB Data Acquisition Module (OMB-DAQ-56) capable 
of 1 Hz data collection. Personal DaqView
TM
, graphical data acquisition software is used to 
monitor and record the temperature, pressure, flow rate and concentrations at desired time 
intervals. 
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4.1.3 LArge laboratory Reservoir Simulator [LARS] 
The Large Laboratory Reservoir Simulator (LARS) is one of the largest laboratory scale hydrate 
reservoir simulators currently in existence.  The LARS is located at the GFZ in Potsdam, 
Germany in use as part of the SUGAR project used to study down-hole catalytic combustion of 
methane as a method of thermal stimulation based gas production from hydrates.   The system is 
composed of 4 major subsystems: 1) Pressure vessel housing confined sediment sample 2) 
Pressure generation system 3) Vessel temperature control system and 4) the pore fluid gas 
charging system.   The pressure vessel is rated to 25 MPa with an inner diameter of 600 mm and 
a depth of 1500 mm.  The sediment sample, in this case quartz sand, is housed in a neoprene 
jacket fitted with a stainless steel bottom containing the pore fluid inlet ports used for fluid 
charging of the sediment.  Figure 4-7 presents an overview of the four major sub-systems of the 
LARS unit. 
 
Figure 4-7 Schematic and flow path diagram of LARS system showing 4 major components (Shicks et al. 2011b) 
A top view of the of the neoprene jacket holding the sediment sample is shown in Figure 4-8. 
When the system is assembled the jacket is enclosed on the top with a perforated stainless steel 
plate supported with a large stainless steel collar as shown in Figure 4-9.  The neoprene jacket 
system provides a confining pressure on the sediment sample to simulate the grain-grain stresses 
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that exists due to the nearly 600 meters of overburden in natural oceanic hydrate deposits. The 
confining pressure is realized via a water glycol mixture used as pressure and heat transfer 
medium.  The confining pressure is set at 14 MPa, while the pore pressure is maintained at 8 
MPa.  The confining pressure and pore pressure can be increased during hydrate formation 
processes to elevate the driving forces for hydrate formation in order to speed up the formation 
process.  
The pressure generation system provides and controls both the confining fluid pressure as well as 
the pore pressure inside the sediment sample.  The system consists of three 3 high pressure 
syringe pumps that are capable of operating in a continuous flow mode or a constant pressure 
mode.  The pore fluid and sediment temperature control system is operated through moderating 
the temperature of the water glycol pressure medium mixture via an external heat exchanger, the 
confining fluid is kept at the set point pressure while it passes through a tube heat exchanger 
driven by a mechanical gear pump.   The low pressure side of the heat exchanger is mediated 
with a 510w UNISTAT chiller rated at a heating/cooling power of 6kW that provides the 
necessary cooling to keep the sediment and pore fluid at the desired temperature.    
 
Figure 4-8 Top view of LARS sediment sample in neoprene jacket 
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The LARS system, unlike the SSOC and the LSHV system, is designed to simulate marine sand 
environments.  The system is operated in a brine water dominated system such that during 
hydrate formation and pre-test conditions no gas phase methane exists in the pore space, i.e. all 
methane is either in the dissolved phase or hydrate phase.     
 
Figure 4-9 Side view of sediment sample 
The system is instrumented with 14 Pt100 temperature sensors used to record the heat front 
movement through the system during thermal stimulation production tests.  Figure 4-9 shows a 
picture of the sediment sample volume surrounded with the neoprene jacket and supported via an 
aluminum shell, locations of the Pt100 sensors are presented in Figure 4-9.   
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The LARS system is part of a larger research project SUGAR, in which the end goal is in-situ 
catalytic combustion of methane as a means of thermal stimulation operating such that the 
methane is to be provided via an in-situ exchange membrane from the hydrate deposit to the 
catalytic reactor.  The heating element in the LARS system is designed as a counter current 
catalytic reaction chamber.  Figure 4-10 shows a cutaway of the reactor design.  
 
Figure 4-10 Counter current catalytic reactor(Schicks et al. 2011b) 
The catalytic reactor used in LARS is designed to operate in an autothermal reaction regime in 
which CH4 and oxygen are auto-thermally combusted over a Pd/Pt coated alumina catalyst bed.  
The reactor has a total length of 457 mm and an outer diameter of 40 mm.  The shell is machined 
from a Ni-based alloy with a thickness of 4 mm(ThyssenKrupp VDM).  This material is rated to 
withstand 25 Mp in brine environments at temperatures up to 873 K.  In order for the system to 
operate auto thermally it is necessary to pre-heat the catalyst bed to overcome the necessary 
activation energy for CH4 combustion.  The startup procedure utilizes a H2/O2 flow through the 
system which achieves light off at ambient temperatures in the system.  When the system has 
reached sufficient temperature [200 °C] the fuel stream is gradually transitioned from a H2 to 
CH4 flow via a set of quarter turn valves.    
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4.2 Hydrate growth in small and large scale laboratory systems   
Synthetic gas hydrates can be formed through a number of different methods in the bulk phase 
and in both confined and unconfined porous media. Gas hydrates that occur in natural 
environments form over timescales that are orders of magnitude greater than those of laboratory 
generated hydrates.  Lee and Collet (2001) have investigated hydrate characteristics of core 
samples from the Mallik site in northern Canada and have suggested hydrates form in a pore 
infilling method as opposed to grain cementing.  The method in which hydrates are grown affects 
their pore occupying characteristics and subsequently heat and mass transport characteristics of 
the system (Winters et al., 2004, Rees et al., 2011).  When hydrates are grown using the gas 
invasion method, or more generally gas rich systems, the hydrate tend towards grain cementing 
type hydrates (Waite et al., 2004, 2002).  When hydrates form from methane saturated water, or 
water rich systems the hydrates are of the pore filling type (Tohidi et al., 2001).  The growth of 
hydrates from gas rich systems can be an order of magnitude faster than water saturated systems. 
Hydrate formation in the bulk phase and porous media has been extensively studied. Many 
researchers have investigated formation characteristics and behavior as a function of initial 
porous media conditions in an effort to better understand formation morphologies and the 
repeatability of hydrate formation in laboratory systems (Tohidi et al., 2001; Riestenberg et al., 
2003; Prasad et al. 2012). Zhao et al. (2012) have investigated hydrate formation and 
dissociation behavior in a 5 liter reactor via the thermal dissociation method. Three hydrate 
dissociation steps were observed during thermal stimulation that were influenced by heat transfer 
in both the sediment and the reactor walls. They reported that a greater dissociation temperature 
resulted in larger temperature gradients in the radial direction of their reactor and it was observed 
that hydrates dissociated in a homogeneous manner. They also observed two stages of hydrate 
formation: hydrate first forming at the surface of the reactor walls and then developing within the 
reactor. Hydrate forms at the surface of the reactor first as heat can be conducted away rapidly 
via the high thermal conductivity of the steel walls. When heat is also conducted out of the 
sediment the hydrate begins to form in the middle of the reactor as the exothermic release is 
removed from the system and the system enters the HSZ.  
Riestenberg et al. (2003) formed hydrates from water and CH4 with and without additional 
sediments in a large volume (72 L), temperature controlled pressure vessel. They observed that 
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even low concentrations of suspended particles (200 mg/L) have a significant effect on the 
hydrate formation process in terms of largely decreasing the necessary over pressurization for 
hydrate formation.  Rees et al. (2001) studied hydrate formation in laboratory compacted sand 
samples and natural sediment cores. They reported hydrate formation from samples with initial 
water saturations of 0.59 and 0.75 and a water conversion rate to hydrate of 70%. Hydrate 
formation was observed within ten minutes of the system entering the hydrate stability zone 
during a pressurization process. Hydrate formation reported by Rees et al. did not form in the 
same morphology between multiple tests, displaying non-repeatable behavior and indicating 
non-homogeneous and partially stochastic formation behavior. They reported correlation of 
hydrate forming preferentially in areas where there was lower initial water saturation. Stevens et 
al. (2008), Klapproth et al. (2007) and Bagherzadeh et al. (2011) have all reported hydrate 
formation occurring more rapidly in sandstone cores with lower initial water saturation and 
further Bagherzadeh suggested that two step hydrate formation can depend on initial water 
saturation conditions.   
Multi stage hydrate formation caused by hydrate film formation has been reported several times 
in the literature where periods of minimal or very slow formation are followed by a ‘punch 
through’ event in which previously entrapped water is exposed to CH4 gas and the diffusion 
limited regime is eliminated. (Linga et al., 2009 and Kneafsey et al., 2007)  Jin et al. (2012) have 
reported visual confirmation of the two step hydrate formation and shell growth phenomena of 
hydrate formation in porous media. They observed hydrate formation over a 1000 minute period 
and recorded two discrete formation events. The first occurring just minutes after pressurization 
and the second about 200 minutes into the formation process. The initial discrete formation event 
resulted in 25% water conversion and the second event increased the water conversion to 42% 
followed by a slow rise to an end conversion of 50%. They suggest hydrate forms as a film at the 
interface between the gas and water phase as suggested by Linga et al, 2009 and Kneafsey et al, 
2007 however none have attempted to quantify the formation rates in the different regimes.    
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4.2.1 SSOC hydrate formation process  
Prior to each hydrate formation process the sample volume is filled and tightly packed with 250-
500 micron spherical glass beads that are used to simulate the porous media environment. The 
glass beads are prepared to the desired water saturation by placing 15 grams of glass beads in a 
clean dry glass vial and adding the necessary mass of water to reach the specified initial pore 
volume water saturation (Swi). The water/bead mixture is then mixed vigorously until the 
sediment has a visually homogeneous water distribution. Experiments with initial water 
saturations of 60% or greater tend to experience draining effects as the water will accumulate at 
the lower portions of the sediment. Once the wetted glass bead mixture has been prepared the 
sample cell is filled, packed and sealed while the sample cell is kept at the set point temperature 
of 1.5 – 2 °C. The mass of partially saturated glass beads placed in the cell is measured with a 
digital balance to determine the mass of water in the system. Based on the known water 
saturation, glass and water density, the mass of water available for hydrate formation in the cell 
is determined. After the cell has been sealed and the bead pack has reached thermal equilibrium 
with the sample cell walls, typically 1-2 °C, the cell is briefly purged and then pressurized with 
methane gas over a 60 second period to the pressure set point of 61 bar. When the pressure in the 
cell reaches 61 bar the inlet valve is closed, creating a closed and fixed volume system. In all 
formation tests the cell pressure immediately begins to decrease due to conversion of water and 
CH4 gas to hydrate. The formation process has been investigated for initial water saturations of 
21%, 41% and 60% of the pore space volume and is discussed in the following sections. 
The observed hydrate formation exhibited three distinct hydrate formation regimes with two 
discrete formation events occurring. Discrete and multi stage hydrate formation events have been 
observed  in porous media by several researchers (Klapproth et al., 2007, Linga et al., 2009, and 
Bagherzadeh et al., 2011) and are generally attributed to a break through event that exposes free 
water to gaseous hydrate formers. It has been suggested that an initial rapid growth rate is 
associated with hydrate film formation at the interface between the CH4 gas phase and the liquid 
water, this film subsequently barricades remaining free water from methane gas thus creating a 
diffusion limited system. The formation regime that occurs after the initial rapid formation is 
mass limited and is likely controlled by the slow diffusion of methane from the gas phase 
through the hydrate shell (Turner et al., 2009). 
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The second discrete event is attributed to shell breakage or cracking which exposes the trapped 
free water and allows a more rapid hydrate formation to proceed that is no longer diffusion 
limited (Jin, Konno, and Nagao, 2012). In all of the formation experiments conducted in this 
study a rapid initial hydrate formation period was observed immediately following 
pressurization. This initial hydrate formation period, referred to as stage I formation consistently 
exhibited the highest formation rates of all the formation events. The rate of methane conversion 
to the hydrate phase during the first discrete formation period averaged between 5-8 x10
-7 
mol/sec for all 10 formation tests, with peak initial formation rates reaching as high as 4 x 10
-6
. 
Table 2 shows the formation rates for the different stages of formation for three different initial 
water saturations. The values shown in Table 2 represent the best linear fit for the slope of the 
discrete formation periods, identified as stage I in Figure 4-11. Although the pressure decrease 
approaches a linear decline the formation rate is significantly higher at initial nucleation events 
and as such the peak formation rates can be an order of magnitude larger than the average 
formation rates for that regime, i.e. the initial formation rate displays exponential trends.  
Table 2 Hydrate formation rates for various initial water saturation conditions, corresponds to 
Figure 4-13– Figure 4-15 
Initial water 
saturation 
Mean hydrate formation rate [mol/second] 
Stage I Stage II Stage 
III 
Stage IV 
21% 3x10-7 3 x10-9 - - 
41% 4 x10-7 3 x10-8 2 x10-7 2 E- x10-9 
60% 3 x10-7 7 x10-9 7 x10-8 3 x10-9 
Figure 4-11 shows the pressure reduction during hydrate formation for 6 of the 10 experiments 
listed in Table 2. As hydrate formation progress forward in time the system pressure is reduced 
as gas is converted to hydrate. The rate of the change in pressure is used to determine the rate of 
CH4 gas consumption from the gas phase to the hydrate phase. On the left ordinate of Figure 
4-11 the pressure, in bars, is plotted against time from the initial pressurization on the X axis. 
Two separate formation tests are shown for each of the initial water saturations tested (21%, 41% 
and 60%). The solid lines represent formation of hydrate from an initial water saturation of 21%, 
single dashed lines show Swi of 41% and dash-dot lines show Swi of 61%. Figure 4-12 shows 
the complete formation period, for up to 80 hours as required for the 60 % Swi experiments, and 
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is simply a broader scale view the data presented in Figure 4-11. The three stages of hydrate 
formation are outlined in Figure 4-11 with stage I being the initial and rapid decline in pressure, 
stage II is the much slower decline in pressure that is followed by another rapid pressure decline 
indicating stage III formation. No stage III formation regime was observed for test series one 
(Swi 21%).  Stage IV is the final stage of formation that occurs after the second discrete 
formation period and is the slowest formation regime and likely diffusion limited.  
 
Figure 4-11 System pressure during first 12 hours of hydrate formation for 21% (solid lines), 41% (dashed lines) and 
60% (dot dashed lines) initial water saturation with annotated formation regimes (stage I-IV) 
The second hydrate formation regime observed, hereafter referred to as stage II, was two orders 
of magnitude lower than both stage I and stage III formation rates, as summarized in Table 2. 
Stage II formation is shown in Figure 4-11 which is the region after the initial steep decline in 
pressure. For test series 2, shown with single dashed lines in Figure 4-11 the stage II begins 1 
hour after pressurization and lasts for roughly 2 hours before hydrate formation rates increase 
again into stage III. The stage II formation regime for test series 3 (60% Swi) occurs later in the 
formation process and lasts significantly longer than that observed in test series 2 (41% Swi). 
Stage II was observed to last for 11 hours in experiment (3-c) and 35 hours in experiment (3-d), 
as can be seen in Figure 4-12. The rate of formation during stage II ranged from 2.95 x 10
-9 
mol/sec for test series 1 (21% Swi) to 2.22 x 10
-9 
mol/sec for test series 2 (41% Swi), test series 3 
(60% Swi) had a formation rate of 2.76 x 10
-9 
mol/sec. The third formation period, stage III, is 
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the second rapid and discrete formation event which occurs at 11 and 35 hours for test series 3 
and happens much earlier at about 3-4 hours for test series 2 and is not observed in test series 1.   
 
Figure 4-12 System pressure during full hydrate formation for 21% (solid lines), 41%(dashed lines) and 60%(dot dashed 
lines)  initial water saturation with annotated formation regimes(stage I-IV) 
The trends in hydrate formation observed for the three initial water saturation conditions behaved 
in a repeatable manner in terms of trends and formation rates, however the onset and duration of 
stage II and stage III formation were somewhat stochastic. Formation proceeded more rapidly at 
the initial stages for the lower water saturation than it did for higher water saturations. In all tests 
the range of water conversion to hydrate over the duration of the test was between 70-80%, the 
extent of formation in each stage differed for differing initial water saturations. 
Figure 4-13 through Figure 4-15 show both the pressure and formation rate during three 
representative hydrate formation experiments for systems with 21%, 41% and 60% initial water 
saturation (Swi) respectively. Plotted on the left ordinate is the formation rate in log scale in 
units of moles of CH4 gas consumed per second, the right ordinate shows the system pressure and 
the horizontal axis is time in units of hours.   




Figure 4-13 Hydrate formation rate [mol/sec] (left ordinate) and system pressure [bar] (right ordinate) for 21% initial 
water saturation 
 
The initial water saturation effects the proportion of total water converted to hydrate via the stage 
I formation period. The initial hydrate formation (stage I) accounted for between 5-11.5 % 
hydrate pore volume saturation for all test conditions.  The lowest saturation tests did not 
demonstrate significant stage II formation and displayed no stage III formation regime. The first 
region of hydrate formation, here referred to as stage I, as annotated in Figure 4-11, accounted 
for 11.5%, 9% and 5% of pore volume saturation for tests starting with initial water saturations 
of 21%, 41% and 60% respectively. Thus, the lower the initial water saturation the greater the 
amounts of hydrates that form during the initial stage I period. Literature has shown via 
Magnetic Resonance Imaging (MRI) data that hydrate formation occurs more rapidly in 
sediments with lower initial water saturations (Bagherzadeh et al., 2011).  




Figure 4-14 Hydrate formation rate [mol/sec] (left ordinate) and system pressure [bar] (right ordinate) for 41% initial 
water saturation 
 
For the lower initial water saturation experiments stage I formation accounted for 60-75% of the 
total hydrate formed whereas for test series 2 (41% Swi) and series 3 (60% Swi) the stage I 
accounted for 21% and 8% of total hydrate formed, respectively. The rate of hydrate formation 
during stage I formation produced higher initial peak formation rates for samples with 21% Swi 
compared to the two experiments with higher water saturation, as can be seen from the formation 
rates shown via hollow squares in Figure 4-13-Figure 4-15. The amount of hydrate formation in 
the stage I regime was correlated to initial water saturations, and proceeded for a longer duration 
and thus reached greater hydrate saturations for tests with lower initial water saturations. 




Figure 4-15 Hydrate formation rate [mol/sec] (left ordinate) and system pressure [bar] (right ordinate) for 61% initial 
water saturation 
4.2.2 LSHV hydrate formation process  
For all experiments conducted in the LSHV the hydrate is formed in the pore space of 
unconsolidated quartz sand via means of methane gas invasion of sub-saturated water wet sand.  
Prior to the hydrate formation process the sand is partially saturated with pure deionized water to 
50% by volume and the system is cooled to a temperature of 2.5 °C.  When the entire system has 
equilibrated at the temperature setpoint methane is injected into the sand pack through 4 ports in 
the bottom of the vessel. Gas percolates upwards through the sand, occupying both the sediment 
pore space and the 1.4 liter head space above the sand.  The flow of methane is set at 20 standard 
liters per minute (slpm) and continued until the system reaches a pressure of 5.4 MPa at which 
point the inlet valves are closed. The onset of hydrate formation is indicated by a rapid 
temperature increase in portions of the sand pack as a result of exothermic hydrate formation 
accompanied by a decline in system pressure.  Thermocouples typically record a temperature rise 
between 1-5 °C depending on location and rate of hydrate formation, indicating non-
homogenous hydrate growth distribution.  Representative data is shown in Figure 4-16 and 
Figure 4-17 depicting hydrates formation and return to equilibrium temperature, respectively. 




Figure 4-16 Temperature & Pressure response during CH4 injection in LSHV 
Figure 4-16 displays the recorded temperature (on the left ordinate) and pressure (right ordinate) 
as a function of time in hours (abscissa) during the initial gas injection, the grey rectangle in the 
left hand corner shows the locations of thermocouples marked with black stars with abbreviated 
labels (bottom 1=B1, Center 1=C1, etc.). The temperature recorded at locations C2 and C3 (open 
circles and cross symbols, respectively) initially track together with the rest of the system until 
about 0.35 hours where they begin to diverge from baseline temperatures of the entire sand pack.  
This divergence signals the commencement of exothermic hydrate formation. The 3-4 degree 
temperature increase occurs when the pressure has sufficiently entered the hydrate stability field 
and hydrate formation becomes thermodynamically favorable.  The energy released during 
hydrate formation causes an increase in the local sediment temperature where the hydrate is 
forming as well as increasing the temperature in neighboring sediment regions where hydrate 
may not be forming.  The temperature gradient created from the exothermic hydrate formation 
promotes heat transfer to areas of lesser hydrate growth that are at lower temperatures.  A simple 
energy balance assuming an adiabatic volume of sediment in which 10% of the pore space water 
is converted to hydrate results in a sediment/water/hydrate temperature rise of 7.7 °C.  The 4 °C 
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temperature rise observed in Figure 4-16 indicates that a portion of the released enthalpy is 
conducted away from the region where hydrate is growing and into the cold room resulting in ~ 
1 °C increase in temperature of the entire sediment pack over the formation period of 20 hours, 
as shown in Figure 4-17.   
 
Figure 4-17 Temperature & Pressure response during hydrate formation in LSHV 
The temperature profile during formation, after gas injection is completed, is shown in Figure 
4-17 with temperature on the left ordinate and pressure plotted in solid squares on the right 
ordinate.  It is likely that hydrate is forming at a higher rate in the vicinity of the C2, C3, and C4 
thermocouples resulting in the observed temperature increase at these locations, while the slight 
increase in temperatures near B1-B4 is a result of a combination of heat conduction from the 
upper portion of the reactor in addition to hydrate formation occurring to a lesser extent.   While 
hydrates form for 15-25 hours the system tends toward the hydrate equilibrium pressure of 3.3 
MPa at the cold room temperature of 2.5 °C, resulting in an average hydrate saturation of 
roughly 10%.  The hydrate saturation value is determined through pressure measurements and 
gas consumption as discussed below.  The gas injection procedure is repeated as needed to 
increase hydrate saturation in a stepped method, with a ~10% pore space saturation increase per 
subsequent re-pressurization to 5.4 MPa.    




Figure 4-18 Progression of multiple stages of CH4 injection and hydrate formation in LSHV   
Figure 4-18 shows temperature and pressure response for three consecutive hydrate 
formation/CH4 injection periods, with temperature on the left ordinate, time (in hours) on the 
abscissa and pressure on the right ordinate. The resulting final hydrate saturation of 30% is 
confirmed via the net gas consumption from the cylinder and use of equation 6 discussed in the 
following section.  It was observed that hydrates tend to form initially in the top half of the 
reactor and grow downward in subsequent injections, however small water conversion rates are 
likely occurring in the bottom section of the reactor during primary injections at a lower extent 
than upper portions. In Figure 4-18 temperature increases occur at location C2, C3 and heater 
(open circle, cross and open diamonds respectively) in the first injection as can be seen at time 
0.5 hours.  During the second gas injection period, occurring at 24 hours into the formation, the 
thermocouples at locations C2, C3, C4, B2 and B3 all record elevated temperatures due to 
hydrate formation.  During the third gas injection period, at 43 hours, the exotherm is observed 
in all but the B1 thermocouple locations. This non-uniform hydrate growth process likely leads 
to heterogeneous hydrate distribution in the pore space, with greater saturations occurring in the 
top portion of the reactor and lower saturations in the bottom sections with a volume averaged 
pore space saturation of 30%.    
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Hydrate nucleation and formation is a somewhat stochastic occurrence, yet some general 
repetitive trends are observed during growth in this apparatus. Because the sand is not fully 
saturated but is above the irreducible water saturation the water distribution in the sand is non-
homogenous, top portions of the reactor are filled with wetted sand, at the irreducible water 
saturation while the bottom 0.3 m of the reactor is initially more saturated in these experiments. 
Both Klapproth and Bagherzadeh have independently shown that hydrate formation occurs more 
rapidly in sediments with lower water saturation (Klapproth et al., 2006; Bagherzadeh et 
al.,2011).  Similarly in this system we see that  hydrate forms preferentially and to a greater 
extent in the sub-saturated zones at locations near C2, C3 and C4 during the first injection where 
gas/water contact area is greater, while the lower sections of the reactor that have higher initial 
water saturations show detectable but minimal signs of hydrate formation.  During hydrate 
formation in the reactor it is possible that water is mobile and capillary forces cause water to be 
transported from the lower sections of the reactor, with higher water saturations, upward towards 
the hydrate formation front, similar to the process of water migration in the frost heave 
phenomena. The frost heave phenomenon promotes water migration upwards from a water 
source through a porous medium towards an ice/hydrate formation front due to capillary forces 
and a gradient in liquid water saturation.  Frost heave leads to ice/hydrate lens formation in the 
sediment causing bulk separation of the sediment and hydrate.  If an ice/hydrate lens is 
established the liquid water is removed from the pores due to the phase change from liquid to ice 
and is replenished from the liquid water source below, actively transporting water upwards 
through the sediment (Henry, 2000; O’Neill & Miller, 1985).  The initial condition of non-
uniform water saturation allows for water migration upwards as upper portions of water are 
converted to hydrate, particularly if lens formation is occurring.   









 injections the lower portions of the reactor see greater temperature increases, 
likely a result of more local hydrate formation.  This behavior is repeatable for formation in the 
LSHV and typically hydrates form in the top half of the reactor during initial injections and 
begin to form in lower sections on subsequent injections. Secondary temperature increases are 




 hydrate formation periods.  Figure 4-19 shows the 
temperature and pressure response during a selected secondary gas injection period, with 
temperature on the left ordinate, pressure on the right ordinate (solid black squares) and time on 
the abscissa.  This delayed temperature rise, coinciding with an inflection point in the pressure 
plot at 65 hours on the y axis, suggests secondary hydrate formation occurs at some point after 
hydrates have ceased to grow following the initial formation event.   Hydrate formation slows at 
around 53 hours as shown by the plateau in the pressure and temperature; however the system is 
still well within the hydrate stability field.  Hydrate formation starts again at around 63 hours as 
shown by the increase in temperature and decrease in pressure.  Rees et al. have observed similar 
secondary hydrate formation behavior and moisture redistribution during prolonged periods in 
the hydrate stability zone (Rees et al., 2011). The delayed hydrate formation may be a result of 
the system being mass limited, i.e. not enough water or gas present in these locations to form 
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hydrate, and thus secondary formation occurs only when the necessary free water or gas becomes 
available. Another explanation could be the development of a hydrate shell or skin around the 
sand particles, entrapping free water which limits the exposure of the gas phase to the free water; 
at some point this skin may crack or break due the expansion associated with hydrate growth 
allowing further exposure of free water to CH4 gas leading to more hydrate formation.  However 
from the pressure and temperature information alone it is difficult to discern accurately what 
process is occurring.  
Equation 6 is used to determine the quantity of methane in the hydrate phase using the ideal gas 
law modified via a compressibility factor, Z, calculated for system conditions using the Peng-
Robinson (Peng & Robinson, 1976) equation of state.  Equation 6 is derived via a mole balance 
of methane shown as Equation 2, where ng is the total moles of methane in the gas phase, nh is the 
total moles of methane in the hydrate phase, nd is the amount of methane dissolved in the water 
and nt represents the total moles of methane in the system.  
   
   
   
 
Equation 1 
            
Equation 2 
Equation 3-Equation 5 are used to determine the volume that the CH4 gas, liquid water and 
hydrate phases, Vg, Vw, and Vh respectively, must occupy at the known conditions assuming a 
fixed volume system with a total free volume of Vpore. 
                
Equation 3 










Coupling equation 3, 4 and 5 with equations 1 and 2 we generate equation 6 where nh is the total 
moles of hydrate in the system.  Here ρh is the molar specific volume of methane hydrate in units 
of [moles/m
3
] calculated using a hydrate density of 913.8 [kg/m
3
] at 275.15 K and 3.2 MPa and a 
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hydration number X, assumed to be 6.  Using the molar mass of hydrate taken as 6 water 
molecules and one CH4  molecule giving a molar mass of  124.1 [g/mol] for methane hydrate the 
molar density of CH4 hydrate ρh is found to be 7,369 [mol/m
3
].   
     
(     )  
 
         
 



















Here nt is the total moles of methane in the system occupying hydrate, gas and dissolved phase, 
nwi is total moles of water in the system.  Vpore is the total available pore space in the system 
including the head space above the sand pack, P is system pressure in Pascals as measured in the 
head space, R the ideal gas constant in SI units, T is the system temperature in unit K after 
formation has completed, X is the hydration number and ρw is the molar density of water. Here nd 
represents the moles of water dissolved in the water phase after hydrate formation assuming 
saturation values.  Water is assumed to be methane saturated at a solubility of 0.0012 mole/mole 
at 275.45 K and 3.5 MPa (Tang et al., 2007)
 
Hydrate formation via a gas invasion technique was evaluated for prepared sediment samples 
ranging between 10% and 30% pore space hydrate saturation.  Hydrates tend to form from the 
top of the reactor and progress downward in subsequent gas invasions periods.  Secondary onset 
of hydrate formation was observed for some hydrate formation processes in a quasi-repeatable 
manner.  The secondary hydrate formation may be caused by an unknown development in the 
system bringing water into contact with methane gas or hydrate film formation entrapping the 
remaining available free water and preventing further hydrate formation.  Gas hydrate in 
laboratory settings are formed under short time scales and may not allow for the Ostwald 
ripening effect that is observed in nature (Jung et al., 2012; Klapp et al., 2010).  Hydrate 
formation in this large scale reactor demonstrated a bias in which formation occurred in different 
locations in a more favorable manner meaning it is not suggested to assume uniform hydrate 
formation in lab scale systems without prior investigation of growth morphology, ie knowing the 
location of the hydrate within the sample. 
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4.2.3 LARS hydrate formation process  
Hydrate formation in the LARS is conducted in a water dominated state to promote 
representative hydrate morphology in the pore space at the tradeoff of very long formation 
periods.  Unlike the gas dominated hydrate growth process used in the SSOC and LSHV systems 
the CH4 source for hydrate growth in LARS is provided exclusively from dissolved CH4 in the 
brine water.  The very low solubility of methane in water, 0.0012 mole/mole at 275.45 K and 3.5 
MPa,
 
creates a low methane flux into the hydrate phase requiring long formation periods.   
Hydrate formation in natural environments occurs over a time scale orders of magnitude longer 
than formation periods feasible in the lab.  In addition to the discrepancy in timescales of 
formation, the method of formation affects the pore space morphology. Gas dominated systems 
such as the LSHV system form grain cementing hydrates while water dominated systems such as 
the LARS form pore infilling hydrates.  The hydrate growth process in the LARS system 
requires between 30 - 90 days to achieve the desired pore space hydrate saturation, depending on 
the desired saturation, the degree of overpressure provided in the pore fluid and the avoidance of 
pore plugging issues that can delay the formation process by temporarily interrupting the pore 
fluid flow loop.   
A diaphragm pump is used to circulate methane saturated brine fluid through the pore system.  
The brine is pumped upwards from the bottom of the vessel through a porous stainless steel plate 
to distribute the flow equally across the cross section of the reactor.  Fluid enters the bottom of 
the system at temperatures outside of the hydrate stability zone in order avoid pore plugging in 
the injection system.  Brine is pumped out of the top of the system and is re-saturated with CH4 
in a charging vessel via a spray nozzle, the brine water, now methane saturated is temperature 
regulated and re-injected into the bottom of the system.   
The pore space brine water circulated through the system, initially at a concentration of 4 g/l of 
NaCl, is periodically sampled on a daily schedule and the salinity is measured via a conductivity 
meter.  During hydrate formation the salt is excluded from the brine water that is converted to 
gas hydrates.  This exclusion of brine causes a relative increase in the pore water salinity as the 
total NaCl in the system remains constant while the amount of liquid water decreases as water is 
converted to gas hydrate.  Water samples of ~50 ml are taken roughly every 24 hours and 
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sampled for volume and salinity, Figure 4-20 shows a plot of the measured pore water salinity 
over a period of 80 days while hydrate is grown to a final pore space saturation of 80%.     
 
Figure 4-20 Pore water salinity during hydrate growth in LARS 
The volume of hydrate in the system can be calculated from the mass of water uptake into the 
hydrate phase causing salinity increase.   Equation 7 is used to calculate the volume of hydrate 
formed as a function of the change of salinity between each sample.  Hydrate saturation is then 
determined by summing up the total volume of hydrate formed over the duration of the growth 
period.  Hydrate growth for this experiment was terminated when the pore space saturation 
reached 80%.   
  
     
     
 
Equation 7 
Where C is the concentration of NaCl in the sample fluid in [g/l], Vt is the total amount of H2O 
in the system at the beginning of the test and Vh is the volume of water removed for the liquid 
phase during hydrate formation.  Solving for Vh and applying the ratio of specific volumes 
between water and hydrate of 1.24 the hydrate saturation can be calculated as shown in Equation 
8 
   
    (   
     
 )
     
 
Equation 8 
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Where Sh is the pore space hydrate saturation and Vpore is the total pore space in the sediment 
matrix. Figure 4-21 presents the result of this calculation for the 90 day period of hydrate 
formation in the LARS system.  
 
Figure 4-21 Pore space hydrate saturation in LARS during hydrate growth 
When hydrate growth has reached the desired saturation the pore fluid flow is terminated and the 
system is prepped for the experiment.  The sediment pore space is occupied by brine water and 
CH4 hydrate.   
4.3 Thermal stimulation gas production  
Hydrate dissociation rates are governed by one of three factors, kinetics, heat transfer or mass 
transfer.  Due to the relatively fast kinetics of hydrate dissociation and the large scale of hydrate 
reservoirs, production rates are expected to be controlled by heat or mass transfer related 
limitations (Pang et al., 2009).  Heat is transported in the porous system via a combination of 
thermal conduction through the solid porous rock/fluid system and convection of water and gas 
phase methane through the pore network. 
Equation 9 shows the basic energy balance of heat transfer in this system.   
   
  
  
     ̅       (   )     
Equation 9 
 Where the first term on the left is the energy storage in the hydrate bearing porous media, the 
second term on the left is convection, the first term on the right is conduction and the final term 
on the right is a heat source or sink.  In this system there is a heat sink representing hydrate 
dissociation phase change and a point heat source representing the thermal stimulation.   
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Equation 9 can be modified for heat transfer in porous media by using a volume averaging 
technique for material properties where equivalent thermal conductivities and heat capacities are 
used.   
               
Equation 10 
Where kl and ks the liquid and solid fraction thermal conductivity, and    is the liquid volume 
fraction, or porosity in a fully saturated media, and    is the solid fraction of the matrix.  
Similarly a volume average specific heat is constructed.   
(   )                     
Equation 11 
Convection is based on the fluid flow field  ̅, of both the mobile water and gas phase, and is 
calculated using Darcy’s law for flow in porous media taking into account buoyancy effects and 
natural convection, summarized in Equation 12.  Darcy’s equation is used to describe flow in 
porous media where momentum effects can be ignored.  Darcy’s law is a function of pressure 
gradients and porous media properties such as permeability   and fluid viscosity  , as shown in 
Equation 12.  
 ̅  
 
 
(       )  
Equation 12 
Continuity (Equation 13) is used for all phases to maintain mass balances.  
 
  
(  )    (  ̅)     
Equation 13 
 Combining Equation 12 with the continuity equation for mass conservation, Equation 13, a set 
of governing equations is developed for the flow in porous systems.  In this system the right hand 
term of Equation 13, M, is used to account for the source or sink of mass during the conversion 
of the mobile gas/water phase to the immobile hydrate phase.  These equations relate the effect 
of permeability and buoyancy on gas or water transport.  The importance of convection in heat 
transfer is a function of the mobility of gas and water within the system, which is governed by 
the permeability of the system, pressure gradients, capillarity and buoyancy that develops with in 
the pore network.  Based on preliminary numerical calculations the conductive heat transfer is 
calculated to be an order of magnitude larger than convective heat transfer when the system is in 
conditions with water saturation of 0.4.  The extent of hydrate saturation has a large effect on 
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permeability of the system and thus as hydrate dissociates permeability and flow patterns will 
develop.  The results of these heating experiments provide a more complete understanding of the 
flow changes that occur during hydrate dissociation.   
Thermal stimulation based methane production rates depend on system parameters and 
characteristics such as heating rate, water, gas and hydrate pore volume saturation, sediment 
thermal properties permeability relations governing fluid movement in the system.  This 
apparatus has been designed to investigate how these parameters can be used to control and 
optimize the efficiency of production of CH4 from hydrate bearing sediments. 
A first order estimate of the possible production efficiency from a hydrate bearing porous system 
can be calculated based on an assumed temperature rise of the formation, including the hydrate 
and non-productive sediment, and a set initial hydrate-water-gas saturation distribution.  Taking 
a cubic meter of porous sediment as a functional unit, Equation 14 was generated to show the 
relationship between hydrate saturation SH, system temperature rise ΔT, and net production 
efficiency η.  Where Hhhv is the heating value of methane gas, Cpw and Cpr are the heat capacity 
of water and the sediment respectively, HfH is the enthalpy of dissociation of methane hydrate 
and ρh is the molar density of methane hydrate. The first term in the numerator is the total energy 
stored in the pore space hydrate, while the terms to the right in parentheses are a sum of energies 
needed to dissociate the hydrate and increase the system temperature by ΔT above equilibrium 
temperatures.   Figure 4-22 shows a plot of estimated energy efficiency of gas production as a 
function of initial hydrate saturation and the temperature rise of the sediment above equilibrium 
conditions assuming an initial formation temperature just below the hydrate stability 
temperature. The heat capacity of the gas phase has been neglected in this calculation because it 
is nearly an order of magnitude lower, and thus does not impact the final result.   The 
temperature rise is defined as the rise in temperature of the sediment and water above the hydrate 
dissociation temperature at the initial system pressure.  Any excessive increase of ΔT above the 
hydrate transition temperature leads to decreased efficiency. However to provide acceptable 
production rates some degree of overheating may be necessary in practice.  Inspection of 
Equation 14 reveals that as the hydrate saturation increases, it will result in a concurrent rise in 
efficiency.   
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Equation 14 
 
While this numerical model accurately describes the experimental apparatus, it is recognized that 
in the field there may be changes in permeability and other processes, such as secondary hydrate 
formation, that currently are not included here. 
 
Figure 4-22 Simplified production efficiency calculation as a function of hydrate saturation and degree of over 
temperature 
Hydrate dissociation occurs at any point where there is a driving force in the form of either a 
temperature or pressure deviation from equilibrium value, in this test the increased temperature 
can be taken as the driving force. The thermal energy input via the resistive heating element 
raises the temperature of both the free water and quartz sand as well as dissociates the hydrate 
phase. Inefficiencies arise when this non-producing quartz sand and water are heated to 
temperatures significantly above the hydrate dissociation temperature.   The rate of thermal 
energy added to the sediment plays a crucial role in defining the range of efficiencies realizable 
during thermal stimulation based hydrate dissociation.  It is necessary to optimize the heating 
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system such that it provides enough of a driving force to achieve the required production rates to 
make the process economically feasible, while at the same time minimizes the unproductive 
heating of overburden and sand matrix.  The low thermal conductivity of the hydrate phase, 0.45 
W/K/m
2
 compared to 0.58 W/K/m
2
 for water and 1.5 W/K/m
2
 for the rock and hydrate 
composite system, may be responsible for the temperature rise around the heater. Convective 
heat transport, originally limited due to lack of mobile water and decreased permeability, 
promotes the dissipation of this temperature rise when local hydrate dissociates and the released 
free water transports thermal energy outwards towards the stable hydrate zone.  The rate of 
hydrate dissociation is governed by the magnitude of the driving force, pressure and temperature 
deviations form equilibrium; in this case temperature is the primary driver while pressure is held 
constant. 
4.3.1 SSOC thermal stimulation production tests  
Each of the SSOC hydrate formation experiments discussed in the previous section is used as an 
initial condition for the thermal based dissociation experiments. The purpose of these heating 
experiments is to gain a better understanding of how the initial hydrate saturation and the heating 
rate affect the gas production rate from methane hydrate via thermal stimulation. When 
considering only the energy balance of the system it is expected that increased hydrate saturation 
will lead to higher production efficiencies resulting from more energy being absorbed in hydrate 
dissociation rather than into the unproductive glass bead matrix. Recent publication of Jang and 
Santamarina reports that gas recovery is proportional to initial hydrate saturation, but also to the 
gas expansion factor, and the sediment pore size distribution (Jang and Santamarina, 2011). 
However, in some porous media applications, very high hydrate saturations may suffer from 
lower efficiencies due to the inability for gas to escape and move away from the hydrate 
dissociation front due to permeability limitations. This may induce an over-pressurization within 
the pores resulting in a self-preservation mechanism since an increasing pore pressure reduces 
the driving force for dissociation (Holtzman and Juanes, 2011). In regards to this experimental 
system this issue is not believed to be present due to the small scale and the relatively low 
saturations studied, with a maximum hydrate saturation of 50% and a high permeability of the 
sediment type (spherical glass beads). The heating experiments were conducted at 4 different 
heating rates for each of the three initial hydrate saturation conditions. 
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Table 3 outlines the initial conditions and production efficiencies for the array of heating tests 
conducted in this study. The resistive heating element was set at 0.25, 0.5, 1.0 and 1.6 watts for 
each of the three initial hydrate saturation conditions, 17% Sh, 35% Sh, and 50% Sh for a total of 
12 independent tests. Test names are found in the left column and the initial hydrate, water and 
gas saturations are presented, and the rate of thermal stimulation is shown in watts in 5
th
 column 
of Table 3. The right four columns display peak efficiency rates, maximum cumulative 
efficiencies, recovery efficiency and end of test recovery efficiency. Efficiency rates and 
cumulative efficiencies are defined in equations 1-4 and discussed below. Recovery efficiency is 
defined as the percentage of total available hydrate that has been converted to the gas phase as 
defined in equation 4; the end of test recovery efficiency corresponds to the amount (% of total) 
of hydrate that has dissociated at the end of the heating test period.  
Table 3 Summary of initial conditions, testing parameters and production efficiencies for SSOC   











at max eff 
End of test 
recovery 
efficiency 
1-a 15 7.6 77.4 0.25 74.4 63 13 26 
1-b 20 4.6 75.4 0.5 73.8 62 20 41 
1-c 18 6.5 75.5 1 73.7 57 33 54 
2-a 36 11 53 0.25 83 74 10 22 
2-b 35 12 53 0.5 81.6 73 18 40 
2-c 32 14 53 1 79.8 70 30 75 
2-d 37 10 53 1.6 78.5 70 35 81 
3-b 50.5 18 31.5 0.5 81.1 73 13 36 
3-c 47 21 32 1 78.7 70 20 56 
3-d 51 18 31 1.6 80.2 72 35 79 
 The heating tests are initiated with the system near the thermodynamic equilibrium pressure-
temperature condition. After hydrate formation has slowed substantially and approaches 
negligible formation rates the system pressure is then rapidly lowered to 34 bars while being kept 
within the hydrate stability zone at the system temperature of 2 °C. The three phase equilibrium 
temperature for CH4 hydrate at 34 bar is 2.75°C (CSMHyd software). The system is allowed to 
stabilize for 1 hour at the experimental starting conditions before the heating period is initiated. 
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The heating element is set at the desired heat output using a DC power supply and held constant 
for the duration of each heating experiment. As the heating period is initiated the pressure 
transducer detects an increase in pressure as hydrate dissociates into the gas phase. The rate of 
pressure increase is used to calculate the rate of hydrate dissociation and thus the production 
efficiency as discussed below. 
Figure 4-23 through Figure 4-25  show the development of cumulative production efficiency as a 
function of the recovery efficiency. Shown on the left ordinate of the three figures is the 
cumulative production efficiency defined in Equation 17 and is plotted against the recovery 
efficiency as defined in Equation 18, on the horizontal axis. During each heating test the heat 
front moves outward from the heating element causing pore space hydrate to dissociate when 
temperatures exceed hydrate stability conditions. As the hydrate dissociates to produce gaseous 
CH4 and water the system pressure increases, the amount of hydrate that is dissociated is 
calculated based on the pressure increase in the system as shown in Equation 15. 
The rate of gas production from the hydrate phase dngas/dt is calculated using the gas 
compressibility factor as determined by pressure and temperature conditions using the Peng-
Robinson EOS and the ideal gas law. Equation 15 is used to determine gas production or 
formation rate from the measured rate of pressure rise or decline, respectively.  






   
 
Equation 15 
Where dP/dt is the time rate of change of the cell pressure as measured by the pressure 
transducer, V is the total free volume of the system, R is the universal gas constant, T is the 
average gas phase system temperature measured by the three thermocouples and Z is the 
compressibility factor at pressure and temperature conditions during the test as calculated from 
the Peng-Robinson equation of state for CH4 gas (Peng & Robinson, 1976).  
In order to develop a metric to quantify the effectiveness of the thermal stimulation, production 
efficiency has been defined both in terms of an efficiency rate and a net cumulative efficiency 
value.   Equation 16 shows the production efficiency rate which is an indicator of how efficiently 
the hydrate is being dissociated at any given point in time. 
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Equation 16 
Equation 17 shows how the cumulative efficiency is calculated during the dissociation process. 
The cumulative efficiency is the net efficiency of the production test from the initiation of heat 
input to any given point in time of the experiment. Cumulative efficiency is a better metric in 
assessing the production efficiency when compared to the production rate efficiency as it can be 
used as an indicator as to when production should be stopped. When cumulative production 
efficiency begins to decline significantly the production test has reached its limit in terms of the 
optimal efficiency in gas production and any additional heat added to the system lowers the 
overall production efficiency.     
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Equation 17 
For Equation 16 and Equation 17 Hhhv is the higher heating value of methane gas, Δt is the time 
interval between data point collection, Time is the amount of time since heating was initiated, 
 ̇     is the thermal stimulation heating rate and dngas/dt is the molar rate of methane production 
from the hydrate dissociation for the time interval i to i+1. The recovery efficiency is defined in 
Equation 18 as the ratio of moles of CH4 gas produced from the hydrate phase to the total moles 
of CH4 stored in the hydrate phase at the beginning of the production test. 
 
          
             
                 
 
Equation 18 
Where ngas produced is the total moles of hydrate dissociated and nhydrate initial is the total moles of 
hydrate in the pore space at the start of thermal stimulation tests.   
Figure 4-23 shows cumulative production efficiencies for three heating rates applied to samples 
with initial hydrate saturations of 15-20%. Figure 4-24 and Figure 4-25 show the same range of 
heating rates for samples with initial hydrate saturations of ~35% and ~ 50% respectively. For 
test series 1, 2 and 3 (18, 35, and 50% Sh respectively) the subscripts a, b, c, and d correspond to 
0.25, 0.5, 1.0 and 1.6 W heating rates respectively. The dashed lines indicate a heating rate of 
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0.25 W, the solid lines 0.5 W, the dot-dot-dash lines 1.0 W and the dotted lines corresponds to 
1.6 w heating rates. 
 
Figure 4-23 Cumulative gas production efficiency vs the percent of hydrate dissociated for various heating rates of ~18% 
initial hydrate saturation 
The production efficiency profiles presented in Figure 4-23 -Figure 4-25 display three prominent 
trends relating to the heating rate and hydrate saturation conditions. The higher heating rates 
resulted in a greater proportion of the hydrate being dissociated, as would be expected because 
higher temperatures and heat flux produce a larger hydrate larger hydrate dissociation zone, thus 
resulting in a greater portion of the initial hydrate dissociating. This trend was present for all 
hydrate saturations and is quantified in the far right column of Table 3. The recovery efficiency 
at the end of test for all initial hydrate saturations followed a consistent trend, with final values of 
recovery efficiencies falling near 20%, 40%, 60%, and 80% for heating rates of 0.25, 0.5, 1.0 
and 1.6 watts respectively, regardless of the initial hydrate saturation. However, for test 2-c the 
end of test recovery efficiency was larger than the other 1.0 watt heating experiments. The 
recovery efficiency will be affected by the morphology of hydrate formation in the sample 
sediment, if more hydrate grows in the center of the cell near the heater the recovery efficiency 
will be greater and this could be an explanation as to why test 2-c did not follow a similar trend 
of the other test series. These values for recovery efficiency are strongly apparatus dependent, 
and primarily related to the size of the sediment sample in relation to the heating output.  




Figure 4-24 Cumulative gas production efficiency vs the percent of hydrate dissociated for various heating rates of ~35% 
initial hydrate saturation 
 
Comparing the value of peak cumulative efficiencies for the three test series it is evident that 
efficiencies are lowest for test series 1, with the lowest hydrate saturation, but are similar for test 
series 2 and 3, with test series 2 producing slightly higher efficiencies than test series 3. The peak 
efficiency rates for test series 1 were around 74% and for series 2 and 3 were near 79-81%. In 
addition to the trends found regarding hydrate saturation, all test series showed slightly higher 
efficiency rates and maximum cumulative efficiency values for lower heating rates. The 
maximum value for cumulative efficiencies showed a similar trend to the efficiency rates, with 
the lowest hydrate saturation tests having lower cumulative rates at around 62% for series 1 and 
around 72% for both series 2 and 3 with higher initial hydrate saturations.   




Figure 4-25 Cumulative gas production efficiency vs the percent of hydrate dissociated for various heating rates of ~50% 
initial hydrate saturation 
 
However, although lower heating rates showed slightly better cumulative efficiency performance 
the amount of hydrate dissociated, and thus gas recovered, is much lower for the lower heating 
rates. As shown in the two far right columns of Table 3 the amount of hydrate that is dissociated 
in the system at the point when cumulative efficiency reaches a maximum increases with heating 
rate. In addition, the amount of hydrate dissociated greatly increases with increasing heating rate. 
In general the maximum cumulative production efficiency occurred when only 10% of the 
hydrate was dissociated for heating rates of 0.25 W and for higher heating rates of 0.5 W, 1.0 W 
and 1.6 W this point occurred at roughly 20%, 30% and 35% of total hydrate dissociated, 
respectively. This means that although lower heating rates can produce a higher cumulative 
efficiency the total recoverable amount gas is lower for lower heating rates. 
  
   
63 
 
4.3.2 LSHV thermal stimulation production tests 
The efficiency of methane gas production from hydrate bearing sediments is investigated for a 
combination of heating rates and hydrate saturations in the LSHV vessel.  Each heating test is 
initiated with the system beginning in three-phase equilibrium on the boundary of the hydrate 
stability field.  For the duration of the experiment the far field system temperature is held 
constant at 2.5 °C (i.e. physical boundary of vessel in cold room).  Overhead pressure during the 
heating tests is kept constant at 3.5 MPa.   As gas is evolved from the hydrate phase, a slight 
increase in pressure occurs due to the sensitivity of the back pressure valve which requires a 10 
psi cracking pressure is observed.  However, calculations show that this increase in pressure only 
amounts to a shift in the CH4 –Hydrate equilibrium temperature of 0.4 °C  and thus does not 
significantly impact the experiment.  The rate of hydrate dissociation is quantified from the 
measured gas released through the back pressure regulator while keeping the system at a constant 
pressure. The rate of gas evolution from the system is a measure of the production efficiency and 
not simply the rate of hydrate dissociation. As hydrate dissociates into the water and gas phases 
the available free space for the gas phase increases; the specific volume of structure I (SI) 
hydrates is 1.234 times greater than water in the liquid state and thus a correction to the 
measured gas leaving the system is required to determine the actual rate of hydrate dissociation.  
Equation 19 and Equation 20  use the measured rate of gas evolution from the system, not the 
rate of hydrate dissociation, and thus this correction is not necessary to determine dngas/dt.   
Equation 19 is used to calculate the gas recovery efficiency of hydrate dissociation during the 
heating experiments as a function of gas evolution rate from the porous media system. Where 
Hhhv is the higher heating value of CH4 and  ̇     is the rate of thermal heat input from the heater 
to the sediment (simulating combustion) in watts and dngas/dt is the measured rate of gas 
evolution from the system at constant pressure.  
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Equation 19 
Heating tests of 30% and 10% initial hydrate saturated sediments have been performed at both 
100 watt and 20 watt heating rates.  These four test conditions are performed to investigate the 
influence the initial hydrate saturation and the heating rate on production efficiency, gas flow 
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rates, and heat transfer behavior.  To enable a fair comparison, the timeframe for analysis 
spanned 0 to 23% of the hydrate dissociated.  This time was chosen due to the observation of 
negative production rate efficiencies occurring for the 20 watt, 10% Sh experiment. When the 
experiment began to show negative efficiencies the pore space hydrate had stopped dissociating 
and thus the thermal stimulation was no longer productive.  This occurred earliest in the test for 
the low heating-low hydrate saturation condition and thus was the obvious choice to use as a 
comparison point for the cumulative production efficiency across all test conditions.  Table 4 
provides a summary of the test conditions and production efficiency results for the 4 different 
test conditions.   
Table 4 Experimental parameters and efficiency results for LSHV production tests 1-4(Fitzgerald et al., 2013) 
 Test 1 Test 2 Test 3  Test 4  
Sh 0.32 0.1 0.2 0.1 
Sw 0.24 0.5 0.26 0.5 
Sg 0.44 0.4 0.44 0.4 
Qthermal [J/s] 20 100 100 20 
Recovery Efficiency [%] 31 34 60 23 
max efficiency [%] 90 83 91 72 
cummulative efficiency [%] 86 73 83 41 
efficiency at 23% released [%]  88 79 90 41 
test duration [hour] 43 9 20 65 
The table presents peak rate efficiencies, end of test net efficiencies, and cumulative efficiency at 
the time of gas production when 23% of total hydrate was dissociated which can be used as a 
normalized comparison.  Net production efficiency, ηnet, is calculated using the net energy input 
and net energy output for the entire duration of the test as shown in Equation 20. Where nCH4out is 
the total moles of CH4 recovered from the system, Hhhv is the higher heating value of CH4 and Qin 
is the total heat delivered to the system in units of Joules.   
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Equation 20 
The cumulative efficiency presented in Figure 4-32 is calculated using Equation 20 at various 
points in time prior to the completion of the test, where Qin is the total heat input up to that point 
in time and nCH4 out is the total CH4 recovered from the system up to that point in time.  For all 
four tests the general trend for production rates was an initial peak, a short period of stability 
followed by various rates of decline.      
   
65 
 
4.3.2.1 Heat front progression  
The heat front progression through the sediment is shown in the temperature profile plots for 
thermocouples C1-C4.  Figure 4-26 and Figure 4-27 show  temperature profiles for test 1 and 4 
(both 20 watt tests) and test 2 and 3 ( both 100 watt tests), respectively, allowing for a 
comparison of high and low initial hydrate saturation experiments.   
 
Figure 4-26 Temperature profiles of selected thermocouples during 20 watt heating rates applied to 10% and 30% 
hydrate saturated sediment (test 1 and test 4) 
In both Figure 4-26 and Figure 4-27 the temperature of thermocouples C1-C4 are shown on the 
left ordinate and the temperature of the heater is shown on the right ordinate, with time on the X-
axis starting at time 0 when the heating is initiated (note the heater temperature is not presented 
in Figure 4-27 for test 2 due to hardware failure).   
These figures demonstrate a delay in the heat front movement in the higher hydrate saturation 
experiments where 30% saturation tests are indicated by open markers and 10% hydrate 
saturation tests are indicated by solid markers. Increased saturation effectively slows the outward 
heat front propagation as more dissociation energy per unit volume of porous media is required 
in the system with greater initial hydrate saturation due to the required dissociation enthalpy of 
hydrates.  In both the high and low heating rate experiments the open markers (30% Sh) are 
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consistently lower in temperature then the closed markers (10 % Sh) at any given time for 
locations C2, C3 and C4. This trend is most prominent for the 100 watt heating tests shown in 
Figure 4-27 and is only minimally visible in Figure 4-26 for locations C3 and C4; however the 
magnitude of the observed difference between open and closed markers in Figure 4-26 is nearly 
within the experimental error of K type thermocouples and may simply be an artifact of the TC 
readings.  
 
Figure 4-27 Temperature profiles of selected thermocouples during 100 watt heating rates applied to 10% and 30% 
hydrate saturated sediment (test 2 and test 3) 
The temperature of the heating element demonstrates interesting behavior in both test 1 and test 
3 producing a noticeable peak at the beginning of the test before leveling out to a steady state 
condition.  This peak begins to level off to a stable temperature at around 10 and 4 hours for test 
1 and 3, respectively.  In both cases this transition period overlaps the period when the 
temperature at C4 begins to reach steady state.  This is possibly a result of movement of free 
water and gas in the system that is yielded when the hydrate decomposes providing a means for 
greater heat transfer away from the heater.  
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The production rates of CH4 in tests 1 and 3, both 30% hydrate saturation tests, are shown in 
Figure 4-28 and Figure 4-29 respectively.  Efficiencies reach a peak value in both test 1 and 3 
around the same time that the heater temperature begins to drop, as shown in Figure 4-26 and 
Figure 4-27 at time 15 and 4 hours respectively.   
 
Figure 4-28 Test 1 heating results (20 W, 32% Sh): CH4 evolution rate (left ordinate), production efficiency rate (right 
ordinate) 
It is possible that heat transfer from the heater is limited initially due to low water/gas mobility 
and decreased permeability limiting convective heat transfer.  Additionally an initial buildup of 
gaseous methane around the heater can lower the conductivity of the porous matrix enhancing 
the insulating effect of the surrounding media.  So although there is higher temperature gradient 
it takes longer for the heat to transfer and this is due to the lack of water/gas movement in the 
porous system.   As the hydrate dissociates near the heater and produces more water and 
increases permeability, convection becomes a more active heat transfer medium, thus the heater 
temperature drops as heat is removed more rapidly.  This onset of convective heat transport 
allows heat to be more efficiently carried to hydrate bearing areas and thus promotes hydrate 
dissociation. The heater temperature spike occurs only in tests 1 and 3, both with higher hydrate 
saturation; runs 2 and 4 have more mobile water available at the start of each production, due to 
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constant total water in all tests, and thus convection is not limited in test 2 and 4 to the extent that 
it may be in tests 1 and 3.  Additionally it could be possible that the sand pack is experiencing 
fingering or channel formation at the onset of hydrate dissociation as the gas expands from the 
hydrate phase.  Channel formation allows for more rapid fluid flow rates which in turn can 
greatly enhance the dissipation of thermal energy away from the heater.  
 
Figure 4-29 Test 3 heating results (100 W, 30% Sh): CH4 evolution rate (left ordinate), production efficiency rate (right 
ordinate) 
4.3.2.2 CH4 gas production rates and efficiencies  
4.3.2.2.1 Hydrate saturation effects  
Net production efficiencies of the four tests ranged from 86% to 41%, while production rate 
efficiencies ranged from 91% to -46%, with negative efficiency indicating the rate of thermal 
energy input into the system was greater than the rate of useable energy from the CH4 produced.  
Net efficiencies were found to trend higher for the samples with higher initial hydrate saturation.  
This trend was observed for both the high and low heating rate tests.  Comparing the 20 watt 
heating rate conditions, (test 1 and test 4) summarized in Table 4, it is clear that all measures of 
efficiency are greater for the 30% hydrate saturation conditions compared to 10% initial hydrate 
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saturation conditions.  Similar results were observed for the 100 watt heating experiments (tests 
2 and 3) as summarized in Table 4.  The clear trend observed is a higher hydrate saturation 
resulting in higher net and production rate efficiencies.   
 
Figure 4-30 Test 2 heating results (100 W, 10.5% Sh): CH4 evolution rate (left ordinate), production efficiency rate (right 
ordinate) 
The rate and behavior of gas production gives some insight into the process during the heating 
period.  Figure 4-28 to Figure 4-31 show the rate of gas evolution from the sediment as well as 
the production efficiency as a function of time for all 4 test conditions. The left ordinate of 
Figure 4-28 to Figure 4-31 present the rate of gas evolution from the sediment as a result of the 
thermal stimulation, shown with open diamonds in units of standard liters per minute (SLPM).  
The right ordinate in these figures corresponds to the production rate efficiency at any given 
point in time and is shown as solid squares (note the negative efficiencies in Figure 4-31, dotted 
horizontal line represents 0% efficiency). Gas production profiles indicate differences between 
high and low saturation.   Recall in Equation 19 CH4 production efficiency is a function of gas 
evolution rate.   




Figure 4-31 Test 4 heating results (20 W, 10.5% Sh): CH4 evolution rate (left ordinate), production efficiency rate (right 
ordinate) 
It was observed that the tests with a lower heating rate tended to produce a more stable 
production rate for a longer duration.  Figure 4-28 through Figure 4-31 show the results of test 1 
and 4 respectively; both 20 watt heating tests display stability for about 20 hours.  Results from 
the higher heating conditions produced stable results for only 3 hours as seen in test 3, shown in 
Figure 4-29, and no obvious stable period for test 2 shown in Figure 4-30.  In all tests there is a 
pronounced initial period of lower production prior to a peak production rate that is explained 
below.   
Hydrate dissociation in porous media is typically heat and mass transfer limited when 
investigated on the macro scale the time at which the peak production rate occurs is a function of 
the distance the heat front has propagated away from the heater and the temperature of the 
sediment (Tang et al, 2007). Efficiencies begin to decline as the ratio of the energy consumed 
during dissociation to the energy absorbed in the sediment decreases.  This occurs as 
unproductive sediment temperatures rise well above the hydrate stability temperature and 
therefore act as an unproductive energy sink.  The trend of higher hydrate saturation being linked 
to favorable efficiencies is related to this energy ratio.  Assuming mass transfer is non-limiting 
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due to the relatively low hydrate saturations of these experiments; heat transfer is likely 
controlling dissociation.  As the heat front propagates outward through the sediment, hydrates 
begin to dissociate as temperatures rise above the stability temperature.  Sediments with higher 
hydrate saturations therefore can absorb a greater fraction of the energy dissipated from the 
heater, effectively slowing the heat front through the sediment.  However, for systems with very 
high hydrate saturation this trend may be reversed as the decreased permeability will cause 
pressure buildups near the heater effectively raising the hydrate dissociation temperature and 
lowering production efficiencies.   
4.3.2.2.2  Heating rate effects  
The relationship between heating rates and production efficiency is less prominent than effects of 
hydrate saturation as discussed above.  Production rate efficiencies of the 100 watt heating tests 
were higher than the 20 watt tests for both the low and high hydrate saturation conditions.  
Figure 4-32 presents a summary of the cumulative production efficiency as a function of the 
amount of hydrate dissociated.      
 
Figure 4-32 Cumulative production efficiency vs. percent of hydrate dissociation in LSHV for production tests 1-4 
On the left ordinate the cumulative efficiency is shown for each test condition.   On the abscissa 
the percent of initial hydrate that has been dissociated is shown.  As shown in Figure 4-32, test 2 
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(100 watt, 10% Sh) produced higher efficiencies then test 4 (20 watt, 10% Sh), comparing solid 
diamonds to solid circles respectively.  Similarly test 3 (100 watt, 30% Sh) also produced 
slightly higher efficiencies than test 1 (20 watt, 32 % Sh), comparing open diamonds to open 
circles, respectively.  However it is noted that test 1 and 3 produce very similar production 
efficiencies profiles, with test 3 having efficiencies just 1-3% greater than test 1, falling within 
the range of error of the gas measurement system. The effect of heating rate is more pronounced 
comparing the lower saturation cases of test 2 and 4.  Test 4 produced a net efficiency 11% lower 
and peak rate efficiency 30%, lower than test 2. 
4.3.3 LSVH heating summary  
Gas production from point heat source thermal stimulation resulted in high initial production 
efficiencies followed by various rates of efficiency decline.  Sediments with higher hydrate 
saturations resulted in higher energy efficiencies in both high and low heating tests.  Heating 
rates were found to have less of an effect on production efficiencies than hydrate saturation but a 
trend of higher heating rate leading to better efficiencies was observed.  Tests were compared on 
a basis of net efficiency after 23 % of the entire sample was dissociated as a means to make a 
consistent evaluation of efficiency, efficiency was highest at 90% for the 100 watt, 30 %  initial 
hydrate saturation and lowest, at 41% for the 20 watt, 10% initial hydrate saturation test.  Peak 
efficiencies rates ranged from 91% to 72% and net efficiencies from 86% to 41%. Heat front 
movement through the sediment is retarded by hydrate presence in the pores space.  
Short periods of heat transfer limited regimes were observed for 2 of the 4 tests in which heater 
temperatures initially spike before declining to a steady state temperature likely as a result free 
water production increasing convective heat transfer.  Further investigation is needed in which 
heating tests are carried out to the complete dissociation of hydrate in order to gain a better 
understanding of efficiency and heat front movement.   
The production efficiencies observed in this work are notably high and near the maximum 
production efficiency limit imposed by the necessary heat of dissociation required to overcome 
the endothermic nature of constant pressure dissociation. This high production efficiency is a 
function of the experimental conditions chosen for the production tests.  As suggested by Jung 
and Santamarina systems at a lower initial pore pressure provide a greater gas expansion factor 
which allows for increased gas recovery.  This system is operated at ~3 MPa and 2 °C, a 
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condition not only representative of shallow reservoirs but also that of a reservoir near the edge 
of the hydrate stability zone, these conditions are more representative of shallow permafrost 
deposits such as the Mt. Elbert deposit  or shallow subsea floor reservoirs such as the Northern 
Cascadia Margin.  In addition to the lower initial pore pressure and initial conditions on the 
hydrate stability boundary the production efficiency of these tests is also influenced by the 
geometry associated with the gas recovery method, the system is built with a small head space of 
gas over the sediment sample, this head space essentially eliminates the possibility of water 
production during gas extraction which improves production efficiencies by avoiding the need to 
separate water from gas.  It is necessary to note that gas production processes in which the 
wellbore or sampling port is deposited directly into the sediment will experience greater water 
production rates and thus will demonstrate lower production efficiencies than those generated in 
this work.   
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4.4 LARS catalytic combustion thermal stimulation test 
In-situ catalytic oxidation of methane over 10 wt% Pd catalyst supported on a ZrO2 carrier was 
used as the heat source for the thermal stimulation gas production experiment conducted in the 
LARS unit.  The system was prepared to a hydrate saturation of 80% as discussed in the previous 
section.  The heating experiment was run at a constant pore pressure of 8 MPa with a confining 
pressure of 12 MPa.  As gas is evolved from the pore space hydrate phase two parallel syringe 
pumps extract water/CH4 gas mixture from the top of the system as necessary to keep the pore 
space pressure at 8 MPa.  The pump measures the volume of water and gas exiting the system 
the produced water is collected and measured via a digital balance.    The difference in pump 
volume and measured water provides the amount of gas produced.   The amount of water 
displaced from the pore space and produced from the system is used to calculate the amount of 
hydrate dissociated. Gas volumes are calculated using the Peng-Robinson EOS at an average 
system temperature of 15 °C and a pressure if 8 MPa.  During the production test temperatures 
are recorded at various locations within the sediment via an array of RTDs.  
The catalytic combustion chamber requires a light off procedure to achieve the requisite 
temperature to sustain the auto-thermal partial oxidation of the CH4/Air mixture used for the 
duration for the test.  Catalytic light off is achieved by flowing a mixture of 43% H2, 42% N2  and 
12% O2 through the catalyst bed until the internal temperature reaches a steady state at 360 °C at 
a total flow rate of 2 liters per minute. After 10 minutes at these conditions the flow is gradually 
transitioned to a binary flow of methane at 1 liter per minute mixed with air at 5 liters per 
minute.  During this transition period the heater temperature reaches a steady state temperature 
of 455 °C.  A Mass Spectrometer is used to measure the effluent from the catalytic oxidation 
chamber.  Nominal inlet and effluent major gas compositions as measured via mass spectroscopy 
are presented in Table 5. 
Table 5 Catalytic reactor gas inlet and effluent concentrations 
Gas Input conc (mol%) Effluent conc (mol %, dry basis) 
Nitrogen 65% 75% 
Oxygen 17.5% 4.6% 
Methane 17% 12.2% 
Hydrogen 0 0.4% 
CO2 0 7% 
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The catalytic combustion process is operated in a fuel rich condition with an equivalence ratio of 
1.95.  The molar flow rate of CH4 into the reactor is kept constant at 0.045 mol/min.  N2 and O2 
flow rates are 0.147 mol/min and 0.047 mol/min, respectively, which are pre heated and then 
combined in a mixing chamber with the pre heated fuel stream prior to entering the catalytic 
reaction chamber.  The operating conditions required of this system to maintain a steady 
temperature and stable combustion result in an incomplete combustion of the fuel due to the fuel 
rich environment.  Effluent gas composition is measured via mass spectrometry and is reported 
in Table 5.  The outlet flow of methane was calculated to be 0.027 mol/min.  Based on mass 
balance of the inlet and outlet conditions the rate of methane combustion in the reaction chamber 
is 0.018 mol/min resulting in a heat release of ~ 266 watts in the reaction chamber.   
The rate of gas evolution from the hydrate phase is determined based on the measured volume of 
water that is displaced from the pores space system.  The dual pump system continuously 
removes water from the top of the LARS system at the necessary rate to keep pore space 
pressure at 8 MPa. 
Figure 4-33 presents the measured volume of water produced from the system during the heating 
experiment with the volume of water recovered in liters shown on the left ordinate and time in 
hours on the horizontal axis.  The extracted water is measured after each pumping cycle via a 
digital balance and is used in the calculation of the rate of CH4 hydrate dissociation and gas 
evolution.  The water extraction rate was stable throughout the duration of the tests at a rate of 
roughly 4 liters per hour.   
 
Figure 4-33 Volume of water recovered from each cycle of the dual pumping system 
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The amount of gas phase CH4 that has dissociated from the pore space hydrate phase is 
calculated using Equation 21. 
     
 (     )
   
 
   Equation 21 
Where R is the universal gas constant, Vw is the volume of water produced and Vd is the 
difference in volume occupied by the water in the hydrate phase compared to the liquid phase.  
The specific volume of hydrate is 1.24 that of liquid water and thus as hydrate dissociates 
additional pore volume becomes available for gas occupation.  Z is the gas compressibility factor 
calculated using the Peng-Robinson EOS at 8 MPa and 288 K, T is the averaged system 
temperature and nCH4 is the moles of CH4 gas produced from the hydrate dissociation.  
Incremental water recovery is used to calculate in-situ efficiency rates and the cumulative 
volume of water collected is used to calculate cumulative efficiency as described in Equation 22 
and Equation 23. 
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Equation 23 
The cumulative and in-situ dissociation efficiencies are presented in Figure 4-34 with thermal 
efficiency as defined in Equation 22 and Equation 23 plotted on the left ordinate and time on the 
horizontal axis.  These efficiencies do not represent the production efficiency of the process that 
were presented for the LSHV system but rather can be described as the dissociation efficiency. 
No gas phase CH4 was recovered from the system during the heating test, only methane saturated 
water was recovered.  The dissociated hydrate produces pore space gas which displaced the 
water from the system, the displaced water is used to calculate the amount of dissociated hydrate.   




Figure 4-34 Cumulative and in-situ production efficiency of LARS thermal stimulation experiment  
The cumulative efficiency slowly declines over the duration of the test from a peak value of 89% 
to a final value of 83% when the production test was terminated. In-situ efficiencies were 
scattered for the initial 2 hours of the test and then stabilized at 85 % until they began to drop 
around 11 hours into the test.   The boundary of hydrate stability for pure CH4 in 3 wt% NaCl 
solution is 10 °C at 8 MPa (Maekawa, 2001).  The dissociation test was terminated after 12 hours 
when all temperature readings had exited the zone of hydrate stability as shown in Figure 4-35 
and Figure 4-36 .   
The temperature profile within the reactor during the production test is presented in Figure 4-35 
and Figure 4-36 with temperature on the left ordinate and time on the horizontal axis. Figure 
4-35 includes a diagram of the RTD locations within the LARS reactor, the color of the lines in 
the temperature plot correspond to the marker color on the schematic.   Two interesting events 
are observed during this production test, firstly the temperature in the vicinity of the heating 
element at location T9 records a peak temperature of nearly 90 °C followed by a sharp decline to 
a steady state temperature of 70 °C, secondly the temperature near the heater displays non-steady 
state behavior at 4 hours into the heating test.   




Figure 4-35 Temperature profile of LARS thermal stimulation experiment for selected locations with RTD location 
schematic 
After the first three hours of heating the system appears to be approaching a fully developed 
temperature profile with T9, T8 and T10  reaching their SS conditions, however the SS behavior 
is clearly perturbed as evident by the sudden increase in temperature at T9,T8 and T10 locations. 
Once temperatures return to SS conditions at 6 hours the temperature at T5 and T6 display a 
clear inflection point on the plot where temperatures again begin to rise.  This inflection point is 
highlighted in Figure 4-36 where the open and closed circles diverge from the other RTD signals.   
 
Figure 4-36 Temperature profile of selected locations for LARS thermal stimulation production test 
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4.4.1 LARS heating summary   
In-situ catalytic combustion of CH4 / Air mixture was used as local heat source for thermal 
stimulation based hydrate dissection.  Dissociation efficiencies fluxuated between 80% and 90% 
for the 12 hour production test.  Cumulative efficiencies reached at a maximum of 88% at the 
beginning of the test and gradually declined to 83%.  No gas phase methane was collected from 
the system prior to terminating the thermal stimulation test and thus the efficiency values 
presented here can only be used as a metric regarding hydrate dissociation and not gas 
production, additional energy is required to remove water from the reservoir and separate the gas 
phase CH4 from the liquid water phase.  Temperature near the combustion chamber initially 
peaked followed by a rapid decline to steady state conditions. The steady state conditions were 
perturbed by some flow transition that occurred about 6 hours through the experiment. The 
temperature field displayed a clear transition after the onset of the flow transition in temperatures 
in the very near field of the heater and at T5 and T6 locations a fair distance from the combustion 
chamber.    The abrupt temperature field transition that occurred near the heater at 3 hours and 
later was observed at T5 and T6 locations at 6 hours was not accompanied by a noticeable 
change in water or evolution rate.  A slight decrease in the in-situ efficiency rate is observed at 
the onset of both temperature transitions however is so minimal that it is assumed unrelated.    
5 Thermal stimulation assisted CO2 –CH4 gas hydrate exchange process  
5.1 Introduction 
Methane hydrate deposits represent a significant portion of future potential natural gas resources.  
In addition to their promising potential in terms of an energy resource they have also been 
proposed as a mechanism for CO2 sequestration.  Pure CO2 hydrates are substantially more stable 
than pure CH4 hydrates at the temperatures and pressure ranges common to natural hydrate 
deposits.   The conversion of bulk methane hydrate into CO2 hydrate is thermodynamically 
favorable at temperatures below 10 °C, as the equilibrium pressure for CO2 hydrate is lower than 
that of CH4 hydrate (Sloan and Koh, 2008).  CH4–CO2 replacement can occur without the 
production of any liquid phase water while the system never leaves the hydrate phase on a macro 
scale (Ota et al., 2005; Baldwin et al., 2009).  The replacement process can also occur by 
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complete or partial methane hydrate dissociation and the reformation of CO2 hydrate from liquid 
phase water and gaseous CO2 via a rearrangement of molecules. 
Several researchers have demonstrated the exchange process of replacing CH4 hydrate with CO2 
hydrates in both bulk phase and in porous media systems. (Ota et al. 2005; Hirohama et al., 
1996).  Hirohama et al. reported a 15% conversion of a 24 mol bulk CH4 hydrate sample into 
CO2 hydrate over a period of 800 hours.   On a smaller scale Lee et al. (2003) investigated the 
hydrate exchange process in porous silica gel using powderized hydrate particles and liquid CO2 
injection.  They reported the conversion of 50% of CH4 hydrate into CO2 hydrate.    Baldwin et 
al. (2009) have shown the spontaneous conversion of CH4 hydrate in porous media by liquid 
CO2 injection at 4 C and 8.27 MPa using MRI data.  Their experiments confirmed that no 
hydrate dissociation occurred during the exchange, ie no liquid water was observed for the 
duration of the test.   Shicks et al. (2011) have produced Raman spectroscopic and XRD results 
for the forward and reverse exchange process of CH4-CO2 with the addition of light 
hydrocarbons.  Using sample volumes of 0.25 cm
3
 and 0.393 cm
3
 for XRD and Raman analysis 
respectively, they have reported a 20-50% conversion from CH4 to CO2 hydrate after 115 hours 
of continuous CO2 gas exposure.   
The extent of CO2-CH4 exchange is limited by the fact that the molecular diameter of CO2 is 
slightly larger than the small cage (5
12
) diameter of the SI cage.  The molecular diameter to 
cavity diameter ratio of CO2 is 1.00 for the small cage and 0.834 for the large cage. (Sloan and 
Koh, 2008) The ratio for methane molecules is 0.855 and 0.744, for the small and large cages 
respectively, and 0.804 and 0.7 for Nitrogen, respectively.  Park et al. (2008)  used Raman 
spectroscopy to investigate the degree of exchange between CH4 hydrates when exposed to CO2 
and N2 replacement molecules.  They observed that when pure CO2 was used as a replacement 
gas 64% of the methane was recovered from the pure methane hydrate by CO2 swapping.  More 
interestingly were results showing that 85% of methane molecules were recovered when a binary 
mixture of CO2 and N2 was used as the replacement gas.   This enhanced replacement behavior 
can be explained by looking at the ratios between guest molecule diameter and cavity diameter.  
Because Nitrogen has a similar molecular diameter to Methane, 4.1 Å compared to 4.36 Å,(Sloan 
and Koh, 2008) the N2 can more easily replace the CH4  in the small 512  cage of SI hydrates 
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when compared to CO2 whose diameter just barley fits inside the small SI small cage. 
(Youngjune et al., 2008)    
The injection of CO2 into hydrate bearing sediments is susceptible to injectability problems 
resulting from the low permeability inherent to porous media with high hydrate saturations.  
Combined with the potential for rapid CO2 formation during pressure build up, pore plugging 
becomes an issue for CO2 sequestration in hydrate reservoirs.  (White et al., 2011, 2009)  If 
initial permeability is too low to allow for sufficient gas movement away from the injection well, 
pressure will rise increasing the driving force for CO2 hydrate formation and potentially 
secondary CH4 hydrate formation that could further limit permeability and prevent continued 
flow.  It has been suggested in literature, based on numerical simulation that CO2 injection be 
preceded by a depressurization period to enhance initial injectability (White 2008).  An 
additional method to improve CO2 injectivity is via the addition of a heat source during injection 
in order to avoid premature CO2 formation and additionally assist in dissociation of in-place CH4 
hydrate. (White et al., 2009)  
5.2 Experimental development: 
The concept of down hole combustion for thermal stimulation based methane production has 
been evaluated on both the small and large scale systems via a simulated heat source as discussed 
in the chapter 4.  The injection of CO2 and addition of thermal energy attempts to expand on the 
concept of down-hole combustion while investigating the CO2–CH4 exchange potential and 
explore the degree of carbon neutral methane production feasibility.  These experiments have 
been designed to explore three primary aspects of the gas exchange process: 1) the effect of 
injection rate of CO2 on the gas exchange process without the addition of thermal energy; 2) the 
effect of heating rate on the exchange potential of both high and low CO2 injection rates; and 3) 
the interaction between heating rate and injection rate and the influence this ratio has on gas 
mixing in both hydrate and gas phases during flow-through experiments.  
To generate a standard for evaluating the influence that thermal stimulation has on the CO2 gas-
hydrate exchange process a baseline test has been conducted at both a high and low CO2 
injection rate.  The conditions of this baseline test have been chosen based on insight from an 
array of prior heating production tests presented in chapter 4.  The initial hydrate saturation is 
grown to an average value of 50% using the same method as conducted for the LSHV thermal 
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stimulation experiments.  Hydrate saturation of 50% has been chosen to represent conditions 
similar to those that exist in the Mt. Elbert test site.  The high and low heating rates were 
conducted at 100 watts and 20 watts respectively.  These values were chosen to allow 
comparison of gas evolution rates with the thermal stimulation production tests discussed in 
chapter 4.  The testing protocol consists of a total of 6 CH4 production/CO2 sequestration test 
conditions at various CO2 injection rates and heating rates.  Tests 1 and 2 were conducted as 
baseline tests in which no heat was added to the system and CO2 was injected at a low injection 
rate of 155 mlpm(STP)  and a high injection of 1000 mlpm(STP).  Tests 3 and 4 were conducted 
with a heating rate of 100 watts and a CO2 injection rate 155 mlpm and 1000 mlpm, respectively.  
Tests 5 and 6 were conducted with a heating rate of 20 watts and CO2 injection of 155 mlpm and 
1000 mlpm, respectively.   
The low and high Injection rates of 155 and 1000 mlpm have been selected based on results 
produced from previous heating tests. CH4 gas evolution rates from heating test of 30% hydrate 
saturated sediment peaked at ~250 mlpm and ~1.6 liters per minute for 20 and 100 watt heating 
respectively as presented previously in chapter 4.  The injection rates used in these exchange 
tests were set to 60% of the peak CH4 production rate at 20 and 100 watts.  Higher CO2 injection 
rates result in lower residence times in the system which allow for less hydrate exchange and 
promotes greater gas phase mixing. The second parameter limiting the gas injection rates was 
vapor pressure of CO2 at the system temperatures. At the temperature range of the sediment (2-3 
°C), CO2 gas will condense to liquid at 3.6 to 3.8 MPa.  The injection of gaseous CO2 is desired 
in order to avoid large density differences between the CH4 and CO2 in system and keep the 
exchange process in the gas phase only.   Injection of CO2 into the sediment in this system 
requires a head pressure of roughly 0.1 to 0.15 MPa to sustain the high flow rate of 1000 mlpm 
depending on the hydrate saturation and permeability in the vicinity of the injection port.  Larger 
flow rates require larger head pressures that bring the CO2 pore pressure within in the vicinity of 
condensation and thus 1000 mlpm was used as the upper limit of injection rates studied.   
5.3 Experimental procedure 
During the injection process the gas phase pressure of the system is held constant just above the 
hydrate stability pressure at 3.3 MPa.  Pressure is controlled via a back pressure regulator while 
the produced CH4 and CO2 gas stream is allowed to flow out of the system through flow and 
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composition analysis.  As CO2 is injected into the pore space the free CH4 gas in the pore space is 
partially flushed out and the effluent gas composition is monitored via an online binary TCD and 
an Agilent MicroGC 3000.  If gas-hydrate exchange occurs slowly, as expected from the 
literature, then it is likely that during high gas flow rates much of the gas phase CH4 will be 
flushed out of the pore space before significant exchange process occurs.  At 50% hydrate 
saturation and 10 % water saturation the pore space contains 11 moles of gas phase methane at 
3.3 MPa and ~ 83 moles of CH4 in the hydrate phase.  
The goals of these baseline tests are twofold; primarily to determine the percentage of methane 
hydrate converted into CO2 hydrate and to determine the residence time of CO2 in the system.  
This information is used as a baseline comparison to quantify the benefits of thermal stimulation 
to the exchange process.  Additionally these tests provide information on the injectability of the 
systems at different flow rates.  This is important because premature hydrate formation should be 
avoided in order to sustain a consistent and repeatable flow into the system.  The amount of 
excess water in the pore space and the permeability of the system determine to what extent the 
injected CO2 will form hydrate before it has a chance to exchange with CH4 hydrate or simply 
pass through the system.   
The metrics used to quantify the gas exchange process and the gas recovery processes are 
defined as the recovery efficiency ηrecovery and the carbon exchange factor ηexchange.  Recovery 
efficiency is defined in Equation 24 as the ratio of the total moles of methane hydrate dissociated 
and recovered from the system to the total moles of methane hydrate in the system at the start of 
the experiment. The hydrate dissociated but not recovered from the system is not used in this 
calculation. 
          
                            
                             
  
Equation 24 
The exchange factor is calculated as the ratio of moles of methane produced from the hydrate 
phase to the moles of CO2 sequestered in both the gas phase and hydrate phase of the system.   
          
                
                   
 
Equation 25 
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Where the moles of CO2 and CH4 recovered are measured via a mass flow meter and gas analysis 
system and the moles of CO2 sequestered are calculated as the difference between the amount of 
CO2 recovered and injected. The composition of the hydrate phase cannot be directly measured 
in this apparatus and thus it must be calculated based on the system mass balance.   
5.3.1 Test 1 & 2: baseline CO2 injection without thermal stimulation   
The baseline CO2 injection tests are conducted with the system at a pressure of 3.3 MPa and 
sediment temperatures of 1-2 °C.  The sand pack is prepared with a pore space hydrate saturation 
of 50%, a water saturation of 10 % and a gas saturation of 40%.  Prior to the CO2 injection 
process the system pressure is lowered from 3.5 MPa through the back pressure regulator while 
gaseous methane leaves the system until flow stops at 3.3 MPa indicating that the BPR is set in 
the correct configuration.  CO2 gas is injected into the system through the injection nozzle by 
setting the gas cylinder line pressure at 3.4 MPa.  Flow is regulated with an Aalborg GFC 17 
mass flow controller that is set at 155 mlpm for the low injection rate and 1000 mlpm for the 
high injection rate.  As CO2 is injected into the sediment the gas phase methane is displaced from 
the pore space which is evolved through the BPR.  The effluent gas stream leaving the system is 
measured using an Omega mass flow meter and the gas composition is monitored using a GOW-
MAC 20-150 binary thermal conductivity meter.  The CO2 injection process is sustained at a 
constant rate until the effluent gas stream reaches 95 % CO2 at which point the injection process 
is terminated and the system is allowed to equilibrate over a 7 day period.   
Figure 5-1 and Figure 5-2 show effluent and pore space gas concentration in mole fraction of 
methane (balance CO2) on the left ordinate and time on the abscissa for the low and high 
injection rates, respectively.  The open red triangles display the gas composition leaving the 
system through the top release ports and the open squares represent the gas composition taken 
from the pore space at the sampling tap within the sediment matrix.  In both high and low 
injection experiments the effluent gas composition initially recovered is pure methane for some 
duration, once the CO2 has traveled through the pore network and mixes with the gas phase head 
space the gas monitoring system detects the CO2 breakthrough.  The breakthrough time is 40 
hours for the 155 mlpm test and 4 hours for the 1000 mlpm test.  




Figure 5-1 Test 1, 0 W, 155 mlpm CO2 injection pore space and effluent composition 
 
Figure 5-2 Test 2, 0 W, 1000 mlpm CO2 injection pore space and effluent gas composition 
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The pore space initially contains 82.5 moles of CH4 hydrate, 10.2 moles of CH4 gas and 2.1 liters 
of liquid water, additionally the headspace contains 2.4 moles of gaseous CH4.  The 
compressibility of CH4 at the system conditions is 0.904 and the compressibility factor of CO2 is 
0.714.  This difference in compressibility requires that a total of 21 moles of CO2 be injected to 
displace the entirety of the initial 16.6 moles of gas phase CH4 in the system.  If the system were 
to behave as a simple plug flow reactor with no gas exchange occurring for the duration of the 
experiment the break through time for tests 1 and 2 would be 8.33 and 53 hours respectively to 
displace 16.6 moles of methane at a CO2 injection rate of 1000 mlpm and 155 mlpm respectively. 
However as is evident in Figure 5-1 and Figure 5-2 the effluent gas composition does not 
resemble that of PFR behavior, as well the observed lengths of the tests were substantially longer 
indicating some degree of gas-hydrate exchange and gas phase mixing. PFR behavior is not 
expected in this system due to the geometry and flow path of the injected fluid.  The injection 
port is located in the center of the sediment system and the gas is flowing through a pore network 
with a non-homogeneous permeability distribution, comparison to PFR is only used to create a 
bound for the shortest expected time to displace all the gas phase methane in the pore space. An 
upper bound is also generated as the amount of time it would take to inject enough CO2 to 
replace 100% of the hydrate phase CH4 as well as occupy the remaining pore space.  This upper 
bound is simply calculated based on specific volumes and gas flow rates and is unrelated to the 
kinetics of hydrate formation.  
Figure 5-3 presents a comparison of the cumulative influent and effluent flow for tests 1 and test 
2.  Open symbols correspond to the high CO2 injection test and solid symbols to the low injection 
test.  The profiles of effluent CO2 and CH4 are similar for both tests, both demonstrating high 
initial CH4 production as the gas phase CH4 is flushed from the system, the effluent CH4 begins 
to decline as CO2 begins to pass through the system while only a small percentage is sequestered 
in the hydrate phase.   The tests are terminated when the effluent stream is 95% CO2.  




Figure 5-3  Comparison of Test 1 and Test 2: Cumulative gas input and effluent quantities 
The recovery efficiency for the 155 mlpm and 1000 mlpm injection tests was 17% and 5 %, and 
the exchange factors were 0.7  and 1.8, respectively.  The lower injection was able to operate for 
a longer duration allowing increased gas hydrate exchange and subsequently greater CH4 
recovery. The exchange factor for the low injection indicated that more methane was recovered 
than CO2 sequestered, however this was the not the case for the high injection in which more 
CO2 was sequestered than CH4 produced.  At the completion of test 1, 26.6 moles of CH4 were 
recovered and 18 moles of CO2 sequestered. Test 2 resulted in the production of 17.7 moles of 
CH4 and the sequestration of 31.2 moles of CO2.  
5.3.2 Test 3 & 4b: high heating rate CO2 exchange tests 
Results from the CO2 injection test without thermal stimulation suggest higher injection rates 
lower CH4 production potential while increasing the exchange factor.  The co-injection of heat 
with CO2 increases the rate of CH4 hydrate dissociation and allows for increased CO2 
sequestration by generating free water for CO2 hydrate growth.  Tests 3 and 4b have been 
conducted at the conditions as test 1 and 2 with the addition of a 100 watt heat flux at the 
location of the injection port.  The experimental procedure is identical to that of tests 1 and 2 in 
terms of pressure regulation and gas monitoring. The development of the heat front is monitored 
via the distributed thermocouple array. 




Figure 5-4 Comparison of Test 3 and Test 4b: Cumulative gas input and effluent quantities for 100 watt exchange tests 
Figure 5-4 shows the progression of cumulative effluent gas quantities for test 3 and 4b, with 
open markers corresponding to the high injection rate (test 3) and solid markers for the low 
injection rate (test 4).  The recovery efficiency for the 155 mlpm (Test 4) and 1000 (Test 3) 
mlpm injection tests was 91% and 55 %, respectively, and the exchange factors were calculated 
at 0.1 for the low injection rate and 0.7 for the high injection rate.  At the end of the high 
injection experiment (Test 3) 58 moles of CH4 were produced and 40 moles of CO2 were 
sequestered in the system.  The low injection rate (Test 4b) resulted in the production of 96 
moles of CH4 and sequestration of 13 moles of CO2 with a total injection of 35 moles CO2.  The 
input of thermal stimulation improved the recovery efficiency for both the high and low injection 
tests compared to the baseline tests 1 and 2 presented in the previous section. The duration of test 
3 was 70 hours, nearly three times that of test 2. Test 2 and 3 were both conducted with a high 
CO2 injection rate of 1000 mlpm, the addition of 100 watts of heating brought the recovery 
efficiency up from 5% to 55% while the exchange factor decreased from 1.8 to 0.7.  Comparing 
the low injection test 4 and test 1 (both at 155 mlpm), the recovery efficiency increased from 
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17% to 91% and exchange factor decreased from 0.7 to 0.1 with addition of 100 watts of thermal 
stimulation.  
The original attempt at test 4 experienced a heating element failure at 20 hours into the 
experiment, after this failure thermal stimulation input was terminated and heat input set to 0 
watts, the CO2 injection however was sustained for the remaining 160 hours of the test. The 
failure of the heating element resulted in test conditions outside the original scope of the testing 
array; however the results provide valuable information regarding the potential of optimizing the 
gas production and exchange system.  The concept of delayed CO2 injection during thermal 
stimulation production tests is similar to enhanced oil recovery system methods in which the 
fluid injection is utilized to push the desired resource, in this case CH4, through the pore network 
toward the production well.   Delaying the injection of CO2 into the hydrate bearing sediment 
during thermal stimulation allows for the initially highly efficient thermally based hydrate 
dissociation to occur while avoiding excessive CO2 evolution caused by CO2 passing through the 
system pore network.  Methane production from thermal stimulation produces a flow profile that 
is initially stable followed by a period of decline, as elaborated on in chapter 4 and highlighted in 
Figure 4-28.  As was demonstrated during test 4 the first 20 hours of heating produced nearly 
75% of the available methane hydrate in the system, after this point the CO2 injection was 
sustained and continued for 160 hours while it was converted to the hydrate phase and an 
additional 60 moles of CO2 was sequestered.  The recently dissociated CH4 hydrate provides the 
necessary free water to allow for relatively rapid CO2 hydrate formation rates which were able to 
from hydrate at a rate greater than the injection rate.  Figure 5-5 shows a plot of the pressure in 
the system during test 4, pore space pressure and head pressure are shown via open squares and 
crosses, respectively on the left ordinate and the CO2 injection rate is plotted as open circles on 
the right ordinate in units of standard ml/min of CO2.  The system pressure continued to decline 
after the heat input was terminated at 25 hours while CO2 injection continued for the duration of 
the test. CO2 injection remained constant until the pressure in the pore space began to rapidly 
increase indicating a decline in hydrate formation rate.    




Figure 5-5 Test 4 (155 mlpm, 100 W) pore space and head space pressure profile 
5.3.3 Test 4: (heating element failure) 
Due to equipment failure the desired heating conditions for test 4 were not possible during the 
initial experiment.  The results from the failed heating tests produced interesting results and 
verified the repeatability of the experiments.  Figure 5-6 shows the cumulative influent and 
effluent flow for test 4 and test 4b.  The cumulative CH4, shown in open and solid triangles for 
test 4b and 4 respectively both track together until the heater failure at ~20 hours into the test. At 
this point in test 4 the effluent flow dropped to 0 and neither CO2 nor CH4 was recovered from 
the system, while the flow in test 4b continued for the duration of the test.  The exchange factor 
for test 4b was 0.1 while for test 4 it was 0.7 and the recovery efficiency at the end of the test 
was 91% and 75% for test 4 and 4b respectively.  These figures suggest that thermal stimulation 
assisted gas exchange is most beneficial in the early portions of the test when thermal stimulation 
is most efficient and producing  high gas flow rates.  In both tests 70% of the hydrate phase CH4 
was recovered in the first 20 hours of the test.  The continued injection of CO2 after the heater 
failure resulted in the sequestration of nearly 55 more moles than were sequestered for the 
duration of test 4.   




Figure 5-6 Comparison of test 4 and test 4b 100 W, 155 mlpm CO2 injection 
 
5.3.4 Test 5 & 6: low heating rate CO2 exchange tests  
Test 5 and 6 were conducted under the same experimental procedure and initial system 
conditions as test 3 and 4 with the exception of the lower heating rate of 20 watts.  Comparison 
of the low and high heating rates provides information on the extent that thermal stimulation 
benefits the gas hydrate exchange performance and methane production efficiency. Figure 5-7 
and Figure 5-8 display the pore space and effluent gas composition during the CO2 injection 
process for tests 5 and 6, respectively.  The Left ordinates of the figures show the percent of 
methane in the gas phase pore space shown via hollow squares and the effluent gas composition 
in red triangles.  




Figure 5-7 Test 5, 20 W, 155 mlpm CO2 injection pore space and effluent composition 
 
Figure 5-8 Test 6, 20 W, 1000 mlpm CO2 injection pore space and effluent composition 
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The pore space and effluent gas composition data presented in Figure 5-7 and Figure 5-8 
displays similar trends to those presented for test 1 and 2 in Figure 5-1 and Figure 5-2.  Effluent 
gas composition remains primarily CH4 for some period after which a steady decline is observed 
and followed by a transition in the rate of decline.  The pore space composition also follows this 
same trend.  The transition point in slope of the effluent gas composition observed in both test 6 
(Figure 5-8) and test 5 (Figure 5-7) is coincident with a transition in which the pore space sample 
CH4 composition becomes greater than that in the effluent stream.  This transition occurs at 12 
hours into test 6 and 125 hours into test 5.  At this point the decline in CH4 effluent composition 
displays a discrete transition and the slope of decreases.  
 
Figure 5-9 Comparison of Test 5 and Test 6, Cumulative gas input and effluent quantities for 20 watt exchange tests 
The progression of the exchange tests is summarized in Figure 5-9 with test 6 (20 W, 1000 
mlpm) shown in open markers and test 5 (20 W, 155 mlpm) shown in solid markers.  The 
recovery efficiency for the low injection rate (test 5) was 21% and 9% for the high injection rate 
(test 6).  The exchange factor for both tests was 1.4.  The same trend is observed in these tests as 
in the high heating rate tests, the higher injection rate experiments produce lower exchange 
recovery potential and the addition of thermal energy improves the recovery efficiency.  The 
exchange factor was the same value for both high and low injection rates for the 20 watt heating 
rates.   
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5.3.5 Heat rate comparison  
The following section presents a comparison of heat rates at the high and low CO2 injection 
rates.  The plots present exchange tests with thermal stimulation via solid red markers and plots 
without thermal stimulation in open markers.   
 
Figure 5-10 High injection rate (1000 mlpm) exchange comparison; low heat rate (test 6) plotted with zero heat rate (test 
2)  
Figures 9 and 10 present a comparison between low heating and no heating experiments at both 
the high injection rate of 1000 mlpm and the low injection rate of 155 mlpm.  Two primary 
findings are elucidated in these figures:  The 20 watt heating test produce methane at a faster rate 
for both high and low injection tests compared to the no heating tests.  Secondly, the exchange 
tests with 20 watt thermal stimulation result in lower recovery rates of CO2 and thus effectively 
have increased CO2 sequestration potential.   In both Figure 5-10 and Figure 5-11 the solid red 
diamonds (20 watts) track above the open triangles (0 watts), for the entire duration of test 5 and 
the majority of test 6.  Additionally the point in time when the amount of CH4 recovered is 
matched by the amount of CO2, referred to as the crossover point, is delayed for test with thermal 
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stimulation.  This crossover point is indicated in the figures when the diamond trace crosses the 
triangle trace and is delayed from 17 hours to 20 hours in Figure 5-10 and from 125 hours to 
more than 180 hours as shown in Figure 5-11. 
 
Figure 5-11 Low injection rate (155 mlpm) exchange comparison; low heat rate (test 5) plotted with zero heat rate(test 1) 
The increased CO2 sequestration ability of the 20 watt tests can be attributed to the production of 
free water resulting from CH4 hydrate dissociation which then becomes available for CO2 
formation.   
Figure 5-12 presents the comparison of high heating rate (100 W) and no heating tests for the 
high CO2 injection experiments.  In this figure it is clearly evident that increased heating rates 
produce larger CH4 evolution rates for a longer duration as shown via the open and closed 
triangles.   The cumulative CH4 produced during the 100 watt heating tests increased at a much 
greater rate than for the non-heated system while the produced CO2 is slightly lower for the 100 
watt test.   




Figure 5-12 High injection rate (1000 mlpm) exchange comparison; High heat rate(test 3) plotted with zero heat rate (test 
2) 
The total moles that can be stored in the system is limited by the available water for hydrate 
formation and the resulting remaining pore space in the sediment.  If all 11 liters of the pore 
space water are converted to the hydrate phase it will occupy 13.6 liters (if CH4) or 14 liters (if  
CO2).  The specific molar volume of methane is 0.96 that of CO2 and thus CO2 hydrate occupies 
a larger pore space volume that methane hydrate. Based on a hydration number 6.0 the 11 liters 
of water will consume 101 moles of gas (either CO2 or CH4) leaving 6.4 liters in the pore space 
and 1.5 liters in the head space for the free gas phase.  At a pressure of 3.3 MPa and a 
temperature of 2 °C 12.6 moles of methane or 16 moles of CO2 can occupy the remaining free 
space in the system.  Thus the theoretical maximum moles in the system are 101 moles in the 
hydrate phase and 16 moles of CO2 in the gas phase.  
Figure 5-13 presents a comparison of the low CO2 injection rate for the 20 watt and 100 watt 
exchange tests.  The 100 watt test produced significantly higher CH4 recovery rates as shown 
comparing open and solid triangles.  The breakthrough period for CO2 slowly increased for both 
tests as shown in open and closed diamonds, and then begins to increase at 60 and 80 hours for 
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test 4b and 5 respectively.  This inflection point occurs as the rate of CH4 hydrate dissociation 
begins to decline and the injected CO2 continues to pass through the system. 
 
Figure 5-13 Low injection rate(155 mlpm) exchange comparison; High heat rate(test 4b) plotted with 20 watt heat rate 
(test 5) 
Figure 5-14 is a plot of the cumulative change in moles of hydrate guest formers in the system, 
i.e. the sum of cumulative CH4 and CO2 out of the system minus the cumulative CO2 injected into 
the system. When this value is greater than 0 (as indicated by the dotted red line) more gas has 
entered the system than has left.  The system pressure has been kept constant for the duration of 
all tests, except for test 4b due to the heater failure, and thus any increase in gas storage in the 
system must be predominantly in the hydrate phase.  Tests 2 and 6, both high CO2 injection rates 
at 0 watts and 20 watts respectively shown in open triangles and open circles display an increase 
in total moles in the system this also corresponds to the high exchange factors of 1.8 for test 2 
and 1.4 for test 6.  Alternatively as shown in the open and closed triangles for test 3 and 4 
respectively the net moles in the system rapidly declines as a result of the high thermal 
stimulation, in both cases the rapid decline is short lived and begins to increase as CO2 is 
sequestered in both the gas phase and hydrate phase pore space.  All exchange conditions with 
some degree of thermal stimulation initially show a decline in net moles in the system followed 
by some degree of increase with the exception of test 4b. This indicates that for these three 
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conditions the initial rate of hydrate dissociation was greater than the rate of CO2 injection.  Test 
2 and test 6, open diamond and open circle both high injection conditions are the only 
experiments in which the net moles of the system does not display any period of decline. Test 4 
is shown with black crosses; the significant change in trend observed at 20 hours is a result of the 
continued injection of CO2 into the system after the heating element failure while no additional 
gasses leave the system.  Test 4 was able to continue until the net change in moles of the system 
approached zero and the rate of CO2 gas being converted to hydrate became lower than the rate 
of injection.  
 
 
Figure 5-14 Cumulative change in moles (CH4 + CO2) in reactor system 
 




Figure 5-15 CO2 sequestration profile for tests 1-6 
Figure 5-15 provides a summary of the CO2 sequestration profile for tests 1-6, with open markers 
representing high injection tests and solid markers the low injection test.  The total moles of CO2 
sequestered in the system is plotted on the left ordinate with duration of the test in hours on the 
horizontal ordinate.  Sequestration profiles for high and low injection rates track along their 
respective profiles.  The initial linear slope of the sequestration profile is simply the rate at which 
CO2 is being injected into the system, the cumulative CO2 injected in the system is shown via 
solid blue and red lines for high and low injection rates respectively.  The total sequestered CO2 
in each test tracks along the blue or red line and begins to diverge as effluent CO2 is collected 
from the system.  Open and solid squares show the high heating tests; in both the high and low 
injection rate experiments the sequestration potential is lower than both corresponding low 
heating and non-heating tests.  The test with the highest CO2 sequestration potential was test 4 
due to the heating element failure, aside from test 4 the best performance was observed for the 
low heating, low injection rate test 5 shown in solid circles. The sequestration profiles for the 
high CO2 injection rate demonstrate very similar profiles, with the exception of the high heating 
test that continued sequestering CO2 nearly three times longer than the low and non-heating tests.  
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The reason for this can be explained by the metric used to determine the end of the test, when the 
effluent was 95% CO2 the test was terminated, due to the higher heating rate more CH4 hydrate 
was dissociated which provided a longer period of CH4 dominated effluent. The increased 
heating rate increased the sequestration potential for two primary reasons. Firstly it extends the 
length of the test by generating larger rates of CH4 in the effluent stream and additionally the 
available water for hydrate formation is increased.  
5.3.6 Temperature profiles  
The following section presents the development 
of the temperature profile in the sediment 
matrix for the 4 different heating experiments 
Test 3- test 6.  All figures share the same 
formatting, with the left ordinate showing 
thermocouple temperatures in °C, the right 
ordinate represents the heater temperature in °C, 
shown with solid red markers.  For each test the 
temperature profiles at locations C1-C4 are 
presented together and profiles for B1-B4 
shown in a separate plot.  The heater 
temperature is the internal temperature of the 
resisting heating element inside of the SS 
cartridge and the thermocouples C1-C4 and B1-
B4 are located within the sediment matrix as 
outlined in Figure 5-16 where TC1 corresponds 
to C1 and TB1 corresponds to B1 and etc. 
Figure 5-17 and Figure 5-18 show the 
temperature plot for the 100 watt, 1000 mlpm 
CO2 injection (test 3).  The temperature behavior of the heating element is similar to thermal 
stimulation tests discussed in chapter 4 for the 100 watt heating tests without CO2 injection.  The 
heater temperature initially rises to above 400 °C and falls to a near steady state temperature of 
250 °C.  However, unlike the heating only test discussed in chapter 4 the heater temperature 
Figure 5-16 Apparatus schematic TC locations 
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gradually increases after its initial spike.  This increase is likely a result of the gas build up near 
the injection port/heater which is pushing water out of the pore space near the heater and 
lowering the conductivity of the pore space system and acting as an insulating bubble around the 
heater and injection port lowering heat flux away from the heater due to water based convection.  
Temperatures at the C4 and C3 locations also experience an initial spike followed by a steady 
state condition.  These temperature spikes may result from gas buildup in the hydrate 
dissociation zone which is suddenly released due to channel formation in the sediment which 
promotes rapid liquid mobility, as discussed in chapter 4.      
 
Figure 5-17 Temperature profile of top section: Test 3, 100 W, 1000 mlpm 
Temperature profiles in the bottom section of the reactor do not display the similar peaking 
trends as the top section of the reactor, indicating gas build up occurs in the top section of the 
reactor system and channeling or rapid flow formation is biased upwards.  The profiles in the 
bottom section behave consistent with normal conductive heat transfer behavior.  The differences 
in temperature profiles between the top and bottom section of the reactor suggests the gas flow 
pattern is mobile predominantly in the upward direction.  The stainless steel tubing supporting 
the cartridge heater provides a highly thermal conductive pathway upwards towards the top of 
the reactor.  In addition to this thermal path way, the hot tubing would cause hydrate dissociation 
all along its surface providing a zone around the tube that allows fluid to flow less impeded than 
outward through the hydrate saturated porous system. 




Figure 5-18 Temperature profile of bottom section: Test 3, 100 W, 1000 mlpm 
 In Figure 5-19 and Figure 5-21 the tempeature profiles for the top and bottom section of the 
reactor are shown for the 100 watt, 155 mlpm exchange test. The heater tempeature experiened 
an initial spike similar to test 3; however the temperature spike reached 700 °C and displayed a 
short term steady state condition at 500 °C prior to failure.   
 
Figure 5-19 Temperature profile of top section: Test 4, 100 W, 155 mlpm 
The intial tempeature spike that was observed in test 3 at locations C3 and C4 was not observed 
in this low injection test but the steady state temperature for C4 was 62 °C for test 4 and 55 °C 
for test 3.  The higher CO2 injection lowers both the heater temperature and temperatures at C3 
and C4 due to the greater convection rate of heat away from the heating element. Figure 5-20 is 
the temperature proflie observed durign test 4b, comapring test 4 and 4b the initial heater spike 
to 750 °C is consistent as well as the slight delcine in temperatrue over the first 20 hours, 
however heater temperatues in test 4b are noticibley higher for the first 20 hours around 650 C 
where as for in test 4 they drop to around 450.  This indicates that although the heating 
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conditions were the same the development of flow within the system is non-repeatble, likley due 
to non-homogeneous hydrate distribution and the possibility of channel formation that occurs in 
somewhat of a stochastic/non-repeatable manner.  
 
Figure 5-20 Temperature profile of top section: Test 4b, 100W, 155 mlpm 
 
Temperatures in the lower section of the reactor, shown in Figure 5-21, reached slightly lower 
values than in test 3 indicating additional flow in the lower sections resulting in increased 
convective heat transport removing heat from the sediment.   
 
 
Figure 5-21 Temperature profile of bottom section: Test 4, 100 W, 155 mlpm 




Figure 5-22 Temperature profile of bottom section: Test 4b, 100 W, 155 mlpm 
 
5.3.6.1 Test 5 
Figure 5-23 and Figure 5-24 show the temperature profile for low heating-low injection 
condtion.  In the low heating conditon the heater tempeature does not display spiking behavior as 
it did in both high heating test.  The heat front becomes fully developed after 75 hours as shown 
by SS conditions at all TC locations.    
 
 
Figure 5-23  Temperature profile of top section: Test 5, 20 W, 155 mlpm 





Figure 5-24  Temperature profile of bottom section: Test 5, 20 W, 155 mlpm 
 
5.3.6.2 Test 6  
Figure 5-25 and Figure 5-26 show temperature profiles for a low heating-high injection test.  
Simllary to test 5 no spike is observed in the heating element and a steady state heater 
temperature of 150 °C develops.  
 
 
Figure 5-25  Temperature profile of top section: Test 6, 20 W, 1000 mlpm 




Figure 5-26  Temperature profile of bottom section: Test 6, 20 W, 1000 mlpm 
5.4 LSHV exchange tests conclusions 
Thermally assisted CH4-CO2 gas exchange was tested at various heating rates and injection 
conditions in sediments of 50% initial CH4 hydrate saturation.  The testing parameters and salient 
findings are presented in Table 6, test name, heating rate and injection rate shown in the left 
three columns and exchange efficiency and recovery efficiency presented in the far right 
columns.  Three primary trends were observed throughout the investigation.   Baseline CO2 tests 
in the absence of thermal stimulation resulted in recovery of 5 to 17% of the in place CH4 
hydrates.  The exchange factor, ηexchange, was less than unity for low injection rate and above 
unity for high injection rates for non-heating tests, low heating rates resulted in exchange factors 
of 1.4 while the high heating rate produced exchange factors ~0.8.   












Test 1 0 155 26.6 18 0.7 17% 
Test 2 0 1000 17.6 31.2 1.8 5% 
Test 3 100 1000 58 40 0.7 55% 
Test 4
* 100 155 76 69 0.9 75% 
Test 4b 100 155 95 13 0.1 91% 
Test 5 20 155 30 42 1.4 21% 
Test 6 20 1000 20.7 30 1.4 9% 
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CO2 injection suffered from injectability issues for several of attempted baseline experiments due 
to hydrate formation in and around the injection nozzle creating a low permeability barrier that 
limited flow potential. The thermally assisted exchange tests resulted in increased recovery 
efficiencies over the baseline investigations.  Heating rates of 20 watts increased recovery 
efficiency  to 9% and 21% and 100 watt heating increased recovery efficiency to 55% and 91% 
for the high and low CO2 injection rates respectively.  The injected CO2 assisted in dissipating 
the heat from the vicinity of the heater.  Heater temperatures were lower during higher injection 
rates and resulted in a faster moving heat front away from the heater due to increased convective 
heat transport. The high heating tests produced temperature spikes in the top section of the 
reactor and at the heater location.  Heating temperature profiles of the high heating tests were 
similar to those produced during high heating with no CO2 injection as presented in chapter 4. 
The system undergoes a flow transition regime when heater temperatures drop to a steady state 
value and the heat front reaches steady state conditions.  This transition regime likely 
corresponds to the breakthrough of gas buildup in the vicinity of the heater, as the CO2 is injected 
and CH4 hydrate dissociates the produced water and CH4 gas will be pushed away from the 
heater creating a gas dominated pore network which limits conduction and convection. The drop 
in heater and C4 temperatures observed indicates this transition, however the effluent and pore 
space gas composition does not demonstrate any correlation with the flow transition.    
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6  In-situ optical microscopy and Raman spectroscopy  
Hydrate formation and CH4/CO2 gas exchange were experimentally investigated in the SSOC 
system via in-situ visual microscopy and in-situ raman spectroscopy.  The SSOC apparatus is 
capable of in-situ visual observation and in-situ raman shift analysis of pore space hydrate 
between the interface of a glass bead pack and glass viewing window.  The analysis is conducted 
via a confocal Raman spectrometer (LABRAM, HORIBA Jobin Yvon) equipped with an 
external 100mWdiode-pumped solid-state (DPSS) 532 nm wavelength laser.   
Raman spectroscopy is an important tool often used in the study of gas hydrates; based on unique 
wave length shifts the investigation of cage occupancy, hydrate structure, and mixed hydrate and 
gaseous composition is possible.  Raman spectra can be used to qualitatively and quantitatively 
analyze both gas phase and hydrate phase mixtures in a non-destructive manner.   Molecular 
vibrations of guest and host molecules produce a unique fingerprint for each hydrate system.  
Raman spectra have been reported and confirmed for both pure CH4 and CO2 hydrate and gas 
phases(Murphy 1995, Subramanian 1999).  Raman spectra of the ν1 stretching mode of gaseous  
CH4  is commonly reported at ~ 2917 cm
-1
(Sum et al. 1997).  Enclathration of the guest 
molecules in the hydrate phase causes a shift in the Raman spectra.  A splitting of the band is 






 small cage of the structure I hydrate.  This partition occurs at 2905 cm
-1
 and 2915 
cm
-1
 for the large and small cages respectively. Raman spectra for the CO2 gas and hydrate phase 
also demonstarte a band shift during enclathration.  The raman bands for the ν1 and 2ν2 overtones 
of gaseous CO2  have been reported at 1286 cm
-1
  and 1385 cm
-1





 , respectively in the hydrate phase. (Sum, Burruss, & Sloan, 1997)  
Quantification of gas and hydrate composition is conducted via the integration of the area under 
the Raman spectrum.  The integrated area is divided by a quantification factor based on the 
Placzek equation (Placzek, 1934) and adjusted for instrument specific efficiency factors as 
suggested by Pasteris et al. 1988.   
Dornan et al. (2007) used classical molecular dynamic numerical simulations to investigate the 
stability and degree of conversion of CH4 hydrate to mixed CO2/CH4 and mixed CO2/N2/CH4 
systems.  The overall free energy of substitution was used to determine the extent of hydrate 
conversion, they showed that the structure I hydrate with CH4 in the 5
12
 cages and CO2 in the 







 was the most stable and methane will spontaneously replace the CO2 in the large cages of 
SI hydrates leading to a replacement efficiency of 75%.  They also reported that N2 guests do not 
compete directly with CO2 during methane substitution and the overall free energy of N2 filling a 
small cage has a positive free energy, indicating that a more complex exchange mechanism may 
be occurring to allow for N2 to fill small cages in SI CH4 hydrate exchange processes.    
6.1 Hydrate growth visual observation 
The growth of pore space CH4 hydrate is observed via a 50x confocal microscope as water is 
converted to the hydrate phase over a 24 hour period.   The formation process is conducted as 
described in chapter 4 for the SSOC system. Figure 6-1 shows a photograph of the glass bead 
pack with a 60% water saturation value prior to the hydrate formation process in a macroscopic 
view as packed in the SSOC (left) and 50X magnified view(right) showing the pore space.    
 
Figure 6-1 50% water saturated glass bead pack prior to hydrate formation 
Figure 6-2 shows a progression of hydrate growth at 6 MPa over a 24 hour period during a gas 
pressurization hydrate growth process.  As the water is converted into the hydrate phase it 
becomes cloudier in color and the phases become less discernible via visual observation.  
 




Figure 6-2 Progression of hydrate formation in the pore space of a 60% water saturated bead pack over 24 hour period 
The hydrate growth process begins on at the interface between the liquid water and the gas phase 
CH4 where the availability of both water and the hydrate guest molecule is greatest.   Small 
hydrate crystals growing on this interface can be seen in figure 6-2b on the surface of the glass 
bead at 1 hour into the formation process; as the hydrate formation continues the crystals grow as 
seen in figure 6-2c and 6-2d.  The interface between the gas and liquid phase develops a shell of 
hydrate as seen in figure 2e and 2f, this shell results in diffusion limitation between the gas and 
liquid water phase slowing down hydrate growth as discussed in chapter 4.  The multiple stages 
of hydrate growth discussed in section 4 are likely a result of this film/shell formation process 
which effectively barricades the remaining free water from the gas phase methane. As the 
hydrate shell develops further the growth process continues to slow until an abrupt increase in 
formation rate is observed.  The conversion of water into the hydrate phase is accompanied by a 
volume increase in nearly 25%, this volume increase may be causing cracks to form in the 
existing hydrate shell as trapped water is slowly converted to the lower density hydrate phase, 
effectively straining the outer shell resulting in crack formation.  The transition between stage II 
and stage III formation regimes may be resulting because of crack propagation, however direct 
observation of cracks did not occur in these experiments.  




Figure 6-3 Hydrate formation in (a)20% water saturated glass bead and (b) 60% water saturated glass beads 
Figure 6-3 shows pore space CH4 hydrate grown from a glass bead pack with 20% initial water 
saturation on the left and 60% on the right.  The hydrate grown from 20% Swi does not develop 
in the same way as was observed in 60% Swi.  The growth of hydrate skin surrounding the glass 
bead that is observed in the higher initial water saturation is not present in lower initial water 
saturations conditions.  The lack of visual observation of a shell formation is supported by the 
growth profiles discussed in chapter 4, i.e. bead packs with initial water saturations of 20% do 
not display multiple rapid hydrate formation profiles as observed in 40% and 60% initial water 
saturation conditions.  
 
Figure 6-4 Hydrate crystal on glass window surface 
Figure 6-4 shows crystal morphology of hydrate growing on the observation window, while the 
hydrate growing on the glass bead surface in the pore space shown in Figure 6-5 has much 
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smaller and less defined structure. Condensation and hydrate growth on the observation window 
often become an issue in both Raman spectra and optical observation.  The growth of a hydrate 
film on the window surface makes collection of Raman spectra data impossible and occurred 
often enough that full data sets of both formation and exchange processes could not be 
successfully attained.  
 
Figure 6-5 Hydrate growth on glass bead surface after 24 hours in the HSZ 
 
6.2 Raman spectroscopy  
During hydrate formation Raman spectra is taken of both the gas phase and solid phase within 
the pore space of the bead pack for phase confirmation.  Figure 6-6 shows the Raman shift of the 
solid phase during the hydrate formation process of pure CH4 and water.  The Raman shift has 
clear peaks at 2905 cm
-1
 and 2915 cm
-1
 confirming the solid phase is CH4 hydrate. 




Figure 6-6 Raman shift of solid phase in SSOC 
The red vertical lines highlight the expected Raman spectra of the hydrate phase for both the 
small and large hydrate cages, 2915 cm
-1
 and 2905 cm
 -1
, respectively, while the black vertical 
lines highlight the expected Raman spectra of the gas phase CH4 as reported in literature. Raman 
spectra of the gas phase during CH4 hydrate formation is shown in Figure 6-7 , with a clear peak 
at 2917 cm
-1
 confirming the CH4 gas phase within the pore space.  
 
Figure 6-7 Raman shift of gas phase methane 
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6.2.1 CO2 gas exchange   
A flow-through CH4/CO2 exchange test was conducted to investigate gas/hydrate exchange in 
the small scale system via in-situ Raman spectroscopy.  Measuring the Raman shift of both the 
gas and hydrate phases during the exchange process allows for the quantification of each species 
in both gas and hydrate phases by a relative peak area comparison. The CO2 gas exchange test 
was initiated with a glass bead pack with 60% pore space hydrate saturation at 3.4 MPa CH4 gas 
pressure.  The exchange tests was conducted at a constant pressure of 3.4 MPa and 1-2 °C with a 
constant flow of gas phase CO2 at 10 ml/min(STP) through the SSOC glass bead pack.  Gas 
phase CO2 injection was chosen over liquid CO2 in order to avoid issues associated with the close 
overlap of the Raman spectra of liquid and Hydrate phase CO2.  Figure 6-8 and Figure 6-9 show 
the Raman shift comparison between CO2 gas and liquid and the CO2 gas and hydrate phases 
respectively as observed in the SSOC system.  As is evident in the figures the CO2 liquid and 
hydrate phase Raman shift, although drastically different in intensity are very close in the wave 
number of the shift and band splitting.   
 
Figure 6-8 Raman shift of pure CO2 gas and pure CO2 liquid in pore space of SSOC 
 




Figure 6-9 Raman shift of gas phase CO2 (red) and hydrate phase CO2(black) 
The physical configuration of the SSOC resulted in experimental issues that made the 
completion of this investigation technically infeasible and thus full data sets of the gas exchange 
process could not be generated and analyzed.  During thermal stimulation hydrate dissociation 
tests it was observed that the glass viewing window often developed a very thin hydrate film 
which made Raman analysis impossible due to the scattering effects on the laser. Prevention of 
this film formation was accomplished by flowing ambient temperature Argon over the top 
surface of the glass to insure that the glass surface was outside the hydrate stability zone, this 
work-around was mildly successful however occasionally resulted in hydrate dissociation 
beyond just the surface of the viewing window and into the pore space which compromised the 
experimental conditions.   
The issues that caused this experimental investigation to fail were a result of the flow through 
aspect of the experiment. As CO2 flows through the pore system passing over hydrate and water, 
the water enters the gas phase and is entrained in the CO2 gas stream as it exits the effluent port 
of the SSOC.  Due to the cooling configuration of the SSOC the effluent stream passes through a 
portion of the reactor that is colder than the glass bead pack due to its vicinity to the water/glycol 
cooling loop.  The water and gas phase CO2 exiting are well within the hydrate stability zone and 
the lower temperatures create a large driving force for hydrate formation.  Gas hydrate plugs 
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developed in the effluent flow path on all experimental attempts at various flow rates.  The 
system could generally operate for 10-20 hours before this flow path was blocked and the CO2 
flow through tests had to be terminated.  The very small diameter of the effluent flow path 
facilitated this hydrate plugging.  This issue combined with the difficulties of hydrate film 
formation causing laser scattering prohibited the collection of reliable and repeatable data sets.  
The Raman spectra attained during the one successful exchange test produced very low intensity 
amplitude.  The ratio of signal to noise in the Raman spectra of the CO2 hydrate phase did not 
allow for a reliable quantitative analysis.  
Figure 6-10 and Figure 6-11 show the Raman shift of an in-situ gas exchange test that sustained 
flow for 65 hours after which hydrate plug in the effluent terminated the CO2 flow.  The intensity 
of the spectra for the CH4 hydrate as shown in Figure 6-10 decreases over time, while the CO2 
hydrate phase peaks as shown in Figure 6-11 remain within the order of the noise and no 
significant CO2 hydrate growth is observed.  However due to the scattering of the laser that 
occurred from the observed hydrate growth on the observation window these data sets should not 
be assumed valid.   
 
Figure 6-10 Raman Spectra of solid phase in pore space during CO2 flow through experiment [CH4 spectra range] 
Additionally during the 60 hour exchange procedure visual observation of the pore space solid 
phase confirmed morphology changes, ie the shape of the solid phase subject to the Raman 
analysis changed.  This change in morphology required the re-focusing of the confocal 
microscope to insure the laser was focused on the solid phase, however re-focusing of the laser 
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meant that the volume of solid being analyzed was not consistent throughout the exchange period 
and comparison of spectra shift should not be assumed accurate.   
 
Figure 6-11 Raman spectra in solid phase of pore space during CO2 flow through exchange test [CO2 spectra range] 
The concept of flow through CO2/CH4 gas exchange was investigated in the SSOC system via 
visual microscopy and Raman spectroscopy.  Experimental difficulties resulting from unwanted 
hydrate film formation on the observation window arose causing obstruction in both viewing and 
Raman shift analysis.  Additional problems developed during attempted CO2 gas injection 
processes due to continual formation of hydrate plugs in the effluent flow stream.  Due to these 
experimental difficulties the testing program for CO2 /CH4 could not be completed.   
Results from the hydrate formation investigation provided visual confirmation of hydrate 
formation in the pore space as a grain cementing hydrate and not a pore infilling hydrate.  
Additionally pore space imaging of hydrate growth process provided support of shell formation 
during hydrate formation.  Lower initial water saturations were not observed to display the shell 
formation behavior; rather hydrate grew on the surface of the beads in dispersed agglomerations 
at the grain-grain contacts of the glass beads.    
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7  COMSOL numerical simulation 
This chapter presents numerical modeling and history matching utilized in for experimental 
validation.  In order to investigate and validate the experimental results produced on the SSOC 
and LSHV reactor systems two separate numerical simulations have been built and used to 
understand hydrate formation and dissociation behavior.  The numerical models are built using 
the finite element analysis commercial software COMSOL Multiphysics. COMSOL is a 
multiphysics based finite element analysis software package that utilizes first principles such as 
energy, mass and momentum transport phenomenon to generate a coupled system of partial 
differential equations.  In this investigation two physics modules are used, the Heat Transfer 
module and the Earth Science model.  The heat transfer module is used to model convective, 
conductive and radiative heat transfer while the Earth Science module is used for fluid transport 
in porous media systems modeled using Darcys law and the Brinkmans extension of Darcys law.    
COMSOL allows for the coupling of multiple physics modules governed by user defined PDE’s 
that are solved via the Finite Element Method (FEM).  The simulation environment used for 
modeling these experiments is a time dependent BDF solver using the heat transfer in porous 
media module coupled with Darcy’s law.   Backward differentiation formulas (BDF) time 
stepping method was used for the time dependent solver due to the increased stability over the 





 order depending on requirements for stability.  When high order is possible it will 
be used however when stability demands the order will be automatically reduced to obtain 
stability at the expense of numerical dissipation and dampening.  The time stepping is 
automatically updated each iteration to optimize runtime while meeting the tolerance setpoint.  A 
maximum time step size is implemented in some cases to avoid excessively large time steps that 
may miss discrete events.   
7.1 LSHV simulation   
7.1.1 Model development  
The LSHV system is modeled as a 2-d axisymmetric system as shown in Figure 7-1.  A cross 
section of the geometry use in the COMSOL space is shown in Figure 7-1, where there are three 
primary domains, the sediment/pore space system is modeled as domain 1 highlighted in purple, 
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the outer shell of the reactor is domain 2 highlighted in pink and the heating element is modeled 
as domain 3 not visible in the figure.   
 
Figure 7-1 LSHV COMSOl model geometry 
The heat transfer module is capable of modeling heat transfer in solids, fluids and porous media 
in 1,2 or 3-D space, in both stationary and time dependent systems.  The heat equation as defined 
below is used for energy balances in conductive and convective systems. 
   
  
  
     ̅       (   )    
Equation 26 
Equation 26 can be modified for heat transfer fluids, solids and in porous media systems. Heat 
transfer in solids is defined by Equation 26 where     ̅     term is removed.  The equation can 
be used in porous media environments by using a volume averaging technique for material 
properties where equivalent thermal conductivities and heat capacities are used as shown in 
Equation 27.   
                   
Equation 27 
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Where kl and ks the liquid and solid fraction thermal conductivity, and    is the liquid volume 
fraction, or porosity in a fully saturated media, and    is the solid fraction of the matrix and    is 
the hydrate saturation.  This volume averaging technique is used for the immobile hydrate phase, 
the rock and the water phase. Similarly a volume average specific heat is constructed.   
(   )                              
Equation 28 
The heat transfer in porous media is modeled as a fixed solid with a defined void space that can 
be occupied with multiple immobile fluids where the heat equation is solved based on the 
equivalent thermal properties.  Because this system is undergoing phase changes and has mobile 
fluids the heat transfer module is coupled with Darcys’s law in order to account for forced and 
natural convection that develops from the evolution of and volume expansion of gaseous 
methane and liquid water produced from the hydrate phase.   
Fluid flow in the porous system is modeled using Darcys law.  Darcys law shown in Equation 29 
is a constituent equation that defines fluid flow through a porous system via a proportional 
relationship between fluid flow rate, permeability and the pressure drop across the porous media.  
In Equation 29  ρ is the fluid density [kg/m
3
], k is permeability [m
2
] of the porous media, μ is 
dynamic viscosity [Pa-s], P is pressure [Pa], g is acceleration of gravity [m/s
2
] and D [m] is the 
elevation indicating direction of vertical coordinate z.  
 ̅  
 
 
(       ) 
Equation 29  
Darcys law is coupled with the continuity Equation 30 shown below where Q is a mass source 
used to model the evolution of gas and water from the hydrate phase taking into account the 
volume expansion that occurs during phase transition.  
 
  
(  )    (  ̅)    
Equation 30 
Flow in the system is driven by both buoyancy driven flow and pressure driven flow due to the 
development of pressure gradients during hydrate dissociation resulting from the gas expansion 
factor of hydrate to gas phases.   
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During hydrate dissociation in porous media heat transfer coefficients such as thermal 
conductivity, permeability, density, mobility, and specific heat transition as the hydrate 
dissociates to water and gas phases.  In addition to the material properties changing during the 
phase change an apparent mass source is implemented to account for the gas production from 
hydrate dissociation. The hydrate phase is modeled as an immobile solid in the porous matrix 
with a thermal conductivity of kh ([w/m-k]) and density of ρh of 910 kg/m
3
 and a specific heat 
Cp,h of (J/kg).   Hydrate dissociation is an endothermic reaction and such can be modeled as a 
phase change from solid to liquid in a similar manner to that of ice melting.  To account for the 
additional energy required during hydrate dissociation an apparent specific heat has been defined 
based on the enthalpy of dissociation of methane hydrate at the equilibrium temperature and 
pressure for methane hydrate.  Numerically this can be implemented in one of two methods, 
either via logic functions such as shown in Equation 31 or using a modified Heaviside step 
function as discussed below.  
{(
                               
                     




Where Tdis is the dissociation temperature of methane hydrate calculated at the system pressure, 
Cp hydrate is the specific of the hydrate phase, Hdis is the enthalpy of dissociation of methane per 
unit volume, and Cp water is the specific heat of water.  
Alternatively the transition can be modeled using a Heaviside step function as defined in the 
COMSOL program as         (T-Tdis,dT)*(1-flc2hs(T-Tdis),dT) where Tdis is the phase 
transition temperature at the system pressure, this method assumes the system is not kinetically 
limited but rather heat transfer limited.  Additionally the function G is used to adjust 
permeability, effective porosity, and water saturation as the hydrate dissociation front propagates 
outward from the heating element and the immobile hydrate is converted into mobile gas and 
water. 
Using a Heaviside step function and its normalized derivative the phase transition variable can be 
used rather than two Heaviside step functions.  In COMSOL this can be implemented with the 
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function H=fls2chs(T-Tdis,dT) and we define Equation 32 an normalize it such that Equation 33 
is satisfied.  





∫       
 
  
    
Equation 33 
This describes the latent heat using only the heat of fusion for the normalized pulse DT such that 
an apparent specific heat is created that combines actual specific heat and the apparent specific 
heat seen as the latent heat of dissociation as shown in Equation 34 
                  
Equation 34 
The mass source is implemented in the Earth Sciences module as a function of the variable D 
defined below.  Where the rate of methane gas is modeled as an apparent mass source and is 






∫    
 
  
   
Equation 36 
Equation 35 is defined as the derivative of the phase transition variable H with respect to time 
and is normalized such that it satisfies Equation 36, D can then be used to account for the mass 
source of methane from the simulated hydrate phase.  
The stoichiometry of hydrate dissociation is a function of the hydration number in the following 
way:                  where X is the hydration number and is a function of the degree of 
cage filling in the hydrate.  In this work X is chosen as 6, where 5.75 corresponds to 100% cage 
filling hydrates and 6 is  representative value of cage filling in gas hydrates at experimental 
pressures and temperatures used in this work. 
During the hydrate dissociation process gas evolution causes an increase in pore pressure and in 
some cases the overall system pressure.  As pressure increases in the system the dissociation 
temperature of gas hydrates increases according to the P-T thermodynamic equilibrium.  This 
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increase in dissociation temperature effectively delays further hydrate dissociation and must be 
accounted for in the model. Tdissociation is the temperature at which the hydrate is in a three phase 
thermodynamic equilibrium with water, gas and hydrate at the system pressure.  Tdissociation is a 
function of pressure and when system temperatures rise over Tdis the hydrate will dissociate into 
gas and water as governed by the switching variable H.  As hydrate dissociates the pressure in 
the system increase and thus Tdis increases as defined from the following relation.   
                         
  (Pressure[Pa]) + 264.05[K] 
Equation 37 
The relationship between equilibrium temperature and pressure is non-linear however it is 
modeled via a linear relationship defined in Equation 37 and plotted in Figure 7-2 in order to 
save computational cost during numerical simulations due to the good linear approximation and 
the fact that pressure variations in the system are minimal.  
 
Figure 7-2 Plot of Tdissociation as a function of system pressure, linearized fit and Hydoff predicted values   
The global variables used in the simulation relating to phase transition are shown in Table 7  
with the variable name shown in left column, the function or equation shown in the middle and a 
brief summary shown in the notes right column. These variables are updated at each time step 
iteration based on temperature and pressure at each node. 
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Table 7 Phase switching variables 
Variable Name Function/Equation Notes 
H flc2hs((T-T_trans)[1/K],dT[1/K]) Heaviside Step function for hydrate dissociation 
D d(H,t) dH/dt Dirac function normalized to 1 
DT d(H,T) dH/dT Dirac function normalized to 1 
Sw Swi+H*Sh Water Saturation 
Sh_app (1-H)*Sh Hydrate Saturation 
Cp_app Cp_hyd*(1-H)+DT*Cp_diss_mass+H*Cp_water Apparent Specific Heat 
T_trans ((3.406361662*10^-6)*(p2)[1/Pa]+264.05517)[K] Polynomial T_diss(P) 
Perm_app H*perm_water+(1-H)*perm_hyd Permeability 
k_app H*k_water+(1-H)*k_hyd apparent conductivity 
A summary of the thermal properties used for the major material components in the simulation 
are presented below in Table 8.  Thermal properties of water, air and gas phase methane are 
calculated as function of system temperature and pressure at each iteration as defined in the 
COMSOL software package.   
Table 8 Heat & Mass transfer constants and variables 
Variable  Value  Unit  Description  
k water  f(T) W/m-K thermal conductivity of water 
k hydrate  0.5 W/m-K thermal conductivity of hydrate  
K sand 1.5 W/m-K thermal conductivity of sand 
rho hyd  910 kg/m3  density of hydrate  
rho glass 2600 kg/m3 density of sand  
rho water  f(T) kg/m3 density of water  
rho hyd mol 76151 mol/m3 molar density of CH4 hydrate  
Cp hyd 256 J/mol-K specific heat of CH4 hydrate  
Cp water f(T) J/kg-K specific heat of water  
Cp sand  850 J/kg-K specific heat of sand  
Perm water/hyd  1000/10 mD  Hydrate saturated permeability   
Sw - - water saturation  
Sh - - hydrate saturation  
Sg - - gas saturation  
H diss mol 54,000 J/mol enthalpy of dissociation CH4 
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7.1.2 LSHV simulation results 
The numerical model built for the LSHV system was motivated by the unique temperature 
profile observed in heating experiments.  In both the thermal stimulation and the thermally 
assisted gas exchange experiments temperatures of the heating element and in the near vicinity 
displayed a spiking behavior followed by a decline to steady state condition.  The explanation of 
these temperature phenomena appears to be related to a transition of gas/water mobility that 
results in increased convective heat transfer.  The following results present temperature and flow 
patterns that develop within the sediment during 100 watt heating rates of sediment with an 
initial hydrate saturation of 30%(Test 3, Chapter 4).  Based on the numerical model this 
temperature spiking can be explained by the onset of convective heat transfer that occurs as 
hydrate dissociates and permeability increases. A simplified model was developed in COMSOL 
to understand this trend; Figure 7-3 shows how the temperature at the heating element responds 
during the 100 watt heating of water saturated sand when the system permeability is increased by 
a factor of 1,000 at 15,000 seconds.  As can be seen in the figure, the heater temperature drops 
sharply when permeability increases and convection begins to play a larger role in heat transfer.  
The right portion of Figure 7-3 shows the progression of the temperature field during the 
permeability transition, as can be seen in the picture after the transition at 15,000 seconds the 
temperature range in the top section increases greater than lower sections as a result of the 
upward convective heat transfer.  Experimental observations discussed in chapter 4 show the top 
section of the reactor experiences far greater temperature increases compared to the bottom. 
 
Figure 7-3 Temperature simulation of 100 W heating with permeability switching (10 mD to 10000 mD) at t=1.5x104.   
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A more complex model of the system is created by adjusting the permeability as a function of 
hydrate saturation rather than a global transition. The permeability then becomes a function of 
local temperature and pressures that develop as the dissociation front progresses. When the 
permeability is defined as a function of hydrate saturation the transition toward increased flow 
occurs locally near the heater while permeability and hydrate saturation remain unchanged far 
from the heater where the dissociation front has yet to reach. Figure 7-4 shows the temperature 
profile for experimental and numerical simulation of 100 watt heating of 30% hydrate saturated 
sand (Test 3).  Temperatures at C1-C4 locations are shown on the left ordinate and heater 
temperatures are shown on the right ordinate, experimental values are shown via markers and 
simulation results via lines.  Fair agreement is found between numerical and experimental results 
in all locations except for the heater temperature. The initial spike in heater temperature is 
captured via the simulation, however the drop to 300 C was not observed as in the simulation.   
 
Figure 7-4 Experimental and numerical simulation results for 100 watt heating of 30% initial hydrate saturation(Test 3) 
 Figure 7-5 shows the temperature field on the left and the hydrate saturation on the right at 4 
hours into the heating test.  The white arrows indicate the normalized velocity field, i.e. they 
show flow direction not magnitude. Figure 7-6 shows the velocity filed in yellow arrows with the 
arrow size proportional to the magnitude of the velocity vector.  These two figures demonstrate 
the flow field that develops within the hydrate dissociation zone. Ares where the hydrate 
saturation is shown in blue are dissociated and red is still in hydrate form with a saturation of 
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0.3; regions in the dissociated zone have a higher permeability and thus fluid flow is greater.  
Due to the axis-centric heater the flow pattern is strongest at the heater in the upward direction 
where the flow cell develops.  The upward flow provides significant heat removal from the 
heater causing a drop in heater temperature as shown in Figure 7-7.    
 
Figure 7-5 Temperature field (left), hydrate saturation and normalized velocity field(right) at 14,000 seconds into Test 3 
Although the temperature development within the heater is not captured via the numerical 
simulation the phenomena that causes the large drop in heater temperature is demonstrated.  The 
high flow occurring along the heater surface is likely forming a flow path or channels between 
the interface of the sand and the stainless steel sheath; low resistance flow path is likely the cause 
of the rapid temperature drop observed at the heater. This flow development is best portrayed in 
Figure 7-6 where the velocity field is substantially larger at the heater surface.  This is a local 
phenomenon as indicated by the agreement between temperatures at thermocouples C1-C4 and 
the discrepancy within the heater.  The simulation models the permeability as a function of the 
hydrate saturation and such the permeability is uniform in the blue region of the figure, however 
it is expected that due to the high flow indicated at the heater sheath a thin flow path is 
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developing resulting in non-Darcy flow, i.e. flow patterns that cannot be modeled via Darcys 
law. 
Figure 7-7 shows a surface plot of the magnitude of conductive 
(left) and convective (right) heat flux with their respective color 
scales shown on the right in W/m
2
 with red colors indicating high 
flux and blue colors low flux. Conduction is highest in the vicinity 
of the heater due to the high local thermal gradient; conduction is 
nearly an order of magnitude larger in the heater sheath than in 
the sediment as shown in Figure 7-8.  Convection is greatest 
within the dissociated zone where fluid flow is greatest and 
convection is active at the dissociation front where CH4 gas and 
water are evolved from the hydrate and must dissipate away from 
the front.  The gas and fluid evolution flow inward towards the 
heater due to the higher permeability of the dissociated zone.  
Convection and conduction within the dissociated zone have 
magnitudes on the same order in the range of 5-10 kW/m
2
 while 




Figure 7-7 Conductive (left) and Convective (right) heat flux magnitude at 14,000 seconds into Test 3 
Figure 7-6 Hydrate saturation and 
proportional velocity vector at 
14,000 seconds into Test 3 




Figure 7-8 Conductive heat flux magnitude within heater sheath 
Results from the LLHV numerical simulation successfully produced trends in agreement with the 
experimental results; however an accurate agreement between model and experimental was not 
accomplished in regards to the heater temperature.  Due to the complexities of channel formation 
occurring during hydrate dissociation and gas expansion the simulation was not able to capture 
this flow transition regime.  The assumption of a global transition in permeability initiated by a 
user defined parameter was capable of reproducing the observed temperature spike, however this 
is unlikely representative of flow development within the sediment.  It is more likely that the 
flow transition of channel formation is occurring very locally around the heating element.  
Temperatures at locations B4 and C4 near the heating element do not display spiking behavior 
and follow the models prediction for conductive dominated heat transfer.  This indicates that the 
flow phenomena causing the heater temperature to initially spike is a locally contained event.   
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7.2 SSOC simulation   
The SSOC system is modeled in a similar method as the previously discussed LSHV system. 
Governing equations, phase switching methods and time stepping algorithms are identical to the 
LSHV model.  The primary difference between the models is that of size and the fineness of the 
mesh, boundary conditions and geometry.  Due to the scale of the SSOC the mesh size can be 
built with much smaller distances between nodes without excessive computational cost, whereas 
the LLHV system must be run with a coarser mesh in order to limit computational cost and thus 
the investigation on the small scale resulted in more accurate agreement between experiment and 
simulation. The model geometry is shown in Figure 7-9 as a cross section of the sample cell; 
here the green rectangle represents the glass bead pack, and the blue line show the boundary used 
for cooling.   The glass, steel and insulation are labeled in the figure   
 
Figure 7-9 SSOC COMSOL geometry of full system 
Figure 7-10 shows a close up of the green section shown in Figure 7-9 representing a cross 
sectional cut of the glass bead pack.  In this figure the red rectangle indicates the resistive heating 
element, the pink region shows the location of the porous media/bead pack and the surrounding 
grey sections are the pressure vessel walls and glass windows.  The porous media region, shown 
in pink, is subdivided into three zones to allow for a variable hydrate distribution in the 
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simulation.  Here Zone 1, Zone 2 and Zone 3 are defined as concentric rings around the heating 
element that represent different sections of the glass bead pack.   
 
Figure 7-10 SSOC COMSOL geometry of sample cell volume 
The system has been modeled in a two dimensional axisymmetric form with three primary  
thermal boundary conditions for heat transfer in porous media, i.e. free convection for all 
surfaces open to the atmosphere, a defined temperature for the surface exposed to the coolant 
flow and a constant surface heat flux at the heater surface. The coolant flow BC is defined as a 
Dirichlet condition with a fixed temperature where Tcoolant is the coolant temperature, the outward 
heat flux from the heater is defined as a Neumann conditions with a set heat flux Qheater and 
finally the open boundary with the atmosphere is implemented with a temperature Tambient. The 
open boundary condition defined in COMSOL is used in boundaries in which heat can flow into 
or out of a domain with a specified exterior temperature. All walls, glass and heater surfaces are 
constrained with a no slip boundary condition. Figure 7-11 shows the cross section of the system 
being modeled with annotations on boundary conditions.     




Figure 7-11 Annotated boundary conditions for SSOC COMSOL geometry 
The glass bead domain has three sections, zone 1, zone 2 and zone 3, the hydrate saturation in 
each zone can be adjusted while keeping the total hydrate in the pore space constant.  This allows 
for the use of history matching of the gas production rates between experimental and simulation 
results.  Adjustments in the hydrate saturation morphology, i.e. creating a non-homogenous 
hydrate distribution provides an adjustable parameter that can be used to match experimental and 
simulation results and allow for a better understanding of where the hydrate is located and the 
degree of heterogeneity of the saturation characteristics. 
7.2.1 SSOC simulation results  
The numerical model is run for all test conditions presented in chapter 4 for the SSOC heating 
experiments with hydrate saturations of 20%, 35% and 50% at heating rates of 0.25, 0.5, 1.0 and 
1.5 Watts. Temperature results are presented for all tests with experimental temperature at 
location T1, T2, and T3 shown via open diamonds, open squares and open triangles respectively. 
The simulation temperature results are plotted in solid black lines, dashed red lines and dash-dot 
blue lines for T1, T2, and T3 respectively.    
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7.2.1.1 Test Series 1 
Figure 7-12 presents experimental and simulated temperatures for test series 1.  The agreement 
of experimental and numerical data validates the COMSOL simulation and confirms that the heat 
front that develops in the simulation is congruent with experimental results. For all tests the 
temperature profile reach a steady state condition at about 400 seconds into the test. The small 
discrepancy observed between experimental and numerical temperature data can be attributed to 
minor movement in the thermocouple locations, the three thermocouples are not fixed in the 
sediment and can occasionally move on the order of 1 mm, movement as small as 1 mm changes 
the results by up to 3-4 degrees. Additionally the T type thermocouples have an accuracy of ± 1 
°C.  
 
Figure 7-12 Experimental and simulation temperature profiles of test series 1 
The rate of gas production from experimental and simulation results is calculated from the 
measured increase in pressure of the system during heating experiments and is used to calculate a 
thermal production efficiency as well as a recovery efficiency as described in chapter 4. Figure 
7-13 shows experimental and simulated pressure increase for test 1-b, in this figure the open 
circles represent experimental data, the dotted line show the simulation results for a uniform 
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hydrate distribution and the red line shows the simulation results for a specified heterogeneous 
hydrate distribution.  The heterogeneous simulation produces both pressure and temperature 
results that match experimental values.  The simulation was run at various different hydrate 
distribution conditions and it was found that the numerical and experimental data converge when 
the hydrate saturation in the outer ring (Zone 3) is 30% greater than the total volume averaged 
hydrate saturation.  
 
Figure 7-13 Experimental and simulated pressure development for test 1-b 
Figure 7-14 shows the production efficiencies and the amount of hydrate dissociated plotted 
against time, with production efficiency in percent (as defined in chapter 4) on the left ordinate, 
the percent of total hydrate dissociated also on the left ordinate and time on the horizontal axis.  
These values are plotted for experimental results in solid red triangles for production efficiency 
and open red squares for the percent of hydrate dissociated.  The figures also present the results 
from numerical simulations of production tests with uniform hydrate distribution as well as the 
non-uniform hydrate distribution as outlined in the legend. Lines labeled as ‘Sim(h)’ in the 
legend correspond to simulated results of heterogeneous hydrate distribution and lines labeled as 
‘Sim’ correspond to simulated results of a uniform hydrate distribution.  




Figure 7-14 Production efficiency experimental vs simulation results for Test 1-a 
Figure 7-14 through Figure 7-16 show the production results for the test series 1 with initial 
hydrate saturations of ~18%. These figures demonstrate that for a uniform hydrate distribution 
the simulation over-predicts the production and recovery efficiency values.   When the hydrate 
distribution is set such that the hydrate saturation in the outer most section of the glass bead pack 
in zone 3 has hydrate saturation 30% greater than the average saturation, the simulation and 
experimental data begin to show better agreement.  The hydrate saturation in zone 1 must be 
adjusted to keep the overall amount of hydrate in the system consistent with an average 
saturation of 18% and thus the total hydrate in the system is the same as the uniform case.  These 
heterogeneous conditions are run for test series 1 with a zone 1 Sh of 10%, zone 2 Sh of 20% and 
zone 3 Sh of 27% with an overall saturation of 18%.   




Figure 7-15 Production efficiency experimental vs simulation results for Test 1-b 
The baseline simulations are run with an assumption of uniform hydrate distribution in the pore 
space, however as is evidenced in the figures the production efficiency and recovery efficiency 
tends to be greater in the baseline simulation than experimental values.  This can be attributed to 
the non-uniform hydrate distribution in the experiment compared to the uniform hydrate 
distribution assumed for the simulation.        
 
Figure 7-16 Production efficiency experimental vs simulation results for Test 1-c 
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It has been reported in literature and observed in this reactor that the hydrate can preferentially 
form near the reactor walls, depending on initial water saturation, causing experimental gas 
evolution to be delayed compared to the simulation as the dissociation front must progress 
further out to reach an equivalent amount of un-dissociated hydrate. 
It is clear in these figures that the production and recovery efficiency simulated values for the 
heterogeneous hydrate distribution match experimental data better than the uniform simulations.  
This suggests that the hydrate distribution that develops in tests with initial water saturations of 
20% is biased away from the heating element and toward the reactor walls.  Figure 7-17 presents 
a summary of the simulation efficiency results, with cumulative efficiency on the left ordinate 
and the percent of hydrate dissociated on the horizontal axis.  Efficiencies are stable around 80% 
for all heating rates and begin to fall rapidly when they reach 70%.   
 
Figure 7-17 Cumulative efficiency vs recovery efficiency for test series 1 
7.2.1.2 Test series 2  
Temperature profiles for experimental and simulation data are presented for test series 2 in 
Figure 7-18, here most experimental data align with the COMSOL results with the exception of 
test series 2a, however the discrepancy is 2 °C which is easily attributed to thermocouple 
accuracy and placement.  The agreement in temperature profiles confirms the model is accurately 
capturing the heat front development through the system and can be used to investigate hydrate 
dissociation behavior.  




Figure 7-18 Experimental and simulation temperature profiles for test series 2 
Figure 7-19 shows the production efficiency data for test series 2 with initial hydrate saturations 
~35%.  Here there is better agreement between baseline tests and experimental results however at 
the higher heating rates as shown in Figure 7-20 the production and recovery efficiency do not 
match as well during the second half of the experiment.  By adjusting the hydrate distribution for 
these test runs the production efficiencies begin to show better agreement but not to the degree of 
test series 1.  The simulation was built with three discrete zones that can be adjusted for gas, 
hydrate and water saturation as initial conditions.  This requires that the system be modeled as 
three discrete hydrate saturation zones, which is not the case in the experimental system.  The 
locations of the three zones was chosen in a manner which result in the best agreement between 
experimental and numerical simulation, however due to the various hydrate saturations studied 
this method only produces a rough approximation of the heterogeneity of the hydrate saturation 
in the experimental system.   




Figure 7-19 Production efficiency experimental vs simulation results for Test 2-b 
 
 
Figure 7-20 Production efficiency experimental vs simulation results for Test 2-c 
Production efficiencies for test series 2 were stable around 85% as shown in Figure 7-21, the 
same trend of increased recovery efficiency at higher heating rates was observed in series 2 as 
was in test series 1.  Increasing the hydrate saturation from 20 % to 35% caused an increase in 
production efficiency from 80% to 85%. 




Figure 7-21 Cumulative efficiency vs percent of hydrate dissociated for test series 2 
7.2.1.3 Test Series 3 
Temperature for experimental and simulation data for test series 3 is presented in Figure 7-22.  
Numerical simulation results and experimental data match well and validate the models ability to 
accurately capture the heat front development in high hydrate porous media systems.   
 
Figure 7-22 Experimental and simulation temperature profiles for test series 3 
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Figure 7-23 and Figure 7-24 show production and recovery efficiency for the high hydrate 
saturation test series 3 with initial hydrate saturations of ~50%. Again the baseline numerical 
results do not match well with the experimental tests however can be adjusted for non-uniform 
hydrate saturations.  As is shown in the figure the heterogeneous saturation simulation results are 
able to more accurately match the experimental results, however the agreement is not as precise 
as was accomplished for test series 1.   The hydrate saturation in the outer ring was increased to 
be 25% greater than the volume averaged saturation, resulting in a zone 1 Sh of 33%, a zone 2 
Sh of 50% and a zone 3 Sh of 60%.  The porous region model is divided into three regions which 
allows for three discrete hydrate saturations, however in the experimental bead pack the hydrate 
variation is non-discrete and follows a saturation gradient that is not accurately represented via 
three discreet zones.   
 
Figure 7-23 Production efficiency experimental vs simulation results for Test 3-b 
Figure 7-24 shows the experimental data plotted with uniform and heterogeneous simulation 
results for test 3-c, similar to test series 2 simulation results for the heterogeneous simulation and 
experimental data  show agreement for the first half of the test, after which the simulated 
production and recovery efficiency fall below experimental values.   




Figure 7-24 Production efficiency experimental vs simulation results for Test 3-c 
Figure 7-25 presents the simulated cumulative production efficiencies for 0.25, 0.5, 1.0 and 1.5 
watt heating tests of uniform hydrate distribution.  All heating rates produce efficiencies around 
85% and slowly begin to decline as more hydrate is dissociated.  The higher heating rates are 
able to sustain a higher efficiency while dissociating a greater portion of the available pore space 
gas hydrate.  When the cumulative production efficiency reaches 70% for all heating rates the 
efficiency begins to decrease rapidly and essentially no additional hydrate is being dissociated.   
 
Figure 7-25 Cumulative efficiency vs percent of hydrate dissociated for test series 3 
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7.2.2 Dissociation front  
Figure 7-26 shows the progression of the hydrate dissociation front, here the color maps 
represents the pore space hydrate saturation with blue representing a saturation of 0 and red a 
saturation of 0.35.  This figure shows the heat front movement at 5, 45 and 95 seconds after the 
heating is initiated for a 1.0 watt(top) and 0.25 watt(bottom) heating test of 35 %  hydrated 
saturated glass beads.  
 
Figure 7-26 Hydrate saturation development for 1.0 watt heating (top) and 0.25 watt heating (bottom) 
The SS conditions for the 1.0 and 0.25 watt heating rates is shown in Figure 7-27.  
 
Figure 7-27 Steady state saturation profile for 1.0 watt(left) and 0.25 watt(right) heating test 
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As the system reaches steady state as shown in the above figure it is apparent that the boundary 
of the system begins to effect the development of the hydrate dissociation front, for the 1.0 and 
1.5 watt heating rates the dissociation front no longer progress radially outward due to the high 
rate of cooling occurring at the reactor walls.  In all test conditions the total hydrate dissociation 
peaks at 70% and the hydrate near the reactor wall never leaves the hydrate stability zone.  This 
is an artifact of the reactor geometry and means that the higher heating rate experiments produce 
results that are altered by the surrounding cooling effects that would not exist if the reactor had 
an infinite volume.  
7.2.3 Conduction and convection  
Figure 7-28 shows a comparison of the heat flux magnitude for convective and conductive heat 
transport.  The majority of the heat flux is attained via conduction through the porous system 
with convection playing only a minor role.  Convective heat flux magnitude is most active at the 
dissociation front where gas phase methane and water are evolved from the hydrate phase and 
actively carry away heat from the dissociation front.  However convective heat transport is an 
order of magnitude lower for convection compared to conduction and thus convective heat 
transport is only a minor contributor to the dissociation front progression.  
 
Figure 7-28 Convective and conductive heat flux magnitude at t=50 sec for test series 2-c 
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The latent heat of formation and the 
evolution of CH4 gas and water during 
hydrate dissociation are modeled 
using the normalized derivative of the 
Heaviside step function with a step at 
the equilibrium temperature of 
hydrate-water-gas system.  This value 
D, as defined in Equation 32 is shown 
Figure 7-29 with blue color indicating 
a value of zero, here the phase 
transition value is zero in all locations 
where the hydrate is either fully stable 
or fully dissociated and the yellow/red 
region represent the hydrate 
dissociation front.   
7.2.4 SSOC simulation conclusions  
Simulation and experimental data share the same trend in terms of the end of test recovery 
efficiency, where higher heating rates result in larger recovery efficiency.  The experimental data 
and simulation do not match up in terms of the recovery efficiency for uniform hydrate 
saturation simulations.  This can be attributed to the models assumption of uniform hydrate 
distribution, where the comparison between simulation and experimental data suggest a non-
uniform hydrate distribution with a larger portion of hydrate forming in the outer portions of the 
bead pack further from the heating element. In the numerical simulation the pore space has been 
subdivided into three zones which represent concentric rings of pore space.  This division allows 
for simulation of non-uniform hydrate distribution.  The hydrate saturation is varied amongst the 
three pore space zones while keeping the total hydrate in the system constant.  Increasing the 
relative hydrate distribution in favor of the outer rings produces pressure and efficiency results 
more consistent with experimental results.  
Increasing the hydrate saturation in the outer ring to be 35% greater than the total average 
saturation resulted in agreement between experimental and numerical results. This behavior was 
Figure 7-29 Dissociation zone shown via phase transition variable D 
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observed for the majority of conditions tested, however was more dominant for lower initial 
saturation experiments, meaning that the systems with lower initial water saturation formed 
hydrate more preferably in the outer ring of the sediment.   
Temperature profiles of all tests showed good agreement between simulation and experimental 
results indicating the boundary conditions and pertinent thermal properties and phase switching 
variables were used.   The experimental and simulated temperatures show good agreement 
indicating that the heat transfer in the system correctly captured in the model.  History matching 
of the temperature and pressure plots in the system via numerical modeling provides validation 
of the model. Due to the observation of non-homogenous hydrate distribution as verified via 
model results of heating test the comparison of production efficiencies of different experimental 
tests is challenging.   
Results from these simulation produce three major findings; 1) hydrate saturation forms in a non-
uniform morphology in the pore space with a bias towards the surface where heat is removed, 2) 
increased volume averaged hydrate saturation results in greater peak and sustained production 
efficiencies, and 3) production efficiencies remained the highest for the mid-range heating rates 
of 0.5 and 1.0 watts, higher heating rates of 1.6 produced lower peak efficiencies in all cases and 
the low heating rate of 0.25 was initially equivalent to mid-range test but quickly declined.   
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8 Chapter 8: Conclusion   
Growth and dissociation behavior of CH4 gas hydrates has been investigated on both small and 
large scale experimental apparatus.  Hydrate formation was studied in glass beads via 
microscopic observation, in consolidated brine saturated sediments, and in fresh water 
environments of unconsolidated sands.  Thermal dissociation tests generated gas production 
profiles and efficiencies for three unique lab scale systems.  The gas exchange process has been 
investigated in the large scale system via CO2 injection in the presence of various thermal 
stimulation heating rates.  The exchange potential and CH4 recovery efficiency of various gas 
injection rates and thermal stimulation rates were determined.  Numerical simulation has been 
used to explain hydrate formation behavior in the small scale system and understand gas flow 
patterns and flow transition regimes in the large scale system.   
8.1 Hydrate formation morphology  
8.1.1 LSHV 
Hydrate formation via a gas invasion technique was evaluated for prepared sediment samples 
ranging between 10% and 30% pore space hydrate saturation.  Hydrates tend to form from the 
top of the reactor and progress downward in subsequent gas invasions periods.  Secondary onset 
of hydrate formation was observed for some hydrate formation processes in a quasi-repeatable 
manner.  The secondary hydrate formation may be caused by a development in the system 
bringing water into contact with methane gas or hydrate film formation entrapping the remaining 
available free water and preventing further hydrate formation.  Gas hydrate in laboratory settings 
are formed under short time scales and may not allow for the Ostwald ripening effect that is 
observed in nature.  Hydrate formation in both small and large scale systems demonstrated a bias 
in which formation occurred in different locations in a more favorable manner. It is not 
recommended to assume uniform hydrate formation in lab scale systems without prior 
investigation of growth morphology, i.e. knowing the location of the hydrate within the sample. 
8.1.2 SSOC  
Hydrate formation in the porous media displayed multi stage formation behavior. Initial hydrate 
formation occurred rapidly after pressurization was initiated and preceded at a higher rate for 
systems with the lowest initial water saturation. Peak initial formation rates for 21%, 41%, and 
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mol/sec and 1.7 x10
-6 
mol/sec, 
respectively. Three distinct stages of formation were observed for hydrate growth in porous 
media, a rapid initial formation regime (stage I) followed by a slow mass limited diffusion 
regime labeled stage II again followed by a second rapid and discrete formation period. Hydrate 
saturations of 20, 35 and 50% were achieved from initial water saturations of 21, 41, and 60% 
via a gas invasion of water wet glass beads.   
Hydrate distribution in the SSOC system was shown to be non-homogeneous, forming 
preferentially on the reactor walls near the cooling source.  Visual observation of hydrate 
forming on the SS reactor walls was supported via numerical modeling and history matching of 
hydrate dissociation experiments. The degree of non-uniformity was most severe for systems 
with low initial water saturations and less prominent of systems of high water saturation. The 
location of pore space hydrate significantly alters the production efficiency behavior of thermal 
stimulation based gas hydrate dissociation.  
Results from the hydrate formation investigation provided visual confirmation of hydrate 
formation in the pore space as a grain cementing hydrate and not a pore infilling hydrate.  
Additionally, pore space imaging of hydrate growth process provided support of shell formation 
during hydrate formation.  Lower initial water saturations were not observed to display the shell 
formation behavior; rather hydrate grew on the surface of the beads in dispersed agglomerations 
at the grain-grain contacts of the glass beads.   
8.1.3 LARS     
Hydrate formation in the LARS unit was preformed via a gas free system, i.e. all source methane 
came from methane saturated water.  This formation process allows for the formation of pore 
infilling hydrates which better represent natural occurring hydrates.  The growth period of 
hydrate formation in LARS is substantially longer than those observed in the LSHV system due 
to the availability of source methane limited by the low solubility of methane in water.  Hydrate 
growth proceeded at a constant formation rate for the duration of the growth period up to 80% 
pore space saturation.  
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8.2 Thermal stimulation  
The relationship between initial hydrate saturation and the peak and cumulative production 
efficiencies is apparent in both large and small scale production tests. The heating test of the 
30% initial hydrate saturated sediment produced consistently higher production efficiencies than 
that of the same heating rate of 10% initial hydrate saturated sediment. The trend that is not 
observed in both small and large scale system is the relationship between heating rate and gas 
production efficiencies. Large scale tests exhibited higher peak and cumulative efficiencies for 
tests with higher heating rates; for both hydrate saturation conditions the 100 watt heating test 
produced greater production efficiency rates and cumulative efficiencies. 
8.2.1 LSHV  
Gas production from point heat source thermal stimulation resulted in high initial production 
efficiencies followed by various rates of efficiency decline.  Sediments with higher hydrate 
saturations resulted in higher energy efficiencies in both high and low heating tests.  Heating 
rates have less of an effect on production efficiencies than hydrate saturation.   A trend of higher 
heating rate leading to better efficiencies was observed.  Tests were compared on a basis of net 
efficiency after 23% of the entire sample was dissociated as a means to make a consistent 
evaluation of efficiency; efficiency was highest at 90% for the 100 watt, 30 %  initial hydrate 
saturation and lowest, at 41% for the 20 watt, 10% initial hydrate saturation test.  Peak 
efficiencies rates ranged from 91% - 72% and net efficiencies from 86% to 41%. Heat front 
movement through the sediment is retarded by hydrate presence in the pores space. 
The production efficiencies observed in this work are notably high and near the maximum 
production efficiency limit imposed by the necessary heat of dissociation required to overcome 
the endothermic nature of constant pressure dissociation. This high production efficiency is a 
function of the experimental conditions chosen for the production tests.  As suggested by Jang 
and Santamarina systems at a lower initial pore pressure provide a greater gas expansion factor 
which allows for increased gas recovery.  This system is operated at ~3 MPa and 2K, a condition 
not only representative of shallow reservoirs but also that of a reservoir near the edge of the 
hydrate stability zone, conditions more representative of shallow permafrost deposits such as the 
Mt. Elbert  or shallow subsea floor reservoirs such as the Northern Cascadia Margin.  In addition 
to the lower pore pressure and initial conditions near the hydrate stability boundary the 
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production efficiency of these tests is also influenced by the geometry associated with the gas 
recovery method. The system is built with a small head space of gas over the sediment sample, 
this head space essentially eliminates the possibility of water production during gas extraction 
which improves production efficiencies by avoiding the need to separate water from gas.  It is 
necessary to note that gas production processes in which the wellbore or sampling port is 
deposited directly into the sediment will experience greater water production rates and thus will 
demonstrate lower production efficiencies than those generated in this work.   
8.2.2 SSOC 
Higher heating rates achieve maximum cumulative production efficiency at greater recovery 
efficiency values, i.e. the point when the production efficiency begins to decline occurs after a 
larger amount of hydrate has been recovered for higher heating rates. The lower heating rates 
resulted in higher peak efficiency. The maximum cumulative efficiency was lowest for the 18% 
initial hydrate saturation tests with a value around 62%, these values were around 74% for both 
the 35% and 50% initial hydrate saturation tests. The peak efficiency rate and max cumulative 
efficiency decreases with increasing heating rate for test series 1 and 2, but did not display this 
behavior in test series 3 with 50% initial hydrate saturation. Peak efficiency rates were nominally 
higher than the max net cumulative efficiency by roughly 10% for all test conditions.   
8.2.3 LARS  
In-situ catalytic combustion of CH4/Air mixture was used as local heat source for thermal 
stimulation based hydrate dissection.  Dissociation efficiencies fluxuated between 80% and 90% 
for the 12 hour production test.  Cumulative efficiencies reached at a maximum of 88% at the 
beginning of the test and gradually declined to 83%.  No gas phase methane was collected from 
the system prior to terminating the thermal stimulation test and thus the efficiency values 
presented here can only be used as a metric regarding hydrate dissociation and not gas 
production  
Temperature near the combustion chamber initially peaked followed by a rapid decline to steady 
state conditions. The steady state conditions were perturbed by some flow transition that 
occurred about 4 hours through the experiment. The temperature field displayed a clear transition 
after the onset of the flow transition in temperatures in the very near field of the heater and at T5 
and T6 locations.    The abrupt temperature field transition that occurred near the heater was not 
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accompanied by a noticeable change in water or gas evolution rate.  A slight decrease in the in-
situ efficiency rate is observed at the onset of both temperature transitions however is so minimal 
that it is assumed unrelated.    
8.2.4 Flow transition profiles  
Unique temperature and flow behavior was observed in both large scale apparatus during high 
heating rate experiments.  Temperature spikes were observed in both the LARS and the LSHV 
that were followed by steady state temperature profiles in the vicinity of the heating element.  
These spikes are explained by the onset of convective heat transfer that are initiated by rapid 
hydrate dissociation that likely results in crack or channel formation within the sediment 
providing pathways for fluid flow away from the heater.  This behavior was observed in both 
sediments with and without an applied confining pressure, but was observed to last longer and 
with larger amplitudes in the non-confined LSHV system.    
8.3 CO2 gas exchange  
The concept of CO2-CH4 gas exchange was tested via flow through experiments at low and high 
injection rates both with the addition of thermal stimulation and in the absence of any heating.  
Non-heated injections occasionally encountered gas injectability issues do to hydrate formation 
at the injection port, which can be avoided with a point heat source at the injection port. 
Exchange factors and recovery efficiencies were defined as metrics for the thermally assisted gas 
exchange concept proposed in this work.  Baseline exchange  
8.3.1 Sequestration potential   
Sequestration potential via gas injection is greater for lower injection rate tests due to the longer 
residence time of the exchange gas in the system.  Exchange tests conducted at the low injection 
rate of 155 mlpm resulted in longer exchange periods with increased carbon dioxide 
sequestration over those conducted at 1000 mlpm.  The exchange factor, i.e. the ratio between 
CO2 sequestered and CH4 recovered was greatest for the low heating rate test of 20 watts, holding 
the heating rate constant the exchange factor was higher for lower injection rates.    
8.3.2 CH4 recovery potential  
Recovery efficiency was highest at 55 and 91% for the low and high injection rates of the 100 
watt heating tests.  Higher heating rates result in greater rates of CH4 hydrate dissociation, thus 
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producing increased recovery efficiencies while making additional liquid water available for CO2 
sequestration and exchange.  Recovery efficiencies were lowest for the non-heating injection 
tests; however 5 and 17% of in-place CH4 hydrate was produced as gas phase CH4 during the 
exchange period.   
8.4 Numerical simulation  
Finite element analysis software COMSOL was used to model the SSOC and LSHV system to 
investigate hydrate formation morphology, heat front progression, production efficiencies and 
flow transition regimes.  History matching of dissociation profiles on the SSOC system showed 
that the hydrate distribution in the pores space is non-uniform and forms preferentially near the 
outer walls of the reactor nearest to the cooling source.   
8.4.1 LSHV simulation  
Simulation of the LSHV system demonstrated that large changes in permeability and flow 
potential result in significant decreases in temperature at the heating element surface.  The heat 
transport in the LSHV system is primarily conduction dominated for low permeability systems, 
however the development of gas/water flow is required to match experimental and numerical 
simulation temperatures. The hydrate dissociation front progresses radially away from the heat 
source with a stronger gradient in the vertical direction, heat conduction along the heating 
element shaft provides a low resistance pathway for both heat and mass transport.   
Flow patterns develop within the dissociated hydrate zone with creating strong convective heat 
transfer upwards along the heater sheath.  Simulation in which permeability is a function of 
hydrate saturation are able to match temperatures  within the sediment  matrix but not within the 
heating element indicating stronger heat removal from the heating element than is modeled with 
darcys law.  The development of channels or fast fluid flow paths near the heating element is 
likely the cause if the rapid heater temperature drop observed in all high heating rates tests.  
The hydrate dissociation front reaches the reactor walls partially through the heating 
experiments.  This boundary interaction results in lower production efficiencies and force flow 
patterns that would not otherwise be observed in a large scale reservoir.  
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8.4.2 SSOC simulation 
Simulation and experimental data share the same trend in terms of the end of test recovery 
efficiency, where higher heating rates result in larger recovery efficiency.  The experimental data 
and simulation do not match up in terms of the recovery efficiency for uniform hydrate 
saturation simulations.  This can be attributed to the models assumption of uniform hydrate 
distribution, where the comparison between simulation and experimental data suggest non 
uniform hydrate distribution with a larger portion of hydrate forming on the outer portions of the 
reactor, further from the heating element. In the numerical simulation the pore space has been 
subdivided into three zones which represent concentric rings of pore space.  This division allows 
for simulation of non-uniform hydrate distribution.  The hydrate saturation is varied amongst the 
three pore space zones while keeping the total hydrate in the system constant.  Increasing the 
relative hydrate distribution in favor of the outer rings produces pressure and efficiency results 
more consistent with experimental results.  
8.5 Applications on the industrial scale  
The development of methane production scenarios from permafrost gas hydrates need to ensure 
that several key parameters are carefully evaluated.  The results and findings generated in this 
work confirm that thermal based gas production is sensitive to gas hydrate saturation, hydrate 
distribution and heating rate.  The sensitivities and relationships between production profiles and 
efficiencies and these parameters have been outlined in a quantitative manner in chapter 4 and 5 
of this thesis.   The scale-up of point source thermal stimulation systems is a complicated 
challenge that will need to incorporate the laboratory scale findings while keeping in mind the 
importance of well location, geometry and the development of flow patterns.   
A key parameter not explicitly addressed in this work is that of the well location and geometry 
that will optimize gas production while keeping the number of well bores to a minimum.  The in-
situ combustion chamber has a limited range on the volume of hydrate bearing sediment that it 
can affect. As the distance from the heat source increases the dissociation capacity decreases, i.e. 
the hydrate dissociation front stagnates at a certain distance from the heat source.  This behavior 
is demonstrated in both the small and medium scale systems where production efficiency rapidly 
drops and recovery reaches a plateau when the heat front becomes fully developed.  Additionally 
the recirculation pattern that developed in the medium and large scale systems will play an 
   
154 
 
important role in determining the most effective and optimized well distribution and geometry.  
Placement of wells should consider the upward convective cell pattern that occurs near the heater 
and well bore and within the hydrate dissociated zone.  This upwards biased heat transfer 
suggests that the depth of the heat could be placed in the lower portions of the hydrate layers.  
The advances in horizontal drilling should be exploited in a way which allows for the greatest 
production rates from a minimum number of well bores.  It is conceivable that rather than 
drilling a number of individual vertical wells each with its own heat source the use of a 
horizontal string of heating elements could be utilized.  However this is a complex problem and 
will require significant investigation and investment.   
The results presented in this work suggest that industrial scale hydrate production is feasible and 
the range of production efficiencies observed is favorable.  Further work is needed regarding the 
scale up of this technology and how to best optimize the well locations and geometry.  Careful 
consideration of the hydrate distribution and thus permeability distribution within the hydrate 
reservoir will be crucial in the process of determining the location and number of in-situ 
combustion systems.  Additionally the location of the production/collection well will be 
dependent on reservoir conditions such as geologic stratigraphy, hydrate saturation and 
distribution as well the degree of impermeable cap rocks.  The development of heating and 
production wells is a critical component of thermal based hydrate production methods and will 
be specific and unique to potential hydrate production sites.    
8.6 Future work  
The further investigation of the relationship between heating rate and production efficiencies 
needs to be conducted to determine the limits of the trends found in this work.  The LSHV 
experiments produced better production efficiencies for the higher heating rate tests, however at 
very high heating rates the production efficiency will decrease, and the fall off point in 
production efficiency and heating rate should be investigated by probing higher heating rates.  
This work can be expanded by conducting production tests at very high and very low heating 
rates to fill out the understanding of the relationship between heating rates and production 
efficiency.  This trend was observed on the SSOC experiments that were able to test 4 different 
heating rates and the peak performance was found in the midrange heating rates, similar 
performance profiles should be produced for the large scale systems.  
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8.6.1 Nitrogen injection  
The thermally assisted CO2-CH4 exchange experiments demonstrated the possibility of CH4 
production and CO2 sequestration via point source thermal stimulation coupled with CO2 
injection.  The addition of nitrogen in the injection stream to represent down-hole combustion 
with air as the oxidant would prove interesting.  The addition of N2 to the exchange gas has 
promising effects due to the cage stabilizing ability of N2 in the mixed hydrate form.  Exchange 
tests should be studied with various blend mixtures of N2/CO2 to understand if the addition of N2 
in the exchange process would provide beneficial or detrimental contribution to the CH4 
production efficiency.  
8.6.2 Tracer tests  
The use of gas phase tracers that are excluded from the hydrate phase could be used during 
exchange tests to better understand the development of the CO2 sequestration profile.  The 
injection of a tracer such as Argon or Xenon that will concentrate in the gas phase can be used to 
quantify the rate of CO2 hydrate formation within the sediment as a function of the change in 
tracer concentration in the effluent flow.  
8.6.3 Hydrate growth morphology  
Due to the observed non-uniform hydrate growth in both the LLHV and SSOC systems it is 
recommended that the distribution of pore space hydrate be investigated further in the LLHV 
system.  The location of hydrate in system with relatively low hydrate saturations can have large 
effects on gas production rates and efficiencies.  A better understanding of the non-uniform 
hydrate formation and the repeatability in hydrate morphology should be attained to better 
explain future thermal based hydrate production results.    
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10 Appendix  
10.1 Appendix a) Micro GC analysis of thermally assisted CO2 gas exchange 
process test 4b 
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10.2 Appendix b) LARS heating test 40% Sh  
 
10.3 Appendix c) Hydrate hardness test  
Geomechanical Stabilzation of Formation via CO2  Exchange 
 The proposed method of enhanced CH4 production via CO2 sequestration is motivated by 
several different reaons. As the demand for low carbon intensity fuels increases the prospect of a 
near carbon neutral fuel source such as the one proposed will see increased attention both 
politically and financially. However the motivation for utelizing a CO2 exchange program is not 
limited to the benifits of a potentail carbon tax or credit via sequestration.  During the limited 
industrial scale produciton tests of methane from hydrate deposits significant formaiton 
movement was observed and presented itself as a real concern.  As of recently many of the newer 
genration reservior simulaitons are beginning to include geo-mechanical properties in their 
models as it has become evident that significant structural changes occur to the sediment as 
hydrates dissociate[18].   It is this geomechanical stability that we propose to address with the 
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CO2  exchange method.  CO2 sequestration will allow for the minimization of the fraction of 
unconfined sediment that loses its cohesion and strength due to hydrate dissociation.  The 
concern for shelf slumping and formation instability induced by large scale hydrate dissociation 
can be appeased via the technique of in-situ CO2  sequestration.  
 In order to confirm the idea that CO2  hydrate can be as stable in sediment mechanical 
properties as CH4 a preliminary test has been conducted to show that the shearing force necessary 
to cause deformation in CO2 hydrate system is equal to or greater than that needed for CH4 
hydrate.  In this experiment two small samples of quartz sand-water-hydrate were produced with 
a hydrate saturaiton of 20% to be tested for cohesion and stability under a controled impact test.  
Figure 10-1 shows each sample before and after the test,   the results from the test suggest that 
the geo-structural properties of CO2  is more stable than CH4  and hydrates that the potential for 
formation stabilization via CO2 hydrate formaiton is a valid goal.  As sumarized in Table 1 the 
defformaiton observed from 8 kg mass falling through 25 cm impacting a 1 cm indenter   for 
CH4 was 5 cm, and the deformation for CO2 is much less at only .35 cm.    It should be noted that 
the CH4 hydrate was significantly deformed upon impact and lost esentially all bulk choesive 
properties  
Table 9 Hydrate impact test 
 CH4  Hydrate  CO2  Hydrate  
Impact Energy  19 Joules   12 Joules  
Indenter  Displacement  5 cm [sediment failure] .35 cm  [small indentation] 
 




Figure 10-1 CH4 hydrate before and after impact test 
 
Figure 10-2 CO2  hydrate before and after impact test 
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10.4 Appendix d) Pressure-Temperature equilibrium data of pure CO2 and CH4 
gas hydrate systems found in LSHV 
 
Figure 10-3 Methane and CO2 hydrate equilibrium temperature and pressure in LSHV porous system 
10.5 Appendix e) Heating tests of 10 and 15 % hydrate saturated sediments  
The following four figures show the temperature profile for C1-C4 and heater thermocouples 
during 100 and 20 watt heating tests.  Left ordinate shows C1-C4 and right ordinate shows heater 
temperatures.  Heater spiking is observed for both 100 watt tests and is not observed in both 20 
watt heating tests.  
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