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A B S T R A C T
The dissertation studies two distinct classes of models from applied probability liter-
ature and attempts to answer questions that are of asymptotic nature. The answers
to those questions are obtained by means of various probability approximations. The
two classes of models in question belong to the mathematical branches of queueing the-
ory and Markovian Agent-based Models (MABMs). The unlikely marriage of these two
branches of probability theory in this dissertation can be ascribed to a particular commu-
nication networking scenario, the mathematical modelling of which has been the main
motivation behind this work. The networking scenario consists of two central problems
- the uploading problem and the content distribution problem.
In the context of Internet of Things (IoT), collaborative uploading describes a type
of crowdsourcing scenario in networked environments where a device utilises multiple
paths to upload content to a centralised processing entity such as a cloud service. The
uploading problem is an umbrella term for research problems arising from such a collabo-
rative uploading scenario and encompasses questions such as how long it will take for
a data chunk to be transported, how many paths we should choose (scheduling), how
to split a data chunk optimally (provisioning). Modelling the uploading problem as a
scheduling task in a Fork-Join (FJ) system, a parallel queueing system with output syn-
chronisation, we develop the notions of optimal stochastic scheduling, and provisioning.
Since an exact analysis of FJs system is infeasible under general settings, the objectives
of designing optimal stochastic schedules and provisions are achieved by approximating
probabilities of rare events (e.g., long waiting times) with exponential estimates. This is
accomplished by making use of martingale techniques and establishing a Large Devi-
ations Principle (LDP) for steady-state waiting times. In order to incorporate possible
burstiness or phase-type behaviour, the effects of changing environment are modelled
using a Markov-additive process. The resultant theoretical insights are finally used to
design optimal collaborative uploading strategies.
In addition to general FJ systems, two special queueing systems are analysed using
random time change representation for Markov processes in this dissertation. Unlike FJ
systems, these two special queueing systems do not impose an inherent output synchro-
nisation. The first of these two special cases is a parallel queueing system with finite
buffers. Preliminary ideas on characterising the total loss process and optimal proba-
bilistic scheduling are presented. As an application to large heterogeneous clusters of
parallel servers, we also present a scaling limit as the number of servers increases to
infinity using the semigroup operator approach to Markov process convergence. The
second queueing system considers a special case of the uploading problem where the
paths can transport only one chunk of data at a time. We use multi-scaling techniques
from probability theory to derive Quasi-Steady State Approximations (QSSAs) for such
a queueing system. The QSSAs are particularly useful when the number of data chunks
to transport is much larger compared to the number of available paths.
The second leg of the networking scenario, the distribution problem, concerns distribu-
tion of content to a number of end-users. We specifically focus on the large-scale prob-
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lem when the number of end-users is large. In order to understand the dynamics of the
distribution problem better, we model it as an MABM. Three different approximations
for MABMs are presented in this dissertation. First, a Functional Central Limit Theo-
rem (FCLT) for key population counts are proved for an Information-Dissemination (ID)
process on configuration model random graphs. An ID process is mathematically equiv-
alent to a stochastic compartmental Susceptible-Infected (SI) epidemic process. Second,
we devise a state-aggregation procedure based on a local notion of symmetry (automor-
phism) of the underlying graph for general MABMs ensuring approximate lumpabil-
ity. Third, as an application, primitive chunk selection strategies for Peer-to-Peer (P2P)
live streaming systems, such as the Latest Deadline First (LDF) and the Earliest Dead-
line First (EDF), are analysed using mean-field theory and an improved mixed strategy,
called SchedMix, is proposed.
As the mathematical models are developed in response to the questions arising from
the communication networking scenario, special emphasis has been put on exploring
how the resultant approximation tools can also be applied to problems in epidemiology,
systems and synthetic biology, statistical physics, and other branches of science.
Z U S A M M E N FA S S U N G
Die Dissertation untersucht zwei verschiedene Klassen von Modellen für Warteschlangen-
und Agenten-basierte Systeme aus der Literatur der angewandten Wahrscheinlichkeits-
theorie und versucht Fragen zu beantworten, die weitgehend von asymptotischer Natur
sind. Die betrachtete Verflechtung dieser beiden unterschiedlichen Zweige der Wahr-
scheinlichkeitstheorie ist auf ein bestimmtes Kommunikationsnetzwerkszenario zurück-
zuführen, dessen mathematische Modellierung die Hauptmotivation dieser Arbeit ist.
Das Netzwerkszenario besteht aus zwei zentralen Problemen - dem Hochladeproblem
und dem Inhaltsverteilungsproblem.
Im Kontext des Internet der Dinge (Internet of Things) beschreibt kollaboratives Hoch-
laden eine Art von Crowdsourcingszenario in vernetzten Umgebungen, in denen ein
Gerät mehrere Pfade zum Hochladen von Inhalten in eine zentrale Verarbeitungsentität
wie einen Cloud-Service verwendet. Das Hochladeproblem ist ein Sammelbegriff für For-
schungsprobleme, die sich aus einem solchen Szenario ergeben, und umfasst unter ande-
rem die Fragen 1) Wie lange dauert es, um einen Datenblock zu transportieren? 2) Wie
viele Pfade sollten ausgewählt werden (Scheduling) um einen Datenblock optimal aufzu-
teilen (Provisionierung)? Indem wir das Hochladeproblem als Scheduling-Task in einem
Fork-Join (FJ)-System, nämlich einem parallelen Warteschlangensystem mit Ausgangs-
synchronisation, modellieren, entwickeln wir die Begriffe des optimalen stochastischen
Schedulings und der Provisionierung. Da eine exakte Analyse des FJ-Systems unter all-
gemeinen Annahmen über die Ankünfte und den bereitgestellten Dienst sich bislang als
hoch diffizil herausgestellt hat, werden die Ziele, das optimale stochastische Scheduling
und die Provisionierung zu entwerfen, durch Näherungen von Warscheinlichkeiten sel-
tener Ereignisse (z. B. lange Wartezeiten) mit exponentiellen Schätzungen erreicht. Dies
wird durch die Nutzung von Martingaltechniken und die Einführung eines Large Devia-
tions Principle (LDP) für stationäre Wartezeiten erzielt. Um ein mögliches Burst- oder
Phasenverhalten zu berücksichtigen, werden die Auswirkungen sich ändernder Umge-
bungsbedingungen mit Hilfe eines Markov-additiven Prozesses modelliert. Die daraus
resultierenden theoretischen Erkenntnisse werden schlussendlich verwendet, um opti-
male Strategien für kollaboratives Hochladen zu entwickeln.
Zusätzlich zu allgemeinen FJ-Systemen werden zwei spezielle Warteschlangensyste-
me unter Verwendung einer zufälligen Zeitänderungsdarstellung für Markov-Prozesse
in dieser Dissertation analysiert. Im Gegensatz zu FJ-Systemen erzwingen diese beiden
speziellen Warteschlangensysteme keine inhärente Ausgangssynchronisation. Der erste
dieser beiden Spezialfälle ist ein paralleles Warteschlangensystem mit endlichen Puffern.
Hier werden Methoden zur Charakterisierung des Verlustprozesses und der optimalen
probabilistischen Planung in einem solchen endlichen Puffer-Warteschlangensystem vor-
gestellt. Als Anwendung für große heterogene Cluster von parallelen Servern wird eine
Skalierungsgrenze für eine ansteigende Anzahl der Server vorgestellt. Das zweite War-
teschlangensystem berücksichtigt einen Spezialfall des Hochladeproblems, bei dem die
Pfade keine Pufferungsmöglichkeiten haben. Wir verwenden Multi-Skalierungstechniken
aus der Wahrscheinlichkeitstheorie, um Quasi-Steady State Approximations (QSSAs) für
ein solches Warteschlangensystem abzuleiten. Die QSSAs sind besonders nützlich, wenn
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die Anzahl der zu transportierenden Datenblöcke viel größer ist als die Anzahl der ver-
fügbaren Pfade.
Der zweite Teil des Netzwerkszenarios, das Inhaltsverteilungsproblem, betrifft die Ver-
teilung von Inhalten in vernetzten Umgebungen zu einer Vielzahl von Endnutzern. Hier
gehen wir hauptsächlich auf die Problemstellung für eine große Anzahl von Endnut-
zern ein. Um die Dynamik des Verteilungsproblems besser zu verstehen, modellieren
wir es als ein Markovian Agent-based Model (MABM). In dieser Dissertation werden
drei verschiedene Approximationen für MABMs vorgestellt. Zuerst wird ein Functional
Central Limit Theorem (FCLT) für wichtige Populationsvariablen für einen Information-
Dissemination (ID)-Prozess auf zufälligen Graphen des Konfigurationsmodells bewie-
sen. Der Information-Dissemination (ID)-Prozess ist mathematisch äquivalent zu einem
stochastischen Compartimental Susceptible-Infected (SI) epidemischen Prozess. Zwei-
tens wird ein Zustands-Aggregationsverfahren basierend auf den lokalen Symmetrien
des zugrunde liegenden Graphen für generelle MABMs entwickelt, um die approxima-
tive Lumpability sicherzustellen. Drittens werden als eine Anwendung primitive Paket-
Auswahlstrategien für Peer-to-Peer (P2P) Live-Streaming-Systeme, wie zum Beispiel die
Latest Deadline First (LDF) und die Earliest Deadline First (EDF), unter Verwendung der
Mean-Field-Theorie analysiert und eine verbesserte gemischte Strategie, das sogenannte
SchedMix, wird vorgeschlagen.
Während unsere mathematischen Modelle Fragen adressieren, die sich aus dem Kom-
munikationsnetzwerkszenario ergeben, untersuchen wir die Tragweite der resultieren-
den Approximationswerkzeuge bei zusätzlicher Anwendung auf Probleme der Epide-
miologie, der Systembiologie und synthetischen Biologie, der statistischen Physik und
anderer Gebieten der Wissenschaft.
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I N T R O D U C T I O N
The present dissertation studies two distinct classes of models from applied probability
literature and attempts to answer questions that are of asymptotic nature. As a guiding
principle, the answers to those questions are obtained by means of various probabil-
ity approximations. The two classes of models in question belong to the mathematical
branches of queueing theory and (stochastic) Interacting Particle System (IPS). Queue-
ing theory finds its most successful applications in operations research and computer
science. It possesses a rich literature providing tools for not only Markovian but also
non-Markovian processes such as renewal processes. The IPSs, on the other hand, are
usually modelled as a continuous time Markov jump process on a configuration space
specified by a graph over a collection of particles and a local state space, which is usually
assumed to be a compact metric space. In this dissertation, we shall restrict ourselves to
local state spaces that are finite. With regard to the graph structure, we shall assume suit-
able random graph models. In order to put emphasis on the local interaction rules that
give rise to a global behaviour, and the role that individual agents (often autonomous)
play in the dynamics of the IPS over the configuration space, we shall adopt the name
Markovian Agent-based Models (MABMs) for this restricted class of stochastic IPS. The
nomenclature is also a deliberate attempt to intertwine the traditional computational
Agent-based Models (ABMs) and tools from Markov process literature1.
The unlikely marriage of these two branches of probability theory in this dissertation
can be largely ascribed to a particular communication networking scenario, the mathe-
matical modelling of which has been a major motivation behind the author’s doctoral
research work2. In the next section, we shall discuss the scenario from a content-centric
perspective and use it as a running example throughout the dissertation.
1.1 motivation : a communication networking scenario
Consider the networking scenario in the context of Internet of Things (IoT) in Figure 1.1.
Internet of Things refers to a world of heterogeneous devices, such as sensors and ac-
tuators that are connected via various communication technologies while carrying out
everyday tasks. On the left hand side of Figure 1.1, we have heterogeneous devices that
collaboratively upload certain contents to the cloud. The uploading devices could be
smart phones, desktop computers, surveillance cameras, or audio/visual, and ambient
sensors. They use neighbouring devices as well as various wired and wireless commu-
nication technologies, such as WiFi, cellular, Ethernet and power-line communication, to
transmit data. Uploading a picture to the cloud, live streaming using Periscope (Twitter,
Inc 2018) or Facebook Live (Facebook Live 2018) are some examples. As crowdsourc-
1 Note that an ABM endowed with an additional Markovian assumption is indeed a special case of the stochastic
IPS. Such a Markovian description of an ABM has been adopted by many in the recent times. For instance,
see Banisch (2016).
2 The scenario in question is envisaged in the subproject C3 of the Collaborative Research Centre (CRC) of the
German Research Foundation (DFG) Multi-Mechanism Adaptation for the Future Internet (MAKI).
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Figure 1.1: The description of the communication networking scenario from a content-
centric perspective. Heterogeneous devices collaboratively upload content to the cloud.
The uploading devices could be smart phones, desktop computers, surveillance cameras,
or audio/visual, and ambient sensors. They use neighbouring devices as well as various
wired and wireless communication technologies, such as WiFi, cellular, Ethernet and
power-line communication, to transmit data. The uploading problem is an umbrella term
for research problems arising from such a collaborative uploading scenario and encom-
passes questions such as how long it will take for a data chunk to be transported, how
many paths we should choose from among a set of available paths, how to split a data
chunk optimally, or if we should allocate or replicate over the different paths available.
The cloud in the middle is an abstract representation of a central entity that aggregates,
and processes the incoming streams of data to compose new content. The second leg of
the scenario concerns distribution of content from the cloud to the end-users. We call
it the distribution problem. From a mathematical perspective, the distribution problem
raises a number of interesting research questions, such as how much time it will take to
deliver a certain content to 80 percent of the users, how the graph structure generated by
the users impacts the efficiency of the distribution, how we can approximate the system
when the number of end-users increases to infinity, or what the scaling limits of such
systems are.
ing is gaining traction rapidly (Howe 2006), live events such as music concerts can be
covered by composing multiple information streams originating from various mobile
devices (Richerzhagen et al. 2016). We use the term crowdsourcing in a broad sense in
this dissertation. Crowdsourcing in the context of IoT refers to interconnected devices
that ubiquitously exchange and aggregate information to achieve complex goals. The
uploading problem is an umbrella term for research problems arising from such a collab-
orative uploading scenario and encompasses questions such as how long it will take
for a data chunk to be transported, how many paths we should choose from among a
set of available paths, how to split a data chunk optimally, or if we should allocate or
replicate over the different paths available. The Chapters 3 to 5 document the scientific
contributions pertaining to the uploading problem in adequate generality. Furthermore,
the Chapters 6 and 7 are dedicated to the study of two special cases. The cloud in the
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middle is an abstract representation of a central entity that aggregates, and processes
the incoming streams of data to compose new content3.
The second leg of the scenario concerns distribution of content from the cloud to the
end-users. We call it the distribution problem. Typically, a multicast functionality is re-
alised at the application layer in the form of Content Distribution Networks (CDNs).
Often the distribution is made more profitable by introducing Peer-to-Peer (P2P) mech-
anisms, where the end-users do not rely on the central entity (the cloud in this case)
alone and themselves distribute the content among each other (e.g., BitTorrent (2018)).
From a mathematical perspective, the distribution problem raises a number of interest-
ing research questions, such as how much time it will take to deliver a certain content
to 80 percent of the users, how the graph structure generated by the end-users impacts
the efficiency of the distribution, how we approximate the system when the number of
end-users increases to infinity, or what the scaling limits of such systems are. We ex-
plore answers to all such questions pertaining to the distribution leg of the scenario in
Chapters 8 to 10.
The above scenario will be used as a running example throughout the dissertation.
The two key ingredients of the scenario are the uploading and the distribution prob-
lems. They are somewhat decoupled, allowing us to pursue them separately. In fact,
either of them, to the exclusion of the other, provides us with ample generality to cover
adequately many application areas. In order to mathematically model the above sce-
nario, we shall consider various stochastic processes that arise in the context of these
two problems, and study their behaviour. The resultant theoretical insights are then
exploited to devise mechanisms that are optimal in some sense, and also to facilitate tran-
sitions between them (Frömmgen et al. 2015). As we describe our models in detail in
later chapters, we shall actively explore how the tools developed for this communica-
tion networking scenario can also be applied to problems in epidemiology, systems and
synthetic biology, statistical physics and other branches of science by interpreting the
scenario differently.
As a consequence of the inherently decoupled and dissimilar nature of the uploading
and the distribution problems, they demand different modelling tools. While the upload-
ing problem is tackled from a queueing theoretic perspective, the distribution problem
makes use of the MABMs. We shall make this point more elaborate in the following.
1.2 the uploading problem from a queueing perspective
As described in Section 1.1, the uploading problem concerns heterogeneous devices
that collaboratively upload content to the cloud. See Figures 1.1 and 1.2 for different
examples of collaborative uploading. The main uploading device is called the primary
device and the relaying devices, if any, are called secondary devices. Irrespective of
whether there are any secondary devices, the different channels via which the uploading
takes place are called paths. An important feature of the primary device is parallelisation,
the ability to simultaneously utilise multiple paths. For instance, in order to upload a
photo to the cloud, the primary device can split the file into smaller chunks and upload
the chunks using parallel paths. Finally, the photo is reassembled when all of the smaller
3 The problems related to composition are not considered in this dissertation.
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Figure 1.2: Collaborative uploading (KhudaBukhsh, Alt, et al. 2018). A device uses
neighbouring devices and different paths to upload a data stream.
chunks arrive in the cloud and at that point, we say the uploading is complete. The
following are a few other concrete application areas where parallelisation is exploited
1. Multi-path Transmission Control Protocol (Multi-path TCP) (Ford, Raiciu, et al.
2013; Ford and Scharf 2013) splits the data on multiple subflows and joins them
at the receiver side to ensure in-order data transfer for one logical Transmission
Control Protocol (TCP) connection.
2. Recent infrastructural advancement of cloud computing and large-scale data pro-
cessing has brought about massive deployment of parallel-server systems. Frame-
works, such as MapReduce (Dean and Ghemawat 2008; Polato et al. 2014), its
implementation Hadoop (Hashem et al. 2016) and Spark (Zaharia et al. 2010) are
abundant. Such systems also seek to reap the benefits of parallelisation.
3. Equal-cost Multi-path routing (ECMP)-based (Hopps 2000) load balancing in data-
centre networks also distributes packets over multiple paths based on Layer 3 rout-
ing information.
4. In Message Passing Interface (MPI)-based parallel computing with master-slave ar-
chitecture, the master node can be thought of as the primary device that completes
a computational task by exploiting several slave nodes simultaneously.
5. In many production houses, different components of a product such as a car (the
content in our parlance) are manufactured by independent units simultaneously.
The final product is assembled once all of its components are manufactured.
As we see from the examples above from the perspective of the primary device, it is
crucial to understand how it can best utilise the parallel paths.
Mathematical modelling of the uploading problem intrinsically involves application-
specific challenges. Nevertheless, we look for a useful abstraction that allows us to
quantify performance metrics in a meaningful way. With regard to performance metrics
for the uploading problem, it is natural to consider quantities such as the time required
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to transfer a piece of data from a source device to a processing unit in an edge-cloud,
the time to complete a parallel computation task, the amount of time one has to wait
before a path becomes available, the total number of packets transported in a given
amount of time. Such quantities are the objects of study in queueing theory. Therefore,
we adopt queueing theory as a connection-layer abstraction of the uploading problem to
mathematically model the performance metrics mentioned above. The analogy becomes
clear if we consider the paths to be virtual servers providing service to the data chunks or
packets, the “customers” in queueing theoretic language, originating from the primary
device. In order to accommodate the “parallel” nature of the uploading problem, we
shall put special emphasis on multi-server queueing systems that allow parallelisation.
Besides parallelisation, many of the examples considered above share one more com-
monality - a synchronisation cost at the output, because the final output is often com-
posed of outputs from all the servers. For instance, in case of MPI-based parallel com-
putation with master-slave architecture, the final computations can be performed only
after the slave nodes complete their individual tasks. In case of car manufacturing, the
final model can be assembled only after all components have been manufactured by dis-
joint production units. Therefore, we need to accommodate this output synchronisation
constraint as an additional feature in our queueing set-up. Fork-Join (FJ) queueing mod-
els naturally capture the dynamics of system parallelisation under synchronisation con-
straints (Joshi, Soljanin, and Wornell 2017; Rizk, Poloczek, and Ciucu 2015; Thomasian
2014). Since a large number of application areas possess this additional feature, a con-
siderable proportion of queueing theoretic contributions in this dissertation is based on
FJ systems, which we describe next.
1.2.1 Probability bounds for Fork-Join queueing systems
FJ queueing systems are crucial in the performance evaluation of parallel and distributed
systems (Boxma, Koole, and Z. Liu 1994). In an FJ system, arriving jobs are first split into
tasks, each of which is then mapped exactly to one work-conserving server that executes
the map operation. An optional combine operation compresses the intermediate result
to reduce the amount of data that is transferred through the network. Compression
efficiency depends on the application and, in particular, on the input data size. A job
finally leaves the system when all of its tasks are executed.
Three key stochastic processes of interest for an FJ system are waiting times, response
times, and queue lengths. We define the waiting time for a job to be the amount of
time between the arrival of the job and the time when its last task starts getting serviced.
That is, a job is said to be waiting until its last task starts being serviced. The response
time of a job is the amount of time between the arrival of the job and the time when
all of its tasks are serviced. Queue length at a server is the number of tasks waiting to
be serviced at a particular instant of time. The stochastic behaviour of these processes
depends on a number of factors, such as the nature of inter-arrival times of the jobs, i.e.,
the arrival process; the service times of the servers; the policy of task assignment. It may
also depend on extraneous factors that modulate the inter-arrival and the service times.
Although FJ systems are ubiquitous, and form an important class of queueing theo-
retic models, an exact analysis of FJ systems with more than two servers in a general
set-up remains elusive (Baccelli, Makowski, and Shwartz 1989; Boxma, Koole, and Z. Liu
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1994). It is particularly hard to find closed-form expressions for the steady-state distribu-
tions of the three key stochastic processes described above. One approach to circumvent
this problem, which we shall take in this dissertation, is to bound the tail probabilities
of the steady-state waiting times (for instance, via a Large Deviations Principle (LDP)).
This is precisely our strategy for probability approximation in the context of FJ systems.
From the perspective of performance, it is desirable to have as small waiting times as
possible. In order to achieve this objective, a number of optimisation questions arise:
1. How do we model the (application-specific) parallelisation benefit? Consider a
Monte-Carlo simulation and a video transcoding application. In the first case,
the gain from parallelisation is significant and apparent, while in the second case,
it may vary significantly depending on different factors such as the dependency
between video macroblocks (Chong et al. 2007; Mesa et al. 2009).
2. Given a model for the parallelisation benefit, how many servers do we choose?
Can we achieve satisfactory performance even if we select a subset of the available
servers? The decision as to how many servers to choose will be called scheduling.
3. How do we optimally divide incoming jobs into tasks? Redundancy techniques
have become increasingly popular over the last few years as a tool to decrease
latency. While it has been shown to be effective in many cases, how do we in
general objectively decide whether to use redundancy? We shall use the term
provisioning to refer to a rule of job division (into tasks) in this dissertation.
We shall seek answers to these questions in Chapters 3 and 4, where we shall study FJ
queueing models in adequate generality allowing for both Markovian and non-Markovian
cases. Finally, we shall utilise the tools developed in Chapter 3 and Chapter 4 to devise
uploading strategies in Chapter 5.
1.2.2 Random time changes of queueing systems
Besides FJ queueing systems, which we adopt for the purpose of modelling parallelisa-
tion under synchronisation constraints, we consider a second class of queueing models
where no inherent output synchronisation is imposed. In order to model this special
class of queueing models, we make use of the random time change representation of
the queueing system. In this approach, we characterise the processes of interest such
as the queue length as solutions to certain stochastic equations that determine Markov
processes (Ethier and Kurtz 1986, Chapter 6). The name “random time changes” can
be attributed to the fact that the stochastic equations in question involve a random time
change of a second Markov process. Besides being mathematically convenient, this ap-
proach is useful for us because it allows for a number of novel approximations and
asymptotic results.
The first application of the random time change representation concerns queueing
systems with finite buffers, i.e., where the queue length can not grow arbitrarily large.
In Chapter 6, we shall document preliminary ideas on optimal scheduling in finite-buffer
queueing systems under exogenous modulation. We shall also present a scaling limit as
the number of servers increases to infinity in large heterogeneous clusters of finite-buffer
servers using the semigroup operator approach to Markov process convergence.
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Inspired by chemical physics literature and as the second application of the random
time change representation, we carry out Quasi-Steady State Approximations (QSSAs)
for the uploading problem when the number of packets to transmit is too large com-
pared to the number of paths available. There is a well established connection between
enzyme kinetic Chemical Reaction Networks (CRNs) and queueing systems. We shall
make these connections precise in Section 2.3 and Chapter 7. By virtue of the multi-
scaling techniques from probability literature (Ball et al. 2006; Kang and Kurtz 2013),
we shall derive different variants of QSSAs with a special focus on Michaelis-Menten
enzyme-catalysed CRNs in Chapter 7.
1.3 the distribution problem as a markovian agent-based model
The distribution problem is modelled as an MABM. Our objective is to distribute a
content (or a stream of contents) to a number of end-users, who are interconnected and
thereby, form a graph. The distribution is usually facilitated by a P2P-like mechanism
in which the end-users themselves contact each other and either pull or push parts of the
content (called chunks). In agreement with the ABM parlance, we shall call the end-
users agents. We assume that each agent maintains a local Poisson clock so that at each
ticking of the clock, the agent contacts one of its neighbours and seeks to push/pull a
piece of chunk. Additionally, we endow each agent with a local state, which encodes
the presence or absence of the chunks of the content. The local state space is assumed
finite. Given the above description, the MABM can be seen as a contact process on
(random) graphs, and therefore, as a Continuous Time Markov Chain (CTMC) on the
configuration space, which is the joint state space of all agents combined, i.e., the Carte-
sian product of all local state spaces. Precise interaction rules are needed to specify
the transition intensities of this Markov chain. One common approach to finding the
probability distribution of the Markov chain at a given time point is to solve a set of
Ordinary Differential Equations (ODEs), known as the Kolmogorov forward equations
in probability literature and Chemical Master Equations (CMEs) in physical sciences.
In order to devise distribution strategies that are optimal in some sense, we need
to solve the CMEs. However, there is one major roadblock that needs to be overcome
before any strategy optimisation step can be carried out: the size of the configuration
space grows exponentially fast with the number of agents. As a consequence, solving
the CMEs becomes prohibitively expensive from a computational perspective, and there-
fore, virtually infeasible. In order to surpass this computational roadblock, we need
approximations of the MABM when the number of agents grows large. Therefore, three
different approximations are proposed in this dissertation: 1) a diffusion approximation
in the form of a Functional Central Limit Theorem (FCLT), 2) an approximately lumpable
aggregation of the state space based on a local notion of symmetry (automorphism) of
the graph, and finally, 3) a heterogeneous mean-field theoretic approximation.
In Chapter 8, we consider a simple contact process on random graphs, namely an
Information-Dissemination (ID) process, which is the same as a stochastic compartmen-
tal Susceptible-Infected (SI) process in the epidemiology literature and non-equilibrium
percolation in the eyes of a statistical physicist. In the context of the networking scenario
presented in Section 1.1, this process captures binary information as to whether the con-
tent has reached an agent or not. We prove that, when appropriately scaled, certain
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summary statistics (number of agents that already received the content and number of
different types of edges in the graph) converge to a Gaussian vector semimartingale as
the number of agents increases to infinity, providing us with a scaling limit in the form
of a diffusion approximation of the MABM.
In Chapter 9, we consider MABMs in full generality. This time our approximation
strategy relies on a local symmetries of the graph. Local symmetries are a generalisa-
tion of graph automorphisms. We propose a local symmetry-driven state aggregation
strategy that yields approximate lumpability, i.e., the lumped process on the smaller
state space is approximately Markovian. Therefore, we can profitably study the reduced
system without encountering the computational difficulties posed by the exponentially
large configuration space of the original MABM.
In our third approximation, we consider a swarming-based Peer-to-Peer (P2P) live
streaming scenario as an application in Chapter 10. We apply heterogeneous mean-
field theoretic approximation tools to derive useful recurrence relations among buffer
probabilities of the system. The recurrence relations are further utilised to devise a
mixed chunk-selection strategy, called SchedMix.
1.4 organisation of the thesis
The thesis is structured as follows
1. Mathematical preliminaries are provided in Chapter 2. In particular, the basics
of FJ queueing systems, the connections between CRNs and queueing systems,
lumpability for Markov chains, and MABMs are discussed in this chapter.
2. Chapter 3 presents a stochastic scheduling approach for FJ queueing systems. We
provide computable stochastic bounds for the waiting and response time distri-
butions for heterogeneous FJ systems under general parallelisation benefit. The
trade-off between the scaling benefit due to parallelisation and the FJ inherent
synchronisation penalty is highlighted.
3. Chapter 4 presents an abstract notion of provisioning for FJ queueing systems
under changing environments. The changes in the extraneous environment are
captured through a Markov additive process. We establish an LDP for the steady-
state waiting times, from which computable probability bounds are obtained.
4. Chapter 5 explains how the tools and results obtained in Chapters 3 and 4 can
be utilised to devise collaborative uploading strategies. We analyse replication
and allocation strategies that control the mapping of data to paths and provide
closed-form expressions that pinpoint the optimal strategy given a description of
the paths’ service distributions.
5. Chapter 6 presents a simple formulation of a queueing system with finite buffers.
We present preliminary ideas on how the random time change representation of
Markov processes can be used to devise efficient probabilistic scheduling in finite-
buffer queueing systems. We also consider heterogeneous, parallel clusters of
servers and derive a scaling limit as the number of servers increases to infinity for
a class of Join-Minimum-Cost (JMC) scheduling algorithms using the semigroup
operator approach to convergence of Markov processes.
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6. Chapter 7 presents an application of multi-scaling technique from probability the-
ory literature to a special kind of queueing system that resembles MM enzyme ki-
netics and derive several QSSAs. In particular, we show how the different assump-
tions about chemical species abundance and reaction rates lead to the standard
QSSA (sQSSA), the total QSSA (tQSSA), and the reversible QSSA (rQSSA). We
also illustrate how our approach extends to more complex stochastic networks
such as the Enzyme-Substrate-Inhibitor (ESI) system.
7. Chapter 8 presents an FCLT for a stochastic compartmental SI epidemic process
on configuration model random graphs with a given degree distribution over a fi-
nite time interval. We split the population of graph nodes into two compartments,
namely, S and I, denoting susceptible and infected nodes, respectively. In addi-
tion to the sizes of these two compartments, we study counts of SI-edges (those
connecting a susceptible and an infected node), and SS-edges (those connecting
two susceptible nodes). We show that these counts, when appropriately scaled,
converge weakly to a continuous Gaussian vector semimartingale process in the
space of vector-valued càdlàg functions endowed with the Skorohod topology.
8. Chapter 9 presents how local symmetries of a graph can be utilised to yield ap-
proximate lumpability of an MABM. In a recent paper Simon, Taylor, and Kiss
(2011), the authors used the automorphisms of the underlying graph to generate a
lumpable partition of the joint state space ensuring Markovianness of the lumped
process for binary dynamics. However, many large random graphs tend to become
asymmetric rendering the automorphism-based lumping approach ineffective as a
tool of model reduction. In order to mitigate this problem, we propose a lumping
method based on a notion of local symmetry that compares only local neighbour-
hoods. The connections to fibrations of graphs are discussed in detail.
9. Chapter 10 explains how mean-field theoretical tools are used to devise a mixed
strategy for chunk selection in P2P live streaming applications. We analyse two
basic scheduling mechanisms, Latest Deadline First (LDF) and Earliest Deadline
First (EDF), and combine them into a mixed strategy, called SchedMix, to leverage
inherent differences in client resources. We show that SchedMix outperforms LDF
and EDF using a mean-field theoretic analysis of buffer probabilities.
10. Chapter 11 concludes the thesis with a summary of scientific contributions and an
outlook for future research.
11. Additional mathematical derivations and supplementary material to the chapters
mentioned above are provided at the end of the thesis. In order to facilitate a
smooth reading, supplementary materials corresponding to different chapters are
presented separately in Appendices A to H.
1.5 publications
We conclude this introductory chapter with a list of articles written during the course of
the author’s doctoral studies. The following publications are included in parts or in an
extended version in this thesis.
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2
P R E L I M I N A R I E S
In this chapter, we provide necessary mathematical preliminaries and also discuss state
of the art. We shall first lay down the notational conventions. We shall then discuss
FJ queueing systems. After that, we shall explore the connections between CRNs and
queueing systems. Lumpability for both Discrete Time Markov Chain (DTMC) as well
as CTMC will be discussed next. Finally, we shall discuss the basic set-up of an MABM.
2.1 notational conventions
The following notational conventions are adhered to throughout the dissertation. We
denote the set of natural numbers and the set of real numbers by N and R respectively.
Let N0 := N ∪ {0}. For N ∈ N, let [N] := {1, 2, . . . , N}. The set of positive real
numbers is denoted by R+. For F ⊆ RN , we denote the Borel σ-field of subsets of F by
B(F). For some F ∈ B(RN), the interior, the closure and the boundary of F are denoted
by Int F,Cl F, and Bnd F respectively. For any extended real-valued function f , we denote
the effective domain of f by D f , i.e., D f := {x ∈ R | f (x) < ∞}. For an event F, we
denote the indicator function of F by 1(F), taking value unity when F is true and zero
otherwise. For a set A, we denote its cardinality by | A |, and the class of all subsets of A,
by 2A. Given N, K ∈ N, the set of all non-negative integer solutions to the Diophantine
equation x1 + x2 + . . . + xK = N by Λ(N, K), i.e., Λ(N, K) := {x = (x1, x2, . . . , xK) ∈
NK0 | x1 + x2 + . . . + xK = N}. The symmetric group on a set A is denoted by Sym (A).
2.2 fork-join queues
FJ queueing models naturally capture the dynamics of system parallelisation under syn-
chronisation constraints. They have seen a rise of interest as a modelling tool in the wake
of massive improvement of the infrastructure for cloud computing and large-scale data
processing. The emergence of parallel data processing frameworks such as MapReduce
(Dean and Ghemawat 2008; Polato et al. 2014) and its implementation Hadoop (Hashem
et al. 2016) has contributed to the modern Information Technology (IT) infrastructure.
We categorise the servers depending on whether they are work-conserving or not.
Servers that start servicing the task of the next job, if available, immediately after finish-
ing the current job, are labelled work-conserving. Servers that are not work-conserving,
referred to as “blocking” servers hereinafter, wait until all servers finish servicing their
current tasks before starting the task of the next job. Blocking servers impose an addi-
tional synchronisation barrier at the input. We shall show that a blocking system can
be treated as a special case of the work-conserving (non-blocking) system. In particular,
an FJ system with N blocking servers can be viewed as a hypothetical queueing system
with just one work-conserving server whose service time distribution is the same as
the distribution of the maximum order statistic of the individual service times of the N
servers of the original FJ system.
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Figure 2.1: Arrival and service processes of an FJ system. The random variable Ai
denotes the inter-arrival time between the i-th and the i + 1-th jobs. Each incoming job
is split into N tasks and assigned to N heterogeneous servers. The service time at the
n-th server for the task of the i-th job is denoted by Sn,i. A job leaves the system when
all of its tasks are served.
2.2.1 Waiting and response times
Consider a single-stage FJ queueing system with N parallel servers as depicted in Fig-
ure 2.1. Jobs arrive at the input station according to some process with inter-arrival time
Ai between the i-th and (i + 1)-th job, i ∈ N. A job is split into N tasks each of which
is assigned to exactly one server. The service time for the task of job i at the n-th server
is denoted by the random variable Sn,i, where n ∈ [N] (see Figure 2.1). Finally the job
leaves the system when all of its tasks are served, imposing a synchronisation constraint
at the output. We assume the servers are work-conserving.
We adopt the definition of waiting times and response times from Rizk, Poloczek, and
Ciucu (2015). For the first job to arrive, there is no waiting time. For subsequent jobs,
we define the waiting time to be the amount of time between the arrival of the job and
the time when its last task starts getting serviced. That is, a job waits until its last task
starts getting serviced. The response time is the amount of time between the arrival of
a job and the time until all tasks of the job are completed. Formally, for an FJ queueing
system with N work-conserving servers, we define the waiting time Wj for the j-th job
as
Wj :=
{
0 if j = 1,
max{0, maxk∈[j−1]{maxn∈[N]{∑ki=1 Sn,j−i −∑ki=1 Aj−i}}} if j > 0.
(2.2.1)
Similarly the response time Rj of job j is defined as
Rj :=
{
maxn∈[N] Sn,1 if j = 1,
maxk∈[j−1]∪{0}{maxn∈[N]{∑ki=0 Sn,j−i −∑ki=1 Aj−i}} if j > 1.
(2.2.2)
In order to simplify the notations, define the difference process Qk (sometimes called
the drift process) on the measurable space
(
RN ,B(RN)) as follows
Qk := (X1,k, X2,k, . . . , XN,k) with Xn,k :=
k
∑
i=1
XAn,i, (2.2.3)
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where XAn,i = Sn,i − Ai for all i ∈ N and set Xn,0 := 0, for each n ∈ [N]. We are
interested in the steady-state behaviour of the waiting and the response times. It can be
showed that the steady-state waiting time W and the response time R have the following
distributional representation (see Rizk, Poloczek, and Ciucu (2015)),
W D= max
k∈N0
max
n∈[N]
{Xn,k}, (2.2.4)
R D= max
k∈N0
max
n∈[N]
{Sn,0 + Xn,k}, (2.2.5)
where D= denotes equality in distribution. We need to make some additional technical
assumptions to ensure stability of system. We defer a discussion of those technical
assumptions to later chapters where we analyse the steady-state waiting and response
times in detail. Despite this simple representation, getting closed-form expression of the
probability distributions of W and R is hard under general settings (Baccelli, Makowski,
and Shwartz 1989; Boxma, Koole, and Z. Liu 1994). Useful bounds have been provided
in (Baccelli, Makowski, and Shwartz 1989; Balsamo, Donatiello, and Dijk 1998; Rizk,
Poloczek, and Ciucu 2015) using probabilistic techniques. Stochastic network calculus
has also been used to derive performance upper bounds for FJ systems in (Fidler and
Jiang 2016; Kesidis et al. 2015). In this dissertation, we shall also circumvent the difficulty
of exact analysis by providing computable bounds on the tail probabilities of the steady-
state waiting and response times.
Remark 2.2.1 (Blocking servers). In many situations the assumption of work-
conservingness is not tenable and the servers are “blocking” in nature. This entails
forced idleness resulting in higher waiting times. However, as mentioned earlier, we
shall show that our framework, although designed for work-conserving systems, is ap-
plicable to blocking systems as well by treating an FJ system with N blocking servers
as a virtual queueing system with just one server. In that sense, blocking FJ systems
can be analysed within our framework as a special case.
2.3 chemical reaction networks and queueing systems
There are interesting analogies between CRNs and queueing systems (see Arazi, Ben-
Jacob, and Yechiali (2004) and Gadgil, Lee, and Othmer (2005) and also D. F. Anderson
and Kurtz (2011, Chapter 2)). In order to make this analogy clear, let us consider the
following example from D. F. Anderson and Kurtz (2011, Example 2.9).
Example 2.3.1 (M/M/∞ queues). Consider an M/M/∞ queueing system, which is a
single-stage queueing system with Poissonian arrival, and independent and identically
distributed (iid) exponential service times. The term Poissonian arrival refers to the fact
that the arrival process is a Poisson process and therefore, the inter-arrival times are
iid exponentially distributed with a certain mean. Mathematically, it is equivalent to
a birth-death process, where birth refers to the arrival of a customer and death, to the
departure after service. The birth rate is constant, while the death rate is proportional to
the population size at a given point in time. The M/M/∞ queueing system can also be
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interpreted as a CRN. Intuitively, it is equivalent to a production-degradation reaction,
where arrival of a customer refers to the production of a chemical species, and departure,
to the degradation of the chemical species. Likewise, the queue length is interpreted as
the species copy number (the number of molecules of the species) at a given time. The
production-degradation chemical reaction system is schematically described as follows
∅ −⇀ S −⇀ ∅, (2.3.1)
where S denotes the chemical species in question. The analogy goes beyond M/M/∞
queues. Before proceeding with CRN-interpretations of more general queueing systems,
we describe the basics of CRNs. A standard textbook is D. F. Anderson and Kurtz (2011).
2.3.1 Chemical reaction networks
A CRN is a finite collection of chemical reactions among a finite set of chemical species.
Let {S1, S2, . . . , SN} be a set of N species. Consider the following K chemical reactions
∑
n∈[N]
an,jSn −⇀ ∑
n∈[N]
bn,jSn, j ∈ [K]. (2.3.2)
where an,j, bn,j ∈ N0. That is, in the j-th reaction, an,j molecules of the species Sn are
consumed and bn,j molecules are produced. When no molecules are consumed or pro-
duced in a reaction, i.e., when an,j = 0 ∀ j ∈ [N], or bn,j = 0 ∀ j ∈ [N], we simply put the
empty set ∅, as we did in case of the production-degradation reaction system in (2.3.1).
The quantity cn,j := (bn,j − an,j) gives the net change in the number of molecules of the
species Sn after the j-reaction. The vector c(j) := (b1,j − a1,j, b2,j − a2,j, . . . , bN,j − aN,j) is
called the stoichiometric change vector of the CRN described in (2.3.2).
Let Xi(t) denote the number of molecules present, the species copy-number, of the
i-th species at time t, for all i ∈ [N]. We are interested in the behaviour of X :=
(X1, X2, . . . , XN). The standard approach is to assume that X is a CTMC on NN0 . Let
Rj denote the counting process determining the number of times the j-th reaction has
occurred by time t, for each j ∈ [K]. Then, X satisfies
X(t) = X(0) + ∑
j∈[K]
c(j)Rj(t).
We can specify the counting processes precisely by making their intensities explicit. Let
λj denote the intensity function associated with Rj, for each j ∈ [K]. Then, by the
random time change representation for Markov processes (D. F. Anderson and Kurtz
2011; Ethier and Kurtz 1986), the stochastic process X satisfies the following stochastic
equation
X(t) = X(0) + ∑
j∈[K]
c(j)Yj(
∫ t
0
λj(X(s))ds),
where Y1, Y2, . . . , YK are independent, unit Poisson processes. The generator A of the
Markov process X is then given by
A f (x) := ∑
j∈[K]
λj(x)
(
f (x + c(j))− f (x)
)
,
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where f : NN0 −→ R is any given bounded function. Let pt(x) := P(X(t) = x) denote
the probability distribution of X at time t. The time evolution of pt is given by the
Kolmogorov forward equation, also known as the CME,
d
dt
pt(x) = ∑
j∈[K]
λj(x− c(j))pt(x− c(j))− ∑
j∈[K]
λj(x)pt(x).
Now, we specify the intensities λj’s.
mass-action kinetics The most common choice for the intensities λj’s is dictated
by the law of mass-action. When the system is well mixed, each molecule is assumed to be
equally likely to react with any other molecule of any species in the system. Therefore,
with x = (x1, x2, . . . , xN), we set
λj(x) ∝ ∏
n∈[N]
an,j!
(
xn
an,j
)
= ∏
n∈[N]
(xn)an,j .
The constants of proportionality, denoted by κj for the j-th reaction, are called the reac-
tion rate constants. Therefore, the mass-action propensities1 are fully specified by
λj(x) = κj ∏
n∈[N]
(xn)an,j .
Comparing the mass-action propensities λj’s, it is now clear that an M/M/∞ queueing
system is indeed equivalent to the production-degradation CRN given in (2.3.1).
non-standard propensities While the mass-action propensities are widely adopted
in the literature, there are also other hand-crafted choices that are more appropriate for
certain specific application scenarios. Consider the production-degradation reaction sys-
tem given in (2.3.1). This time we choose the intensities as follows
λ1(x) =κ1,
λ2(x) =κ21(x ≥ 1),
where λ1 is the intensity of production, and λ2 is that of degradation. Note that λ2
does not conform to the mass-action kinetics. However, with this particular choice of
the intensities, the production-degradation CRN is equivalent to an M/M/1 queueing
system with a First In First Out (FIFO) service routine. See Figure 2.2. We shall explore
other examples in the later chapters.
2.3.2 First-order reaction networks
First-order reaction networks include conversion-type reactions in addition to produc-
tion and degradation (Gadgil, Lee, and Othmer 2005). Consider reactions of the form
∅ −⇀ Si (production),
Si −⇀ ∅ (degradation),
Si −⇀ Sj (conversion),
1 The terms intensities and propensities are used interchangeably in the CRN literature. They are also often
referred to as the reaction hazards.
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Figure 2.2: A single-stage queueing system. If the arrival process is a Poisson process
and if the service times are iid exponential random variables, then the queueing system
depicted above is referred to as M/M/1. Interpreting as a chemical reaction network,
M/M/1 queueing system with FIFO service routine is also equivalent to a production-
degradation reaction (however, not with mass-action propensity).
for i, j ∈ [N]. First-order chemical reaction networks allow us to model a network of
M/M/∞ queues. The correspondence becomes clear with the following analogies: the
production of the i-th species is considered to be an arrival of a customer in the i-th
queueing station; the degradation of the i-th species is considered to be the departure of
a customer from the i-th queueing station; and finally, a conversion of a molecule of the
i-species to a molecule of the j-th species is considered to be a transition of a customer
from the i-th queueing station to the j-th queueing station.
With these analogies in place, we can model any Jackson network with an appropriate
first-order CRN. In Arazi, Ben-Jacob, and Yechiali (2004), the authors extend these analo-
gies to the more general class of G-networks, which are a generalisation of the Jackson
networks (“G” standing for “generalised”) and model the regulatory circuit responsible
for the expression of lac operon in E. coli.
2.3.3 Enzyme kinetics
There is a long-established queueing interpretation of the enzyme kinetic CRNs (Cook-
son et al. 2011; Hochendoner, Ogle, and Mather 2014; Mather et al. 2011). Enzyme
kinetic CRNs are concerned about chemical reactions catalysed by certain enzymes. Let
us consider a simple example.
michaelis-menten enzyme kinetics The MM enzyme-kinetic CRN describes a
reversible binding of a free enzyme (E) and a substrate (S) into an enzyme-substrate
complex (C), and an irreversible conversion of the complex C to a product (P) and the
free enzyme E. The system is schematically described as follows
S + E −⇀↽− C −⇀ P + E. (2.3.3)
In addition to the above reactions, production and degradations of the substrate are also
often considered. That is,
∅ −⇀ S −⇀ ∅.
Treating the substrates as the “customers” allows us to give a queueing interpretation
of the MM enzyme-kinetic CRN. As before, production and degradation of the substrate
S are regarded as the arrival and departure of a customer. The free enzymes E are
regarded as the “servers”. Moreover, we can treat the enzyme-substrate complex C to
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be the “busy” or “occupied” servers. From a biophysics perspective, the “waiting times”
for the production of P are very important. There are several approximations for the
analysis of such waiting times.
Intuitively, if the number of free enzymes is large compared to the abundance of
the substrate customers (discounting the production and degradation for the moment),
there will not be much waiting time for the production of P. This situation corresponds
to what is known as an underloaded system in queueing theory. On the other hand, if
the abundance of free enzymes E is small compared to the customers, the correspond-
ing queueing system is considered overloaded. In particular, if there are more than one
substrates that compete for the same enzymatic service, an underloaded system can en-
gender significant correlation in the production of their respective products. In Cookson
et al. (2011), the authors precisely consider such a scenario. Please note that one of the
competing substrates can also be an inhibitor. Such CRNs are called Enzyme-Substrate-
Inhibitor (ESI) systems and are studied in Chapter 7. Other interesting enzymatic CRNs
are analysed from a queueing theoretic perspective in Hochendoner, Ogle, and Mather
(2014) and Mather et al. (2011).
2.4 lumpability
We first define lumpability for a DTMC for ease of understanding. We shall later show
how the lumpability of a CTMC can be studied using the machinery developed for
a DTMC. Standard references on this topic are Buchholz (1994), Kemeny, Snell, et al.
(1960), and Rubino and Sericola (1989, 1993).
Let {Y(t)}t∈N be a time-homogeneous DTMC on a state space Y = [K] with transition
probability matrix T = ((ti,j))K×K, where ti,j := P(Y(2) = j | Y(1) = i). Given a partition
{Y1,Y2, . . . ,YM} of Y , we define a process {Z(t)}t∈N on [M] as follows: Z(t) = i ∈
[M] ⇐⇒ Y(t) ∈ Yi, for each t ∈N. The process Z is called the lumped or the aggregated
process. The sets Yi’s are often called lumping classes.
Definition 2.4.1 (Lumpability of a DTMC). A DTMC Y on a state space Y is said to be
lumpable with respect to the partition {Y1,Y2, . . . ,YM} of Y , if the lumped process Z is
itself a DTMC for every choice of the initial distribution of Y (Kemeny, Snell, et al. 1960,
Chapter VI, p. 124).
A necessary and sufficient condition for lumpability, known as the Dynkin’s criterion
in the literature, is the following: for any two pairs of lumping classes Yi and Yj with
i ̸= j, the transition probabilities of moving into Yj from any two states in Yi are the
same, i.e., tu,Yj = tv,Yj for all u, v ∈ Yi, where we have used the shorthand notation
tu,A = ∑j∈A tu,j for A ⊆ Y . The common values, i.e., t˜i,j = tu,Yj , for some u ∈ Yi, and
i, j ∈ [M], form the transition probabilties of the lumped process Z. Let T˜ = ((t˜i,j))M×M.
Since the Dynkin’s criterion is both necessary and sufficient, some authors alternatively
define lumpability in terms of Dynkin’s criterion. In the literature, the process Z is
sometimes denoted as Z = agg (Y). The following proposition is straightforward.
Proposition 2.4.1. If a DTMC Y on a state space Y is lumpable with respect to a partition
{Y1,Y2, . . . ,YM} of Y , then the lumped process Z is a DTMC with transition probability matrix
T˜. Furthermore, there exists an K× M matrix V such that TV = VT˜.
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Proof. We define two matrices U = ((Ui,j))M×K and V = ((Vi,j))K×M as follows
Ui,j =
1
| Yi |1(j ∈ Yi) for i ∈ [M], j ∈ [K] ;
Vi,j = 1(i ∈ Yj) for i ∈ [K], j ∈ [M].
It can be verified that the lumped transition matrix is given by T˜ = UTV, and by virtue of
Kemeny, Snell, et al. (1960, Theorem 6.3.4), VUTV = TV, which concludes the proof.
Example 2.4.1. Let Y = {1, 2, 3} and consider the following transition probability matrix
T =
0.1 0.2 0.70.2 0.1 0.7
0.4 0.3 0.3
 .
The DTMC Y with transition probability matrix T is lumpable with respect to the parti-
tion {{1, 2}, {3}}, but not with respect to the partition {{1, 3}, {2}}.
We refer the reader to Buchholz (1994) and Kemeny, Snell, et al. (1960) for further dis-
cussion on lumpability. Now, we move to the continuous time case. The lumpability of a
CTMC can be equivalently described in terms of lumpability of a linear system of ODEs.
Consider the linear system y˙ = yA, where A = ((ai,j)) is an K× K matrix (representing
the transition rate or the infinitesimal generator matrix of the corresponding continuous
time Markov process on state space Y = [K]).
Definition 2.4.2 (Lumpability of a linear system). The linear system y˙ = yA is said to
be lumpable with respect to a partition {Y1,Y2, . . . ,YM} of Y , if there exists an M× K
matrix B = ((bi,j)) satisfying the Dynkin’s criterion, i.e., if bi,j = ∑l∈Yj au,l = ∑l∈Yj av,l
for all u, v ∈ Yi.
The matrix B is often called a lumping of A. The following is immediate.
Proposition 2.4.2. Consider the linear system y˙ = yA described above. If B is a lumping of A,
then there exists an K× M matrix V such that AV = VB.
Proof. Similar to the proof of Proposition 2.4.1 and is also provided in Simon, Taylor,
and Kiss (2011).
As done in the case of a DTMC, we similarly define the lumped process. Notice
that the variable z = yV satisfies the linear system z˙ = Bz, capturing the probability
evolution of the lumped system. That is, the matrix B forms the transition rate matrix
of the lumped process.
An alternative approach to study lumpability of a CTMC is via the uniformization of
a CTMC. This approach will be particularly useful when we discuss lumpability using
local symmetries later. Let us consider a CTMC {Y(t)}t∈T with transition rate matrix
A = ((ai,j)) and some time interval T = [0, T], T > 0. The uniformization of Y entails
construction of a DTMC {Y˜(t)}t∈N on the same state space with transition probability
matrix A˜ = ((a˜i,j)), and an independent Poisson process {N(t)}t∈T with intensity m > 0
constructed in the following way:
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1. Choose an m such that m ≥ max{−ai,i | i ∈ [N]}.
2. Set a˜i,j = ai,j/m if i ̸= j, and a˜i,i = 1+ ai,i/m otherwise.
A consequence of uniformization is that the original CTMC {Y(t)}t∈T , and {Y˜(N(t))}t∈T
are equivalent. In fact, the original CTMC is lumpable with respect to a given partition
if and only if the uniformized DTMC is lumpable with respect to the same partition.
The uniformized DTMC Y˜ is often denoted by unif (Y), i.e., Y˜ = unif (Y). It was proved
in Ganguly, Petrov, and Koeppl (2014) and Rubino and Sericola (1993) that
agg (unif (Y)) = unif (agg (Y)) . (2.4.1)
Another useful observation that will be helpful later is regarding permutation of the
states. It is intuitive that permutation of elements of the state space does not destroy
lumpability of a process. The proof of the following proposition is straightforward, but
is provided for the sake of completeness.
Proposition 2.4.3. Let Y be a CTMC on Y with transition rate matrix A = ((ai,j)). Let
f ∈ Sym (Y) be used to permute the states. If Y (or the linear system y˙ = yA) is lumpable with
respect to a partition {Y1,Y2, . . . ,YM}, then the process Z = f (Y) is lumpable with respect to
the partition {Y˜1, Y˜2, . . . , Y˜M}, where Y˜i = { f (u) | u ∈ Yi}.
Proof of Proposition 2.4.3. It can be verified that {Y˜1, Y˜2, . . . , Y˜M} indeed forms a par-
tition of Y . Let us denote the transition rate matrix of Z by A˜ = ((a˜i,j)), where
a˜i,j = a f−1(i), f−1(j), and f
−1 is the inverse of f in Sym (Y). The proof will be complete if
we show that the linear system z˙ = zA˜ is lumpable. Pick Y˜i, and Y˜j for i ̸= j, and let
u, v ∈ Y˜i be arbitrarily chosen. See that u ∈ Y˜i implies f−1(u) ∈ Yi. Then,
∑
l∈Y˜j
a˜u,l = ∑
l∈Y˜j
a f−1(u), f−1(l) = ∑
l∈Yj
as,l = ∑
l∈Yj
at,l = ∑
l∈Y˜j
a f−1(v), f−1(l) = ∑
l∈Y˜j
a˜v,l ,
where s = f−1(u), t = f−1(v) ∈ Yi and the equality for s and t holds by virtue of the
lumpability of Y. This verifies the Dynkin’s criterion for z˙ = zA˜.
2.5 markovian agent-based models
The MABMs are a marriage of two dissimilar and mature disciplines. Given a graph with
N vertices, we endow each vertex with a local state that varies over time stochastically
as the vertex interacts with its neighbours. For instance, in Figure 2.3, each vertex is
endowed with a local state that takes values in {1, 2, 3} (depicted in grey, yellow and
black). The vertices change colour as they interact with their direct neighbours. The
interaction rules are application-specific, and so is the physical interpretation of the
vertices of the graph. The MABMs arise naturally in epidemiology, statistical physics,
computer science, biology, and engineering disciplines. The simplest example of an
MABM is the SI process from epidemiology literature. The objective of the SI model
is to study the spread of an infectious disease over a human population. From the
perspective of a computer scientist, the SI process is an ID process. The SI process can
also be employed to model the spread of a computer virus over a computer network. In
the eyes of a statistical physicist, the SI process describes non-equilibrium percolation.
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Figure 2.3: Illustration of a dynamical process on a graph. Each node is endowed with
a local state space {1, 2, 3}, shown in three different colours. They change their colours
as a result of local interactions.
Classical modelling approaches to the subject usually ignore the graph structure, and
assume some sort of “homogeneous mixing” in the sense that any individual (assuming
the vertices represent individuals) can interact with any other individual. Mathemati-
cally, this amounts to assuming the underlying graph is a complete graph. This assump-
tion simplifies the analysis of such processes. For instance, mean-field techniques from
statistical physics also rely on this assumption. However, this assumption is not justified
for most practical applications. In fact, different applications may demand dedicated
models for the graph itself to exhibit appropriate structures and properties.
Let G = (V, E) be a graph (possibly a realisation of a random graph), where V =
[N] := {1, 2, . . . , N} is the set of vertices, and E ⊆ V × V is the set of edges. Let Xi(t)
denote the local state of vertex i ∈ [N] at time t ∈ T := [0, T] for some T > 0. For
simplicity, we assume the vertices have the same finite local state space X , i.e., Xi ∈ X ,
for all i ∈ [N]. We are interested in the process X := (X1, X2, . . . , XN) ∈ X N . We assume
the process X is a CTMC, whose transition rates depend on G.
Given the CTMC formulation, the time evolution of the probability distribution pt of X
at time t can be described by the Kolmogorov forward equations (W. J. Anderson 1991),
a set of ODEs. This makes for a principled approach, but the size of the state space X N
grows exponentially as N grows large. As a result, solving the ODEs is computationally
infeasible when N is large. Therefore, we shall consider various approximations for the
MABMs in Chapters 8 to 10.
3
S T O C H A S T I C S C H E D U L I N G I N F O R K - J O I N Q U E U E I N G S Y S T E M S
In this chapter, we study stochastic scheduling for FJ systems. In doing so, we model
one of the main advantages of parallel systems, namely, the application specific paral-
lelisation benefit. To this end, we use the notion of service time scaling at each server
of the FJ system. However, since a job can only leave the system when all of its tasks
are executed, we observe a naturally arising synchronisation penalty in FJ systems. We
analytically highlight this trade-off for arbitrary parallelisation benefit regimes. We also
show the impact of heterogeneous servers on this trade-off.
Since in large pools of cloud resources, and in many parallelised systems, jobs are not
mapped to all available resources, and given the performance trade-off mentioned above,
it is crucial to select the number of servers to utilise from a given pool of available servers
in an informed way. In the context of FJ systems, we define a scheduling strategy to be
a probability distribution over the number of available servers. A deterministic strategy
is hence a degenerate case. We shall make these ideas precise in the following.
3.1 heterogeneous fork-join queueing systems
3.1.1 System description
Consider a single-stage FJ queueing system with N parallel servers as described in Sec-
tion 2.2 (also see Figure 2.1). We shall assume independence of the families of service
and inter-arrival times {Sn,i} and {Ai} throughout this chapter.
We assume that the families {Sn,i} and {Ai} admit finite Moment Generating Function
(MGF) and Laplace transform, defined as αn(θ) := E[exp
(
θSn,1
)
], β(θ) := E[exp
(−θA1)],
respectively, for some θ > 0 and for all n ∈ [N]. We assume the service times are
iid. In addition to that, we also assume the job arrival process is a renewal process, i.e.,
the inter-arrival times are also assumed iid. Finally, we assume the stability condition
E[Sn,1] < E[A1] for each n ∈ [N].
3.1.2 Waiting and response times for heterogeneous FJ Systems
As defined in Section 2.2, the steady-state waiting and response times are given by
W D= max
k∈N0
{max
n∈[N]
{
k
∑
i=1
Sn,i −
k
∑
i=1
Ai}},
R D= max
k∈N0
{max
n∈[N]
{
k
∑
i=0
Sn,i −
k
∑
i=1
Ai}}.
(3.1.1)
It is infeasible to find the probability distributions of W and R in closed-form for arbi-
trary laws of the inter-arrival and service times (see Section 2.2). Therefore, we provide
the following bounds on the tail probabilities of W and R.
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Figure 3.1: Example of a heterogeneous FJ
system. (Top) Waiting time performance in a
MapReduce cloud scenario with N = 2 par-
tially volatile servers. One server is on an
average faster representing a revocable check-
pointed spot server with an exponential tail
of service time. The second server pro-
vides on average slower service with uniformly
distributed service times representing an on-
demand server with stronger guarantees. The
bound is calculated using Theorem 3.1.1. The
y-axis denotes the Complementary Cumulative
Distribution Function (CCDF). (Middle) The
FJ system is constrained by the (on an average)
faster spot server due to its larger higher-order
moments. This is apparent in the MGF con-
dition αn(x)β(x) = 1. Observe that the con-
straining decay rate is given by θ˜ := minn∈[N] θn.
(Bottom) A system that switches between spot
and on-demand servers with π being the frac-
tion of time where on-demand servers are used.
Observe the improvement in the decay rate θ
with increasing π. Simulation parameters: spot
exponential service rate µ = 1, inter-arrival ex-
ponential rate λ = 0.9 and uniform service time
over [0.001, 2.009].
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Theorem 3.1.1. Consider a stable FJ system with N parallel work-conserving servers fed by
renewal job arrivals with inter-arrival times Ai, for i ∈ N. Assuming iid service times Sn,i and
pairwise independence of the servers, the tail probabilities of the steady state waiting and response
times are bounded by
P(W ≥ σ) ≤ exp(−θ˜σ) ∑
n∈[N]
exp
(−(θn − θ˜)σ),
P(R ≥ σ) ≤ exp(−θ˜σ) ∑
n∈[N]
αn(θn) exp
(−(θn − θ˜)σ),
where θn > 0 is such that αn(x)β(x) = 1 for n ∈ [N] and θ˜ := minn∈[N] θn.
The key steps involved in the proof of the above theorem are: 1) constructing separate
martingales for each of the servers; and 2) applying Doob’s sub- and supermartingale
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inequalities (see Ash (1972) and Durrett (2010a)) to arrive at the bounds. The detailed
proof is provided in Appendix A. Note that the stability condition guarantees the exis-
tence of θn > 0 such that αn(θn)β(θn) = 1 for all n ∈ [N] (see Boxma, Koole, and Z. Liu
(1994) and Poloczek and Ciucu (2014)). Hence, θ˜ > 0 is well defined.
Example 3.1.1 (Hedging using revocable cloud resources). We consider a mixed cloud
service consisting of both highly guaranteed and revocable resources. This service could
be supplied by infrastructure providers such as Amazon Elastic Compute Cloud EC2 (2016),
or by a virtual provider on top using, e.g., on-demand or revocable spot market machines
(Subramanya et al. 2015).
Consider an application of parallel computation under synchronisation such as MapRe-
duce (Amazon Elastic Compute Cloud EC2 2016) or Spark (Apache Spark 2016) requiring N
machines. In this example, we consider the case of exchanging on-demand machines
with spot machines to save cost. In general, for a fixed budget the user obtains faster
spot machines in comparison to on-demand machines. The price difference arises natu-
rally since spot machines are at a risk of revocation (Subramanya et al. 2015). In order to
mathematically model the abstract characteristics of these two classes of machines (on-
demand and spot), we use different job service time distributions. Through revocation
and application checkpointing procedures (Subramanya et al. 2015) that are associated
with spot machines, we generally make the tail of the corresponding job service time
distributions to decay slower than in the case of on-demand machines. For illustration
we assume that the tail of the job service times decays exponentially in case of spot
machines while in the case of on-demand machines we model the service times by a
uniform distribution. Note that the specific choice of the distributions is immaterial for
the argument as long as the tail of the service times decays slower for spot machines.
Figure 3.1 (left) shows the waiting time distribution in the case of exchanging an on-
demand machine by an - on an average faster - spot machine. At first sight this seems to
be a good idea, however, looking at Figure 3.1 (middle) we clearly see that the system is
constrained by the spot machine, which has a lower average service time, but also has a
thicker tail. The figure on the right shows the utility of trading an on-demand machine
with a spot one. While a greater usage of the on-demand machine incurs greater cost, it
also increases the decay rate of the waiting and response times, θ which in turn leads to
monetary saving due to faster job execution times.
3.2 scheduling tasks in heterogeneous fj systems
In this section, we study basic scheduling mechanisms that decide on the number of
servers to be used from a pool of available servers1. Since in large pools of cloud re-
sources (in general, for any parallelised system) an arriving job is not scheduled on all
available resources, we assign a probability to each of the servers to decide whether a
server is to be selected to execute the task of an arriving job. Specifically, when a job
arrives, the n-th server is selected with a probability πn. This server selection probabil-
ity πn can be used to model different aspects of parallelised systems, such as the server
failure rate in cloud computing facilities, a quality of service differentiation parameter
1 Note that our notion of scheduling differs from traditional scheduling algorithms such as the Shortest Remain-
ing Processing Time (SRPT)-first.
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for different applications, and a tuning parameter to control the degree of replication.
Hence, different πn may exist for different classes of users. Mathematically, the revised
task service times S˜n,i are defined as Sn,i with probability πn and 0 with probability
1 − πn. The MGF of S˜n,i is given by α∗n(θ) = (1 − πn) + πnαn(θ). The stability con-
dition maxn∈[N] E[Sn,1] < E[A1] ensures the existence of the decay rate θn > 0 from
Theorem 3.1.1 for each n ∈ [N] such that α∗n(θn)β(θn) = 1. Define θ˜ := minn∈[N] θn > 0.
We retain the same mathematical set-up as before except for S being replaced by S˜.
Theorem 3.2.1. Consider a stable FJ system with N parallel work-conserving servers fed by
renewal job arrivals with inter-arrival times Ai, for i ∈N. The probability that the n-th server is
selected at the arrival of a job is πn. Assuming iid service times Sn,i and pairwise independence
of the servers, the tail probabilities of the steady state waiting and response times are bounded by
P(W ≥ σ) ≤ exp(−θ˜σ) ∑
n∈[N]
exp
(−(θn − θ˜)σ),
P(R ≥ σ) ≤ exp(−θ˜σ) ∑
n∈[N]
αn(θn) exp
(−(θn − θ˜)σ),
where θn > 0 is such that α∗n(x)β(x) = 1, for n ∈ [N] and θ˜ := minn∈[N] θn.
The proof is similar to that of Theorem 3.1.1. However, for the sake completeness, it
is provided in Appendix A.
Example 3.2.1 (Mixed server pool with different availability). Consider a pool of het-
erogeneous servers that are available according to some probability πi. For simplicity,
we consider only three heterogeneous servers for parallel processing. Note that this
scenario can be easily generalised to N servers using Theorem 3.2.1. For the sake of sim-
plicity, we assume that the task service times are exponentially distributed with server
specific rates µi and that jobs arrive according to a renewal process with exponentially
distributed inter-arrival times with parameter λ. Note that the probability πi also signi-
fies the fraction of time server i is used, hence, it is directly related to the computation
cost in case of time priced resources.
Figure 3.2 shows the change in the mean and the percentile of the waiting time due to
the addition of a server with a selection probability πi to a system of two permanently
used servers each with πj = 1. For example, the lowest curve in Figure 3.2 (left) shows
the increase in the average waiting time if the slowest server is added with increasing
probability πi.
optimal strategy It can be shown that the bound in Theorem 3.2.1 is an increasing
function of the number of servers N and that the decay rate θ˜ can be maximised, i.e., the
bound can be minimised by choosing only the the strongest server.
3.3 scheduling under application specific scaling
In this section, we analyse scheduling in FJ systems under application specific workloads.
We build on the fact that different applications receive different gains from parallelisa-
tion that is inherent to the application itself. Consider a Monte-Carlo simulation and a
video transcoding application. In the first case, the gain from parallelisation is significant
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Figure 3.2: Impact of the degree of usage of a server on the mean (left) and the 99.9-th
percentile (right) of the steady-state waiting times. We consider a pool of three hetero-
geneous servers (fast, medium, slow), where tasks are always scheduled on two servers
and the third server is included with probability πi. Parameters: service exponential
rates (µ1, µ2, µ3) = (1.5, 1.25, 1) and inter-arrival exponential rate λ = 0.5.
and apparent, while in the second case, the gain from parallelisation may vary depend-
ing on different factors such as the dependency between video macroblocks (Chong et
al. 2007; Mesa et al. 2009). We capture these varying gains using the notion of scaled
service times. Moreover, in FJ systems (e.g., MapReduce) there is a synchronisation
price that increases with the number of servers N (Baccelli, Makowski, and Shwartz
1989; Rizk, Poloczek, and Ciucu 2015). We argue that given these two opposing forces,
the scheduling strategy that chooses the number of servers to utilise in an FJ system
can be optimised to minimise the waiting and response times in the system. We begin
with the simple case of homogeneous servers before discussing the more general case of
heterogeneous servers.
3.3.1 Homogeneous Servers - Linear scaling
The first natural scaling that we analyse is what we call linear scaling2. This is motivated
by examples of FJ systems where incoming jobs are equally divided among the servers.
Consider an FJ system with N parallel, identical servers fed by renewal job arrivals
with inter-arrival times Ai. We choose the servers probabilistically and once chosen,
stick to them for a long time. This allows us to write down steady-state representations
conditional on the chosen set. Let the random variable L ∼ fL ∈ P([N], 2[N]) denote the
number of servers chosen to split an incoming job into, where P([N], 2[N]) is the class of
all probability distributions on the measurable space ([N], 2[N]). Let the service times at
the n-th server Sn,i be iid for all i ∈ N and n ∈ [N]. Suppose the unscaled service time
at each server is distributed as S, i.e., Sn,i | {L = 1} D= S for some S with MGF α(x). We
2 Linear scaling has been introduced in Rizk, Poloczek, and Ciucu (2016) for a fixed number of homogeneous
servers N without considering scheduling strategies.
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model the reduction of the amount of work to be performed by each server when we
use l servers using the following scaling of service times
Sn,i | {L = l} D= Sl . (3.3.1)
Now, conditional on the given number of used servers {L = l} for some l ∈ [N], the
steady-state waiting times W and the response times R can be represented as in (3.1.1)
with [N] replaced by [l]. We have the following result.
Theorem 3.3.1. Consider a stable FJ system with N parallel work-conserving servers and re-
newal job arrivals with inter-arrival times Ai, for i ∈ N. Let L ∼ fL ∈ P([N], 2[N]) denote the
number of servers chosen to split an incoming job into. Let the unscaled service times S and the
inter-arrival times A be exponentially distributed with parameters µ and λ, respectively. For ser-
vice times Sn,i at the n-th server that are scaled as in (3.3.1) independently for all n ∈ [L], i ∈N0,
the tail probabilities of the steady state waiting and response times are bounded as
P(W ≥ σ) ≤ eλσE[Le−µσL] ,
P(R ≥ σ) ≤ e
λσ
ρ
E[L2e−µσL] ,
where ρ = λµ is the unscaled utilisation level and the optimal strategy with respect to the bound
for the waiting time is
Lopt ∼ fopt = argmin
fL∈P([N],2[N])
E[Le−µσL].
The proof is provided in Appendix A. For a given choice of the distribution of L, which
we call a strategy, the bounds in Theorem 3.3.1 can be computed exactly, for it involves
a summation of only finitely many terms. Note that the optimisation is essentially over
a probability N-simplex ∆N := {(p1, p2, . . . , pN) ∈ [0, 1]N | ∑Nk=1 pk = 1}.
Remark 3.3.1 (Interpretation of the server selection strategy). A strategy can be inter-
preted in two ways: (i) it actively arises through users’ selection of different numbers
of servers to utilise, or (ii) it passively arises through a variable number of provided
servers that are price volatile, e.g., spot instances at a given budget. In the following,
we mainly take the former as an example for strategy derivations.
Note that different strategies lead to varying performance bounds, e.g., consider the
case where we select the number of used servers uniformly at random from the pool
of N servers, i.e., P(L = l) = (1/N)1(l ∈ [N]). Then, for a > 0,
E[Le−aL] = e
−a
N(1− e−a) [
1− e−(N+1)a
(1− e−a) − (N + 1)e
−aN ],
E[L2e−aL] = e
−2a
N(1− e−a) [2
(1− e−(N+1)a)
(1− e−a)2 −
2(N + 1)e−Na − (1− e−(N+1)a)
(1− e−a)
− (N + 1)(Ne−(N−1)a + e−aN)].
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Setting a = µσ, closed-form expressions for the bounds in Theorem 3.3.1 are obtained.
The uniform distribution allows little control over the number of selected servers. In
order to control the average number of utilised servers E[L] we employ what we call
a Binomial strategy, i.e., we let L follow a truncated binomial distribution on [N] with
parameters N and p ∈ (0, 1],
P(L = l) =
(Nl )p
lqN−l
1− qN 1(l ∈ [N]),
where q := 1− p. With abuse of notation, we write L ∼ Binomial(N, p). Given the total
number of available servers N ∈N, the binomial strategy allows us to vary p to control
the desired average number of utilised servers Np/(1− qN).
Computing the expectations in Theorem 3.3.1 for L ∼ Binomial(N, p), we get the
following bounds
P(W ≥ σ) ≤ Ne−θσ[ p
1− qN (pe
−µσ + q)N−1] (3.3.2)
P(R ≥ σ) ≤ Ne
−θσ
ρ
[
p
1− qN (Npe
−µσ + q)(pe−µσ + q)N−2].
The derivation is provided in Appendix A.
optimising the binomial strategy Our next goal is to minimise the tail prob-
abilities of the steady-state waiting times given a binomial strategy for server selection.
Precisely, given N available servers we look for p that minimises the right hand side of
(3.3.2) at some percentile σ, e.g., the 99.9-th percentile. First, we rewrite the right hand
side of (3.3.2) as
Ne−θσ
[
(ϵq + 1− ϵ)N−1/
N−1
∑
k=0
qk
]
,
where we define ϵ := 1 − exp(−µσ). Next, we define ψ : [0, 1) → R+ as ψ(q) :=
(ϵq + 1− ϵ)N−1/∑N−1k=0 qk and study its behaviour. Taking derivative with respect to q,
we get
d
dq
ψ(q) =
(ϵq + 1− ϵ)N−2
(∑N−1k=0 qk)2
N−2
∑
k=0
(Nϵ− 1− k)qk.
Since (ϵq + 1 − ϵ)N−2/(∑N−1k=0 qk)2 > 0, the sign of the derivative is dictated by sign
of the polynomial Q(q) := ∑N−2k=0 (Nϵ − 1− k)qk. Note that the coefficients {Nϵ − 1−
k}k∈{0}∪[N−2] of the polynomial are monotonically decreasing, implying there is only
one change of sign of the coefficients so that by Descartes’ rule of signs, there is at most
one real root of Q(q) = 0. Consequently, the same holds true for ddxψ(x). Now, observe
that Q(0) = Nϵ− 1 > 0 if ϵ > 1/N. On the other hand, Q(1) = N(N − 1)(ϵ− 1/2) > 0
if ϵ > 1/2 ⇐⇒ σ > (1/µ) ln(2). This condition on the 99.9-th percentile of the waiting
time holds except for corner cases with nearly no queueing. This gives us a sufficient
condition for ddxψ(x) > 0 implying that ψ(q) is an increasing function of q on ϵ > 1/2.
In other words, the tail bound is a decreasing function of p. Therefore, the optimal strategy
would be to set popt = 1 and use all N available servers to make the most of the scaling benefit.
Our analytic arguments are also numerically validated using simulations in Figure 3.4.
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Figure 3.3: The impact of the scheduling strategy (given by probability p) together with
the parallelisation benefit (given by increasing φ) on the mean waiting time in given FJ
systems. Simulation parameters: N = 10 servers, (Left) low utilisation: λ = 0.1. (Right)
high utilisation: λ = 0.9.
optimisation under budget constraint In the interesting scenario of an ap-
plication with a budget constraint on the average number of servers it uses, the above
reduces to a constrained optimisation problem. Precisely, if we have a budget constraint
of the form E[L] ≤ L∗, the optimisation problem can be stated as
min Ne−θσ[ p
1− qN (pe
−µσ + q)N−1] such that Np
1− qN ≤ L
∗,
leading to p∗ = sup{p ∈ (0, 1] | ∑N−1k=0 (1− p)k ≥ NL∗ } so that fopt = Binomial(N, p∗), In
general, the given bound can always be numerically optimised for any σ.
generalisation to power series strategies In order to obtain bounds in the
more general set-up of a power series strategy, we assume
P(L = l) :=
alκl
ζ(κ)
1(l ∈N), (3.3.3)
where ζ(κ) := ∑k∈N akκk < ∞ for some κ > 0 and ak ≥ 0 ∀k ∈ N. We denote this
distribution by Pow(κ, ζ) and the corresponding bounds on the tail probabilities of the
steady-state waiting and response times in Theorem 3.3.1 evaluate to
P(W ≥ σ) ≤ eλσ κe
−µσζ ′(κe−µσ)
ζ(κ)
,
P(R ≥ σ) ≤ e
λσ
ρ
κe−µσ
ζ(κ)
[κe−µσζ ′′(κe−µσ) + ζ ′(κe−µσ)].
The derivation is provided in Appendix A. For a given form of ζ, the strategy can be
optimised to minimise the waiting times.
3.3.2 Homogeneous servers - partial scaling
In the previous section we considered linear scaling of the form (3.3.1) that models a
perfect work division over l utilised servers in the sense of E[Sn,i] = E[S]/l. In this
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Figure 3.4: The impact of the scheduling strategy on the waiting time percentiles. Simu-
lation parameters: N = 10,λ = 0.9, parallelisation benefit: (a) φ = 0 (b) φ = 0.2.
section, we analyse the general case of application specific scaling. Two prominent
examples are: (i) MapReduce scenarios where the servers have to separately calculate a
state before starting the task executions, and (ii) parallelised video transcoding, where
some involved decoding operations have a diminishing return on parallelisation (Chong
et al. 2007; Mesa et al. 2009). Mathematically, we assume that, for a certain application
with scaling coefficient φ ∈ [0, 1], the following scaling of service times holds,
Sn,i | {L = l} D= Slφ . (3.3.4)
Given {L = l}, the steady-state waiting times W and the response times R have the
same representation as in (3.1.1) where we need to replace N with l. Now, we present
our bounds in the partial scaling regime.
Theorem 3.3.2. Consider a stable FJ system with N parallel work-conserving servers and re-
newal job arrivals with inter-arrival times Ai, for i ∈ N. Let the random variable L ∼ fL ∈
P([N], 2[N]) denote the number of servers chosen to split an incoming job. Let the unscaled
service times S and the inter-arrival times T be exponentially distributed with parameters µ and
λ, respectively. For service times Sn,i at the n-th server that are scaled as in (3.3.4) for some
φ ∈ [0, 1] the tail probabilities of the steady state waiting and response times are bounded as
P(W ≥ σ) ≤ eλσE[L exp(−µσLφ)],
P(R ≥ σ) ≤ e
λσ
ρ
E[L2 exp
(−µσLφ)],
where ρ = λµ is the unscaled utilisation level. The optimal strategy with respect to the bound for
the waiting time is
Lopt ∼ fopt = argmin
fL∈P([N],2[N])
E[Le−µσL
φ
].
The proof is provided in Appendix A. Remarkably, we find that for any fixed stochas-
tic strategy, i.e., p ∈ (0, 1] under no parallelisation benefit, the percentiles of the waiting
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times grow as O(logE[L]). In case of no stochastic scheduling, i.e., p = 1, we recover the
behaviour of O(log N) known from Baccelli, Makowski, and Shwartz (1989) and Rizk,
Poloczek, and Ciucu (2015).
Remark 3.3.2 (Insights into partial parallelisation benefit). Figure 3.3 conveys multiple
insights into scheduling strategies under different application specific scaling φ. It
depicts the mean waiting time in a given FJ system for different scheduling strategies
given by the Binomial probability p for various parallelisation benefits given by the
coefficient φ. The first insight from Figure 3.3 is the trade-off between the FJ inherent
synchronisation penalty and the parallelisation benefit due to scaled service times.
For a given scheduling strategy in an FJ system, i.e., the probability p, we observe
a decrease in the mean waiting time with increasing scaling benefit φ. Second, for
low parallelisation benefit φ, the synchronisation penalty predominates leading to an
increase in mean waiting times. We note that this phenomenon also depends on the
utilisation. Finally, for high parallelisation benefit φ, we observe a decay of the mean
waiting times with p, i.e., essentially increasing the average number of utilised servers
Np/(1− qN). We observe a general diminishing behaviour with p. Hence, for larger
φ substantial saving in server cost can be obtained by sacrificing a little in terms of the
average waiting time. Figure 3.4 shows a similar behaviour for the percentiles of the
waiting time distribution.
optimal strategy under partial scaling The prime motive behind the anal-
ysis above is to gain analytic insights into the impact of the chosen number of servers
on the waiting times for an application with a given scaling φ in a fixed FJ system. In
particular, given a φ ∈ [0, 1], we find the optimal stochastic scheduling strategy by min-
imising the bound obtained in Theorem 3.3.2. Observe that as φ→ 0, the scaling benefit
diminishes to zero yielding the unscaled case from Section 3.1. Further, as φ → 1, we
get greater scaling benefit. The optimal strategy, therefore, would be to choose all the
servers if the scaling benefit outweighs the synchronisation cost, and to choose only the
strongest server if it does not. However, this depends on the parallelisation benefit φ
specific to the given application.
3.3.3 Heterogeneous servers - a hierarchical model
In this section, we generalise our scaling discussion to the heterogeneous case, building
on the analytic intuitions gained in the previous section. We argue that the average ser-
vice times at different servers are not identical, but rather follow some suitable probabil-
ity distribution (see Figure 3.5). We assume a randomly drawn server has an exponential
service rate with parameter µ where µ itself is drawn from an underlying hierarchical
distribution fµ. We present the following result for such a set-up, assuming the strict
stability maxn∈[N] E[Sn,1] < E[A1].
Theorem 3.3.3. Consider an FJ system with N parallel work-conserving servers fed by renewal
job arrivals with iid exponentially distributed inter-arrival times Ai with parameter λ, for i ∈N.
Let the random variable L ∼ fL ∈ P([N], 2[N]) denote the number of servers chosen to split an
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Figure 3.5: The hierarchical model for the heterogeneous FJ systems. Conditional on
{L = l}, the average service rates are drawn from a hierarchical distribution fµ.
incoming job into and the unscaled service time Sn at the n-th server be exponentially distributed
with parameter µn ∼ fµ For service times Sn,i at the n-th server that are scaled as
Sn,i | {L = l} D= Snlφ ,
independently for all n ∈ [l], i ∈ N0, φ ∈ [0, 1], the tail probabilities of the steady-state waiting
and response times are bounded as
P(W ≥ σ) ≤ eλσE[L exp(− min
n∈[L]
µnσLφ
)
],
P(R ≥ σ) ≤ e
λσ
λ
E[Lφ( ∑
n∈[L]
µn) exp
(− min
n∈[L]
µnσLφ
)
].
The optimal strategy with respect to the bound above for the waiting time is given by
Lopt ∼ fopt = argmin
fL∈P([N],2[N])
E[L exp
(− min
n∈[L]
µnσLφ
)
].
The proof is provided in Appendix A.
Example 3.3.1 (A two-class system). Consider the case where there are only two types
of servers in the system, fast and slow. In a cloud computing infrastructure, these two
types would correspond to different monetary prices. Suppose the exponential service
rates of the two types of servers are κ1 and κ2, respectively, and the arrival rate is λ with
λ < κ1 < κ2. Denote the probability that a randomly drawn server is of type-1, i.e., has
exponential service rate κ1, by π. Hence, the service rate distribution is given by
fµ(x) := π1(x=κ1)(1− π)1(x=κ2). (3.3.5)
Given n random samples µ1, µ2, . . . , µn from the above distribution, we require the first
order statistic of the sample Yn := mini∈[n] µi to compute the bounds in Theorem 3.3.3.
The distribution of Yn is given by P(Yn = κ1) = 1− (1− π)n = 1− P(Y = κ2), such that
its MGF is E[exp
(
aYn
)
] = exp
(
aκ1
) − (exp(aκ1) − exp(aκ2))(1− π)n, whence we can
compute the bounds obtained in Theorem 3.3.3 for different choices of distributions of
the number of used servers L. In particular, when L ∼ Binomial(N, p) and we receive
linear scaling φ = 1, the upper bounds on the tail probabilities can be written as
P(W ≥ σ) ≤ exp(λσ) Np
1− qN b1(σ)
[
1− (1− π)( c1(σ)− c2(σ)
b1(σ)
)
]
,
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where, for i = 1, 2,
bi(σ) := exp
(−σκi) (p exp(−σκi)+ q)N−1 ,
ci(σ) := exp
(−σκi) (p(1− π) exp(−σκi)+ q)N−1 .
While the above example only considers two types of servers, it is worth mentioning
that it can easily be extended to take into account finitely many types of servers.
Example 3.3.2 (The hierarchical hyper-parameter model). In view of the stability of the
system, we take fµ to be a truncated exponential with (hyper-) parameter µ0, truncated
at λ. That is, we take
fµ(x) := µ0 exp
(−µ0(x− λ))1(x > λ). (3.3.6)
Given n random samples µ1, µ2, . . . , µn from the above distribution, the first order statis-
tic of the sample Yn := mini∈[n] µi has a truncated exponential distribution with parame-
ter nµ0, truncated at λ. The MGF of Yn is given by E[exp
(
aYn
)
] = exp
(
aλ
)
nµ0/nµ0 − a.
Taking the same approach as in Section 3.3.2, we can compute the waiting and response
time bounds from Theorem 3.3.3 for different choices of distributions of L. In particular
for the linear scaling case, i.e., φ = 1 and when L ∼ Binomial(N, p), the upper bounds
on the tail probabilities can be explicitly found as (proof in Appendix A)
P(W ≥ σ) ≤ Npµ0
(1− qN)(µ0 + σ) (p exp
(−σλ)+ q)N−1.
Remark 3.3.3 (Heterogeneous FJ systems - three forces). As shown above the hierar-
chical model extends our findings in the previous sections to a wide setting providing
insights and lending greater applicability. Theorem 3.3.3 shows that (i) the first order
statistic Yl := mini∈[l] µi is decisive for the overall performance of the system, in addi-
tion, to the opposing forces from Section 3.3.1, i.e., (ii) scaling of service times at each
server due to the parallelisation, and (iii) the synchronisation penalty at the output.
In fact, the heterogeneous case provides less scaling benefit than the homogeneous
case due to Yl . This impact can be directly seen from the position of Yl in the expo-
nent in Theorem 3.3.3. The optimal strategy given all the relevant parameter values is
obtained, as before, by optimising the upper bound provided in Theorem 3.3.3.
In this chapter, we focussed on stochastic scheduling to decide the number of servers to
choose in an FJ system. In Appendix A.4, we provide a numerical example highlighting
a comparison between stochastic and deterministic strategies. In the next chapter, we
shall discuss provisioning. We shall relax some of the technical assumptions, such as the
independence of service and inter-arrival times, renewal arrival process etc. In particular,
we shall derive an LDP for the steady-state waiting times under changing environments.
4
P R O V I S I O N I N G I N F O R K - J O I N Q U E U E I N G S Y S T E M S
In order to model an FJ system, we assumed a renewal arrival process, iid service times
in Chapter 3. However, recent evidences suggest that arrival processes such as the input
to a MapReduce system or data centre traffic may not be renewal and may exhibit con-
siderable burstiness (Y. Chen, Alspaugh, and Katz 2012; Heffes and Lucantoni 1986; Kan-
dula et al. 2009; Yoshihara, Kasahara, and Takahashi 2001). Moreover, the servers may
also be dependent in some sense, and may show phase-type behaviour. The behaviour
of the inter-arrival times and the service times may change drastically depending on or
being controlled by certain exogenous factors. For the purpose of mathematical abstrac-
tion, we use the term “environment” for these exogenous factors. In order to account
for the effects of changing environment, we present a Markov-additive process (Iscoe,
Ney, and Nummelin 1985) formulation (see Figure 4.1) in this chapter, and show how
particular application scenarios can be derived as special cases of this formulation. In
particular, we cover three application scenarios: (i) non-renewal (Markov-modulated)
arrivals, (ii) servers showing phase-type behaviour, and (iii) Markov-modulated arrivals
and service. Finally, we bring in a notion of provisioning, an umbrella term used for a
rule that decides on the FJ job division into tasks, or that regulates service rates either
reactively or proactively. Proactive provisions anticipate the change of environment, and
act accordingly, while reactive provisions only react to the current environment.
4.1 markov-additive process formulation
The roadmap is as follows: we first establish an LDP for an FJ system based on a Markov-
additive process representation. Based on the LDP, we provide computable bounds on
the tail probabilities of the steady-state waiting times. The idea is to use these general
results to obtain several special cases that are relevant for practical purposes.
4.1.1 System description
Consider the single stage FJ queueing system with N parallel servers as discussed in
Section 2.2 (also see Figure 2.1). Jobs arrive at the input station according to some
process with inter-arrival time Ai between the i-th and (i + 1)-th job, i ∈ N. A job is
split into N tasks each of which is assigned to exactly one server. The service time for
the task of job i at the n-th server is denoted by the random variable Sn,i, where n ∈ [N]
(see Figure 2.1). Finally the job leaves the system when all of its tasks are served, posing
a synchronisation constraint at the output. We assume the servers are work-conserving.
In real applications, the behaviour of the inter-arrival times and the service times
may change drastically depending on certain exogenous factors. For example, during a
heavy traffic period, the inter-arrival times are much shorter compared to those during
a low traffic period. From considerations of energy conservation or cost, the service
times may also be modulated externally to yield high or low efficiency. For instance,
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Ck Ck+1
Qk Qk+1
Ck Ck+1
Qk Qk+1
Figure 4.1: Graphical representation of a Markov-additive process {Ck, Qk}k∈N (Left)
and its special “uncoupled” case, the Markov-modulated process (Right). The nodes
represent the variables and the arrows, the dependence structure. Please note that Qk is
an additive component, i.e., Qk+1 = Qk +(XA1,k+1, X
A
2,k+1, . . . , X
A
N,k+1). While the Markov-
additive process, from the perspective of provisioning, is capable of modelling “proac-
tive” systems (that anticipate the immediate future and act accordingly, e.g., set service
rates proactively) as well as reactive systems (that react on the current environment), the
uncoupled process on the right is only capable of modelling the latter.
given a fixed monetary budget, the service rates of a cloud computing service such
as the Amazon AWS (Amazon.com, Inc. 2017) could be altered as the price changes
to meet the budget constraint. For the purpose of mathematical abstraction, we use an
umbrella term “environment” for these exogenous factors. In order to capture the effects
of changing environment, we consider an underlying Markov chain {Ck}k∈N0 on some
measurable space (E, E). Note that E need not be finite, or even countable. The Markov
chain can be used to capture the changes in job arrival rates, i.e., modulate the arrival
process; to decide the service rates of the servers, i.e., modulate the service process; or
both in which case it is said to modulate both the arrival as well as the service processes.
Naturally, different choices of the state space E yield different types of modulation to
suit different real-life applications. In Table 4.1, we present a glossary of examples of E.
Detailed examples will be provided in later sections.
4.1.1.1 Waiting times
Recall the difference process Qk on
(
RN ,B(RN)) defined in Section 2.2 as follows
Qk := (X1,k, X2,k, . . . , XN,k) with Xn,k :=
k
∑
i=1
XAn,i, (4.1.1)
where XAn,i = Sn,i − Ai for all i ∈ N and set Xn,0 := 0, for each n ∈ [N]. Then, we have
the following steady-state representation for the waiting time W
W D= max
k∈N0
max
n∈[N]
Xn,k. (4.1.2)
In the next section, we establish an LDP for the waiting times under mild assumptions
following Duffield (1994), Iscoe, Ney, and Nummelin (1985), and Ney and Nummelin
(1987).
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Modulation State space Scenario
Only arrivals
E = {0, 1} Markov-modulated high-low (or on-off) ar-
rivals.
E = {1, 2, . . . , d} Finite state modulation of the arrivals.
E =N Countable state modulation of the arrivals.
E = EA ⊆ R Modulation of the arrivals on an uncount-
able state space.
Real-life example: bursty input at MapReduce
clusters.
Only service
E = {0, 1} All servers are Markov high-low modu-
lated.
E = {1, 2, . . . , d} All servers are Markov modulated on a fi-
nite set.
E = {0, 1} × {0, 1} ×
. . .× {0, 1}
All servers are Markov high-low modulated,
but by separate chains that may or may not
be independent.
E = {0, 1} × . . . ×
{0, 1} × {1, 2, . . . , d}
All but the N-th server are Markov high-low
modulated by separate chains and the N-th
server is Markov modulated on a finite set.
E = {1} × {1} × . . . ×
{0, 1}
Only the N-th server is Markov high-low
modulated.
E = ES1 ×ES2 × . . .×ESN The n-th server is modulated on its own
state space ESn ⊆ R, for n ∈ [N].
Real-life example: switching between cloud
service machines such as Amazon AWS un-
der a monetary budget constraint, as the
prices change over time; provisioning such
as round-robin in MapReduce clusters.
Both arrivals
and service
E = EA × ES1 × ES2 ×
. . .×ESN
The arrival process is modulated on state
space EA ⊆ R and the n-th server is mod-
ulated on its own state space ESn ⊆ R, for
n ∈ [N]. The modulating chains need not
be independent.
Real-life example: adaptive provisioning
(both proactive and reactive) in parallel sys-
tems such as MapReduce clusters; modula-
tion in Multi-path TCP.
No modulation E = {1} Reduces to the renewal case.
Table 4.1: Table showing different choices for the state space for different application
scenarios.
4.1.2 Large deviations of the waiting times
We assume that the process {(Ck, Qk)}k∈N0 is a Markov-additive process on (E×RN , E ×B(RN)). To be precise,
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Definition 4.1.1. (Markov-additive process) The processes {(Ck, Qk)}k∈N is a Markov-
additive process on (E×RN , E × B(RN)) if
1. The process {(Ck, Qk)}k∈N is a Markov process on (E×RN , E × B(RN)).
2. The following holds for c ∈ E, s ∈ RN , F ∈ E , G ∈ B(RN),
P((Ck+1, Qk+1) ∈ F× (G + s) | (C1, Q1) = (c, s))
= P((Ck+1, Qk+1) ∈ F× G | (C1, Q1) = (c, 0))
= P((Ck+1, Qk+1) ∈ F× G | C1 = c).
The Markov chain Ck is endowed with an additive component Qk, the difference pro-
cess in our queueing system defined in (4.1.1). Note that the difference process Qk is
indeed additive in the sense that Qk+1 = Qk + (XA1,k+1, X
A
2,k+1, . . . , X
A
N,k+1). Intuitively,
the environment captured by the Markov chain Ck modulates the inter-arrival and ser-
vice times (through their difference) not only for the current job but also for the next
arriving job (see Figure 4.1). Accordingly, define the transition kernel
L(c, F× G) := P((C1, Q1) ∈ F× G | Q0 = c), (4.1.3)
where c ∈ E, F ∈ E , and G ∈ B(RN). We need the following additional technical
assumptions, such as uniform recurrence of the Markov chain, stability of the queueing
system, and moment conditions.
A1 (Recurrence) The process {Ck}k∈N0 is an aperiodic, irreducible Markov chain with
respect to some maximal irreducibility measure and there exists a probability mea-
sure ν on (E×RN , E × B(RN)), an integer m, and real numbers 0 < b0 ≤ b1 < ∞
such that
b0ν(F× G) ≤ Lm (x, F× G) ≤ b1ν(F× G),
where Lm (x, F× G) := P((Cm, Qm) ∈ F× G | C1 = x), for each x ∈ E , F ∈ E and
G ∈ B(RN).
A2 (Exponential transform) Consider the exponential transform of ν,
ν˜(F, s) :=
∫
RN
ν(F× dy) exp(sy). (4.1.4)
We assume that D0 := Dν˜(E, .) is open, treating ν˜(E, .) as a function on RN . The
openness renders analyticity and essential smoothness to the logarithm of the max-
imal, simple eigenvalue of the transformed kernel L˜ in (4.1.5). This will be clear in
the proof of Theorem 4.1.1.
A3 (Stability) For stability of the queueing system, we assume maxn∈[N] E[Xn,1] < 0.
A4 (Cumulants) Allowing possibly infinite values, define, for s ∈ R, n ∈ [N],
λ
(n)
k (s) := k
−1 logE[exp
(
sXn,k
)
],
λ(n)(s) := lim
k→∞
k−1 logE[exp
(
sXn,k
)
].
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To exclude pathological cases, we assume that the effective domains of λ(n)k and
λ(n) include common open interval containing 0. This moment condition is re-
quired for the establishment of an LDP.
Exponential transforms play a vital role in the study of large deviations (Dembo and
Zeitouni 2010; Varadhan 2016). In fact, the exponential transform of the transition kernel
together with its largest eigenvalue eventually yield an LDP (Iscoe, Ney, and Nummelin
1985). Therefore, define the following exponential transform of the transition kernel
defined in (4.1.3), for all c ∈ E, F ∈ E , and s ∈ RN ,
L˜(c, F; s) :=
∫
RN
L(c, F× dy) exp(sy). (4.1.5)
Our strategy is to first establish an LDP for {(Ck, Qk)}k∈N0 making use of standard
results from probability theory and then, use that to arrive at an LDP for the waiting
times in the queueing system via the contraction principle of large deviations theory
(Dembo and Zeitouni 2010). Before presenting our result, we introduce the following
notation that we make use of while applying the contraction principle. For y ∈ R, define
ΥN(y) :=
⋃
F∈{S⊆[N]:S ̸=∅}
GF, (4.1.6)
where
GF := B1 × B2 × . . .× BN such that Bi =
{ {y} if i ∈ F,
R \ [y,∞) if i ∈ [N] \ F .
The set ΥN(y) is the union of all N-fold Cartesian products of sets at least one of which
is {y} and all others are (−∞, y). For example,
Υ2(y) = {y} × (−∞, y)
⋃
(−∞, y)× {y} ⋃ (y, y).
Note that, for each y ∈ R, the set ΥN(y) is a Borel set.
Theorem 4.1.1 (Large deviations principle). Assume A1, A2, A3, and A4. Then, for each
θ ∈ D0 defined in A3, the transformed kernel L˜ in (4.1.5) has a maximal, real, simple eigenvalue
λ(θ). Moreover, the waiting times Wk satisfy a large deviations principle with a good rate
function J : R→ R,
lim sup
k→∞
k−1 logP(Wk ∈ B) ≤ − inf
y∈Cl B
J(y) (4.1.7)
lim inf
k→∞
k−1 logP(Wk ∈ B) ≥ − inf
y∈Int B
J(y), (4.1.8)
for all B ∈ B(R), where
J(y) := inf
x∈ΥN(y)
Λ∗(x) , (4.1.9)
Λ∗(x) := sup
z∈RN
{zx− logλ(z)} . (4.1.10)
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The proof of Theorem 4.1.1 follows by first establishing an LDP for {(Ck, Qk)}k∈N0
using Iscoe, Ney, and Nummelin (1985) and Ney and Nummelin (1987) and then apply-
ing the contraction principle (Dembo and Zeitouni 2010). For the sake of completeness
we provide it in Appendix B.1. The Theorem 4.1.1 provides estimates of probabilities
of rare events such as the waiting times making large deviations from its mean value.
Moreover, the rate function J is unique and therefore, uniquely characterises the asymp-
totic behaviour of the waiting times (Dembo and Zeitouni 2010; Ganesh, O’Connell, and
Wischik 2004; Varadhan 2016). It is remarkable that it is possible to estimate probabil-
ities of rare events under mild technical conditions A1, A2, A3 and A4. For practical
purposes, however, the computation of the rate function J involves the joint distribution
of Qk, which, in turn, involves the joint distribution of the inter-arrival times and the
service times at different servers. This computation may not be easy to perform for arbi-
trary choices of probability distributions of the inter-arrival times and the services times.
Therefore, in the next section, we make a few simplifying assumptions for the sake of
computability, and provide a computable upper bound on the tail probabilities of the
steady-state waiting times. The bound is derived as a by-product of the large deviations
result.
4.1.3 Simplifications for computability: probabilistic bounds on waiting times
In addition to A1, A2, A3 and A4, we assume that conditional on {Ck = c}, the servers
act independently. This entails that the processes {(Ck, Xn,k)}k∈N, for each n ∈ [N] are
Markov-additive processes on (E×R, E × B(R)). Their transition kernels are defined
as, for n ∈ [N],
Kn(c, F× G) := P((C1, Xn,1) ∈ F× G | C0 = c), (4.1.11)
where c ∈ E , F ∈ E and G ∈ B(R). Please note the difference to (4.1.3). Also, define the
corresponding exponential transforms
K˜n(c, F; s) :=
∫
R
Kn(c, F× dx) exp
(
sx
)
, ∀ n ∈ [N]. (4.1.12)
We proceed to construct martingales using the largest eigenvalues of the transformed
kernels, and then apply the celebrated Doob’s martingale inequality (Durrett 2010a) on
each of Xn,k for n ∈ [N]. This step essentially yields bounds on server-specific waiting
times. Coupled with the assumption of conditional independence of the servers, we
obtain an upper bound on the tail probability of the steady-state waiting time of the
entire queueing system. These ideas are made precise in the proof of the following
theorem providing upper bound on the tail probability of the steady-state waiting times
in an FJ system with N heterogeneous work-conserving servers.
Theorem 4.1.2 (Work-conserving systems). Consider an FJ system with N parallel work-
conserving servers, as described in Section 4.1.1. Then, we have
1. For all n ∈ [N] and s ∈ Dλ(n), exp(λ(n)(s)) is the simple maximal eigenvalue of K˜n,
and the corresponding right eigenfunction {rn(c, s); c ∈ E} satisfying
exp
(
λ(n)(s)
)
rn(c, s) =
∫
R
K˜n(c, dτ; s)rn(τ, s),
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Figure 4.2: Numerical verification of the bounds
(solid) vs. simulation box plots for work-
conserving systems. (Top) An FJ system with
Markov-modulated arrivals. The modulating
Markov chain takes values in the set E =
{1, 2, 3, 4}. The exponential inter-arrival times
have parameters 0.70, 0.75, 0.90, and 0.95. (Mid-
dle) An FJ system with Markov-modulated ser-
vice times. The modulating Markov chain takes
values in the set E = {1, 2, 3, . . . , 32}. The
exponential inter-arrival times have parameter
0.9. (Bottom) An FJ system with Markov-
modulated arrival and service times. The mod-
ulating Markov chain takes values in the set
E = {1, 2, 3, . . . , 64}. In all the cases, there
are five heterogeneous and work-conserving
servers whose service rates are drawn ran-
domly, satisfying the stability conditions in A3
and A4. The transition probabilities and the
initial distribution of Ck are chosen randomly.
Observe that the analytic bounds obtained in
Theorem 4.1.2 are in close agreement with the
sample estimates of the tail probabilities of the
waiting times.
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is positive and bounded above.
2. The tail probabilities of the steady-state waiting times are bounded above by
P(W ≥ w) ≤ ∑
n∈[N]
ϕn(θn) exp
(−θnw), (4.1.13)
where θn := sup{s > 0 | λ(n)(s) ≤ 0} and ϕn(s) := ess sup{1(Xn,1 > 0)/rn(C1, s)},
after having normalised rn(., θn) so that E[rn(C0, θn)] = 1, for each n ∈ [N].
The existence of the simple maximal eigenvalue is guaranteed by Harris (1963, Chap-
ter III, Theorem 10.1). The proof of Theorem 4.1.2 follows by extending results for
Markov-additive processes from probability literature (see, e.g., Iscoe, Ney, and Num-
melin (1985, Lemma 3.1 and 3.2) and also Duffield (1994)). However, for the sake of
completeness, it is provided in Appendix B.2. This theorem is central to all the applica-
tion scenarios that we consider in this chapter. The quantity θn is called the decay rate
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of the n-th server, and the quantity θ˜ := minn∈[N] θn is defined to be the decay rate of
the system. The latter definition is motivated from the principle of largest exponent in
large deviations theory (Dembo and Zeitouni 2010, Lemma 1.2.15), which roughly states
that, on an exponential scale, the effective rate of a sum of finitely many sequences is
governed by the maximum of them. This corroborates the intuition that the system
is constrained by the weakest (slowest) of the servers. The quantities ϕn’s are called
prefactors.
The bound provided in Theorem 4.1.2 is computable. An interesting observation is
that, given the transition kernel T of the Markov chain Ck alone, one can view the
transformation defined in (4.1.12) as a transformation of T also. This point of view is
useful for computational purposes. In the following, we provide two illustrations.
Example 4.1.1. Suppose there are two heterogeneous servers labelled 1 and 2. We are in-
terested in modelling two different environments, i.e., we set E = {1, 2}. In keeping with
Figure 4.1, we assume the inter-arrival times and the services times at the n-th server
are exponentially distributed with rates λi,j and µ
(n)
i,j respectively, when the underlying
Markov chain Ck transitions from state i to state j, for i, j, n = 1, 2. The λ’s and the µ’s are
taken to be strictly positive to avoid trivialities. Assume the inter-arrival times and the
service times are independent, conditional on the Markov chain. Let T := ((ti,j))i,j=1,2
denote the transition probability matrix of the Markov chain Ck. Then, for n = 1, 2, the
random variable Xn,1 is a difference of two exponential random variables, and therefore,
Kn(ci, {cj} × B) = ti,j
∫
B fn(y)dy (see Figure 4.1), where
fn(y) :=

(
1
µ
(n)
i,j
+ 1λi,j
)−1
exp
(
λi,jy
)
if y ≤ 0(
1
µ
(n)
i,j
+ 1λi,j
)−1
exp
(−µ(n)i,j y) if y > 0.
The transformed kernel is the conditional MGF of the random variable Xn,1. The
exponentially transformed kernels are K˜n(ci, {cj}; s) = ti,j
(
µ
(n)
i,j
µ
(n)
i,j −s
)(
λi,j
λi,j+s
)
. The decay
rates θn’s are obtained by computing the largest eigenvalues of the transformed matrices
(
t1,1 t1,2
t2,1 t2,2
)
7→
t1,1
(
µ
(n)
1,1
µ
(n)
1,1−s
)(
λ1,1
λ1,1+s
)
t1,2
(
µ
(n)
1,2
µ
(n)
1,2−s
)(
λ1,2
λ1,2+s
)
t2,1
(
µ
(n)
2,1
µ
(n)
2,1−s
)(
λ2,1
λ2,1+s
)
t2,2
(
µ
(n)
2,2
µ
(n)
2,2−s
)(
λ2,2
λ2,2+s
)
 for n = 1, 2.
Let r1 and r2 denote the corresponding right eigenvectors after having carried out the
normalisation to get E[r1(C0, θ1)] = 1, and E[r2(C0, θ2)] = 1. Denoting the initial
distribution of the chain Ck by π = (π1,π2), the normalization amounts to setting
r1(1, θ1)π1 + r1(2, θ1)π2 = 1 and r2(1, θ2)π1 + r2(2, θ2)π2 = 1. Because of the exponen-
tial assumption, the prefactors are given by ϕ1(θ1) = max(1/r1(1, θ1), 1/r1(2, θ1)), and
ϕ2(θ2) = max(1/r2(1, θ2), 1/r2(2, θ2)). Finally, following (4.1.13), we get the bound
P(W ≥ w) ≤ ϕ1(θ1) exp
(−θ1w)+ ϕ2(θ2) exp(−θ2w).
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Example 4.1.2. Similar to Example 4.1.1, let us assume there are two heterogeneous
servers labelled 1 and 2. However, in contrast to Example 4.1.1, we assume the Markov
chain has an uncountable state space, e.g., an interval [a, b]. Conforming to the depen-
dence structure dictated by the graphical model shown in Figure 4.1, we assume the
inter-arrival times and the services times at the n-th server are exponentially distributed
with strictly positive rate functions λ(x, y) and µ(n)(x, y) respectively, when the underly-
ing Markov chain Ck transitions from state x to state y, for n = 1, 2 and x, y ∈ [a, b]. For
simplicity, we also assume the inter-arrival times and the service times are independent,
conditional on the Markov chain. The transition kernel of Ck is denoted by T, as before.
The choices of the rate functions λ and µ(n), and the transition kernel T depend on the
specific application scenario. For instance, if the environment in question does not vary
drastically for two consecutive incoming jobs, we may choose a Gaussian kernel with a
small variance or a Laplace kernel with a small scale parameter, both restricted to [a, b].
We can control how rapidly the environment changes via the variance parameter of the
Gaussian kernel or the scale parameter of the Laplace kernel. In this example, let us
take T to be the Laplace kernel with scale parameter σ. Then, doing similar calculation
as in Example 4.1.1, we get
K˜n(x, F; s) =
1
u(x)
∫
F
exp
(−|y− x|
σ
) ( µ(n)(x, y)
µ(n)(x, y)− s
)(
λ(x, y)
λ(x, y) + s
)
dy,
where u(x) =
∫ b
a exp
(− |y−x|σ )dy, and x ∈ [a, b]. Given the choices of the rate functions λ
and µ(n), we find the maximal eigenvalue and the corresponding right eigenfunction of
K˜n to obtain the bound given in (4.1.13). The eigenvalue and the right eigenfunction are
usually found as a solution to the integral equation mentioned in Theorem 4.1.2. Note
that finding closed-form expressions may be infeasible for arbitrary choices of the rate
functions λ and µ(n). In such a situation, we resort to numerical methods (Atkinson 2008;
Rasmussen and Williams 2006). A standard approach is to approximate the integral
using samples (Baker 1977).
For the sake of simplicity, let us assume that the environment only modulates the
arrival process. In particular, when the Markov chain is in state x, the inter-arrival times
are assumed to be exponentially distributed with rate x, i.e., λ(x, y) = x. The task of
finding the maximal eigenvalue of the transformed kernel K˜n is equivalent to solving
the following integral equation for λ(n), and rn,∫ b
a
exp
(−|x− y|
σ
)
rn(x, s)dx = Un(y, s) exp
(
λ(n)(s)
)
rn(y, s),
where the conditional MGF accounting for the service process as well as the constants
have been absorbed into the function Un(y, s) =
(
1+ sy
) (
1− s
µ(n)
)
u(y). In order to
solve the above integral equation, we differentiate it twice with respect to y to obtain the
following differential equation,
r′′n(y, s) + 2
U′n(y, s)
Un(y, s)
r′n(y, s) +
(
U′′n (y, s)
Un(y, s)
− 1
σ2
(
1− 2σ exp
(−λ(n)(s))
Un(y, s)
))
rn(y, s) = 0.
(4.1.14)
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The derivation of (4.1.14) is provided in Appendix B.2. The nonlinear differential equa-
tion (4.1.14) can then be solved numerically. After doing necessary normalisation to get
E[rn(C0, θn)] = 1, for n = 1, 2, we obtain the bound using Theorem 4.1.2.
For ease of computation, in the following we shall consider what is referred to as the
“uncoupled” MA process in Iscoe, Ney, and Nummelin (1985). This essentially refers
to a process with Markov-modulated increments (see Figure 4.1 and refer to Duffield
(1994)). This is an important class from a practical perspective, specially in the light
of recent empirical evidences of burstiness in clusters running MapReduce (Y. Chen,
Alspaugh, and Katz 2012; Heffes and Lucantoni 1986; Kandula et al. 2009; Yoshihara,
Kasahara, and Takahashi 2001).
4.1.4 The “uncoupled” case
Suppose the distributions of increments, XAn,k+1, for each n ∈ [N], do not depend on
Ck, conditional on Ck+1 (see Figure 4.1). This allows us to find conditional distributions
Qn(c, B) := P(XAn,1 ∈ B | C1 = c), for each n ∈ [N] and for each c ∈ E and B ∈ B(R).
Then, the transformed kernels in (4.1.12) simplify as follows
K˜n(c, dτ; s) =T(c, dτ)
∫
R
Qn(τ, dz) exp
(
sz
)
= T(c, dτ)Eτ
(
exp
(
sXAn,1
))
.
Here we use the shorthand notation Eτ
(
exp
(
sXAn,1
))
to denote E[exp
(
sXAn,1
) | C1 = τ],
the MGF of XAn,1 conditioned on {C1 = τ}, the event that underlying Markov chain is
in state τ ∈ E for the first arrival. We can further simplify the formulas if we make
following assumptions1.
U1 We assume that the service times and the arrival times are independent, condi-
tioned on {Ck = c}. This yields
K˜n(c, dτ; s) = T(c, dτ)Eτ
(
exp
(
sSn,1
))
Eτ
(
exp
(−sA1)) . (4.1.15)
U2 If further the increments XAn,1 take positive values with non-zero probability for
any conditioning of Ck, then the essential supremums in Theorem 4.1.2 simplify to
ϕn(s) = sup
c∈E
{1/rn(c, s)}. (4.1.16)
With these simplifications the computation of the bound on the tail probabilities of the
waiting times is easier. We present the procedure in the form of Algorithm 4.1 for
ease of understanding and implementation. Note that Algorithm 4.1 requires numerical
solution methods when closed-form analytic expressions are difficult to obtain.
1 These assumptions are made only for the sake of simplification of computation, and are not necessary for the
bounds of the general case.
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Algorithm 4.1 Pseudocode for work-conserving systems
Require: Transition kernel T, and the MGFs Eτ
(
exp
(
sSn,1
))
,Eτ
(
exp
(−sA1))
1: if A1 and A2 and A3 and A4 then
2: for n ∈ [N] do
3: Transform T to get K˜n(c, dτ; s) (see (4.1.15))
4: exp
(
λ(n)(s)
)← maximal eigenvalue of K˜n(c, dτ; s)
5: θn ← sup{s > 0 | λ(n)(s) ≤ 0}
6: Normalise rn(., θn) so that E[rn(C0, θn)] = 1
7: ϕn(θn)← supc∈E{1/rn(c, θn)}
8: end for
9: end if
10: return The decay rates θn and the prefactors ϕn
Remark 4.1.1 (Bounds on the mean waiting times). The bound in (4.1.13) can also be
used to derive an upper bound on the mean waiting time for the work-conserving
system as follows
E[W] ≤ ∑
n∈[N]
ϕn(θn)
θn
. (4.1.17)
So far we have considered only work-conserving servers. However, there are situa-
tions when the assumption of work-conservingness is not tenable. In particular, there
are many real-life application scenarios where the servers are blocking in nature. Such
a server waits for all other servers to finish servicing the tasks of the current job before
taking up the next job. This entails forced idleness resulting in higher waiting times. In
the next section, we show that our framework, although designed for work-conserving
systems, is applicable to blocking systems as well and yields computable probability
bounds by treating an FJ system with N blocking servers as a virtual queueing system
with just one server. In that sense, blocking FJ systems can also be analysed within our
framework as a special case.
4.2 blocking systems
Blocking systems arise naturally in several real-life applications, for instance, when the
dispatcher and the task collector in Figure 2.1 are one and the same unit that assigns new
jobs only after the current job is executed. In a parallel computation scenario, the master
node, upon arrival of a computation request, may assign intermediate tasks to a number
of slave nodes, then wait for all the slave nodes to hand over their intermediate results
back to the master node for further aggregation before assigning new computation tasks
to the slave nodes. Blocking systems also arise when there needs to be a consensus
among the servers regarding the job division (with respect to fairness or some other
criterion) before its tasks can be executed.
There is an additional layer of synchronisation in a blocking FJ system. All the servers
start servicing the tasks of a job at the same time. Servers that are finished executing
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the task of the current job wait for all other servers to finish theirs before taking up
the task of the next job. Therefore, the waiting time W ′j for the j-th job is defined as
0 for j = 1 and max{0, maxk∈[j−1]{∑ki=1 maxn∈[N] Sn,j−i − ∑ki=1 Aj−i}}, for j > 1 (Rizk,
Poloczek, and Ciucu 2015, 2016). The key observation here is that we can view the
blocking FJ system with N servers as a hypothetical work-conserving system with a
single server whose service times are distributed as S∗i
D
= maxn∈[N] Sn,i. This allows us
to use results from Section 4.1 to analyse a blocking FJ system as a special case. We
have the following steady-state representation of the waiting time W ′ for the blocking FJ
system with N servers
W ′ D= max
k∈N0
Yk with Yk :=
k
∑
i=1
YAi , (4.2.1)
where YAi := maxn∈[N] Sn,i − Ai for all i ∈N and set Y0 := 0. Also define
ζk(s) := k−1 logE[exp
(
sYk
)
], and ζ(s) := lim
k→∞
k−1 logE[exp
(
sYk
)
].
The upper bound on the tail probabilities of the steady-state waiting times then follows
from Theorem 4.1.2 in a straightforward fashion. Therefore, we state the following
corollary to Theorem 4.1.2 without a proof. The transformed kernel L˜ is calculated
using (4.1.5). For ease of implementation, the Algorithm 4.2 dedicated to the blocking
case is also provided.
Corollary 4.2.1 (Blocking systems). Consider an FJ system with N parallel blocking servers,
as described in Section 4.2. Then, we have
1. For all s ∈ Dζ, exp(ζ(s)) is the simple maximal eigenvalue of L˜, and the corresponding
right eigenfunction {r(c, s); c ∈ E} satisfying
exp
(
ζ(s)
)
r(c, s) =
∫
R
L˜(c, dτ; s)r(τ, s),
is positive and bounded above.
2. The tail probabilities of the steady-state waiting times defined in (4.2.1) are bounded above
by
P(W ′ ≥ w) ≤ ϕ(θ) exp(−θw), (4.2.2)
where θ := sup{s > 0 | ζ(s) ≤ 0} and ϕ(s) := ess sup{1(Y1 > 0)/r(C1, s)} after
having normalised r(., θ) so that E[r(C0, θ)] = 1.
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Algorithm 4.2 Pseudocode for blocking systems
Require: Transition kernel T, and the MGFs Eτ
(
exp
(
s maxn∈[N] Sn,i
))
,Eτ
(
exp
(−sA1))
1: if A1 and A2 and A3 and A4 then
2: Transform T to get L˜(c, dτ; s) (see (4.1.5))
3: exp
(
ζ(s)
)← maximal eigenvalue of L˜(c, dτ; s)
4: θ ← sup{s > 0 | ζ(s) ≤ 0}
5: Normalise r(., θ) so that E[r(C0, θ)] = 1
6: ϕ(θ)← supc∈E{1/r(c, θ)}
7: end if
8: return The decay rate θ and the prefactor ϕ
In the following sections, we apply our results to several application scenarios. They
are intended to serve as illustrative examples. For the sake of simplicity, assume that the
state space E of the chain {Ck}k∈N0 is finite. Then, the transition kernel T of {Ck}k∈N0
is just a transition matrix. Let us write T = ((ti,j)). We do allow the servers to follow dif-
ferent probability distributions satisfying stability conditions A3 and A4. For purposes
of illustration, we consider exponentially distributed service and inter-arrival times in
the following examples.
4.3 fork-join system with non-renewal input
In this section, we describe an FJ system with Markov-modulated inputs. This is prin-
cipally motivated by recent empirical evidences that reveal burstiness in Internet traffic
and also in inputs to MapReduce clusters (Y. Chen, Alspaugh, and Katz 2012; Heffes
and Lucantoni 1986; Kandula et al. 2009; Yoshihara, Kasahara, and Takahashi 2001). In
general, in order to model this burstiness, we can assume the inter-arrival times to be
modulated by some Markov chain {Ck}k∈N0 .
Example 4.3.1 (Markov-modulated inter-arrival times). Suppose the modulating Markov
chain takes four distinct values (corresponding to different phases of arrival traffic). In
state j of the chain, suppose the inter-arrival times are exponentially distributed with
parameter λj. Also assume, the service times at the n-th server are exponentially dis-
tributed with parameter µn. Then, the transformation in (4.1.15) is given by

t1,1 t1,2 t1,3 t1,4
t2,1 t2,2 t2,3 t2,4
t3,1 t3,2 t3,3 t3,4
t4,1 t4,2 t4,3 t4,4
 7→

t1,1
λ1
λ1+s
t1,2
λ2
λ2+s
t1,3
λ3
λ3+s
t14
λ4
λ4+s
t2,1
λ1
λ1+s
t2,2
λ2
λ2+s
t2,3
λ3
λ3+s
t2,4
λ4
λ4+s
t3,1
λ1
λ1+s
t3,2
λ2
λ2+s
t3,3
λ3
λ3+s
t34
λ4
λ4+s
t4,1
λ1
λ1+s
t4,2
λ2
λ2+s
t4,3
λ3
λ3+s
t44
λ4
λ4+s
 .
Having done the above transformation, the decay rates are found as
θn = sup{s > 0 | µn
µn − sχA(s) ≤ 1},
θ = sup{s > 0 | β(µ; s)χA(s) ≤ 1},
(4.3.1)
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Figure 4.3: Numerical verification of the
bounds (shown in darker shade) for blocking
systems. (Top) An FJ system with Markov-
modulated arrivals. The modulating Markov
chain takes values in the set E = {1, 2, 3}. The
exponential inter-arrival times have parameters
0.25, 0.4, and 0.50. (Middle) An FJ system with
Markov-modulated service times. The mod-
ulating Markov chain takes values in the set
E = {1, 2, 3, . . . , 32}. The exponential inter-
arrival times have parameter 0.35. (Bottom) An
FJ system with Markov-modulated arrival and
service times. The modulating Markov chain
takes values in the set E = {1, 2, 3, . . . , 64}. In
all the cases, there are five heterogeneous, block-
ing servers whose service rates are drawn ran-
domly, satisfying the stability conditions in A3
and A4. The transition probabilities and the
initial distribution of Ck are chosen randomly.
Observe that the analytic bounds obtained in
Corollary 4.2.1 are in close agreement with the
sample estimates of the tail probabilities of the
waiting times.
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where χA is the largest eigenvalue of the transformed matrix and
β(µ; s) := ∑
S∈{A⊂[N]|A ̸=∅}
(−1)|S|+1 (∑i∈S µi)
(∑i∈S µi)− s
, (4.3.2)
is the MGF of the maximum of N independent exponential random variables (see Ap-
pendix B.2). After normalisation of the right eigenvector, one obtains the bounds us-
ing (4.1.13) and (4.2.2) for the work-conserving and the blocking system respectively.
Please see Figure 4.2 (for work-conserving systems) and Figure 4.3 (for blocking sys-
tems) to compare our bounds against CCDFs obtained from Monte Carlo simulations.
4.4 parallel systems with dependent servers
In this section, we consider an FJ system as described in Section 4.1 with correlated
servers. To be precise, we assume that the service times are modulated by a Markov
4.4 parallel systems with dependent servers 47
Figure 4.4: Single-node FJ
system with a provisioning
where the heavier part of each
incoming job is apportioned
in a round-robin fashion. Let
Jobi = (Jobi,1, Jobi,2), where
Jobi,1 denotes the heavier sub-
job. For instance, for the first
job Job1, the sub-job Job1,1 is
allotted to servers 1, 2, . . . , d
and Job1,2, to the rest. Then,
Job2,1 is allotted to servers d +
1, d + 2, . . . , 2d and Job2,2 to
the rest, and so on.
d+2
d+1
.
.
.
.
.
.
1
2
d
N
Job 
arrivals
Service time distributions 
appropriate of the heavier sub-
job assigned here.
Service time distributions 
appropriate of the lighter 
sub-job assigned here.
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chain. The motivation behind this is the phase-type behaviour that service times show
due to various exogenous effects. Before furnishing numerical examples, we mention
some factors that might engender such a phase-type behaviour.
unequal job sizes Phase-type behaviour may arise when the sizes of the incoming
jobs are unequal enforcing a change of service time distribution across the servers. In-
tuitively, heavier jobs demand greater service times in total. This can be modelled by
scaling up the service times or the parameters of their distributions whenever a heavier
job arrives. For instance, in the context of MapReduce, the job sizes can be time vary-
ing. In the context of Multi-path TCP, the packet sizes are usually of different sizes.
The modulating chain captures the different job sizes enforcing different service time
distributions. The state space of the chain E can be chosen depending on the particular
application under consideration.
provisioning in mapreduce The “irregular” service times may also arise due to
provisioning, even when the job sizes are constant. Suppose that the incoming jobs
are split unequally among the available servers. The rule that decides job division into
tasks is termed provisioning. Such provisioning can be employed in MapReduce systems
to influence waiting times. Consider the following example: Each job consists of two
sub-jobs one of which is more demanding than the other. That is, Jobi = (Jobi,1, Jobi,2),
where Jobi,1 can be assumed to be heavier (more time-consuming) without loss of gen-
erality. Now, in order to apportion the burden of the heavier job, devise a variant of
round-robin mechanism such that for the first job Job1, the sub-job Job1,1 is allotted
to servers 1, 2, . . . , d and Job1,2, to the rest N − d servers. Then, Job2,1 is allotted to
servers d+ 1, d+ 2, . . . , 2d and Job2,2 to the rest, and so on. Mathematically this is equiv-
alent to having a modulating Markov chain that starts at state 1 where it assigns service
time distributions appropriate of the heavier job (e.g., scaled service times as explained
before) to servers 1, 2, . . . , d and the usual unscaled service time distribution, to the rest,
and then jumps with probability one to state 2 where it assigns service time distribu-
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tions appropriate of the heavier job to servers d + 1, d + 2, . . . , 2d and the usual, to the
rest. See Figure 4.4 for a pictorial description of this provisioning.
modulation in multi-path tcp Packet scheduling or load balancing mechanisms
(Frömmgen et al. 2017) could also give rise to correlated service times. The load balanc-
ing algorithm typically decides on the amount of packets to send over each path with
the objective of keeping congestion under control. Taking the liberty of mathematical ab-
straction, we can model such a scenario with a Markov chain (representing the decisions
of the load-balancer) that modulates only the service times of the system.
efficiency differentiation Servers may themselves have their own high and
low efficiency periods that may or may not depend on the state of the other servers,
e.g., enforced by energy-saving routines (Sharma et al. 2013). The service rates may also
be modulated by the user. For instance, given a fixed monetary budget, the user of a
cloud computing service such as the Amazon AWS, may be forced to switch to a less
expensive machine (with inferior service rates) when the price of the current machines
increase, to meet the budget constraint (e.g., see Shastri, Rizk, and Irwin (2016)).
Example 4.4.1 (Markov-modulated service times). Motivated by the above scenarios,
we now demonstrate the bound computation in (4.1.13) and (4.2.2). In the following
example, assume the arrival process is renewal and inter-arrival times are exponentially
distributed with parameter λ.
Suppose there are two servers each of which has two efficiency phases, high and
low. We model this by two Markov chains modulating the servers, each on state space
{0, 1}. For the sake of simplicity, assume that server i is exponentially distributed with
parameter µi or κi according as its modulating Markov chain is state 0 or 1. The two
Markov chains may not be independent. Mathematically this is equivalent to having one
single modulating Markov chain on state space {0, 1} × {0, 1}. We rename the states as
(0, 0) 7→ 1, (0, 1) 7→ 2, (1, 0) 7→ 3, (1, 1) 7→ 4.
Let us first look at the work-conserving system. For the 1st server, following (4.1.15),
we transform

t1,1 t1,2 t1,3 t1,4
t2,1 t2,2 t2,3 t2,4
t3,1 t3,2 t3,3 t3,4
t4,1 t4,2 t4,3 t4,4
 7→

t1,1
µ1
µ1−s t1,2
µ1
µ1−s t1,3
κ1
κ1−s t14
κ1
κ1−s
t2,1
µ1
µ1−s t2,2
µ1
µ1−s t2,3
κ1
κ1−s t24
κ1
κ1−s
t3,1
µ1
µ1−s t3,2
µ1
µ1−s t3,3
κ1
κ1−s t34
κ1
κ1−s
t4,1
µ1
µ1−s t4,2
µ1
µ1−s t4,3
κ1
κ1−s t44
κ1
κ1−s
 .
Transformation for the 2nd server is analogous. Denote the largest eigenvalues of these
two transformed matrices by χ(1)S and χ
(2)
S respectively. The transformation for the
blocking system is as follows

t1,1 t1,2 t1,3 t1,4
t2,1 t2,2 t2,3 t2,4
t3,1 t3,2 t3,3 t3,4
t4,1 t4,2 t4,3 t4,4
 7→

t1,1β(µ1, κ1; s) t1,2β(µ1, κ2; s) t1,3β(µ2, κ1; s) t1,4β(µ2, κ2; s)
t2,1β(µ1, κ1; s) t2,2β(µ1, κ2; s) t2,3β(µ2, κ1; s) t2,4β(µ2, κ2; s)
t3,1β(µ1, κ1; s) t3,2β(µ1, κ2; s) t3,3β(µ2, κ1; s) t3,4β(µ2, κ2; s)
t4,1β(µ1, κ1; s) t4,2β(µ1, κ2; s) t4,3β(µ2, κ1; s) t4,4β(µ2, κ2; s)
 .
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Call its largest eigenvalue χS. The function β is as defined in (4.3.2). Having done the
above transformation, the decay rates are found as
θn = sup{s > 0 | λ
λ+ s
χ
(n)
S (s) ≤ 1},
θ = sup{s > 0 | λ
λ+ s
χS(s) ≤ 1}.
(4.4.1)
After normalisation of the right eigenvector, one finds the bounds on the tail probabilities
of the steady-state waiting times using formulas in (4.1.13) and (4.2.2) for the work-
conserving and the blocking system respectively. To see the quality of our bounds on
a bigger state space, we simulated an FJ system with five heterogeneous servers being
modulated by a chain having 32 states. See Figure 4.2 (for work-conserving systems)
and Figure 4.3 (for blocking systems) to compare our bounds against empirical CCDFs.
4.5 markov modulated arrivals and service
In this section, we describe a system where service and inter-arrival times are dependent.
This is essentially a generalization of Section 4.3 and Section 4.4. All the motivating
examples listed in Section 4.3 and Section 4.4 can be extended to this case to account
for generalised application scenarios. While this allows us to endow service times of
each server, and the arrival process, separate modulating Markov chains (which can be
modelled by one single chain on the Cartesian product space as shown before), we can
use this formalism to devise more advanced provisioning by taking into account the
current job arrival rate (i.e., set efficiency of servers to “high” during busy period and to
“low” otherwise etc.). This paves way for what we call “reactive provisioning.”
4.5.1 Reactive provisioning
We propose to take into account information on the current FJ system environment, e.g.,
estimates of the arrival intensities, and then modulate, i.e., set service rates accordingly.
Such a provisioning is reactive in nature and hence the nomenclature. The changing en-
vironment is essentially captured through the modulating Markov chain for the arrivals
in this case.
Example 4.5.1 (Markov-modulated inter-arrival and service times). Consider a Markov
chain {Ck}k∈N0 capturing the changing environment in the sense that at state j of the
Markov chain, the inter-arrival times are exponentially distributed with parameter λj
and accordingly, the service times at the n-th server are distributed exponentially with
parameter µn,j. Define µ(j) := (µ1,j, µ2,j, . . . , µn,j). Then, the required transformation for
work-conserving systems is tij → tij
(
µn,j
µn,j−s
) (
λj
λj+s
)
, for the n-th server, and likewise,
the transformation for the blocking system is given by tij → tijβ(µ(j); s)
(
λj
λj+s
)
. Let us
denote the largest eigenvalue of the transformed matrix for the n-th server by χ(n)AS , and
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that of the transformed matrix for the blocking system by χAS. Therefore, the decay
rates are found as
θn = sup{s > 0 | χ(n)AS(s) ≤ 1},
θ = sup{s > 0 | χAS(s) ≤ 1}.
(4.5.1)
After normalisation of the right eigenvectors, we compute the bounds on the tail proba-
bilities of the steady-state waiting times using formulas in (4.1.13) and (4.2.2). To see the
quality of our bounds, we simulated the system with the modulating chain having 64
states. See Figure 4.2 for work-conserving systems and Figure 4.3 for blocking systems
to compare our bounds against empirical CCDFs.
4.6 further extensions
In the following, we discuss how the results obtained in this chapter can be further
extended to cover wider application scenarios.
4.6.1 Design of Proactive Mechanisms
Markov-additive processes are capable of modelling not only reactive but also proac-
tive systems. In Section 4.5, we modelled the changing environment with a Markov
chain {Ck}k∈N0 and devised a reactive mechanism. For many applications, reactive
mechanisms may be expensive, and it is profitable to be able to anticipate the changes
in the environment and act accordingly (e.g., set the service rates). Our Markov-additive
process framework allows for such a proactive provisioning (see Figure 4.1). In this cou-
pled model, the distribution of the increments XAn,k+1, for each n ∈ [N], will also depend
on Ck. Such a provisioning is promising as it allows for a notion of agility and adap-
tation in parallel server systems. The preparedness aimed for in proactive provisions
could potentially reduce cost and yield a smoother transition.
4.6.2 Replication with purging
Redundancy techniques have become increasingly popular over the last few years as a
tool to decrease latency. For instance, in Vulimiri et al. (2013), the authors, based on
empirical study, argue that redundancy can be effective in reducing latency in a large
class of applications. The authors in Joshi, Soljanin, and Wornell (2017) model a cloud
computing set-up as an FJ system with identical servers and study various redundancy
techniques thoroughly. Such techniques typically create redundant tasks for each job
with the hope of achieving smaller response times because creation of redundant jobs
mitigates the synchronisation constraint at the output (see Figure 2.1) either entirely (in
case of full replication) or partially (in case of partial replication, e.g., (n, k) Fork-Join in
Joshi, Soljanin, and Wornell (2017)). In Poloczek and Ciucu (2016), the authors discuss
replication strategies and compute probability bounds on response times. Based on
the bounds, they also devise a replication strategy that improves the stability region of
classical FJ systems. In this section, we show that our Markov-additive framework for
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a general FJ system developed in Section 4.1 can be immediately applied to study a
purging replication strategy in an FJ system.
A purging replication strategy assigns (or replicates) each incoming job to each of the
N available servers without splitting. Since there is no division of workload, there is
no need to wait for all servers to finish executing their tasks. As such, a job leaves the
system as soon as any of its N tasks, which are identical copies of the job itself, is exe-
cuted. Therefore, there is no inherent synchronisation constraint at the output. Purging
enforces that as soon as the first server executes its task, all other servers immediately
discontinue their tasks at that time and take up the task of the next job, if available.
The servers are therefore work-conserving. Although it appears to be different from the
model described in Section 4.1 because of the absence of the output synchronisation, it
can be viewed as a special case of our model by means of a simple analogy. As done
in case of an FJ system with blocking servers in Section 4.2, an FJ system with N het-
erogeneous work-conserving servers governed by a purging replication strategy can be
viewed as a hypothetical work-conserving system with a single server whose service
times are now distributed as S˜i
D
= minn∈[N] Sn,i. Therefore, the steady-state waiting
time has the following representation
W˜ D= max
k∈N0
Zk with Zk :=
k
∑
i=1
ZAi , (4.6.1)
where ZAi := minn∈[N] Sn,i − Ai for all i ∈N and set Z0 := 0. Also define
ρk(s) := k−1 logE[exp
(
sZk
)
], and ρ(s) := lim
k→∞
k−1 logE[exp
(
sZk
)
].
The upper bound on the tail probabilities of the steady-state waiting times can then
be derived directly from Theorem 4.1.2. Therefore, we have the following corollary to
Theorem 4.1.2. The transformed kernel L˜ is calculated using (4.1.5).
Corollary 4.6.1 (Replication with purging). Consider an FJ system with N parallel work-
conserving servers governed by a purging replication strategy. Then, we have
1. For all s ∈ Dρ, exp(ρ(s)) is the simple maximal eigenvalue of L˜ and the corresponding
right eigenfunction {r˜(c, s); c ∈ E} satisfying
exp
(
ρ(s)
)
r˜(c, s) =
∫
R
L˜(c, dτ; s)r˜(τ, s),
is positive and bounded above.
2. Tail probabilities of the steady-state waiting time defined in (4.6.1) are bounded above by
P(W˜ ≥ w) ≤ ϕ(θ) exp(−θw), (4.6.2)
where θ := sup{s > 0 | ρ(s) ≤ 0} and ϕ(s) := ess sup{1(Z1 > 0)/r˜(C1, s)} after
having normalised r(., θ) so that E[r˜(C0, θ)] = 1.
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Example 4.6.1. Suppose the arrival process is renewal, i.e., E = {1}. Then, instead of
solving an eigenvalue problem, we solve a nonlinear equation involving the MGF and
the Laplace transform of the service times and the inter-arrival times. Suppose the ser-
vice times of the n-th server are exponentially distributed with rate µn, for n ∈ [N]. Also
assume the inter-arrival times are exponentially distributed with parameter λ. Since
the minimum of a finite collection of exponential random variables is itself exponen-
tially distributed, the decay rate θ in Corollary 4.6.1 is found by solving the following
equation (
∑n∈[N] µn
∑n∈[N] µn − θ
)(
λ
λ− θ
)
= 1,
which yields a closed-form solution θ = ∑n∈[N] µn − λ. The upper bound on the tail
probabilities is then found by plugging in this value of θ in (4.6.2).
Interestingly, we would have obtained the same decay rate if we had one single server
with combined capacity, i.e., whose service times were exponentially distributed with
rate ∑n∈[N] µn. Therefore, as far as the asymptotic decay rate of the tail probabilities
of the steady-state waiting times is concerned, an FJ system with N work-conserving
servers governed by a purging replication strategy has the same performance as a queue-
ing system with one single server whose service rate is equal to the total of the individual
service rates. It is remarkable that even a simple bound such as the one obtained in this
example can present such insights into the performance of nontrivial FJ systems with
replication strategies.
4.6.3 Renewal Processes as a special case
Several previously known results on Fork-Join systems where a renewal arrival process
was assumed (e.g., the renewal cases in KhudaBukhsh, Rizk, et al. (2017) and Rizk,
Poloczek, and Ciucu (2015), and also the FJ system in Chapter 3) can be retrieved by
setting E = {1}. In this case, following Algorithm 4.1 and Algorithm 4.2, the bounds
turn out to be
P(W ≥ w) ≤ ∑
n∈[N]
exp
(−θnw), and P(W ′ ≥ w) ≤ exp(−θw), (4.6.3)
where
θn = sup{s > 0 | E[exp
(
sSn,1
)
]E[exp
(−sA1)] ≤ 1},
θ = sup{s > 0 | E[exp(s max
n∈[N]
Sn,1
)
]E[exp
(−sA1)] ≤ 1}.
This further enhances the applicability of our results.
In the next chapter, we shall apply the results obtained for general FJ systems in the
previous and the current chapter to the collaborative uploading problem discussed in
Section 1.1. In particular, we shall use the bounds to devise uploading strategies for this
scenario.
5
C O L L A B O R AT I V E U P L O A D I N G
In this chapter, we consider the collaborative uploading problem described in Section 1.2.
Our goal is to find optimal collaborative uploading strategies. We differentiate between
the intermittent (devices such as sensors sending data on a coarse time scale) and the
continuous collaborative uploading (devices continuously streaming video footage, e.g.,
using Facebook Live (Facebook Live 2018), Perisope (Twitter, Inc 2018) ) cases and study
them separately.
We analyse replication and allocation strategies for the collaborative uploading sce-
nario. For the continuous stream uploading case, we use an FJ queueing system for-
mulation that captures the ability to split data into chunks that are transmitted over
multiple paths, and finally merged when all chunks are received. The results developed
in Chapters 3 and 4 are utilised to design optimal strategies for the stream uploading
case. We provide closed-form expressions for the mean upload latency in the inter-
mittent uploading case, allowing a comparison between a replication and an allocation
(splitting) strategy. We find optimal strategies for given path latencies. In doing so, we
also show numerical results suggesting near-optimality of the proportional allocation.
5.1 modelling approach
Here, we present an overview of our approach, which consists of (i) defining an ap-
propriate performance metric, and (ii) framing an appropriate optimisation problem
thereafter.
the intermittent case We characterise the intermittent case as one where the
time intervals between two successive uploads are so large that there is no self-induced
queueing. Then, aspects such as cross-traffic can be described by means of the statistical
properties of the path latencies alone. A primary device uploading data intermittently
aims to minimise the upload latency, i.e., the time until the data reaches the cloud. Given
multiple paths, the primary device may split the data into chunks that are transmitted
or replicated over the available paths. The upload latency being a stochastic quantity, it
is natural to consider its mean as a performance metric and optimise it over all possible
splitting/replication configurations. In Section 5.2, we express the upload latency as an
order statistic of the individual upload times over the different paths, making the theory
of order statistics a useful tool in our analysis.
the stream uploading case In the case of continuous upload of a data stream,
e.g., a primary device uploading a live video to the cloud, there is a notion of waiting
before each data chunk can be uploaded and hence, that of queueing. We call the event
of new data generation and passing by the application to the lower layers on the primary
device, an arrival of a new data batch. Each data batch is split into chunks of various
sizes that are transported over several paths. Paths are characterised by a random service
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time required to transport the assigned chunks. Finally, the data batch reaches the cloud
when all of its chunks are received. Therefore, such systems are naturally modelled as
FJ queueing systems.
5.2 intermittent collaborative uploading
In the following we consider the intermittent uploading case of data of size K over
N possibly heterogeneous paths (e.g., sensor or monitoring devices uploading data on a
coarse time scale). Assume that the data can be divided into N smaller chunks consisting
of packets. Then, every k = (k1, k2, . . . , kN) ∈ Λ(N, K) is a valid allocation vector, where
ki denotes the number of packets to be sent via path i and Λ(N, K) denotes the set of
all non-negative integer solutions to the Diophantine equation ∑Ni=1 ki = K, for N, K ∈
N. We denote the random amount of time taken to transport the j-th packet out of
the ki packets allocated to path i by Di,j. Here, Di,j may capture different phenomena
that impact the transmission time over a path, such as resource allocation, transmission
collisions, and retransmissions. Assume that for each i ∈ [N], the random variables Di,j’s
are mutually independently distributed1. Recall that the data consisting of K packets can
be reconstructed only after all the packets have arrived. Therefore, the upload latency
can be expressed as D := max(D(k1)1 , D
(k2)
2 , . . . , D
(kN)
N ) where D
(ki)
i := ∑
ki
j=1 Di,j for ki > 0
denotes the amount of time taken by path i to transport ki packets, and by convention,
D(0)i := 0 ∀i ∈ [N]. The random variable D measures the total amount of time taken to
transport all the packets over N different paths. In this work, we consider
ψ(k) := E[D] = E[max(D(k1)1 , D
(kN)
2 , . . . , D
(kN)
N )] ,
the expected upload time given an allocation k, as our performance metric. The density
function of D(ki)i is given by the ki-fold self-convolution of the density function of Di,j
due to independence. Let us denote the Cumulative Distribution Function (CDF) of
D(ki)i by F
(ki)
i . Stacking into a column vector F
(k) := (F(k1)1 , F
(k2)
2 , . . . , F
(kN)
N )
T, we express
the expected values of the order statistics of D(k1)1 , D
(k2)
2 , . . . , D
(kN)
N as an operator µ on
F(k) (see Remark C.1.1 in Appendix C.1.1). Since ψ(k) is the first moment of the N-th
order statistic, we get
ψ(k) = µN F(k) = ∑
j∈[N]
(−1)j+1Mj F(k), (5.2.1)
where µN and Mj are operators defined in Appendix C.1.1. The optimal allocation is
found by minimising ψ, i.e.,
kopt := argmin
k∈Λ(N,K)
ψ(k). (5.2.2)
Note that when the path characteristics are unknown, we can perform statistical infer-
ence. In the following, we show some illustrative examples with computable kopt before
generalising this allocation scheme to include replication strategies.
1 Mutual independence, although not necessary for the subsequent analysis, is assumed for the sake of sim-
plicity. In order to account for possible dependencies observed in real-world applications, one needs to addi-
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Figure 5.1: The canonical two-path case. We plot the mean upload latency as a function
of the number of packets allocated to path 1 out of overall 50 packets. (Left) Both
paths have exponentially distributed delays. The rate of the first path λ1 is increased
from 1 to 50, while that of the second path is fixed at λ2 = 2. Note the shift in the
optimal allocation as λ1 increases. (Right) Path 1 has Weibull delay with (scale, shape)
parameters given in the legend while path 2 has lognormal delay with parameters 0 and
0.25. Observe that the optimal allocation is indeed close to the proportional allocation.
5.2.1 The canonical two-path case
Let us consider the problem of finding the optimal allocation over two heterogeneous
paths. Let k ∈ Λ(2, K) denote our allocation. The corresponding upload latency is given
by D := max(D(k1)1 , D
(k2)
2 ) and its mean is given by
ψ(k) = µ2 F(k) = E[D
(k1)
1 ] + E[D
(k2)
2 ]−
∫ ∞
0
(1− F(k1)1 (x))(1− F(k2)2 (x))dx. (5.2.3)
Suppose the packet latencies D1,j and D2,j are exponentially distributed with rates λ1
and λ2. Then, setting p =
λ1
λ1+λ2
, q = 1− p, and r = 1λ1+λ2 , the expected upload time is
ψ(k) =
k1
λ1
+
k2
λ2
− r
k1−1
∑
n1=0
k2−1
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 .
Algebraic manipulation yields
ψ(k1, k2) ⋛ ψ(k1 + 1, k2 − 1) ⇐⇒
Ip(k1, k2)
I1−p(k2 − 1, k1 + 1) ⋛
λ2
λ1
,
where Ix(a, b) is the regularised β-function. This allows finding the optimal allocation
kopt (see Appendix C.2). When K is large, the optimal strategy can be found by numeri-
cally solving the following nonlinear equation
Ip(x, K− x)
I1−p(K− x− 1, x + 1) − (
1
p
− 1) = 0.
tionally specify a correlation structure for these variables. This step is application-specific and is not easy in
general. We do not attempt that here.
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In this case, the optimal allocation on path 1 is one of the two nearest integers producing
a lower mean upload latency.
In Figure 5.1, we consider the canonical two-path scenario for different choices of
path-specific delay distributions and show the mean upload latency as a function of the
number of packets on path 1. For distributions not admitting a closed-form expression
for the mean upload latency, e.g., Weibull, lognormal, we performed numerical integra-
tion.
Remark 5.2.1 (Near-optimality of proportional allocation: a comparison with Wen and
Sun (2007) and G. Zhang et al. (2011)). The two-path scenario has been studied in Wen
and Sun (2007) and G. Zhang et al. (2011) for the exponential delay model. The authors,
however, do not compute a closed-form expression for the mean upload latency and
only provide the following upper bound, based on a Chernoff technique
ψ(k1, k2) ≤ max
{
k1
λ1
,
k2
λ2
}
+
√
2π(
√
k1
λ21
+
√
k2
λ22
) (due to G. Zhang et al. (2011)).
Based on the above bound, the authors characterise the optimal allocation as being
either the proportional allocation, i.e., (k1, k2) = (Kp, K−Kp) or the winner-takes-it-all
allocation, i.e., (k1, k2) = (K, 0). In contrast, we provide exact closed-form expression
for the mean upload delay and find the optimal allocation kopt. Interestingly, we
observe near-optimality of the proportional allocation, e.g., as shown in Figure 5.2
(left) for exponential path delays. In Figure 5.1, we see that similar conclusions hold
for Weibull and lognormal delays as well.
5.2.2 The N-path case with exponential delays
We next consider the general case of N paths available for uploading K packets of data.
Suppose the i-th path has exponential delay with rate λi. The mean upload latency of
the allocation k ∈ Λ(N, K) is given by
ψ(k) = ∑
S∈{A⊆[N]:A ̸=ϕ}
(−1)|S|+1 ∑
0≤ni≤ki−1:i∈S
(
∏
i∈S
λ
ni
i
ni!
)
× Γ(∑i∈S ni + 1)
(∑i∈S λi)∑i∈S ni+1
.
The derivation is provided in Appendix C.2, where we also present additional numerical
examples.
5.2 intermittent collaborative uploading 57
0 20 40 60 80 100
Number of packets
10
20
30
40
50
60
70
P
ac
ke
ts
on
pa
th
1 Optimal
Proportional
0 20 40 60 80 100
Number of packets
−15
−10
−5
0
5
10
15
S
yn
ch
ro
ni
za
ti
on
co
st λ2 = 0.05
λ2 = 0.10
λ2 = 0.25
Figure 5.2: (Left) Near-optimality of proportional allocation. The number of packets al-
located to path 1 versus the overall number of packets (data size) for two exponentially
distributed path latencies with parameters λ1 = 4 and λ2 = 2. (Right) The synchroni-
sation cost as a function of data size. We consider two paths having exponential delays
with rates λ1 = 1 and λ2 in the legend. Recall from (5.2.5) that positive (negative) syn-
chronisation cost implies superiority of replication (allocation). For large data sizes, it
is better to allocate than to replicate. However, if one of the paths is much slower com-
pared to the other one, the synchronisation cost is high and consequently, replication
may become profitable.
Remark 5.2.2 (Upper bound on the mean upload latency). In certain situations
the mean upload latency can not be obtained in closed-form. However, following
Boucheron, Lugosi, and Massart (2013), we can obtain the following upper bound on
the mean upload latency
ψ(k1, k2, . . . , kN) ≤ inf
y∈∩i∈[N]Dκi
1
y
log( ∑
i∈[N]
κi(y)), (5.2.4)
where κi(y) := E[exp
(
yD(ki)i
)
]. As before, our strategy will be to minimise the right
hand side of the above inequality.
The allocation strategies discussed so far inherently impose a synchronisation con-
straint at the destination. At a certain overhead, one way to circumvent this synchroni-
sation constraint is replication, which we consider next.
5.2.3 Replication strategies
A basic replication strategy is to send the entire data over all available paths and take
the first chunk that arrives at the destination. Replication strategies are known to reduce
latency in some regimes (Vulimiri et al. 2013). However, an apparent drawback is their
overuse of resources, e.g., higher energy consumption. Roughly put, replication replaces
the max operation (requiring the last chunk to arrive to complete the data at the receiver)
with a min operation (taking the first to arrive at the receiver). However, the min op-
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eration is taken over elements that stochastically dominate the elements over which the
max operation is taken. This poses an interesting trade-off: when should we replicate, and
not allocate?
In the basic replication case, the upload latency is D := min(D(K)1 , D
(K)
2 , . . . , D
(K)
N )
where D(K)i := ∑
K
j=1 Di,j. Our objective remains minimising the mean upload latency
ϕ(N, K) := E[D] = E[min(D(K)1 , D
(K)
2 , . . . , D
(K)
N )] = µ1 F
(Kυ) ,
where υ is an N-dimensional vector of all ones and F(Kυ) = (F(K)1 , F
(K)
2 , . . . , F
(K)
N ). We
favour the replication strategy if ϕ(N, k) is smaller than the mean upload latency of any
allocation k ∈ Λ(N, K), i.e., if ϕ(N, K) ≤ mink∈Λ(N,K) ψ(k). In relation to the question of
replication versus allocation, we introduce next the notion of synchronisation cost.
synchronisation cost Suppose all available paths are used for transmission and
let Λ∗(N, K) := {k = (k1, k2, . . . , kN) ∈ Λ(N, K) | ki > 0 ∀ i ∈ [N]} denote the
reduced set of valid allocations. Within Λ∗, an allocation can be worse than a replication
essentially because of the synchronisation at the destination, i.e., because of some paths
being much slower than others. In order to compare with a replication strategy, we
define the synchronisation cost given N paths and data size K as
χ(N, K) := min
k∈Λ∗(N,K)
ψ(k)− ϕ(N, K) = min
k∈Λ∗(N,K)
µN F(k) − µ1 F(Kυ). (5.2.5)
If χ is positive, replication yields smaller mean upload latency and hence, is preferred.
If χ is negative, we prefer allocation over replication. Intuitively, if the data size is large,
we expect the cost of redundancy to be high and χ to be negative.
Consider the canonical two-path example with exponential delays from Section 5.2.1.
A straightforward computation of µ1 F(Kυ) yields the following closed-form expression
of the synchronisation cost defined in (5.2.5),
χ(2, K) = min
(k1,k2)∈Λ∗(2,K)
ψ(k1, k2)− r
K−1
∑
n1=0
K−1
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 .
In Figure 5.2, we show the synchronisation cost as a function of the data size K. As the
data size increases the cost of redundancy worsens the performance of replication. Con-
sequently, an allocation strategy is preferred for large data. However, the zero-crossing
data size seen in Figure 5.2, which marks the regimes where replication and allocation
are more beneficial, shifts depending on path heterogeneity.
5.2.4 Combined allocation and replication: an (N, r)-strategy
Here, we present a variant of the replication strategy, called the (N, r)-strategy. An
(N, r)-strategy splits data of size K into N smaller chunks so that the data batch can
be reconstructed from any r out of the N chunks. One of the ways to achieve such a
splitting is to use Erasure codes, e.g., Maximum Distance Separable (MDS) codes (Joshi,
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Soljanin, and Wornell 2017). Note that an (N, N)-strategy corresponds to allocation and
an (N, 1)-strategy, to replication. In order to formulate an (N, r)-strategy, we define
Υ(N, r, K) := {k ∈ [K]N | ∑
i∈S
ki ≥ K ∀ S ⊆ [N] , | S |= r}.
We call a k ∈ Υ(N, r, K) an (N, r)-allocation for data of size K. The data is received
as soon as the first r out of N chunks arrive at the destination. Let the order statistics
corresponding to D(k1)1 , D
(k2)
2 , . . . , D
(kN)
N be denoted by C1 ≤ C2 ≤ . . . ≤ CN . The mean
upload latency for k ∈ Υ(N, r, K) is given by
ηr(k) := E[Cr] = µr F(k). (5.2.6)
Example 5.2.1 (Example of an (N, r)-strategy). Suppose we have three paths with expo-
nential delays with parameters λ1,λ2 and λ3. Define, for i = 1, 2, 3, pij =
λi
λi+λj
, qij =
1− pi,j, rij = 1λi+λj and p
(i)
123 =
λi
λ1+λ2+λ3
, r123 = 1λ1+λ2+λ3 . The mean upload latency
corresponding to a (3, 1)-allocation (replication) k = (k1, k2, k3) ∈ Υ(3, 1, K) is given by
µ1 F(k) = η1(k) = r123
k1−1
∑
n1=0
k2−1
∑
n2=0
k3−1
∑
n3=0
(n1 + n2 + n3)!
n1!n2!n3!
(
p(1)123
)n1 (
p(2)123
)n2 (
p(3)123
)n3
.
For a (3, 2)-allocation k ∈ Υ(3, 2, K), the mean upload latency, µ2 F(k) is given by
µ2 F(k) =M2 F(k) − 2M3 F(k)
=r12
k1−1
∑
n1=0
k2−1
∑
n2=0
(n1 + n2)!
n1!n2!
pn112q
n2
12 + r23
k2−1
∑
n2=0
k3−1
∑
n3=0
(n2 + n3)!
n2!n3!
pn223q
n3
23
+ r31
k3−1
∑
n3=0
k1−1
∑
n1=0
(n3 + n1)!
n3!n1!
pn331q
n1
31 − 2η1(k).
Note that a (3, 3)-allocation corresponds to simple allocation (see Section 5.2.2 and Khud-
aBukhsh, Alt, et al. (2017)). The derivations are provided in Appendix C.2.
For a fixed r, the optimal (N, r)-allocation is given by k(r)opt := argmink∈Υ(N,r,K) ηr(k).
We can, however, further improve the performance by optimising over r. In order to
measure the performance of an allocation k compared to the optimal one, we define the
regret of an (N, r)-allocation k as
γ(k) := ηr(k)− min
r∈[N]
ηr(k
(r)
opt). (5.2.7)
In Figure 5.3, we consider three heterogeneous paths with exponential delays. We find
the optimal allocation by minimising the regret. Interestingly, the optimal allocation is
neither a (3, 1) replication, nor a (3, 3) allocation, but rather a (3, 2)-allocation.
5.3 stream uploading
Now, we analyse collaborative uploading for continuous data streams using an FJ queue-
ing model. An example scenario is the continuous upload of video data using multiple
paths. We consider a rigid allocation strategy based on the probabilistic bounds on the
steady-state waiting times derived in Chapters 3 and 4.
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Figure 5.3: Optimal allocation by minimising regret: the lines specify different (3, 2)-
allocations. For example, the line joining 1, 5, and 6 corresponds to the allocation (1, 5, 6).
Valid (3, 2)-allocations require the combined size of any 2 chunks to be at least the data
size, here, 6. The darkness/thickness of the shades is inversely proportional to the
regrets defined in (5.2.7). The allocation (5, 1, 5) (the thickest line), achieves zero regret
and hence, is the optimal one. We assume exponential delays with rates 1, 5 and 10 in
order of increasing path indices.
5.3.1 Rigid allocation based on steady-state bounds
We define the waiting time of an incoming data batch as the amount of time it waits
until the last of its chunks starts getting uploaded. Consider the steady-state waiting
time W. Following the work in Chapters 3 and 4, for a given allocation k ∈ Λ(N, K) and
independent service times, we get
P(W ≥ σ) ≤ exp(−θ˜σ) ∑
i∈[N]
exp
(−(θi − θ˜)σ), (5.3.1)
where θi > 0 is given by a condition involving the Laplace transforms of the inter-arrival
times and the service times for ki packets and θ˜ := mini∈[N] θi. See Theorem 3.1.1. Here,
θ˜ is the effective decay rate of the tail probability in the sense of an LDP, and assesses
the quality of a given allocation (the higher the decay rate, the better).
Reducing the waiting times is equivalent to maximising the effective decay rate. Treat-
ing θ˜ as a function of the allocation, the optimal allocation is given by
kopt := argmin
k∈Λ(N,K)
θ˜(k). (5.3.2)
Example 5.3.1 (The canonical two-path scenario). Suppose we have two heterogeneous
paths with exponential delays. Let the rates of the exponential distributions be λ1 and λ2.
Also, suppose the arrival process is renewal with exponentially distributed inter-arrival
times. Let the rate of the inter-arrival distribution be λa.
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Figure 5.4: Canonical two-path sce-
nario for collaborative stream upload-
ing. The effective decay rate θ˜ from
(5.3.1) as a function of the number of
packets sent via path 1 out of overall
30 packets. Both paths have exponen-
tial delays. We vary the rate of the first
path λ1 as shown in the legend and
keep the rate of the second path fixed
at λ2 = 40. The inter-arrival times are
exponentially distributed with rate 0.5.
Here too, we observe near-optimality
of the proportional allocation.
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Consider an allocation k := (k1, k2) ∈ Λ(2, K). Then, S(k1)1,1 and S(k2)2,1 are gamma
distributed with shape and scale parameters (k1,λ1) and (k2,λ2) respectively. Then θ1
and θ2 are the solutions of the following two equations(
1− θ1
λ1
)−k1 (
1+
θ1
λa
)
= 1,(
1− θ2
λ2
)−k2 (
1+
θ2
λa
)
= 1.
Solving the above two equations, we get the effective decay rate as
θ˜ = min (θ1, θ2) . (5.3.3)
In Figure 5.4, we show how the effective decay rate depends on the data size K. Plot-
ting the effective decay rate θ˜ as a function of the number of packets on path 1, we
find the optimal allocation (yielding the largest decay rate). We also observe the near-
optimality of the proportional allocation. In Appendix C.3, we also consider the two-
path scenario with non-exponential path latencies. See Figure C.2.
stream uploading in changing environments The approach presented above
can be easily extended to account for changing environments. In order to account for the
changing environments, we can model the FJ system representing the stream uploading
scenario as a Markov-additive process as we did in Chapter 4. To be specific, we assume
the path latencies are Markov-modulated by an exogenous Markov chain2. Please note
that the definition of the waiting times remains the same as before. However, the bound
on the tail probabilities of the steady-state waiting time changes. From (4.1.13) in Theo-
2 The results developed in Chapter 4 allow us to modulate the inter-arrival as well as service times by an
exogenous Markov chain. For our collaborate uploading problem, the inter-arrival times correspond to data
generation times, which need to be modelled to be modulated by an exogenous Markov chain. Therefore, we
only assume the path latencies are modulated by the Markov chain.
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rem 4.1.2, we get the following upper bound on the tail probabilities of the steady-state
waiting times W,
P(W ≥ w) ≤ ∑
n∈[N]
ϕn(θn) exp
(−θnw), (5.3.4)
where the quantities θn, ϕn are as described in Theorem 4.1.2. Once we have obtained
the above bound, we can carry out the optimisation as before to generate the optimal
stream uploading strategy.
In this chapter, we optimised allocation and replication strategies for the collaborative
uploading scenario described in Section 1.1. For the intermittent uploading case, we
provided closed-form expressions for the mean upload latency. We posed the contin-
uous stream uploading case as an FJ queueing model with varying burstiness of the
data traffic to be uploaded, and of the paths’ service. Optimal strategies are obtained
by minimising the upper bounds on the tail probabilities of the steady-state waiting
times derived in Chapters 3 and 4. Having obtained optimal collaborative uploading
strategies for both the intermittent as well as the stream uploading cases, we shall next
focus on two special class of queueing systems in the next two chapters of the thesis.
In particular, we shall now relax the output synchronisation that is inherent to the FJ
queueing systems. In the next chapter, we shall study parallel queueing systems with fi-
nite buffers and discuss preliminary ideas on optimal probabilistic scheduling. We shall
provide a prefatory formulation of a parallel queueing system with exogenous modula-
tion. The main theme in the Chapters 6 and 7 will be the use of random time change
representation of Markov processes.
6S C H E D U L I N G I N F I N I T E - B U F F E R Q U E U E I N G S Y S T E M S
A significant proportion of classical queueing theory literature is concerned with the
stability of queueing systems. In a stable queueing system, queue lengths do not explode
to infinity, but are nevertheless allowed to be unbounded stochastic processes. One often
looks for technical assumptions on the arrival process (relative to the service processes)
that ensure stability of the queueing system. This is often achieved by establishing
positive recurrence of the queue length process.
In real-life applications of queueing theory, the assumption of unbounded queues is
often not tenable. In such a situation, we say the queueing system has a finite buffer,
borrowing the term from communication networks. Let us use the term “buffer length”
to denote the capacity of the buffer. For example, if the buffer length is some integer
K, customers arriving when the present queue length is K are not added to the queue
and are permanently lost (see Figure 6.1). Drawing analogy to communication networks
again, we call the lost customers “dropped packets”.
The main objective of this preliminary study is to analyse transient queueing systems
with finite buffers. We present a prefatory formulation of probabilistic scheduling in
finite-buffer queueing systems under exogenous modulation. Finally, we present a scal-
ing limit of finite-buffer queueing systems when the number of servers increases to in-
finity for a Cost-Based Queue-Aware (CBQA) randomised scheduling algorithm, called
Join-Minimum-Cost (JMC) scheduling algorithm, which is a generalisation of the ran-
domised job assignment scheme discussed in Mukhopadhyay, Karthik, and Mazumdar
(2016).
6.1 model
We shall first study a single-server queueing system before generalising to multiple-
server systems. We shall use random time change representation (Ethier and Kurtz
1986, Chapter 6) throughout for the key stochastic processes. Let T := [0, T], for some
T > 0, be the fixed time interval of interest.
6.1.1 Single-server queueing systems
Let us consider a single-server queueing system with a finite buffer. Let K ∈ N be
the buffer length. Let the arrival process be a Poisson process with intensity λ and the
service times be distributed as exponential random variables with rate µ. The services
times and inter-arrival times are assumed to be independent of each other and among
themselves. Therefore, the queue length process X can be represented as
X(t) = X(0) +Y1(
∫ t
o
α(X(s))ds)−Y−1(
∫ t
0
β(X(s))ds), (6.1.1)
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Figure 6.1: Description of the infinite hypothetical container. We consider a single-server
queueing set-up with a finite buffer. Dropped packets are assumed to be accumulated in
a virtual container with infinite capacity. Note that the virtual container is not a server.
Therefore, there is no departure from the container.
where Y1, Y−1 are independent unit-rate Poisson processes and the intensities α, β :
N0 −→ R+ are given by
α(x) := λ1(x < K) (6.1.2)
β(x) := µ1(0 < x ≤ K). (6.1.3)
In order to model the loss process, we assume there is a hypothetical container where
all the dropped packets are accumulated. The hypothetical container is assumed to
have infinite capacity. Whenever the buffer is full, i.e., the queue length is K, all incom-
ing packets are lost. Lost packets are assumed to be accumulated in the hypothetical
container.
The total loss process L keeps track of the cumulative count of dropped packets till a
given instant of time. It is essentially the “queue length” at the hypothetical container.
From a mathematical perspective, it behaves like a pure birth process, whose birth rate
depends on an exogenous factor (the queue length). Therefore, it satisfies the following
stochastic equation
L(t) = L(0) +Y0(
∫ t
0
γ(X(s))ds), (6.1.4)
where Y0 is a unit Poisson process and the intensity γ : N0 −→ R+ is given by
γ(x) := λ1(x = K). (6.1.5)
Note that the process L itself is not Markovian, but the joint process (X, L) is Markovian
on the state space {0, 1, 2, . . . , K}×N0. The expected total loss can be found as a solution
to the following integral equation
E[L(t)] = E[L(0)] +
∫ t
0
λP(X(s) = K)ds (6.1.6)
We can use (6.1.6) for performance evaluation purposes. In particular, we can treat
the service rate µ as our control variable and pose an optimal control problem for the
queueing system.
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Note that the probability P(X(s) = K) can be obtained by solving the Kolmogorov
equations or the CMEs associated with (X, L). Writing pt(x, y) := P(X(t) = x, L(t) = y),
the CMEs are given by
d
dt
pt(x, y) =

γ(x)pt(x, y− 1) + α(x− 1)pt(x− 1, y)
+ β(x + 1)pt(x + 1, y)− (α(x) + β(x) + γ(x)) pt(x, y) if x, y ≥ 1,
α(x− 1)pt(x− 1, 0) + β(x + 1)pt(x + 1, 0)
− (α(x) + β(x) + γ(x)) pt(x, 0) if x ≥ 1, y = 0,
µpt(1, y)− λpt(0, y) if x = 0, y ≥ 0.
Marginalising out L, and writing qt(x) := P(X(t) = x), we only need to solve the
following ODEs
d
dt
qt(x) =

µqt(1)− λqt(0) if x = 0,
λqt(x− 1) + µqt(x + 1)− (λ+ µ) qt(x) if x = 1, 2, . . . , K− 1,
λqt(x− 1)− (λ+ µ)qt(x) if x = K.
Remark 6.1.1. In practical applications, the buffer lengths are often not prohibitively
large. Therefore, solving the above (K + 1) ODEs is usually feasible. In fact, the
stationary probabilities can also be calculated analytically. Note that the present single-
server queueing system with finite buffer is the same as the M/M/1/K + 1 model
for which the above computations can also be carried out without the random time
change representation (see Bolch et al. (2006, Chapter 6), for example). However, the
random time change representation is often very convenient to work with analytically,
especially for proving asymptotic results. We shall explore those possibilities later on.
6.1.2 N-server queueing system
Suppose we have N servers available. Let Ki denote the buffer length of the i-th queue,
for i ∈ [N]. Let Xi(t) denote the queue length at the i-th buffer, for i ∈ [N]. For this N-
server queueing system, we additionally have a notion of scheduling, which we assume
is probabilistic. Let π := (π1,π2, . . . ,πN) be a probability vector, i.e., πi ≥ 0 for all
i ∈ [N] and π1 + π2 + . . . + πN = 1. When all buffers are not full, an incoming packet
is allocated to the i-th server with probability πi. However, when a subset of the buffers
are full, we modify the probabilities so that packets are dropped only when all buffers
are full. The modification of server selection probability is done by removing from
consideration the buffers that are full and apportioning unity into only the buffers that
are not full. Therefore, if the i-th server is not full, we change its selection probability
from πi to πi/∑j:1(Xj<Kj) πj. In particular, if the i-th server is the only one that is not
full, an incoming packet is allocated to the i-th server with probability one. Let µi denote
the service rate of the i-th server.
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As before, we denote the total loss process by L. Write X(t) = (X1(t), X2(t), . . . , XN(t)).
Then, (X, L) satisfies the following stochastic equations
Xi(t) = Xi(0) +Y1,i(
∫ t
0
αi(X(s))ds)−Y−1,i(
∫ t
0
βi(X(s))ds), (6.1.7)
L(t) = L(0) +Y0(
∫ t
0
γ(X(s))ds), (6.1.8)
where Y1,i, Y−1,i and Y0 are independent unit Poisson processes and the intensities αi, βi,γ :
NN0 → R+ are defined as follows
αi(x) =
{
λπi/∑j∈[N] πj1(xj < Kj) if xi < Ki,
0 otherwise,
(6.1.9)
βi(x) = µi1(0 < xi ≤ Ki), (6.1.10)
γ(x) = λ1(x = (K1, K2, . . . , KN)). (6.1.11)
The expected total loss satisfies the following integral equation
E[L(t)] = E[L(0)] +
∫ t
0
λP(X(s) = (K1, K2, . . . , KN))ds. (6.1.12)
In order to compute E[L(t)] using (6.1.12), we first compute the probability P(X(s) =
(K1, K2, . . . , KN)), which we compute, as before, by solving the corresponding CMEs. In
Appendix D.1, we show an example.
6.2 optimal scheduling in N-server queues with finite buffers
In this section, we discuss how the probabilistic scheduling in the N-server queueing
system with finite buffers can be optimised. The main idea is to minimise the expected
total loss, which serves as our performance metric in this work. Therefore, we look
for a probability vector π that minimises the total expected loss. That is, the optimal
probabilistic scheduling corresponds to
πopt := argmin
π
E[L(T)], (6.2.1)
treating E[L(T)] as a function of π. Standard gradient descent-type optimisation meth-
ods can be used to compute πopt numerically.
Remark 6.2.1 (Extension to other known scheduling algorithms). Deterministic sched-
ules are naturally a special case of the probabilistic schedule. Moreover, note that the
function αi’s can be appropriately modified to reflect other known scheduling algo-
rithms. For instance, making αi one when the queue length at the i-th server is the
shortest of all queue lengths, i.e., Xi = min{X1, X2, . . . , XN} enables us to incorporate
the Join-Shortest-Queue (JSQ) routine. Similarly, introducing a hierarchical rule that
first looks for empty buffers and apportions unity among buffers that are empty will
enable us to incorporate the Join-Idle-Queue (JIQ) routine. In fact, by choosing the
αi’s appropriately, we can design various innovative scheduling algorithms, such as a
mixed strategy by combining two or more different scheduling strategies.
6.3 queueing systems with exogenous modulation 67
6.3 queueing systems with exogenous modulation
In this section, we discuss finite-buffer queueing systems under the influence of ex-
ogenous factors, which we call the “environment”. Recent evidences suggest that the
assumption of Markovianness is indeed untenable for several reasons. Arrival processes
such as the input to a MapReduce system or datacentre traffic may exhibit considerable
burstiness (Y. Chen, Alspaugh, and Katz 2012; Heffes and Lucantoni 1986; Kandula et al.
2009; Yoshihara, Kasahara, and Takahashi 2001). For the purpose of mathematical mod-
elling, we assume the modulating environment is itself a Markov chain that modulates
the arrival and the service processes.
Let C be a CTMC on a measurable space (E, E). For the sake of simplicity, let us
assume the state space E is finite with | E |= M, for some M ∈ N. We specify the
intensities of jumps of C as follows
P(C(t + δt)− C(t) = ηi | F (t)) = κi(C(t))δt + o(δt), (6.3.1)
where F (t) represents the history of the process (filtration generated by C over the time
interval [0, t]), the intensities κi’s depend on the current state of C, ηi’s are the jump
sizes, and δt > 0. There are M(M− 1) different types of jumps, to each of which we can
assign a separate counting process. Therefore, the process C can be characterised as a
solution to the stochastic equation
C(t) = C(0) +∑
i
ηiYi,C(
∫ t
o
κi(C(s))ds), (6.3.2)
where Yi,C’s are independent, unit Poisson processes. To be precise, the counting process
Yi,C keeps track of the number of jumps of type ηi.
6.3.1 Modulation of the queueing system
We assume the intensity of the arrival process and the service rate are modulated by
the chain C. Suppose the arrival intensity is λc when the chain C is in state c, for some
c ∈ E. Consider the N-server queueing system with buffer lengths K1, K2, . . . , KN . Let
π = (π1,π2, . . . ,πN) denote the vector of server selection probabilities. We assume the
service rate of the i-th server is µi,c when the chain C is in state c. We also assume
that the arrival and the service processes are independent conditional on the chain C.
Therefore, the queue lengths X = (X1, X2, . . . , XN) and the total loss process L can be
characterised as solutions of the following random time change equations
Xi(t) = Xi(0) +Y1,i(
∫ t
0
αi(X(s), C(s))ds)−Y−1,i(
∫ t
0
βi(X(s), C(s))ds), (6.3.3)
L(t) = L(0) +Y0(
∫ t
0
γ(X(s), C(s))ds), (6.3.4)
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where Y1,i, Y−1,i and Y0 are independent unit Poisson processes and the intensities αi, βi,γ :
NN0 ×E −→ R+ are defined as follows
αi(x, c) =
{
λcπi/∑j∈[N] πj1(xj < Kj) if xi < Ki,
0 otherwise,
(6.3.5)
βi(x, c) = µi,c1(0 < xi ≤ Ki), (6.3.6)
γ(x, c) = λc1(x = (K1, K2, . . . , KN)). (6.3.7)
Notice the explicit dependence of X and L on the modulating chain C. Also note that
(X, L) is no longer Markovian, but (C, X, L) still is. In order to compute the probabilities
of (C, X, L), we solve the corresponding CMEs. Write pt(c, x, y) := P(C(t) = c, X(t) =
x, L(t) = y), for c ∈ E, x ∈ {0, 1, . . . , K1} × {0, 1, . . . , K2} × . . .× {0, 1, . . . , KN} and y ∈
N0. Then, we have
d
dt
pt(c, x, y) =∑
i
κi(c− ηi)pt(c− ηi, x, y) +∑
j
αj(x− ej, c)pt(c, x− ej, y)
+∑
j
β j(x + ej, c)pt(c, x + ej, y) + γ(x, c)pt(c, x, y− 1)
−
(
∑
i
κi(c) +∑
j
αj(x, c) +∑
j
β j(x, c) + γ(x, c)
)
pt(c, x, y). (6.3.8)
Note that the system of equations in (6.3.8) is infinite dimensional. However, as before,
the probabilities of X are eventually obtained after marginalisation. Also, since the
process C is not dependent on (X, L), we can compute the probabilities of C separately
(independent of (X, L)). Indeed, we can solve
d
dt
rt(c) =∑
i
κi(c− ηi)rt(c− ηi) +∑
i
κi(c)rt(c), (6.3.9)
with the initial condition r0(c) = P(C(0) = c), where we define rt := P(C(t) = c). How-
ever, obtaining the probabilities of C alone is not of much help for optimal scheduling,
which we discuss next.
6.3.2 Optimal probabilistic scheduling
Our performance metric is the expected total loss E[L(t)], which satisfies the following
integral equation
E[L(t)] = E[L(0)] +
∫ t
0
∑
c∈E
λcP(C(s) = c, X(s) = (K1, K2, . . . , KN))ds. (6.3.10)
Now, we minimise E[L(T)] as a function of the scheduling probability vector π. There-
fore, we define the optimal probabilistic schedule to be the optimiser of the total expect
loss, i.e.,
πopt := argmin
π
E[L(T)]. (6.3.11)
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Note that the optimal probabilistic schedule thus obtained is necessarily dependent on
the properties of the modulating Markov chain C. Since the properties of the modu-
lating chain are application-specific, the present approach promises application-specific
optimal probabilistic scheduling.
Example 6.3.1. In many real-life applications, the environment under consideration is
dichotomised. The dichotomy can arise, for instance, by virtue of the presence or ab-
sence of an exogenous factor. Markov-modulated on-off processes are a prime example.
Heavy and low traffic regimes are often considered to arise as a consequence of an
external modulation. In order to capture such a situation, we adopt a two-state Markov-
modulated queueing system, i.e., E = {1, 2}.
6.4 a scaling limit : an application to clusters of shared servers
As we discussed in Remark 6.2.1, the functions α’s can be appropriately modified to
reflect many other known scheduling algorithms. In this section, we shall provide a
scaling limit of the system as the number of servers goes to infinity for a special class
of CBQA scheduling algorithms, called the JMC schedules, which are a generalisation
of randomised server selection schemes 1 and 2 considered in Mukhopadhyay, Karthik,
and Mazumdar (2016) for infinite-buffer heterogeneous clusters of shared servers. In
order to derive a scaling limit, we take the same basic modelling premise as Mukhopad-
hyay, Karthik, and Mazumdar (2016) and propose the following twofold generalisation:
(i) we consider finite-buffers instead of infinite buffers; and (ii) we generalise the schedul-
ing algorithm to allow user-defined cost functions associated with the queue-lengths of
a randomly selected subset of servers. By virtue of the second generalisation, a wide
range of innovative scheduling algorithms can be accommodated into the model and
naturally, the schemes 1 and 2 in Mukhopadhyay, Karthik, and Mazumdar (2016) are
obtained as special cases. We describe the queueing set-up in detail in the following.
6.4.1 Description of the queueing set-up
We consider an N-server parallel processor sharing queueing system where the N servers
are clubbed together into M (≪ N) heterogeneous clusters of servers within each of
which the servers are identical (see Figure 6.2). The cluster-structure could arise because
of geographic location or otherwise. We assume the i-th cluster contains Ni identical
servers with capacity µi, the instantaneous rate at which each job is processed in the
server. Naturally, N1 + N2 + · · ·+ NM = N and M is assumed fixed throughout. Let Ii
contain the indices of the servers in the i-th cluster. Then, | Ii |= Ni and {I1, I2, . . . , IM}
is a partition of [N], i.e., [N] =
⋃
i∈[M] Ii and Ii’s are disjoint. For the sake of simplicity,
let the buffer size of all N servers be K.
We assume jobs arrive at the system according to a Poisson process with rate λN . Each
job is assumed to be of a random length that is exponentially distributed with mean m.
The inter-arrival times, and the job lengths of each job are all assumed to be independent
of each other. A local router is placed in each of the clusters. Upon arrival of a job, the
main scheduler sends a request to all the M local routers. The local router in the i-th
cluster randomly selects a subset of Si servers and takes note of their queue lengths.
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Figure 6.2: Schematic description of the JMC scheduling. There are M heterogeneous
clusters of servers. Cluster i contains Ni servers, each of which is identical with capacity
µi. A local router is placed in each of the clusters. At the arrival of each job, the
local router in cluster i randomly samples (with replacement) Si servers and returns
to the main scheduler the index of the shortest queue among the samples. The main
scheduler then compares the costs associated with these servers. Finally, the incoming
job is assigned to the server with minimum cost. If buffers are full, the jobs can not be
assigned and therefore, are lost.
The local router then returns the index as well as the queue length of the server with
the shortest queue length to the main scheduler. The main scheduler, having received
M such queue lengths, computes their associated costs according to some user-specified
cost function (which will be made precise later). Finally, the main scheduler chooses the
server with the minimum cost and assigns the job to the chosen server. If the chosen
server does not have adequate waiting room to accommodate the job, the job is lost. As
before, the lost packets are assumed to be accumulated in a hypothetical container with
infinite storage room. Finally each job leaves the system as soon as it receives its service.
6.4.2 Join-Minimum-Cost scheduling
As described in Figure 6.2, at the arrival of each job, the main scheduler sends a request
to each of the local routers. The local router in the i-th cluster samples Si servers uni-
formly at random (with replacement). Suppose the queue lengths at the sampled servers
at the i-th cluster are Xj1 , Xj2 , . . . , Xjl with l = Si. The local router returns to the main
scheduler the index (and the queue length) of the server with the shortest queue length.
That is, the local router computes
ιi := argmin{Xjk | k ∈ [Si]}.
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In case of a tie within a cluster, we break tie by choosing one of the tied indices uni-
formly at random. After receiving the indices ι1, ι2, . . . .ιM from all M clusters, the main
scheduler assigns a cost to each of the corresponding queue lengths. Finally, comparing
all the costs, the main scheduler assigns the job to the server with the minimum cost.
Therefore, the index of the server to which the job is finally assigned is given by
ι := argmin{ϕk(Xιk ) | k ∈ [M]},
where ϕk is the cost function associated with the k-th cluster. We assume the cost func-
tions are user-defined and continuous1. In case of a tie, we break tie by choosing one
of the tied indices uniformly at random. Jobs leave the system as soon as their service
has been provided. We assume the scheduling task (comparing the queues, computa-
tion of the costs and then comparing the costs) is instantaneous for modelling purposes.
Having described the scheduling, we next attempt a scaling limit of the system as the
number of servers within each cluster increases to infinity.
Remark 6.4.1. Notice that the above scheduling algorithm is indeed a generalisation of
the two schemes considered in Mukhopadhyay, Karthik, and Mazumdar (2016). In par-
ticular, choosing ϕk(x) = x corresponds to scheme 1 (a randomised version of the JSQ)
and ϕk(x) = x/µk, to scheme 2. In our framework, other known variants of JSQ, or
mixture of them, can be incorporated by choosing the cost functions appropriately. For
instance, setting M = 1, S1 = N, ϕ1(x) = x corresponds to the usual JSQ mechanism.
Similarly, M = 1, S1 = 2, ϕ1(x) = x corresponds to the power of 2 type JSQ.
6.4.3 A scaling limit
Before we present our scaling limit, we need to specify our technical assumptions. There-
fore, we first define the key stochastic processes in the system. Let
ZN(t) := {Z(N)n,i (t) | i ∈ [M], n = 0, 1, 2 . . . , K},
where Z(N)n,i (t) is the fraction of servers at the i-th cluster having at least n unfinished
jobs (queue length in our parlance) at time t. That is,
Z(N)n,i (t) :=
1
Ni
∑
k∈Ii
1(Xk(t) ≥ n).
We have deliberately suffixed the processes with N in order to emphasise their depen-
dence on N. The process ZN is a Markov process on the state space ×i∈[M]Zi, the
Cartesian product of Z1,Z2, . . . ,ZM where
Zi := {{un}n=0,1,2...,K | u0 = 1, un ≥ un+1, Niun ∈N0, ∀n = 0, 1, 2 . . . , K}, ∀i ∈ [M].
1 Note that continuity is vacuously satisfied if we restrict ourselves to integer-valued queues only, as we do in
this work. However, continuity should be additionally assumed if we wish to generalise the cost function to
other domains. In this work, we shall restrict ourselves to the integer-valued domain, for the sake of simplicity.
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As we seek a scaling limit in this work, we also define the following space in which we
expect the rows of the limiting process to lie
Z := {{un}n=0,1,2...,K | u0 = 1, un ≥ un+1, ∀n = 0, 1, 2 . . . , K}.
That is, in the limit, we would expect ZN to lie in ZM, the M-fold Cartesian product of
Z with itself. In order to metrize the space ZM, define the metric
ρZM (u, v) := sup
i∈[M]
sup
n=0,1,2,...,K
|un,i − vn,i|
n + 1
, (6.4.1)
for u = (u(1), u(2), . . . , u(M)), v = (v(1), v(2), . . . , v(M)) ∈ ZM, with u(i) = (un,i | n =
0, 1, 2, . . . , K) and v(i) = (vn,i | n = 0, 1, 2, . . . , K) for each i ∈ [M]. Under ρ, the space
ZM turns complete, separable and compact (Martin and Suhov 1999; Mukhopadhyay,
Karthik, and Mazumdar 2016). Now, we lay down our technical assumptions.
F1 (Arrival rate) We assume the arrival rate grows linearly with N, i.e.,
lim
N→∞
λN
N
= λ ∈ R+.
F2 (Non-vanishing proportion of servers in each cluster) Each cluster contains a non-
vanishing proportion of the total pool of servers in the limit. That is, the cluster
sizes grow linearly with N, i.e.
lim
N→∞
Ni
N
= νi ∈ R+, ∀i ∈ [M].
F3 (Decidability) Given the index ι (and the corresponding queue length) of the cho-
sen server in accordance with the procedure JMC described in Section 6.4.2, the
cost functions ϕi’s allow us to decide the minimum of sampled queue lengths
across the clusters. Suppose ι ∈ Ii, i.e., the chosen server is in the i-th cluster.
Define
θj(i, x) := argmin
y∈{0,1,2,...,K}
{ϕj(y) ≥ ϕi(x)}, ∀i, j ∈ [M], x ∈ {0, 1, 2, . . . , K}.
Our assumption of decidability amounts to demanding θj(i, x) ̸= 0 for at least one
j, for all i ∈ [M] and for all x > 0.
Remark 6.4.2. The assumption F3 is made to avoid trivialities and is not actually
crucial. In order to make clear what we mean, consider a cost function that violates
the decidability assumption. For instance, take ϕi(x) = 0 for all x ∈ {0, 1, 2, . . . , K}.
Such a cost function is trivial, and renders the JMC scheduling algorithm completely
random. In order to avoid such trivialities, we impose F3.
There are three primary approaches to proving convergence of Markov processes
(Ethier and Kurtz 1986). First, an operator semigroup approach in which convergence of
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the Markov process is achieved by proving convergence of certain semigroups. Second,
martingale characterisation approach, which consists of characterising the Markov pro-
cess and its limit as solutions of a certain martingale problem. Martingale convergence
theorems are useful for this approach. In Chapter 8, we shall provide an FCLT the proof
of which carries this flavour. The third approach makes use of characterisation of the
Markov processes involving random time changes. In Chapter 7, we shall prove various
QSSAs for a special class of queueing systems using this approach.
In this work, we shall adopt the operator semigroup approach (Ethier and Kurtz 1986)
to prove convergence of the Markov process ZN . Therefore, define a sequence of one-
parameter families of operators {TN(t)}t∈T as follows
TN(t) f (z0) := E[ f (ZN(t)) | ZN(0) = z0], ∀t ∈ T, u0 ∈ ×i∈[M]Zi,
for continuous functions f : ×i∈[M]Zi → R, and z0 ∈ ×i∈[M]Zi. The family {TN(t)}t∈T
defines a (contraction) semigroup by the Chapman-Kolmogorov property of Markov
processes (Ethier and Kurtz 1986, Chapter 4). The convergence of this semigroup is
proved by showing convergence of the corresponding sequence of (infinitesimal) gener-
ators. Therefore, define the generator AN of the Markov process ZN as
AN f (u) := λN
M
∑
i=1
K
∑
n=1
(
(un−1,i)Si − (un,i)Si
)
∏
j∈[M]\{i}
(uθj(i,n−1),j)
Sj
(
f (u +
1
Ni
en,i)− f (u)
)
+
M
∑
i=1
K
∑
n=1
Niµi
m
(un,i − un+1,i)
(
f (u− 1
Ni
en,i)− f (u)
)
, (6.4.2)
where u = {(u(1), u(2), . . . , u(M)) | u(i) = {un,i}n∈{0,1,2,...,K} ∈ Zi, i ∈ [M]} ∈ ×i∈[M]Zi
and en,i := {(a1, a2, . . . , aM) | aj = {1(j = i, k = n)}k∈{0,1,2,...,K}, ∀j ∈ [M]}. We set
uK+1,i = 0 for all i ∈ [M]. Looking at the generator given in (6.4.2), we expect, at least
intuitively, the limiting process z = {zn,i | i ∈ [M], n = 0, 1, 2, . . . , K} to satisfy the
integral equation
z(t) = z(0) +
∫ t
0
F(z(s))ds, (6.4.3)
where the operator F(z(s)) := {Fn,i(z(s)) | i ∈ [M], n = 0, 1, 2, . . . , K} is given by
F0,i(u) := 0, ∀i ∈ [M],
Fn,i(u) :=
λ
νi
(
(un−1,i)Si − (un,i)Si
)
∏
j∈[M]\{i}
(uθj(i,n−1),j)
Sj − µi
m
(un,i − un+1,i) , (6.4.4)
for i ∈ [M] and n = 1, 2, . . . , K. We shall justify this intuition in the following. Before
proceeding with the technical details, we discuss some properties of the proposed limit.
Lemma 6.4.1. For any starting point u ∈ ZM, the solution to the integral equation (6.4.3) with
the operators defined in (6.4.4) is unique on T.
The proof follows by Picard’s iterative technique. For the sake of completeness, it is
provided in Appendix D.2. As the limiting process z(t) depends on the initial value z(0),
we introduce the notation z(t, u) to denote the solution of the integral equation (6.4.3)
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with z(0) = u. We require certain smoothness of the solution z(t, u) and bounded partial
derivatives with respect to the initial point u. We check these conditions in Appendix D.
Now, we find the limit of the generators.
Remark 6.4.3 (Explanation for the generator). The generator defined in (6.4.2) is con-
structed by considering all the jumps of ZN . The first part of (6.4.2) is due to an arrival
of a customer (admittance, to be precise) and the second part corresponds to a depar-
ture of a customer after service. Consider the assignment of a job to a server with
exactly n− 1 unfinished jobs (queue length) in the i-th cluster when the system ZN is
in state u ∈ ×i∈[M]Zi. This entails a jump from u to the state u + en,i/Ni. The term(
(un−1,i)Si − (un,i)Si
)
∏j∈[M]\{i}(uθj(i,n−1),j)
Sj gives the probability, under JMC schedul-
ing, of a job to be assigned to a server with exactly n− 1 unfinished jobs in the i-cluster.
Under JMC scheduling, this happens only when the following two events happen.
1. At least one of the Si sampled servers in the i-th cluster has exactly n− 1 unfin-
ished jobs and the others have at least n unfinished jobs.
2. In the light of F3, the fact that the main scheduler selects a server from the i-
cluster implies that all the sampled servers in the j-th cluster must have at least
θj(i, n− 1) unfinished jobs, for all j ̸= i.
Furthermore, the rate at which customers depart a server in the i-th cluster is
Niµi (un,i − un+1,i) /m, which explains the second part of (6.4.2).
Lemma 6.4.2 (Convergence of the generators). Let C := C(ZM) denote the space of all real-
valued continuous functions defined on ZM. Consider the subspace CD ⊆ C of functions for
which the partial derivatives
∂
∂un,i
z(t, u),
∂2
∂u2n,i
z(t, u), and
∂2
∂un,jun,i
z(t, u)
exist for all u ∈ ZM and are uniformly bounded by some constant. Then, for all f ∈ CD,
lim
N→∞
AN f (u) =
d
dt
f (z(t, u))
∣∣∣
t=0
, (6.4.5)
where z is the solution of the integral equation (6.4.3).
The proof of Lemma 6.4.2 is similar to the proof of Martin and Suhov (1999, Theo-
rem 2). However, for the sake of completeness, it is provided in Appendix D.2. With the
convergence of the generators in Lemma 6.4.2, we are now ready to prove convergence
of the operator semigroup {TN(t)}t∈T .
Theorem 6.4.1 (Convergence of the operator semigroup). Under the Join-Minimum-Cost
scheduling algorithm, for any f ∈ CD, and t ∈ T, we have the following convergence of the
operator semigroup {TN(t)}t∈T ,
lim
N→∞
sup
u∈×i∈[M]Zi
|TN(t) f (u)− T(t) f (u)| = 0, (6.4.6)
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where the limiting operator semigroup {T(t)}t∈T is defined by T(t) f (u) := f (z(t, u)), and is
generated by the generator
A f (u) := lim
h→0+
T(t + h) f (u)− T(t) f (u)
h
=
d
dt
f (z(t, u))
∣∣∣
t=0
,
where z is the solution of the integral equation (6.4.3).
Proof of Theorem 6.4.1. First note that the space CD is dense in C. Also, both the semi-
groups {TN(t)}t∈T and {T(t)}t∈T are strongly continuous and contracting (Ethier and
Kurtz 1986). Moreover, CD is also a core of A . Therefore, following the same approach
as Martin and Suhov (1999, Theorem 2), Mukhopadhyay, Karthik, and Mazumdar (2016),
and by virtue of Lemma 6.4.2, we get the asserted convergence of the semigroups with
the application of Ethier and Kurtz (1986, Chapter 1, Theorem 6.1).
Having shown the convergence of the operator semigroup {TN(t)}t∈T to {T(t)}t∈T in
Theorem 6.4.1, the convergence of the Markov process ZN follows immediately in the
light of Ethier and Kurtz (1986, Chapter 4, Theorem 2.11), as also noted in Mukhopad-
hyay, Karthik, and Mazumdar (2016) also for the infinite-buffer case.
Theorem 6.4.2 (Convergence of the proportions). If limN→∞ ZN(0) = z0, for some non-
random z0 ∈ ZM, then
ZN
D
=⇒ z, as N → ∞, (6.4.7)
where the limiting process z is the solution to the integral equation (6.4.3) with z(0) = z0, i.e.,
z(t) ≡ z(t, z0), and lies in ZM. Weak convergence is understood in the sense of Billingsley
(1999) and Ethier and Kurtz (1986).
Remark 6.4.4. Note that questions concerning stability of the queueing system does
not arise in our context because the system is stable regardless of the arrival and service
rates by virtue of finiteness of the buffers. However, the accumulated loss process is
increasing because it has only positive jumps. Since we are only concerned with the
transient behaviour of the queueing system in this chapter, we do not attempt to find
the stationary queue lengths of this system.
Remark 6.4.5 (Cost function as a tuning parameter). The explicit dependence of lim-
iting process, an autonomous system of ODEs in this case, on the function θj corre-
sponding to a JMC scheduling strategy is worth noting. These explicit dependencies
can be exploited in practical applications. That is, the cost functions themselves can be
tuned to yield better performance in real applications.
6.4.4 Optimal control
As already indicated in Remark 6.4.5, we can treat the cost functions ϕi’s as local control
variables and devise a global metric that encapsulates the performance of the whole
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system. In order to make the idea precise, let us first define ϕ := (ϕ1, ϕ2, . . . , ϕM) to
be a vector-valued control that determines the asymptotic behaviour (in the number of
servers) of the queueing system via the θj’s, as described in Theorem 6.4.2. Note that the
ϕi’s need not be of the same functional form, i.e., we may enforce different cost functions
for different clusters. Let z be the solution to the integral equation (6.4.3) with z(0) = z0,
i.e., z(t) ≡ z(t, z0). Then, treating the operator F(z(t)) as a function of ϕ as well, we can
treat (6.4.3) as the state equation in classical optimal control framework. We can now
define the global cost functional J as follows
J(ϕ) := U(z0, z(T), ϕ, T) +
∫
T
V(z(s), ϕ, s)ds, (6.4.8)
where z is subject to the state equation (6.4.3) with z(0) = z0, U is the end-point cost,
and V is the running cost. The choice of U and V are application-dependent. Our goal
is to choose ϕ in such a way that J is minimised. Therefore, the optimal control seeks to
find ϕ∗ within a well defined product space of permissible local cost functions such that
ϕ∗ := arg min
ϕ
J(ϕ). (6.4.9)
Concrete applications of the optimal control approach will be explored in a future work.
In this work, the emphasis has been put on the expected total loss, which we show satis-
fies an integral equation involving the probability of the buffers being full. It would be
interesting to explore performance metrics other than the expected total loss. While the
expected total loss is convenient to analyse from a mathematical modelling perspective,
it is worthwhile to explore how the optimal probabilistic schedule is functionally related
with the performance metric. Also, the scaling limit presented in this work shows the
explicit dependence on the cost functions via the θ functions. Such dependencies can be
exploited to design optimal schedules.
In the next chapter, we shall consider another special queueing system that closely
resembles the MM enzyme-catalysed CRNs. We shall derive the various QSSAs in this
context. We shall also discuss the relevance of this queueing set-up in the context of the
collaborative uploading scenario described in Section 1.1.
7
Q U A S I - S T E A D Y S TAT E A P P R O X I M AT I O N S
In this chapter, we shall focus on a special kind of queueing system that resembles the
MM enzyme-catalysed CRNs (Cornish-Bowden 2004; Hammes 2012; I. H. Segel 1975).
The correspondence between the queueing system representing the collaborative upload-
ing problem described in Section 1.1 and the MM enzyme-catalysed CRNs becomes clear
via the following analogy: consider the substrates as customers in a queueing system
and the enzymes as the servers (see Section 2.3 for a discussion on this). Therefore, in
the context of the collaborative uploading scenario, the molecules of the substrate S can
be thought of as the data chunks that need to be transported. The different paths are the
servers, the free enzymes E in the MM enzyme-kinetic CRN. However, in this special
case, we assume the different paths can carry only one data chunk at a time. There-
fore, the substrate-enzyme complex C can be thought of as the paths that are currently
transporting a data chunk, i.e., the busy servers. The binding of a substrate molecule
and a molecule of the enzyme refers to the assignment of a data chunk to a free path.
This engenders creation of a busy server, a molecule of the substrate-enzyme complex
C. The unbinding of C into a molecule of the substrate S and a free enzyme E refers to
an unsuccessful attempt by the path to transport the data chunk. Naturally, the unbind-
ing has the implication that the data chunk needs to be assigned once again, and the
busy server turns into a free server. The products P are the data chunks that are already
transported to the cloud. See Table 7.1. With these analogies, we can see that the MM
enzyme-kinetic CRN describes the collaborative uploading scenario with the additional
constraint that there is no room for queueing.
In this chapter, we shall make use of the random time change representation of the
queueing system and derive various QSSAs. The QSSAs are particularly useful when
the number of data chunks to transmit is too large compared to the number of paths
available. Since the QSSAs are a popular tool in the physical chemistry literature, our
derivations of the QSSAs are expectedly useful not only in queueing theoretic domain
but also in physical chemistry. Therefore, in order to reach a wider audience, we shall
adopt the MM description of the queueing system in the following and proceed to
develop our results. This also serves to bridge the gap between the communities working
in physical chemistry and queueing theory.
7.1 why qssa?
In chemistry and biology, we often come across CRNs where one or more of the species
exhibit a different intrinsic time scale and tend to reach an equilibrium state quicker
than the others. The QSSA is a commonly used tool to simplify the description of the
dynamics of such systems. In particular, QSSA has been widely applied to the important
class of MM enzyme-kinetic CRNs.
Traditionally, the enzyme kinetics has been studied using systems of ODEs. The ODE
approach allows one to analyse various aspects of the enzyme dynamics such as asymp-
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CRN Queueing theory Uploading problem
S Customers The data chunks or packets to be trans-
ported.
E Servers The free paths.
C The busy or occupied
servers
The occupied paths, i.e., the paths that are
currently transporting a packet.
P The served customers The data chunks or packets already trans-
ported.
S + E −⇀ C The customer starts
getting served.
Assignment of a packet to a free path. This
turns the free path into a busy path.
S + E ↽− C Service failure. Unsuccessful attempt by the path to trans-
port the data chunk. This has the impli-
cation that the data chunk needs to be as-
signed once again, and the busy server turns
into a free server.
C −⇀ P + E Successful comple-
tion of service
Successful transport of a data chunk. Once
the chunk is delivered, the busy server be-
comes free.
Table 7.1: Correspondence between Michaelis-Menten enzyme kinetics and the upload-
ing problem.
totic stability. However, it ignores the fluctuations of the enzyme reaction network due
to intrinsic noise and instead focuses on the averaged dynamics. If accounting for this
intrinsic noise is required, the use of an alternative stochastic reaction network approach
may be more appropriate, especially when some of the species have low copy numbers
or when one is interested in predicting the molecular fluctuations of the system. It is
well known that such molecular fluctuations in the species with small numbers, and
stochasticity in general, can lead to interesting dynamics. For instance, in a recent paper
Perez-Carrasco et al. (2016), the authors gave an account of how intrinsic noise con-
trols and alters the dynamics, and the steady state of morphogen-controlled bistable
genetic switches. In D. F. Anderson, Cappelletti, et al. (2017), the authors show that,
in general, the behaviours of the deterministic system and the stochastic system can be
vastly different with regards to the possibility of an explosion. In particular, they pro-
vide examples of an explosive stochastic system whose deterministic counterpart admits
bounded solutions, and also non-explosive stochastic models whose deterministic coun-
terpart suffers a blow-up. It is also worthwhile to note that there are stochastic reaction
networks whose associated stochastic process explodes but the CME still admits a con-
stant solution. Therefore, studying the behaviour of the deterministic model is generally
inadequate. Stochastic models have been strongly advocated by many in recent litera-
ture (Assaf and Meerson 2017; Biancalani and Assaf 2015; Bressloff 2017; Bressloff and
Newby 2013; Newby 2012, 2015). In this chapter, we consider such stochastic models in
the context of QSSA and the MM enzyme kinetics and relate them to the deterministic
ones that are well known from the chemical physics literature. In order to illustrate how
the probabilistic tools can be used to derive various QSSAs for more general enzyme
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kinetics than the MM reaction network, we also briefly consider a fully competitive ESI
system in Appendix E.1.
The QSSAs are very useful from a practical perspective. They not only reduce the
model complexity, but also allow us to better relate it to experimental measurements
by averaging out the unobservable or difficult-to-measure species. A substantial body
of work has been published to justify such QSSA reductions in deterministic models,
typically by means of perturbation theory (Bersani and Dell’Acqua 2011; Dingee and
Anton 2008; Schneider and Wilhelm 2000; Schnell and Mendoza 1997; L. A. Segel and
Slemrod 1989; Stiefenhofer 1998). In contrast to this approach, we derive the QSSA
reductions using stochastic multi-scaling techniques (Ball et al. 2006; Kang and Kurtz
2013). Although our approach is applicable more generally, we focus below on the three
well established enzyme-kinetic QSSAs, namely the standard QSSA (sQSSA), the total
QSSA (tQSSA), and the reversible QSSA (rQSSA) for the MM enzyme kinetics. We also
briefly consider a fully competitive ESI system and show how sQSSA and tQSSA can
be derived based on our multi-scaling techniques. We show that these QSSAs are a
consequence of the (Poisson) law of large numbers for the stochastic reaction network
under different scaling regimes. A similar approach has been recently taken in J. K. Kim,
Rempała, and Kang (2017) with respect to a particular type of QSSA (tQSSA, see below
in Section 7.2). However, our current derivation is different in that it entirely avoids
a spatial averaging argument used in J. K. Kim, Rempała, and Kang (2017). Such an
argument requires additional assumptions that are difficult to verify in practice.
7.2 qssas for deterministic michaelis-menten kinetics
The MM enzyme-catalysed reaction networks have been studied in depth over past sev-
eral decades (Cornish-Bowden 2004; Hammes 2012; I. H. Segel 1975) and have been
described in various forms. Although the methods discussed below certainly apply
to more general networks of reactions describing enzyme kinetics, we adopt the sim-
plest (and minimal) description for illustration purpose. In its simplest form, the MM
enzyme-catalysed network of reactions describes reversible binding of a free enzyme (E)
and a substrate (S) into an enzyme-substrate complex (C), and irreversible conversion
of the complex C to the product (P) and the free enzyme E (see also Section 2.3). The
enzyme-catalysed reactions are schematically described as
S + E
k1−−⇀↽−
k−1
C
k2−⇀ P + E, (7.2.1)
where k1 and k−1 are the reaction rate constants for the reversible enzyme binding in
the units of M−1s−1 and s−1 while k2 is the rate constant for the product creation in
80 quasi-steady state approximations
the unit of s−1. Applying the law of mass-action to (7.2.1), temporal changes of the
concentrations are described by the following system of ODEs
d
dt
[S] = −k1[S][E] + k−1[C],
d
dt
[E] = −k1[S][E] + k−1[C] + k2[C],
d
dt
[C] = k1[S][E]− k−1[C]− k2[C],
d
dt
[P] = k2[C],
(7.2.2)
where the bracket notation [·] refers to the concentration of species. In a closed system,
there are two conservation laws for the total amount of enzyme and substrate
[E0] := [E] + [C], [S0] := [S] + [C] + [P]. (7.2.3)
These conservation laws not only reduce (7.2.2) to two equations, but also play an impor-
tant role in the analysis of the reaction network given in (7.2.1). It is worth mentioning
that some authors also consider an additional reversible reaction in the form of binding
of the product P and the free enzyme E to produce the enzyme-substrate complex C, i.e.,
P + E −⇀ C. We remark that should we expand the model in (7.2.1) to include such a
reaction, our discussion in later sections would remain largely the same requiring only
simple modifications.
Leonor Michaelis and Maud Menten investigated the enzymatic kinetics in (7.2.1) and
proposed a mathematical model for it in Michaelis and Menten (1913). They suggested
an approximate solution for the initial velocity of the enzyme inversion reaction in terms
of the substrate concentrations. Following their work, numerous attempts have been
made to obtain approximate solutions of (7.2.2) under various quasi-steady-state as-
sumptions. Several conditions on the rate constants have also been proposed for the
validity of such approximations. For example, Briggs and Haldane mathematically de-
rived the MM equation, which is now known as sQSSA (Briggs and Haldane 1925). The
sQSSA is based on the assumption that the complex reaches its steady state quickly
after a transient time, i.e., ddt [C] ≈ 0 (L. A. Segel and Slemrod 1989). This approxima-
tion is found to be inaccurate when the enzyme concentration is not small compared to
that of the substrate. The condition for the validity of the sQSSA was first suggested
as [E0] ≪ [S0] by Laidler (Laidler 1955), and a more general condition was derived
as [E0] ≪ [S0] + KM by L. A. Segel (1988) and L. A. Segel and Slemrod (1989), where
KM := (k2 + k−1)/k1 is the so-called MM constant.
Borghans et al. later extended the sQSSA to the case with an excessive amount of
enzyme and derived the tQSSA by introducing a new variable for total substrate concen-
tration (Borghans, De Boer, and L. A. Segel 1996). In the tQSSA, one assumes that the
total substrate concentration changes on a slow time scale and that the complex reaches
its steady state quickly after a transient time, ddt [C] ≈ 0. Then, the complex concentra-
tion [C] is found as a solution of a quadratic equation. Approximating [C] in a simple
way, they proposed a necessary and sufficient condition for the validity of tQSSA as
([E0] + [S0] + KM)
2 ≫ K[E0], (7.2.4)
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where K = k2/k1 is the so-called Van Slyke-Cullen constant (Van Slyke and Cullen 1914).
Later, Tzafriri (2003) revisited the tQSSA and derived another set of sufficient conditions
for the validity of the tQSSA as ϵ := (K/(2[S0])) f (r([S0])) ≪ 1 where f (r) = (1 −
r)−1/2 − 1 and r([S0]) = 4[E0][S0]/ ([E0] + [S0] + KM)2. He argued that this sufficient
condition was always roughly satisfied by showing ϵ was less than 1/4 for all values of
[E0] and [S0]. The tQSSA was later improved by Dell’Acqua and Bersani (2012) at high
enzyme concentrations when (7.2.4) is satisfied.
The rQSSA was first suggested as an alternative to the sQSSA by L. A. Segel and
Slemrod (1989). In the rQSSA, the substrate, instead of the complex, was assumed to be
at steady state, ddt [S] ≈ 0, and the domain of the validity of the rQSSA was suggested
as [E0] ≫ K. Then, Schnell and Maini showed that at high enzyme concentration, the
assumption ddt [S] ≈ 0 was more appropriate in the rQSSA than the assumption ddt [C] ≈ 0
used in the sQSSA or tQSSA due to possibly large error during the initial stage of the
reactions (Schnell and Maini 2000). They derived necessary conditions for the validity
of the rQSSA as [E0] ≫ K and [E0] ≫ [S0]. In the following sections, we will provide
alternative derivations of these different conditions.
7.3 multi-scale stochastic michaelis-menten kinetics
Let XS, XE, XC, and XP denote the copy numbers of molecules of the substrates S, the
enzymes E, the enzyme-substrate complex C, and the product P respectively. We assume
the evolution of these copy numbers is governed by a Markovian dynamics given by the
following stochastic equations
XS(t) = XS(0)−Y1
(∫ t
0
κ′1XS(s)XE(s) ds
)
+Y−1
(∫ t
0
κ′−1XC(s) ds
)
,
XE(t) = XE(0)−Y1
(∫ t
0
κ′1XS(s)XE(s) ds
)
+Y−1
(∫ t
0
κ′−1XC(s) ds
)
+Y2
(∫ t
0
κ′2XC(s) ds
)
,
XC(t) = XC(0) +Y1
(∫ t
0
κ′1XS(s)XE(s) ds
)
−Y−1
(∫ t
0
κ′−1XC(s) ds
)
−Y2
(∫ t
0
κ′2XC(s) ds
)
,
XP(t) = XP(0) +Y2
(∫ t
0
κ′2XC(s) ds
)
,
(7.3.1)
where Y1, Y−1 and Y2 are independent unit Poisson processes and t ≥ 0. The quan-
tities κ′1, κ
′
−1, κ
′
2 are the stochastic reaction rate constants. They can be related to the
deterministic reaction rate constants by means of the Avogadro’s number. We shall
make this point precise in Section 7.4. We denote XE0 := XE(t) + XC(t) and XS0 :=
XS(t) + XC(t) + XP(t), and as in the deterministic model (7.2.2) in previous section as-
sume that the total substrate and enzymes copy numbers, XS0 and XE0 , are conserved in
time. As shown in Ball et al. (2006) and Kang and Kurtz (2013), the representation (7.3.1)
is especially helpful in analysing systems with multiple time scales or involving species
with abundances varying over different orders of magnitude. Unlike the CMEs, (7.3.1)
explicitly reveals the relations between the species abundances and the reaction rates.
In the reaction system (7.2.1), various scales can exist in the species numbers and re-
action rate constants, which determine time scales of the species involved. In order to
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relate these scales, we first define a scaling parameter N to express the orders of mag-
nitude of species copy numbers and rate constants as powers of N. We note that 1/N
plays a similar role as the expansion parameter (usually denoted by ϵ) in the singular
perturbation analysis of deterministic models (L. A. Segel and Slemrod 1989). Denoting
scaling exponents for the species i and the k-th rate constant by αi and βk respectively,
we express unscaled species copy numbers and rate constants as some powers of N as
Xi(t) = Nαi ZNi (t), for i = S, E, C, P and κ
′
k = N
βkκk, for k = 1,−1, 2, (7.3.2)
so that the scaled variables and constants, ZNi (t) and κk, are approximately of order
1 (denoted as O(1)). In ZNi , the superscript represents the dependence of the scaled
species numbers on N. To express different time scales as powers of N, we apply a time
change by replacing t with Nγt. The scaled species number after the time change is
given by
Xi(Nγt) = Nαi ZNi (N
γt) = Nαi ZN,γi (t).
Therefore, {ZN,γ} :=
{(
ZN,γS , Z
N,γ
E , Z
N,γ
C , Z
N,γ
P
)}
becomes a parametrised family of
stochastic processes satisfying
ZN,γS (t) = Z
N
S (0) + N
−αS
[
−Y1
(∫ t
0
Nρ1+γκ1Z
N,γ
S (s)Z
N,γ
E (s) ds
)
+ Y−1
(∫ t
0
Nρ−1+γκ−1Z
N,γ
C (s) ds
)]
,
ZN,γE (t) = Z
N
E (0) + N
−αE
[
−Y1
(∫ t
0
Nρ1+γκ1Z
N,γ
S (s)Z
N,γ
E (s) ds
)
+Y−1
(∫ t
0
Nρ−1+γκ−1Z
N,γ
C (s) ds
)
+Y2
(∫ t
0
Nρ2+γκ2Z
N,γ
C (s) ds
)]
,
ZN,γC (t) = Z
N
C (0) + N
−αC
[
Y1
(∫ t
0
Nρ1+γκ1Z
N,γ
S (s)Z
N,γ
E (s) ds
)
−Y−1
(∫ t
0
Nρ−1+γκ−1Z
N,γ
C (s) ds
)
−Y2
(∫ t
0
Nρ2+γκ2Z
N,γ
C (s) ds
)]
,
ZN,γP (t) = Z
N
P (0) + N
−αP Y2
(∫ t
0
Nρ2+γκ2Z
N,γ
C (s) ds
)
,
(7.3.3)
where ρ1 := αS + αE + β1, ρ−1 := αC + β−1, and ρ2 := αC + β2. As seen from (7.3.3),
the values of ρ’s, α’s and γ’s determine the temporal dynamics of the scaled random
processes. For example, consider the limiting behaviour of the scaled process for the
first reaction in the equation for S,
N−αS Y1
(∫ t
0
Nρ1+γκ1Z
N,γ
S (s)Z
N,γ
E (s) ds
)
. (7.3.4)
Assuming that ZN,γS and Z
N,γ
E are O(1) in the time scale of interest, the limiting be-
haviour of the scaled process depends upon ρ1, αS, and γ. If the ρ1 + γ < αS, the scaled
process converges to zero as N goes to infinity. This means that the number of occur-
rences of the first reaction is outweighed by the order of magnitude of the species copy
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number for S. When ρ1 + γ = αS, the number of occurrences of the first reaction is
comparable to the order of magnitude of the species copy number for S. Then, using
the law of large numbers for the Poisson processes1, the limiting behaviour of (7.3.4) is
approximately the same as that of∫ t
0
κ1Z
N,γ
S (s)Z
N,γ
E (s) ds. (7.3.5)
Lastly, when ρ1 +γ > αS, the first reaction occurs so frequently that the scaled process in
(7.3.4) tends to infinity. The limiting behaviours of other scaled processes are determined
similarly. Using the scaled processes involving the reactions where S is produced or
consumed, we can choose γ so that ZN,γS (t) becomes O(1). Therefore, we have αS =
max(ρ1 + γ, ρ−1 + γ), and the time scale of S is given by
γ = αS −max(ρ1, ρ−1). (7.3.6)
Therefore, the time scales of the species numbers and their limiting behaviours are de-
cided by the scaling exponents for species numbers and reactions, that is, they are dic-
tated by the choice of α’s and β’s.
In order to prevent the system from vanishing to zero or exploding to infinity in the
scaling limit, the parameters α’s and β’s must satisfy what are known as the balance
conditions (Kang and Kurtz 2013). Essentially, these conditions ensure that the scaling
limit is O(1). Intuitively, the largest order of magnitude of the production of species i
should be the same as that of consumption of species i. For instance, in the MM reaction
network described in Section 7.2, balance for the substrate S can be achieved in two
ways. First, through the equation ρ1 = ρ−1, which balances the binding and unbinding
of the enzyme to the substrate; and second, by making αS large enough so that the
imbalance between the occurrences of the reversible binding of the enzyme to substrate
can be nullified. This gives a restriction on the time scale γ as γ + max(ρ1, ρ−1) ≤
αS. Combining the equality and inequality for each species, we get species balance
conditions as
ρ1 = ρ−1 or γ ≤ αS −max(ρ1, ρ−1),
ρ1 = max(ρ−1, ρ2) or γ ≤ αE −max(ρ1, ρ−1, ρ2),
ρ1 = max(ρ−1, ρ2) or γ ≤ αC −max(ρ1, ρ−1, ρ2),
ρ2 + γ = 0 or γ ≤ αP − ρ2.
(7.3.7)
Even if the conditions in (7.3.7) are satisfied, additional conditions are often required to
make the scaled species numbers asymptotically O(1). For each linear combination of
species, the collective production and consumption rates should be balanced. Otherwise,
the time scale of the new variable consisting of the linear combination of the scaled
species will be restricted up to some time. The additional conditions are
ρ2 + γ = 0 or γ ≤ max(αS, αC)− ρ2,
ρ1 = ρ−1 or γ ≤ max(αC, αP)−max(ρ1, ρ−1),
(7.3.8)
1 The strong law of large numbers states that, for a unit Poisson process Y, 1N Y(Nu) → u almost surely as
N → ∞, (see Ethier and Kurtz (1986)).
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obtained by comparing collective production and consumption rates of S+C and C+ P,
respectively.
The multi-scaling technique allows one to produce a wide range of approximations
by tuning the scaling exponents suitably to reflect different regimes of time-scale sepa-
ration and species abundance. While the main purpose of this work is to show how the
sQSSA, the tQSSA and the rQSSA can be derived directly from the stochastic description
by means of an appropriate choice of the scaling exponents, several other trivial as well
as nontrivial approximations, which have a quasi-steady state flavour, can be obtained
using this technique. In fact, even for similar species abundance regimes, quite differ-
ent limiting dynamics can be obtained from the stochastic system directly by virtue of
the time-scale separation. This ability to engender a wide range of interesting limiting
dynamics makes the multi-scaling technique a powerful tool for studying chemical re-
actions in general and enzyme kinetics, in particular. Therefore, before providing our
main results, we present a simple example here.
Example 7.3.1. Consider the MM kinetics with the enzyme E in much greater abundance
compared to the other species. We assume that initially enzyme and substrate amounts
are non-zero while the initial copy numbers of enzyme-substrate complex and product
are zero. We also assume that all reactions occur at rates in the same order of magnitude.
In order to model such a pathological case in the deterministic setting, one could assume
the enzyme concentration does not change over time, i.e., ddt [E] ≈ 0 and consider the
following reduced model
d
dt
[S] = −k˜1[S] + k−1[C], and ddt [C] = k˜1[S]− (k−1 + k2)[C],
where we have absorbed the constant enzyme concentration into k˜1. The above system
qualitatively predicts rapid decay in substrate concentration and an initial growth in
complex concentration because k˜1 is much greater than the other two reaction rate con-
stants. Note that, since the initial copy number for the complex is zero, there will be
stochastic fluctuations, at least initially (depending on the magnitudes of the reaction
rate constants). Moreover, such a qualitative prediction does not provide insights into
the inherent time scales of the different species.
Now, capturing this corner case in the stochastic framework, we set αS = αC = αP = 1,
αE = 2, β1 = −2, and β−1 = β2 = 0 based on our assumptions. Note that the order of
magnitude of all propensities is the same as ρ1 = ρ−1 = ρ2 = 1. The chosen set of α’s
and ρ’s satisfies all balance equations in (7.3.7)-(7.3.8) but ρ2 + γ = 0. The time scales of
S, C, and P are identified as γ = 0 as defined in (7.3.6) while the time scale of E is given
by γ = 1. Following the multi-scale technique described above, we obtain
(
Z0S, Z
0
C, Z
0
P
)
as a scaling limit of
(
ZN,0S , Z
N,0
C , Z
N,0
P
)
as N goes to infinity. In particular, considering
the time scale of S, and C, we get the following limiting equations
Z0S(t) = ZS(0) +
∫ t
0
(
−κ1Z0S(s)ZE(0) + κ−1Z0C(s)
)
ds,
Z0C(t) = ZC(0) +
∫ t
0
(
κ1Z0S(s)ZE(0)− (κ−1 + κ2) Z0C(s)
)
ds,
(7.3.9)
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where E is approximated as its initial value since the time scale of E is later than γ = 0.
More interestingly, in the time scale of E, i.e., when γ = 1, the averaged behaviours of S,
C and P are approximated by
Z1S(t) = Z
1
C(t) = 0, Z
1
P(t) = ZS(0) + ZC(0) + ZP(0), (7.3.10)
while ZN,1E converges to Z
1
E, which, expectedly, satisfies Z
1
E(t) = ZE(0). That is, in the
time scale of the enzyme, there is no dynamic behaviour (time evolution) at all in the
limit. Note that (7.3.10) is independent of the reaction rate constants. One can obtain
such a behaviour from the deterministic system by additionally assuming ddt [S] ≈ 0 and
d
dt [C] ≈ 0, which renders the ODE system completely trivial and our assumptions about
the initial species abundances irrelevant. On the other hand, the averaged behaviour
(7.3.10) is a direct implication of the multi-scale approximation in the time scale of the
enzyme, rather than an additional assumption. Therefore, the multi-scale approximation
tool allows us to study different behaviours (often in different time scales) directly from
the stochastic description without making additional assumptions. In the following
sections, we exploit this tool to derive the sQSSA, the tQSSA and the rQSSA for the
stochastic MM kinetics (7.3.1).
7.4 standard quasi-steady-state approximation
In the deterministic sQSSA, one assumes that the substrate-enzyme complex C reaches
its steady-state quickly after a brief transient phase while the other species are still in
their transient states. Therefore, by setting ddt [C] ≈ 0, one approximates the steady state
concentration of the complex. The steady state equation of the complex in (7.2.2) and
the conservation of the total enzyme concentration in (7.2.3) give
[C] =
[E0][S]
KM + [S]
, (7.4.1)
where KM = (k−1 + k2)/k1. The substrate concentration is then given by
d
dt
[S] = − k2[E0][S]
KM + [S]
. (7.4.2)
The corresponding equations for [E] and [P] can be written similarly. This approximation
is known as the sQSSA of the MM kinetics (7.2.1) under the deterministic setting.
Now, we use stochastic equations for the species copy numbers in (7.3.1) and apply
the multi-scale approximation to derive an analogue of (7.4.1)-(7.4.2). Equations like
(7.4.2) have been previously derived from the stochastic reaction network (Darden 1979,
1982). It was also revisited specifically using the multi-scale approximation method in
D. F. Anderson and Kurtz (2011) and Kang and Kurtz (2013). However, for the sake of
completeness, we furnish a brief description below. Assuming that E and C are on the
faster time scale than S and P, consider the scaled processes in (7.3.3) with the following
scaling exponents
αS = αP = 1, αE = αC = 0, β1 = 0, β−1 = β2 = 1, (7.4.3)
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that is, ρ1 = αS + αE + β1 = 1, ρ−1 = αC + β−1 = 1, and ρ2 = αC + β2 = 1. Note that
when γ = 0, the above corresponds to assuming the abundances of the substrate and
the product are order N while those of the enzyme and the enzyme-substrate complex
are order 1. We are interested in the time scale of S given in (7.3.6). Plugging in the
scaling exponent values in (7.4.3), the time scale of S we are interested in corresponds to
γ = 0. Setting γ = 0 in the scaled stochastic equations in (7.3.3) and writing ZNi instead
of ZN,γi for i = S, E, C, P one obtains from (7.4.3). Define M := Z
N
E (t) + Z
N
C (t) and
ZNC (t) :=
∫ t
0
ZNC (s) ds = Mt−
∫ t
0
ZNE (s) ds.
Note that M = ZNE (0) + Z
N
C (0) = XE(0) + XC(0), and that M does not depend on the
scaling parameter N. As done in D. F. Anderson and Kurtz (2011) and Kang and Kurtz
(2013), assume that ZNS (0) → ZS(0). The scaled variables ZNS and ZNC are bounded so
they are relatively compact in the finite time interval [0, T ], where 0 < T < ∞. Then,(
ZNS ,Z
N
C
)
converges to (ZS,ZC) as N → ∞ and satisfies for every t > 0,
ZS(t) = ZS(0)−
∫ t
0
κ1ZS(s)
(
M− Z˙C(s)
)
ds +
∫ t
0
κ−1Z˙C(s) ds,
0 =
∫ t
0
κ1ZS(s)
(
M− Z˙C(s)
)
ds−
∫ t
0
(κ−1 + κ2) Z˙C(s) ds. (7.4.4)
Note that we get (7.4.4) by dividing the equation for ZNC (t) in (7.3.3) by N and taking
the limit as N → ∞. From (7.4.4), we get
Z˙S(t) = − κ2MZS(t)κM + ZS(t) , Z˙C(t) =
MZS(t)
κM + ZS(t)
, (7.4.5)
where κM = (κ−1 + κ2)/κ1, which is precisely the sQSSA.
Note that we only use the Poisson law of large numbers and the conservation law
to derive (7.4.5). In Figure 7.1, we compare the limit ZS(t) in (7.4.5) with the scaled
substrate copy number ZNS (t) in (7.3.3), obtained from 1000 realizations of the stochastic
simulation using Gillespie’s algorithm (Gillespie 1977). Figure 7.1 shows the agreement
between the scaled process ZNS (t) and its limit ZS(t).
conditions for sqssa in the deterministic system We have shown that the
scaling exponents (7.4.3) indeed yielded the sQSSA. We now show how the conditions
(7.4.3) are related to the conditions proposed in the literature for the validity of the
deterministic sQSSA. First, we consider a general condition derived by L. A. Segel
(1988) and L. A. Segel and Slemrod (1989),
[E0]≪ [S0] + KM, (7.4.6)
where KM = (k−1 + k2)/k1 is the MM constant. We rewrite (7.4.6) in terms of the
species copy numbers and the stochastic reaction rate constants. The stochastic and the
deterministic reaction rates are related as
(k1, k−1, k2) =
(
Vκ′1, κ
′
−1, κ
′
2
)
, (7.4.7)
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Figure 7.1: MM kinetics with sQSSA. The scaling limit of the substrate copy number,
drawn in yellow dotted line, is compared with the mean substrate copy number, ob-
tained from simulations using the Gillespie’s algorithm and shown in blue. The light
blue shaded region represents one standard deviation from the mean. Different choices
of initial conditions are used to reflect the fact that convergence can be achieved un-
der varying values of the conservation constant M. Simulation settings: (a) N = 100,
(XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (100, 10, 0, 0) for the upper curve and (50, 20, 0, 0) for
the lower curve; and (b) N = 1000, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (1000, 10, 0, 0) for
the upper curve and (750, 20, 0, 0) for the lower curve. The reaction rate constants are
(κ1, κ−1, κ2) = (1, 1, 0.1) in both (a) and (b).
where V is the system volume multiplied by the Avogadro’s number (Kurtz 1972). We
also use the relation between molecular numbers and molecular concentrations as
[i] = Xi(t)/V, i = S, E, C, P. (7.4.8)
Applying (7.4.7) and (7.4.8) in (7.4.6), and cancelling out V, we get
XE0 ≪ XS0 +
κ′−1 + κ
′
2
κ′1
. (7.4.9)
Plugging our choice of the scaled variables and rate constants given in (7.3.2) and (7.4.3)
to (7.4.9) gives
ZNE (t) + Z
N
C (t)≪ N
(
ZNS (t) + Z
N
P (t)
)
+ ZNC (t) +
N (κ−1 + κ2)
κ1
. (7.4.10)
Since ZNi (t) ≈ O(1) and κk ≈ O(1), the left and the right sides of (7.4.10) become of
order 1 and N, respectively. Therefore, our choice of scaling is in agreement with the
conditions for the validity of the sQSSA in the deterministic model (7.4.6).
Note that the choice of scaling exponents in (7.4.3) is, in general, not unique. We now
derive more general conditions on the scaling exponents, α’s and β’s, leading to the
sQSSA limit (7.4.5). Note that for (7.4.5) to hold the time scale of C should be faster than
that of S, so that we can obtain (7.4.4) from the equation of C, i.e.,
αC −max(ρ1, ρ−1, ρ2) < αS −max(ρ1, ρ−1), (7.4.11)
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which is an analogue of ddt [C] ≈ 0. Moreover, for E to be expressed in terms of C and
retained in the limit, the species copy number of C has to be greater than or equal to
that of E in the conservation equation of the total enzyme
αE ≤ αC. (7.4.12)
Finally, since all propensities are of the same order, all the terms are present in (7.4.5)
ρ1 = ρ−1 = ρ2. (7.4.13)
Combining (7.4.11), (7.4.12), and (7.4.13) together, we get the following conditions
αE ≤ αC < αS, αS + β1 = β−1 = β2. (7.4.14)
The second condition in (7.4.14) can be rewritten as αS = β−1 − β1 = β2 − β1 and so
(7.4.14) implies
XE0 ≪ XS0 , XE0 ≪
κ′−1
κ′1
≈ κ
′
2
κ′1
,
which is comparable to the general condition (7.4.6) on the deterministic sQSSA.
7.5 total quasi-steady-state approximation
In the deterministic tQSSA, we define the total substrate concentration as [T] := [S] +
[C]. The idea behind the tQSSA is to get an accurate approximation for a wider range
of the parameters (for example, covering both high and low enzyme concentrations).
Assuming that [T] changes on the slow time scale, the equations (7.2.2)-(7.2.3) give the
following reduced model (Borghans, De Boer, and L. A. Segel 1996; Tzafriri 2003),
d
dt
[T] = −k2[C],
d
dt
[C] = k1 {([T]− [C]) ([E0]− [C])− KM[C]} ,
(7.5.1)
where KM = (k−1 + k2)/k1. Assuming that ddt [C] ≈ 0 and using [C] ≤ [E0], the unique
solution is found as the positive root of a quadratic equation
d
dt
[C] =
([E0] + KM + [T])−
√
([E0] + KM + [T])
2 − 4[E0][T]
2
, (7.5.2)
and the evolution of the total substrate concentration obeys
d
dt
[T] = −k2
([E0] + KM + [T])−
√
([E0] + KM + [T])
2 − 4[E0][T]
2
. (7.5.3)
The above approximation is the tQSSA of the MM kinetics (7.2.1) in the deterministic
setting.
Now, consider the stochastic model (7.3.1). Our goal is to apply the multi-scale ap-
proximation with the appropriate scaling so that we can consider (7.5.3) as the limit of
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the stochastic MM system (7.3.3) as N → ∞ . We assume that S, E, and C are on the
faster time scale than P. Our choice of scaling is
αS = αE = αC = αP = 1, β1 = β2 = 0, β−1 = 1, (7.5.4)
that is, ρ1 = αS + αE + β1 = 2, ρ−1 = αC + β−1 = 2, and ρ2 = αC + β2 = 1. We are
interested in the stochastic model in the time scale of T. Adding unscaled equations for
S and C and dividing by Nmax(αS ,αC) from (7.3.3) we have
NαS ZN,γS (t) + N
αC ZN,γC (t)
Nmax(αS ,αC)
=
NαS ZNS (0) + N
αC ZNC (0)
Nmax(αS ,αC)
− 1
Nmax(αS ,αC)
Y2
(∫ t
0
Nρ2+γκ2Z
N,γ
C (s) ds
)
.
Thus, the time scale of T is given by
γ = max(αS, αC)− ρ2. (7.5.5)
Using (7.5.4) gives γ = 0. For simplicity, we set the time scale exponent as γ = 0 and
denote ZN,γi as Z
N
i for i = S, E, C, P as we did in Section 7.4.
Define the new slow variable
ZNT (t) := Z
N
S (t) + Z
N
C (t),
which satisfies
ZNT (t) = Z
N
T (0)−
1
N
Y2
(∫ t
0
Nκ2ZNC (s) ds
)
. (7.5.6)
We have two conservation laws for the total amount of substrate and enzyme, mN :=
ZNE (t) + Z
N
C (t) and k
N := ZNT (t) + Z
N
P (t), and we denote their limits as N → ∞ by m
and k, respectively. We also define
ZNC (t) :=
∫ t
0
ZNC (s) ds = m
Nt−
∫ t
0
ZNE (s) ds.
Since ZNT (t) ≤ kN → k and ZNC (t) ≤ mNt → mt, ZNT and ZNC are bounded, they are also
relatively compact in the finite time interval t ∈ [0, T ] where 0 < T < ∞. Since the law
of large numbers implies that ZNT (0)→ ZT(0) as N → ∞ then
(
ZNT ,Z
N
C
)
(possibly along
a subsequence only) converges to (ZT ,ZC) which satisfies
ZT(t) =ZT(0)−
∫ t
0
κ2Z˙C(s) ds,
0 =
∫ t
0
κ1
(
ZT(s)− Z˙C(s)
) (
m− Z˙C(s)
)
ds−
∫ t
0
κ−1Z˙C(s) ds. (7.5.7)
Note that (7.5.7) is the limit as N → ∞ when we divide the equation for the scaled
variable of C in (7.3.3) by N. Hence, we obtain
Z˙C(t) =
(m + κD + ZT(t))−
√
(m + κD + ZT(t))
2 − 4mZT(t)
2
, (7.5.8)
Z˙T(t) =− κ2
(m + κD + ZT(t))−
√
(m + κD + ZT(t))
2 − 4mZT(t)
2
, (7.5.9)
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where κD := κ−1/κ1. The equations (7.5.8) and (7.5.9) are analogous to (7.5.2) and (7.5.3),
respectively. Note that we only have κD in (7.5.8)-(7.5.9) instead of KM = (k−1 + k2)/k1 in
(7.5.2)-(7.5.3). The reaction rate κ2 disappears, since the propensity of the second reaction
is of order of N, which is slower than the other two reactions whose propensities are of
order N2 as shown in (7.3.3). In Figure 7.2, we compare the limit ZT(t) in (7.5.9) and the
scaled total substrate copy number ZNT (t) in (7.5.6), obtained from 1000 realisations of
the stochastic simulation using Gillespie’s algorithm (Gillespie 1977). The plot indicates
close agreement between the scaled process ZNT (t) and its proposed limit ZT(t).
conditions for tqssa in the deterministic system In order to derive tQSSA
from (7.5.1), it is assumed that the total substrate concentration changes in the slow time
scale and that the complex reaches its steady state quickly after some transient time, that
is, ddt [C] ≈ 0. The complex concentration [C] is then found as the nonnegative solution
of a quadratic equation. As mentioned earlier, the authors in Borghans, De Boer, and
L. A. Segel (1996) approximated [C] in a form simpler than the exact solution in (7.5.2)
and found a necessary and sufficient condition for the validity of the tQSSA as
K[E0]≪ ([E0] + [S0] + KM)2 , (7.5.10)
where K = k2/k1 and KM = (k−1 + k2)/k1. The benefit of tQSSA over sQSSA is that
(7.5.10) is always roughly valid (Pedersena, Bersanib, and Bersanic 2006; Tzafriri 2003).
The condition (7.5.10) is equivalent to
1 ≪
(
1+
[E0] + [S0]
K
+
k−1
k2
)(
1+
[S0] + KM
[E0]
)
(7.5.11)
and is implied by any one of the following
K ≪ [E0] + [S0], k2 ≪ k−1, and [E0]≪ [S0] + KM. (7.5.12)
We convert concentrations and deterministic rate constants to molecular numbers and
stochastic rate constants using (7.4.7)-(7.4.8). Simplifying, the condition in (7.5.10) be-
comes
κ′2
κ′1
XE0 ≪
(
XE0 + XS0 +
κ′−1 + κ
′
2
κ′1
)2
, (7.5.13)
by using the same argument as in (7.4.9). Plugging our choice of the scaled variables
and rate constants as specified in (7.3.2) and (7.5.4) yields
κ2
κ1
N
(
ZNE (t) + Z
N
C (t)
)
≪
(
N
(
ZNE (t) + Z
N
C (t)
)
+ N
(
ZNS (t) + Z
N
C (t) + Z
N
P (t)
)
+
Nκ−1 + κ2
κ1
)2
. (7.5.14)
Since in the above expression the term on the left is O(N) and the term on the right is
O
(
N2
)
, our choice of scaling in the stochastic model is in agreement with the condition
(7.5.10) for the validity of the tQSSA in the deterministic model.
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Figure 7.2: MM kinetics with tQSSA. The scaling limit of the total substrate copy
number, drawn in yellow dotted line, is compared with the mean total substrate copy
number, obtained from simulations using the Gillespie’s algorithm and shown in blue.
The light blue shaded region represents one standard deviation from the mean. Different
choices of initial conditions are used to reflect the fact that convergence can be achieved
under varying values of the conservation constant m. Simulation settings: (a) N = 100,
(XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (100, 10, 0, 0) for the upper curve and (50, 10, 0, 0) for
the lower curve; and (b) N = 1000, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (1000, 10, 0, 0) for
the upper curve and (750, 25, 0, 0) for the lower curve. The reaction rate constants are
(κ1, κ−1, κ2) = (1, 4, 1) in both (a) and (b).
We may also derive more general conditions on the scaling exponents, α’s and β’s,
which lead to tQSSA limit in (7.5.9). To this end note that the time scale of C is faster
than that of T so that we can derive an analogue of ddt [C] ≈ 0 in (7.5.7)
αC −max(ρ1, ρ−1, ρ2) < max(αS, αC)− ρ2. (7.5.15)
Moreover, the species copy number of C has an order greater than or equal to that of S,
since otherwise C would disappear in the limit of T. Similarly, the species copy number
of C has an order greater than or equal to that of E so that the limit for E can be expressed
in terms of a conservation constant and C. Therefore, we have
max(αS, αE) ≤ αC. (7.5.16)
Finally, to obtain a quadratic equation with a square root solution in the limit, the en-
zyme binding reaction rate should be equal to the unbinding reaction rate. That is,
ρ1 = ρ−1. (7.5.17)
Combining (7.5.15), (7.5.16), and (7.5.17), we get the following conditions
max(αS, αE) ≤ αC, and β2 < β−1 = αC + β1. (7.5.18)
Note that due to β2 < β−1 in (7.5.18), we have the discrepancy between κD in (7.5.9) and
KM in (7.5.3). In other words, the reason behind this discrepancy is that the propensity
of the second reaction (product formation) is of order of N, which is slower than the
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other two reactions whose propensities are of order N2 as shown in (7.3.3). Therefore,
the reaction rate κ2 disappears. The condition (7.5.18) implies
XS0 ≈ XE0 , and
κ′2
κ′1
≪ κ
′
−1
κ′1
≈ XE0 , (7.5.19)
which is consistent with the condition k2 ≪ k−1 in (7.5.12) that was also suggested for
the stochastic system tQSSA in Barik et al. (2008).
7.6 reverse quasi-steady-state approximation
In the deterministic rQSSA, it is assumed that the enzyme is in high concentration. In
this approximation, two time scales are considered. Starting with an initial condition
([S], [E], [C], [P]) = ([S0], [E0], 0, 0) in (7.2.2), the enzyme concentration is [E] ≈ [E0]
during the initial transient phase. Since there is almost no complex during this time, we
get an approximate model as
d
dt
[S] = −k1[E0][S], ddt [C] = k1[E0][S]. (7.6.1)
After the initial transient phase, the substrate is depleted. Therefore, we assume that
d
dt [S] ≈ 0 in (7.2.2) and obtain
[S] =
k−1[C]
k1 ([E0]− [C]) , (7.6.2)
so that the differential equation for the complex becomes
d
dt
[C] = −k2[C]. (7.6.3)
We refer to the approximation of the system (7.2.2) by (7.6.1)-(7.6.3) as the rQSSA of the
MM kinetics in the deterministic setting.
As in the previous sections, let us consider the stochastic equations for the MM ki-
netics given by (7.3.1) and again apply yet another multi-scale approximation with time
change, to derive the rQSSA in (7.6.1)-(7.6.3). Assuming that S and C are on faster time
scale than E and P, the following scales are chosen
αS = αC = αP = 1, αE = 2, β1 = 0, β−1 = β2 = 1, (7.6.4)
that is, ρ1 = αS + αE + β1 = 3, ρ−1 = αC + β−1 = 2, and ρ2 = αC + β2 = 2. Note
that this choice of scaling does not satisfy the balance equations introduced in (7.3.7).
The inequalities for S and C give γ ≤ −2 and those for E and P give γ ≤ −1. These
conditions suggest the first and the second time scales as γ = −2 when S and C become
O(1) and γ = −1 when E and P are O(1). Define the following conservation constants
mN = ZN,γE (t) +
1
N
ZN,γC (t), k
N = ZN,γS (t) + Z
N,γ
C (t) + Z
N,γ
P (t), (7.6.5)
which we assume to converge to some limiting values m and k as N → ∞, respectively.
In this setting, ZN,γS , Z
N,γ
E , Z
N,γ
C , and Z
N,γ
P are bounded so that they are relatively com-
pact for t ∈ [0, T ], where 0 < T < ∞. In the first time scale when γ = −2, the
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scaled species for E and P converge to their initial conditions, ZN,−2E (t) → ZE(0) and
ZN,−2P (t)→ ZP(0) as N → ∞, since the scaling exponents in the propensities are greater
than those of species copy numbers in this time scale. Therefore
(
ZN,−2S , Z
N,−2
C
)
con-
verges to
(
Z(−2)S , Z
(−2)
C
)
satisfying
Z(−2)S (t) = ZS(0)−
∫ t
0
κ1Z
(−2)
S (s)ZE(0) ds,
Z(−2)C (t) = ZC(0) +
∫ t
0
κ1Z
(−2)
S (s)ZE(0) ds.
(7.6.6)
Since ZN,−2C (t) is bounded by k
N from (7.6.5), the remaining reaction terms for the un-
binding of the complex and for the product production vanish as N → ∞. The equations
(7.6.6) are seen as the integral version of (7.6.1), that is, the rQSSA for the first (transient)
time scale.
Next, consider the second time scale when γ = −1. Plugging γ = −1 in the equation
for S in (7.3.3), and applying the law of large numbers, we obtain
ZN,−1S (t) ≈ ZNS (0)−
∫ t
0
(
Nκ1Z
N,−1
S (s)Z
N,−1
E (s)− κ−1ZN,−1C (s)
)
ds. (7.6.7)
Using (7.6.7), the equations for E and C in (7.3.3) become
ZN,−1C (t) ≈ZNC (0) + ZNS (0)− ZN,−1S (t)−
∫ t
0
κ2Z
N,−1
C (s) ds, (7.6.8)
ZN,−1E (t) ≈ZNE (0)−
∫ t
0
κ1Z
N,−1
S (s)Z
N,−1
E (s) ds, (7.6.9)
since the remaining reaction terms are asymptotically equal to zero. Dividing (7.6.7) by
N, we obtain ∫ t
0
κ1Z
N,−1
S (s)Z
N,−1
E (s) ds → 0, (7.6.10)
as N → ∞, since all other terms vanish asymptotically. Due to (7.6.9) and (7.6.10),
ZN,−1E (t) → ZE(0) as N → ∞. Defining ZN,−1S (t) :=
∫ t
0 Z
N,−1
S (s) ds and using (7.6.10)
and (7.6.8), we conclude that
(
Z
N,−1
S , Z
N,−1
C
)
converges to
(
Z
(−1)
S , Z
(−1)
C
)
satisfying
0 =
∫ t
0
κ1Z˙
(−1)
S (s)ZE(0) ds,
Z(−1)C (t) =ZC(0) + ZS(0)− Z˙(−1)S (t)−
∫ t
0
κ2Z
(−1)
C (s) ds. (7.6.11)
Therefore,
Z˙
(−1)
S (t) = 0, Z˙
(−1)
C (t) = −κ2Z(−1)C (t), (7.6.12)
which is the analogue of the rQSSA in the second time scale (7.6.2)-(7.6.3) as derived
from the deterministic model.
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Figure 7.3: MM kinetics with rQSSA in the first time scale γ = −2: The scaling
limit of the substrate copy number, drawn in yellow dotted line, is compared with the
mean substrate copy number, obtained from simulations using the Gillespie’s algorithm
and shown in blue. The light blue shaded region represents one standard deviation
from the mean. Simulation settings: (a) N = 100, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) =
(90, 106, 10, 0) for the upper curve and (50, 106, 10, 0) for the lower curve; and (b)
N = 1000, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (900, 10
6, 10, 0) for the upper curve and
(500, 75 · 104, 110, 0) for the lower curve. The reaction rate constants are (κ1, κ−1, κ2) =
(1, 1, 0.1) in both (a) and (b). Given the scaling assumptions, the convergence is not
sensitive to the exact values of the initial conditions. The only purpose of the two dif-
ferent sets of initial conditions is to illustrate convergence under varying values of the
conservation constant m.
We illustrate the quality of rQSSA in the stochastic MM system with some simulations.
In Figure 7.3, we compare the limit Z(−2)S (t) in (7.6.6) and the scaled substrate copy
number ZN,−2S (t) in (7.3.3) using 1000 runs of the Gillespie’s algorithm. In Figure 7.4,
we compare the limit Z(−1)C (t) in (7.6.12) and the scaled complex copy number Z
N,−1
C (t)
in (7.3.3) using 10000 runs of the Gillespie’s algorithm. Note that the initial condition
of Z(−1)C (t) is ZC(0) + ZS(0) in (7.6.11). However, this does not affect since ZS(0) = 0
in our simulation in Figure 7.4. In both time scales, the scaled processes are in close
agreement with the proposed limits.
conditions for rqssa in the deterministic system . Consider the general
condition for the validity of the rQSSA at high enzyme concentrations suggested by
Schnell and Maini (2000),
K ≪ [E0] and [S0]≪ [E0], (7.6.13)
where K = k2/k1. Rewriting (7.6.13) in terms of molecular copy numbers and stochastic
rate constants using (7.4.7)-(7.4.8) gives
κ′2
κ′1
≪ XE0 and XS0 ≪ XE0 , (7.6.14)
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Figure 7.4: MM kinetics with rQSSA in the second time scale γ = −1: The scaling
limit of the complex copy number, drawn in yellow dotted line, is compared with the
mean complex copy number, obtained from simulations using the Gillespie’s algorithm
and shown in blue. The light blue shaded region represents one standard deviation
from the mean. Simulation settings: (a) N = 100, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) =
(0, 104, 100, 0) for the upper curve and (0, 7500, 50, 0) for the lower curve; and (b) N =
1000, (XNS (0), X
N
E (0), X
N
C (0), X
N
P (0)) = (0, 10
5, 103, 0) for the upper curve and (0, 75 ·
103, 500, 0) for the lower curve. The reaction rate constants are (κ1, κ−1, κ2) = (1, 1, 0.1)
in both (a) and (b). Given the scaling assumptions, the convergence is not sensitive to
the exact values of the initial conditions. The only purpose of the two different sets of
initial conditions is to illustrate convergence under varying values of the conservation
constant m.
since V’s all cancel out. Using our choice of scaling in (7.3.2) and (7.6.4), the conditions
(7.6.14) become
Nκ2
κ1
≪
(
N2ZN,γE (t) + NZ
N,γ
C (t)
)
and
N
(
ZN,γS (t) + Z
N,γ
C (t) + Z
N,γ
P (t)
)
≪
(
N2ZN,γE (t) + NZ
N,γ
C (t)
)
.
(7.6.15)
Since the inequalities in (7.6.15) hold for large N, our choice of scaling is seen to satisfy
the conditions (7.6.13).
As seen in the previous sections, we may also derive more general conditions on the
scaling exponents, α’s and β’s, leading to (7.6.6) and (7.6.12). In the first scaling, the time
scales of S and C are the same and faster than the time scale of E. Therefore it follows
αS −max(ρ1, ρ−1) = αC −max(ρ1, ρ−1, ρ2) < αE −max(ρ1, ρ−1, ρ2). (7.6.16)
Since the binding reaction rate of the enzyme is faster than the rates of the other two
reactions as we see in the limit (7.6.6), we have
max(ρ−1, ρ2) < ρ1. (7.6.17)
Combining (7.6.16) and (7.6.17), the conditions in the first time scale are
αS = αC < αE, max(β−1, β2) < αE + β1. (7.6.18)
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Then, the condition in (7.6.18) implies
XS0 ≪ XE0 , max
(
κ′−1
κ′1
,
κ′2
κ′1
)
≪ XE0 , (7.6.19)
which is comparable to (7.6.13). Next, consider the second time scale and the condition
on the scaling exponents that yields (7.6.12). Note that the conditions (7.6.16)-(7.6.17) are
already sufficient to derive the limiting process in the second time scale. The condition
(7.6.16) implies the time scales of S and C are the same. Since ρ2 < ρ1 as in (7.6.17), the
time scale of S+C is slower than that of S. Setting the time scale of S+C as the reference
one, we see that on that timescale S will be rapidly depleted and then approximated by
zero in view of the discrepancy between the consumption and production rates of S,
due to ρ−1 < ρ1 in (7.6.17). Therefore, the conditions in (7.6.16)-(7.6.17) are sufficient
to obtain the limit in (7.6.12) on the second time scale as well. Finally, note that the
stochastic MM system with (7.6.18) does not provide an analogue equation for S in
(7.6.2) due to the condition, ρ−1 < ρ1, as shown in (7.6.17). Assuming ρ−1 = ρ1 will
balance the production and the consumption of S, but in this case we can no longer
claim the relative compactness of S.
7.7 discussion
Our derivations in this chapter rely on the multi-scale approximation approach (Ball
et al. 2006; Kang and Kurtz 2013) that is quite general and could be used to obtain
similar types of QSSAs in other more general stochastic CRNs. As an illustration, we
have briefly considered the ESI system (L. A. Segel 1988) and derived various QSSAs
in Appendix E.1. Other QSSAs (also for other variants of the ESI system) can be de-
rived similarly. Another important application area where our tools can be used to
derive meaningful approximations is a model of signal transduction into protein phos-
phorylation cascade, such as the Mitogen-activated Protein Kinase (MAPK) signalling
pathway (Bersani, Pedersen, et al. 2005; Dell’Acqua and Bersani 2011; Gómez-Uribe,
Verghese, and Mirny 2007). In MAPK signalling pathway, the product of one level of the
cascade may act as the enzyme at the next level, with different MM QSSAs found to be
appropriate at different levels (Bersani, Pedersen, et al. 2005; Dell’Acqua and Bersani
2011; Gómez-Uribe, Verghese, and Mirny 2007; Sauro and Kholodenko 2004). Our tools
can provide further insights into the biophysics of such systems.
Since the dynamics of enzyme kinetics plays such a central role in many problems
of modern biochemistry, it is important to understand the precise conditions for the
QSSAs discussed here. For convenience, in Table 7.2, we summarise the conditions
for different QSSAs in terms of their scaling exponents as well as the stochastic and
deterministic species abundances. The conditions for the stochastic scalings presented
in the first row of the table clearly separate the range of parameter values into three
regimes. As we can see, the exponent αS should be greater than the other exponents
for species copy numbers in the sQSSA while αE is greater than the other exponents
for species copy numbers in the rQSSA. In the tQSSA, αC needs to be greater than
or equal to the other exponents. For the sQSSA and the rQSSA, the stochastic species
abundance conditions (listed in the second row) are seen to also imply the deterministic
abundance conditions (listed in the third row). However, the necessary condition for the
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Table 7.2: Comparison of conditions for the quasi-steady-state approximations in the
stochastic and deterministic MM kinetics.
Conditions sQSSA tQSSA rQSSA
stochastic
scaling
αE ≤ αC < αS max(αS, αE) ≤ αC αS = αC < αE
αS = β−1− β1 = β2−
β1
β2 < β−1 = αC + β1 max(β−1, β2) < αE +
β1
stochastic
abundance
XE0 ≪ XS0 XE0 ≈ XS0 XS0 ≪ XE0
XE0 ≪
κ′−1
κ′1
≈ κ′2
κ′1
κ′2
κ′1
≪ κ′−1
κ′1
≈ XE0 max
(
κ′−1
κ′1
, κ
′
2
κ′1
)
≪ XE0
deterministic
abundance
[E0]≪ [S0] + KM K[E0] ≪
([E0] + [S0] + KM)
2
K ≪ [E0] and [S0] ≪
[E0]
The parameters are K = k2/k1 and KM = (k−1 + k2)/k1.
tQSSA derived from the stochastic model is slightly different from the corresponding
deterministic condition as it requires similar order of magnitude for the total amount
of enzyme and the total amount of substrate. Note, however, that the condition on the
deterministic rates k2 ≪ k−1, which is an analogue of the stochastic rates condition
κ′2 ≪ κ′−1, implies both the deterministic and the stochastic abundance conditions for
the tQSSA.
Our derivations of the QSSAs from the stochastic MM kinetics provide approximate
ODE models where reaction propensities follow rational or square-root functions and
hence violate the law of mass action. Such non-standard propensity functions are often
useful for building efficient reduced model also in the stochastic settings where they may
be used as intensity functions in the random time change representation of the Poisson
processes. For instance, Grima, Schmidt, and Newman (2012), Choi, Rempała, and J.
Kim (2017), as well as some others H. Kim and Gelenbe (2012) and Tian and Burrage
(2006) have applied this idea to construct approximate, stochastic MM enzyme kinetic
networks and even the gene regulatory networks (Smith, Cianci, and Grima 2016). As
some of the authors of this article argued in their recent work (see J. K. Kim, Rempała,
and Kang (2017)), such approximate stochastic models using intensities derived from
the deterministic limits may in some sense be better approximations of the underlying
stochastic networks than the deterministic QSSAs. Our derivations presented here could
be used to further justify this statement, at least for networks satisfying certain scaling
conditions (J. K. Kim, Josic´, and Bennett 2015; Rao and Arkin 2003; Sanft, Gillespie, and
Petzold 2011), including those presented in Table 7.2. We therefore hope that the results
in the current work will further contribute to developing more accurate approximations
of models for enzyme kinetics in biochemical networks.
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With these QSSAs of the MM enzyme-kinetic CRNs, which, as a queueing system, mod-
els a special case of the collaborative uploading problem described in Section 1.1, we
conclude our study of parallel queueing systems. In the next chapter, we shall begin our
study of the MABMs. In particular, we shall derive an FCLT for the simplest MABM, an
ID or an SI process on Configuration Model (CM) random graphs.
8A F U N C T I O N A L C E N T R A L L I M I T T H E O R E M
In this chapter, we begin our study of the distribution problem described in Section 1.1.
The main modelling framework for the distribution problem is that of an MABM. Here,
we analyse the simplest possible distribution process, namely the ID process, which
keeps track of whether a piece of information has reached its intended destination or
not. The intended destinations are considered to be vertices of a graph. From a math-
ematical perspective, this binary dynamical process is equivalent to the stochastic SI
process from epidemiology literature. In this chapter, we shall derive a scaling limit
for such a dynamical process. To be precise, we study a stochastic compartmental SI
epidemic process on a CM random graph with a given degree distribution over a finite
time interval T := [0, T], for some T > 0 (see Figure 8.1). In this setting, we split the
population into two compartments, namely, S and I, denoting the susceptible and in-
fected individuals, respectively. In addition to the sizes of these two compartments, we
consider counts of SI-edges (those connecting a susceptible and an infected individual)
and SS-edges (those connecting two susceptible individuals). We describe the dynamical
process in terms of these counts and present an FCLT for them as n grows to infinity. To
be precise, we show that these counts, when appropriately scaled, converge weakly to
a continuous Gaussian vector semimartingale process in the space of real 3-dimensional
vector-valued càdlàg functions on T endowed with the Skorohod topology.
8.1 model
additional conventions We denote by D = D(T) the Polish space of real func-
tions f on T that are right continuous and have left hand limits. A function f ∈ D is
called càdlàg. Unless otherwise mentioned, the space D is assumed endowed with the
Skorohod topology (Billingsley 1999, Chapter 3). Accordingly we call D the Skorohod
space. Let the triplet (Ω,F,P) denote our probability space. For a differentiable func-
tion f defined on some E ⊆ Rd, we denote its partial derivative with respect to the i-th
variable by ∂i f , for i = 1, 2, . . . , d. With some abuse of notation, we use ∂ f (x) to denote
the derivative of a differentiable function of a single variable at x. For a sequence of
random variables {Zn}n∈N, the phrase “Zn → ∞ with high probability (whp)” means
“P(Zn > k) → 1 as n → ∞ for any k > 0”. For a stochastic process Z with paths in D,
we denote its jump sizes by δZ.
We begin with the class of all CM random graphs (Hofstad 2017, Chapter 7) with n
nodes, for n ∈N. The main advantage of the CM is that it allows one to fix the degrees
before constructing the graph itself. There are numerous real life situations where ran-
dom graphs with a prescribed degree sequence (or a distribution) are reasonable and
intuitive. See Hofstad (2017, Chapter 7) for some examples.
Given a sequence of degrees (d1, d2, . . . , dn) for n vertices, we first assign di half-edges
to node i. The CM random graph is then obtained by uniformly matching (or pairing)
all available half-edges. Two paired half-edges form an edge. To be precise, we actually
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Time
Figure 8.1: Dynamics of the stochastic SI model over a finite time interval T. Susceptible
nodes are shown in yellowish green and infected nodes, in dark red. Infected nodes
infect their neighbours at a given rate β > 0. Different types of edges, namely, SI, SS,
and II, are shown in different colours. In the context of non-equilibrium percolation,
which we model as a stochastic SI process, the red nodes are the wet (or active) nodes
and the growth of the red-component describes the time evolution of the percolated
component.
get a multigraph because the resultant graph may have self-loops and multiple edges.
However, we can circumvent this problem by conditioning on simplicity of the graph
as n → ∞. A graph is called simple if there is no self-loop and if there is at most
one edge between any pair of vertices i.e., multiple edges are not allowed. As shown
in Janson (2009), the conditional probabilities can be calculated because the probability
that the random multigraph is simple is strictly positive provided ∑i d2i = O(∑i di) (or
equivalently, after ignoring isolated vertices, ∑i d2i = O(n)). We assume this condition
to be satisfied in our setting.
Let us denote the Probability Generating Function (PGF) of the underlying degree
distribution by ψ, i.e.,
ψ(x) :=∑
k
xk pk, (8.1.1)
where pk is the probability that a randomly chosen node has degree k. We denote the
class of all CM random graphs with n nodes by G(ψ, n).
We consider the stochastic SI model on CM random graphs. Each infected individual
(represented by a node of the graph) infects one of its neighbours at rate β > 0. We split
the population into two compartments, namely, S and I, consisting respectively of the
susceptible and infected individuals1.
Let X(t) := (XS(t), XSI(t), XSS(t)) denote the aggregated state vector of the system at
time t ≥ 0, where XS(t), XSI(t) and XSS(t) respectively indicate the number of suscepti-
ble individuals, the number of SI edges (edges connecting an S-type individual and an
I-type individual) and the number of SS edges. Please note that XSS counts these edges
twice. In order to describe the time evolution of these counts, we also need certain aux-
iliary counts. Denote by XSI,i(t) and XSS,i(t), the numbers of infected and susceptible
neighbours of a susceptible node i at time t, respectively. We shall often omit the time
1 In the context of the distribution problem described in Section 1.1, the infected individuals are the ones who
already received the content, and the susceptible vertices are yet to receive.
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argument t if there is no ambiguity. Define the filtration Ft as the σ-field generated by
the process history up to and including time t > 0 (Durrett 2010a, Chapter 1, p. 14). We
let F0 contain all P-null sets in F. We include all P-null sets in F so that the filtration
family {Ft} is complete. Also it is right continuous (i.e., Ft+ = Ft for every t ≥ 0,
where Ft+ := ∩s>0Ft+s is the σ-field of events immediately after t), because it is generated
by a right continuous jump process (Andersen et al. 1993, Chapter II, p. 61). Therefore,
the usual Dellacherie’s conditions on {Ft} are satisfied (Fleming and Harrington n.d.;
Karatzas and Shreve 1991; Rebolledo 1980). By the Doob-Meyer decomposition theorem
(Meyer 1962), we decompose the semimartingale X as
X(t) = X(0) +
∫ t
0
FX(X(s)) ds + M′(t), (8.1.2)
where M′(t) := (M′S(t), M
′
SI(t), M
′
SS(t)) is a zero-mean martingale adapted to the filtra-
tion Ft and FX(X) := (FS(XSI),FSI(XSS, XSI),FSS(XSS, XSI)) is an integrable function
given by
FS(XSI) := −βXSI ,
FSI(XSS, XSI) := ∑
i∈S
βXSI,i(XSS,i − XSI,i),
FSS(XSS, XSI) := −2∑
i∈S
βXSI,iXSS,i .
(8.1.3)
Let XS •(t) be the number of edges between a susceptible node and a node of any other
status at time t ≥ 0. We partition the collection of susceptible nodes S by their de-
gree k ∈N0 so that S = ∪kSk, where Sk is the collection of susceptible nodes of degree k.
Therefore we have XS = ∑k XSk , where XSk is the size of Sk, and XS •(t) := ∑k kXSk (t). In
order to study the large graph limit of the system, we also define the following quantity
θ(t) := exp
(−β ∫ t
0
XSI(s)
XS •(s)
ds
)
, (8.1.4)
which can be intuitively described as the probability that a degree-1 node that was
susceptible at time zero remains susceptible till time t > 0 (Miller 2011; Miller, Slim,
and E. M. Volz 2012; E. Volz 2008). It may be described equivalently as a solution to the
following integral equation
θ(t) = θ(0) +
∫ t
0
Fθ(XSI(s), XS •(s), θ(s)) ds,
where θ(0) = 1 and Fθ(XSI , XS •, θ) := −βθ XSIXS • .
8.2 the law of large numbers
We adopt the framework of Jacobsen et al. (2016) for our purpose and make the following
technical assumptions. Unless otherwise stated, all limits below and elsewhere in this
chapter are taken in the large graph limit, i.e., as n → ∞. Let T0 := (0, T] ⊂ T.
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A1 For t ∈ T0, XS •(t) → ∞ whp. This assumption ensures the infection does not
take over the entire graph and there are sufficiently many susceptible individuals
throughout T0. Furthermore, the quantity θ(t) remains well-defined on the entirety
of T.
A2 The fraction of initially susceptible nodes converges to some αS, i.e.,
n−1XS(0)
P−−→ αS. (8.2.1)
We also assume that the initially infected and susceptible nodes are selected uni-
formly at random and αS > 0. Note that, by virtue of uniformly random selection
of infected nodes at time 0, the above also implies (see Jacobsen et al. (2016))
n−1XI(0)
P−−→ αI = 1− αS,
n−1XSI(0)
P−−→ αSI = αS(1− αS)∂ψ(1),
n−1XSS(0)
P−−→ αSS = α2S∂ψ(1).
(8.2.2)
We shall use the vector notation α = (αS, αSI , αSS). The process XI captures the
number of infected individuals.
A3 ∑k k3 pk < ∞.
Having laid down our technical assumptions, define the operator Dr as
D
r f := f r−1 ∂
r f
(∂ f )r
, (8.2.3)
for f : R → R and r ∈ N, whenever the division of ∂r f by (∂ f )r makes sense, where
f r is understood as (r − 1)-times multiplication of f with itself for r ∈ N0 with the
convention f 0 := 1. The symbol ∂r f denotes the r-th derivative of the function f , and by
convention, we write ∂ f := ∂1 f . The operators Dr are used to capture the impact of the
graph structure on the limiting dynamics through the degree distribution. Then, define
(x, ϑ) := ((xS, xSI , xSS), ϑ), and κ(ϑ) as
κ(ϑ) :=
ψ(ϑ)∂2ψ(ϑ)
(∂ψ(ϑ))2
= D2ψ(ϑ). (8.2.4)
Following Jacobsen et al. (2016, Section 3.3.3), we interpret κ(ϑ) as the limiting ratio
of the average excess degree of a susceptible node chosen randomly as a neighbour of
an infectious individual, to the average degree of a susceptible node, µS. The quan-
tity κ(ϑ) allows us to count various pairs accurately. In general, the operator Dr+1ψ(ϑ)
recursively compares a susceptible node randomly chosen as a neighbour of r infected
individuals with a randomly chosen susceptible node. Therefore, it allows us to count
various r-configurations (triples, quadruples etc.) accurately in the limit. To be precise,
in Lemma 8.5.1 in Section 8.5.1, we explicitly show
D
r+1ψ(θ) =
µ
(r)
S (θ)
µS(θ)
D
rψ(θ)
P−−→ Dr+1ψ(ϑ), (8.2.5)
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where µ(r)S is the average excess degree of a susceptible node randomly chosen as a
neighbour of r infected individuals. In Section 8.5.1, we calculate these quantities explic-
itly.
Let us also define the operator H(x, ϑ) := (Hx(x, ϑ),Hϑ(x, ϑ)), where Hx(x, ϑ) :=
(HS(xSI),HSI(xS, xSI , xSS, ϑ),HSS(xS, xSI , xSS, ϑ)), and Hϑ(xSI , ϑ) are given by
HS(xSI) := −βxSI ,
HSI(xS, xSI , xSS, ϑ) := βκ(ϑ)
xSI
xS
(xSS − xSI)− βxSI ,
HSS(xS, xSI , xSS, ϑ) := −2βκ(ϑ) xSI xSSxS ,
Hϑ(xSI , ϑ) := −β xSIαS∂ψ(ϑ) .
(8.2.6)
Now, noting that A3 implies ∑k k2 pk < ∞, recall the strong law on large graphs due
to Jacobsen et al. (2016).
Theorem 8.2.1 (Law of large numbers). Assume A1, A2, and A3 for a configuration model
graph G(ψ, n). Then, for any T > 0, the following holds
sup
0<t≤T
∥(X(t)/n, θ(t))− (x, ϑ)∥ P−−→ 0,
where (x, ϑ) := ((xS, xSI , xSS), ϑ) is the solution of
(x(t), ϑ(t)) = (x(0), ϑ(0)) +
∫ t
0
H(x(s), ϑ(s))ds, (8.2.7)
with the initial condition x(0) = α and ϑ(0) = 1.
Proof. Observe that in the absence of recovery, the numbers of susceptible and infected
individuals are linearly related as XS + XI = n in the standard Susceptible-Infected-
Recovered (SIR) model. The proof therefore follows immediately by setting the recovery
rate in the SIR model to zero and assuming that there is only one layer in Jacobsen
et al. (2016). The crucial observation is that the neighbourhood distribution of a sus-
ceptible node, conditional on the process history, can be expressed as a hypergeometric
distribution (see Remark 8.3.1) whose mixed moments can be approximated by the cor-
responding multinomial moments. This allows us to “average out” the individual-based
quantities such as XSI,i for i ∈ S. The convergence is then established by calculating
several quadratic variations. The proof of our FCLT presented in Section 8.3 exploits
similar calculations.
8.3 functional central limit theorem
In this section, we derive FCLT for X after an appropriate scaling. Define
M(t) = (MS(t), MSI(t), MSS(t)) := n−1/2M′(t). (8.3.1)
We study the quadratic variation of the scaled martingale M(t). The idea is to check
whether either the optional or the predictable quadratic variation of the scaled process
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M converges in probability to a deterministic limit. If either of them does, and if the
paths of M become approximately continuous in the limit (“big” jumps disappear), we
can make use of the the Rebolledo’s theorem (Helland 1982; Rebolledo 1980) to establish
the asymptotic limit.
Note that M(t) is square integrable. For each ϵ > 0, define
Mϵ(t) := (MϵS(t), M
ϵ
SI(t), M
ϵ
SS(t)) (8.3.2)
to be a vector of square integrable martingales containing all jumps of M(t) larger in
absolute value than ϵ. Define Ft− := σ(∪s∈[0,t)Fs), the σ-field of events strictly prior to
t ∈ R+. We write F0− := F0, by convention.
We use the shorthand notation ⟨M⟩(t) for the 3× 3 matrix of predictable covariation
processes of the components of M(t). That is,
⟨M⟩(t) :=
 ⟨MS⟩(t) ⟨MS, MSI⟩(t) ⟨MS, MSS⟩(t)⟨MSI , MS⟩(t) ⟨MSI⟩(t) ⟨MSI , MSS⟩(t)
⟨MSS, MS⟩(t) ⟨MSS, MSI⟩(t) ⟨MSS⟩(t)
 . (8.3.3)
Here ⟨MS⟩(t) := ⟨MS, MS⟩(t) etc., by convention. Define ⟨Mϵ⟩ similarly. We shall study
the asymptotic limits of ⟨M⟩(t) and ⟨Mϵ⟩(t) as n → ∞ for each t ∈ T. For this purpose,
we need the neighbourhood distribution of a susceptible node i of degree k, i.e., the
distribution of (XSI,i, XSS,i) for a node i ∈ Sk, for all k ∈N.
dynamic construction of the graph We make use of the dynamic graph con-
struction method to derive the necessary probability distribution conditional on the his-
tory of the process. In this equivalent construction (Decreusefond et al. 2012; Jacobsen et
al. 2016; Janson, M. Luczak, and Windridge 2014), the graph is dynamically revealed as
infections take place. Accordingly, a susceptible node i ∈ Sk remains unpaired until it be-
comes infected. We could, however, pair off all unpaired edges at time t > 0 (uniformly
at random according to the CM construction) in order to define the neighbourhood of i.
Therefore, the neighbourhood of a susceptible node arises solely out of uniform match-
ing of half-edges. As a consequence, we obtain a hypergeometric distribution (see also
Jacobsen et al. (2016)).
Remark 8.3.1. For k ∈ N and i ∈ Sk, conditionally on the process history upto time
t−, the vector (XSI,i, XSS,i) follows a hypergeometric distribution
P(XSI,i = nSI , XSS,i = nSS | Ft−) =
(XSInSI )(
XS •−XSI
nSS
)
(XS •k )
, (8.3.4)
supported on nSI + nSS = k where nSI , nSS ∈N0.
This construction is equivalent in the sense that all the quantities of importance such
as the number of susceptible nodes at time t ≥ 0 follow the same probability law as
if the random multigraph was revealed first (according to uniform matching/pairing
procedure of the configuration model) and then the SI epidemic process was run on
it. We quote another important remark from Jacobsen et al. (2016) that would come in
handy for the derivations.
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Remark 8.3.2. Note that the total number of edges in the graph is 2−1 ∑i di. It im-
mediately follows that n−1XSI ≤ n−1XS • ≤ 2∂ψ(1) and n−1XSS ≤ n−1XS • ≤ 2∂ψ(1)
for sufficiently large n ∈ N. Also note that θ is a fractional quantity and therefore,
αSθ∂ψ(θ) ≤ ∂ψ(1). By virtue of A1, n−1XS • is bounded away from 0 on T and hence,
so is θ. As a consequence of Jacobsen et al. (2016, Lemma 1(b)), we can take the same
lower bound for αSθ∂ψ(θ). Let us denote by ξ > 0 the uniform lower bound for
n−1XS • and αSθ∂ψ(θ) so that we can write n−1XS • ∈ [ξ, 2ψ(1)] ⊂ R+.
8.3.1 Deterministic limit of ⟨M⟩(t)
Recall that (x, ϑ) := ((xS, xSI , xSS), ϑ). Let us begin by defining the following operators,
vS := βxSI ,
vSI := β
(
xSI(xSS − xSI)2
x2S
D
3ψ(ϑ)− xSI(xSS − 3xSI)
xS
D
2ψ(ϑ) + xSI
)
,
vSS := 4β
xSI xSS
xS
(
xSS
xS
D
3ψ(ϑ) +D2ψ(ϑ)
)
,
vS,SI := − β
(
xSI(xSS − xSI)
xS
D
2ψ(ϑ)− xSI
)
,
vS,SS := 2β
xSI xSS
xS
D
2ψ(ϑ),
vSI,SS := − 2β xSI xSS(xSS − xSI)x2S
D
3ψ(ϑ).
(8.3.5)
Now, define a T0-indexed family of matrices {V(t)} as follows
V(t) :=
 VS(t) VS,SI(t) VS,SS(t)VSI,S(t) VSI(t) VSI,SS(t)
VSS,S(t) VSS,SI(t) VSS(t)
 , (8.3.6)
where, given vid1,id2(x, ϑ) for id1, id2 ∈ {S, SI, SS} in (8.3.5),
Vid1,id2(t) :=
∫ t
0
vid1,id2(x(s), ϑ(s))ds, (8.3.7)
with the convention vid1,id2 := vid2,id1 for id1, id2 ∈ {S, SI, SS} and vid1,id2 := vid1 when-
ever id1 = id2 ∈ {S, SI, SS}. This also sets the convention Vid1,id2(t) := Vid2,id1(t) for id1, id2 ∈{S, SI, SS} and Vid1,id2(t) := Vid1(t) whenever id1 = id2 ∈ {S, SI, SS} for each t ∈ T0.
Let us now present our first result providing the deterministic limit of ⟨M⟩ in the fol-
lowing lemma. The key strategy in proving these deterministic limits will be to approx-
imate various hypergeometric moments by the corresponding multinomial moments.
The proof of Lemma 8.3.1 is, however, lengthy and somewhat involved. Therefore, it is
provided in Appendix F.2.
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Lemma 8.3.1 (Deterministic limit of ⟨M⟩). Consider the stochastic SI model described in
Section 8.1. Assume A1, A2 and A3 for a configuration model graph G(ψ, n). Then,
⟨M⟩(t) P−−→ V(t),
for each t ∈ T0, as n → ∞ where V(t) is as defined in (8.3.6), and (x, ϑ) is the solution of (8.2.7)
with x(0) = α and ϑ(0) = 1.
8.3.2 Asymptotic rarefaction of jumps
Recall that Mϵ := (MϵS, M
ϵ
SI , M
ϵ
SS) is the vector of square integrable martingales con-
taining all jumps of components of M larger than ϵ in absolute value, for ϵ > 0, i.e.,
Mid(t)− Mϵid(t) is a local square integrable martingale and |δMid(t)− δMϵid(t)| ≤ ϵ for
all id ∈ {S, SI, SS} and t ∈ T0. We wish to show ⟨Mϵid⟩(t)
P−−→ 0 for all id ∈ {S, SI, SS}
and t ∈ T0, as n → ∞. We would like to point out that this condition is essentially
the strong Asymptotic Rarefaction of Jumps Condition of the second type (strong ARJ(2)) as
described in Andersen et al. (1993) and Rebolledo (1980). Intuitively this ensures that
the sample paths of the martingale M(t) are close to continuous in the limit. Before
proceeding further, we offer the following remark.
Remark 8.3.3 (Limit of the maximum degree). For the configuration model graph
G(ψ, n) along with A3, the following holds true:
n−
1
2 dmax
a.s.−−−→ 0, (8.3.8)
where dmax is the maximum degree observed in a realisation of G(ψ, n).
Proof of Remark 8.3.3. The result follows by a direct application of the result in Barndorff-
Nielsen (1963, Theorem 5.2) along with A3.
Let us now compute the predictable quadratic variation of Mϵ and establish its asymp-
totic limit.
Lemma 8.3.2 (Limit of ⟨Mϵid⟩). Consider the stochastic SI model described in Section 8.1.
Assume A1, A2 and A3 for a configuration model graph G(ψ, n). Consider the vector Mϵ
of square integrable martingales containing all jumps of components of M(t) larger than ϵ in
absolute value for ϵ > 0, as defined in (8.3.2). Then, as n → ∞, for all id ∈ {S, SI, SS}, for each
t ∈ T0,
⟨Mϵid⟩(t) P−−→ 0. (8.3.9)
Proof of Lemma 8.3.2. We proceed in the following two steps.
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computation of ⟨MϵS⟩ Note that the original process M′S makes only unit jumps.
Then, for arbitrary ϵ > 0,
⟨MϵS⟩(t) ≤
∫ t
0
E[(δMϵS(s))
2
1(|δM′S(s)| > n1/2ϵ) | Fs−]ds = 0 ∀ n >
1
ϵ2
=⇒ ⟨MϵS⟩(t) P−−→ 0 for all 0 < t ≤ T and for all ϵ > 0 as n → ∞.
computation of ⟨MϵS I ⟩ and ⟨MϵSS ⟩ Note that both M′SI and M′SS jump only if
infection of a node occurs. This in particular implies that the jump sizes of M′SI and
M′SS are bounded above by the degree of the node getting infected. Therefore, they
are also bounded above by the maximum degree dmax. For an arbitrary ϵ > 0, and for
id ∈ {SI, SS},
⟨Mϵid⟩(t) ≤
∫ t
0
E[(δMϵid(s))
2
1(|n−1/2dmax| > ϵ) | Fs−]ds
≤ tn−1d2max1(|n−1/2dmax| > ϵ).
By Remark 8.3.3, and the continuous mapping theorem as well as standard properties
of convergence in probability, the right hand side of the above inequality
tn−1d2max1(|n−1/2dmax| > ϵ) P−−→ 0
for each 0 < t ≤ T and ϵ > 0. Therefore, for all δ > 0, we have P(⟨Mϵid⟩(t) > δ) ≤
P(tn−1d2max1(|n−1/2dmax| > ϵ) > δ) → 0 as n → ∞, establishing ⟨Mϵid⟩(t)
P−−→ 0 as
n → ∞ for all 0 < t ≤ T and ϵ > 0. This completes the proof.
8.3.3 Statement and proof of the FCLT
Having shown the convergence of all relevant quadratic variation processes, we are
now ready to present the following FCLT. First we state that the function V found in
Lemma 8.3.1 is a positive semi-definite (psd) matrix-valued function on T0, with psd
increments. Set V(0) := 0, the 3× 3 null matrix, so that we can treat V(t) as a psd
matrix-valued function on the entirety of T. Let us denote the collection of all such psd
3× 3 matrix-valued functions on T that has psd increments and that is 0 at time zero by
V . Given such a matrix-valued function V ∈ V , let W be a continuous Gaussian vector
martingale such that ⟨W⟩ = [W] = V. Such a process always exists (Andersen et al.
1993, Chapter II, p. 83). In particular, W(t)−W(s) ∼ N(0, V(t)−V(s)), the multivariate
normal distribution for 0 ≤ s ≤ t.
Theorem 8.3.1 (Functional Central Limit Theorem). Consider the stochastic SI model de-
scribed in Section 8.1. Assume A1,A2 and A3 for a configuration model graph G(ψ, n). Consider,
for t ∈ T, the fluctuation process
Y(t) :=
√
n(
1
n
X(t)− x(t)). (8.3.10)
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Assume limn→∞ Y(0) = U(0), for some nonrandom U(0). Then, there exists a matrix-valued
function V ∈ V on T such that
Y D=⇒ U in D(3) as n → ∞, (8.3.11)
where U is a continuous Gaussian vector semimartingale satisfying
U(t) = U(0) +W(t) +
∫ t
0
∇Hx(x(s), ϑ(s))U(s)ds, (8.3.12)
where ∇Hx(x, ϑ) := ((∂jHi(x, ϑ))) for i, j ∈ {S, SI, SS} and W is a continuous Gaussian
vector martingale such that ⟨W⟩ = [W] = V, provided V remains finite on the entirely of T and
∇Hx(x(s), ϑ(s)) is continuous.
Here D(3) is the space ofR3-valued càdlàg functions on T endowed with the Skorohod
topology and D=⇒ stands for weak convergence.
Proof of Theorem 8.3.1. We first prove an FCLT for the martingale process M defined in
(8.3.1). We wish to apply Rebolledo’s FCLT for local martingales on M. Please refer
to Rebolledo (1980) for the original version of the theorem and Andersen et al. (1993,
Chapter II, p. 83) for a version tailored to locally square integrable martingales. Please
note that in the light of Doob-Meyer decomposition given in (8.1.2), M is indeed a pure
jump, zero-mean, locally square integrable, càdlàg martingale. After having established
an FCLT for the martingale process M, we prove convergence of the fluctuation process
Y. It suffices to carry out the following three steps.
(step i) deterministic limit of ⟨M⟩ Let (x, ϑ) be the solution of (8.2.7) with
initial condition x(0) = α and ϑ(0) = 1, as given in Theorem 8.2.1. Then, by virtue of
Lemma 8.3.1, we conclude, for each t ∈ T0, ⟨M⟩(t) P−−→ V(t), where the matrix-valued
function V is defined in (8.3.6), and we set V(0) := 0, the 3× 3 null matrix.
(step ii) asymptotic rarefaction of jumps Let ϵ > 0 be arbitrary. Consider
the vector Mϵ of square integrable martingales containing all jumps of components of
M(t) larger than ϵ in absolute value for ϵ > 0, as defined in (8.3.2). Then, by means of
Lemma 8.3.2, we conclude ⟨Mϵid⟩(t)
P−−→ 0, for each t ∈ T0 and id ∈ {S, SI, SS}.
Now let W be the continuous Gaussian vector martingale such that ⟨W⟩ = [W] = V.
In the light of Rebolledo’s theorem for locally square integrable martingales (Andersen
et al. 1993, Chapter II, p. 83), Step I and Step II are sufficient to establish
(M(t1), M(t2), . . . , M(tl))
D
=⇒ (W(t1), W(t2), . . . , W(tl)) as n → ∞
for all t1, t2, . . . , tl ∈ T0. Furthermore, since T0 is dense in T, we conclude M D=⇒
W in D(3) as n → ∞, and ⟨M⟩ and [M] converge uniformly on compact subsets of T, in
probability, to V.
8.4 applications 109
(step iii) convergence of the fluctuation process In keeping with the
Doob-Meyer decomposition given in (8.1.2),
Y(t) = Y(0) + M(t) +
∫ t
0
√
n(
1
n
FX(X(s))−Hx(x(s), ϑ(s)))ds,
we expect the following limit process
U(t) = U(0) +W(t) +
∫ t
0
∇Hx(x(s), ϑ(s))U(s)ds. (8.3.13)
Indeed, define
∆(t) :=
∫ t
0
√
n
(
1
n
FX(X(s))−Hx(x(s), ϑ(s))− 1√n∇Hx(x(s), ϑ(s))Y(s)
)
ds
=
∫ t
0
√
n
(
1
n
FX(X(s))−Hx( 1n X(s), θ(s)) +Hx(
1
n
X(s), θ(s))
−Hx(x(s), ϑ(s))− 1√n∇Hx(x(s), ϑ(s))Y(s)
)
ds.
Note that the strong law of large numbers in Theorem 8.2.1 establishes uniform conver-
gence (in probability) of the operators n−1FX(X(s)) and Hx( 1n X(s), θ(s)), and the latter
operator is Lipschitz continuous on its domain (see Jacobsen et al. (2016)). In the light of
Theorem 8.2.1 and A3, it follows from the Lipschitz continuity of various multinomial
compensators Ckm introduced in the proof of Lemma 8.3.1 that
lim
n→∞
√
n
(
1
n
FX(X(s))−Hx( 1n X(s), θ(s))
)
= 0.
Moreover, we have just shown M D=⇒ W in D(3). If V remains finite on the entirely of
T, the matrix-valued function ∇Hx(x(s), ϑ(s)) is continuous, and limn→∞ Y(0) = U(0),
for some nonrandom U(0), then we have supt∈T |∆(t)| P−−→ 0 following Theorem 8.2.1,
and by application of the continuous mapping theorem, we conclude
Y D=⇒ U in D(3) as n → ∞,
where the Gaussian semimartingale U satisfies (8.3.13) with the Gaussian martingale W
being such that ⟨W⟩ = [W] = V. This completes the proof.
8.4 applications
Here, we consider some applications of our result. As we discuss these applications, we
shall also present some numerical and simulation results that are intended not only to
provide insights into the dynamics of the process, but also to serve as a verification of
our results.
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Figure 8.2: Comparison of percolation profiles of three degree distributions having the
same mean. (Left) Poisson distribution with mean 6. (Middle) A heterogeneous popu-
lation with degree distribution pk := 0.7× 1(k = 1) + 0.2× 1(k = 4) + 0.1× 1(k = 45).
Such a degree distribution represents a population segregated into three classes. Weak
nodes constitute the biggest class, followed by medium strength nodes and then strong
nodes. (Right) Negative Binomial distribution with parameters r = 2, p = 3/4. The
figures show time evolution of the fraction of nodes on the percolated component for
varying infection rates β. We assume the initial fraction of infected nodes is 0.1 in all
three cases. The yellow region in each of the plots corresponds to the terminal state.
Questions such as whether the system with an infection rate β “percolates” are immedi-
ately settled by drawing a horizontal line and checking whether the lines passes through
the colour corresponding to a pre-specified level.
8.4.1 Percolation
There is a connection between the stochastic SI model and percolation theory from sta-
tistical physics. It is the study of a liquid filtering (“percolating”) through a porous
medium. Classical equilibrium-mechanics studies its stationary behaviour and premises
upon the axiom that the underlying quantum-mechanical laws are designed so as to
maximise the entropy. Stationary distribution of such a stochastic system is given by the
Boltzmann ensemble. This classical treatment of the subject, however, does not explain
the non-equilibrium behaviour of the dynamical system, i.e., when it is still in a tran-
sient phase. Consequently the non-equilibrium behaviour of percolation has aroused
much interest in recent times. Some notable contributions include Barato and Hinrich-
sen (2009) and Hinrichsen (2006). Standard treatment of percolation, both equilibrium
and non-equilibrium, has been extended in another important direction concerning the
structure of the porous medium. Traditionally it has been studied on lattices and grids.
Of late, however, percolation on random graphs has also been considered (Baroni, Hofs-
tad, and Komjathy 2015; Callaway et al. 2000; Hofstad 2010). Continuing in this direction,
we shall treat (non-equilibrium) percolation as a dynamical process on a configuration
model random graph and study its behaviour over a finite time interval.
One of the key quantities of interest in the study of non-equilibrium percolation is
the time evolution of the number of wetted sites (also called “active” nodes in the lit-
erature). The correspondence of our stochastic SI model as described in Section 8.1 to
non-equilibrium percolation is visible if we treat the infected nodes as the ones wetted
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(a) Simulation setting: Poisson distribution with λ = 5, αS = 0.9, and β = 0.5.
(b) Simulation setting: r-regular random graph with r = 3, αS = 0.9, and β = 0.5.
Figure 8.3: Comparison of our diffusion approximation with simulation results obtained
by Gillespie’s algorithm.
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Figure 8.4: The figures on the left depict the time evolution of the correlation coefficient
between jumps of XS and XSI as estimated from numerical simulations (via Gillespie’s
algorithm) pitted against theoretical values computed from the functional central limit
theorem (Theorem 8.3.1). The figures on the right show the expected sample path in the
space of XS and XSI . The two lines correspond to numerical simulation and theoretical
values. The dotted ellipses are the 95%-confidence ellipses. The arrows indicate the time
direction. (Above) Poisson distribution with mean 5. (Below) r-regular random graph
with r = 3. In both cases, n = 1000, αS = 0.9, and β = 0.5.
during the process of percolation. Accordingly, in this context, we give the process X(t)
appropriate new interpretation. The process XS(t), for example, captures the number of
unwetted sites until time t, and the process XSI , the number of channels (bonds) through
which the liquid can percolate. In Figure 8.1, the percolated component up to a given
time (the wetted part of the graph) is shown in red. Having made the correspondence
precise, we can apply Theorem 8.3.1 to approximate these quantities in the large graph
limit.
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Figure 8.5: Comparison of simulated sample paths. (Left) Sample paths obtained
through Gillespie’s algorithm. (Right) Sample paths obtained through diffusion ap-
proximation. Simulation setting: n = 1000, Negative Binomial distribution with
r = 2, p = 3/4.
numerical illustration In Figure 8.3, we show some simulation results to check
the accuracy of our scaling limit. We compare the expected sample paths of XS and XSI
provided by Theorem 8.2.1 and Theorem 8.3.1, with estimates obtained using simula-
tions of the Gillespie’s algorithm on a CM graph. In particular, we considered a Poisson
degree distribution in Figure 8.3a and a 3-regular random graph in Figure 8.3b (obtained
by the CM construction with degree distribution pk = 1(k = 3)). In Figure 8.4, we show
the time evolution of the correlation coefficient between the jumps of XS and XSI , and
also the expected sample path coupled with 95%-confidence ellipses in the space of XS
and XSI .
On a slightly different note, the existence of a giant component and the proportion of
nodes on the giant component play an important role in percolation theory, especially
from an equilibrium point of view in statistical mechanics. The case of a degree dis-
tribution {pk}k∈N0 such that ∑k∈N0 k2 pk = 2∑k∈N0 kpk and p1 = 0 is a curious one in
that quite different behaviours of the giant component are observable for such a degree
distribution. Please refer to Janson and M. J. Luczak (2009) for examples of such be-
haviours. Barring this exceptional case, in the light of A3, the condition for existence of
a giant component is satisfied (see Molloy and Reed (1995)) for our stochastic SI model
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Figure 8.6: (Left) Comparison of the time evolution of the fraction of nodes on the
percolated component for different degree distributions with the same mean. The 2-
degree distribution in the plot refers to the degree distribution pk = 0.5× 1(k = 1) +
0.5 × 1(k = 9), where none of the nodes have degree 5 yet the average degree is 5.
This presents a pathological case and highlights the need to take into account higher
moments of the degree distribution. (Right) Comparison of discounted cost against
increasing average degree for different degree distributions. With increasing average
degree the graphs lose sparsity and facilitate spread of computer virus. Therefore they
incur higher cost. When the average degree is very small, regular random graphs seem
favourable compared to random graphs with negative binomial distributed degrees. The
costs are computed with n = 1000,γ = 1.
in the traditional sense. To be precise, setting αS = 1 and taking asymptotic limit in time,
one finds the fraction of nodes on the giant component to be 1− ψ(θ∞), where θ∞ > 0
is the solution of ∂ψ(1)θ∞ = ∂ψ(θ∞) (see Janson, M. Luczak, and Windridge (2014) and
Molloy and Reed (1998)). However, as mentioned earlier, we take a non-equilibrium
point of view and concern ourselves with the time evolution of the fraction of nodes
on the infected part of the graph, the “percolated component” . As a by-product of the
scaling limits in Theorem 8.2.1 and Theorem 8.3.1, the variable θ defined in (8.1.4) gives
us a tool to approximate the proportion of susceptible individuals in the population
(and hence, the proportion of infected nodes as well). We expect the fraction of infected
individuals to converge in probability to 1− αSψ(ϑ) as n → ∞, ϑ being the scaling limit
of θ. A fixed time interval T enables us to look for critical values in the space of the
infection rate β > 0. This allows us to decide whether the system “percolates” in the
sense that the fraction of nodes on the percolated component achieves a value greater
than a pre-specified one (usually close to unity) by time T. Using different colours in
Figure 8.2, we depict the fraction of nodes on the percolated component as a function of
both time and the infection rate β (let us call such a figure a percolation profile) for three
degree distributions with the same mean. Questions such as whether the system with
an infection rate β “percolates” are immediately settled by drawing a horizontal line and
checking whether the line passes through the colour corresponding to the pre-specified
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level. See Figure 8.6 for another comparative view, highlighting the need to take into
account higher moments of the degree distribution.
8.4.2 The strange case of Poisson-type degree distributions and the exactness of the pair approx-
imation
We consider a particular class of degree distributions called Poisson-type (PT) by Jacob-
sen et al. (2016). A degree distribution with PGF ψ is called PT if κ(ϑ), defined in (8.2.4),
is a constant, i.e., κ(ϑ) = κ for some κ ∈ R (or equivalently, ∂ψ(ϑ) = ∂ψ(1) (ψ(ϑ))κ). As
a consequence, the operators defined in (8.2.3) are also constants, and satisfy
D
rψ(ϑ) =
r−1
∏
i=1
(iκ − i + 1) = [(r− 1)κ − r + 2] Dr−1ψ(ϑ),
with D0ψ(ϑ) = 1. The PT class includes Poisson (κ = 1, irrespective of the mean
of the distribution), degenerate distribution (r-regular random graphs, κ = r−1r < 1),
binomial (κ = N−1N < 1, independent of p for Bin(N, p)), negative binomial (κ =
r+1
r > 1,
independent of p for NB(r, p)) degree distributions. The PT class is particularly peculiar
in that it totally decouples the vector x = (xS, xSI , xSS), and the matrix-valued function V
from the auxiliary variable ϑ so that an autonomous system of ODEs can be obtained
for x and V, rendering ϑ redundant. This allows for great simplification in the limiting
equations. Define G(x) := (GS(x),GSI(x),GSS(x)) as
GS(x) := −βxSI ,
GSI(x) := βκ
xSI
xS
(xSS − xSI)− βxSI ,
GSS(x) := −2βκ xSI xSSxS .
(8.4.1)
Plugging D2ψ(ϑ) = κ, and D3ψ(ϑ) = κ(2κ − 1) in (8.3.5), the matrix-valued function V
is entirely determined by x. The following is immediate.
Corollary 8.4.1 (Scaling limit under PT distributions). Assume A1, A2, and A3 for a config-
uration model graph G(ψ, n) with ∂ψ(ϑ) = ∂ψ(1) (ψ(ϑ))κ for some κ ∈ R. Then, the following
law of large numbers holds
sup
0<t≤T
||n−1X(t)− x(t)|| P−−→ 0,
where x is the solution of x(t) = x(0)+
∫ t
0 G(x(s))ds with x(0) = α. Moreover, the fluctuation
process Y defined in (8.3.10) converges weakly to a continuous Gaussian vector semimartingale
U satisfying
U(t) = U(0) +W(t) +
∫ t
0
∇G(x(s))U(s)ds,
where W is a Gaussian vector martingale such that ⟨W⟩ = [W] = V.
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In fact, one can obtain a smaller system by expressing xSI and xSS explicitly as a
function of xS (see Jacobsen et al. (2016)). This is remarkable because, under the PT
class, the graph structure impacts the scaling limits only through two summary statistics
of ψ, namely the mean ∂ψ(1) and κ = D2ψ(1). Recall that κ is the limiting ratio of
the average excess degree of a susceptible node chosen at random as a neighbour of an
infected node, to the average degree of a susceptible node. Under the PT class, this ratio
remains constant throughout the entire course of time T. The mean ∂ψ(1) only impacts
the initial condition x(0) = α through (8.2.2). The dynamics of the limiting process are
then dictated by κ.
Now we revisit the correlation equations approach of Rand (2009) from ecology liter-
ature to study the dynamics of counts of singles, pairs, triples, and quadruples of the
form A, AB, ABC, ABCD, where A, B, C, D ∈ {S, I}. Following Rand (2009), we use the
notation [·] to denote the count. In this mean-field approach, the dynamics of singles
are described by that of pairs; dynamics of pairs, by triples, and so on. In this context,
pair approximation refers to approximating the count of triples by pairs in the following
way
[ABC] ≈ κ [AB][BC]
[B]
,
and closing the system at the level of pairs (also known as pair closure). In order to
draw an analogy, we divide the counts by n, and use the same notation for the scaled
counts. We also set the same initial condition ([S], [SI], [SS]) = α at t = 0. The pair
approximation then yields a system of ODEs for ([S], [SI], [SS]) that exactly matches the
limiting ODEs for n−1X, i.e.,
d
dt
([S], [SI], [SS]) = G(([S], [SI], [SS])). (8.4.2)
Therefore, under the PT class, the pair approximation is exact in the sense that it correctly
estimates the limiting means of various counts. By virtue of Corollary 8.4.1, our FCLT
further enables it to correctly estimate all other higher limiting moments, because V is
now entirely determined by the solution of (8.4.2). As the PT class is quite big, our FCLT
thus greatly enhances the usefulness of the pair approximation.
8.4.3 Spread of Computer Viruses
Epidemic models have been used in the context of spread of computer virus for some
years now. The correspondence between our model and the application area under con-
sideration is apparent without requiring much change in nomenclature. Early works
in this direction did not take into account the inherent graph structure and assumed
“homogeneous mixing” in some sense. Recent works, however, duly studied it on realis-
tic computer networks, often modelled as random graphs. Lelarge, for example, based
much of his work on classical Erdös-Rényi (ER) random graphs and CMs (see, e.g.,
Lelarge (2012)). Interested readers are referred to Kephart and White (1993), Lelarge
(2012), and Wierman and Marchette (2004) for an overview of relevant literature. Apply-
ing our results, we can approximate the number of virus-affected computers over time
and the edges of different types. Additionally, one might be interested in estimating
8.5 discussion 117
some “cost” involving the count variables in a linear or non-linear fashion. For instance,
if the cost function is polynomial in the count variables, the mixed moments of various
orders can be approximated by means of Theorem 8.3.1. To illustrate the concept using
a simple example, we assume an exponentiated form for the incurred cost to emphasise
the severity of a computer being virus-affected. We can then compute time-discounted
expected incurred cost and study how it behaves with decreasing sparsity of the under-
lying graph. To this end, define
I(t) := exp
(
cXI(t)
)
,
Cψ := E[
∫
T
exp
(−γt)I(t) dt] = ∫
T
exp
(−γt)E[I(t)]dt, (8.4.3)
where c > 0 and γ > 0 are constants. In Figure 8.6, we plot the discounted cost Cψ
against an increasing average degree of the underlying graph, engendering decreasing
sparsity. When the average degree is very small, regular random graphs seem favourable
compared to random graphs with negative binomial distributed degrees.
8.5 discussion
8.5.1 Interpretation of the D operator
Here, we provide an intuitive explanation for the D operator defined in (8.2.3) in the
context of SI process on CM random graphs. Recall that µS, and µ
(r)
S denote the aver-
age degree of a randomly chosen susceptible node, and the average excess degree of a
susceptible node randomly chosen as a neighbour of r infected individuals, respectively.
In Section 8.2, we mentioned the operator Dr+1ψ(ϑ) recursively compared a susceptible
node randomly chosen as a neighbour of r infected individuals with a randomly chosen
susceptible node. We make this notion of comparison precise.
Lemma 8.5.1 (Interpretation of the D operator). Assume A1, A2, and A3 for the stochastic
SI model on configuration model graph G(ψ, n). Then, Drψ(θ) P−−→ Drψ(ϑ) uniformly on T,
and the following recurrence relation for Dr holds
D
r+1ψ(θ) =
µ
(r)
S (θ)
µS(θ)
D
rψ(θ). (8.5.1)
The proof of Lemma 8.5.1 is provided in Appendix F.3.
8.5.2 Extension to SIR epidemic processes
In our present work, we have disregarded “recovery” of the infected nodes. The reason
behind this exclusion is our inability to evaluate the neighbourhood distribution of an in-
fected node in the presence of spontaneous recovery of its neighbours. One difficulty is
that, unlike the susceptible nodes (of a given degree) that are untouched by the process
of infection and hence, receive identically distributed neighbourhoods upon uniformly
random matching of half-edges, the infected nodes are not identically distributed be-
cause they already possess partially formed neighbourhoods consisting of infected and
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recovered neighbours. This corresponds to the part of the graph that has already been
revealed up to a given time. Recall the construction of the configuration model random
graph where the graph is dynamically revealed as infection spreads (see Section 8.3). As
a result, the hypergeometric argument as mentioned in Remark 8.3.1 seems inadequate.
For the purpose of obtaining a law of large numbers, we can circumvent this difficulty
by suitably bounding the jump sizes of different martingales arising in the proof by the
degrees of the nodes concerned. Therefore, we actually do not need the exact neighbour-
hood distribution of an infected individual for deriving laws of large numbers. However,
to establish an FCLT, one needs to find the limit of the quadratic covariation process that
would involve the task of approximating quantities such as ∑k∈N0 ∑i∈Ik X
2
IS,i, where Ik is
the collection of degree-k nodes that are infected and XIS,i is the number of susceptible
neighbours of an infected individual of degree k. We suspect an elaborate bookkeeping
of the infection spreading process would be necessary to approximate such quantities.
We have not been able to find a simple workaround so far and intend to pursue this
problem in the near future.
In this chapter, we derived an FCLT for the simplest possible MABM. In the next chapter,
we shall consider more general MABMs. We shall also adopt a different approximation
strategy, namely approximate lumpability based on local symmetries of the graph.
9
A P P R O X I M AT E L U M PA B I L I T Y
In this chapter, we shall consider MABMs in full generality and propose approximations
via approximately lumpable aggregation of states. Consider the MABM described in
Section 2.5. Let G = (V, E) be a graph (possibly a realisation of a random graph), where
V = [N] := {1, 2, . . . , N} is the set of vertices, and E ⊆ V × V is the set of edges. For
simplicity, we assume G is undirected in the sense that (u, v) ∈ E whenever (v, u) ∈ E,
for u, v ∈ V. Let us denote the degree of vertex i by di. Let Xi(t) denote the local state
of vertex i ∈ [N] at time t ∈ T := [0, T] for some T > 0. For simplicity, we assume the
vertices have the same finite local state space X , i.e., Xi ∈ X , for all i ∈ [N]. We are
interested in the process X := (X1, X2, . . . , XN) ∈ X N . We assume the process X is a
CTMC, whose transition rates depend on G.
In a recent paper Simon, Taylor, and Kiss (2011), the authors introduced a novel lump-
ing procedure based on the automorphisms of the underlying graph G. They considered
a stochastic Susceptible-Infected-Susceptible (SIS) epidemic process on a graph. They
showed that, when the automorphism group is known, a lumpable partition can be
obtained by determining the orbits of the elements of the state space with respect to
the automorphism group. The idea of lumping using graph automorphisms is innova-
tive. However, it is not always efficient for two reasons. First, finding all automorphisms
without additional information about the graph structure is computationally prohibitive,
especially for large graphs (see Babai (2015)). Second, there may be too few automor-
phisms to engender significant state space reduction (Simon, Taylor, and Kiss 2011) as
many large random graphs tend to be asymmetric with high probability (see J. H. Kim,
Sudakov, and Vu (2002), Łuczak (1988), and McKay and N. C. Wormald (1984)). There-
fore, we propose a lumping procedure based on a local notion of symmetry (Elbert
Simões, Figueiredo, and Barbosa 2016) taking into account only local (k-hop) neighbour-
hoods of each vertex. In our approach, we construct an equitable partition (Godsil and
Royle 2013, Chapter 9) of V by clubbing together vertices that are locally symmetric. We
say two vertices u and v are locally symmetric if there exists an isomorphism f between
their respective local neighbourhoods (the induced subgraphs) such that f (u) = v. This
is less restrictive than demanding the existence of an automorphism g on the entire
graph G mapping u to v. We make the idea precise in the next following sections.
9.1 markovian agent-based model
9.1.1 Interaction rules and the transition intensities
The most important ingredient of an MABM are the interaction rules of the agent-based
local processes Xi’s. These rules of interaction determine the dynamics of the process.
Note that an MABM can also be viewed as a collection of local CTMCs that are connected
to each other via the graph G. In other words, each Xi can be seen as a local CTMC,
conditioned on the rest. In this work, we assume the intensities of the local CTMC Xi
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depend on the local states Xj’s of the neighbours of the vertex i ∈ V (such that (i, j) ∈ E).
Let di =| {j ∈ V | (i, j) ∈ E} | denote the number of neighbours of vertex i. Additionally,
we assume the intensities depend only on the counts of neighbours for each local state
a ∈ X . Therefore, we define the following summary function c that returns population
counts for different configurations of local states
c : {∅} ∪
(
N⋃
l=1
X l
)
−→ {∅} ∪
(
N⋃
l=1
Λ(l, K)
)
such that, for x = (x1, x2, . . . , xl) ∈ X l , and l ∈ [N],
c(x) = (y1, y2, . . . , yK) ∈ Λ(l, K) where yi = | {xj = i ∈ X : j = 1, 2, . . . , l} |, (9.1.1)
and set c(∅) = ∅. The empty set ∅ is used to denote the neighbourhood of an isolated
vertex. An important feature of the set-valued function c is that it is permutation invari-
ant in the sense that c(x) = c(x′) if the elements of x′ are permutations of the elements
of x. In order to extract the neighbourhood information out of the global configuration,
we define a family of set-valued functions ni in the following way
ni : X N −→ {∅} ∪
(
N−1⋃
l=1
X l
)
for i ∈ [N],
such that, for x = (x1, x2, . . . , xN) ∈ X N ,
ni(x) =
{
(xi1 , xi2 , . . . , xil ) if (i, ij) ∈ E ∀j = 1, 2, . . . , l and l = di,
∅ otherwise.
(9.1.2)
Having defined the these two important functions, we now define the interaction rules
by means of local transition intensities. We assume the intensities depend only on the
type of local transition and the summary of the neighbourhood configuration of a vertex.
Therefore, we define the local intensity function
γ : X ×X ×
(
{∅} ∪
(
N−1⋃
l=1
Λ(l, K)
))
−→ R+, (9.1.3)
where we interpret γ(a, b, y) as the local intensity of making a transition from local state
a to b by a vertex when the summary of its neighbourhood configuration is y.
We are now in a position to specify the transition rate or the infinitesimal generator
matrix for our MABM X. Note that the process X jumps from a state x to y whenever
one of the local processes Xi’s jumps. Therefore, only one of the coordinates of the states
x and y differ. Let the KN × KN matrix Q = ((qx,y)) denote the transition rate matrix of
X. The elements of the matrix Q are given by
qx,y =
{
∑i∈[N] 1(xi ̸= yi, xj = yj ∀j ∈ V \ {i})γ(xi, yi, c(ni(x))) if x ̸= y,
−∑y ̸=x qx,y if x = y.
(9.1.4)
We interpret qx,y as the rate of transition from x to y, where x, y ∈ X N . For ease of
understanding, we have suffixed the entries of Q by the different configurations x, y ∈
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X N and interpret them as functions on X N × X N , instead of introducing a bijection
between X N and [KN ] to label the states in a linear order so that the suffixes range over
the integers from 1 to KN . Note that the particular choice of bijection to label the states
is immaterial for our purposes, because such a bijection essentially yields a permutation
of [KN ], and in the light of Proposition 2.4.3, does not alter lumpability properties of Q.
Finally, we study the dynamics of X via the linear system
p˙ = pQ. (9.1.5)
The vector-valued function p gives the probability distribution of X.
9.1.2 Examples
susceptible-infected-susceptible epidemics The SIS epidemic model (Simon,
Taylor, and Kiss 2011) captures the dynamics of an epidemic spread over a human or
an animal population. It encapsulates binary dynamics in the sense that the local state
space is written as X := {1, 2}, where 1 indicates susceptibility and 2, an infected
status. Infected vertices infect one of its randomly chosen neighbours at each ticking
of a Poisson clock with a fixed rate a > 0. Infected vertices themselves recover to
susceptibility at a rate b ≥ 0, independent of the neighbours’ statuses. When b = 0,
the model is called a susceptible-infected (SI) model. Therefore, the local transition
intensities are given by
γ(1, 2, (x1, x2)) = x2a, and γ(2, 1, (x1, x2)) = b.
We set γ to zero in every other case. This fully describes the dynamics of the system.
peer-to-peer live media streaming systems Peer-to-peer networks are engi-
neered networks where the vertices, called peers, communicate with each other to per-
form certain tasks in a distributed fashion. In particular, content delivery platforms such
as BitTorent, file sharing platforms such as Gnutella, (live) media (audio/video) stream-
ing platforms use peer-to-peer networks. For the purposes of performance analysis,
Markov chain models are often used for such systems.
In a P2P live streaming system, each peer maintains a buffer of length L. The availabil-
ity of a media chunk at buffer index i ∈ [L] is indicated by 1, and likewise unavailability,
by 0 (see KhudaBukhsh, Rückert, et al. (2016) and also Chapter 10). Therefore, local
state space is given by X = {0, 1}L. Put K = 2L so that {0, 1}L can be put in one-to-one
correspondence with [K]. The chunk at buffer index L, if available, is played back at rate
unity and then removed. After playback, all other chunks are moved one index to the
right, i.e., the chunk at buffer index i to shifted to buffer index i + 1. The central server
selects a finite number of peers at random and uploads chunks at buffer index 1. All
other peers (not receiving chunks from the server) download chunks from their neigh-
bours, following a pull mechanism1. The peers maintain their private Poisson clocks at
the tickings of which they contact their neighbours to download missing chunks. Let
the rate of these Poisson clocks be a > 0. The neighbours oblige the request if the re-
quested chunk is available. When multiple chunks are missing, the peers prioritise the
1 There are also systems where the peers push chunks into their neighbours’ buffers instead of pulling.
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chunks in some way giving rise to different chunk selection strategies, such as the Latest
Deadline First (LDF) and the Earliest Deadline First (EDF) strategies. Let us introduce a
function, called chunk selection function that captures this prioritisation, usually repre-
sented as probabilities. Let s : [L]×X ×X be the chunk selection function. We interpret
s(i, u, v) as the probability of a vertex with buffer configuration u selecting to fill buffer
index i when it contacts a neighbour with buffer configuration v. Let y1, y2, . . . , yK be
a linear arrangement of the states in X . Denote the j-th component of yi by yi,j, i.e.,
yi = (yi,1, yi,2, . . . , yi,L). The local intensity function is then given by KhudaBukhsh,
Rückert, et al. (2016)
γ(u, u + ej, (x1, x2, . . . , xK)) = a ∑
i∈[K]
1(yi,j = 1)xis(j, u, yi) if j > 1,
where ej is the j-th unit vector in the L-dimensional Euclidean space, and (x1, x2, . . . , xK)
is the population count vector of the neighbours of a vertex with different buffer config-
urations. Besides the above transitions due to download of a chunk from a neighbour,
there are two other transitions, namely, the transition due to the shifting after playback
that takes place at rate unity irrespective of the buffer configurations of the neighbours,
and the transition due to being directly served by the server. The latter event also takes
place irrespective of the buffer configurations of the neighbours, but a rate that depends
on the exact implementation set-up of the peer-to-peer system. See KhudaBukhsh, Rück-
ert, et al. (2016) for a detailed account on this.
9.2 automorphism-based lumping of an mabm
Now we discuss how graph automorphisms can be used to lump states of X. The
idea was introduced by Simon, Taylor, and Kiss (2011)) for SIS epidemics on graphs.
The purpose of lumping states is to generate a Markov chain on a smaller state space.
However, we should make sure that the loss of information is not too much. For instance,
X is always lumpable with respect to the partition {X N}, but if all states are lumped
together, all information about the dynamics of X are lost except for the fact that total
probability is conserved at all times. On the other hand, X is also lumpable with respect
to the partition {{x} | x ∈ X N}, which retains all the information but does not yield any
state space reduction. Therefore, one needs to find a meaningful partition that yields as
much state space reduction as possible with minimal loss of information. For an MABM,
population counts are very useful quantities. Therefore, in order to retain information
about the population counts, we first partition X N into {Xa | a ∈ Λ(N, K)}, i.e.,
X N = ∪a∈Λ(N,K)Xa where Xa := {b ∈ X N | c(b) = a}, (9.2.1)
and then seek a lumpable partition that is ideally minimally finer than this. The partition
in (9.2.1) lumps together states that produce the same population counts. The size of this
partition, i.e., | {Xa | a ∈ Λ(N, K)} |, is (N+K−1K−1 ). Note that, in the standard mean-field
approach, one assumes that X is lumpable with respect to the partition in (9.2.1) and
studies (approximate) CMEs corresponding to the different population counts. Next, we
refine this partition using automorphisms.
A bijection f : V −→ V is called an automorphism on G if (i, j) ∈ E if and only
if ( f (i), f (j)) ∈ E, for all i, j ∈ V (see Godsil and Royle (2013)). The collection of all
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automorphisms forms a group under the composition of maps. This group is denoted
by Aut (G). Clearly, Aut (G) is a subgroup of Sym (V). In order to use automorphisms
to produce a partition of X N , we shall let Aut (G) act on X N . We define the following
group action (a map from Aut (G)×X N to X N)
f · x = y ∈ X N ⇐⇒ x f (i) = yi ∀i ∈ [N] for f ∈ Aut (G) , x ∈ X N . (9.2.2)
The rationale is that, for our purpose, an automorphism needs to preserve the local
states of vertices as well. Note that the action of the group Aut (G) defined above can
be used to introduce an equivalence relation on X N as follows: we say x and y are
equivalent with respect to the action of Aut (G), denoted as x ∼ y, if and only if there
exists an f ∈ Aut (G) such that f · x = y. The equivalence classes {X˜1, X˜2, . . . , X˜M} of
the relation ∼ yield a lumpable partition of X N . Moreover, the partition thus obtained
is finer than {Xa | a ∈ Λ(N, K)}. We prove this in the following.
Proposition 9.2.1. The partition {X˜1, X˜2, . . . , X˜M} induced by the equivalence relation ∼, i.e.,
the quotient space X N/ ∼, is a refinement of {Xa | a ∈ Λ(N, K)}. That is, for each i ∈ [M],
there exists an a ∈ Λ(N, K) such that X˜i ⊆ Xa.
Proof. Pick any X˜i and x ∈ X˜i. Then, a = c(x) ∈ Λ(N, K), and therefore, x ∈ Xa. The
proof completes when we show that every other y in X˜i is also in Xa. Now, y ∈ X˜i
implies x ∼ y, and therefore, there exists an f ∈ Aut (G) such that f · x = y. From the
permutation invariance of c, we get c(y) = c( f · x) = c(x) = a implying y ∈ Xa.
Theorem 9.2.1. The CTMC X with transition rate matrix Q (or equivalently the linear system
p˙ = pQ) is lumpable with respect to the quotient space X N/ ∼, the partition {X˜1, X˜2, . . . , X˜M}
induced by the equivalence relation ∼.
Before proving Theorem 9.2.1, we prove the following useful lemma regarding the
neighbourhood function and the action of the group Aut (G).
Lemma 9.2.1. For all i ∈ [N] and for any z ∈ X N , the following is true for all f ∈ Aut (G):
n f−1(i)( f · z) = ni(z). (9.2.3)
Proof of Lemma 9.2.1. Let us put f · z = x and f−1(i) = k. If dk = 0, the assertion follows
immediately because both sides of (9.2.3) are the empty set. Therefore, we assume
dk = l > 0. Then,
n f−1(i)( f · z) = (xi1 , xi2 , . . . , xil ) if (ij, k) ∈ E ∀j ∈ [il ]
= (z f (i1), z f (i2), . . . , z f (il)) if (ij, k) ∈ E ∀j ∈ [il ]
= n f (k)(z),
but f (k) = i implying n f−1(i)( f · z) = ni(z).
Now we present the proof of Theorem 9.2.1.
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Proof of Theorem 9.2.1. We check the Dynkin’s criterion to establish lumpability. For any
two distinct i, j ∈ [M], we check if q˜i,j = ∑y∈X˜j qx,y = ∑y∈X˜j qz,y for each distinct pair
x, z ∈ X˜i. Since z ∼ x, there exists an f ∈ Aut (G) such that f · z = x. The idea is to
apply f on the states of X˜j and then show that, for any two states x, z ∈ X˜i, there are
two states y, f · y ∈ X˜j such that the neighbourhood information are preserved.
∑
y∈X˜j
qx,y = ∑
y∈X˜j
∑
i∈[N]
1(xi ̸= yi, xj = yj ∀j ̸= i)γ(xi, yi, c(ni(x)))
= ∑
f ·y∈X˜j
∑
i∈[N]
1(xi ̸= y f (i), xj = y f (j) ∀j ̸= i)γ(xi, y f (i), c(ni(x)))
= ∑
f ·y∈X˜j
∑
i∈[N]
1(z f (i) ̸= y f (i), z f (j) = y f (j) ∀j ̸= i)γ(z f (i), y f (i), c(ni( f · z)))
= ∑
f ·y∈X˜j
∑
f−1(i)∈[N]
1(zi ̸= yi, zj = yj ∀j ̸= i)γ(zi, yi, c(ni(z)))
= ∑
y∈X˜j
∑
i∈[N]
1(zi ̸= yi, zj = yj ∀j ̸= i)γ(zi, yi, c(ni(z))) = ∑
y∈X˜j
qz,y,
where we have used n f−1(i)( f · z) = ni(z) from Lemma 9.2.1. Denoting common value
by q˜i,j = ∑y∈X˜j qx,y, the matrix Q˜ = ((q˜i,j)) is the transition rate matrix of agg (X).
Remark 9.2.1. From the perspective of group theory, finding the lumping classes is
equivalent to determining the orbits of states in X N with respect to the group Aut (G).
For a state x ∈ X N , the orbit of x with respect to the action of the group Aut (G),
denoted as Aut (G) · x, is defined by Aut (G) · x = { f · x | f ∈ Aut (G)}.
Example 9.2.1 (Complete graph). The automorphism group Aut (G) for the complete
graph is Sym ([N]). Therefore, any two states x, y ∈ X N can be lumped together if y
is a rearrangement of components of x, i.e., y = f · x for some f ∈ Sym ([N]). As a
consequence, {Xa | a ∈ Λ(N, K)} itself is a lumpable partition of X N .
Example 9.2.2 (Star graph). An automorphism on a star graph leaves the central node
(root) unchanged and permutes the rest of the nodes (leaf nodes) in any possible manner.
Without loss of generality, let us assume the central node is labelled N. Then, the
automorphism group Aut (G) is given by Aut (G) = {g ∈ Sym ([N]) | g(N) = N, g(i) =
f (i)∀i ∈ [N − 1] for some f ∈ Sym ([N − 1])}.
Example 9.2.3 (Cycle graph). The automorphisms of a cycle graphs are the reflections
and rotations of the graph, forming a group that is also known as the dihedral group.
Therefore, there are 2N automorphisms. In Simon, Taylor, and Kiss (2011), the authors
show that the dihedral group leads to a non-trivial lumping of states.
Example 9.2.4 (Trees). For a star graph, we noted that an automorphism permutes the
leaves but needs to leave the root unchanged. Similarly, for a tree, we start with the
leaves. Any two leaves connected to the same parent node can be freely permuted.
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However, whenever we permute two leaf nodes that have different parents, we also
need to permute the parents to preserve the neighbourhood structure. Therefore, an
automorphism on a tree necessarily maps vertices to vertices at the same height.
9.3 lumping states using local symmetry
In this section, we discuss lumping ideas based on a local notion of automorphism.
In many cases, the number of automorphisms decrease drastically as the graph grows
arbitrarily large. For instance, it is known that ER random graphs tend to be asymmetric
with probability approaching unity as the size of the graph N grows to infinity (Łuczak
1988). Similar statements are true for d-regular random graphs under various sets of
conditions on d relative to the number of vertices N (J. H. Kim, Sudakov, and Vu 2002),
and random graphs with specified degree distributions (McKay and N. C. Wormald
1984). As a consequence, the automorphism-based lumping tends to be ineffective in
state space reduction as the size of the graphs grows arbitrarily. Therefore, it is desirable
to bring in a notion of local automorphism or local symmetry that would allow swapping
vertices that are locally indistinguishable (i.e., have similar neighbourhoods), but are not
so globally. This notion of symmetry is weaker than an automorphism, which endows
global symmetry on a graph. However, the potential gain is in the ability to engender
state space reduction when the graph grows arbitrarily large rendering automorphism-
based lumping virtually ineffective. In the following, we make these ideas precise.
9.3.1 Local symmetry
There have been several attempts to formulate a more flexible notion of local symme-
try. However, the literature seems divided on this and there is not a single universally
accepted concept. In our set-up, it seems intuitive that two vertices that are locally indis-
tinguishable in a large graph would also behave indistinguishably, and therefore, can be
swapped. A notion of local symmetry identifying such vertices was proposed in Elbert
Simões, Figueiredo, and Barbosa (2016), which we adopt in this work. We need a few
definitions to make precise what we mean by two vertices being locally indistinguish-
able.
In order to define locality, we need some notion of distance between vertices of G. Let
d(u, v) denote the smallest distance (length of the minimal path) between two vertices
u, v ∈ V. If u, and v are not connected, i.e., there is no path between them, we simply
set d(u, v) = ∞.
Definition 9.3.1. Given a vertex u ⊆ V, define its k-neighbourhood in G, denoted by
Nk(u), as follows
Nk : V −→ 2V such that Nk(u) := {v ∈ V | d(u, v) ≤ k}. (9.3.1)
Let G[Nk(u)] denote the subgraph of G induced by Nk(u). The notion of locality we
adopt in this work hinges on these k-neighbourhoods and their induced subgraphs. If
two vertices induce isomorphic subgraphs, they are indistinguishable locally and we say
they are k-locally symmetric (Elbert Simões, Figueiredo, and Barbosa 2016).
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Definition 9.3.2. Two vertices u, v ∈ V are defined to be k-locally symmetric if there
exists an isomorphism f between G[Nk(u)] and G[Nk(v)] such that f (u) = v.
Therefore, two vertices u, v ∈ V are k-locally symmetric if their k-th order local
structures (k-hop neighbourhoods) are equivalent in the sense that there is a structure-
preserving (edge-preserving in this case) bijection between them. When k = 1, we
simply say the vertices are locally symmetric.
As with automorphism, local symmetries also induce an equivalence relation on the
set of vertices V. We say two vertices u, v ∈ V are equivalent with respect to k-local
symmetry, denoted by u k∼ v, if there exists an isomorphism f between G[Nk(u)] and
G[Nk(v)] such that f (u) = v. The notion of local symmetry is related to the concept
of views in discrete mathematics literature (Hendrickx 2014; Yamashita and Kameda
1996). The view of depth k of a vertex is a tree containing all walks of length k leaving
that vertex. However, please note that, in our context, the induced subgraphs G[Nk(u)]
need not be trees. The following facts about local symmetry are useful for our study of
lumpability (Elbert Simões, Figueiredo, and Barbosa 2016; Norris 1995).
Proposition 9.3.1. The following properties are satisfied by k-local symmetry
P1 For u, v ∈ V, u k+1∼ v =⇒ u k∼ v. Consequently, V/ k+1∼ , the equivalence classes of k+1∼
form a refinement of V/ k∼, the equivalence classes of k∼.
P2 If the equivalence classes of k+1∼ are the same as those of k∼, the equivalence classes of all
k+j∼ are the same as those of k∼, for j ∈N.
P3 If k ≥ diam(G), the diameter of G, then, for two vertices u, v ∈ V, we have u k∼ v ⇐⇒
there exists an f ∈ Aut (G) such that f (u) = v. That is, k-local symmetry is equivalent
to automorphism if k is as large as the diameter of G.
In addition to the above, it can be verified that the quotient spaces V/ k∼ are equitable
partitions (Godsil and Royle 2013, Chapter 9) for each k ≥ 1. We use these properties to
lump states of X N in the next section.
9.3.2 Lumping states using local symmetry
The procedure to lump states in X N using local symmetry is similar to the procedure
used to lump states using automorphism. However, unlike the case with automorphism,
we now allow permutations that only need to ensure symmetry locally. That is, in order
to lump states using k-local symmetry, we allow permuting two vertices u and v in V if
and only if u and v are k-local symmetric. Therefore, define
Ψk(G) := { f ∈ Sym (V) | f (u) = v ⇐⇒ u k∼ v, for u, v ∈ V}. (9.3.2)
We refer to | Ψk(G) | as the number of local symmetries. It can be verified that Ψk(G),
for each k ≥ 1, forms a group under the composition of maps. Therefore, we can let the
group Ψk(G) act on X N . We define the action of Ψk(G) as follows
f · x = y ∈ X N ⇐⇒ x f (i) = yi ∀i ∈ [N] for f ∈ Ψk(G), x ∈ X N . (9.3.3)
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Note that a state x in X N is taken to y if and only if the local states of all vertices are
preserved and two vertices are swapped only when they are k-local symmetric. The
above action induces the following partition of the state space: two states x, y ∈ X N are
said to be equivalent with respect to k-local symmetry, denoted as x k∼ y, if there exists
an f ∈ Ψk(G) such that f · x = y. We use the same symbol k∼ since there is no scope
of confusion. The equivalence classes of k∼ are obtained, as before, by determining the
orbits of states in X N . The orbit of a state x ∈ X N is given by Ψk(G) · x := { f · x ∈ X N |
f ∈ Ψk(G)}.
The partition thus obtained (based on k-local symmetry) does not, in general, guaran-
tee lumpability, i.e., X need to be lumpable with respect to X N/ k∼. We say X is approx-
imately lumpable with respect to this partition and seek to quantify the approximation
error in the next section. The following observation is integral to the quantification of
the approximation error incurred when states of X N are lumped according to k-local
symmetry instead of automorphism.
Proposition 9.3.2. The quotient space X N/ k+1∼ is a refinement of X N/ k∼.
Proof of Proposition 9.3.2. Let X (k+1)1 ,X (k+1)2 , . . . ,X (k+1)Mk+1 be the equivalence classes of
k+1∼ .
Also, denote the equivalence classes of k∼ by X (k)1 ,X (k)2 , . . . ,X (k)Mk . Let i ∈ [Mk+1] and
x ∈ X (k+1)i . If X (k+1)i is singleton, identity map is the only map in Ψk+1(G), but it is also
in Ψk(G). Therefore, x ∈ X (k)j for some j ∈ [Mk], and the assertion follows. If X (k+1)i
has at least two elements, say, x, y, then y k+1∼ x. By Proposition 9.3.1, we must have
y k∼ x. Therefore, there exists a j ∈ [Mk] such that x, y ∈ X (k)j . Since the choice of x, y is
arbitrary, the assertion follows.
For practical applications, one would start with X N/ 1∼ and then iteratively obtain
further refinements X N/ 2∼,X N/ 3∼, and so on until satisfactory accuracy is achieved
(assuming we can quantify accuracy for the time being). In the light of Proposition 9.3.1,
two important remarks are in place. They emphasise the benefits of local symmetry-
driven lumping over the automorphism-driven one.
Remark 9.3.1. In an algorithmic implementation, P2 in Proposition 9.3.1 provides a
stopping rule for an iterative procedure to obtain local symmetry-driven partitions.
That is, we can stop at the first instance of no improvement (the equivalence classes of
k+1∼ and k∼ are the same).
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Figure 9.1: Fibrations map vertices to vertices and edges to edges. When three vertices
form a triangle, fibrations also preserve the triangle structure. Therefore, one can define
an isomorphism between local neighbourhoods using fibrations.
Remark 9.3.2. The diameters in many random graphs grow slowly as the number
of vertices goes to infinity. For instance, the diameter of ER random graphs with N
vertices and edge probability λ/N, for some fixed λ > 1, grows as log N (Riordan
and N. Wormald 2010). In the light of P3 in Proposition 9.3.1, our approach needs
(at most) as many steps as the diameter of G to produce an exactly lumpable partition
of X N . Note that k ≥ diam(G) is only a sufficient condition for X N/ k∼ to be an
exactly lumpable partition. For practical purposes, we may achieve sufficient accuracy
(including exact lumpability) even for small values of k < diam(G).
Our local symmetry-driven lumping approach shares a close relationship with what
are known as fibrations in algebraic graph theory. We briefly describe the relationship
in the following.
9.4 graph fibrations
Fibrations of graphs were first inspired by fibrations between a pair of categories (Boldi
and Vigna 2002). Although the idea of fibrations originated from category theory, it
has deep implications for graph theory, theoretical computer science, and other mathe-
matical disciplines. For instance, in Boldi, Lonati, et al. (2006), the authors discuss its
interesting connections to PageRank citation ranking algorithm. The authors in Nijholt,
Rink, and Sanders (2016) explore the similarities between dynamical systems with a net-
work structure and dynamical systems with symmetry by means of fibrations of graphs.
Let us now define the necessary graph theoretic concepts.
Given the graph G = (V, E), we first define the source and target maps sG, tG : E −→
V on G such that sG(u, v) = u and tG(u, v) = v for each (u, v) ∈ E. Let H = (V′, E′)
be another graph. The source and the target maps sH , tH are defined analogously. A
map f := ( fv, fe), where fv : V −→ V′ and fe : E −→ E′, is called a graph morphism
between G and H (from G to H, to be precise) if fv and fe commute with the source and
the target maps of G and H, i.e., if sH fe = fvsG and tH fe = fvtG. A morphism is called
an epimorphism if both fv and fe are surjective. Finally, we define a graph fibration as
follows (Boldi and Vigna 2002):
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Definition 9.4.1. A morphism f := ( fv, fe) between two graphs G = (V, E) and H =
(V′, E′) is called a fibration between graphs G and H (from G to H, to be precise) if, for
each edge a ∈ E′ and for each x ∈ V satisfying fv(x) = tH(a), there exists a unique edge
ax ∈ E such that fe(ax) = a and tG(ax) = x. The edge ax thus found is called the lifting
of a at x, and is denoted by f−1e (a). The graph G is then called fibred over H. The fibre
over a vertex y ∈ V′, denoted by fibre (y), is the set of vertices in V that are mapped to y,
i.e., fibre (y) := {x ∈ V | fv(x) = y}.
In the original paper Boldi and Vigna (2002), the authors define colour preserving
graph morphisms when graphs are endowed with a colouring function. In that case, fe
also commutes with the colouring function. For our present purposes, we do not require
this generality and only consider uncoloured graphs. In Boldi and Vigna (2002), the
authors showed that a left action of a group on G can be used to induce fibrations. They
also show that fibrations and epimorphisms satisfying certain local in-isopmorphism
property are equivalent (Boldi and Vigna 2002, Theorem 2). Indeed, fibrations have a
close relationship with the notion of local symmetry described in Section 9.3. The proof
of the following proposition follows analogously from Boldi and Vigna (2002, Theorem
2). However, for the sake of completeness, we also provide it in Appendix G.1.
Proposition 9.4.1. Let f := ( fv, fe) be a fibration of the graph G = (V, E), i.e., a fibration
from G to G itself. Pick two vertices x, y ∈ V. If x ∈ fibre (y), the vertices x, y are locally
symmetric,i.e., x 1∼ y. Moreover, if the vertices x, y are locally symmetric, there exists a fibration
such that x ∈ fibre (y).
The above proposition essentially shows that the equivalence classes of local symmetry
(with k = 1) and fibres induced by a graph fibration are the same. Therefore, the fibres
can also be used to aggregate the states of X N to achieve approximate lumpability in
the same fashion as we did with local symmetry.
9.5 approximation error
As the lumping based on local symmetry does not ensure Markovianness of the lumped
process, we need to quantify the approximation error. In order to do so, we work with
the uniformization of X. Then we lump unif (X) to produce agg (unif (X)) according
to k-local symmetry. A direct assessment of the quality of aggregation is cumbersome.
Therefore, it is suggested (Deng, Mehta, and Meyn 2011; Geiger et al. 2015) that we lift
the aggregated process agg (unif (X)) to a Markov chain on the same state space X N as
unif (X) and then compare their transition probability matrices. The lifting allows us to
use known metrics of divergence such as the Kullback-Leibler (KL) divergence rate to
quantify the approximation error. We follow the scheme depicted in Figure 9.2.
In order to fix ideas, let us lump unif (X) according to k-local symmetry, i.e., according
to the partition {X (k)1 ,X (k)2 , . . . ,X (k)Mk } of X N obtained as the equivalence classes of
k∼.
We introduce two notations in this connection. Let ηk : X N −→ [Mk] be the partition
function associated with k∼, i.e., ηk(x) := i ⇐⇒ x ∈ X (k)i . For u ∈ X N , let us denote
the equivalence class containing u by ⟨x⟩k, i.e., ⟨x⟩k := X (k)i ⇐⇒ x ∈ X (k)i . Note that,
⟨x⟩k = η−1k (ηk(x)).
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Figure 9.2: Lifting procedure used to assess the quality of the approximation.
Let T = ((ti,j)) be the transition probability matrix associated with unif (X). Now,
since X is not necessarily lumpable with respect to the partition {X (k)1 ,X (k)2 , . . . ,X (k)Mk },
for i ̸= j ∈ [Mk] and two distinct x, y ∈ X (k)i , the quantity ∑z∈X (k)j tx,z may not equal
∑z∈X (k)j
ty,z. If unif (X) is stationary with distribution π, i.e., if π is the solution to πT = π
and p(0) = π, a natural estimate of the transition probability of the lumped process is
the following
t˜(k)i,j :=
∑u∈X (k)i
πu ∑v∈X (k)j
tu,v
∑u∈X (k)i
πu
, for i, j ∈ [Mk]. (9.5.1)
That is, we estimate the transition probabilities of the lumped process agg (unif (X)) by
averaging the different values ∑z∈X (k)j
tx,z and ∑z∈X (k)j
ty,z, weighted by the stationary
probabilities (Geiger et al. 2015). Let T˜(k) := ((t˜(k)i,j )). Now, we describe how the transi-
tion probabilities of the lifted Markov chain are calculated. There are two common ways
of lifting agg (unif (X)) to a Markov chain on X N ; one using a probability vector, called
π-lifting, and the other using the transition probabilities, called P-lifting. Let us discuss
π-lifting first.
Definition 9.5.1 (π-lifting). The π-lifting of ηk(unif (X)) is a DTMC with transition prob-
ability matrix Tπk := ((t
π,k
u,v )) where
tπ,ku,v :=
πv
∑x∈⟨v⟩k πx
t˜(k)
ηk(u),ηk(v)
, where u, v ∈ X N . (9.5.2)
Please note that, in principle, π-lifting can be done using any probability vector as
long as the denominator remains non-zero for the choice of the candidate probability
vector. Nevertheless, the most common choice is the stationary probability vector. The
reason for this choice is the fact that the stationary probability vector achieves the min-
imum KL divergence rate (Deng, Mehta, and Meyn 2011). For this reason, we consider
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π-lifting with the stationary distribution for numerical computations in this work. An-
other immediate consequence of π-lifting is that the lifted Markov chain with transition
probability matrix Tπk given in (9.5.1) is lumpable with respect to the partition X N/
k∼
and has π as the stationary probability. Now, we define the approximation error.
Definition 9.5.2. We define the approximation error to be the KL divergence rate be-
tween unif (X) and the lifted DTMCs. Therefore, for π-lifting, the approximation error
is given by
DKL (T || Tπk ) := ∑
u∈X N
∑
v∈X N
πutu,v log
(
tu,v
tπ,ku,v
)
. (9.5.3)
Having defined the approximation error, we show that it indeed decreases monotoni-
cally with the order of local symmetry. This is precisely the assertion of Theorem 9.5.1.
However, in order to prove Theorem 9.5.1, we need to make use of the following calcu-
lation, which we present in the form of a lemma.
Lemma 9.5.1. For any two states u, v ∈ X N , and for any k, define the ratio
ρk(u, v) :=
∑t∈⟨v⟩k πt
t˜(k)
ηk(u),ηk(v)
=
∑p∈⟨u⟩k πp ∑q∈⟨v⟩k πq
∑p∈⟨u⟩k ∑q∈⟨v⟩k πptp,q
. (9.5.4)
Then, the following recursion relation holds true
∑
x∈⟨u⟩k
∑
y∈⟨v⟩k
πxtx,yρk+1(x, y) = ρk(u, v) ∑
x∈⟨u⟩k
∑
y∈⟨v⟩k
πxtx,y. (9.5.5)
Proof of Lemma 9.5.1. By the refinement property of local symmetry in Proposition 9.3.2,
we can find distinct integers i1, i2, . . . , im and j1, j2, . . . , jn in [Mk+1] such that
⟨u⟩k = ∪l∈[m]X (k+1)il and ⟨v⟩k = ∪l∈[n]X
(k+1)
jl
. (9.5.6)
Therefore, we can split the summation over ⟨u⟩k, ⟨v⟩k into disjoint equivalence classes
of k+1∼ . Within each of these equivalence classes of k+1∼ , the quantity t˜ηk+1(x),ηk+1(y) is
constant, and therefore, can be pulled out of the summation. Therefore,
∑
x∈⟨u⟩k
∑
y∈⟨v⟩k
πxtx,yρk+1(x, y)
= ∑
p∈[m]
∑
q∈[n]
∑
x∈X (k+1)ip
∑
y∈X (k+1)jq
πxtx,y
(
∑s∈⟨x⟩k+1 πs ∑t∈⟨y⟩k+1 πt
∑s∈⟨x⟩k+1 ∑t∈⟨y⟩k+1 πsts,t
)
= ∑
p∈[m]
∑
q∈[n]
∑s∈X (k+1)ip πs ∑t∈X (k+1)jq πt
∑s∈X (k+1)ip
∑t∈X (k+1)jq
πsts,t
 ∑
x∈X (k+1)ip
∑
y∈X (k+1)jq
πxtx,y
= ∑
x∈⟨u⟩k
∑
y∈⟨v⟩k
πxπy = ρk(u, v) ∑
x∈⟨u⟩k
∑
y∈⟨v⟩k
πxtx,y.
This completes the proof.
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Note that ρk(u, v) = ρk(x, y) for any u
k∼ x and v k∼ y. Therefore, we can use the
shorthand notation ρk(X (k)i ,X (k)j ) to mean ρk(u, v) for any u ∈ X (k)i , v ∈ X (k)j .
Remark 9.5.1 (Averaging argument). The main implication of Lemma 9.5.1 is that the
quantity ρk(u, v) can be seen as a weighted average of ρk+1(x, y) where x, y’s are in the
equivalence classes of k+1∼ . The weights are precisely
W⟨u⟩k ,⟨v⟩k (X
(k+1)
ip ,X
(k+1)
jq ) :=
∑x∈X (k+1)ip
∑y∈X (k+1)jq
πxtx,y
∑x∈⟨u⟩k ∑y∈⟨v⟩k πxtx,y
, (9.5.7)
where we have partitioned ⟨u⟩k and ⟨v⟩k into X (k+1)ip ’s and X
(k+1)
jq ’s respectively as
shown in (9.5.6). We interpret W⟨u⟩k ,⟨v⟩k (X
(k+1)
ip ,X
(k+1)
jq ) as the weight for the cross-
section X (k+1)ip ×X
(k+1)
jq with regards to the partition of ⟨u⟩k and ⟨y⟩k given in (9.5.6).
Therefore, it follows from Lemma 9.5.1 that
ρk(⟨u⟩k, ⟨v⟩k) = ∑
p∈[m]
∑
q∈[n]
ρk+1(X (k+1)ip ,X
(k+1)
jq )W⟨u⟩k ,⟨v⟩k (X
(k+1)
ip ,X
(k+1)
jq ). (9.5.8)
Since the weights sum up to unity, ρk(u, v) can be indeed seen as an average. Keeping
this remark in mind, we now proceed to state and prove Theorem 9.5.1 about the
monotonicity of the approximation error.
Theorem 9.5.1. For π-lifting, the aggregation of states in X N using local symmetry ensures
monotonically decreasing approximation error with increasing order of local symmetry. That is,
DKL
(
T || T(π)k+1
)
≤ DKL
(
T || T(π)k
)
for all k ≥ 1. (9.5.9)
Proof of Theorem 9.5.1. By the refinement property of local symmetry proved in Proposi-
tion 9.3.2, we can partition [Mk+1] = {1, 2, . . . , Mk+1} into {Λ1,Λ2, . . . ,ΛMk} such that
X (k)i = ∪l∈ΛiX k+1l .
Note that
DKL
(
T || T(π)k
)
− DKL
(
T || T(π)k+1
)
= ∑
i,j∈[Mk ]
∑
u∈X (k)i
∑
v∈X (k)j
πutu,v log
(
ρk(u, v)
ρk+1(u, v)
)
= ∑
i,j∈[Mk ]
(log
(
ρk(X (k)i ,X (k)j )
)
∑
u∈X (k)i
∑
v∈X (k)j
πutu,v − ∑
u∈X (k)i
∑
v∈X (k)j
πutu,v log (ρk+1(u, v)))
= ∑
i,j∈[Mk ]
Θi,j,
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where
Θi,j := log
(
ρk(X (k)i ,X (k)j )
)
∑
u∈X (k)i
∑
v∈X (k)j
πutu,v
− ∑
p∈Λi
∑
q∈Λj
∑
u∈X (k+1)p
∑
v∈X (k+1)q
πutu,v log (ρk+1(u, v))
= ( ∑
u∈X (k)i
∑
v∈X (k)j
πutu,v)× (log
(
ρk(X (k)i ,X (k)j )
)
− ∑
p∈Λi
∑
q∈Λj
WX (k)i ,X
(k)
j
(X (k+1)p ,X (k+1)q ) log
(
ρk+1(X (k+1)p ,X (k+1)q )
)
)
≥ 0,
by Jensen’s inequality and the averaging argument given in Remark 9.5.1 and Lemma 9.5.1.
This completes the proof.
Note that DKL
(
T || T(π)k
)
− DKL
(
T || T(π)k+1
)
= 0 is achieved if (and only if) equality
is achieved in Jensen’s inequality forcing the individual Θi,j’s to be zeros. This is the
case when the ρk and ρk+1’s are equal. There are two possibilities. First, the equiva-
lence classes of k∼ and k+1∼ are the same. In this case, by Proposition 9.3.1, the equiv-
alence classes of all
k+j∼ , for j ≥ 2, will remain the same. Therefore, we have already
reached automorphism, and hence, exact lumpability. Second, the equivalence classes
of k∼ and k+1∼ are different (so, we are not yet at automorphism), but exact lumpabil-
ity has already been achieved at order of local symmetry k. In both cases, we need
not refine our partition further because exact lumpability has been achieved. Therefore,
DKL
(
T || T(π)k
)
−DKL
(
T || T(π)k+1
)
= 0 serves as a definite stopping rule for any iterative
algorithmic implementation of local symmetry-driven lumping.
Now, we discuss the second type of lifting, which makes of the transition probabilities
and is called P-lifting. The following is the definition.
Definition 9.5.3 (P-lifting). The P-lifting of ηk(unif (X)) is a DTMC with transition prob-
ability matrix TPk := ((t
P,k
u,v)) where, for u, v ∈ X N ,
tP,ku,v :=

tu,v
∑x∈⟨v⟩k tu,x
t˜(k)
ηk(u),ηk(v)
if ∑x∈⟨v⟩k tu,x > 0,
1
|⟨v⟩k | t˜
(k)
ηk(u),ηk(v)
if ∑x∈⟨v⟩k tu,x = 0.
(9.5.10)
The approximation error for P-lifting is defined similarly. Note that P-lifting is sharp,
in the sense that if the lumping is in fact exact, then DKL
(
T || T(P)k
)
= 0, whereas π-
lifting is not (Geiger et al. 2015). In Figure 9.3, we show numerical results pertaining
to Theorem 9.5.1. We consider the Barabási-Albert (BA) preferential attachment, the
ER and the WS small-world random graphs. The claimed monotonicity is observed in
all three cases. In fact, the KL divergence rate steeply decreases in all three cases, for
both π as well as P-lifting. The figures are particularly encouraging in that satisfactory
level of accuracy is achieved even for small orders of local symmetry. Since one of
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Figure 9.3: Monotonicity of the KL divergence with the order of the local symmetry for
the SIS dynamics on different models of random graphs with 10 vertices. All graphs
are undirected. The ER graphs are created with edge probability 0.3, while the Watts-
Strogatz (WS) small world networks are created with rewiring probability 0.3 and each
vertex having three neighbours. The infection and the recovery rates are both 0.5.
the main purposes of aggregation is to engender state space reduction, we need to
evaluate the performance of local symmetry-driven aggregation in terms of some notion
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Figure 9.4: As we increase the order, the number of local symmetries (the cardinality of
Ψk) decreases drastically. Therefore, the compression level also decreases. The simula-
tion set-up is the same as in Figure 9.3.
of compression level as well. Therefore, we define compression level C at order of local
symmetry k as follows:
C(k) = 1− Mk| X N | , (9.5.11)
where Mk is the cardinality of the quotient space X N/ k∼, i.e., the number of equivalence
classes of k∼. If there is no non-trivial local symmetries, the compression level is zero
because the partition is simply {{x} | x ∈ X N}. In Figure 9.4, we show how the number
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of local symmetries decreases drastically as we increase the order of local symmetry.
Consequently, the compression level also falls steeply. This is expected because random
graphs tend to become asymmetric as the number of vertices increases.
Remark 9.5.2. Please note that Theorem 9.5.1 holds true for a general Markov chain
whenever the partition function ηk+1 is a refinement of ηk. The fact that the parti-
tion functions ηk, ηk+1 are associated with the equivalence relations generated by k
and k + 1-local symmetries is only sufficient for the validity of Theorem 9.5.1, but not
necessary. In fact, similar monotonicity can be proved, in similar fashion, even when
ηk, ηk+1 are arbitrary partition functions defined on the state-space of a Markov chain
such that ηk+1 is a refinement of ηk. Notably, such monotonicity can only be guaran-
teed for π-lifting. In Appendix G.1, we provide a counterexample to establish that
such monotonicity fails for P-lifting when arbitrary partition functions (one being a
refinement of the other) are considered. However, this observation is about a general
Markov chain. For our MABM, we observe similar monotonicity for P-lifting using nu-
merical computations, as shown in Figure 9.3, but we can not guarantee monotonicity
in general.
9.6 discussions
The idea of using Markov chain lumpability for model reduction has been discussed
in the literature for some years now. For instance, the authors in Kiss, Miller, and
Simon (2017), Simon and Kiss (2012), and Simon, Taylor, and Kiss (2011) considered epi-
demiological scenarios, focussing mainly on binary dynamics. More general Markovian
agent-based models were considered in Banisch (2016). Lumpability abstractions were
applied to rule-based systems in Feret et al. (2012) from a theoretical computer science
perspective. While model reduction is one of the main purposes of lumpability, it is
not the only one. In a recent paper Katehakis and Smit (2012), the authors identify a
class of Markov chains, which they call successively lumpable and for which the station-
ary probabilities can be computed successively by computing stationary probabilities
of a cleverly constructed sequence of Markov chains (typically on much smaller state
spaces).
coverings and colour refinements For undirected graphs, a notion similar to
our notion of local symmetry is called a covering (Angluin 1980). However, in general,
finding coverings is computationally challenging (Kratochv, Proskurowski, and Telle
1998). In our formulation, undirected graphs are to be treated as directed graphs with
an edge set E satisfying (i, j) ∈ E ⇐⇒ (j, i) ∈ E. The second notion that is similar
to our approach is that of colour refinement (Arvind et al. 2016; Berkholz, Bonsma,
and Grohe 2013). In order to draw analogy, we think of the local states as colours,
i.e., we have a K-colouring of G, and require isomorphisms to be colour-preserving.
The objective is to devise a colouring method (given the initial colouring) that is stable
in that two vertices with the same colour have identically coloured neighbourhoods.
Note that a colouring naturally induces an equivalence relation on V. With successive
refinement of colouring, we can construct equitable partitions of V in much the same
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way we did with local symmetry. The equitable partitions, in turn, can be used to yield
approximately lumpable partitions of X N . Colour refinements are convenient and are
often used as a simple isomorphism check. However, a limitation of this approach is that
colour refinements are insufficient to find local isomorphisms in certain graphs such as
regular graphs. In general, a graph G is said to be amenable to colour refinement if it is
distinguishable from any other graph H via colour refinement. A number of classes of
graphs are known to be amenable (Arvind et al. 2016), e.g., unigraphs, trees. It is also
known (Babai, Erdös, and Selkow 1980) that ER random graphs are amenable with high
probability.
regular graphs Large regular graphs, in general, can exhibit different dynamics
on them. Since the vertices have similar neighbourhoods, our local symmetry will not
be able to distinguish between them. This may lead to poor lumping. Increasing the
order of local symmetry will avoid such issues. A theoretical analysis of this special case
of regular graphs is planned for future work.
computation of the stationary distribution Note that computation of the
stationary distribution itself is cumbersome for Markov chains on large state spaces. In
many cases, the transition matrix is sparse, which makes available a host of numerical
tools developed for sparse matrices. There are also numerical algorithms (Stewart 2000),
such as the Courtois’ method (Courtois 2014) or the Takahasi’s iterative aggregation-
disaggregation method (Takahashi 1975), for computing the stationary distribution. In
general, the efficiency of the Takahashi’s algorithm depends on a good initial clustering
of states. In our case, the computation is facilitated by the fact that the initial quotient
space X N/ 1∼ is expectedly a better partition than a random one. In a recent paper Kuntz
et al. (2017), the authors derive bounds on the stationary distribution (and moments)
based on mathematical programming. In particular, when the stationary distribution
is unique, they provide computable error bounds. Sampling-based techniques can also
be used for this purpose. For instance, in Hemberg and Barahona (2008), the authors
provide an algorithm that combine Gillespie’s algorithm with the Dominated Coupling
From The Past (DCFTP) techniques to provide guaranteed sampling from the stationary
distribution.
markov chain enlargement An interesting concept closely related to aggrega-
tion is Markov chain enlargement. There are many examples where enlargement of
the state space of a Markov chain can be computationally beneficial in that it can sig-
nificantly reduce the mixing time. See Apers, Ticozzi, and Sarlette (2017) and F. Chen,
Lovász, and Pak (1999) for a discussion on how splitting up states of a Markov chain
can speed up mixing. This has implications for the performance of statistical inference
algorithms that rely on the mixing of some Markov chain, and also for optimisation
algorithms such as the Alternating Direction Method of Multipliers (ADMM). In França
and Bento (2017), the authors show that, for certain objective functions, the distributed
ADMM algorithm can indeed be seen as a lifting of the gradient descent algorithm.
ctbns and sans The Markovian agent-based model that we consider in this work
belongs to a more general class of models known as IPSs in the probability literature.
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The tools developed in this work are expected to find applications beyond what has been
discussed here and are immediately applicable to many of the traditional IPS models
arising from statistical physics, population biology and social sciences. Such models in-
clude contact processes, voter models, exclusion models. The MABM model discussed in
the present work is also closely related to Continuous Time Bayesian Networks (CTBNs)
(Nodelman, Shelton, and Koller 2002) and Stochastic Automata Networks (SANs) (Buch-
holz and Kemper 2004). To be specific, the local intensity functions defined in (9.1.3)
constitute the Conditional Intensity Matrix (CIM) in Nodelman, Shelton, and Koller
(2002). These CIMs can be then combined into Q by the “amalgamation” operation. An-
other approach that is popular in SAN literature is to give Q a Kronecker representation
(Buchholz and Kemper 2004). We expect the present endeavour will benefit and bridge
the gap between the different communities that make use of the ABMs.
In this chapter, we devised a local symmetry-driven lumping procedure for MABMs. We
discussed the connections between the problem of finding a (approximately) lumpable
partition of the configuration space and various graph theoretic concepts such as the fi-
brations of the underlying graph. In the next chapter, we shall consider a P2P live media
streaming scenario as an application area and construct a mixed chunk selection strategy
called SchedMix based on a mean-field theoretic approximations of buffer probabilities.
10
P 2P L I V E S T R E A M I N G
We consider a P2P live media streaming scenario as an application area in this chapter.
Over the years, different classes of P2P live streaming approaches were proposed (X.
Zhang and Hassanein 2012), such as tree/push- and mesh/pull-based, as well as hybrid
approaches. Due to their inherent robustness, mesh/swarming approaches continue
to be of major importance, especially in hybrid settings where they often function as
a substrate even when tree structures run on top of them (Rückert et al. 2015; Wang,
Xiong, and J. Liu 2010). A key design issue in swarming is the data scheduling strategy
used by individual peers to select chunks to be requested from their neighbours. Not
only must it ensure continuous playback for an individual client, but also a healthy data
replication to avoid content bottlenecks (Rejaie and Magharei 2014).
Several scheduling strategies of varying levels of complexity were proposed in the
literature (X. Zhang and Hassanein 2012). The impact of resource heterogeneity as ob-
served in real client populations, however, is not yet fully understood. This leaves a
big gap in the design space of practical P2P streaming approaches, where systematically
leveraging resource imbalances could help in simplifying complex scheduling strategies
or designing new ones. We contribute to closing this gap by analysing the basic schedul-
ing strategies Earliest Deadline First (EDF) and Latest Deadline First (LDF) based on
a mean-field theoretic analysis of a large MABM. Driven by the resulting analytic in-
sights and with a view to designing distribution strategies for the networking scenario
described in Section 1.1, we combine EDF and LDF into a simple, yet powerful, mixed
strategy called SchedMix to leverage differences in upload resources. SchedMix assigns
LDF to a small percentage of strong peers in the system and allows the majority to play
greedy (EDF). The idea is to let a small percentage of strong peers act as pseudo-servers
and facilitate propagation of new chunks. We also justify why the strong peers should
agree to play LDF from a game theoretic perspective.
10.1 model
10.1.1 The approach
First, we briefly explain our modelling strategy. The main idea is to model a swarming-
based P2P live streaming system as a contact process on a random graph, where the
vertices represent the peers. We endow each peer with a buffer of length n (a vector
of 0’s and 1’s with 1’s representing the availability of chunks). The different possible
buffer configurations constitute the local states of a peer, which changes over time as
the peer downloads chunks (from the server or from one of its neighbours following a
chunk selection strategy, such as EDF or LDF), or deletes chunks that are already played
back. The interactions among the peers thus define a contact process. The matrix with
as many rows as the number of peers in the system and whose i-th row is the buffer
configuration of the i-th peer captures the global state of the entire system. Our goal is to
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Time=t
Time=t+1
Playback 2 3 4 n-3 n-2 n-1 n1
Chunk available Chunk unavailable
Rarest first selection: 
Latest Deadline First 
(LDF) strategy
Greedy selection: 
Earliest Deadline 
First (EDF) strategy
Figure 10.1: (Left) The buffer as a sliding window. (Right) The two extremes: greedy
selection and rarest first selection.
choose a chunk selection strategy that maximises the probability of the system being in
a state that ensures good playback performance, e.g., a state in which the current chunk
required for playback is available at every buffer (to ensure playback continuity). In
particular, the buffer probabilities (of chunk availability) can be expressed as functions
of the chunk selection strategy, and therefore, can be utilised to improve the chunk
selection strategy or devise a new one. This is precisely our plan.
10.1.2 The network
We assume the underlying network is a realisation of a random graph. We shall be
working with large graphs. We assume the associated degree distribution has a finite
mean. Let GM be the class of all simple and connected random graphs with M nodes. Let
dl denote the degree of vertex l. Let π : N→ [0, 1] be the associated degree distribution.
Define the size-biased degree distribution, q as follows
q(k) :=
kπ(k)
∑k kπ(k)
, (10.1.1)
for k ∈ N. The quantity q(k) is the probability that a given edge points to a vertex of
degree k. The distribution q is needed to approximate the neighbourhoods of the peers.
10.1.3 The peer-to-peer communication system
Suppose there are M peers and a single server. Let n denote the buffer length. The
server uniformly selects a peer at random and uploads a chunk at buffer position 1. It
continues to upload chunks to the chosen peer until there is a connection breakage/loss
(an event that occurs with a small probability, say ε ∈ (0, 1]) in which case the server
again chooses a peer uniformly at random. The chunk at buffer position n, if available,
is pushed for playback. After playback, the chunk is removed and all other chunks are
shifted one index closer to playback (see Figure 10.1). Each peer maintains a Poisson
clock with rate proportional to its degree1. A peer, if not selected by the server, contacts
one of its neighbours uniformly at random at each tick of its Poisson clock and seeks
to download a missing chunk. The chunk it downloads from among all downloadable
1 That is, we place a Poisson clock on each edge of the graph.
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chunks is decided by its chunk selection strategy. For simplicity, we assume that the
playback rate is one chunk per unit of time.
Now, we describe the dynamics. The idea is to start with the exact description of the
process and then gradually approximate it maintaining tractability. The approximation
is carried out in two steps. First, we show that the state space grows unmanageably
large, and hence we reduce the state space by means of Markov chain aggregation (see
(Kemeny, Snell, et al. 1960) and also Chapter 9). Second, we perform a mean-field
theoretic analysis on the aggregated chain.
10.1.4 Exact description
Let G := (V, E) ∈ GM be a given realisation of a random graph, where V and E ⊆ V×V
are the sets of vertices and edges, respectively. Each node is a peer. Let Ω := {ω ∈
{0, 1}M×n | ∑Mi=1 ω(i, 1) = 1} be the configuration space of all peers and buffers2, and
denote all subsets of Ω by 2Ω. Define a CTMC {Xt}t≥0 on the measurable space (Ω, 2Ω)
as Xt(i, j) := 1 if the j-th buffer location of the i-th peer is filled, and 0 otherwise.
The rows of the matrix Xt, denoted as X1t , X
2
t , . . . , X
M
t represent buffer states of peers
1, 2, . . . , M.
Let S : {0, 1}M×n ∪ {0, 1}n → {0, 1}M×n ∪ {0, 1}n denote the buffer shifting operator
defined as SY := (0, y1, y2, . . . , yn−1) for Y = (y1, y2, . . . , yn) ∈ {0, 1}M×n ∪ {0, 1}n where
y1, y2, . . . , yn denote the columns of Y. This operator is required to denote the state tran-
sition after a chunk, if available, is played back (see Figure 10.1 for the sliding window
representation of a buffer). Let us now define the transition rates of interaction for a
node v ∈ V as follows
µv(u, u + ei) =
{
∑l∈V:(v,l)∈E ς1(Xt(l, i) = 1)αv(i, u, Xlt) if i ̸= 1,
1(Xt(v, 1) = 1)(1− ε+ ε/M) + 1(Xt(v, 1) = 0)ε/M if i = 1,
(10.1.2)
where u = (u1, u2, . . . , un) ∈ X := {0, 1}n, i ∈ [n], such that ui = 0, ς > 0 is a constant, ei
is the i-th unit basis vector of the n-dimensional Euclidean space and αv : [n]×X ×X →
[0, 1] is the chunk selection function of the peer v ∈ V. In words, αv(i, u, Xlt)δt is the
probability of downloading chunk i when peer v is in buffer state u and contacts peer
l in buffer state Xlt. We defer an elaborate discussion of the chunk selection function
to a later section. The case i ̸= 1 captures the state transition of peer v due to the
successful download of a chunk at buffer location i from one of the neighbours of peer v.
The case i = 1 considers state transition as a result of direct upload by the server at
buffer index 1. The two terms corresponding to the case i = 1 differentiate whether the
peer v was already connected (or reconnected after a link breakage that takes place with
probability ε) to the server and continued to receive chunks, or it was newly connected
2 The server can upload a chunk at buffer index 1 to only one peer. Therefore, all the entries of the first column
of the matrix are zeros except for one that corresponds to the peer receiving a chunk directly from the server.
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to the server after a link breakage (between the server and some other peer). The system
is described by the following CME
d
dt
P(X) =− P(X) + ∑
v′∈V
1(X(v′, 1) = 1)
[
∑
Y:SY=X−∆(v′ ,1)
µv
′
(Yv
′
, Yv
′
+ e1)
{
P(Y)
+ ∑
i∈[n]\{1}
∑
v∈V\{v′}
(
∑
Z:Z=Y−∆(v,i)
µv(Yv − ei, Yv)P(Z)− µv(Yv, Yv + ei)P(Y)
)}]
,
(10.1.3)
for X ∈ Ω, where ∆(v, i) is an M× n matrix of all zeroes except for a unity at position
(v, i). We have used a short-hand notation P(X) to denote P(Xt = X). The terms on
right hand side correspond to the influx and outflux of probabilities of observing a
particular configuration. Terms that are subtracted denote the outflux to configurations
that are reachable from the current state after either a shifting of buffers or some peer
downloading a chunk. On the other hand, terms that carry positive coefficients denote
influx to configurations that can reach the current state after either shifting of buffers or
some peer downloading a chunk. Since shifting is assumed to take place at rate unity,
terms corresponding to shifting have coefficient unity, while others have their respective
rates as coefficients.
10.1.5 Aggregation
The CME (10.1.3) can not be solved analytically. We, therefore, carry out an aggregation
of the chain into population counts. Define HG := {d | ∃ v ∈ V, dv = d}. The set HG
is the set of distinct degrees realised in G. Consider a map A defined by A(X) := (zkx :
x ∈ X , k ∈ HG) where zkx := ∑v∈V 1(Xv = x)1(dv = k), the number of degree-k peers at
buffer configuration x. Define an equivalence relation A∼ on Ω as X A∼ Y ⇐⇒ A(X) =
A(Y) and Ωa := {X ∈ Ω : A(X) = a} for each a. Then, {Ωa} is a partition of Ω and each
Ωa is an equivalence class. The induced probability is given by
P(A(Xt) = a) = ∑
X∈Ω:A(X)=a
P(Xt = X). (10.1.4)
Such an aggregation is useful in reducing the state space if we now consider the lumped
process A(Xt) of population counts instead. In Appendix H.1, we provide a necessary
and sufficient condition for such an aggregation to engender state space reduction and
also discuss worst case scenarios. We emphasise that we do lose information in the
process of aggregation. Also, the lumped process is not necessarily Markovian.
10.2 mean-field theoretic analysis
In this section, we approximate the lumped process defined in Section 10.1.3, when M
is large. Mean-field theory is extensively used for this purpose (Durrett 2010b; Lelarge
and Bolot 2008; Pastor-Satorras and Vespignani 2002). As a first step in this direction,
peers are assumed to be independently interacting with a mean environment. This
allows us to treat each neighbour of a degree-k peer as an independent sample from a
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mean environment. We also impose that peers having the same degree play the same
chunk selection strategy and thus, behave indistinguishably in a large random graph,
suggesting that such a mean-field behaviour can very well be described by population
counts. We, therefore, define a mean-field population model that lumps the original
process according to the equivalence relation A∼. We shall index all the relevant quantities
by degree k in the following, instead of indexing by peers.
10.2.1 Mean-field master equations
Consider the process {Zt}t≥0 defined as Zt := (zkx(t) : x ∈ X , k ∈ N) where zkx(t) is the
number of degree-k peers at buffer configuration x ∈ X at time t. We get our mean-field
transition rates for a degree-k peer as follows, for each k ∈ N, u ∈ X and i ∈ [n] \ {1}
such that ui = 0,
βk(u, u + ei) =
k
∑
l=1
ςE[1(Yl(i) = 1)αk(i, u, Yl)] = kςE[1(Y1(i) = 1)αk(i, u, Y1)],
where {(Yl , dl) | Yl = (Yl(1), Yl(2), . . . , Yl(n)) ∈ X , dl ∈ N}kl=1 is a set of k iid samples
from the mean environment of a degree-k peer. The first component of each neighbour
is the buffer state and the second component, its degree. Note that dl’s are distributed
according to q of (10.1.1). Then,
E[1(Y1(i) = 1)αk(i, u, Y1)] = ∑
v∈X :vi=1
∑
m∈N
αk(i, u, v)P(Y1 = v | d1 = m)P(d1 = m)
= ∑
v∈X :vi=1
∑
m∈N
q(m)
E[zmv ]
nm
αk(i, u, v).
where nm is the number of peers of degree m. Thus, we get,
βk(u, u + ei) = kς ∑
v∈X :vi=1
∑
m∈N
q(m)
E[zmv ]
nm
αk(i, u, v), (10.2.1)
for each k ∈ N, u ∈ X and i ∈ [n] \ {1} such that ui = 0. For i = 1, we set β such that
∑u∈X :u1=1
zku−e1
nk
βk(u− e1, u) = 1/M, the total input to the system by the server. Now, to
write down the master equation, we need to define the change vector ϱ : N×X × [n]→
{−1, 0, 1}|X |×N such that Y = Z − ϱ(k, u, i) =⇒ yku = zku + 1, yku+ei = zku+ei − 1, ylx =
zlx∀l ∈N \ {k}, x ∈ X \ {u} (note that the count vector sums up to the number of peers
in the system at all times). Broadening the scope of definition of β by setting it to 0 for
all u, u + ei not covered in (10.2.1), for large M, we have the following mean-field CME,
d
dt
P(Z) =− P(Z) + ∑
Y:∑Sv=u ylv=zlu∀u,v∈X ,l∈N
[
P(Y) + ∑
l∈N,u∈X ,i∈[n]
(ylu + 1)β
l(u, u + ei)× P(Y− ϱ(l, u, i))
− ∑
l∈N,u∈X ,i∈[n]
yluβ
l(u, u + ei)P(Y)
]
.
(10.2.2)
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The terms on right hand side correspond to the influx and outflux of probabilities of
observing a particular counts’ vector.
In order to study the mean dynamics of the count vector Z, we begin by first setting
P(Y) = 0 ∀ Y /∈N|X |×N0 whereN0 :=N∪{0}, and then by defining, for each l ∈N, u ∈
X , i ∈ [n], the following quantity γl,u,i(Z) := zluβl(u, u+ ei). Next, we note that, in mean
field, we can write E[γl,u,i(Z)] as E[zlu]βl(u, u+ ei). The following result encapsulates the
mean dynamics of the system.
Result 10.2.1. The process {Zt}t≥0 admitting the mean -field CME (10.2.2) satisfies
d
dt
E[Z] = −E[Z] + E[Y] + ∑
l∈N,u∈X ,i∈[n]
ϱ(l, u, i)E[γl,u,i(Y)], (10.2.3)
where Y ∈ N|X |×N0 , encapsulating the state transitions due to shifting, is such that ylu =
∑Sv=u zlv∀l ∈N, u ∈ X .
We make use of the following lemma to prove Result 10.2.1. The lemma tells us that
some calculations required for the mean dynamics get automatically simplified because
of the shifting operator.
Lemma 10.2.1. For Y as defined in Result 10.2.1, the following identity holds true, for all
k ∈N,
∑
Z∈N|X |×N0
zku ∑
Y:∑Sv=u ylv=zlu∀u,v∈X ,l∈N
P(Y) = ∑
v∈X :Sv=u
E[zkv].
The proofs of Lemma 10.2.1 and Result 10.2.1 are provided in Appendix H.2. Looking
closely at (10.2.3) and recalling the definition of ϱ(l, u, i), we write down explicitly, for
each u ∈ X , k ∈N
d
dt
E[zku] = −E[zku] + ∑
v∈X :Sv=u
[
E[zkv] + ∑
i∈[n]
E[zkv−ei ]β
l(v− ei, v)− ∑
i∈[n]
E[zkv]β
l(v, v + ei)
]
,
(10.2.4)
a self-consistent (autonomous) set of ODEs for the mean population counts.
It is convenient to work with proportions to study the mean dynamics. Therefore,
define Wt := (wkx(t) : x ∈ X , k ∈ N) where wkx(t) := zkx/nk. We argue that, when
the number of peers is large, it suffices to study the mean dynamics of the proportions,
for the fluctuation around mean is expected to be negligible for large systems (Kurtz
1981). Therefore, denoting E[wkx], with abuse of notation, by wkx itself, we write down
the following rate equations,
d
dt
wku =− wku + ∑
v∈X :Sv=u
[
wkv + ∑
i∈[n]
(
wkv−eiβ
k(v− ei, v)− wkvβk(v, v + ei)
)]
, (10.2.5)
for each u ∈ X , k ∈ N. We find steady-state proportions by setting ddt w
(k)
u = 0, giving
rise to following fixed point equations at steady state,
wku = ∑
v∈X :Sv=u
[
wkv + ∑
i∈[n]
(
wkv−eiβ
k(v− ei, v)− wkvβk(v, v + ei)
)]
. (10.2.6)
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Observe that ∑u∈X ddt w
k
u = 0 for all k ∈N. This is because the proportions sum up to
1, i.e., ∑u∈X wku = 1 ∀ k ∈N. We use the above fixed point equations to study the buffer
probabilities, which are our performance metrics. However, before doing that, we offer
the following remark regarding the interesting connection between our peer-to-peer live
streaming model and an infection model from stochastic epidemiology literature.
Remark 10.2.1 (Connection to infection models). It merits attention that the population
model presented here can be thought of as an infection model with 2n distinct levels
of a disease, each level being represented by a u ∈ X and (gradual) recovery being
represented by the shifting of buffer state after playback. This amounts to saying, a
peer with all buffer positions filled is infected to the highest extent of a disease and if it
does not download any chunk, i.e., if it does not get infected, it will gradually recover
to a state of complete susceptibility (no chunk available).
performance metrics One of the key metrics of performance in live streaming
context is the buffer probability. The buffer probability of index i of a degree-k peer is
the probability that a degree-k peer has a chunk at buffer index i. In mean field, this
becomes the proportion of degree-k peers that have chunks at buffer index i. Therefore,
we define pk : [n]→ [0, 1], the buffer probability of a peer of degree k ∈N as
pk(i) = ∑
u∈X :ui=1
wku. (10.2.7)
The corresponding global performance of the network is linked to these degree-specific
buffer probabilities through the associated degree distribution of G as follows
p(i) = ∑
k∈N
π(k)pk(i). (10.2.8)
Our goal is to devise a chunk scheduling strategy that optimises these two performance
metrics. In order to do so, we derive a recurrence relation among pk’s by means of
(10.2.6) to understand their behaviour. We have the following result in that direction.
Result 10.2.2. The process {Wt}t≥0 of proportions obeying rate equation (10.2.5), admits the
following recursion relation among the buffer probabilities at steady state
pk(i + 1) = pk(i) + ∑
u∈X :ui=1
wku−eiβ
k(u− ei, u),
p(i + 1) = p(i) + ∑
k∈N
π(k) ∑
u∈X :ui=1
wku−eiβ
k(u− ei, u),
for all i, k ∈ N. Moreover, buffer probabilities are non-decreasing functions of their arguments,
i.e., buffer indices.
The proof of Result 10.2.2 becomes easier in light of the following lemma that estab-
lishes two identities.
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Lemma 10.2.2. For the process {Wt}t≥0 obeying rate equation (10.2.5), for each i, k ∈ N, we
have the following two identities
∑
u∈X :ui+1=1
∑
v∈X :Sv=u
wkv =pk(i),
∑
u∈X :ui=1
∑
j∈[n]
[
λk(u− ej, u)− λk(u, u + ej)
]
= ∑
u∈X :ui=1
λk(u− ei, u).
The proofs of Result 10.2.2 and Lemma 10.2.2 are in Appendix H.2.
Remark 10.2.2 (Interpretation of Result 10.2.2). The left hand side of the recurrence
relation gives the probability that the chunk required to fill the buffer location i + 1
is present. The right hand side tells us that there are two possible ways to have the
chunk at buffer index i + 1 present. First, it could already be there at buffer index
i, with probability of buffer index i, and was made available at index i + 1 due to
shifting. Second, the chunk was not there, but the peer could download it in the mean
time. Roughly speaking, this occurs with probability ∑u∈X :ui=1 w
k
u−eiβ
k(u− ei, u) for
a degree-k peer. This forms the basis of our further analysis of buffer probabilities.
Now we make use of a largely adopted assumption about the chunk selection function.
We assume that the chunk selection function of a degree-k peer, αk(i, u, v) does not
depend on any particular value of u and v, but rather assigns probability to buffer
indices according to their relative importance as pronounced by EDF and LDF. Call this
simplified policy sk, instead of αk. This implies,
βk(u, u + ei) = kς ∑
v∈X :vi=1
∑
l∈N
q(l)wlvα
k(i, u, v) = kςsk(i) ∑
l∈N
q(l)pl(i) = kςsk(i)θi,
where i ∈ [n] and θi := ∑l∈N q(l)pl(i) encapsulates the probability that an arbitrarily
given edge points to a node where chunk i is available.
Let us now revisit the recurrence relation in Result 10.2.2 and plug in the above sim-
plified quantities. In order to do so, note that, for all i ∈ [n],
∑
u∈X :ui=1
wku−eiβ
k(u− ei, u) = ∑
v∈X :vi=0
wkvβ
k(v, v + ei)
= kςθisk(i) ∑
v∈X :vi=0
wkv = kςθi(1− pk(i))sk(i).
The recursion relation in Result 10.2.2 then reads
pk(i + 1) = pk(i) + kςθi(1− pk(i))sk(i), (10.2.9)
where k ∈ N, i = 1, 2, . . . , n− 1, and φ := pk(1) = 1/M. Such a recurrence relation in
the special case of a homogeneous system has served as a starting point for the study
of buffer probabilities in a number of articles in the literature, e.g., Ying, Srikant, and
Shakkottai (2010), Zhou, D. M. Chiu, et al. (2007), and Zhou, D.-M. Chiu, and Lui (2011).
In fact, by choosing π(k) = 1(k = k∗), ς = 1k∗ for some k
∗ ∈ N, we retrieve from
(10.2.9) the corresponding recurrence relation in the homogeneous set-up, as found in
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Ying, Srikant, and Shakkottai (2010), Zhou, D. M. Chiu, et al. (2007), and Zhou, D.-M.
Chiu, and Lui (2011). Our endeavour was to provide a principled approach to derive
such a recurrence relation in a more general heterogeneous set-up exhibiting degree
dependence of peers.
Remark 10.2.3. The equations (10.2.9), and (10.2.8) are two key instruments in our
analysis of buffer probabilities. While (10.2.9) describes the playback experience of
a degree-k peer, a local aspect, (10.2.8) allows us to combine these local information
through degree distributions of arbitrary networks to give us a global view. This is
notable because even this simple, approximate model allows us to capture the depen-
dence of performance on network structure by plugging in its degree distribution.
We now focus on the two popular chunk selection strategies, namely, LDF and EDF.
We follow the same interpretations of EDF and LDF as laid down in Zhou, D.-M. Chiu,
and Lui (2011). Also see Figure 10.1.
10.2.2 Chunk selection function
10.2.2.1 Latest deadline first strategy
This strategy aims to download the rarest piece first. The priority is thus on the initial
buffer indices. Therefore, sk(i) can be written as
sk(i) = [1− φ]
i−1
∏
j=1
[
pk(j) + (1− pk(j))(1− kςθj)
]
.
The explanation is simple and is provided in KhudaBukhsh, Rückert, et al. (2015). This
gives us the following result.
Result 10.2.3. 1. The chunk selection function for the LDF strategy can be expressed as
sk(i) = 1− pk(i). (10.2.10)
2. The recursion relation for buffer probabilities for the LDF strategy has the following form,
for i = 1, 2, . . . , n− 1 and k ∈N
pk(i + 1) = pk(i) + kςθi(1− pk(i))2. (10.2.11)
The proof is similar to Zhou, D.-M. Chiu, and Lui (2011), however, for the sake of
completeness, it is provided in KhudaBukhsh, Rückert, et al. (2015).
10.2.2.2 Greedy strategy
The greedy strategy or the EDF strategy seeks to download pieces that are close to
playback. The priority is thus on playback urgency and hence on the final buffer indices.
Therefore, the chunk selection function can be expressed as
sk(i) = [1− φ]
n−1
∏
j=i+1
[
pk(j) + (1− pk(j))(1− kςθj)
]
.
148 p2p live streaming
The explanation is similar to the case of the LDF strategy, with the notable exception
that now we require to search buffer index n first, then n− 1 and so on.
Result 10.2.4. 1. The chunk selection function for the greedy strategy can be expressed as
sk(i) = 1− φ− pk(n) + pk(i + 1). (10.2.12)
2. The recursion relation for buffer probabilities for the greedy strategy has the following form,
for i = 1, 2, . . . , n− 1 and k ∈N
pk(i + 1) = pk(i) + kςθi(1− pk(i)) [1− φ− pk(n) + pk(i + 1)] . (10.2.13)
The proof is provided in KhudaBukhsh, Rückert, et al. (2015).
Remark 10.2.4. A typical EDF buffer probability curve exhibits a late, sharp increase,
contrary to an LDF curve (see Zhou, D. M. Chiu, et al. (2007) and Zhou, D.-M. Chiu,
and Lui (2011)). However, when M is large, EDF hinders propagation of new chunks.
While LDF is known to possess good scalability, EDF outperforms LDF when M is
small. We wish to exploit this feature of EDF even when M is large. In order to do
so, we must devise a way to arrest the content bottleneck. We conjecture that this
can be done by employing a reasonably small percentage of strong peers (the ones
with higher bandwidth, say, but not necessarily connected directly to the server) to
play LDF so as to act as pseudo-servers in the system. We pursue this idea by studying
different strategy profiles in a minimal set-up with only two degrees, where we call
the peers of higher degree strong peers and peers of smaller degree, weak peers.
10.2.3 A two-degree system
Suppose there are only two degrees k1, k2 ∈ N in the system where k1 < k2. For
typographical convenience, we shall subscript all the relevant variables with only 1, 2
instead of k1, k2 respectively, whenever the degree of a vertex appears as a subscript
or as an argument to a function, e.g., π1,π2 in place of π(k1),π(k2) respectively and
p1(i), p2(i) in place of pk1(i), pk2(i) respectively.
Pure LDF strategy
As seen in Section 10.2.2.1, buffer probabilities for the two degrees k1, k2 when everybody
plays LDF, are given by the following recursion relations
p1(i + 1) = p1(i) + k1ςθi(1− p1(i))2, (10.2.14)
p2(i + 1) = p2(i) + k2ςθi(1− p2(i))2, (10.2.15)
for i = 1, 2, . . . , n− 1. We adopt a continuous approximation of the above two difference
equations (as done in Ying, Srikant, and Shakkottai (2010) and Zhou, D.-M. Chiu, and
Lui (2011), for instance). Treating the buffer index i as a continuous variable x and
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writing y1, y2, θ for p1(i), p2(i) and θi respectively, we have the following differential
equations
d
dx
y1 = k1ςθ(1− y1)2, ddx y2 = k2ςθ(1− y2)
2. (10.2.16)
(10.2.17)
The above allows an exact solution which we present in the next result.
Result 10.2.5. For the pure LDF strategy and large systems, i.e., when M → ∞, the two buffer
probabilities are related according to the following equation
y2 =
y1
r + (1− r)y1 , (10.2.18)
where r = k1k2 is the relative strength of the weak peers compared to the strong ones.
The proof is given in KhudaBukhsh, Rückert, et al. (2015). We immediately see that
y2 > y1, i.e., the stronger peers have better performance owing to their greater rate of
interaction. However, this difference in performance for the weak peers due to degree
disparity can be made arbitrarily small if a sufficiently large buffer is made available.
Another interesting consequence is that the above can now be used to derive an expres-
sion for buffer-size requirements and facilitate sensitivity analysis therefrom. That is,
given ϵ1 = 1 − p1(n), the playback discontinuity of the weak peers, we can find the
required buffer length of the weak peers n1 = f (π, r, ϵ1) that ensures performance at
level ϵ1 for some f 3. Notice that the global performance is related to ϵ1 by
1− ϵ = π1(1− ϵ1) + π2 1− ϵ11− (1− r)ϵ1 ,
where 1− ϵ = p(n). This can be used when we intend to achieve a pre-specified level of
global performance.
Mixed strategy: SchedMix
Now we turn to the mixed strategy referred to as SchedMix. Suppose the weaker
peers of degree k1 adopt EDF and the stronger peers of degree k2, LDF. Following
Sections 10.2.2.1 and 10.2.2.2, we have the following recursion relations
p1(i + 1) = p1(i) + k1ςθi(1− p1(i)) [1− φ− p1(n) + p1(i + 1)] , (10.2.19)
p2(i + 1) = p2(i) + k2ςθi(1− p2(i))2, (10.2.20)
for i = 1, 2, . . . , n− 1. As before, we shall use a continuous approximation to study their
behaviour. Writing ϵ1 = 1− p1(n), we get the following differential equations:
d
dx
y1 =
k1ςθ(1− y1)(y1 − φ+ ϵ1)
1− k1ςθ(1− y1) ,
d
dx
y2 = k2ςθ(1− y2)2. (10.2.21)
(10.2.22)
3 The exact expression is provided in KhudaBukhsh, Rückert, et al. (2015).
150 p2p live streaming
Buffer Location
0 10 20 30 40
Bu
ffe
r P
ro
ba
bil
ity
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Weak
Strong
Global
Buffer Location
0 10 20 30 40
Bu
ffe
r P
ro
ba
bil
ity
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Mixed
LDF
EDF
(a) (b)
Figure 10.2: Performance comparison based on mean-field analysis of buffer probabili-
ties. (a) Global buffer probabilities for the three strategy profiles. SchedMix gives higher
playback continuity than both EDF and LDF for the given buffer length. (b) Comparison
of weak versus strong under SchedMix. Weak peers indeed eventually outperform the
strong peers under SchedMix. Parameter values: M = 10000, k1 = 5, k2 = 15,π1 =
0.85 = 1− π2, ς = 0.20.
The above equations, unfortunately, do not yield an analytic solution. Therefore, we
resort to numerical solution to compare global performance of the system under differ-
ent strategy profiles. It turns out that performance under SchedMix is indeed better
than that under the pure LDF strategy (see Figure 10.2), substantiating our claim. In
Appendix H.3, we also provide a game theoretic justification in favour of SchedMix.
When we compared performance of weak peers versus strong ones, an interesting
phenomenon was observed. The weak peers could eventually manage to outperform
the strong ones, caused by a sharp increase in buffer probabilities that a typical “EDF
curve” enjoys and what we call the boon of heterogeneity (see Figure 10.2). This phe-
nomenon is in agreement with our supposition and can be explained intuitively. Both
strong and weak peers benefit from being exposed to a heterogeneous environment. In a
homogeneous set-up, one would expect somewhat similar availability of chunks among
all its neighbours. On the contrary, a heterogeneous environment makes available a
diverse collection of chunks. This prepones the steep rise that a typical “EDF curve”
enjoys. Since an EDF curve has a greater growth-rate in the neighbourhood of 1 (see
Zhou, D. M. Chiu, et al. (2007) and Zhou, D.-M. Chiu, and Lui (2011)), weak peers can
eventually outperform LDF-playing strong peers even for moderate buffer-lengths.
Remark 10.2.5. We do not consider the pure EDF strategy separately here as it can be
studied in a similar fashion. In KhudaBukhsh, Rückert, et al. (2015), we also provide
a short stability analysis that gives an additional justification of why the weak peers
outperform the strong ones.
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10.3 simulation results
In this section, we document our findings from the simulation of the stochastic model.
This is carried out in two steps: first, generation of a random graph and second, simula-
tion of the content delivery process in accordance with Section 10.1.
start-up latency The second metric that we look at is the start-up latency. It is
the time a peer should wait before starting playback. While there is no unanimity as to
how one should define this quantity, it is reasonable to wait until a newly arrived peer’s
buffer attains a steady state. If it starts playback before that, it is likely to experience
below steady state playback quality initially. On the other hand, waiting longer will
not improve long-term playback experience. In a homogeneous set-up where everybody
plays the same policy and has the same buffer probabilities, as argued in Zhou, D. M.
Chiu, et al. (2007), this is well represented by ∑i p(i), the average number of available
chunks at each peer. In our heterogeneous model, a higher degree peer interacts more
often than a lower degree peer. Therefore, a newly arrived degree-k peer should have
start-up latency of kς∑i p(i) in the mean-field. The corresponding global metric follows
as E[k]ς∑i p(i). For aesthetic reasons, we normalise this quantity to (0, 1).
impact of network structure In order to see the impact of network structure,
we perform simulation of the model on BA preferential attachment (Barabási and Albert
1999) and WS small world (Watts and Strogatz 1998) networks. Simulation results on a
BA network with 2000 peers (with 25% of them playing LDF) and that on a WS network
with 5000 peers (with 20% of them playing LDF) are depicted in Figure 10.3. In both
cases, the mixed strategy SchedMix gives a better performance, corroborating our claim.
More importantly, it causes a significant reduction in start-up latency.
Remark 10.3.1. Although Figure 10.3 affirms that SchedMix does outperform the pure
LDF and the pure EDF strategies, the crux of employing SchedMix remains in letting
most peers play greedy. SchedMix, thus, allow for smaller start-up latency to ensure
good playback performance for everyone (at least as good as pure LDF strategy). This
is a significant benefit.
extension to other centrality measures The idea behind SchedMix is sim-
ple: exploit the capabilities of the strong peers to help the weak ones. SchedMix achieves
this through degree-based assignment of strategies, but the notion goes beyond degrees.
The virtues of SchedMix can also be achieved by taking into account other important
networking factors, such as betweenness centrality, well-connectedness to the server.
For example, in case of WS graphs, betweenness centrality better captures the notion of
strength than degrees. To demonstrate the idea, we performed a betweenness centrality-
based strategy assignment. In this variant of SchedMix, nodes having higher between-
ness centrality are assigned LDF and all others, EDF. In Figure 10.4 we show that this
variant of SchedMix also outperforms pure LDF and EDF strategies in a WS graph with
2000 nodes (with 25% playing LDF).
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Figure 10.3: Impact of network structure and performance evaluation in terms of buffer
probabilities and the start-up latency on a BA and a WS graph. Figures (a), (b) show
performance on a BA graph with 2000 peers. Figures (c), (d) display performance on
a WS graph with 5000 peers. In both cases, n = 40, ς = 0.25. Please note that start-up
latency is shown only for strategies ensuring playback continuity of at least 0.75 with
buffer size n = 40.
optimal threshold One of the main advantages of SchedMix is that it requires
only a small percentage of strong peers to play LDF in order to uplift the weak peers
and improve overall playback experience. However, the optimal percentage of strong
peers required to do so will depend on various factors, and in general, is a non-trivial
question. In Figure 10.4 we study how the overall playback experience changes as we
change the proportion of nodes playing LDF in SchedMix for WS graphs with 2000
nodes. Strategy assignment is carried out as per betweenness centrality. It is interesting
to observe that SchedMix outperforms pure strategies over a broad range of strategy
assignment, allowing greater freedom when designing scheduling strategies in practical
applications. It also substantiates the boon of heterogeneity phenomenon.
10.4 discussion
Our mathematical framework can also serve as a foundation in problems other than
the one in pursuit, e.g., network security problems such as circulation of updates to anti-
virus in the event of cyber attacks or the circulation of virus/malware itself, supply chain
problems for products with limited validity, express consignment delivery problems. Its
shifting feature makes it particularly interesting as it allows for multiple interpretations,
e.g., advertisement of promotional offers with deadlines, gradual recovery or mutation
in the context of infection spread. Keeping analytic tractability aside, the prospect of
incorporating more sophisticated mechanisms in practical implementation is broad. We
expect to see application of SchedMix in combination with more sophisticated mech-
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Figure 10.4: In Figures (a) and (b), we compare of different strategy profiles under be-
tweenness centrality-based SchedMix. In Figure (c), we study how the overall playback
continuity behaves as a function of the proportion of LDF-playing peers. Interestingly,
SchedMix outperforms pure strategies over a broad range of strategy assignment. It
also substantiates the boon of heterogeneity phenomenon.
anisms. One straightforward but important step is the application of SchedMix in a
state-of-the-art hybrid streaming system, where both mesh/pull and multi-tree/push-
based mechanisms coexist. In this context it would also be interesting to understand
the impact of other mechanisms, such as exchange of buffermaps or a streaming of lay-
ered media content. However, as a recent work by Silva, Dias, and Ricardo (2016) shows,
avoiding knowledge on chunk availability can be desired to preserve the privacy of users,
making the streaming approach without buffermaps assumed in this work of particular
interest. The results presented in this work are encouraging in that SchedMix could be
used as an alternative to complex scheduling strategies in the growing number of sce-
narios where peer heterogeneity is inevitably given, e.g., when bandwidth-constrained
mobile users meet well-connected and high-capacity home users. Besides, the results
could be used in the planning of transitions (Frömmgen et al. 2015) between strategies
when environmental conditions change.
In this chapter, we made the dependence of performance on degree of the vertices ex-
plicit. The idea of a degree-based (strength-based) combination of primitive scheduling
strategies led to two interesting revelations, namely, the boon of heterogeneity and the
weak peers outperforming the strong ones. Inspired by these observations, we proposed
our mixed strategy SchedMix. In the next and final chapter of this dissertation, we shall
discuss future research directions. A summary of the author’s contributions will also be
provided.

11
C O N C L U D I N G R E M A R K S
11.1 summary of contributions
The present dissertation considered two different classes of models from applied proba-
bility literature, namely, parallel queueing systems and Markovian Agent-based Models.
The research questions arose, to a large extent, from a communication networking sce-
nario presented in Section 1.1 (see also Figures 1.1 and 11.1). On one hand, we have
heterogeneous devices that collaboratively upload certain content to the cloud. On the
other hand, we have distribution of content from the cloud (after necessary aggregation,
composition and personalisation of content) to end-users.
11.1.1 Uploading problem
The uploading problem is an umbrella term for research problems arising from the upload-
ing leg of the scenario and is studied in detail in Chapters 3 to 7.
For the intermittent uploading case, the ability to calculate the performance metrics in
closed-form using the theory of order statistics facilitates designing uploading strategies
and their performance evaluation. Based on the closed-form expressions, optimal up-
loading strategies were devised in Chapter 5. Modelling the stream uploading problem
as a scheduling problem in a parallel queueing system, we developed the notions of
stochastic scheduling (Chapter 3), and provisioning (Chapter 4) in FJ queueing systems.
The objectives of designing optimal stochastic schedules and provisions were achieved
by approximating probabilities of rare events with exponential estimates making use of
martingale techniques and establishment of a Large Deviations Principle. The resultant
theoretical insights were finally used to design optimal collaborative uploading strate-
gies (Chapter 5).
Two special subclasses of queueing systems are considered additionally. The first
class constitutes of queueing systems with finite buffers (Chapter 6). We used the ran-
dom time change representation for Markov processes for this purpose and discussed
preliminary ideas on optimal probabilistic scheduling in such systems. We also de-
rived a scaling limit as the number of servers increases to infinity. The second special
subclass has a close resemblance to the Michaelis-Menten enzyme kinetics (Chapter 7).
We derived various Quasi-Steady State Approximations directly from the stochastic de-
scription of the system using multi-scaling techniques from probability literature. In
particular, we considered the standard QSSA, the total QSSA, and the reversible QSSA.
In the context of the communication system presented in Section 1.1, this approximation
is useful in situations such as when the number of packets to be transmitted is too large
compared to the number of paths available.
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1) Stochastic scheduling
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Figure 11.1: Summary of contributions of the author in the light of the telecommunica-
tion scenario presented in Section 1.1 (see also Figure 1.1).
The uploading problem is an umbrella term for research problems arising from the up-
loading leg of the scenario. Modelling the uploading problem as a scheduling problem
in a parallel queueing systems, the author made contributions in developing notions
of stochastic scheduling, provisioning in FJ queueing systems. These objectives were
achieved by approximating probabilities of rare events with exponential estimates mak-
ing use of martingale techniques and establishment of LDPs. The resultant theoretical
insights were finally used to design optimal collaborative uploading strategies.
The second leg of the scenario, the distribution problem, concerns distribution of content
from the cloud to end-users. We specifically focus on the large-scale problem when the
number of end-users grows arbitrarily large. In order to understand the dynamics of the
distribution problem better, we model it as an MABM. Three different approximations
are presented in this dissertation. First, an FCLT for key population counts are proved
for an information-dissemination process on configuration model random graphs. Sec-
ond, local symmetry-driven approximate lumpability is studied for a general MABM.
Finally, as an application, chunk selection strategies for P2P live streaming systems are
thoroughly analysed using mean-field theory and a better mixed strategy, called Sched-
Mix, is proposed.
11.1.2 Distribution problem
The second leg of the scenario, the distribution problem, concerns distribution of content
from the cloud to end-users. We specifically focus on the large-scale problem when the
number of end-users grows arbitrarily large. In order to understand the dynamics of the
distribution problem better, we model it as an MABM. Three different approximations
are presented in this dissertation.
First, an FCLT for key population counts are proved for an ID process on configura-
tion model random graphs in Chapter 8. Special emphasis has been put on Poisson-
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type distributions to study the so-called correlation equations approach. Second, local
symmetry-driven approximate lumpability is studied for a general MABM. As many
large random graphs tend to become asymmetric rendering automorphism-based lump-
ing approach ineffective as a tool of model reduction, we proposed a lumping method
based on a notion of local symmetry, which compares only local neighbourhoods of
vertices, in Chapter 9. The connections to fibrations of graphs, colour refinements and
coverings are also discussed. Finally, as an application, primitive chunk selection strate-
gies for P2P live streaming systems, such as the LDF and the EDF, are thoroughly anal-
ysed using mean-field theory and an improved strategy, called SchedMix, is proposed
in Chapter 10. SchedMix is shown to outperform the LDF as well as the EDF using a
mean-field theoretic analysis of buffer probabilities.
11.2 future directions
11.2.1 Further approximations of queueing systems
Classical queueing theoretic models have been extended in many directions in the recent
times. Many of the nuances of modern technology have already yielded to successful
theoretical analysis, but many more of them present challenging research problems that
are yet to be solved. Parallelisation is one of the important facets of modern technology
and therefore, the class of queueing systems allowing parallelisation was the main focus
in this dissertation. In order to be able to devise and employ optimal probabilistic
schedules in modern applications, the next natural step would be to extend the results
obtained in this dissertation to incorporate other features in the modelling framework.
In the context of FJ queueing systems, accommodating multiple types of customers
and devising queue-aware stochastic scheduling algorithms will be very useful from a
practical perspective. From the perspective of maintenance of large processing systems
(not necessarily of the FJ-type), server repair strategies are very important. It will be
interesting to incorporate various repair strategies in the traditional FJ framework and
conduct a thorough theoretical performance evaluation.
The analysis of the finite-buffer queueing systems presented in Chapter 6 is far from
complete. The probabilistic schedule considered in Chapter 6 is common in queueing
systems known as the supermarket model. The preliminary ideas need to be extended
to accommodate more sophisticated probabilistic schedules. Some of these extensions
are immediately achievable without much theoretical difficulties. In another direction,
we can gradually move away from Markovianness towards general processes as much as
possible. In particular, computable probability approximations for a G/G/N/K system
allowing a wide range of probabilistic scheduling will be extremely useful.
11.2.2 Queueing theoretic approach to chemical reaction networks
In Chapter 2, we discussed the connections between queueing theory and chemical re-
action networks. In particular, we showed that there is a direct correspondence between
some queueing systems, and zero and first order chemical reaction networks. In Chap-
ter 7, we further explored this connection and derived various QSSAs directly from the
random time change representations of the species copy numbers for the MM enzyme
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kinetic reaction system. The work can be further extended to derive various QSSA for
single-stage multiple-server queueing system with multiple classes of customers. Fur-
ther exploiting the multi-scaling techniques and the random time change representation,
we can derive asymptotic limits of various infinite-server queueing systems. In partic-
ular, it will be interesting to consider an infinite-server queueing system with multiple
classes of customers exhibiting strategic behaviour.
Approximations of the above flavour are an application of tools that have already be-
come standard in the CRN literature to queueing theory. The other direction is also
immensely promising. Therefore, a prominent portion of the author’s future research
effort will be directed towards identifying and consolidating a queueing theoretic ap-
proach to CRNs. In particular, the various approximations obtained for non-Markovian
queues can be applied to chemical reaction networks.
11.2.3 Further approximations of IPSs
The MABMs present a number of challenging theoretical problems that will be pursued
in the future. The local symmetry-driven approximate lumping discussion presented in
Chapter 9 assumes the graph remains unchanged through the course of the dynamics.
If we allow the graph to change dynamically, as we may need to in many practical
applications, the lumping procedure based on the local symmetries of the static graph
will not be effective. Therefore, we need to invent new methods of lumping the states of
an MABM when the graph is also allowed to change over time. This approach will be
particularly helpful in engineered systems where the graph can be dynamically rewired
to our benefit, e.g., to improve performance of the engineered system.
The diffusion approximation proved in Chapter 8 considers the simplest epidemic
process, namely the stochastic compartmental SI process, on CM random graphs. This
work can be extended in roughly three directions. First, we can extend the results
to include other random graph models. Since the CM graphs may not be realistic in
many applications, an extension of the results obtained in this dissertation to incorpo-
rate other random graph models will be important. The second direction in which the
author intends to extend the current work is to incorporate more general processes. In
particular, diffusion approximations for other epidemic processes, such as the SIR or the
Susceptible-Exposed-Infected-Recovered (SEIR) processes on random graphs with com-
munity structures will be important for policy making by public health institutions. The
third direction involves extending diffusion approximations to a Large Deviations Princi-
ple. This will require significant work because the key quantities of interest, such as the
various population counts, the lumped processes etc. are usually not Markovian. There-
fore, standard machinery for proving an LDP for Markov processes can not be used
directly. However, establishing an LDP for a general IPS is tremendously important in
order to accurately estimate probabilities of rare events.
A P P E N D I C E S
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AS U P P L E M E N TA RY M AT E R I A L T O C H A P T E R 3
Before we present our proofs, let us make a remark that will be useful throughout the
discourse.
Remark A.0.1. If {Xk,Fk} and {Yk,Fk} are submartingales, then {max(Xk, Yk),Fk} are
also submartingales (see 7.3.2.(e) Comments of Ash (1972) for a proof). Treating martin-
gales as submartingales and extending the above mentioned result to accomodate max-
imum over a finite collection of submartinagles, we can establish that {X(k),Fk}k∈N0
is a submartingale whenever {Xn(k),F (k)}k∈N0 is a submartingale (or a martingale)
for each n ∈ [N] and X(k) := maxn∈[N] Xn(k), ∀k ∈N0.
a.1 main proofs
Proof of Theorem 3.1.1. Notice that the stability condition given in maxn∈[N] E[Sn,1] <
E[A1] guarantees the existence of θn > 0 such that αn(θn)β(θn) = 1 for all n ∈ [N]
(see Boxma, Koole, and Z. Liu (1994) and Poloczek and Ciucu (2014)). Hence, θ˜ > 0 is
well defined. Consider the filtration
Fk := σ({Sn,i}n∈[N],i≤k, {Ai}i≤k), (1.1.1)
for all k ∈ N0, where σ({Sn,i}n∈[N],i≤k, {Ai}i≤k) denotes the smallest σ-field generated
by {Sn,i}n∈[N],i≤k, {Ai}i≤k.
bounding the waiting time For each n ∈ [N], define the stochastic process
Zn(k) := exp
(
θn
k
∑
i=1
(Sn,i − Ai)
)
, ∀k ∈N0.
It can be seen that {Zn(k),Fk}k∈N0 is a martingale. By virtue of the sub- and super-
martingale inequalities due to Doob (see Ash (1972, Chapter 7, Problem 3(c))), we have
P(max
k∈N0
Zn(k) ≥ σ) ≤
supk∈N0 E[Z
+
n (k)]
σ
, (1.1.2)
for σ ≥ 0 and for each n ∈ [N], where Z+n (k) := Zn(k) ∧ 0. Now, our martingales are so
constructed that supk∈N0 E[Z
+
n (k)] = 1. Therefore, we have
P(max
k∈N0
Zn(k) ≥ σ) ≤ 1
σ
. (1.1.3)
161
162 stochastic scheduling
Now define θ˜ := minn∈[N] θn. Finally, by virtue of Boole’s inequality and (1.1.3), we bound
the tail probabilities of the waiting time W as follows
P(W ≥ σ) = P(max
n∈[N]
{max
k∈N0
{
k
∑
i=1
(Sn,i − Ai)}} ≥ σ)
= P(∪n∈[N]{max
k∈N0
{
k
∑
i=1
(Sn,i − Ai)}} ≥ σ)
≤ ∑
n∈[N]
P(max
k∈N0
{
k
∑
i=1
(Sn,i − Ai)} ≥ σ)
= ∑
n∈[N]
P(max
k∈N0
Zn(k) ≥ exp
(
θnσ
)
)
= exp
(−θ˜σ) ∑
n∈[N]
exp
(−(θn − θ˜)σ).
bounding the response time Define the stochastic process, for each n ∈ [N],
Yn(k) := exp
(
θn(
k
∑
i=0
Sn,i −
k
∑
i=1
Ai)
)
, ∀k ∈N0.
See that {Yn(k),Fk}k∈N0 is a martingale. Then, by virtue of the sub- and supermartin-
gale inequalities due to Doob (see Ash (1972, Chapter 7, Problem 3(c))), we have
P(max
k∈N0
Yn(k) ≥ σ) ≤
supk∈N0 E[Y
+
n (k)]
σ
=
αn(θn)
σ
, (1.1.4)
for σ ≥ 0 and for each n ∈ [N], because our martingales are so constructed that
Y+n (k) := Yn(k) ∧ 0 = Yn(k) ∀k ∈N0
=⇒ E[Y+n (k)] = E[exp
(
θnSn,0
)
]
k
∏
i=1
αn(θn)β(θn) = αn(θn) ∀k ∈N0.
Now define θ˜ := minn∈[N] θn. Finally, by virtue of Boole’s inequality and (1.1.4), we bound
the tail probabilities of the response time R as follows
P(R ≥ σ) = P(max
n∈[N]
{max
k∈N0
{
k
∑
i=0
Sn,i −
k
∑
i=1
Ai}} ≥ σ)
= P(∪n∈[N]{max
k∈N0
{
k
∑
i=0
Sn,i −
k
∑
i=1
Ai}} ≥ σ)
≤ ∑
n∈[N]
P(max
k∈N0
{
k
∑
i=0
Sn,i −
k
∑
i=1
Ai} ≥ σ)
= ∑
n∈[N]
P(max
k∈N0
Yn(k) ≥ exp
(
θnσ
)
)
= exp
(−θ˜σ) ∑
n∈[N]
αn(θn) exp
(−(θn − θ˜)σ).
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Proof of Theorem 3.2.1. Consider the filtration
Fk := σ({Sn,0, S˜n,i}n∈[N],i≤k, {Ai}i≤k),
for all k ∈ N0, where σ({Sn,0, S˜n,i}n∈[N],i≤k, {Ai}i≤k) denotes the smallest σ-field gener-
ated by {Sn,0, S˜n,i}n∈[N],i≤k, {Ai}i≤k.
bounding the waiting time For each n ∈ [N], define the stochastic process
Zn(k) := exp
(
θn
k
∑
i=1
(S˜n,i − Ai)
)
, ∀k ∈N0.
Analogous to the proof of Theorem 3.1.1, it follows that {Zn(k),Fk}k∈N0 is a martingale.
Similarly, it follows
P(max
k∈N0
Zn(k) ≥ σ) ≤ 1
σ
. (1.1.5)
Now define θ˜ := minn∈[N] θn. Therefore, by Boole’s inequality and (1.1.5), we bound the
tail probabilities of the waiting time W as follows
P(W ≥ σ) = P(max
n∈[N]
{max
k∈N0
{
k
∑
i=1
(S˜n,i − Ai)}} ≥ σ)
≤ exp(−θ˜σ) ∑
n∈[N]
exp
(−(θn − θ˜)σ).
bounding the response time Define the stochastic process, for each n ∈ [N],
Yn(k) := exp
(
θn(Sn,0 +
k
∑
i=1
S˜n,i −
k
∑
i=1
Ai)
)
, ∀k ∈N0.
Following the proof of Theorem 3.1.1, we show that {Yn(k),Fk}k∈N0 is a martingale, and
in particular,
P(max
k∈N0
Yn(k) ≥ σ) ≤ αn(θn)
σ
. (1.1.6)
Now define θ˜ := minn∈[N] θn. Therefore, we bound the tail probabilities of the re-
sponse time R as follows using the Boole’s inequality and (1.1.6),
P(R ≥ σ) = P(max
n∈[N]
{max
k∈N0
{Sn,0 +
k
∑
i=1
S˜n,i −
k
∑
i=1
Ai}} ≥ σ)
≤ ∑
n∈[N]
P(max
k∈N0
{Sn,0 +
k
∑
i=1
S˜n,i −
k
∑
i=1
Ai} ≥ σ)
= exp
(−θ˜σ) ∑
n∈[N]
αn(θn) exp
(−(θn − θ˜)σ).
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a.2 statistical results
Lemma A.2.1. 1. Suppose X ∼ Binomial(N, p). Then, the following holds, for a > 0,
E[Xe−aX ] = Npe
−a
1− qN (pe
−a + q)N−1
E[X2e−aX ] = Npe
−a
1− qN (Npe
−a + q)(pe−a + q)N−2.
2. If X is distributed uniformly over [N], then, for a > 0, the following holds
E[Xe−aX ] = e
−a
N(1− e−a) [
1− Ne−(N+1)a
(1− e−a) − (N + 1)e
−aN ]
E[X2e−aX ] = e
−2a
N(1− e−a) [2
(1− e−(N+1)a)
(1− e−a)2
−2(N + 1)e
−Na − (1− Ne−(N+1)a)
(1− e−a) − (N + 1)(Ne
−(N−1)a + e−aN)].
Proof of Lemma A.2.1. 1. First note that
E[Xe−aX ] = Npe
−a
1− qN ∑l∈[N]
(
N − 1
l − 1
)
(pe−a)l−1q(N−1)−(l−1) = Npe
−a
1− qN (pe
−a + q)N−1.
Now, see that E[X2e−aX ] = E[X(X− 1)e−aX +Xe−aX ] = E[X(X− 1)e−aX ]+E[Xe−aX ],
where
E[X(X− 1)e−aX ]
=
N(N − 1)(pe−a)2
1− qN ∑l∈[N]\{1}
(
N − 2
l − 2
)
(pe−a)l−2q(N−2)−(l−2)
=
N(N − 1)(pe−a)2
1− qN (pe
−a + q)N−2.
Therefore, we get E[X2e−aX ] = Npe
−a
1−qN (Npe
−a + q)(pe−a + q)N−2.
2. See that E[Xe−aX ] = e−aN(1−e−a) [
1−e−(N+1)a
(1−e−a) − (N+ 1)e−aN ], and E[X2e−aX ] = E[X(X−
1)e−aX + Xe−aX ] = E[X(X− 1)e−aX ] + E[Xe−aX ]. Now,
E[X(X− 1)e−aX ] = e
−2a
N(1− e−a) [2
(1− e−(N+1)a)
(1− e−a)2 − 2
(N + 1)e−Na)
(1− e−a)
− (N + 1)Ne−(N−1)a].
Therefore, we get
E[X2e−aX ] = e
−2a
N(1− e−a) [2
(1− e−(N+1)a)
(1− e−a)2 −
2(N + 1)e−Na − (1− e−(N+1)a)
(1− e−a)
− (N + 1)(Ne−(N−1)a + e−aN)].
A.3 service time scaling 165
a.3 service time scaling
Proof of Theorem 3.3.1. First note that α(u) := E[euS] = µµ−u and β(u) := E[e
−uA1 ] = λλ+u ,
whence we find θ = µ− λ > 0 such that α(θ)β(θ) = 1. Since gl(u) = α( ul ), the solution
to gl(u)β(u) = 1 is given by θl := lµ− λ > 0.
Now consider the scenario conditional on {L = l} for some l ∈ [N]. Proceeding in
a similar fashion as in the proof of Theorem 3.1.1 and replacing the probabilities and
expectations with the corresponding conditional probabilities and expectations respec-
tively, whenever necessary, we get the following bounds on the conditional tail probabil-
ities of the steady state waiting time and the response time as follows
P(W ≥ σ | {L = l}) ≤ le−θlσ, P(R ≥ σ | {L = l}) ≤ lgl(θl)e−θlσ.
Inserting the value of θl ,
P(W ≥ σ | {L = l}) ≤ leλσe−µσl , P(R ≥ σ | {L = l}) ≤ e
λσ
ρ
l2e−µσl .
Now, to get bounds on the unconditional probabilities, we utilise the above two upper
bounds and note that
P(W ≥ σ) = ∑
l∈[N]
P(W ≥ σ | {L = l})P(L = l)
≤ eλσ ∑
l∈[N]
le−µσlP(L = l) = eλσE[Le−µσL].
Proceeding similarly, we obtain
P(R ≥ σ) ≤ e
λσ
ρ
E[L2e−µσL].
This completes proof of the Theorem 3.3.1.
Now let us assume L ∼ Binomial(N, p). Then, by Lemma A.2.1, we have
E[Le−µσL] = Npe
−µσ
1− qN (pe
−µσ + q)N−1,
E[L2e−µσL] = Npe
−µσ
1− qN (Npe
−µσ + q)(pe−µσ + q)N−2.
Therefore, by plugging in θ = µ− λ, we get
P(W ≥ σ) ≤ eλσ Npe
−µσ
1− qN (pe
−µσ + q)N−1 = Ne−θσ[ p
1− qN (pe
−µσ + q)N−1],
and
P(R ≥ σ) ≤ e
λσ
ρ
Npe−µσ
1− qN (Npe
−µσ + q)(pe−µσ + q)N−2
=
Ne−θσ
ρ
[
p
1− qN (Npe
−µσ + q)(pe−µσ + q)N−2].
This completes the proof.
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Lemma A.3.1. If X ∼ Pow(κ, ζ) and a > 0, then
E[Xe−aX ] = κe
−aζ ′(κe−a)
ζ(κ)
E[X2e−aX ] = κe
−a
ζ(κ)
[κe−aζ ′′(κe−a) + ζ ′(κe−a)],
where ζ ′ and ζ ′′ are first and second derivatives of ζ, respectively.
Proof of Lemma A.3.1. See that
E[Xe−aX ] = ∑
l∈N
le−alP(X = l) = κe
−aζ ′(κe−a)
ζ(κ)
.
Now,
E[X(X− 1)e−aX ] = ∑
l∈N
l(l − 1)e−alP(X = l) = (κe
−a)2
ζ(κ)
ζ ′′(κe−a).
Therefore, we get
E[X2e−aX ] = κe
−a
ζ(κ)
[κe−aζ ′′(κe−a) + ζ ′(κe−a)].
Proof of Theorem 3.3.2. First note that α(u) := E[euS] = µµ−u and β(u) := E[e
−uA1 ] = λλ+u ,
whence we find θ = µ− λ > 0 such that α(θ)β(θ) = 1. Since gl(u) = α( ulφ ), the solution
to gl(u)β(u) = 1 is given by θl := lφµ− λ > 0.
Now consider the scenario conditional on {L = l} for some l ∈ [N]. Proceeding in
a similar fashion as in the proof of Theorem 3.1.1 and replacing the probabilities and
expectations with the corresponding conditional probabilities and expectations respec-
tively, whenever necessary, we get the following bounds on the conditional tail probabil-
ities of the steady state waiting time and the response time as follows
P(W ≥ σ | {L = l}) ≤ le−θlσ,
P(R ≥ σ | {L = l}) ≤ lgl(θl)e−θlσ.
Inserting the value of θl ,
P(W ≥ σ | {L = l}) ≤ leλσ exp(−µσlφ),
P(R ≥ σ | {L = l}) ≤ e
λσ
ρ
l2 exp
(−µσlφ).
Now, to get bounds on the unconditional probabilities, we utilise the above two upper
bounds and note that
P(W ≥ σ) = ∑
l∈[N]
P(W ≥ σ | {L = l})P(L = l)
≤ eλσ ∑
l∈[N]
l exp
(−µσlφ)P(L = l) = eλσE[L exp(−µσLφ)].
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Proceeding similarly, we obtain
P(R ≥ σ) ≤ e
λσ
ρ
E[L2 exp
(−µσLφ)].
This completes proof of Theorem 3.3.2.
Proof of Theorem 3.3.3. We have αn(u) := E[exp
(
uSn
)
] = µnµn−u and β(u) := E[exp
(−uA1)] =
λ
λ+u , whence we find θn = µn − λ > 0 such that αn(θn)β(θn) = 1. Let us denote the
conditional MGF of the service times Sn,i at the n-th server by gnl . Since g
n
l (u) = αn(
u
lφ ),
the solution to gnl (u)β(u) = 1 is given by θ
n
l := l
φµn − λ > 0. Define
θ˜l := min
n∈[l]
θnl .
Now consider the scenario conditional on {L = l} for some l ∈ [N]. Proceeding in
a similar fashion as in the proof of Theorem 3.1.1 and replacing the probabilities and
expectations with the corresponding conditional probabilities and expectations respec-
tively, whenever necessary, we get the following bounds on the conditional tail probabil-
ities of the steady state waiting time and the response time as follows
P(W ≥ σ | {L = l}) ≤ l exp(−θ˜lσ),
P(R ≥ σ | {L = l}) ≤ [ ∑
n∈[l]
gnl (θ
n
l )] exp
(−θ˜lσ).
Inserting the value of θ˜l and θnl ,
P(W ≥ σ | {L = l}) ≤ leλσ exp(−min
n∈[l]
µnσlφ
)
,
P(R ≥ σ | {L = l}) ≤ e
λσ
λ
lφ( ∑
n∈[l]
µn) exp
(−min
n∈[l]
µnσlφ
)
.
Now, to get bounds on the unconditional probabilities, we utilise the above two upper
bounds and note that
P(W ≥ σ) = ∑
l∈[N]
P(W ≥ σ | {L = l})P(L = l)
≤ eλσ ∑
l∈[N]
l exp
(−min
n∈[l]
µnσlφ
)
P(L = l) = eλσE[L exp
(− min
n∈[L]
µnσLφ
)
].
Proceeding similarly, we obtain
P(R ≥ σ) ≤ e
λσ
λ
E[Lφ( ∑
n∈[L]
µn) exp
(− min
n∈[L]
µnσLφ
)
].
This completes proof of the first part of Theorem 3.3.3.
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a simple case Set φ = 1. Now, from L ∼ Binomial(N, p) we get,
E[L exp
(− min
n∈[L]
µnσL
)
]
= E[LE[exp
(−min
n∈[l]
µnσl
) | L = l]]
= E[L
(
exp
(−σLκ1)− (exp(−σLκ1)− exp(−σLκ2))(1− π)L)]
=
Npe−σκ1
1− qN
(
pe−σκ1 + q
)N−1 − Npe−(σκ1−ln(1−π))
1− qN
(
pe−(σκ1−ln(1−π)) + q
)N−1
+
Npe−(σκ2−ln(1−π))
1− qN (pe
−(σκ2−ln(1−π)) + q)N−1
=
Np
1− qN [e
−σκ1(pe−σκ1 + q)N−1 − (1− π)e−σκ1(p(1− π)e−σκ1 + q)N−1
+ (1− π)e−σκ2(p(1− π)e−σκ2 + q)N−1]
=
Np
1− qN b1(σ)
[
1− (1− π)( c1(σ)− c2(σ)
b1(σ)
)
]
,
where
bi(σ) := exp
(−σκi)(p exp(−σκi)+ q)N−1
ci(σ) := exp
(−σκi)(p(1− π) exp(−σκi)+ q)N−1,
for i = 1, 2. Please note that we have used Lemma A.2.1 in the previous derivation. This
gives us the bound
P(W ≥ σ) ≤ eλσ Np
1− qN b1(σ)
[
1− (1− π)( c1(σ)− c2(σ)
b1(σ)
)
]
.
This completes the proof.
hierarchical hyper-parameter model Set φ = 1. From L ∼ Binomial(N, p)
we get,
E[L exp
(− min
n∈[L]
µnσL
)
] = E[LE[exp
(−min
n∈[l]
µnσl
) | L = l]]
= E[LE[exp
(−σlYl | L = l)]]
= E[L
Lµ0
Lµ0 + σL
exp
(−σLλ)]
=
µ0
µ0 + σ
E[L exp
(−σλL)]
=
µ0
µ0 + σ
Npe−σλ
1− qN
(
pe−σλ + q
)N−1
.
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Figure A.1: Deterministic versus. stochastic scheduling strategy for an application with
specific φ in a heterogeneous FJ system.
Please note that we have used Lemma A.2.1 in the previous derivation. This gives us
the bound
P(W ≥ σ) ≤ eλσ µ0
µ0 + σ
Npe−σλ
1− qN
(
pe−σλ + q
)N−1
=
Npµ0
(1− qN)(µ0 + σ)
(
pe−σλ + q
)N−1
.
This completes the proof.
a.4 evaluation of deterministic and stochastic strategies
In the following, we compare the average waiting times in a heterogeneous FJ system
that uses a binomial scheduling strategy with one using a corresponding deterministic
strategy. Our aim is to show the benefit of Theorem 3.3.3. We consider renewal job
arrivals with exponentially distributed inter-arrival times with parameter λ = 0.1 at
the ingress of an FJ system with N = 5 servers each of which can be in a fast or a
slow state with probability 0.5. Hence, the service times are exponentially distributed
with an average of µ = 1 in the first state, and µ = 0.5 in the second. We assume an
application with a weak parallelisation benefit φ = 0.2. The rationale here is to let the
system switch between a regime where the synchronisation cost outweighs the scaling
benefit, and another regime where the opposite holds true. Given a pool of N available
servers, Figure A.1 compares the mean waiting time under a deterministic strategy that
uses 1 ≤ L′ ≤ N servers to a stochastic strategy that uses an average number of servers
E[L] = L′. This example shows that the stochastic strategy is superior to a comparable
deterministic one. This strengthens our argument that for a known application that runs
on a given FJ system, Theorem 3.3.3 provides the optimal scheduling strategy.
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b.1 large deviations principle
Proof of Theorem 4.1.1. In the light of A1, A2, A3, and A4, the following statements are
immediate from known results on large deviations of Markov additive process (Iscoe,
Ney, and Nummelin 1985; Ney and Nummelin 1987),
B1 For all θ ∈ D0, the transformed kernel L˜ in (4.1.5) has a maximal, real, simple
eigenvalue λ(θ).
B2 The corresponding right eigenfunction {r(c, θ); c ∈ E} satisfying
λ(θ)r(c, θ) =
∫
R
L˜(c, dτ; θ)r(τ, θ),
is positive and bounded above.
B3 Dλ = Dν˜ = D0.
B4 Define the filtration
Fk := σ({(Ci, Qi)}i∈[k]), (2.1.1)
the σ-algebra generated by the history of the process {(Ci, Qi)}i∈[k] till and includ-
ing time point k. Define
Mk(θ) := exp
(
αQk − kΛ(θ)
)
r(Ck, θ), (2.1.2)
where Λ(θ) := logλ(θ). The process Mk(θ) is a martingale with respect to the
filtration Fk.
B5 λ(θ)→ ∞ as θ → BndD or ∥θ∥ → ∞. This further implies essential smoothness of
Λ. This is important for the application of Ellis’ theorem to establish an LDP.
Note that B1 and B2 are generalisations of the well known Perron-Frobenius theorem
for real matrices with positive entries. However, when the state space E is not finite,
one could still obtain similar results. The existence, and properties B1 and B2 follow
from Harris (1963) and Iscoe, Ney, and Nummelin (1985). Define π : E → [0, 1] to be
the invariant probability measure for L defined in (4.1.3). The following large devia-
tions principle holds (Iscoe, Ney, and Nummelin 1985) for the sequence of probability
measures {Lk(x, F× .)}k∈N0 on (RN ,B(RN)),
lim sup
k→∞
k−1 log Lk(x, F× kG) ≤ − inf
y∈ClG
Λ∗(y), (2.1.3)
lim inf
k→∞
k−1 log Lk(x, F× kG) ≥ − inf
y∈IntG
Λ∗(y), (2.1.4)
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for x ∈ E, F ∈ E , G ∈ B(RN), where Λ∗(y) := supz∈RN{zy−Λ(z)} and F is such that
π(F) > 0.
In order to derive a large deviations principle for the waiting times for our queueing
system defined in (4.1.2), consider the following map f : RN → R defined as
f (s) := max{s1, s2, . . . , sN}, (2.1.5)
where s := (s1, s2, . . . , sN) ∈ RN . Note that f is a continuous map on RN with respect
to the topology endowed by the Borel open sets. Therefore, by the contraction principle
for continuous maps (Dembo and Zeitouni 2010, Theorem 4.2.1) , { f (Qk)}k∈N0 satisfies
a large deviations principle with good rate function
J(y) := inf
x∈ f−1(y)
Λ∗(x) = inf
x∈ΥN(y)
Λ∗(x), (2.1.6)
where ΥN is defined in (4.1.6). Notice that f (Qk) is simply Wk := max(X1,k, X2,k, . . . , XN,k)
with W D= maxk∈N0 Wk. Therefore, by virtue of the contraction principle, we get
lim sup
k→∞
k−1 logP(Wk ∈ B) ≤ − inf
y∈Cl B
J(y)
lim inf
k→∞
k−1 logP(Wk ∈ B) ≥ − inf
y∈Int B
J(y),
for all B ∈ B(R). This completes the proof.
b.2 further derivations
Derivation of (4.1.14). We wish to solve the following integral equation for λ(n), and rn,∫ b
a
exp
(−|y− x|
σ
)
rn(x, s)dx = Un(y, s) exp
(
λ(n)(s)
)
rn(y, s),
where Un(y, s) =
(
1+ sy
) (
1− s
µ(n)
)
u(y) and u(y) =
∫ b
a exp
(− |x−y|σ )dx. Our strategy
is to differentiate the above integral equation with respect to y twice and then get a
nonlinear ODE, which can be solved numerically. Therefore, separating the integral into
two parts we get
exp
(− y
σ
) ∫ y
a
exp
( x
σ
)
rn(x, s)dx + exp
( y
σ
) ∫ b
y
exp
(− x
σ
)
rn(x, s)dx
= Un(y, s) exp
(
λ(n)(s)
)
rn(y, s).
Differentiating once with respect to y, we get
− 1
σ
exp
(− y
σ
) ∫ y
a
exp
( x
σ
)
rn(x, s)dx +
1
σ
exp
( y
σ
) ∫ y
a
exp
(− x
σ
)
rn(x, s)dx
= U′n(y, s) exp
(
λ(n)(s)
)
rn(y, s) +Un(y, s) exp
(
λ(n)(s)
)
r′n(y, s).
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Differentiating once again with respect to y, we get
1
σ2
(
exp
(− y
σ
) ∫ y
a
exp
( x
σ
)
rn(x, s)dx + exp
( y
σ
) ∫ b
y
exp
(− x
σ
)
rn(x, s)dx− 2σrn(y, s)
)
= U′′n (y, s) exp
(
λ(n)(s)
)
rn(y, s) + 2U′n(y, s) exp
(
λ(n)(s)
)
r′n(y, s)
+Un(y, s) exp
(
λ(n)(s)
)
r′′n(y, s).
Since the left hand side is 1
σ2
Un(y, s) exp
(
λ(n)(s)
)
rn(y, s), after rearrangement of terms,
we get
r′′n(y, s) + 2
U′n(y, s)
Un(y, s)
r′n(y, s) +
(
U′′n (y, s)
Un(y, s)
− 1
σ2
(
1− 2σ exp
(−λ(n)(s))
Un(y, s)
))
rn(y, s) = 0.
Proof of Theorem 4.1.2 . In the light of A1, A2, A3, and A4, the following statements are
immediate from known results in probability theory, such as Iscoe, Ney, and Nummelin
(1985) and Ney and Nummelin (1987),
C1 For all n ∈ [N] and θ ∈ Dλ(n), exp(λ(n)(θ)) is the simple maximal eigenvalue of
K˜n.
C2 The corresponding right eigenfunction {rn(c, θ); c ∈ E} satisfying
exp
(
λ(n)(θ)
)
rn(c, θ) =
∫
R
K˜n(c, dτ; θ)rn(τ, θ),
is positive and bounded above.
C3 For all n ∈ [N] , the functions λ(n) and λ(n)k , k ∈ N are both strictly convex and
essentially smooth.
C4 Recall the filtration Fk defined in (2.1.1). For each n ∈ [N], define
M(n)k (s) := exp
(
sXn,k − kλ(n)(s)
)
rn(Ck, s). (2.2.1)
Then, M(n)k (s) is a martingale with respect to the filtration Fk.
The existence, and properties C1 and C2 follow from Harris (1963) and Iscoe, Ney,
and Nummelin (1985). The statements C3 and C4 are proved in Iscoe, Ney, and Num-
melin (1985). Also, see Duffield (1994). In the following, we normalise rn(., θ) so that
E[rn(C0, θ)] = 1, for each n ∈ [N].
Having constructed the martingales M(n)k (s), we can apply Doob’s maximal inequality
(Durrett 2010a) to obtain
P(max
k∈N0
Xn,k ≥ w) ≤ ϕn(s) exp
(−sw), (2.2.2)
for all s ∈ Dλ(n), following Theorem 3 of Duffield (1994). In particular, we get
P(max
k∈N0
Xn,k ≥ w) ≤ ϕn(θn) exp
(−θnw), (2.2.3)
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where θn := sup{s > 0 | λ(n)(s) ≤ 0} and ϕn(s) := ess sup{1(Xn,1 > 0)/rn(C1, s)}, after
having normalised rn(., θ) so that E[rn(C0, θ)] = 1, for each n ∈ [N]. The final bound is
obtained as follows
P(W ≥ w) = P(max
k∈N0
max
n∈[N]
Xn,k ≥ w) =P(max
n∈[N]
max
k∈N0
Xn,k ≥ w)
≤ ∑
n∈[N]
P(max
k∈N0
Xn,k ≥ w) ≤ ∑
n∈[N]
ϕn(θn) exp
(−θnw).
This completes the proof.
Remark B.2.1. For the computation of the MGF for the blocking system, we make use
of the following statistical result. Consider a finite collection of independent random
variables {Un}n∈[N] such that Un is exponentially distributed with rate µn, for each
n ∈ [N]. Write µ = (µ1, µ2, . . . , µn). Then, the MGF of V := maxn∈[N] Un is given by
E[exp
(
sV
)
] =β(µ; s) := ∑
S∈{A⊂[N]|A ̸=∅}
(−1)|S|+1 (∑i∈S µi)
(∑i∈S µi)− s
. (2.2.4)
Proof of Result B.2.1. The CDF of Z is given by P(V ≤ z) = ∏i∈[N](1 − exp
(−µiz)),
whence we derive the Probability Density Function (PDF) of Z as
fV(z) = ∑
j∈[N]
µj exp
(−µjz)
 ∏
i∈[N]\{j}
(1− exp(−µiz))

= ∑
j∈[N]
µj exp
(−µjz)
1+ ∑
S∈{A⊂[N]\{j}|A ̸=∅}
(−1)|S|∏
i∈S
exp
(−µiz)

= ∑
j∈[N]
µj exp
(−µjz)
 ∑
S∈{A⊂[N]\{j}}
(−1)|S| exp(−z∑
i∈S
µi
)
= ∑
j∈[N]
µj ∑
S∈{A⊂[N]\{j}}
(−1)|S| exp(−z ∑
i∈S∪{j}
µi
)
= ∑
j∈[N]
µj ∑
S∈{A⊂[N]|j∈A}
(−1)|S|+1 exp(−z∑
i∈S
µi
)
= ∑
S∈{A⊂[N]|A ̸=∅}
(−1)|S|+1(∑
i∈S
µi) exp
(−z∑
i∈S
µi
)
.
Therefore, the MGF of Z is given by
E[exp
(
θV
)
] =
∫ ∞
0
exp
(
θz
)
fV(z)dz = ∑
S∈{A⊂[N]|A ̸=∅}
(−1)|S|+1 (∑i∈S µi)
(∑i∈S µi)− θ
.
This completes the proof.
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c.1 statistical results
c.1.1 Moments of order statistics
Let X1, X2, . . . , XN be independent positive-valued random variables with absolutely con-
tinuous CDFs F1, F2, . . . , FN . Let the corresponding order statistics be Y1 ≤ Y2 ≤ . . . ≤ YN .
Write F := (F1, F2, . . . , FN)T and 1− F := (1− F1, 1− F2, . . . , 1− FN)T. The distribution of
the r-th order statistic can be elegantly written in terms of certain permanents as (Bapat
and Beg 1989, Theorem 4.1),
P(Yr ≤ y) =
N
∑
i=r
1
i!(N − i)!per
[F(y)
i
1− F(y)
N − i
]
, (3.1.1)
where
[
F(y)
i
1−F(y)
N−i
]
denotes the matrix whose first i columns are F(y) and the last N − i
columns are 1− F(y), per A := ∑σ∈Θ(N)∏Ni=1 ai,σ(i) denotes the permanent of an N × N
real matrix A = ((ai,j))i,j∈[N], and Θ(N) denote the class of all permutations of [N].
Using (3.1.1), we derive the expected values of the order statistics (Bapat and Beg 1989;
Barakat and Abdelkader 2004).
Remark C.1.1. For r ∈ [N], the mean of Yr can be conveniently written in terms of
µ -operators given by
E[Yr] = µr F :=
N
∑
j=N−r+1
(−1)j−(N−r−1)
(
j− 1
N − r
)
Mj F ,
where the Mj -operators, for j ∈ [N], are defined as
Mj F := ∑
S∈{A⊆[N]:|A|=j}
∫ ∞
0
(
∏
i∈S
(1− Fi(x))
)
dx . (3.1.2)
Proof of Remark C.1.1. The proof follows from Bapat and Beg (1989) and Barakat and
Abdelkader (2004). However, for the sake of completeness, we furnish a brief sketch
here. Define Hr(y) := P(Yr ≤ y) for r ∈ [N], where P(Yr ≤ y) is given in (3.1.1). Then,
the mean can be obtained by performing the following integral
E[Yr] =
∫ ∞
0
(1− Hr(y)) dy.
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Observe that, we can derive the following recursion relation from (3.1.1), for r ≥ 2,
Hr−1(y) = Hr(y) +
1
(r− 1)!(N − r + 1)!per
[ F(y)
r− 1
1− F(y)
N − r + 1
]
, (3.1.3)
where the permanent of a real N × N matrix A := ((ai,j))i,j∈[N] is given by
per A := ∑
σ∈Θ(N)
N
∏
i=1
ai,σ(i),
and Θ(N) denote the class of all permutations of [N]. Plugging in the definition of the
permanent, we rewrite (3.1.3) as
Hr−1(y) = Hr(y) +
1
(r− 1)!(N − r + 1)! ∑
σ∈Θ(N)
N
∏
i=1
ai,σ(i) (y) ,
where
ai,σ(i) (y) =
{
Fi(y) if 1 ≤ σ(i) ≤ r− 1,
1− Fi(y) if r ≤ σ(i) ≤ N. (3.1.4)
Rearranging the terms in the recurrence relation, we get
1− Hr(y) = 1− Hr−1(y) + 1(r− 1)!(N − r + 1)! ∑
σ∈Θ(N)
N
∏
i=1
ai,σ(i) (y) .
Integrating both sides and using the µ -operators, we get
µr F = µr−1 F+
1
(r− 1)!(N − r + 1)! ∑
σ∈Θ(N)
∫ ∞
0
N
∏
i=1
ai,σ(i) (y) dy = µr−1 F+ KrF,
where the operator Kr is given by
KrF :=
1
(r− 1)!(N − r + 1)! ∑
σ∈Θ(N)
∫ ∞
0
N
∏
i=1
ai,σ(i) (y) dy.
Note that there are r− 1 terms involving Fi(y) and N − r + 1 terms involving 1− Fi(y)
in the product, for each permutation σ ∈ Θ(N). Therefore, we have
KrF = ∑
S∈{A⊆[N]:|A|=r−1}
∫ ∞
0
(
∏
j∈S
Fj(y)
)(
∏
j∈Sc
(1− Fj(y))
)
dy.
Let us rewrite Kr-operators in the following way to get an identity
KrF ≡
r
∑
j=1
(−1)j−1c(j, r, N)MN−r+j F, (3.1.5)
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where c(j, r, N)’s are suitable counting coefficients so that the above identity holds true
with M -operators defined by
Mj F := ∑
S∈{A⊆[N]:|A|=j}
∫ ∞
0
(
∏
i∈S
(1− Fi(x))
)
dx .
Notice that the number of terms under the summation over S ⊆ [N] with | S |= r− 1 is
( Nr−1), while that under the summation over S ⊆ [N] with | S |= N − r + j appearing in
the computation ofMN−r+j F is ( NN−r+j). Therefore, by applying multiplication principle
of combinatorial analysis, the counting coefficients c(j, r, N) must satisfy(
N
r− 1
)(
r− 1
j− 1
)
= c(j, r, N)
(
N
N − r + j
)
,
in order for the above identity in (3.1.5) to hold true (see Barakat and Abdelkader (2004)).
Therefore, we get
c(j, r, N) =
(
N − r + j
j− 1
)
, (3.1.6)
and we get the following recursion relation, for 2 ≤ r ≤ N,
µr F = µr−1 F+
r
∑
j=1
(−1)j−1
(
N − r + j
j− 1
)
MN−r+j F. (3.1.7)
Observe that µ1 F = MN F and µ2 F = MN−1 F− (N − 1)MN F. Thereby from (3.1.7),
the claim
µr F =
N
∑
j=N−r+1
(−1)j−(N−r−1)
(
j− 1
N − r
)
Mj F (3.1.8)
follows by induction on r. The induction is proved in Barakat and Abdelkader (2004)
and we do not repeat it here. This completes the proof.
c.2 additional derivations
Derivation of ψ(k1, k2) ⋛ ψ(k1 + 1, k2 − 1) ⇐⇒ Ip(k1,k2)I1−p(k2−1,k1+1) ⋛
λ2
λ1
. Write p := λ1λ1+λ2 and
q := λ2λ1+λ2 . Then,
ψ(k1, k2) =
k1
λ1
+
K− k1
λ2
− 1
λ1 + λ2
k1−1
∑
n1=0
K−k1−1
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 .
Now,
ψ(k1, k2)− ψ(k1 + 1, k2 − 1) =
( 1
λ2
− 1
λ1
)− 1
λ1 + λ2
[ k1−1
∑
n1=0
K−k1−1
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2
−
k1
∑
n1=0
K−k1−2
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2
]
.
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Simplifying further, we get
k1−1
∑
n1=0
K−k1−1
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 −
k1
∑
n1=0
K−k1−2
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2
=
k1−1
∑
n1=0
[ K−k1−2
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 +
(
n1 + K− k1 − 1
n1
)
pn1 qK−k1−1
]
− [ k1−1∑
n1=0
K−k1−2
∑
n2=0
(
n1 + n2
n1
)
pn1 qn2 +
K−k1−2
∑
n2=0
(
k1 + n2
k1
)
pk1 qn2
]
=
k1−1
∑
n1=0
(
n1 + K− k1 − 1
n1
)
pn1 qK−k1−1 −
K−k1−2
∑
n2=0
(
k1 + n2
k1
)
pk1 qn2
=
1
q
k1−1
∑
n1=0
(
n1 + K− k1 − 1
n1
)
pn1 qK−k1 − 1
p
K−k1−2
∑
n2=0
(
k1 + n2
k1
)
pk1+1qn2
=
1
q
F(k1 − 1; K− k1, p)− 1p F(K− k1 − 2; k1 + 1, p)
=
1
q
Iq(K− k1, k1)− 1p Ip(k1 + 1, K− k1 − 1),
where F(.; n, s) is the CDF of a negative binomial distribution with parameters n and s
(denoted as NB(n, s)) and Ix(a, b) is the regularised β-function given by
Ix(a, b) :=
∫ x
0 t
a−1(1− t)b−1 dt∫ 1
0 t
a−1(1− t)b−1 dt
.
Therefore, we have
ψ(k1, k2)− ψ(k1 + 1, k2 − 1)
=
( 1
λ2
− 1
λ1
)− 1
λ1 + λ2
[1
q
Iq(K− k1, k1)− 1p Ip(k1 + 1, K− k1 − 1)
]
=
1
λ2
Ip(k1, K− k1)− 1λ1 Iq(K− k1 − 1, k1 + 1),
whence we get
ψ(k1, k2) ⪌ψ(k1 + 1, k2 − 1)
⇐⇒ 1
λ2
Ip(k1, K− k1) ⪌ 1λ1 Iq(K− k1 − 1, k1 + 1)
⇐⇒ Ip(k1, K− k1)
Iq(K− k1 − 1, k1 + 1) ⪌
λ2
λ1
.
This completes the proof. The above allows finding the optimal allocation kopt in an
iterative fashion. Given λ1 < λ2, and we sequentially check (0, K), (1, K − 1), (2, K −
2), . . . and so on as long as the ratio of the two regularised β-functions is greater than
λ2/λ1. The objective function ψ is monotonically decreasing in its first argument k1
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in this range. The optimal choice is the last allocation in this sequence when the ratio
of the regularised β-functions is greater than or equal to λ2/λ1, beyond this point ψ
is again monotonically increasing in its first argument k1. See Figure 5.1. If λ1 > λ2,
we interchange (relabel) the paths and proceed as before. Since the optimal allocation
is (K/2, K/2) (or the nearest integers depending on whether K is even or odd) when
λ1 = λ2.
Proof of optimality when λ1 = λ2. Suppose λ1 = λ2 = λ,
ψ(k1, k2) =
K
λ
− 1
2λ
k1−1
∑
n1=0
k2−1
∑
n2=0
(
n1 + n2
n1
)(1
2
)n1+n2 .
For natural numbers c, m with c > m, define
G(m) =
m
∑
n1=0
c−m
∑
n2=0
(
n1 + n2
n1
)(1
2
)n1+n2 .
Then
G(m + 1)− G(m) =
c−m−1
∑
n2=0
(
m + 1+ n2
m + 1
)(1
2
)m+1+n2 − m∑
n2=0
(
c−m + n2
c−m
)(1
2
)c−m+n2 .
Comparing the last summands under two summations,(
c
m + 1
)(1
2
)c ⋛ ( c
c−m
)(1
2
)c ⇐⇒ c−m
m + 1
⋛ 1 ⇐⇒ 2m ⋚ c− 1.
Further,
c−m
m + 1
≥ 1 =⇒
(
c− i
m + 1
)(1
2
)c−i ⋛ ( c− i
c−m
)(1
2
)c−i.
Summing over i = 0, 1, ..., min(c−m− 1, m), we get
2m ≤ c− 1 =⇒ G(m + 1) ≥ G(m).
The converse can be proved using similar arguments. Therefore, G(m) attains maxima
at ⌊ c+12 ⌋. Consequently, ψ is minimum when n1 − 1 = ⌊ k1−1+k2−1+12 ⌋ i.e., n1 = ⌊K+12 ⌋.
This completes the proof.
Derivation of N-path case with exponential delays. Suppose the i-th path has an exponential
delay with rate λi (i.e., Di,j’s follow an exponential distribution with mean 1/λi, for
i ∈ [N]). Let k = (k1, k2, . . . , kN) ∈ Λ(N, K) be our allocation. Then, the end-to-end
delay can be expressed as D := max(D(k1)1 , D
(k2)
2 , . . . , D
(kN)
N ) where D
(ki)
i := ∑
ki
j=1 Di,j.
Note that D(ki)i follows a gamma distribution with parameters ki and λi (which is the
same as an Erlang distribution in this case). Therefore, the CDF F(ki)i of D
(ki)
i is given by
F(ki)i (x) = 1−
ki−1
∑
m=0
e−λix (λix)
m
m!
for i ∈ [N]. (3.2.1)
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Figure C.1: Three heterogeneous paths with exponential delays with rates 2, 1.5 and 1
are considered. The optimal allocation is centred at the innermost contour. The mean
delay is high if the stronger paths (the first two) are grossly under-utilised (see bottom
left corner). The proportional allocation is expectedly close to the optimal one. The
number of packets considered in this example is 100.
Stacking into a column vector F(k) := (F(k1)1 , F
(k2)
2 , . . . , F
(kN)
N ), and following Remark C.1.1,
we find explicitly
ψ(k) = µn F(k) =
n
∑
j=1
(−1)j+1Mj F(k), (3.2.2)
where Mj ’s are as defined in (3.1.2) of Remark C.1.1. Please note that
Mj F(k) = ∑
S∈{A⊆[N]:|A|=j}
∫ ∞
0
[
∏
i∈S
ki−1
∑
mi=0
e−λix (λix)
mi
mi!
]
dx.
Using
∫ ∞
0 e
axxb−1 dx = Γ(b)ab and rearranging terms, we get
ψ(k) = ∑
S∈{A⊆[N]:A ̸=ϕ}
(−1)|S|+1[ ∑
ni∈[ki−1]∪{0}:i∈S
(
∏
i∈S
λ
ni
i
ni!
) Γ(∑i∈S ni + 1)
(∑i∈S λi)∑i∈S ni+1
]
.
This completes the derivation. Please see Bapat and Beg (1989) and Barakat and Ab-
delkader (2004) for more on this and other similar examples.
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Example C.2.1. When there are three paths admitting exponential delays with param-
eters λ1,λ2 and λ3 respectively, the expression for mean delay corresponding to an
allocation k = (k1, k2, k3) ∈ Λ(3, K) simplifies to
ψ(k) =
k1
λ1
+
k2
λ2
+
k3
λ3
− 1
λ1 + λ2
k1−1
∑
n1=0
k2−1
∑
n2=0
(n1 + n2)!
n1!n2!
( λ1
λ1 + λ2
)n1( λ2
λ1 + λ2
)n2
− 1
λ2 + λ3
k2−1
∑
n2=0
k3−1
∑
n3=0
(n2 + n3)!
n2!n3!
( λ2
λ2 + λ3
)n2( λ3
λ2 + λ3
)n3
− 1
λ3 + λ1
k3−1
∑
n3=0
k1−1
∑
n1=0
(n3 + n1)!
n3!n1!
( λ3
λ3 + λ1
)n3( λ1
λ3 + λ1
)n1
+
1
λ1 + λ2 + λ3
k1−1
∑
n1=0
k2−1
∑
n2=0
k3−1
∑
n3=0
(n1 + n2 + n3)!
n1!n2!n3!
( λ1
λ1 + λ2 + λ3
)n1
× ( λ2
λ1 + λ2 + λ3
)n2( λ3
λ1 + λ2 + λ3
)n3 . (3.2.3)
The expression of the mean delay above can be minimised to find the optimal allocation.
In Figure C.1, we consider three heterogeneous paths with exponential delays with rates
λi equal to {2, 1.5, 1} respectively. The near-optimality of the proportional allocation is
observed here too (centred at the innermost contour).
Derivations for Example 5.2.1. Write ai = λi/(λ1 + λ2 + λ3) for i = 1, 2, 3. Then,
η1(k) =
∫ ∞
0
( k1−1
∑
n1=0
e−λ1x (λ1x)
n1
n1!
)( k2−1
∑
n2=0
e−λ2x (λ2x)
n2
n2!
)( k3−1
∑
n3=0
e−λ3x (λ3x)
n3
n3!
)
dx
=
1
λ1 + λ2 + λ3
k1−1
∑
n1=0
k2−1
∑
n2=0
k3−1
∑
n3=0
(n1 + n2 + n3)!
n1!n2!n3!
an11 a
n2
2 a
n3
3 . (3.2.4)
Similarly,
η2(k) =M2 F(k) − 2M3 F(k)
=
1
λ1 + λ2
k1−1
∑
n1=0
k2−1
∑
n2=0
(n1 + n2)!
n1!n2!
( λ1
λ1 + λ2
)n1( λ2
λ1 + λ2
)n2
+
1
λ2 + λ3
k2−1
∑
n2=0
k3−1
∑
n3=0
(n2 + n3)!
n2!n3!
( λ2
λ2 + λ3
)n2( λ3
λ2 + λ3
)n3
+
1
λ3 + λ1
k3−1
∑
n3=0
k1−1
∑
n1=0
(n3 + n1)!
n3!n1!
( λ3
λ3 + λ1
)n3( λ1
λ3 + λ1
)n1
− 2 1
λ1 + λ2 + λ3
k1−1
∑
n1=0
k2−1
∑
n2=0
k3−1
∑
n3=0
(n1 + n2 + n3)!
n1!n2!n3!
an11 a
n2
2 a
n3
3 . (3.2.5)
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Figure C.2: The decay rate achieved as a function of the number of packets sent via
path 1 in the canonical two-path scenario. Both the paths are assumed to have gamma
delays with the same mean but different variance (achieved by scaling up the parameters
of the gamma distribution). The gamma distribution has parameters 40, 2 and the scale-
up parameters are shown in the legend. The data size in this case is 30. The arrival rate
is assumed to be 0.15. The decay rate is maximised at the corresponding proportional
allocation. We also observe that smaller variance gives higher decay rate.
c.3 rigid allocation
Here we present another example of rigid allocation when the path latencies are not
exponentially distributed. In Figure C.2, we plot the decay rate as a function of the
number of packets sent via path 1 in the canonical two-path scenario. We observe that
smaller variance yields higher decay rate.
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d.1 example of scheduling
Example D.1.1. Consider a 2-server queueing system with buffer lengths K1, K2 and
probability vector π = (π1, 1− π1) for scheduling. Let X = (X1, X2) denote the queue
lengths as before. Writing pt(x, y) := P(X(t) = x, L(t) = y) for x = (x1, x2), the time
evolution of pt is captured through the following CMEs
d
dt
pt(x, y) =

γ(x)pt(x, y− 1) + α1(x1 − 1, x2)pt(x1 − 1, x2, y)
+ α2(x1, x2 − 1)pt(x1, x2 − 1, y)
+ β1(x1 + 1, x2)pt(x1 + 1, x2, y)
+ β2(x1, x2 + 1)pt(x1, x2 + 1, y)
− (α1(x) + α2(x) + β1(x) + β2(x) + γ(x)) pt(x, y) if x1, x2, y ≥ 1,
α1(x1 − 1, x2)pt(x1 − 1, x2, y)
+ α2(x1, x2 − 1)pt(x1, x2 − 1, y)
+ β1(x1 + 1, x2)pt(x1 + 1, x2, y)
+ β2(x1, x2 + 1)pt(x1, x2 + 1, y)
− (α1(x) + α2(x) + β1(x) + β2(x) + γ(x)) pt(x, y) if x1, x2 ≥ 1, y = 0,
α2(x1, x2 − 1)pt(x1, x2 − 1, y)
+ β1(x1 + 1, x2)pt(x1 + 1, x2, y)
+ β2(x1, x2 + 1)pt(x1, x2 + 1, y)
− (α1(x) + α2(x) + β1(x) + β2(x)) pt(x, y) if x1 = y = 0, x2 ≥ 1,
α1(x1 − 1, x2)pt(x1 − 1, x2, y)
+ β1(x1 + 1, x2)pt(x1 + 1, x2, y)
+ β2(x1, x2 + 1)pt(x1, x2 + 1, y)
− (α1(x) + α2(x) + β1(x) + β2(x)) pt(x, y) if x1 ≥ 1, x2 = y = 0,
β1(x1 + 1, x2)pt(x1 + 1, x2, y)
+ β2(x1, x2 + 1)pt(x1, x2 + 1, y)
− (α1(x) + α2(x) + β1(x) + β2(x)) pt(x, y) if x1 = x2 = 0, y ≥ 0.
The above system of equations is infinite-dimensional, because the total loss process is
unbounded. Therefore, as done before, we marginalise out L from the above, and solve
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the reduced system of (K1 + 1) × (K2 + 1) equations. Write qt(x) := P(X(t) = x) for
x = (x1, x2). We need to solve only the following set of ODEs
d
dt
qt(x) =

µ1qt(1, 0) + µ2qt(0, 1)− λqt(0, 0) if x = (0, 0),
λπ2qt(0, x2 − 1) + µ1qt(1, x2) + µ2qt(0, x2 + 1)
− (λ+ µ2) qt(0, x2) if x1 = 0, x2 ∈ [K2 − 1],
λπ1qt(x1 − 1, 0) + µ1qt(x1 + 1, 0) + µ2qt(x1, 1)
− (λ+ µ1) qt(x1, 0) if x2 = 0, x1 ∈ [K1 − 1],
λπ1qt(x1 − 1, x2) + λπ2qt(x1, x2 − 1)
+ µ1qt(x1 + 1, x2) + µ2qt(x1, x2 + 1)
− (λ+ µ1 + µ2) qt(x1, x2) if x1 ∈ [K1 − 1], x2 ∈ [K2 − 1],
λqt(x1 − 1, K2) + λπ2qt(x1, K2 − 1)
+ µ1qt(x1 + 1, K2)− (λ+ µ1 + µ2) qt(x1, K2) if x2 = K2, x1 ∈ [K1 − 1],
λπ2qt(0, K2 − 1) + µ1qt(1, K2)
− (λ+ µ2) qt(0, K2) if x2 = K2, x1 = 0,
λπ1qt(K1 − 1, x2) + λqt(K1, x2 − 1)
+ µ2qt(K1, x2 + 1)− (λ+ µ1 + µ2) qt(K1, x2) if x1 = K1, x2 ∈ [K2 − 1],
λπ1qt(K1 − 1, 0) + µ2qt(K1, 1)
− (λ+ µ1) qt(K1, 0) if x1 = K1, x2 = 0,
λπ1qt(x1 − 1, x2) + λπ2qt(x1, x2 − 1)
− (µ1 + µ2) qt(K1, K2) if x1 = K1, x2 = K2.
We solve the above (K1 + 1)× (K2 + 1) ODEs and then numerically find πopt as a func-
tion of the solution (recall (6.2.1)).
d.2 scaling limit
d.2.1 Properties of the limit
Before we prove Lemma 6.4.2, we prove the following uniqueness and smoothness prop-
erties of the solution of the integral equation (6.4.3).
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Proof of Lemma 6.4.1. Following Martin and Suhov (1999) and Mukhopadhyay, Karthik,
and Mazumdar (2016), define the operators
H0,i(u) := 0, ∀i ∈ [M],
Hn,i(u) :=
λ
νi
(
ζ(un−1,i)Si − ζ(un,i)Si
)
∏
j∈[M]\{i}
ζ(uθj(i,n−1),j)
Sj − µi
m
(ζ(un,i)− ζ(un+1,i)) ,
(4.2.1)
where ζ(x) = max(0, min(x, 1)). Consider the solutions of the integral equation
w(t) = w(0) +
∫ t
0
H(w(s))ds. (4.2.2)
Note that the H(u) is defined for u ∈ (RK)M. The operators H(u) and F(u) agree
if u ∈ ZM. Therefore, the two systems (6.4.3) and (4.2.2) yield identical solutions in
ZM. Moreover, if w(0) = u ∈ ZM, then the solution of the modified system (4.2.2)
remains within ZM (see Mukhopadhyay, Karthik, and Mazumdar (2016) for similar
arguments). In order to show uniqueness of solutions to (6.4.3) in ZM, it suffices to
show that solutions to (4.2.2) are unique in (RK)M. Therefore, we extend the norm ρ
defined in (6.4.1) to (RK)M.
Following the same line of argument as in Mukhopadhyay, Karthik, and Mazumdar
(2016), we can find constants a, b ∈ R+ such that
ρ(RK)M (H(u),H(u)) ≤a,
ρ(RK)M (H(u),H(v)) ≤bρ(RK)M (u, v) .
The uniqueness of the solution follows by virtue of the above, and using Picard’s iterative
approximation method, because the space (RK)M is complete under the metric defined
in (6.4.1) (extended to (RK)M ).
Lemma D.2.1. The partial derivatives
∂
∂un,i
z(t, u),
∂2
∂u2n,i
z(t, u), and
∂2
∂un,jun,i
z(t, u)
exist for all u ∈ ZM, and are uniformly bounded above as follows
| ∂
∂un,i
z(t, u)| ≤ exp(at), (4.2.3)
| ∂
2
∂u2n,i
z(t, u)|, | ∂
2
∂un,jun,i
z(t, u)| ≤ exp(bt), (4.2.4)
for some constants a, b ∈ R+.
Proof. The proof follows along the same line of argument as in Mukhopadhyay, Karthik,
and Mazumdar (2016, Lemma B.2) and Martin and Suhov (1999, Lemma 3.2) if we set
a :=
2λ∑i=1∈[M] Si
mini∈[M] νi
+
2 maxi∈[M] µi
m
, (4.2.5)
b := ∑
i∈[M]
Si + 2a. (4.2.6)
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Please note the that above bounds can be made tighter, but for our purposes, they suffice.
Proof of Lemma 6.4.2. Let f ∈ CD. Then, for each i ∈ [M], we have
lim
Ni→∞
Ni
(
f (u +
1
Ni
en,i)− f (u)
)
=
∂
∂un,i
f (u),
lim
Ni→∞
Ni
(
f (u− 1
Ni
en,i)− f (u)
)
=
∂
∂un,i
f (u),
uniformly in u ∈ ZM. Therefore, from (6.4.2), we get
AN f (u)→
M
∑
i=1
K
∑
n=1
λ
νi
(
(un−1,i)Si − (un,i)Si
)
∏
j∈[M]\{i}
(uθj(i,n−1),j)
Sj ∂
∂un,i
f (u)
−
M
∑
i=1
K
∑
n=1
µi
m
(un,i − un+1,i) ∂∂un,i f (u), (4.2.7)
as N → ∞ in the light of F1 and F2. The right hand side of the above equation can be
rearranged as follows
M
∑
i=1
K
∑
n=1
 λ
νi
(
(un−1,i)Si − (un,i)Si
)
∏
j∈[M]\{i}
(uθj(i,n−1),j)
Sj − µi
m
(un,i − un+1,i)
 ∂
∂un,i
f (u),
which is identical with
d
dt
f (z(t, u))
∣∣∣
t=0
,
where z is the solution of the integral equation (6.4.3) with z(0) = u.
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e.1 enzyme-substrate-inhibitor system
Inhibitors are compounds that diminish the rate of enzyme-catalysed reactions. They
form complexes with the enzymes that exhibit a wide variety of catalytic properties.
The most common type of inhibition is the competitive inhibition, where the inhibitor
competes with the substrate in that it binds to the same site on the enzyme as the sub-
strate (Cornish-Bowden 2004, Chapter 4). Interestingly, similar inhibitory behaviour
is also observed when more than one substrates that bind with the same enzyme are
present. This is commonly observed in many industrial applications. Each substrate
competes with other substrates for the same catalytic site and inhibit each others’ enzy-
matic reactions. There are also other variants of ESI system depending on the nature of
competitiveness, such as the uncompetitive inhibition system, mixed inhibition system,
substrate inhibition system etc. (Cornish-Bowden 2004, Chapter 4).
A fully competitive ESI system is described by the following set of chemical reactions
(L. A. Segel 1988)
S + E
k1−−⇀↽−
k−1
C1
k2−⇀ P1 + E, I + E
k3−−⇀↽−
k−3
C2
k4−⇀ P2 + E, (5.1.1)
where C1, C2 are respectively the substrate-enzyme and the inhibitor-enzyme complexes;
P1, and P2 are the respective products; and S, E are the substrate and free enzyme, as
before. Classically, the ESI system has been studied using ODEs for the concentrations
of the various species, as was done for the MM system. In order to specify our stochastic
model, let XS, XI , XE, XC1 , XC2 , XP1 , and XP2 denote the copy numbers of molecules
of the substrates S, the inhibitors I, the enzymes E, the enzyme-substrate complex C1,
the inhibitor-enzyme complex C2, and the products P1, P2 respectively. As done in Sec-
tion 7.3, we assume a Markovian dynamics for these copy numbers along with law of
mass-action. We also introduce the scaled processes and the necessary exponents
Xi(t) = Nαi ZNi (t), for i = S, I, E, C1, C2, P1, P2,
and κ′k = N
βkκk, for k = 1,−1, 3,−3, 2, 4,
(5.1.2)
standard qssa (sqssa) for the esi system The sQSSA for the ESI system is
analogous to that for the MM enzyme kinetics described in Section 7.4. Here, one as-
sumes both the enzyme-substrate complex C1 and the inhibitor-enzyme complex C2
reach a steady-state quickly after a brief transient phase while the other species still re-
main transient. Therefore, one sets ddt [C1] ≈ 0 and ddt [C2] ≈ 0. Consider the following
scaling exponents
αS = αI = αP1 = αP2 = 1, αE = αC1 = αC2 = 0,
β1 = β3 = 0, β−1 = β−3 = β2 = β4 = 1,
(5.1.3)
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to obtain the stochastic sQSSA, which is analogous to its deterministic counterpart (Ped-
ersena, Bersanib, and Bersanic 2006; L. A. Segel 1988)
Z˙S(t) = − κ2MZS(t)
κ
(1)
M
(
1+ ZI(t)
κ
(2)
M
)
+ ZS(t)
, (5.1.4)
Z˙I(t) = − κ4MZI(t)
κ
(2)
M
(
1+ ZS(t)
κ
(1)
M
)
+ ZI(t)
, (5.1.5)
where M := ZNE (t) + Z
N
C1
(t) + ZNC2(t), κ
(1)
M = (κ−1 + κ2)/κ1 and κ
(2)
M = (κ−3 + κ4)/κ3.
Detailed calculations are not shown for reasons of brevity. With regards to the validity
of the sQSSA, the following conditions were proposed by L. A. Segel (1988)
[E0]≪ κ(2)M
(
1+
[S0])
κ
(1)
M
)
+ [I0] and [E0]≪ κ(1)M
(
1+
[I0])
κ
(2)
M
)
+ [S0], (5.1.6)
where [E0] := [E] + [C1] + [C2], [S0] := [S] + [C1] + [P1] and [I0] := [I] + [C2] + [P2] de-
scribe the conservation laws in the system. As done in Section 7.4, rewriting (5.1.6)
in terms of species copy numbers, we see that the left hand sides of both inequal-
ities in (5.1.6) correspond to ZE + ZC1 + ZC2 , which is order 1. On the other hand,
κ
(2)
M
(
1+ [S0])
κ
(1)
M
)
+ [I0] simplifies to
N
(
κ−3 + κ4
κ3
+
(κ−3 + κ4)κ1
κ3(κ−1 + κ2)
(ZS + ZP1) + (ZI + ZP2)
)
+
(κ−3 + κ4)κ1
κ3(κ−1 + κ2)
ZC1 + ZC2 ,
which is of order N. In a similar fashion, the quantity κ(1)M
(
1+ [I0])
κ
(2)
M
)
+ [S0] can be sim-
plified to N
(
κ−1+κ2
κ1
+ (κ−1+κ2)κ3
κ1(κ−3+κ4)
(ZI + ZP2) + (ZS + ZP1)
)
+ (κ−1+κ2)κ3
κ1(κ−3+κ4)
ZC2 + ZC1 , which
is also of order N. Therefore, the condition (5.1.6) is included in the validity region for
the stochastic sQSSA.
total qssa for the esi system In Pedersena, Bersanib, and Bersanic (2006), the
authors propose the tQSSA for the ESI system. Following Borghans, De Boer, and L. A.
Segel (1996), they define two new total substrates as follows
T1 := S + C1, and T2 := I + C2. (5.1.7)
Applying the usual quasi-steady state approximation ddt [C1] ≈ 0 and ddt [C2] ≈ 0, and
assuming [C1] < [T1], [C2] < [T2], one can rewrite the system of ODEs in terms of T1
and T2. This yields the tQSSA for the ESI system (Pedersena, Bersanib, and Bersanic
2006). The idea behind the tQSSA is to achieve high accuracy over a wider range of
initial conditions in the sense that the proposed sufficient conditions for the validity of
tQSSA are roughly satisfied in almost all practical situations. For tQSSA, we apply the
following scalings
αS = αI = αP1 = αP2 = αE = αC1 = αC2 = 1,
β1 = β3 = β2 = β4 = 0, β−1 = β−3 = 1.
(5.1.8)
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In order to specify the conservation laws, let mN := ZNE (t) + Z
N
C1
(t) + ZNC2(t), and l
N
1 :=
ZNT1(t) + Z
N
P1
(t), lN2 := Z
N
T2
(t) + ZNP2(t). We assume m
N → m, lN1 → l1, lN2 → l2 as N → ∞.
Now, define the cumulative processes
ZNC1(t) :=
∫ t
0
ZNC1(s) ds and Z
N
C2(t) :=
∫ t
0
ZNC2(s) ds,
so that ZNC1(t) +Z
N
C2
(t) = mNt− ∫ t0 ZNE (s) ds. Then, given the constants κ(1)D := κ−1/κ1,
and κ(2)D := κ−3/κ3, the stochastic tQSSA is given by
Z˙C1 =m−
(
m− Z˙C1(t)
(
1+
κ
(1)
D
ZT1(t)− Z˙C1(t)
))
×
1+ κ(2)D
ZT2(t)−m− Z˙C1(t)
(
1+ κ
(1)
D
ZT1 (t)−Z˙C1 (t)
)
 ,
which implies the steady-state concentration of the substrate-enzyme complex is found
by solving the following cubic equation for a positive root
p(1)3 (Z˙C1) :=− (κ(1)D − κ(2)D )(Z˙C1)3
+
(
(m + κ(1)D + ZT1(t))(κ
(1)
D − κ(2)D )− (ZT1(t)κ(2)D + ZT2(t)κ(1)D )
)
(Z˙C1)
2
+
(
−m(κ(1)D − κ(2)D ) + κ(2)D (m + κ(1)D ) + (ZT1(t)κ(2)D + ZT2(t)κ(1)D )
)
ZT1(t)Z˙C1
−mκ(2)D (ZT1(t))2. (5.1.9)
An analogous third degree polynomial can be written for Z˙C2 . Finally, the tQSSA for
the totals is expressed as follows:
Z˙T1(t) = −κ2Z˙C1 , and Z˙T2(t) = −κ4Z˙C2 , (5.1.10)
where Z˙C1 , and Z˙C2 satisfy their respective cubic equations (Pedersena, Bersanib, and
Bersanic 2006).
Interestingly, when the substrate and the inhibitor have identical affinity towards the
enzyme in that κ(1)D = κ
(2)
D = κD, the third degree polynomial p
(1)
3 reduces to a second
degree polynomial, allowing for simpler computations. In that case, the tQSSA limiting
ODEs are given by
Z˙T1(t) = −κ2
ZT1(t) (ZT(t) + κD + m)
2ZT(t)
(
1−
√
1− 4mZT(t)
(ZT(t) + κD + m)2
)
,
Z˙T2(t) = −κ4
ZT2(t) (ZT(t) + κD + m)
2ZT(t)
(
1−
√
1− 4mZT(t)
(ZT(t) + κD + m)2
)
,
(5.1.11)
where ZT(t) := ZT1(t) + ZT2(t) is the total of the substrate, the inhibitor, the substrate-
enzyme complex and the inhibitor-enzyme complex. Note that the limiting equations
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given in (5.1.10) and (5.1.11) are analogous to their deterministic counterparts with the
exception that we have κ(1)D , κ
(2)
D instead of the MM type constants κ
(1)
M , κ
(2)
M . The reason
behind this discrepancy is that the propensities of the product formations are of order N,
which are slower than the other reactions leading to the disappearance of the constants
κ2 and κ4.
Regarding the validity of the tQSSA, the following sufficient condition was proposed
by Pedersena, Bersanib, and Bersanic (2006)
max{ k2C1([T
(1)
0 ], [T
(2)
0 ])
[T(1)0 ]
,
k4C2([T
(1)
0 ], [T
(2)
0 ])
[T(2)0 ]
}max{C1([T
(1)
0 ], [T
(2)
0 ])
k1[E0][T
(1)
0 ]
,
C2([T
(1)
0 ], [T
(2)
0 ])
k3[E0][T
(2)
0 ]
}
≪ 1,
(5.1.12)
where, as before, [E0] := [E] + [C1] + [C2], [T
(1)
0 ] := [S] + [C1] and [T
(2)
0 ] := [I] + [C2],
and C1([T
(1)
0 ], [T
(2)
0 ]), and C2([T
(1)
0 ], [T
(2)
0 ]) are the steady-state concentrations of the
substrate-enzyme complex and the inhibitor-enzyme complex treated as functions of
the initial conditions [T(1)0 ], [T
(2)
0 ]. Since the quantities C1, C2 are to be obtained as a posi-
tive root to a cubic equation analogous to (5.1.9), a direct comparison with the stochastic
validity conditions is cumbersome. However, for the special case of identical affinity, we
can simplify the equations and do a qualitative comparison. When the substrate and the
inhibitor exhibit identical affinity, the quantities C1 and C2 admit the following relatively
simpler expressions (Pedersena, Bersanib, and Bersanic 2006)
C1([T
(1)
0 ], [T
(2)
0 ]) =
[T(1)0 ] ([T0] + KD + [E0])
2[T0]
(
1−
√
1− 4[E0][T0]
([T0] + KD + [E0])2
)
,
C2([T
(1)
0 ], [T
(2)
0 ]) =
[T(2)0 ] ([T0] + KD + [E0])
2[T0]
(
1−
√
1− 4[E0][T0]
([T0] + KD + [E0])2
)
,
(5.1.13)
where KD = k−1/k1, [T0] := [T
(1)
0 ] + [T
(2)
0 ]. Then, the sufficient condition proposed by
Pedersena, Bersanib, and Bersanic (2006) in (5.1.12) can be rewritten as
[E0]≫ k2k1
([T0] + KD + [E0])
2
4[T0]2
(
1−
√
1− 4[E0][T0]
([T0] + KD + [E0])2
)2
,
which allows for a direct comparison with our stochastic system. As done in Section 7.5,
if we convert the concentrations appearing above to molecular species copy numbers
in our stochastic system, we can immediately see that the left hand side of the above
inequality is of order N. On the other hand, the right hand side is of order 1. To see
this, note that the quantity ([T0]+KD+[E0])
2
4[T0]2
corresponds to (ZT(t)+κD+m)
2
(ZT(t))2
and therefore,
is of order 1. Similarly, the quantity under the square root sign is also of order 1 for
our choice of the scaling exponents. Therefore, the inequality above is satisfied in our
stochastic set-up. The validity region for the deterministic tQSSA for the ESI set-up is
therefore included in the validity region of the stochastic tQSSA.
F
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f.1 hypergeometric moments
Here we compute various (conditional) moments that are useful for our derivations. The
following moments are computed keeping Remark 8.3.1 in mind. In a straightforward
fashion we get,
E[(XSI,i)3 | Ft−] = (k)3(XSI)3(XS •)3 ,
E[(XSI,i)2 | Ft−] = (k)2(XSI)2(XS •)2 ,
E[X3SI,i | Ft−] =
(k)3(XSI)3
(XS •)3
+ 3
(k)2(XSI)2
(XS •)2
+ k
XSI
XS •
,
E[XSI,i(XSS,i)2 | Ft−] = (k)3XSI(XSS)2(XS •)3 ,
E[(XSI,i)2XSS,i | Ft−] = (k)3(XSI)2XSS(XS •)3 ,
E[XSI,iXSS,i | Ft−] = (k)2XSI XSS(XS •)2 .
f.2 convergence of the quadratic variation process
Proof of Lemma 8.3.1. To show convergence of the matrix random process ⟨M⟩(t) to V(t),
we show element-wise convergence of respective components. The general strategy to
prove convergence for these components remains the same. To save the reader from
repetitive lines of argument, we only demonstrate here the strategy for establishing
MSI(t)
P−−→ VSI(t). Remaining assertions follow similarly.
computation of ⟨MSI⟩ The process MSI jumps only if infection of a node occurs.
Therefore, the predictable quadratic variation is computed as follows
⟨MSI⟩(t) = ⟨n−1/2M′SI⟩(t) =
∫ t
0
∑
k
1
n ∑i∈Sk
βXSI,i(XSS,i − XSI,i)2 ds.
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Now, for a randomly selected i ∈ Sk, we seek to find the (conditional) moments
E[XSI,i(XSS,i − XSI,i)2 | Ft−]. Define Ckh : T → R as Ckh(t) := E[XSI,i(t)(XSS,i(t) −
XSI,i(t))2 | Ft−]. Following the computations in Appendix F.1, we get
Ckh(t) =
(k)3XSI
(XS •)3
[(XSS)2 − 2(XSI − 1)XSS + (XSI − 1)2]
− (k)2XSI
(XS •)2
[XSS − 3(XSI − 1)] + k XSIXS • .
To approximate the hypergeometric moments by corresponding multinomial moments,
define the multinomial compensator Ckm : T × [ξ, 2∂ψ(1)]→ R as
Ckm(t, z) :=
(k)3n−3XSI
z3
(XSS2 − 2XSI XSS + X2SI)
− (k)2n
−2XSI
z2
(XSS − 3XSI) + kn
−1XSI
z
=
(k)3n−3XSI(XSS − XSI)2
z3
− (k)2n
−2XSI(XSS − 3XSI)
z2
+
kn−1XSI
z
.
Please observe that there exists an L > 0 such that
Ckm(t, z(t)) ≤ Lk3, (6.2.1)
uniformly in n. This holds because n−1XSI and n−1XSS are uniformly bounded above
by virtue of Remark 8.3.2 and z is bounded away from zero, by definition. The function
Ckm(t, z(t)) is also Lipschitz continuous in z. Now recall the definition of v from (8.3.5)
and define
∆(t) := ∑
k
1
n ∑i∈Sk
βXSI,i(t)(XSS,i(t)− XSI,i(t))2 − vSI(x(t), ϑ(t))
= ∑
k
1
n ∑i∈Sk
βXSI,i(t)(XSS,i(t)− XSI,i(t))2 − vSI(n−1X(t), θ(t))
+ vSI(n−1X(t), θ(t))− vSI(x(t), ϑ(t))
= ∆1(t) + ∆2(t),
where ∆1(t) := ∑k
1
n ∑i∈Sk βXSI,i(t)(XSS,i(t)−XSI,i(t))2− vSI(n−1X(t), θ(t)), and ∆2(t) :=
vSI(n−1X(t), θ(t))− vSI(x(t), ϑ(t)). In order to show ⟨MSI⟩ P−−→ VSI , it suffices to show
supt∈T0 |∆(t)|
P−−→ 0. We achieve this by separately showing supt∈T0 |∆1(t)|
P−−→ 0 and
supt∈T0 |∆2(t)|
P−−→ 0.
F.2 convergence of the quadratic variation process 193
convergence of ∆1(t) See that
∆1(t) = ∑
k
1
n ∑i∈Sk
βXSI,i(XSS,i − XSI,i)2 − β[n
−3XSI(XSS − XSI)2
α2S
∂3ψ(θ)
(∂ψ(θ))3
− n
−2XSI(XSS − 3XSI)
αS
∂2ψ(θ)
(∂ψ(θ))2
+ n−1XSI ]
= ∑
k
[
1
n ∑i∈Sk
βXSI,i(XSS,i − XSI,i)2 − β{n
−3XSI(XSS − XSI)2
α2S
(k)3θk pk
(θ∂ψ(θ))3
− n
−2XSI(XSS − 3XSI)
αS
(k)2θk pk
(θ∂ψ(θ))2
+ n−1XSI
kθpk
θ∂ψ(θ)
}]
= ∑
k
[
1
n ∑i∈Sk
βXSI,i(XSS,i − XSI,i)2 − βαS pkθkCkm(t, αSθ∂ψ(θ))].
Define ∆(k)1 (t) :=
1
n ∑i∈Sk βXSI,i(XSS,i − XSI,i)2 − βαS pkθkCkm(t, αSθ∂ψ(θ)). Our task boils
down to showing that supt∈T0 |∑k ∆
(k)
1 (t)|
P−−→ 0 as n → ∞. We achieve this task in two
steps. First we show that the tails of ∑k ∆
(k)
1 (t) are negligible. Second, we show that
each term ∆(k)1 (t) converges to zero uniformly in probability for a fixed k ∈N.
(step i) tails are negligible Let us begin by showing that as N → ∞,
sup
n∈N
sup
t∈T0
| ∑
k>N
∆(k)1 (t)|
P−−→ 0.
Observe that
| 1
n ∑k>N
∑
i∈Sk
βXSI,i(XSS,i − XSI,i)2| ≤ βn ∑k>N
k3XSk ≤ 2β ∑
k>N
k3 pk, (6.2.2)
because n−1XSk ≤ 2pk for sufficiently large n in the light of Remark 8.3.2. Following
Remark 8.3.2 and the bound on Ckm from (6.2.1), we get
| ∑
k>N
βαS pkθkCkm(t, αSθ∂ψ(θ))| ≤ βL ∑
k>N
k3 pk. (6.2.3)
Therefore, we get supn∈N supt∈T0 |∑k>N ∆
(k)
1 (t)|
P−−→ 0, combining inequalities (6.2.2)
and (6.2.3) in view of A3.
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(step ii) uniform convergence in probability for a fixed k In addition to
Step I, it is sufficient to show supt∈T0 |∆
(k)
1 (t)|
P−−→ 0 for an arbitrarily fixed k ∈ N to
justify supt∈T0 |∆1(t)|
P−−→ 0. Observe that
|∆(k)1 (t)| = |
1
n ∑i∈Sk
βXSI,i(XSS,i − XSI,i)2 − βαS pkθkCkm(t, αSθ∂ψ(θ))|
≤ βn−1| ∑
i∈Sk
XSI,i(XSS,i − XSI,i)2 − XSk Ckh(t)| (6.2.4)
+ βn−1XSk |Ckh(t)− Ckm(t, n−1XS •)| (6.2.5)
+ β|n−1XSk Ckm(t, n−1XS •)− αS pkθkCkm(t, n−1XS •)| (6.2.6)
+ βαS pkθk|Ckm(t, n−1XS •)− Ckm(t, αSθ∂ψ(θ))|. (6.2.7)
We show that each of the above summands converges uniformly in probability to zero.
Define the process ∆(k)1,1 (t) := ∑i∈Sk XSI,i(XSS,i − XSI,i)2 − XSk Ckh(t). Observe that
∆(k)1,1 (t) is a zero-mean, piecewise-constant, càdlàg martingale with paths in D. The
jumps of ∆(k)1,1 (t) take place when a node of degree-k gets infected. The quadratic varia-
tion of ∆(k)1,1 (t) is therefore the sum of its squared jumps
[∆(k)1,1 ](t) = ∑
s≤t
(δ∆(k)1,1 (s))
2 ≤ k6n,
because the number of jumps can not exceed n. Therefore by Doob’s martingale inequal-
ity we get supt∈T0 |n−1∆
(k)
1,1 (t)|
P−−→ 0, since E[[∆(k)1,1 ](t)] = E[(∆(k)1,1 (t))2] = O(n). That is,
the quantity in (6.2.4) converges uniformly in probability to zero.
For the term in (6.2.5), take into account n−1XSk ≤ 1 and see that
sup
t∈T0
|Ckh(t)− Ckm(t, n−1XS •)| ≤
c1k3
XS •(T)− 2 ,
for some c1 > 0, because XS • is non-increasing on T = [0, T]. Therefore, by A1, the
quantity in (6.2.5) converges to zero uniformly in probability.
Now observe that
sup
t∈T0
|n−1XSk Ckm(t, n−1XS •)− αS pkθkCkm(t, n−1XS •)|
≤ Lk3 sup
t∈T0
|n−1XSk − αS pkθk|
P−−→ 0,
by virtue of the bound on Ckm in (6.2.1) and Jacobsen et al. (2016, Lemma 1(a)). Therefore,
the term in (6.2.6) also converges to zero uniformly in probability.
Finally by virtue of Lipschitz continuity of Ckm(t, z) in z, we get
sup
t∈T0
|Ckm(t, n−1XS •)− Ckm(t, αSθ∂ψ(θ))| ≤ c2 sup
t∈T0
|n−1XS • − αSθ∂ψ(θ)|,
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for some c2 > 0. Because supt∈T0 |n−1XS • − αSθ∂ψ(θ)|
P−−→ 0 as shown in Jacobsen et al.
(2016), we conclude that the term in (6.2.7) converges to zero uniformly in probability.
Having shown the terms in (6.2.4), (6.2.5), (6.2.6) and (6.2.7) converge to zero uniformly
in probability, we establish that supt∈T0 |∆
(k)
1 (t)|
P−−→ 0 uniformly in probability for any
fixed k ∈N. Finally, by virtue of Step I and Step II, we obtain supt∈T0 |∆1(t)|
P−−→ 0.
convergence of ∆2 ( t) Note that vSI(n−1X, θ) is Lipschitz continuous on its do-
main that we can take as (0, 1]× [ξ, 2∂ψ(1)]2 × [ξ, 1], by Remark 8.3.2. Therefore,
sup
t∈T0
|vSI(n−1X, θ)− vSI(x, ϑ)| ≤ c3 sup
t∈T0
∥∥∥(n−1X, θ)− (x, ϑ)∥∥∥ ,
for some Lipschitz constant c3 > 0. Since (x, ϑ) is the solution of (8.2.7), with initial
condition x(0) = α and ϑ(0) = 1, we get by virtue of Theorem 8.2.1, supt∈T0 |∆2(t)|
P−−→
0.
final conclusion Since supt∈T0 |∆1(t)|
P−−→ 0 and supt∈T0 |∆2(t)|
P−−→ 0, we con-
clude supt∈T0 |∆(t)|
P−−→ 0, which is a sufficient condition for
⟨MSI⟩(t) P−−→ VSI(t) :=
∫ t
0
vSI(x(s), ϑ(s))ds.
f.3 interpretation of the D operator
Proof of Lemma 8.5.1. The probability that a randomly chosen node i is susceptible and is
of degree k is given by P(i ∈ Sk(t)) = n−1XS(0)θk(t)pk. The following is then immediate.
µS(θ(t)) =∑
k
kP(i ∈ Sk(t) | i ∈ S(t)) = ∑k kθ
k(t)pk
∑k θk(t)pk
=
θ(t)∂ψ(θ(t))
ψ(θ(t))
.
In order to explicitly calculate µ(r)S , it will be helpful to keep the dynamic construction
of the graph in mind. In particular, we make use the neighbourhood distribution of a
susceptible node given in Remark 8.3.1. Therefore,
µ
(r)
S (θ(t)) =
∑k(k− r)P(i ∈ Sk(t))E[(XSI,i)r | Ft−]
∑k P(i ∈ Sk(t))E[(XSI,i)r | Ft−]
=
∑k(k)r+1θk(t)pk
∑k(k)rθk(t)pk
=
θ(t) ∂r+1ψ(θ(t))
∂rψ(θ(t))
.
The recurrence relation then follows in a straightforward manner.
D
r+1ψ(θ) =
θ ∂r+1ψ(θ)
∂rψ(θ)
× ψ(θ)
θ∂ψ(θ)
× ψ
r−1(θ)∂rψ(θ)
(∂ψ(θ))r
=
µ
(r)
S (θ)
µS(θ)
D
rψ(θ).
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The convergence Drψ(θ) P−−→ Drψ(ϑ), uniformly on T, follows virtue of Theorem 8.2.1.
This completes the proof.
For our purposes, we only need µ
(1)
S (θ)
µS(θ)
P−−→ κ(ϑ) = D2ψ(ϑ), µ
(2)
S (θ)
µS(θ)
κ(θ)
P−−→ D3ψ(ϑ),
and hence the interpretation in Section 8.2 as a limiting ratio follows. The two oper-
ators D2ψ(ϑ), and D3ψ(ϑ) essentially allow us to correctly estimate various pair and
triple counts in the large graph limit.
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g.1 derivations for local symmetry and fibrations
Proof of Proposition 2.4.3. It can be verified that {Y˜1, Y˜2, . . . , Y˜M} indeed forms a par-
tition of Y . Let us denote the transition rate matrix of Z by A˜ = ((a˜i,j)), where
a˜i,j = a f−1(i), f−1(j), and f
−1 is the inverse of f in Sym (Y). The proof will be complete if
we show that the linear system z˙ = zA˜ is lumpable. Pick Y˜i, and Y˜j for i ̸= j, and let
u, v ∈ Y˜i be arbitrarily chosen. See that u ∈ Y˜i implies f−1(u) ∈ Yi. Then,
∑
l∈Y˜j
a˜u,l = ∑
l∈Y˜j
a f−1(u), f−1(l) = ∑
l∈Xj
as,l = ∑
l∈Xj
at,l = ∑
l∈Y˜j
a f−1(v), f−1(l) = ∑
l∈Y˜j
a˜v,l ,
where s = f−1(u), t = f−1(v) ∈ Xi and the equality for s and t holds by virtue of the
lumpability of Y. This verifies the Dynkin’s criterion for z˙ = zA˜.
Proof of Proposition 9.4.1. Let us first assume x ∈ fibre (y). In order to prove the vertices
x, y are locally symmetric, we construct an isomorphism g : N1(x) −→ N1(y) between
G[N1(x)] and G[N1(y)] as follows
g(a) := sG f−1e (a, x), ∀a ∈ N1(x). (7.1.1)
Indeed, f−1e (a, x) is an edge in G[N1(y)], and therefore, g(a) ∈ N1(y). In order to check
whether g is indeed an isomorphism, pick two vertices a, b ∈ N1(x) such that (a, b) ∈ E.
If b = x, the assertion follows straightforwardly. Therefore, we consider b ̸= x. Then,
(a, b) ∈ E implies the vertices a, b, and x form a triangle (see Figure 9.1).
Since f is a fibration, ( fv, f−1e ) is also a morphism because fv and f−1e also commute
with the source and target maps of G, i.e., sG f−1e = fvsG and tG f−1e = fvtG. Now, let us
consider the edge (a, b) in G[N1(x)]. Since f is a fibration, there exists a unique edge
f−1e (a, b) = (c, d) ∈ E such that fe(c, d) = (a, b), where d ∈ fibre (b). Then,
(c, d) = (sG f−1e (a, b), tG f−1e (a, b)) = ( fv(a), fv(b)) = (sG f−1e (a, x), tG f−1e (b, x)).
Therefore, g is indeed an isomorphism between G[N1(x)] and G[N1(y)] proving x
1∼ y.
Now, we prove the second part of the proposition. Let us assume x 1∼ y. In order to
define a fibration f = ( fv, fe), let us first pick representatives for the equivalence classes
of 1∼. Let the injective map r : V −→ V define the representatives, that is, for each x ∈ V,
we have ⟨x⟩1 = ⟨r(x)⟩1. Then, consider the following maps
fv(x) := r(x), ∀x ∈ V, and fe(a, b) = (g(a), g(b)),
where g ∈ Ψ1 is such that g(b) = r(b). Please note that the choice of g depends on (a, b).
The epimorphism f defined above is indeed a fibration (Boldi and Vigna 2002).
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Monotonicity fails for P-lifting
It is intuitive that the monotonic decrease of KL divergence for finer partitions should
carry over to lifting by the transition matrix. However, this is not the case as the follow-
ing counterexample shows. Consider a transition probability matrix
T =

0.10 0.10 0.07 0.16 0.13 0.20 0.04 0.20
0.11 0.17 0.10 0.15 0.12 0.13 0.14 0.08
0.07 0.13 0.10 0.14 0.09 0.02 0.41 0.04
0.16 0.08 0.02 0.17 0.05 0.23 0.06 0.23
0.07 0.12 0.20 0.17 0.22 0.21 0.01 0.00
0.07 0.15 0.25 0.10 0.18 0.03 0.21 0.01
0.14 0.07 0.20 0.14 0.10 0.10 0.07 0.18
0.10 0.19 0.07 0.22 0.11 0.03 0.14 0.14

.
Now, consider two partitions {{1, 2, 3, 4}, {5, 6, 7, 8}} and {{1, 2}, {3, 4}, {5, 6}, {7, 8}}.
Clearly the latter partition is a refinement of the first. However, when we use P-lifting,
the first partition yields a KL divergence of 0.0019067, while the second partition yields
a higher KL divergence of 0.0308801.
HS U P P L E M E N TA RY M AT E R I A L T O C H A P T E R 1 0
h.1 state-space reduction
Since there is no perfect graph1 (see Behzad and Chartrand (1967) for a proof), we are
certain that | HG |< M. However, for M ≥ 2, we can construct a unique quasi-perfect
graph2 (unique up to isomorphism) that is connected and entails | HG |= M− 1, worst
case scenario. We derive conditions for the mapping A to actually reduce state space.
Before presenting our result in this context, let us define some necessary quantities.
Define R := (nk : k ∈ HG) and C := {C ∈ M|X |0 : ∑x∈X :x1=1 c(x) = 1,∑x∈X :x1=0 c(x) =
M − 1}, where M0 := {0, 1, 2, . . . , M}. Given R and a C ∈ C, define the function F :
(0, 1)|HG |×2n → R as
F(x, y) :=
(
∏
i∈HG
x−nii
)(
∏
j∈X
y−c(j)j
)(
∏
i∈HG ,j∈X
1
1− xiyj
)
, (8.1.1)
where x = (xi : i ∈ HG) ∈ (0, 1)|HG | and y = (yj : j ∈ X ) ∈ (0, 1)2n . Also define its
minimum on the open ball (0, 1)|HG |×2n as follows
χ(R, C) := min
xi ,yj∈(0,1)∀i∈HG ,j∈X
F(x, y). (8.1.2)
Now we present our result regarding state space reduction.
Result H.1.1. For G ∈ GM, a necessary condition for the aggregation mapping A to engender
state space reduction is
M2(M−1)(n−1) ≥
(
M− 2+ 2n−1
M− 1
)
min
C∈C
M−a0(|HG |+2
n)χ(R, C), (8.1.3)
for an absolute constant a0 > 0. The following gives us a sufficient condition,
M2(M−1)(n−1) ≥
(
M− 2+ 2n−1
M− 1
)
max
C∈C
χ(R, C). (8.1.4)
Proof of Result H.1.1. Note that the aggregation mapping A is a measurable map from
(Ω,A) to (Υ,M), where
Υ := {υ ∈ M|X |×HG0 : ∑
k∈HG
∑
x∈X :x1=1
υk(x) = 1, ∑
k∈HG
∑
x∈X :x1=0
υk(x) = M− 1, ∑
x∈X
υk(x) = nk},
1 A graph with two or more nodes is called perfect if for each pair of distinct vertices u and v, du ̸= dv, i.e., no
two vertices have the same degree.
2 A graph with at least two nodes is quasi-perfect if there are precisely two vertices with the same degree
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nk is the number of peers of degree k and M is the σ-field generated by all subsets of Υ.
Given G, we try to find the size of Υ. Suppose υ ∈ Υ. Elements of υ must satisfy three
sets of constraints, viz.,
∑
x∈X
υk(x) =nk ∀ k ∈ HG,
∑
k∈HG
∑
x∈X :x1=1
υk(x) =1,
∑
k∈HG
∑
x∈X :x1=0
υk(x) =M− 1.
We treat this as a combinatorial problem of finding the number of contingency tables of
non-negative elements, satisfying given row and column sums. In this context, regard
the first set of equations as row constraints. These are fixed, given G. Now set column
constraints as
∑
k∈HG
υk(x) = c(x) ∀ x ∈ X ,
where the column constraints are further constrained as follows
∑
x∈X :x1=1
c(x) = 1, ∑
x∈X :x1=0
c(x) = M− 1. (8.1.5)
Let R := (nk : k ∈ HG), and C := (c(x) : x ∈ X ) ∈ C. Notice that R1 = C1 = M, the
number of peers. Recall the definition of F and χ from (8.1.1),(8.1.2) respectively.
Elements of the vector C can be partitioned into two equal halves. Each half can be
thought of as a solution in non-negative integers to a linear Diophantine equation (the
constraints in the definition of Υ). The first constraint is
∑
x∈X :x1=1
c(x) = 1,
which allows 2n−1 solutions in non-negative integers. The second constraint is,
∑
x∈X :x1=0
c(x) = M− 1.
The above has (M−1+2
n−1−1
2n−1−1 ) = (
M−2+2n−1
M−1 ) solutions in non-negative integers. Since the
above two equations can be solved independently, the total number of admissible C is,
therefore, | C |= 2n−1(M−2+2n−1M−1 ).
Fix a C ∈ C. Let #(R, C) denote the number of | HG | ×2n matrices (contingency tables)
with non-negative elements satisfying row sum R and column sum C. Then, following
Barvinok (2009), we get
χ(R, C) ≥ #(R, C) ≥ M−a0(|HG |+2n)χ(R, C), (8.1.6)
for an absolute constant a0 > 0. Please refer to Barvinok (2009) for proof. Since any
C ∈ C is a valid choice for Υ, we must have
| Υ |= ∑
C∈C
#(R, C) ≥| C | min
C∈C
M−a0(|HG |+2
n)χ(R, C).
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Similarly, we get an upper bound as follows
| Υ |≤| C | max
C∈C
χ(R, C).
Combining the above two, we get
| C | min
C∈C
M−a0(|HG |+2
n)χ(R, C) ≤| Υ |≤| C | max
C∈C
χ(R, C). (8.1.7)
Now, see that | Ω |= M2M(n−1). We seek to find n ∈N such that | Ω |≥| Υ |.
necessary condition
| Ω | ≥| Υ |
=⇒ | Ω | ≥| C | min
C∈C
M−a0(|HG |+2
n)χ(R, C)
⇐⇒ M2M(n−1) ≥ 2n−1
(
M− 2+ 2n−1
M− 1
)
min
C∈C
M−a0(|HG |+2
n)χ(R, C)
⇐⇒ M2(M−1)(n−1) ≥
(
M− 2+ 2n−1
M− 1
)
min
C∈C
M−a0(|HG |+2
n)χ(R, C).
sufficient condition Set
| Ω | ≥ max
C∈C
χ(R, C)
⇐⇒ M2M(n−1) ≥ 2n−1
(
M− 2+ 2n−1
M− 1
)
max
C∈C
χ(R, C)
⇐⇒ M2(M−1)(n−1) ≥
(
M− 2+ 2n−1
M− 1
)
max
C∈C
χ(R, C).
h.2 mean-field theoretic analysis
Proof of Lemma 10.2.1. Fix u ∈ X , k ∈N. It follows,
∑
Z∈N|X |×N0
z(k)u ∑
Y:∑Sv=u y
(l)
v =z
(l)
u
∀u,v∈X , l∈N
P(Y) = ∑
z(k)u
∑
y(k)v :∑Sv=u y
(k)
v =z
(k)
u
( ∑
Sv=u
y(k)v )P({y(k)v | Sv = u})
= ∑
Sv=u
E[z(k)v ]
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Proof of Result 10.2.1. From (10.2.2) and applying Lemma 10.2.1, we get
d
dt
E[Z] =− E[Z] + E[Y]
+ ∑
Z∈N|X |×N0
Z ∑
Y:∑Sv=u y
(l)
v =z
(l)
u
∀u,v∈X ,l∈N
[
∑
l∈N,u∈X ,i∈[n]
γl,u,i(Y− ϱ(l, u, i))P(Y− ϱ(l, u, i))−
∑
l∈N,u∈X ,i∈[n]
γl,u,i(Y)P(Y)
]
=− E[Z] + E[Y]
+ ∑
l∈N,u∈X ,i∈[n]
∑
Z∈N|X |×N0
∑
Y:∑Sv=u y
(l)
v =z
(l)
u
∀u,v∈X ,l∈N
ϱ(l, u, i)γl,u,i(Y− ϱ(l, u, i))P(Y− ϱ(l, u, i))
=− E[Z] + E[Y] + ∑
l∈N,u∈X ,i∈[n]
ϱ(l, u, i)E[γl,u,i(Y)]
The second line is arrived at by addition and subtraction of ϱ(l, u, i) and rearrangement
of summands.
Proof of Lemma 10.2.2. 1. Notice that, for u, v ∈ X : Sv = u and ui+1 = 1 =⇒ vi = 1.
Therefore,
∑
u∈X :ui+1=1
∑
v∈X :Sv=u
w(k)v = ∑
v∈X :vi=1
w(k)v = pk(i).
2. We simplify the left hand side and omit terms whenever they turn out to be 0.
∑
u∈X :ui=1
∑
j∈[n]
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
= ∑
u∈X :ui=1
(λ(k)(u− ei, u)− λ(k)(u, u + ei)
+ ∑
u∈X :ui=1
∑
j∈[n]\{i}
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
= ∑
u∈X :ui=1
λ(k)(u− ei, u) + ∑
j∈[n]\{i}
∑
u∈X :ui=1
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
= ∑
u∈X :ui=1
λ(k)(u− ei, u).
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This is because,
∑
j∈[n]\{i}
∑
u∈X :ui=1
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
= ∑
j∈[n]\{i}
[
∑
u∈X :ui=1,uj=1
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
+ ∑
u∈X :ui=1,uj=0
(λ(k)(u− ej, u)− λ(k)(u, u + ej))
]
= ∑
j∈[n]\{i}
[
∑
u∈X :ui=1,uj=1
λ(k)(u− ej, u)− ∑
u∈X :ui=1,uj=0
λ(k)(u, u + ej)
]
= ∑
j∈[n]\{i}
[
∑
u∈X :ui=1
(
λ(k)(u− ej, u)− λ(k)(u− ej, u)
)]
= 0.
Such a rearrangement of summands is possible because u ∈ X : ui = 1, uj = 1 =⇒
v = u− ej ∈ X : vi = 1, vj = 0. This completes the proof.
Proof of Result 10.2.2. Summing both sides of (10.2.6) and using Lemma 10.2.2, we get
∑
u∈X :ui+1=1
w(k)u = ∑
u∈X :ui+1=1
∑
v∈X :Sv=u
w(k)v
+ ∑
u∈X :ui+1=1
∑
v∈X :Sv=u
∑
j∈[n]
(
λ(k)(v− ej, v)− λ(k)(v, v + ej)
)
=⇒ pk(i + 1) = pk(i) + ∑
u∈X :ui=1
λ(k)(u− ei, u).
Summing the above according to (10.2.8), we get the other recurrence relation pertain-
ing to global performance. The fact that buffer probabilities are non-decreasing in buffer
indices follows from the non-negativity of λ(k)’s.
h.3 game theoretic argument
In Section 10.2, we showed that SchedMix could guarantee good playback continuity
at a smaller start-up latency and smaller unsuccessful download rate. The question,
however, remains why the strong peers should opt to play LDF. To answer this ques-
tion, we bring in a game theoretic perspective by pitting weak peers against strong
ones within the purview of the simplified two-degree system discussed in Section 10.2.3.
Let S1 = S2 = {LDF, EDF} be the strategy profiles of weak and strong peers, respec-
tively and S := S1 × S2 denote the set of all possible strategy vectors. We claim that
(EDF, LDF) ∈ S is a Nash equilibrium (Nisan et al. 2007), choosing the playback conti-
nuity probabilities as respective utility functions.
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Figure H.1: Comparison of all possible strategy vectors in S . The utility function under
consideration is the playback continuity probability. The weak peers benefit more from
SchedMix.
Let us first argue about the weak peers’ strategy against LDF-playing strong peers.
From the perspective of weak peers, LDF is not a “rational strategy”, because under
the pure LDF strategy, the weak remains weak (see (10.2.18)). On the other hand, weak
peers can eventually outperform the LDF-playing strong peers if they are greedy (see
Figure 10.2). From the perspective of strong peers, they are better-off playing LDF
against EDF-playing weak peers, establishing that (EDF, LDF) is a “Nash equilibrium”.
For an illustration, refer to Figure H.1 and verify that (EDF, LDF) ∈ S is indeed a Nash
equilibrium.
Interestingly (LDF, EDF) is also Nash. This explains the “boon of heterogeneity” phe-
nomenon that we mentioned earlier. However, this is suboptimal (see Figure H.1). When
the strong peers play LDF, they act as pseudo-sources and facilitate propagation of rarest
chunks. That is why (EDF, LDF) is more beneficial from the perspective of global per-
formance. It must also be noted that the utility functions depend on different choices of
n, k1, k2,π1 = 1− π2, M, therefore, Figure H.1 should only be deemed as an illustration
of the game theoretic argument in a realistic set-up with moderate buffer size. Extreme
parameter choices, e.g., n → ∞, π1π2 → ∞ are excluded from consideration.
N O TAT I O N
symbol description
N The set of natural numbers.
R The set of real numbers.
[N] The set {1, 2, 3, . . . , N} for N ∈N.
N0 The set of nonnegative whole numbers.
R+ The set of positive real numbers.
B(R) The σ-field of Borel subsets of R ⊆ R.
Int F The interior of a set F ∈ B(RN).
Cl F The closure of a set F ∈ B(RN).
Bnd F The boundary of a set F ∈ B(RN).
D f The effective domain of an extended real-valued function f , i.e., D f :=
{x ∈ R | f (x) < ∞}.
ess sup The essential supremum.
| A | The cardinality of a set A.
2A The class of all subsets of a set A.
Λ(N, K) The set of all non-negative integer solutions to the Diophantine equation
x1 + x2 + . . . + xK = N, i.e., Λ(N, K) := {x = (x1, x2, . . . , xK) ∈ NK0 |
x1 + x2 + . . . + xK = N}, for N, K ∈N.
Sym (A) The symmetric group on a set A.
Aut (G) The automorphism group of a graph G.
per A The permanent of a matrix A.
T The time interval [0, T].
D = D(T) The Polish space of real functions f on T that are right continuous and
have left hand limits.
1(A) The indicator (or characteristic) function of a set A.
(a)b The quantity a(a− 1)(a− 2) · · · (a− b + 1) for a > b and a, b ∈N.
⟨Z⟩ The predictable quadratic variation of the process Z.
[Z] The optional quadratic variation of the process Z.
P−−→ Convergence in probability.
a.s.−−−→ Almost sure convergence.
D
=⇒ Weak convergence.
O() Big o notation.
o() Small o notation.
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ABM Agent-based Model
ADMM Alternating Direction Method of Multipliers
BA Barabási-Albert
BCS Bioinspired Communication Systems
CBQA Cost-Based Queue-Aware
CCDF Complementary Cumulative Distribution Function
CDF Cumulative Distribution Function
CDN Content Distribution Network
CIM Conditional Intensity Matrix
CLT Central Limit Theorem
CM Configuration Model
CME Chemical Master Equation
CRC Collaborative Research Centre
CRN Chemical Reaction Network
CTBN Continuous Time Bayesian Network
CTMC Continuous Time Markov Chain
DCFTP Dominated Coupling From The Past
DFG German Research Foundation
DTMC Discrete Time Markov Chain
ECMP Equal-cost Multi-path routing
EDF Earliest Deadline First
ER Erdös-Rényi
ESI Enzyme-Substrate-Inhibitor
FCFS First Come First Served
FCLT Functional Central Limit Theorem
FIFO First In First Out
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208 acronyms
FJ Fork-Join
GBP General Branching Process
ID Information-Dissemination
iid independent and identically distributed
IoT Internet of Things
IPS Interacting Particle System
IT Information Technology
JIQ Join-Idle-Queue
JMC Join-Minimum-Cost
JSQ Join-Shortest-Queue
KL Kullback-Leibler
LDF Latest Deadline First
LDP Large Deviations Principle
LLN Law of Large Numbers
LNA Linear Noise Approximation
MABM Markovian Agent-based Model
MAKI Multi-Mechanism Adaptation for the Future Internet
MAPK Mitogen-activated Protein Kinase
MDS Maximum Distance Separable
MGF Moment Generating Function
MM Michaelis-Menten
MPI Message Passing Interface
Multi-path TCP Multi-path Transmission Control Protocol
ODE Ordinary Differential Equation
P2P Peer-to-Peer
PDF Probability Density Function
PGF Probability Generating Function
PGM Probabilistic Graphical Model
PMF Probability Mass Function
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psd positive semi-definite
PT Poisson-type
QSSA Quasi-Steady State Approximation
rQSSA reversible QSSA
SAN Stochastic Automata Network
SEIR Susceptible-Exposed-Infected-Recovered
SI Susceptible-Infected
SIR Susceptible-Infected-Recovered
SIS Susceptible-Infected-Susceptible
sQSSA standard QSSA
SRPT Shortest Remaining Processing Time
ssLNA Slow-scale Linear Noise Approximation
TCP Transmission Control Protocol
tQSSA total QSSA
WS Watts-Strogatz
whp with high probability
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