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化学・薬学における確率モデル
中　川　弘　一
星薬科大学　物理学研究室
　現在，確率過程は物理学の各分野のみならず自然科学・工学の様々な研
究分野で重要な地位を占め，多方面に応用されている．代表的な例として
は，Brown運動をはじめとする拡散過程の研究などが挙げられるが，近年
ではその他にも新たな確率過程の研究が進み，ファイナンスなどの社会科
学的現象の理解にも応用されるようになってきている1）．
　本稿の主題はこの確率過程の方法が化学・薬学で扱われる現象を解析す
る上で非常に有効であることを明らかにすることにある．具体的な現象と
しては，様々な化学反応，薬物動態，拡散現象などが挙げられる．従来，
これらの現象の解析は微分方程式に基づいて行われてきたが，コンピュー
タによる数値解析や数値シミュレーションが容易にできる時代になった現
在，この微分方程式を差分化した方程式に基づく解析法を用いる方が，数
値計算的にはより良い精度で行えるように思える．この差分化された方程
式に基づく方法は，分野は異なるが，格子量子色力学（格子QCD）や統計
力学の可解モデルなどの物理学の様々な分野における高精度の数値計算に
おいても有効な方法として使われている3）．
1．確率過程
　以下では，ある系が時間τを独立変数とする確率変数x（τ）により記述さ
れる確率過程を考える．確率変数x（∫）の例として，Brown運動する粒子
の位置などが挙げられる．この系が時刻九においてとり得る確率変数の値
x（rDを単に為と書き，時刻ぴに確率変数が値胤をとる確率をP（xκ魂）
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と表す．つまり，P（栽，ωは時刻τκにおける確率変数扱の確率分布を表
す関数とみなすことができる．確率変数の値｛xたぽ＝0，．．．，η｝はそれぞれ
この系で起こりうる事象を表し，場合によってはベクトルや行列のような
多成分の値をとることもある．
1．1．Markov過程
　ある系の確率過程において，時刻年1に確率変数が値扱＿1をとるとい
う条件の下で，時刻九侮＞fた＿1）に確率変数が値扱をとる条件付確率を
　　　　　　　　　　　　P（x疋，τ山た＿1，τん＿】）　　　　　　　　　　　　（1）
と書き，遷移確率と呼ぶ．（1）式の遷移確率により決まる確率過程は単純
Markov過程と呼ばれる，その他，遷移確率
　　　　　　P（x★，’川Xk＿2，τx＿2；xえ＿1，’此＿1），∫k＞τx＿1　＞rえ＿2　　　　　　　　（2）
により決まる確率過程を2重Markov過程，一般に，遷移確率
　P（蒐此，’疋1旅＿輌，’丘＿↓；．．．；x垣抑＿1），’え〉τた＿1＞τx＿2＞…　　〉τた＿∫　　　（3）
により決まる確率過程を」重Markov過程と呼ぶ4）．一概にMarkov過程と
いう場合には単純Markov過程を指す場合が多い．
1．2．Chapman－Kolmogorov方程式
　Markov過程において，遷移確率の間に次のChapman－Kolmogorov方程
式（C－K方程式）が成り立つ2）．確率変数が離散的な値をとる場合
　　　P（扱＋1，τ瓦＋11×0，∫0）一ΣP』細1舳）P（・・，・・1⑭）・（4）
　　　　　　　　　　　　以∈Ω
確率変数が連続的な値をとる場合
　　・ぴ・＋1…＋』・）一∫耐ぴ・・1…＋1』）P輌b⑭）・（・）
　　　　　　　　　　　　Ω
（4）および（5）式において’o＜’たく妬1であり，和および積分は確率変数
取がとりえる値の全領域Ωにわたりとるものとする．
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　（4）および（5）式において，特に，系の初期状態（Xo，’o）を基準とする遷移
確率をP（Xえ＋1，τκ＋11×0，’0）・＝P（κX＋1，’X＋1），P（扱，川XO，’0）＝P（筑，τた）と
置き，
P（・・＋1，’・＋1）一ΣP（・・＋1，’・＋11・・，ωP（・・，・D　　（6）
　　　　　　　Xk∈Ω
および
　　　　　・（一＋1）一∫醐・・＋吻1・…）・輌）　（・）
　　　　　　　　　　　　Ω
と表し，それぞれのC－K方程式を確…率P（Xた十1，ノX十1）とP＠，’Dの間の関
係式として扱うことができる．
1．3．マスター方程式
　Markov過程の特徴を表すC－K方程式（6），（7）から，確率P（x，りの時間
発展を表す方程式（マスター方程式）を導くことができる．
　まず，時間変数九が離散的な値をとる場合に九＝吹＝0，1，2，…とす
る．これをC－K方程式（6），（7）に，それぞれ，代入すると系の時間発展を
表すマスター方程式
　　　　　P（・・＋1，た＋1）一ΣP（・・＋1，え＋ll・・，た）Pα・，え），　（8）
　　　　　　　　　　　　　批∈Ω
　　　　　P（・一＋1）一∫醐為＋1・馴・…）M　（・）
　　　　　　　　　　　　　Ω
が，差分方程式として，得られる．時間変数を離散化した場合のマスター
方程式（8），（9）は数値計算や数値シミュレーションが必要な場合に有効であ
る．次節で説明する通り，化学・薬学に現れる確率過程を解析する上で，こ
れらの方程式が重要な役割を担っていることが分かる．
　次に，時間変数ぴが連続的な値をとる場合を考えてみよう．C－K方程式
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（6）でぴ＝τ，妬1＝r＋△τとすると，確率P（x，りの時間微分は
∂　　　　　　　　P（x，’十△り一P（x，τ）
－ P（x，’）＝1im∂’　　　　　　△’→0　　　　　　△τ
一嬬［惹P間咄渦り一叶
　　一』浬。士Σ［P（・，・＋帥’，’）P（力）－P（・～’＋帥，’）P（切］
　　　　　　　x’∈Ω
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（10）
と表される．（10）式の最後の等号のところでは，Σx，∈ΩP（x’，τ＋△τlx，り＝1
を使った．（10）式において，単位時間当たりの遷移確率を
　　　　　　　　1、mP（x”‡△’lx’・り、一肺，，1。～τ）
　　　　　　　　∵・⑰㌫M声w趣，り　　（11）
　　　　　　　　△∫→0　　　　∠1τ
と定義すると，（10）式は
　　Cp（刈一Σ［陳，’1〆・・）P（・～・）一咋～・MP（…）］　（12）
　　　　　　　　x’∈Ω
となる．
　また，確率変数xが連続的な値をとる場合のマスター方程式（7）につい
ても同様に，単位時間当たりの遷移確率を（II）式で定義すると，（9）式を
用いて
Cp（副一∫・〆［孤・輌・（〆・トw脚）P（・・’）］（13）
　　　　　　　Ω
が導かれる．方程式（13）は拡散過程に適用される場合には，拡散方程式と
なることが知られている．
　以上で紹介したマスター方程式とその解の間には図1のような極限の関
係がある．
　化学・薬学における確率過程では，特に，離散的な時間変数で表されたマ
スター方程式とその解が，数値計算をする上で，重要になると考えられる．
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離散的な時間変数で
表されたマスター方
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時間変数の
連続極限
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離散的な時間変数で
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連続的な時間変数で
表された解
図1．マスター方程式とその解の連続極限
2．2状態間の遷移過程
　この節と次の節では化学・薬学に現れる確率過程として非常に重要な
Poisson過程について説明する．図2のように，系が状態Aと状態Bのい
ずれかをとり，単位時間当たりに状態Aから状態Bに遷移する確率が定数
ρであるとする．このような系は，薬学において多くの応用例をもつ．例
　　　　　　図2．単位時間当たりの状態Aから状態Bへの遷移
えば，化学反応速度論における1次反応，薬物の体内動態に関する1コン
パートメントモデル，放射性元素の崩壊などが挙げられる．この系が離散
的な時亥収に状態Aにある確率をP（A，た），状態Bにある確率をP（B，瓦）
とすると，マスター方程式は（8）式より，
　　　　　　　　　P（A，た十1）＝（1一ρ）P（A，ゐ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（14）
　　　　　　　　　P（B，た十1）ニρP（A，κ）十P（B，え）
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で与えられる．（14）式はP（A，X），　P（B，瓦）について線形方程式なので，次
のように行列形式で表すと便利である．
（P（A，た十1）P（B，X十D）一（∵1）（ll：：鴬）・⑥
確率の保存P（A，た）＋P（B，丘）＝P（A，0）＋P（B，0）＝1を考慮し，マスター
方程式（15）を初期条件P（A，0）＝1，P（B，0）＝0の下で解くと
ご）一（∵？）℃ll：：）
　　　　　　　一（1∵）1芦1）（1）一（1∵）二芦）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（16）
が得られる．
　この例において，時間変数を離散化した方程式が数値計算や化学・薬学へ
の応用において有利な点は，単位時間当たりの遷移確率ρの値が0≦ρ≦1
の有理数ならば，P（A，X），　P（B，　R）はそれぞれρの有理式なので，任意の
時亥肢においてP（A，り，P（B，ん）の値はそれぞれ有理数のままであるとい
う点である．つまり，この例のようにマスター方程式を差分方程式として
扱う場合には，解にNapier数eが現れないため，超越数を数値として使わ
ずに済むという利点がある．
　もちろん，（16）式で時間変数たを連続的変数にする極限（連続極限）を
とると，従来使われているNapier数eを用いた表式が得られる．この連続
極限のとり方は次の通りである．まず，（16）式で時間間隔△τを導入し，時
間変数κと単位時間当たりの遷移確率ρを
　　　ノx→亙・ρ→ρ△’　　　（17）
と置き換える．このとき，∫は連続的変数としての時間変数である．した
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がって，（16）式で連続極限△τ→0をとり
幅；）一鵠（P（A，☆）P（B，☆））一（∴）㈹
が得られる．この解（18）は，連続的な時間変数で表されたマスター方程式
（10）から得られる微分方程式
　　　　　嘉（1：1：D－（ズ）ぱ；）⑱
を初期条件P（A，0）＝1，P（B，0）＝0の下で直接解いて求めることもで
きる．
　さらに上の例で，状態Bから状態Aへの遷移も取り入れた場合を考え
てみる（図3）．この例が対応する，化学・薬学で扱われる現象としては，
化学反応における可逆反応や生体膜の浸透などが挙げられる．
　　　　　　　　　　④＝＝…＝土⑧
　　　　　　図3．単位時間当たりの状態Aから状態Bへの遷移
　このとき，単位時間当たりに状態Bから状態Aへ遷移する確率を定数4
とすると，離散的な時間変数でのマスター方程式は
　　　　ば：1；）一（∵∴）（1：1：；）⑳）
となる．（20）式と確率の保存則
　　　　　　　P（A，丘）十、P（B，友）＝P（A，0）十P（B，0）＝1　　　　　　　（21）
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を連立し，初期条件件P（A，0）＝1，P（B，0）＝0の下で解くと
ピ）一（∵∴γ（lll8；）
　　　　　　　一（9＋ρ（1一ρ一4）k　g－9（1一ρ一9）た　　　ρ十q　　　　　　　ρ十9ρ一ρ（1一ρ一9）た　ρ十9（1一ρ一9）k　　　ρ十4　　　　　　　ρ十4）G）
　　　　　　　一〔きllili）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（22）
が得られる．この例においても，単位時間当たりの遷移確率ρ，4の値がそ
れぞれ0≦ρ≦1，0≦4≦1の有理数ならば，P（A，匂，　P（B，幻はそれぞ
れρ，gの有理式なので，任意の時刻kにおいてP（A，え），　P（B，た）の値はそ
れぞれ有理数のままであることが分かり，この例の場合にも，Napier数の
ような超越数を数値として使わずに済む．
　（22）式で時間間隔△rを導入し，時間変数κと単位時間当たりの遷移確
率ρ，4をそれぞれ
　　　　　　　　　　ど　　　　　　　κ→亙・ρ→ρ△ち9→9△’　　（23）
と置き換え，連続極限△∫→0をとると
ばト（　割一障：：〕⑭
を得る．この解（22）は，連続的な時間変数で表されたマスター方程式（10）
から得られる微分方程式
　　　　　÷ぱり一（一ρσρ一4）ぱ；）俗）
　　　　　　　　　　　　　　　　化学・薬学における確率モデル　　21
を初期条件P（A，0）ニ1，P（B，0）＝0の下で直接解いて求めることもで
きる．
　ここで紹介したモデルを，実際，化学や薬学の系に応用する場合には，
時刻’に各状態にある確率P（A，りやP（B，りを各状態にある分子数や物
質の濃度と解釈する必要がある．例えば，時刻’に状態Aにある物質の濃
度をCA＠），状態Bにある物質の濃度をCB（’）とすると，時刻0に状態A
にある物質の濃度をCoとして，
　　　　　　　　　　　　CAω＝Co　P（A，’），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（26）
　　　　　　　　　　　　CB（f）ニCoP（B，τ）
と，それぞれ，表すことができる、このように，様々な現象にこのモデル
を応用する場合には，規格化定数Coを決める事により実現できる．これ
は，以下で説明するモデルにおいても同様である．
3．3状態間の遷移過程
　Poisson過程の次の例として，図4のような3状態間の遷移について考
えてみる．この図において，定数ρ1，41，ρ2，g2は単位時間当たりにそれぞ
④≒≒⑧＝＝←◎
　図4．単位時間当たりの状態A，B，C間の遷移
れの状態間を遷移する確率である．特にg2＝0の場合の例として，薬物
の体内動態に関する2コンパートメントモデルなどが考えられる．
　この系が離散的な時刻κに状態A，B，Cにある確率をそれぞれ
P（A，え），P（B，ん），　P（C，え）
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とすると，図4の遷移過程に対するマスター方程式は（8）式より，
巳i川∵1÷㌔三｝〔‖1；〕
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（27）
と表すことができる．初期条件P（A，0）＝1，P（B，0）＝P（C，0）＝0の下
で，（27）式を解くと
〔竃〕一〔∵1÷三／〔i｝㈱
が得られる．（28）式右辺において，ハ，91，ρ2，g2を未知数として残したま
ま3×3行列のた乗を展開し，各成分を顕わに書き下すとかなり長い式に
なる．そこで，ρ1，41，ρ2，42に典型的な値を代入した解を挙げることにす
る・ρ1＝▲，ql＝｝，ク2＝£42ニ0のとき
〔麗i〕
ギ｛（5－∨雪）（1一万）κ＋（・＋万）（1＋万）瓦｝
砦L（1－・β）x＋（1＋・信）寸
2一割・・21＋2x＋（一5＋3∨雪）（1－・β）L（・＋・万）（1＋・信）〃｝
（29）
ρ1＝｛・ql＝輻ρ2＝｝，g2＝圭のとき
巳1）一〔藷璽1：：：：：1：D⑭
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などが，典型的な値を代入した例である．これらの例からも分かるように，
（29），（30）式にはNapier数のような超越数は現れない．（29）には無理数～仔
が現れるが，数値計算として扱う際には，超越数よりは扱いやすいであろ
うと思われる．
　また，（29），（30）式で，それぞれ，時間変数について連続極限をとると
臓〕
ピ（≒£判・一万＋（・＋万）・万・・2｝
雫μ／4（＿1＋e・ふ／2）
ギ判一・＋・万一（5＋3∨宮）〆／2＋1…3＋万・’・4｝
，
（31）
巳〕一 占（4＋3・　7τ／6＋7・イ／2）
ヲ（1－・－7∫／6）
☆（4＋3・　7’／6－7・イ／2）
（32）
となる．これらの解は連続的な時間変数で表されたマスター方程式
を直接解いて求めることもできる．
4．拡散過程
　媒質中での化学反応や分子の膜の透過などの現象において，拡散過程が
重要になる場合がある．拡散過程の中でも最も典型的なGauss過程の研究
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は自然科学や社会科学の広い分野にわたって行われてきた．近年，非Gauss
過程や非線形過程も多くの分野で注目されてきているが，まず，ここでは
化学・薬学の分野に関係すると思われるGauss過程に焦点を絞り解説して
ゆくことにする．
　拡散過程の理論は，通常，格子上のランダムウォークのモデルで，格子
間隔の連続極限を取ることにより，構成される3・5）．4次元Euclid空間内の
正方格子上の動点Aを考えてみよう．図5は4＝2の場合の格子点を図示
m十e2
π酩一e1 m m十
m－e2
図5．∂＝2の場合の正方格子
したものである．動点Aは必ず格子点にあるため，任意の時刻におけるそ
の位置ベクトルmは
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　m一Σ功。e。　　　　　　　（34）
　　　　　　　　　　　　　　　μ＝1
と表される．ここで，刑μ；μ＝1，…，4はそれぞれ整数値をとり，eμ；μ＝
1，…，4はそれぞれ各方向の基本ベクトルを表すものとする．
　つぎに，任意の時刻〃に動点Aが位置mにあり，単位時間後，最近接点
m＋eμ；μ＝1，…，4に移動する確率がそれぞれρμ，最近接点m－eμ；μ＝
1，…，4に移動する確率がそれぞれgμである，正方格子上のランダムウォー
　　　　　　　　　　　　　　　　　化学・薬学における確率モデル　　25
クのモデルを考えてみることにする1．ただし，ρμ，4μ；μニ1，…，4はそ
れぞれ任意の時刻において一定で，
　　　　　　　ゴ
　　　　　　　Σ（ρμ十9μ）－1，0≦ρ。≦1，0≦4μ≦1　　（35）
　　　　　　　μ＝1
を満たすものとする．この確率過程はMarkov過程であり，動点Aが時刻
ηに位置mにある確率をP（m，η）とすると，マスター方程式は（8）より
　　　　　　　　　　　ゴ
　　　　P（m，・＋1）一Σ｛9。P（m＋・。，・）＋ρ。P（m－・、，・）｝（36）
　　　　　　　　　　　μ＝1
となる．このマスター方程式を，初期条件
　　　　　　　　　　　　　　　　　　　　げ
　　　　　　　　　　P（m，0）一δm，・－nδ・。，・　　　（37）
　　　　　　　　　　　　　　　　　　　μ＝1
の下で解くと，
　　　　一一認争ぷ一｛ξぽ＋⇒／㈹
が得られる．ここで，★：ニΣ2＝1んeμである．
　つぎに，（38）式の連続極限を計算してみる．上記の正方格子上のランダ
ムウォークのモデルから拡散過程を導く場合，確率変数mと時間変数η
の両方について連続極限をとる必要がある．そこで，（38）式において各変
数を
　　　　　　m・一撒一一÷・い輌　（・9）
と置き換え，確率密度
・（＝）・一（△i）、・（告）　（・・）
　1通常の拡散過程ではρμ＝｝，4μ＝圭と固定して考える場合が多いが，ここでは，格子
の非等方性も考慮できるように固定せずに考える．このような場合，拡散過程にはドリフト
項が現れることが特徴である．
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を導入し，連続極限△x→0，△∫→0をとると，
　　　卿）一把。批（¢τウムx△τ）
　　　　　　　一⑭≒』・甲虞㌣『㊥
が得られる．このとき，拡散係数Dμ：＝ρμ；9μ舎と移動係数（ドリフ
ト係数）cμ：＝（ρμ一4μ）告は連続極限をとる際には固定して考えた．（41）
から分かるように，この拡散過程における確率密度は中心がcμで移動する
Gauss分布であることが分かる（図6）．このことから，拡散過程はGauss
過程ともよばれる．
P（¢，り
一 10　　　 0　　　　10　　　　20　　　　3D　　　　40　　　　50
　　図6．∂＝］，1）μ＝1，cμ＝1の場合の拡散
　また，（41）式の確率密度ρ＠，りは拡散方程式
　　　　　丁・②一左｛㌃＋恥、1：｝一（42）
の解になっていることもわかる．
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5．一般的な過程への拡張と経路積分の方法
　前節で得られた結果は，Gauss過程の典型的な例であるが，これは，もち
ろん偏微分方程式である拡散方程式（42）を直接解くことによっても得られ
ることが知られている．この拡散方程式はC－K方程式（5）の連続極限をと
ることによって得られるが，この連続極限をとる過程では非Gauss過程を
含むより一般的な方程式が得られ，Kramers－Moyal方程式（K－M方程式）
と呼ばれている2）．ここでは，非Gauss過程も考慮して，　C－K方程式（5）の
連続極限を扱ってみることにする．化学・薬学に現れる現象との対応はま
だはっきりしていない部分が多いが，これを明らにすることはこれからの
興味深い課題である．また，これらの応用に際し，量子物理学で用いられ
る経路積分の公式が重要であろうと思われるため，その公式の導出につい
ても説明する．
　（13）式の右辺第1項でピ＝x－y，第2項でκ’＝x＋yとおくと
　　　　Cp（刈一∫の［wα＋・一・～・1・一・～’）・（・一〆・り
　　　　　　　　　Ω　　　　　　　　　　　　　　　　　　　　　（43）
　　　　　　　　　－w（・＋〆・・1鋤・剛1〆．y
と書き換えることができる．（43）式の右辺第1項でTaylor展開
　　　　　　　W（x十y－）／，τlx－yノ，’）P（x－y’，り
　　　　　　　　一£（　　ノーyた！）え蒜wα＋輌・α，・）　（44）
　　　　　　　　　え＝0
を用い，
　　　　　　　Cpα，・）一£≒；）鴇紗・ぴ，・）　（・・）
　　　　　　　　　　　　　此＝1
が得られる．（45）式の右辺はK－M展開として知られている，ここで，遷
移確率についてのた次のモーメントo此（x，りを
碗（・・’）・一 ∫吻蜘・＋…1・・り一∫⑳（・一綱・・1…）（46）
　　　　　　Ω　　　　　　　　　　　　　　　　　　Ω
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とおいた．
　（45）式右辺をP（x，τ）に作用する作用素一珍（x，妾，∫）用いて書き換え
ると
　　　　　　　　　∂　　　　　　　＾　　∂　　　　　　　　　証P（x・τ）＝一％（x・元x・τ）P（・・り　　　（47）
となり，この方程式はK－M方程式として知られている．
　また，（46）式のえ次のモーメントがκ≧3についてαた（x，り＝0を満た
すとき，K－M方程式（45）は
　　　　∂　　　　　　　∂　　　　　　　　　1∂2　　　　房P（・・’）一一菰・1（…）P（…）＋議・・MP（…）（48）
となり，この方程式はFokker－Planck方程式（F－P方程式）として知られて
いる．さらに，α1（X，τ）＝Cl，α2（W，τ）　＝Z）1の場合には4＝1の拡散方程式
になっていることがわかり，高次元∂＞1への拡張も明らかであろう．
　（47）式の作用素珍（x，貴，りの中の微分作用素を並べ替えて，P（κ，りに
作用させると
蹴☆一一曇（鷺罐与り芸・②（・・）
となる．これを用い，初期条件P（X，∫0）ニP（W，τolκ0，τ0）ニδ（X－XO）の下
でK－M方程式（47）を解いて
・圃一P｛・・）一ピ㍗㍗ぴ一城一か殊・の｝・
曇（三）竃c）禁∋μy
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（50）
と形式的に表すことができる．
　確率変数xで表される状態に滞在する平均時間G（x－Xo）が次式で定義
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される3）．
G（・一・・）・や・P（…）一ズ・’鑑㎝・｛・ぽ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（51）　　　　　　　一£繊・ち・）｝
（51）式で関数万（x％，τ）が時間τo≦τ＜τにおいて一定とみなせる場合
G⑭一鑑ピ⑭ム゜°・’・xp｛一＠一繊・…）｝　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（52）　　　　　　　　　批　e↓£（x－Xo）ピ、。％（X，乏，τ0
となり，
　　　　　　　　　．　　∂　　　　　　　　％（X，一，’0　　∂x）G（x－Xo）＝δ（w－x・）　　　　（53）
が成り立つので，G（x－Xo）は作用素珍（x，☆，’o）に対するGreen関数と
みなすことができる．
　場の量子論の方法に習って，（50）式を経路積分を用いて表すことができ
る．この経路積分の方法は，参考文献3）の統計場理論とも関連し，量子化
学の分野をはじめ，広く化学や薬学の分野に応用できることが期待できる．
　系の状態（x輌，のと（x∫，τア）の間の遷移において，時間r∫一τiをη個の
区間に分割し
　　　　　　　　　　τ↓＝’o＜τ1＜一・＜τη＝τ∫　　　　　　　　　　　　　　　（54）
とすると，遷移確率P（x∫，τ∫1抑，のは，C－K方程式（5）より，
P輌』）一跳廿∫叫隔，・・刊』）P（Xl，τl　lXO，’0）（55）
　　　　　　　　　　　た＝1Ω
と表すことができる．ここで，κoニェ輌，xη＝κ∫である．（55）のP（叛＋1，
τ糾llxわτDについて，微小区間九≦’＜τ糾1においてハミルトニアン
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％（x，Z，τ）が一定であるとみなすと
P（双＋1，τた＋ll砲，τx）一
ピ鴛exp｛党x（Xx＋1－xD－（九＋1一九）％（xわ毎・娠）｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（56）
となり，これを（55）式に代入し
　P（κ∫，τ∫IXi，幻＝
跳恥ぽ詞麿幽一』妬叫
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（57）
を得る．ここで，△為：＝有＋1一抑，△∫κ：＝’★＋1一ぴである．（57）式で
η→oOをとり
Pぴ・・幅）一ピ∫《［∬ア・・｛・ぴ一殊…り｝］（58）
と形式的に表すことができる．この公式は虚時間形式での経路積分の公式
に相当することが分かる．
　この汎関数積分についての収束性については考える系によって大きく異
なると思われるため，この公式は形式的に書き下したものであり，実際の
系に用いる場合は注意が必要である．前節で扱った拡散過程については，
そこで得られたように，収束することがわかっている．
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