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ANALYSIS OF A SPLITTING SCHEME FOR DAMPED
STOCHASTIC NONLINEAR SCHRO¨DINGER EQUATION WITH
MULTIPLICATIVE NOISE∗
JIANBO CUI † AND JIALIN HONG †
Abstract. In this paper, we investigate the damped stochastic nonlinear Schro¨dinger(NLS)
equation with multiplicative noise and its splitting-based approximation. When the damped effect
is large enough, we prove that the solutions of both the damped stochastic NLS equation and the
splitting scheme are exponentially stable and possess some exponential integrability. These properties
show that the strong order of the scheme is 1
2
and independent of time. Additionally, we analyze the
regularity of the Kolmogorov equation with respect to the stochastic nonlinear Schro¨dinger equation.
As a consequence, the weak order of the scheme is shown to be 1 and independent of time.
Key words. Damped stochastic nonlinear Schro¨dinger equation, Exponential integrability,
Strong order, Weak order, Kolmogorov equation.
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1. Introduction. In many fields of economics and the natural sciences, stochas-
tic partial differential equations (SPDEs) play important roles. Since many SPDEs
can only be solved numerically, it is a crucial research problem to construct and study
discrete numerical approximation schemes which converge with strong and weak con-
vergence rates to the solutions of such SPDEs. For SPDEs with monotone coefficients,
there exist fruitful results on strong error analysis of temporal and spatial numeri-
cal approximations (see, e.g., [2, 5, 6, 17, 20, 21]). However, there exists only a few
results in the scientific literature which establish strong and weak convergence rates
for a time discrete approximation scheme in the case of an SPDE with a nonglobally
monotone nonlinearity (see, e.g., [11, 12, 19, 23, 24, 25]). This motives us to construct
strong and weak approximations for this kind of SPDE.
The stochastic nonlinear Schro¨dinger (NLS) equation, as a representative SPDE,
models the propagation of nonlinear dispersive waves in inhomogeneous or random
media (see, e.g., [3]). In [15] and [4, 16] it was proved that the stochastic NLS equation
admits a unique solution in H and H1, respectively. Recently, [8, 11] gave the global
well-posedness of the one-dimensional stochastic NLS equation in H2. In this paper,
we focus on strong and weak approximations of the following one-dimensional damped
stochastic nonlinear equation with multiplicative noise:
du = (i∆u+ iλ|u|2u− αu)dt+ iudW (t) in R× (0,∞);(1)
u(0) = u0 in R,
where λ = 1 or −1 corresponds to focusing or defocusing cases, respectively, and α(·)
is a real-valued function. When studying the propagation of waves over very long
distance in random media, the damping term −αu cannot be neglected (see e.g. [18]).
The diffusion term represents the fluctuation effect of a physical process in random
media, where W = {W (t) : t ∈ [0, T ]} is an L2(R;R)-valued Q-Wiener process
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2 JIANBO CUI AND JIALIN HONG
on a stochastic basis (Ω,F ,Ft,P); i.e., there exists an orthonormal basis {ek}k∈N+
of L2(R;R) and a sequence of mutually independent, real-valued Brownian motions
{βk}k∈N+ such that W (t) =
∑
k∈N+
Q
1
2 ekβk(t), t ∈ [0, T ].
There have been many works concentrating on construction and analysis of nu-
merical approximations for the stochastic NLS equation. Paper [17] studies a type
of Crank–Nicolson semidiscrete schemes and shows that for stochastic NLS equation
with Lipschitz coefficients, these Crank–Nicolson type schemes have strong order 12
in general and order 1 if the noise is additive and that the weak order is always 1.
In order to inherit the symplectic structure of the stochastic NLS equation, [7] stud-
ies symplectic Runge–Kutta methods and obtains the convergence theorem for the
Lipschitz cases. Paper [1] studies an explicit exponential scheme and shows that it
preserves the trace formula for stochastic linear NLS equation with additive noise.
For a stochastic NLS equation with non-Lipschitz or nonmonotone coefficients, some
papers have constructed strong numerical approximations and obtained convergence
rates in a certain sense such as pathwise or in probability weaker than in strong sense
(see, e.g., [8, 17, 26] and references therein). Progress has been made in [11, 12],
where the authors obtained strong convergence rates of the spatial centered differ-
ence method, the spatial Galerkin method and a temporal splitting method for a
conservative stochastic NLS equation.
In this article, we apply the splitting ideas in [12, 21] to approximating (1) and
aim to show the strong and weak order of this splitting scheme. The key to obtaining
strong and weak convergence rates of numerical schemes for SPDEs with nonmono-
tone coefficients is to obtain some a priori estimates and exponential integrability of
exact and numerical solutions (see, e.g., [9, 11, 12, 23, 24, 25]). On the one hand, we
prove some a priori estimations of the exact solution of (1), as well as those of the
numerical solution, to get the time-independent strong error estimation. As a conse-
quence, the solution of (1) is shown to be exponentially stable. On the other hand, we
show the exponential integrability properties of exact and numerical solutions by an
exponential integrability lemma established in [9, Corollary 2.4]; see also [11, Lemma
3.1]. This type of exponential integrability is also useful to get the strongly continu-
ous dependence on initial data of both exact and numerical solutions and to deduce
Gaussian tail estimations of these solutions (see e,.g. [9, 11, 12]). To obtain the weak
convergence order of the proposed scheme, we study the regularity of the transformed
Kolmogorov equation of the damped stochastic NLS equation with nonmonotone co-
efficient. Based on this regularity result, we prove that the weak order of the proposed
scheme is first order and independent of time. To the best of our knowledge, this is
the first weak convergence order result of temporal approximations for the stochastic
NLS equation with nonmonotone coefficients driven by multiplicative noise.
The rest of this paper is organized as follows. In Section 2, we prove that the
damped stochastic NLS equation is exponentially stable and exponentially integrable.
Section 3 is devoted to obtaining some a priori estimates of the numerical solution
in Sobolev norms. Then the time-independent strong error of the solutions is given.
In Section 4, we study the regularity of the corresponding Kolmogorov equation with
respect to the damped stochastic NLS equation. Then we show that the weak order
of the scheme is first order and time-independent.
2. Some properties for damped stochastic NLS equation. We first intro-
duce some frequently used notation and assumptions. The norm and inner product
of H := L2(R;C) are denoted by ‖ · ‖ and 〈u, v〉 := ℜ [∫
R
u(x)v(x)dx
]
, respectively.
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3Lp := Lp(R;C), p ≥ 1, is the corresponding Banach space. Throughout this paper,
we assume that T is a fixed positive number, u0 ∈ Hs is a deterministic function and
Q
1
2 ∈ Ls2 with s being a nonnegative integer, i.e.,
‖Q 12 ‖2Ls2 :=
∑
k∈N+
‖Q 12 ek‖2Hs <∞,
where {ek}k∈N+ is any orthonormal basis of L2(R;R) and Hs := Hs(R;C) is the usual
Sobolev space. In this paper, a and b are positive numbers. We use C and C′ to
denote generic constants, independent of the time step size τ , which differ from one
place to another. In some places of this paper, the computations are formal but could
be justified rigorously by truncated techniques and approximation arguments (see e.g.
[17]).
For damped stochastic NLS equations with additive noise, [18] studies the long-
time behavior of its solution and obtains the ergodicity of the weakly damped NLS
equation. It is natural to study the long-time behaviors of the damped stochastic NLS
equation with multiplicative noise, i.e., (1). In this section, we want to investigate
the mutual influence among the damping effect, the cubic nonlinearity and the noise
intensity and further study the long-time behaviors. This is our other motivation
for considering Eq. (1). It should be mentioned that when α(x) = 12FQ(x) :=
1
2
∑∞
k=1(Q
1
2 ek)
2(x), the stochastic NLS equation (1) has the conserved quantity charge
(see [16]), i.e., ‖u(t)‖2 = ‖u0‖2, t < T , a.s. Next, we mainly focus on some a priori
estimates and long-time behaviors of the exact solution for (1).
Lemma 2.1. Let ‖α‖L∞ < ∞, Q 12 ∈ L12, and u0 ∈ H. Then ‖u‖ is bounded a.s.
in any finite interval [0, T ]. Moreover, if sup
x∈R
(12FQ(x) − α(x)) ≤ 0, then the upper
bound is independent of T.
Proof. By the Itoˆ formula, we have
1
2
‖u(t)‖2 = 1
2
‖u0‖2 +
∫ t
0
〈u, i∆u+ iλ|u|2u− αu〉ds
+
∫ t
0
〈u, iudW (s)〉+
∫ t
0
1
2
∑
k
〈iuQ 12 ek, iuQ 12 ek〉ds
=
1
2
‖u0‖2 +
∫ t
0
∫
R
|u|2(1
2
FQ − α)dxdt.
The Sobolev embedding theorem, Q
1
2 ∈ L12 and ‖FQ‖L∞ < ∞, combined with
‖α‖L∞ <∞, imply that
1
2
‖u(t)‖2 ≤ 1
2
‖u0‖2 +
∫ t
0
‖u‖2(1
2
‖FQ‖L∞ + ‖α‖L∞)dt.
Then Gronwall inequality yields that
‖u(t)‖2 ≤ exp (T ‖FQ‖L∞ + 2T ‖α‖L∞)‖u0‖2.
When sup
x∈R
(12FQ(x) − α(x)) ≤ 0, a similar argument yields that
‖u(t)‖2 ≤ ‖u0‖2.
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Corollary 2.1. If in addition, sup
x∈R
(12FQ(x) − α(x)) ≤ −a, then the charge is
exponentially stable.
Proof. Similar to Lemma 2.1, we obtain
‖u(t)‖2 ≤ ‖u0‖2 − 2a
∫ t
0
‖u(s)‖2ds,
which yields that
‖u(t)‖2 ≤ exp(−2at)‖u0‖2.(2)
When α(x) = 12FQ(x), (1) becomes the stochastic NLS equation with a conserved
quantity: charge. One cannot expect the following long-time behaviors of the exact
solution in this conserved case. When α(x) = a+ 12FQ(x), (1) satisfies the condition
of Corollary 2.1 and thus the charge is exponentially decaying. The above results
inspire us to consider the long-time behavior of u, such as its corresponding invariant
measure and ergodicity. Actually, direct calculation yields that the Dirac measure at
0 is one of the invariant measures. The uniqueness of the invariant can be obtained
as follows.
Proposition 2.1. Assume that α ∈ H1, sup
x∈R
(12FQ(x)−α(x)) ≤ −a, u0 ∈ H1 and
Q
1
2 ∈ L12. For any p ≥ 2, we have
sup
t∈[0,∞)
E
[∥∥u(t)∥∥p
H1
]
≤ C(1 + ‖u0‖pH1 + ‖u0‖3p).
Proof. For simplicity, we only prove the case p = 2. One can apply the Itoˆ formula
to the appropriate power of the energy functional H(u) : 12‖∇u‖2− λ4 ‖u‖4L4 and apply
the Burkholder–Davis–Gundy inequality to get the desired result for p > 2. Similar
to [11], thanks to Gagliardo–Nirenberg inequality ‖u‖4
L4
≤ 2‖∇u‖‖u‖3, we need only
prove the uniform boundedness of the energy functional H(u(t)). The Itoˆ formula
yields that
E[H(u(t))] −H(u0)
=
∫ t
0
E
[〈∇u,∇u(FQ
2
− α)〉]ds+ ∫ t
0
E
[〈∇u, u(∑
k
Q
1
2 ek∇Q 12 ek −∇α)
〉]
ds
+
∫ t
0
1
2
∑
k
E
[〈
u, u|∇Q 12 ek|2
〉]
ds+
∫ t
0
λE
[〈|u|2u, u(α− FQ
2
)
〉]
ds.
The Ho¨lder, Gagliardo–Nirenberg and Young inequalities and Sobolev embedding
theorem imply that for a > ǫ > 0,
E[H(u(t))] ≤ H(u0)− (a− ǫ)
∫ t
0
E
[‖∇u‖2]ds+ C(ǫ)∫ t
0
E
[
‖u‖2(‖Q 12 ‖4L12
+ ‖Q 12 ‖8L12 + ‖∇α‖
4
)
+ ‖u‖6‖α− FQ
2
‖2L∞
]
ds.
By the fact that 12‖∇u‖2 − 14‖u‖4L4 ≤ H(u) ≤ 12‖∇u‖2 + 14‖u‖4L4 and the Young
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E[H(u(t))] ≤ H(u0)− 2(a− ǫ)
1 + η
∫ t
0
E
[
H(u)
]
ds+ C(ǫ, η)
∫ t
0
E
[
‖u‖2(‖Q 12 ‖4L12
+ ‖Q 12 ‖8L12 + ‖∇α‖
4
)
+ ‖u‖6(1 + ‖α− FQ
2
‖2L∞
)]
ds.
The Gronwall inequality, together with the charge evolution law in Corollary 2.1,
yields that
E[H(u(t))] ≤ e− 2(a−ǫ)1+η tH(u0) + C(ǫ, η)e−
2(a−ǫ)
1+η t
∫ t
0
(
e(
2(a−ǫ)
1+η −2a)s‖u0‖2
(‖Q 12 ‖4L12(3)
+ ‖Q 12 ‖8L12 + ‖α‖
4
H2
)
+ e(
2(a−ǫ)
1+η −6a)s‖u0‖6
(
1 + ‖α− FQ
2
‖2L∞
))
ds
≤ e− 2(a−ǫ)1+η tC(ǫ, η, α,Q)(1 +H(u0) + ‖u0‖6).
Finally, the Gagliardo–Nirenberg and Young inequalities and the Sobolev embedding
theorem imply the uniform boundedness for the p-moment of ‖u‖H1.
Next we show that (1) admits a unique invariant measure δ0 and a unique sta-
tionary solution 0 in H1 similarly [14].
Corollary 2.2. Under the same condition as Proposition 2.1, the following
statements hold:
(i) We have
lim
t→∞
Ptφ(w) = φ(0), w ∈ H1, φ ∈ Cb(H1),
where Pt is the Markov semigroup associated with the solution u(t).
(ii) δ0 is the unique invariant measure for Pt.
(iii) For any Borel probability measure ν ∈ P(H1), we have
lim
t→∞
∫
H
Ptφ(w)ν(dw) = φ(0).
(iv) There exists b > 0 such that for any functional φ ∈ C1b (H1), we have∣∣∣∣Ptφ(w) − φ(0)∣∣∣∣ ≤ C‖φ‖C1b e−bt(1 + ‖w‖H1).
Proof. We show that for any time sequence {tn}n∈N with lim
n→∞
tn = ∞, the se-
quence {u(tn)}n∈N admits a unique limit. For any tn ≤ tm, n ≤ m, by Minkowski
and Young inequality and Sobolev embedding theorem, we have
E[‖u(tn)− u(tm)‖2H1 ]
≤ C
(
E
[‖(Sa(tm − tn)− I)u(tn)‖2H1]+ E[ ∫ tm
tn
‖Sa(tm − s)iλ|u(s)|2u(s)‖H1ds
]2
+ E
[ ∫ tm
tn
‖Sa(tm − s)(−α+ a)u(s)‖H1ds
]2
+ E
[‖ ∫ tm
tn
Sa(tm − s)iu(s)dW (s)‖2H1
])
≤ CE[‖u(tn)‖2H1]+ CE[ ∫ tm
tn
e−a(tm−s)(‖u(s)‖H1 + ‖u(s)‖3H1)ds
]2
+ C
∫ tm
tn
E
[
e−2a(tm−s)‖u(s)‖2
H1
]
ds,
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where Sa(t) := e
i∆t−at. The arguments and estimate (3) in Proposition 2.1 yield that
for some b > 0, we have
E[‖u(tn)− u(tm)‖2H1 ] ≤ C(a, η, α,Q)e−btn
(
1 +H(u0) + ‖u0‖6
)
.
This implies that {u(tn)}n∈N is a Cauchy sequence and thus {u(t)}t∈R+ admits at
least a strong limit. Combining those with the exponential decay estimate (3), we get
0 is the unique strong limit of {u(t)}t∈R+. The strong mixing property is immediately
obtained, and we finish the proof by the exponential decay estimate and strong mixing
property.
To get the a priori estimates inHs, we introduce the auxiliary Lyapunov functional
f(u) := ‖∇su‖2 − λ〈(−∆)s−1u, |u|2u〉 from [11].
Proposition 2.2. Assume that α ∈ Hs, sup
x∈R
(12FQ(x) − α(x)) ≤ −a, Q
1
2 ∈ Ls2
and u0 ∈ Hs, s ≥ 2. For any p ≥ 2, we have
sup
t∈[0,∞)
E
[∥∥u(t)∥∥p
Hs
]
≤ C(α,Q)(1 + ‖u0‖pHs + ‖u0‖5pHs−1).
Proof. We prove the uniform boundedness by induction. Assume that the p-
moment of ‖u‖Hs−1 is uniformly controlled. For simplicity, we show the case p = 2
under the Hs-norm. Applying Itoˆ formula to the functional f(u(t)), we can get the
terms similar to those in [11]. Similar arguments yield that for s ≥ 2,
E[(f(u(t)))]
≤ f(u0)− (a− ǫ)
∫ t
0
E
[‖∇su‖2]ds+ C(ǫ, α,Q)∫ t
0
E
[‖u‖4
Hs−1
+ ‖u‖10
Hs−1
]
ds.
Since f(u) ≤ ‖∇su‖2+C‖u‖4
Hs−1
, iterative arguments similar to those in Proposition
2.1 complete the proof.
Remark 2.1. Due to the particular structure of charge and energy, the exponen-
tial decay estimates in Hs, s ≥ 2 can also be obtained similarly to Proposition 2.1 by
iterative arguments. This show that (1) is an ergodic system and admits the unique
stationary solution 0 in Hs. This long-time behavior result still holds when we consider
(1) in a bounded domain with homogeneous boundary condition.
Beyond these a priori estimations, we need the exponential integrability to con-
struct numerical schemes with strong and weak convergence order similar to those in
[11, 12, 23]. We also note that this type of exponential integrability has many other
applications (see e.g. [9, 11, 12, 19, 23, 24, 25]).
Proposition 2.3. Assume α ∈ H2, sup
x∈R
(12FQ(x) − α(x)) ≤ −a, Q
1
2 ∈ L22, and
u0 ∈ H1. There exist β and C depending on α,Q, and u0 such that
sup
t∈[0,∞)
E
[
exp
(
e−βtH(u(t))
)]
≤ C.(4)
Proof. Denote µ(u) = i∆u+ iλ|u|2u− αu and σ(u) = iuQ 12 . Simple calculations
This manuscript is for review purposes only.
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DH(u)µ(u) +
1
2
tr
[
D2H(u)σ(u)σ(u)∗
]
+
1
eβt
‖σ∗(u)DH(u)‖2
=
〈∇u,∇u(FQ
2
− α)〉−∑
k
〈
u,∇u(Q 12 ek∇Q 12 ek −∇α)
〉
+
∑
k
〈|∇Q 12 ek|2, |u|2〉+ 〈|u|4, α− FQ
2
〉
+
1
2eβt
∑
k
〈∇u, iu∇Q 12 ek〉2.
The Ho¨lder, Young and Gagliardo–Nirenberg inequalities, combined with Corollary
2.1, yield that
DH(u)µ(u) +
1
2
tr
[
D2H(u)σ(u)σ(u)∗
]
+
1
eβt
‖σ∗(u)DH(u)‖2
≤ −
(
a− ǫ − 1
2e(β+2a)t
‖u0‖2
∑
k
‖∇Q 12 ek‖2L∞
)
‖∇u‖2
+ C(ǫ)‖u0‖2e−2at
(
‖Q 12 ‖4L22 + ‖α‖
2
H2
+ ‖u0‖4e−4at‖α− FQ
2
‖2L∞
)
Let β ≥ −2a. By the Gagliardo–Nirenberg and Young inequalities, we get
DH(u)µ(u) +
1
2
tr
[
D2H(u)σ(u)σ(u)∗
]
+
1
eβt
‖σ∗(u)DH(u)‖2
≤ −
(
a− ǫ− 1
2
‖u0‖2
∑
k
‖∇Q 12 ek‖2L∞
)
2
1 + η
H(u) + C(ǫ, η)‖u0‖2e−2at
(
‖Q 12 ‖4L22
+ ‖α‖2
H2
+ ‖u0‖4e−4at
(
‖α− FQ
2
‖2L∞ + 1
))
:= −
(
a− ǫ− 1
2
‖u0‖2
∑
k
‖∇Q 12 ek‖2L∞
)
2
1 + η
H(u) + V (ǫ, η, t, u0).
By [11, Lemma 3.1], we need β ≥
−2a+2ǫ+‖u0‖
2 ∑
k
‖∇Q
1
2 ek‖
2
L∞
1+η . Thus there always exist
ǫ and η such that −2a− β < 0 and
sup
t∈[0,∞)
E
[
exp
(
e−βtH(u(t))
)] ≤ E [exp(H(u0) + ∫ t
0
e−βrV (ǫ, η, r, u0)dr
)]
≤ C.
3. Strong convergence. We use a splitting idea similar to that in [12, 21] to
discretize (1) and obtain the strong convergence rate independent of the time domain.
The key tool is applying the stability in H2 and the exponential integrability of both
numerical and exact solutions. The main idea is to split (1) in Tm = [tm, tm+1),
tm = mτ , m ∈ ZM := {0, 1, 2, . . . ,M − 1}, into a deterministic NLS equation with
random initial datum and a linear damped SPDE:
duDτ (t) =
(
i∆uDτ (t) + iλ|uDτ (t)|2uDτ (t)
)
dt,(5)
duSτ (t) = −αuSτ (t)dt+ iuSτ (t)dW (t).(6)
This manuscript is for review purposes only.
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For simplicity, we denote the solution operators of (5) and (6) in Tm as Φ
D
m,t−tm and
ΦSm,t−tm , respectively. Next we set the splitting process uτ in Tm as
uτ (t) := u
S
τ,m(t) := (Φ
S
j,t−tmΦ
D
j,τ )
m−1∏
j=1
(
ΦSj,τΦ
D
j,τ
)
uτ (0), t ∈ Tm,(7)
and
uDτ (t) := u
D
τ,m(t) := Φ
D
j,t−tm
m−1∏
j=1
(
ΦSj,τΦ
D
j,τ
)
uτ (0), t ∈ {tm ∪ Tm}/tm+1.
For the sake of simplicity, we take the initial datum of the splitting process to be
uτ (0) = u0. Iterating previous procedures, we obtain a splitting process uτ = {uτ(t) :
t ∈ [0, T ]}, which is left-continuous with finite right-hand limits and Ft-adapted. We
note that there are some results on numerically approximating SPDEs by splitting
schemes (see [10, 13, 19, 21, 26] and references therein). Since (5) has no analytic so-
lution, we apply the Crank–Nicolson type scheme to temporally discretize (5). Based
on the explicitness of the solution of (6), we get the splitting Crank–Nicolson type
scheme starting from u0:u
D
m+1 = um + iτ∆u
D
m+ 12
+ iλτ
|um|
2+|uDm+1|
2
2 u
D
m+ 12
,
um+1 = exp
(
−α+ FQ2 + i(Wtm+1 −Wtm)
)
uDm+1, m ∈ ZM ,
(8)
with uD
m+ 12
= 12 (um + u
D
m+1). We can also get the continuous extension of um as
ûτ (t) := û
S
τ,m(t) := (Φ
S
j,t−tmΦ̂
D
j,τ )
m−1∏
j=1
(
ΦSj,τ Φ̂
D
j,τ
)
uτ (0), t ∈ Tm,
where Φ̂Dj,τ is the solution operator of the Crank–Nicolson type scheme.
Throughout this paper, we do not consider the spatial discretization since our
approach and proof can be extended to the study of a fully discrete scheme as in
[12]. Some estimates need to be modified accordingly. However, this requires long
and technical computations and would probably increase the length of our paper.
For more results on the strong convergence result of spatial approximations for the
stochastic NLS equation, we refer the reader to [11, 12]. However, the study of
strong and weak convergence rate of numerical schemes both in time and space for a
higher dimensional stochastic NLS equation requires the a priori estimates in a higher
Sobolev norm and further investigation.
Next, we always assume that sup
x∈R
(12FQ(x) − α(x)) ≤ −a. Since (5) possesses the
charge conservation law and (6) is weakly damped, it is not difficult to obtain the
following results about the charge of this splitting process.
Lemma 3.1. Let α ∈ H1, sup
x∈R
(12FQ(x)− α(x)) ≤ −a, Q
1
2 ∈ L12, and u0 ∈ H. The
splitting process uτ = {uτ (t) : t ∈ [0, T )} is uniquely solvable and Ft-measurable.
Moreover, for any t ∈ [0, T ] there holds a.s. that
‖uτ(t)‖2 ≤ e−2at‖u0‖2.
For t ∈ Tm, we have
‖uSτ,m(t)‖2 ≤ e−2at‖u0‖2, ‖uDτ,m(t)‖2 ≤ e−2atm‖u0‖2.
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x∈R
(12FQ(x) − α(x)) ≤ −a, Q
1
2 ∈ Ls2,
and u0 ∈ Hs, s ≥ 1. Then for any p ≥ 2, we have
sup
t∈[0,∞)
E
[∥∥uτ (t)∥∥p
Hs
]
≤ C(1 + ‖u0‖pHs + ‖u0‖5pHs−1).(9)
Proof. For simplicity, we give the proof for p = 2. The case p > 2 is made similar
to the proof in [11, Theorem 2.1] by applying the Itoˆ formula to appropriate power of
the auxiliary functionals H and f , and applying Burkholder–Davis–Gundy inequality.
Notice that the energy evolution of splitting process (7) is same as Eq. (1) in each
interval Tm. The Itoˆ formula, combined with the energy conservation law of Eq. (5),
yields that
E[H(uSτ,m(t))]− E[H(uDτ,m(tm))]
=
∫ t
tm
E
[〈∇uSτ,m,∇uSτ,m(FQ2 − α)〉]ds+
∫ t
tm
∑
k
E
[〈∇uSτ,m, uSτ,m(Q 12 ek∇Q 12 ek −∇α)〉]ds
+
∫ t
tm
1
2
∑
k
E
[〈
uSτ,m, u
S
τ,m|∇Q
1
2 ek|2
〉]
ds+
∫ t
tm
λE
[〈|uSτ,m|2uSτ,m, uSτ,m(α− FQ2 )〉]ds.
Similar to Proposition 2.1, we get
E[H(uSτ,m(t))] ≤ H(uSτ,m(tm))−
2(a− ǫ)
1 + η
∫ t
tm
E
[
H(uSτ,m)
]
ds+ C(ǫ, η)
∫ t
tm
(
‖uSτ,m‖2
(‖Q 12 ‖4L12
+ ‖Q 12 ‖8L12 + ‖∇α‖
4
)
+ ‖uSτ,m‖6‖α−
FQ
2
‖2L∞ + ‖uSτ,m‖6
)
ds.
The Gronwall inequality implies
E[H(uSτ,m(t))] ≤ e−
2(a−ǫ)
1+η (t−tm)H(uSτ,m(tm)) + e
− 2(a−ǫ)1+η tC(ǫ, η, α,Q, ‖u0‖)(t− tm).
Then by repeating the above procedures in each interval and combining them with
discrete Gronwall inequality, we obtain
E[H(uτ (t))] ≤ e−
2(a−ǫ)
1+η tH(u0) + e
− 2(a−ǫ)1+η t(1 + t)C(ǫ, η, α,Q) ≤ H(u0) + C(ǫ, η, α,Q).
Then similar arguments lead to the uniform boundedness for p ≥ 2.
Next, we turn to estimate E[‖u‖2
Hs
], s ≥ 2. Similar to Proposition 2.2, we have
f(uDτ,m(t)) − f(uDτ,m(tm))
= −
∫ t
tm
〈
(−∆)s−1uDτ,m, i|uDτ,m|4uDτ,m
〉
dr − λ
∫ t
0
〈
(−∆)s−1uDτ,m, 3i|uDτ,m|2∆uDτ,m
〉
dr
− λ
∫ t
tm
〈
(−∆)s−1uDτ,m, 4i|∇uDτ,m|2uDτ + 2i(∇uDτ,m)2uDτ,m
〉
dr
≤ ǫ
∫ t
tm
f(uDτ,m)ds+ C(ǫ, α,Q)
∫ t
tm
(‖uDτ,m‖4Hs−1 + ‖uDτ,m‖10Hs−1) ds.
By the Gronwall inequality, we obtain
f(uDτ,m(tm+1)) ≤ eǫτf(uDτ,m(tm)) + C(ǫ, α,Q)
∫ tm+1
tm
(‖uDτ,m‖4Hs−1 + ‖uDτ,m‖10Hs−1) ds.
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On the other hand, the Itoˆ formula and the Young and Gagliardo–Nirenberg inequal-
ities yield that
E[f(uSτ,m(t))] ≤ E[f(uDτ,m(tm+1))]− (a− ǫ)
∫ t
tm
E
[‖∇suSτ,m‖2]ds
+ C(ǫ, α,Q)
∫ t
tm
E
[‖uSτ,m‖4Hs−1 + ‖uSτ,m‖10Hs−1]ds.
Again by the Gronwall inequality, we get
E[f(uSτ,m(t))] ≤ e−(a−ǫ)(t−tm)+ǫτE[f(uDτ,m(tm))]
+ C(ǫ, α,Q)
∫ t
tm
e−(a−ǫ)(t−s)E
[‖uSτ,m‖4Hs−1 + ‖uSτ,m‖10Hs−1]ds
+ C(ǫ, α,Q)e−(a−ǫ)(t−tm)
∫ tm+1
tm
E
[‖uDτ,m‖4Hs−1 + ‖uDτ,m‖10Hs−1] ds.
Finally, the discrete Gronwall inequality, together with the induction hypothesis, leads
to
E[(f(uτ (t)))] ≤ Ce−(a−2ǫ)tf(u0) + 1− e
−(a−2ǫ)T
1− e−(a−2ǫ)τ C(ǫ, α,Q, u0)τ
≤ f(u0) + C(ǫ, α,Q, u0),
where we use the fact that τ1−e−cτ ≤ 1+cτc . The relationship ‖∇su‖2 − C‖u‖4Hs−1 ≤
f(u) ≤ ‖∇su‖2 + C‖u‖4
Hs−1
and induction arguments finish the proof.
We also need a priori estimation on numerical solution of the splitting Crank-
Nicolson scheme (8). The detail proof for the following lemma is omitted since it is
similar to the proof of Proposition 3.1.
Lemma 3.2. Let α ∈ H1, sup
x∈R
(12FQ(x) −α(x)) ≤ −a, Q
1
2 ∈ L12, and u0 ∈ H1. The
splitting process um,m ∈ ZM is uniquely solvable and Ftm-measurable. Moreover, it
holds a.s. that
‖um‖2 ≤ e−2atm‖u0‖2.(10)
For t ∈ Tm, the energy of um is uniformly bounded. More precisely, for any p ≥ 1,
there exists b > 0 such that
sup
m∈ZM
E[Hp(um)] ≤ Ce−btm(1 +Hp(u0)).
Proposition 3.2. Assume that α ∈ H2, sup
x∈R
(12FQ(x) −α(x)) ≤ −a, Q
1
2 ∈ L22,
and u0 ∈ H2. Then for any p ≥ 2, there exists a constant C = C(α,Q, u0, p) such
that
sup
m∈ZM
E
[‖um‖pH2] ≤ C.(11)
Proof. Arguments similar to [12, Lemma 3.3], combined with the Young inequal-
ity, yield that
f(uDm+1) ≤ f(um) +
ǫτ
2
(‖∆um‖2 + ‖∆uDm+1‖2)
+ C(ǫ)τ
(
1 + ‖∇uDm+1‖12 + ‖∇um‖12
)
.
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Then we have
f(uDm+1) ≤
1 + ǫτ2
1− ǫτ2
f(um) +
C(ǫ)τ
1− ǫτ2
(
1 + ‖∇uDm+1‖12 + ‖∇um‖12
)
.
Let ǫτ ≤ 1. We get
f(uDm+1) ≤ (1 + 2ǫτ)f(um) + C(ǫ)τ
(
1 + ‖∇uDm+1‖12 + ‖∇um‖12
)
.
Notice that um can be extended to a continuous process û
S
τ,m(t) with û
S
τ,m(tm) = u
D
m+1
in Tm. The arguments in Proposition 3.1, together with Lemma 3.2 show that for
some b1 > 0,
E[f(ûSτ,m(t))] ≤ e−(a−ǫ)(t−tm)E[f(ûDm+1)] + e−b1tC(ǫ, α,Q, u0)τ
≤ e−(a−ǫ)(t−tm)(1 + 2ǫτ)E[f(um)] + e−min(b1,a−3ǫ)tC(ǫ, α,Q, u0)τ.
Using the discrete Gronwall inequality, we obtain
E[f(ûτ (t))] ≤ Ce−(a−3ǫ)tf(u0) + e−min(b1,a−3ǫ)t(t+ 1)C(ǫ, α,Q, u0) ≤ f(u0) + C(ǫ, α,Q, u0),
which yields the uniform boundedness of f(um),m ∈ ZM , and thus ‖um‖H2 ,m ∈ ZM .
The proof of the case p > 2 is similar.
To analyze the strong and weak order of the proposed scheme, we need to show
some exponential integrability of um and uτ based on [11, Lemma 3.1]. These expo-
nential integrability properties can be used to deduce the continuous dependence on
initial data of um and uτ as in [11, 23].
Proposition 3.3. Let α ∈ H1, sup
x∈R
(12FQ(x)−α(x)) ≤ −a, Q
1
2 ∈ L12 and u0 ∈ H1.
There exist β and C = C(α,Q, u0) such that
E
[
exp
(
e−βtH(uτ (t))
)]
≤ C,(12)
E
[
exp
(
e−βtmH(um)
)]
≤ C.(13)
Proof. We first prove the estimation (12). Since (6) has the same energy evolution
as (1) and (5) possesses the energy conservation law, by Proposition 2.3 we have in
Tm that there always exists β > −2a+ ‖u0‖2
∑
k
‖∇Q 12 ek‖2L∞ such that
E
[
exp
(
e−βtH(uτ (t))
)]
≤ E
[
exp
(
e−βtmH(uSτ,m(tm)) +
∫ t
tm
e−βsV (ǫ, η, s, u0)ds
)]
≤ E
[
exp
(
e−βtmH(uDτ,m(tm)) +
∫ t
tm
e−βsV (ǫ, η, s, u0)ds
)]
,
where V (ǫ, η, s, u0) is the function appearing in the proof of Proposition 2.3.
Repeating the above procedures in each interval, we deduce that
E
[
exp
(
e−βtH(uτ (t))
)] ≤ E [exp(H(u0) + ∫ t
0
e−βsV (ǫ, η, s, u0)ds
)]
≤ C(ǫ, η, α,Q, u0),
which verifies estimation (12). Similar arguments yield estimation (13).
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Remark 3.1. Under the condition of Proposition 3.3, by the same procedures we
can obtain that
E
[
exp
(
e−βtH(uDτ (t))
)]
≤ C.(14)
Corollary 3.1. Under the condition of Proposition 3.3, there exists a constant
C = C(α,Q, u0) for any p ≥ 1 such that
∥∥∥∥∥exp
(
2
∫ T
0
‖u(s)‖L∞‖uDτ (s)‖L∞ds
)∥∥∥∥∥
Lp(Ω)
≤ C(15)
and
∥∥∥∥∥exp
(
2
∑
m∈ZM
‖uτ(tm)‖L∞‖um‖L∞τ
)∥∥∥∥∥
Lp(Ω)
≤ C.(16)
Proof. By the Cauchy–Schwarz, Gagliardo–Nirenberg and Young inequalities, for
0 < η < 1 we have
∥∥∥∥∥exp
(
2
∫ T
0
‖u(s)‖L∞‖uDτ (s)‖L∞ds
)∥∥∥∥∥
Lp(Ω)
≤
∥∥∥∥∥exp
(∫ T
0
2e−at‖u0‖‖∇u‖ds
)∥∥∥∥∥
L2p(Ω)
∥∥∥∥∥exp
(∫ T
0
2e−at‖u0‖‖∇uDτ ‖ds
)∥∥∥∥∥
L2p(Ω)
≤ 2p
√√√√E[ exp(∫ T
0
4p
√
2√
1− η e
−(a− β2 )t‖u0‖e−β2 t
√
1− η
2
‖∇u‖ds
)]
· 2p
√√√√E[ exp(∫ T
0
4p
√
2√
1− η e
−(a−β2 )t‖u0‖e−β2 t
√
1− η
2
‖∇u‖ds
)]
,
where β < 2a is as presented in Proposition 3.3. Then the Jensen, Minkovski and
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Ho¨lder inequalities yield that∥∥∥∥∥exp
(
2
∫ T
0
‖u(s)‖L∞‖uDτ (s)‖L∞ds
)∥∥∥∥∥
Lp(Ω)
≤ 2p
√√√√√ sup
t∈[0,T ]
E
[
exp
4p√2(1 − e−(a−β2 )T )√
(1− η)(a− β2 )
‖u0‖e−β2 t
√
1− η
2
‖∇u‖
]
· 2p
√√√√√ sup
t∈[0,T ]
E
[
exp
4p√2(1− e−(a−β2 )T )√
(1− η)(a− β2 )
‖u0‖e−β2 t
√
1− η
2
‖∇uDτ ‖
]
≤ C(a, β, η, ‖u0‖) 2p
√√√√ sup
t∈[0,T ]
E
[
exp
(
(1− η)e−βt
2
‖∇u(t)‖2 − e
−βt
8η
‖u(t)‖6
)]
· 2p
√√√√ sup
t∈[0,T ]
E
[
exp
(
(1− η)e−βt
2
‖∇uDτ (t)‖2 −
e−βt
8η
‖u(t)‖6
)]
≤ C(a, β, η, ‖u0‖) 2p
√√√√ sup
t∈[0,T ]
E
[
exp (e−βtH(u(t)))
]
· 2p
√√√√ sup
t∈[0,T ]
E
[
exp (e−βtH(uDτ (t)))
]
.
From the above estimations, Propositions 2.3 and 3.3 and Remark 3.1 yield (15).
Next, we turn to the discrete case (16). Similarly, the Ho¨lder, Gagliardo–Nirenberg
and Jensen inequalities yield that∥∥∥∥∥exp
(
2τ
∑
m∈ZM
‖uτ(tm)‖L∞‖um‖L∞
)∥∥∥∥∥
Lp(Ω)
≤ 2p
√√√√E[ exp(4pτ ∑
m∈ZM
e−(a−
β
2 )tm‖u0‖e−β2 tm‖∇uτ (tm)‖
)]
· 2p
√√√√E[ exp(4pτ ∑
m∈ZM
e−(a−
β
2 )tm‖u0‖e−β2 tm‖∇um‖
)]
≤ 2p
√√√√ sup
m∈ZM
E
[
exp
(
4
√
2p
1 + (a− β2 )τ√
1− η(a− β2 )
‖u0‖e−β2 tm
√
1− η
2
‖∇uτ(tm)‖
)]
· 2p
√√√√ sup
m∈ZM
E
[
exp
(
4p
√
2
1 + (a− β2 )τ√
1− η(a− β2 )
‖u0‖e−β2 tm
√
1− η
2
‖∇um‖
)]
≤ C(a, β, η, u0) 2p
√√√√ sup
m∈ZM
E
[
exp
(
e−βtmH(uτ (tm))
)]
· 2p
√√√√ sup
m∈ZM
E
[
exp
(
e−βtmH(um)
)]
.
Based on these a priori estimations and exponential integrability, we can deduce
the strong convergence rate for the splitting Crank–Nicolson type scheme. We remark
that when the damped assumption sup
x∈R
(12FQ(x) −α(x)) ≤ −a does not hold, the
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strong convergence rate of the proposed scheme can also be obtained. However, we
cannot expect that the constant C in the upper estimate of the strong convergence
rate to be independent of time since the a priori estimate depends on the time interval.
A similar situation occurs when we study the weak order of the proposed scheme.
Theorem 3.1. Let α ∈ H2, sup
x∈R
(12FQ(x) −α(x)) ≤ −a, and Q
1
2 ∈ L22. Then for
p ≥ 1, there exists a constant C = C(α,Q, u0, p) such that
E
[
sup
m∈ZM
‖u(tm)− um‖p
]
≤ Cτ p2 .
Proof. For simplicity, we give the proof for p = 2. The proof of case p > 2 can
be similarly obtained by using a priori estimates in higher p-moments of numerical
and exact solutions in Sobolev norms. Similar to the proof in [12], we split the error
E
[
sup
m∈ZM
‖u(tm)− um‖2
]
as follows:
E
[
sup
m∈ZM
‖u(tm)− um‖2
]
≤ 2E
[
sup
m∈ZM
‖u(tm)− uτ (tm)‖2
]
+ 2E
[
sup
m∈ZM
‖uτ (tm)− um‖2
]
.
Denote em := u(tm) − uτ (tm), êm := uτ (tm) − um. We first estimate the first term
E
[
sup
m∈ZM
‖em‖2
]
. By the Itoˆ formula, the definition of uτ , the Gagliardo–Nirenberg
inequality, and arguments similar to [12, Theorem 2.2], we get
‖em+1‖2 ≤
∥∥∥∥em − ∫ tm+1
tm
i
[
∆uDτ,m + λ|uDτ,m|2uDτ,m
]
dr
∥∥∥∥2 − a ∫ tm+1
tm
∥∥u− uSτ,m∥∥2 ds
+ 2
∫ tm+1
tm
〈
u− uSτ,m, i
[
∆u+ λ|u|2u]〉 ds
≤ (1− (a+ ǫ)τ)‖em‖2 + 2
〈
em,
∫ tm+1
tm
i
[
∆u −∆uDτ,m + λ|u|2u− λ|uDτ,m|2uDτ,m
]
dr
〉
+ C(ǫ, u0)τ
∫ tm+1
tm
[
1 +
∥∥uDτ,m∥∥2H2 + ∥∥uSτ,m∥∥2H2 + ‖uτ‖2H2 + ‖u‖2H2] ds
+ C(ǫ, u0)
(∫ tm+1
tm
‖W (s)−W (tm)‖2H1(1 + ‖u‖2H2)ds
+
∫ tm+1
tm
∥∥∥∥∫ s
tm
(
u(r)− uSτ,m(r)
)
dW (r)
∥∥∥∥2 ds+Rm1 +Rm2 + Rm3
)
,
where
Rm1 :=
∫ tm+1
tm
∥∥∥∥∫ s
tm
∫ r
tm
[
i∆u+ iλ|u|2u− α(u− uSτ,m)
]
dr1dW (r)
∥∥∥∥ (1 + ‖u‖H2)ds,
Rm2 :=
∫ tm+1
tm
∥∥∥∥∫ s
tm
∫ r
tm
[
u(r1)− uSτ,m(r1)
]
dW (r1)dW (r)
∥∥∥∥ (1 + ‖u‖H2)ds,
Rm3 :=
∫ tm+1
tm
∥∥∥∥∫ s
tm
(∫ r
tm
i
[
∆u+ λ|u|2u] dr1 + ∫ tm+1
tm
i
[
∆uDτ + λ|uDτ |2uDτ
]
dr1
)
dW (r)
∥∥∥∥ (1 + ‖u‖H2)ds
15
Integrating by parts, we get
2
〈
em,
∫ tm+1
tm
i
[
∆u−∆uDτ + λ|u|2u− λ|uDτ,m|2uDτ,m
]
ds
〉
= 2
∫ tm+1
tm
〈
∆em, i
[
u− uDτ,m
]〉
ds+ 2λ
∫ tm+1
tm
〈
em, i
[|u|2u− |uDτ,m|2uDτ,m]〉 ds,
The Ho¨lder inequality, cubic difference formula |a|2a − |b|2b = (|a|2 + |b|2)(a − b) +
ab(a− b), the Cauchy-Schwarz and Gagliardo–Nirenberg inequalities imply〈
em,
∫ tm+1
tm
i
[
∆u−∆uDτ,m + λ|u|2u− λ|uDτ,m|2uDτ,m
]
ds
〉
≤
( ǫ
2
τ +
∫ tm+1
tm
‖u‖L∞‖uDτ,m‖L∞ds
)
‖em‖2 + C(ǫ)
∫ tm+1
tm
∥∥∥∥∫ s
tm
u(r)dW (r)
∥∥∥∥2
H2
ds
+ C(ǫ, u0)
∫ tm+1
tm
(
‖u(s)‖2
H1
+ ‖uDτ,m(s)‖2H1
)(
τ
∫ s
tm
(
1 + ‖u(r)‖2
H2
+ ‖uDτ,m(t)‖2H2
)
dr
+
∥∥∥∥∫ s
tm
u(r)dW (r)
∥∥∥∥2
H2
)
ds+ C(ǫ, u0)τ
∫ tm+1
tm
[
1 +
∥∥uDτ,m∥∥2H2 + ‖uτ,m‖2H2 + ‖u‖2H2] ds.
Thus we conclude that
‖em+1‖2 ≤ ‖em‖2 +
(
−(a− 2ǫ)τ + 2
∫ tm+1
tm
‖u(s)‖L∞‖uDτ,m(s)‖L∞ds
)
‖em‖2
+ C
(
τ
∫ tm+1
tm
[
1 +
∥∥uDτ,m∥∥4H2 + ‖uτ,m‖4H2 + ‖u‖4H2] ds
)
+Rm1 +R
m
2 +R
m
3 + C
(∫ tm+1
tm
‖W (s)−W (tm)‖2H1
(
1 + ‖u‖2
H2
)
ds
)
+ C
(∫ tm+1
tm
∥∥∥∥∫ s
tm
(
u(r) − uSτ,m(r)
)
dW (r)
∥∥∥∥2 ds
)
+ C
(∫ tm+1
tm
(
1 + ‖u(s)‖2
H1
+ ‖uDτ,m(s)‖2H1
) ∥∥∥∥∫ s
tm
u(r)dW (r)
∥∥∥∥2
H2
ds
)
=: ‖em‖2 +
(
−(a− 2ǫ)τ + 2
∫ tm+1
tm
‖u(s)‖L∞‖uDτ,m(s)‖L∞ds
)
‖em‖2
+Rm0 +R
m
1 +R
m
2 +R
m
3 +R
m
4 +R
m
5 +R
m
6 .
Then repeating the above procedures yields that
‖em+1‖2
≤ exp
(
− (a− 2ǫ)(m+ 1)τ +
∫ tm+1
0
‖u(s)‖L∞‖uDτ (s)‖L∞ds
)
‖e0‖2
+
m+1∑
k=1
6∑
i=0
exp
(
− (a− 2ǫ)(m+ 1− k)τ +
∫ tm+1
tk
‖u(s)‖L∞‖uDτ,m(s)‖L∞ds
)
Rk−1i .
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where terms Rji , i = 0, . . . , 6, j = 0, . . . ,M − 1, can be controlled by Propositions 2.2,
3.1, and 3.2. We omit the detailed computations which are similar to [12, Lemma 2.4]
and obtain ‖Rji‖L2(Ω) ≤ Cτ2. The exponential moment is bounded by the estimation
(15) of Corollary 3.1. Thus we get for τ < 1,
E[‖em+1‖2] ≤ Cτ2
1− exp (− (a− 2ǫ)T )
1 − exp (− (a− 2ǫ)τ) ≤ Cτ.
In fact, we can obtain the stronger result,
sup
m∈ZM−1
E
[‖em+1‖2] ≤ M∑
k=1
6∑
i=0
∥∥∥Rk−1i ∥∥∥
L2(Ω)
∥∥∥∥∥ exp
(
− (a− 2ǫ)(m+ 1− k)τ
+
∫ tM
tk
‖u(s)‖L∞‖uDτ,m(s)‖L∞ds
)∥∥∥∥∥
L2(Ω)
≤ Cτ,
Next, we estimate the term E
[
sup
m∈ZM
‖êm‖2
]
. Similar to the previous arguments,
we get
‖êm+1‖2
≤ ‖êm‖2 +
(−(a− 2ǫ)τ + 2τ ‖uτ (tn)‖L∞ ‖un‖L∞) ‖êm‖2 +
(
τ2
(
1 + ‖uDm+1‖6H2
+ ‖um‖6H2
)
+ τ
∫ tm+1
tm
(
‖uSτ,m(r)‖2H2 + ‖ûSτ,m(r)‖2H2 + ‖uDτ,m(r)‖4H2
)
dr
)
:= ‖êm‖2 +
(−(a− 2ǫ)τ + 2τ ‖uτ (tm)‖L∞ ‖um‖L∞) ‖êm‖2 + R̂m
Then taking expectations on both sides and using the Ho¨lder inequality yields that
E
[
sup
m∈ZM−1
‖êm+1‖2
]
≤
M−1∑
k=0
∥∥∥∥∥ exp
(
− (a− 2ǫ)(m+ 1− k)τ
+
∫ tm+1
tk
‖u(s)‖L∞‖uDτ,m(s)‖L∞ds
)∥∥∥∥∥
L2(Ω)
∥∥∥R̂k∥∥∥
L2(Ω)
.
Then the estimation (16) in Corollary 3.1, combined with a priori estimations in
Propositions 2.2, 3.1 and 3.2, implies that
E
[
sup
m∈ZM
‖êm‖2
]
≤ Cτ.
From the estimations about em and êm, we obtain the strong error estimate
E
[
sup
m∈ZM
‖u(tm)− um‖2
]
≤ Cτ.
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4. Weak convergence. In this section, we first study the regularity of the
Kolmogrov equation of (1). With the help of this Kolmogrov equation, we transform
the weak error into two parts, one is from the splitting approach and the other is
from the deterministic Crank–Nicolson type discretization. As a consequence, the
rate of weak convergence is shown to be twice that of strong convergence. This is the
first result about the weak order of numerical schemes approximating the stochastic
nonlinear Schro¨dinger equation with nonmonotone coefficients.
It is well known that U(t, u0) := E [φ(u(t, u0))] satisfies the following infinite-
dimensional Kolmogorov equation (see e.g. [17]):
dU
dt
(t, u) =
1
2
tr
[
(iuQ
1
2 )(iuQ
1
2 )∗D2U(t, u)
]
+ 〈i∆u+ λi|u|2u− αu,DU(t, u)〉,
U(0, u) = φ(u).
In this section, we assume that φ ∈ C3b (H1) ∩ C1b (H), s ≥ 2, Q
1
2 ∈ Ls2, u0 ∈ Hs,
α ∈ H2, and sup
x∈R
(12FQ(x) − α(x)) ≤ −a. To remove the infinitesimal factor, we first
eliminate the unbounded Laplacian operator and consider V (t, v) = U(t, S(−t)v).
Direct calculations show that V satisfies
(17)
dV
dt
(t, v) =
1
2
tr
[
(S(t)(i(S(−t)v)Q 12 ))(S(t)(i(S(−t)v)Q 12 ))∗D2V (t, v)
]
+ 〈λiS(t)(|S(−t)v|2(S(−t)v)), DV (t, v)〉 − 〈S(t)αS(−t)v,DV (t, v)〉,
V (0, v) = φ(v).
Now, it can be shown that the functions U and V have the same regularity as the
initial data φ. Proposition 2.3 is the key to proving the following regularity result,
which generalizes the case of Lipschitz drift operators in [17].
Lemma 4.1. The functions U and V are continuous in time with values in
C3(H1) ∩ C1(H).
Proof. Differentiating U , we obtain for h ∈ H,
〈DU(t, u0), h〉 = E
[〈Dφ(u(t, u0)), ηh(t)〉] ,
where {
dηh = i∆ηhdt+ iλ
(|u|2ηh + 2ℜ(u¯ηh)u) dt− αηhdt+ iηhdW (t)
ηh(0) = h.
The Itoˆ formula yields that
1
2
‖ηh(t)‖2 = 1
2
‖h‖2 +
∫ t
0
(
〈ηh, i∆ηh〉+ 〈ηh, iλ
(
2|u|2ηh + u2ηh
)
〉 − 〈ηh, αηh〉
)
dr
+
∫ t
0
〈ηh,−iηhdW (r)〉 +
∫ t
0
1
2
tr[(−iηhQ 12 )(−iηhQ 12 )∗]dr
≤ 1
2
‖h‖2 +
∫ t
0
〈ηh, iλu2ηh〉dr − a
∫ t
0
‖ηh‖2dr.
By the Gronwall inequality, we obtain
‖ηh(t)‖2 ≤ exp(−2at) exp
(∫ T
0
2‖u‖2L∞dr
)
‖h‖2.(18)
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Then taking expectation combined with Proposition 2.3 yields that
E
[
sup
t∈[0,T ]
‖ηh(t)‖2
]
≤ C(u0)‖h‖2.
Applying the Itoˆ formula to ‖ηh‖p, p ≥ 2, we get
E
[
sup
t∈[0,T ]
‖ηh(t)‖p
]
≤ C(u0)‖h‖p,
which implies that
‖DU(t, u0)‖L(H,R) ≤ C(u0)‖φ‖C1
b
(H).
Similarly,
D2U(t, u0) · (h, h) = E
[
D2φ(u(t, u0)) · (ηh(t), ηh(t)) +Dφ(u(t, u0)) · ξh(t)
]
with 
dξh = i∆ξhdt+ iλ
(
4ℜ(u¯ηh)ηh + 2|ηh|2u) dt
+ iλ
(|u|2ξh + 2ℜ(u¯ξh)u) dt− αξhdt+ iξhdW (t),
ξh(0) = 0.
Again by the Itoˆ formula, we obtain
1
2
‖ξh(t)‖2
=
∫ t
0
(
〈ξh, i∆ξh〉+ 〈ξh, iλ (4ℜ(u¯ηh)ηh + 2|ηh|2u)〉
+ < ξh, iλ
(|u|2ξh + 2ℜ(u¯ξh)u) > −〈ξh, αξh〉)dr
+
∫ t
0
〈ξh,−iξhdW (r)〉 + 1
2
∫ t
0
tr[(−iξhQ 12 )(−iξhQ 12 )∗]dr
≤
∫ t
0
(
〈ξh, iλ (4ℜ(u¯ηh)ηh + 2|ηh|2u)〉+ < ξh, iλ2ℜ(u¯ξh)u > )dr − a ∫ t
0
‖ξh‖2dr
≤
∫ t
0
−(a− ǫ)‖ξh‖2 + 2‖u‖2L∞‖ξh‖2dr +
∫ t
0
C(ǫ)‖u‖2‖ηh‖2‖∇ηh‖2dr.
Then the Gronwall inequality and the charge evolution of u imply that
‖ξh(t)‖2 ≤ C exp
(∫ T
0
4‖u‖2L∞dr
)∫ T
0
e−2ar‖u0‖2‖ηh‖2‖∇ηh‖2dr.
After taking expectation, by Proposition 2.3, we have
E
[
sup
t∈[0,T ]
‖ξh(t)‖2
]
≤ C(u0) 4
√
sup
t∈[0,T ]
E [‖ηh(t)‖8] 4
√
sup
t∈[0,T ]
E [‖∇ηh(t)‖8].
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We need to show E[‖∇ηh‖p] < ∞. For simplicity, we give the proof for p = 2. The
proof of p > 2 is similar to the previous arguments for p > 2 in the a priori estimate of
u in the H1-norm. The Itoˆ formula, integration by parts, and the Gagliardo–Nirenberg
and Young inequalities show that
1
2
‖∇ηh(t)‖2
=
1
2
‖∇h‖2 +
∫ t
0
〈−∆ηh, i∆ηh + iλ(|u|2ηh + 2ℜ(u¯ηh)u)− αηh〉dr
+
∫ t
0
〈−∆ηh, iηhdW (r)〉 + 1
2
∫ t
0
tr[(−i∇(ηhQ 12 ))(−i∇(ηhQ 12 ))∗]dr
=
1
2
‖∇h‖2 +
∫ t
0
λ〈∇ηh, i2ℜ(u¯∇u)ηh + i2ℜ(u¯∇ηh)u+ i2ℜ(∇u¯ηh)u+ i2ℜ(u¯ηh)∇u〉dr
− a
∫ t
0
‖∇ηh(t)‖2 +
∫ t
0
〈∇ηh, ηh(1
2
∇FQ −∇α)〉dr +
∫ t
0
〈∇ηh, iηhd∇W (r))〉
+
∫ t
0
1
2
∑
k
〈ηh∇Q 12 ek, ηh∇Q 12 ek〉dr.
The Gronwall inequality implies that for s ∈ [0, t],
‖∇ηh(t)‖2 ≤ exp
(
− 2(a− ǫ)t+
∫ T
0
4‖u‖2L∞dr
)(
‖∇h‖2 + C(ǫ, α,Q)
∫ T
0
(‖∆u‖‖∇u‖2
‖u‖+ 1)‖ηh‖2dr + sup
s∈[0,t]
∣∣∣ ∫ s
0
〈∇ηh, iηhd∇W (r))〉
∣∣∣)
Then taking expectation, combined with Corollary 2.1, Propositions 2.2 and 2.3, the
estimation (18), and the Burkholder–Davis–Gundy, Ho¨lder, and Young inequalities,
leads that for 1
p
+ 1
q
= 1, 1 < q < 2,
E[‖∇ηh(t)‖2]
≤ e−2(a−ǫ)t
∥∥∥ exp(∫ T
0
4‖u‖2L∞dr
)∥∥∥
Lp(Ω)
(∥∥∥ sup
s∈[0,t]
∣∣∣ ∫ s
0
〈∇ηh, iηhd∇W (r)〉
∣∣∣∥∥∥
Lq(Ω)
‖∇h‖2 + C(ǫ, α,Q)
∫ T
0
∥∥∥(‖∆u‖‖∇u‖2‖u‖+ 1)‖ηh‖2∥∥∥
Lq(Ω)
dr
)
≤ e−2(a−ǫ)tC(p, α,Q, u0)
(
q
√
E
[( ∫ t
0
‖∇ηh‖2dr
) q
2
sup
s∈[0,T ]
‖ηh(s)‖q
]
+ ‖∇h‖2 + ‖h‖2
)
≤ e−2(a−ǫ)tC(p, α,Q, u0)
( ∫ t
0
ǫE
[
‖∇ηh‖2
]
dr + C(ǫ)(‖∇h‖2 + ‖h‖2)
)
Applying again the Gronwall inequality, we get
E
[‖∇ηh(t)‖2] ≤ C(ǫ, α,Q, u0)(‖h‖2 + ‖∇h‖2).
Similar arguments yield that for any p ≥ 2,∥∥∇ηh(t)∥∥
Lp(Ω;H)
≤ C(u0)(‖h‖+ ‖∇h‖).
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Then we conclude that
E
[
sup
t∈[0,T ]
‖ξh(t)‖p
]
≤ C(u0)‖h‖p‖∇h‖p,
which implies that
‖D2U(t, u0)‖L(H1×H1;R) ≤ C(u0)max(‖φ‖C2
b
(H1), ‖φ‖C1
b
(H)).
For the function V (t, v) = U(t, S(−t)v), we have
〈DV (t, u0), h〉H = E
[〈Dφ(u(t, S(−t)u0)), ηh〉] ,
and
DV (t, u0) · (h, h) = E
[
D2φ(u(t, S(−t)u0)) · (ηh(t), ηh(t)) +Dφ(u(t, S(t)u0)) · ξh(t)
]
.
The unitarity of S(t), i.e., ‖S(t)u0‖Hs = ‖u0‖Hs , s ∈ N , combined with previous ar-
guments finishes the proof. Similar arguments yield that U and V belong to C3(H1).
Remark 4.1. The above procedures imply the global existence of variational solu-
tions of stochastic NLS equations, which in turn gives the theoretical support to why
the phase flow, in any finite time, preserves the symplectic structure when α = 12FQ
and the conformal symplectic structure when α = a+ 12FQ (see, e.g., [7, 22]).
Based on the estimations in Lemma 4.1 and the corresponding Kolmogorov equa-
tion, we have the following weak convergence result.
Theorem 4.1. Assume that α ∈ H4, ‖Q 12 ‖L42 < ∞, and u0 ∈ H4. For any
φ ∈ C3b (H1) ∩ C1b (H), there exists a positive constant C = C(α,Q, u0, φ) such that
|E [φ(u(T ))]− E [φ(uM )]| ≤ Cτ.(19)
We aim to give the representation formula of the weak error and split E [φ(u(T ))]−
E [φ(uM )] as follows:
E [φ(u(T ))]− E [φ(uM )] = E [φ(u(T ))]− E [φ(uτ (T ))] + E [φ(uτ (T ))]− E [φ(uM )] .
The following lemmas show that the estimate (19) holds.
Lemma 4.2. Assume that α ∈ H2, ‖Q 12 ‖L22 < ∞ and u0 ∈ H2. For any φ ∈
C3b (H
1) ∩ C1b (H), there exists a positive constant C = C(α,Q, u0, φ) such that
|E [φ(u(T ))]− E [φ(uτ (T ))]| ≤ Cτ.
Proof. First we split the error by the local arguments as follows:
E [φ(uτ (T ))]− E [φ(u(T ))] =
M−1∑
k=0
(
E[V (T − tk+1, vτ (tk+1))]− E[V (T − tk, vτ (tk))]
)
,
where vτ (t) = S(T − t)uτ (t). The definition of uτ yields that
S(T − tk+1)uτ (tk+1) = S(T − tk)uτ (tk) +
∫ tk+1
tk
S(T − t)i|uDτ (t)|2uDτ (t)dt
+
∫ tk+1
tk
S(T − t)iuSτ (t)dW (t)−
∫ tk+1
tk
S(T − t)αuSτ (t)dt.
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With the help of the Kolmogorov equation (17), the mean value theorem, and the Itoˆ
formula, we get
V (T − tk+1, vτ (tk+1))− V (T − tk, vτ (tk))
= −
∫ tk+1
tk
dV
dt
dt+
∫ tk+1
tk
1
2
tr
[
(S(T − t)(i(S(−T + t)vτ )Q 12 ))(S(T − t)(i(S(−T + t)
vτ )Q
1
2 ))∗D2V (T − t, vτ )
]
dt−
∫ tk+1
tk
〈
S(T − t)αS(−T + t)vτ , DV (T − t, vτ )
〉
dt
+
∫ tk+1
tk
〈
λiS(T − t)(|uDτ |2uDτ ),
∫ 1
0
DV (T − tk, vτ (tk) + θ
∫ tk+1
tk
S(T − t)i|uDτ (s)|2uDτ (s)ds)dθ
〉
dt
+
∫ tk+1
tk
〈
S(T − t)iuSτ (t)dW (t), DV (T − t, vτ )
〉
=
∫ tk+1
tk
〈
λiS(T − t)(|uDτ |2uDτ ),
∫ 1
0
DV (T − tk, vτ (tk) + θ
∫ tk+1
tk
S(T − t)i|uDτ (s)|2uDτ (s)ds)dθ
〉
dt
−
∫ tk+1
tk
〈
λiS(T − t)(|uτ |2uτ ), DV (T − t, vτ )
〉
dt+
∫ tk+1
tk
〈
S(T − t)iuSτ (t)dW (t), DV (T − t, vτ )
〉
.
Then taking expectation shows that
E
[
V (T − tk+1, vτ (tk+1))− V (T − tk, vτ (tk))
]
= E
[∫ tk+1
tk
〈
S(T − t)i|uDτ |2uDτ ,
∫ 1
0
DV (T − tk, vτ (tk)
+ θ
∫ tk+1
tk
S(T − t)i|uDτ (s)|2uDτ (s)ds)dθ −DV (T − t, vτ (tk))
〉
dt
−
∫ tk+1
tk
〈
λiS(T − t)(|uτ |2uτ )− iS(T − t)(|uDτ |2uDτ ), DV (T − t, vτ (tk))
〉
dt
−
∫ tk+1
tk
〈
λiS(T − t)(|uτ |2uτ ), DV (T − t, vτ (t)) −DV (T − t, vτ (tk))
〉
dt
]
:= E[W1 +W2 +W3].
Since uτ and u
D
τ are both predictable, combining them with the continuity of D
2V
and D3V and the expansion of DV , we get for some b1 > 0,
E[W1] ≤ C(u0)τ2 sup
t∈[0,T ]
√
E[‖uDτ (t)‖12H1 ]
+ E
[∫ tk+1
tk
〈
S(T − t)i|uDτ |2uDτ , DV (T − tk, vτ (tk))−DV (T − t, vτ (tk))
〉
dt
≤ C(u0)τ2 sup
t∈[0,T ]
√(
E[‖uDτ (t)‖12H1 ] + E[‖uDτ (t)‖2H1 ]
)
≤ Ce−b1tkτ2.
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The cubic difference formula yields that
W2 = −
∫ tk+1
tk
〈
λiS(T − t)
(
(|uτ |2 + |uDτ |2)(uτ − uDτ )
)
, DV (T − t, vτ (tk))
〉
dt
−
∫ tk+1
tk
〈
λiS(T − t)
(
uτu
D
τ (uτ − uDτ )
)
, DV (T − t, vτ (tk))
〉
dt :=W21 +W22.
The estimations of W21 and W22 are similar, we only give the estimate of first term.
The expressions of uDτ and uτ yield that
W21 =
∫ tk+1
tk
〈
λiS(T − t)
(
(|uτ |2 + |uDτ |2)(uDτ (t)− uDτ (tk))
)
, DV (T − t, vτ (tk))
〉
dt
+
∫ tk+1
tk
〈
λiS(T − t)
(
(|uτ |2 + |uDτ |2)(uDτ (tk)− uτ (t))
)
, DV (T − t, vτ (tk))
〉
dt
=
∫ tk+1
tk
〈
λiS(T − t)
(
(|uτ |2 + |uDτ |2)
(
(S(t− tk)− I)uτ (tk) +
∫ t
tk
S(t− tk)
|uDτ (s)|2uDτ (s)ds
))
, DV (T − t, vτ (tk))
〉
dt−
∫ tk+1
tk
〈
λiS(T − t)
(
(|uτ |2 + |uDτ |2)(
(S(tk+1 − tk)− I)uτ (tk) +
∫ tk+1
tk
S(tk+1 − s)|uDτ (s)|2uDτ (s)ds
+
∫ t
tk
iuSτ dW (s)−
∫ t
tk
αuSτ (s)ds
))
, DV (T − t, vτ (tk))
〉
dt.
Then the independence of the Wiener process and the property of the stochastic inte-
gral, together with the property of S(t), the boundedness of DV , and the Gagliardo–
Nirenberg inequality, imply that
E[W21]
≤ C(u0)τ2 sup
t∈[tk,tk+1]
√
E
[
(‖uτ‖2 + ‖uDτ ‖2)
(
1 + ‖uτ‖4H2 + ‖uDτ ‖4H2 + ‖uτ‖12H1 + ‖uDτ ‖12H1
)]
≤ Ce−atkτ2.
Thus we can obtain E[W2] ≤ Ce−atkτ2 .
The boundedness of D2V , the continuity of uτ and vτ in the local interval, the
property of the stochastic integral, and Lemma 3.1 and 3.2 imply for b2 > 0 that
E[W3] ≤ C
√
E
[( ∫ tk+1
tk
(‖uτ (t)‖2H1 + ‖uτ (tk)‖2H1)‖uτ (tk)− uτ (t)‖H1‖vτ (t)− vτ (tk)‖H1dt
)2]
− E
[〈∫ tk+1
tk
∫ t
tk
D2V (T − s, vτ (s))dvτ (s)ds, iλS(T − t)(|uτ (tk)|2uτ (tk))
〉
dt
]
+ CE
[ ∫ tk+1
tk
∥∥∥ ∫ 1
0
D2V (T − t, vτ (tk) + θ
∫ tk+1
tk
S(T − t)i|uDτ (s)|2uDτ (s)ds)dθ
∥∥∥
× ‖uτ (tk)‖3H1‖
∫ tk+1
tk
S(T − t)i|uDτ (s)|2uDτ (s)ds‖H1dt
]
≤ Ce−b2tkτ2.
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The estimations of Wi, i = 1, 2, 3, yield that
E [φ(u(T ))]− E [φ(uτ (T ))] ≤ C
M−1∑
k=0
e−min(a,b1,b2)tkτ2 ≤ Cτ.
Next, we deal with the term E [φ(uτ (T ))]− E [φ(uM )].
Lemma 4.3. Assume that α ∈ H4, ‖Q 12 ‖L42 < ∞, and u0 ∈ H4. For any φ ∈
C3b (H
1) ∩ C1b (H), there exists a positive constant C = C(α,Q, u0, φ) such that
|E [φ(uτ (T ))]− E [φ(uM )]| ≤ Cτ.
Proof. By the damped effect, we obtain for any v, w ∈ H,
‖ΦSk (v − w)‖ ≤ Ce−aτ‖v − w‖.
Then the total error are divided as follows:
|φ(uτ (T ))− φ(uM )| ≤ C‖uτ (T )− uM‖
≤ C
M−1∑
k=0
∥∥∥∥∥∥
M−k−1∏
j=1
(
ΦSM−jΦ̂
D
M−j
)
ΦSk (Φ̂
D
k − ΦDk )
k−1∏
l=0
(
ΦSk−1−lΦ
D
k−1−l
)
u0
∥∥∥∥∥∥
≤ C
M−1∑
k=0
∥∥∥∥∥∥
M−k−1∏
j=1
(
ΦSM−jΦ̂
D
M−j
)
ΦSk (Φ̂
D
k − ΦDk )uDτ (tk)
∥∥∥∥∥∥ .
By the stability of uDτ in H
4, we have∥∥∥(Φ̂Dk − ΦDk )uDτ (tk)∥∥∥ ≤ ∥∥∥(S(tk+1 − tk)− Sτ)uDτ (tk)∥∥∥
+
∫ tk+1
tk
∥∥∥S(tk+1 − s)|uDτ (s)|2uDτ (s)− τTτ |ûDτ (tk)|2 + |ûDk+1|22 ûDk+ 12∥∥∥dt
≤ Cτ2‖uDτ (tk)‖H4 + Cτ
( ∫ tk+1
tk
‖uDτ (s)‖5H1ds+ τ‖uDτ (tk)‖5H1 + τ‖ûDk+1‖5H1
)
,
where Sτt =
1+ i2∆τ
1− i2∆τ
, Tτt =
1
1− i2∆τ
. After taking expectation, we see that charge
evolutions and the continuous dependence on initial data of Φ̂Dk ,Φ
D
k ,Φ
S
k , k ∈ ZM ,
together with the uniform boundedness of ûk and u
D
tk
in Proposition 3.1, and Lemma
3.2, imply that
E
[
|φ(uτ (T ))− φ(uM )|
]
≤ C
M−1∑
k=0
e−a(T−tk+1)τ2 ≤ Cτ.
Remark 4.2. Since we discretize the semigroup S(τ) by Sτ , we need the same
high regularity requirement on u0 as in [17] to get a weak order result. This approach to
analyze weak order of numerical scheme is also available for the conservative stochastic
NLS equation (α = 12FQ) and other cases, such as ‖α‖H4 < ∞ and for more general
test functions with polynomial growths, i.e., φ ∈ C3p (H1) ∩C1p (H).
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