Simple addition problems were presented using a true/false reaction time (RT) verification paradigm to 77 academically normal and 46 learning disabled (LD) subjects in the second, fourth, or sixth grade. The experiment was designed to determine the potential process deficits associated with a learning disability in mathematics achievement. Structural models representing alternative process strategies were fit to RT data. Across grade level and academic status, RT was best fitted by structural variables representing either an implicit counting strategy or a memory retrieval process. The majority of normal and LD second-grade subjects used the implicit counting strategy for problem solution; however, LD subjects required a greater amount of time to execute this process and appeared to be deficient in the ability to self-monitor the problem-solving process. A clear shift from reliance on the implicit counting strategy to the memory-retrieval process was evident from the second to sixth grade for normal subjects. No such shift was evident for LD subjects, as the majority of these subjects relied on the counting strategy in the second, fourth, and sixth grade. Subjects having a specific learning disability in mathematics achievement appear to differ from academically normal
INTRODUCTION
A learning disability, or educational handicap, is characterized by a discrepancy between expected performance and actual performance on one or more academic achievement measures. Assessment of academic deficits has traditionally been based on patterns of performance on standardized academic, intelligence, or neuropsychological batteries (Sattler, 1974; Kaufman, 1979; Selz & Reitan, 1979; Geary, Jennings, Schultz, & Alper, 1984) . The information-processing approach to the study of human cognition may allow for the identification of the elementary component processes underlying performance deficits on traditional ability measures (Geary & Widaman, 1987) . The present study, using the true/false reaction time (RT) verification paradigm for cognitive addition, was designed to identify the component process deficits associated with a specific learning disability in mathematics achievement.
Information Processing Models for Cognitive Arithmetic
Experimental studies based on the measurement of response latencies have been extensively used for the study of numerical cognition and have enabled the modeling of the elementary component processes involved in solving arithmetic problems (Restle, 1970; Groen & Parkman, 1972; Ashcraft, 1982; Widaman, Geary, & Cormier, 1986) . Process models for the solving of arithmetic problems have included analog (Restle, 1970) , counting (Parkman & Groen, 1971; Svenson, 1975; Groen & Resnick, 1977) , and memory-retrieval models (Ashcraft & Battaglia, 1978; Geary, Widaman, & Little, 1986) . Early in the acquisition of arithmetic skill and knowledge, children appear to use a counting-based strategy to solve arithmetic problems (Groen & Parkman, 1972; Groen & Resnick, 1977) ; with development, children increasingly rely on memory retrieval for problem solution (Ashcraft, 1982; Ashcraft & Fierman, 1982; Hamann & Ashcraft, 1985) . Accordingly, the substantive process for the solving of arithmetic problems involves either a counting or memory-retrieval process, with the strategy of choice being contingent'upon the child's familiarity with a given problem (Siegler & Shrager, 1984; Siegler, 1986a; Hamann & Ashcraft, in press; Ashcraft, in press ).
Counting Models. Groen and Parkman (1972) outlined five counting-based models. Each of the counting models involved the manipulation of an internal counter, or incrementing device. These models differed as a function of the value to which the internal counter was initially set. The counter could initially be set to the value of the f'trst addend, the second addend, the larger addend (max), the smaller addend (min), or zero. Once the counter was set, the value of the remaining addend(s) would be incremented, by I s, until a sum was obtained. RT would then be linearly related to the value of the incremented addend(s). Parkman and Groen (1971) and Groen and Resnick (1977) found the min structural variable to be a better predictor of RT than the remaining counting-model structural variables. The process consistent with this result involved setting the internal counter to the value of the larger addend and then incrementing the counter a number of times equal to the value of the smaller addend until a sum was obtained. The value of the slope estimate for the min variable represented the rate at which the counter was incremented. Slope-estimate values for this variable suggest that the incrementing device is actually an implicit speech strategy (Ashcraft, Fierman, & Bartolotta, 1984; Kaye, Post, Hall, Dineen, 1986) , whereby children start with the cardinal value of the larger addend and then implicitly count up a number of times equal to the value of min.
Memory Retrieval Models.
To solve arithmetic problems, alternative processes to the counting models include network-retrieval models. Memory-network retrieval reflects the search through a stored network of number facts for the correct sum for a given problem (Ashcraft & Battaglia, 1978) . Ashcraft and Battaglia hypothesized that the time required for retrieval of the correct sum from the network was related to the magnitude of the addends. The retrieval process is assumed to take longer amounts of time with problems that have larger sums, because a longer search through the memory network would be required for solution of such problems. The Ashcraft and Battaglia memory network was conceptualized as a square matrix with column and row entry nodes, with values 0 through 9, representing the two addends. The correct sum for a given simple addition problem was assumed to be stored at the intersection of the entry nodal values corresponding to the two addends. Ashcraft and Battaglia found that RT increased exponentially with the size of the correct sum and argued that the matrix was "stretched" in the region of larger sums, resulting in longer vector distances and, therefore, longer RTs for these sums. The statistical model associated with this memory network is the square of the correct sum (sum2). The slope estimate for the sum 2 structural variable represents memory search rate.
An alternative model for the memory network of arithmetic facts is represented by the correct product (prod) of simple arithmetic problems (Miller, Perlmutter, & Keating, 1984; Geary et al., 1986; Widaman et al., 1986) . There are two conceptual models of the memory network that are consistent with the product as a structural variable . The first is a square symmetric matrix with two orthogonal axes representing nodes for the integers to be added. However, the distance between nodal values is assumed to be constant, not "stretched" as in the Ashcraft and Battaglia model. The memory network is entered at the origin, and the rate of activation of the network is assumed to be a constant function of the area of the network activated; the product is therefore linearly related to search time required to arrive at the correct answer.
The second conceptual model with which the product of addends may be conformable is the distributions-of-associations model proposed by Siegler and his colleagues (Siegler & Shrager, 1984; Siegler, 1986a , Siegler, 1986b , Siegler & Taraban, 1986 . In samples of subjects of low proficiency, a relation between problem size and the distribution of associative strength of alternative potential answers was found. The associative strength between a problem and a potential answer is a function of the frequency of which a problem is presented with a given answer (Siegler & Shrager, 1984) . For problems with small addends, the distribution of associations for potential answers was peaked, with only a single answer, the correct sum or product, clearly above a criterion for responding. The distribution of associations was flatter for problems with larger addends (or multipliers/multiplicands). For these problems, the distinction between the strength of association between the correct answer and other potential answers was less clear. Problems with a more peaked distribution of associations would require less time to verify, as less cognitive effort is required to arrive at the correct sum. Conversely, problems with a flatter distribution of associations should require more time to verify, to determine which of the alternative answers is the correct one. If the peakedness of the distributions of associations is inversely and linearly related to the magnitude of each addend, then the distributions of associations would be inversely and linearly related to the product of the addends. Therefore, independent of the conceptual model represented by the product structural variable, the slope estimate for the product variable would represent the time required to retrieve the correct answer from long-term memory (LTM). Svenson and Broquist (1975) compared the process strategies for solving simple addition problems used by academically normal third-grade children with the process strategies used by "subnormal" (i.e., children showing achievement deficits in mathematics) elementary school children. RT was best represented by the min structural variable for both academically normal and subnormal children. The slope estimate for min was larger for the subnormal groups than for the normal group; the subnormal group appeared to require a greater amount of time to increment the internal counter, or to count up. Furthermore, RT performance for the subnormal group was rather variable, and this variability appeared to reflect an inconsistency in the selection of the value (min or max) to which the internal counter was initially set. Svenson and Broquist (1975) based the foregoing hypothesis on the finding that for certain problems, mean RT was unusually long in relation to comparable problems which included the same min addend. For example, the mean RT for each of the problems 3 + 5, 5 + 3, 3 + 6, and 6 + 3 was approximately 2 s, whereas the mean RT for problems with the addends 3 and 4 approached 3 s (Figure 2) , and was particularly long when 3 was presented in the first position. When the magnitude of difference between the min and max addends was one and particularly when min was presented in the first position, RT for "subnormal," but not for normal, subjects was unusually long. Svenson and Broquist concluded "when 4 + 3 and 3 + 4 are presented it almost seems as if the latter were solved by setting the counter to the initial value of 3 instead of 4" (p. 146).
Process Models for Learning Disabled Children
Finally, Hamann and Ashcraft (1985) reported RT to simple and complex forms of addition problems for fourth-grade students varied as a function of mathematical ability. Advanced ability students, in comparison to elementary and intermediate ability students, solved mental addition problems rather quickly and showed a mean RT similar to the mean seventh-grade RT to the same problems.
In all, the results of Svenson and Broquist (1975) and Hamann and Ashcraft (1985) suggest that children with a lower measured ability on traditional mathematics tests mentally process addition problems more slowly than do more proficient children. However, there has been no systematic comparison of children showing achievement deficits in mathematics (learning disabled) and academically normal children for the mental solving of arithmetic problems throughout the elementary school years. Based on the results of Svenson and Broquist (1975) and Hamann and Ashcraft (1985) , we developed three hypotheses regarding potential differences between learning disabled (LD) and academically normal children for the mental solving of addition problems, across the elementary school years.
First, based on the Hamann and Ashcraft (1985) study, we hypothesized that less proficient children may require a greater amount of time to process addition problems, because they use a more time-consuming counting algorithm rather than a memory-retrieval process for problem solution. Accordingly, our first hypothesis is that LD children would be more likely than normal children to use a counting algorithm and less likely to use a memory-retrieval process to solve addition problems.
Second, we hypothesized the temporal duration for executing the counting process would be longer for LD than for normal children (Svenson & Broquist, 1975) . The final hypothesis was that LD children would be more variable and inefficient than normal children in their strategy selection, for example, with the initial setting of the internal counter to min or max, as found by Svenson and Broquist. The present study sought to test each of the above hypotheses empirically with the comparison of LD and academically normal children in the second, fourth, and sixth grade for the mental solving of simple addition problems.
METHOD

Subjects
One hundred and twenty-three (63 male, 60 female) elementary school children served as subjects. All subjects were enrolled in the second, fourth, or sixth grade. Across the entire sample, there were 46 subjects who were classified as having a specific learning disability (LD) in mathematics achievement, and 77 subjects who showed no learning deficits in any academic area (normal). The LD subjects were classified based on local school district criteria. Specifically, students scoring below the 34th percentile on the mathematics section of the Stanford Achievement Test (SAT) were diagnosed as having a specific learning disability in mathematics achievement. All 46 LD subjects participating in this study attended general education classes for most of their school day, but received remedial services in the form of 3 hr per week of specialized instruction on basic number concepts and arithmetic skills. None of the 46 LD children received remedial services in any other academic area. Within each grade level, LD and normal subjects did not differ in chronological age (all ts < 1), but LD subjects scored significantly lower than did academically normal subjects on the mathematics achievement scale of the SAT (all ps < .01). Descriptive information for the sample is presented in Table 1 .
Reaction Time Stimuli
Stimuli consisted of 140 simple addition problems. Each of the addition problems consisted of two vertically placed single-digit integers presented with a stated sum. Seventy of the problems were selected from the "basic 100" pairwise combinations of the integers 0 through 9 and were presented with a correct stated sum. Across the 70 problems, each integer 0 through 9 appeared seven times as the first addend and seven times as the second addend. The remaining simple addition problems were the same 70 pairs of addends, but were presented with a stated sum incorrect by ---1 or ± 2. The magnitude of the error was counterbalanced across the 70 false stimuli. No repetition of either integer or of the stated sum was allowed across consecutive trials, and no more than four consecutive presentations of true or false problems was allowed. Note. AGE = mean chronological age in years; MATH = mean Stanford Achievement Test (SAT) score for the mathematics scale. Numbers in parentheses are standard deviations.
Apparatus
The arithmetic problems were presented at the center of a 30-cm x 30-cm video screen controlled by an Apple II + microcomputer. A Cognitive Testing Station clocking mechanism ensured the collection of RTs with ---l-msec accuracy. Subjects were seated approximately 70 cm from the video screen; they responded "true" by depressing the button on the side of their preferred hand and responded "false" using their nonpreferred hand.
For each problem, a READY prompt appeared at the center of the video screen for a 500-ms duration, followed by a 1,000-ms period during which the screen was blank. Then, an arithmetic problem appeared on the screen and remained until the subject responded, at which time the problem was removed. If the subject responded correctly, the screen was blank for a 1,000-ms duration, and the READY prompt for the next problem appeared. If the subject responded incorrectly, a WRONG prompt with a 1,000-ms duration followed the removal of the stimulus and preceded the 1,000-ms interproblem blank period.
Procedure
Subjects were tested individually in a quiet room on school grounds and during school hours. Subjects were told they were going to be presented with four sets of addition problems, with 35 problems in each set. We told subjects that their task was to respond true or false to each presented problem by pressing the appropriate key. Equal emphasis was placed on speed and accuracy. Subjects were presented with 10 practice problems prior to the presentation of the first set of stimuli and were given a 2-min rest period between the presentation of each of the problem sets. The entire testing session lasted approximately 30 min.
RESULTS AND DISCUSSION
Overall error rate in the matrix of 17,220 RTs was 5.3%, and 1.8% of the RTs were deleted as outliers (using Dixon's test; Wike, 1971) . Error rate was roughly equal across grade level and academic status (range = 3.4% to 5.9%), with the exception of a 13.0% error rate for the second-grade LD subjects. All analyses were performed with error and outlier RTs excluded. Models for mental addition were fit to average RT data (averaged across subjects) using hierarchical regression techniques. Parameters for the search/compute process included the five counting-based models proposed by Groen and Parkman (1972) , sum z (Ashcraft, 1982) , prod (Miller et al. 1984) , and an index reflecting the ranked difficulty of simple addition problems for early elementary school children (Wheeler, 1939) . Six additional parameters reflecting either the frequency or order of presentation of simple addition problems in early elementary school textbooks (Hamann & Ashcraft, in press) were also fit to average RT data. Specifically, these additional parameters included the frequency of presentation in mathematics texts of simple addition problems in kindergarten (FK), first grade (F1), second grade (F2), third grade (F3), and cumulatively (CF: FK + F1 + F2 + F3). Next, a parameter reflecting the order in which simple addition problems were presented in early mathematics texts (Hamann & Ashcraft, in press) was fit to average RT data.
The final search/compute parameter was developed based on the distributions-of-associations model, and indexed the probability of retrieving a correct answer to simple multiplication problems (DA for distribution of associations; Siegler, 1986b; personal communication, October 15, 1986 ). This final parameter was included in the analyses of addition problems to provide as complete an assessment of all alternative search/compute models as possible. Further, it did not seem unreasonable to use the DA parameter, given that addition and multiplication facts are represented in an interrelated long-term memory network (Parkman, 1972; Geary et al., 1986) and show similar problem size effects for simple problems (Stazyk, Ashcraft, & Hamann, 1982; Geary et al., 1986) . The correlations among altemative parameters are presented in Table 2 . In addition to each of the above parameters, regression models were fit with a structural variable estimating intercept differences between true and false problems (truth: coded 0 for true and 1 for false problems). It is unclear what processes are represented by this parameter although these processes may include a re-encod- Note. FK = frequency of presentation in mathematics texts of simple addition problems in kindergarten (Hamann & Ashcraft, in press ); FI = frequency of presentation of simple addition problems in the first grade; F2 = frequency of presentation of simple addition problems in the second grade; F3 = frequency of presentation of simple addition problems in the third grade; CF = cumulative frequency, FK + F1 + F2 + F3; Order = order in which simple addition problems are presented in early mathematics texts (Hamann & Ashcraft, in press); Wheeler = ranked difficulty of simple addition problems for early elementary school children (Wheeler, 1939) ; DA = distributions of associations, probability of retrieving a correct answer to simple multiplication problems (Siegler, 1986b) ; Product = ~tddend x augend; Sum 2 = (augend + addend)2; Min = the smaller of the addend or augend. Note: All models significant at the p < .0001 level. Min = the smaller of the addend or augend; Product = (addend × augend); Sum 2 = (addend + augend)2; Wheeler = ranked difficulty of simple addition problems for early elementary school children; F3 = frequency of presentation in mathematics texts for simple addition problems in the third grade; Order = order in which simple addition problems are presented in early mathematics texts; DA = distribution of associations, the probability of retrieving a correct answer to simple multiplication problems. The level of fit for underscored R 2 values is significantly higher, p < .01, than the level of fit for alternative models. If > I R 2 value is underscored in a single column, then these models cannot be statistically differentiated. For tie problems, the Product and Sum 2 variables are perfectly correlated, r = 1.00.
ing of the integers in false stated sums . Regardless, true/false intercept differences are often obtained in verification task performance (Farell, 1985) and are orthogonal to component processes (e.g., prod) involved in the mental solving of arithmetic problems . The independence of the truth variable and search/compute parameters indicates the temporal duration of the search/compute process for true and false problems is the same. Independent regression models were fit for simple addition problems using each of the above search/compute variables along with the truth parameter for each grade level and academic status (LD and normal). Because RT to tie problems has been found to differ consistently from RT to nontie problems (Groen & Parkman, 1972; Svenson, 1975; Ashcraft, 1982) , tie and nontie problems were analyzed separately. Table 3 presents R 2 values for the seven best predictive search/compute variables for both tie and nontie problems for each grade level and academic status.
For nontie problems, the truth by search/compute parameter interaction was always nonsignificant (all ps > .05). The nonsignificance of the interaction indicates true and false problems were solved with an identical temporal duration for each alternative search/compute variable. For tie problems, the truth by search/compute interaction was also nonsignificant (all ps > .05), except for normal sixth-grade subjects. For normal sixth-grade subjects, the interaction was significant for equations including the prod, F(1,122) = 8.72, p < .05, DA, F(1,122) = 3.47, p < .05, F3, F(1,122) = 10.01,p < .05, and sum 2, F(1,122) = 8.72, p < .05, parameters.
Differences in the level of fit for regression equations including the alternative search/compute variables, in most cases, does not appear to be large. As shown in Table 2 , all of the structural variables are highly correlated, and statistically differentiating the level of fit of alternative parameters appears difficult. However, for each type of problem (nontie and tie), grade level, and academic status we tested statistically the difference in level of fit between the regression equation with the highest R 2 and the equation showing the next best level of fit. Thus, for nontie problems, the two parameters showing the highest level of fit to RT along with the truth variable were fit within a single regression equation. Next, one of these variables was dropped from the full model equation, and the decrease in the R 2 associated with dropping the variable was tested using an incremental F test (Cohen & Cohen, 1983 ). The alternative variable was then dropped from the full model equation (the first variable was added back into the equation), and the decrease in the R 2 associated with dropping the variable was also tested using an incremental F test. The significance of the F test indicated the importance of the dropped search/compute variable above and beyond the importance of the alternative search/compute variable in explaining RT variance. Identical procedures were used to test alternative models representing RT to tie problems.
Results from the above procedures indicated that for nontie problems the prod variable provided a level of fit that was significantly higher than the level of fit for alternative variables for normal second-grade subjects, F(1,123) = 8.25, p <.01, normal sixth-grade subjects, F(1,123) = 27.86, p <.01, and for LD sixthgrade subjects, F(1,123) = 12.74, p <.01. The min variable fitted RT significantly better than alternative search/compute variables for LD second-grade subjects, F(1,123) = 14.01, p <.01, and for normal fourth-grade subjects, F(1,123) = 14.70, p<.01. For LD fourth-grade subjects, there was no significant difference between the level of fit for the min and prod variables. For tie problems, the prod (and sum 2, these variables were perfectly correlated for tie problems) variable provided a significantly better fit to RT than did alternative models for normal second-grade subjects, F(I,10) = 8.57, p <.05, and LD second-grade subjects, F(1,10) = 36.92, p <.01. However, there was no single model providing a significantly better level of fit for tie problems for either normal or LD subjects in the fourth or sixth grades.
The finding that, for nontie problems, prod best fitted RT for normal second grade subjects and min best fitted RT for normal fourth grade subjects appears to stand in contrast to previous studies. Previous research has suggested that second grade subjects relie on the computation algorithm for problem solution, whereas fourth grade subjects invoke a memory retrieval process to obtain addition sums (Ashcraft & Feirman, 1982; Kaye et al., 1986) . The key to resolving these contrary sets of findings most likely lies in the assessment of individual differences in strategy use; it is unlikely that all subjects within a particular group are employing identical strategies for problem solution (Kaye et al., 1986; Siegler & Shrager, 1984) . In this study, averaging RT across subjects who may be utilizing different strategies for problem solution may have resulted in RT being best fitted by a structural variable which does not accurately represent the process strategies invoked to solve the presented problems (cf. Svenson, 1985) . Individual differences in strategy use will be addressed in a later section.
Next, we inspected the slope estimate for each search/compute variable comparing nontie with tie problems and found the slope estimate for tie problems was always lower than the slope estimate for nontie problems for both LD and normal groups. These regression slope estimates suggested that tie problems were solved more quickly than were nontie problems. To test whether the slope estimates differed significantly, we fit each search/compute variable separately for nontie and tie problems within a single regression equation. For example, RT = a + b I (min-nontie) + b 2 (min-tie) + b 3 (truth). For tie problems, the min-nontie variable was coded 0; for nontie problems, the min-tie variable was coded 0. Next, bl and b 2 were constrained to be equal, and the decrease in the R 2 associated with enforcing the equality constraint was tested using an incremental F test. A significant F test would indicate the values for b~ and b 2 differed significantly. Forcing nontie and tie slope estimates to be equal resulted in a significant drop in the model R 2 for all variables (all ps < .001), except for the Wheeler variable. Nontie and tie slope estimates did not differ significantly for the Wheeler variable for normal second-grade subjects, F(1,136) = 0.55, p >.05, LD second-grade subjects, F(1,136) = 0.37, p >.05, LD fourth-grade subjects, F(1,136) = 0.54, p >.05, and normal sixth-grade subjects, F(1,136) = 3.75, p >.05. Nontie and tie slope estimates did differ significantly for the Wheeler variable for normal fourth-grade subjects, F(1,136) = 4.19, p <.05, and LD sixth-grade subjects, F(1,138) = 4.39, p <.05.
Overall, these results indicate that a significant problem-size effect was evident for tie problems; however, the magnitude of this effect was significantly less than the problem-size effect for nontie problems. In all, tie problems were processed more quickly than nontie problems, and lower value tie problems were processed more quickly than larger value tie problems. This pattern of results was evident for both LD and normal subjects.
Individual Differences
Based on the findings of Siegler and his colleagues as noted earlier, (Siegler & Shrager, 1984; Siegler & Taraban, 1986; Siegler, 1986a) , it seemed unlikely that all subjects within a particular grade level or academic status (LD or normal) were using the same strategy to solve addition problems. Following Kaye et al. (1986) , we therefore examined the slope estimates for the min variable (on truenontie problems) for each of the 123 subjects in the study to determine if individual differences in strategy use existed.
Subjects at each grade level were divided into two groups based on the value of the min slope estimate--"fast" processors and "slow" processors. Secondand fourth-grade subjects were initially classified based on the min slope values provided by Kaye et al. (1986, Figure 5 ). There were no sixth-grade subjects in the Kaye et al. study. For second graders, slope values were either below 343 ms (fast processors) or above 610 ms (slow processors), and slope values were either below 317 ms or above 485 ms for fourth graders (Kaye et al., 1986) . Next, using each subject's slope estimate for the min variable (from true-nontie problems) as input, we conducted a cluster analysis (centroid method) for each grade level. The cluster analyses provided cutoff values slightly lower than those reported by Kaye et al. (1986) ; slope values were either below 309 ms (fast processors) or above 493 ms (slow processors) for second-grade subjects, and below 261 ms or above 326 ms for fourth-grade subjects. Nevertheless, 75 of the 82 second-and fourth-grade subjects were classified in the same group, fast or slow processors, using the Kaye et al. values and those generated by our cluster analysis (5 of the remaining 7 subjects would not have been classified using the Kaye et al. values) . For sixth-grade subjects, the slope cutoff value was either below 207 ms or above 260 ms. Kaye et al. concluded that those subjects classified as slow processors were most likely using an implicit counting strategy to solve addition problems, whereas fast processors were using a memory-retrieval strategy. It is reasonable to extend this conclusion to include sixth-grade subjects, as the fast processors had a mean slope estimate (I 11 ms) below the estimated adult implicit counting rate of 200-250 ms per incrementation (Landauer, 1962) , and slow processors had a mean slope estimate (451 ms) above the adult implicit counting rate. The frequency of subjects classified as fast or slow processors across grade level and academic status is presented in Table 4 . To determine if the frequency of subjects classified as fast or slow processors differed across academic status, a chi-square statistic (correcting for the small n) was used. For second-grade subjects, there was no significant difference in the frequency of normal and LD subjects classified as fast or slow processors, X 2 = 0.07, p >.25. However, significantly more LD subjects were classified as slow processors for both the fourth grade, ×2 = 6.33, p <.05, and the sixth grade, ×2 = 5.20, p <.05. In all, the majority (65%) of second-grade subjects, independent of academic status, were classified as slow processors. For the fourth grade, 52% of the normal subjects were classified as fast processors, whereas only 1 of the 14 LD subjects was classified as a fast processor. Finally, the majority (67%) of normal sixthgrade subjects were classified as fast processors, whereas the majority (74%) of LD sixth-grade subjects were classified as slow processors.
Regression Analyses for Fast and Slow Processors
Independent regression models fitting the rain (counting strategy), and the prod (memory-retrieval strategy) variables to average RT data for the groups of subjects classified as slow and fast processors, respectively, for each grade level and academic status (there were no analyses for second-or fourth-grade LD subjects classified as fast processors, due to the small n). Because the classification was based on the slope estimate for true problems, these analyses were conducted only on true problems, but separately for nontie and tie problems. With regard to tie problems, significant problem-size effects were evident for both normal and LD second-grade subjects classified as slow processors for both the min and prod variables (all ps <.05), as shown in Table 5 . For the LD subjects, the level of fit of the prod variable was significantly better than the level of fit for the min variable, F(1,4) = 14.84, p <.05. However, for normal second grade subjects the level of fit for the min and prod variables could not be statistically differentiated. Further, sixth-grade LD subjects also showed a significant problem-size effect for the prod variable, F(I,5) = 7.15, p <.05, but not for min, F(1,5) = 4.47, p >.05. For the remaining groups of subjects, the problem-size effect was nonsignificant for both prod and min (all ps > .05). This result would appear to stand in contrast to the earlier analyses on tie problems which included false problems; however, the difference between the two sets of results likely resulted from dfdifferences, as many of the true-tie slope estimates would have been significant with more df.
For the majority of groups, RT to tie problems was not linearly related to either the min or prod structural variables, suggesting the time to access answers to these problems was constant and independent of problem size. A problem-size effect was evident for second-grade subjects and older LD subjects; in such cases, the memory-retreival process best represented RT to tie problems. These results are consistent with the Widaman et al. (1986) interpretation of the distribution of associations model (Siegler, 1986a; Siegler & Shrager, 1984) . As noted earlier, Widaman et al. argued that the time to retrieve an answer from memory may be inversely related to the strength of the association between a problem and its correct answer. The strength of association is related to frequency-of-problem presentation. Siegler and Shrager found that parents presented tie problems to young children more frequently than nontie problems, and Hamann and Ashcraft (in press) reported addition problems with smaller value addends were presented more frequently than problems with larger value addends in early (up to third-grade) elementary school textbooks. Thus, the strength of association between a small-value tie problem and its correct answer would be stronger than the strength of association between a larger value tie problem and its correct answer in the early elementary school years. Further, the strength of association between any tie problem and its correct answer would be stronger than the associative strength for a comparable (e.g., same min value) nontie problem and its correct answer. Accordingly, the finding for tie problems in this study is readily interpretable, if we assume retrieval time is inversely related to the associative strength between a problem and its correct answer. Thus, early in the elementary school years (and perhaps for LD children), small-value tie problems are retrieved more readily from memory than are larger value tie problems, due to the greater frequency of presentation of small-value tie problems in early text books and therefore greater associative strengths between these problems and their correct answers.
With regard to nontie problems, problem-size effects for both the min and prod variables were significant for all groups (all ps < .0001), as shown in Table  5 . The magnitude of the min slope estimate for all of the slow processor groups supports the hypothesis that an implicit speech strategy (Ashcraft et al., 1984) was used to solve the problems, supporting the conclusion by Kaye et al. (1986) . Figure 1 graphically presents mean RT as a function of min for each of the slow processor groups. With the exception of the second-grade LD subjects, mean RT increased linearly with the value of min, with the exception that there was little difference in mean RT comparing min values of 0 and 1. Addition problems with min values of 1 or 0 may be solved using procedural knowledge rather than a counting strategy (cf. Baroody, 1984) .
The erratic relationship between mean RT and the value of min for secondgrade LD subjects is similar to the relationship found by Svenson and Broquist (1975;  Figure 2 ). Recall, Svenson and Broquist suggested that "subnormal" subjects may have been inconsistent in the choice of the value (min, max) to which the internal counter was initially set, particularly when the value of difference between the min and max addends was small, and the min addend was presented in the first position.
In order to determine if strategy selection may have varied across problems for LD second grade subjects, we first tested whether mean RT differed with the position (first or second) in which the min addend was placed. For normal second grade subjects there was no significant difference in mean RT when the min addend was presented in the first or second position, /(6) = 1.04, p>. 10. However, a rather different pattern of results was found for the LD subjects. When min was --< 4 and presented in the first position mean RT was significantly lower (A = 1,867 ms) than when min was presented in the second position, t(3 ~ = 4.04, p < .05. When min was > 5 (and max was 6,7, or 8) and presented in the first position mean RT was significantly higher (A = 5,194 ms) than when min was presented in the second position, t(2 ~ = 6.43, p > .05. These results suggest that for the LD, but not for the normal, second grade subjects RT varied with the position in which the min addend was placed and with the value of difference between min and max. suggest normal subjects were using the same strategy to solve 6 + 5 and 5 + 6. For LD subjects mean RT to these problems was 16,853 ms and 9,547 ms, respectively. The LD subjects appear to have used a more time consuming strategy to solve 6 + 5 relative to the strategy invoked for the solution of 5 + 6. If 5 + 6 was solved with the use of the min strategy then 6 + 5 was likely solved with the max or sum strategy. Regardless, the foregoing pattern of results strongly suggests LD second grade subjects were variable in strategy selection, and may have invoked rather inefficient strategies (e.g., max or sum) for the solution of certain problems. Figure 2 graphically presents mean RT as a function of min for each of the four fast processor groups. ' Unlike the slow processor groups, mean RT as a function of min is rather flat for the fast processors, supporting the conclusion that a memory-retrieval rather than a counting process was used by these subjects to solve the presented addition problems.
Finally, we sought to determine if the rate of executing the search/compute process differed significantly for same-grade normal and LD subjects. To test this hypothesis, data from normal and LD subjects for true non-tie problems in the same grade and group (slow or fast processors) were combined. Specifically, data sets were combined two at a time, and a significance test of the difference in the slope estimates for identical search/compute variables was conducted. For the combined analyses, a dummy coded structural variable, group, was included in a regression equation, along with the min or prod variable. The partial F ratio for the group parameter tested intercept differences between normal with LD subjects. Partial F ratios for the interaction between the group parameter and the search/compute variable provided a significance test of the difference between slope estimates for min or prod for normal and LD subjects.
The results of these procedures indicated that for slow processors the group variable was not significant for the second grade, F(1,122) = 1.49, p >.!0, fourth grade, F(1,122) = 0.85, p >.25, or sixth grade, F(1,122) = 1.14, p >.25. However, the group by min interaction was significant for the second grade, F(1,122) = 21.83, p < .0001, but nonsignificant for the fourth grade, F(1,122) = 0.85, p > .25, and sixth grade,F(l,122) = 0.24, p > .50. For fast processors, the group variable was significant for the sixth grade, F(1,122) = 30.85, p < .0001, but the group by prod interaction was not significant,F(l, 122) = 0.16, p < .50.
Thus, for slow processors, the intercept, or combined encoding-decisionresponse time, did not differ significantly for normal and LD subjects. The implicit counting rate was significantly slower for second-grade LD subjects, but did not differ significantly for normal and LD subjects in the fourth and sixth grades. There were too few LD second-and fourth-grade fast processors to compare with academically normal second and fourth graders. However, for the sixth grade, fast processor differences were evident for LD and normal subjects. For this grade, normal subjects compared to LD subjects showed significantly faster encoding-decision-response times, but LD and normal subjects did not differ in memory-retrieval rates.
GENERAL DISCUSSION
We tested three hypotheses regarding the potential differences between LD children and academically normal children for the mental solving of simple addition problems. First, we hypothesized that LD children and normal children would differ in terms of the developmental maturity (Ashcraft, 1982) of the component process (counting or memory retrieval) involved in problem solution. This hypothesis was confirmed for fourth-and sixth-grade children; LD children were less likely to use the more mature memory-retrieval strategy than were normal children. The majority of both LD and normal second-grade children relied on the computation strategy for problem solution. Across the elementary school years, a clear shift in the proportion of normal children relying on the memoryretrieval process was evident (Ashcraft, 1982; Ashcraft & Fierman, 1982; Kaye et al., 1986) . In the second grade, the majority of normal children computed addition sums, whereas in the sixth grade the majority of normal children retrieved addition facts from LTM; an equal proportion of the fourth-grade children used the counting and memory-retrieval processes. No such shift in strategy use was evident for the LD subjects, as the majority of these children relied on the counting strategy throughout the elementary school years to solve addition problems.
The second hypothesis was with regard to the time required to execute the substantive process underlying performance on mental addition problems. We expected LD children to require a greater amount of time to count up than normal children using a comparable process. Our second hypothesis was confirmed only for the second grade. The majority of both LD and normal children at this grade level solved addition problems using the counting strategy; however, LD children were significantly slower in executing this process than were normal children. An unexpected finding for the second-grade LD children was the rather high error rate of 13.0%. This error rate is particularly high, given that the counting strategy is typically rather reliable and error free (Siegler & Shrager, 1984) . The high error rate may have resulted from a lack of complete knowledge, or memory, of the counting string for the integers 0 to 18 (e.g., skipping numbers), and/or an inadequate self-monitoring of, or attending to, the implicit computation process. For example, the computation process may have been stopped at a value higher or lower than the actual min value.
Our final hypothesis concerned strategy selection. In particular, we expected, based on the Svenson and Broquist (1975) study, that LD children would be rather variable in choosing the value (min or max) from which the computation process would commence. Thus, mean RT as a function of the min variable would be rather erratic. Our final hypothesis was confirmed only for second-grade LD children. The second-grade LD children appear to be inconsistent in strategy selection across problems, sometimes choosing an efficient strategy (setting the counter to max; Groen & Resnick, 1977) , and sometimes choosing an inefficient strategy (setting the counter to min). The erratic performance of these children again suggests there may be a deficit in the ability to self-monitor the problem-solving process across problems, as well as during the solution of individual problems.
In summary, children diagnosed as having a specific learning disability in mathematics achievement clearly differed from academically normal children in terms of the elementary process involved in the mental solving of simple addition problems. The learning disabled children relied on the time consuming and developmentally less mature (Ashcraft, 1982) counting algorithm for problem solution throughout the elementary school years, whereas a shift from the counting strategy to a memory-retrieval process was evident for the academically normal children across the three grade levels assessed in this study. Process deficits were particularly evident for the second-grade LD children, as they executed the counting strategy rather slowly and seemed to show a deficit in their ability to self-monitor the problem-solving process.
The results of the present study suggest that, early in the elementary school years, remediation of a learning deficit in mathematics achievement would involve instruction on the procedures involved in efficiently solving arithmetic problems (e.g., to begin the computation process with the cardinal value of the larger addend), as well as attending to the problem-solving process (perhaps by instructing these children to attend to their voices as they counted aloud). Later in the elementary school years, remediation might involve increased exposure to, and repetition of, basic arithmetic facts, as the shift to the memory-retrieval strategy appears to be a function of the frequency of problem presentation (Siegler & Shrager, 1984; Hamann & Ashcraft, 1985; Hamann & Ashcraft, in press; Ashcraft, in press ).
