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Lattice Boltzmann simulations of three-dimensional, isothermal hydro-
dynamics often use either the D3Q19 or the D3Q27 velocity sets. While
both models correctly approximate Navier-Stokes in the continuum limit, the
D3Q19 model is computationally less expensive but has some known deficien-
cies regarding Galilean invariance, especially for high Reynolds number flows.
In this work we construct lattice Boltzmann equilibria for hydrodynamics
directly from the continuous Maxwellian equilibrium. While this approach
reproduces the well known LBM equilibrium for D2Q9 and D3Q27 lattice
models, it yields a different equilibrium formulation for the D3Q19 stencil.
This newly proposed formulation is shown to be more accurate than the widely
used, second order equilibrium, while having the same computation costs.
We present a steady state Chapman-Enskog analysis of the standard and the
improved D3Q19 model and conduct numerical experiments that demonstrate
the superior accuracy of our newly developed D3Q19 equilibrium.
1 Introduction
The lattice Boltzmann method is a promising alternative to established finite element or
finite volume flow solvers due to its suitability for modern, parallel computing hardware.
While these established methods are based on a direct discretization of the Navier-Stokes
equations (NSE), describing the fluid macroscopically, the lattice Boltzmann Method
(LBM) is based on a mesoscale description of the fluid. The LBM is rooted in kinetic
theory and operates on distribution functions in phase-space and thus requires, besides
a space and time discretization, a discretization of the velocity space as well. Different
discrete velocity sets (lattices) have been devised that all fulfill the necessary symmetry
and isotropy conditions up to second order, to correctly capture the macroscopic behavior
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of the fluid. While for the simulation of isothermal hydrodynamics in three dimensions a
stencil with 15 velocities is sufficient, stencils with 19, 27 or more directions show better
results in terms of isotropy and rotational invariance. Despite the lower accuracy of
the reduced D3Q15 and D3Q19 stencils, they are still used in practice since they are
computationally less costly. The performance of the widely used single- and two relaxation
time models is limited by memory bandwidth, not by in-core execution times, on almost
all current hardware architectures if the compute kernels are well optimized [25, 27]. The
more entries a stencil has, the higher is the pressure on the memory interface, and the
lower the overall runtime. The roofline performance model predicts in this case that the
execution time is directly proportional to the number of neighboring values accessed,
rendering the D3Q19 model by a factor of 1.4 faster than the D3Q27 scheme, assuming
equal resolution and number of time steps. However, a lack of rotational invariance
has been shown for the D3Q19 model in certain simulation setups. Non-axisymmetrical
solutions have been reported by [11] in a constricted, axisymmetric tube geometry
which contradict the expected symmetry of the problem. Especially for turbulent flows,
discrepancies between the D3Q19 and the D3Q27 model are reported [26, 18, 14].
In this paper we propose an improved D3Q19 model that uses a modified equilibrium
formulation to mitigate some of the reported accuracy problems of the standard D3Q19
model. The well-established second or third order LB equilibria can be derived either in
a top-down or bottom-up way. In the top-down approach the equilibrium is constructed
making a generic ansatz and conducting a Chapman-Enskog analysis that connects the
mesoscopic LB description to a macroscopic partial differential equation (PDE). The
coefficients of the generic ansatz are then chosen such that in the macroscopic limit the
Navier-Stokes equations are approximated. Alternatively, in a bottom-up approach the
discrete equilibrium can be constructed by discretizing the Boltzmann equation using
Hermite polynomials [12, 19, 20]. Both approaches lead to the same discrete equilibrium
formulation. We propose a modified discrete equilibrium for the D3Q19 lattice to remedy
anisotropic truncation errors. The idea to modify the equilibrium is not new. Other
equilibrium modifications have been proposed as well to eliminate particular defects of
the standard equilibrium [7]. In this paper we first review the lattice Boltzmann equation
and its bottom-up derivation from the continuous Boltzmann equation via projection
on a Hermite subspace. Building on that, we then present our technique to construct
an improved equilibrium for the D3Q19 model by matching moments of the continuous
Maxwellian equilibrium. Both equilibrium formulations are then analyzed and compared
via a steady state Chapman-Enskog analysis. To support the theoretical conclusions,
numerical experiments are conducted that show how known shortcomings of the D3Q19
stencil - compared to D3Q27 - can be alleviated by our new equilibrium formulation.
2 From the Boltzmann equation to Lattice Boltzmann via
Hermite Projection
Historically, the lattice Boltzmann method was developed as an improvement to lattice
gas automata [6]. Lattice gas automata simulate the macroscopic behavior of fluids by
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constructing a discrete microscopic system that shows the same macroscopic behavior
after sufficient coarse graining. Later it was shown in [12] and [20], that the LB method
can also be interpreted as a special discretization of the Boltzmann equation. In this
section we review and summarize the process of deriving the single relaxation time (SRT)
lattice Boltzmann method from the Boltzmann equation because our construction of an
improved D3Q19 model presented in section 3 uses a similar approach.
2.1 Boltzmann BGK
The Boltzmann equation describes the time evolution of the probability density function
f(t,x, ξ) of a single particle in phase space subject to an external force Fi
∂tf + ξi ∂if + Fi ∂ξif = C(f). (1)
Partial derivatives with respect to spatial coordinates are abbreviated as ∂i and Einstein
summation convention is used. If derivatives w.r.t. Cartesian coordinates are written
out explicitly, they are denoted as ∂x, ∂y, ∂z or ∂0, ∂1, ∂2 using zero-based indexing.
Time derivatives are written as ∂∂t = ∂t. The probability distribution function f(t,x, ξ)
represents the density of particles at time t at position x with velocity ξ . The right hand
side C(f) denotes a generic collision term, constructed such that it conserves density,
momentum and energy. These constraints can be expressed as
∫
C(f) dξ = 0
(C1)
∫
ξiC(f) dξ = 0
(C2)
∫
ξiξiC(f) dξ = 0
(C3)
with all integrals ranging over three dimensional velocity space. While energy conservation
is used to derive the Maxwellian equilibrium, the LB methods considered in the following
sections are not energy conserving. We introduce a shorthand notation for continuous
velocity moments,
MC [P (ξ), f(ξ)] :=
∫
P (ξ)f(ξ) dξ (2)
with P (ξ) being an arbitrary polynomial in ξ . The conservation constraints on the
collision operator (C1)-(C3) in this notation are expressed as MC [P (ξ), C(f)] = 0 for
P (ξ) ∈ {1, ξi, ξiξi}. Boltzmann’s original collision term was derived assuming that the
particle distributions before the collision are independent and uncorrelated (molecular
chaos assumption). Boltzmann showed that a certain quantity H, which is related to
the entropy can only ever decrease (H-theorem). For an ideal gas, H is the negative
entropy density and thus the H-theorem is the kinetic theory basis for the second law
of thermodynamics. The Maxwellian equilibrium distribution f
(eq)
q can be derived as a
minimizer of H under the constraints (C1)-(C3) and reads
f (eq)(ρ,u) =
ρ
(2piθ)
D
2
exp
(
−||ξ − u||
2
2θ
)
. (3)
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The BGK collision operator
CBGK(f) := −ω
(
f − f (eq)(ρ,u)
)
(4)
approximates Boltzmann’s original collision term by linearly relaxing f to a local equi-
librium f (eq) with a constant rate ω. The local equilibrium f (eq) is parametrized by the
density ρ =MC [1, f ] and the macroscopic velocity u =MC [ξ, f ]. In the following we
illustrate all concepts using the BGK collision term and show later how the results gener-
alize to more advanced models, like multi-relaxation-time (MRT) or entropic collision
operators.
2.2 Hermite Expansion and Quadrature
The LB equation can be derived as a projection of the Boltzmann equation on a discrete
subspace, spanned by a set of orthogonal Hermite polynomials. This particular subspace
is chosen, because conservation properties of the collision operator are still exactly fulfilled
after the projection. We show in this section, that knowing the first expansion coefficients
of a Hermite-expanded function is equivalent to knowing the value of the distribution
function at a set of discrete velocities. The connection between both representations are
the Gauss-Hermite quadrature formulas.
Following [20], we begin the LB derivation by introducing the d-dimensional Hermite
polynomials
H (n)(ξ) = (−1)n 1
W (ξ)
∇(n) W (ξ) (5)
using the weight function
W (ξ) =
1
(2pi)D/2
exp
(
−ξ
2
2
)
(6)
and the abbreviation ∇(n)ij···k = ∂ξi∂ξj · · · ∂ξk . The tensor ∇(n) has n indices, each repre-
senting a derivative with respect to a velocity coordinate. Hermite polynomials fulfill the
following orthogonality conditions and thus form an orthogonal basis with respect to the
W -weighted scalar product 〈f, g〉W =
∫
Wfg dξ∫
W (ξ) H
(m)
i (ξ) H
(n)
j (ξ) dξ =
{
0 n 6= m
δ
(n)
ij n = m
(7)
δ
(n)
ij is the generalized Kronecker symbol which is 1 iff the multi index i = (i1, i2, ...in) is
a permutation of j = (j1, j2, ...jn). The distribution function f can be expanded in the
Hermite basis as
f(ξ) = W (ξ)
∞∑
n=0
1
n!
a
(n)
i H
(n)
i (ξ) (8)
where the expansion coefficients a
(n)
i are linear combinations of moments of f .
a
(n)
i =
∫
f(ξ) H
(n)
i (ξ) dξ =MC
[
H
(n)
i , f
]
(9)
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We project the Boltzmann equation (1) on the Hermite subspace of order N which
discretizes the distribution function in the velocity coordinates.
f˜(ξ) = W (ξ)
N∑
n=0
1
n!
a
(n)
i H
(n)
i (ξ)
The Hermite basis is used for projection, because the approximation f˜(ξ) of order N
matches the first N moments of the approximated function f exactly i.e. MC
[
P (ξ), f˜
]
=
MC [P (ξ), f ] for polynomials P (ξ) of degree not greater than N . LB schemes do not
use Hermite expansion coefficients to represent the distribution function because the
propagation step is hard to formulate in this representation. Instead the evaluations
of the projected distribution function f˜(ξa) at a set of discrete velocities ξa are stored.
Both representations are connected via Gauss-Hermite quadrature formulas. The 1D
Gauss-Hermite quadrature rule approximates the integral of a univariate function g(ξ)
by a weighted sum of the function evaluated at a set of abscissae ξa∫
W (ξ)g(ξ) dx ≈
N∑
a=1
wag(ξa).
Above quadrature rule has algebraic accuracy of (2N − 1) meaning that if g(ξ) is a
polynomial of degree not greater than (2N − 1), the approximation is exact. Our goal is
to derive LB velocity sets that access the first neighborhood only. Since the entries in the
LB velocity set are abscissae of the quadrature rule, we choose N = 3, evaluating g at the
center and the direct left and right neighbors. The choice of N = 3 results in an algebraic
accuracy of 5. The quadrature abscissae are the roots of H(3)(ξ), ξa = (−
√
3, 0,
√
3)
and the corresponding weights are wi =
(
1
6 ,
2
3 ,
1
6
)
. For multivariate functions there is
no general theory on Gauss quadrature. However, in case of Gauss-Hermite quadrature
the multidimensional weight function W (ξ) can be factorized and the multidimensional
integral can be written as a product of 1D integrals. This directly leads to the D2Q9 and
D3Q27 velocity sets. Using symmetry arguments the smaller stencils D3Q15 and D3Q19
can be constructed [20], which still have an algebraic accuracy of 5. To summarize, the
third order Gauss-Hermite quadrature rule exactly integrates polynomials up to fifth
order and leads to the discrete velocity sets D1Q3, D2Q9, D3Q15, D3Q19 and D3Q27
with abscissae magnitude
√
3.
Using above quadrature rule we can express the coefficients a
(n)
i of the discrete distri-
bution function f˜(ξ) as a function of evaluations of f˜(ξq) at discrete stencil velocities
ξq ∈ S. If f˜(ξq) is known for all abscissae ξq of a quadrature rule with algebraic accuracy
of at least 2N the expansion coefficients a
(n)
i for n ≤ N can be obtained using
a
(n)
i =
∫
W (ξ)
f˜(ξ)
W (ξ)︸ ︷︷ ︸
Polynomial
of order ≤ N
H
(n)
i (ξ)︸ ︷︷ ︸
Polynomial
of order ≤ N
dξ =
∑
q
wq
W (ξq)
f˜(ξq)H
(n)
i =
∑
q
fqH
(n)
i
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where the discrete distribution function fq is defined as fq :=
wq
W (ξq)
f˜(ξq). In case of first
neighborhood stencils where fifth order quadrature accuracy is obtained, the coefficients
up to b52c = 2 can be represented exactly. Projecting the Boltzmann BGK equation (1)
on Hermite space and pointwise evaluation at the abscissae ξq of the quadrature rule
gives
∂tf˜(ξq) + ξi∂if˜(ξq) = −ω
(
f˜(ξq)− f˜ (eq)(ξq)
)
. (10)
Multiplying the projected equation with
wq
W (ξq)
leads to the LB equation (12). The
force terms have been left out here, but can be derived similarly [20]. If the Hermite
expansion is truncated for N ≥ 2, the moments up to second order of the approximation
f˜ exactly coincide with the moments of f . Thus, the conservation properties of the
collision operator are still satisfied by the projected equation if the equilibrium is also
projected on the Hermite subspace. Choosing the temperature parameter θ = 1 in the
Maxwellian equilibrium, projecting it on second (third) order Hermite subspace, and
rescaling velocities by
√
3 to obtain integer quadrature abscissae yields
f˜ (eq)q = wiρ+wiρ0
3cqαuα + 92uαuβ(cqαcqβ − 13δαβ)︸ ︷︷ ︸
2nd order
+
9
2
(
uαuβuγ(cqαcqβcqγ − 1
3
cqαδβγ)
)
︸ ︷︷ ︸
3rd order

(11)
with ρ0 = ρ. This formulation approximates the weakly compressible NSE equations,
and is often called the compressible LBM. An equilibrium that better approximates
incompressibility is obtained by choosing ρ0 = 1 [28, 13]. Note that the derived collision
operator conserves mass and momentum but is not energy conserving.
In the supplementary material we provide an implementation of this Hermite projection
approach in a compute algebra system together with further details on the derivation
of (11).
2.3 Lattice Boltzmann Model
The following analysis and numeric test cases use the equilibrium version where ρ0 = 1.
The velocity-discrete Boltzmann equation (10) is discretized in space and time on a
regular lattice with cell size ∆x and a discrete time step ∆t.
fq(x + ξq ∆t, t) = fq(x, t)− ω(fq − f (eq)q ) + ∆x
(
1− ω
2
)
Fq(x, t) (12)
The velocities ξq are connected to the integer lattice velocities cq via the scaling ξq = ccq,
where c = (∆x/∆t). Fq is a forcing term defined as [3]
Fq(x, t) =
wq
c2s
cq · a
with lattice dependent weights wq. We deliberately use a forcing scheme with vanishing
second order moments instead of [9] since we want to approximate the incompressible
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Navier Stokes equation in steady state [16, 21]. Similar to the continuous case, macroscopic
quantities are obtained as moments of the distribution function. Note the force dependent
shift of the macroscopic velocity that also enters the equilibrium distribution.
ρ =
∑
q
fq =
∑
q
f (eq)q (13)
u =
∑
q
ξqfq +
∆x
2
∑
q
ξqFq =
∑
q
ξqf
(eq)
q (14)
The SRT/BGK collision model was chosen instead of more elaborate collision operators
because the collision operator does not change the rotational invariance behavior and the
theoretical analysis is considerably simpler for the SRT case.
D3Q19:
ξq = c

(0, 0, 0) q = 0,
(±1, 0, 0), (0,±1, 0), (0, 0,±1) q = 1, 2, ..., 6
(±1,±1, 0), (±1, 0± 1, ), (0,±1,±1) q = 7, 8, ..., 18
D3Q27
ξq = c

(0, 0, 0) q = 0,
(±1, 0, 0), (0,±1, 0), (0, 0,±1) q = 1, 2, ..., 6
(±1,±1, 0), (±1, 0± 1, ), (0,±1,±1) q = 7, 8, ..., 18
(±1,±1,±1) q = 19, 8, ..., 26
with weights for D3Q19 stencil being
wq =

1/3 q = 0
1/18 q = 1, 2, ..., 6
1/36 q = 7, 8, ..., 18
and for D3Q27
wq =

8/27 q = 0,
2/27 q = 1, 2, ..., 6
1/54 q = 7, 8, ..., 18
1/216 q = 19, 8, ..., 26
3 Construction of improved D3Q19 equilibria
3.1 Moment matching approach
In this section we use an alternative technique to construct a discrete equilibrium formu-
lation using directly the continuous Maxwellian distribution. The Hermite projection
approach presented in section 2.2 ensures that the moments up to second order of the
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discrete equilibrium match their continuous counterparts if a Gauss-Hermite quadrature
rule of at least algebraic order 4 is used. This is the case for the commonly used single
speed velocity sets D2Q9, D3Q15, D3Q19 and D3Q27. We obtained the lattice Boltzmann
equation as a discretization of the continuous Boltzmann equation. It is not self evident
that the LB equation, obtained in this way, approximates the macroscopic Navier-Stokes
equations. This can be shown through a Chapman Enskog analysis which is described
in detail in [16]. In the limit of small grid spacings and low Mach number the NSE are
obtained if the equilibrium moments satisfy the conditions
Π(eq) =ρ (15a)
Π
(eq)
i =ρ0ui (15b)
Π
(eq)
ij =ρ0uiuj + δij(c
2
sρ) (15c)
Π
(eq)
ijk =ρ0c
2
s(uiδjk + ujδik + ukδij) +O(u3). (15d)
We use the shorthand notation Π
(eq)
i1i2···in =
∑
q ξq i1ξq i2 · · · ξq inf (eq) to denote equilibrium
moments. Again, for ρ0 = ρ the weakly compressible NSE are obtained, for ρ0 = 1 the
incompressible version is approximated. Not surprisingly, the continuous Maxwellian
equilibrium (3) fulfills all these conditions in the compressible case. Thus, if the discrete
equilibrium moments up to order 3 match the corresponding continuous moments of the
Maxwellian, the LB scheme with this equilibrium approximates the compressible NSE.
The conditions (15) only require that the continuous moments are matched up to O(u3).
The Hermite construction ensures that conditions (15a-c) are fulfilled, however condition
(15d) is also fulfilled up to second order in u, as can be seen in Table 1.
The central idea of the alternative bottom-up equilibrium construction approach is to
build a discrete equilibrium that matches as many moments of the Maxwellian equilibrium
(3) as possible. With single speed stencils the number of different moments that can be
represented in a discrete setting is limited by an effect called moment aliasing. Computing
moments in lattice units where c = 1 and ξq = cq, the discrete velocity components ξqi
can only take on values in {−1, 0, 1}. Thus, moments with velocity powers larger than 2
alias a lower order moment, e.g.
Π
(eq)
iii =
∑
ξq∈S
ξ3qi f
(eq)
q =
∑
ξq∈S
ξ1qi f
(eq)
q = Π
(eq)
i if ξqi ∈ {−1, 0, 1} (16)
That means that for single speed velocity sets, Π
(eq)
iii and Π
(eq)
i cannot be controlled
independently. In general, for a d dimensional, single speed stencil, only the moments
ξe0q0 · ξe1q1 · · · ξedqd with exponents ei ∈ {0, 1, 2} are independent. For two dimensional models
there are 9, for 3D stencils 27 moments that can be controlled independently.
The D2Q9 and D3Q27 models are special in the sense that their number of discrete
velocities is equal to the number of maximally possible independent moments for single
speed models. To obtain a discrete equilibrium f
(eq)
q , we require all independent 9 or
27 moments to match their Maxwellian counterparts. The resulting linear system of
equations can be uniquely solved for f
(eq)
q . For these full neighborhood stencils, exactly
8
# Moment Order Maxwellian D3Q19-S D3Q19-I D3Q27
1 Π(eq) 0 ρ ρ ρ ρ
3 Π
(eq)
i 1 ρ0ui ρ0ui ρ0ui ρ0ui
3 Π
(eq)
ii 2 ρ0u
2
i + c
2
sρ ρ0u
2
i + c
2
sρ ρ0u
2
i + c
2
sρ ρ0u
2
i + c
2
sρ
3 Π
(eq)
ij 2 ρ0uiuj ρ0uiuj ρ0uiuj ρ0uiuj
6 Π
(eq)
iij 3
ρ0
3 uj + ρ0u
2
iuj
ρ0
3 uj + ρ0u
2
iuj−ρ02 uju2k ρ03 uj + ρ0u2iuj ρ03 uj + ρ0u2iuj
1 Π
(eq)
ijk 3 ρ0uiujuk 0 0 ρ0uiujuk
3 Π
(eq)
iijj 4
ρ
9 +
ρ0
3 (u
2
i + u
2
j )
ρ
9 +
ρ0
3 (u
2
i + u
2
j )−ρ06 u2k ρ9 + ρ03 (u2i + u2j ) ρ9 + ρ03 (u2i + u2j )
3 Π
(eq)
iijk 4
ρ0
3 uiuj 0 0
ρ0
3 uiuj
3 Π
(eq)
iijjk 5
ρ0
3 (
uk
3 + u
2
iuk + u
2
juk) 0 0
ρ0
3 (
uk
3 + u
2
iuk + u
2
juk)
1 Π
(eq)
iijjkk 6
ρ0
9 (u
2
i + u
2
j + u
2
k) +
ρ0
27 0 0
ρ0
9 (u
2
i + u
2
j + u
2
k) +
ρ0
27
Table 1: Overview of all non-aliased 3D equilibrium moments with c2s = 1/3. The moments (second
column) are written in shorthand notation to summarize multiple moments into a single row,
with i, j, k ∈ {0, 1, 2} and i 6= j 6= k. This notation is different to usual notation: note that
index variables may not have the same value and repeating indices are not summed over. For
example the abbreviation Π
(eq)
iijjk summarizes the moments ξ
2
0ξ
2
1ξ2, ξ
2
1ξ
2
2ξ0, ξ
2
0ξ
2
2ξ1. The number
of summarized moments in a row is given by the first column. Moments up to order 3 have to
match the Maxwellian moments up to O(u2) to approximate the NSE. The D3Q27 equilibrium
matches all 27 non-aliased moments. The established D3Q19-S model matches 17 moments up
to O(u2) and 10 moments up to O(u3). The D3Q19-I equilibrium matches 20 moments of the
continuous Maxwellian up to O(u2) and 19 moments up to O(u3).
the same equilibrium is obtained as was derived via the Hermite projection (11) up to
third order in u. If the Maxwellian moments are first truncated to second order in u, the
commonly used second order equilibrium is obtained. Thus, our equilibrium construction
technique yields the same equilibrium (11) as the Hermite projection for the D2Q9 and
D3Q27 stencils.
In case of the D3Q19 model, however, there are only 19 degrees of freedom available
to match 27 independent moments. Table 1 shows the Maxwellian moments and the
equilibrium moments of the standard equilibrium evaluated on the D3Q19 stencil in the
fourth and fifth column. Terms that are different are highlighted in bold. Only the first
10 moments are matching. If we neglect differences in O(u3), 17 moments are matching.
These are exactly the conditions (15) required for the LB scheme to approximate the
NSE. Since the standard equilibrium only matches 10 (or 17) moments, but has 19
degrees of freedom, a new equilibrium can be constructed that matches 19 Maxwellian
moments. We label this new improved equilibrium D3Q19-I, in contrast to the standard
D3Q19-S equilibrium. In the next subsection we describe the construction in detail using
a formalism used in multi-relaxation-time (MRT) schemes and give an explicit formula
for D3Q19-I.
3.2 Derivation of D3Q19-I using MRT formalism
The multi-relaxation-time (MRT) formalism [17] provides a straightforward way to
incorporate the moment constraints in the collision operator.
CMRT [fq(x, t)] = −M−1S
[
Mf −m(eq)
]
(17)
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In the MRT collision process, the distribution functions are transformed to moment
space first. The moment space is spanned by a set of Q independent moments. The
moment matrix M maps a vector of distribution functions to a vector of moments.
These moments can then be relaxed with potentially different relaxation times through a
diagonal matrix S against equilibrium moments m(eq). Usually the equilibrium moments
are computed from the discrete equilibrium distribution (11) via m(eq) = Mf (eq). In
our approach we directly use the moments of the Maxwellian (3). For a DdQq stencil,
q independent moments are required to fully define the discrete equilibrium. The first
neighborhood stencils that include all diagonals (D2Q9 and D3Q27) have 3d discrete
velocities. For these models all 3d linearly independent moments ξe0q0 · ξe1q1 · · · ξedqd with
ei ∈ {0, 1, 2} are chosen. This construction yields an invertible moment matrix M .
Applying our equilibrium construction approach for these stencils, gives exactly the
equilibrium formulation as obtained by the Hermite projection method (11). The D3Q19
stencil does not contain the 8 diagonal directions (±1,±1,±1) and has only 19 discrete
velocities. Accordingly only 19 of the 27 possible moments can be matched. To obtain
the D3Q19-I equilibrium we drop the moments
ξe1q0ξ
e2
q1ξ
e3
q2 : (e1, e2, e3) ∈ {(1, 2, 2), (2, 1, 2), (2, 2, 1)
(1, 1, 2), (1, 2, 1), (2, 1, 1)
(1, 1, 1), (2, 2, 2)}
(18)
The resulting moment space is the same as used in D3Q19 MRT methods [5, 23, 24, 15]. In
contrast to these works we determine the equilibrium moments m(eq) from the continuous
Maxwellian (3) instead of the Hermite projected discrete equilibrium (11). Transformed
back from moment space to physical space with M−1, the D3Q19-I equilibrium truncated
at velocity order 2 reads
f (eq)q = ρwq+wq ρ0 ·

−uiui cq = (0, 0, 0)
3uicqi − 3uiui + 6(uicqi)2 cq ∈ {(±1, 0, 0), (0,±1, 0), (0, 0,±1)}
3uicqi − 32u2i c2qi + 92(cqiui)2 else
(19)
For further details on the D3Q19-I construction we refer to the supplementary material.
3.3 Generalization to Advanced Collision Models
Our improved D3Q19-I model is not restricted to the BGK/SRT collision operator. As
previously shown, our equilibrium construction approach is more naturally expressed in
moment space and thus straightforwardly generalizes to two relaxation time or multi
relaxation time models. Instead of computing equilibrium moments m(eq) from a discrete
equilibrium, they are obtained directly from the Maxwellian (3). Entropically stabilized
collision operators proposed by [2] improve MRT models by locally computing relaxation
rates of higher order moments subject to a maximum entropy condition. Since these
KBC-type collision operators change only relaxation rates, not equilibrium moments these
methods can also be adapted to use Maxwellian moments. We show in section 5 that the
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D3Q19 KBC collision operator with Maxwellian moments gives more accurate results
when adapted in this way.
4 Chapman Enskog Analysis of D3Q19 Equilibria
In this section we conduct a steady state Chapman Enskog analysis to determine and
compare the truncation errors of the D3Q27, D3Q19-S and D3Q19-I models. In the first
step of the analysis, we introduce the scaling parameter  and show that the scaled LB
equation approximates the incompressible NSE in the limit → 0. We scale the equation
diffusively with 2 = ∆x2 = ∆t, so doubling the resolution leads to a time step reduced
by a factor of 4.
fq(x + cq, t) = fq(x, t)− ω(fq − f (eq)q ) + 
(
1− ω
2
)
Fq (20)
For the steady state analysis of (20) we drop the time dependencies and expand the left
hand side in a Taylor series.
fq(x + cq) =
∞∑
n=0
1
n!
( cqi∂i)
n fq(x)
=
[
1 +  (cq0∂0 + cq1∂1) +
2
2
(
c2q0∂0∂0 + cq0cq1∂0∂1 + c
2
q1∂1∂1
)
+ . . .
]
fq(x)
(21)
Spatial derivatives in x, y and z direction are denoted as ∂0, ∂1 and ∂2 respectively.
Next, we assume that the solution fq can be written as a power series [4] in the scaling
parameter 
fq =
∞∑
n=0
nf (n)q = f
(0) + f (1) + 2f (2) + 3f (3) + . . . (22)
Inserting equations (21) and (22) into (20) and collecting terms with the same power in
 yields:
f (0)q = f
(eq) (23a)
f (1)q =− ω−1 cqi ∂if (eq)q +ΛFq (23b)
f (2)q = ω
−1Λ cqicqj ∂i∂jf (eq)q −ω−1Λ∂icqiFq (23c)
f (3)q =− ω−1
(
Λ2 − 1
12
)
cqicqjcqk ∂i∂j∂kf
(eq)
q +Λ
2∂i∂jcqicqjFq (23d)
For better readability the parameter Λ = ω−1 − 12 was introduced. Having determined
the expansion terms f (i) separately, they can be recombined again to obtain the mass
and momentum conservation equations. To get the mass conservation equation we make
use of the property that the density is the zeroth moment of f and the equilibrium
distribution f (eq) = f (0), and thus is conserved ρ =
∑
q fq =
∑
q f
(eq)
q . Subtracting the
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equilibrium moment on both sides shows that the zeroth moment of the non-equilibrium
part has to be zero∑
q
(fq − f (eq)q ) =
∑
q
(
f (1)q + 
2f (2)q + 
3f (3)q + . . .
)
= 0. (24)
Inserting (23) into (24) and canceling one factor of  and ω−1 leads to an equation
containing only equilibrium moments Π(eq) and Λ
− ∂iΠ(eq)i + Λ
(
∂i∂jΠ
(eq)
ij − ∂iai
)
− 2
(
Λ2 − 1
12
)
∂i∂j∂kΠ
(eq)
ijk = 0. (25)
For the momentum conservation equation a similar approach is used. Additionally, here
the shifting of the equilibrium velocity (14) must be considered
uh =
∑
q
cqh fq +

2
∑
q
cqhFq =
∑
q
cqhf
(eq)
q (26)
∑
q
cqh
(
f (1)q + 
2f (2)q + 
3f (3)q + . . .
)
= − 
2
∑
q
cqhFq. (27)
Inserting the expanded distribution functions and expressing the terms as equilibrium
moments yields
∂iΠ
(eq)
ih − Λ∂i∂jΠ(eq)ijh + 2
(
Λ2 − 1
12
)
∂i∂j∂kΠ
(eq)
ijkh = ah. (28)
Additionally we used the fact that the force term Fq has only first order moments that
are non-zero. These non-zero first order moments are
∑
q Fqcqh = ah. Equations (25) and
(28) are independent of the used LB model. Stencil and equilibrium specific equations
are obtained by inserting equilibrium moments that have different values for different
lattice models. Next, the moments of the incompressible equilibrium, truncated at second
velocity order O(u3), are inserted. Since the D3Q27, D3Q19-S and D3Q19-I have the
same equilibrium moments Πi,Πij and Πijk up to second velocity order, we get the same
continuity equation for all three models by inserting their equilibrium moments into (25).
∂iui = Λ∂i
(
∂j
(ρ
3
δij + uiuj
)
− ai
)
+ 2
(
Λ2 − 1
12
)
∂i∂j∂jui (29)
The left hand side is the macroscopic continuity equation for an incompressible fluid
and the right hand side are error terms scaled by . Similarly, the momentum transport
equation is obtained by inserting equilibrium moments into (28).
∂i
(ρ
3
δih + uiuh
)
− ah − 1
3
Λ (∂i∂iuh + 2∂i∂hui) = −2
(
Λ2 − 1
12
)(
∂i∂i∂h
(ρ
3
)
+ Eh
)
(30)
Different error terms are obtained for the different lattice models, since forth order
moments are entering the equation which have different values for D3Q27, D3Q19-S and
D3Q19-I. These error terms are
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ED3Q27h = ∂i∂i∂j(uhuj) + ∂i∂j∂h(uiuj)− ∂h∂h∂h(u2h) (31)
for the D3Q27 model,
ED3Q19-Ih = ∂h∂i∂i(u
2
h)+3∂h∂h∂i(uhui)+δij∂i∂i∂j(ujuh)+δij∂h∂i∂i(ujuj)−5∂h∂h∂h(u2h)
(32)
for the newly proposed D3Q19-I model and
ED3Q19-Sh = ∂h∂i∂i(u
2
h) + 3∂h∂h∂i(uhui) + δij∂i∂i∂j(ujuh) + δij∂h∂i∂i(ujuj)− 5∂h∂h∂h(u2h)
−1
2
(1− δij)(1− δih)(1− δjh)∂i∂i∂h(u2j )
(33)
for the standard D3Q19-S equilibrium. In above equations, Einstein summation conven-
tion only applies to indices i and j, not to the free index h. In [22] a similar analysis is
conducted, however we obtain conflicting results for the second order errors E2 compared
to the work by Silva et al. Our analysis was done fully in a computer algebra system. For
a detailed derivation, including the complete source code, we refer to the supplementary
material.
To better illustrate the difference in these error terms for different models, we consider
a scenario that is invariant in x-direction, as is the case in the numerical experiments
described in the next section. In the following equations, where no Einstein summation
convention is used, we label the cartesian coordinates x, y and z using the indices 0, 1
and 2. Writing out the second order error terms of the momentum transport equation
E2 for the different models after setting all x-derivatives to zero yields
ED3Q272
∣∣∣∣
∂0(·)=0
=
 ∂1∂1∂1(u0u1) + ∂1∂2∂2(u0u1) + ∂1∂1∂2(u0u2) + ∂2∂2∂2(u0u2)∂1∂1∂1(u21) + ∂1∂2∂2(u21) + ∂1∂2∂2(u22) + 3∂1∂1∂2(u1u2) + ∂2∂2∂2(u1u2)
∂1∂1∂2(u
2
1) + ∂1∂1∂2(u
2
2) + ∂2∂2∂2(u
2
2) + ∂1∂1∂1(u1u2) + 3∂1∂2∂2(u1u2)
 (34)
for the D3Q27 model,
ED3Q19-I2
∣∣∣∣
∂0(·)=0
=
 ∂1∂1∂1(u0u1) + ∂2∂2∂2(u0u2)∂1∂1∂1(u21) + ∂1∂2∂2(u21) + ∂1∂2∂2(u22) + 3∂1∂1∂2(u1u2) + ∂2∂2∂2(u1u2)
∂1∂1∂2(u
2
1) + ∂1∂1∂2(u
2
2) + ∂2∂2∂2(u
2
2) + ∂1∂1∂1(u1u2) + 3∂1∂2∂2(u1u2)
 (35)
for the improved D3Q19-I model, and
ED3Q19-S2
∣∣∣∣
∂0(·)=0
=
 ∂1∂1∂1(u0u1) + ∂2∂2∂2(u0u2)− 1
2
∂1∂2∂2(u
2
0) + ∂1∂1∂1(u
2
1) + ∂1∂2∂2(u
2
1) + ∂1∂2∂2(u
2
2) + 3∂1∂1∂2(u1u2) + ∂2∂2∂2(u1u2)
− 1
2
∂1∂1∂2(u
2
0) + ∂1∂1∂2(u
2
1) + ∂1∂1∂2(u
2
2) + ∂2∂2∂2(u
2
2) + ∂1∂1∂1(u1u2) + 3∂1∂2∂2(u1u2)

(36)
for the standard D3Q19-S model. To illustrate the difference between these error terms,
consider a duct flow in x-direction, where in the exact solution there are no transverse
velocity components (u1 = u2 = 0) i.e. only u0 is different from zero. Only in the D3Q19-
S model an error term containing u0 enters the y and z second order error components,
whereas in the D3Q27 and the D3Q19-I model there is no influence of u0 on the y and z
errors. The highlighted terms ∂1∂2∂2(u
2
0) in (36), lead to spurious currents normal to the
flow direction for the standard D3Q19-S model as is shown in [22] and is confirmed by
numerical experiments in the next section. Our theoretical results also correctly predict
that in the D3Q27 and D3Q19-I models no such spurious currents occur.
13
5 Numerical Experiments
In this section numerical experiments of two scenarios are presented: We first simulate
a duct flow and evaluate spurious currents normal to the flow direction as in [22] to
confirm the theoretical results of the last section. As second test case, a nozzle geometry
is investigated at Reynolds numbers where the standard D3Q19-S model is known
to produce large deviations from the correct solution. All simulations are conducted
using the open source waLBerla1 framework [8]. The framework was extended with an
implementation of the improved D3Q19-I model, which has exactly the same number of
memory accesses and floating point operations as the D3Q19-S model, and thus achieves
the same performance.
5.1 Poiseuille duct flow
Many numerical tests of the Poiseuille duct flow have been conducted in the LB litera-
ture. Most of them focus on the velocity in flow direction and do not analyze velocity
components normal to the flow direction. While these velocity components should be
zero due to symmetry reasons, certain lattice models show spurious currents in these
directions [22]. Here we repeat the numerical tests conducted by [22] for a duct scenario
with quadratic cross section at different grid resolutions. This is the simplest setup known
to produce qualitatively different results for the D3Q19-S and D3Q27 models.
The scenario is set up with a square domain size of (1, D,D), using periodic boundary
conditions in x direction. At the duct walls we employ half-way bounce back boundary
conditions. All studies have also been run with full-way bounce back boundaries, however
all results reported in the following are not altered by the chosen wall boundary condition.
The channel is driven by a body force applied in x-direction using a forcing scheme with
zero second order velocity moment [3]. The duct diameter D is varied between 15 and 135
cells while the relaxation rate is kept constant. This diffusive scaling procedure coincides
with the scaling employed in the theoretical analysis above (∆x2 = ∆t). The body force
is chosen such that Re = 10 is obtained. The flow is run until fully developed.
As reported by [22] and confirmed here, the D3Q19-S lattice model shows spurious
currents in the y-z plane (Fig. 1 left). We measure the size of the error using the
maximum velocity, normal to the flow direction normalized with the maximum flow
velocity: max(uy)/max(ux). This quantity is dimensionless and therefore well suited for
comparing results obtained at different grid resolutions.
The theoretical analysis shows that the spurious currents are caused by second order
error terms of the momentum transport equation. These terms are multiplied by a factor
of (Λ2 − 1/12) and thus depend on the relaxation rate. This dependency can be verified
by numerical experiments as shown in Fig. 1. As predicted analytically, the minimum
error is obtained at Λ2 = 1/12. Fig. 2 shows second order convergence of the error at
non-optimal Λ2 = 4/25. This confirms that the spurious currents are indeed caused by
the second order error terms. If an optimal Λ2 = 1/12 is chosen, the convergence is
increased to fourth order. While being in perfect agreement with our theoretical analysis,
1http://www.walberla.net
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Figure 1: Spurious currents in D3Q19-S duct flow. Left: velocity field in a slice normal
to flow direction. Right: Dependency of spurious currents on relaxation pa-
rameter Λ2 in D3Q19-S model. For D3Q19-I and D3Q27 the errors are in the
range of machine precision for all values of Λ2.
the obtained convergence orders contradict the results from [22] who report convergence
with third and fifth order respectively. This is most probably due to the fact that their
error measure was not in non-dimensionalized form.
While the D3Q19-S model shows the discussed artifacts that converge to zero with
increasing grid resolution, the D3Q27 model does not produce these spurious currents
at all. It correctly predicts zero velocities normal to the flow direction up to machine
accuracy, independent of the grid resolution and relaxation parameter. These results
agree with the findings of [22] and demonstrate the shortcomings of the D3Q19-S model.
The improved D3Q19-I model, however, does not show any spurious currents and correctly
predicts zero normal velocities, similar to the D3Q27 stencil. Thus, the observed numerical
artifacts of D3Q19-S can not be caused by the reduced number of discrete velocities, but
are a consequence of the discrete equilibrium choice.
5.2 Nozzle Geometry
As second test case we choose a nozzle geometry, which was employed by [26] to investigate
the deficiencies of the D3Q19 stencil compared to D3Q27. It is a benchmark flow model
used by the US Food and Drug Administration (FDA) Critical Path Initiative Project
[10]. As shown in Fig. 3 this benchmark scenario consists of a pipe flow, where the
pipe is linearly constricted to one third of its radius, leading to a ninefold increase in
flow velocity at the throat. The throat then opens abruptly at x = 0. The flow profile
is examined in the plane x = 4D, where a radially symmetric profile is expected for a
laminar flow. For all lattice models two simulations are conducted at Re = 250 and
Re = 500. As in [26], the Reynolds number is computed using the throat velocity and the
reduced throat diameter D/6. For all simulations a pipe diameter D = 80 is chosen. The
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Figure 2: Spurious currents for different lattice models in duct flow scenario.
simulation geometry is set up in waLBerla in parametric form using the Python interface
of the framework [1]. At the inflow a parabolic velocity profile is set with a maximum
velocity chosen such that the maximum lattice velocity at the throat is smaller than
0.07. The outlet is chosen sufficiently long such that the flow is fully developed when it
leaves the domain. As outflow boundary a constant pressure condition is employed. It
has been shown by [26] that the D3Q19-S lattice model produces qualitatively different
results than the D3Q27 model, especially for high Reynolds numbers. These deficiencies
were found to be independent of grid density and Mach number, and thus suspected
to be caused by the lack of isotropy of the D3Q19 stencil. We reproduce and confirm
their results for the standard D3Q19-S and the D3Q27 model and, additionally, conduct
the simulations also with our newly proposed D3Q19-I lattice model. The simulations
are run until the flow is fully developed. As in [26], we simulate for Re = 250 until
non-dimensional time 12, and for Re = 500 until 16.4 in non-dimensional time defined
as td = D/uavg,in with D being the pipe diameter in cells and uavg,in the average inflow
velocity in lattice units.
Fig. 4 shows contour plots of the velocity in flow direction ux at a slice x = 4D.
Due to the symmetry of the geometry we expect the laminar flow profile to be radially
symmetric. While the D3Q27 solution (right) shows perfect symmetry, the standard
D3Q19 lattice model yields a qualitatively different result. Despite requiring significantly
less computational resources compared to the D3Q27 model, the improved D3Q19 model
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Figure 3: Nozzle geometry for second simulation taken from [26]: specifications - not to
scale (left) and rendering (right)
also correctly recovers the same radially symmetric solution. The simulation at Re = 500
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Figure 4: Cross section at x=4D for D3Q19-S (left), D3Q19-I (middle) and D3Q27 (right)
at Re = 250 using simple BGK collision operator
with a simple BGK collision operator and the same grid resolution gets unstable due to
a large relaxation rate of 1.978. White et al. [26] used a regularized BGK operator to
overcome this problem. We instead use a more recently proposed, entropically stabilized
MRT model similar to KBC-N4 [2] where the relaxation rate for higher order moments is
locally adapted according to a maximum entropy condition. Note that the relaxation
of second order moments that control the fluid viscosity is not changed in this collision
operator, so the numerical viscosity is still constant in the complete domain. Results of
the Re = 500 scenarios in Fig. 5 show even larger artifacts for the D3Q19-S model which
are fully compensated in the improved model.
6 Conclusion
The D3Q19-S and D3Q27 lattice models both recover isothermal hydrodynamics in the
limit of high grid resolution and low Mach numbers. The D3Q19-S model, however
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Figure 5: Cross section at x=4D for D3Q19-S (left), D3Q19-I (middle) and D3Q27 (right)
at Re = 500 using entropically stabilized KBC-N4 method
shows anisotropic truncation errors which are especially prominent in scenarios with high
Reynolds numbers [26]. We demonstrate different approaches to construct LB equilibria.
The standard second order LB equilibrium is typically derived via a Hermite expansion
approach that yields an expression for the equilibrium that is valid for all stencils and has
to be adapted to concrete stencils by choosing different sets of weights. We present an
alternative equilibrium construction technique, based on the MRT idea of expressing the
collision operator in moment space. To discretize the continuous Maxwellian distribution
to a discrete velocity set, a linear independent set of equilibrium moments is chosen.
The equilibrium values for these moments are then determined from the continuous
Maxwellian. This leads to the same discrete equilibrium for D2Q9 and D3Q27 stencils,
for D3Q19 a different, more accurate lattice model is obtained. A steady state Chapman
Enskog analysis shows that already the second order error terms of the two D3Q19 models
differ. For D3Q19-S, the theoretical analysis predicts spurious currents normal to the flow
direction in a duct, that decay quadratically with the grid resolution. The error terms
causing these spurious currents are not present in our newly proposed D3Q19-I model.
Numerical experiments of the duct flow coincide with the theoretically predicted results.
For this test case, the D3Q19-I model achieves similar accuracy as the D3Q27 version.
The D3Q19 BGK simulation needs to load a factor of 19/27 less data from memory
and thus runs roughly 30% faster, assuming well optimized, memory bound compute
kernels and scenario sizes that do not fit into the outer level cache. To summarize, we
have presented an improved D3Q19 model that does not show the well-known accuracy
deficiencies of the standard D3Q19-S model (compared to D3Q27) while keeping the
superior runtime performance of the D3Q19-S model.
We have investigated two scenarios where the D3Q19-S model is known to produce
qualitatively different results than D3Q27 and demonstrated that D3Q19-I does not show
these anisotropic artifacts. What remains to be investigated is if the D3Q19-I model can
achieve faster times to solution, i.e. if the runtime advantage is sufficient to outweigh the
remaining accuracy gap.
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