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Abstract
A fundamental problem in the theory of linearized and projective polynomials over finite
fields is to characterize the number of roots in the coefficient field directly from the co-
efficients. We prove results of this type, of a recursive nature. These results follow from
our main theorem which characterizes the number of roots using the rank of a matrix that
is smaller than the Dickson matrix.
1 Introduction
Linearized polynomials with coefficients in a finite field Fqn arise in many different prob-
lems and contexts. A fundamental problem in the theory of linearized polynomials is to
characterize precisely the number of roots in Fqn in terms of the coefficients of the given
polynomial.
More precisely, let L(x) = a0x+a1x
q+a2x
q2 + · · ·+adx
qd be a q-linearized polynomial
with coefficients in Fqn . The roots of L(x) that lie in the field Fqn form an Fq-vector
space, which can have dimension anywhere between 0 and d. The fundamental problem
of linearized polynomials is to somehow determine the dimension of this Fq-vector space
directly from the coefficients a0, a1, . . . , ad. The ultimate goal is to find necessary and
sufficient conditions on the ai that tell when the dimension is equal to k, for each k
between 0 and d. In this paper we present results of this type, and our approach will
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generate further such results. Here is one example of our results (see Theorem 9 for the
full statement which covers all possibilities).
Theorem 1. Let L(x) = ax+ bxq + cxq
2
∈ Fqn[x]. Then L(x) has q
2 roots in Fqn if and
only if Gn−1 = 0 and N(b/c)Gn = 1, where the quantities Gn and Gn−1 are calculated
directly from the coefficients a, b, c, via a recursion, and N is the norm from Fqn to Fq.
For example, when n = 5 this theorem becomes the following.
Theorem 2. Let L(x) = ax+ bxq + cxq
2
∈ Fq5 [x]. Let u =
aqc
bq+1
. Then L(x) has q2 roots
in Fq5 if and only if b 6= 0, (1 − u)
q2+1 − uq = 0, and N(1 − u) = N(c/b), where N is
the norm from Fq5 to Fq.
We have several results of this flavour, which are presented in Sections 4 and 5. Our
proofs use a relationship between the number of roots (or the nullity) of L in Fqn and the
rank of a matrix we denote AL, which can be calculated explicitly from the coefficients
of L. This relationship is established in Theorem 5 in Section 3 and is the main result of
the paper. It is known that the nullity of a linearized polynomial is equal to the nullity of a
Dickson matrix (see [12]). However, the Dickson matrix can be difficult to calculate and
work with. In this paper we show that the nullity of a linearized polynomial is equal to
the nullity of AL − I , a matrix which is different to and smaller than the Dickson matrix.
An interesting feature of our results is that they are recursive in n, the degree of the
extension of Fq. This means that all the expressions in the coefficients for Fqn that occur
in our investigations (for example, the entries ofAL) will also be used for Fqn+1 and higher
degree extensions.
Alongside linearized polynomials we also consider projective polynomials, which are
polynomials of the form
d∑
i=0
aiy
qi−1
q−1 , ai ∈ Fqn.
We will prove similar results for projective polynomials, giving necessary and sufficient
conditions on the coefficients for each possibility for the number of roots in Fqn . The
number of roots of a projective polynomial is related to the eigenvectors of our matrix
AL, see Section 3.
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A polynomial in Fqn[x] is called a permutation polynomial if it induces a bijective function
on Fqn . A linearized polynomial is a permutation polynomial if and only if its only root
in Fqn is 0. Therefore, giving if and only if conditions on the coefficients of a linearized
polynomial to be a permutation polynomial can be seen as a special case of our results,
namely, the case when the dimension of the vector space of roots in Fqn is 0. For a detailed
statement about ax+bxq+cxq
2
see Theorem 9 and for ax+bxq+cxq
2
+dxq
3
see Theorem
15.
Listing all previous work on this topic is impossible in a few paragraphs. We give a
few references here, and others throughout the paper. Abhyankar [1] studied projective
polynomials for a different reason (realizing Galois groups). Bluher [2] studied projective
polynomials xq+1 + ax + b and showed that the number of roots in the ground field is
highly restricted. Helleseth and Kholosha [7] studied certain projective and linearized
polynomials in even characteristic, and gave a criteria for the number of roots in terms
of the coefficients. Our results generalize and extend theirs to all characteristics, and
to higher degree. The number of roots of a projective polynomial was related to the
eigenvectors of a certain matrix by von zur Gathen-Giesbrecht-Ziegler [6], however their
paper was not constructive, and does not give criteria based on the coefficients.
The paper is laid out as follows. In Section 2 we give preliminaries and background for
the paper. Then in Section 3 we present our main results relating the matrix AL to the
number of roots. Section 4 applies the main results to the case of degree q2, and Section 5
does the same for degree q3. Finally, in Section 6 we outline some possibilities for future
work.
2 Preliminaries
Throughout this paper, Fq is a finite field with q elements, Fqn is an extension field of
degree n, and σ is an automorphism of Fqn with fixed field Fq; in other words σ is a
generator of the Galois group Gal(Fqn : Fq). We write x
σ for the image of x under σ.
Note that xσ = xq
s
for some s ∈ {1, . . . , n} with gcd(n, s) = 1. We use N to denote the
norm function from Fqn −→ Fq, i.e., N(x) = x
1+σ+σ2+···+σn−1 for x ∈ Fqn .
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2.1 Linearized Polynomials
A σ-linearized polynomial is a polynomial of the form
L = a0x+ a1x
σ + a2x
σ2 + · · ·+ adx
σd ∈ Fqn[x]. (1)
If d is the largest integer such that ad 6= 0, we call d the σ-degree of L, and denote it
degσ(L) = d. The σ-linearized polynomials are precisely those which define an Fq-linear
map from Fqn to itself. As an Fq-linear map, a σ-linearized polynomial has a rank and a
nullity, and as usual rank(L) + null(L) = n. Throughout, when referring to the roots of
L ∈ L, we will mean only elements of Fqn; in other words, the kernel of L ∈ L as an
Fq-linear map on Fqn . When referring to the nullity of L ∈ L we will always mean the
nullity of the element of EndFq(Fqn) defined by L.
Throughout the paper we will assume that a0 6= 0. Although this is not usually necessary,
some of the arguments have to be done differently when a0 = 0, so for ease of presentation
we will make this assumption. When a0 = 0, one can usually apply a power of σ to L to
obtain a polynomial that has a0 6= 0.
Let L denote the set of all σ-linearized polynomials, and Lk the set of all σ-linearized
polynomials of σ-degree at most k−1. The set of σ-linearized polynomials with addition
and composition form a ring, which we denote by (L, ◦,+). IfM = b0x+ b1x
σ + · · ·+
bex
σe , then
L ◦M =
d+e∑
k=0
(∑
i
aib
σi
k−i
)
xσ
k
.
If L = L1 ◦ L2 for L1, L2 ∈ L, we say that L2 is a right component of L, and L1 is a left
component of L. We say that L is a left composition of L2 and a right composition of L1.
We define the greatest common right component and least common left composition of
L,M ∈ L in the natural way, and denote them by gcrc(L,M) and lclc(L,M) respectively.
This terminology follows [6].
Remark 1. The ring (L, ◦,+) is isomorphic to the skew-polynomial ring Fqn[t; σ]; the
non-commutative polynomial ring defined by tα = ασt for all α ∈ Fqn . Much of the
following can also naturally be expressed in terms of skew-polynomials. Though we will
not use this in this paper, we will make use of some basic facts from the theory of skew-
polynomials.
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Remark 2. In some literature, the symbol ⊗ is used instead of ◦, and the term symbolic
divisor is used instead of component.
The following are useful well-known facts. We refer the reader to [8], [11], and [18].
Most are generalisations of results originally proved by Ore [14] for the case q prime.
Proposition 1. Let (L, ◦,+) be the σ-linearized polynomial ring over Fqn for some σ ∈
Aut(Fqn/Fq).
(i) The multiplicative identity of L is x, and the centre of L is generated (as an Fq-
algebra) by x and xσ
n
.
(ii) (L, ◦,+) is a right-Euclidean domain with respect to σ-degree.
(iii) For any L,M ∈ L, it holds that degσ(L ◦M) = degσ(L) + degσ(M).
(iv) ([11] Propositions 1.2.11, 1.3.1) For any A,B ∈ L, it holds that
degσ(L) + degσ(M) = degσ(gcrc(L,M)) + degσ(lclc(L,M)).
(v) The element xσ
n
− x generates a maximal two-sided ideal in L, and
L
(xσn − x)
≃Mn×n(Fq).
(vi) The nullity of L ∈ Ln is equal to degσ(gcrc(L, x
σn − x)).
(vii) The nullity of L ∈ L is equal to the nullity of its associated Dickson matrix
DL :=


a0 a1 · · · an−1
aσn−1 a
σ
0 · · · a
σ
n−2
...
...
. . .
...
aσ
n−1
1 a
σn−1
2 · · · a
σn−1
0

 .
ByM modr L we mean the unique R ∈ L of σ-degree less than degσ(L) such that there
exists Q ∈ L satisfying
M = Q ◦ L+R.
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Remark 3. If xσ = xq, then it is known thatM modr L is equal to the usual polynomial
remainderM mod L, although the quotients Q,Q′ are not equal; indeed ifM = Q′L+
R, Q′ is not in L. Furthermore, the greatest common right component of L,M ∈ L
coincides with the greatest common divisor (in the usual sense) of L andM .
Suppose now xσ = xq
s
. A σ-linearized polynomial with coefficients in Fqn can also be
viewed as a σ-linearized polynomial with coefficients in Fqns . Suppose L,M are two
σ-linearized polynomials with coefficients in Fqn .
As both the usual Euclidean algorithm with multiplication and the right-Euclidean algo-
rithm with composition do not require any calculation in an extension field, the gcd (resp.
gcrc) of L and M over Fqn coincides with the gcd (resp. gcrc) of L and M over Fqns .
These coincide with each other by the previous statement, and so for any σ-linearized
polynomials, their gcd and gcrc over Fqn coincide.
Example 1. Let n = 5, and let xσ = xq, xτ = xq
2
, and let L,L′ be the rings of σ- and
τ -linearized polynomials over Fq5 respectively. Then the polynomial L = x
q2 − x has
σ-degree two, and τ -degree one. Clearly L has nullity one, as there are q roots of L in
Fq5 .
Then gcrc(xq
5
− x, xq
2
− x) = gcd(xq
5
− x, xq
2
− x) = xq − x, which has σ-degree one.
Now xτ
n
−x = xq
10
−x, and gcrc(xq
10
−x, xq
2
−x) = gcd(xq
10
−x, xq
2
−x) = xq
2
−x,
which has τ -degree one also. This illustrates Proposition 1 part (vi).
2.2 Projective Polynomials
Given L ∈ L of the form (1), we define its associated projective polynomial to be
PL(y) = a0 + a1y + a2y
[2] + · · ·+ ady
[d],
where
y[i] := y
σi−1
σ−1 .
Note that L(x) = xPL(x
σ−1), and so we say that PL is associated to L. We also say that
PL has σ-degree d.
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Projective polynomials were introduced by Abhyankar [1], where the coefficient field was
the transcendental extension Fq(t) of Fq. The original motivation was to find polynomials
with a given Galois group. However they have also been studied over Fqn , for example
by Bluher [2], and in [6], due to their interesting possible number of roots, and their
connection to calculating composition collisions. Projective polynomials with maximum
number of roots have been used in [9] for attacking the discrete logarithm problem in
cryptography; see Section 6 for further details.
The following is the most general known result for the number of roots of a projective
polynomial.
Theorem 3 ([6]). The number of roots of a projective polynomial of σ-degree d over Fqn
is of the form
∑
i
qni − 1
q − 1
for some nonnegative integers ni with
∑
i ni = d.
However this result does not give a way of determining the number of roots of a particular
projective polynomial from its coefficients. In [7], Helleseth-Kholosha gave criteria for
the case d = 2, q even. In this paper we will extend this to q odd and general d, and we
give a way of determining the number of roots from the coefficients.
2.3 Companion Matrix
Let L = a0x+ a1x
σ + · · ·+ adx
σd be a σ-linearized polynomial in Fqn[x] with σ-degree
equal to d. Define the companion matrix of L (and of PL) as the d× d matrix
CL =


0 0 · · · 0 −a0/ad
1 0 · · · 0 −a1/ad
...
...
. . .
...
...
0 0 · · · 1 −ad−1/ad

 .
We define further the matrix
AL = CLC
σ
L · · ·C
σn−1
L , (2)
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and we denote the characteristic polynomial of AL by χL. In this paper we consider AL
for the following reason.
Proposition 2. With the above notation, the map
ψ : Ld −→ Ld
M 7→ xσ ◦M modr L
defines an Fqn-semilinear map on Ld with associated matrix CL and automorphism σ.
The map
φ : Ld −→ Ld
M 7→ xσ
n
◦M modr L
defines an Fqn-linear map on Ld with associated matrix AL.
Proof. Each map is well-defined, as L is a right-Euclidean domain. Furthermore both
are additive, as L is a ring. Thus, to show semilinearity/linearity it suffices to show that
ψ(aM) = aσψ(M) and φ(aM) = aφ(M) for all M ∈ L, a ∈ Fqn . This follows from
the fact that xσ ◦ ax = aσxσ for all a ∈ Fqn , and so x
σ ◦ (aM) = aσxσ ◦ M . Thus
xσ ◦ (aM) modr L = a
σ(xσ ◦M modr L), as claimed.
We choose the canonical basis {x, xσ, . . . , xσ
d−1
} for Ld, and represent M ∈ Ld as a
column vector consisting of its coefficients. Then xσ ◦ xσ
i
= xσ
i+1
for all i. Thus ψ maps
the i-th basis vector to the (i+ 1)-st basis vector for i < d− 1. Furthermore
xσ ◦ xσ
d−1
= xσ
d
≡
1
ad
(adx
σd − L) modr L
= −
1
ad
(
a0x+ a1x
σ + · · ·+ ad−1x
σd−1
)
,
showing that ψ has matrix CL with respect to the canonical basis.
Finally, as φ = ψn, it follows that φ is a linear transformation of Ld, with associated
matrix AL with respect to the canonical basis of Ld.
Remark 4. In [13] the characteristic polynomial of the matrix AL is referred to as the
semi-characteristic polynomial of the semilinear transformation ψ. In [16] a similar ma-
trix was used to construct new semifields and MRD codes.
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Remark 5. Note that det(AL) = N(det(CL)) = N((−1)
da0/ad). In particular, this
implies that det(AL) lies in Fq. In fact, all the coefficients of χL (the characteristic poly-
nomial of AL) are in Fq, as we now prove.
Theorem 4. The coefficients of the characteristic polynomial of AL all lie in Fq.
Proof. The coefficients of the characteristic polynomial of AL are the elementary sym-
metric polynomials in the eigenvalues of AL. Since the trace of A
i
L is equal to the sum
of the i-th powers of the eigenvalues of AL, by Newton’s identities it is sufficient to show
that the trace of AiL lies in Fq for each i ≥ 0.
We have that Tr(AiL) = Tr((CLC
σ
L · · ·C
σn−1
L )
i). By the well-known commutativity prop-
erty of the trace function and by applying the automorphism σ it is clear that Tr(AiL)
σ =
Tr((AiL)
σ) = Tr(AiL), as claimed.
Remark 6. We note that the matrix AiL would be the matrix to use in place of AL if we
considered L ∈ L on Fqin . This is because CL has entries in Fqn and so
CLC
σ
L · · ·C
σin−1
L = (CLC
σ
L · · ·C
σn−1
L )
i.
2.4 A useful homomorphism
Given L =
∑
aix
σi ∈ L and α ∈ Fqn , define Lα =
∑
aiα
[i]xσ
i
. It is clear that PLα(y) =
PL(αy). Furthermore it holds that
Lα ◦Mα = (L ◦M)α,
i.e. L 7→ Lα is a homomorphism on the ring of linearized polynomials with composition.
Consequently, we have that
gcd(L,M)α = gcd(Lα,Mα)
(recall that gcd = gcrc by Remark 3).
Remark 7. This arises naturally in the skew-polynomial ring, where the map ℓ(t) 7→
ℓ(αt) is a ring-isomorphism.
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3 Main Results
We present one Proposition before our main theorems.
3.1 Roots of L and PL
The following relates the roots of PL(y) to the roots of the Lα’s.
Proposition 3. The number of roots of PL(y) in Fqn is equal to
∑
λ∈F∗q
qdλ − 1
q − 1
where dλ = degσ(gcrc(L(x), x
σn − λx)).
Proof. Suppose t is a root of PL(y) with N(t) = λ. Let α be a fixed element of Fqn with
N(α) = λ. Then t = αzσ−1 for some z ∈ Fqn , and z is unique up to F
∗
q-multiplication
(i.e. t = αzσ−1 = αwσ−1 if and only if z/w ∈ F∗q).
Hence 0 = PL(t) = PL(αz
σ−1) = PLα(z
σ−1) = Lα(z)/z, and thus the number of roots
of PL(y) in Fqn having norm λ is equal to the number of one-dimensional Fq-subspaces
of ker(Lα), which is
qdegσ(gcd(Lα(x),x
σn
−x)) − 1
q − 1
.
Finally, it suffices to show that degσ(gcd(Lα(x), x
σn−x)) = degσ(gcd(L(x), x
σn−λx)).
Note that (xσ
n
− x)α−1 = N(α
−1)xσ
n
− x = λ−1xσ
n
− x. Hence if
D(x) = gcd(L(x), xσ
n
− λx)
= gcd(L(x), (xσ
n
− x)α−1)
thenDα(x) = gcd(Lα(x), x
σn − x),
proving the claimed equality of degrees. Summing over λ ∈ F∗q gives the desired result
(recall that gcd = gcrc by Remark 3).
Later we will use this to give a more useful formula for calculating the number of roots
of PL(y).
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Note that the one-dimensional subspaces of the kernel of L(x) are in one-to-one corre-
spondence with solutions of the system PL(y) = 0, N(y) = 1, whereN(y) = y
[n] denotes
the field norm from Fqn to Fq.
3.2 First Main Result
We are now ready for our main results, which relate the number of roots of L and PL to
properties of the matrix AL. We emphasize again that the matrix AL is smaller than the
Dickson matrix, although having the same property. Indeed, for L ∈ L of σ-degree d, the
Dickson matrix is n× n whereas AL is d× d.
Theorem 5. Let L ∈ L, and let AL be defined as in (2). Then for any α ∈ F
∗
qn we have
null(Lα) = null(AL − λI),
where λ = N(α). In particular, the nullity of L is equal to the nullity of AL − I .
Proof. Suppose degσ(L) = d. By Proposition 2, AL is the matrix associated to the linear
transformation φ of Ld defined by
φ(M) = xσ
n
◦M modr L,
and so AL − λI is the matrix associated to φ− λ · id, which is defined by
(φ− λ · id)(M) = (xσ
n
− λx) ◦M modr L.
Suppose M ∈ ker(φ − λ · id), which occurs if and only if (xσ
n
− λx) ◦ M is a left
composition of L. As (xσ
n
− λx) commutes with every element of L (cf. Proposition 1)
we have that (xσ
n
− λx) ◦M = M ◦ (xσ
n
− λx). Let D = gcrc(L, xσ
n
− λx), and let
A,B be such that L = A ◦D, xσ
n
− λx = B ◦D. Note that gcrc(A,B) = x. Then
M ◦B ◦D ≡ 0 modrA ◦D
⇔ M ◦B ≡ 0 modrA.
Thus M ◦ B is a left composition of both A and B, and so is a left composition of
lclc(A,B), which we denote by C. Let E, F be such that C = E ◦ A = F ◦ B. By
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Proposition 1 (iii) and (iv), we have that degσ(C) = degσ(A) + degσ(B) = degσ(F ) +
degσ(B), and hence degσ(F ) = degσ(A).
Then there exists a uniqueG such thatM ◦B = G◦C. NowM ◦B = G◦C = G◦F ◦B,
and soM = G ◦ F . ThusM ∈ ker(φ − λ · id) if and only ifM is a left composition of
F of σ-degree at most d− 1.
Now degσ(F ) = degσ(A), and deg(A) = d − degσ(D), implying that deg(G) ≤
degσ(D)− 1. Thus
dimker(φ− λ · id) = degσ(D),
which by Proposition 1 (see also the proof of Proposition 3) is equal to null(Lα).
3.3 Second Main Result
Theorem 6. The number of roots of PL in Fqn is given by
∑
λ∈Fq
qnλ − 1
q − 1
,
where nλ is the dimension of the eigenspace of AL with eigenvalue λ.
The number of roots of L in Fqn is given by q
n1 , i.e., the size of the eigenspace of AL
corresponding to the eigenvalue 1.
Proof. This follows immediately from Proposition 3 and Theorem 5. Note that we only
sum over eigenvalues in Fq.
Remark 8. In [6] it was shown that the number of roots ofPL was related to the eigenspaces
of a linear map acting on the vector space of roots of L over the algebraic closure of Fqn .
However there was no explicit way of obtaining this linear map directly from the coeffi-
cients of L, whereas in this paper AL does provide such a method.
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3.4 Third Main Result
Theorem 7. Let L ∈ L have σ-degree d. Then PL has
qd−1
q−1
roots in Fqn if and only if
AL = λI
for some λ ∈ Fq. Also, L has q
d roots in Fqn if and only if
AL = I.
Proof. By Theorem 6, PL has
qd−1
q−1
roots if and only ifAL has an eigenspace of dimension
d, which occurs if and only if AL is a multiple of the identity.
Furthermore, L has qd roots in Fqn if and only if it has nullity d, which by Theorems 5
and 6 occurs if and only if AL = I .
An immediate corollary is the following known result [10, Theorem 10], which was used
in [15] to construct new maximum rank-distance codes.
Corollary 1. If L is a σ-linearized polynomial of σ-degree d such that L has qd roots,
then N(a0) = (−1)
ndN(ad).
Remark 9. Note that if xσ = xq, then this theorem gives us criteria for when L or PL
split completely over Fqn .
In the next sections we will use our main results to develop explicit criteria for the number
of roots of L and PL in the case of σ-degree two and three. Our method will work for any
σ-degree d, and any n, however the expressions become more complicated as d increases.
4 Criteria for the number of roots for σ-degree 2
4.1 Recursions for the matrix Ck
Let L = ax+ bxσ + cxσ
2
with a, b, c ∈ Fqn , ac 6= 0, and let
C = CL =
(
0 −a/c
1 −b/c
)
.
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We define C0 to be the k × k identity matrix, and for k ≥ 1 define
Ck = CC
σ · · ·Cσ
k−1
,
and note that Cn = AL. Observe that
Ck = Ck−1C
σk−1 = CCσk−1.
These two relations will allow us to obtain straightforward recursions for the entries of
Ck. We make the following substitutions in order to simplify the calculations. Let
u =
aσc
bσ+1
and define matrices
X =
(
a/b 0
0 1
)
, Zk =
(
(b/c)[k−1] 0
0 (b/c)[k]
)
and define Yk by Ck = XYkZk.
Remark 10. Although the introduction of u suggests that we must assume that b 6= 0, this
is not the case. We work with this expression formally, purely for convenience and ease
of notation and calculation. The matrix AL contains no expressions with a denominator
involving b, and so the same is true of all determinants and minors calculated in the sequel.
Thus it is safe to perform calculations using u, so long as one clears denominators before
evaluating an expression.
It is easy to check that
Y1 =
(
0 −1
1 −1
)
,
Lemma 1. Let k ≥ 2, then Yk satisfies the recursions
Yk = Yk−1
(
0 −u
1 −1
)σk−2
Yk =
(
0 −1
u −1
)
Y σk−1.
Thus Yk is a matrix each of whose entries is a polynomial in the indeterminate u.
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Proof. We have that
Yk = X
−1CkZ
−1
k = X
−1Ck−1C
σk−1Z−1k = X
−1(XYk−1Zk−1)C
σk−1Z−1k ,
and so the proof of the first follows from a simple verification that Zk−1C
σk−1Z−1k is the
stated matrix
(
0 −u
1 −1
)σk−2
.
Similarly we have
Yk = X
−1CCσk−1Z
−1
k = (X
−1CXσ)Y σk−1(Z
σ
k−1Z
−1
k )
and the proof of the second follows from a verification that Zσk−1Z
−1
k = (c/b)I , and that
(c/b)X−1CXσ is the stated matrix
(
0 −1
u −1
)
.
We will write the second column of Yk as (Fk, Gk)
T , where Fk and Gk are functions of
u. In other words, we define Gk to be the (2, 2) entry of Yk, and define Fk to be the (1, 2)
entry of Yk. Then G0 = 1, G1 = −1 and G2 = 1 − u. It is clear from the first recursion
in Lemma 1 that
Yk =
(
Fk−1 Fk
Gk−1 Gk
)
,
and that
Gk +Gk−1 + u
σk−2Gk−2 = 0. (3)
Furthermore, the second recursion gives us that Fk = −G
σ
k−1, and Gk = uF
σ
k−1 − G
σ
k−1.
Together this gives
Gk +G
σ
k−1 + uG
σ2
k−2 = 0. (4)
We observe that these recursions are essentially the same as those found by Helleseth-
Kholosha in [7] in the special case q even, although their method was very different from
ours.
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Therefore we can rewrite Yk in terms of the sequence (Gk), as follows:
Yk =
(
−Gσk−2 −G
σ
k−1
Gk−1 Gk
)
Note that if k = n, (3) and (4) imply that
Gσ
2
n −Gn = G
σ
n−1 −G
σ2
n−1.
Thus, as Cn = AL by definition, we have AL = XYnZn, which shows the following.
Proposition 4. Let L = ax + bxσ + cxσ
2
with a, b, c ∈ Fqn , ac 6= 0, and let Gk be as
defined above. Then
AL = N(b/c)
(
−uσ
−1
Gσn−2 −(a/b)G
σ
n−1
(c/b)σ
−1
Gn−1 Gn
)
To calculate the number of roots of L and PL, we need to know the characteristic polyno-
mial of AL. Directly from Proposition 4 we get
det(AL) = N(b/c)
2uσ
−1
(Gσ+1n−1 −GnG
σ
n−2)
Tr(AL) = N(b/c)(Gn − u
σ−1Gσn−2)
= N(b/c)(Gn +G
σ
n +G
σ
n−1).
Note that det(AL) = N(det(C)) in general, and so for d = 2 we get
det(AL) = N(a/c).
Thus we have that
N(b/c)2uσ
−1
(Gσ+1n−1 −GnG
σ
n−2) = N(a/c),
and so
uσ
−1
(Gσ+1n−1 −GnG
σ
n−2) = N(u).
This proves the following. Recall that χL is the characteristic polynomial of AL.
Proposition 5. Let L = ax + bxσ + cxσ
2
with a, b, c ∈ Fqn , ac 6= 0, and let Gk be as
defined above. Let µ = N(b/c). Then
χL(µx) = µ
2
(
x2 − (Gn +G
σ
n +G
σ
n−1)x+N(u)
)
.
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4.2 Criteria for number of roots of PL
If degσ(L) = 2, then AL is a 2× 2 matrix. Thus
χL(x) = x
2 − Tr(AL)x+ det(AL).
By Theorem 6, the number of roots of PL in Fqn is determined by the dimension of the
eigenspaces of AL corresponding to eigenvalues in Fq. Hence if χL(x) has two distinct
roots in Fq, then PL has two roots in Fqn . If χL(x) has no roots in Fq, then PL has no
roots in Fqn . If χL(x) has a double root in Fq, then PL has either 1 or q+1 root(s) in Fqn ;
if AL is a scalar multiple of the identity then PL has q + 1 roots, otherwise it has 1 root.
Hence we have the following.
If q is odd, let
∆L = Tr(AL)
2 − 4 det(AL)
= N(b/c)2((Gn +G
σ
n +G
σ
n−1)
2 − 4N(u))
If q is even, let
ΛL = det(AL)/Tr(AL)
2
and let T0 denote the absolute trace, i.e. the trace from Fqn to F2.
Theorem 8. Let L(x) = ax+bxσ+cxσ
2
∈ Fqn [x]. Let ZL denote the number of solutions
to PL(x) = a + bx + cx
σ+1 = 0 in Fqn . For any q, ZL = q + 1 if and only if Gn−1 = 0
and Gn ∈ Fq.
If q is odd and b 6= 0, then
• ZL = q + 1 if and only if∆L = 0 and Gn−1 = 0.
• ZL = 1 if and only if∆L = 0 and Gn−1 6= 0.
• ZL = 2 if and only if∆L is a non-zero square in Fq.
• ZL = 0 if and only if∆L is a non-square in Fq.
If q is even and b 6= 0, then
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• ZL = q + 1 if and only if Gn−1 = 0 and Gn ∈ Fq.
• ZL = 1 if and only if Gn−1 6= 0 and Gn ∈ Fq.
• ZL = 2 if and only if Gn /∈ Fq and T0(ΛL) = 0.
• ZL = 0 if and only if Gn /∈ Fq and T0(ΛL) = 1.
If b = 0 and n is odd, then ZL = 1 if N(−a/c) is a nonzero square in Fq, and ZL = 0
otherwise.
If b = 0 and n is even, then ZL = q + 1 if Nqn:q2(−a/c) ∈ Fq, and ZL = 0 otherwise.
Proof. By Theorem 7, PL has q + 1 roots if and only if AL is a scalar multiple of the
identity. By Proposition 4, AL is a diagonal matrix if and only if Gn−1 = 0. Suppose
Gn−1 = 0. Then (3) and (4) with k = n are
Gn + u
σn−2Gn−2 = 0 and Gn + uG
σ2
n−2 = 0.
Thus we get that Gn = G
σ2
n , and so Gn ∈ Fq2 . Then −u
σn−1Gσn−2 = G
σ
n, and so
AL = N(b/c)
(
Gσn 0
0 Gn
)
Thus AL is a scalar multiple of the identity if and only if Gn−1 = 0 and Gn ∈ Fq, as
claimed.
The remaining cases follow immediately from Theorem 6 and Proposition 5, together with
the well-known criteria for the number of distinct roots of a quadratic polynomial.
4.3 Criteria for number of roots of L
We now present the analogous theorem for the linearized polynomial, which classifies all
the possibilities for the number of roots.
Theorem 9. Let L(x) = ax+ bxσ + cxσ
2
∈ Fqn [x] with ac 6= 0. Then
(i) L has q2 roots in Fqn if and only if Gn−1 = 0 and N(b/c)Gn = 1;
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(ii) L has q roots in Fqn if and only if
1−N(b/c)(Gn +G
σ
n + G
σ
n−1) +N(a/c) = 0,
and the conditions of (i) are not satisfied.
(iii) L has 1 root in Fqn if and only if
1−N(b/c)(Gn +G
σ
n + G
σ
n−1) +N(a/c) 6= 0.
Proof. (i) By Theorem 7, L has q2 roots in Fqn if and only if AL = I . The same argument
as in Theorem 8 shows that this occurs if and only if Gn−1 = 0 and N(b/c)Gn = 1, as
claimed.
(ii) By Theorem 6 L has q roots in Fqn if and only if 1 is an eigenvalue of AL, and
AL 6= I . Evaluating the characteristic polynomial at 1 using Proposition 5 gives the
stated expression.
(iii) By Theorem 6 L has one root in Fqn if and only if 1 is not an eigenvalue of AL.
4.4 Examples for small n
The sequence (Gk) begins as follows, starting at G0.
k Gk
0 1
1 −1
2 1− u
3 uσ + u− 1
4 (1− u)σ
2+1 − uσ
5 1− uσ
3+1 − (1− u)σ
2+1 − (1− u)σ
3+σ
We proceed recursively to compute theGk andAL. The conditions for the number of roots
of PL depend on det(AL) and Tr(AL). Note that we always have that det(AL) = N(a/c).
We compute now the expression for Tr(AL) for some small values of n. We denote the
trace function from Fqi to Fq by trqi:q, and the trace function from Fqn to Fq by tr.
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n = 4: For L ∈ Fq4 [x], we have
AL = N(b/c)
(
−uσ
3
Gσ2 −(a/b)G
σ
3
(c/b)σ
3
G3 G4
)
= N(b/c)
(
uσ
3
(uσ − 1) (a/b)(1− uσ − uσ
2
)
(c/b)σ
3
(u+ uσ − 1) (1− u)σ
2+1 − uσ
)
Furthermore we have
Tr(AL) = N(b/c)(1− trq4:q(u) + trq2:q(u
1+σ2))
∆L = Tr(AL)
2 − 4 det(AL)
= N(b/c)2
(
(G4 +G
σ
4 +G
σ
3 )
2 − 4N(u)
)
.
n = 5: For L ∈ Fq5 [x], we have
AL = N(b/c)
(
−uσ
4
Gσ3 −(a/b)G
σ
4
(c/b)σ
4
G4 G5
)
Tr(AL) = N(b/c)(tr(u− u
1+σ2)− 1)
n = 6: For L ∈ Fq6 [x], we have
Tr(AL) = N(b/c)(1− trq6:q(u− u
1+σ2) + trq3:q(u
1+σ3)− trq2:q(u
1+σ2+σ4)).
n = 7: For L ∈ Fq7 [x], we have
Tr(AL) = N(b/c)(tr(u− u
σ2+1 − uσ
3+1 + uσ
4+σ2+1)− 1)
5 Criteria for the number of roots for σ-degree 3
5.1 Recursions for the matrix Ck
Let L = ax+ bxσ + cxσ
2
+ dxσ
3
with a, b, c, d ∈ Fqn , ad 6= 0.
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Define
CL =

0 0 −a/d1 0 −b/d
0 1 −c/d

 ,
and
Ck = CLC
σ
L · · ·C
σk−1
L .
Note that
Ck = Ck−1C
σk−1
L = CLC
σ
k−1.
We define
w =
aσc
bσ+1
and z =
bσd
cσ+1
.
We note the following identities:
wz =
aσd
bcσ
wσzσ+1 =
aσ
2
dσ+1
cσ2+σ+1
.
Let k ≥ 3 and let us define
X =

a/c 0 00 b/c 0
0 0 1

 , Zk =

(c/d)[k−2] 0 00 (c/d)[k−1] 0
0 0 (c/d)[k]


and define Yk by Ck = XYkZk. Define also
Y2 =

0 −1 10 −1 1− wz
1 −1 1− z


Lemma 2. Let k ≥ 3, then Yk satisfies the recursions
Yk = Yk−1

0 0 −wσzσ+11 0 −zσ
0 1 −1


σk−3
Yk =

 0 0 −1wz 0 −1
0 z −1

Y σk−1
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Proof. The proof is analogous to Lemma 1.
Thus Yk is a matrix each of whose entries is a polynomial in the two variables w, z. We
will write the third column of Yk as (Fk, Gk, Hk)
T . In other words, we define Hk to be
the (3, 3) entry of Yk, withH0 = 1, H1 = −1 and H2 = 1− z.
It is clear from the first recursion that
Yk =

Fk−2 Fk−1 FkGk−2 Gk−1 Gk
Hk−2 Hk−1 Hk

 ,
and that
Hk +Hk−1 + z
σk−2Hk−2 + w
σk−2zσ
k−2+σk−3Hk−3 = 0. (5)
Furthermore, the second recursion gives us that Fk = −H
σ
k−1, Gk = wzF
σ
k−1−H
σ
k−1, and
Hk = zG
σ
k−1 −H
σ
k−1. Together this gives
Hk +H
σ
k−1 + zH
σ2
k−2 + w
σzσ+1Hσ
3
k−3 = 0. (6)
Therefore we can rewrite Yk in terms of the sequence (Hk), as follows:
Yk =

 −Hσk−3 −Hσk−2 −Hσk−1−wzHσ2k−4 −Hσk−3 −wzHσ2k−3 −Hσk−2 −wzHσ2k−2 −Hσk−1
Hk−2 Hk−1 Hk


Note that when k = n, taking (5) to the power of σ3 and subtracting (6) gives
Hσ
3
n +H
σ3
n−1 + z
σHσ
3
n−2 = Hn +H
σ
n−1 + zH
σ2
n−2. (7)
As Cn = AL by definition, we have AL = XYnZn, which shows the following.
Theorem 10. Let L = ax + bxσ + cxσ
2
+ dxσ
3
with a, b, c, d ∈ Fqn , ad 6= 0, and let Hk
be as defined above. Then AL is determined by Hn, Hn−1, andHn−2. Explicitly,
AL = N(c/d)

Hσ
−2
n +H
σ−1
n−1 + z
σ−2Hn−2 −(a/b)z
σ−1Hσn−2 −(a/c)H
σ
n−1
(d/c)σ
−2
(Hσ
−1
n−1 +Hn−2) H
σ−1
n +Hn−1 −(b/c)(wzH
σ2
n−2 +H
σ
n−1)
(d/c)σ
−1+σ−2Hn−2 (d/c)
σ−1Hn−1 Hn

 .
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Furthermore, the coefficients of the characteristic polynomial χ = x3−χ2x
2 +χ1x−χ0
of AL are given by
χ0 = det(AL) = N(−a/d) = N(c/d)
3N(−w)N(z)2,
and
χ1 = N(c/d)
2(a1 + a2 + a3)
where
a1 = w
σzσ+1(Hσn−1H
σ3
n−2 +H
σ2+σ3
n−2 + z
σHσ
3
n−2H
σ3
n−3 + w
σ2zσ+σ
2
Hσ
3+σ4
n−3 )
a2 = w
σzσ+1(Hσ
2
n H
σ3
n−3 +H
σ3
n−1H
σ2
n−2)
a3 = w
σ2zσ+σ
2
(Hσ
2
n H
σ4
n−3 +H
σ2
n−1H
σ4
n−2) + z
σ(Hσ
2
n H
σ3
n−2 +H
σ2+σ3
n−1 ),
and
χ2 = Tr(AL) = N(c/d)(H
σ2
n +H
σ
n +Hn +H
σ
n−1 +H
σ2
n−1 + zH
σ2
n−2).
Proof. It can be easily verified using the matrix Yk that AL = XYnZn has the given form.
The proof of the coefficients χ1 and χ2 then follows by direct calculation, taking into
account the two recursions and the fact that each coefficient is in Fq by Theorem 4. For
example, we have taken the trace of the matrix to the power of σ2.
The constant term χ0 is equal to the determinant of AL, which is equal to the norm of the
determinant of CL (see Remark 5) and the determinant of CL is −a/d.
5.2 Criteria for number of roots of PL
Theorem 11. If L = ax + bxσ + cxσ
2
+ dxσ
3
with ad 6= 0, then the number of roots of
PL = a + bx + cx
σ+1 + dxσ
2+σ+1 in Fqn is given by the eigenvalues and eigenvectors of
AL, as follows.
Let ma denote the algebraic multiplicity and let mg denote the geometric multiplicity of
an eigenvalue of AL.
• PL has q
2 + q + 1 roots in Fqn if and only if AL has one eigenvalue in Fq with
multiplicity pair (ma, mg) = (3, 3).
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• PL has q+1 roots in Fqn if and only ifAL has one eigenvalue in Fq with multiplicity
pair (ma, mg) = (3, 2).
• PL has 1 root in Fqn if and only if AL has one eigenvalue in Fq with multiplicity
pair (ma, mg) = (3, 1) or (1, 1).
• PL has q+2 roots in Fqn if and only ifAL has one eigenvalue in Fq with multiplicity
pair (ma, mg) = (1, 1) and one eigenvalue in Fq with multiplicity pair (ma, mg) =
(2, 2)
• PL has 2 roots in Fqn if and only ifAL has one eigenvalue in Fq with multiplicity pair
(ma, mg) = (1, 1) and one eigenvalue in Fq with multiplicity pair (ma, mg) = (2, 1)
• PL has 3 roots in Fqn if and only if AL has three distinct eigenvalues in Fq each
with multiplicity pair (ma, mg) = (1, 1)
• PL has 0 roots in Fqn if and only if AL has no eigenvalues in Fq.
There are no other possibilities.
Proof. The follows from Theorem 6 and consideration of all possible eigenvalue-eigenvector
behaviours. Only eigenvalues in Fq contribute, and the characteristic polynomial must
have 0, 1 or 3 roots in Fq because it has coefficients in Fq by Theorem 4.
Exact criteria for each case can be found in a similar way to the σ-degree 2 case. As an
example, we give the exact criteria for the first case, when PL has the maximum number
of roots in Fqn .
Theorem 12. If L = ax+ bxσ + cxσ
2
+ dxσ
3
with abcd 6= 0, then PL = a+ bx+ cx
σ+1+
dxσ
2+σ+1 has q2 + q + 1 roots if and only if Hn−1 = Hn−2 = 0 and Hn ∈ Fq.
Proof. By Theorem 7, PL has q
2 + q+1 roots if and only if AL is a scalar multiple of the
identity.
If Hn−1 = Hn−2 = 0 then using the second recursion (6), this automatically implies that
−wzHσ
2
n−4 − H
σ
n−3 = 0. Hence, by the form of the matrix in the statement of Theorem
10, AL is a diagonal matrix if and only if Hn−1 = Hn−2 = 0.
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Suppose now Hn−1 = Hn−2 = 0. Then (7) implies that Hn = H
σ3
n , so Hn ∈ Fq3 , and by
Theorem 10, we get
AL = (c/d)
[n]

Hσn 0 00 Hσ2n 0
0 0 Hn

 .
Hence AL is a scalar multiple of the identity if and only if Hn ∈ Fq.
Remark 11. Theorem 12 is valid only for the case where all coefficients are nonzero, due
to the fact that the expressions Hk are functions of w and z, which are not defined for
bc = 0. However the matrix in Theorem 10 is valid, so long as we clear denominators
before evaluating. For example, for AL to be a scalar multiple of the identity, we require
N(c/d)(a/c)Hσn−1 = 0. For n = 4 this becomesN(c/d)(a/c)(z
σ+z−1−wσz1+σ)σ = 0,
and multiplying out we get no denominators involving b or c.
We state full criteria only for the case abcd 6= 0 for simplicity. All other cases can be
similarly analysed by a more careful consideration of Theorem 10.
5.3 Criteria for number of roots of L
Theorem 13. For g ∈ {0, 1, 2, 3}, if L = ax+ bxσ + cxσ
2
+ dxσ
3
with d 6= 0, then L has
qg roots in Fqn if and only if 1 is an eigenvalue of AL with geometric multiplicity g.
Proof. The follows from Theorem 6.
One can calculate exact criteria for each case g = 0, 1, 2, 3 from the matrix AL. As an
example, we state the g = 3 and g = 0 cases here.
Theorem 14. If L = ax + bxσ + cxσ
2
+ dxσ
3
with abcd 6= 0, then L has q3 roots if and
only if Hn−1 = Hn−2 = 0 andHnN(c/d) = 1.
Proof. By the proof of Theorem 12 AL is a scalar multiple of the identity if and only if
Hn−1 = Hn−2 = 0 and Hn ∈ Fq, in which case AL is equal to the identity if and only if
HnN(c/d) = 1.
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Theorem 15. If L = ax + bxσ + cxσ
2
+ dxσ
3
with d 6= 0, then L is a permutation
polynomial if and only if 1− χ2 + χ1 − χ0 6= 0, where χi are given in Theorem 10.
Proof. L is a permutation polynomial if and only if 0 is its only root. This occurs if and
only if 1 is not an eigenvalue of AL. The given expression is just the evaluation of the
characteristic polynomial of AL at 1, and so the result follows.
5.4 Example for n = 5
Using the definitions and recursions, we see that the sequence (Hk) begins as follows.
k Hk
0 1
1 −1
2 1− z
3 zσ + z − 1− wσz1+σ
4 1− z − zσ − zσ
2
+ wσ
2
zσ+σ
2
+ z1+σ
2
+ wσz1+σ
Thus for a linearized or projective polynomial of σ-degree 3 to have maximum number
of roots in Fq5 , we require that H3 = H4 = 0. Thus after some simple algebra we have
that this occurs precisely when zσ
2+1 + zσ − 1 = 0 and zσ + z − 1−wσz1+σ = 0. When
both of these are satisfied, we haveH5 = (1− z− z
σ)(1− z)σ
3
, and further manipulation
gives that H5 = −N(z). This immediately gives the following.
Theorem 16. Suppose L = ax + bxσ + cxσ
2
+ dxσ
3
has coefficients in Fq5 , and abcd 6=
0. Then PL = a + bx + cx
σ+1 + dxσ
2+σ+1 has q2 + q + 1 roots in Fq5 if and only if
zσ
2+1 + zσ − 1 = 0 and zσ + z − 1− wσz1+σ = 0.
Also, L has q3 roots in Fq5 if and only if z
σ2+1 + zσ − 1 = 0, zσ + z − 1 − wσz1+σ = 0,
and N(z)N(c/d) = −1.
6 Applications
In this section we outline a few topics where our results could be applied.
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6.1 MRD codes from Linearized Polynomials
A σ-linearized polynomial naturally defines an Fq-linear map from Fqn to itself. Con-
versely, for every such map there exist a unique σ-linearized polynomial of degree at
most n− 1 representing it. By Proposition 1, every nonzero element of Lk−1 has rank at
least n− k + 1, and Lk−1 has dimension nk over Fq. Such a set of maps is called a max-
imum rank-distance code (MRD code) and optimal with respect to dimension for a given
minimum rank. This construction is known as a (generalised) Gabidulin code, though the
construction with aσ = aq is due to Delsarte. We refer to [15] for background.
Corollary 1 was first proven in [10, Theorem 10], and has been used in for example [15]
and [17] to construct new families of MRD codes.
Further constructions have been obtained in the case n = 6, 8 [3], [5], again using prop-
erties of σ-linearized polynomials.
In order to improve on these results, or to classify such objects, more exact criteria for
the rank of a σ-linearized polynomial are required. This is one of the motivations for this
paper.
6.2 Hasse-Witt matrices
Let C be a smooth projective curve of genus g > 0 that is defined over Fq. The Hasse-
Witt matrix H represents the action of the Frobenius operator on the cohomology group
H1(C,OC) where OC is the structure sheaf. The Frobenius operator is a semilinear map
analogous to ψ in Proposition 2, and its n-th power is a linear map analogous to φ in
Proposition 2. SinceH1(C,OC) is g-dimensional the Hasse-Witt matrix is a g×g matrix.
The Hasse-Witt invariant of the curve C, also known as the p-rank of the curve, is the
rank of the matrix
HHσHσ
2
· · ·Hσ
g−1
.
The similarity between this matrix and our matrix AL is clear (we haveH instead of CL).
The Hasse-Witt invariant is therefore also equal to the rank of the Frobenius operator
composed with itself g times.
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There are papers in the literature that calculate the Hasse-Witt invariant for certain types
of curves, by finding the rank of the matrix HHσHσ
2
· · ·Hσ
n−1
. Finding the rank and
characteristic polynomial of these matrices therefore has applications in algebraic geom-
etry. The results and methods of this paper are applicable to any curve whose Hasse-Witt
matrix has the form of CL in Section 2.3, i.e., the form of a companion matrix.
6.3 Cryptography
Recent work on the Discrete Logarithm Problem (DLP) in finite fields relies on a supply
of projective polynomials that split completely, i.e., they have all their roots in the ground
field (see [9] for details). The projective polynomials xq+1+Bx+B were used in setting
new world records for the DLP because of the high number of B’s that exist where the
polynomial splits completely.
These results about xq+1 + Bx + B can be seen as a special case of our d = 2 results
in Section 4, Theorem 8, which give precise if and only if conditions for a projective
polynomial PL(x) = a + bx+ cx
σ+1 ∈ Fqn [x] to split completely.
Moreover, Theorem 12 presents precise if and only if conditions for a projective polyno-
mial PL(x) = a+ bx+ cx
σ+1 + dxσ
2+σ+1 ∈ Fqn[x] to split completely. It is possible that
Theorem 12 and these projective polynomials, or a certain subset of these polynomials,
could be used to speed up attacks on the finite field DLP.
7 Comment
Some results of this paper, in particular the second statement of Theorem 7, were simul-
taneously and independently obtained by the authors of [4]. The results of this paper and
those of [4] were each presented at the conference Combinatorics 2018 on June 7th 2018.
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