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1. INTRODUCTION
In this talk I would like to report on some preliminary work done in collabo-
ration with J.L.F. Barbo´n on the application of large-N reduced models [1,2,3] to
the study of non-critical strings in dimensions higher than one. This is a rather
challenging problem, and at the moment we can only make few general remarks
on a proposal to construct these theories. The first lattice formulations of string
theories in arbitrary dimensions appeared in the mid-eigthies [4,5,6,7], and
there was a good deal of activity in the solution of some two-dimensional models
in random triangulated surfaces [10]. A breakthrough took place with the work in
ref. [8] which provided a description in the continuum of the coupling of minimal
conformal models to two-dimensional gravity in the light-cone gauge. The subse-
quent formulation of these models in the conformal gauge and the generalization
of the results to surfaces of arbitrary topology appeared in [9]. With the discovery
of the double scaling limit [11] we begun to understand some of the perturbative
and non-pertubative properties of non-critical strings in dimensions below or equal
to one. Little progress has been made however in going beyond d = 1 apart from
some evidence that it is possible to construct Liouville Quantum Field Theory in
some especial dimensions d = 7, 13, 19 .
Some interesting problems involving the presence of external have also been
studied [13,14,15,16]. In particular the work in [16] attempted to generalize the
standard one-matrix model to include the presence of local curvatures in the tri-
angulated surfaces described by the large-N limit. We will make contact with this
work later in this lecture.
The outline of this talk is as follows: In section one we present the problem
of strings in arbitrary dimensions in general. In section two we briefly review
the definition of the reduced models in the large-N description of matrix field
theories, and the general features of the effective one-matrix model formulation of
strings propagating in D-dimensional flat space-time. In section three we present
the general features of the model and study the simplest possible approximation
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leading to a polymer phase. In section four we study more precise approximations
as well as the critical properties of some effective actions suggested from our model.
We show that for these effective actions we can obtain positive string susceptibilities
γst = n/(n+m+1) with n,m arbitrary positive integers. We compute correlators
of macroscopic loop operators on the surface and show that only for a subclass of
critical points (n = 1) is it possible to define macroscopic loops in the continuum
limit. Furthermore the continuum limit of these theories contains an extra state
with respect to the standard pure gravity case, representing the breaking of the
surface in two pieces. This extra state is probably the shadow of the tachyon in the
approximations to our model that we study. We also explore some of the scaling
operators appearing in truncations of the reduced model. This section contains our
main results. The outlook and possible future avenues to be investigated, together
with the conclusions appear in section five.
2. LARGE-N REDUCED THEORIES AND MATRIX MODELS
In the study of strings propagating in flat D-dimensional space-time, we repre-
sent the sum over two-dimensional metrics in Polyakov’s approach to string theory
[17] by a sum over tringulated surfaces. The quantity we would like to evaluate
[4,6,7] is
Z =
∑
g
κ2(g−1)
∑
T
e−µ|T |
|n(T )|
∫ ∏
i∈T0
σαi d
DXi
∏
〈ij〉∈T1
G(Xi −Xj) (2.1)
Where g is the genus of the triangulation. For a given triangulation T , T0, T1, T2
are respectively the sets of vertices, edges and faces of T , n(T ) is the order of the
symmetry group of T , |T | is the total area of T counting that every triangle has
unit area. µ is the bare two-dimensional cosmological constant, Xi describes the
embedding of the triangulation into D-dimensional flat space-time and G(X−Y ) is
the propagator factor for each link. We have included also the local volume factor
σαi at site i to represent the effect of local curvature. Usually we take α = D/2,
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but it is more convenient to leave this exponent arbitrary to include the effect of
local curvature terms on the world-sheet. For a triangulation, if qi is the local
coordination number at site i (the number of triangles sharing this vertex),
σi =
qi
3
,
and the volume factor in the measure can be shown to be related in the continuum
to an expansion of the form:
∑
i
ln σi = c0 + c1
∫ √
gR + c2
∫ √
gR2 . . . ,
thus representing some of the effects of world-sheet curvature. The general features
of the phase diagram in the (D,α) plane were studied for example in [18]. In the
standard Polyakov formulation, the propagator is Gaussian,
G(X) = e−X
2/2
By standard large-N analysis the sum (2.1) can be transformed [6,7] into the large-
N expansion of a matrix field theory in D-dimensions
Z = lim
N→∞
log
∫
Dφ exp
(
−N
∫
dDXTr(
1
2
φG−1φ+
1
3
gφ3)
)
(2.2)
It is difficult to proceed very far with Gaussian propagators. If we work in dimen-
sions D < 6 it should not matter whether we replace the Gaussian propagator by
the Feynman propagator. There is numerical evidence that this change does not
affect the critical properties of the theory below six dimensions [19]. Notice that
in this construction the exponent α in (2.1) is set to zero. If we want to include
the effect of local world-sheet curvature, we can follow [16] and change the kinetic
term in (2.2). The two-dimensional cosmological constant is here represented by
3
g, g = e−µ. To summarize, we want to study the critical properties of the action:
Z =
∫
Dφ(X) exp
(
−N
∫
dDXTr(
1
2
∂µφ∂
µφ+
g
3
φ3)
)
, (2.3)
or
Z =
∫
Dφ(X) exp
(
−N
∫
dDXTr(
1
2
A∂µφA∂
µφ+
g
3
φ3)
)
, (2.4)
where A is a constant N ×N matrix and φ is an N ×N matrix field. The reason
why the A-matrix in the kinetic term simulates the effect of local curvature can be
seen by writing the propagator in (2.4) explicitly
〈φij(X)φkl(Y )〉 = A−1jk A−1li G(X − Y ).
If we ignore for the time being the propagator factor G, for every closed index loop
in a generic φ3 graph made of q propagators, we obtain a contribution of trA−q.
Since the φ3 graphs are dual to triangulation, this means that we are associating a
curvature factor of trA−q to the vertex dual to the face considered. In this way we
can simulate the presence of the σα term in the measure in (2.2). We are interested
in particular in the computation of the string susceptibility exponent
χ ∼ ∂
2F
∂g2
∼ (g − gc)−γst, (2.5)
where F is the free energy of the system, and gc is the critical value of g indicating
the location of the critical point. Apart from the string susceptibility we would
also like to compute the spectrum of scaling operators and the properties of the
quantum geometry implied by (2.3)(2.4).
To simplify the arguments we concentrate on the study of planar configurations
(spherical topologies). From work dating back to the late seventies [20], and due
to the factorization properties of the leading large-N approximation, the planar
limit is dominated by a single constant configuration; Witten’s master field (a
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master orbit in the case of gauge theories). This idea is explicitly realized in
0-dimensional matrix models [21] and in lattice gauge theories one can think of
the reduced Eguchi-Kawai (EK)[1] or Twisted Eguchi-Kawai (TEK)[2] models as
explicit descriptions of the master field. We now briefly describe the main ideas
behind the reduced models. Further details can be found in the previous references
and in the review article [3]. These models were originally formulated to describe
the large-N properties of lattice gauge theories.
Due to the factorization property in the large-N limit, the Schwinger-Dyson
equations for Wilson-loops form a closed system of equations in the planar limit.
For gauge theories we get an infinite set of polynomial equations for the Wilson-
loops [22]. In terms of the standard link variables Uµ(x), the EK proposal consists
of making them independent of x, Uµ(x) 7→ Uµ, and the action of the reduced
model becomes
SEK =
1
Vol.
S(Uµ(x) 7→ Uµ). (2.6)
Some of the properties of this action are:
1). We obtain a theory on a single hypercube with periodic boundary condi-
tions. This is an important simplification of the problem.
2). In the case of gauge theories, the gauge symmetry becomes a global sym-
metry, Uµ 7→ ΩUµΩ−1.
3). There is an extra U(1)D symmetry in the case of U(N) lattice gauge theory
Uµ 7→ eiθµUµ. In the case of SU(N) the symmetry becomes ZDN .
4). It is possible to show that the planar Schwinger-Dyson equations following
from the reduced action coincide with those obtained from the original Wilson
theory as long as open loop expectation values vanish. This can be shown to
be true at strong coupling, but it does not hold at weak coupling [23]. Without
this problem we would have a beautiful implementation of the Master Field idea,
because the loop equations for the 1-site EK model are identical with the standard
ones. The problem is connected with the fact that at weak coupling the extra
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U(1)D symmetry is broken. Open loops have non-trivial charge with respect to
this symmetry. Only if the symmetry remains unbroken are we guaranteed to
maintain the loop eqauations without extraneous terms.
The resolution of this problem motivated the formulation of the TEK model
[2]. It is inspired on ’tHooft’s use of twisted boundary conditions in gauge theories
[24]. For any matrix theory the TEK prescription is exceedingly simple. We reduce
according to
φ(x) 7→ D(x)φD(x)−1, (2.7)
where D(x) is a projective representation of the D-dimensional lattice translation
group. We have to chose a set of D N -dimensional matrices Γµ such that:
D(x) =
∏
µ
Γ
xµ
µ x = (x1, x2, . . . , xD) xi ∈ Z, (2.8)
since D(x) has an adjoint action on the fields φ, the Γµ’s are required to commute
only up to an element of the center of SU(N),
ΓµΓν = ZνµΓνΓµ
Zµν = e
2piinµν/N , (2.9)
and the integers nµν are defined mod N . The reduced action prescription is now
STEK =
1
Vol.
S(φ(x) 7→ D(x)φD(x)−1), (2.10)
and similarly for expectation values.
To avoid open loop expectation values and a mismatch between the original and
reduced Schwinger-Dyson equations, the matrices Γµ must verify some conditions.
In particular they should generate an irreducible representation of the group of
lattice translations. For a lattice with LD sites this requires N = LD/2. Hence
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N = L for D = 2 and N = L2 for D = 4. Hence, if we want to simulate a
two-dimensional lattice with 64× 64 sites it suffices to consider the group SU(64).
The choice of twist matrix nµν depends on the dimensionality. In two-dimensions,
the simplest choice is given by
nµν = ǫµν (2.11)
The explicit form of the four and higher dimensional twists can be found in the
quoted literature.
We now set aside lattice gauge theory and return to our problem. The twisted
reduced version of (2.3) becomes:
S =
1
2
∑
µ
Tr(ΓµφΓ
−1
µ − φ)2 + TrV (φ). (2.12)
The equivalence of the planar approximation to (2.3) with (2.12) follows from ear-
lier work on reduced models [2,25]. For simplicity we consider the two-dimensional
case. First, one can always write a hermitean matrix in the Γµ basis
A(q) = Γk11 Γ
k2
2 kµ = ǫµνqν ,
with qν defined modulo N . We can expand the hermitean matrix φ in the Γ-basis
according to
φ =
∑
φqA(q).
Some useful properties of the A-matrices are:
A(q)† = A(−q)e 2piiN 〈k|k〉 〈ki|kj〉 =
∑
µ<ν
nµνk
i
νk
j
µ,
and
ΓµA(q)Γ
†
µ = e
2piiqµ/LA(q),
explicitly showing how the Γ’s implement the lattice translation group. Further-
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more
TrA(q1)
†A(q2) = NδL(q1 − q2),
where the δ-function is defined mod L. Using these properties, the kinetic term of
our action becomes,
1
2
∑
µ
Tr(ΓµφΓ
−1
µ − φ)2 +
1
2
m2Trφ2 ∼
∑
q
[
1
2
m2 +
∑
µ
(1− cos(2πqµ
L
)
]
φqφ−qe
−2pii〈k|k〉/N , (2.13)
coinciding with the standard lattice propagator of a scalar field on a size L D-
dimensional lattice up to the last phase factor in (2.13). The role of this and similar
phase factors appearing in the vertices of the theory is to restore the topological
expansion in large-N . We have now obtained an effective field theory with scalar
variables φq. The phase factors keep track of the fact that the theory came from a
matrix field theory and that the expansion in powers of 1/N can be represented in
terms of a topological expansion where the leading order corresponds to spherical
topologies, and higher orders come from surfaces of increasing Euler number. The
phases cancel completely only for planar graphs, and for higher topologies the lack
of cancellation leads to suppresions by powers of 1/N2. Note that in (2.13) one
shows that the space-time degrees of freedom of the original theory are coded in
the Fourier transfoms of the “internal” SU(N) indices.
The construction we just carried out works only for even dimensions. For odd-
dimensions we can leave one of the dimensions unreduced, and apply the reduction
prescription to the remaining even number of dimensions. This yields an action
S =
∫
dt
1
2
Trφ˙(t)2 +
1
2
∫
dtTr(Γµφ(t)Γ
−1
µ − φ)2
+
∫
dtTrV (φ(t)).
We can consider a slightly more general model by including a general coupling in
8
the hopping term:
−S(φ) =
∑
µ
1
2
R2TrφΓµφΓ
†
µ −
1
2
m2φ2 − TrV0(φ)
V0(φ) =
g3√
N
φ3 +
g4
N
φ4 + . . . m2 = 2DR2 +m20. (2.14)
The hopping term is the first term in S(φ). Adding the effect of world-sheet
curvature is easy, we simply replace the hopping term according to
Tr(ΓµφΓ
†
µ − φ)2 7→ TrA(ΓµφΓ†µ − φ)A(ΓµφΓ†µ − φ) (2.15)
Our proposal to describe strings in dimensions higher than one is to investigate
the properties of (2.14) and (2.15). We have effectively reduced the problem to a
one-matrix model. The difficulty lies however in the presence of the twist matrices.
We begin our analysis in the following section.
3. PROPERTIES OF THE REDUCED STRING ACTION
Some general features of (2.14) and (2.15) are easy to extract. If the hopping
term is very small, we are in the limit where the space-time lattice points are very
far apart and the whole surface is mapped into a single point, or various points
incoherently. This is the pure gravity regime, γst is expected to be −1/2 and the
induced metric plays no role. As the hopping term is increased, it becomes more
likely for the surface to occupy more and more space-time lattice sites, the induced
metric and singular embeddings in principle begin to play important roles, and
we can expect a transition to a phase different from pure gravity at some critical
value of the hopping coupling R2. We will show presently that in the most na¨ıve
approximation, we are driven to a branched polymer phase with γst = 1/2, and
at the transition point γst = 1/3. A more careful analysis will show a much
broader spectrum of possibilities. Note that the role played by R is similar to the
compactification radius in the study of c = 1 strings propagating in a circle of
radius R [26].
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To deal with (2.14) we decompose the matrix φ into its eigenvalues and angular
variables as usual
φ = U−1λU λ = diag(λ1, λ2, . . . , λN ),
The angular integration produces an effective action
eΓeff(φ) =
∫
dUeR
2
∑
µ
TrλΓµ(U)λΓ
†(U)
Γµ(U) = UΓµU
−1
Z =
∫
dφeΓeff [φ]−V0(φ) (3.1)
The simplest representation of Γeff is given in terms of the leading order expansion
in R2:
Z =
∫
dφeN(R
2 D
N
(Trφ)2−V0(φ)). (3.2)
The critical properties of (3.2) are very similar to those of the curvature model in
[16]. What the first term in Γeff is describing is the breaking of the surface. The
Feynman graph representation of a term like (Trφn)2 is a vertex where two surfaces
osculate at one point, and the coordination number of the touching vertices in each
of the surfaces is n. If we have instead a term of the form (Trφn)p, it represents
p-surfaces sharing one point. When there are no products of traces, the Feynman
graph expansion for the free energy or the connected correlators involves only the
sum over connected orientable surfaces. When products of traces are included we
obtain an expansion where we have surfaces of different topologies touching at
points determined by the new vertices. The new graphs look like “daisies”. In the
original curvature model introduced in [16] the initial partition function is
Z =
∫
dφe−N(
1
2
φAφA+gTrφ4) (3.3)
The angle integral is again very difficult to carry out in this model, and the simplest
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non-trivial approximation is to study the action:
Seff = N
(
1
2
Trφ2 + gTrφ4 +
g′
N
(Trφ2)2
)
.
For real A, the coupling g′ = (TrA2/N − (TrA)2/N2) is always positive. In this
case as we will see later one cannot escape the pure gravity phase. To leading order
in 1/N , the graphs have the topology of spheres touching at one point, where any
two spheres in the graph can share at most one common point, and no closed loop
of spheres can appear. A generic graph looks like a tree of spheres. In the planar
approximation it was shown in [16] that we have the following possibilities:
1). g′ > 0, γst = −1/2 and we are in the pure gravity regime.
2). gc < g
′ < 0. Again γst = −1/2 and we continue in the pure gravity case.
The branching is still unimportant, and the leading contributions to the free energy
come from graphs with few big spheres and few small branchings.
3). At g′ = gc = −9/256, γst = +1/3 and the number of branchings become
competitive with the number of smooth spheres.
4). For g < gc we obtain γst = +1/2 and the dominating term is the one with
a product of two traces, thus the notion of a smooth surface disappears and we
end up with a branch polymer phase.
The same analysis can be carried out with our na¨ıve approximation (3.2), and
we will only note the differences with respect to the analysis in [16] we have just
reviewed. The basic differences are:
1). Our potential is cubic, V0 =
1
2φ
2 + gφ3/
√
N , the one-cut solution is asym-
metrical, and the new vertex is just given by Tr(φ)2. These are purely technical
differences and nothing in the analysis changes substantially.
2). We are always in the g′ < 0 region. In the original model in [16] we can
reach this region only after analytically continuing the matrix A 7→ iA in order to
obtain the polymer phase. However, in this case the interpretation of the matrix
A in terms of local world-sheet curvature loses its meaning.
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Our simplified model then contains a pure gravity phase, and intermediate
phase with γst = 1/3 and a branched polymer phase with γst = 1/2. We should like
to remark that the exact solution to the pure curvature model (3.3) is known only
for Penner’s potential [27], however in this case the full theory has the symmetry
A 7→ const.A−1 making the interpretation of A in terms of world-sheet curvature
rather doubtful.
4. PRELIMINARY ANALYSIS OF THE EFFECTIVE ACTION
We have learned that the basic problem is the evaluation of the angular integral
eΓeff =
∫
dUeR
2
∑
µ
TrλUΓµU
−1λUΓ†µU
−1
. (4.1)
The na¨ıve approximation embodied in (3.2) already gave us a polymer phase and
a critical point in-between pure gravity and polymers. To understand the behavior
of strings in dimensions higher than one, we need to obtain information about the
general critical properties of the effective action in (4.1). Since R2 is a hopping
parameter, we can write the hopping term as Lµ = φΓµφΓ
†
µ and in analogy with
standard lattice analysis, we could write an approximation to the effective action in
terms of a sum over connected graphs of angular averages over the hopping terms
generating the graph:
Γeff =
∑
C,Connected
〈Tr
∏
l∈C
L(l)〉U ,
where the subscript U indicates that the average is taken only over the angular
variables. To every connected graph the average over angles associates a set of
product of traces. We can interpret these traces as different ways of fracturing
and breaking the loop C. They describe how the embedded surface is collapsed
into pieces. If we add a local curvature term (the A-matrix), we will obtain more
general operators. Since we do not have and explicit way of evaluating (4.1) and
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since we are interested in the critical behavior of (2.14) and not in the fine details of
lattice dynamics, it is worth exploring the type of universality classes of potentials
with arbitrary numbers of products of traces. There are two qualitative classes of
potentials, depending on whether they contain a finite or infinite number of traces.
So far we have analyzed the case of finite numbers of traces. Defining
xi =
1
N
Trφ2i, (4.2)
we take the effective action to be a general function of an arbitrary, but finite
number of xi variables,
Γeff = V (x1, x2, . . . , xn) = V (
1
N
Trφ2,
1
N
Trφ4, . . .
1
N
Trφ2n). (4.3)
Thus we are faced with the analysis of the critical properties in the planar limit of
the action
S(φ) = N2V (xi) +NTrV0(φ)
V0 =
∑
k
gkTrφ
2k. (4.4)
The world-sheet cosmological constant is related to the the coupling g2 = e
−µB .
We have made the simplifying assumption of restricting our considerations to the
case of even potentials. This is just a question of technical simplicity, and nothing
changes if we take general potentials. the analysis can be carried out for any of the
Kazakov potentials [28]. The solution of the planar approximation of (4.4) uses the
Hartree-Fock approximation, whi becomes exact in the planar limit. We first write
down the planar equations for (4.4), then, we replace the traces (4.2) by arbitrary
variables xi. This reduces the problem to the original pure gravity case studied in
[21], and then we fix the variables xi self-consistently. The saddle-point equations
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and the Hartree-Fock conditions are given by
1
2
∑
p
2pg˜pλ
2k−1 = P.V.
∫
dµ
ρ(µ)
λ− µ
g˜p = gp +
∂V (x)
∂xk
(4.5)
xk =
∫
ρ(µ)µ2k. (4.6)
ρ(µ) is the density of eigenvalues. We will denote by V˜ the potential with the shifted
couplings (4.5). Following the pure gravity case, we look for one-cut solutions of
(4.5). This means that the loop operator
F (p) =
∫
dµ
ρ(µ)
p− µ
is given by
F (p) =
1
2
V˜ ′(p)−M(p)
√
p2 −R,
and the polynomial M(p) is determined by requiring that at large values of |p|,
F (p) ∼ 1/p + O(1/p3). Since V depends only on a finite number of traces, the
potential V˜ is a polynomial, and there are no ambiguities in the determination
of M . Expanding F (p) in powers of 1/p we obtain the expectation values of the
traces xi,
F (p) =
∑
k≥0
xk
p2k+1
=
1
p
+
x1
p3
+ . . . (4.7)
and the first condition x0 = 1 is the string equation. From the other coefficients
we can read off the Hartree-Fock conditions (4.6). The density of eigenvalues is
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given by
ρ(λ) =
1
2π
M(λ)
√
R− λ2 λ ∈ [−
√
R,
√
R]
The dependence of xk on R is obtained following standard arguments in the planar
limit, and we obtain
xp(R) =
∑
k≥1
k2
k + p
(
2p
p
)(
2k
k
)
(
R
4
)k+pg˜k. (4.8)
The string equation is given by (4.8) with p = 0. We are interested in the analysis
of the critical points of (4,4), the computation of string susceptibilities, and in the
computation of correlation functions of macroscopic loop operators. We present
only the results, the details will appear elshewhere [29]. If we denote by β the
coupling g2, the string susceptibility is determined from
χ =
dx2
dβ
=
∂x2
∂β
+
dR
dβ
∂x2
∂R
. (4.9)
This is because the coupling β multiplies the operator x2 in the action. Therefore
∂ lnZ/∂β is proportional to the expectation value of x2, and the second deriva-
tive of the logarithm of the partition function is the string susceptibility. The
dependence of R on β is read off from the string equation x0 = 1. In particular,
0 =
dx0
dβ
=
∂x0
∂β
+
dR
dβ
∂x0
∂R
allows us to read the equation determining the critical points,
dβ
dR
= −∂Rx0
∂βx0
, (4.10)
Since the denominator in (4.10) is proportional to R2, the critical points are de-
termined by the zeroes of the numerator. We can similarly write χ according to
χ = ∂βx2 + ∂βx0
∂Rx2
∂Rx0
(4.11)
The singularities in the behavior of χ come from the ratio of derivatives in (4.11).
For the standard Kazakov critical points [28] (4.11) does not blow up at the critical
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point Rc, and χ − χc ∼ R − Rc, however at the m-th critical point, β − βc ∼
(R − Rc)m, and this yields γst = −1/m. As we will show presently, the critical
points we describe have γst > 0 and χ will be singular at the critical point. All the
phase transitions are second order.
In analyzing (4.5), (4.6) it is useful to distinguish between two types of deriva-
tives. When we differentiate with respect to R, we can consider first the explicit
dependence of the equations without taking into account the Hartree-Fock condi-
tion. If we ignore the implicit dependence on R of g˜k we call this derivative DR,
and everything is as in the pure gravity case. It is not difficult to show that
DRxp(R) =
(
2p
p
)(
R
4
)p
DRx0(R). (4.12)
Including the R dependence coming from (4.6) we have an extra contribution. The
derivatives with respect to R including the Hartree-Fock induced dependence on
R will be denoted by ∂R. Thus,
∂RXp = DRxp +
∑
k≥1
k2
k + p
(
2k
k
)(
2p
p
)(
R
4
)k+p
∂Rg˜
= DRxp +
∑
k≥1
k2
k + p
(
2p
p
)(
R
4
)p(
2k
k
)(
R
4
)k∑
q
∂pqV ∂Rxq. (4.13)
Defining the matrix
U ′′pq =
∑
k≥1
k2
k + p
(
2p
p
)(
R
4
)p(
2k
k
)(
R
4
)k
∂pqV, (4.14)
we can compute ∂Rxp in terms of DRx0:
∂Rxp = [(1− U ′′)−1A]pDRx0, (4.15)
where A is a vector whose p-th component equals
(2p
p
) (
R
4
)p
. When p = 0, we
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obtain the criticality condition implied by (4.10):
∂Rx0 = [(1− U ′′)−1A]0DRx0 = 0. (4.16)
Notice that the criticality condition splits into two terms. The first one is related
to the function including the couplings with multiple traces,
[(1− U ′′)−1A]0 = 0, (4.17)
and the second is equivalent to the criticality condition for the Kazakov critical
points:
DRx0 = 0. (4.18)
The term in (4.11) which may lead to singularities in χ and to positive γst is given
by
∂Rx2
∂Rx0
=
[(1− U ′′)−1A]2
[(1− U ′′)−1A]0 . (4.19)
In (4.16) we can have three possibilities: 1). The polymer couplings in U become
critical but the gravity part does not. The zeroes of dβ/dR come only from the
polymer contribution. 2). The gravity contribution is the only one generating
zeroes of dβ/dR. 3). Both terms becomes critical. In the first case we have
a theory of polymers, and little is remembered of the coupling to gravity. In the
second case the polymer degrees of freedom are completely frozen and we reproduce
the string susceptibility and exponents of the Kazakov critical points. The third
and more interesting case is when both the “polymer” matter and gravity become
critical simultaneously. This is the case where we can find novel behavior. Notice
also that unless we tune the numerator in (4.19) we will generically obtain γst > 0
in cases 1) and 3). If Rc, βc are the critical values of R and β, and if near the
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critical point
[(1− U ′′)−1A]0 ∼ (R−Rc)n DRx0 ∼ (R− Rc)m, (4.20)
then
β − βc ∼ (R−Rc)n+m+1. (4.21)
If we do not tune the numerator of (4.19) to partially cancel the zeroes in the
denominator, we obtain
χ ∼ 1
(R −Rc)n .
The previous two equation give a string susceptibility for the (n,m)-critical point:
γst =
n
n+m+ 1
. (4.22)
By tuning the numerator in (4.19) we can change the numerator in (4.22) to any
postive integer smaller than n
γst =
p
n+m+ 1
.
We will show below that only in the case n = 1 the model maintain some resem-
blance with the properties one would expect of a non-critical string. We can define
operators creating macroscopic loop only in that case. For n > 1 the polymer-
ization of the surface is so strong that there is no room left to open macroscopic
loops. The simplest case to study is the one where the function V depends on a
single trace V = V (xl). In this case the matrix U
′′ becomes:
U ′′pl =
l2
l + p
(
2p
p
)(
R
4
)p(
2l
l
)(
R
4
)l
V ′′ p = 1, 2, . . . .
The matrix U ′′ contains a single non-vanishing column in position l. The inverse
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of 1− U ′′ is:
(1− U ′′)−1 = 1 + U
′′
1− l2(
(2l
l
) (
R
4
)l
)2V ′′
,
therefore,
[(1− U ′′)−1A]p =
(
2p
p
)(
R
4
)p
+
1
1− l2(
(2l
l
) (
R
4
)l
)2V ′′
l2
p+ l
(
(
2l
l
)(
R
4
)l
)2
(
2p
p
)(
R
4
)p
V ′′
[(1− U ′′)−1A]0 =
1 + l2(
(2l
l
) (
R
4
)l
)2V ′′
1− l2(
(2l
l
) (
R
4
)l
)2V ′′
. (4.23)
From these formulae we can immediately derive the string susceptibility χ. With-
out loss of generality we can restrict our considerations to the case when l = 2. In
this case many of the equations simplify and all the main results remain the same.
The one-point functions x0, x2 are given by
1 = x0(R) =
∑
k≥1
k
(
2k
k
)(
R
4
)k
gk + 12V
′(x2)
(
R
4
)2
x2 =
∑
k≥1
6k2
k + 2
(
2k
k
)(
R
4
)k+2
gk + 36V
′(x2)
(
R
4
)4
. (4.24)
Restricting the general formulae derived before to this case we obtain:
x2 = 3
(
R
4
)2
+ 3
∑
k≥1
k(k − 2)
k + 2
(
2k
k
)(
R
4
)k+2
gk
∂Rx2 =
6
(
R
4
)2
1− 36 (R4 )4 V ′′DRx0
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RDRx0 = 2 +
∑
k≥1
k(k − 2)
(
2k
k
)(
R
4
)k
gk. (4.25)
The critical points come from the vanishing of the last equation and from
1 + 36
(
R
4
)4
V ′′ = 0.
An argument similar to the one presented at the end of [16] shows that the crit-
ical point for the transition between the polymer and the pure gravity phases is
generically second order, although by tuning of the parameters it could be made of
higher order. Hence we can define a continuum limit for the critical points (4.22).
To explore the new critical points in some detail, we compute the correlation
functions of macroscopic loop operators. The simplest loops to compute are the
ones analogous to those appearing in pure gravity (see for instance [30]). They are
obtained by taking the limit k → ∞ of Trφ2k. In terms of the original reduced
model these are loop on the surface whose position is averaged over the target
space. One could also define loops with definite positions in the target space. The
expectation values of the latter would certainly give crucial information on the
reduced formulation of string theory, but we have not yet calculated them. For the
simpler, pure gravity loops of length l we take the definition
w(l) = lim
k→∞
√
π
l
〈Trφ2k〉 = N lim
k→∞
√
π
l
xk. (4.26)
As a matter of convenience we choose the critical values for β and R as βc =
−1, Rc = 1. In the Kazakov critical points, γst = −1/m and the scaling limit is
taken to be Na2−γst = κ−1. It is a simple but non-trivial fact that the correct way
to define a loop of length l in this case is to scale k according to ka−2γst = l as
k → ∞ (see for example [30] and references therein). In our case we will restrict
for simplicity our computations to the case of potentials V = V (x2). The relevant
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formulae to be used are (4.23-25). We have in general that
dxk
dβ
= ∂βxk − ∂βx0∂Rxk
∂Rx0
, (4.27)
and from
∂βxk =
24
k + 2
(
2k
k
)(
R
4
)k+2 (
1 + V ′′∂βx2
)
we obtain
∂βxk =
2
k + 2
(
2k
k
)(
R
4
)k
∂βx0. (4.28)
Simple manipulations yield:
∂Rxk
∂Rx0
=
(
2k
k
)(
R
4
)k 1 + 362−k2+k (R4 )4 V ′′
1 + 36
(
R
4
)4
V ′′
. (4.29)
and after some algebra we obtain:
dxk
dβ
=
12k
k + 2
(
2k
k
)(
R
4
)k+2
1
1 + 36
(
R
4
)4
V ′′
(4.30)
Up to irrelevant numerical factors this answer coincides with the one-loop expec-
tation value in the Kazakov critical points when V ′′ = 0. To go to the continuum
limit we have to choose the scaling variables. Recall that in the double scaling
limit [11] the free energy takes the form
F =
∑
g≥0
N2−2g(µ− µc)(2−γst)(1−g)Fg
where µ = − log β, and g is the genus of the triangulations summed over. The
renormalized cosmological constant is introduced according to µ− µc = a2t where
a is the microscopic lattice spacing. Then the effective string coupling constant is
defined by Na2−γst = κ−1. Hence the scaling variable associated with the string
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susceptibility is χ = a−2γstu. At the (n,m)-critical point χ behaves as χ ∼ (1 −
R)−n. Thus the scaling variables are
χ ∼ 1
(1−R)n = a
−2γstu 1− R = a2γst/nu−1/n
β − βc = β + 1 = a2t. (4.31)
For an (n,m)-critical point we have
1− R = a 2n+m+1u−1n χ = ua 2nn+m+1 Na2− nn+m+1 = κ−1. (4.32)
Let us start with the critical points (1, m). From (4.30), and (4.32) we easily obtain
as k →∞
d
dt
〈Trφ2k〉 = − 3
16
Na2−
2
m+2√
πk
ue−ka
2
m+2 u−1 , (4.33)
thus, choosing ka2/m+2 = l fixed as k → ∞ and a → 0 together with (4.32) we
obtain a finite result
d
dt
w(l) = − 3u
16κl
e−l/u. (4.34)
If we take instead n > 1, it is easy to show that there is no possible definition of
the macroscopic length l giving a finite result for (4.33). When n > 1 we have
1 + 36
(
R
4
)4
V ′′ ∼ (1− R)n.
Repeating previous arguments we arrive at
d
dt
〈Trφ2k〉 = −3
4
Na2−
2n
m+n+1
1√
πk
e−ka
2
m+n+1 u−1/n ,
and there is no way of choosing the scaling behavior of k giving a finite value
without extraneous renormalization of the loop operator. Hence in the phases
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with n > 1 the polymer couplings dominate completely the critical behavior in
spite of the fact that gravity becomes also critical in such a way that there is not
enough room to open macroscopic loops. In the case of n = 1 we can also calculate
two- and multiloop correlation functions. The result obtained for the two-loop
correlators is rather suggestive,
w(l1, l2) =
e−(l1+l2)/u
l1 + l2
+
u
l1l2
e−(l1+l2)/u (4.35)
and similar results for multiloop correlators. The lesson we can draw from (4.35) is
that in the simple case of n = 1 the effect of the polymer couplings is to contribute
an extra state (the last term in (4.35) ) which resembles very much the contribution
one would expect of a tachyon. This term represents the breaking of the cylinder
interpolating between the two loop of lengths l1, l2 into two disks osculating at one
point. We can represent the last term in (4.35) as
〈w(l1)P 〉 1〈PP 〉〈Pw(l1)〉
where P is the punture operator. This pattern repeats in the higher loop planar
correlators, and it is reminiscent of the residue of the tachyon pole in the Belavin-
Knizhnik theorem [31]. This interpretation, though tempting has to be taken with
several grains of salt because in the types of effective actions we are studying, it
is hard to see any dependence on dimensionality. Nervertheless we find this result
as encouraging evidence that our approximation captures some of the expected
properties of non-critical strings for D > 1.
The form of the two-loop operator (4.35) does not depend on the form of the
potential V (x1, . . . xn) as long as we consider (1, m)-critical points. Hence only
the quadratic part of V determines the critical properties of macroscopic loops.
Whether these conclusions will still hold when we consider potentials V depending
on an infinite number of traces is currently under investigation [29].
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To conclude this long section we mention that we can study at least in part the
spectrum of scaling operators by perturbing the criticality conditions. The string
equation is then modified according to
1 + β = (1− R)n+m+1 +
∑
tBk (1− R)k+1
The subleading contributions depend on both the polymer and Kazakov perturba-
tions of the critical conditions (4.16). The bare couplings of the scaling operators
are the tBk parameters. Using (4.32) the string equation becomes
t = u−
n+m+1
n +
∑
k
tRk u
− k+1
n , (4.36)
and the tk are the renormalized couplings. In the original model these couplings
would hardly exhaust the scaling operators, although they may represent a signif-
icant subset associated to the simplest loop operators. If we call σk the scaling
operator associated to the coupling tk, its planar correlators at the (n,m)-critical
point follow from (4.36)
du
dtk
= −u− k+1n du
dt
and
〈σkPP 〉 = n
n+m+ 1
t
k−m−2n
n+m+1 .
This concludes our brief study of the effective actions depending on an arbitrary,
but finite number of couplings.
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5. CONCLUSIONS AND OUTLOOK
We have presented a very preliminary analysis of a new way of formulating
strings theories in dimensions higher than one. Our approach is a direct application
of the reduced formulation of large-N field theories [1,2]. We believe that it is worth
while exploring further the properties of these reduced models to gain insight into
the behavior of strings beyond D = 1.
We have presented the general analysis of effective actions in the planar limit
containing arbitrary, but finite numbers of traces (4.4). We were able to show that
beyond some critical coupling, γst becomes positive and takes values of the form
γst = n/n+m+1 for any positive integers n,m. We should continue exploring the
properties of these critical points and their scaling operators. Obviously the more
challenging case of studying arbitrary functions V depending on an infinite number
of traces is crucial before we can draw any conclusions concerning the properties of
our model. This together with the study of general properties of (4.1) should shed
further light into the properties of non-critical strings in interesting dimensions
D = 2, 3, 4. It is very important to obtain in what way the effective actions
studied in the previous sections depend on dimensionality.
To understand better the transition between γst < 0 and γst > 0 in the models
analyzed, we calculated the correlation functions of several macroscopic loops of
lengths l1, l2, . . .. We found that only for critical points of the form (1, m) is it
possible to open macrocopic loop on the surface. For n > 1 the polymer cou-
plings dominate the continuum limit and there is no room to open such loops.
Furthermore in the case of n = 1 we encountered a new state which represents the
breaking of the surface into two pieces touching only at one point, qualitatively
in agreement with what one would expect from the presence of a tachyon beyond
D = 1. Whether this conclusion will remain after one includes more realistic ef-
fective actions remains to be seen. However this “stringy” aspect of our effective
action seems encouraging. We can also compute in the reduced models the ex-
plicit form of ordinary vertex operators which describe embedded surfaces passing
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through specified target space points. Correlation functions of vertex operators
should allow us to better assess the quantum geometry of the phases for γst > 0.
Furthermore, the study of vertex operators should also help in the interpertation
of the operators
∏
n Trφ
n in terms of processes tearing up the embedded surface
and the effect of tachyons. Finally it may also be useful to analyze strings in D > 1
numerically using the reduced actions.
Mnay of these issues are currently under investigation. Details concerning the
topics covered in this lecture together with further results will appear elsewhere
[29].
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