Abstract-Nanopublications are a Linked Data format for scholarly data publishing that has received considerable uptake in the last few years. In contrast to the common Linked Data publishing practice, nanopublications work at the granular level of atomic information snippets and provide a consistent container format to attach provenance and metadata at this atomic level. While the nanopublications format is domain-independent, the datasets that have become available in this format are mostly from Life Science domains, including data about diseases, genes, proteins, drugs, biological pathways, and biotic interactions. More than 10 million such nanopublications have been published, which now form a valuable resource for studies on the domain level of the given Life Science domains as well as on the more technical levels of provenance modeling and heterogeneous Linked Data. We provide here an overview of this combined nanopublication dataset, show the results of some overarching analyses, and describe how it can be accessed and queried.
I. INTRODUCTION
Provenance has been identified as a crucial aspect to enable trust in Linked Data environments in general and eScience in particular [28] , and has led to the now widely adopted PROV ontology [23] . However, there is still a lack of proven methods on how to represent and publish such provenance information for scientific data in a general, reliable, and agreed-upon manner. Nanopublications [14] , [27] have been proposed as a solution to this problem by providing a granular and principled way of publishing scientific (and other types of) data in a provenance-centric manner. Such a nanopublication consists of an atomic snippet of a formal statement (called "assertion") that comes with information about where this knowledge came from (the provenance of the assertion, i.e. how it was discovered) and with metadata about the nanopublication as a whole (the provenance of the nanopublication, i.e. how it was created; this part is called "publication info"). All these three parts are represented as Linked Data (in RDF) and together they constitute a self-contained entity that we call a nanopublication. On the technical level, nanopublications are implemented with the help of named RDF graphs [8] , with one graph for each of assertion, provenance, and publication info, plus an additional head graph that holds everything together.
Here, we present a growing dataset of such nanopublications, currently consisting of more than 10 million nanopublications containing diverse data (mostly from the Life Sciences so far) coming from a variety of contributors. Figure 1 shows an example of a nanopublication from a recently added dataset on bird diets. It shows the three Fig. 1 . An example of a nanopublication on bird diets main named graphs (the head graph is not shown), and the prefix of the first line shows the nanopublication's identifier (not shown are all other prefixes). The assertion states that there is an interaction of type "interspecies interaction between organisms" (obo:GO_0044419) with two participating organisms occurring in a place of "conifer woodland" (obo:ENVO_01000240) on a given day in 1962. We are further told that the interaction was in fact that one of the organisms ate the other, where the eating organism is described with the species label "Picoides villosus" and the eaten organism is classified under the genus with a certain taxonomic serial number (itis:114936) labeled as "Ips". If we are wondering about how we happen to know about this particular "interaction", we can look at the provenance graph, where we read that this assertion was derived from a study reported in a paper published in 1985. While the provenance part tells us where the knowledge encoded in the assertion came from, the publication info part tells us more about how the triples that make up this nanopublication were created. We see that it was created by a thing identified with a DOI (https://doi.org/10.5281/zenodo.1212599, which happens to be a software tool), derived from a GitHub repository (hurlbertlab/dietdatabase) attributed to Allen Hurlbert in 2017. We see that the recorded interaction, the recording of the interaction, and the publication in the current form as a nanopublication happened in very different contexts spread over many decades. It thereby also demonstrates the importance of differentiating between them in an unambiguous and systematic manner, which is exactly the strength and purpose of the nanopublication format.
II. BACKGROUND
In previous work, we addressed the problems of the reliability and persistence of such nanopublications and of principled and efficient versioning for evolving datasets. Nanopublications were from the start defined as being immutable, but only with our work on trusty URIs [20] , [21] we could provide technical guarantees on immutability with the use of cryptographic hashes. Nanopublications are thereby identified by URIs that contain a hash value that is calculated on their entire content, whereby even minimal changes can be detected and users can formally verify nanopublication data against their identifiers, to ensure the data perfectly corresponds to what they were looking for. An example of such a trusty URI is shown in the first line of Figure 1 .
In order to allow users to reliably retrieve nanopublications given their URIs, we built upon this work to develop a decentralized publishing network [18] , [19] , currently consisting of fifteen server instances in nine countries 1 . We showed that nanopublication datasets can be efficiently and reliably archived and retrieved, without depending on the uptimes of individual servers. This server network is fully open, in the sense that everybody can publish nanopublications through it and even set up their own server to become a node in the network.
In order to account for the fact that we are often interested in entire datasets and not just individual data entries, and that such datasets change over time, we developed the concept of nanopublication indexes, which are themselves nanopublications. Such indexes point to other nanopublications, thereby defining sets of them of arbitrary size, which can also be used to define incremental dataset versions that reuse as much as possible from the previous versions [22] . We could demonstrate that this kind of dataset representation and versioning is indeed efficient and effective, and that the overheads implied by nanopublications are offset by the benefits of referencing and using specific well-defined subsets.
On a more practical level, we developed a Java nanopublication library [16] and a command-line utility tool called npop 2 to support the development of more high-level applications.
III. RELATED WORK
Scientific data publishing has lately been a very popular topic and led to the proposal and adoption of the FAIR guiding principles for scientific data management and stewardship [34] , mandating scientific data to be Findable, Accessible, Interoperable, and Reusable. Linked Data approaches directly tackle the interoperability challenge, and the Linked Open Data cloud [6] has come to contain large amounts of scientifically relevant structured data. However, we are still lacking accepted technologies to directly publish evolving Linked Data resources in a reliable manner, and much of the existing Linked Open Data is in fact extracted with custom scripts from different heterogeneous data formats, e.g. via the Bio2RDF initiative [12] .
Apart from the nanopublication approach on which we focus in this paper, a number of other proposals address scientific data publishing. Solutions based on HTML for scholarly communication, such as RASH [11] and Dokieli [7] , start from scientific articles and annotate them with Linked Data via HTML, RDFa, and related technologies. Other approaches like Research Objects [4] embrace a broader variety of types of digital resources, such as data tables, metadata, source code, presentation slides, log files, and workflow definitions, and provide a linked format for bundling them in well-defined packages. As a further notable approach, micropublications [10] combine elements of the approaches above, while putting an emphasis on the structure of scientific arguments and their relation to pieces of evidence. Nanopublications differ from these approaches in their exclusive focus on Linked Data (thereby not directly covering things like source code or diagrams) and in their emphasis of provenance at the most fine-grained level.
IV. DATA
The data presented here is a wild collection of various datasets, consisting in total of 10 803 231 nanopublications. It contains new datasets extracted and modeled from existing resources, including nanopublication datasets on DrugBank (via Bio2RDF) and GloBI, and two smaller new datasets that were modeled as nanopublications from the start ("nanoborn") on polycystic kidney disease and monogenic rare diseases, respectively. Furthermore, the collection also includes datasets derived from OpenBEL and the Human Protein Atlas, which are already a few years old but have until now not been properly introduced, as well as syntactically improved versions (including minting of trusty URIs) of previously introduced datasets on GeneRIF/AIDA and neXtProt. Moreover, the collection also contains new versions of the previously announced nanopublication datasets on DisGeNET (4 versions), WikiPathways (21 versions), and LIDDI (2 versions), the latter of which is also nano-born. Lastly, there is a small number of loose nanopublications that are not part of any dataset. We will now briefly describe all of these datasets.
The DrugBank/Bio2RDF dataset was extracted from Bio2RDF resources [12] originating from the DrugBank database [35] , including drug-drug interactions, drug targets, and food interactions. These nanopublications were automatically extracted with a detailed meta-model to describe (in the publication info part) the processes, installations, versions, and codebases that produced each individual nanopublication 3 . Global Biotic Interactions (GloBI) is an initiative that aims to make existing species interaction datasets more easily accessible to help address the Eltonian shortfall in openly accessible biodiversity data. Instead of acting as a centralized data repository, GloBI provides tools to continuously discover, integrate and aggregate existing datasets across general purpose repositories like GitHub and Zenodo in addition to supporting various specialized infrastructures like iNaturalist 4 , Web of Life 5 , and the Interaction Bank of the Natural History Museum, London [2] . Resulting aggregate datasets can now be indexed, linked, transformed and made available as data archives, APIs and, more recently, as nanopublications covering a subset of the data. By providing tools to find and link datasets that describe how organisms interact (e.g., parasite-host, pollinator-plant, pathogen-host) with each other and across other biodiversity data platforms, GloBI helps to better integrate valuable knowledge acquired in recent and not-so recent past. Apart from the iNaturalist database mentioned above, the current nanopublication subset also includes datasets on turfgrass diseases 6 , bees 7 , interactions of ocean species 8 , and the Avian Diet Database 9 . We have already seen an example of the latter in Figure 1 . The Avian Diet Database is a compilation of quantitative diet data for bird species of North America extracted from the primary literature. Individual records describe a trophic link between a bird species and a prey item, and the strength of that link based on the fraction of the diet by weight, number of items, or occurrence. In addition, each trophic link is described by contextual information about the time and place of the diet study, sample size, and original citation.
A small dataset on a meta-analysis of polycystic kidney disease expression profiles was derived from sequenced male mouse RNA data [24] . The data is split into three phases of disease progression: early, moderate, and advanced. The mice of the different phase groups were sacrificed at different weeks after gene disruption and had different cystic phenotypes (mild, moderate, and severe). The results of this meta-analysis were then represented in 1657 nanopublications.
Another small dataset on monogenic rare diseases and their genes was recently published in the nanopublication format. Starting from diseases and their causative genes in the OMIM database [1] , a subset of disease-gene associations were selected for monogenic (disease is caused by a mutation in one gene), rare (occuring in less than 1:2000) diseases. For each of them, the reference stating for the first time that this disease is causally associated with by this gene was manually curated. These associations are now exposed as nanopublications, following the DisGeNET model (see [30] and below). The nanopublications represents the diseases with their OMIM identifiers, genes with their HGNC symbols (provided by Wikidata [26] , [29] ), and the Ensembl gene identifier (which was added using BioMart [15] ) for the gene, and the PubMed identifier for the provenance.
The OpenBEL dataset consists of nanopublications converted from the Biological Expression Language (BEL) format from resources provided by the OpenBEL initiative 10 . The conversion process maps BEL-specific vocabularies to existing accepted ontologies, as far as possible 11 . The Human Protein Atlas (HPA) [32] is a dataset that concentrates on the genome-wide analysis of human proteins. The nanopublications are a subset of the entire dataset, presently covering the immunohistochemistry results. They were built on the neXtProt tissue expression nanopublication model (see below) with some minor modifications. For example, the Neuroscience Information Framework (NIF) Standard Ontology is used in the assertion graph to specify the quality of the immunohistochemical staining.
The neXtProt database is a high-quality corpus of data describing human proteins. Three categories of nanopublications had been derived and published from the a subset of the neXtProt data [9] . They detail information on the tissue expression of proteins, protein posttranslational modifications (PTM), and single amino acid polymorphisms, respectively. For the tissue expression nanopublications, the assertion graph contains the protein, tissue, and quality of the expression result, whereas the provenance graph contains the method of detection and an assessment of the evidence. The PTM nanopublication assertion delineates the specific modification in one specific protein isoform. The nanopublications for the amino acid polymorphisms describe the codon or codons variations that result in a protein change. Since their first publication, these neXtProt nanopublications have been syntactically improved by minting trusty URIs for them.
The GeneRIF/AIDA dataset contains sentences in a controlled natural language that were generated from input of the GeneRIF dataset on gene functions [17] . As with the neXtProt dataset, these nanopublications have been improved since their original publication by including trusty URIs.
Starting from version v2.1.0.0, DisGeNET has released its linked dataset on human gene-disease associations (GDAs) also in the form of nanopublications [30] . That first nanopublication version consisted of 940 034 nanopublications, representing the same number of scientific assertions for 381 056 different GDAs with their detailed provenance, levels of evidence and publication information descriptions. Since then, three more versions have been released: v3.0.0.0, v4.0.0.0, and v5.0.0.0. The assertion part of these nanopublications contains the description for a specific single GDA, and the provenance graph includes provenance, evidence and attribution statements that were directly mapped from the VoID description of DisGeNET's RDF representation. With each DisGeNET database release, the data collected from the existing data sources are updated and new data sources are added. BeFree is an important data source, providing a growing dataset generated by text-mining millions of biomedical abstracts from Medline. In the last version v5.0.0.0, there are 1 469 541 nanopublications for 561 119 GDAs between 17 074 genes and 20 370 diseases, disorders, traits, and clinical or abnormal human phenotypes.
WikiPathways is a database for biological pathways, including metabolic, signaling and genetic pathways [31] . Since 2016 WikiPathways publishes their monthly data releases also as in the nanopublication format, which has led to than twenty new versions since the initial release [22] . These nanopublications still describe only a subset of the knowledge in the database, focusing and exposing facts that are explicitly backed by literature, identified with PubMed identifiers. The assertions cover participation of genes, proteins, and metabolites in pathways, complexes, and interactions between these entities in pathways.
The LIDDI dataset on Linked Drug-Drug Interactions, finally, was described in an earlier publication [3] , but a new version has since been released. In this updated version, the drug mappings have been cleaned and the drug-drug-adverse event triples properly linked. Multiple research groups have started using the dataset and some of their suggestions for improvements have been incorporated. For an upcoming more substantial release, coverage of more drugs and more adverse events is planned.
All these datasets and their versions are defined by nanopublication indexes, which link to the respective sets of nanopublications. As nanopublication indexes are nanopublications themselves, they can be published via the same server network and form part of the nanopublication collection as regular data entries. Tables III and IV at the end of this paper show all indexes that have been published until now, 129 in total, including some experimental unnamed indexes. Date denotes the creation date of the index, and Sub shows the number of sub-indexes. The WikiPathways and OpenBEL datasets make use of such sub-indexes to partition their data into several referenceable subsets. For example, index number 6 (first version of OpenBEL dataset) has indexes number 1 and 2 as sub-indexes and therefore contains the union of their nanopublications. Such subsets can also be defined post-hoc on and across existing datasets, for example index number 11 in Table III , which includes nanopublications from the OpenBEL and neXtProt datasets. The column Size, finally, shows the number of contained nanopublications (including sub-indexes).
V. ANALYSIS
The unifying format of nanopublications now allows us to make an overarching analysis over all these heterogeneous datasets in a complete and uniform manner. The 10 803 231 nanopublications are in made up of 378 654 287 triples in total, 61 184 484 in the assertion graphs, 122 229 003 in the provenance graphs, and 136 738 995 in the publication info graphs. We see that these datasets are indeed "provenancecentric" with an average of 11.3 provenance triples per nanopublication. The average size of a nanopublication is 35.1 triples.
Next, we wanted to get an idea of who created these nanopublications. For that, we ran a SPARQL query to find all identifiers that were listed as creators or authors of a nanopublication in its publication info part. Specifically, we considered the predicates dct:creator, dce:creator, pav:createdBy, pav:authoredBy, and prov:wasAttributedTo. The summary of the result is shown in Table I . In total there are more than 47 million such creator mentions, i.e. an average of 4.4 creators per nanopublication. This set is however dominated by a much smaller number of "power-users" with just 41 unique identifiers. By far the most widely adopted identification scheme is ORCID (86% of all mentions), followed by a somewhat irregular use of literal strings (14%), and URIs identifying software tools (0.17%). Next, we can look a bit more deeply to find out what these nanopublications are really about. We can do this by counting the used namespaces (i.e. the shared first part of URIs that group identifiers into vocabularies and collections) in the four different graphs (head, assertion, provenance, and publication info) and the three different triple positions (subject, predicate, and object). Table II shows the most relevant namespaces in the nanopublications datasets, according to their frequency of occurrence in the subject, predicate and object position for all head, assertion, provenance, and publication info graphs. The shown percentages denote the ratio of nanopublications where the given namespace appears at least once in the given position.
In the head graph, we always find predicates in the rdf and np namespaces, which is unsurprising since otherwise these would not be valid nanopublications. Subjects and objects in the head mostly denote the nanopublication itself and its graphs, respectively, and thereby tend to come from dataset-specific namespaces. In the assertion graph, rdf is the most frequent namespace in predicate position, mostly due to instantiations (rdf:type), but otherwise this category is -unsurprisingly -dominated by domain vocabularies like sio, obo, oborel, and obox. This is even more the case for the object position with sio, ncbi and umls being the most frequent namespaces, whereas the subject position is a mix of domain-specific and dataset-specific vocabularies. In the provenance graphs, we see the classical provenance and metadata vocabularies in predicate position, including prov, rdf, rdfs, dc, pav, and owl. It is notable that prov reaches near-universal acceptance by occurring in 98.95% of all nanopublications in that position. The Weighted Interests Vocabulary (wi) is also surprisingly popular, appearing in more than 93% of all nanopublications. This provenance information is supposed to be attached to the assertion graph, which explains the domain-specific namespaces in subject position. In object position we see a mix of domain-specific and dataset-specific namespaces, which can be explained by provenance pointing to external domain entities as well as internal activities or objects. The publication info graph is about the provenance of the nanopublication as a whole, and it is therefore not surprising to find domain-specific namespaces in subject position, and the classical provenance ontologies again in predicate positions, like prov and pav. DC Terms (dc) even achieves perfect adoption by appearing in 100% of nanopublications in a predicate of this graph. In the object position, we find near-universal adoption of orcid at 98.67%. Creative Commons license URIs (cc) and plain domain names of websites (like http://nextprot.org, which are summarized by the prefix http://) are popular as well. This kind of analysis provides us with interesting insights into the content of such a large number of nanopublications, but we also have to be aware that these numbers are often driven by a few large datasets.
Finally, we can investigate a bit more the variety of content found in these nanopublications. For this we filtered all triples from the assertion graphs that have rdf:type as predicate, thereby assigning an individual to a type. Overall, we found 50 384 007 such individual-type assignments, involving 14 941 unique types. The most frequent type, eco:ECO_0000218 representing "manual assertion", occurs 8 828 067 times, whereas on the other end of the scale many types such as https://www.inaturalist.org/taxa/104422 (standing for Spotted Spreadwing, a species of damselflies) appear just once. Figure 3 visualizes the frequency distribution of these types, showing the continuous occurrence of classes along the whole size spectrum, which can be seen as an indication that the overall dataset is indeed varied and broad. The plateau in the middle is caused by the Human Protein Atlas via its reporting of the occurrence of proteins in a largernumber of different tissues, including the cases where no information about the occurrence is available. Thereby, each of the tissues produces a group of nanopublications of a size that matches the number of covered proteins (around 14 500), thereby producing this plateau effect in the diagram.
VI. AVAILABILITY
All nanopublications of the data we presented here can be directly retrieved from the decentralized server network. Most of the nanopublication URIs directly resolve to a node of the network, and in case this does not work they can all be found on various servers in the network via a well-defined procedure [18] . To retrieve individual nanopublications or entire datasets in a more efficient way, the nanopublication library or its command-line interface can be used [16] . A nanopublication dump of the complete nanopublication content of the server network is furthermore made available on Zenodo 12 . In order to facilitate easier and more powerful access to nanopublications, we also developed a Linked Data API to access the full set of nanopublications available on the network. This API is powered by a grlc server [25] at the front and a GraphDB triple store instance with a SPARQL endpoint at the back. 13 This API offers a standard entry point to the data in the nanopublications network, which any Linked Data client can consume via HTTP without specific knowledge of SPARQL or RDF.
14 Concretely, our API provides the following methods:
• find latest nanopubs with pattern. Find all nanopublications for a given triple pattern, sorted by recency • find nanopubs with pattern. Find all nanopublications for a given triple pattern, in undefined order (faster than the method above) • find latest nanopubs with uri. Find all nanopublications that contain the given URI, sorted by recency 12 https://doi.org/10.5281/zenodo.1213293 13 The API is available at http://purl.org/nanopub/api 14 The underlying parametrized queries can be found at https://github.com /peta-pico/nanopub-api/
• find nanopubs with uri. Find all nanopublications that contain the given URI, in undefined order (faster than the method above) • get all indexes. Get all nanopublication indexes (excluding incomplete ones); this gives a result similar to Tables  III and IV • get index elements. Get all nanopublications that the given index directly contains as elements • get nanopub. Get nanopublication by URI identifier (alternatively, this can also be achieved by directly calling the servers of the nanopublication network) The GraphDB instance automatically loads nanopublications published to the network, normally within a few minutes or less.
Lastly, we also published the source code used for the shown analyses and processes on GitHub 15 and archived it on Zenodo 16 .
VII. DISCUSSION The nanopublication approach can be seen as an instance of "containerization" analogous to the industrial containerization for efficient transport of goods in standardized, physical containers (and to the more recent containerization of software with solutions like Docker). Efficiency is improved with a standardized form and size of the containers, which allows for large-scale automatic and reliable processing of the content (data and physical goods, respectively). The diverse dataset presented here illustrates the recent uptake and expected benefits of this nanopublication-based containerization approach for scientific data publishing.
The current collection of nanopublications can be a valuable resource on the domain level, in particular for biomedical studies where reliability, reproducibility, and trust are important. Our dataset provides good coverage on the biomedical domains of genes, proteins, diseases, biological pathways, and drugs.
Furthermore, our data may also prove to be valuable to study the modeling and processes related to provenance in general and the PROV ontology in particular, with more than 122 million provenance triples, and with more than 10 million nanopublications using the PROV ontology.
Lastly, the dataset can also be useful on a lower technical level, as a dataset with a very large number of graphs. The LIDDI dataset has already been used for benchmarking named graph handling [13] , highlighting LIDDI's "extremely large number of graphs, 392,340". The combined nanopublication dataset presented here is in this sense more than 100 times more extreme. LOD Laundromat [5] , as another point of comparison, contains about 100 times more triples (currently more than 38 billion), but only about 1.5% the number of named graphs of our nanopublication dataset (658 045 documents with a named graph each in LOD Laundromat, compared to more than 43 million named graphs in our nanopublication dataset).
As future work, we have concrete plans to attract further datasets, including the entire Bio2RDF database and larger subsets of resources such as GloBI. We are also working to improve the API and to establish a whole ecosystem of decentralized services feeding from the data backbone of the nanopublication network. In order make the execution of API calls more efficient and scalable, we will also look into the techniques of HDT-Quads [13] and the quad version of Triple Pattern Fragments [33] , as soon as these technologies become stable enough for this kind of application.
