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Abstract 
Bayesian networks (BNs) have classically been designed by two methods:  expert approach (ask an expert for nodes and links) and 
data driven approach (infer them from data). An unexpected by-product of previous Alzheimer’s / dementia research (presented at 
CAS2015) was yet another approach where the results of a hybrid design were used to configure a BN. A complex adaptive systems 
approach, (e.g. GA-SVM-oracle hybrid) can sift through the combinatorics of feature subset selection, yielding a modest set of 
only the most influential features. Then using known likelihoods of demographics associated to dementia, and assuming direct and 
independent influence of dementia upon speech features, the BN is specified. The conditional probabilities needed can be estimated 
with far fewer data than the traditional BN data-driven approach. Although BNs have advantages (intuitive interpretation and 
graceful handling of missing data) they also have challenges. We report initial implementation results that suggest the need to 
reduce continuous variables to discrete categories, and the still-remaining need to estimate a substantial number of conditional 
probabilities, remain challenges for BNs. We suggest some ways forward in the application of BNs with the objective of improving 
/ refining Alzheimer’s / dementia detection using speech. 
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1. Introduction and background 
Bayesian networks (BNs) have been around a long time and are a representation of joint probability distributions 
of sets of random variables with possibly many causal relationships. They contain nodes representing random 
variables, as well as edges between pairs of nodes representing the causal relationship of these nodes, and prior or  
conditional probability distributions for each of the nodes. The main objective of the construction process is to 
model the posterior conditional probability distribution of causal variable(s) after observing new evidence. They also 
have some nice properties such as they are easy to use in the clinical environment as clinicians understand and tend to 
trust them because they operate in a manner similar to the way clinicians think.   Furthermore, they can interpolate 
between supplied data points as well as handle missing data. 
Bayesian networks (BNs) have classically been designed by two methods4:  expert approach (ask an expert for 
nodes and links) and data driven approach (infer them from data). The classical   methods of constructing BNs from 
the data fall into three basic categories:  1) those based on linearity and normality assumptions, 2) those developed 
from extensive testing of independence relationships and 3) those which take what shall be called a “Bayesian 
approach.” They consist of two major parts: a directed acyclic graph (DAG) and a set of conditional, consistent 
probability distributions. The directed acyclic graph is a set of random variables represented by nodes. For example, 
a node may be a health domain, and the states of the node would be the possible responses to that domain. If there 
exists a causal probabilistic dependence between two random variables in the graph, the corresponding two nodes are 
connected by a directed edge, say from a node A to a node B indicates that the random variable A causes the random 
variable B. Since the directed edges represent a static causal probabilistic dependence, cycles are not allowed in the 
DAG.  
A conditional probability distribution is defined for each node in the graph. That is, the conditional probability 
distribution of a node (random variable) is defined for every possible outcome of the preceding causal nodes. They, 
however, have some weaknesses such as: (a) unless the network structure can be confidently asserted by domain 
experts, it can be extremely difficult to infer it purely from data, (b) it requires discretization of the variables, and this 
can become excessively cumbersome if the number of levels gets large, or inaccurate if it is kept small. Furthermore, 
BN tests require determining independence evaluations of order n2 (n = number of features), just for pairwise 
independences.  Also, these tests could well be unreliable unless the volume of available data is enormous. A second 
problem is, that these tests rapidly become computationally infeasible as the number of features / vertices increase. 
However, the classical CH-K2 algorithm2 provided a Bayesian learning of belief networks method to address this 
problem, provided the following four assumptions could be satisfied:  1) database variables are discrete, 2) test cases 
occur independently, given that a belief network model exists, 3) all features are instantiated to some value in every 
case and 4) before observing the data set, one is indifferent regarding the numerical probabilities to place on the belief 
network structure.  Consequently, the classical approach has two significant drawbacks, as well as four limiting 
assumptions (that are not satisfied by many data sets).  These disadvantages are in sharp contrast to the SVM-ORACLE 
hybrid approach5 used for machine intelligence (MI) BN construction in this paper.  
Nomenclature 
AD Alzheimer’s disease group 
AUC Area under the ROC curve 
BN Bayesian network  
CAS Complex adaptive systems 
CH-K2 Algorithm for inferring a BN from data 
DAG Directed acyclic graph 
Dx Diagnosis 
GA  Genetic algorithm 
GRNN Generalized regression neural network 
MI Machine intelligence 
MMSE Mini Mental State Exam 
NL Normal control group 
Oracle an ensemble method for combining predictions from multiple classifiers 
ROC Receiver operator characteristic curve 
SVM Support vector machine 
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2. Machine Design Network Approach 
We have recently investigated the feasibility of diagnosing dementia, mainly of the Alzheimer’s type, with 
minimal clinical inputs and a sample of the subject’s speech8. Such a capability would be highly desirable if it could 
be achieved. From that pilot study, we have 210 speech samples in which subjects describe a picture they are shown; 
98 subjects had a clinical diagnosis of Alzheimer’s (AD) and 112 were cognitively normal controls (NL). From these 
samples a substantial number of features have been extracted, some from the acoustic signal (mainly pause statistics 
and pitch variance indicating emotional affect), and from the speech transcript (vocabulary richness, syntactic 
complexity, idea density, etc.). In all we have 124 features. In addition, we know certain demographics: age, sex, race 
and years of education, as well as the subject’s score on the mini-mental state exam (MMSE)7. Using a genetic 
algorithm (GA) specially designed for feature subset selection10 that automatically determines the subset size as well 
as the features in the set, we combined that with a support vector machine (SVM) learning classifier in integral cross-
validation fashion, to discover several feature sets that seemed to distinguish quite well the AD from the normal 
controls (NL). Since these several alternative classifiers produced slightly different patterns of errors, we combined 
them with an ensemble method (GRNN oracle6), and achieved quite strong results (§97% accuracy on a validation 
sample). 
Recently, Seixas et al.9 have proposed a Bayesian network (BN) approach to help with the clinical diagnosis of 
dementia. Their feature set included demographic data, neuropsychological tests, predisposal factors and signs and 
symptoms. So, for the reasons listed above, we sought to explore whether this would be a valuable alternative approach 
to adopt with our speech data. 
 
 
We were able to finesse the major challenge of BN design by making the following assumptions:  
x the demographics were known, and hence had no parent nodes, but influence the probability of AD, and 
x the speech features and MMSE would be influenced by the presence or absence of disease. 
With these assumptions we could specify the BN illustrated in Figure 1.
  
Figure 1. the Bayesian network structure we specified 
 
The features called for were the union of all the unique features used in the GA-SNM evolved classifiers. 
2.1 Estimating prior and conditional probabilities 
The effects of demographic factors on the incidence of Alzheimer’s disease have been much studied, so we chose 
to use this knowledge. Age was divided into four levels: <65, 65-74, 75-84, 85+ as was done by the Alzheimer’s 
Association1 so that we could avail ourselves of the incidence data they provided.  These are shown in Table 1. The 
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prior probabilities we took from our sample of 210 subjects. This is tantamount to assuming than any new subjects 
would be drawn from a similar distribution. When we estimated conditional probabilities, we used a sample of 175 
cases as a training set, and tested the resulting BN on the remaining 35 cases as a test. From the same source1, we 
found that the influence on AD incidence from gender (“F”, “M”) and race (“W”,”B” only) could be accounted roughly 
as twice for F vs M and again twice for B vs W. We assumed the distribution of the conditional probabilities was the 
same for each age group. It seems likely that further mining of existing incidence data could improve these estimates. 
 





85+  0.38 
 
Many studies on the effects of education (edu) on Alzheimer’s incidence has recently been reviewed by Sharp and 
Gatz11, and from their review we decided to use <14 years and 14+  years of education as our levels. This was somewhat 
arbitrarily since many different studies have used different edu levels. In addition, the findings on the influence of 
education level on AD incidence are far from consistent. However, using these levels we again approximated the 
conditional probabilities of AD as twice for the more educated as for the less. This particular factor could surely be 
improved by more careful mining of available data. 
The MMSE had to be treated differently from the other features. The possible score range is 0-30, and we chose 
three levels: <20, 20-25, 26+. The cutoff of 26 was selected as this was the range for the NL cases we had. While there 
is a substantial literature on norms for the MMSE, and some evidence that it may vary with age and education, we 
chose for our initial model to assume the conditional probabilities were uniform across these categories, and to use 
the conditional probabilities shown in Table  2. This represents another opportunity for future optimzation, should this 
BN approach prove attractive. We estimated the prior probabilities using our whole sample of 210 subject, but for the 
conditional probabilities (Table 2), we used a training set of 175 subjects. The remaining 35 served as a validation set 
as mentioned above. 
 
 




26+  0.136 
 
For the speech features, of course, there are no incidence data. We had normalized these features to the 0.1-0.9 
range using a tanh function where 0.1 was set for the minimum value in our data and 0.9 for the maximum. This was 
done to bring all these features into the same dynamic range, and since we asssumed that new samples could exceed 
the range in our data, we left room outside this range for future outliers, and depended on the tanh function to compress 
these to the 0-1 range. Then, for the BN, we set each feature’s levels to octiles with upper limits of: 0.2,0.3,0.4,0.5,0.6 
0.7, 0.8,1.0. We estimated the prior probabilities using our whole sample of 210 subject, but for the conditional 
probabilities, we used a training set of 175 subjects. The remaining 35 served as a validation set as mentioned above. 
Using the parameters derived as just described, we implemented the BN in the R-based package gRain3. 
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3.0 Results 
The resulting BN with conditional probabilities set from a training set of 175 subjects, was then used to estimate 
the posterior probabilities of AD for each subject, both in the training and validation sets, Since we knew the true 
diagnosis (0=NL, 1=AD), we could compute ROC curves. These are shown in Figure 2. The observed performance, 
perhaps not surprizingly, is less good than our previous results with the GA-SVM-oracle method (validation set 
accuracy §97%). There are many likely contributers to this phenomenon including the rather severe, and somewhat 
arbitrary discretizations employed on all features (the GA-SVM-oracle uses continuous features), the limited amount 
of data we possessed, and the inherent limits of the BN model itself.  
This notwithstanding, we then explored one well-known benfit of the BN apporach, its ability to handle missing 
data. With any feature missing, which can be expected in clinical situations, the BN reports the conditional probability 
tables for all levels of the missing feature(s). This at least provides the clinician with some insight into the subject’s 
liklihood of AD. Just as an illustration, we selected one of our cases, a black female <65 years old, with AD (we knew 
this the BN did not), an MMSE score of 26+ (in the normal range) and 14+ years of education. Given the full set of 
evidence for this subject, the BN predicted P(AD|evidence) = 0.988. When we remove the MMSE evidence, the result 
is shown in Table 3, no significant loss of confidence. The speech features reveal the dementia even without the 
usually-important neuropsychological test (for this one subject). Then we explored removing speech features (not a 
likley event since they are all automatically computed from the speech sample), to explore how the BN would behave.  
We immediately encountered the combinatorial explosion of feature subset selection: there are 20 ways to drop 
one feature, 190 ways to drop 2, 1140 for 3, and so on, 184,756 ways to drop 10. We chose to first test the “least 
important” speech features where we used the frequency of a feature’s utilization among the five GA-evolved 
classifiers as a proxy for “important.” There were 11 features that were unique to a single classifier, so we tested only 
these. Note that by this criterion, the MMSE was a “most important” feature being used by all five classifiers, and we 
just observed that it was not needed for this subject (Table 3). Nevertheless, using this approach, we found that 10 of 
these “least important” features could be  missing without compromising the BN’s ability to detect that this subject 
had AD, but when we dropped the 11th feature (the percent of the words that were possessive pronouns), performance 
degraded significantly as shown in Table 4. This result is provided merely as an illustration of a BN gracefully 
handling missing data; it involved only a single subject. So it is impossible to draw general conclusions, but it does 
suggest strategies for testing the sensitivities of diagnoses to particular aspects of the speech. We have also observed 
other subjects, unlike the one illustrated here, where the speech features cannot help provide the correct diagnosis 
when the AD sufferer is in the early stages and has a normal-range MMSE score5.  
 
 
Figure 2. ROC curves for the BN on the training and validation sets 
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Table 3. BN output for one subject with MMSE evidence missing
 Dx_AD 
MMSE NL AD 
 <20 6.527123e-09 1.0000000 
 20-25 5.221426e-05 0.9999478 
 26+ 1.156138e-02 0.9884386 
 
Table 4. BN output for one subject with MMSE and 11 “least important” speech features missing 
 Dx_AD 
MMSE NL AD 
<20  0.0000000 1.0000000000 
 20-25 0.8707814 0.1292185657 
 26+ 0.9993380 0.0006620337 
 
Aother possible advantage of the BN approach is that it may well provide insights as to the reasons why some 
subjects are so difficult to classify by a careful examination of the collection of inner workings of the separate nodes 
comprising the BN. 
4.0 Conclusions and Future Directions    
This paper addresses the use of a machine intelligence (MI) hybrid approach to help configure a Bayesian Network 
(BN). A complex adaptive systems approach, (e.g. GA-SVM-oracle hybrid) can sift through the combinatorics of 
feature subset selection, yielding a modest set of only the most influential features. This permits avoiding the 
computationally onerous data-only driven approach to BN design. Then using known likelihoods of demographics 
associated to dementia, and assuming direct and independent influence of dementia upon speech features and 
neuropsychological tests, the BN topology was quite easily specified. The conditional probabilities needed could then 
be estimated with far fewer data than the traditional BN data-driven approach. Although BNs have advantages 
(intuitive interpretation and graceful handling of missing data) they also have challenges. Our initial implementation 
revealed some of these: the need for only a few discrete levels for each random variable may cause significant loss of 
accuracy, and assumptions like independence of feature influences may be incorrect. These might be ameliorated by 
methods to approximate continuous probability density functions and obtaining more data. 
In summary, the MI approach has been applied to the design, test and evaluation of a BN for Alzeheimer’s 
detection, and we believe this experience may be applicable to other applications. The result is that this MI approach 
offers several advantages when compared to the classical aproach. The first, and probably the most important, is that 
a massive data set size is not required to either configure the BN structure or achieve reasonable performance. Using 
the MI approach,  a training set size of 175 samples provided a 0.72 ROC AUC validation result (we believe this can 
be improved). Secondly, the designer does not have to confront the possible exponential growth of BN structures as 
the MI approach computes and rank-orders the solutions using a SVM fitness function. Thirdly, the designer is not 
required to address satisfying the many assumptions in the applicaton of the CH-K2 algorithm as it is not part of the 
MI approach. Fourth, the “hand-crafted” BN expert system classical approach with cost, number of experts required 
for complex problem formulations  and  personal bias is not nearly as significant, because of clever and judisious  
application of domain knowledge as illustrated  by this application. Finally, the MI approach perserves the advantage 
of handling missing data, which is an advantageous feature of a Bayesian network, and is also illustrated in this 
applicaton.  
Regarding future work, we have noted the ability of BNs to tolerate some missing data, however not all features 
are likely to be equally sensitive, and this may also apply differently to different subjects. Furthermore, using domain 
knowledge, sensitivities analysis and the inner workings of BNs , may provide an accurate methodology for further feature subset 
selection. A clinically uselful tool would need to be carefully tested for these sensitivities. In addition, exploring these 
sensitivities, particularly for the speech features, may reveal important effects of AD on speech abilities. 
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