Planning path rapidly and optimally is one of the key technologies for industrial manipulators. A novel method based on Memory-Goal-Biasing-Rapidly-exploring Random Tree is proposed to solve high-dimensional manipulation planning more rapidly and optimally. The tree extension of Memory-Goal-Biasing-Rapidly-exploring Random Tree can be divided into random extension and goal extension. In the goal extension, the nodes extended to the goal are recorded in a memory, and then the node closest to the goal is selected in the search tree excepting the nodes in the memory for overcoming the local minimum. In order to check collisions efficiently, the manipulator is simplified into several key points, and the obstacle area is appropriately enlarged for safety. Taking the redundant manipulator of Baxter robot as an example, the proposed algorithm is verified through MoveIt! software. The results show that Memory-Goal-Biasing-Rapidly-exploring Random Tree only takes a few seconds for the path planning of the redundant manipulator in some complex environments, and within an acceptable time, its optimization performance is better than that of traditional optimal method in terms of the obtained path costs and the corresponding standard deviation.
Introduction
In industrial manufacturing and other domains, collisionfree path planning plays an important role in performing mobile robot navigation 1 and complex manipulator operation. 2 Especially for redundant manipulators, multiple degrees of freedom (DOFs) result in high-dimensional search spaces because of generally searching in joint configuration spaces. Thus, it is a computational challenge to rapidly find an optimal feasible path for redundant manipulators.
In response to this challenge, researchers have presented sampling-based algorithms that are capable of realizing high-dimensional path planning, [3] [4] [5] [6] [7] [8] such as probabilistic roadmaps, Rapidly-exploring Random Tree (RRT), and their variants. Despite their feasibility for probabilistic completeness, it is difficult to achieve an expected balance between optimization performance and planning efficiency. For example, some variants can greatly improve the efficiency of path planning by changing extension strategies, 9 but their optimization performance is poor. Some other variants adopt specific optimization methods to lower the path costs and even tend to the optimal path, 10-12 but they easily fall into the local minimum or consume much more time.
Therefore, the main contribution of this article is to balance the conflict between optimization and efficiency and provide a more practical way for the path planning of redundant manipulators. The proposed path planner in this article is a greedy RRT algorithm based on Memory-GoalBiasing (MGB-RRT). It can solve the local minimum problem by storing goal-extended nodes in a memory. In addition, the generated paths by MGB-RRT are postprocessed for further path optimization. In order to quickly detect collisions in path planning, several key coordinate points are used to represent the pose of manipulators, and the obstacle areas are simultaneously enlarged.
The remainder of this article is organized as follows. The second section discusses the related work about RRTs. The third section describes the MGB-RRT algorithm and the fourth section presents the simple collision detection method. The fifth section shows the planning results. A discussion based on the results is presented in the sixth section. Finally, a conclusion is given in the last section.
Related work
RRTs are proved to be well suited to handle highdimensional configuration space and non-holonomic constraints. 4, 13 However, the basic RRT has several limitations. For example, the planned paths are unpredictable and suboptimal due to randomness, and the planning time may be too long to get a feasible path owing to excessive constraints or dimensions. Therefore, various variants of RRT exist to overcome the above limitations.
14,15

Efficient RRTs
In order to speed up path planning, a bidirectional version of RRT (RRT-Connect or Bi-RRT) was proposed, which grows two trees: one starting from the goal and the other starting from the initial configuration. 9 The two trees advance toward each other until they are connected. Bi-RRT has been demonstrated to be very efficient in many highly constrained environments, such as high-dimensional spaces and narrow spaces. However, Bi-RRT is only suitable for the cases where the goal remains unchanged, and its planned paths are far from optimal.
Asymptotically optimal RRTs
Recently, Rapidly-exploring Random Tree Star (RRT*) has been developed. It adjusts the parent-child relationship near the new nodes to reduce the path costs. 10 RRT* is shown to be asymptotically optimal in theory, namely the planned paths tend to be optimal with the increase of the planning time. However, RRT* consumes much memory and its convergence rate is slow. To overcome these limitations, Qureshi and Ayaz 16 proposed a Potential Function Based-RRT* (P-RRT*) that incorporates the artificial potential field algorithm in RRT*. Jeong et al. 17 improved the RRT* algorithm using the ancestor nodes to efficiently enlarge the pool of parent candidates. Combining the advantages of Bi-RRT and RRT* (Bi-RRT*) was also proved to converge faster to the optimal path solutions. 18, 19 However, the speed of these algorithms is not fast enough, especially in high-dimensional spaces.
Heuristic RRTs
Unlike the RRT* algorithms, the heuristic RRTs reduce the randomness and the costs of the planned paths by changing the way of generating new nodes. Urmson and Simmons 11 developed a heuristically guided RRT (hRRT) algorithm. It incorporates heuristic functions to generate valid nodes and thus guides the tree toward low-cost solutions. Another heuristic search method is based on goal-biasing (GoalBiasing RRT). It generally includes random extension and goal extension. 12, 20, 21 Which extension to be chosen is determined by a threshold within the range of 0 to 1. The random extension is the basic RRT algorithm for avoiding obstacles. In the goal extension, firstly, the node with the minimum distance to the goal configuration is selected in the search tree, then the tree continues to be extended from this nearest node toward the goal configuration until a collision is checked or the goal is reached. This greedy approach performs better in reducing randomness and time consumption. However, the local minimum problem may result in planning failure due to the heuristic searches and no memory, as shown in Figure 1 .
As mentioned above, in the goal extension, the node closest to the goal is always selected in the search tree for extending to the goal rapidly. Based on this strategy, the desired path will be calculated by the goal-biasing RRT approach in the case as shown in Figure 1(a) , because the node (n 4 ) avoiding the obstacle is the nearest one to the goal. In Figure 1(b) , the node (n 1 ) is always the nearest one, but the new nodes extended from this node are always in collision, resulting in the failure of the goal extension, that is to say, the planning becomes stuck in the local minimum. Therefore, Kalisiak and van de Panne 22 introduced a nonregressing flood-fill mechanism into RRT (RRT-blossom) for escaping from the local minimum. This method needs to determine whether a new node is in the explored area per iteration, which needs to consume more time. Cheng and LaValle 23 developed a strategy based on recording the exploration information of each RRT node for excluding repeated states and solving the local minimum problem.
MGB-RRT():
Unlike the literature, 22, 23 MGB-RRT just memorizes the exploration information in the goal extension rather than in all extensions, because the probability of repeated exploration is very small in the random extension for highdimensional manipulation planning. This improvement can make MGB-RRT take less planning time.
Baxter robot is used to test the performance of the proposed methods with MoveIt! software [version ROS], where Baxter is an industrial robot with two 7-DOF arms built by Rethink Robotics (Boston, Massachusetts), 24, 25 and MoveIt! is the most widely used open-source software for motion planning, manipulation, kinematics, and other advanced robotics applications. 26 Furthermore, MoveIt! provides two efficient inverse kinematics (IK) solvers, which are KDLKinematicsPlugin and IKFastKinematicsPlugin. KDLKinematicsPlugin is a universal IK solver based on Newton-Raphson iterative method. IKFastKinematicsPlugin proposed by Diankov 27 can analytically and fast solve the kinematic equations of some complex kinematic chains. Both solvers can solve the IK of Baxter's 7-DOF manipulators for manipulation planning in this article.
MGB-RRT algorithm
Aiming at the possible local minimum problem of GoalBiasing or other heuristic RRTs, the proposed MGB-RRT algorithm can record some special nodes in a separate memory so as to find an appropriate nearest node in the search tree excepting these special nodes. This is conducive to escaping from the local minimum. Consequently, determining which nodes to be memorized is the key and innovation of MGB-RRT.
As introduced earlier, during the goal extension, the new closest node to the goal is not expected to be one of the nodes generated by prior goal extension steps. Because if any goal-extended node is used for goal extension again, a collision will be detected anyway. So, all of the nodes extended to the goal should be memorized, and then the node nearest to the goal is found in the search tree without the memorized nodes in the next goal extension step.
The detailed MGB-RRT algorithm is shown in Figure 2 . In this pseudocode, the search tree is grown until a newly added node is within the desired distance threshold of the goal or the maximum number K of iterations is exceeded. In the extension stage, the tree is grown randomly with a probability of p g (line 6) and is grown to the goal with a probability of 1 À p g (line 8). L represents the extension step. In the ExtendToGoal function, the node q old with the shortest distance to the goal q goal is found in RestTree rather than SearchTree (lines 21 and 22) . This node is added to MemoryTree (line 23). Then, the tree is grown toward the goal q goal step by step, and the new node q new is also stored in MemoryTree (line 30) until a collision is checked or the goal q goal is reached (lines 32 and 33).
After generating a feasible path, a post-processing method is implemented to further optimize the path, reduce the randomness of the path, and improve the motion stability of manipulators.
First, the redundant nodes in the path are removed. Two nodes are randomly chosen in the path according to a certain range. If there are no obstacles when the two nodes are connected directly, the nodes between the two are regarded as the redundant nodes that need to be removed, as shown in Figure 3 . The path cost can be reduced to minimum after multiple loops.
Then, Bézier curve is adopted to smooth the above path for enhancing the stability of the manipulator's movement.
Collision detection
It is well known that collision detection will consume much time in the path planning of multi-DOF manipulators because of multiple links. In order to check collisions rapidly, Baxter's manipulator is simplified as multiple points, as shown in Figure 4 . P 1 , P 2 , P 3 , and P 4 are selected as the four key points of the manipulator. They are located in shoulder joint, elbow joint, wrist joint, and end-effector, respectively. Hence, the pose of the manipulator is uniquely determined by the positions of these four key points. In addition, more point positions can be calculated by interpolating between two key points (P 1 and P 2 , P 2 and P 3 , P 3 and P 4 ) for precise collision detection.
Forward kinematics is applied for getting the positions of P 1 , P 2 , P 3 , and P 4 . The Kinematics and Dynamics Library (KDL) provides a robotic framework for modeling and calculation of kinematic chains. 28 Therefore, the kinematic chains from Baxter's base to each key point are respectively represented by the objects of the KDL Chain class. The KDL solver (KDL::ChainFkSolverPos_recur-sive) is used to calculate the forward kinematics of these chains. This method makes it more convenient to solve forward kinematics.
Furthermore, in order to avoid obstacles successfully, the obstacle area is properly expanded according to the radius of the manipulator, as shown in Figure 4 . Hence, we just need to judge whether the points are within the expanded obstacle area for collision detection. It can improve the efficiency of path planning and is one of the advantages of this article.
Results
The performance of the MGB-RRT algorithm was compared against Bi-RRT* (which tends to global optimum but has low efficiency) and Bi-RRT (which is fast but has poor optimization performance) over different planning tasks.
All of the tests were performed on an Intel(R) Core(TM) i7-3770 CPU. For each task, by performing 100 planning runs, we calculated the following values: 
The average number of goal extensions (Goal
Extensions). It should be explained that Goal Extensions in Bi-RRT and Bi-RRT* means the extension number of one tree grown to the other tree. 6. The average number of checking collisions (Collisions).
Planning in two-dimensional space
First of all, the planning algorithms were implemented in two-dimensional space using MATLAB [version 2014a]
software. The extension step size and the error were set to 5, respectively. The start position was [0, 0] and the goal position was [90, 90] . The obstacle was T-shaped that could result in the local minimum problem. The results with different algorithms are shown in Figure 5 . In Figure 5 , the path planned by MGB-RRT is very close to the optimal path planned by Bi-RRT*; however, Bi-RRT Figure 9 . The planning results using Bi-RRT*, MGB-RRT, and Bi-RRT, among which the left are planned by Bi-RRT*, the middle are planned by MGB-RRT, and the right are planned by Bi-RRT. Bi-RRT*: bidirectional version of Rapidly-exploring Random Tree Star; MGB-RRT: Memory-Goal-Biasing-Rapidly-exploring Random Tree; Bi-RRT: bidirectional version of Rapidly-exploring Random Tree.
performs poorly on optimization. Moreover, the path costs of 100 runs are drawn in Figure 6 , where the path costs by Bi-RRT* are almost unchanged, and the path costs by MGB-RRT have a little change, however the path costs by Bi-RRT have much greater variations due to randomness.
The average results after 100 planning runs are shown in Table 1 . Among the three methods, Bi-RRT* consumes the most time although its path cost and standard deviation are minimum; Bi-RRT achieves a relatively high planning rate, however its path cost and standard deviation indicate that the paths generated by Bi-RRT are far from the optimal solution and have large uncertainties; MGB-RRT realizes a satisfactory balance between the path cost and the planning time, which is significant for practical applications.
Planning for redundant manipulators
The performances of these three methods in highdimensional spaces were compared over different planning scenarios involving the redundant manipulator of Baxter robot. The base coordinate system of Baxter robot is shown in Figure 7 . The algorithms were implemented with MoveIt! packages embedded in the Indigo version of Robot Operating System (ROS). ROS is a flexible robotics middleware for developing robot software. 29 The planning results were visualized by RViz, which is a threedimensional visualization tool for ROS.
The initial position of the end-effector of Baxter's manipulator was [0.861, 0.485, 0.096] m in the base coordinate system. The initial orientation was represented by quaternion, which was [0.0471, À0.3779, 0.9243, 0.0249] In the following tests, we did not change the initial state and the goal state of the manipulator but the types of obstacles, so as to compare the performances of the planning algorithms aiming at different scenarios.
The obstacles in the scenarios are shown in Figure 8 . Obstacle1, Obstacle2, and Obstacle3 are different-sized rectangular solids. They are used to prove the capability of moving over large obstacles by MGB-RRT. The sizes and the positions of the three obstacles are shown in Table  2 . Obstacle4 is a narrow passage with a width of 0.18 m (the diameter of the manipulator is about 0.13 m). This obstacle is used to verify that MGB-RRT is able to plan a feasible path in narrow spaces. Obstacle5 is the threedimensional occupied map of a real obstacle obtained from Kinect v2 camera (Microsoft, US). 30 Obstacle5 is used to demonstrate the practicability of MGB-RRT.
The planning results in these five scenarios are shown in Figure 9 . The curves in Figure 9 are the trajectories of the three key points in the manipulator. These curves keep a certain distance with the obstacles. It means that each link of the manipulator avoided the obstacles and reached the goal state safely. Consequently, the proposed method of collision detection is proved to be reliable. Additionally, the joint trajectories for avoiding Obstacle4 are used as an example to present the differences in the planned trajectories, as shown in Figure 10 . It can be seen that the trajectories planned by MGB-RRT have fewer fluctuations and lower path costs compared with those by Bi-RRT and Bi-RRT*. In order to show the effects of the post-processing method in MGB-RRT, the comparison of the joint trajectories before and after the processing is shown in Figure 11 . According to the deviation between the two types of curves in Figure 11 , it is illustrated that by processing the initial planned paths (the solid curves in Figure 11 ), the path costs are further reduced, and the harmful random fluctuations are also eliminated, leading to more optimal paths (the broken curves in Figure 11) . Therefore, the postprocessing method is conducive to the stable and natural movement of manipulators.
The average results after 100 planning runs are shown in Table 3 . They are somewhat different from the results in Table 1 . In Table 3 , the path cost and the corresponding standard deviation with MGB-RRT are more optimal than those with Bi-RRT*. It is because the given iteration times of Bi-RRT* are not enough to generate the optimal paths. Maybe we could increase the iteration times to make Bi-RRT* better than MGB-RRT in optimization performance, but it is not useful for the practical path planning of manipulators, because the planning time with Bi-RRT* is too long and the work environment may have been changed during the path planning. Furthermore, Bi-RRT still has advantage in the planning time over the other two algorithms, but the generated paths are too random to be directly applied to motion control. MGB-RRT has satisfactory performance on both path costs and planning time.
Discussion
As is well known, Bi-RRT* and Bi-RRT are two typical variants of RRT, which is also the reason that we choose the two methods to compare with MGB-RRT. The above planning results show that these two methods have some drawbacks:
1. The paths solved by Bi-RRT* are optimal or nearoptimal, but the convergence rate of Bi-RRT* is pretty slow and unacceptable, especially for the path planning of redundant manipulators, which needs more than 100 s, as shown in Table 3 . 2. Bi-RRT can quickly find a feasible solution for redundant manipulators. For example, it only takes about 0.5542 s for the narrow passage, but it has a poor performance on optimization, as shown in Tables 1 and 3 .
One reason for these drawbacks should be that the tree growth has no clear goal and no memory, resulting in repeated and useless extensions. However, the proposed MGB-RRT algorithm adopts the following strategies to overcome the drawbacks: 1. A greedy strategy is adopted that extends the tree toward the goal continuously until a collision is detected. It provides a clear goal to avoid useless extensions and improve the efficiency of path planning. 2. A memory mechanism is used to overcome repeated extensions. It can memorize the exploration information in the goal extension and does not need complex computation in each iteration.
Therefore, in the planning process using MGB-RRT, the goal-extension times are more than the random-extension times, and the collision-checking times are relatively fewer, as shown in Tables 1 and 3 . In addition, the postprocessing method is implemented in MGB-RRT, which can reduce random fluctuations to obtain more optimal paths, as shown in Figures 10 and 11 .
The above strategies make MGB-RRT get satisfactory optimization results (lower path costs and lower standard Table 3 . The planning results after 100 planning runs using Bi-RRT*, MGB-RRT, and Bi-RRT for Baxter's manipulator. deviation) within an acceptable time (a few seconds), namely a better balance between optimization and efficiency is achieved. This is the advantage of MGB-RRT over Bi-RRT* and Bi-RRT.
Conclusion
In order to generate more optimal and faster solutions for the path planning of redundant manipulators, an improved MGB-RRT is proposed. The main features of this approach are to provide a memory mechanism and a post-processing method for generating the paths with satisfactory performances on optimization and efficiency. In addition, MGB-RRT adopts a fast collision-checking method. This method just needs to judge whether multiple specific points in the manipulator are within the enlarged obstacle areas.
The proposed MGB-RRT algorithm is compared with Bi-RRT* and Bi-RRT over a range of different planning scenarios using Baxter's redundant manipulator. The simulation planning results demonstrate the following:
1. Although the planning time with MGB-RRT is more than that with Bi-RRT, it should be acceptable in practice. The optimization performance of MGB-RRT is much better than that of Bi-RRT. 2. Within the acceptable time range, MGB-RRT has better optimization performance and lower computational complexity than Bi-RRT*.
Therefore, MGB-RRT is more applicable to the path planning of redundant manipulators in the actual industrial production.
MGB-RRT adopts a greedy strategy that extends the tree toward the goal until a collision is detected. However, if the goal extension can be terminated in advance according to the previous collision information, the extension times can be further decreased, resulting in higher planning efficiency. Therefore, the future work will aim at this idea to develop an intelligent MGB-RRT algorithm based on machine learning.
