Abstract. The partial dierential equations describing the evolution of thin liquid lms on solid substrates in lubrication approximation are highly non-linear. Thus, the classical semi-implicit time integrator with a constant linear part fails due to a strong variation of the Jacobian between two consecutive time-steps. We propose to integrate the equations using an exponential propagation. This method requires to evaluate the rightmost eigenvalues of the Jacobian Matrix. Because the discretized system is large and sparse, we adapt dierent classical iterative methods (Chebyschev acceleration, shift-invert Cayley transform). We show that the Cayley transform is the most powerful method. Furthermore, the rightmost spectrum determined in such a way can also be employed in a continuation technique that allows to follow steady state solutions in parameter space. In this way time stepping and bifurcation analysis can be coupled. The resulting common numerical framework is exemplied using (i) dewetting on a horizontal homogeneous substrate, and (ii) the depinning of pinned drops. Both examples are treated in two-and three-dimensional settings.
1. Introduction. This paper aims at studying the time-evolution of thin liquid lms as well as equilibria of such lms and their stability. The physical setting consists of a liquid lm or drop with a free surface on a solid substrate possibly under the inuence of a driving force parallel to the substrate An example is a drop that slides down an incline under gravity [56, 79] . The notion 'thin' refers to systems where the mean thickness of the lm/drop is small as compared to all typical length scales parallel to the substrate. This allows for the usage of the long wave approximation. For viscous uids (small Reynolds number ows) and if the surface tension dominates over viscosity (small capillary number) the application of the long wave approximation results in a description of the time-evolution of the thickness prole h(x, y, t) by a socalled lubrication equation [54, 41] where m(h) is a mobility, µ(h) represents the lateral driving force, and the pressure p(h) may contain several terms that determine the dynamics. A curvature or Laplace pressure results from capillary and stabilizes a at lm. Its contribution corresponds to a Bilaplacian of the height h in the lubrication equation. Because it is the highest order derivative in the equation it constitutes one of the main numerical diculties. Pressure contributions that destabilize the at lm can result from various physical mechanisms [54, 19] . Examples include electrostatic pressure terms for dielectric liquids in a capacitor [47, 51, 87] , a pressure resulting from a magnetic eld acting on a ferromagnetic uid [1, 12] , a disjoining or conjoining pressure for very thin lms below 100 nanometers thickness resulting from eective molecular interactions between the substrate and the free surface [20, 22, 36] , a 'thermal pressure' for a thin lm on a heated plate (where the long-wave Marangoni mode is dominant) [85, 53, 11] and a hydrostatic pressure caused by gravity, e.g., for uid under a ceiling [28, 21, 14] . All the mentioned destabilizing eects result in a long-wave instability, i.e., an instability with wavenumber zero at onset; similar to the Rayleigh-Taylor instability.
In the present work we use several representations of disjoining pressures as generic examples for a destabilizing mechanism because their specic thickness dependencies are numerically especially demanding and extensive literature results allow for detailed benchmarking of our algorithms. Note, however, that the developed algorithms for time integration and continuation can be readily applied to any other combination of stabilizing and destabilizing pressure terms. Using a disjoining pressure formulation allows to consider the presence of an ultra-thin precursor lm on the macroscopically 'dry' parts of the substrate [20] . The existence of such a lm removes the contact line singularity [27, 82] .
Without lateral driving force, the lm structuring via a long-wave instability results in patterns of static holes, drops or mazes with a wide range of structure sizes depending on the initial lm thickness and the destabilizing phenomenon [60, 69, 53, 44, 10, 11, 66] . However, the resulting short-time structure is unstable (representing a saddle in function space) with respect to coarsening and on a very large time-scale the system approaches the global energetic minimum, i.e., a single drop or hole [8, 74] . Indeed without a lateral driving force the system follows a relaxation dynamics and the evolution equation can be written using the variation of an underlying energy functional [52, 73] . The variational form of the (then coupled) evolution equations can also be derived for multilayer lms in similar settings [57] .
Details of the dierent phases of the process are still under investigation. For instance, the initial rupture process might occur via nucleation or a spinodal surface instability [81, 4] , and dewetting fronts might be transversely unstable [70, 61] . Similar equations govern the opposite process the spreading of a droplet in a wetting situation [54] . A detailed understanding of all the mentioned processes is only possible if the pathways of time-evolution can be followed for two-and three-dimensional systems using a fast and versatile algorithm.
The situation is similar for systems involving lateral driving forces, i.e., gravity on an incline [35, 86, 56] , or temperature gradients [16, 42, 9] . There, new phenomena appear like transversal instabilities of sliding liquid ridges, advancing and receding fronts [35, 72, 7, 27, 79, 76] . Another fascinating nding is related to single sliding drops: Beyond a critical driving force the drop forms a cusp at the back end and 'emits' smaller satellite droplets [56, 5, 46] . For a driven contact line, heterogeneities of the substrate can cause a stick-slip motion [65] . In the setting of a sliding droplet this leads at a critical driving force to the depinning of droplets pinned at a heterogeneity. Closely to the related bifurcation the resulting motion resembles stick-slip motion: The drop sticks a long time at a wettability defect and then suddenly slips to the next defect. This was studied in a two-dimensional setting in Refs. [78, 77] . Typical dierences in time scales for the stick-and the slip-phase are several orders of magnitude. Also here a powerful algorithm is needed to simulate the evolution in time in three dimensions as well as to follow steady state solutions in parameter space.
Having all the described physical applications in mind, in the present work we seek to develop a time integration scheme with an adaptive time-step and also tools for bifurcation analysis that are applicable to two-and three-dimensional systems. Here, we restrict path-following to steady states. The possibility to extend our approach to stationary states, i.e. steady states in a co-moving frame, is discussed in the conclusion.
The semi-implicit scheme (cf. Ref. [88] ) treats a linear operator implicitly and the non-linear term explicitly. It is a standard method to perform the time-integration of non-linear equations. The success of the method lies in the fact that the fastest timescales normally arise from the linear operator as for the Navier-Stokes equations [84] . In the case of the lubrication equation, the natural candidate for the linear operator would be the bilaplacian. Indeed this operator is relevant for small perturbations of a at lm. However, for a state consisting of a drop that coexists with an ultrathin precursor lm one encounters a problem due to scale-separation. To overcome this problem, we choose to take the Jacobian matrix as the linear part at each timestep. Then the semi-implicit scheme requires the inversion of a linear operator whose conditioning depends on the one of the Jacobian matrix. For an equidistant spatial discretization, we expect that the Jacobian is very bad-conditioned (worse than in the case of the Stokes operator) because of the presence of the fourth order bilaplacian operator. Specic algorithms have been developed to deal economically with the inverse matrix in the case where the implicit linear operator is the Laplacian. It seems, however, to be quite dicult to nd a general algorithm for asymmetric Jacobian matrices. That is the main drawback when the Jacobian is chosen.
An alternative way that avoids this problem might be to use a (pseudo-)spectral method [10, 11] . However, the geometry of sliding drops on homogeneous or heterogeneous substrates, in particular, the cusp formation [56] implies a large spectrum. Furthermore, for heterogeneous substrates, the Fourier modes are not anymore decoupled, and the method loses the benet of the decomposition in invariant Fourier modes. In this article, we focus on a spatial discretization using Finite Dierence on an uniform mesh of N unknowns. The system is large and sparse and contains obviously non-linearities. We seek an iterative method to carry out the integration in time and the tracking of steady states in parameter space.
Friesner et al. [30] proposed an alternative to the preconditioner methods: A time integration using exponential propagation where at each time-step the exact solution is constructed. The scheme involves the computation of the exponential of the Jacobian operator which constitutes the emphasis of this scheme. A direct approximation of this exponential using the Padé approximation or using diagonalization has to be avoided because of the large matrix size. The idea consists of projecting the Jacobian matrix on small Krylov subspaces of the dimension K N . The Krylov method is commonly used in iterative methods because it involves only Matrix-Vector products what is particularly interesting for sparse matrices [62] . Using this reduction the computation of the exponentiation can be performed at a negligible cost using QRalgorithm as long as K is small. The main advantage of this method lies in the fact that the exponential lters the large negative eigenvalues, thereby avoiding numerical stability problems. Furthermore, an analytical a posteriori error estimator yields a reliable scheme for Navier-Stokes like equations.
The application of such a scheme to lubrication equations shows its reliability but the approximation in Krylov subspaces converges slowly. We will show that the dimension of the Krylov subspace is about one-hundred while in Ref. [30] the dimension was only about ten. The main reason for this dierence in performance is the presence of the fourth order Bilaplacian in lubrication equations. Its eect is worse than the one of the Laplacian operator in the Navier-Stokes equations because large negative eigenvalues are present whose magnitude increases with the order of the dierentiation operator. These large eigenvalues appear in the rst iterations of the Krylov subspace construction using an Arnoldi algorithm. Therefore, the Arnoldi algorithm has to be adapted in order to obtain, fast and accurately, the rightmost eigenvalues. The mainly used methods are the Cayley transform, which modies the spectrum distribution [50] , and the Chebyschev acceleration, which lters the 'unwanted' eigenvalues [48] . The Cayley transform proves to be the most powerful modication to the Arnoldi algorithm.
Such a scheme can be also be employed to track steady states in parameter space. Indeed, we show that the Krylov reduction associated with the Cayley transform can also be applied to carry out the classical continuation techniques: tangential predictor, Newton algorithm in a secant direction, detection of the bifurcation point and determination of its kernel [67] .
In the following Section 2, we present the lubrication equation and its spatial discretization. Then we describe in Section 3 the exponential propagation method and present various ways to evaluate the exponentiation of the Jacobian. Finally, in Section 4 we adapt the algorithms developed for the time-stepping to be able to also perform the continuation of steady states. Two dierent physical situations (elucidated above) exemplify the application of the developed numerical algorithms. The rst one, presented in Section 6, is the lm rupture due to a destabilizing disjoining pressure. The slow coarsening process that follows the lm rupture is an opportunity to check the adaption of the time-step during the time integration. The second situation, presented in Section 7, corresponds to the pinning/depinning problem for ridges and drops on an inclined heterogeneous substrate, where a wettability defect can retain a liquid ridge or drop up to a critical inclination. The path-following algorithm will be applied in order to determine the onset of depinning and the kind of bifurcation. Here, our study compares results for a two-dimensional situation (ridge) with existing ones [78, 77] obtained with the continuation toolbox AUTO [24, 25, 26] . Additionally, we are as well able to study three-dimensional drops, a case not accessible using AUTO. Finally, Section 8 concludes, compares to experiments and gives an outlook to future work.
2. Modelling and Spatial Discretization. 2.1. Lubrication equation. Consider a liquid layer on an (inhomogeneous) one-or two-dimensional solid substrate, corresponding to a two-or three-dimensional physical situation, respectively ( Fig. 2.1 ). Throughout the paper we always refer to the physical dimension. The liquid partially wets the substrate and might be subject to a constant lateral force P. Using the long-wave approximation, the dimensionless evolution equation for the lm thickness prole h(x, y, t) derived from Navier-Stokes equation, continuity and boundary conditions reads [54, 41] 
where ∇ = (∂ x , ∂ y ) is the planar gradient operator and
yy is the planar Laplacian. The mobility function m(h) = h 3 corresponds to Poiseuille ow without slip at the substrate. The term ∆h represents the linearized Laplace pressure for small slopes of the lm thickness prole. Finally, the wetting properties are modelled using the disjoining pressure Π(h, x). Thus, for a striped heterogeneous substrate the disjoining pressure will depend not only on lm thickness but also on the x-direction. The latter is also the direction of the lateral force ( Fig. 2.1 ). Many specic forms of the disjoining pressure are discussed in the literature. The ones mostly used in simulations Sketch of the (a) two-dimensional and (b) three-dimensional geometry of the problem: A thin free-surface liquid lm rests of ows on a possibly heterogeneous substrate. Thereby the heterogeneous wettability is assumed to depend on one spatial direction only. We choose the xdirection. A driving force P might also act along the x-direction force the presence of an ultra-thin precursor lm of about 1-10 nm thickness to avoid a 'true' lm rupture. To facilitate comparison to the literature here we employ the two specic expressions
(as used in [82, 83] ), and
(as used in [68, 81] ). We call them (I) and (II), respectively. Varying wettability properties due to a heterogeneous coating can be introduced in the short-range part of the disjoining pressure. We adapt case (II) and get
where ξ(x) is the heterogeneity prole and the amplitude of the heterogeneity (as in [78, 77] 
with
In order to obtain a well posed PDE system, we introduce periodic boundary conditions. In the studied case of non-volatile liquids the mass M = D h(x, y)dxdy is conserved. The measure H = M/ D dxdy represents the mean height and u = h−H is the perturbation. The PDE (2.5) dened in the space
is well dened: (i) F operates on the Euclidian space {H +E}, and (ii) linear operators operate on the linear space E. Noe that we do not impose a positivity condition (h ≥ 0) in the functional space. Indeed, Zhornitskaya and Bertozzi [89] present a positivity-preserving numerical scheme for lubrication equations which do not contain a disjoining pressure (Π = 0). The result is based on the fundamental result of the existence of entropy preserving solutions [6] . In the case of the presence of a disjoining pressure, the positivity of such schemes is guaranteed only for two-dimensional problems [8, 3] . Nevertheless, entropy consistent nite-element schemes can be developed for the three-dimensional case [33] . In this article the presence of a precursor lm makes the positivity preserving problem less crucial. Furthermore, the error estimator developed in our scheme is accurate enough to prevent negative solutions or 'numerical' singularities. Note nally, that the concept of entropy solutions might not be applicable to lms exposed to a driving force.
2.3. Spatial discretization. The discretization in the two spatial directions x and y is undertaken using (N x +1) and (N y +1) mesh points at distances δx = N x /L x and δy = N y /L y , respectively. With periodic boundary conditions only N x , resp. N y , points are required. The number of discretization points is denoted by N = N x ×N y in 2D and N = N x in 1D. The dierentiation operators are approximated by a standard, centred ve-point stencil. In consequence, a linear operator L in this discretized space is a N × N band-matrix.
It is straightforward to verify that the space E is invariant under such a linear operator. However, we have to be careful to let the operator act only on elements of E. This is a challenge when taking into account numerical round o errors. A solution would be to integrate the restriction of the E space directly into the operator, but then the band-structure of the operator would no longer hold. Indeed the band-structure constitutes a property of paramount importance for sparse matrix manipulations like, e.g., the LU-factorization. Therefore, we will keep the matrix without additional modications.
3. Time Integration.
3.1. Introduction. Before detailing the exponential propagation scheme for the time integration of Eq. (2.5) we briey explain why the classical semi-implicit scheme applied to the PDE (2.1) breaks down. We split the function F into
where L = −m(h 0 )∆ 2 is a linear operator and N (h) the remaining non-linear part. The choice of L corresponds to the dierentiation operator of highest degree where the fastest time-scales in the system arise as is commonly proceeded [84] . The semiimplicit estimation of the variation u of h during the time τ is a solution of the linear equation
This operator is relevant for small uctuations of the lm prole, but not for large amplitude modulations like in drop solutions. Indeed the Bilaplacian is scaled by the Poiseuille ow mobility m(h) = h 3 . This implies that if the height varies by a factor 10 like in a drop solution, then a factor 10 3 appears in the linear operator. shows an example where the explicit and semi-implicit (with L = −m(H)∆
2 ) schemes lead to the same estimation of the variation u during a time-step τ . It means that
i.e., the operator (I − τ L) in Eq. (3.2) acts mostly like the identity. Then, the semiimplicit scheme does not improve the explicit scheme that is very much restricted by ensuring stability. Nevertheless, are such semi-implicit scheme used in the literature, e.g. in Refs. [11, 31] . In the rst case the amplitude is always chosen to be small enough, whereas the evolution equation in the second article is the KuramotoSivashinsky equation that has no mobility function in front of the Bilaplacian. An alternative way is to consider L = −m(h)∆ 2 as linear operator. Figure 3 .1 shows that the variation u is better evaluated but no pre-conditioning method based on this has been successfully developed up to now. The reason might be that also the disjoining pressure varies strongly with the lm thickness. Therefore it might not be negligible although being only of second order.
Thus, for each time-step the relevant linear part is the linearized Jacobian matrix
determined by dierentiating Eq. (2.1) to be
The variables h and x of the functions m(h) and Π(h, x) are omitted and the denotes the derivation ∂ h . An implicit method could be applied using this operator: One approximates F (h) at the next time t + τ using the rst order Taylor expansion F (h 0 + u) F (h 0 ) + τ Ju and the integration of a time-step becomes
However, the matrix inversion remains a diculty. In consequence, the aims for our algorithm are 1. to avoid inversion or use an inversion under 'better' conditions; 2. to use a maximum of 'information' about the Jacobian, i.e., its leading eigenvalues. The method described in Ref. [30] seems to be a good candidate. There the exponential of the Jacobian is computed without matrix inversion.
3.2. Time-stepping scheme. We rst present the exponential propagation scheme proposed by Friesner et al. [30] . Second, we describe the reduction of the J operator into a Krylov subspace using dierent ways: the Arnoldi procedure; the Chebyschev-Arnoldi algorithm; and the Cayley transform followed by the Arnoldi procedure, i.e., the Cayley-Arnoldi algorithm. A detailed description of these methods can be found in [50] .
3.2.1. Exponential propagation. Starting with the known prole h 0 at t 0 we want to nd the new prole h = h 0 + u at time t = t 0 + τ . First, we write the Taylor expansion of the function F of the evolution equation (2.5) at the point h 0
where b = F (h 0 ), and R(u) = O(u 2 ) contains the quadratic terms. Then, introducing the Taylor expansion (3.6) in the dynamical system (2.5) we obtain the evolution problem
To integrate this system we consider the superposition of the linear solution u (1) (without non-linear terms: R(u) = 0) and the non-linear terms leading to the integral equation:
where
The non-linear terms are conned in the convolution integral. Its determination depends on the solution u. The strategy developed in [30] is to estimate u by successive approximations of the nonlinear terms by forming the {u (m) } series
where u (1) corresponds to the integration of equation (3.7) without non-linear terms (R(u)=0):
The non-linear function R is approximated by a polynomial of degree + 2:
where the c
are estimated by an interpolation of the previous approximation u (m−1) :
We have to take time interpolation points in order to obtain a square system giving the vector c
k . Since the Chebyschev polynomial approximation corresponds to the best t, we take the Chebyschev distribution for the interpolation points, i.e.,
Finally, at step m, we have to compute
Note, that the temporal evolution of the perturbation u is governed by the functions G J (τ ) or exp(Jτ ). These act as a very ecient lter for the large negative eigenvalues. We expect the method to be better than the semi-implicit method, where the inverse function J −1 plays the role of the lter. Obviously, the eciency of the method depends on the choice of τ : For small τ the method becomes equivalent to the semiimplicit one. Now, the diculty is to evaluate the exponential of J, which is central to the method. It can be approximated in an economic way if we project the operator on a 'good' Krylov space. The algorithm to obtain the reduced operator is detailed below in Section 3.3.
Let us consider a projection, denoted J k , of the Jacobian J onto a Krylov subspace of dimension K:
where B is the orthonormal Krylov base of dimension K. The index k indicates that this reduction depends on the vector v k on which the operator is acting, e.g., for the linear term v k = b and for non-linear terms
Since K N , we can carry out a diagonalization of J k using the QR-algorithm:
Using the reduction (3.14) and the diagonalization (3.15) permits to rewrite equation (3.8) as
The integral on the r.h. 
We can then deduce the analytical error
and dene the relative error
that allows for an ecient control of the numerical error. When being close to an equilibrium, however, the variation u is small and we have to introduce the absolute tolerance a . The error criterion becomes
which is similar to criteria proposed by [30] and [88] .
3.2.3. Estimation of the time-step. The starting value for the time-step τ k can be deduced from the relative error associated with the previous time-step τ k−1 . We decrease, maintain or increase the time-step depending on whether the relative error of the previous step was smaller, equivalent or larger than the given tolerance. However, as is shown in the next section the Cayley-Arnoldi method allows to estimate the leading eigenvalue λ m which in turn can be used to determine a time-step τ k independently of the previous time-step τ k−1 . Let us dene the relative prole variation
It can be approximated using Eq. (3.11) with the Jacobian matrix J replaced by the scalar λ m . Then for a given variation var we obtain the time-step
Here we x the typical value of var at about a few percent. The relative error r resulting from the estimate (3.21) is seldom larger than a 10 −6 .
3.3. Exponential approximation and rightmost eigenvalues. The Krylov reduction using the Arnoldi procedure may make necessary the computation of onehundred basis vectors of the Krylov subspace in order to correctly evaluate the exponentiation. This implies that the method can lose its eciency as compared to an explicit scheme which uses smaller time-steps but is able to compute them very fast. In order to improve, this algorithm, we have to lter the rightmost eigenvalues since the exponentiation is related to the rightmost eigenvalue. There exist two main methods for large sparse asymmetric matrices: Shift invert Cayley transforms and the Chebyschev acceleration.
3.3.1. Cayley transform. The idea is to transform the spectrum in such a way that the unwanted eigenvalues have a small modulus and the wanted eigenvalue have the larger modulus. The numerical simulations show that the spectrum is strictly inferior to a value c. Then the operator J c = J − cI is invertible and the inverse
has a spectrum in the interval (λ max − c) −1 ; 0 . The largest negative eigenvalues of J are then near zero and the rightmost ones have then the larger modulus. We do not invert the matrix J c but we perform an Incomplete LU-factorization, denoted ILU, which is a powerful method for sparse band-matrices. The cost of this factorization is about O(N 3/2 ). All other operations being O(N ), we expect that for large systems, this step slows down the algorithm. This factorization allows to apply the Arnoldi algorithm to this new matrix leading to the reduction
and after diagonalization to
where D cayley k is a diagonal matrix obtained by the QR-diagonalization of C k . Using the denition (3.22), the relation (3.16) can be applied with the matrices B k , P k and
3.3.2. Chebyschev acceleration. The Chebyschev acceleration was initially used to optimize the resolution of systems using an iterative method [48] . Indeed each iterative method leads to the minimization of the error e n = p n (J)e 0 , where n is the iteration number and p n is a polynomial of degree n. In consequence, good candidates for the polynomials have to suppress the eigenvalues of J. In [48] it is shown that scaled and translated Chebyschev polynomials t this criterion. The possibility to decrease some eigendirections can be used to select the rightmost eigenvalues in the spectrum. The unwanted eigendirections are included in an ellipse in the complex plane [34, 63] . Ho [34] determines the optimal ellipse, i.e., the one giving the best convergence rate when computing the eigenvalues beyond a given λ r .
3.3.3. Comparison. We propose to compare the convergence and the eciency of the above methods for the estimation of the prole variation u during one time-step given by the expression (3.11) without non-linear term. For a two-dimensional system or a small domain of a three-dimensional system, for instance N = O(10 3 ), the variation u ref computed using the QR-diagonalization of the non-reduced Jacobian matrix J is taken as reference of the relative error. Unfortunately, for large system, i.e. N = O(10 5 ), the Jacobian diagonalization dramatically increases the CPU cost and memory requirements (being proportional to N 3 ). Thus, in this case, the reference solution u ref corresponds to the variation u computed using the Cayley-Arnoldi method for a Krylov subspace dimension K large enough to obtain convergence.
The acceleration of the Krylov subspace convergence using the Chebyschev method is not satisfying because the rightmost eigenvalues accumulate. According to [63] the rapidity of the convergence is directly aected. Thus, this method increases the computational costs as compared to the simple Arnoldi algorithm without signicantly improving the convergence. In the following, only the Arnoldi and the Cayley-Arnoldi methods are compared. In the two-dimensional case, the Cayley-Arnoldi method is clearly the most powerful one (Fig. 3.2) . The Krylov subspaces with dimensions K in the range of 10 < K < 30 lead to a relative error smaller than 10 −6 ( Fig. 3.2(a) ). Furthermore the CPU time for one time-step is about 0.1s. In contrast, the simple Arnoldi method converges very slowly. For K = 100 the relative error lies approximately in the range between 2 · 10 −2 and 5 · 10 −4 . The gain due to the rapidity of the simple Arnoldi method does not compensate the convergence slowness and for a CPU time of one second, the relative error is still superior to 2 · 10 −4 . Thus, the Arnoldi method can only be applied with a smaller time-step than used for the Cayley-Arnoldi one.
In the three-dimensional case, the necessary ILU-factorization requires much more computational eort. This is not only due to the increase in system size but also because the structure of the Jacobian matrix is less favorable. Although, it is still a sparse band-matrix, but the width of the band is much larger due to the twodirectional discretization. We nd that the eciency of the two methods is equivalent for N 10 5 . By 'eciency' we mean the ratio between the time-step τ and the CPU time cost for a relative error of 10 −6 . The CPU time is about 400 seconds to perform one time-step using the Cayley-Arnoldi method with N 10 5 , roughly independent of the time-step τ ( Fig. 3.3(b) ). This long duration can be compensated by taking a larger time-step than in the simple Arnoldi method. More precisely, taking the example of Fig. 3 .3, for τ 1 /τ m = 0.05 the relative error is smaller than 10 −6 for K 200 and it requires around 200 seconds CPU time for the simple Arnoldi method. However, for a larger time-step τ 2 /τ m = 0.15 > 2τ 1 /τ m , the convergence is slower and the target error is reached for K 400 (Fig. 3.3(a) ). The CPU time increases dramatically to about 800 seconds. Therefore, the Cayley-Arnoldi method is of higher eciency than the simple Arnoldi method since e cayley = τ 2 /400s > τ 1 /200s = e Arnoldi (Fig. 3.3(b) ). Furthermore, note that using the Cayley-Arnoldi method one obtains more information on the dynamics, i.e., the leading eigenvalues and eigenvectors.
In conclusion, the Cayley transform emerges as the most ecient method for N = O(10 5 ). The dimension K of the Krylov subspace reduction for the CayleyArnoldi method does nearly not depend on the system size N . Indeed the emphasis of the method lies on the inversion of the matrix J − cI, i.e., its ILU-factorization. For larger system (N > 10 5 ) the required ILU-factorization slows the time-step down considerably. In this case the simple Arnoldi procedure is preferable. 4 . Continuation of steady-state solutions.
4.1. Introduction. In this section we develop an algorithm to determine branches of steady-state solutions by varying a physical parameter p, i.e., we seek the branch (u, p) such that
We adopt the 'classical' tangent predictor -secant corrector scheme [67] . For both steps the Jacobian has to be inverted. This operation is quite dierent from the exponentiation required in the time-stepping algorithm developed above. However, the procedure of Krylov reduction of the Jacobian using the Cayley transform is relevant for the needed inversion. Furthermore, the knowledge of the leading eigenvalue facilitates the stability analysis and allows to detect the approach to bifurcation points. The example used is the two-dimensional dewetting problem discussed below in section 6.1 with parameters as in Fig. 6.1(b) . Results are given for two sets of computational parameters set 1 has time-step τ 1 /τm = 0.08, initial prole h 1 at time t 1 /τm = 10; and set 2 has time-step τ 2 /τm = 100, initial prole h 2 at time t 2 /τm = 2 · 10 3 . In particular, convergence is shown using the simple Arnoldi method (symbols × for set 1, o for set 2), and the Cayley-Arnoldi method (symbols ∇ for set 1, + for set 2).
4.2. Tangent predictor -secant corrector method. First we describe a continuation step, as presented in Fig. 4.2 . We start at point (h 0 , p 0 ) representing a steady state h 0 associated to the parameter value p 0 . By dierentiating equation (4.1), the tangent direction (u t , dp t ) of the continuing branch at the point (h 0 , p 0 ) is given by the system
where J 0 = D h F (h 0 , p 0 ) is the Jacobian. The (u t , dp t ) solution is entirely determined by xing the norm of this vector. This choice is determined by nding the maximal amplitude such that ||F (u 0 + u t , p 0 + dp t )|| < t ||h 0 || (4.3) in order to be not too far away from the steady state. Typically we take 10 −3 < t < 10 −1 depending of the kind of problem. We denote this intermediate point by (h t , p t ) with
The sign of dp t remains to be chosen. This sign only changes at saddle-node bifurcations. The passing of a saddle-node bifurcation is characterized on the (p, f (p)) plane by a sign change of f (p). Before reaching the bifurcation, f (p) is increasing. Next, one seeks to solve Eq. (4.1) in a secant direction of the continuation branch using Newton's method. The starting point is (h t , p t ). The simplest choice of a secant direction is the hyperplane orthogonal to the (u t , dp t ) tangent vector. In this case a The example used is the three-dimensional dewetting problem discussed below in section 6.2 with parameters as in Fig. 6.2(b) . Results are given for two sets of computational parameters set 1 has time-step τ 1 /τm = 0.05, initial prole h 0 at time t/τm = 22; and set 2 has time-step τ 2 /τm = 0.15, and h 0 as set 1. In particular, convergence is shown using the simple Arnoldi method (symbols × for set 1, o for set 2), and the Cayley-Arnoldi method (symbols ∇ for set 1, + for set 2). Newton iteration starting from (h k , p k ) reads
where J k = D h F (h k , p k ) and u, dp are the unknowns at each Newton step. The Newton equation (4.6) and the orthogonality condition (4.7) can be written as the 14 matrix equation
In conclusion, the continuation step requires an inversion of the Jacobian matrix J (tangent predictor) and the matrix N (Newton step). Except at bifurcation points, the tangent equation (4.2) is invertible in the space E 0 . However, as explained before, we do not include mass conservation and continuity requirements of the space E 0 into the Jacobian matrix in order to conserve the band structure which is the main property needed for a fast ILU-factorization. Then the matrix J is never invertible and the solution has to be obtained in the space E 0 . In the next section, we show that the Cayley transform used for the time-stepping is a good candidate to realize such an inversion.
4.3. Estimation of Tangent predictor. The relevant eigenvalues of J during the inversion of (4.2) are the ones close to zero. In particular, the leftmost spectrum is unwanted. Then the Krylov reduction using Cayley transform seems to be a good candidate to perform the inversion. The Krylov reduction of the equation (4.2) leads to:
where B is the Krylov basis of K vectors in E 0 constructed by letting the operator
The choice of the scalar c follows the same rules as in the time-stepping. Then, we easily obtain the spectrum of the K × K reduced Jacobian using the QR-method:
For the inversion we distinguish two cases: (i) if the kernel contains a non-zero eigenvector v 0 , then the pair (v 0 , 0) is the solution of the problem; (ii) otherwise we perform the inversion and the solution is given by
4.4. Computation of Newton corrector. The same method is applied to perform one Newton step (4.10). However, the matrix D p F (h k , p k ) is not a band matrix because of the presence of the full vectors: D p in (4.6) and du t in the orthogonality condition (4.7). Since only J is a band matrix we solve the equation
By solving the equations
15)
the solution space of (4.14) is the space of solutions of the linear combination of (4.15) and (4.16) u s = u s1 + dp s u s2 . (4.17) 15 Finally, the scalar dp s is obtained by applying the orthogonality condition (4.7) to du s :
(u t .u s1 ) + dp s (u t .u s2 ) = 0 (4.18)
Thus a Newton step needs an ILU-factorization of the Jacobian matrix and two solutions of equation using the Cayley-Krylov method. The last two procedures have negligible cost compared to the ILU-factorization. Therefore this method is better than the direct solution of Eq. (4.10) using ILU-factorization.
5. Algorithms. The algorithm of time-stepping using the simple Arnoldi procedure is essentially the one presented in [30] with = 2 for the non-linear term. Thus, we only present the algorithms for the time-stepping using the Cayley transform and for the continuation which uses also the same transformation.
5.1. Time-stepping with Cayley-Arnoldi method. We impose
• the computational grid (N, δx)
• and the tolerance of the relative error tol ; start with h 0 , t 0 ; and
Compute the matrices L, U of the ILU-factorization; 3. Construct Krylov subspace associated with b and J, determine the matrices B 1 , P 1 , D 1 using the Cayley-Arnoldi method; 4. Determine the leading eigenvalue λ m as good estimate, then deduce the timestep using Eq. (3.21); 5. Compute u (1) given by Eq. (3.11); 6. Non-linear correction: determine the matrices B(c), P (c), D(c) using the CayleyArnoldi method; 7. Evaluate the relative error using Eq. (3.18), distinguish two cases:
(a) If r < tol the time-step is performed, (b) Otherwise decrease the time-step τ → τ /2 and restart at step (5).
Path-following. We impose
• and the tolerance of the relative error tol ; start with h 0 , p 0 ; and
Compute the matrices L, U of the ILU-factorization of J; 3. Construct Krylov subspace associated with b and J, determine the matrices B 1 , P 1 , D 1 using the Cayley-Arnoldi method; 4. Determine the tangent direction (u t , dp t ), let h 1 = h 0 + u t and p 1 = p 0 + dp t ; 5. While
, D(c) using the Cayley-Arnoldi method (with L, U matrices of step (2)); (c) Inverse the equations (4.15) and (4.16) with condition (4.18). The emphasis of both algorithms lies on the Cayley-transformation of J using the ILU factorization. We remark that the inverse of the shifted Jacobian matrix J 
= (L − (1/τ )I)
−1 which appears in a semi-implicit scheme. This operator is the key of the algorithms of time-stepping but also of the path-following since it is used as preconditioner for these tasks. In our method, the role of J −1 c is equivalent because it allows to perform the Krylov 16 reduction with a matrix that is better conditioned than the J matrix. In consequence, the main dierence to semi-implicit methods lies in the use of the Krylov reduction for the inversion or exponentiation (our case) instead of the use of an iterative method involving the complete operator J for the inversion (semi-implicit scheme). However the emphasis of the algorithms remains the same.
Finally, note that for a semi-implicit scheme the time-step τ has to be small enough to allow for the approximation
The operator on the l.h.s. of (5.1) is the one used to perform a time-step with semiimplicit method involving J as linear operator. The operator on the r.h.s. is related to the analytical time integration of a linear evolution equation as the system (3.7) with R(u) = 0. It is the operator used in the exponential propagation scheme. Thus, there is a supplementary constraint on τ for the semi-implicit scheme that does not exist in our scheme with the Cayley-Arnoldi method.
In the following the developed algorithms are employed to study benchmark problems, in particular, the dewetting of a thin lm (Section 6) and the depinning of a pinned droplet (Section 7).
6. Rupture and coarsening for dewetting thin lms. The dewetting process of a thin lm can be initiated by the two dierent mechanisms of surface instability (spinodal dewetting) and nucleation [20, 73, 66] . For linearly unstable lms there exists a critical wavelength λ c = 2π/k c . Any perturbation associated to a wave length λ > λ c grows exponentially in time with a growth rate
). The resulting short-time dewetting structure consists of a regular drop or hole pattern. The characteristic distance between them equals normally the wave length λ m = √ 2λ c corresponding to the linear mode growing with the largest rate β m . Nucleation due to nite disturbances is the only process that can initiate dewetting in the metastable lm thickness region. However, in the linearly unstable region neighboring the metastable region the lm might also dewet by nucleation [81, 83, 73, 4] . This is the case if the growth rate of the critical nuclei is larger than the linear growth rate β m . Under this circumstances, details of the dewetting process strongly depend on experimental conditions (amount of defects, roughness, noise). When nucleation dominates one expects larger drops or holes that are randomly distributed. We will use our new algorithm to further investigate the dominance of either instability-or nucleation-triggered dewetting in the linear unstable thickness region.
The short-time dewetting dynamics, i.e., the initial 'lm rupture' is followed by a very slow coarsening process. Indeed for a horizontal substrate, the system is variational and the only globally stable solution corresponds to the absolute minimum of the underlying Lyapunov functional. The corresponding solution is a single drop coexisting with the precursor lm. The coarsening process corresponds to a cascade of two-(and three-)droplet mergers brokered by ow in the ultra-thin precursor lm. This mass transfer can occur by two mechanisms based on a volume mode and a translation mode, respectively [41] . In the volume mode all mass of one droplet ows through the precursor lm into the other droplet. The centers of mass of the droplets to not move. In contrast, in the translation mode the entire droplets move, approach each other and merge. Both modes are related to the Goldstone mode of translation invariance for a single liquid front on an homogeneous substrate [41] . Their stabilization by a substrate heterogeneity is discussed in Ref. [74] . For our case, it implies that during the coarsening all the dynamics is localized at the boundaries of the drops. Furthermore, because this motion is related to the translation invariance the corresponding eigenvalues are close to zero, explaining the slowness of the process.
6.1. The two-dimensional case. In order to compare our results for the twodimensional case with the literature, simulations are performed at parameters values used in Ref. [83] using the disjoining pressure (I). The starting prole is a at lm with a small localized defect at the center.
The simulations are done using the Cayley transform with a regular mesh N = 1600 (100 discretization points per λ m ). The domain size is = 16λ m . The cases of dominating spinodal instability and dominating nucleation only dier by the initial height of the lm that is H = 2.4 and H = 3.2, respectively.
Figures 6.1(a) and (b) give space-time contour plots of the short-and long-time evolution in the two cases. In the case of spinodal dominance (Fig. 6.1(a) ), the initial growth phase (t ≤ 15τ m ) clearly results in a regular droplet assembly corresponding to the fastest linear mode of wavelength λ m . In particular, we nd 16 drops at equal distances. The prole and the evolution of the norm and the relative energy are in good agreement with the results in [83] (their gures 14(a) and 16(a)). For H = 3.2, the growth of a critical disturbance and the resulting hole is faster than the spinodal surface instability as expected. After the initial hole, further holes are nucleated by secondary nucleation processes at the outer ank of the growing rim around growing holes. The resulting short-time structure consists of larger drops than in the 'classical' spinodal regime. In particular, before coarsening sets in we have only 9 drops. The duration of the initial 'rupture' in 6.1(b) is in good agreement with Fig. 16(b) of Ref. [83] . The slight dierences in the prole can be explained by the very high sensitivity in the nucleation regime. The numerical noise could be strongly amplied, i.e., details of the used algorithm can be noticed in the results. For a related study of the inuence of computing precision for a dierent algorithm applied to a similar problem see [23] .
The long-time coarsening was not simulated in [82] due to the high numerical cost. Also an related work on dewetting on heterogeneous substrates does not go beyond 1-2 coarsening steps [74] . Here, we are able to follow the prole evolution much further (Fig. 6.1 , note the logarithmic time scale). One can clearly identify the two dierent coarsening processes discussed above. This shows that for a drop pattern both mechanisms may play a role. The coarsening by translation can be seen, for instance, on the lower left of Fig. 6.1 (a) where a pair of drop 'time-lines' joins into a single one. Coarsening by mass transfer occurs when the 'time-line' of a droplet just ends while the neighboring lines get broader. Fig. 6.1 (a) shows several examples between β m t = 10 3 and β m t = 10 4 . Coarsening might also result from the combination of the two modes. The respective smaller drop transfers its mass towards the two larger neighboring drops. The collapse or the fusion of drops does not occur continuously slow but an extremely slow start of the process is combined with a very fast culmination. Thus, the nal collapse or fusion seems to be almost discontinuous. In consequence, the evolution of the energy in time shown in Fig. 6 .1 shows long plateaus connected by 'jumps' resulting from the fast part of the transition to the coarser state. The combination of slow and fast dynamics is well simulated using our adaptive time-step method.
According to gure 6.1 the coarsening process in the nucleation case is slower than the one in the spinodal case. Furthermore, it seems to proceed mainly via the mass transfer mode. Indeed the ratio of the drop height and the precursor lm thickness is larger in the nucleation case. This explains the slower coarsening as the process is Space-time contour plots for the time evolution of the lm prole h during dewetting.
The initial condition corresponds to a at lm with a central defect: h 0 = H`1 − 0.1 cosh(5x/λm) −2´i n the (a) spinodally dominated regime at H = 2.4 and (b) in the nucleation-dominated regime at H = 3.2. Note, that the initial at lm is linearly unstable in both cases. We consider the disjoining pressure (I) with G = 0.05 and the mobility function m(h) = (h 3 − ln(0.1)) 3 (for details see Ref. [83] ). The domain size is 16λm. The parameters agree with the ones used in Fig. 14 of [83] .
governed by the ow in the precursor lm Finally, two [ve] drops remain in the spinodal [nucleation] case. In theory, coarsening should continue, but the evolution becomes so slow that we reach the limit of numerical accuracy, i.e., the eigenvalues related to the coarsening modes become smaller than the numerical accuracy. In particular, for leading eigenvalues smaller than 10 −7 , the numerical noise is not negligible and we are not able to observe the next step of the coarsening.
In conclusion of the two-dimensional simulations we can state that the developed algorithm is well able to simulate the short-time instability growth and the results are in agreement with [83] where a semi-implicit scheme with a constant time-step is used. Here the time-step τ varies by 6 orders of magnitude. We reach the numerical limit during coarsening because the leading eigenvalues are close to zero. However, the accuracy problem is worsened by the equidistant spatial discretization. Near the 'contact lines' the drops are very steep implying a strong localization of the translation modes. A mesh renement as developed in [3] would be needed for further improvements.
6.2. The three-dimensional case. The two-dimensional case has shown the reliability of our algorithm. Next we test it for the physically more relevant threedimensional case considering the problem of dewetting as in Section 6.1. We use a square domain of side length 16λ m or 10λ m with periodic boundary conditions. Note, that the results regarding the linear stability presented above are still applicable, i.e., the unstable parameter region, λ m , and β m do not change in the three-dimensional case. This implies that at lms with H = 2.4 and H = 3.2 both are linearly unstable The energy E is dened according [83] 
and most likely dominated by instability and nucleation, respectively. This will be scrutinized next. Note, however, that the 'overall' wavenumber k is related to the wavenumbers in x-and y-direction by
y . Here, the initial defect that competes with the surface mode is radially symmetric. We choose its radial prole h(r) such that it corresponds to the h(x) prole used in the 2D case. In both cases shown in Fig. 6 .3, the short-time instability growth conserves the radial symmetry. In the instability dominated case (Fig. 6.3(a) ) the distance between consecutive maxima corresponds again to the fastest growing wavelength λ m , whereas in the nucleation-dominated regime (Fig. 6.3(b) ) the typical distance between rings is about twice λ m . The radial symmetry is broken when the boundaries of the square box are felt. This inuence kicks in earlier in the nucleation-dominated regime. Coarsening sets in after the short-time evolution. In the radially symmetric part it starts at the center and proceeds through a cascade of ring contractions. In the spinodal case, driven by laplace pressure the innermost ring contracts and forms a drop at the center (t=15.4 in Fig. 6.3(a) ) that subsequently attracts the next rings (t=122, t= 259 and t=467 in Fig. 6.3(a) ). In the outer non-radially-symmetric part coarsening also proceeds: in the spinodal [nucleation] regime it is dominated by droplet [hole] fusion via the translation mode.
The good conservation of the initial radial symmetry shows that we have only a very small inuence of (numerical) noise. This explains why normally in dewetting experiments with very thin lms that are much more prone to thermal noise and other tiny perturbations no such regular structures are observed. However, recent related experiments with electrically destabilized lms show a radial ring structure when an inhomogeneous electrical eld is applied in such a way that it plays the role of the nite size central circular defect (see Figs. 2 and 4 of Ref. [17] ). The spirals observed in Ref. [64] might result from a similar process, however, with a dierent initial defect. We expect the relative importance of the processes driven by nucleation and surface instability to strongly depend on the noise in the system as a stronger noise will favor the surface instability. To determine its inuence we perform several simulations using dierent surface roughness for the initial lm. In particular, we add noise of 0.1% (Fig. 6.2) and 1% (Fig. 6.2 ) relative amplitude to the initial at lm with the centered defect.
As expected the radial structure starting from the central defect has less time to evolve the larger the initial noise is as the noise 'accelerates' the isotropic spinodal process. For the small 0.1% noise (Fig. 6.2 ) the radially-symmetric structure still has some time to evolve, and is appreciable quite some time even into the coarsening process. However, coarsening eventually 'washes out' any memory of the initial defects. In particular, for the spinodal case the second of the evolving rings is still circular (at t = 4.92 in Fig. 6.2(a) ), but already the depression outside that ring has lost its complete radial symmetry. Instead it is a ring-like assembly of holes (at t = 6.19). In the nucleation case, only the rst ring is circular (at t = 4.29 in Fig. 6.2(b) ). The depression beyond it, however, emerges already as a circular pattern of holes, i.e., as a typical secondary nucleation pattern (cf. [4] ). In both cases the initial defect has no further inuence on the structure. The remaining area is covered by typical spinodal structures (see, however, the discussion of Fig. 6.2 below) . For the stronger initial noise of 1% (Fig. 6.2 ) the initial defect has less inuence on the resulting structure, i.e., the central radial structure is dominant during a very short time only (till about t = 3 . . . 4) and is later homogenized through coarsening.
For comparison, we nally simulate the dewetting starting with a at lm without defect but with an initial noise of 1% amplitude. A qualitative dierence between H = 2.4 ( Fig. 6.2(a) ) and H = 3.2 ( Fig. 6.2(b) ) clearly shows already in the short-time behaviour. At t/t 0 = 3.8 some holes are already formed for the thicker lm while for the thinner one only slight surface modulations appear. At larger times labyrinthine and hole structures evolve and coarse for H = 2.4 and H = 3.2, respectively. Late in the process, the labyrinthine pattern transforms into a drop pattern while for H = 3.2 the holes remain. However, also in the latter case in a larger domain and Snapshots from the evolution of dewetting thin lms for (a) H = 2.4 and (b) H = 3.2. The initial condition corresponds to a at lm without defect but with an added noise of an amplitude of 1.0% of H. The domain size is 10λm × 10λm and all other settings are as in at later times drops will prevail. Note nally, that the location of the larger holes for the respective second snapshot for the two time evolutions in gure 6.2 are almost identical. This proves that the numerical noise is negligible as we used identical initial noise in the two simulations. The interpretation of the described behaviour is subtle: The dierent morphology observed for H = 2.4 and H = 3.2 is not related to being in the spinodally or nucleation-dominated regime as there exists no initial nite disturbances. These are normal non-linear structures evolving through a spinodal instability, i.e., changing from drops to labyrinths and nally to holes as one increases the lm thickness (cf. Refs. [10, 11] ). However, the higher speed of the non-linear process at H = 3.2 might well be related to the fact that we are in the nucleationdominated regime, i.e., the spinodal process allows modulations to grow that then act as nucleation sites as the faster nucleation modes kick in. 7 . Depinning of a drop on a heterogeneous substrate . After having studied in the previous section the dewetting of a thin lm we now focus on our second benchmark problem, the depinning of a pinned droplet. If on a homogeneous substrate a lateral force is applied [P = 0 in Eq. (2.1)], we expect to nd traveling surface waves or sliding drops [82, 76] but no steady-state solutions, except the trivial at lm. The situation is dierent on a heterogeneous substrate where, e.g., chemical or topographical defects can pin a drop or a hole. Wettability defects resulting from a chemical heterogeneity are modeled by varying the disjoining pressure along the substrate. We consider heterogeneities in the form of stripes, i.e., we modulate the disjoining pressure only in one spatial direction (here the x-direction). We choose the defect prole ξ(x) based on Jacobi elliptic functions as described in [78, 77] . The specic used wettability prole is represented in the lower part of the panels of Fig. 7.2 . The used disjoining pressure (III) is given by Eq. (2.4) with b = 0.1. The parameter represents the amplitude of the heterogeneity, i.e., the wettability contrast. If > 0 [ < 0] the defect is less [more] wettable than the surrounding substrate, i.e., the defect is hydrophobic [hydrophilic] . When the lateral driving, e.g., the inclination of the substrate, is increased the pinned droplets are deformed and their center of mass slightly shifts until at a critical driving P c the droplet depins. The analysis of the steady states and the depinning bifurcation is tackled using the continuation approach developed above in Section 4. For the two-dimensional case, results are already available and can be found in Ref. [78, 77] were the continuation package AUTO [26] and an explicit simulation algorithm with adaptive time-step were used. We employ this case in Section 7.1 to validate our continuation code. As the results for identical parameters are entirely identical to the ones of Ref. [78, 77] , we here present results for larger drops. In the subsequent Section 7.2) we explore the physically more realistic three-dimensional case which can not be treated using AUTO because the governing equations are not equivalent to an ODE system. and without lateral driving ( = 0 and P = 0), the critical wavelength for spinodal dewetting of the at lm is λ c 15. This implies that on a domain of size L = 50 there exist at least steady states containing one, two or three drops. There might exist more if the primary bifurcation at nλ c (with n an integer) is subcritical (cf. discussion in Ref. [76] ).
In order to determine the dierent steady-state solutions for a heterogeneous substrate without lateral driving we use continuation when varying the heterogeneity strength for a heterogeneity period equal to the domain size. The initial solutions are readily found starting from a at lm solution without heterogeneity (Fig. 7.1 , cf. also Ref. [74] ). Branches of steady-state solutions cross the axis = 0 three times, corresponding to the one-, two-and three-drop solution for a homogeneous case that we introduced above. For a large heterogeneity = 0, for an absolute value of large enough, only one steady state remains. It corresponds to a single drop and is the most interesting solution for depinning. Note, however, that for a certain range min < < max up to seven steady states can exist. They correspond to various stable and unstable one-, two, and three-drop equilibria. As Ref. [78] studied a smaller domain (L = 25) their Fig. 6 shows only one crossing of the axis = 0. Studying the stability of the equilibria one nds that only the uppermost branches correspond to stable solutions. Drop proles are very similar to the ones presented for the hydrophilic and hydrophobic case for very small driving force (P = 10 −4 , dashed lines in Figs. 7.2(a) and (b), respectively).
Next, we track all the stable and unstable steady-state branches when varying the driving force P for various xed heterogeneity strength . Results are given in Figs. 7.2 and 7.3. The various branches found for P = 0 at small continue to exist for small driving, but beyond critical values they cease to exist as they annihilate each other. Physically spoken, the heterogeneity can not retain the drops any more and they start to slide, i.e., they depin. Beyond a critical value P c no steady drop does exist as even the stable single drop depins (Fig. 7.3 ). Although the bifurcations where solutions annihilate seem to be saddle-node bifurcations they are most probably SNIPER (Saddle Node Innite PERiod) bifurcations (cf. Refs. [78, 77] .
Note, however, that selected branches exist for all P . We can distinguish two cases: (i) small amplitude branches showing no bifurcation start at P = 0 as the . unstable three-drop state, e.g. the lowest curve for = ±0.3 in Fig. 7.3 ; and (ii) the branch of the initially (at P = 0) stable one-drop solution which undergoes two or more saddle-nodes, e.g., the curve for = ±0.7 in Fig. 7.3 . In both cases for P > P c the branch consists of small amplitude solutions, i.e., it corresponds to lm ow where the lm surface is modulated by the heterogeneity. We nd all such solutions to be unstable in our setting of partial wettability..
To conclude, if we consider a pinned stable drop on a heterogeneous substrate, there is a stable branch of drop solutions for P < P c . At this critical point a saddlenode (SNIPER) bifurcation occurs and the drop depins. Beyond depinning it shows typical stick-slip behaviour [78, 77] .
We have shown up to here that our continuation algorithm is well capable to follow stable and also unstable steady states in a two-dimensional setting. The saddle-node bifurcation has been well detected and as expected no numerical stability problems have been encountered near the bifurcation. Next, the continuation algorithm has to prove its capabilities in the three-dimensional setting.
7.2. The three-dimensional case. As in the two-dimensional case we consider a x-dependent wettability prole, i.e., for the present three-dimensional case the heterogeneous substrate shows localize stripes of larger or lower wettability. We focus on the case where the forcing is also in x-direction, i.e., the a hydrophobic stripe blocks a droplet in front whereas a hydrophilic one pins it at the back. Interpreting the 2D setting as a special case of a 3D case in Section 7.1 we have studied a depinning ridge whereas now we study the stability of truly 3D drops. All parameters beside the domain size are as in Section 7.1. Here we use a 40 × 40 square domain and continue steady-state droplets when varying the driving force P . The presented example corresponds to a single stable drop blocked by a hydrophobic stripe with a heterogeneity strength of = 0.3. The resulting bifurcation diagram is given in Fig. 7.4 . It strongly resembles the corresponding diagram for the 2D case, i.e., the curves for larger in Fig. 7.3(a) above. The depinning occurs via a saddle-node bifurcation at P c ≈ 0.003. Time simulations (not shown) indicate that it represents a SNIPER bifurcation as in the 2D case. Examples of stable and unstable drop proles are given in Figs. 7.5(a) and (b), respectively (the corresponding parameter values are highlighted by small circles in Fig. 7.4) . The stable drop sits behind the line of minimal wettability of the defect. As it is squeezed against the defect by the driving force it appears to be attened (oval shape). In contrast, the drop that represents an unstable equilibrium, i.e., a treacled solution, crosses the minimum of wettability. It is easy to imagine how any small perturbation will either let the drop retract its advancing edge to again settle behind the defect or trigger a depinning event that sends the drop sliding down.
Note, that at large values of P , the norm of the remaining solutions on the lower branch does not seem to tend to zero as in the two-dimensional case where one nds an (unstable) modulated, nearly at lm. Indeed, the solution tends to a rivulet solution: a solution with small variations in the x-direction, with proles in the ydirection that are similar to 2D drop solutions. The ne details of the depinning process will be discussed elsewhere.
Let us, nally, come back to the computational problem. Apart from the increase of the system size N , in the 3D case one encounters a new diculty related to the translation symmetry. Indeed, the system with the stripe-like heterogeneities is invariant w.r.t. translations in the lateral y-direction. Thus, for each solution there exist a periodic orbit of solutions obtained by translation in y-direction. The continuation algorithm has to avoid this translation. If we neglect the numerical noise, the solutions possess the left-right reection symmetry y → −y (Fig. 7.5 ) and therefore the Jacobian is an equivariant operator for this left-right reection. Thus, the action of the Jacobian on left-right symmetric vectors results in vectors with the same symmetry. This eectively excludes any translation in the y-direction of the new solution as compared to the old one. However, the presence of a remaining numerical noise becomes relevant when the solution is close to the trivial one (at lm) and the leading eigenvalues are very small as well. Indeed, that is exactly what we observe numerically in the above example. For P > 0.1 the solutions correspond to almost at rivulet solutions and the continuation algorithm might stay on the orbit of solutions related by translation. This results in a mere translation of the rivulet in the y direction. This problem can be easily overcome by xing the maximum at a partic-ular point. However, this might cause problems in more complex cases when various maxima may coexist. To avoid any ambiguity, we prefer to use the same technique as for the problem of mass conservation. For instance, when applying the Krylov space procedure, we project the basis vectors orthogonally to the translation mode ∂ y h 0 . This does not change the structure of the algorithm and is performed at negligible cost. 8 . Conclusion. We have developed (i) a time integration scheme based on exponential propagation and (ii) a continuation algorithm using the Cayley-transform for the non-linear lubrication equations. These equations contains dierential operators till fourth order. It is well known that to avoid severe stability restrictions on the time-step, the linear term has to be treated implicitly. However, the diculty for the lubrication equations is to nd a relevant linear operator. Therefore we use the Jacobian matrix at each time-step. In this framework, the exponential propagation scheme presented in Ref. [30] is the preferable scheme since it avoids matrix inversion and allows to take larger time-steps than in a semi-implicit scheme. The method is based on an exact solution of the problem in each time-step. Such a method involves the computation of the exponential of a matrix. To do this in an economic way, the linear operators have been reduced to small Krylov subspaces. However, for the lubrication equations typically the necessary dimension for the Krylov subspaces is about 100 much larger than presented in Ref. [30] for a simpler problem involving only a second order operator.
The main reason for the corresponding slow convergence here is the presence of the fourth order Bilaplacian operator. To accelerate the convergence, we coupled the Arnoldi algorithm with the Cayley transform that is performed using an ILUfactorization. This Cayley-Arnoldi method accelerates the convergence of the Krylov reduction and, in consequence, allows us to take larger time-steps. Furthermore, the leading eigenvalue is well estimated and can be used to eectively adapt the time-step to the characteristic time of the dynamics. This ecient adaptive time-step allows for a major improvement in simulations of the very slow coarsening dynamics of twoor three-dimensional systems [83, 11, 69] . The Cayley-Arnoldi method is particularly ecient for N < 10 5 but for larger systems, the ILU-factorization requires too much CPU time due to the Cayley transform. Therefore, for larger systems we have used the exponential propagation as presented in [30] .
We have also developed an algorithm for the continuation (or path-following) of steady states that is based on the tangent predictor -secant corrector scheme. Both tasks time stepping and continuation can be performed using the same CayleyArnoldi algorithm. The advantage of this approach is the possibility to perform all the bifurcation analysis tasks at the same time. This includes the computation of the kernel of the Jacobian for the bifurcation detection, and stability analysis (evaluation of leading eigenvalues). As pointed out in the conclusion of Section 5 the use of the Cayley-Arnoldi algorithm for time-stepping and path-following tasks is similar to the use of the operator L −1 of the semi-implicit scheme as preconditioner for the continuation task [84] . The advantage of our approach is that the Cayley transform operates on the exact operator involved in the time integration or continuation algorithm. Other algorithms involve the operator L −1 c which is not exact but only an approximation.
The developed numerical framework has been used to simulate the time evolution of two-and three-dimensional thin liquid lms that undergo dewetting. We have investigated dierent pathways for the initial 'rupture', i.e., the short-time evolution. 28 The focus has been the competition of the (noise-enhanced) spinodal surface instability and the nucleation at defects. The long-time coarsening dynamics has also been simulated. For the two-dimensional case, the simulation was carried out till 10 6 τ m where τ m is the characteristic time of the spinodal surface instability. We are not aware of any literature results for such long time scales. In the three-dimensional case, we have found that the short-time dewetting process induced by a circular defect conserves the radial symmetry until disturbed by the boundaries of the square domain. This indicates the very small inuence of round-o errors in our algorithm. In this case the long-time coarsening proceeds via a cascade of ring contractions. However due to thermal uctuations such regular structures are not observed in dewetting experiments with very thin lms. Adding noise to the initial conditions we recover the 'classical' labyrinthine dewetting structures deep inside the spinodal region or hole patterns for thicker lms. Using the Cayley-Arnoldi method for a system size of about 10λ m × 10λ m , we have been able to simulate the coarsening dynamics till reaching a single drop, i.e., the globally stable solution (Fig. 6.2) .
We have applied the developed path-following algorithm to the study of depinning of ridges (2D) and drops (3D) that are pinned at substrate heterogeneities. The pinned drop solution has been followed in various parameters. In particular, we have used the wettability contrast related to the amplitude of the prole of the heterogeneity and the lateral driving force P . The two-dimensional case we have used as a benchmark for our algorithm and have successfully reproduced results obtained in Refs. [78, 77] using the AUTO package [26] . Furthermore, we have as well been able to track threedimensional stable and unstable drop solutions.
Although our approach improves the time integration and path-following for lubrication equations, the equidistant constant Finite Dierence spatial discretization remains basic. The weakness of such a regular discretization appears, for instance, when tracking large drops pinned at hydrophobic defects. For increasing driving force the stable drop becomes strongly localized at the defect. However, the unstable solutions for the same driving force is very close to the stable one (as already observed in the 2D case for very large drops see Fig. 29 of Ref. [78] ). To clearly distinguish the two solutions numerically a higher accuracy is required. It could be achieved using an adaptive mesh. In our particular system, for instance, the continuation procedure applied to a drop on a 50 × 50 square domain breaks down near the depinning bifurcation. This accuracy problem is similar to the one encountered in the last stages of coarsening in Section 6.1 where a mesh renement is required near the droplet edges. This adaptive mesh should not only decrease the size of the discretization space but we expect that it also improves the conditioning of the Jacobian matrix.
The physical situations we have presented here have been restricted to the specic lubrication equation for lms and drops on partially wettable homogeneous and heterogeneous substrates. Beside the curvature pressure the disjoining pressure has been the only term resulting from the underlying free energy. However, the method can be applied to various thin lm systems involving other contributions to the free energy. This includes, for instance, thin lms of dielectric liquid in a capacitor [47, 51, 87] , heated thin lms unstable to a long-wave surface instability [85, 11] , lms with an effective thickness dependent surface tension caused by high-frequency vibration [45, 80] and lm ows in a time-dependent ratchet potential [40, 39] .
The algorithms can also be applied to multilayers problems in the long-wave framework like, for instance, in bilayer dewetting [58, 29, 2, 59] or to systems involving a single thin lm equation coupled to a (reaction-)diusion equation for a reactive 29 [18, 55] or non-reactive [37, 49] surfactant or adsorb at the substrate [75, 38] . For those problems the overall structure of the equations does not change. Only the system size N is multiplied by the number of equations. The time-stepping and continuation code can be applied without major change.
In general, we expect the method to be relevant as well for closely related evolution equations like, for instance, the (driven) Cahn-Hilliard equation [15, 32] or the Kuramoto-Sivashinsky [43, 13] equation which both contain also the Bilaplacian operator. However, in contrast to the lubrication equation for those equations the mobility function m(h) multiplying the Bilaplacian is a constant (although this is an approximation in the case of the Cahn Hilliard equation). As mentioned at the begin of Section 3, the presence of the non-constant mobility function has been one reason for our choice of the Jacobian matrix as linear operator at each time-step. This implies that for the constant-mobility Cahn-Hilliard and the Kuramoto-Sivashinsky equation, this choice is not crucial and a classical semi-implicit scheme with L = ∆ 2 as linear operator might result in a viable scheme. The eciency of both time integration schemes has to be compared to decide which is the most powerful method.
The presented continuation algorithm for steady-state solutions, can be improved in a straight forward manner by adapting it for stationary states, i.e., for traveling waves or sliding drops. These can be seen as steady-state solution in a co-moving frame. For the case of a driving force in x-direction, solutions are also invariant w.r.t. translation in x-direction. The resulting problems can be overcome using the same technique as above for the translational invariance in the y-direction. Thus, the Cayley-Arnoldi method can still be applied without major change. The extended algorithm would be applicable to the study of sliding drops on inclined homogeneous substrates. In particular, the onset of the morphological transition between single stable sliding drops to drops that emit small droplets at the back would be a worthwhile subject for further study [56, 71] 
