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Abstract
In this paper, we examine a variant of the uncapacitated lot-sizing model ofWagner–Whitin that includes ﬁxed charges on the
stocks. Such a model is natural in a production environment where stocking is a complex operation, and appears as a subproblem
in more general network design problems.
Linear-programming formulations, a dynamic program, the convex hull of integer solutions and a separation algorithm are
presented. All these turn out to be very natural extensions of the corresponding results of Barany et al. (Math. Programming
Stud. 22 (1984) 32) for the uncapacitated lot-sizing problem. The convex hull proof is based on showing that an extended facility
location formulation is tight and by projecting it onto the original space of variables.
© 2004 Published by Elsevier B.V.
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1. Introduction
The economic lot-sizing problemwas ﬁrst introduced byWagner andWhitin in 1958 [13]. Such a model, called ULS, assumes
single item, single-level production, no backlogging and no capacities. Several extensions have been studied since then, for
example, backlogging [14], constant capacities [6], start-ups [7]. See [11] for a complete survey. In a recent paper Loparic et al.
[9] study a variant of ULS with lower bounds on the stocks.
Fixed charges on the stocks may be necessary to model holding costs. Another situation where ﬁxed charges on the stocks
arise naturally are models involving several items linked by combinatorial constraints on stocks. This type of constraint appears
in the chemical industry where only one type of product at a time can be stored in a silo. Finally, the structure appears as a
subproblem in more general network design problems.
In the uncapacitated lot-sizing problemwith ﬁxed charges on the stocks,ULSW for short, there is a known nonnegative demand
dt 0 for each of the n consecutive time periods t=1, . . . , n. The demand in period tmay be satisﬁed from production in period
t or from stock at the end of period t − 1. The amount that can be produced or stocked in any period is unlimited. Producing
in period t involves a ﬁxed cost ft and a proportional unit cost c′t . Stocking at the end of period t involves a ﬁxed cost gt and a
proportional unit cost ht . We formulate ULSW as a mixed integer program. The variable xt is the production in period t and the
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Fig. 1. Graph used to formulate ULSW ′ as a ﬁxed charge network ﬂow problem.
variable st is the stock at the end of period t. The set up variable yt (resp. wt ) takes the value 1 if we have set up for production
in period t (resp. for stock at the end of period t) and the value 0 otherwise.
(ULSW ′) min
n∑
t=1
c′t xt +
n∑
t=1
ftyt +
n−1∑
t=1
ht st +
n−1∑
t=1
gtwt , (1)
st−1 + xt = dt + st , 1 tn, (2)
xt dtnyt , 1 tn, (3)
st dt+1,nwt , 1 tn, (4)
s0 = sn = w0 = wn = 0, (5)
xt 0, 1 tn, (6)
st 0, 1 tn, (7)
yt ∈ {0, 1}, 1 tn, (8)
wt ∈ {0, 1}, 1 tn, (9)
where dij ≡
∑j
k=idk . Eq. (2) are the balance constraints, ensuring that the stock in period t − 1 plus the production in period
t is equal to the demand in period t plus the stock in period t. Inequalities (3) are the setup forcing constraints for production,
ensuring that if xt is positive, then yt has to be one. Similarly constraints (4) are the setup forcing constraints for the stock
variables. Finally, constraints (5) say that there is no entering stock at the beginning of the planning horizon, and no leaving
stock at the end.
In the rest of this paper, we will use the following notation: [k, l] is the interval {k, . . . , l}, (x)+ = max(x, 0) and
(x)− =min(x, 0).
ULSW ′ can be also viewed as a ﬁxed charge network ﬂow problem on the digraphG= (V ,A) where V ={0, 1, 2, ..., n} and
A= {(0, t) : 1 tn} ∪ {(t, t + 1) : 1 t < n}, and with the demands−d1n at node 0 and dt at node t for 1 tn (see Fig. 1).
Using this representation the problem can be stated as follows: ﬁnd a subset of the arcs such that the total cost of opening the
arcs in the subset and the variable cost of sending the ﬂow from node 0 to the demand nodes t through these arcs is minimized.
In order to be feasible, the ﬂow passing through the open arcs has to satisfy the balance constraints at the nodes.
ULS can then be viewed as the simpliﬁcation of ULSW ′ where the ﬁxed cost for stocking gt is equal to 0. In this case we
can take wt = 1 for 1 t < n and it is thus possible to drop constraints (4) and the variables wt from the formulation. This gives
the classical formulation of ULS. ULS is known to be polynomially solvable [13], and the description of the convex hull of the
set of feasible points satisfying (2)–(3), (5)–(8) is known [4]. There also exist several linear-programming formulations for ULS
[8,11]. In this work, we essentially extend for ULSW ′ these classical results.
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Using equality (2), we can eliminate the stock variables by substitution. Let ct = c′t +
∑n−1
i=t hi . We obtain the following
equivalent formulation of ULSW ′, where we neglect a constant term∑n−1t=1 htd1t in the objective.
(ULSW) min
n∑
t=1
ct xt +
n∑
t=1
ftyt +
n−1∑
t=1
gtwt , (10)
t∑
i=1
xid1t , 1 tn− 1, (11)
n∑
i=1
xi = d1n, (12)
xt dtnyt , 1 tn, (13)
dt+1,nwt +
n∑
i=t+1
xidt+1,n, 1 tn, (14)
w0 = wn = 0, (15)
xt 0, 1 tn, (16)
yt ∈ {0, 1}, 1 tn, (17)
wt ∈ {0, 1}, 1 tn. (18)
From now on, XULSW will denote the set of points satisfying (11)–(18).
The main result presented in this paper is a characterization of the convex hull of XULSW . Nontrivial inequalities necessary
for this description are a very natural extension of the (l, S)-inequalities for ULS.
dklwk−1 +
∑
i∈S
xi +
∑
i∈[k,l]\S
dilyidkl, 1k ln, S ⊆ [k, l]. (19)
However, many proof techniques that work for the ULS case do not seem to extend easily to ULSW. Indeed, the authors have
tried many ways to obtain the result of Proposition 8. Unsuccessful approaches include
• the primal–dual approach of Barany et al. [4],
• the Lovasz approach used by Pochet and Wolsey [11],
• to show that any valid inequality is dominated by a combination of inequalities of type (19),
• a reduction of ULSW to ULS useful for a polyhedral analysis (it is shown in Section 2 that ULS and ULSW are very similar
from an optimization point of view).
We ﬁnally prove the result by showing that a facility location formulation ofULSW is integral, and by projecting it to the (x, y,w)
space of variables. In the rest of this paper, for notational convenience, we assume that dt > 0 for all t.All results presented in this
work can be fairly easily adapted when this assumption is not made. In particular, the multicommodity formulation (60)–(67) is
still a linear-programming formulation of ULSW, and Theorem 8 still holds.
The rest of the paper is organized as follows. In the next section, we characterize the extreme points of XULSW and we show
that ULSW can be solved in O(n log n) time. In Section 3, we present various linear programming formulations of polynomial
size. The convex hull of the integer points in the original space of variables is studied in Section 4. The special case with
Wagner–Whitin costs is the topic of Section 5.
2. Dynamic programming algorithm
The result of this section is a reduction of ULSW to ULS. We also give a dynamic program that directly solves ULSW. This
dynamic program is the starting point of the formulations presented in the next section. These results are based on the structure
of the extreme points of the XULSW . Because ULSW is a particular case of the general ﬁxed charge network ﬂow problem (see
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[2]), its extreme points have the same structure, namely, the set of arcs with positive ﬂow induce an acyclic graph. This property
is adapted to ULSW in the next proposition.
Proposition 1. Any extreme point ofXULSW can be characterized by three sets I, J,K as follows. Let I, J,K ⊆ N={1, . . . , n}
with I = {i1 = 1< i2< · · ·< ipn} and J ⊇ I , K ⊇
⋃p
j=1{ij , ij + 1, ..., ij+1 − 2}.
xi =
{
0, i = I
dij + dij+1 + ..., dij+1−1, i = ij ∈ I,
yi =
{
1 i ∈ J,
0 otherwise,
wi =
{
1 i ∈ K,
0 otherwise.
Note that the case with some zero demands is very similar, but in that case the deﬁnition of the sets K and I requires minor
changes.
Were we only interested in ﬁnding an optimal solution to ULSW, this problem would be solved without real work. Indeed,
ULSW is easily reducible to the standard ULS in the following way. We ﬁrst obtain an equivalent problem by replacing the ﬁxed
costs by their positive part g+t and f+t and reducing the objective by adding the constant term
∑n
t=1f−t +
∑n−1
t=1 g
−
t , where
x− = min(x, 0). Now, when all ﬁxed costs are nonnegative, it follows from Proposition 1 that there exists an optimal solution
satisfying wt−1 + yt = 1 for all t. Indeed, if wt−1 = yt = 0, then the positive demand dt cannot be satisﬁed. If wt−1 = yt = 1,
then, by Proposition 1, either st−1 or xt is equal to zero. Hence either wt−1 or yt can be set to zero. We can thus eliminate
variables wt−1 = 1− yt by substitution from the formulation to ﬁnally work with the following objective:
min
∑
t
ct xt +
∑
t
(f+t − g+t−1)yt +
n∑
t=1
f−t +
n−1∑
t=1
g−t +
n−1∑
t=1
g+t
and the feasible set (2)–(3), (5)–(8) which is exactly ULS. Various authors have shown that ULS is solvable in O(n log n)
operations [1,5,12]. Since the reduction of ULSW to ULS requires O(n) operations, we have proven the following complexity
result.
Proposition 2. ULSW is solvable in O(n log n) time.
We now show how to solve ULSW directly, using a dynamic program very similar to that ofWagner andWhitin [13] for ULS.
Deﬁnition 3. Let (x, y, s, w) be an extreme point ofXULSW .A regeneration interval with respect to that point is a set of periods
[k, l] satisfying sk−1 = sl = 0 and st > 0 for t ∈ [k, l − 1].
This deﬁnition implies that wt = 1 for t ∈ [k, l − 1], xk = dk,l and xt = 0 for t ∈ [k + 1, l] when [k, l] is a regeneration
interval. Thus, we can easily calculate the cost C(k, l) associated to a regeneration interval [k, l]
C(k, l)= ckdkl + fk +
l−1∑
i=k
gi +
l∑
i=k+1
f−
i
+ g−
k−1. (20)
The last two terms account for the fact that it is proﬁtable to set wt = 1 (resp. yt = 1) even if st = 0 (resp. xt = 0) when gt < 0
(resp. ft < 0).
Proposition 1 implies that any extreme point consists of a succession of regeneration intervals. Thus, the cost of an extreme
point can be computed by summing the costs of the regeneration intervals composing it.
Deﬁne H(l) as the value of a minimum cost solution of the problem restricted to periods 1 to l. If k is the last period
before l in which production occurs, then [k, l] is a regeneration interval, so that sk−1 = 0. Hence H(l) can be decomposed as
H(k − 1) + C(k, l). To ﬁnd the value of a minimum cost solution for period 1 to l, it sufﬁces thus to ﬁnd k which minimizes
H(k − 1)+ C(k, l).
Proposition 4. The following recursion solves (ULSW):
H(0)= 0, (21)
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H(l)= min
1k l

H(k − 1)+ ckdkl + fk +
l−1∑
i=k
gi +
l∑
i=k+1
(fi)
− + (gk−1)−

 . (22)
3. Linear-programming formulations
In this section, we derive several linear-programming formulations. These are natural extensions of the corresponding linear-
programming formulations for ULS [13,8,11].
Recursion (21)–(22) can be expressed as the following linear program:
(SPWD) maxH(n), (23)
H(0)= 0, (24)
H(l)H(k − 1)+ C(k, l), 1k ln. (25)
The dual reads
(SPW1) min
n∑
k=1
n∑
l=k
C(k, l)zkl , (26)
n∑
i=1
zin = 1, (27)
−
j−1∑
i=1
zij−1 +
n∑
k=j
z
j
k
= 0, 2jn, (28)
zkl 0, 1k ln. (29)
This is a shortest path problem from node 1 to n+1 in the graphG depicted in Fig. 2.Additionally, the variable zi
j
can be viewed
as the fraction of the aggregated demand dij produced in period i.
Now, substituting for C(k, l) using (20) and rearranging the terms, the objective function can be rewritten as:
n∑
i=1
ci
n∑
j=i
dij z
i
j +
∑
i:fi>0
fi
n∑
j=i
zij +
∑
i:gi>0
gi
i∑
k=1
n∑
j=i+1
zkj
+
∑
i:fi0
fi
i∑
k=1
n∑
j=i
zkj +
∑
i:gi0
gi
i+1∑
k=1
n∑
j=i+1
zkj . (30)
Observe that the coefﬁcients of negative fi and gi represent minimal sets of arcs blocking the unit ﬂow from node 1 to n + 1
in G. Hence, they sum up to 1. Deﬁning xi =
∑n
j=idij zij , yi =
∑n
j=i zij if fi > 0, yi = 1 if fi < 0, wi =
∑i
k=1
∑n
j=i+1zkj if
Fig. 2. Graph G used to formulate ULSW as a shortest path problem.
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gi > 0, wi = 1 if gi < 0, (30) can be rewritten as (10). Thus, SPW1 can be rewritten as
(SPW2) min
n∑
i=1
cixi +
n∑
i=1
fiyi +
n∑
j=i
giwi, (31)
n∑
i=1
zin = 1, (32)
−
j−1∑
i=1
zij−1 +
n∑
k=j
z
j
k
= 0, 2jn, (33)
xt =
n∑
j=t
dtj z
t
j , 1 tn, (34)
yt =
n∑
j=t
ztj , 1 tn, ft > 0, (35)
yt = 1, 1 tn, ft < 0, (36)
wt =
t∑
i=1
n∑
j=t+1
zij , 1 t < n, gt > 0, (37)
wt = 1, 1 t < n, gt < 0, (38)
zij 0, 1 ijn. (39)
We now modify SPW2 to obtain a formulation which is independent of the costs fi . Let SPW3′ be the formulation obtained
from SPW2 by replacing (35)–(36) by∑nj=t ztj yt 1 for 1 tn.
Lemma 5. For any objective function, the cost of optimal solutions of SPW3′ and SPW2 are the same.
Proof. Consider the right-hand side of (35). In the graph G, the arcs associated with the terms in the sum represent a subset of
a minimal set of arcs blocking the unit ﬂow from 1 to n+ 1. Hence the right-hand side of (35) cannot exceed one and SPW3′
and SPW2 are feasible for the same values of z.
If ft < 0, then yt = 1 in SPW3′ and SPW2. If ft > 0, then yt =∑nj=t ztj in both formulations. 
Using similar reasoning one can justify the rewriting of (37)–(38) as wt ∑ti=1 ∑nj=t+1zij for 1 t < n and wt 1 for
1 tn−1, respectively. Combining constraints (32) and (33), the ﬂowbalance constraints can be rewritten as∑ti=1∑nj=t zij=1
for 1 tn. Summarizing, the value of an optimal solution of the following formulation:
(SPW3) min
n∑
i=1
cixi +
n∑
i=1
fiyi +
n∑
j=i
giwi, (40)
t∑
i=1
n∑
j=t
zij = 1, 1 tn, (41)
xt =
n∑
j=t
dtj z
t
j , 1 tn, (42)
yt 
n∑
j=t
ztj , 1 tn, (43)
yt 1, 1 tn, (44)
wt 
t∑
i=1
n∑
j=t+1
zij , 1 t < n, (45)
wt 1, 1 tn− 1, (46)
zij 0, 1 ijn, (47)
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is equal to the optimal objective value of the problemULSW. Since this is true for any objective function (40) and since (41)–(47)
is independent of the values fi , gi and ci , this proves the following proposition.
Proposition 6. Projx,y,w(XSPW3)= conv(XULSW ).
We now change the space of variables by deﬁning k
l
=∑nj=lzkj and thus zij = ij − ij+1 for 1 ij <n and zin = in.
The variable k
l
can be interpreted as the fraction of the demand dl that is satisﬁed from production in period k. Rewriting each
constraint of SPW3 using the new variables k
l
, we obtain the following formulation:
min
n∑
i=1
cixi +
n∑
i=1
fiyi +
n−1∑
i=1
giwi, (48)
t∑
i=1
it = 1, 1 tn, (49)
xt =
n∑
j=t
dj
t
j , 1 tn, (50)
yt tt , 1 tn, (51)
yt 1, 1 tn, (52)
wt 
t∑
i=1
it+1, 1 t < n, (53)
wt 1, 1 t < n, (54)
ii
i
i+1 · · · in0, 1 in. (55)
We now weaken this formulation. The goal is to obtain a formulation that is easier to project onto the original space of variables.
Of course, we also want this formulation to admit the same projection as SPW3.We replace (55) by the following weaker valid
constraints:
yt tj , 1 tjn, (56)
ws
s∑
i=1
ij , 1s < jn, (57)
0ij , 1 ijn. (58)
Note that (51) and (53) are special cases of (56) and (57). Let FLW be the formulation (48)–(50),(52), (54), (56)–(58) and let
XFLW be the feasible set of FLW. Formulation FLW is a variant of the classical facility location formulation for lot-sizing
problems.
The following proposition shows that relaxing the shortest path formulation SPW3 to the facility location formulation FLW
does not change the projection onto the original space of variables.
Proposition 7. Projx,y,w(XSPW3)= Projx,y,w(XFLW ).
Proof. Projx,y,w(XSPW3) ⊆ Projx,y,w(XFLW ) holds because FLW is obtained by weakening formulation SPW3.
Let any (x, y,w) ∈ Projx,y,w(XFLW ) be given. We prove Projx,y,w(XSPW3) ⊇ Projx,y,w(XFLW ) by showing that
there exists  such that (x, y,w, ) ∈ XFLW and i
j
i
j+1 for 1 ij <n.
By contradiction, suppose that for every  such that (x, y,w, ) ∈ XFLW , there exist k, l such that l
k+1> lk . For any given
, let l be the minimum such l and k be the minimum such k when l = l. Let also u be the minimum u which satisﬁes

l
u = lu+1= · · · = 
l
k
and let = lu−1− lu > 0 (taking ll−1= 1). Deﬁne also = 
l
k+1− 
l
k
> 0. Because  satisﬁes
(49) for j = k and k + 1,
k∑
i=1
(ik − ik+1)= k+1k+10.
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Fig. 3. Illustration of the notation used in the proof of Proposition 7: the case t > l.
Fig. 4. Illustration of the notation used in the proof of Proposition 7: the case t < l.
Hence, for any given , the last equation taken at k = k implies that there exists a t = l such that tk+1< tk . Let t be
the minimum such t and  = tk − 
t
k+1> 0. Now, partition all  for which (x, y,w, ) ∈ XFLW according to the values[l, k, u, t] and order the partitions by increasing values of l, k, then decreasing value of u and ﬁnally increasing value
of t in this order of priority. Let  be a member of the last partition.
For notational convenience, from now on, we drop the subscript  of k, l, u, t, ,  and . Figs. 3 and 4 illustrate the
notation introduced so far.We will construct a point  such that (x, y,w, ) ∈ XFLW and which is a member of a partition after
that of  (a contradiction). Let =min(, , ) dukdk+1
du,k+1 and consider
ij =


i
j
, i = t, l or j /∈ [u, k + 1],
i
j
+ 
duk
, i = l, j ∈ [u, k],
i
j
+ 
dj
, i = t, j = k + 1,
i
j
− 
duk
, i = t, j ∈ [u, k],
i
j
− 
dj
, i = l, j = k + 1.
The value of  has been chosen so that the following relation holds:

duk
+ 
dk+1
=min(, , ). (59)
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This guarantees the following:
(i) ij ij+1 holds for i < l and j ∈ [1, n− 1]. For any i < l, i = t and j ∈ [1, n], we have that ij = ij . This proves (i) if
t > l. If t < l then t
j
t
j+1 for j ∈ [1, n− 1] because of the choice of l. We certainly have tj tj+1 for j = k. Further,
using Eq. (59), tk = tk − duk = tk+1 + − duk = tk+1 + − ( duk + dk+1 )tk+1.
(ii) lj lj+1 for jk − 1. It certainly holds for j = u − 1. In this nontrivial case, again using Eq. (59), lu−1 = lu−1 =
lu + lu + ( duk + dk+1 )= lu + dk+1 lu.
(iii) lu = · · · = lk . This is because lu = · · · = lk and lj = lj + /duk for j ∈ [u, k].
(iv) ikik+1 for i < t . For any i < t, i = l and j ∈ [1, n], we have that ij = ij . This proves (iv) if t < l. If l < t then we still
need to show that lk
l
k+1. This last relation holds as lk =lk + duk =lk+1− + duk =lk+1− + duk + dk+1 lk+1.
From (i) to (iv), it follows that either the partition to which  belongs is the same partition as that of  in the order previously
deﬁned, or comes after the one to which  belongs. Further, the following relations hold:
(v) 
duk
+ 
dk+1 =  implies that l = l or k = k.
(vi) 
duk
+ 
dk+1 = , l = l and k = k implies that u = u.
(vii) 
duk
+ 
dk+1 = , l = l and k = k implies that t = t.
As either 
duk
+ 
dk+1 = , duk + dk+1 =  or duk + dk+1 =  holds,  and  are not in the same partition. As a consequence,
to obtain a contradiction, it remains to prove that (x, y,w, ) ∈ XFLW or equivalently that (x, y,w, ) satisﬁes (49)–(58). All
but (49), (50), (56) and (57) are obvious.
Eq. (49) is satisﬁed for j <u or j > k + 1 since in these cases ij = ij for any i. For j ∈ [u, k],
j∑
i=1
ij =
∑
i =l,t
ij + lj +

duk
+ tj −

duk
= 1.
Eq. (50) is satisﬁed for i = t, l since in this case ij = ij for all j. For i = t or i = l,
n∑
j=i
dj
i
j =
∑
j /∈[u,k+1]
dj
i
j +
k∑
j=u
dj
(
ij +

duk
)
+ dk+1
(
ik+1 −

dk+1
)
= xi .
Eq. (56) is satisﬁed for i = t, l or j /∈ [u, k+ 1] since in these cases ij = ij . The two cases i= t, j ∈ [u, k] and i= l, j = k+ 1
are obvious since then ij < 
i
j
. Finally, for i = t, j = k + 1,
tk+1 = tk+1 +

dk+1
tk −

dk
< tky
t ,
where the ﬁrst inequality is by (59).
The case i = l, j ∈ [u, k] is similar.
Eq. (57) is satisﬁed for j /∈ [u, k + 1] since in these cases ij = ij for any i. Also, if s <min(t, l) or s max(t, l), then∑s
i=1ij =
∑s
i=1ij for any j. So the nontrivial values of s are min(t, l)s <max(t, l). There are two cases:
Case 1: t < l. When cases j ∈ [u, k], (57) is satisﬁed since ∑si=1ij ∑si=1ij ws . Using the deﬁnitions of k and l, it
follows that i
k
i
k+1 for i < l. Moreover, by (59), tk+1 + dk+1 tk − duk < tk . Thus, for j = k + 1,
s∑
i=1
ik+1 =
s∑
i=1
i =t
ik+1 + tk+1 +

dk+1
<
s∑
i=1
ikw
s.
Case 2: l < t . The argument is similar. 
198 M. Van Vyve, F. Ortega /Discrete Optimization 1 (2004) 189–203
To conclude this section a last formulation, called the multicommodity reformulation, is described. The formulation is obtained
by substituting qi
j
= dji
j
in formulation FLW.
(MCW) min
n∑
i=1
cixi +
n∑
i=1
fiyi +
n−1∑
i=1
giwi, (60)
j∑
i=1
qij = dj , 1jn, (61)
xt =
n∑
j=t
qtj , 1 tn, (62)
dj yt qtj , 1 tjn, (63)
djws
s∑
i=1
qij , 1s < jn, (64)
yt 1, 1 tn, (65)
wt 1, 1 t < n, (66)
0qij , 1 ijn. (67)
This is the formulation that will be projected onto the (x, y,w)-space in the next section.
4. The convex hull
Theorem 8. The convex hull of the integer points of XULSW is given by the following polytope PklS :
dklwk−1 +
∑
i∈S
xi +
∑
i∈[k,l]\S
dilyidkl, 1k ln, S ⊆ [k, l], (68)
n∑
i=1
xi = d1n, (69)
w0 = wn = 0, (70)
0wk1, 1kn− 1, (71)
0yk1, 1kn, (72)
0xk, 1kn. (73)
Proof. The relation Projx,y,w(XMCW ) = conv(XULSW) is a direct consequence of Propositions 6 and 7. We show that
Projx,y,w(X
MCW )= PklS , thereby proving the result.
Given a point (x, y,w), we ﬁrst show that there exists q such that (x, y,w, q) ∈ XMCW if and only if there exists a feasible
ﬂow in some capacitated networkD. The capacities of this network depend on the values of (x, y,w) and the demands dt . Using
the maxﬂow–mincut theorem, we then obtain a description of Projx,y,w(XMCW ) by a class of linear inequalities that includes
(68)–(klSbounds:5). Finally, we show that, within this class, only (68)–(73) can be facet-deﬁning.
The digraph D = (V ,A) is deﬁned as follows. Deﬁning I = {1, . . . , n} and IJ = {ij : 1 ijn}, the set of nodes is
given by V = {s, t} ∪ I ∪ IJ . Further, deﬁne As = {(s, i) : i ∈ I }, AI = {(i, ij) : i ∈ I, ij ∈ IJ }, AIJ = {(ij , (i + 1)j) :
(ij , (i + 1)j) ∈ IJ , i < j}, and At = {(ii, t) : ii ∈ IJ }. Then, the set of arcs is deﬁned by A=As ∪AI ∪AIJ ∪At . Associate
a capacity Ca to each arc a ∈ A given by: xi for (s, i) ∈ As , dj yi for (i, ij) ∈ AI , djwi for (ij , (i + 1)j) ∈ AIJ , and dj for
(jj, t) ∈ At . The demand to be routed from node s to node t is equal to d1n. An example of such a graph is depicted in Fig. 5.
Note that if qi
j
is the ﬂow in the arc (i, ij), then the ﬂow balance constraint at node i gives (62). The capacity constraint on
the arc (i, ij) gives (63). The ﬂow conservation constraint aggregated for nodes 1j to jj gives (61). Finally, the total ﬂow in arc
(ij , (i + 1)j) is∑ik=1qkj djwi so that (64) is satisﬁed.
Deﬁne a s − t dicut (or simply a dicut) B ⊆ A as a set of arcs that blocks all ﬂow from the source to the sink. The max ﬂow
min cut theorem implies that, given capacities on the arcs, a feasible ﬂow of d1n units from s to t exists if and only if the capacity
of each s − t dicut is at least d1n. Call these inequalities the dicut inequalities.
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Fig. 5. Example of the graph used to project (FLW) for n= 4.
Fig. 6. Example of a minimal dicut with n= 4, Bt = {(22, t)}, l = 4, BIJ = {(13, 23), (24, 34)}, thus k(1)= 0, k(3)= 1 and k(4)= 2 so that
kmin = 0, Bs = {(s, 2), (s, 4)}, and BI = {(1, 11), (3, 33), (3, 34)}. The arcs belonging to this minimal cut appear as dotted lines, and their
capacity is indicated.
A point (x, y,w) is in Projx,y,w(XMCW ) if it satisﬁes
∑n
i=1xi = d1n, the nonnegativity constraints, the bounds yi, wi1,
and the dicut inequalities. Thus, we have already shown that Projx,y,w(XMCW ) is composed of (69)–(73) together with the
dicut inequalities (for the graph D).
Because of the nonnegativity of the ﬂows q, only minimal dicuts B have to be considered. Minimal dicuts are the ones that
strictly contain no others. The next step of the proof is to give a partial characterization of the minimal dicuts of the graph D.
Fig. 6 shows an example of such a minimal dicut. Let Bs = B ∩As , BI = B ∩AI , BIJ = B ∩AIJ and Bt = B ∩At . Fix Bt
and let l =maxj {(jj, t) /∈Bt }.
Clearly, any path from (ij , (i+1)j) to the sink contains (jj, t). Hence (ij , (i+1)j) cannot be inBIJ if (jj, t) ∈ Bt . Further,
(ij , (i+1)j) and (kj, (k+1)j) cannot both belong toBIJ for different i and k (suppose i < k) since any path from (ij , (i+1)j)
to the sink t contains (kj, (k + 1)j). Hence, we can without loss of generality ﬁx integers 0k(j)< j for (jj, t) /∈Bt and
set BIJ = {(k(j)j, (k(j) + 1)j)|(jj, t) /∈Bt , k(j) = 0}. Thus, k(j) = 0 corresponds to selecting no arc in BIJ of the form
(·j, (· + 1)j).
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Let kmin=minj k(j). Considering BIJ , any path from node i ∈ I, ikmin to the sink contains an arc already in BIJ or Bt .
Also, any path from i ∈ I to the sink contains an arc in Bt if i > l. Hence for ikmin and i > l, the arc (s, i) ∈ As cannot be in
Bs . So we can suppose without loss of generality that Bs ⊆ {(s, i)|kmin < i l}. Let us ﬁx such Bs (we note that this choice of
Bs is not as strict as it could be).
Now only BI remains to be characterized. Three sets of arcs in AI cannot be in BI . Firstly, arcs (i, ij) where j > l since the
only path from ij to the sink contains (jj, t) ∈ Bt . The second is the set of arcs (i, ij) leaving nodes {i ∈ I |(s, i) ∈ Bs} because
the only path from i to the source contains the arc (s, i)which is inBs . The third set contains all arcs (i, ij)with ik(j) because
the only path from (i, ij) to the sink contains the arc (k(j)j, (k(j) + 1)j) which is in BIJ . Moreover each arc that does not
belong to either of these sets must be in BI . Hence BI = {(i, ij)|(s, i) /∈Bs, (jj, t) /∈Bt , 1j l, i > k(j)}.
Summarizing the results obtained so far, the convex hull of the integer points ofXULSW is given by the following inequalities:
n∑
i=1
xi = d1n,
w0 = 0,
0wk1, 1kn− 1,
0yk1, 1kn,
0xk, 1kn,
together with the set of minimal dicut inequalities (note the slight abuse of notation for Bs and Bt )
∑
i∈Bs
xi +
∑
i∈Bs
∑
j∈Bt
k(j)<i j
dj yi +
l∑
i=1
∑
j∈Bt
k(j)=i
djwidBt , (74)
where Bt ⊆ {1, . . . , n}, Bt = {1, . . . , n}\Bt , l = max{j ∈ Bt }, 0k(j)< j for all j ∈ Bt , kmin = minj∈Bt k(j), Bs ⊆
{kmin + 1, . . . , l} and Bs = {1, . . . , l}\Bs . We will now show that the only minimal dicut inequalities (74) that can be facet
deﬁning are those for which
(i) there exists k such that k(j)= k for all j ∈ Bt and
(ii) Bt is the interval [k + 1, l].
If these two conditions are satisﬁed, (74) can be rewritten as
∑
i∈Bs
xi +
∑
i∈Bs
dilyi + dk+1,lwkdk+1,l ,
which is exactly (68) with S = Bs .
Proof of (i). Let  a minimal dicut inequality (74) be given for which k(j) are not identical for all j ∈ Bt .
Case 1: There are j1, j2 ∈ Bt such that k(j1)= k1 and k(j2)= k2 satisfying k1<k2<min[j1, j2] . Consider the following
two inequalities:
∑
i∈Bs
xi +
∑
i∈Bs
∑
j∈Bt
k(j)<i
dj yi +
k2∑
i=k1+1
i∈Bs
dj2yi +
l∑
i=1
∑
j∈Bt
k(j)=i
djwi + dj2wk1 − dj2wk2dBt ,
∑
i∈Bs
xi +
∑
i∈Bs
∑
j∈Bt
k(j)<i
dj yi −
k2∑
i=k1+1
i∈Bs
dj1yi +
l∑
i=1
∑
j∈Bt
k(j)=i
djwi − dj1wk1 + dj1wk2dBt .
A convex combination of them with weights dj1
dj1+dj2 and
dj2
dj1+dj2 gives the original inequality . Moreover, they are both valid,
since they are both inequalities of type (74): the ﬁrst with k(j1) = k(j2) = k1 and the second with k(j1) = k(j2) = k2 (other
things being equal).
Case 2: For any j1<j2 ∈ Bt , either k(j1)= k(j2) or k(j2)j1 (remember that k(j)< j by deﬁnition). Therefore, for any
j1, j2 such that k(j2)< j1<j2, we have k(j1) = k(j2). That means that the interval [kmin + 1, l] is partitioned into intervals
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[kmin + 1, 	1] ∪ [	1 + 1, 	2] ∪ · · · ∪ [	m−1 + 1, 	m] such that k(j)= 	p if j ∈ [	p + 1, 	p+1] ∩ Bt . Using this notation, we
can rewrite (74) as
m∑
p=1


∑
i∈Bs
i∈[	p−1+1,	p ]
xi +
∑
i∈Bs
i∈[	p−1+1,	p ]
∑
j∈Bt
j∈[i,	p ]
dj yi +
∑
j∈Bt
j∈[	p−1+1,	p ]
djw	p−1



m∑
p=1
d
Bt∩[	p−1+1,	p].
Thus, the original minimal dicut inequality is the sum of the m minimal dicut inequalities where Btp =Bt ∩ [	p−1 + 1, 	p] and
Bsp = Bs ∩ [	p−1 + 1, 	p] for 1pm.
Hence, from now on we write simply k for k(j) or kmin.
Proof of (ii). By contradiction, suppose there exists j ′ such that j ′ /∈Bt , j ′ + 1 ∈ Bt and k(j ′ + 1)= k < j ′. Consider the two
inequalities obtained by setting Bt1 = Bt ∪ {j ′} and Bt2 = Bt\{j ′ + 1} (other things being equal):
∑
i∈Bs
xi +
∑
i∈Bs
l∑
j=i
j∈Bt
dj yi +
j ′∑
i=k+1
i∈Bs
dj ′yi + dBt wk + dj ′wkdBt + dj ′ ,
∑
i∈Bs
xi +
∑
i∈Bs
l∑
j=i
j∈Bt
dj yi −
j ′+1∑
i=k+1
i∈Bs
dj ′+1yi + dBt wk − dj ′+1wkdBt − dj ′+1.
Taking the convex combination with weights dj ′+1
dj ′+dj ′+1 and
dj ′
dj ′+dj ′+1 gives the original minimal dicut inequality if j
′ + 1 /∈Bs .
If j ′ + 1 ∈ Bs , the obtained inequality dominates the original inequality. 
Having described a family of valid inequalities, it is natural to consider the associated separation problem: given a point
(x∗, y∗, w∗) satisfying (69)– (73), ﬁnd a violated inequality (68) or certify that there is none. Fixing l, it sufﬁces to test whether
min
k

dklw∗k−1 +
l∑
i=k
min(x∗i , dily∗i )− dkl

< 0.
This can be carried out using the following algorithm:
for l = 1 → n do
A : =0
for i : =1 → l do
A : =A+min(x∗
i
, dily
∗
i
)
if A>d1i + di+1,lw∗i
then k : =i − 1
A : =d1i + di+1,lw∗i
if A<d1l
then return (k, l)
return “none”
On termination of the algorithm, the violated inequality (68), if any, is given by k, l and S = {i ∈ {k..l}|x∗
i
< dily
∗
i
}. We have
thus the following result.
Proposition 9. There is an O(n2) separation algorithm for ULSW.
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5. The Wagner–Whitin case
For most lot-sizing problems, both the optimization and separation problems can be solved more efﬁciently if the costs satisfy
theWagner–Whitin cost property, i.e. c′t +ht c′t+1 for all t [10].We show in this section that this is also the case in the presence
of ﬁxed charges on the stocks.
The Wagner–Whitin property essentially means that if we neglect the ﬁxed costs, producing in a given period to satisfy its
demand is less expensive than producing in the previous period and holding stock for one period. This implies that if the periods
in which a set up is performed are ﬁxed, then production occurs as late as possible. Thus, there always exists a solution satisfying
st−1 = max
t ln

 l∑
k=t
dk

1−
k∑
i=t
yi




+
=maxt ln

dtl −
l∑
i=t
dilyi


+
. (75)
Moreover, when st−1 is deﬁned in this way, then st−1> 0 if and only if 1− yt = 0. Thus, given yt , the constraint wt−1+ yt 1
is sufﬁcient to deﬁne wt . Solutions of this type are called stock minimal solutions [10]. Eliminating production costs ct from
objective (1) by substitution using (2) shows that it is equivalent to work with zero production costs and stock costs h′t =c′t +ht −
c′t+10. Together with (75), this shows that we can formulate ULSW with Wagner–Whitin costs using only the stock variables
st , the production set up variables yt and the stock set up variables wt as follows.
(ULSWW) min
n∑
t=1
ftyt +
n−1∑
t=1
h′t st +
n−1∑
t=1
gtwt , (76)
st−1
l∑
k=t
dk

1−
k∑
i=t
yi

 , 2 t ln, (77)
wt−1 + yt 1, 2 tn, (78)
0yt 1, 1 tn, (79)
0wt 1, 2 tn− 1, (80)
y1 = 1, (81)
st 0, 1 tn− 1, (82)
y integer, (83)
w integer. (84)
Proposition 10. The linear-programming relaxation of ULSWW has integral extreme solutions.
Proof. Let PULSWW be the polyhedron deﬁned by (77)–(82). Consider the following linear-programming formulation:
(SPWW) min
n∑
t=1
ftyt +
n−1∑
t=1
h′t st +
n−1∑
t=1
gtwt , (85)
st−1
n∑
k=t
dk
t
k, 2 tn, (86)
tl 1−
l∑
i=t
yi , 2 t ln, (87)
wt−1 + yt 1, 2 tn, (88)
0yt 1, 1 tn, (89)
0wt 1, 1 tn− 1, (90)
y1 = 1, (91)
0tl 1, 2 t ln. (92)
Let PSPWW be the polyhedron deﬁned by (86)–(92). We ﬁrst show that Projs,y,w (P SPWW ) = PULSWW . That
Projs,y,w(P
SPWW ) ⊆ PULSWW follows from the fact that (86)–(87) and the nonnegativity of tl directly implies (77).
To show the opposite relation, given (s, y,w) ∈ PULSWW , we need to ﬁnd  such that (s, y,w, ) ∈ PSPWW . We claim that
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tk = (1−
∑k
i=t yi )+ does the job. It is certainly suitable for (87) and (92). To see why (86) is satisﬁed, let l be the latest period
for which 1−∑li=t yi > 0. Then st−1∑lk=t dk(1−∑ki=t yi )=∑nk=t dk(1−∑ki=t yi )+ =∑nk=t dktk .
It is then sufﬁcient to show that PSPWW has integral extreme points. This is done by showing that the constraint matrix
associated with (87)–(92) is totally unimodular. Since the bound constraints (89)–(92) are submatrices of the identity matrix,
they can be ignored. The constraint matrix associated with (87)–(88) is of the form
(
In Y 0
0 In−1 In−1
)
,
whereY is the matrix associated to variables y in constraints (87). Again, the ﬁrst and the last block-columns are submatrices of
the identity. Ignoring them, the second block-row is itself a submatrix of the identity. So we are left with the matrixY which is a
row interval matrix, which is a TU matrix. 
6. Conclusions
We have presented a polyhedral analysis of the uncapacitated single item lot-sizing problem with ﬁxed charges on stocks.
The inequalities necessary to describe the convex hull of the feasible solutions naturally extend the (l, S)-inequalities valid for
the uncapacitated lot-sizing problem [4]. Practical problems often involve complicating features like start-ups, capacities or
backlogging together with ﬁxed charges on stocks. Such models merit further investigation. In particular, one may ask whether
the extension to ﬁxed charges on stocks is as natural for these more complicated models.
We can also viewULSW as a single source uncapacitated ﬁxed charge network ﬂow problem on a very special graph: a source
node connected to a tree. In the case of (ULSW), this tree is a path. One could therefore ask if Proposition 7 may be extended
to such graphs with general trees. This would generalize the result of Barany et al. [3] where they do not consider ﬁxed charges
on the arcs within the tree, but only on the arcs connecting the source to the tree.
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