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Chapitre 1
Introduction
Cette the`se peut s’inscrire dans le cadre de la statistique des processus indice´s par les
temps positifs. On veut a` partir de l’observation d’un processus en des temps discrets,
tirer des conse´quences sur les proprie´te´s de ce processus. Concre`tement, on s’inte´resse a`
l’estimation des dont coefficients dont la loi de notre processus de´pend. Les applications
en pratique sont nombreuses et peuvent concerner tous les phe´nome`nes mode´lisables de
manie`res ale´atoires, a` partir du moment ou` on dispose de donne´es avec une fre´quence assez
grande (de plus en plus grande).
Le but de cette the`se n’est pas de re´pondre directement a` ces questions, mais plutoˆt de
fournir des outils essentiels pour leur e´tude. Le point de de´part est l’e´tude de la p-variation
d’une semimartingale, autrement dit l’e´tude du comportement asymptotique des processus
V n(p,X, t) =
kn∑
k=1
∣∣∣Xtni −Xtni−1∣∣∣p , (1.0.1)
ou` X est une semimartingale et ou` 0 = tn0 < t
n
1 < · · · < tnkn = t, supi≤kn |tni − tni−1| tend
vers 0 et p > 0.
S’il est bien connu que V (2, X, t) converge en probabilite´ vers la variation quadratique
[X,X]t, les choses semblent moins bien connues de`s que p 6= 2, surtout en ce qui concerne
la vitesse de convergence. Certes les probabilistes se sont inte´resse´ tre`s toˆt a` la finitude
de la p-variation totale de X en t, qu’on note W (p,X, t) et qu’on peut de´finir comme la
borne supe´rieure de V (p,X, t) sur l’ensemble des subdivisions de [0, t]. Paul Le´vy montre
en 1940 dans [15] que si B est un mouvement brownien, on a :
W (p,X, t) =
{
+∞ si p ≤ 2
<∞ si p > 2
A partir des anne´es 1960, beaucoup d’auteurs prouve`rent des re´sultats sur ce sujet lorsque
X est un processus de Le´vy, citons par exemple Blumenthal et Getoor ([5] et [6]) et
Monroe ([17]). Bretagnolle dans [7] montre que si X est un processus de Le´vy de seconde
caracte´ristique nulle et de mesure de Le´vy F , la condition ne´cessaire et suffisante pour
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que W (p,X, t) soit finie presque suˆrement pour p ∈ [1, 2[ est que∫
R
|x|p F (dx) < ∞.
L’outil principal pour les de´monstrations e´tait jusque la` les fonctions caracte´ristiques en
liaison avec l’e´tude du comportement du processus t−1Xt quand t tend vers 0.
En utilisant comme technique les ine´galite´s de Burkholder et le the´ore`me de plonge-
ment des martingales dans le mouvement brownien, Le´pingle dans [14] fut le premier a`
e´tudier le sujet dans le cadre des semimartingales. Il montre entre autres que pour toute
semimartingale X, en posant
S(p,X, t) =
∑
s≤t
|∆Xs|p
(ou` ∆Xs est le saut de X en s), on a :
1. Si p > 2, W (p,X, t) <∞ presque suˆrement, et dans ce cas
V n(p,X, t) −→ S(p,X, t), en probabilite´, (1.0.2)
2. Si 0 < p < 2, alors W (p,X, t) =∞ sur l’ensemble {〈Xc〉t > 0}∪ {S(p,X, t) =∞},
ou` 〈Xc〉 est le crochet pre´visible de Xc et Xc la partie martingale continue de X.
3. si 1 < p ≤ 2, W (p,X, t) <∞ sur l’ensemble {ω, 〈Xc〉t = 0}∩{∪q<pS(q,X, t) <∞}.
De plus si 1 < p < 2, et sur {〈Xc〉t = 0} ∩ {S(p,X, t) <∞}, on a (1.0.2).
4. W (1, X, t) <∞ sur l’ensemble {〈Xc〉t = 0} ∪ {S(1, X, t) <∞}
5. si 0 < p ≤ 1 et si X est une martingale locale a` temps de sauts pre´visibles, on
a W (p,X, t) < ∞ sur l’ensemble {ω, 〈Xc〉t = 0} ∩ {∪q<pS(q,X, t) <∞}. De plus
pour toute semimartingale X, on a :
0 < p ≤ 1, ⇒ V n(p,X, t) −→W (p,X, t).
Les ge´ne´ralisations de la p-variation se sont oriente´es dans deux directions : e´tant
donne´e une fonction f , il s’agit d’une part de l’e´tude de la somme
V n(f,X, t) :=
kn∑
k=1
f
(
Xtni −Xtni−1
)
(1.0.3)
et d’autre part de la somme
V
′n(f,X, t) :=
kn∑
k=1
|tni − tni−1|f
(
Xtni −Xtni−1√
tni − tni−1
)
. (1.0.4)
Notons que si f(x) = |x|p et si la subdivision est re´gulie`re de pas ∆n, on a V ′n(f,X, t) =
∆1−p/2n V n(p,X, t).
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Ces dernie`res anne´es, l’e´tude de la p-variation a suscite´ un grand inte´reˆt, spe´cialement
dans le cas de subdivisions re´gulie`res de pas ∆n comme ci-dessus, et graˆce au lien e´tabli
entre la p-variation quadratique d’une semimartingale et l’estimation de la volatilite´. Dans
cette direction, Barndorff-Nielsen O., Shephard N. dans [1], utilisent la p-variation pour
p 6= 2, puis la bi-variation (cf.[2]), qu’on peut de´finir comme suit, pour p, r > 0 :
V ′n(p, r,X, t) =
kn−1∑
k=1
∆
1− r+p
2
n
∣∣Xi∆n −X(i−1)∆n∣∣p ∣∣X(i+1)∆n −Xi∆n∣∣r . (1.0.5)
et la variation multiple, pour r1, · · · , rN > 0 :
V ′n(r1, · · · , rN ;X, t) = ∆1−
r1+···+rN
2
n
kn−N+1∑
k=1
∣∣Xi∆n −X(i−1)∆n∣∣r1 · · · ∣∣X(i+N−1)∆n −X(i+N−2)∆n∣∣rN .
(1.0.6)
Dans la suite on fait varier t, et on conside`re (essentiellement) des subdivisions re´gulie`res,
de sorte que kn = knt = [t/∆n]. Les variables V
n(f,X, t) et V ′n(f,X, t) peuvent eˆtre
conside´re´es comme les valeurs en t de processus V n(f,X) et V ′n(f,X).
Barndorff-Nielsen, Graversen, Jacod, Podolskij et Shephard ont montre´ dans ([3]) que
si X est une semimartingale d’Itoˆ continue, de seconde caracte´ristique c et si f une fonc-
tion continue a` croissance polynomiale, V
′n(f,X)t converge en probabilite´, localement
uniforme´ment en temps, vers
V ′(f,X)t :=
∫ t
0
ρcs(f) ds,
ou` pour x > 0, ρx est la loi normale centre´e de variance x, et ρx(f) est l’inte´grale de f
par rapport a` ρx. Ils e´tablissent un the´ore`me central limite sous la condition que
√
ct soit
une semimartingale d’Itoˆ. Sous de bonnes conditions sur f , on a :
1√
∆n
(
V
′n(f,X)t − V ′(f,X)t
)
→
∫ t
0
√
ρcs(f2)− ρcs(f)2 dW s
stablement en loi, ou` W est un mouvement brownien de´finit sur un espace auxiliaire.
Dans [8], Jacod ge´ne´ralise ces re´sultats au cas ou X est discontinu, il e´tudie e´galement les
processus V n(f,X). Il montre sous de bonnes conditions sur f au voisinage de l’origine la
convergence de V n(f,X) en probabilite´ pour la topologie de Skorokhod vers le processus∑
s≤t f(∆X), ainsi que le the´ore`me central limite correspondant. On peut citer e´galement
Mancini [16] et Woerner [20] pour d’autres re´sultats de meˆme nature.
Ce sujet ressemble aux me´thodes nume´riques de re´solutions des e´quations diffe´rentielles
stochastiques comme le sche´ma d’Euler. D’ailleurs les limites obtenues dans les T.C.L. ont
fait leur premie`re apparition dans ([12]) pour pre´cise´ment l’e´tude des sche´mas d’Euler.
Dans cette the`se, nous e´tudions une nouvelle ge´ne´ralisation des processus V n(f,X),
V
′n(f,X) mais aussi de la bi-variation. Plus pre´cise´ment, on remplace la fonction f sur R
par une ou des fonctions (re´elles) f ou g sur l’ensemble Ω× R+ × R. En d’autres termes,
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nous e´tudions les processus
V n(f,X)t =
[t/∆n]∑
i=1
f(ω, (i− 1)∆n, Xi∆n −X(i−1)∆n)
V
′n(f,X)t = ∆n
[t/∆n]∑
i=1
f
(
ω, (i− 1)∆n,
Xi∆n −X(i−1)∆n√
∆n
)
V
′n(f, g,X)t = ∆n
[t/∆n]∑
i=1
f
(
ω, (i− 1)∆n,
Xi∆n −X(i−1)∆n√
∆n
)
g
(
ω, (i− 1)∆n,
X(i+1)∆n −Xi∆n√
∆n
)
.
Les motivations sont les suivantes : d’une part, dans l’e´tude des sche´mas d’Euler ou
de sche´mas plus sophistique´s des fonctionnelles de la forme pre´ce´dente interviennent na-
turellement. D’autre part, et c’est la motivation principale, les fonctions de contraste (par
exemple la log-vraisemblance) utilise´es en statistique des processus conduisent aussi a`
des fonctionnelles de ce type. Pour donner un exemple simple, conside´rons la solution de
l’E.D.S. suivante :
dXt =
√
θ σ(X)s dWt
ou`W est un processus de Wiener et σ est une fonction suffisamment re´gulie`re. Ce processus
est observe´ aux temps i∆n, et on veut estimer le parame`tre inconnu θ > 0. Les fonctions
de contraste utilise´es habituellement sont de la forme
[t/∆n]∑
i=1
g(θ′, σ(Xθ(i−1)∆n), X
θ
i∆n −Xθ(i−1)∆n) )
pour une fonction ade´quate g sur R+ × R × R et Xθ est le processus observe´ pour la
”vraie” valeur θ : voir par exemple ([13]) pour plus de de´tails. On voit ainsi la ne´cessite´ de
conside´rer des fonctionnelles du type V n(f,X) ou V ′n(f,X) avec une fonction f de´pendant
de ω et de t, et en particulier d’obtenir des TCL pour de´duire le comportement asympto-
tique des estimateurs.
Les re´sultats obtenus dans cette the`se ge´ne´ralisent une partie de ceux de ([3]) et ([8]).
Ils ge´ne´ralisent e´galement certains des re´sultats obtenus par Becker dans sa the`se ([4]).
Conside´rons (Ω,F , (Ft)t≥0,P) un espace de probabilite´ munie d’une filtration et l’es-
pace Ω˜ des trajectoires continues de [0, 1] dans R, F˜ sa tribu canonique et Q˜a la mesure
de probabilite´ sous laquelle le processus canonique est un brownien de variance a2. Soit X
soit un processus de diffusion de coefficient de diffusion a et
F : Ω× R+ × Ω˜ → R.
SoitBX une mesure martingale sur Ω˜ de´finit sur une tre´s bonne extension de (Ω,F , (Ft)t≥0,P).
On pose alors,
A(F,X) =
∫ t
0 Q˜as(Fs) ds
V (F,X) = F ? BX .
}
,
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ou` F ? BX est l’inte´grale de f par rapport a` BX et qui ve´rifie
〈F ? BX〉t =
∫ t
0
Q˜as
(
F 2(s, .)
)− Q˜as(F (s, .))2 ds.
Si f : Ω× R+ × R→ R et ∆ni X = Xi∆n −X(i−1)∆n , Becker montre que
∆n
[t/∆n]∑
i=1
f((i− 1)∆n, ∆
n
i X√
∆n
)
converge en probabilite´ pour la topologie de Skorokhod vers A(f,X) et si h une fonction
de troncation, le processus
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)−
[t/∆n]∑
i=1
E
[
h (f((i− 1)∆n,∆ni X)) |F(i−1)∆n
]
converge stablement en loi vers V (f,X). Ces limites sont celles qu’on aura au chapitre 4.
Si maintenant X est une semimartingale sans partie martingale continue de mesure
de saut µ compense´e par la mesure ν et si h′(x) = x − h(x), il montre la convergence en
probabilite´ pour la topologie de Skorokhod du processus :
Un(f,X)t =
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)−
[t/∆n]∑
i=1
E
[
h (f((i− 1)∆n,∆ni X)) |F(i−1)∆n
]
vers le processus
U(f,X) = h(f(.)) ? (µ− ν) + h′(f(.)) ? µ.
Enfin si X est une semimartingale d’Itoˆ, alors
Un(f,X) converge stablement en loi vers
U(f,X) + f ? BXc
ou` f est telle que :
∀ω, ∀ (t, y) ∈ R+ × R, lim
n→∞
1√
∆n
f(ω, t
√
∆ny) = f(ω, t, y).
Nous verrons que ce re´sultat a des similarite´s avec les re´sultats de la section 3.1.2 du
chapitre 3.
Les me´thodes de Becker reposent sur la convergence des caracte´ristiques alors que les
noˆtres sont davantages une adaptation des me´thodes utilise´es dans [3] et [8].
Ce travail est organise´ comme suit : dans le chapitre 2, nous faisons quelques rappels
sur les semimartingales, et ce chapitre peut eˆtre omis par un lecteur familier avec les
notations usuelles du sujet. Dans le chapitre 3 on e´tudie les processus V n(f,X). Les
processus V
′n(f,X) font l’objet du chapitre 4, et enfin le chapitre 5 est consacre´ aux
bi-variations V
′n(f, g,X).
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Chapitre 2
Rappels sur les semimartingales
Dans ce chapitre, nous rappelons la structure des sauts d’une semimartingale disconti-
nue, avant de faire une courte introduction a` la topologie de Skorokhod. On commence par
faire quelques rappels sur les processus stochastiques, dans ces rappels nous nous limitons
aux e´le´ments ne´cessaires a` la construction de l’inte´grale stochastique par rapport a` une
mesure ale´atoire, cette dernie`re fera l’objet du deuxie`me paragraphe, alors que dans le
troisie`me paragraphe, on donnera la de´composition d’une semimartingale discontinue. Le
quatrie`me paragraphe est consacre´ a` la topologie de Skorokhod et sur la convergence des
processus.
Nous ne donnerons pas les preuves des re´sultats de ce chapitre ; celles-ci peuvent eˆtre
trouve´es dans [10].
2.1 Quelques rappels sur les processus stochastiques
On conside`re une base stochastique (Ω,F , (Ft)t≥0,P) (ce qui signifie un espace proba-
bilise´ muni d’une filtration croissante et continue a` droite).
On de´signe par :
1. O la tribu optionnelle sur Ω×R+ qui est la tribu engendre´e par les processus adapte´s,
continus a` droite,
2. P la tribu pre´visible qui est la tribu engendre´e par les processus adapte´s continus a`
gauche .
Dans la de´finition suivante, on introduit la proce´dure de localisation.
De´finition 2.1.1 Soit C une classe de processus. On dira qu’un processus Y appartient a`
la classe localise´e Cloc s’il existe une suite (Tn) de temps d’arreˆts qui croissent vers l’infini,
telle que pour tout n, le processus ZTn de´fini par ZTnt = ZTn∧t appartient a` C.
Notons qu’on a toujours C ⊂ Cloc. Passons aux rappels sur les martingales.
De´finition 2.1.2 Soit M et N deux martingales locales. On dira que M et N sont or-
thogonales, si le processus produit MN est lui meˆme une martingale locale.
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On dira qu’une martingale locale est purement discontinue, si elle est orthogonale a`
toute martingale locale continue nulle en 0.
The´ore`me 2.1.3 Soit M une martingale locale, il existe une martingale locale continue
M c et une martingale locale purement discontinue Md avec M c0 = M
d
0 = 0 telles que
Mt =M0 +M ct +M
d
t . Cette de´composition est unique a` l’indistinguabilite´ pre`s.
Passons a` pre´sent aux temps pre´visibles et aux projections pre´visibles.
De´finition 2.1.4 Un temps pre´visible est une application T : Ω→ R telle que l’ensemble
E := {(ω, t), 0 ≤ t < T (ω)} soit P-mesurable.
Un temps pre´visible est donc un temps d’arreˆt.
The´ore`me 2.1.5 Soit X un processus a` valeurs dans R ∪ {−∞,+∞}, qui est F ⊗ R+
mesurable. Il existe alors un processus pre´visible a` valeurs dans R∪{+∞} appele´ projection
pre´visible de X et note´ Xp qui ve´rifie : XpT = E(XT |FT−) sur {T < ∞} pour tout temps
pre´visible T et qui est unique (a` e´vanescence pre`s).
La projection pre´visible d’un processus X mesurable est d’habitude de´finie quand X est
borne´ ou positif, la de´finition donne´e ici tire´e du the´ore`me 2.28 de [10] est une extension
de la de´finition classique.
Il est e´vident que si X est pre´visible et X > −∞ alors Xp = X.
Dans la suite, on dira qu’un processus est ca`dla`g s’il est continu a` droite et admet des
limites a` gauche, on dira qu’il est ca`g s’il est continu a` gauche et la`d s’il admet des limites
a` droite.
De´finition 2.1.6 On notera :
A+ : l’ensemble des processus A, re´els, adapte´s, ca`dla`g, tels que A0 = 0, pour tout ω
l’applicaton s→ As(ω) est croissante et tels que E(A∞) <∞.
H2 : l’ensemble des martingales M , telles que sups∈R+ E(M2s ) <∞.
A tout processus ca`dla`g X, on associe son processus des sauts, note´ (∆Xt), qui est
de´fini de la fac¸on suivante ∆Xt := Xt −Xt−.
On rappelle que deux processus X et Y sont indistinguables si
P{∀t, Xt = Yt} = 1.
Proposition 2.1.7 SiM et N sont deux martingales locales purement discontinues nulles
en 0 telles que ∆Ms = ∆Ns pour tout s, alors M et N sont indistinguables.
On note : H2 l’ensemble des martingales telles que supt∈R+ E(X2t ) < ∞. Rappelons
que H2loc est la classe localise´e.
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The´ore`me 2.1.8 Pour chaque paire (M,N) de martingales locales appartenant a` H2loc,
on associe un processus pre´visible 〈M,N〉 qui est ca`dla`g, nul en 0 et a` variation localement
borne´e tel que MN − 〈M,N〉 est une martingale locale.
De plus, le processus 〈M,M〉 est croissant.
SiM est une martingale, on sait que le processus (∆M) est optionnel. Re´ciproquement,
si on a un processus optionnel H, le the´ore`me suivant donne les conditions sous lesquelles
il existe une martingale M telle que ∆M = H (cf. the´ore`me 4.56 (c), page 56 de [10]).
The´ore`me 2.1.9 Soit H un processus optionnel tel que H0 = 0. Il existe une martin-
gale locale M telle que ∆M et H soient indistinguables si et seulement si Hp = 0 et
[
∑
s≤.(Hs)
2]1/2 appartient a` A+loc.
Soit X est une semimartingale, on peut l’e´crire sous la forme
Xt = X0 +Mt +At, (2.1.1)
ou` A est un processus ca`dla`g adapte´ et a` variation localement borne´ et M une martingale
locale nulle en 0. D’apre`s le the´ore`me 2.1.3, M se de´compose en une partie martingale
locale continue et une partie martingale locale purement discontinue : M =M c +Md.
On dit alors que M c est la partie martingale continue de X et on note : Xc, elle ne
de´pend pas (a` indistinguabilite´ pre`s) de la de´composition (2.1.1).
De´finition 2.1.10 Etant donne´es deux semimartingales X et Y , on appelle co-variation
(quadratique) de X et Y le processus
[X,Y ]t = XtYt − X0Y0 −
∫ t
0
Xs− dYs −
∫ t
0
Ys− dXs.
Rappelons le the´ore`me 2.1.3, si X est une semimartingale, on note par Xc sa partie
martingale continue. On a le the´ore`me suivant :
The´ore`me 2.1.11 Si X et Y deux semimartingales, on a
[X,Y ]t = 〈Xc, Y c〉t +
∑
s≤t
∆Xs∆Ys.
On termine cette partie avec la de´finition suivante.
De´finition 2.1.12 Nous dirons qu’un ensemble D ∈ Ω × R+ est mince, s’il existe une
suite de temps d’arreˆt (Tn) tel que D =
⋃
n{(ω, t)/ Tn(ω) = t}.
On peut choisir la suite (Tn) de sorte que {(ω, t)/ Tn(ω) = Tm(ω) = t} = ∅ si n 6= m,
il suffit de prendre pour nouvelle suite de temps d’arreˆt la suite de temps d’arreˆt
T ′n :=
{
Tn(ω) si ω ∈ ∩0≤m≤n−1{Tm 6= Tn}
∞ sinon
On dit dans ce dernier cas que la suite de temps d’arreˆt (Tn) e´puise l’ensemble D
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2.2 Mesures ale´atoires et inte´grale stochastique par rapport
a` une mesure ale´atoire
2.2.1 Mesures ale´atoires
De´finition 2.2.1 On appelle mesure ale´atoire sur R+ × Rd une famille de mesures posi-
tives µ = (µ(ω; dt× dx) : ω ∈ Ω) sur (R+×E,R+⊗Rd) ve´rifiant µ(ω; {0}×Rd) = 0 pour
tout ω.
Dans la suite, une fonction f, Ω×R+ ×Rd → R sera dite optionnelle (resp. pre´visible) si
elle est O ⊗Rd (resp. P ⊗Rd) -mesurable.
Soit f : Ω × R+ × Rd → R, une application optionnelle ; on de´finit le processus inte´gral
de f par rapport µ par
f ? µt(ω) =

∫
[0,t]×Rd f(ω, s, x) µ(ω, ds, dx) si
∫
[0,t]×Rd |f(ω, s, x)|µ(ω, ds, dx) < ∞,
+∞ sinon.
De´finition 2.2.2 a. Une mesure ale´atoire µ est dite optionnelle (resp. pre´visible) si
le processus f ? µ est optionnel (resp. pre´visible) pour toute fonction optionnelle
(resp. pre´visible) f .
b. Une mesure ale´atoire est dite P ⊗Rd-σ-finie s’il existe une suite An d’e´le´ments de
P⊗Rd qui croissent vers Ω×R+×Rd et telle que pour tout n, E{(1An ?µ)∞} <∞.
Dans le the´ore`me suivant, nous allons de´finir la mesure compensatrice d’une mesure
ale´atoire µ :
The´ore`me 2.2.3 Etant donne´ une mesure ale´atoire µ, optionnelle et P ⊗ Rd-σ-finie,
il existe une autre mesure ale´atoire ν appele´e mesure compensatrice de µ, unique aux
ensembles P -ne´gligeables pre`s, pre´visible et telle que, pour toute fonction positive f de
Ω× R+ × Rd dans R+, mesurable par rapport a` P ⊗Rd, on a E(f ? µ∞) = E(f ? ν∞)
ν est clairement P ⊗Rd-σ-finie.
On va maintenant parler d’une classe importante de mesures ale´atoires : les mesures
ale´atoires a` valeurs entie`res.
De´finition 2.2.4 On dira qu’une mesure ale´atoire µ est a` valeurs entie`res si elle ve´rifie
les proprie´te´s suivantes :
a. µ est optionnelle et P ⊗Rd-σ-finie.
b. µ(ω; {t} × Rd) ≤ 1 pour tout ω.
c. Quel que soit A dans R+ ⊗Rd, µ(., A) prend ses valeurs dans N.
La proposition suivante permet d’e´crire une mesure ale´atoire sous la forme d’une somme
de mesures de Dirac.
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Proposition 2.2.5 Une mesure ale´atoire P ⊗Rd − σ-finie µ est a` valeurs entie`res, si et
seulement si elle s’e´crit
µ(ω; dt, dx) =
∑
s≥0
1D(ω, s)ε(s,βs(ω))(dt, dx), (2.2.2)
ou` β est un processus optionnel et D un ensemble mince.
Soit (Tn), une suite de temps d’arreˆt qui e´puise l’ensemble mince D et soit f : Ω× R+ ×
Rd → R une fonction F × R+ ×Rd-mesurable telle que l’inte´grale de f par rapport a` µ
soit finie. D’apre`s (2.2.2), on a :
f ? µt =
∑
0<s≤t
f(s, βs)1D(s) =
∑
n≥1
f (Tn, βTn) 1{Tn≤t}. (2.2.3)
Partant d’un processus stochastique, on peut lui associer une mesure ale´atoire a` valeurs
entie`res :
Proposition 2.2.6 Soit X un processus ca`dla`g, adapte´. Alors
µX(ω, dt× dx) :=
∑
s≥0
1{∆Xs(ω)6=0}ε(s,∆Xs(ω))(dt, dx) (2.2.4)
de´finit une mesure ale´atoire a` valeurs entie`res appele´e mesure des sauts de X.
Sachant que le processus (∆Xt) est optionnel et que l’ensemble
E =: {(ω, t), ∆X(ω, t) 6= 0} est mince, pour de´montrer la proposition 2.2.6 il suffit de
montrer que µX est P ⊗Rd − σ-finie et ensuite d’appliquer la Proposition 2.2.5 .
2.2.2 Inte´grale stochastique par rapport a` une mesure ale´atoire
Soit µ la mesure ale´atoire a` valeurs entie`res de´finie par
µ(ω, dt× dx) =
∑
s≥t
1D(ω, s)ε(s,βs(ω))(dt, dx)
ou` β est un processus optionnel et D est un ensemble mince. On note par ν la mesure
compensatrice de µ. Soit f : Ω × R+ × Rd → R, une application P ⊗Rd-mesurable. On
pose
f̂t(ω) :=

∫
Rd f(ω, t, x)ν(ω, {t} × dx) si
∫
Rd |f(ω, t, x)|ν(ω, {t}, dx) <∞
∞ ailleurs.
(2.2.5)
Lemme 2.2.7 Le processus f̂ est pre´visible et est une version de la projection pre´visible
du processus (ω, s)→ f(ω, s, βs(ω))1D(ω, s).
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On de´finit le processus
f˜s := f(ω, s, βs(ω))1D(ω, s)− f̂s (2.2.6)
et l’ensemble G(µ) des fonctions f : Ω×R+×Rd → R qui sont pre´visibles et qui ve´rifient(∑
s≤.(f˜s)
2
)1/2 ∈ A+loc.
Il est e´vident d’apre`s le lemme 2.2.7 que f˜p = 0. Si en plus le processus (f˜s) appartient
a` G(µ) alors, d’apre`s le the´ore`me 2.1.9 il existe une unique martingale locale purement
discontinue M nulle en 0 telle que ∆M et f˜ soient indistinguables.
De´finition 2.2.8 On appelle inte´grale stochastique de f par rapport a` µ − ν et on note
f ? (µ− ν) la martingale locale M ci-dessus.
Soit f : Ω× R+ × Rd → R, une application pre´visible. On de´finit
C(f)t := (f − f̂)2 ? νt +
∑
s≤t
(1− ν(ω, {t} × Rd))(f̂s)2. (2.2.7)
Rappelons l’ensembble A+ de la de´finition 2.1.6 a. On va e´noncer des re´sultats qui
s’ave´reront utiles par la suite.
The´ore`me 2.2.9 Soit f : Ω× R+ × Rd → R, une fonction P ⊗Rd-mesurable.
a) Si |f | ? µ ∈ A+loc ou de fac¸on e´quivalente si |f | ? ν ∈ A
+
loc alors f ∈ G(µ) et
f ? (µ− ν) = f ? µ− f ? ν.
b) La fonction f appartient a` G(µ) et f ?(µ−ν) appartient a` H2 (rep.H2loc ) si et seulement
si C(f) appartient a` A (resp.Aloc ) et dans ce cas :
〈f ? (µ− ν), f ? (µ− ν)〉 = C(f). (2.2.8)
Remarque 2.2.10 Sous les hypothe`ses de la partie b) du The´ore`me 2.2.9 et si f̂ = 0
alors
〈f ? (µ− ν), f ? (µ− ν)〉 = f2 ? ν.
2.3 De´composition d’une semimartingale
Dans cette section, on pre´sente la de´composition canonique d’une semimartingale. L’un
des avantages de cette de´composition est qu’elle se´pare les sauts de la semimartingale
d’une part en de ”petits” sauts et d’autre part en un nombre fini de grands sauts sur tout
intervalle de temps fini. Cette se´paration se fait a` l’aide de fonctions de troncation de´finies
ci-dessous.
De´finition 2.3.1 Une fonction de troncation est une fonction de R dans R, bore´lienne,
borne´e telle que h(x) = x au voisinage de l’origine.
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Soit X une semimartingale a` valeur dans R et h une fonction de troncation, on de´finit les
processus {
X˘(h)t =
∑
s≤t(∆Xs − h(∆Xs))
X(h) = X − X˘(h)−X0.
(2.3.1)
En prenant les sauts dans (2.3.1), on a ∆X˘(h)s = ∆Xs − h(∆Xs)∆X(h)s = ∆Xs −∆X˘(h) = h(∆Xs).
Comme h est borne´e, les sauts de la semimartingale X(h) le sont e´galement, d’ou` X(h)
est une semimartingale spe´ciale. Elle se de´compose alors de fac¸on unique sous la forme :
X(h) = X0 +B(h) +M(h) (2.3.2)
ou` B(h) est un processus pre´visible a` variation localement borne´e etM(h) est une martin-
gale locale. On sait par ailleurs que M(h) admet la de´composition M(h) = M c +M(h)d
ou` M(h)d est la partie martingale purement discontinue et ou` M c est la partie martingale
continue (M c ne de´pend pas de h). D’apre`s l’e´galite´ (2.3.2)
∆X(h)s = ∆B(h)s +∆M(h)s.
Or on a vu que ∆X(h) = h(∆X). Il suit que
h(∆Xs) = ∆B(h) + ∆M(h). (2.3.3)
Remarquons que (∆M(h))ps ≡ 0 comme pour toute martingale locale. D’autre part vu que
B(h) est pre´visible, il en est de meˆme pour le processus (∆B(h)s) et donc (∆B(h))
p =
∆B(h). Il suit en passant aux projections pre´visibles dans (2.3.3) que
(h(∆Xs))
p = ∆B(h). (2.3.4)
Notons par µ, la mesure des sauts de X et par ν, sa mesure compensatrice. En appli-
quant les re´sultats du Lemme (2.2.7) a` la mesure µ et a` la fonction de troncation h ou`
(∆Xs) va jouer le roˆle du processus (βs), on a
(h(∆Xs))
p = ĥs =
∫
Rd
h(x) ν({s} × dx).
En combinant avec (2.3.4), on a
∆B(h)s =
∫
Rd
h(x) ν({s} × dx). (2.3.5)
D’autre part, (2.3.5) et (2.3.3) impliquent que
∆M(h)ds = h(∆Xs) −
∫
Rd
h(x) ν({s} × dx) = h˜s.
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Il suit d’apre`s la de´finition de l’inte´grale par rapport a` (µ− ν) ( cf. De´finition 2.2.8) que
M(h)d = h ? (µ− ν). (2.3.6)
Par ailleurs, (2.3.1) et (2.3.2) impliquent que
Xt = X(h)t + X˘(h)t = B(h) + M(h) +
∑
s≤t
(∆X − h(∆Xs)) ,
il suit donc que
X = X0 + B(h) + Xc + h ? (µ− ν) + h′ ? µ
ou` h′(x) = x − h(x) on gardera cette notation pour la suite. On notera e´galement Xc la
partie continue de M et pour h fixe´ on notera B a` la place de B(h). A la lumie`re de ce
qui pre´ce`de, on peut e´noncer le the´ore`me suivant :
The´ore`me 2.3.2 Avec les notations pre´ce´dentes, toute semimartingaleX admet la de´composition
suivante :
X = X0 +Xc + h ? (µ− ν) +B + h′ ? µ (2.3.7)
De´finition 2.3.3 On appelle caracte´ristiques de X le triplet (B, 〈Xc, Xc〉, ν).
Remarque 2.3.4 Si X est d-dimensionnel, alors
• B est e´galement d-dimensionnel,
• 〈Xc, Xc〉 prend ces valeurs dans l’espace des matrices de dimension d×d symetriques
semi-de´finies positives, ses composantes sont donne´es par 〈Xc, Xc〉i,j = 〈Xc,i, Xc,j〉,
• la mesure de sauts de X, µ et sa compensatrice ν sont des mesures ale´atoires sur
R+ × Rd.
2.4 Semimartingales d’Itoˆ
Soit X une semimartingale d-dimensionnelle, de caracte´ristiques (B,C, ν), par rapport
a` la fonction de troncation h sur Rd, ou` C = 〈Xc, Xc〉. On rappelle dans ce cas que X
s’e´crit comme dans (2.3.7).
De´finition 2.4.1 On dit que X est une semimartingale d’Itoˆ si ses caracte´ristiques sont
absoluement continues par rapport a` la mesure de Lebesgue, en d’autres termes
• dBs = bsds ou` b est un processus pre´visible, e´galement appele´ drift,
• dCs = csds ou` c est un processus pre´visible, prenant ses valeurs dans l’espace des
matrices symetriques et semi-de´finies positives. c est appele´ coefficient de diffusion.
• ν(ω, ds, dx) = Fs(ω, dx)ds ou` F est une mesure de transition de Ω × R+ → Rd ; il
existe alors une version de F telle que∫
Rd
(
1 ∧ ||x||2) Fs(ω, dx) <∞, ∀s.
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The´ore`me 2.4.2 Les deux conditions suivantes sont e´quivalentes
1. X est une semimartingale d’Itoˆ,
2. Quitte a` agrandir l’espace (Ω,F ,Ft,P), le processus X peut s’e´crire sous la forme :
Xt = X0 +
∫ t
0
bs ds+
∫ t
O
σs dWs + h(δ) ? (µ− ν) + h′(δ) ? µ, (2.4.1)
ou`
• b est comme dans la de´finition 2.4.1,
• σ est un processus pre´visible a` valeurs dans Rd×m tel que σσt = c, ou` σt est la
transpose´e de σ (on peut toujours choisir m ≤ d).
• W est un mouvement brownien m-dimensionnel,
• µ est une mesure ale´atoire de Poisson sur R+×Rm′. ν est la mesure compensatrice
de µ, elle s’e´crit ν(ds, dy) = F ′(dy)ds ou` F ′ est une mesure σ-finie sur (Rm′ ,Rm′)
de masse totale infinie (on peut toujours prendre m′ = 1).
• δ est une application pre´visible de Ω× R+ × Rm′ dans Rd ve´rifiant∫ t
0
∫
Rm′
(
1 ∧ ||δ(ω, s, y)||2) F (dy) ds <∞.
Remarque 2.4.3 Si X est une semimartingale d’Itoˆ, la mesure de transition Fs(ω, dx)
introduite dans la de´finition 2.4.1 et la fonction δ qui apparaˆıt dans (2.4.1), sont lie´es par
la relation
Fs(ω,A) = F ′
(
δ−1(ω, s,A)
)
,
pour tout A appartenant a` la tribu bore´lienne de Rd \{0}. D’ou` Fs(ω, dx) est la restriction
a` Rd \ {0} de la mesure image de F ′ par l’application y → δ(ω, s, y).
2.5 Topologie de Skorokhod et convergence de processus
Soit (Ω,F ,P) un espace probabilise´ et E muni d’une distance. Si (Xn) et X sont des
variables ale´atoires a` valeurs dans E, Il existe diffe´rents modes de convergence de la suite
(Xn) vers la variable X tels que la convergence presque suˆre, la convergence en probabilite´
et la convergence en loi.
Si maintenant (Xn) et (X) sont des processus, on peut e´videmment parler de la conver-
gence dans l’un des sens pre´ce´demment cite´ de la suite de variables (Xnt ) vers la variable
Xt pour un temps t fixe´. Mais cette convergence ponctuelle ne rend pas compte du com-
portement asymptotique de la trajectoire globale des suites (Xn). Pour re´gler ce proble`me,
on a besoin de de´finir
• un espace de fonctions : on prendra l’espace des processus ca`dla`g, a` valeurs dans E.
On nommera cet espace D(E)
• d’une distance sur cet espace, donc D(E) sera muni de sa tribu bore´lienne.
On pourra, alors, parler de convergence de la suite de processus (Xn) vers le processus
(X).
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2.5.1 L’espace topologique de Skorokhod
De´finition 2.5.1 Soit E un espace metrisable et se´parable. On dira que E est un espace
polonais si sa topologie peut eˆtre de´finie par une distance qui en fait un espace complet.
Soit E un espace polonais. L’espace des fonctions ca`dla`g de R+ → E est appele´ espace
de Skorokhod. On le notera par D(E). Dans la suite de la section, l’espace polonais E est
du type Rm ou` m ∈ N?. On de´signe par Λ l’ensemble des fonctions λ qui sont continues,
strictement croissantes, telles que λ(0) = 0 et λ(t)→∞ quand t→∞.
Pour tout λ ∈ Λ, on de´finit :
|||λ||| = sup
{∣∣∣∣log(λ(t)− λ(s)t− s
)∣∣∣∣ ; s, t ∈ R+, s < t} .
|||.||| de´finit une application de Λ dans R+.
Pour chaque N appartenant a` N?, on de´finit la fonction kN de R+ dans [0, 1] par
kN (t) =

1 si t ≤ N,
N + 1− t si N < t < N + 1,
0 si t ≥ N + 1.
(2.5.1)
Pour tout α, β appartenant a` D(Rm), on de´finit :{
δN (α, β) = infλ∈Λ
{|||λ||| + sups∈R+ ‖(kNα) ◦ λ(s)− kN (s)β(s)‖} ,
dS(α, β) =
∑
N∈N? 2
−N (1 ∧ δN (α, β)) .
Corollaire 2.5.2 dS de´finit une distance sur D(Rm) appele´e distance de Skorokhod.
La distance dS n’est pas facile a` manipuler, mais on a le re´sultat suivant :
Corollaire 2.5.3 Soit (αn) et α des e´le´ments de D(Rm). On a dS(αn, α) → 0 si et
seulement si il existe une suite (λn) appartenant a` Λ telle que{
sup{|λn(s)− s|, s ∈ R+} → 0 et
sup{|αn ◦ λn(s)− α(s)|, 0 ≤ s ≤ N} → 0 pour tout N ∈ N?
Pour tout s ∈ R+, conside´rons l’application (coordonne´e) de´finie sur D(Rm) par
Πs(α) = α(s). Pour t ∈ R+, on notera par Dt(Rm) la tribu sur D(Rm) engendre´e par
l’ensemble des Πs, s ≤ t. Posons
D(Rm) :=
∨
t≥0
Dt(Rm).
On termine le paragraphe par le resultat important suivant
The´ore`me 2.5.4 L’espace D(Rm) munie de dS est un espace polonais et D(Rm) en est
la tribu bore´lienne.
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2.5.2 Convergence de processus
Notons par D(Rm), la tribu bore´lienne de D(Rm). Si X est un processus ca`dla`g, on
peut le conside´rer comme une application mesurable de (Ω,F)→ (D(Rm),D(Rm)). Sa loi
est donne´e par µX(A) = P{X ∈ A} pour tout A ∈ D(Rm).
Soit Xn et X des processus a` valeurs dans Rm. Comme pour les variables ale´atoires,
on a les de´finitions suivantes :
De´finition 2.5.5 a. On dit que les processus Xn convergent p.s. vers X au sens de
Skorokhod si : pour presque tout ω, dS(Xn, X) converge vers 0 quand n→∞.
b. On dit que les processus Xn convergent en probabilite´ vers X au sens de Skorokhod
si pour tout ε > 0, P (dS(Xn, X) > ε) converge vers 0 quand n→∞.
c. la suite Xn converge en loi vers X au sens de Skorokhod si pour toute fonction f
sur D(Rm) continue et borne´e , on a∫
D(Rm)
f(α)µXn(dα) −→
∫
D(Rm)
f(α)µX(dα)
quand n tend vers l’infini.
La convergence p.s. au sens de Skorokhod implique la convergence en probabilite´ et la
convergence en probabilite´ au sens de Skorokhod implique la convergence en loi au sens
de Skorokhod. On va maintenant voir quelques autres modes de convergence pour les pro-
cessus dont nous ferons usage dans la suite de cette the`se.
Soit (Ω,F ,P) un espace probabilise´, A une sous-tribu de F et Xn une suite de variables
a` valeur dans un espace polonais (E, E).
De´finition 2.5.6 On dit que la suite (Xn) converge A-stablement en loi ( ou tout simple-
ment stablement en loi si A = F) s’il existe une mesure de probabilite´ µ sur (Ω×A,F⊗A)
telle que pour toute variable ale´atoire Y borne´e, A-mesurable et pour toute fonction f
de´finie sur E, continue et borne´e, on a
E{Y f(Zn)} −→
∫
Ω×E
Y (ω)f(x)µ(dω, dx) (ne´cessairement µ(dω,E) = P(dω)).
Si une suite de processus Xn converge en probabilite´ au sens de Skorokhod vers X
alors elle converge stablement en loi vers X.
Si (Xn) converge stablement en loi vers le processus (X) alors elle converge en loi au
sens de Skorokhod vers la meˆme limite .
Soit (Xn) et X des processus a` valeurs dans Rm.
De´finition 2.5.7 On dira que Xn converge u.c.p. (localement uniforme´ment en temps et
en probabilite´) vers X si pour tout ε > 0, t ≥ 0, la quantite´ P{sups≤t ‖Xns −Xs‖ > ε}
tend vers 0 quand n tend vers l’infini.
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Si la suite de processus (Xn) converge u.c.p. vers le processus X alors elle converge en
probabilite´ vers X au sens de Skorokhod. Si X est continue, la convergence u.c.p. est
e´quivalent a` la convergence en probabilite´ pour la topologie de Skorokhod.
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Chapitre 3
Convergence de fonctionnelles de
semimartingales non normalise´es
Etant donne´es une semimartingale X re´elle, une suite (∆n) tendant vers 0 quand n
tend vers l’infini et une fonction f de Ω×R+×R dans R, le but de ce chapitre est d’abord
d’e´tudier la convergence de la somme :
[t/∆n]∑
i=1
f
(
ω, (i− 1)∆n, Xi∆n(ω)−X(i−1)∆n(ω)
)
et ensuite, quand c’est possible, d’e´tablir un the´ore`me central limite associe´.
3.1 Loi des grands nombres
3.1.1 Pre´liminaires
Soit (Ω,F , (Ft)t≥0,P), une base stochastique sur laquelle on a une semimartingale
re´elle X. On suppose que X a pour caracte´ristiques (B(h), C, ν) (ou` h est une fonction de
troncation) et pour mesure des sauts µ.
Dans toute la suite, f de´signera une application de Ω× R+ × R dans R.
Commenc¸ons par une hypothe`se sur f . Soit A une partie de R. On note fA la restric-
tion a` Ω× R×A de f .
Hypothe`se (K[A]) : l’application fA(ω, t, x) est continue en x et admet des limites a`
gauche en t note´es fA(ω, t−, x). De plus, si xn → x dans A et tn → t, tn < t, alors
fA(ω, tn, xn)→ f(ω, t−, x). 2
De´finition 3.1.1 On dira que f est localement e´quicontinue sur A (localement en temps),
si pour tout (ω, T, x0) ∈ Ω × R+ × A , la famille de fonctions (x→ fA(ω, s, x))s∈[0,T ] est
e´quicontinue en x0.
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Remarque 3.1.2 Si f est localement e´quicontinue en A (au sens de la de´finition pre´ce´dente)
et si l’application s→ fA(ω, s, x) admet des limites a` gauche, alors f ve´rifie (K[A]).
Quelques notations
1. On notera par I l’ensemble des re´els r ≥ 0 tels que∫ ∫
[0,t]×R
(|x|r ∧ 1) ? ν(ds, dx) <∞
presque suˆrement et pour tout t. Notons que I contient toujours 2 et, est toujours
un intervalle de la forme ]α,∞[ ou [α,∞[ pour α ∈ [0, 2] et α est appele´ indice de
Blumenthal-Getoor de X.
2. Si 1 ∈ I et si h est une fonction de troncation alors h ? ν est bien de´finie et est a`
valeurs finies, de meˆme que h ? µ, de plus (2.3.7) devient :
Xt = X0 + Xct + Bt +
∑
s≤t
∆Xs, (3.1.1)
ou`
Bt = Bt − h ? νt, B est dans ce cas le ”ve´ritable” drift.
3. On note ∆ni X := Xi∆n −X(i−1)∆n .
Proposition 3.1.3 Soit X une semimartingale ayant pour mesure de sauts µ. On de´signe
par ν, la mesure compensatrice de µ. Si f est F ⊗R+ ⊗R-mesurable et s’il existe ε > 0,
Γ un processus localement borne´ et r un re´el appartenant a` I tels que : |f(s, x)| ≤ Γs|x|r
si |x| ≤ ε. Alors le processus
f ? µt =
∑
s≤t
f(s,∆Xs)
est presque suˆrement a` valeurs finies.
Preuve
On a : ∑
s≤t
|f(s,∆Xs)| =
∑
s≤t
|f(s,∆Xs)|1{|∆Xs|≤ε} +
∑
s≤t
|f(s,∆Xs)|1{|∆X|>ε}.
Pour tout ω, il existe un nombre fini de sauts entre [0, t] qui sont plus grands que ε, donc∑
s≤t
|f(s,∆Xs)|1{|∆Xs|>ε} <∞.
Il nous reste a` montrer que ∑
s≤t
|f(s,∆Xs)|1{|∆Xs|≤ε} <∞.
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Or ∑
s≤t
|f(s,∆Xs)|1{|∆Xs|≤ε} ≤ Γ?t
∑
s≤t
|∆X|r1{|∆Xs|≤ε}
ou` Γ?t = sup{|Γs|, s ≤ t}. Il suffit donc de montrer que∑
s≤t
|∆X|r1{|∆Xs|≤ε} < ∞.
Comme r ∈ I alors (|x|r1{|x|≤ε}) ? νt est un processus croissant, ca`dla`g et a` sauts borne´s
par ε, il suit alors que
(|x|r1{|x|≤ε}) ? νt appartient a` Aloc (voir le chapitre 2 pour Aloc).
Il existe une suite (Tp) de temps d’arreˆt note´e (Tp) qui croissent vers l’infini et tels que
pour tout p,
E
{(|x|r1{|x|≤ε0}) ? µt∧Tp} = E{(|x|r1{|x|≤ε0}) ? νt∧Tp} <∞
d’ou`
∑
s≤ t∧Tp |∆Xs|r1{|∆Xs|≤1} <∞ presque suˆrement pour tout p. En faisant tendre p
vers l’infini, on en de´duit le re´sultat.
3.1.2 Re´sultats
Le premier the´ore`me peut eˆtre vu comme une ge´ne´ralisation de certains re´sultats duˆs
a` Le´pingle (voir [14]).
The´ore`me 3.1.4 Soit X une semimartingale de caracte´ristiques (B,C, ν) et f une ap-
plication optionnelle telle que f(ω, s, 0) ≡ 0. On suppose que f ve´rifie (K[R]) et qu’il
existe un voisinage V0 de 0 tel que l’application x→ f(ω, s, x) soit C2 sur V0. On suppose
e´galement que
• ∂f∂x et ∂
2f
∂x2
ve´rifient (K[V0]).
• Il existe un processus localement borne´ Γ tel que
|∂f
∂x
(s, 0)| + sup
{x∈V0}
|∂
2f
∂x2
(s, x)| ≤ Γs
Alors quand n→∞, la somme
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)
converge en probabilite´ pour la topologie de Skorokhod vers le processus
D(f)1t :=
∫ t
0
∂f
∂x
(s−, 0) dBs + 12
∫ t
0
∂2f
∂x2
(s−, 0) dCs +
∫ t
0
∂f
∂x
(s−, 0) dXcs +(
∂f
∂x
(s−, 0)h(x)
)
? (µ− ν)t +
∑
0<s≤t
[
f(s−,∆Xs)− h(∆Xs)∂f
∂x
(s−, 0)
]
.
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The´ore`me 3.1.5 Soit X une semimartingale de caracte´ristiques (B, 0, ν) (ici C ≡ 0) et
f , une application optionnelle, ve´rifiant (K[R]) et telle que f(ω, u, 0) ≡ 0. On suppose
qu’il existe un voisinage V0 de 0 tel que l’application x→ f(ω, u, x) soit de´rivable sur V0.
On suppose e´galement que
• le processus
(
∂f
∂x (ω, s, 0)
)
est localement borne´,
• pour tout x appartenant a` V0, le processus
(
∂f
∂x (s, x)
)
admet des limites a` gauche,
• il existe p ∈]1, 2[∩I et un processus Γ localement borne´ tels que pour tout u > 0, x1
et x2 ∈ V0 on ait
|∂f
∂x
(ω, s, x1)− ∂f
∂x
(ω, s, x2)| ≤ Γs|x1 − x2|p−1.
Alors quand n→∞, la somme
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)
converge en probabilite´ pour la topologie de Skorokhod vers le processus D1(f) pre´ce´dent
qui s’e´crit ici
D1(f)t =
∫ t
0
∂f
∂x
(s−, 0) dBs+
(
∂f
∂x
(s−, 0)h(x)
)
?(µ−ν)t+
∑
0<s≤t
[
f(s−,∆Xs)− h(∆Xs)∂f
∂x
(s−, 0)
]
.
Pour un processus Y donne´, on note Y (n) le processus tel que Y (n)t := Y[t/∆n]∆n .
Pour 1 ∈ I, on pose B¯ = B − h ? ν.
The´ore`me 3.1.6 Soit X une semimartingale telle que 1 ∈ I et ayant pour caracte´ristiques
(B, 0, ν). Soit f : Ω×R+×R→ R, une application optionnelle, telle que f(ω, u, 0) ≡ 0. On
suppose que f ve´rifie l’hypothe`se (K[R]) et que l’une des conditions suivantes est ve´rifie´e :
1. il existe un voisinage ouvert V0 de 0 tel que l’application x→ f(ω, s, x) soit de´rivable
sur V , de plus
∂f
∂x
(ω, s, x) =
∂f
∂x
(ω, s) = γu(ω),
ne de´pend pas de x, ou` γ est un processus localement borne´ et admettant des limites
a` gauches.
2. B¯ = 0, il existe p ∈]0, 1]∩I, un voisinage V0 de 0 et un processus Γ localement borne´
tel que
∀u ≥ 0, x1, x2 ∈ V0, |f(u, x1)− f(u, x2)| ≤ Γu|x1 − x2|p.
3. 0 appartient a` I et B¯ = 0
Alors quand n→∞, la somme
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X) − D1(f)(n)t
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converge localement uniforme´ment vers 0, avec le processus D1(f) qui prend la forme :
D1(f)t =
∑
0<s≤t
f(s−,∆Xs) +
∫ t
0
γsBs.
Il s’en suit que la suite de processus
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)
convergence pour la topologie de Skorokhod vers le processus D1(f).
Remarque 3.1.7 Les sauts du processus D1(f) sont donne´s par
∆D1(f)t = f(t−,∆Xt).
Comme f(t−, 0) ≡ 0, on en de´duit que les temps de saut du processus D1(f) sont des
temps de saut de X lui meˆme.
Remarque 3.1.8 Sous les hypothe`ses du the´ore`me 3.1.4 et si ∂f∂x (ω, s, 0) =
∂2f
∂x2
(ω, s, 0) ≡
0 alors
D1(f)t =
∑
0≤s≤t
f(s−,∆Xs). (3.1.2)
Dans le dernier the´ore`me, la convergence obtenue est une convergence uniforme en com-
pacte. Dans le the´ore`me qui va suivre, on va voir d’autres cas ou` on a e´galement une
convergence uniforme.
On pose ici :
D1(f)t =
∑
0<s≤t
f(s−,∆Xs).
The´ore`me 3.1.9 Soit X une semimartingale ayant pour caracte´ristique (B,C, ν) et soit
f : Ω× R+ × R→ R une fonction optionnelle ve´rifiant (K[R]) et telle que f(ω, u, 0) ≡ 0.
Alors la suite de processus
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X) − D1(f)(n)t
converge localement uniforme´ment vers 0, d’ou` la suite de processus
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)
convergence vers D1(f) au sens de Skorokhod dans les cas suivants :
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1. Il existe un voisinage de 0, un processus Γ localement borne´ et un re´el p > 2 tel que
|f(ω, s, x)| ≤ Γs(ω)|x|p, ∀x ∈ V.
2. Xc ≡ 0, il existe un voisinage de 0, un processus Γ localement borne´ et un re´el
1 < p ≤ 2 tel que
|f(ω, s, x)| ≤ Γs(ω)|x|p, ∀x ∈ V
de plus, il existe un re´el q ve´rifiant q < p et q ∈ I.
3.2 The´ore`me central Limite
3.2.1 Hypothe`ses et Notations
Quitte a` e´largir notre espace (Ω,P,F , (F)t), on suppose que celui-ci contient un mou-
vement brownienW et une mesure ale´atoire de Poisson µ sur R+×R. On note ν la mesure
compensatrice de µ et on suppose que ν(ds, dx) = F (dx)ds ou` F est une mesure σ-finie sur
R et de masse totale infinie. On ne sait pas de´montrer un the´ore`me central limite pour une
semimartingale quelconque, il est ne´cessaire de supposer que X est une semimartingale
d’Itoˆ ve´rifiant quelques hypothe`ses supple´mentaires.
Hypothe`se (H1) On suppose que X s’e´crit
Xt = X0 +
∫ t
0
bsds+
∫ t
0
σsdWs + h(δ) ? (µ− ν)t + h′(δ) ? µt. (3.2.1)
ou`
• (bt) est un processsus localement borne´ et pre´visible.
• σ est un processus ca`dla`g, adapte´.
• δ : Ω × R+ × R → R est une application pre´visible qui ve´rifie : il existe une suite
de temps d’arreˆt (Tk) croissant vers l’infini et une suite de fonctions de´terministes
re´elles (γk) telles que pour tout k, on ait∫
R
min(1, γ2k(x))F (dx) <∞ et |δ(ω, s, x)| ≤ γk(x) si s ≤ Tk(ω).
2
Soit (Ω′,F ′,P′) un espace auxiliaire muni de deux suites (Up) et (U ′p) de variables
gaussiennes standards et d’une suite de variables uniformes (κp) sur ]0, 1[. On suppose que
ces variables sont mutuellement inde´pendantes.
Posons
Ω˜ = Ω× Ω′, F˜ = F ⊗ F ′, P˜ = P⊗ P′
Les variables de´finies sur Ω ou` Ω′ peuvent eˆtre conside´re´es comme de´finies sur Ω˜. Soit
(Sp) une suite de temps d’arreˆt de´finie sur (Ω,F , (Ft),P) et qui e´puise les sauts de X. On
de´finit sur Ω˜ une filtration (F˜t) qui est la plus petite filtration continue a` droite, contenant
(Ft) et telle que les variables Up, U ′p et κp soient F˜Sp mesurables pour tout p.
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3.2.2 Re´sultats
The´ore`me 3.2.1 Soit X un processus ve´rifiant (H1) et f une application de Ω × R+ ×
R dans R, optionnelle et telle que l’application x → f(ω, s, x) soit C1 sur R et que
f(ω, u, 0) = ∂f∂x (ω, u, 0) ≡ 0. On suppose que ∂f∂x ve´rifie (K(R)). On suppose e´galement
qu’il existe un voisinage V0 de 0 tel que l’application x→ f(ω, s, x) soit C2 sur V0 et qu’il
existe un processus Γ localement borne´ tel que |∂2f
∂x2
(ω, s, x)| ≤ Γs(ω)|x|²(x) ou` ²(x) → 0
quand x→ 0.
A. les processus
1√
∆n

[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X)− ∑
(i−1)∆n<s≤i∆n
f((i− 1)∆n,∆Xs)

convergent stablement en loi vers le processus
D2(f)t :=
∑
p:Sp≤t
∂f
∂x
(Sp−,∆XSp)
(√
κpUpσSp− +
√
1− κpU ′pσSp
)
(3.2.2)
B. Si de plus il existe α > 12 et un processus croissant localement borne´ θ tels que
|f(ω, s, x)− f(ω, t, x)| ≤ θT |t− s|αx2, ∀ s, t ∈ [0, T ], (3.2.3)
on a la convergence stablement en loi des suites de processus
1√
∆n

[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X) −
∑
0<s≤[t/∆n]∆n
f(s−,∆Xs)

vers le processus D2(f).
Le lemme suivant, qui n’est rien d’autre qu’une ge´ne´ralisation du lemme 5.10 de [8], donne
quelques proprie´te´s de D2(f). On pose
C(f)t := E˜
(
D2(f)2t |F
)
=
1
2
∑
p:Sp≤t
(
∂f
∂x
(Sp−,∆XSp)
)2 (
σ2Sp + σ
2
Sp−
)
=
1
2
∑
s≤t
(
∂f
∂x
(s−,∆Xs)
)2 (
σ2s + σ
2
s−
)
. (3.2.4)
Lemme 3.2.2 Supposons les hypothe`ses du the´ore`me 3.2.1 ve´rifie´es. Le processus C(f)
est a` valeurs finies et D2(f) est une semimartingale sur l’espace e´tendu
(
Ω˜, F˜ , (F˜t)t≥0, P˜
)
.
Si en plus C(f) est localement inte´grable alors D2(f) est une martingale locale et dans ce
cas
E
((
D2(f)T
)2) = E (C(f)T ) , ∀ T, temps d’arreˆt de (Ft). (3.2.5)
On a e´galement :
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a. Conditionnellement a` F , le processus D2(f) est une martingale de carre´ inte´grable,
nul en 0 a` accroissements inde´pendants et son crochet pre´visible par rapport a` la
filtration (F ∨ F˜t) est C(f). Sa loi conditionnelle est comple`tement caracte´rise´e par
les processus X et σ et ne de´pend pas du choix des Sn.
b. Si X et σ n’ont pas de sauts en commun, alors conditionnellement a` F , le processus
D2(f) est une martingale gaussienne centre´e.
3.3 Convergence pour une fonction auxiliaire
L’ hypothe`se 3.2.3 du the´ore`me 3.2.1 peut s’ave´rer un peu restrictive, on ne peut pas
par exemple appliquer ce the´ore`me a` des fonctions f du type :
f(ω, s, x) = g(Zs(ω), x), (3.3.1)
ou` Z est une semimartingale d-dimensionnelle et g est une fonction de Rd+1 → R . Dans
cette partie on essaie d’e´tablir un the´ore`me central limite pour ces types de fonctions.
Dans toute la suite, g est une fonction de Rd+1 → R et f est de´finie par (3.3.1).
Rappelons le processus D1(f) de´fini dans le the´ore`me 3.1.4. Si f ve´rifie (3.3.1), on le
note e´galementD1(g, Z). Une simple application du the´ore`me 3.1.4 nous donne le the´ore`me
suivant :
The´ore`me 3.3.1 Soit X une semimartingale de caracte´ristiques (B,C, ν) et soit Z un
processus d-dimensionnel, adapte´ admettant des limites a` gauche et localement borne´. On
suppose que g(z, 0) ≡ 0 pour tout z ∈ Rd et qu’il existe un voisinage V0 de 0 tel que :
pour tout z ∈ Rd, la fonction g(z, .) est deux fois de´rivables sur V0 et ∂g∂x est continue sur
Rd × V0.
Alors quand n → ∞, le processus ∑[t/∆n]i=1 g(Z(i−1)∆n ,∆ni X) converge en probabilite´
pour la topologie de Skorokhod vers le processus
D1(g, Z)t =
∫ t
0
∂g
∂x
(Zs−, 0)dBs +
1
2
∫ t
0
∂2g
∂x2
(Zs−, 0)dCs +
∫ t
0
∂g
∂x
(Zs−, 0)dXcs
+
(
∂g
∂x
(Zs−, 0)h(x)
)
? (µ− ν)t +
∑
0≤s≤t
[
g(Zs−,∆Xs) − h(∆Xs)∂g
∂x
(Zs−, 0)
]
(3.3.2)
Remarque 3.3.2 Sous les hypothe`ses du the´ore`me 3.3.1 et si X ve´rifie l’hypothe`se (H1)
alors
D1(g, Z)t =
∫ t
0
bs
∂g
∂x
(Zs−, 0)ds +
1
2
∫ t
0
σ2s
∂2g
∂x2
(Zs−, 0)ds +
∫ t
0
σs−
∂g
∂x
(Zs−, 0)dWs
+
∫
R
∫ t
0
∂g
∂x
(Zs−, 0)h(δ(s, x))(µ− ν)(dx, ds)
+
∫ t
0
∫
R
[g(Zs−, δ(s, x))− h(δ(s, x))∂g
∂x
(Zs−, 0)]µ(ds, dx).
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Si de plus, ∂
2g
∂x2
(z, 0) = ∂g∂x(z, 0) ≡ 0 pour tout z ∈ Rd alors
D1(g, Z)t =
∑
s≤t
g(Zs−,∆Xs−). (3.3.3)
Soit k est une fonction de troncation dans Rd+1. On pose : k′(z) := z − k(z).
Dans le paragraphe (3.2), on avait suppose´ que le processus X ve´rifiait l’hypothe`se
(H1) et en particulier que c’e´tait une semimartingale d’Itoˆ. Dans cette partie, on suppose
que Z est aussi une semimartingale d’Itoˆ, ce qui revient a` dire que le couple (Z,X) est
d’Itoˆ. On suppose en outre que le couple (Z,X) ve´rifie une hypothe`se du type (H1), pour
eˆtre plus pre´cis, on fait l’hypothe`se suivante :
Hypothe`se N1 : Le couple (Z,X) se met sous la forme :(
Zt
Xt
)
=
(
Z0
X0
)
+
∫ t
0
b′sds+
∫ t
0
σ′s−dW
′
s+
∫ t
0
∫
R
k
(
δ′(s, x)
)
(µ−ν)(ds, dx)+
∫ t
0
∫
R
k′
(
δ′(s, x)
)
µ(ds, dx)
ou`
• b′ est un processus a` valeurs dans Rd+1, pre´visible, localement borne´ .
• W ′ est un mouvement brownien m-dimensionnel.
• σ′ est un processus ca`dla`g, adapte´, prenant ses valeurs dans l’espace des matrices de
dimensions (d+ 1)×m
• δ′ est une application de Ω× R+ × R → Rd+1, pre´visible. On suppose de plus qu’il
existe une suite de temps d’arreˆt (Sk) qui croissent vers l’infini et une suite de
fonctions bore´liennes (γk) telles que
‖δ′(ω, s, x)‖ ≤ γk(x) si s ≤ Sk(ω) et
∫
R
(
1 ∧ γk(x)2
)
F (dx) <∞.
Remarque 3.3.3 L’hypothe`se (N1) implique l’hypothe`se (H1).
On rappelle que (Tp) est une suite quelconque de temps d’arreˆt qui e´puisent les sauts de
X. On conside`re un espace auxiliaire (Ω′,F ′,P′) sur lequel sont de´finies une suite (κp) de
variables de loi unifome sur ]0, 1[ et des suites (Vk,p, V ′k,p)1≤k≤m de variables gaussiennes
standard. On suppose de plus les variables (κp) et
(
(Vk,p, V ′k,p){1≤k≤m}
)
mutuellement
inde´pendantes.
Comme dans la sous-section 3.2, on de´finit :
Ω˜ = Ω× Ω′, F˜ = F ⊗ F ′, P˜ = P⊗ P′.
On de´finit sur Ω˜ la filtration (F˜t) qui est la plus petite filtration continue a` droite, contenant
(Ft) et telle que les variables Vk,p, V ′k,p et κp soient F˜Sp mesurables pour tout p appartenant
a` N? et k appartenant a` {1, · · · ,m}.
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The´ore`me 3.3.4 Supposons que le couple (X,Z) ve´rifie l’hypothe`se (N1) et que la fonc-
tion g soit C1 sur Rd+1 et C3 sur Rd × V0 pour un voisinage V0 de 0 et ve´rifie :
∀ z ∈ Rd, g(z, 0) = ∂g
∂x
(z, 0) =
∂2g
∂x2
(z, 0) =
∂3g
∂x3
(z, 0) ≡ 0.
Alors quand n→∞, les processus
1√
∆n
[t/∆n]∑
i=1
g(Z(i−1)∆n ,∆
n
i X)−D1(g, Z)[t/∆n]∆n

convergent stablement en loi vers le processus
Ft :=
∑
p: Tp≤t
m∑
k=1
[(
σ
′d+1,k
Tp
V ′k,p
√
1− κp + σ
′d+1,k
Tp− Vk,p
√
κp
) ∂g
∂x
(
ZTp−,∆XTp
)
− √κp Vk,p
d∑
j=1
σ
′j,k
Tp−
∂g
∂zj
(ZTp−,∆XTp)
 .
Remarque 3.3.5 Notons que d’apre`s nos hypothe`ses sur g, pour tout z ∈ Rd et j =
1, · · · , d, on a ∂2g
∂zj∂x
(z, 0) = ∂
3g
∂zj∂x2
(z, 0) = ∂
3g
∂zj2∂x
(z, 0) ≡ 0. Un exemple de fonction qui
ve´rifie les hypothe`ses de l’e´nonce´ dans le cas ou` d = 1 est la fonction (z, x)→ g(z, x) = zx4.
On va dans le lemme suivant, e´noncer quelques proprie´te´s de F comme on l’a fait pour
D2(f) dans le lemme 3.2.2. On de´finit
C(g, Z)t =
∑
p: Tp≤t
m∑
k=1
[
1
2
((
σ
′d+1,k
Tp
)2
+
(
σ
′d+1,k
Tp−
)2)(∂g
∂x
(
ZTp−,∆XTp
))2
+
d∑
j=1
(
1
2
σ
′j,k
Tp−
∂g
∂zj
(ZTp−,∆XTp) − σ
′d+1,k
Tp−
∂g
∂x
(ZTp−,∆XTp)
)
σ
′j,k
Tp−
∂g
∂zj
(ZTp−,∆XTp)
+
∑
1≤j<j′≤d
σ
′j,k
Tp− σ
′l,k
Tp−
∂g
∂zj
(ZTp−,∆XTp)
∂g
∂zl
(ZTp−,∆XTp)
 (3.3.4)
Lemme 3.3.6 Supposons les hypothe`ses du the´ore`me 3.3.4 ve´rifie´es. Alors le processus
C(g, Z) est a` valeurs finies et F est une semimartingale sur l’espace e´tendu
(
Ω˜, F˜ , (F˜t)t≥0, P˜
)
.
Si de plus C(f, Z) est localement inte´grable alors F est une martingale locale.
Conditionnellement a` F , le processus F est une martingale de carre´ inte´grable dont
les accroissements sont inde´pendants. Son crochet pre´visible par rapport a` la filtration
(F ∨ F˜t) est le processus C(g, Z) qui ve´rifie C(g, Z)t = E{C(f, Z)t|F} pour tout t. Sa loi
conditionnelle est comple`tement caracte´rise´e par les processus X, Z et σ et ne de´pend pas
du choix de la suite (Tn).
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Ce lemme est e´galement une ge´ne´ralisation du lemme 5.10 de [8], et se de´montre de
fac¸on similaire.
3.4 Preuves
3.4.1 Preuve des the´ore`mes du type loi des grands nombres
On va commencer par e´noncer deux lemmes qui seront tre`s utiles dans la suite. Le
premier est une adaptation a` nos besoins du the´ore`me d’Itoˆ et de son extension par Jacod-
Jakubowski-Me´min (The´ore`me 3.1 de [11]). Afin de simplifier la re´daction du premier
lemme, on e´nonce quelques hypothe`ses et notations pre´liminaires sur la fonction f : Ω×
R+ × R→ R.
De´finition 3.4.1 On dira que f est C2 en x si pour tout (ω, s) ∈ Ω × R+ la fonction
x→ f(ω, s, x) est C2.
Pour tout r ∈]0,1[, on introduit hypothe`se suivante :
Hypothe`se (L1(r)) Pour tout (ω, s) ∈ Ω×R+, l’application x→ f(ω, s, x) est de´rivable,
de plus
|∂f
∂x
(ω, s, x1)− ∂f
∂x
(ω, s, x2)| ≤ γs(ω) |x1 − x2|r (3.4.1)
pour un certain procesus γ a` valeurs finies . 2
Pour p ∈]0,1], on a :
Hypothe`se (L2(p)) Il existe un processus γ a` valeurs finies tel que : ∀(ω, s, x1, x2) ∈
Ω× R+ × R2, la fonction f ve´rifie :
|f(ω, s, x1)− f(ω, s, x2)| ≤ γs(ω)|x1 − x2|p. (3.4.2)
2
Rappelons que si X est une semimartingale de mesure de sauts µ et si ν est la mesure
compensatrice de µ, on a note´ I l’ensemble des re´els r ≥ 0 tels que pour tout t, on ait∫ ∫
[0,t]×R(|x|r ∧ 1) ? ν(ds, dx) <∞.
Si la semimartingale X a pour caracteristiques (B,C, ν) par rapport a` la fonction de
troncation h et si 1 ∈ I, on pose B¯ := B − h ? ν.
La formule d’Itoˆ classique est valable pour une semimartingale X et une fonction f ,
de R→ R. Ici on dispose d’une fonction f : Ω×R+×R→ R, on fixe (ω, u) et pour t > u,
on veut une formule d’Itoˆ pour f(ω, u,Xt(ω)). On a a` ce propos le lemme suivant :
Lemme 3.4.2 Soit X une semimartingale et f une fonction de Ω × R+ × R dans R,
optionnelle .
a. Si f est C2 en x alors, pour tout u, p.s. pour tout ω et pour tout t ≥ u, on a :
f(u,Xt) = f(u,Xu) +
∫ t
u+
∂f
∂x
(u,Xs−) dXs
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+
1
2
∫ t
u+
∂2f
∂x2
(u,Xs−) d〈Xc, Xc〉s
+
∑
u<s≤t
[(
f(u,Xs)− f(u,Xs−)−∆Xs∂f
∂x
(u,Xs−)
)]
. (3.4.3)
b. Supposons que Xc = 0 et que 1+ r ∈ I pour un r ∈]0, 1[. Si f ve´rifie (L1(r)) alors
pour tout u, p.s. pour tout ω et pour tout t ≥ u, on a :
f(u,Xt) = f(u,Xu) +
∫ t
u+
∂f
∂x
(u,Xs−) dXs
+
∑
u<s≤t
[(
f(u,Xs)− f(u,Xs−)−∆Xs∂f
∂x
(u,Xs−)
) ]
.(3.4.4)
c. Supposons que 1 ∈ I, que Xc = B = 0 et que p ∈ [0, 1] ∩ I. Quand p > 0, on
suppose que f ve´rifie (L2(p)). Alors pour tout u, p.s. pour tout ω et pour tout t ≥ u,
on a :
f(u,Xt) = f(u,Xu) +
∑
u<s≤t
[f(u,Xs)− f(u,Xs−)] . (3.4.5)
Avant de donner une de´monstration de ce lemme, e´nonc¸ons un corollaire triviale de la
partie (c). Rappelons que si 1 ∈ I, X s’e´crit :
Xt = Bt +
∑
s≤t
∆Xs.
On pose alors
X̂t = Xt − Bt =
∑
s≤t
∆Xs.
Corollaire 3.4.3 Supposons que 1 ∈ I et que Xc = 0 et soit f : Ω × R+ × R → R, une
application optionnelle, de´rivable en x et telle que ∂f∂x (ω, s, x) ≡ ∂f∂x (ω, s) (ne de´pend pas
de x).
Alors pour tout u, p.s. pour tout ω et pour tout t ≥ u, on a :
f(u,Xt) = f(u, X̂u) +
∂f
∂x
(ω, u)Bt +
∑
u<s≤t
[
f(u, X̂s)− f(u, X̂s−)
]
. (3.4.6)
Preuve du Lemme 3.4.2
La partie (c) du lemme est presque e´vidente car les hypothe`ses impliquent que Xt =
X0 +
∑
s≤t∆Xs. On se limitera donc a` de´montrer les parties (a) et (b). Fixons t > 0. On
suppose que u < t (si u = t le lemme est vide). Pour chaque n, on de´finit une subdivision
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pin = {u = t0, t1, · · · , tk = t} et ou` k = k(n) et ti = ti(n) telle que u = t0 < t1 < · · · <
tk = t et supi |ti+1 − ti| → 0 quand n→∞. On a
f(u,Xt)− f(u,Xu) =
k−1∑
i=0
[
f(u,Xti+1)− f(u,Xti)
]
.
Soit ε > 0, et Tp les temps de sauts de X tels que |∆Xs| > ε. On note alors An(ε)
l’ensemble des i ≤ k − 1 tels qu’il existe un p avec ti < Tp ≤ ti+1.
Pour la suite, par la notation i 6∈ An(ε) on entend i ∈ {0, · · · , k − 1} \ An(ε). D’apre`s
ce qui pre´ce`de, on a
f(u,Xt) = f(u,Xu) +
∑
i∈An(ε)
[
f(u,Xti+1)− f(u,Xti)
]
+
∑
i 6∈An(ε)
[
f(u,Xti+1)− f(u,Xti)
]
.
(3.4.7)
Remarquons que pour chaque ω fixe´, vu que f est toujours continue en x et que le
nombre de points de An(ε) est fini et ne de´pend pas de n, on a quand n→∞,∑
i∈An(ε)
[
f(u,Xti+1)− f(u,Xti)
] → ∑
p: Tp≤t
[
f(u,XTp)− f(u,XTp−)
]
. (3.4.8)
Preuve de la partie (b) : Rappelons (3.4.7) et (3.4.8). En utilisant la formule de
Taylor-Lagrange, on a :[
f(u,Xti+1)− f(u,Xti)
]
= (Xti+1 −Xti)
∂f
∂x
(u, X¯i),
ou` X¯i est entre Xti et Xti+1 . On en de´duit que :∑
i 6∈An(ε)
[
f(u,Xti+1)− f(u,Xti)
]
=
∑
i∈{0,···,k−1}
(Xti+1 −Xti)
∂f
∂x
(u,Xti) −
∑
i∈An(ε)
(Xti+1 −Xti)
∂f
∂x
(u,Xti) +
∑
i6∈An(ε)
(Xti+1 −Xti)
(
∂f
∂x
(u, X¯i)− ∂f
∂x
(u,Xti)
)
.
Posons
Yt(ε) = Xt −
∑
p: Tp≤t
∆XTp ,
il est facile de voir, vu les hypothe`ses sur ∂f∂x , que :∣∣∣∣∣∣
∑
{i6∈An(ε)}
(Xti+1 −Xti)
(
∂f
∂x
(u, X¯i)− ∂f
∂x
(u,Xti)
)∣∣∣∣∣∣ ≤ γu
∑
i∈{0,···,k−1}
|Yti+1(ε)− Yti(ε)|1+r.
Par ailleurs, d’apre`s le the´ore`me 2 de [14],∑
i∈{0,···,k−1}
|Yti+1(ε)− Yti(ε)|1+r → S(ε)t :=
∑
s≤t
|∆Ys(ε)|1+r
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en probabilite´ quand n → ∞ (S(ε)t est fini car 1 + r ∈ I). De plus par le the´ore`me de
Lebesgue,
S(ε)t → 0, quand ε→ 0 p.s.
Ensuite (d’apre`s le the´ore`me 21 chapitre II de [18]), on a :
∑
i∈{0,···,k−1}
(Xti+1 −Xti)
∂f
∂x
(u,Xti) →
∫ t
u+
∂f
∂x
(u,Xs−)dXs, (3.4.9)
quand n→∞. On a clairement que∑
i∈An(ε)
(Xti+1 −Xti)
∂f
∂x
(u,Xti) →
∑
p: u<Tp≤t
∆XTp
∂f
∂x
(u,XTp−). (3.4.10)
Rappelons (3.4.8) et soulignons que Tp = Tp(ε) ( Tp de´pend de ε). Vu que f ve´rifie (L1(r)),
on a ∣∣∣∣f(u,Xs)− f(u,Xs−)−∆Xs∂f∂x (u,Xs−)
∣∣∣∣ ≤ γu|∆Xs|1+r
et comme 1 + r ∈ I, cette dernie`re quantite´ est finie. Il suit par le the´ore`me de Lebesgue
que ∑
p: u<Tp≤t
[
f(u,XTp(ε))− f(u,XTp(ε)−) − ∆XTp(ε)
∂f
∂x
(u,XTp(ε)−)
]
converge vers
S′t :=
∑
u<s≤t
(
f(u,Xs)− f(u,Xs−)−∆Xs∂f
∂x
(u,Xs−)
)
quand ε tend vers 0.
D’apre`s tout ce qui pre´ce´de, on a bien (3.4.4) ainsi que la partie (b) du lemme.
Preuve de la partie (a) : L’ide´e de la preuve est classique et reste la meˆme que dans
la partie (b) sauf qu’ici, on va d’abord supposer que X est borne´e. Revenons a` (3.4.7) et
(3.4.8). En utilisant la formule de Taylor, on a∑
i6∈An(ε)
[
f(u,Xti+1)− f(u,Xti)
]
=
∑
i∈{0,···,k−1}
(Xti+1 −Xti)
∂f
∂x
(u,Xti)
+
1
2
∑
i∈{0,···,k−1}
(Xti+1 −Xti)2
∂2f
∂x2
(u,Xti) −
∑
i∈An(ε)
(Xti+1 −Xti)
∂f
∂x
(u,Xti)
− 1
2
∑
i∈An(ε)
(Xti+1 −Xti)2
∂2f
∂x2
(u,Xti) +
∑
i 6∈An(ε)
(Xti+1 −Xti)2R(u,Xti , Xti+1)
ou` R est le reste de Taylor. Pour ω et u fixe´, il existe une fonction r(ω, u, .) de
R+ → R+, positive, croissante et telle que limx↓0 r(ω, u, x) = 0 et |R(ω, u, x, y)| ≤
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r(ω, u, |x− y|), pour tout x, y tel que |x|, |y| ≤ K, ou` K est une constante assez grande
fixe´e. Il suit que
lim
ε→0
lim sup
n
|
∑
i 6∈An(ε)
(Xti+1 −Xti)2R(u,Xti , Xti+1)| ≤ lim
ε→0
r(u, ε)[X,X]t = 0.
D’apre`s le the´ore`me 30 du chapitre II de [18], on a
1
2
∑
i∈{0,···,k−1}
(Xti+1 −Xti)2
∂2f
∂x2
(u,Xti) →
1
2
∫ t
u+
∂2f
∂x2
(u,Xs−)d[X,X]s,
en probabilite´ quand n→∞. Comme pour (3.4.10), on a
1
2
∑
i∈An(ε)
(Xti+1 −Xti)2
∂2f
∂x2
(u,Xti) →
1
2
∑
p: u<Tp≤t
(
∆XTp
)2 ∂2f
∂x2
(u,XTp−).
Conside´rons le processus∑
p: u<Tp≤t
[
f(u,XTp)− f(u,XTp−)−∆XTp
∂f
∂x
(u,XTp−)
]
−
∑
p: u<Tp≤t
[(
∆XTp
)2 ∂2f
∂x2
(u,XTp−)
]
,
On montre que quand ε tend vers 0, ce dernier tend vers∑
u<s≤t
[
f(u,Xs)− f(u,Xs−)−∆Xs∂f
∂x
(u,Xs−)
]
−
∑
u<s≤t
[
(∆Xs)
2 ∂
2f
∂x2
(u,Xs−)
]
.
D’apre`s tout ce qui pre´ce`de, on a bien
f(u,Xt) = f(u,Xu) +
∫ t
u+
∂f
∂x
(u,Xs−) dXs +
1
2
∫ t
u+
∂2f
∂x2
(u,Xs−) d〈Xc, Xc〉s +
∑
u<s≤t
[(
f(u,Xs)− f(u,Xs−)−∆Xs∂f
∂x
(u,Xs−)
)]
. (3.4.11)
Supposons queX soit non uniforme´ment borne´. SoitM > 0, on pose S(M) = inf{s, |Xs| ≥
M}. La relation (3.4.11) est vraie pour la semimartingale X1[0,S(M)[. Si on fait tendre M
vers l’infini, S(M)→∞ d’ou` le re´sultat pour X.
Lemme 3.4.4 Soit X une semimartigale et g une application de Ω× R+ × R→ R dans
R telle que g(ω, s, x) = 0 si x ∈ [−ε,+ε], pour un certain ε > 0. Si en plus, g ve´rifie
l’hypothe`se (K[R]) alors les processus
[t/∆n]∑
i=1
g((i− 1)∆n,∆ni X) −
∑
s≤[t/∆n]∆n
g(s−,∆Xs).
convergent en variation vers 0 quand n→∞.
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Preuve
Soit g une fonction ve´rifiant les hypothe`ses de l’e´nonce´ avec un ε > 0. On notera par
(Tp) la suite des temps de sauts successifs tels que |∆Xs| > ε2 . Si Tp < ∞, on note
ipn l’entier tel que Tp ∈](ipn − 1)∆n, ipn∆n] et par Bn(ε, t) l’ensemble des entiers i tels que
1 ≤ i ≤ [t/∆n] et i diffe´rent des ipn pour tout p. On a alors pour n assez grand
[t/∆n]∑
i=1
g((i− 1)∆n,∆ni X) =
∑
p: Tp≤[t/∆n]∆n
g((ipn − 1)∆n,∆nipnX) +
∑
i∈Bn(ε,t)
g((i− 1)∆n,∆ni X)
=
∑
p: Tp≤[t/∆n]∆n
g((ipn − 1)∆n,∆nipnR+∆XTp) +
∑
i∈Bn(ε,t)
g((i− 1)∆n,∆ni R)
ou` Rt := Xt −
∑
p: Tp≤t∆XTp . Il n’est pas difficile de voir que
lim sup
n
sup
0<s≤t
|Rs −Rs−∆n | ≤ sup
s≤t
|∆Rs| ≤ ε2 .
D’apre`s ce qui pre´ce`de et vu les proprie´te´s de g, on remarque que :
• g(s−,∆Xs) = g(s,∆Xs) = 0 si s 6= Tp pour tout p
• pour n assez grand, on a pour tout i appartenant a` Bn(ε, t) : g((i− 1)∆n,∆ni R) = 0
• quand n→∞, ∆n
ipn
R tend vers 0.
Si on note par V(X) la variation du processus X , on a donc ( pour n assez grand)
V
[t/∆n]∑
i=1
g((i− 1)∆n,∆ni X)−
∑
s≤[t/∆n]∆n
g(s−,∆Xs)

≤
∑
p: Tp≤[t/∆n]∆n
|g((inp − 1)∆n,∆ninpR+∆XTp)− g(Tp−,∆XTp)| .
Cette dernie`re quantite´ tend vers 0 quand n→∞ d’ou` le lemme.
Preuve du the´ore`me 3.1.4
Soit f une fonction de Ω× R+ × R dans R, optionnelle et ve´rifiant les hypothe`ses du
the´ore`me. De´finissons la suite de processus
Wn(f) :=
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X) − D1(f)[t/∆n]∆n (3.4.12)
et pour ψ : R → R une fonction C∞ telle que 1[−1,1](x) ≤ ψ(x) ≤ 1[−2,2](x), On de´finit
e´galement :
ψε(x) =
{
ψ(xε ) si ε <∞
1 si ε =∞. (3.4.13)
Remarquons a` pre´sent que f(1−ψε)(ω, s, x) = 0 si |x| < ε et donc d’apre`s le Lemme 3.4.4,
Wn(f(1− ψε)) −→ 0
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en variation quand n→ 0 . On va maintenant montrer que
Wn(fψε) −→u.c.p. 0 quand n→∞. (3.4.14)
Fixons un ε suffisamment petit tel que [−2ε, 2ε] ⊂ V0. L’application x → fψε(ω, s, x) est
donc C2 sur R. On de´finit :
Y n0 = 0 et Y
n
s = Xs −X(i−1)∆n si s ∈](i− 1)∆n, i∆n]
φn(0) = 0 et φn(s) = (i− 1)∆n si s ∈](i− 1)∆n, i∆n]
fε = fψε.

D’apre`s le Lemme 3.3.1, on a :
[t/∆n]∑
i=1
fε((i−1)∆n,∆ni X) =
∫ [t/∆n]∆n
0
∂fε
∂x
(φn(s), Y ns−) dBs +
∫ [t/∆n]∆n
0
∂fε
∂x
(φn(s), Y ns−) dX
c
s
+
[
∂fε
∂x
(φn(s), Y ns−)h(x)
]
? (µ− ν)[t/∆n]∆n +
1
2
∫ [t/∆n]∆n
0
∂2fε
∂x2
(φn(s), Y ns−)d〈Xc, Xc〉s
+
∑
0<s≤[t/∆n]∆n
[
fε(φn(s), Y ns )− fε(φn(s), Y ns−)− h(∆Xs)
∂fε
∂x
(φn(s), Y ns−)
]
.
Pour chaque s fixe´,
∂fε
∂x
(φn(s), Y ns−) −→
∂fε
∂x
(s−, 0),
de plus |∂fε∂x | est majore´ par un processus Γ localement borne´. Il suit par la partie (iii) du
the´ore`me 4.31 du chapitre I de [10] que quand n→∞, on a∫ [t/∆n]∆n
0
(
∂fε
∂x (φ
n(s), Y ns−)− ∂fε∂x (s−, 0)
)
dBs −→u.c.p. 0,∫ [t/∆n]∆n
0
(
∂2fε
∂x2
(φn(s), Y ns−)− ∂
2fε
∂x2
(s−, 0)
)
d〈Xc, Xc〉s −→u.c.p. 0.
 (3.4.15)
De meˆme il n’est pas difficile de voir que∑
0<s≤[t/∆n]∆n
[ (
fε(φn(s), Y ns )− fε(φn(s), Y ns−)− h(∆Xs)
∂fε
∂x
(φn(s), Y ns−)
)
−
(
fε(s−,∆Xs)− h(∆Xs)∂fε
∂x
(s−, 0)
) ]
−→u.c.p. 0 (3.4.16)
et par l’ine´galite´ de Doob, on voit que quand n→∞,∫ [t/∆n]∆n
0
(
∂fε
∂x (φ
n(s), Y ns−)− ∂fε∂x (s−, 0)
)
dXcs −→u.c.p 0,[ (
∂fε
∂x (φ
n(s), Y ns−)− ∂fε∂x (s−, 0)
)
h(x)
]
? (µ− ν)[t/∆n]∆n −→u.c.p 0.
 (3.4.17)
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D’apre`s (3.4.15), (3.4.16) et (3.4.17), on a bien (3.4.14).
Remarquons que Wn(f) ne de´pend pas de ε et
Wn(f(1− ψε)) + Wn(fε) = Wn(f).
Il en suit que
Wn(f) −→u.c.p. 0
quand n→∞.
A ce stade, on a montre´ que le processus
[t/∆n]∑
i=1
f((i− 1)∆n,∆ni X) − D1(f)[t/∆n]∆n converge u.c.p. vers 0.
Pour finir la preuve du the´ore`me, il suffit de remarquer que le processus
(
D1(f)[t/∆n]∆n
)
converge vers
(
D1(f)t
)
pour la topologie de Skorokhod.
Preuve des The´ore`mes 3.1.5, 3.1.6 et 3.1.9
La preuve du the´ore`me 3.1.5 est similaire a` celle du the´ore`me (3.1.4) sauf qu’il faudra
utiliser la partie b. du lemme 3.4.2 a` la place de la partie a. La preuve du the´ore`me 3.1.6
est, quant a` elle, e´vidente (on peut aussi le voir en utilisant la partie c du lemme 3.4.2 et
le corollaire 3.4.3).
Pour la preuve du the´ore`me 3.1.9, le sche´ma au de´but et le meˆme que pour le the´ore`me
3.1.4 : on utilise le lemme 3.4.4 et a` la place du lemme 3.4.2, on applique les re´sultats du
the´ore`me 4 de [14].
3.4.2 Preuve du the´ore`me 3.2.1
Pre´liminaires
Pour la preuve, on a besoin que les caracte´ristiques de X soient borne´es de meˆme que
les de´rive´es en x de f . A cet effet, on renforce l’hypothe`se (H1) de la la manie`re suivante :
Hypothe`se LH1 : On suppose que (H1) est ve´rifie´e et les processus X, b et σ sont borne´s
par une constante. De plus les fonctions γk = γ ne de´pendent pas de k et γ est une fonction
borne´e. 2
De meˆme, le processus Γ qui intervient dans le the´ore`me 3.2.1 est borne´.
Ces hypothe`ses de bornitude seront leve´es plus tard graˆce a` une proce´dure de ”de´localisation”.
Nous appellerons fre´quemment les constantes par K, celui-ci pouvant changer d’une
ligne a` une autre.
Il est clair que sous (LH1), on a
∫
R γ(x)
2F (dx) < ∞. On suppose pour le moment que
(LH1) est ve´rifie´e. Rappelons la suite de fonctions (φn) de´finie par : φn(s) = (i− 1)∆n
pour s ∈](i− 1)∆n, i∆n].
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Sous (LH1), X s’e´crit
Xt = X0 +
∫ t
0
b′sds+
∫ t
0
σs−dWs + δ ? (µ− ν)t,
ou` b′t = bt +
∫
R h
′(δ(t, x))F (dx) et h′(x) = h(x) − x. Pour ε > 0, on rappelle ψε de´finie
dans (3.4.13) et on de´finit
E = { x ∈ R, γ(x) > ε } et Nt = 1E ? µt. (3.4.18)
Soit T ′1, · · · , T ′p, · · · les temps de saut successifs de N . Commenc¸ons par e´noncer deux
lemmes dont le premier est un re´sultat de Jacod-Protter (voir lemme 5.6 de [12]) et dont
le second est duˆ a` Jacod ( voir lemme 5.9 de [8]).
Lemme 3.4.5 Soit X une semimartingale ve´rifiant (LH1). Pour chaque T ′p, on de´finit
l’entier inp par (i
n
p − 1)∆n < T ′p ≤ inp∆n. Alors
1√
∆n
(
σ(inp−1)∆n(WT ′p −W(inp−1)∆n) ; σT ′p(Winp∆n −WT ′p)
)
p≥1
converge stablement en loi vers(
σT ′p−Up
√
κp ; σT ′pU
′
p
√
1− κp
)
p≥1
Lemme 3.4.6 Sous les hypothe`ses du lemme 3.4.5,
1√
∆n
(
Xinp∆n − X(inp−1)∆n − ∆XT ′p − σ(inp−1)∆n(WT ′p −W(inp−1)∆n) − σT ′p(Winp∆n −WT ′p)
)
converge en probabilite´ vers 0.
Preuve du the´ore`me 3.2.1 sous (LH1)
Posons
Zn(f) =
1√
∆n
 [t/∆n]∑
i=1
f ((i− 1)∆n,∆ni X) −
∑
s≤[t/∆n]∆n
f (φns ,∆Xs)
 .
Nous prouvons d’abord la partie A. du The´ore`me 3.2.1, preuve que nous subdivisons en
plusieures e´tapes.
Premie`re Etape : Notons d’abord que si s ne co¨ıncide pas avec un des temps d’arreˆt T ′p,
on a |∆Xs| < ε. D’apre`s la de´finition de ψε (voir (3.4.13)), on a
1]−∞,−4ε[∪]4ε,+∞[(x) ≤ 1− ψ2ε(x) ≤ 1]−∞,−2ε[∪]2ε,+∞[(x)
Pour n assez grand, on a donc (comme dans la preuve du lemme 3.4.4)
Zn (f(1− ψ2ε))t =
1√
∆n
∑
p:T ′p≤[t/∆n]∆n
[
f(1− ψ2ε)
(
φnT ′p ,∆XT ′p +∆
n
inp
X(ε)
)
− f(1− ψ2ε)
(
φnT ′p ,∆XT ′p
) ]
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Avec
X(ε)t = Xt −
∑
p:T ′p≤t
∆XT ′p .
En utilisant la formule de Taylor, il existe X¯ninp (ε) entre ∆XT ′p et ∆XT ′p +∆
n
inp
X(ε) tel que
Zn (f(1− ψ2ε))t =
∑
p: T ′p≤[t/∆n]∆n
∆ninpX(ε)√
∆n
∂f(1− ψ2ε)
∂x
(
φnT ′p , X¯
n
inp
(ε)
)
. (3.4.19)
On de´duit des lemmes 3.4.6 et 3.4.5 que les processus Zn (f(1− ψ2ε)) converge stablement
en loi vers le processus∑
p:T ′p≤t
∂f(1− ψ2ε)
∂x
(
T ′p−,∆XT ′p
)(√
κpUpσT ′p− +
√
1− κpU ′pσT ′p
)
.
Remarquons (vu que la fonction ∂f(1−ψ2ε)∂x (s, x) = 0 si |x| ≤ ε) que cette dernie`re quantite´
est e´gale en loi conditionnnelle par rapport a` F a`
Z
(
∂f(1− ψ2ε)
∂x
)
=
∑
p: Tp≤t
∂ f(1− ψ2ε)
∂x
(
Tp−,∆XTp
) (√
κpUpσTp− +
√
1− κpU ′pσTp
)
,
donc,
Zn (f(1− ψ2ε)) converge en loi stable vers Z
(
∂f(1− ψ2ε)
∂x
)
.
Deuxie`me Etape : Conside´rons la fonction fψ2ε. D’apre`s nos hypothe`ses,
[
∂(fψ2ε)
∂x
]2
?
µt < ∞, il suit alors d’apre`s le Lemme 3.2.2 que Z
(
∂(fψ2ε)
∂x
)
est bien de´finie. Par ailleurs,
on montre par le the´ore`me de Lebesgue que C (fψ2ε) → 0 quand ε→ 0 pour chaque ω fixe´
( on utilise pour cela la de´rivabilite´ et les proprie´te´s de f a` l’origine ainsi que la de´finition
3.4.13). De plus, C (fψ2ε) est majore´ par un certain processus A tel que E(At) <∞, ∀t.
En utilisant l’ine´galite´ de Doob, puis en appliquant le lemme 3.2.2 (en particulier
(3.2.5)) a` D2 (fψ2ε) = Z
(
∂(fψ2ε)
∂x
)
et enfin en faisant usage du the´ore`me de Lebesgue, on
obtient que Z
(
∂(fψ2ε)
∂x
)
converge u.c.p. vers 0 quand ε→ 0.
Il suit par line´arite´ de l’ope´rateur Z que Z
(
∂ f(1−ψ2ε)
∂x
)
converge u.c.p. vers Z(∂f∂x )
quand ε→ 0.
Troisie`me Etape : Dans cette e´tape, nous allons montrer que
lim
ε→0
lim sup
n
P
{
sup
s≤t
∣∣∣∣Zn(fψ2ε)√∆n
∣∣∣∣ > η } = 0 ∀ η, t > 0. (3.4.20)
Posons Y ns = Xs −X(i−1)∆n si s ∈ ((i− 1)∆n, i∆n]. Il est facile de voir en appliquant la
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formule d’Itoˆ du lemme 3.4.2 que
Zn(fψ2ε) = 1√∆n
[∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
b′s ds
+ 12
∫ [t/∆n]∆n
0 σ
2
s−
∂2(fψ2ε)
∂x2
(
φn(s), Y ns−
)
ds
+
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σs− dWs
+
∫ [t/∆n]∆n
0
∫
R
(
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
δ(s, x)
)
(µ− ν)(ds, dx)
+
∫ [t/∆n]∆n
0
∫
R
(
fψ2ε
(
φn(s), Y ns− + δ(s, x)
) − fψ2ε (φn(s), δ(s, x))
− fψ2ε
(
φn(s), Y ns−
) − δ(s, x)∂(fψ2ε)∂x (φn(s), Y ns−))µ(ds, dx)] .

(3.4.21)
Nous traitons les termes de (3.4.21) un par un. Notons pour commencer que sous les
hypothe`ses de bornitude faites au de´but de cette sous-section, on a
E{|Xt −Xs|q} ≤ K|t− s|q/2, ∀ q ≥ 2.∣∣∣∂j(fψ2ε)∂xj (s, x)∣∣∣ ≤ αε [|x| ∧ (4ε)]3−j ,
 (3.4.22)
ou` j = 0, 1, 2 et ∂
0(fψ2ε)
∂x0
= fψ2ε, αε tend vers 0 quand ε→ 0 et K est une constante assez
grand.
D’apre`s ce qui pre´ce´de ,
P
{
sup
t≤T
∣∣∣∣∣ 1√∆n
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
b′sds
∣∣∣∣∣ > η
}
≤
K
η
√
∆n
∫ T
0
E(Y n 2s− )αεds ≤
KT
√
∆nαε
η
→ 0 quand n→∞ (3.4.23)
De la meˆme manie`re
lim
ε→0
lim sup
n
P
{
sup
t≤T
∣∣∣∣∣ 1√∆n
∫ [t/∆n]∆n
0
∂2(fψ2ε)
∂x2
(
φn(s), Y ns−
)
σ2sds
∣∣∣∣∣ > η
}
= 0. (3.4.24)
Pour chaque n fixe´, le processus
1√
∆n
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σsdWs
est une martingale par rapport a` la filtration (F[t/∆n]∆n). Il suit par Cauchy-Schwarz et
par (3.4.22) que
P
{
sup
t≤T
∣∣∣∣∣ 1√∆n
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σsdWs
∣∣∣∣∣ > η
}
≤ 1
η
√
∆n
E
{
sup
t≤T
∣∣∣∣∣
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σsdWs
∣∣∣∣∣
}
42
≤ 1
η
√
∆n
(∫ T
0
E
{(
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σs
)2}
ds
)1/2
≤ KT 1/2αε,
d’ou`
lim
ε→0
lim sup
n
P
{
sup
t≤T
∣∣∣∣∣ 1√∆n
∫ [t/∆n]∆n
0
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
σsdWs
∣∣∣∣∣ > η
}
= 0. (3.4.25)
De meˆme on montre que
lim
ε→0
lim sup
n
P
{
sup
t≤T
∣∣∣∣∣ 1√∆n
∫ [t/∆n]∆n
0
∫
R
(
∂(fψ2ε)
∂x
(
φn(s), Y ns−
)
δ(s, x)
)
(µ− ν)(ds, dx)
∣∣∣∣∣ > η
}
= 0.
(3.4.26)
En utilisant la formule de Taylor plusieurs fois et en se´parant les cas ou` |x| ≤ |y| et ou`
|x| ≥ |y|, on montre que : ∀ T, ∃ MT > 0 tel que ∀ s ≤ t,∣∣∣∣ fψ2ε(s, x+ y)− fψ2ε(s, x)− fψ2ε(s, y)− x∂(fψ2ε)∂x (s, y)
∣∣∣∣ ≤ Kαε|x|2|y|. (3.4.27)
Il s’en suit que
E
{∫ [t/∆n]∆n
0
∫
R
∣∣ fψ2ε (φn(s), Y ns− + δ(s, x)) − fψ2ε (φn(s), δ(s, x)) + fψ2ε (φn(s), Y ns−) −
δ(s, x)
∂(fψ2ε)
∂x
(
φn(s), Y ns−
) ∣∣∣∣µ(ds, dx) } ≤ Kαε(∫ t
0
E
{ |Y ns−|√
∆n
}
ds
)
≤ Kαεt2
(3.4.28)
et cette dernie`re quantite´ tend vers 0 quand ε→ 0. On vient ainsi de montrer (3.4.20).
En ce qui concerne la partie b du the´ore`me, il suffit de remarquer que
1√
∆n
∑
0<s≤[t/∆n]∆n
|f (φn(s),∆Xs) − f(s−,∆Xs)| ≤ ∆α−
1
2
n
(
sup
s≤t
|θs|
)∑
s≤t
∆X2s
et cette dernie`re quantite´ tend vers 0 quand n → ∞ puisque α > 1/2 ce qui finit la
de´monstration du The´ore`me 3.2.1 sous l’hypothe`se (LH1) et celle de bornitude des de´rive´es
de f .
On va a` pre´sent montrer la ve´racite´ du the´ore`me sous l’hypothe`se (H1) par une
proce´dure classique de ”de´localisation”. Nous ne faisons ici que reprendre ce qui a e´te´
fait dans la section 3 de [3]
”De´localisation”
Rappelons la suite de temps d’arreˆt (Tk) qui intervient dans l’hypoths`e (H1). Il n’est
pas restrictif de supposer que Tk ≤ k pour tout k. Rappelons e´galement le processus Γ
dont on a parle´ au de´but des pre´liminaires de la preuve et qui intervient dans l’e´nonce´ du
the´ore`me.
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Soit maintenant (T ′k) la suite de temps d’arreˆt de´finis par
T ′k = inf {s, |Xs|+ |bs|+ |σs|+ |Γs| ≥ k} .
Pour tout re´el l > 0, on de´finit
Ek,l := {x ∈ R, γk(x) > l} et Rk,l := inf{s, µ ([0, s]× Ek,l) ≥ 1}. On a
P{Rk,l ≤ Tk} ≤ P{µ ([0, Tk]× Ek,l) ≥ 1} ≤ E{µ ([0, Tk]×Ek,l)} = E{ν ([0, Tk]×Ek,l)} ≤ kF (Ek,l).
D’apre`s l’hypothe`se (H2), F (Ek,1) <∞. Il suit par le the´ore`me de Lebesgue que
lim
l→∞
P{Rk,l ≤ Tk} = lim
l→∞
F (Ek,l) = 0,
on note alors par (lk) une sous-suite telle que P{Rk,lk ≤ Tk} ≤ 2−k. Soit les temps d’arreˆt
S′k = Tk ∧ T ′k ∧Rk,lk , qui croissent clairement vers l’infini. On pose alors(
b
(k)
s , σ
(k)
s , δ(k)(s, x)
)
=
{
(bs, σs, δ(s, x)) si s < S′k
(0, 0, 0) si s ≥ S′k
µ(k)(ds, dx) = µ(ds, dx)1Eck,lk (x)
F (k)(dx) = F (dx)1Eck,lk (x)
ν(k)(ds, dx) = ν(ds, dx)1Eck,lk (x)
γ′k(x) = γk(x)1Eck,lk (x).

(3.4.29)
Soit h une fonction de troncation et h′(x) := x−h(x). On de´finit le processus X(k) associe´
aux quantite´s intervenant dans (3.4.29) de la fac¸on suivante
X
(k)
t = X0 +
∫ t
0
b(k)s ds+
∫ (k)
σ
(k)
s− dWs +
∫ t
0
∫
R
h(δ(k)(s, x))(µ(k) − ν(k))(ds, dx)
+
∫ t
0
∫
R
h′(δ(k)(s, x))µ(k)(ds, dx)
= X0 +
∫ t
0
b′′(k)s ds+
∫ (k)
σ
(k)
s− dWs +
∫ t
0
∫
R
δ(k)(s, x)(µ(k) − ν(k))(ds, dx)
ou` b′′(k)s :=
∫ t
0
∫
R h
′(δ(k)(s, x))ν(k)(ds, dx). Comme b(k), h et δ(k) sont uniforme´ment borne´s,
il en est de meˆme de b′(k).
Le processus X(k) ve´rifie clairement (LH1) et on remarque que Xs = X
(k)
s si s < S′k.
Rappelons que
Z(f,X)t =
∑
p:Sp≤t
∂f
∂x
(Sp−,∆XSp)
(√
κpUpσSp− +
√
1− κpU ′pσSp
)
ou` (Sp) sont des temps d’arreˆt qui e´puisent les sauts de (X). Posons
Wn(f,X)t :=
1√
∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
−
∑
0≤s≤[t/∆n]∆n
f (s−,∆Xs)
 .
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Vu la premie`re partie de la preuve, on a que Wn(f,X(k)) converge en loi stable vers
le processus Z(f,X(k)). Or pour s < S′k, W
n(f,X)s = Wn(f,X(k))s et Z(f,X)s =
Z(f,X(k))s. On en de´duit que le processus Wn(f,X) converge stablement en loi vers
Z(f,X) (car la topologie de Skorokod est ”locale” en temps). Ce qui finit la preuve du
the´ore`me.
3.4.3 Preuve du The´ore`me 3.3.4
Commmenc¸ons par renforcer l’hypothe`se (N1).
Hypothe`se LN1 : On suppose que (N1) est ve´rifie´e, que les processus b′, σ′ et Z sont
borne´s et que les fonctions (γk) ne de´pendent pas de k (γk = γ) et γ est borne´e.
Sous (L−N1), on a(
Zt
Xt
)
=
(
Z0
X0
)
+
∫ t
0
b′′s ds+
∫ t
0
σ′s dW
′
s +
∫ t
0
∫
Rd
δ′(s, z)(µ′ − ν ′)(ds, dx) (3.4.30)
ou`
b′′t := b
′
t +
∫ t
0
k′(δ′(s, z))F (dz). (3.4.31)
On pose
Fn(g) :=
1√
∆n
[t/∆n]∑
i=1
g
(
Z(i−1)∆n ,∆
n
i X
) − D1(g, Z)[t/∆n]∆n
 .
Pour tout ε > 0, on rappelle la fonction ψε(x) de´finie dans (3.4.13). On pose{
gε(z, x) := g(z, x)ψ2ε(x)
g′ε(z, x) := g(z, x)(1− ψ2ε(x))
, (3.4.32)
et Fn(g) = Fn1 (g, ε) + F
n
2 (g, ε), ou`
Fn1 (g, ε)t :=
1√
∆n
[t/∆n]∑
i=1
g′ε
(
Z(i−1)∆n ,∆
n
i X
) − D1 (g′ε, Z)[t/∆n]∆n
 (3.4.33)
et
Fn2 (g, ε)t :=
1√
∆n
[t/∆n]∑
i=1
gε
(
Z(i−1)∆n ,∆
n
i X
) − D1 (gε, Z)[t/∆n]∆n
 . (3.4.34)
Rappelons e´galement que pour s ∈](i − 1)∆n, i∆n], on a φn(s) = (i − 1)∆n et Y ns =
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Xs− −X(i−1)∆n . En appliquant la formule d’Itoˆ, on a Fn2 (g, ε)t =
∑5
j=1W
n
j (ε)t, ou`
Wn1 (ε)t =
1√
∆n
∫ [t/∆n]∆n
0 b
′′
s
∂gε
∂x
(
Zφn(s), Y
n
s−
)
ds,
Wn2 (ε)t =
1
2
√
∆n
∫ [t/∆n]∆n
0 σ
2
s
∂2gε
∂x2
(
Zφn(s), Y
n
s−
)
ds,
Wn3 (ε)t =
1√
∆n
∫ [t/∆n]∆n
0 σs
∂gε
∂x
(
Zφn(s), Y
n
s−
)
dWs,
Wn4 (ε)t =
1√
∆n
∫ [t/∆n]∆n
0
∫ R
0 δ(s, x)
∂gε
∂x
(
Zφn(s), Y
n
s−
)
(µ− ν)(ds, dx)
Wn5 (ε)t =
1√
∆n
∫ [t/∆n]∆n
0
∫ R
0
[
gε
(
Zφn(s), Y
n
s− + δ(s, x)
)− gε (Zφn(s), Y ns−)
δ(s, x)∂gε∂x
(
Zφn(s), Y
n
s−
)− gε(Zs−, δ(s, x))] µ(ds, dx).

(3.4.35)
Nous traiterons ces termes un par un. Remarquons d’abord que
Wn1 (ε) =
1√
∆n
∫ [t/∆n]∆n
0
b′′s Y
n
s−
∂2gε
∂x2
(
Zφn(s), Y¯
n
s
)
ds.
ou` Y¯ ns est entre 0 et Y
n
s−. Comme on l’avait vu sous (LH1) pour X, sous (LN1) on a :
E(|Xt −Xs|q) + E(||Zt − Zs||q) ≤ K|t− s|q/2, pour 0 < q ≤ 2. (3.4.36)
Il s’en suit que∫ [t/∆n]∆n
0
E
{∣∣∣∣b′sY ns−√∆n ∂
2gε
∂x2
(
Zφn(s), Y¯
n
s
)∣∣∣∣} ds ≤ K ∫ t
0
[(
E
{ |Y ns−|2
∆n
})1/2
(
E
{(
∂2gε
∂x2
(
Zφn(s), Y¯
n
s
))2})1/2 ds
≤ K
∫ t
0
(
E
{(
∂2gε
∂x2
(
Zφn(s), Y¯
n
s
))2})1/2
ds,
(3.4.37)
Comme par hypothe`se ∂
2g
∂x2
(z, 0) ≡ 0, on a ∂2gε
∂x2
(z, 0) ≡ 0 et donc par le the´ore`me de
Lebesgue, l’expression (3.4.37) converge vers 0, d’ou`
1√
∆n
∫ [t/∆n]∆n
0
b′sY
n
s−
∂2gε
∂x2
(
Zφn(s), Y¯
n
s
)
ds −→u.c.p. 0. (3.4.38)
Il suit que Wn1 (f) converge u.c.p. vers 0 quand n→∞ et par un raisonnement identique,
on montre que Wn2 (f) converge u.c.p. vers 0.
D’autre part, on a
Wn3 (ε) =
1√
∆n
∫ [t/∆n]∆n
0
σsY
n
s−
∂2gε
∂x2
(Zφn(s), Y¯
n
s ) dWs,
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ou` Y¯ ns est entre 0 et Y
n
s−.
Il suit pour M assez grand que
E{Wn3 (ε)2} ≤ K
(
sup
{|z|≤M, |x|≤4ε}
(
∂2gε
∂x2
(z, x)
)2)∫ [t/∆n]∆n
0
E
{
Y n 2s−
∆n
}
ds
≤ K ′t
(
sup
{|z|≤M, |x|≤4ε}
(
∂2gε
∂x2
(z, x)
)2)
.
Cette dernie`re quantite´ tend vers 0 quand ε tend vers 0 a` cause des hypothe`ses sur gε. On
de´duit que pour tout η, T > 0, on a
lim
ε→0
lim sup
n
P
{
sup
t≤T
|Wn3 (ε)| > η
}
= 0.
De fac¸on similaire, on montre que pour tout η, T > 0, on a
lim
ε→0
lim sup
n
P
{
sup
t≤T
|Wn4 (ε)| > η
}
= 0.
Venons-en a` l’expression Wn5 (ε). On de´montre que pour tout z1, z2 appartenant a` un
compact fixe´ de Rd et pour tout x, y appartenant a` R, on a∣∣∣∣gε(z1, y + x)− gε(z1, y)− x∂gε∂x (z1, y)− gε(z2, x)
∣∣∣∣
≤ Kαεx2
 d∑
j=1
|zj1 − zj2| + |y|

ou` αε est une suite qui tend vers 0 avec ε. Il suit alors que
|Wn5 (ε)t| ≤
K√
∆n
αε
∫ [t/∆n]∆n
0
∫
R
|Y ns−|+ |Y ns |+ d∑
j=1
|Zjφn(s) − Zis−|
 δ(s, x)2 µ(ds, dx)
On a donc
E{|Wn5 (ε)|} ≤ K ′tαεE
{∫ t
0
∫
R
δ(s, x)2 F (dx)ds
}
,
cette dernie`re quantite´ converge vers 0 quand ε tend vers 0. On a donc : pour tout η, T > 0,
on a
lim
ε→0
lim sup
n
P
{
sup
t≤T
|Wn5 (ε)| > η
}
= 0.
Et d’apre`s tout ce qui pre´ce`de,
lim
ε→0
lim sup
n
P
{
sup
t≤T
|Fn2 (g, ε)| > η
}
= 0.
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Nous allons maintenant nous tourner vers le processus Fn1 (f, ε) de´fini dans 3.4.33.
De´signons par S1, · · · , Sn, · · · les temps de saut successifs de N = 1{γ(x)>ε} ? µ et posons
X(ε)t = Xt −
∑
p:Sp≤t
∆XSp .
Pour n assez grand, on a
Fn1 (g, ε) =
1√
∆
∑
p: Sp≤t
[
g′ε
(
Zφn(Sp),∆
n
i X(ε) + ∆XSp
) − g′ε (ZSp−,∆XSp) ]
=
1√
∆n
∑
p: Sp≤t
∆ni X(ε)∂g′ε∂x (Z¯np , Y¯ np ) +
d∑
j=1
(
Zjφn(Sp) − Z
j
Sp−
) ∂g′ε
∂zj
(
Z¯np , Y¯
n
p
)  .
ou` Z¯np est entre Zφn(Sp) et ZSp− et Y¯
n
p entre ∆
n
i X(ε)+∆XSp et ∆XSp . De fac¸on similaire
aux lemmes 3.4.5 et 3.4.6, on montre que
• [
1√
∆n
(
Xφn(Sp)+∆n −Xφn(Sp) −∆XSp ;
(
Zjφn(Sp) − Z
j
Sp−
)
1≤j≤d
)]
p≥1
,
converge stablement en loi vers le processusσ′d+1,kSp V ′k,p √1− κp + σ′d+1,kSp− Vk,p √κp ;
(
−√κp
m∑
k=1
σ
′j,k
Sp−Vk,p
)
1≤j≤d

p≥1
.
• ensuite Fn1 (g, ε) converge stablement en loi vers le processus∑
p: Sp≤t
m∑
k=1
[(
σ
′d+1,k
Sp
V ′k,p
√
1− κp + σ
′d+1,k
Sp− Vk,p
√
κp
) ∂g′ε
∂x
(
ZSp−,∆XSp
)
− √κp Vk,p
d∑
j=1
σ
′j,k
Sp−
∂g′ε
∂zj
(ZSp−,∆XSp)
 .
Vu que g′ε(z, x) = 0 si |x| ≤ 2ε, le processus pre´ce´dent est e´gal en loi conditionnelle par
rapport a` F au processus
F (ε)t :=
∑
p: Tp≤t
m∑
k=1
[(
σ
′d+1,k
Tp
V ′k,p
√
1− κp + σ
′d+1,k
Tp− Vk,p
√
κp
) ∂g′ε
∂x
(
ZTp−,∆XTp
)
− √κp Vk,p
d∑
j=1
σ
′j,k
Tp−
∂g′ε
∂zj
(ZTp−,∆XTp)
 .
Rappelons que
Ft :=
∑
p: Tp≤t
m∑
k=1
[(
σ
′d+1,k
Tp
V ′k,p
√
1− κp + σ
′d+1,k
Tp− Vk,p
√
κp
) ∂g
∂x
(
ZTp−,∆XTp
)
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− √κp Vk,p
d∑
j=1
σ
′j,k
Tp−
∂g
∂zj
(ZTp−,∆XTp)
 .
On a :
Ft − F (ε)t :=
∑
p: Tp≤t
m∑
k=1
[(
σ
′d+1,k
Tp
V ′k,p
√
1− κp + σ
′d+1,k
Tp− Vk,p
√
κp
) ∂gε
∂x
(
ZTp−,∆XTp
)
− √κp Vk,p
d∑
j=1
σ
′j,k
Tp−
∂gε
∂zj
(ZTp−,∆XTp)
 .
Comme dans la deuxie`me e´tape de la preuve du the´ore`me 3.2.1, on montre en utilisant
cette fois-ci le lemme 3.3.6 que
Ft − F (ε)t −→u.c.p. 0, quand ε→ 0.
A ce stade, le the´ore`me 3.3.4 est prouve´ sous l’hypothe`se (LN1). On finit la preuve du
the´ore`me 3.3.4 comme on l’a fait pour la preuve du the´ore`me 3.2.1 par une proce´dure de
”de´localisation”.
3.5 Ge´ne´ralisation aux subdivisions non re´gulie`res
Dans les re´sultats de la section 3.1, on a conside´re´ pour chaque n fixe´ la subdivision
{0,∆n, 2∆n, · · · , i∆n, · · ·}. En prenant une suite de subdivisions quelconques de R+, non
ale´atoires : {0 = tn0 < · · · < tni < tni+1 < · · ·} dont le pas tend vers 0 quand n tend
vers l’infini, on aimerait savoir si les re´sultats obtenus jusqu’a pre´sent restent valables. En
d’autres termes pour une fonction f : Ω×R+ ×R→ R, on va e´tudier la convergence des
sommes : ∑
i:tni ≤t
f
(
tni−1 , Xtni −Xtni−1
)
quand n tend vers l’infini. On e´tudiera d’abord le cas ou` X a des sauts avant de passer
au cas continu. Nous rappelons que l’on a pas e´tudier ce dernier cas dans le cadre des
subdivisions re´gulie`res.
3.5.1 Le cas d’une semimartingale discontinue
Hypothe`ses et Notations
Hypothe`se (P) La suite de subdivisions (pin) de R+ qui s’e´crit pin := {0 = tn0 , tn1 , · · · , tnk , · · ·}
ou` 0 = tn0 < t
n
1 < · · · < tnk−1 < tnk < · · · et supi∈N |tni+1 − tni | tend vers 0 quand n tend vers
l’infini. 2
Soit (pin) une suite de subdivisions ve´rifiant (P). Pour tout t ∈ R+, on de´finit
t(pin) = sup{tni ∈ pin, tni ≤ t}. (3.5.1)
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Dans toute la suite de cette section, f de´signe une fonction de Ω×R+ ×R dans R, X est
une semimartingale re´elle de caracteristiques (B,C, ν) et (pin) est une suite de subdivisions
de R+ ve´rifiant l’hypothe`se (P ).
Lois des grands nombres
The´ore`me 3.5.1 Soit f une fonction de Ω× R+ × R dans R, optionnelle et soit X une
semimartingale. On suppose ve´rifie´e l’une des conditions suivantes :
Cas 1. la fonction f et la semimartingale X ve´rifient les hypothe`ses du the´ore`me 3.1.4. On
rappelle dans ce cas que
D1(f)t :=
∫ t
0
∂f
∂x
(s−, 0) dBs + 12
∫ t
0
∂2f
∂x2
(s−, 0) dCs +
∫ t
0
∂f
∂x
(s−, 0) dXcs +(
∂f
∂x
(s−, 0)h(x)
)
? (µ− ν)t +
∑
0<s≤t
[
f(s−,∆Xs)− h(∆Xs)∂f
∂x
(s−, 0)
]
.
Cas 2. f et X ve´rifient les hypothe`ses du the´ore`me 3.1.5 et le processus D1(f) s’e´crit :
D1(f)t =
∫ t
0
∂f
∂x
(s−, 0) dBs+
(
∂f
∂x
(s−, 0)h(x)
)
?(µ−ν)t+
∑
0<s≤t
[
f(s−,∆Xs)− h(∆Xs)∂f
∂x
(s−, 0)
]
.
Alors, ∑
i: tni ≤t
f
(
tni−1 , Xtni −Xtni−1
)
− D1(f)t(pin) −→u.c.p. 0,
quand n→∞, ce qui implique que∑
i: tni ≤t
f
(
tni−1 , Xtni −Xtni−1
)
−→ D1(f)t
en probabilite´ pour la topologie de Skorokhod.
On peut ge´ne´raliser le the´ore`me pre´ce´dent au cas ou` les e´le´ments de (pin) sont des
temps d’arreˆts et ou` pin = pin(ω) ve´rifie (P) pour preque tout ω.
The´ore`me 3.5.2 Si f et X ve´rifient les hypothe`ses du the´ore`me 3.1.6 ou` celles du the´ore`me
3.1.9, alors ∑
i: tni ≤t
f
(
tni−1 , Xtni −Xtni−1
)
− D1(f)t(pin)
converge localement uniforme´ment en temps vers 0, d’ou`∑
i: tni ≤t
f
(
tni−1 , Xtni −Xtni−1
)
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converge tout simplement vers D1(f)t au sens de Skorokhod. Avec
D1(f)t :=
∑
0<s≤t
f(s−,∆Xs) +
∫ t
0
γs dBs,
pour le the´oe`me 3.1.6 et
D1(f)t :=
∑
0<s≤t
f(s−,∆Xs)
pour le the´ore`me 3.1.9.
Preuve du the´ore`me 3.5.1 et 3.5.2
Le sche´ma des preuves reste identique au sche´ma des des the´ore`mes 3.1.4, 3.1.5, 3.1.6
et 3.1.9, il ya juste a` prendre en compte le caracte`re non re´gulier des subdivisions.
The´ore`me central limite
Rappelons l’hypothe`se (H1) introduite dans la section 3.2. On rappelle e´galement le
processus
D2(f)t :=
∑
p:Sp≤t
∂f
∂x
(Sp−,∆XSp)
(√
κpUpσSp− +
√
1− κpU ′pσSp
)
qui est bien de´finit sous les hypothe`ses du the´ore`me 3.2.1.
The´ore`me 3.5.3 Supposons que X ve´rifie (H1) et que f ve´rifie les hypothe`ses de la partie
A du the´ore`me 3.2.1 . Alors la suite de processus
∑
i: tni ≤t
f
(
tni−1, Xtni −Xtni−1
)
−∑tni−1<s≤tni f (tni−1,∆Xs)√
tni − tni−1

converge stablement en loi vers le processus D2(f).
Si de plus, f ve´rifie les hypothe`ses de la partie B du the´ore`me 3.2.1 alors quand n→∞,
la suite de processus
∑
i: tni ≤t
f
(
tni−1, Xtni −Xtni−1
)
−∑tni−1<s≤tni f (s−,∆Xs)√
tni − tni−1

converge stablement en loi vers le processus D2(f)
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Preuve du the´ore`me 3.5.3
Soit (pin) une suite de subdivisions de R, dont le pas tend vers 0. pour tout x apparte-
nant a` R, il existe tni−1, tni ∈ R tels que tni−1 < x ≤ tni . On notera ces points respectivement
par x−(pin) et x+(pin).
Remarque 3.5.4 Les notations pre´ce´dentes sont a` ne pas confondre avec (3.5.1), la dif-
ference est la suivante : soit t ∈ R+, pour chaque n fixe´, deux cas sont possibles,
• ou bien t est strictement compris entre deux points de pin : il existe tni−1, tni ∈ pin
tels que tni−1 < t < t
n
i , dans ce cas, on a
t−(pin) = tni−1 = t(pi
n)
• ou alors, il existe tni ∈ pin tel que tni = t et dans ce cas
t−(pin) = tni−1 < t+(pi
n) = t(pin).
D’apre`s un vieux re´sultat de Tukey [19], la partie fractionnaire d’une suite de va-
riables absolument continues par rapport a` la mesure de Lebesgue converge en loi vers la
distribution uniforme sur [0, 1]. On ge´ne´ralise ce re´sultat dans le sens suivant :
Lemme 3.5.5 Soit T une variable ale´atoire re´elle admettant une densite´ f . On suppose
que f est p.s. continue et qu’il existe ε0 > 0 et Kε0 ≥ 0 telle que pour tout x, y appartenant
a` R tels que |x− y| ≤ ε0, on a f(y) ≤ Kε0f(x). Alors la suite de variables
T − T−(pin)
T+(pin)− T−(pin)
converge en loi vers la distribution uniforme sur [0, 1].
Preuve Posons Un = T−T−(pi
n)
T+(pin)−T−(pin) et Ψn(u) = E{exp{iuUn}}. On a
Ψn(u) = E
{∑
i
exp
{
iu
T − tni−1
tni − tni−1
}
1{tni−1<T≤tni }
}
=
∫
R
(∑
i
exp
{
iu
y − tni−1
tni − tni−1
}
1{tni−1<y≤tni }
)
f(y) dy
=
∑
i
∫ tni
tni−1
exp
{
iu
y − tni−1
tni − tni−1
}
f(y) dy
=
∑
i
∫ 1
0
exp{iuz}(tni − tni−1)f
(
tni−1 + z(t
n
i − tni−1)
)
dz
=
∫ 1
0
exp{iuz}
(∑
i
(tni − tni−1)f
(
tni−1 + z(t
n
i − tni−1)
))
dz.
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Conside´rons la fonction
fn(x) :=
∑
i
f
(
tni−1 + z(t
n
i − tni−1)
)
1{tni−1<x≤tni }
L’inte´grale de cette fonction sur R vaut∑
i
(tni − tni−1)f
(
tni−1 + z(t
n
i − tni−1)
)
.
Par ailleurs, fn(x) ≤ Kε0f(x). Donc∑
i
(tni − tni−1)f
(
tni−1 + z(t
n
i − tni−1)
)
converge vers 1 quand n→∞ par le the´ore`me de Lebesgue.
Il suit que Ψn(u) converge vers
∫ 1
0 exp{iuz} dz = e
iu−1
iu . Cette dernie`re quantite´ est la
fonction caracte´ristique d’une loi uniforme.
Soit ε > 0, E = {x : |γ(x)| > ε} et Nt = 1E ? µt. On de´signe par (T ′p) les temps de
sauts successifs de Nt. Le lemme suivant se de´montre comme le lemme 3.4.5 sauf qu’on
utilise le lemme 3.5.5 a` la place du re´sultat de Turkey. Les notations utilise´es sont celles
du lemme 3.5.5
Lemme 3.5.6 Supposons (LH1) ve´rifie´e alorsσT ′p−(pin)(WT ′p −WT ′p−(pin))√
T ′p+(pi
n)− T ′p−(pin)
;
σT ′p(WT ′p+(pin) −WT ′p)√
T ′p+(pi
n)− T ′p−(pin)

p≥1
converge stablement en loi vers(
σT ′p−Up
√
κp ; σT ′pU
′
p
√
1− κp
)
p≥1
Le sche´ma de la de´monstration du the´ore`me 3.5.3 est le meˆme que celui du the´ore`me
3.2.1 sauf que l’on utilise la subdivision (pin) a` la place de {0,∆n, · · · , [t/∆n]∆n} et le
lemme 3.5.6 a` la place du lemme 3.4.5.
Les re´sultats concernant les fonctions auxiliaires
Dans cette partie, g est une fonction de Rd+1 dans R et Z est un processus a` valeurs
dans Rd. On rappelle qu’on a pose´
D1(g, Z)t =
∫ t
0
∂g
∂x
(Zs−, 0)dBs +
1
2
∫ 1
0
∂2g
∂x2
(Zs−, 0)dCs +
∫ t
0
∂g
∂x
(Zs−, 0)dXcs
+
(
∂g
∂x
(Zs−, 0)h(x)
)
(µ− ν)t +
∑
0≤s≤t
[
g(Zs−,∆Xs) − h(∆Xs)∂g
∂x
(Zs−, 0)
]
qui est bien de´fini sous les hypothe`ses du tho´re`me 3.3.1. Le re´sultat suivant est a` l’image
du the´ore`me 3.3.1 et est une conse´quence imme´diate du the´ore`me 3.5.1.
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The´ore`me 3.5.7 Supposons que Z soit ca`dla`g, adapte´ et que g ve´rifie les hypothe`ses du
corollaire 3.3.1. Alors ∑
i: tni ≤t
g
(
Ztni−1 , Xtni −Xtni−1
)
−→ D1(g, Z)t
en probabilite´ pour la topologie de Skorokhod quand n→∞.
On peut a` pre´sent e´noncer le the´ore`me central limite associe´ au the´ore`me 3.5.7. On utilise
l’hypothe`se (N1) de´finie dans la section 3.3 ainsi que le processus
Ft :=
∑
p: Tp≤t
m∑
k=1
[(
σ
′d+1,k
Tp
V ′k,p
√
1− κp + σ
′d+1,k
Tp− Vk,p
√
κp
) ∂g
∂x
(
ZTp−,∆XTp
)
− √κp Vk,p
d∑
j=1
σ
′j,k
Tp−
∂g
∂zj
(ZTp−,∆XTp)

qui est bien de´fini sous les hypothe`ses du the´ore`me 3.3.4.
The´ore`me 3.5.8 Supposons que le couple (Z,X) ve´rifie l’hypothe`se (N1) et que g ve´rifie
les hypothe`ses du the´ore`me 3.3.4. Alors,
∑
i: tni ≤t
g
(
Ztni−1 , Xtni −Xtni−1
)
−∑tni−1<s≤tni g (Zs−,∆Xs)√
tni − tni−1

convergent stablement en loi vers F .
La preuve de ce the´ore`me est identique a` celle du the´ore`me 3.3.4, mis a` part le fait les
subdivisions sont irre´gulie`res et ce qui impose l’utilisation du lemme 3.5.6 a` la place du
lemme 3.4.5.
3.5.2 Cas d’une semimartingale continue
Nous supposons dans ce paragraphe que X est de la forme
Xt = X0 +
∫ t
0
bs ds +
∫ t
0
σs dWs,
ou` b est un processus adapte´, localement borne´ et continu a` gauche alors que σ est adapte´
et ca`dla`g. Comme dans la section pre´ce´dente, (pin) est une suite de subdivisions ve´rifiant
(P). pour tout processus Y , on notera ∆ni Y = Ytni − Ytni−1 . Dans cette sous-section, f est
une fonction de R→ R.
Si f est continue sur R et C2 sur un voisinage de 0, alors∑
i: tni ≤t
f ( ∆ni X ) −→ D1(f)t
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en probabilite´ pour la topologie de Skorokhod quand n→∞, ou`
D1(f)t := f ′(0)(Xt −X0) + 12f
′′(0)
∫ t
0
σ2s ds. (3.5.2)
On pose Soit (Ω′,F ′,P′) un espace auxiliaire muni d’un mouvement brownienW . On pose
Ω˜ = Ω× Ω′, F˜ = F ⊗ F ′, P˜ = P⊗ P′
Les processus de´finis sur Ω ou` Ω′ peuvent eˆtre conside´re´s comme de´finis sur Ω˜.
The´ore`me 3.5.9 Soit f une fonction C3 sur un voisinage de 0 et telle que f(0) = 0. On
a ∑
i: tni ≤t
f
(
Xtni −Xtni−1
)
−∆ni D1(f)√
tni − tni−1

converge stablement en loi vers le processus
1√
2
∣∣f ′′(0)∣∣ ∫ t
0
(σs)2 dW s.
Remarque 3.5.10 Nous n’avons pas e´tudie´ le cas d’une fonction de´finie sur Ω×R+×R,
car alors les hypothe`ses deviennent plus qu’ailleurs tre`s restrictives.
Remarque 3.5.11 Nous donnons les grandes lignes de la preuve de ce the´ore`me, ne´anmoins
les techniques (nouvelles) utilise´es ici seront largement de´veloppe´es dans les prochains cha-
pitres. Les outils essentiels dans cette preuve sont les the´ore`mes du paragraphe 7 chapitre
IX de [10].
Preuve :
On utilisera les notations dans la preuve du the´ore`me 3.5.3. On pose
Zn(f)t :=
∑
i: tni ≤t
f (∆ni X)−∆ni D1(f)√
tni − tni−1
. (3.5.3)
Fixons ε > 0 assez petit. On pose fε = fψε (voir(3.4.13) pour ψε). Il suit que
Zn(f) := Zn,1(f, ε) + Zn,2(f, ε), (3.5.4)
ou`
Zn,1(f, ε)t =
∑
i: tni ≤t
f(1−ψε)(∆ni X)√
tni −tni−1
,
Zn,2(f, ε)t =
∑
i: tni ≤t
fε(∆ni X) − ∆ni D1(fε)√
tni −tni−1
.
 (3.5.5)
Remarquons que comme f ′(0) = f ′ε(0) et f ′′(0) = f ′′ε (0), on a D1(f) = D1(fε).
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Etape 1 : Nous traitons ici le terme Zn,1(f, ε). Notons que
1{|x|>2ε} ≤ 1− ψε(x) ≤ 1{|x|>ε}.
Vu que X est continue, il s’en suit que pour tout ω ∈ Ω, il existe n0(ω) ∈ N tel que
∀ n ≥ n0(ω), on a |∆ni X| ≤ ε et d’ou` f(1− ψε) (∆ni X) = 0.
On conclut que pour tout ω ∈ Ω, on a
sup
s≤t
|Zn,1(f, ε)(ω)| −→ 0, quand n→∞.
Etape 2 : Nous e´tudions ici Zn,2(f, ε). D’apre`s la formule d’Itoˆ comme on l’a fait dans la
preuve du the´ore`me 3.1.4, posant Y0 = 0 et Y ns = Xs−Xtni−1 si s ∈]tni−1, tni ] et Y n0 = 0, on
a :
Znt =
kn∑
i=1
ξni ,
ou` kn est l’entier i tel que t(pin) = tni et ou`
ξni =
1√
tni − tni−1
[∫ tni
tni−1
(
bs
(
f ′ε(Y
n
s )− f ′ε(0)
)
+
σ2s
2
(
f ′′ε (Y
n
s )− f ′′ε (0)
))
ds
+
∫ tni
tni−1
σs
(
f ′ε(Y
n
s )− f ′ε(0)
)
dWs.
]
Pour ε assez petit, fε est C3, on montre que les sommes
sup
t
∣∣∣∣∣
kn∑
i=1
E{ξni |Ftni−1}
∣∣∣∣∣ et
kn∑
i=1
E
{
ξni (Wtni−1 −Wtni )
∣∣∣Ftni−1}
convergent en probabilite´ vers 0. Soit N est une martingale borne´e orthogonale a` W et
ε > 0, on montre e´galement que
kn∑
i=1
E
{
|ξni |21{|ξni |>ε} |Ftni−1
}
et
kn∑
i=1
E
{
ξni (Wtni−1 −Wtni ) |Ftni−1
}
.
De meˆme, on a
kn∑
i=1
[
E
{
(ξni )
2|Ftni−1
}
−
(
E
{
ξni |Ftni−1
})2] → 1
2
(
f ′′(0)
)2 ∫ t
0
(σs)4 ds
en probabilite´. D’apre`s ce qui pre´ce´de, Zn ve´rifie les hypothe`ses du the´ore`me 7.28 chapitre
IX de [10].
Remarque 3.5.12 On aurait pu prouver ce the´ore`me en utilisant la partie (ii) du the´ore`me
2.11 de [8] dans le cas ou` X est continu, combine´ au de´veloppement de Taylor de f au
voisinage de 0 mais, nos hypothe`ses sur σ ici sont plus faibles.
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Chapitre 4
Convergence de fonctionnelles de
semimartingales normalise´es
Ce chapitre est consacre´ a` l’e´tude de la convergence de la suite de processus
V nt := ∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
(4.0.1)
ou` X est une semimartingale d’Itoˆ fixe´e, f une fonction optionnelle de Ω× R+ × R dans
R et ou` (∆n) est une suite tendant vers 0 quand n → ∞. La normalisation par
√
∆n
s’explique par le fait que si X ve´rifie l’hypothe`se (H2) ci-dessus, le terme dominant de
∆ni X est, en l’absence de grand saut, la partie brownienne, qui est d’ordre
√
∆n.
4.1 Loi des grands nombres
4.1.1 Hypothe`ses et Notations
On conside`re une base stochastique (Ω,F ,Ft,P) et une semimartingale re´elle X de
mesure de sauts µ et de caracte´ristiques (B,C, ν) par rapport a` une fonction de troncation
h. On pose h′(x) = x− h(x).
Commenc¸ons par les hypothe`ses sur le processus X.
Hypothe`se (H2) La semimartingale X peut s’e´crire sous la forme :
Xt = X0+
∫ t
0
bs ds+
∫ t
0
σs dWs+
∫
R
∫ t
0
h(δ(s, x)) (µ−ν)(ds, dx)+
∫ t
0
∫
R
h′(δ(s, x))µ(ds, dx),
(4.1.1)
ou`
• b est un processsus pre´visible, localement borne´,
• σ est un processus ca`dla`g, adapte´,
• W est un mouvement brownien et µ est une mesure ale´atoire de poisson sur R+×R,
l’espace e´tant e´largi pour de´finir W et µ,
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• ν est la mesure compensatrice de µ, elle s’e´crit : ν(dt, dx) = F (dx)dt ou` F (dx) est
une mesure σ-finie sur (R,R) de masse totale infinie,
• δ : Ω×R+×R→ R est pre´visible et est telle que le processus
∫ t
0
(
1 ∧ |δ(ω, s, x)|2) F (dx)
soit localement borne´.
2
L’hypothe`se (H2) est un peu plus faible que l’hypothe`se (H1) introduite dans le chapitre
3, et si X est continue, elles sont e´quivalentes.
La partie martingale continue de X s’e´crit :
Xcs =
∫ t
0
σs dWs. (4.1.2)
De´finition 4.1.1 A. Soit p > 0. On dira que f est a` croissance au plus p-polynomiale,
s’il existe un processus Γ localement borne´ tel que :
|f(ω, s, x)| ≤ Γs(ω)[1 + |x|p]. (4.1.3)
Si f ve´rifie (4.1.3) et que p ne joue pas un roˆle important, on dira simplement que
f est a` croissance polynomiale.
B. Pour tout vecteur ligne x ∈ Rm, on notera ρx, la loi normale N (0, xxt), ou` xt est
la transpose´e de x.
4.1.2 Re´sultats
The´ore`me 4.1.2 Soit f : Ω × R+ × R → R une application optionnelle et a` croissance
p-polynomiale. On suppose que f est localement e´quicontinue (voir de´finition 3.1.1) et que
f admet des limites a` gauche en s. Alors,
∆n
[t/∆n]∑
i=1
f((i− 1)∆n, ∆
n
i X√
∆n
) −→u.c.p.
∫ t
0
ρσs(f(s−, .)) ds,
si l’une des conditions suivantes est ve´rifie´e :
1. X ve´rifie (H2) et p ∈ [0, 2[.
2. X ve´rifie (H2) et est continue.
Remarque 4.1.3 Dans le the´ore`me pre´ce`dent, f est a` croissance au plus polynomiale,
ce qui veut dire que :
|f(ω, s, x)| ≤ Γs(ω)[1 + |x|p].
Le the´ore`me reste vrai si p = ps(ω) est un processus localement borne´ et pour le cas (1)
du the´ore`me avec sups,ω ps(ω) < 2.
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4.2 The´ore`me central limite
4.2.1 Hypothe`ses et Notations
On part toujours d’une base stochastique (Ω,F , (Ft)t≥0,P). On se donne l’hypothe`se
suivante :
Hypothe`se (H3) X peut s’e´crire sous la forme
Xt = X0+
∫ t
0
bs ds+
∫ t
0
σs dWs+
∫
R
∫ t
0
h(δ(s−, x))?(µ−ν)(ds, dx)+
∫
R
∫ t
0
h′(δ(s−, x)?µ(ds, dx),
(4.2.1)
ou`
• b est un processsus ca`dla`g adapte´,
• σ est un processus ca`dla`g, adapte´,
• δ est une foncton de Ω× R+ × R dans R, la`g en s et de plus, il existe une suite de
temps d’arreˆts (Tk) croissant vers l’infini et une suite de fonctions (γk) de´finies sur
R et bore´liennes telles que pour tout k, on ait
sup
s≤Tk(ω)
|δ(ω, s, x)| ≤ γk(x) et
∫ t
0
{γk(x) ∧ 1} F (dx) <∞. (4.2.2)
2
Du fait que b est ca`dla`g, et a` cause de la condition (4.2.2) qui implique notamment
que 1 ∈ I (cf. sous-section 3.1.1), l’hypothe`se (H3) est beaucoup plus forte que l’hypothe`se
(H1) de la sous-section 4.1.
L’hypothe`se suivante ne porte plus directement sur X mais sur le processus σ qui
intervient dans (4.1.2).
Hypothe`se (M1) On a (H3) et de plus, le processus σ s’e´crit
σt = σ0+
∫ t
0
b˜sds+
∫ t
0
σ˜sdWs+
∫ t
0
vs−dVs+
∫
R
∫ t
0
h(δ˜)?(µ−ν)(ds, dx)+
∫
R
∫ t
0
h′(δ˜(s−, x))?µ(ds, dx),
ou`
• b˜ est un processus pre´visible, localement borne´
• σ˜ et v sont des processus ca`dla`g, adapte´s,
• V est un mouvement brownien inde´pendant de W ,
• δ˜ est une fonction de Ω × R+ × R dans R telle que pour s, l’application (ω, x) →
δ˜(ω, s, x) soit Fs⊗R-mesurable. On suppose que δ˜ est ca`dla`g en s, de plus le processus∫
R
{
sups≤t
(
1 ∧ |δ˜(s, x)|2
)}
F (dx) est localement borne´ .
2
Soit (Ω′,F ′,P′) un espace auxiliaire muni d’un mouvement brownien W . On pose
Ω˜ = Ω× Ω′, F˜ = F ⊗ F ′, P˜ = P⊗ P′
Les processus de´finis sur Ω ou` Ω′ peuvent eˆtre conside´re´s comme de´finis sur Ω˜. On de´finit
sur F˜ la filtration (F˜t) qui est la plus petite filtration continue a` droite, contenant (Ft),
telle que W soit adapte´.
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4.2.2 Re´sultats
The´ore`me 4.2.1 A.Supposons l’hypothe`se (M1) ve´rifie´e et X continu. On se donne une
fonction f : Ω× R+ × R→ R, optionnelle et ve´rifiant les proprie´te´s suivantes :
• le processus (f(s, 0)) est localement borne´,
• l’application s→ f(ω, s, x) admet des limites a` gauche,
• L’application x→ f(ω, s, x) est paire et de´rivable,
• ∂f∂x est localement e´quicontinue (voir de´finition 3.1.1) et a` croissance au plus poly-
nomiale (au sens de (4.1.3).
Alors quand n tend vers ∞, la suite de processus
√
∆n
[t/∆n]∑
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− E{f ((i− 1)∆n, βni ) |F(i−1)∆n}]
converge stablement en loi vers le processus
Lt(f) :=
∫ t
0
√
ρσs (f(s−, .)2)− (ρσs (f(s−, .)))2 dW s. (4.2.3)
B. Si de plus, il existe un processus Γ localement borne´, des re´els α > 12 et p ≥ 0 tels que
pour tout T > 0 on ait :
|f (ω, s, x) − f (ω, t, x) | ≤ Γ′T |t− s|α[ 1 + |x|p ], ∀ s, t ≤ T, (4.2.4)
alors
1√
∆n
∆n [t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
−
∫ t
0
ρσs− (f(s−, .)) ds

converge stablement en loi vers Lt(f) quand n tend vers l’infini.
The´ore`me 4.2.2 A. Supposons (M1) ve´rifie´e soit f une fonction f : Ω× R+ × R→ R,
optionnelle et ve´rifiant les proprie´te´s suivantes :
• l’application s→ f(ω, s, x) admet des limites a` gauche en s,
• on suppose que l’application x → f(ω, s, x) est paire et C1, que ∂f∂x est localement
e´quicontinue et qu’il existe un processus Λ localement borne´ tel que
sup
x∈R
{
|f(ω, s, x)| +
∣∣∣∣∂f∂x (ω, s, x)
∣∣∣∣} ≤ Λs(ω).
Alors, quand n tend vers l’infini, la suite de processus
√
∆n
[t/∆n]∑
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− E{f ((i− 1)∆n, βni ) |F(i−1)∆n}]
converge stablement en loi vers Lt(f).
B. Si en plus, il existe un processus Γ localement borne´, des re´els α > 12 et p ≥ 0 tels que
pour tout T > 0 on ait (4.2.4), alors le processus
1√
∆n
∆n [t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
−
∫ t
0
ρσs− (f(s−, .)) ds

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converge stablement en loi vers Lt(f).
4.3 Etude de la convergence d’une fonction auxiliaire
L’hypothe`se 4.2.4 des the´ore`mes 4.2.1 et 4.2.2 e´tant trop restrictive, on se propose,
comme on l’a fait dans le paragraphe 3.3 du chapitre 3 d’e´tudier le cas particulier des
fonctions f : Ω × R+ × R → R qui s’e´crivent sous la forme f(ω, s, x) = g(Z(ω), x) ou` g
est une applicaton de Rd+1 dans R, d est un entier et Z un processus de dimension d.
Par application du The´ore`me 4.1.2, on a
The´ore`me 4.3.1 Soit X une semimartingale re´elle et Z un processus adapte´, admettant
des limites a` gauche et localement borne´ de dimension d. Soit g : Rd+1 → R. On suppose
que g est continue et telle que pour tout compact K de Rd, il existe une constante CK
ve´rifiant
sup
z∈K
|g(z, x)| ≤ CK [1 + |x|p].
On suppose de plus que l’une des conditions suivantes est re´alise´e
• X ve´rifie (H2) et p ∈ [0, 2[,
• X ve´rifie (H2) et X continu.
Alors, quand n→∞ on a :
∆n
[t/∆n]∑
i=1
g
(
Z(i− 1)∆n, ∆
n
i X√
∆n
)
−→u.c.p.
∫ t
0
ρσs(g(Zs−, .)) ds.
Passons maintenant aux the´ore`mes centraux limites. On va ici introduire une hypothe`se
similaire a` l’hypothe`se (N1) introduite a` la section 3.3 du chapitre 3 a` la diffe´rence que
les conditions sur sauts de X sont plus fortes et que l’on va tenir compte de l’hypothe`se
(M1) et de la condition sur les sauts de X.
Rappelons la fonction de troncation h de´finie sur R et la fonction h′ de´finie par h′(x) =
x− h(x). Pour tout entier k ≥ 1, On note h(k) et h′(k) les fonctions de´finies sur Rk par
h(k) =

h
h
.
.
.
h
 , h
′(k) =

h′
h′
.
.
.
h′
 . (4.3.1)
Hypothe`se (N2) : Z est une semimartingale d’Itoˆ et le couple (Z,X) admet une e´criture
sous la forme :(
Xt
Zt
)
=
(
X0
Z0
)
+
∫ t
0 b
′
sds+
∫ t
0 σ
′
sdW
′
s +
∫ t
0
∫
R h
(1+d) (δ′(s, x)) (µ− ν)(ds, dx)
+
∫ t
0
∫
R h
′(d+1) (δ′(s, x))µ(ds, dx)
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et le processus σ′ est un processus progressivement mesurable, localement borne´, prenant
ses valeurs dans l’espace des matrices de dimension (1+d)×m. De plus le premier vecteur
ligne ve´rifie
σ
′1
t = σ
′1
0 +
∫ t
0 b̂sds+
∫ t
0 σ̂sdW
′
s +
∫ t
0 v̂s−dVs +
∫
R
∫ t
0 h
(m)(δ̂) ? (µ− ν)(ds, dx)
+
∫
R
∫ t
0 h
′(m)(δ̂(s−, x)) ? µ(ds, dx),
avec
• b′ est un processus a` valeurs dans R1+d, pre´visible, localement borne´ et b′1+d est
la`dca`g et adapte´ alors que b̂ est un vecteur ligne de dimension m, pre´visible et
localement borne´.
• W ′ est ici un mouvement brownien m-dimensionnel.
• V est un mouvement brownien l-dimensionnel inde´pendant de W ou` l ∈ N.
• σ̂ et v sont des processus ca`dla`g, adapte´s et a` valeurs respectivement dans l’espace
des matrices de dimensions m×m et m× l.
• δ̂ : Ω×R+ ×R→ Rm est une application ca`dla`g en temps et Fs ⊗R mesurable en
(ω, x) pour tout s fixe´ et de plus le processus t→ ∫R {sups≤t (1 ∧ ||δ̂(s, x)||2)} F (dx)
est localement borne´.
• δ′ : Ω×R+×R→ Rd+1 est pre´visible et telle que pour j ∈ {2, · · · , d+1}, le processus∫
R
(
1 ∧ |δj(s, x)|2) F (dx) est localement borne´. On suppose de plus l’existence d’une
suite de temps d’arreˆt (Tk) qui croissent vers l’infini et une suite (γk) de fonctions
bore´liennes telle que
sup
s≤Tk(ω)
∣∣∣δ′1(ω, s, x)∣∣∣ ≤ γk(x) et ∫
R
(1 ∧ γk(x)) F (dx) <∞.
2
Notons que l’hypothe`se (N2) implique l’hypothe`se (M1).
Dans toute la suite, σ
′1 de´signe le premier vecteur ligne de σ′.
Remarque 4.3.2 Si (X,Z) ve´rifie l’hypothe`se (N2) et g les hypothe`ses du the´ore`me 4.3.1,
alors
∆n
[t/∆n]∑
i=1
g
(
Z(i− 1)∆n, ∆
n
i X√
∆n
)
−→u.c.p.
∫ t
0
ρσ′1s
(g(Zs, .)) ds.
The´ore`me 4.3.3 Supposons (N2) ve´rifie´e et que X soit continu. Soit g : Rd × R → R,
une fonction C1 et telle que pour tout z ∈ Rd, l’application x → g(z, x) soit paire. On
suppose que pour tout compact K de Rd, il existe une constante CK et un re´el positif p tels
que
sup
z∈K

∣∣∣∣∂g∂x(z, x)
∣∣∣∣ + d∑
j=1
∣∣∣∣ ∂g∂zj (z, x)
∣∣∣∣
 ≤ CK [ 1 + |x|p ].
Alors le processus
1√
∆n
∆n [t/∆n]∑
i=1
g
(
Z(i−1)∆n ,
∆ni X√
∆n
)
−
∫ t
0
ρσ′1s
(g(Zs, .)) ds

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converge stablement en loi vers le processus
L′t :=
∫ t
0
√
ρσ′1u
(g(Zu, .)2) −
(
ρσ′1u
(g(Zu, .))
)2
dW u. (4.3.2)
The´ore`me 4.3.4 Supposons (N2) ve´rifie´e et soit g une fonction de´finie sur Rd × R a`
valeurs re´elles, de classe C1 et ve´rifiant :
• pour tout z ∈ Rd, l’application x→ g(z, x) est paire,
• pour tout compact K de Rd, il existe une constante CK et un re´el positif p tels que
sup
z∈K
{
|g(z, x)| +
∣∣∣∣∂g∂x(z, x)
∣∣∣∣ } ≤ CK , et sup
z∈K

d∑
j=1
∣∣∣∣ ∂g∂zj (z, x)
∣∣∣∣
 ≤ CK [ 1+|x|p ].
Alors, la suite de processus
1√
∆n
∆n [t/∆n]∑
i=1
g
(
Z(i−1)∆n ,
∆ni X√
∆n
)
−
∫ t
0
ρσ′1s
(g(Zs, .)) ds

converge stablement en loi vers L′t.
4.4 Preuves
4.4.1 Preuve du The´ore`me 4.1.2
Pre´liminaires
Nous prouvons d’abord le the´ore`me sous des hypothe`se sur X et f un peu plus forte
que celles e´nonce´es.
Hypothe`se (LH2) On a (H2) et de plus, les processus (bs), (σs),
(∫
R(1 ∧ |x|2) Ft(dx)
)
et le processus des sauts (∆Xs) sont borne´s par une constante. 2
Rappelons le processus Γ introduit dans la de´finition 4.1.1, on supposera pour l’instant
que celui-ci est uniforme´ment borne´. On note toute les constantes par K et on pose
βni := σ(i−1)∆n
∆niW√
∆n
. (4.4.1)
Avant de commencer dans la preuve du the´ore`me, nous commencerons par une se´rie de
lemmes.
Lemme 4.4.1 Supposons (LH2) ve´rifie´e, que f soit optionnelle, ve´rifie (K(R)) et soit a`
croissance au plus p-polynomiale. Alors,
Un(1)t := ∆n
[t/∆n]∑
i=1
E
{
f ((i− 1)∆n, βni ) |F(i−1)∆n
} −→u.c.p. ∫ t
0
ρσs− (f(s−, .)) ds,
quand n→∞.
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Preuve Il suffit de prouver le the´ore`me pour une fonction f positive. Par le the´ore`me de
Lebesgue, on a pour chaque t :
Un(1)t = ∆n
[t/∆n]∑
i=1
ρσ(i−1)∆n (f((i− 1)∆n, .)) →
∫ t
0
ρσs− (f(s−, .)) ds, (4.4.2)
quand n→∞, car σ est ca`dla`g, donc l’application s→ ρσs− (f(s−, .)) est ca`gla`d. Remar-
quons ensuite que les processus Un(1)t et
∫ t
0 ρ (f(s−, σs−.)) ds sont croissants en temps et
que
∫ t
0 ρ (f(s−, σs−.)) ds est continu. On en de´duit que la convergence dans (4.4.2) a` lieu
localement uniforme´ment en temps. 2
Lemme 4.4.2 Supposons que f soit optionnelle a` croissance au plus p-polynomiale et
localement e´quicontinue sur R (au sens de la de´finition (3.1.1). On suppose de plus que
l’une des conditions suivantes est satisfaite :
• X ve´rifie (LH2) et p < 2.
• X ve´rifie (LH2) et est continu.
Alors quand n→∞, on a :
∆n
[t/∆n]∑
i=1
E
(∣∣∣∣f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣) −→ 0.
Preuve Posons
ζni :=
∣∣∣∣f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣ .
Soit q un re´el qu’on choisit e´gal a` 2 si p < 2 et q > p sinon pour tout A et T positif,
on note :
GT (ω, ε,A) = sup {|f(ω, s, x+ y)− f(ω, s, x)|, s ≤ T ; |x| ≤ A; |y| ≤ ε} (4.4.3)
On a alors
|ζni | ≤ Gt(ε,A) + |ζni |
[
1{|βni |>A} + 1
{∣∣∣∣∆ni X√∆n−βni
∣∣∣∣ > ε}
]
. (4.4.4)
Comme q > p, il existe deux fonctions B → LB et B → HB, avec HB → 0 quand B → +∞
et telles que
|f(ω, s, x)| ≤ HB|x|q + LB.
Il suit d’apre`s (4.4.4) que
|ζni | ≤ Gt(ε,A) +K(1+LB)
(
1{|βni |>A} + 1
{∣∣∣∣∆Xni√∆n−βni
∣∣∣∣>ε}
)
+K
(
|βni |q +
∣∣∣∣∆ni X√∆n − βni
∣∣∣∣q)HB.
Posons KB = K(1 + LB) et soit U une variable normale N (0, 1). Sous (LH2) on a claire-
ment
E
{ ∣∣∣∣∆ni X√∆n − βni
∣∣∣∣q + |βni |q} ≤ K, ∀ q ∈ [0, 2].
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Il suit que :
∆n
[t/∆n]∑
i=1
E {|ζni |} ≤ tE{Gt(ε,A)} +
K(B)t
A
+ KtHB
+ K(B) ε−2∆n
[t/∆n]∑
i=1
E
{
1 ∧ |∆
n
i X√
∆n
− βni |2
}
. (4.4.5)
Notons que d’apre`s le lemme 4-1 de [8]
KB ε
−2∆n
[t/∆n]∑
i=1
E
{
1 ∧
∣∣∣∣∆ni X√∆n − βni
∣∣∣∣2
}
−→ 0 quand n→∞.
Ensuite, revenant a` l’ine´galite´ (4.4.5), on fait tendre successivement n→∞, ε→ 0, A→
∞ et B →∞. 2
Preuve du the´ore`me
Posons
Unt := ∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
−
∫ t
0
ρσs− (f(s−, .)) ds.
On a alors :
Unt = ∆n
[t/∆n]∑
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
]
+ (4.4.6)
+ ∆n
[t/∆n]∑
i=1
[
f ((i− 1)∆n, βni ) − E
{
f ((i− 1)∆n, βni ) |F(i−1)∆n
} ]
(4.4.7)
+∆n
[t/∆n]∑
i=1
E
{
f ((i− 1)∆n, βni ) |F(i−1)∆n
}− ∫ t
0
ρσs− (f (s−, )) ds.
(4.4.8)
Le processus dans (4.4.7) est une martingale par rapport a` la filtration (F[t/∆n]∆n)t≥0 dont
le crochet ve´rifie :
∆2n
[t/∆n]∑
i=1
[
E
{
f2 ((i− 1)∆n, βni ) |F(i−1)∆n
} − (E{f ((i− 1)∆n, βni ) |F(i−1)∆n })2 ]
≤ Kt∆n → 0
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quand n→∞ On en de´duit par l’ine´galite´ de Doob que (4.4.7) converge u.c.p. vers 0.
Le processus dans (4.4.6) converge u.c.p. vers 0 graˆce au Lemme 4.4.2 et le processus
(4.4.8) converge vers 0 graˆce au Lemme 4.4.1.
A ce stade, le the´ore`me 4.1.2 est de´montre´ sous l’hypothe`se (LH2). On passe au cas
ge´ne´ral par une me´thode de ”de´localisation” (voir la fin de la preuve du the´ore`me (3.2.1)).
4.4.2 Preuve des the´ore`mes centraux limites
Pre´liminaires
Rappelons l’hypothe`se (LH2) introduite dans la preuve du the´ore`me 4.1.2. On va de
meˆme renforcer l’ hypothe`se (M1).
Hypothe`se (LM1) On a (M1) et de plus
• les processus bs, σs, b˜s,
∫
R supu≤s
(
1 ∧ δ˜(u, x)2
)
F (dx) et σ˜s sont uniforme´ment
borne´s,
• les fonctions γk = γ ne de´pendent pas de k. La fonction γ est borne´e et ve´rifie
sup
s∈R+, ω∈Ω
|δ(ω, s, x)| ≤ γ(x) et
∫
R
γ(x)F (dx) <∞.
2
Sous l’hypothe`se (LM1), le processus X s’e´crit sous la forme :
Xt = X0 +
∫ t
0
b′′sds+
∫ t
0
σs− dWs +
∫
R
∫ t
0
δ(s−, x)µ(ds, dx), (4.4.9)
ou` b′′t = bt −
∫
R h(δ(t−, x))F (dx), rappelons que h′(x) = h(x)− x.
Le processus σ s’e´crit quant a` lui sous la forme :
σt = σ0 +
∫ t
0
b˜′sds+
∫ t
0
σ˜s dWs +
∫ t
0
vs− dVs +
∫ t
0
∫
R
δ˜(s−, x) ? (µ− ν)(ds, dx) (4.4.10)
ou` b˜′s = b˜s +
∫
R h
′
(
δ˜(s−, x)
)
F (dx).
On suppose de plus que le processus Γ qui intervient dans la de´finition 4.1.1 est uni-
forme´ment borne´. Rappelons la variable βni de´finie dans (4.4.1). Toutes les constantes
seront appele´es K.
Lemme 4.4.3 Supposons (LH2) ve´rifie´e et soit f : Ω × R+ × R → R, une application
a` croissance p−polynomiale et localement e´quicontinue sur R ( au sens de la de´finition
3.1.1). On suppose de plus que l’une des conditions suivantes est re´alise´e :
• p ∈ [0, 1[,
• X continu.
Alors,
∆n
[t/∆n]∑
i=1
E
{ ∣∣∣∣f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣2
}
→ 0
quand n→∞.
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La preuve du lemme 4.4.3 est identique a` la preuve du lemme 4.4.2, la restriction p < 1 est
due au fait que si X est une semimartingale discontinue comme c’est le cas ici, E
{∣∣∣∆ni X√
∆n
∣∣∣q}
explose si q > 2.
Nous allons a` pre´sent e´tudier les conditions de convergence vers 0 des sommes
√
∆n
[t/∆n]∑
i=1
E
{ (
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
| F(i−1)∆n
}
. (4.4.11)
Nous e´tudierons se´pare´ment le cas continu et le cas discontinu. On trouve des versions
de ce lemme dans le cas d’une fonction f deterministe dans la section 8 de [3] si X est
continu et dans le lemme 5.5 de [8] si X est discontinu, les de´monstrations propose´es ici
sont largement inspire´es de celles qui existent dans ces deux articles et l’e´tape 1 de la
de´monstration du lemme 4.4.5 est une reprise de ce qui a e´te´ fait dans [8].
Lemme 4.4.4 Supposons (LM1) ve´rifie´e et que X soit continu et soit f : Ω×R+×R→
R une application optionnelle. On suppose que la fonction x → f(ω, s, x) est paire et
de´rivable. On suppose de plus que ∂f∂x est localement e´quicontinue sur R et qu’elle est a`
croissance au plus p-polynomiale. Alors
√
∆n
[t/∆n]∑
i=1
E
{ (
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
| F(i−1)∆n
}
converge u.c.p. vers 0 quand n→∞.
Preuve Posons
Lni := f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni ) . (4.4.12)
On a pour une certaine variable ale´atoire γ¯ni entre
∆ni X√
∆n
et βni :
Lni = L
′n
i +
(
∆ni X√
∆n
− βni
)
∂f
∂x
((i− 1)∆n, βni ) , (4.4.13)
ou`
L
′n
i =
(
∂f
∂x
((i− 1)∆n, γ¯ni ) −
∂f
∂x
((i− 1)∆n, βni )
)(
∆ni X√
∆n
− βni
)
. (4.4.14)
Soit ε, A > 0, et
GAt (ω, ε) = sup
{s≤t; |y|≤ε; |x|≤A}
∣∣∣∣∂f∂x (ω, s, x+ y) − ∂f∂x (ω, s, x)
∣∣∣∣ . (4.4.15)
On a :
|L′ni | ≤ K
GAt (ε) + (1 + |βni |p + ∣∣∣∣∆ni X√∆n − βni
∣∣∣∣p)
 |βni |
A
+
∣∣∣∆ni X√
∆n
− βni
∣∣∣
ε
 ∣∣∣∣∆ni X√∆n − βni
∣∣∣∣ .
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Il n’est pas difficile de voir sous nos hypothe`ses sur X que
E(|βni |q) ≤ Kq, E
{∣∣∣∣∆ni X√∆n − βni
∣∣∣∣q} ≤ Kq∆n, ∀ q ≥ 2, (4.4.16)
on peut e´galement retrouver ce re´sultat dans (7.37) de [3]. Il en suit par une utilisation
re´pe´te´e de l’ine´galite´ de Ho¨lder que :
√
∆n
[t/∆n]∑
i=1
E{|L′ni |} ≤ Kt
[(
E
{(
GAt (ε)
)2})1/2
+
∆1/4n
ε
+
1
A
]
. (4.4.17)
Faisant tendre successivement n vers l’infini, ε vers 0 et A vers l’infini, on voit que
√
∆n
[t/∆n]∑
i=1
E{|L′ni |} −→u.c.p 0 quand n→∞. (4.4.18)
Vu (4.4.14) et (4.4.13), il nous reste a` e´valuer la quantite´(
∆ni X√
∆n
− βni
)
∂f
∂x
((i− 1)∆n, βni ) .
Rappelons que sous (LM1), σ s’e´crit comme dans (4.4.10). On a
∆ni X√
∆n
− βni = ξ˜ni + ξ̂ni , (4.4.19)
ou`
ξ̂ni =
1√
∆n
[∫ i∆n
(i−1)∆n
(bs − b(i−1)∆n) ds+
∫ i∆n
(i−1)∆n
(∫ s
(i−1)∆n
b˜′u du+
∫ s
(i−1)∆n
(σ˜u − σ˜(i−1)∆n) dWu
+
∫ s
(i−1)∆n
(vu − v(i−1)∆n) dVu +
∫ s
(i−1)∆n
∫
R
(δ˜(u−, x)− δ˜((i− 1)∆n, x)) (µ− ν)(du, dx)
)
dWs
]
,
ξ˜ni =
√
∆nb(i−1)∆n +
1√
∆n
∫ i∆n
(i−1)∆n
[
σ˜(i−1)∆n(Ws −W(i−1)∆n) + v(i−1)∆n(Vs − V(i−1)∆n)
+
∫ s
(i−1)∆n
∫
R
δ˜((i− 1)∆n, x)(µ− ν)(du, dx)
]
dWs.
Dans ce qui suit, on va montrer que
E
{
ξ˜ni
∂f
∂x
((i− 1)∆n, βni ) |F(i−1)∆n
}
= 0. (4.4.20)
Comme l’application x→ ∂f∂x (ω, s, x) est impaire, on a clairement que
E
{
b(i−1)∆n
∂f
∂x
((i− 1)∆n, βni ) |F(i−1)∆n
}
= 0.
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Toujours a` cause de l’imparite´ de ∂f∂x , on a :
E
{
σ˜(i−1)∆n
(∫ i∆n
(i−1)∆n
(Ws −W(i−1)∆n) dWs
)
∂f
∂x
((i− 1)∆n, βni ) |F(i−1)∆n
}
= 0.
Conside´rons la tribu
F ′i∆n = σ
{F(i−1)∆n ; (Ws −W(i−1)∆n)(i−1)∆n≤s≤i∆n} .
Vu que W est inde´pendant de V et de µ, on a :
E
{(∫ i∆n
(i−1)∆n
(
v(i−1)∆n(Vs − V(i−1)∆n) +
∫ s
(i−1)∆n
∫
R
δ˜((i− 1)∆n, x)(µ− ν)(du, dx)
)
ds
)
×∂f
∂x
((i− 1)∆n, βni ) |F(i−1)∆n
}
= 0,
d’ou` (4.4.20).
D’apre`s ce qui pre´ce`de, pour finir la preuve du lemme, il nous reste a` montrer que
√
∆n
[t/∆n]∑
i=1
E
{∣∣∣∣ξ̂ni ∂f∂x ((i− 1)∆n, βni )
∣∣∣∣ |F(i−1)∆n} −→u.c.p. 0, (4.4.21)
Par les ine´galite´s de Ho¨lder et de Burkholder-Davis-Gundy, on voit que
E{( ξ̂ni )2} ≤ K
[
∆3n +
∫ i∆n
(i−1)∆n
(|bs − b(i−1)∆n |2 + |σ˜s − σ˜(i−1)∆n |2 + |vs − v(i−1)∆n |2
+
∫
R
∣∣∣δ˜(s−, x)− δ˜((i− 1)∆n, x)∣∣∣2 F (dx)) ds] .
Vu que E
{∣∣∣∂f∂x ((i− 1)∆n, βni )∣∣∣2} ≤ K, et par un usage re´pe´te´ de l’ine´galite´ de Ho¨lder,
on a √
∆n
[t/∆n]∑
i=1
E
{∣∣∣∣ξ̂ni ∂f∂x ((i− 1)∆n, βni )
∣∣∣∣ |F(i−1)∆n} ≤ Kt∆n
+ Kt1/2
[
E
{∫ [t/∆n]∆n
0
(|bs − b[s/∆n]∆n |2 + |σ˜s − σ˜[s/∆n]∆n |2 + |vs − v[s/∆n]∆n |2
+
∫
R
∣∣∣δ˜(s−, x)− δ˜([s/∆n]∆n, x)∣∣∣2 F (dx)) ds}]1/2 ,
Par le the´ore`me de Lebesgue et les proprie´te´s de continuite´ de b, σ˜, v et de δ˜ en s, cette
dernie`re quantite´ tend vers 0 quand n→∞, d’ou` (4.4.21). 2
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Lemme 4.4.5 Supposons (LM1) ve´rifie´e. Soit f , une fonction de Ω × R+ × R dans R,
optionnelle et telle que l’application x→ f(ω, s, x) soit paire et de´rivable. On suppose que
f et ∂f∂x sont borne´es et que
∂f
∂x est e´quicontinue en x. Alors
√
∆n
[t/∆n]∑
i=1
E
{(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
|F(i−1)∆n
}
−→u.c.p. 0
quand n→∞.
Preuve : Rappelons (4.4.9) et posons
Yt := Y0 +
∫ t
0
b′′s ds +
∫ t
0
σs dWs.
Soit maintenant (εn) une suite qu’on choisira dans la suite et qui ve´rifie :
∀ n, εn ∈ ]0, 1], et εn → 0 quand n→∞.
On pose En = {x ∈ R, γ(x) > εn}. Il suit que
∆ni X√
∆n
− βni =
∆ni Y√
∆n
− βni +
1√
∆n
∫ i∆n
(i−1)∆n
∫
Ecn
δ(s−, x)µ(ds, dx).
+
1√
∆n
∫ i∆n
(i−1)∆n
∫
En
δ(s−, x)µ(ds, dx).
On notera pour la suite :
ζni (1) =
1√
∆n
∫ i∆n
(i−1)∆n
∫
En
δ(s−, x)µ(ds, dx).
ζni (2) =
1√
∆n
∫ i∆n
(i−1)∆n
∫
Ecn
δ(s−, x)µ(ds, dx).
Il suit (en utilisant (4.4.12)) que
Lni :=
3∑
j=1
Lni (j) (4.4.22)
ou`
Lni (1) = f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f
(
(i− 1)∆n, ∆
n
i X√
∆n
− ζni (1)
)
,
Lni (2) = f
(
(i− 1)∆n, ∆
n
i X√
∆n
− ζni (1)
)
− f
(
(i− 1)∆n, ∆
n
i Y√
∆n
)
,
Lni (3) = f
(
(i− 1)∆n, ∆
n
i Y√
∆n
)
− f ((i− 1)∆n, βni ) .
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Etape 1 : Dans cette e´tape nous voulons estimer
√
∆n
[t/∆n]∑
i=1
E
{
Lni (1) |F(i−1)∆n
}
.
Vu que f est C1 en x et que f et ∂f∂x sont borne´es, on a
|f(ω, s, x)− f(ω, s, x+ y)| ≤ K(1 ∧ |y|).
Il suit que
√
∆n
[t/∆n]∑
i=1
E
{|Lni (1)| |F(i−1)∆n} ≤ K√∆n [t/∆n]∑
i=1
E
{
(1 ∧ |ζni (1)|) |F(i−1)∆n
}
Posons
ζ ′ni (1) =
1√
∆n
∫ i∆n
(i−1)∆n
∫
En
γ(x)µ(ds, dx).
Pour chaque n fixe´, ζ ′ni (1) est une variable ale´atoire qui s’e´crit : ζ ′
n
i (1) =
∑N
j=1 Zj ou`
les Zj sont des variables inde´pendantes et identiquement distribue´es et ve´rifient E{Z1} =
1
F (En)
∫
En
γ(x)√
∆n
F (dx) et ou` N est une variable de Poisson de parame`tre ∆nF (En). Il suit
que
E{(1 ∧ |ζni |)} ≤ P {N ≥ 1} = 1− e∆nF (En) ≤ ∆nF (En) ≤ K∆nε−1n .
On en de´duit que √
∆n
[t/∆n]∑
i=1
E {|Lni (1)|} ≤ Kt∆1/2n ε−1n . (4.4.23)
Etape 2 : Dans cette e´tape, nous estimons
√
∆n
[t/∆n]∑
i=1
E
{
Lni (2)|F(i−1)∆n
}
.
Posons :
θ(y) =
∫
{|γ(x)|≤y}
|γ(x)|F (dx), il suit que θ(y)→ 0 quand y → 0,
et √
∆n
[t/∆n]∑
i=1
E {|Lni (2)|} ≤ K
√
∆n
[t/∆n]∑
i=1
E {|ζni (2)|} ≤ Ktθ(εn). (4.4.24)
Etape 3 : D’apre`s (4.4.22) ainsi que les deux e´tapes pre´ce´dentes, en particulier (4.4.23)
et (4.4.24), on a
√
∆n
[t/∆n]∑
i=1
∣∣E{Lni |F(i−1)∆n}∣∣ ≤ Kt [∆1/2n ε−1n + θ(εn)]+√∆n [t/∆n]∑
i=1
∣∣E{Lni (3) |F(i−1)∆n}∣∣ .
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D’apre`s le lemme 4.4.4, on a
√
∆n
[t/∆n]∑
i=1
∣∣E{Lni (3) |F(i−1)∆n}∣∣ −→u.c.p. 0, quand n→∞.
Ensuite on choisit εn = (1 ∧∆1/4n ) et on voit que
√
∆n
[t/∆n]∑
i=1
∣∣E{Lni |F(i−1)∆n}∣∣ −→u.c.p. 0, quand n→∞,
ce qui termine la preuve. 2
Rappelons le mouvement brownien auxiliaire W introduit dans la sous-section 4.2.1.
Lemme 4.4.6 Supposons (LM1) ve´rife´e et soit f : Ω × R+ × R → R, une fonction
optionnelle, ve´rifiant l’hypothe`se (K(R)) et telle que x→ f(ω, s, x) soit paire. Alors
√
∆n
[t/∆n]∑
i=1
[
f ((i− 1)∆n, βni ) − E
{
(f ((i− 1)∆n, βni )) |F(i−1)∆n
} ]
converge stablement en loi vers le processus∫ t
0
{√
ρσs− (f2 (s−, .)) −
(
ρσs− (f (s−, .))
)2}
dW s.
Preuve Posons
ξni =
√
∆n
[
f ((i− 1)∆n, βni ) − E
{
(f ((i− 1)∆n, βni )) |F(i−1)∆n
} ]
.
On a clairement
E{ξni |F(i−1)∆n} = 0. (4.4.25)
Ensuite,
E
{
(ξni )
2 |F(i−1)∆n
}
= ∆n
(
ρσ(i−1)∆n
(
f((i− 1)∆n, .)2
)− ρσ(i−1)∆n (f((i− 1)∆n, .))2) .
Il suit comme pour le lemme 4.4.1 que
[t/∆n]∑
i=1
E
{
(ξni )
2 |F(i−1)∆n
}
→u.c.p.
∫ t
0
(
ρσs−
(
f(s−, .)2)− ρσs− (f(s−, .))2) ds. (4.4.26)
Vu que f est a` croissance au plus polynomiale, on a, pour tout ε > 0 :
[t/∆n]∑
i=1
E{(ξni )2 1{|ξni |>ε}|F(i−1)∆n} ≤ Ktε−1/2∆1/4n . (4.4.27)
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Remarquons que, comme f est paire en x, on a :
E
{
ξni ∆
n
iW |F(i−1)∆n
}
= 0. (4.4.28)
Soit N une martingale orthogonale a` W . On veut montrer que
E{ξni ∆ni N |F(i−1)∆n} = 0
et pour cela on s’inspire de ce qui a e´te´ fait dans la preuve de la proposition 4.1 de [3].
Soit
Mt := E{ξni |Ft} de´finie pour t ≥ (i− 1)∆n.
M est une martingale par rapport a` la filtration engendre´e par F(i−1)∆n et par le processus
(Wt −W(i−1)∆n)t≥(i−1)∆n . Par le the´ore`me de repre´sentation des martingales, il existe un
processus pre´visible (ηn) telle que
Mt =M(i−1)∆n +
∫ t
(i−1)∆n
ηns dWs.
On a alors que (Mt −M(i−1)∆n)(Nt − N(i−1)∆n) est une martingale ( car W et N sont
orthogonales ), donc
E{ξni ∆ni N |F(i−1)∆n} = E{Mi∆n∆ni N |F(i−1)∆n} = E{∆niM∆ni N |F(i−1)∆n} = 0. (4.4.29)
Graˆce a` (4.4.25), (4.4.26), (4.4.28), (4.4.27) et (4.4.29) les hypothe`ses du the´ore`me IX-7-28
de [8] sont ve´rifie´es d’ou` le lemme 4.4.6.
Enonc¸ons un dernier lemme pour terminer cette partie.
Lemme 4.4.7 Supposons (LM1) ve´rifie´e et soit f une fonction de Ω × R+ × R dans R,
optionnelle et telle que :
• la fonction x→ f(ω, s, x) est de´rivable,
• ∂f∂x est localement e´quicontinue sur R (au sens de la de´finition (3.1.1)) et est a`
croissance p-polynomiale
• On suppose e´galement que pour tout T > 0, il existe une constante K, des re´els
α > 12 et p ≥ 0 tels que :
|f (ω, s, x) − f (ω, t, x) | ≤ K|t− s|α[ 1 + |x|p ].
Alors
1√
∆n
∆n [t/∆n]∑
i=1
E
{
(f ((i− 1)∆n, βni )) |F(i−1)∆n
} − ∫ t
0
ρσs− (f(s−, .)) ds
 →u.c.p. 0
(4.4.30)
quand n→∞.
Preuve Le coˆte´ gauche de (4.4.30) vaut
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ(i−1)∆n (f((i− 1)∆n, .))− ρσs−(f(s−, .))
]
ds+
1√
∆n
∫ t
[t/∆n]∆n
ρσs−(f(s−, .)) ds.
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Vu que f est a` croissance au plus polynomiale et que σ est borne´, il est e´vident que
1√
∆n
∫ t
[t/∆n]∆n
|ρσs−(f(s−, .))| ds ≤ K
√
∆n.
Par ailleurs,
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ(i−1)∆n (f((i− 1)∆n, .))− ρσs−(f(s−, .))
]
ds =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ(i−1)∆n (f((i− 1)∆n, .))− ρσs−(f((i− 1)∆n, .))
]
ds +
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσs−(f((i− 1)∆n, .))− ρσs−(f(s−, .))
]
ds.
D’apre`s nos hypothe`ses sur f , on a clairement que :
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
|ρσs−(f((i− 1)∆n, .))− ρσs−(f(s−, .))| ds ≤ Kt∆α−1/2n .
Il reste donc a` montrer que
Unt :=
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ(i−1)∆n (f((i− 1)∆n, .))− ρσs−(f((i− 1)∆n, .))
]
ds →u.c.p. 0.
Comme f est C1, il en est de meˆme de l’application y → ρy(f(s, .)). En posant
Fn,i(ω, y) := ρy(f(ω, (i− 1)∆n, .)) et F ′n,i(y) =
∂ρy(f(ω, (i− 1)∆n, .))
∂y
,
on a Unt = −
∑3
j=1 U
n
t (j), ou`
Unt (1) =
1√
∆n
[t/∆n]∑
i=1
[∫ i∆n
(i−1)∆n
(∫ s
(i−1)∆n
b˜′u du
)
ds
]
F ′n,i(σ(i−1)∆n),
Unt (2) =
1√
∆n
[t/∆n]∑
i=1
[∫ i∆n
(i−1)∆n
(∫ s
(i−1)∆n
σ˜u− dWu +
∫ s−
(i−1)∆n
vu− dVu
+
∫ s−
(i−1)∆n
∫
R
δ˜(u−, x) (µ− ν)(du, dx)
)
ds
]
F ′n,i(σ(i−1)∆n),
Unt (3) =
1√
∆n
[t/∆n]∑
i=1
[∫ i∆n
(i−1)∆n
(
Fn,i(σs−)− Fn,i(σ(i−1)∆n)
−(σ(i−1)∆n − σs−)F ′n,i(σ(i−1)∆n)
)
ds
]
.
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Vu que b˜s et F ′n,i(σs) sont borne´s, il n’est pas difficile de voir que |Unt (1)| ≤ Kt∆1/2n d’ou`
Unt (1) →u.c.p 0.
Le processus Unt (2) est une martingale par rapport a` la filtration (F[t/∆n]∆n) dont
l’espe´rance du crochet en t est plus petit que Kt∆n pour une certaine constante K. On
en de´duit par l’ine´galite´ de Doob que Unt (2) →u.c.p 0.
Par ailleurs, par la formule de Taylor,on a
Unt (3) =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ζni (s) ds,
ou`
ζni (s) := (σs− − σ(i−1)∆n)(F ′n,i(σni (s))− F ′n,i(σ(i−1)∆n)) (4.4.31)
et ou` σni (s) est entre σ(i−1)∆n et σs−.
Soit U une variable gaussienne standard. On note par K une borne supe´rieure pour
|σ| et par K ′ une constante assez grande. Soit A et ε, deux re´els positifs et arbitraires. On
a d’apre`s (4.4.31),
|ζni (s)| ≤ K ′
[(
P
{
U >
A
K
})1/2
+
|σs− − σ(i−1)∆n |
ε
+
AGt(Aε,KA)
K
]
|σs− − σ(i−1)∆n |.
ou` on a pose´,
Gt(ε,A) = sup
{
|∂f
∂x
(ω, s, x)− ∂f
∂x
(ω, s, y)|, s ≤ t; |x|, |y| ≤ A; |x− y| ≤ ε
}
.
Sous nos hypothe`ses sur f , on a que Gt(ε,A)→ 0 quand ε→ 0 alors que sous (LM1) on
montre que :
E{|σt − σs|2} ≤ K ′|t− s|.
On en de´duit que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
E{|ζni (s)|} ds ≤ K ′t
[(
P
{
U >
A
K
})1/2
+
√
∆n
ε
+
AGt(Aε,KA)
K
]
,
Faisant tendre n vers l’infini, ε vers 0 et A vers l’infini, on a
Unt (3) −→u.c.p. 0
quand n→∞.
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Preuve des The´ore`mes 4.2.1 et 4.2.2
Nous prouverons simultane´ment les deux the´ore`mes.
√
∆n
∑[t/∆n]
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− E{f((i− 1)∆n, βni )|F(i−1)∆n} ] =
√
∆n
∑[t/∆n]
i=1
(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
− E
{(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
|F(i−1)∆n
} )
+
√
∆n
∑[t/∆n]
i=1
{
f ((i− 1)∆n, βni ) − E
(
f ((i− 1)∆n, βni ) |F(i−1)∆n
) }
+
√
∆n
∑[t/∆n]
i=1 E
{ (
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
|F(i−1)∆n
}
.

(4.4.32)
Notons en premier lieu que
√
∆n
[t/∆n]∑
i=1
(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni ) −
E
{(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
|F(i−1)∆n
})
est une martingale par rapport a` la filtration (F[t/∆n]∆n)t≥0 dont le crochet pre´visible est
infe´rieure a`
∆n
[t/∆n]∑
i=1
E
{ [
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
]2
|F(i−1)∆n
}
et cette dernie`re quantite´ converge u.c.p. vers 0 par le Lemme 4.4.3.
D’apre`s le lemme 4.4.6, la suite de processus
√
∆n
[t/∆n]∑
i=1
{
f ((i− 1)∆n, βni ) − E
(
f ((i− 1)∆n, βni ) |F(i−1)∆n
) }
converge stablement en loi vers le processus∫ t
0
{√
ρσs−
(
f (s−, .)2
)
− (ρσs− (f (s−, .)))2
}
dW s.
D’apre`s les lemmes 4.4.4 et 4.4.5 quand X est continue, respectivement discontinue (et
sous les hypothe`ses du the´ore`me 4.2.1, resp. 4.2.2), on a
√
∆n
[t/∆n]∑
i=1
E
{ (
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
|F(i−1)∆n
}
→u.c.p. 0.
Ce qui montre la partie A des deux the´ore`mes. La partie B en de´coule en appliquant le
lemme 4.4.7.
On a ainsi de´montre´ les the´ore`mes sous les hypothe`ses renforce´es. Le passage au cas
ge´ne´ral se fait par une ”de´localisation”, comme on l’a fait a` la fin de la preuve du the´ore`me
3.2.1.
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4.4.3 Preuve des The´ore`mes 4.3.3 et 4.3.4
Pre´liminaires
Comme on l’a fait avec les hypothe`ses (H2) ou (LM1) au de´but de la section 4.4.2, on
renforce l’hypothe`se (N2) de la fac¸on suivante
Hypothe`se (LN2) : On suppose (N2) ve´rifie´e. De plus, les processus b′, σ′, b̂, σ̂, v̂, Z,
sont uniforme´ment borne´s de meˆme que les processus
(ω, t)→
∫
R
(
sup
s≤t
(1 ∧ ||δ̂(ω, s, x)||2)
)
F (dx) et (ω, t)→
1+d∑
j=2
∫
R
(
1 ∧ |δ′j(ω, t, x)|2
)
F (dx).
Les fonctions (γk) ne de´pendent pas de k : γk = γ et ve´rifient
|γ(x)| ≤ K, et
∫
R
γ(x)F (dx) <∞.
2
Rappelons que σ
′1 est le premier vecteur ligne du processus σ′. Commenc¸ons par un
premier lemme qui nous permettra d’estimer la quantite´
1√
∆n
∆n [t/∆n]∑
i=1
E
{
f
(
Z(i−1)∆n , β
n
i
) |F(i−1)∆n} − ∫ t
0
ρ
σ
′1
s−
(g (Zs, .)) ds
 ,
ou`
βni =
m∑
j=1
σ
′1,j
(i−1)∆n
∆niW
j
√
∆n
.
Lemme 4.4.8 Supposons (LN2) ve´rifie´e et soit g : Rd+1 → R, C1 et telle que pour tout
compact K de Rd, il existe une constante K = K(K) et un re´el positif p ve´rifiant
sup
z∈K

∣∣∣∣∂g∂x(z, x)
∣∣∣∣ + d∑
j=1
∣∣∣∣ ∂g∂zj (z, x)
∣∣∣∣
 ≤ K [1 + |x|p]
alors
1√
∆n
∆n [t/∆n]∑
i=1
E
{
g
(
Z(i−1)∆n , β
n
i
) |F(i−1)∆n} − ∫ t
0
ρ
σ
′1
s−
(g (Zs, .)) ds
 −→u.c.p. 0.
Preuve : On a
1√
∆n
∆n [t/∆n]∑
i=1
E
{
g
(
Z(i−1)∆n , β
n
i
) |F(i−1)∆n} − ∫ t
0
ρ
σ
′1
s−
(g (Zs, .)) ds
 =
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1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρ
σ
′1
(i−1)∆n
(g(Z(i−1)∆n , .))− ρσ′1s (g(Z(i−1)∆n , .))
]
ds +
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ′1s
(g(Z(i−1)∆n , .))− ρσ′1s (g(Zs, .))
]
ds.
Dans la preuve du lemme 4.4.7, nous avons montre´ que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρ
σ
′1
(i−1)∆n
(g(Z(i−1)∆n , .))− ρσ′1s (g(Z(i−1)∆n , .))
]
ds →u.c.p. 0
quand n→∞. Il suffit donc de prouver que ici que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ′1s
(g(Z(i−1)∆n , .))− ρσ′1s (g(Zs, .))
]
ds −→u.c.p. 0
et cela se fait comme on l’a fait pour le terme
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρσ′1s
(g(Z(i−1)∆n , .))− ρσ′1s (g(Zs, .))
]
ds
dans la preuve du lemme 4.4.7 avec Z jouant le roˆle de σ. 2
Preuve des the´ore`mes 4.3.3 et 4.3.4
La preuve de ces the´ore`mes est juste une conse´quence de la partie A des the´ore`mes
4.2.1 et 4.2.2 et du Lemme 4.4.8, etd’une proce´dure de ”de´localisation”.
4.5 Ge´ne´ralisation aux subdivisions non re´gulie`res
Comme on l’a fait pour la section 3.5 du chapitre 3, dans cette section, on va e´tendre les
re´sultats obtenus aux subdivisions non re´gulie`res. Les notations et hypothe`ses concernant
les subdivisions sont les meˆmes que celles utilise´es dans la section 3.2. On rappelle a` ce
propos que
(
pin = {0 = tn0 , tn1 , · · · , tni−1, tni , · · ·}
)
est une suite de subdivisions fixe´e de R+
dont le pas tend vers 0. Dans toute la section, f de´signe une fonction de Ω × R+ × R
dans R, X une semimartingale re´elle, Z un processus d-dimensionnel enfin g de´signe une
fonction de Rd+1 dans R.
The´ore`me 4.5.1 A. Supposons que f et X ve´rifient les hypothe`ses du the´ore`me 4.1.2
alors on a
∑
{i: i≥1; tni ≤t}
(tni − tni−1)f
(
tni−1,
Xtni −Xtni−1√
tni − tni−1
)
→u.c.p
∫ t
0
ρσs (f(s−, .)) ds. (4.5.1)
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B. Si f, X et Z ve´rifient les hypothe`ses du the´ore`me 4.3.1, alors,
∑
{i: i≥1; tni ≤t}
(tni − tni−1)g
(
Ztni−1 ,
Xtni −Xtni−1√
tni − tni−1
)
→u.c.p
∫ t
0
ρσs (g(Zs−, .)) ds. (4.5.2)
On peut a` pre´sent passer aux the´ore`mes centraux limites. On rappelle que W est un
mouvement brownien de´fini sur une extension de l’espace de de´part (voir le de´but de la
section 4.2).
The´ore`me 4.5.2 Si f et X ve´rifient les hypothe`ses de la partie A du the´ore`me 4.2.1 ou
si f et X ve´rifient les hypothe`ses de la partie A du the´ore`me 4.2.2, alors, on a :
∑
{i: i≥1; tni ≤t}
√
tni − tni−1
[
f
(
tni−1,
Xtni −Xtni−1√
tni − tni−1
)
− E
{
f
(
tni−1, σtni−1
Wtni −Wtni√
tni − tni−1
) ∣∣∣∣∣Ftni−1
}]
converge stablement en loi vers le processus
Lt =
∫ t
0
√
ρσs−(f2(s−, .))− [ρσs−(f(s−, .))]2 dW s.
Si de plus, il existe un processus Γ localement borne´, des re´els α > 12 et p ≥ 0 tels que
pour tout T > 0 on ait :
|f (ω, s, x) − f (ω, t, x) | ≤ ΓT |t− s|α[ 1 + |x|p ], ∀ s, t ≤ T,
alors :
∑
{i: i≥1; tni ≤t}
(t
n
i − tni−1)f
(
tni−1,
Xtn
i
−Xtn
i−1√
tni −tni−1
)
− ∫ tnitni−1 ρσs− (f(s−, .)) ds√
tni−1 − tni

converge stablement en loi vers L.
The´ore`me 4.5.3 Supposons que f, X et Z ve´rifient les hypothe`ses du the´ore`me 4.3.3 ou
les hypothe`ses du the´ore`me 4.3.4, alors, la suite de processus
∑
{i: i≥1; tni ≤t}
(t
n
i − tni−1)g
(
Ztni−1 ,
Xtn
i
−Xtn
i−1√
tni −tni−1
)
− ∫ tnitni−1 ρσ′1s− (g(Zs−, .)) ds√
tni−1 − tni

converge stablement en loi vers le processus
L′t :=
∫ t
0
√
ρ
σ
′1
s−
(g(Zs, .)2)− ρσ′1s− (g(Zs, .))
2 dW s.
Les the´ore`mes e´nonce´s dans cette section se prouvent de fac¸on la meˆme manie`re que
les the´ore`mes des sections pre´ce´dentes.
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Chapitre 5
Etude de la convergence du
produit de deux fonctionnelles de
semimartingales
Dans ce chapitre, nous e´tudions la convergence des processus
Unt = ∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
i∆n,
∆ni+1Y√
∆n
)
(5.0.1)
ou` X et Y sont des semimartingales, f et g des fonctions de Ω×R+ ×R dans R, et (∆n)
est une suite qui tend vers 0 quand n→∞.
5.1 Loi des grands nombres
5.1.1 Hypothe`ses et Notations
On conside`re une base stochastique (Ω,F ,Ft,P). Soit X et Y deux semimartingales
re´elles et h, une fonction de troncation sur R. On pose h′(x) = x− h(x).
Rappelons les notations utilise´es dans (4.3.1) : pour tout entier m ≥ 1, on note h(m)
et h
′(m) les fonctions de´finies sur Rm par
h(m) =

h
h
.
.
.
h
 , h
′(m) =

h′
h′
.
.
.
h′
 .
On fixe de´sormais h et sauf mention contraire, on notera ainsi les fonctions de troncation
sur Rm dans tout le chapitre.
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Notre premie`re hypothe`se n’est rien d’autre qu’une version 2-dimensionnelle de l’hy-
pothe`se (H2) introduite a` la section 4.1 du chapitre 4. Pour eˆtre plus pre´cis, on a :
Hypothe`se (H4) Le couple (X,Y ) peut s’e´crire sous la forme :(
Xt
Yt
)
=
(
X0
Y0
)
+
∫ t
0 bsds+
∫ t
0 σs−dWs +
∫ t
0
∫
R2 h
(2)(δ(s, x)) (µ− ν)(ds, dx)
+
∫ t
0
∫
R h
′(2)(δ(s, x))µ(ds, dx)
ou`
• b est un processus a` valeurs dans R2, pre´visible, localement borne´. σ est un processus
ca`dla`g, adapte´, prenant ses valeurs dans l’espace des matrices de dimension 2×m.
• W est un mouvement brownien de dimension m. µ est une mesure ale´atoire de
Poisson sur R+ × R.
• ν est la mesure compensatrice µ, elle s’e´crit : ν(ds, dx) = F (dx)ds ou` F est une
mesure σ-finie sur R.
• δ : Ω× R+ × R→ R2 est une application pre´visible telle que le processus∫
R
(
1 ∧ ||δ(s, x)||2) F (dx) soit localement borne´.
2
Si (H4) est ve´rifie´, on de´signe par σi, i = 1, 2 la i ie`me ligne de la matrice σ.
De´finition 5.1.1 Soit m un entier non nul. Soit m vecteur ale´atoire V de dimension m,
suivant la loi normale N (0, Id(m)) ou` Id(m) est la matrice identite´ d’ordre m, on notera
ρ sa distribution sur Rm. Pour tout vecteur ligne y de dimension m et toute application
bore´lienne φ : R→ R, on notera :
ρ(φ(y.)) := E(φ(yV )) =
∫
Rm
φ(yx) ρ(dx), (5.1.1)
ou` yx est le produit de la matrice y avec la matrice x. Notons que ρ de´pend de m.
Soit g une fonction de Ω× R+ × R dans R, pour A , t ≥ 0 et ε > 0, on de´finit :
Ggt (ε,A) = sup { |g(s, x+ y)− g(s, x)|, |x| ≤ A; |y| ≤ ε; s ≤ t } (5.1.2)
et
Kht (ε,A) = sup { |g(s+ ε, x)− g(s, x)|, |x| ≤ A; 0 ≤ s < t }. (5.1.3)
Sous (H4), on pose :
βni :=
m∑
j=1
σ1,j(i−1)∆n
∆niW
j
√
∆n
, et β′ni :=
m∑
j=1
σ2,j(i−1)∆n
∆ni+1W
j
√
∆n
. (5.1.4)
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5.1.2 Re´sultats
On rappelle l’hypothe`se (K(R)) introduit a` la section (3.1) du chapitre 3.
The´ore`me 5.1.2 Supposons (H4) ve´rifie´e et soit f et g deux fonctions optionnelles et a`
croissance respectivement p et p′ polynomiale. On suppose que l’une des conditions sui-
vantes est satisfaite
• p, p′ ∈ [0, 2[,
• X continu et p′ ∈ [0, 2[,
• Y continu et p ∈ [0, 2[,
• X et Y sont continues.
On suppose de plus que f et g ve´rifient K(R) et que
E
{
Gft (ε,A)} + Ggt (ε,A)
}
−→ 0 quand ε→ 0, ∀ A, t ≥ 0.
Alors, la suite de processus
U
′n
t = ∆n
[t/∆n]∑
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
i∆n,
∆ni+1Y√
∆n
)
−f((i− 1)∆n, βni )
(
g
(
(i− 1)∆n, β′ni
)− g (i∆n, β′ni )) ].
converge u.c.p. vers le processus
Ut :=
∫ t
0
ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.)) ds (5.1.5)
quand n→∞.
Si de plus,
E {Kg(∆n, A)t} −→ 0 ∀ A, t ≥ 0, (5.1.6)
quand n→∞, alors les processus Un de´finies dans (5.0.1) ve´rifient
Un −→u.c.p. U.
Dans le corollaire suivant, on donne une autre version du the´ore`me pre´ce´dent avec des
hypothe`ses certes plus fortes mais qui ont l’avantage de simplifier l’e´nonce´.
Corollaire 5.1.3 On suppose que H4 est ve´rifie´e et que f et g sont optionnelles et a` crois-
sance respectivement p et p′ polynomiale. On suppose e´galement que l’une des hypothe`ses
suivantes soit re´alise´e :
• p, p′ ∈ [0, 2[,
• X continu et p′ ∈ [0, 2[,
• Y continu et p ∈ [0, 2[,
• X et Y sont continus.
On suppose de plus que f est localement e´quicontinue sur R ( au sens de la de´finition
3.1.1) et qu’elle admet des limites a` gauche en s et que l’application (s, x)→ g(ω, s, x) est
continue sur R+ × R. Alors,
Un −→u.c.p. U
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5.1.3 Etude de la Convergence avec une fonction auxiliaire
L’hypothe`se (5.1.6) du the´ore`me (5.1.2) e´tant tre´s restrictive du point de vue pratique,
on se propose comme on l’a de´ja` fait dans les chapitres ante´rieurs d’e´tudier le cas particulier
ou` la fonction g s’e´crit sous la forme :
g(ω, s, x) = g′(Z(ω), x),
ou` g′ est une fonction de´finie sur Rd+1 pour d ∈ N et ou` Z et un processus d-dimensionnel.
Le premier re´sultat (du type loi des grands nombres) n’est rien d’autre qu’une appli-
cation du the´ore`me 5.1.2. Pour l’e´noncer nous avons besoin de supposer que Z comme X
et Y soit une semimartingale d’Itoˆ ; pour eˆtre plus pre´cis, on suppose :
Hypothe`se (N3) : Le triplet (X,Y, Z) s’e´crit : XtYt
Zt
 =
 Z0X0
Y0
+ ∫ t
0
b′sds+
∫ t
0
σ′s− dWs +
∫ t
0
∫
Rd+2
h(d+2)(δ′(s, x)) (µ− ν)(ds, dx)
+
∫ t
0
∫
Rd+2
h
′(d+2)(δ′(s, x))µ(ds, dx),
ou`
• b′ est un processus a` valeurs dans Rd+2, pre´visible, localement borne´ .
• W est un mouvement brownien m-dimensionnel.
• σ′ est un processus ca`dla`g, adapte´, prenant ces valeurs dans l’espace des matrices
de dimensions (d+ 2)×m
• δ′ : Ω × R+ × R → Rd+2, est une application pre´visible telle que le processus∫
R
(
1 ∧ ||δ(s, x)||2) F (dx) soit localement borne´.
2
Sous (N3), on notera par σ
′i la ie`me ligne de la matrice σ′.
The´ore`me 5.1.4 Supposons que le triplet (X,Y, Z) ve´rifie (N3) et soit f : Ω×R+×R→
R une application optionnelle et localement e´quicontinue ( au sens de la de´finition 3.1.1).
Soit g : Rd+1 → R une fonction continue. On suppose que f est a` croissance p polynomiale
et que pour tout pour tout compact K de Rd, il existe une constante CK, un re´el positif p′
tels que
sup
z∈K
|g(z, x)| ≤ CK[1 + |x|p′ ].
On suppose de plus que l’une des conditions suivantes est satisfaite :
• p, p′ ∈ [0, 2[,
• X continu et p′ ∈ [0, 2[,
• Y continu et p ∈ [0, 2[,
• X et Y sont continues,
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Alors
∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
Zi∆n ,
∆ni+1Y√
∆n
)
−→u.c.p.
∫ t
0
ρ(f(s−, σ′1s−.))ρ
(
g(Zs, σ
′2
s .)
)
ds,
quand n→∞.
5.2 The´ore`mes centraux limite
Dans cette partie, on cherche un the´ore`me central limite associe´ au the´ore`me 5.1.2.
Pour eˆtre plus pre´cis, on e´tudie les conditions sous lesquelles la suite de processus :
1√
∆n
∆n [t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
i∆n,
∆ni+1Y√
∆n
)
−
∫ t
0
ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.))ds

converge.
5.2.1 Hypothe`ses et Notations
Commenc¸ons par les hypothe`ses sur notre couple de semimartingales (X,Y ). L’hy-
pothe`se suivante n’est rien d’autre qu’une version 2-dimensionnelle de l’hypothe`se (H3)
introduite a` la section 4.2 du chapitre 4.
Hypothe`se (H5) Le couple (X,Y ) peut s’e´crire sous la forme :(
Xt
Yt
)
=
(
X0
Y0
)
+
∫ t
0 bsds+
∫ t
0 σs−dWs +
∫ t
0
∫
R2 h
(2)(δ(s−, x)) (µ− ν)(ds, dx)+∫ t
0
∫
R h
′(2)(δ(s−, x))µ(ds, dx),
ou`
• b est un processus a` valeurs dans R2, ca`dla`g adapte´,
• σ est un processus localement borne´ ca`dla`g adapte´ et a` valeur dans l’espace des
matrices de dimension 2×m.
• δ : Ω × R+ × R → R2 est la`g en s, Fs ⊗R-mesurable (en (ω, x)) pour tout s fixe´,
de plus il existe une suite de temps d’arreˆts (Tk) croissant vers l’infini et une suite
de fonctions (γk) de´finies sur R, bore´liennes telles que pour tout k, on ait
sup
s≤Tk(ω), ω∈Ω
||δ(ω, s, x)|| ≤ γk(x), et
∫
R
(γk(x) ∧ 1) F (dx) <∞. (5.2.1)
2
L’hypothe`se qui va suivre est du meˆme type que l’hypothe`se (M1) de la section 4.2 du
chapitre 4. Elle porte sur le processus σ.
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Hypothe`se (M3) On a (H5) et de plus, le processus σ peut s’e´crire sous la forme
σt = σ0 +
∫ t
0 b˜sds+
∫ t
0 σ˜s−dWs +
∫ t
0 vs−dVs +
∫
R
∫ t
0 h
(2m)(δ˜(s, x))(µ− ν)(ds, dx)
+
∫
R
∫ t
0 h
′(2m)(δ˜(s−, x))µ(ds, dx),
ou`
• b˜ est un processus pre´visible, de dimension R2×m
• σ˜ un processus ca`dla`g, adapte´, prenant ces valeurs dans l’espace des tableaux de
dimensions 2×m×m,
• V est un mouvement brownien l-dimensionnel inde´pendant de W ,
• v est un processus ca`dla`g, adapte´ prenant ses valeurs dans l’espace des tableaux de
dimensions 2×m× l,
• δ˜ est une fonction de Ω×R+×R dans R2×m telle que pour s, l’application (ω, x)→
δ˜(ω, s, x) soit Fs ⊗ R-mesurable. On suppose de plus que δ˜ est ca`dla`g en s et le
processus
∫
R
[
sups≤t
(
1 ∧ ||δ˜(s, x)||2
) ]
F (dx) est localement borne´.
2
Passons a` pre´sent aux hypothe`ses sur les fonctions. Conside´rons θ : Ω×R+×R→ R.
Hypothe`se F (q) : On dira que θ ve´rifie (F (q)), s’il existe un processus localement borne´
Γ et un re´el α > 12 tels que
|θ(ω, s, x)−θ(ω, t, x)| ≤ ΓT [1+ |x|q] |t−s|α, ∀ T > 0, s, t ∈ [0, T ], ∀ x ∈ R. (5.2.2)
2
Hypothe`se (Dif) On dira que θ ve´rifie (Dif), si :
• θ(ω, s, 0) est un processus localement borne´,
• l’application x→ θ(ω, s, x) est C1,
• ∂θ∂x est a` croissance au plus polynomiale et est localement e´quicontinue sur R. 2
Hypothe`se (Dif’) On dira que θ ve´rifie (Dif’) si elle ve´rifie (Dif) et s’il existe un processus
γ localement borne´ tel que
sup
x∈R
{
|θ(ω, s, x)| +
∣∣∣∣∂θ∂x(ω, s, x)
∣∣∣∣ .} ≤ γs(ω),
ou` ∂
0θ
∂x0
= θ. 2
Soit (Ω′,F ′,P′) un espace auxiliaire muni d’un mouvement brownien W . On pose
Ω˜ = Ω× Ω′, F˜ = F ⊗ F ′, P˜ = P⊗ P′
Les processus de´finis sur Ω ou` Ω′ peuvent eˆtre conside´re´s comme de´finis sur Ω˜. On de´finit
sur F˜ la filtration (F˜t) qui est la plus petite filtration continue a` droite, contenant Ft et
telle que W soit adapte´.
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Posons :
V nt =
√
∆n
∑[t/∆n]
i=1
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
(i− 1)∆n, ∆
n
i+1Y√
∆n
)
−E{f((i− 1)∆n, βni )g((i− 1)∆n, β′ni ) |F(i−1)∆n}] ,
V ′nt =
1√
∆n
∑[t/∆n]
i=1
[
∆nf
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
i∆n,
∆ni+1Y√
∆n
)
− ∫ t0 ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.)) ds] ,

(5.2.3)
Rappelons les notations (5.1.1). Pour tout j ∈ {1, · · · ,m}, On de´finit la projection Pj par
Pj(y) = yj , ∀ y ∈ Rm. (5.2.4)
On de´finit le processus A(1) unidimensionnel et le processus A(2) qui est un vecteur ligne
de dimension m de la fac¸on suivante
A(1)s = ρ
(
f(s−, σ1s−.)2
)
ρ
(
g(s−, σ2s−.)2
)
+ 2ρ
(
g(s−, σ2s−.)
)
ρ
(
f(s−, σ1s−.)
)
ρ
(
f(s−, σ1s−.)g(s−, σ2s−.)
)
− 3 (ρ (f(s−, σ1s−.)))2 (ρ (g(s−, σ2s−.)))2 ,
A(2)js = ρ
(
f(s−, σ1s−.)
)
ρ
(
g(s−, σ2s−.)Pj(.)
)
+ ρ
(
g(s−, σ2s−.)
)
ρ
(
f(s−, σ1s−.)Pj(.)
)
.

(5.2.5)
On de´finit a` pre´sent les processus M et M′ de la fac¸on suivante :
Mt =
∫ t
0
√
A(1)s dW s
M′t =
∑m
j=1
∫ t
0 A(2)
j
s dW
j
s +
∫ t
0
√
A(1)s − ||A(2)s||2 dW s.
}
(5.2.6)
Remarque 5.2.1 Remarquons que si les applications x → f(s, x) et x → g(s, x) sont
paires, on a A(2)js = 0, d’ou` M =M′.
Sous l’hypothe`se (H5), on pose :
b̂1s = b
1 −
∫
R
h(δ1(s−, x))F (dx),
et
b̂2s = b
2 −
∫
R
h(δ2(s−, x))F (dx).
Notons que si X est continue b̂1 = b1.
On rappelle le processus σ˜ introduit dans l’hypothe`se (M3).
The´ore`me 5.2.2 A. Supposons que l’hypothe`se (M3) soit ve´rifie´e. Soit f et g, deux
fonctions de Ω × R+ × R dans R, optionnelles, ve´rifiant (K(R)). On suppose que
l’une des conditions suivantes est re´alise´e :
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• X et Y sont continus, f et g ve´rifient l’hypothe`se (Dif).
• X continu, f ve´rifie (Dif) et g ve´rifie (Dif ’).
• Y continu, f ve´rifie (Dif ’) et g ve´rifie (Dif).
• f et g ve´rifient (Dif ’).
Alors, quand n tend vers l’infini, la suite de processus V nt converge stablement en
loi vers le processus Mt dans les cas suivants :
A.1. Les applications x→ f(ω, s, x) et x→ g(ω, s, x) sont paires,
A.2. l’application x→ f(ω, s, x) est paire et b̂2 = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}
A.3. b̂1 = σ˜1,j,k = σ˜2,j,k ≡ 0, l’application x → g(ω, s, x) est paire pour j, k ∈
{1, · · · ,m}.
A.4. On a b̂1 = b̂2 = σ˜1,j,k = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}.
A.5. g impaire et b̂2 = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}.
B. Suppososons de plus que f et g ve´rifient respectivement (F (q)) et (F (q′)) ou` q
(resp. q′) est un re´el positif quelconque si X (resp. Y est continue) et q (resp. q′)
appartient a` [0, 2] sinon. Alors, la suite de processus V ′nt converge stablement en loi
vers le processus M′t.
Remarque 5.2.3 Dans les parties A.1, A.2 et A.3 du the´ore`me pre´ce`dent on a ge´ne´ralise´
les re´sultats de la partie A.1 et les re´sultats du the´ore`me 4.2.1 aux cas des fonctions non
paires. Cette ge´ne´ralisation ne s’est pas faite sans restriction sur les processus. Prenons
l’exemple ou` g ≡ 1 les hypothe`ses du the´ore`me sont ve´rifie´es dans le cas ou` la fonction f
n’est pas paire ce qui impose le fait que b̂1 = σ˜1,k,j ≡ 0. Dans ce cas, le processus X s’e´crit
Xt = X0 +
m∑
j=1
∫ t
0
σ1,js dW
j
s +
∑
0≤s≤t
∆Xs.
On a dans ce cas
1√
∆n
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
−
∫ t
0
ρ
(
f(s−, σ1s−.)
)
ds
]
−→ M′′
stablement en loi, avec
M′′t =
m∑
j=1
∫ t
0
ρ
(
f(s−, σ1s−.)Pj(.)
)
dW js +
+
∫ t
0
√√√√ρ (f(s−, σ2s−.)2)− (ρ (f(s−, σ1s−.)))2 − m∑
j=1
(
ρ
(
f(s−, σ1s−.)Pj(.)
))2
dWs,
voir (5.2.4) pour P .
5.2.2 Convergence pour le produit de deux fonctions auxiliaires
Dans cette partie, on e´tudie le cas particulier des fonctions qui s’e´crivent sous la forme
f(ω, s, x) = f ′(Zs(ω), x) et g(ω, s, x) = g′(Z ′s(ω), x) ou` Z et Z ′ sont des semimartingales
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respectivement d et d′-dimensionnelle et ou` f ′ et g′ sont de´finies sur Rd+1 et Rd′+1. Nous
commenc¸ons par faire quelques hypothe`ses et notations.
Hypothe`se (N4) Le quadruplet (X,Y, Z, Z ′) admet une e´criture sous la forme :
Xt
Yt
Zt
Z ′t
 =

X0
Y0
Z0
Z ′0
+ ∫ t
0
b′sds+
∫ t
0
σ′s dWs +
∫ t
0
∫
Rd+2
h(2+d+d
′)(δ′(s−, x)) (µ− ν)(ds, dx)
+
∫ t
0
∫
Rd+2
h
′(2+d+d′)(δ′(s−, x))µ(ds, dx), (5.2.7)
ou` σ est un processus progressivement mesurable, localement borne´, a` valeur dans l’espace
des matrices de dimension (2 + d+ d′)×m et tel que σ′1,1t , · · · , σ′1,mt
σ
′2,1
t , · · · , σ
′2,m
t
 =
 σ′1,10 , · · · , σ′1,m0
σ
′2,1
0 , · · · , σ
′2,m
0
+ ∫ t
0
b˜sds+
∫ t
0
σ˜s−dWs +
∫ t
0
vs−dVs
+
∫
R
∫ t
0
h(2m)(δ˜(s, x)) (µ− ν)(ds, dx) +
∫
R
∫ t
0
h
′(2m)(δ˜(s, x))µ(ds, dx),
(5.2.8)
ou`
• b′ et b˜ sont des processus pre´visibles, localement borne´s, a` valeurs respectivement
dans R2+d+d′ et R2×m, de plus les processus b′1 et b′2 sont ca`gla`d.
• W et V sont des mouvement browniens inde´pendants, de dimension respectivement
m et l.
• σ˜ et v sont des processus ca`dla`g, adapte´s, prenant leurs valeurs respectivement dans
l’espace des tableaux de dimensions 2×m×m et 2×m× l.
• δ′ : Ω×R+×R→ R2+d+d′ et δ˜ : Ω×R+×R→ R2×m, sont pre´visibles, les processus∫
R
(
1 ∧ ||δ′j(s, x)||2
)
F (dx), et
∫
R
[
sup
u≤s
(
1 ∧ ||δ˜k1,k2(s, x)||2
)]
F (dx)
sont localement borne´s, ou` j ∈ {3, · · · , d + 2} et ou` k1 ∈ {1, 2} et k2 ∈ {1, · · · ,m}.
On suppose de plus que δ˜ est ca`dla`g en s alors que δ
′1 et δ
′2 admettent des limites
a` gauche en s. Enfin, on suppose l’existence d’une suite de temps d’arreˆt (Tk) qui
croissent vers l’infini et une suite de fonctions bore´liennes (γk) et (φk) telle que pour
tout k, on ait
sups≤Tk(ω)
{∣∣∣δ′1(ω, s, x)∣∣∣ + ∣∣∣δ′2(ω, s, x)∣∣∣} ≤ γk(x),
sups≤Tk(ω)
{∑2+d+d′
j=3+d |δ′j(ω, s, x)|
}
≤ φk(x)∫
R
[
(1 ∧ γk(x)) +
(
1 ∧ φ2k(x)
)]
F (dx) < ∞.
 (5.2.9)
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Sous (N4), on de´signera par σj , la j ie`me ligne de la matrice σ. On va introduire les
versions actuelles des hypothe`ses (Dif) et (Dif’) de la section 5.2. Soit ψ, une fonction de
Rq+1 → R, ou` q ∈ N?.
Hypothe`se (Diff-q) : On dira que ψ ve´rifie (Diff-q), si ψ est C1 sur Rq+1 et si pour tout
compact K ∈ Rq, il existe une constante CK et un re´el p positif p = p(K) tels que
supz∈K {|ψ(z, x)|} ≤ CK,
supz∈K
{∣∣∣∂ψ∂x (z, x)∣∣∣+∑qj=1 ∣∣∣ ∂ψ∂zj (z, x)∣∣∣} ≤ CK[1 + |x|p].
 (5.2.10)
2
Hypothe`se (Diff’-q) : On dira que ψ ve´rifie (Diff’-q), si ψ ve´rifie (Diff-q) et si le re´el p
qui intervient dans (5.2.10) est nul. 2
Pour toute la suite de ce paragraphe, on utilisera des fonctions
f : Rd+1 → R et g : Rd′+1 → R.
Si elles sont suffisamment re´gulie`res, on posera
Unt =
1
∆n
[
∆n
∑[t/∆n]
i=1 f
(
Z(i−1)∆n ,
∆ni X√
∆n
)
g
(
Z ′i∆n ,
∆ni+1Y√
∆n
)
− ∫ t0 ρ(f(Zs, σ′1s .))ρ(g(Z ′s, σ′2s .)) ds] . (5.2.11)
Rappelons :
• le mouvement brownien W de´finit sur un espace auxiliaire et introduit au de´but du
paragraphe 5.2.1,
• la projection de´finie dans (5.2.4).
On rappelle e´galement les processus A(1), A(2), M etM′ de´finis en (5.2.5) et (5.2.6).
On donne ici leurs versions actuelles :
Π(1)s = ρ
(
f(Zs, σ
′1
s .)
2
)
ρ
(
g(Z ′s, σ
′2
s .)
2
)
+ 2ρ(f(Zs, σ
′1
s .))ρ(g(Z
′
s, σ
′2
s .))ρ
(
f(Zs, σ
′1.)g(Z ′s, σ
′2
s .)
)
− 3
(
ρ(f(Zs, σ
′1
s .))
)2 (
ρ(g(Z ′s, σ
′2
s .))
)2
,
Π(2)js = ρ(f(Zs, σ
′1
s .))ρ
(
g(Z ′s, σ
′2
s .)Pj(.)
)
+ ρ
(
f(Zs, σ
′1
s .)Pj(.)
)
ρ(g(Z ′sσ
′2
s .)).
en posant Π(2) le vecteur ligne (Π(2)1, · · · ,Π(2)m),
Tt =
∫ t
0
√
Π(1)s dW s,
T ′t =
∑m′
j=1
∫ t
0 Π(2)
j
s dW ′js +
∫ t
0
√
Π(1)s − ||Π(2)s||2 dW s.
 (5.2.12)
Rappelons enfin les processus σ˜ et a qui interviennent dans l’hypothe`se (N4) et posons
pour r, r′ ≤ 1 :
b̂′
1
= b
′1 −
∫
R
h(δ
′1(s−, x))F (dx).
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et
b̂′
2
= a2 −
∫
R
h(δ
′2(s−, x))F (dx).
The´ore`me 5.2.4 Supposons l’hypothe`se (N4) ve´rifie´e et que pour tout compact K de Rd,
il existe une constante CK telle que :
sup
z∈K
{|f(z, x)|} ≤ CK. (5.2.13)
On suppose de plus que l’une des hypothe`ses suivantes est ve´rifie´e
• X et Y sont continus, f ve´rifie (Diff-d) et g ve´rifie (Diff-d′).
• X continu, f ve´rifie (Diff-d) et g ve´rifie (Diff’-d′).
• Y continu, f ve´rifie (Diff’-d) et g ve´rifie (Diff-d).
• f ve´rifie (Diff’-d) et g ve´rifient (Diff’-d′).
Alors, Un converge stablement en loi vers le processus T ′ quand n tend vers l’infini dans
les cas suivants
A.1. Les application x→ f(ω, s, x) et x→ g(ω, s, x) sont paires.
A.2. L’application x→ f(ω, s, x) est paire et b̂′2 = σ˜2,j,k ≡ 0, ∀ j, k ∈ {1, · · · ,m}.
A.3. L’application x → g(ω, s, x) est paire et b̂′1 = σ˜1,j,k = σ˜2,j,k = σj′,k′ ≡ 0, pour
j, k, k′ ∈ {1, · · · ,m} et j′ ∈ {3 + d, · · · , d+ d′ + 2}.
A.4. On a b̂′
1
= b̂′
2
= σ˜1,j,k = σ˜2,j,k = σj
′,k′ ≡ 0, ∀ j, k, k′ ∈ {1, · · · ,m} et j′ ∈
{3 + d, · · · , d+ d′ + 2} et k′ ∈ {1, ·,m}
A.5. g impaire et b̂′
2
= σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}.
Remarque 5.2.5 La condition σ
′q,k ≡ 0 pour q ∈ {3+d, · · · , 2+d+d′} et k ∈ {1, · · · ,m}
veut dire en fait que la semimartingale Z ′ n’a pas de partie martingale continue.
5.3 Preuves
5.3.1 Preuve de la loi des grands nombres
Pre´liminaires
Comme on l’a de´ja` fait plusieurs fois dans les chapitres pre´ce´dents, on renforce l’hy-
pothe`se (H4) de la fac¸on suivante :
Hypothe`se LH4 : (H4) est ve´rifie´e, de plus les processus bs, σs,
∫
R2(1 ∧ |x|2)Fs(dx) et
∆Xs et ∆Ys sont uniforme´ment borne´s. 2
On supposera e´galement pour le moment que tout les processus a` croissance polyno-
miale le sont pour un processus Γ borne´ (voir la de´finition 4.1.1 partie A du chapitre 4
pour Γ).
Toutes les contantes seront appele´es par K. f et g sont des fonctions de Ω× R+ × R
dans R, optionnelles.
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On commencera la preuve par quelques lemmes. Rappelons βni et β
′n
i de´finies dans
(5.1.4).
Lemme 5.3.1 Spuposons (LH4) ve´rifie´e, que f et g ve´rifient (K(R)) et sont a` croissance
polynomiale alors
∆n
[t/∆n]∑
i=1
E
{
f ((i− 1)∆n, βni ) g
(
(i− 1)∆n, β′ni
) |F(i−1)∆n}
converge u.c.p. vers le processus∫ t
0
ρ
(
f(s−, σ1s−.)
)
ρ
(
g(s−, σ2s−.)
)
ds.
La preuve de ce lemme est identique a` la preuve du lemme 4.4.1 du chapitre 4.
Lemme 5.3.2 Sous (LH4), si f et g sont a` croissance polynomiale alors
∆n
[t/∆n]∑
i=1
[
f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )− E
{
f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )|F(i−1)∆n
}]
converge u.c.p. vers 0. quand n tend vers l’infini.
Preuve Posons
ζni = ∆n
[
f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )− E
{
f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )|F(i−1)∆n
}]
.
Remarquons que
[t/∆n]∑
i=1
E{ζni 2|F(i−1)∆n} ≤ Kt∆n.
La preuve est alors juste une application du lemme 5-1 de [3]. 2
Lemme 5.3.3 Supposons que pour tout A, t > 0 positifs, on ait, avec la notation (5.1.2) :
E{Gf (ε,A)t} −→ 0, quand ε→ 0.
On suppose e´galement que f et g sont a` croissance respectivement p et p′-polynomiale. On
suppose de plus que (LH4) est ve´rifie´e et que l’une des conditions suivantes est satisfaite
• p ∈ [0, 2[ et p′ ∈ [0, 2],
• X continu et p′ ∈ [0, 2],
• Y continu et p ∈ [0, 2[,
• X et Y continus.
Alors quand n tend vers l’infini,
∆n
[t/∆n]∑
i=1
g
(
i∆n,
∆ni+1Y√
∆n
)[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )
]
→u.c.p. 0.
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Preuve Posons
ζ ′ni = g
(
i∆n,
∆ni+1Y√
∆n
)[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )
]
.
Pour tout (ω, s, x) ∈ Ω× R+ × R on a
|f(ω, s, x)| ≤ K[1 + |x|p] et |g(ω, s, x)| ≤ K[1 + |x|p′ ].
Vu que
E
{∣∣∣∣g(i∆n, ∆ni+1Y√∆n
)∣∣∣∣ |Fi∆n} ≤ E
{
K
[
1 +
∣∣∣∣∆ni+1X√∆n
∣∣∣∣p′
]
|Fi∆n
}
≤ K
et que sous (LH4), on a
E{||(Xt, Yt)− (Xs, Ys)||2} ≤ K|t− s|,
Il suit s’en suit que
E{|ζ ′ni |} ≤ K E
{∣∣∣∣f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣} . (5.3.1)
Soit q un re´el tel que : q > p si X est continu et q = 2 sinon. Pour tout B > 0, on
de´finit :
HB = K sup
{|x|>B}
1 + |x|p
|x|q et LB = K[1 +B
p].
Il s’en suit que :
sup{s∈R+, |x|>B}
|f(ω,s,x)|
|x|q ≤ K sup{|x|>B} 1+|x|
p
|x|q = HB
sup{s∈R+, |x|≤B} |f(ω, s, x)| ≤ K[1 +Bp] = LB.
 (5.3.2)
Il est clair que
|f(ω, s, x)| ≤ LB + HB|x|q et que lim
B→0
HB = 0.
On en de´duit que pour tout ε > 0 et A ≥ 0, on a∣∣∣∣f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣ ≤ Gf (ε,A)
+ LB
(
1{∣∣∣∣∆ni X√∆n−βni
∣∣∣∣>ε} + 1{|βni |>A}
)
+ HB
(∣∣∣∣∆ni X√∆n − βni
∣∣∣∣q + |βni |q)
Il suit alors d’apre`s (5.3.1) que
E{|ζ ′ni |} ≤ K
[
E{Gf (ε,A)} + LB
(
ε−2E
{
1 ∧
∣∣∣∣∆ni X√∆n − βni
∣∣∣∣2
}
+ E
{ |βni |
A
})
+ HB
]
,
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d’ou`
∆n
[t/∆n]∑
i=1
E{|ζ ′ni |} ≤ Kt
[
E{Gf (ε,A)} + 1
A
+ HB
]
+Kε−2∆n
[t/∆n]∑
i=1
E
{
1 ∧ |∆
n
i X√
∆n
− βni |2
}
.
En utilisant le lemme 4.1 de [8], on fait tendre successivement n vers l’infini, ε vers 0, A
puis B vers l’infini. 2
Lemme 5.3.4 Supposons (LH4) ve´rifie´e
E {Gg(ε,A)t} −→ 0 quand ε→ 0, ∀ A ≥ 0.
On suppose aussi que f est a` croissance au plus polynomiale, g a` croissance p-polynomiale
et que l’une des deux conditions suivantes soit satisfaite
• (LH4) ve´rifie´e et p < 2,
• (LH4) ve´rfie´e et Y continu.
Alors,
∆n
[t/∆n]∑
i=1
f((i− 1)∆n, βni )
(
g
(
i∆n,
∆ni+1Y√
∆n
)
− g(i∆n, β′ni )
)
→u.c.p. 0
quand n→∞.
La preuve de ce lemme est similaire a` celle du lemme 5.3.3.
On va e´noncer un dernier lemme dont la de´monstration que nous omettons n’est pas
tre´s difficile. Rappelons la notation (5.1.3).
Lemme 5.3.5 Supposons (LH4) ve´rifie´e. On suppose de plus que f et g sont a` croissances
au plus polynomiales et que
E{Kg(∆n, A)t} → 0, quand n→ 0, ∀ A ≥ 0.
Alors
∆n
[t/∆n]∑
i=1
f((i− 1)∆n, βni )
(
g(i∆n, β′
n
i ) − g((i− 1)∆n, β′ni )
) →u.c.p. 0,
quand n→∞.
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Preuve du The´ore`me 5.1.2
Il suffit de prouver le the´ore`me sous les hypothe`ses renforce´es e´nonce´es au de´but de la
section 5.3.1. On pose :
Un(1)t = ∆n
∑[t/∆n]
i=1 E{f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )|F(i−1)∆n},
Un(2)t = ∆n
∑[t/∆n]
i=1 [f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )
−E{f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )|F(i−1)∆n}] ,
Un(3)t = ∆n
∑[t/∆n]
i=1 g
(
i∆n,
∆ni+1Y√
∆n
) [
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )
]
,
Un(4)t = ∆n
∑[t/∆n]
i=1 f((i− 1)∆n, βni )
(
g
(
i∆n,
∆ni+1Y√
∆n
)
− g(i∆n, β′ni )
)
,
Un(5) = ∆n
∑[t/∆n]
i=1 f((i− 1)∆n, βni ) (g(i∆n, β′ni ) − g((i− 1)∆n, β′ni )) .

(5.3.3)
Il est clair que
Unt =
5∑
j=1
Unt (j).
On a
Un(1) −→u.c.p. U,
d’apre`s le lemme 5.3.1. Ensuite, Un(2), Un(3) et Un(4) convergent u.c.p. vers 0 respective-
ment d’apre`s les lemmes 5.3.2, 5.3.3 et 5.3.4. Ce qui prouve la premie`re partie du the´ore`me
5.1.2.
Pour la deuxie`me partie, il suffit de remarquer que d’apre`s le lemme 5.3.5, sous (5.1.6)
on a aussi
Unt (5) −→u.c.p. 0.
5.3.2 Preuve des T.C.L.
Pre´liminaires
Dans ce sous-paragraphe, nous renforc¸ons cetaines hypothe`ses avant d’e´noncer une
se´rie de lemmes.
Hypothe`se (LM3) : On a (M3) et de plus, les processus b, b˜, σ, σ˜, vs sont uniforme´ment
borne´s, de meˆme que le processus
(ω, t)→
∫
R
(
sup
s≤t
(
1 ∧ ||δ˜(ω, s, x)||2
) )
F (dx).
les fonctions γk = γ ne de´pendent pas de k et ve´rifient :
γ(x) ≤ K et
∫
R
γ(x)F (dx) <∞.
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2Sous (LM3), les processus (X,Y) et σ peuvent s’e´crire sous la forme(
Xt
Yt
)
=
(
X0
Y0
)
+
∫ t
0 b
′
sds+
∫ t
0 σs−dWs +
∫ t
0
∫
R2 δ(s, x)µ(ds, dx),
σt = σ0 +
∫ t
0 b˜
′
sds+
∫ t
0 σ˜s−dWs +
∫ t
0 vs−dVs +
∫
R
∫ t
0 δ˜ ? (µ− ν)(ds, dx),

(5.3.4)
ou`
b′s = bs −
∫
R
∫ t
0
h(2)(δ(ω, s, x))ν(ds, dx), b˜′s = b˜s +
∫
R
∫ t
0
h
′(2m)(δ˜(ω, s, x))ν(ds, dx).
Fixons f et g deux fonctions de Ω× R+ × R dans R.
On supposera que les processus Γ qui interviennent dans la de´finition 4.1.1 et dans l’hy-
pothe`se (F1(p)) et le processus θ qui intervient dans l’hypothe`se (Dif’) sont uniforme´ment
borne´s.
Rappelons les variables βni et β
′n
i de´finies dans (5.1.4) et l’hypothe`se (LH4) introduite
dans la preuve du the´ore`me 5.1.2.
Lemme 5.3.6 Supposons (LH4) ve´rifie´e, que f soit a` croissance p-polynomiale et que g
ve´rifie (F (p′)) alors, les processus
V nt (1) =
√
∆n
[t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)(
g
(
i∆n,
∆ni+1Y√
∆n
)
− g
(
(i− 1)∆n,
∆ni+1Y√
∆n
))
(5.3.5)
convergent u.c.p. vers 0 quand n→∞ dans les cas suivants :
– X et Y sont continus,
– X continu et p′ ∈ [0, 2],
– p ∈ [0, 2], Y continu,
– p , p′ ∈ [0, 2].
La preuve de ce lemme est e´vidente.
Posons maintenant
ζni =
√
∆n
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
(i− 1)∆n,
∆ni+1Y√
∆n
)
− f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )
]
et
V nt (2) :=
[t/∆n]∑
i=1
[
ζni − E{ ζni | F(i−1)∆n }
]
. (5.3.6)
Lemme 5.3.7 Supposons (LH4) ve´rifie´e, que f et g soient optionnelles, localement e´quicontinues
(au sens de la de´finition 3.1.1). On suppose de plus que f et g sont a` croissance respecti-
vement p et p′-polynomiale et que l’une des conditions suivantes est satisfaite :
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– X et Y sont continus,
– X continue et p′ ∈ [0, 1[,
– p ∈ [0, 1[, Y continu,
– p , p′ ∈ [0, 1[.
Alors V nt (2) converge u.c.p. vers 0 quand n→∞.
Preuve Remarquons que ζni = ζ
′
i
n + ζ
′′
i
n
ou`
ζ ′i
n =
√
∆ng
(
(i− 1)∆n,
∆ni+1Y√
∆n
)(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )
)
et
ζ
′′
i
n
=
√
∆nf((i− 1)∆n, βni )
(
g
(
(i− 1)∆n,
∆ni+1Y√
∆n
)
− g((i− 1)∆n, β′in)
)
.
D’apre`s le lemme 5-1 de [3], il nous suffit de montrer que les sommes
[t/∆n]∑
i=1
E
{(
ζ ′i
n)2 |F(i−1)∆n} et [t/∆n]∑
i=1
E
{(
ζ
′′
i
n
)2 |F(i−1)∆n} convergent u.c.p. vers 0.
Ceci se fait de fac¸on similaire a` ce qu’on a fait dans les preuves des lemmes 5.3.3 et 5.3.4.
2
Lemme 5.3.8 Supposons (LH5) ve´rifie´e. Soit φ : Ω×R+×R→ R, une fonction option-
nelle, ve´rifiant (K(R)), γ un processus localement borne´, la`g et adapte´. On a
∆n
[t/∆n]∑
i=1
γ(i−1)∆n φ((i− 1)∆n, βni ) −→u.c.p.
∫ t
0
γs− ρ(φ(s−, σ1s−.)) ds, quand n→∞.
Preuve :
Il suffit d’appliquer le the´ore`me 4.1.2 du chapitre 4 a` la fonction f(ω, s, x) = γs(ω)φ(ω, s, x).
2
Lemme 5.3.9 On suppose que f et g sont optionnelles, ve´rifient (K(R)) et sont a` crois-
sance au plus polynomiale. Alors
V nt (3) =
√
∆n
[t/∆n]∑
i=1
[
f((i− 1)∆n, βni )g((i− 1)∆n, β′ni )
− E{f((i− 1)∆n, βni )g((i− 1)∆n, β′ni ) |F(i−1)∆n}] (5.3.7)
converge en loi stable vers le processus M′t de´fini dans (5.2.6).
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Preuve
Posons
γni :=
√
∆nρ(g((i− 1)∆n, σ2(i−1)∆n .))
[
f((i− 1)∆n, βni )− ρ(f(i− 1)∆n, σ1(i−1)∆n .)
]
et
ζni :=
√
∆n
[
f((i− 2)∆n, βni−1)
(
g((i− 2)∆n, β′ni−1)− ρ(g((i− 2)∆n, σ2(i−2)∆n .))
)
+ ρ(g((i− 1)∆n, σ2(i−1)∆n .))
(
f((i− 1)∆n, βni )− ρ(f((i− 1)∆n, σ1(i−1)∆n .))
)]
.
Par simple calcul, on montre que
V nt (3) =
[t/∆n]+1∑
i=2
ζni + γ
n
1 − γn[t/∆n]+1.
De meˆme, on montre que
sup
i≤[t/∆n]+1
{|γni | + |ζni | } → 0, en probabilite´ quand n→∞.
Cela veut dire que pour trouver la limite de V ni (3), il suffit de trouver la limite de V
′n(3)t :=∑[t/∆n]
i=1 ζ
n
i .
On a clairement que
E{ζni |F(i−1)∆n} = 0. (5.3.8)
Ensuite, par un usage re´pe´te´ de l’ine´galite´ de Ho¨lder et pour ε > 0, on a
[t/∆n]∑
i=1
E{ζni 21{|ζni |>ε}} ≤ ε−1/2
[t/∆n]∑
i=1
(
E{(ζni )4}
)1/2 (E{|ζni |})1/2 ≤ Kt∆1/4n ε−1/2.
Il suit alors que
[t/∆n]∑
i=1
E{ζni 21{|ζni |>ε}} −→ 0, quand n→∞. (5.3.9)
Soit N une martingale borne´e et orthogonale a` W . Posons Mnt = E{ζni |Ft} pour t ≥
(i−1)∆n. Conditionnellement a` F(i−1)∆n , ζni de´pend deWt−W(i−1)∆n pour t ≥ (i−1)∆n.
Il suit par le the´ore`me de representation des martingales que Mnt =M
n
(i−1)∆n +
∫ t
0 η
n
s dWs
pour un certain processus pre´visible ηn. On a alors que (Mnt −Mn(i−1)∆n)(Nt −N(i−1)∆n)
est une martingale d’ou` :
E{ζni ∆ni N |F(i−1)∆n} = E{Mi∆n∆ni N |F(i−1)∆n} = 0. (5.3.10)
D’autre part, ∀ j ∈ {1, · · · ,m}, on a
E{ζni ∆niW j |F(i−1)∆n} = ∆nf((i− 2)∆n, βni−1)
97
×E
g
(i− 2)∆n,
∑m
k=1 σ
2,k
(i−2)∆n
(
W ki∆n −W k(i−1)∆n
)
√
∆n

(
W ji∆n −W
j
(i−1)∆n
)
√
∆n
|F(i−1)∆n

+ ∆nρ(g((i− 1)∆n, σ2(i−1)∆n .))
×E
f
(i− 1)∆n,
∑m
k=1 σ
1,k
(i−1)∆n
(
W ki∆n −W k(i−1)∆n
)
√
∆n

(
W ji∆n −W
j
(i−1)∆n
)
√
∆n
|F(i−1)∆n
 .
Rappelons que A(1) et A(2) sont de´finis en (5.2.5). En utilisant le lemme 5.3.8 et le lemme
4.4.1, on montre que
[t/∆n]∑
i=1
E{ζni ∆niW j |F(i−1)∆n} −→
∫ t
0
A(2)ju du. (5.3.11)
Ensuite, on a
E{ζni 2|F(i−1)∆n} = ∆nf2((i−2)∆n, βni−1)
(
ρ(g2((i− 2)∆n, σ2(i−2)∆n .))− ρ2(g((i− 2)∆n, σ2(i−2)∆n .))
)
+∆nρ2(g((i−1)∆n, σ2(i−1)∆n .))
(
ρ(f2((i− 1)∆n, σ1(i−1)∆n .))− ρ2(f((i− 1)∆n, σ1(i−1)∆n .))
)
+ 2∆nρ(g((i− 1)∆n, σ2(i−1)∆n .))f((i− 2)∆n, βni−1)
×
(
ρ
(
f((i− 1)∆n, σ1(i−1)∆n .)g((i− 2)∆n, σ2(i−2)∆n .)
)
− ρ(f((i− 1)∆n, σ1(i−1)∆n))ρ(g((i− 2)∆n, σ2(i−2)∆n))
)
.
En utilisant une nouvelle fois le lemme 5.3.8 et le fait que f et g ve´rifient (K(R)), on
montre que
[t/∆n]∑
i=1
E{ζni 2|F(i−1)∆n} −→
∫ t
0
A(1)u du. (5.3.12)
Graˆce aux relations (5.3.8), (5.3.9), (5.3.10), (5.3.11) et (5.3.12), on peut appliquer le
the´ore`me 7.28 de [10] ce qui termine la preuve du lemme. 2
Lemme 5.3.10 On suppose que (LM3) est ve´rifie´e, que f et g sont optionnelles, C1 en
x, admettent des limites a` gauche en s et que les processus f(ω, s, 0) et g(ω, s, 0) sont
localement borne´s. On suppose aussi que f et g ve´rifient respectivement F1(p) et F1(p′).
Quant aux fonctions ∂f∂x et
∂g
∂x , on suppose qu’elles sont a` croissance polynomiale et qu’elles
sont localement e´quicontinues sur R (au sens de la de´finition 3.1.1).
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Alors
V n(4)t =
1√
∆n
∆n [t/∆n]∑
i=1
ρ(f((i− 1)∆n, σ1(i−1)∆n .))ρ(g((i− 1)∆n, σ2(i−1)∆n .))
−
∫ t
0
ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.)) ds
]
−→u.c.p. 0, quand n→∞.
(5.3.13)
Remarque 5.3.11 • Dans l’e´nonce´ du lemme, on aurait pu se contenter de dire que
f et g sont optionnelles et ve´rifient l’hypothe`se (Dif).
• si g ≡ 1 on tombe sur le lemme 4.4.7 . Ce lemme peut donc eˆtre vue comme une
ge´ne´ralisation du lemme 4.4.7.
Preuve : Exceptionnellement dans cette preuve, x ∈ Rm signifie que x est un vecteur
ligne (et pas un vecteur colonnes) de dimension m a` composantes re´elles.
La fonction x→ f(ω, s, x) e´tant C1 et ∂f∂x e´tant a` croissance polynomiale, il en est de
meˆme pour l’application y → ρ(f(u, y.)) sur Rm, de plus, on a
∂ρ
∂yj
(f(s, y.)) =
∫
Rm
zj
∂f
∂x
(s, ytz)ρ(dz) ∀ j ∈ {1, · · · ,m}.
(rappelons que ρ de´signe la loi gaussienne standard sur Rm). Comme f et ∂f∂x sont a`
croissance au plus polynomiale, on de´duit de ce qui pre´ce´de que pour tout compactK ⊂ Rm
et pour tout y, y′ ∈ K, u ∈ R+, on a :
|ρ(f(u, y.))| + ∑mj=1 ∣∣∣ ∂ρ∂yj (f(u, y.))∣∣∣ ≤ K
|ρ(f(u, y.))− ρ(f(u, y′.))| ≤ K||y − y′||
}
(5.3.14)
Revenons a` (5.3.13), on a
V n(4)t =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρ(f((i− 1)∆n, σ1(i−1)∆n .))ρ(g((i− 1)∆n, σ2(i−1)∆n .))
− ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.))
]
ds +
1√
∆n
∫ t
[t/∆n]
ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.)) ds.
Comme f et g sont a` croissace polynomiale, il est e´vident que
1√
∆n
∫ t
[t/∆n]∆n
∣∣ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.))∣∣ ds ≤ Kt∆1/2n .
Afin de de´montrer le lemme, il nous suffit de consacrer notre attention a` la suite de
processus :
V ′n(4)t =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
[
ρ(f((i− 1)∆n, σ1(i−1)∆n .))ρ(g((i− 1)∆n, σ2(i−1)∆n .))
− ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.))
]
ds.
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Ce dernier peut s’e´crire sous la forme
V ′n(4)t =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ζni (s) ds,
ou`
ζni := ρ(f((i− 1)∆n, σ1(i−1)∆n .))ρ(g((i− 1)∆n, σ2(i−1)∆n .)) − ρ(f(s−, σ1s−.))ρ(g(s−, σ2s−.)).
Posons
ζ ′ni (s) = ρ(f((i−1)∆n, σ1(i−1)∆n .))ρ(g((i−1)∆n, σ2(i−1)∆n .))− ρ(f((i−1)∆n, σ1s−.))ρ(g((i−1)∆n, σ2s−.))
et
ζ ′′ni = ρ(f((i− 1)∆n, σ1s−.))ρ(g((i− 1)∆n, σ2s−.)) − ρ(g(s−, σ2s−.))ρ(f(s−, σ1s−.)).
De sorte que
ζni := ζ
′n
i + ζ
′′n
i .
En remarquant que
ζ ′′ni = ρ(f((i− 1)∆n, σ1s−.))
[
ρ(g((i− 1)∆n, σ2s−.)) − ρ(g(s−, σ2s−.))
]
+ ρ(g(s−, σ2s−.))
[
ρ(f((i− 1)∆n, σ1s−.)) − ρ(f(s−, σ1s−.))
]
,
il n’est pas difficile de voir, puisque f et g ve´rifient respectivement (F (p)) et (F (p′)) que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
|ζ ′′ni (s)| ds −→ 0, quand n→∞,
en probabilite´.
D’autre part,
−ζ ′ni =
2∑
j=1
ζ ′ni (j)
ou`
ζ ′ni (1) = ρ(f((i− 1)∆n, σ1(i−1)∆n .))
[
ρ(g((i− 1)∆n, σ2s−.)) − ρ(g((i− 1)∆n, σ2(i−1)∆n .))
]
,
ζ ′ni (2) = ρ(g((i− 1)∆n, σ2(i−1)∆n .))
[
ρ(f((i− 1)∆n, σ1s−.)) − ρ(f((i− 1)∆n, σ1(i−1)∆n .))
]
.
Conside´rons l’expression ζ ′(1). En utilisant (5.3.4),on fait une nouvelle de´composition
ζ ′ni (1) =
3∑
j=1
ζ ′ni (1, j)s
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ou`
ζ ′ni (1, 1)s = ρ(f((i− 1)∆n, σ1(i−1)∆n .))
∑m
j=1
[
∂ρ
∂yj
(g((i− 1)∆n, σ2(i−1)∆n .))
∫ s−
(i−1)∆n b˜
′2,j
u du
]
,
ζ ′ni (1, 2)s = ρ(f((i− 1)∆n, σ1(i−1)∆n .))
∑m
j=1
[
∂ρ
∂yj
(g((i− 1)∆n, σ2(i−1)∆n .))
×
(∑m
k=1
∫ s−
(i−1)∆n σ˜
2,j,k
u dW ku +
∫ s−
(i−1)∆n
∫
R δ˜
2,j(u, x)(du, dx) +
+
∑l
k=1
∫ s−
(i−1)∆n v
2,j,k
u dV ku
)]
,
ζ ′ni (1, 3)s = ρ(f((i− 1)∆n, σ1(i−1)∆n .))
[
ρ(g((i− 1)∆n, σ2s−.))− ρ(g((i− 1)∆n, σ2(i−1)∆n .))
− ∑mj=1(σ2,js− − σ2,j(i−1)∆n) ∂ρ∂yj (g((i− 1)∆n, σ2(i−1)∆n .))] .

(5.3.15)
Puisque le processus (b˜′s) est borne´, il est e´vident que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
|ζ ′ni (1, 1)s| ds ≤ Kt∆1/2n .
D’autre part,
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ζ ′ni (1, 2)s ds
est une martingale pour la filtration (F[t/∆n]∆n) dont le crochet est plus petit que Kt∆n.
Par l’ine´galite´ de Doob, on en de´duit que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ζ ′ni (1, 2)s ds −→u.c.p. 0, quand n→∞.
Conside´rons a` pre´sent l’expression
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ζ ′ni (1, 3)s ds.
On montre que pour un certain p ≥ 0, on a pour tout ε > 0 et A > 0,
|ζ ′ni (1, 3)s| ≤ K
[ ||σ2s− − σ2(i−1)∆n ||
ε
+
1
A
+ AG
∂g
∂x (εA,KA)t
]
||σs− − σ(i−1)∆n ||.
Il suit alors que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
E{|ζ ′ni (1, 3)s|} ds ≤ Kt
[
1
A
+AE{G
∂g
∂x
t (εA,KA)
2}+ ∆
1/2
n
ε
]
,
faisant tendre successivement n vers l’infini, ε vers 0 et enfin A vers l’infini, on obtient que
ζ ′ni (1, 3) −→u.c.p. 0, quand n→∞
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et par suite que
ζ ′ni (1) −→u.c.p. 0, quand n→∞.
Le processus ζ ′ni (2) se traite pareillement que ζ ′
n
i (1). D’apre`s tout ce qui pre´ce`de, on peut
dire que le lemme est de´montre´. 2
Dans les deux prochains lemmes, on estime la quantite´
V nt (5) :=
√
∆n
[t/∆n]∑
i=1
E
{
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
(i− 1)∆n,
∆ni+1Y√
∆n
)
− f((i− 1)∆n, βni )g((i− 1)∆, β′ni )|F(i−1)∆n
}
, (5.3.16)
On e´tudiera de fac¸on se´pare´e, le cas continu et le cas discontinu. Commenc¸ons par le cas
continu. Rappelons que les processus b′ et σ˜ ont e´te´ de´finis en (5.3.4).
Lemme 5.3.12 Supposons (LM3) ve´rifie´e et que X et Y soient continus. On suppose que
f et g sont optionnelles, a` croissance au plus polynomiale et C1 en x. On suppose ∂f∂x et
∂g
∂x sont a` croissance au plus polynomiale et qu’elles sont localement e´quicontinues sur R
(au sens de la de´finition 3.1.1).
Si de plus l’une des conditions suivantes est ve´rifie´e :
1. les application x→ f(ω, s, x) et x→ g(ω, s, x) sont paires.
2. l’application x→ f(ω, s, x) est paire et b2s = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}.
3. b1s = σ˜
1,j,k = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m} et l’application x → g(ω, s, x) est
paire.
4. On a b1 = b2 = σ˜1,j,k = σ˜2,j,k ≡ 0, pour j, k ∈ {1, · · · ,m}.
5. l’application x→ g(ω, s, x) est impaire et b2s = σ˜2,j,k ≡ 0 pour j, k ∈ {1, · · · ,m}.
Alors V nt (5) converge u.c.p. vers 0 quand n→∞
Preuve On pose
ζni (1) = f
(
(i− 1)∆n, ∆
n
i X√
∆n
)(
g
(
(i− 1)∆n, ∆
n
i+1Y√
∆n
)
− g((i− 1)∆, β′ni )
)
,
ζni (2) = g((i− 1)∆, β′ni )
[
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )
]
.

(5.3.17)
De sorte que V nt (5) :=
√
∆n
∑[t/∆n]
i=1 E{ζni (1) + ζni (2) |F(i−1)∆n}.
Etape 1 : On veut montrer ici que
√
∆n
[t/∆n]∑
i=1
E
{
ζni (2) |F(i−1)∆n
} −→ 0. (5.3.18)
Faisons la de´composition
ζni (2) =
3∑
j=1
ζni (2, j) (5.3.19)
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ou`
ζni (2, 1) = g((i− 1)∆n, β′ni )
[
∂f
∂x ((i− 1)∆n, γ¯ni )− ∂f∂x ((i− 1)∆n, βni )
] (
∆ni X√
∆n
− βni
)
ζni (2, 2) = g((i− 1)∆n, β′ni )∂f∂x ((i− 1)∆n, βni )ξ̂ 1,ni
ζni (2, 3) = g((i− 1)∆n, β′ni )∂f∂x ((i− 1)∆n, βni )ξ˜ 1,ni .

(5.3.20)
ou` γ¯ni est entre β
n
i et
∆ni X√
∆n
et ou`, comme dans (4.4.19) et pour q = 1, 2, on a
ξ̂ q,ni =
1√
∆n
∫ i∆n
(i−1)∆n
(bqs − bq(i−1)∆n) ds+
m∑
j=1
∫ i∆n
(i−1)∆n
(∫ s
(i−1)∆n
b˜′
q,j
u du
+
m∑
k=1
∫ s
(i−1)∆n
(σ˜q,j,ku − σ˜q,j,k(i−1)∆n) dW
k
u +
l∑
k=1
∫ s
(i−1)∆n
(vq,j,ku − vq,j,k(i−1)∆n) dV
k
u
+
∫ s
(i−1)∆n
∫
R
(δ˜q,j(u−, x)− δ˜q,j((i− 1)∆n, x)) (µ− ν)(du, dx)
)
dW js
]
(5.3.21)
et
ξ˜ q,ni =
√
∆nb
q
(i−1)∆n +
1√
∆n
m∑
j=1
∫ i∆n
(i−1)∆n
[
m∑
k=1
σ˜q,j,k(i−1)∆n(W
k
s −W k(i−1)∆n)
+
l∑
k=1
vq,j,k(i−1)∆n(V
k
s − V k(i−1)∆n) +
∫ s
(i−1)∆n
∫
R
δ˜q,j((i− 1)∆n, x)(µ− ν)(du, dx)
]
dW js .
(5.3.22)
Soit L′ni le processus de´finit dans (4.4.14). Comme g est a` croissance au plus poly-
nomiale, on a E{|g((i − 1)∆n, β′ni )| |Fi∆n} ≤ K d’ou`, en utilisant (4.4.17) et par suite
(4.4.18), on a √
∆nE{|ζni (2, 1)|} ≤
√
∆nE{|L′ni |} −→u.c.p. 0, (5.3.23)
quand n → ∞. Notons que dans le lemme 4.4.4, on a suppose´ que ∂f∂x est localement
e´quicontinue, ce qui est plus fort que notre hypothe`se actuelle a` savoir : E
{
G
∂f
∂x
T (ε,A)
2
}
→ 0
quand ε → 0. celle-ci, au vu de (4.4.17) est suffisant pour obtenir (5.3.23). De meˆme, et
exactement comme pour (4.4.21), on a√
∆nE{|ζni (2, 2)|} −→u.c.p. 0. (5.3.24)
Remarquons que
E{ζni (2, 3) |F(i−1)∆n} = E
{
g((i− 1)∆n, β′ni )
∂f
∂x
((i− 1)∆n, βni )ξ˜ni |F(i−1)∆n
}
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= ρ(g((i− 1)∆n, σ2s−.))× E
{
∂f
∂x
((i− 1)∆n, βni )ξ˜1,ni
∣∣∣∣F(i−1)∆n} .
(5.3.25)
Il suit ( comme on l’a un peu fait dans (4.4.21)) que :
E
{
ζni (2, 3) |F(i−1)∆n
}
= 0, (5.3.26)
• si l’application x→ g(ω, s, x) est impaire (car dans ce cas, ρ(g((i−1)∆n, σ2s−.)) = 0),
• si f est paire car la quantite´ a` droite du produit dans (5.3.25) s’annule.
• si b1 = σ˜1,j,k = 0, pour j, k ∈ 1, · · · ,m car dans ce cas e´galement (5.3.25) s’annule.
D’apre`s (5.3.19), (5.3.23), (5.3.24) et (5.3.26), on a bien (5.3.18).
Etape 2 : Le but de cette e´tape est de montrer que :
√
∆n
[t/∆n]∑
i=1
E
{
ζni (1) |F(i−1)∆n
} −→ 0. (5.3.27)
On commence par faire une de´composition de
∆ni+1Y√
∆n
−β′ni . Rappelons (5.3.21) et (5.3.22).
On a
∆ni+1Y√
∆n
− β′ni = ξ˜ 2,ni+1 + ξ˜′
n
i + ξ̂
2,n
i+1 + ξ̂′
n
i , (5.3.28)
ou`
ξ̂′
n
i =
m∑
j=1
∆ni+1W
j
√
∆n
[∫ i∆n
(i−1)∆n
b˜′
2,j
u du+
m∑
k=1
∫ i∆n
(i−1)∆n
(σ˜2,j,ku − σ˜2,j,k(i−1)∆n) dW
k
u
+
l∑
k=1
∫ i∆n
(i−1)∆n
(v2,j,ku − v2,j,k(i−1)∆n) dV ku
+
∫ i∆n
(i−1)∆n
∫
R
(δ˜2,j(u−, x)− δ˜2,j((i− 1)∆n, x)) (µ− ν)(du, dx)
]
et ou`,
ξ˜′
n
i =
m∑
j=1
∆ni+1W
j
√
∆n
[
m∑
k=1
σ˜2,j,k(i−1)∆n∆
n
iW
k +
l∑
k=1
v2,j,k(i−1)∆n∆
n
i V
k
+
∫ i∆n
(i−1)∆n
∫
R
δ˜2,j((i− 1)∆n, x)(µ− ν)(du, dx)
]
.
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On de´compose alors ζni (1) de la fac¸on suivante : ζ
n
i (1) =
∑4
j=1 ζ
n
i (1, j) ou`
ζni (1, 1) = f
(
(i− 1)∆n, ∆
n
i X√
∆n
)(
∂g
∂x
(
(i− 1)∆n, γ¯ni+1
)− ∂g∂x ((i− 1)∆n, β′ni )) [∆ni+1Y√∆n − β′ni ]
ζni (1, 2) = f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
∂g
∂x ((i− 1)∆n, β′ni )
[
ξ̂ 2,ni+1 + ξ̂′
n
i
]
,
ζni (1, 3) =
(
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f ((i− 1)∆n, βni )
)
∂g
∂x ((i− 1)∆n, β′ni )
[
ξ˜ 2,ni+1 + ξ˜′
n
i
]
ζni (1, 4) = f ((i− 1)∆n, βni ) ∂g∂x ((i− 1)∆n, β′ni )
[
ξ˜ 2,ni+1 + ξ˜′
n
i
]
.

(5.3.29)
Exactement comme dans (5.3.23) et (4.4.18), on montre que√
∆nE{|ζni (1, 1)|} −→u.c.p. 0, quand n→∞ (5.3.30)
et que √
∆nE{|ζni (1, 3)|} −→u.c.p. 0, quand n→∞ (5.3.31)
(on utilise dans ce dernier cas le fait que E
{∣∣∣ξ˜ 2,ni+1 + ξ˜′ni ∣∣∣2} ≤ K∆n). Ensuite, comme
dans (4.4.21)et (5.3.24) on montre que :√
∆nE{|ζni (1, 2)|} −→u.c.p. 0, quand n→∞. (5.3.32)
Pour terminer l’e´tape et par suite la de´monstration du lemme, il nous reste a` montrer que√
∆nE{ζni (1, 4) |F(i−1)∆n} −→u.c.p. 0, quand n→∞.
On montre que
E
{
ζni (1, 4) |F(i−1)∆n
}
= E
{
f ((i− 1)∆n, βni )
∂g
∂x
(
(i− 1)∆n, β′ni
) [
ξ˜ 2,ni+1 + ξ˜′
n
i
] ∣∣∣∣F(i−1)∆n} = 0,
(5.3.33)
car comme on l’a fait dans (4.4.21), si on applique l’espe´rence condionnelle suivant F(i−1)∆n
a` l’expression,
f ((i− 1)∆n, βni )
∂g
∂x
(
(i− 1)∆n, β′ni
) [
ξ˜ 2,ni+1 + ξ˜′
n
i
]
,
les termes relatifs aux martingales autres que W s’annulent et pour les termes restant,
(comme on l’a fait dans (5.3.26)) on joue sur la parite´, l’imparite´ des applications x →
f(ω, s, x) et x → g(ω, s, x) ou` la nullite´ des coefficients. On a par exemple (5.3.33) si les
applications x→ f(ω, s, x) et x→ g(ω, s, x) sont paires, ou si b2 = σ˜2,j,k = 0, pour j, k ∈
{1, · · · ,m}. En e´nume´rant ainsi toutes les conditions ne´cessaires pour avoir (5.3.33), et en
faisant un ”croisement” de ces conditions avec celles de l’e´tape 1 et qui sont ne´cessaires
pour avoir (5.3.26), on ache`ve la de´monstration du lemme. 2
On va maintenant passer au cas discontinu. Rappelons le prosessus σ˜, voir (5.3.4) et
rappelons
b̂1 = b1 −
∫
R
h(δ1(s−, x))F (dx)
et
b̂2 = b2 −
∫
R
h(δ2(s−, x))F (dx).
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Lemme 5.3.13 Supposons (LM3) ve´rifie´e, que f et g soient optionnelles, C1 en x que
f, ∂f∂x , g,
∂g
∂x soient a` croissance polynomiale. On suppose que
∂f
∂x et
∂g
∂x soient localement
e´quicontinues.
On suppose de plus que l’une des conditions suivantes soit satisfaite :
1. Les application x→ f(ω, s, x) et x→ g(ω, s, x) sont paires,
2. l’application x→ f(ω, s, x) est paire et b̂2 = σ˜2,j,k ≡ 0
3. b̂1 = σ˜1,j,k = σ˜2,j,k ≡ 0, l’application x→ g(ω, s, x) est paire.
4. On a b̂1 = b̂2 = σ˜1,j,k = σ˜2,j,k ≡ 0.
5. g impaire et b̂2 = σ˜2,j,k ≡ 0.
On suppose e´galement que l’une des hypothe`ses suivantes soit re´alise´e :
• X et Y sont continus.
• Y continu et f et ∂f∂x sont borne´es,
• X continu, g et ∂g∂x sont borne´es,
• f, g, ∂f∂x , ∂g∂x sont borne´es.
Alors
V nt (5) −→u.c.p. 0, quand n→∞.
Preuve
On peut e´crire
V n(5)t = V ′
n(5)t + V ′′
n(5)t (5.3.34)
ou`
V ′nt (5) =
√
∆n
[t/∆n]∑
i=1
ζni (1)
et
V ′′nt (5) =
√
∆n
[t/∆n]∑
i=1
ζni (2),
ou` on a utilise´ les notations (5.3.17). Remarquons que,
V ′′nt (5) =
√
∆n
[t/∆n]∑
i=1
(
E{g((i− 1)∆, β′ni )|F(i−1)∆n}
E
{
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
− f((i− 1)∆n, βni )|F(i−1)∆n
})
, (5.3.35)
il suit que
V ′′nt (5) ≤ K
√
∆n
[t/∆n]∑
i=1
∣∣∣∣E{f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )|F(i−1)∆n
}∣∣∣∣ .
(5.3.36)
Dans les preuves des lemmes 5.3.12 et 4.4.5, il est montre´ que
√
∆n
[t/∆n]∑
i=1
∣∣∣∣E{f ((i− 1)∆n, ∆ni X√∆n
)
− f((i− 1)∆n, βni )
∣∣∣∣F(i−1)∆n}∣∣∣∣ −→u.c.p. 0,
(5.3.37)
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il suit d’apre`s (5.3.36), sous les hypothe`ses X continu ou` X discontinue et f, ∂f∂x borne´s,
que
V ′′nt (5) −→u.c.p. 0. (5.3.38)
Afin de de´montrer le lemme, il nous faudra donc montrer que
V ′′nt (5) −→u.c.p. 0, (5.3.39)
dans les cas suivants (le cas ou` X et Y sont continus e´tant de´ja` vu dans le lemme 5.3.12) :
– X continu et Y discontinu,
– X discontinu et Y continu
– X et Y discotinus.
On montre (5.3.39) de fac¸on similaire a` ce qui a e´te´ fait dans les preuves des lemmes 4.4.5
et 5.3.12.
Preuve proprement dite du the´ore`me
Posons
V nt :=
1√
∆n
∆n [t/∆n]∑
i=1
f
(
(i− 1)∆n, ∆
n
i X√
∆n
)
g
(
i∆n,
∆ni+1X√
∆n
)
−
∫ t
0
ρ(f(u−, σu−.))ρ(g(u−, σu−.)) ds
 .
Rappelons 5.3.5, 5.3.6, 5.3.7, 5.3.13, 5.3.16. On a
V nt :=
5∑
j=1
V nt (j).
D’apre`s le lemme 5.3.9, V nt (3) converge en loi stable vers la limite M′t alors que Les
processus V nt (1), V
n
t (2), V
n
t (4) et V
n
t (5) convergent u.c.p. vers 0 d’apre`s les lemmes 5.3.6,
5.3.7, 5.3.10 et 5.2.6.
5.3.3 Preuves des the´ore`mes 5.1.4 et 5.2.2
Preuve du the´ore`me 5.1.4
Commenc¸ons par le lemme suivant.
Lemme 5.3.14 Supposons que Z soit une semimartingale continue (quelconque) ou` que
Z ve´rifie (N4). Soit f et g deux fonctions de Rd+1 dans R. On suppose que la fonction g
est continue sur Rd+1 et que f et g ve´rifient :
pour tout compact K ⊂ Rd, il existe une constante CK et un re´el positif p tels que
sup
{z∈K}
(|f(z, x)|+ |g(z, x)|) ≤ CK[1 + |x|p].
Alors
∆n
[t/∆n]∑
i=1
f(Z(i−1)∆n , β
n
i )
[
g(Zi∆n , β
′n
i ) − g(Z(i−1)∆n , β′ni )
]
converge u.c.p. vers 0 quand n→∞.
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Preuve Fixons un compact K assez large de Rd et supposons que Z ∈ K Posons
ζni = ∆nf(Z(i−1)∆n , β
n
i )
(
g(Z(i−1)∆n , β
′n
i )− g(Zi∆n , β′ni )
)
.
Pour A, ε > 0, on a
|ζni | ≤ ∆nCK [1+|βni |p]
(
2CK [1 + |β′ni |p]1{|β′ni |>A} + 2CK [1 +Ap]1{||Zi∆n−Z(i−1)∆n ||>ε} + Gg(ε,A)
)
,
ou`
GgK(ε,A) = sup{z, z′∈K, ||z−z′||<ε; |x|≤A}
|g(z, x)− g(z′, x)|.
d’ou`
[t/∆n]∑
i=1
E{|ζni |} ≤ Ct
[
1
A1/2
+ GgK(ε,A)
]
+ C(A)ε−1
 ∆n [t/∆n]∑
i=1
E
{
1 ∧ ||Zi∆n − Z(i−1)∆n ||2
} 1/2
ou` C est une constante assez grand et ou` C(A) est une constante qui de´pend de A. En
utilisant le lemme 4.1 de [8], on fait tendre n → ∞, ε → 0 et A → ∞ ce qui donne le
re´sultat dans le cas ou` Z ∈ K. Le cas ge´ne´ral s’obtient par une proce´dure classique de
de´localisation.
Preuve du the´ore`me 5.1.4 : Le the´ore`me 5.1.4 re´sulte du cas 1.a du the´ore`me 5.1.2 et du
lemme 5.3.14.
Preuve du the´ore`me 5.2.4
Soit f : R+ ×Rd → R, et g : R+ ×Rd′ → R des fonctions bore´liennes. On commence
par renforcer l’hypothe`se (N4) de la fac¸on suivante :
Hypothe`se (LN4) : On a (N4) et les processus Z, Z ′, b′, b˜, σ′, σ˜, v sont uniforme´ment
borne´s de meˆme que le processus
(ω, t) →
∫
R
2+d∑
j=3
(
1 ∧ δ′j(ω, t, x)2
)
+ sup
s≤t
{
1 ∧ ||δ̂(ω, s, x)||2
}  F (dx).
de plus, les fonctions γk = γ et φk = φ ne de´pendent pas de k et ve´rifient
γ(x) + φ(x) ≤ C et
∫
R
(
γ(x) + φ(x)2
)
F (dx) <∞.
Sous l’hypothe`se (LN4), on a
Xt
Yt
Zt
Z ′t
 =

X0
Y0
Z0
Z ′0
+∫ t
0
b′′sds+
∫ t
0
σ′s− dWs+
∫ t
0
∫
R
δ′(s−, x) (µ−ν)(ds, dx), (5.3.40)
108
ou` b′′s = b′s +
∫
R h
′(2+d+d′)(δ′(s−, x))F (dx) et
 σ′1,1t , · · · , σ′1,mt
σ
′1,2
t , · · · , σ
′2,m
t
 =
 σ′1,10 , · · · , σ′1,m0
σ
′2,1
0 , · · · , σ
′2,m
0
+ ∫ t
0
b˜sds+
∫ t
0
σ˜s−dWs
+
∫ t
0
vs−dVs +
∫
R
∫ t
0
δ˜(s−, x) (µ− ν)(ds, dx), (5.3.41)
ou` b˜′s = b˜s +
∫
R h
′(2×m)δ˜(s−, x))F (dx).
On rappelle les notations de (5.1.4) :
βni :=
m∑
j=1
σ
′1,j
(i−1)∆n
∆niW
j
√
∆n
, et β′ni :=
m∑
j=1
σ
′2,j
(i−1)∆n
∆ni+1W
j
√
∆n
.
Lemme 5.3.15 Supposons (N4) ve´rifie´e. On suppose e´galement que pour j = 1, · · · , d′,
les fonctions ∂g
∂z′j existent et sont continues sur R
d′+1. On suppose que f est bore´lienne et
que pour tout compact K ∈ Rd, il existe une constante CK et un re´el p ≥ 0 tel qu’on ait
sup
z∈K
|f(z, x)| ≤ CK , sup
z′∈K
 d∑
j=1
∣∣∣∣ ∂g∂zj (z, x)
∣∣∣∣
 ≤ CK [1 + |x|p].
On suppose que p est quelconque si Y est continu et appartient a` [0, 2[ sinon.
Si de plus, l’une des conditions suivantes est satisfaite :
• l’application x→ f(z, x) est paire ;
• l’application x→ g(z′, x) est impaire ;
• σ′j,k ≡ 0 pour 3 ≤ j ≤ 2 + d; 1 ≤ k ≤ m.
Alors,
Unt (1) =
√
∆n
[t/∆n]∑
i=1
f
(
Z(i−1)∆n ,
∆ni X√
∆n
)[
g
(
Z ′(i−1)∆n ,
∆ni+1Y√
∆n
)
− g
(
Z ′i∆n ,
∆ni+1Y√
∆n
)]
(5.3.42)
converge u.c.p. vers 0 quand n tend vers l’infini.
Preuve : Soit (εn), une suite tendant vers 0. On a la de´composition suivante ou` les
δni (k) sont de´finis comme ci-dessus avec les vecteurs ale´atoires Z
′n
i entre Z
′
(i−1)∆n et Z
′
i∆n
et (εn) une suite destine´e a` tendre vers 0. On a alors
Unt =
[t/∆n]∑
i=1
5∑
k=1
δni (k) (5.3.43)
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et (rappelons que φ = φk intervient dans (N4)) :
δni (1) =
√
∆nf
(
Z(i−1)∆n ,
∆ni X√
∆n
)∑d′
j=1
∂g
∂z
′j
(
Z ′ni ,
∆ni+1Y√
∆n
) [∫ i∆n
(i−1)∆n b
′′2+d+j
s ds
+
∫ i∆n
(i−1)∆n
∫
{φ(x)≤εn} δ
′2+d+j(s, z)(µ− ν)(ds, dx)
+
∫ i∆n
(i−1)∆n
∫
{φ(x)>εn} δ
′2+d+j(s, x)µ(ds, dx)
− ∫ i∆n(i−1)∆n ∫{φ(x)>εn} δ′2+d+j(s, z)F (dx)ds] .
δni (2) =
√
∆nf
(
Z(i−1)∆n ,
∆ni X√
∆n
)∑d′
j=1
∂g
∂z
′j
(
Z ′ni ,
∆ni+1Y√
∆n
)
×∑mk=1 ∫ i∆n(i−1)∆n(σ′2+d+j,ks − σ′2+d+j,k(i−1)∆n ) dW ks
δni (3) =
√
∆n
(
f
(
Z(i−1)∆n ,
∆ni X√
∆n
)
− f (Z(i−1)∆n , βni ))∑d′j=1 ∂g∂z′j (Z ′ni , ∆ni+1Y√∆n )
×∑mk=1 σ′2+d+j,k(i−1)∆n ∆niW k
δni (4) =
√
∆nf
(
Z(i−1)∆n , β
n
i
)∑d′
j=1
(
∂g
∂z
′j
(
Zni ,
∆ni+1Y√
∆n
)
− ∂g
∂z
′j
(
Z(i−1)∆n , β
′n
i
))
×∑m′k=1 σ2+d+j,k(i−1)∆n∆niW k
δni (5) =
√
∆nf
(
Z(i−1)∆n , β
n
i
)∑d′
j=1
∂g
∂z
′j
(
Z(i−1)∆n , β
′n
i
)∑m
k=1 σ
′2+d+j,k
(i−1)∆n∆
n
iW
k.
Posons θ(εn) =
∫
{φ(z)≤εn} φ
2(x)F (dx). Il n’est pas difficile de voir que
[t/∆n]∑
i=1
E{|δni (1)|} ≤ Kt
[
∆1/2n + θ(εn)
1/2 + ε−1n ∆
1/2
n
]
. (5.3.44)
En remarquant que θ(εn)→ 0 quand ε→ 0 et en choisissant εn = ∆1/4n , on de´duit que :
[t/∆n]∑
i=1
δni (1) −→u.c.p. 0, quand n→∞.
Par ailleurs, on a
[t/∆n]∑
i=1
E{|δni (2)|} ≤ Kt1/2
d′∑
j=1
m∑
k=1
(∫ [t/∆n]∆n
0
E
{∣∣∣σ′2+d+j,ls − σ′2+d+j,l[s/∆n]∆n∣∣∣2} ds
)1/2
.
(5.3.45)
Il suit par le the´ore`me de Lebesgue et la proprie´te´ de continuite´ de σ′ que
[t/∆n]∑
i=1
δni (2) −→u.c.p. 0 quand n→∞.
Pour tout A et ε strictement positifs, posons
Gf (ε,A) = sup
{
|f(z1, x+ y)− f(z2, x)|, (z1, x+ y), (z2, x) ∈ Rd+1;
||z1||, ||z2|| ≤ K; |x| ≤ A, ||(z1, x+ y)− (z2, x)|| ≤ ε } .
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Remarquons alors que :
|δni (3)| ≤ K∆n
m∑
k=1
∆niW
k
√
∆n
[
Gf (ε,A) + 1{|βni |>A} + 1
{∣∣∣∣∆ni X√∆n−βni
∣∣∣∣>ε}
](
1 +
∣∣∣∣∆ni+1Y√∆n − β′ni
∣∣∣∣p + |β′ni |p) .
Il suit alors que
[t/∆n]∑
i=1
E{|δni (3)|} ≤ Kt
[
Gf (ε,A) +
1
A
]
+Kt1/2ε−1
∆n [t/∆n]∑
i=1
E
{
1 ∧
∣∣∣∣∆ni X√∆n − βni
∣∣∣∣2
}1/2 ,
en utilisant le lemme 4.1 de [8] et en faisant tendre n→∞, ε→ 0, A→∞ on a
[t/∆n]∑
i=1
δni (3) −→u.c.p. 0, quand n→∞.
De fac¸on similaire, on montre que
[t/∆n]∑
i=1
δni (4) −→u.c.p. 0, quand n→∞.
Remarquons a` pre´sent que sous les hypothe`ses du lemme, on a : E{δni (5) |F(i−1)∆n} = 0. il
suit que
∑[t/∆n]
i=1 δ
n
i (5) est une martingale par rapport a` la filtration (F[t/∆n]∆n). De plus, il
n’est pas difficile de voir que son crochet pre´visible est plus petit que Kt∆n. On en de´duit
par l’ine´galite´ de Doob que
[t/∆n]∑
i=1
δni (5) −→u.c.p. 0, quand n→∞.
D’apre`s tout ce qui pre´ce`de et d’apre`s (5.3.43), on a bien que
Unt −→u.c.p. 0, quand n→∞,
ce qui finit la preuve. 2
Le prochain lemme est une version du lemme 5.3.10. En d’autres termes, on essaiera
d’estimer la quantite´ Unt (2) de´finie par
Unt (2) =
1√
∆n
 ∆n [t/∆n]∑
i=1
ρ(f(Z(i−1)∆n , σ
′1
(i−1)∆n .))ρ(g(Z
′
(i−1)∆n , σ
′2
(i−1)∆n .))
−
∫ t
0
ρ(f(Zs, σ
′1
s .))ρ(g(Z
′
s, σ
′2
s .)) ds
]
. (5.3.46)
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Lemme 5.3.16 On suppose (N4) ve´rifie´, que f et g soient C1 respectivement sur Rd+1 et
Rd′+1. On suppose que pour tous compacts K ⊂ Rd et K′ ⊂ Rd′, il existe des re´els positifs
p(K) et K(K′) tels que
supz∈K
(∣∣∣∂f∂x (z, x)∣∣∣ + ∑dj=1 ∣∣∣ ∂f∂zj (z, x)∣∣∣) ≤ C ( 1 + |x|p )
supz′∈K′
(∣∣∣ ∂g∂x(z′, y)∣∣∣ + ∑dj=1 ∣∣∣ ∂g∂z′j (z′, y)∣∣∣) ≤ C ( 1 + |y|p ).
Alors
Unt (2) −→u.c.p. 0, quand n→∞.
Preuve : On a
Unt (2) =
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
(ηni (s) + η
′n
i (s)) ds +
∫ t
[t/∆n]∆n
ρ(f(Zs, σ
′1
s .))ρ(g(Z
′
s, σ
′2
s .)) ds,
ou`
ηni (s) := ρ(f(Z(i−1)∆n , σ
′1
s−.))ρ(g(Z
′
(i−1)∆n , σ
′2
s−.)) − ρ(f(Zs−, σ
′1
s−.))ρ(g(Z
′
s−, σ
′2
s−)).
et
η′ni := ρ(f(Z(i−1)∆n , σ
′1
(i−1)∆n .))ρ(g(Z
′
(i−1)∆n , σ
′2
(i−1)∆n .))
− ρ(f(Z(i−1)∆n , σ
′1
s−.))ρ(g(Z(i−1)∆n , σ
′2
s−.)).
On a vu dans la preuve du lemme 5.3.10 que d’une part∫ t
[t/∆n]∆n
∣∣∣ρ(f(Zs, σ′1s .))ρ(g(Z ′s, σ′2s .))∣∣∣ ds −→ 0, quand n→∞
et que d’autre part,
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
η′ni (s) ds −→u.c.p. 0, quand n→∞.
Il nous suffira donc ici de prouver que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ηni (s) ds −→u.c.p. 0, quand n→∞. (5.3.47)
Pour tout quadriplet (x, y, z, z′) ∈ Rm × Rm × Rd × Rd′ , on de´finit
G(z, z′, x, y) = ρ(f(z, x.))ρ(g(z′, y.)). (5.3.48)
Comme f et g sont C1 respectivement sur Rd+1 et Rd′+1, il en est de meˆme pour G sur
R2m+d+d′ . De plus vu nos hypothe`ses sur f et g, pour tout compact K de R2m+d+d′ , on a :
sup(z,z′,x,y)∈K
{
|G(z, z′, x, y)|+∑dj=1 ∣∣ ∂G∂xj (z, z′, x, y)∣∣+∑d′j=1 ∣∣∣ ∂G∂yj (z, z′, x, y)∣∣∣
+
∑d
j=1
∣∣ ∂G
∂zj
(z, z′, x, y)
∣∣+∑d′j=1 ∣∣∣ ∂G∂z′j (z, z′, x, y)∣∣∣} ≤ K.
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D’apre`s ce qui pre´ce`de,
ηni (s) = G
(
Z(i−1)∆n , Z
′
(i−1)∆n , σ
′1
s−, σ
′2
s−
)
− G
(
Zs−, Z ′s−, σ
′1
s−, σ
′2
s−
)
.
Vu que σ
′1 et σ
′2 sont des vecteurs lignes, on devrait noter G
(
Z,Z ′,
(
σ
′1
)t
,
(
σ
′2
)t)
a` la
place de G
(
Z,Z ′, σ′1, σ′2
)
. Cette dernie`re nous permet d’allger la notation.
On a
ηni (s) = − (ηni (1)(s) + ηni (2)(s)) ,
ou`
ηni (1)(s) = G
(
Zs−, Z ′s−, σ
′1
s−, σ
′2
s−
)
− G
(
Z(i−1)∆n , Z
′
(i−1)∆n , σ
′1
s−, σ
′2
s−
)
− ∑dj=1(Zjs− − Zj(i−1)∆n) ∂G∂zj (Z(i−1)∆n , Z ′(i−1)∆n , σ′1(i−1)∆n , σ′2(i−1)∆n)
− ∑d′j=1(Z ′js− − Z ′j(i−1)∆n) ∂G∂z′j (Z(i−1)∆n , Z ′(i−1)∆n , σ′1(i−1)∆n , σ′2(i−1)∆n)
(5.3.49)
et
ηni (2)(s) =
∑d
j=1
(
Zjs− − Zj(i−1)∆n
)
∂G
∂zj
(
Z(i−1)∆n , Z
′
(i−1)∆n , σ
′1
(i−1)∆n , σ
′2
(i−1)∆n
)
∑d′
j=1
(
Z ′js− − Z ′j(i−1)∆n
)
∂G
∂z′j
(
Z(i−1)∆n , Z
′
(i−1)∆n , σ
′1
(i−1)∆n , σ
′2
(i−1)∆n
)
.
(5.3.50)
Revenons a` la de´monstration du lemme 5.3.10, comme pour les termes ζ ′ni (1, 1)(s), ζ ′
n
i (1, 2)(s)
et ζ ′ni (1, 3)(s) de (5.3.15)( ou` Z et Z ′ jouent ici tour a` tour le roˆle de σ2), on montre d’une
part que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ηni (1)(s) ds −→u.c.p. 0, quand n→∞,
d’autre part que
1√
∆n
[t/∆n]∑
i=1
∫ i∆n
(i−1)∆n
ηni (2)(s) ds −→u.c.p. 0, quand n→∞,
d’ou` (5.3.47) et la preuve du lemme.
Preuve des The´ore`mes : Le the´ore`me 5.2.4 se de´montre comme le the´ore`me 5.2.2 sauf
que l’on utilise les lemmes 5.3.15 et 5.3.16 a` la place des lemmes 5.3.6 et 5.3.10.
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