We develop a numerical method for solving Maxwell's equations on a grid involving zones with cells of very different sizes, in order for example to compute sources coming from particles which need to be resolved on a very fine grid. The method is based on domain decomposition techniques which lead us to introduce two auxiliary problems and show theoretically how they allow us to calculate the solution of the initial problem. These two auxiliary problems are discretized using Edge Finite Elements introduced by Nedelec on two different scales which introduce some errors that we correct by setting to zero an operator we know has to be zero in the theoretical study.
Introduction.
In some cases, for example when a satellite or a space shuttle re-enters the atmosphere, particles are ionized around its surface and a a small layer of plasma is created. This plasma generates an electromagnetic field which propagates away from the device. In order to simulate the propagation of this electromagnetic wave, it is necessary to resolve the sources quite accurately and thus use a very fine grid in a small layer around the device and a coarser grid in order to be able to compute the field which does not include very high frequencies far away. For this application a grid consisting of a coarse grid with a locally fine patch is very useful. There are quite a few other applications, including e.g. laser-plasma interaction, involving charged particles where an efficient numerical solution of Maxwell's equations depends on the use of such a type of grid based on a coarse grid with finer patches.
In order to devise a two-scale algorithm that can be used on a coarse grid with fine patches, we chose to extend the method developed by Glowinski and al. [2] for the steady-stage Poisson equation using scalar Lagrange Finite Elements to the time dependent Maxwell equations solved using Raviart-Thomas-Nédélec Finite Elements. The idea is based on domain decomposition and multigrid techniques (see [1] or [4] ). We first develop our method in the steady-state case and then extend it naturally to the time-dependent case using an implicit time discretization.
The paper is organized as follows: First we introduce a continuous problem based on two auxiliary problems with an artificial interface separating the two regions of interest. The continuous problem enables us to find an operator on the interface on which to iterate to obtain the continuity of the tangential component. Then we introduce the Raviart-Thomas-Nédélec finite element that we shall use and the discretized problem. In the following section we present the algorithm that is used to compute an approximation of the solution before presenting numerical results.
Continuous problem.
Let Ω ⊂ IR 2 be an open, bounded domain of IR 2 with sufficiently smooth boundary Γ = ∂Ω and let ω ⊂ Ω be another open regular domain with boundary γ. We denote by − → n the unit normal vector outward to the domain ω on γ. n Figure 1 . Domain.
We consider the following problem:
Keeping in mind that Ω and ω differ by several scale factors, we introduce two auxiliary problems:
where, [ψ] = ψ + − ψ − denotes the jump of ψ on γ , ψ + and ψ − are respectively the restriction of ψ to Ω\ω and ω. One can see that the solution W of problem (2.3) actually depends on the solution of problem (2.2), itself depending on the unknown λ. We now want to determine λ in order that the solution of (2.1) is given by
where V and W respectively solve (2.2) and (2.3) . This means that we will be able to define the solution of our initial problem, as the solution of (2.2) in Ω\ω, which will be calculated on a large scale (knowing the solution will be smooth in this region), and as the solution of (2.3) in ω, which will be calculated on a small scale (knowing that f 2 , the peaking part of the external force, has its support in ω).
Since supp(f 2 ) ⊂ ω, and with regard to (2.2) and (2.3), it is sufficient to remark that
then the solution U of the initial problem (2.1) is given by
Proof. The proof is based on the following :
and
Hence combining (2.7) and (2.8), equation (2.6) becomes:
(2.9) Using (2.2) and (2.4) we have
Finally, we obtain
Therefore, defining the operator
it is sufficient to find λ such that T λ = 0. We can also prove that Lemma 2.2. The operator T is given by
where V and W satisfy respectively
11)
Proof. We give a sketch of the proof. We introduce W = W − V − and W = W − V − and notice that
The uniqueness of the solution gives (
Then the result follows by adding and subtracting in each side of the above equation (∇ × V + ) × − → n and by noting that
But if this is true when we consider the continuous problems (2.11) and (2.12), it is sure that solving the corresponding discretized problems and defining
introduces errors that we will have to correct. But still, the approach is quite clear at this moment : by solving the discretized problems of (2.11) and (2.12) we define
) and then we can solve the discretized problems of (2.2) and (2.3) and finally define the solution of the initial problem (2.1) as in (2.5).
Numerical approximation.
We propose to use Raviart-Thomas-Nédélec finite-elements (see [3] ). We recall that these finite-elements are given by the following triplet (K, P, Σ) where K denotes a quadrilateral, P denotes the polynomial space defined by (P 0 ) 2 ⊕ αy βx and Σ is the set of four linear forms defined by 4 is the set of the four edges of the quadrilateral and {τ i } i=1..4 is a set of four associated unit tangential vectors.
We give for example the four basis functions associated to a reference quadrilateral
:
. Once the two meshes are fixed, we define two spaces of finite-element approximation P H and P h respectively associated to the coarse mesh over the whole domain Ω and to the fine mesh over ω.
Assuming that the boundary γ can be written as the union of some edges of coarse mesh elements, we also define a finite-element approximation space Δ H which corresponds to the tangential trace on γ of any function in P H . More precisely, Δ H is a 1D IP 0 finite-element space on γ discretized by the edges of the coarse mesh and for which the degrees of freedom are the integrals over each edge. It is in this last space that λ has to be searched.
The idea is to define an operator T H : Δ H → Δ H approximating appropriately T λ and then to search for λ H such that T H λ H = 0 in order to correct the λ H defined in (2.14) . Thus, an approximation of the solution U of the problem (2.1) is given by
where V + H is the restriction on Ω\ω of the solution of the following equation
2)
and W h is the solution of
One can see that the tangential restriction (
Then, the most natural way to construct a consistant approximation of T λ is to find A more sophisticated way to define T H is the following : rather than integrating directly
4) which will be a very coarse approximation because we only use information on the boundary γ, we use the fact that if 
In the same way we obtain another expression of
(3.8)
We finally propose to calculate
(3.9) 4. Resolution algorithm.
As said at the end of section 2 the use of numerical resolution introduces some errors that have to be corrected. This means that defining λ H by (2.14) does not ensure that T H λ H = 0. This is the reason why we decide to apply a fixed point method on (I − T H ) (which should be accelerated by a GRMES algorithm if necessary) as follows :
(1) Define λ H = 0 identically as an initialisation.
This resolution gives V H × − → n on γ.
(6) Return to step 2.
One can see that at the first iteration, with λ H = 0, solving (4. 
Numerical results.
In this section we give numerical results which highlight the efficiency of the two-scale method. In the following, the solution of the initial problem using our two-scale method is called numerical solution, and the solution of the initial problem calculated directly on the extension of the fine grid over the whole domain is refered to be the reference solution. As we are only interested in the loss of precision when we use our method rather than a direct resolution on a uniformly refined mesh, we will only consider the relative error between these two solutions; which will be given in norm L 2 (Ω) and H( − − → curl, Ω). We will split these errors into interior errors and exterior errors which respectively correspond to the errors in ω and Ω\ω. We choose our first and second test case in order that the solution of the initial problem in Ω\ω is given by the restriction to Ω\ω of the solution of (2.2). In test case three the solution of the initial problem in Ω\ω really depends on λ, and for the fourth test case we take f 1 and f 2 as for the third test case, but we define ω slightly greater than supp(f 2 ).
Test case 1.
For our first test case we consider Ω
], f 1 = 2 cos(y) 2 cos(x) as background source and f 2 = 0 identically. The exact solution is given by U = cos(y) cos(x) . This test case is well adapted to be solved by our low order finite-elements : the solution is constant in the tangential direction, i.e. in the direction where the finite-element is IP 0 .
If f 2 = 0, the only interest in applying our method is to verify that we already have a good approximation of the solution at the first iteration, and that this solution remains almost constant during the further iterations (the solution should be slightly modified because the resolution in ω, which makes appear f 1 + f 2 as source term, is better due to the finer grid, even if f 2 = 0).
We give in Figure 3 the first component of the reference solution and the numerical solution after one iteration. We give in Tables 1 to 3 the errors after 1, 2, 5, 10 and 50 iterations for 9 × 9, 27 × 27 and 45 × 45 coarse grids and fine grids three times finer in each case.
Test case 2.
The aim of this second test case is to construct a solution of the initial problem (2.1) in Ω\ω that does not depend on the solution of problem (2.3) in ω, this can be done easily by considering a Gaussian source term f 2 localized in ω which vanishes (numerically) on γ. Table 1 . Numerical errors on a 9 × 9 grid for the first test case. 
⎞ ⎟ ⎠ as local source in ω where ε = 0.5 and η = 10.
We give in Figure 4 the first field of the reference solution and the numerical solution after one iteration computed on a 45 × 45 coarse grid and a three times finer fine grid (this means the reference solution is calculated on a 135 × 135 grid). In Tables 4 to 6 we give the errors calculated in the same conditions as for the first test case. Table 4 . Numerical errors on a 9 × 9 grid for the second test case. 
Test case 3.
In this test case, we consider
], f 1 = 2 cos(y) 2 cos(x) as background source and f 2 = 10 cos(9x) cos(9y)χ(ω) 1 1 .
We give in Figure 5 the first field of the reference solution, the numerical solution after one iteration and the numerical solution after two iterations. One can see that the algorithm produces exactly what we expected : what we see after the first iteration is not supposed to be an approximation of the solution but something that allows us to calculate λ H which is an approximation of λ. Then, at the second iteration, the algorithm calculates an approximation of the solution of the initial problem. We give in Tables 7 to 9 the errors calculated in the same conditions as for the first test case. Table 7 . Numerical errors on a 9 × 9 grid for the third test case. as background source and f 2 = 10 cos(9x) cos(9y)χ([− π 6 , π 6 ] × [− π 6 , π 6 ]) 1 1 .
One can see that the only difference between this test case and the third test case is that we take ω Table 9 . Numerical errors on a 45 × 45 grid for the third test case.
slightly greater than supp(f 2 ). We give in Figure 6 the first field of the reference solution and the numerical solution after two iterations. We give in Table 10 the errors calculated on a 45 × 45 coarse grid and a three time finer fine grid.
Interpretation
One can see that the error over the whole domain does not seem to decrease any more after a few iterations. After a closer look at the results we can precise what happens : the main part of the error is due to what we called the exterior error, i.e. the error in Ω\ω. This error does not decrease any more after a few iterations; the interior error, which is considerably smaller, really decreases iteration after iteration so that we can conclude that the only error we add by using our two-scale decomposition comes Table 10 . Numerical errors on a 45 × 45 grid for the fourth test case.
from the fact that we use a coarser finite-element space in Ω\ω which is unable to fit the solution as well as the finer space defined on the extension of the fine grid over the whole domain Ω. Indeed, it is not only necessary to assure that the finite-element space is fine enough to capture the source term (what we did by defining P h in ω) but also that the finite-element space is fine enough to represent the solution over the whole domain Ω, which is not trivial as we use low order finite-elements, knowing that even if a peaking source term is located in ω, it also perturbates, in general, the solution in Ω\ω. We highlight this consideration by simply taking ω slightly larger than supp(f 2 ), as in the fourth test case, and see how much better the results are, compared to the third test case.
Perspectives
One can see that this work opens many perspectives of investigation : for example some of the next studies that will be done are the use of higher order finite-elements to ensure a better resolution in Ω\ω even on a coarse grid, and applying the multi-domain method for solving, at each time step, a multi-scale stationary Maxwell problem. Another point of interest is the following : the interest of our method remains in the fact that we use a finer finite-element space P h were the source term is non-smooth, but rather than refining the mesh, this could be done by using local higher order finite-elements in ω...
