A new method of designing robust controllers for nonlinear systems with uncertain parameters is presented. The method produces a controller with feedback linearization structure that minimizes a weighted combination of the probabilities of instability and having unsatisfactory performance. The method is demonstrated for a simple nonlinear system consisting of two masses connected by a linear-cubic spring.
Introduction
The problem of designing a robust state feedback control that provides global stability for a nonlinear system containing uncertainties has been the subject of considerable research over the last decade. One common approach is to treat the uncertainty deterministically, given knowledge about the size or the functional bound of the uncertainty. In early work, there is an additional condition on the structure of the uncertainty, called the matching condition: the uncertainty must enter into the state equation at the same position as the control input. For a system uncertainty satisfying the matching condition, two primary feedback control laws are min-max control [ 11 and saturation-type control [2] . If there are unmatched uncertainties, one approach is to apply the available controllers as if there are no unmatched uncertainties, then estimate the deterministic bounds of the unmatched uncertainties under which the stability result still holds [3] . Recent deterministic robust control results [4-71 for unmatched uncertainties are based on the technique of integrator backstepping. They assume that the undisturbed system is globally feedback linearizable, or if not, that the internal dynamics is stable or stabilizable. They also assume that a triangularity condition holds for the uncertain terms.
As we know, guaranteed stability-bound estimates often are unduly conservative, and the resulting controller usually needs very high control effort. In this paper, we deal with the nonlinear system with parametric uncertainty not in a deterministic way but in a probabilistic way. For lineartime-invariant systems, stochastic robustness [8-1 13 offers a simple and effective means of characterizing system robustness with respect to parametric uncertainty. This approach estimates the likelihood of system instability and violation of certain performance requirements, given the probability distribution of the uncertain system parameters. Stochastic robust control synthesis incorporates statistical tools and search algorithms to minimize a cost that is a function of the probabilities that system criteria will not be satisfied. For a linear benchmark problem posed in [12], Linear-Quadratic-Guassian regulators [ 131 and transfer function sweep designs [14] were given to minimize the stochastic robust design cost. The resulting compensators have better performance than other designs that did not use the stochastic robustness cost function.
The framework of stochastic robustness is not limited to the linear case. In this paper, we extend stochastic robustness analysis and design to nonlinear systems. In Section 2, we define the stochastic robustness measures for nonlinear systems. In Section 3, a nonlinear adaptation of the linear benchmark problem is presented, and robust state feedback control is designed by using a genetic algorithm to search for the design parameters of a controller with feedback linearization structure. Section 4 demonstrates the simulation results about the control law and corresponding stability and performance robustness. In Section 5 , the robustness of the nonlinear control law given in Section 4 is compared to the robustness of the linear control law in [ 131 when applied to this nonlinear system. In addition, we study the effects of plant parameter variations on the closed-loop system robustness
Stochastic robustness analysis for nonlinear systems
Stochastic Robustness Analysis defines the robustness of a compensator as the probability that parameter variations will cause the closed-loop system to have unacceptable behavior. Such unacceptable behavior could be closed-loop system instability or unacceptable performance, such as E and
In this paper, we consider the nonlinear system containing uncertain parameters q E Q c R P , i.e.
Note that inequality (2) not only can be used for stability definition, but also can be used to test if closed-loop system having unacceptable response envelope for some specified function P, p and y . For system robustness with respect to uncertain parameter variations, we define the corresponding indicator functions, for each fixed parameter, q, as follows: The probability of the closed-loop system having unacceptable behavior caused by the parameter variations is defined as the integral of the corresponding indicator function over the space of expected parameter variations:
Therefore, the probability of instability Pi, probability of settling time exceedance PIS, and probability of control limit exceedance P,, are defined as the integrals of mi, mtS, and mrr respectively.
Because (4) usually can not be integrated analytically, we use Monte Carlo simulation to evaluate (4). In the numerical simulation, we must provide practical definitions of instability, of unacceptable settling time, and of control effort limit. We assume that distribution-shaped random number generators produce values of system parameters q E Q c RP, of the initial condition xo, and of disturbance d in expected intervals. The output time history is then tested to see if it portrays certain unacceptable behavior, defined as follows:
For stability : The system must not "blow up". For performance: The output must converge to an acceptable region within an acceptable time. For control effort: The control usage must not exceed an acceptable limit at any time.
In simulation, we can never check the system for infinite time; we have to use a finite time interval instead. Acceptable response envelope, time, and control limit should be defined according to the design requirements of the specific problem.
Stochastic robust control design
Consider a nonlinear spring-mass system that is an adaptation of the linear benchmark problem posed in [ 121, where x I and x 2 are the positions of the masses, x3 and x4 are their velocities, and U is a control force on ml. The plant is disturbed by w on m 2 , and the measurement of x 2 is corrupted by noise v on y . The nominal mass-spring values are k , = ml = m2 = 1, andk, = 0.1. The limits ofmass and spring-constant variations are 0.5 < kl < 2, -0.5 < k2 < 0.2, 0.5 < ml < 1.5, and 0.5 < m2 < 1.5. The design goal is to minimize the likelihood of closed-loop instability, of certain settling time exceedance, and of excess control usage. This is a non-collocated actuator and sensor control problem subject to system parameter uncertainty. In this paper, we deal only with state-feedback design, i.e. only consider eqns (5) and (6); estimator design for measurement feedback will be addressed in later work.
By the theory of differential geometry 
Note that STPbbTP{ is nonnegative definite and equals zero only when { T P b = 0. By properly choosing Q , r , and d, we can make V nonpositive outside some compact region and attain a trade-off between convergence rate and control effort. From eqn.
(1 5), ( 1 7) and (24), we get the control law as
With the system parameters being the nominal values, Equation 26 describes the state feedback control law for the nominal system (5) and (6). We adopt this nominal control law as our stochastic robust control structure and search appropriate Q, r and d to minimize the Stochastic Robustness Cost Function
that contains a weighted sum of the squares of the stability and performance metrics. Our design goal is to minimize J with respect to the control parameters. In Section 4 we use a genetic algorithm to search these parameters and to perform numerical simulations.
Simulation Results
For robust nonlinear control design, we must test each candidate control law subject to the variations of system parameters, the variations of the initial state, and the variations of the magnitude of the disturbance during Monte Carlo simulation. We separate the design procedure into several steps. First we fix the initial state at the origin and the disturbance as a unit impulse at the initial time, estimating only the effect of the system parameter variations on the closed-loop system. In the second step, we change both the system parameters and the initial condition, using a random number generator to specify the initial condition over the region of interest. Then we add the variations of the magnitude of the disturbance, using a random number generator to specify the size of disturbance within the interval of interest.
In this paper, we address just the first step, i.e., we assume that the initial state is at the origin and that the disturbance is a unit impulse at the initial time. The remaining steps will be treated in later work. We identify the measures of system stability and performance for this specific problem as: In the process of searching control parameters, the Monte Carlo estimate of probability is used. The discrepancy between the Monte Carlo estimate and the true value results in apparent "noise" in the evaluation of the cost function. Furthermore, the cost function may be multi-modal, having large plateau areas and comers. As indicated in [13] and [ 141, genetic algorithm combined with certain statistical tools is a good searching procedure for minimizing a stochastic robustness cost function.
Genetic algorithm [ 191 is a randomized adaptive search method. It deals with the design parameter vectors as though they are the chromosomes of organisms trying to compete and survive in the environment specified by the cost Jfrom generation to generation. Each element in the design parameter vector is represented by a binary number sequence; the elements are connected to compose a chromosome. There are four operations in each generation of the chromosomes evolution: evaluation, selection, crossover, and mutation. The initial population is formed by randomly generating a number of chromosomes. In this paper, 50 chromosomes are generated randomly to compose the initial population. Then each chromosome is evaluated by Monte Carlo simulation, and high-fitness chromosomes are selected to survive to the next generation. The chromosome with lower cost J has higher fitness. The selected chromosomes are paired randomly and subjected to crossover with certain probability (usually between 0.6 to 1 .O). Crossover is carried out by swapping the tails of a pair of chromosomes at a random point along the binary sequence. After crossover, the binary number sequence in each chromosome may be mutated with some very low probability (usually less than 0.1). Each mutated binary number of the chromosome altered from 0 to 1 or from 1 to 0.
After 20 generations in which 500 Monte Carlo simulations were used to evaluate each chromosome, the search produced the control law (26) Figure 3 simulates the system that has very soft spring and high nonlinear effect ( kl = 0.58, kz = -0. I 7 ) , high first mass ( m l = 1.5), and low second mass (mz = 0.5). The closed-loop system demonstrates good performance with 14.3s settling time and 0.89 peak actuator effort.
Analysis of the optimized compensator
As mentioned in the introduction, Linear-QuadraticGuassian regulators (LQG) were given in [ 131 for the linear benchmark problem that is a linearized system of the linearcubic model in this paper about a zero set point. We apply the Linear-Quadratic regulator (without estimator part) in [ 131 to the nonlinear system here and compare the robustness of this linear control to the robustness gained by the nonlinear control given in (29). Figure 4 shows the comparison of the robustness profiles. Probability of instability and of control-limit exceedance decrease a half when nonlinear control applied, and probability of settlingtime exceedance falls dramatically, from 0.91 5 to 0.061. Comparison of the robustness profiles of the nonlinear control and the LQ control by linearization.
The effects of plant parameter variations on the closedloop system are shown by using graphs of the conditional probabilities of metric violations. During Monte Carlo simulations, two sets of vectors are recorded. The first is the set of all system parameter vectors, q (ml, m2, kl, kz), produced by random number generators to test the system. The second is the set of vectors q that cause the system to violate the metrics (Pi, P,, P, respectively). After the Monte Carlo evaluations are completed, the first set can be collated into a histogram for each system parameter. This histogram directly reflects the output of the simulation's random number generator for each parameter. The second set of vectors can be collated similarly into histograms with the same intervals and bin locations. This histogram reflects the number of metric violation cases along the variation of each parameter. The conditional probability of metric violation for each parameter is obtained through dividing the frequency counts of the second histogram by the corresponding frequency counts of the first histogram at the same bin location. Figure 5 shows the conditional probabilities of metric violations with respect to kl and k obtained by 2000
Monte Carlo simulations With the limitation of the length of the paper, the effects of the mass m l and m2 are not listed here. We can see that the conditional probability of instability equals zero when kl > 0.75 or k2 > -0.2. . Conditional probability of instability, of settlingtime exceedance, and of control-limit exceedance.
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Conclusion
In this paper, we have extended Stochastic Robustness Analysis and Design to nonlinear systems with parameter uncertainties. For a nonlinear adaptation of a linear benchmark problem, the practical definitions of probability of instability, probability of settling-time exceedance and probability of control limit exceedance are identified and used in the design process. A genetic algorithm is used to search the design parameters of a compensator based on modified feedback linearization structure. The compensator presented shows excellent robustness characteristics. This work demonstrates that stochastic nonlinear robust synthesis is very efficient and flexible in practical problems.
