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Oscillatory processes can take place in compartments (e.g., cells). Coupling between the compartments can induce synchronization patterns that can strongly depend on the network topology. In chemistry, there are two common ways of coupling: local, e.g., through diffusion, and global, e.g., through an external constraint. To explore the characteristics of the synchronization patterns, we designed a chemical three-oscillator system using nickel electrodissolution, where the ratio of local and global coupling can be tuned. With global coupling, in the partially synchronized state (when two of the three oscillators become synchronized), repeated experiments showed that any of the oscillator pairs can exhibit synchrony. However, with local coupling, most experiments lead to synchrony between the center and one of the edge oscillators. We also showed that it takes about twice as strong coupling to synchronize three oscillators in a chain than three globally coupled oscillators.
I. INTRODUCTION
Locally and globally coupled nonlinear oscillators have been studied intensively, theoretically, and experimentally, as they exhibit complex forms of self-organization between incoherence and complete synchronization.
1 Chemical reaction-diffusion systems represent local coupling through concentration gradients: Two extensively investigated examples are the Belousov-Zhabotinsky (BZ) reaction and the oxidation reaction of CO on a single crystal Pt.
2,3 A wide range of patterns were observed in these systems that include propagating waves, traveling waves, spiral waves, and Turing patterns. [4] [5] [6] In a globally coupled system, another type of interaction forms due to changes in parts of a system equally effecting all other parts. Global interactions in surface reactions can occur through mixing in the gas phase (capacitance coupling) or an external constraint (constant temperature). 7, 8 For example, synchronous oscillating domains, phase locked by global coupling in the gas phase, were found in a model of CO oxidation. 9 As a special case of interactions, feedback methods were developed for controlling the spatiotemporal dynamics. 10 The application of local feedback allows directional control of propagating waves to yield virtually any desired pattern. 10 Global feedback, for example, in reactiondiffusion systems, 11, 12 gives rise to a rich variety of spatiotemporal dynamics. Introduction of global feedback loops to uniform oscillations and waves can lead to changes in the properties of existing patterns and the emergence of new kinds of patterns in active media. Introduction of global feedback loops to turbulence (spatiotemporal chaos) can bring the system to the edge of chaos where it becomes highly labile and where a variety of new, easily controllable patterns is possible. 10 Electrochemical systems exhibit a variety of non-linear phenomena including bistability, periodic, quasiperiodic, and chaotic oscillations due to the interaction of charge transfer chemical reaction and electric and mass transfer effects. 13 Pattern formation can be studied in distributed systems (one electrode) and multi-electrode arrays. In electrochemical systems, either a constant potential (potentiostatic) or a constant current (galvanostatic) is imposed between the working and reference electrode and the coupling is predominantly electrical. While galvanostatic mode imposes an inherent global coupling, 14 long-range coupling can be expected via the electric field. 15 Such long-range coupling is considered in-between the infinite range global, and nearly zero range local coupling. The strength of the coupling is dependent on the placement of working, counter, and reference electrodes. 15 Long-range coupling can accelerate waves 16, 17 and induce formation of clusters and other complex patterns. 16, [18] [19] [20] [21] [22] [23] [24] With electrode arrays, coupling has been shown to induce synchronization patterns. 25, 26 For example, electrical global coupling, induced by a common (shunt) resistance, resulted in a Kuramoto transition to synchronization. 27 Similarly, local coupling with cross resistances gave rise to rotating waves in ring networks. 28 Because global and local coupling can induce fundamentally different synchronization patterns, the analysis of patterns with a mixture of local and global coupling is a challenging task.
In this paper, we investigate the characteristics of synchronization patterns in a mixture of local and global coupling with nickel electrodissolution in the oscillatory region close to a Hopf bifurcation. As the simplest network prototype, we use three nodes, in which a cross coupling is added to the edge elements of a chain with relative strength 0 c 1. Simulated patterns using an anodic nickel electrodissolution model are characterized by the phase diagram with synchrony structures (no synchrony, partial synchrony, and full synchrony) from local to global coupling. The role of heterogeneity that produces different natural frequencies for oscillators is also explored with the model. To test the generality of the findings, the simulation results are also compared to those of the Kuramoto model. The dependence of critical coupling strength (k c ) to induce full synchronization on the cross coupling factor (c) is analyzed; the dependence is interpreted with eigenvalue analysis of the Laplacian matrix and a theory based on the graph surface area. The modeling and theoretical results are verified in experiments with three electrodes coupled by cross resistances. Regions of spatially organized partially synchronized states (SOPS) are identified as a function of c. The theoretically predicted relationship between the critical coupling strength ðk c Þ and cross coupling strength factor ðcÞ is confirmed. Finally, the significance of the findings to chemical pattern formation is discussed.
II. NUMERICAL AND EXPERIMENTAL METHODS

A. Experimental setup
A standard three-electrode electrochemical cell was used as shown in Fig. 1 . The working electrode array consisted of three, 1 mm diameter nickel electrodes (Goodfellow, 99.98%). The electrodes were embedded in epoxy and reactions took place only at the ends. Before the experiments, the electrode array was wet polished. The potential of all three electrodes in the array was held constant (V ¼ 1.115 V) using a potentiostat (ACM Instruments, Gill AC) vs Hg/Hg 2 SO 4 (sat.) K 2 SO 4 reference electrode. A platinum rod was used as a counter electrode.
There was a coupling resistance (R c ) between each pair of electrodes where the coupling strength is equal to the inverse of the coupling resistance (k ¼ 1=R c ). The nickel electrodissolution system exhibits potentiostatic current oscillations that occur through a Hopf bifurcation. 29 Experiments were performed with smooth periodic oscillators in 3 M sulfuric acid. The currents of the electrodes were acquired at 200 Hz using a National Instruments NI PXI-1033 data acquisition board. The temperature of the cell was maintained at 10 C by a circulating bath (Thermo Scientific NESLAB RTE7). An individual resistance initially R ind ¼ 1 kX was added to each electrode in the array. The natural frequencies of all oscillators were adjusted by small changes in the individual resistances with a technique described previously. 30 
B. Frequency and phase of the oscillation
The results were interpreted in the framework of phase description of oscillators.
1, 31 The effect of coupling on the dynamics of the system was analyzed by reconstructing the phase of the oscillators; the Hilbert transform of the time series data x(t)
was used in defining the phase PV in the equation implies that the integral should be evaluated in the sense of Cauchy principal value. x h i is the temporal average of the time series x t ð Þ. In numerical simulations, the electrode potential ½x t ð Þ ¼ eðtÞ, and in experiments, the current [x t ð Þ ¼ iðtÞ], time series data were analyzed. (About 100-1000 cycles were collected.) The natural frequency of the l-th oscillator is obtained from a linear fit of /ðtÞ vs t
A pair of oscillators was considered synchronized, when their phases were locked and their frequencies are identical. The three-oscillator network was synchronized when all pairs of the oscillators were synchronized.
III. RESULTS AND DISCUSSION
A. Numerical results
Coupling topology
Figure 2(a) shows the coupling topology of the threeelectrode network. One extreme case is local coupling (shown on the left side) forming a chain network. Another extreme case is global coupling (shown on the right side) where all electrodes are connected with no discernable central electrode. The middle diagram shows a topology obtained by superposition of local and global coupling. The coupling strength, k, between the center and the edge electrodes is equal. The cross coupling strength between the edge electrodes is denoted by ck where c is the cross coupling factor which ranges from 0 to 1. [Note that the weakened cross coupling can occur between any of the electrodes (1,2), (1,3), or (2,3).] When c ¼ 0, the coupling is purely local; when c ¼ 1, the coupling is purely global. Therefore, c represents the fraction of global coupling.
Results with a kinetic model
a. Model equations. A three-electrode system coupled through cross resistors was modeled with the use of a Randles equivalent circuit [ Fig. 2(b) ]. For the dynamics of each electrode, the model of anodic electrodissolution of nickel proposed by Haim et al. 32 was used. Although the detailed chemistry underlying this model may not be exact, 33 it does reproduce much of the dynamics of a uniform oscillating system describable by a set of ordinary differential equations (ODEs). The original dimensionless model was written for two variables: e is the dimensionless double layer electrode potential and h is the total surface coverage of nickel oxide and hydroxide. The model for a single electrode is as follows:
The Faradaic current density (J F ) is expressed as
where s is the dimensionless time; V ¼ 15 is the dimensionless circuit potential; R ¼ 20 is the dimensionless total resistance; C is the surface capacity; and C h ¼ 1600; a ¼ 0:3; b ¼ 6 Â 10 5 ; and c ¼ 0:001 are kinetic parameters. For three oscillators, the dynamical evolution of the electrode potentials is
Experimentally, the coupling can be set by adjusting the cross resistances such that k ¼ 1=R c;1 ¼1=R c;2 and kc ¼ 1=R c;3 . The surface coverages (H l , l ¼ 1,2,3) are described by For each electrode, we assumed a slightly different value of surface coverage; such heterogeneity accounted for the different natural frequencies of the oscillators. 29 In each simulation, we set the surface capacities in a given pattern around nominal values of C 0 ¼ 0:01, e.g.,
, respectively, with a given heterogeneity value d.
b. Effects of coupling strength on synchronization. First, we considered the kinetic model [Eqs. (7)- (10) Figure 4(a) shows the frequencies as a function of the coupling strength. Three regions are identified: desynchrony at k < 0:007, partial synchrony at 0:007 k < 0:014, and full synchrony at k ! 0:014. In the partially synchronized states, the oscillators with the smallest natural frequency differences, electrodes 1 and 2, are synchronized. In the desynchronized region, the frequencies of the oscillators increase with coupling strength without inducing synchrony. Such oscillators exhibit positive non-isochronicity. 34 c. Phase diagram. In general, the synchronization patterns depend on the coupling topology, coupling strength, and the heterogeneity distribution over the electrodes. In the experiments, the heterogeneity of nickel electrodes will cause the passivation process to be slightly different and results in different natural frequencies of the oscillators. 29 Since the spatial distribution of heterogeneities is stochastic and unknown, at each 1=c and k values we performed six simulations: for each simulation, we assigned a permutation of heterogeneities
02. Therefore, the simulations reveal the expected synchronization pattern for the given network at all possible permutations of the heterogeneity over the network. The phase diagrams were constructed by plotting all the possible behaviors observed at given 1=c and k parameters. In some examples, all possible heterogeneity permutations resulted in the same state (e.g., no synchrony), but in other examples the different permutations gave different synchronization patterns. The regions in the phase diagrams were classified according to the type of behavior that was observed with all the possible permutations of the heterogeneities.
Simulations at different 1=c values and coupling strengths using the anodic nickel electrodissolution model are shown in Fig. 5(a) . At low coupling strength, there is no synchrony; at high coupling strength, there is full synchrony. In the intermediary coupling strengths, the behavior for the partially synchronized states changes for the different networks. The partially synchronized state can occur among electrode pairs including the center electrode (center-toedge) or between two edge electrodes (cross-edge). Since the heterogeneities are permutated over the nodes, there is a possibility of different types of synchronized states depending on the permutation.
Overall, eight different regions can be identified in the phase diagram. At predominantly global coupling (1=c < 1:1, up to 9% local coupling), the system exhibits three different states starting from no synchrony (0 k < 0:007, state I). As the coupling strength increases, any two of the three electrodes can be synchronized (state VIII). The partially synchronized states observed arise from the lack of the spatial structure; thus, we call these states non-spatially organized partially synchronized states (NSOPS). In this case, oscillators with small frequency differences will determine the partial synchrony state, while the network topology has only a weak effect on the observed pattern. At very high coupling strengths (k > 0:014), the oscillators exhibit full synchrony regardless of the heterogeneity permutation (state VI).
When the coupling becomes somewhat more localized (1=c > 1:1, more than 9% local coupling), three additional states occur: Two in the low coupling region (states II and VII) and one in the high coupling region (state V). In state II, there is a permutation dependent existence of no synchrony or central-to-edge partial synchrony. In this state, even when the heterogeneities are permutated over the network, spatially organized partial synchrony (SOPS) occurs only between the center and one edge electrode. As the coupling strength increases, there is no synchrony or partial synchrony between any two of the three electrodes depending on the permutation (state VII). At even higher coupling strength (k ¼ 0:014), either SOPS or full synchrony was observed (state V).
At predominantly local coupling (1=c > 4, 75% or more local coupling), the transition from the desynchronized to fully synchronized state occurs through four regions as the coupling strength is increased. At lower coupling strength, the system exhibits state II (no sync or SOPS). At somewhat stronger coupling, either no synchrony, SOPS, or full synchrony is observed (state III). At higher coupling strength, there are three states: NSOPS and full synchrony (state IV), SOPS and full synchrony (state V), and full synchrony (state VI).
At mixed local-global with more local coupling, regions 3.5 < 1/Ç < 4 (71% to 75% of local coupling) the transition from desynchronization to synchronization occurs through states I -II -IV -V -VI, i.e., without region III (no sync, SOPS, full sync). At even more global coupling 2.25 < 1/Ç < 3.5 (56% to 71% local coupling), state IV (NSOPS, full sync) is replaced with state VIII (NSOPS) during the transitions I -II -VIII -V -VI. Nonetheless, these transitions are similar to the locally coupled regions.
At mixed local-global coupling with 9%-56% local coupling, (1.1 < 1/Ç < 2.25), the synchronization transition occurs through states I (no sync) -II (no sync, SOPS) -VII (no sync, NSOPS) -VIII (NSOPS) -V (SOPS, full sync) -VI (full sync). At very weak and strong coupling, transition from no synchrony to the first partial synchrony state, and transition from nearly full synchrony to full synchrony, and SOPS states can be observed, respectively. However, in the intermediate coupling strength regions, there is a large region with NSOPS states (VII and VIII).
These results thus show that with only up to 9% local coupling is present, the global coupling induced synchronization patterns will be dominated by the heterogeneities of the oscillations (NSOPS patterns arise). With more than 9% local coupling, the network structure will become important, and SOPS can develop, where synchrony can occur along the strongly connected nodes. A mixed region occurs between 9% and 56% local coupling, where both SOPS and NSOPS can occur. Finally, with more than the 56% local coupling, SOPS patterns will dominate the partially synchronized region, with a small parameter region where NSOPS is still possible. The spatial distribution of heterogeneities is crucial for local coupling of 9% or less. In this case, the partial synchronized patterns will be strongly dominated by heterogeneities.
Results with a Kuramoto phase model
a. Model equations. To test the generality of the findings with the kinetic model, we also simulated the phase patterns with a Kuramoto phase model. 35 The Kuramoto model describes the phase of three oscillators in a mutually coupled system with a set of differential equations as follows:
where / l is the phase of the l-th oscillator, A jl is a 3 Â 3 coupling matrix
and x l are the natural frequencies of the oscillators. The parameter q is the non-isochronicity and describes a fundamental oscillator property that should be determined for each oscillator just above the Hopf bifurcation. 34 We will use two versions of the model: isochronous (q ¼ 0) and nonisochronous (q ¼5). Non-isochronicity often causes complex synchronization patterns; 34,36-38 therefore, it is important to test the dependence of the general results on the extent of non-isochronicity.
b. Synchronization. An example of frequency vs coupling strength obtained by the Kuramoto model (with q ¼ 0, and natural frequencies X 1;2;3 ¼ ð0:446; 0:437; 0:459) is shown in Fig. 4(b) . As expected, the isochronous oscillators reach their average natural frequency when they become synchronized. Similar to the simulations with the kinetic model, three regions can be identified: no synchrony at k < 3:2 Â 10 À3 , partial synchrony at 3:2 Â 10 We thus see that the phase diagram of the Kuramoto model without non-isochronicity retains many of the features of the kinetic model, e.g., SOPS patterns with dominant local coupling and NSOPS patterns with dominant global coupling. Remarkably, the transition from a locally to globally coupled system occurs with about 9% local coupling. Overall, the dynamics is simpler than those with the kinetic model, as there are fewer states with different types (no sync, partially sync, and full sync) of patterns.
Prediction of critical coupling strength
One peculiar feature of the phase diagrams is that the transition to full synchronization [between regions V and VI in Figs. 5(a) and 5(b)] occurs in a seemingly regular manner. Note that this transition occurs at the largest coupling strength required to synchronize the oscillators with all the permutations of the natural frequencies over the network. In both examples, the critical coupling strength required for full synchrony is about twice as large for local coupling as that for global coupling. The estimate of critical coupling strength at which full synchronization can occur is a complicated problem because of two, often counteracting factors play role: oscillators with similar frequencies and oscillators with direct linkage tend to synchronize. 39 The impact of the network structure can be illustrated with Wu-Chua conjecture, which states that in coupled dynamical systems the critical coupling strength is often inversely proportional to the absolute value of the second largest eigenvalue of the Laplacian matrix (k 2 ):
Using adjacency matrix (12) , the Laplacian matrix is
For global coupling, c ¼ 1, the second largest eigenvalue is À3. For any cross coupling, c, the eigenvalue is À1 À 2c. Therefore, the ratio of the eigenvalues is expected to give the ratio of the critical coupling strength compared to that with global coupling
We note that while Eq. (15) captures some general features of trends in the general variation of k c on c, it is not very accurate for local coupling. In this case, c ¼ 0, and thus, the expected ratio for the critical coupling strength for local to global coupling would be 3. In reality [for example, as shown in Figs. 5(a) and 5(b)], this value is close to 2. Instead of using Eq. (15), we present a graph surface area 40 approach to give a better approximation for the dependence of k c on c in the Appendix. This approach takes advantage that during weakening the coupling strength, the population is expected to break up into two frequency clusters. Therefore, the critical coupling strength at which the desynchronization transition occurs is proportional to the weighted frequency difference between the two groups divided by the total coupling between the groups. Then, we can search for the maximum coupling strength for any division of the two cluster states for any distribution of the heterogeneities. The critical coupling strength can be divided with the critical coupling strength for c ¼ 1. The equation is as follows:
where k c is the critical coupling strength and k g is the least amount of coupling strength required for full synchrony at global coupling. When c ¼ 1, there is global coupling for which k c ¼ k g . When c ¼ 0, the coupling is local, and the ratio of local-to-global coupling is 2. The predicted transition curve and simulated data points are shown in values. For example, for locally coupled case k c =k g is about 1.8, while the theory predicts 2. We note (see the Appendix) that the theory relies on providing lower bounds for the critical coupling strength; the accuracy of the lower bound is related to the unknown phase cohesiveness 39 of the oscillators at the desynchronization point. (Because the phase differences at the desynchronization point are in general unknown, the approximation of the critical coupling strength has an inherent uncertainty.) The functional dependence of k c =k g on c gives a convex function; consequently, a small increase in c from zero results in large changes of the critical coupling strength. Therefore, adding a small global coupling character can decrease the critical coupling strength more than expected from a simple linear interpolation.
B. Experimental results
Synchronization patterns
From local to global coupling: To confirm the numerical and theoretical findings, we performed experiments with a coupled three-electrode system. Before the experiments, small changes were made to the individual resistances, so that the three electrodes had natural frequencies such that the one oscillator with intermediate natural frequency was about 8-16 mHz slower and faster than the two other oscillators. Such adjustment of the frequencies improved the reproducibility and interpretation of data. Each experiment was then repeated in three coupling configurations, where the weakened cross coupling (cK) was induced between electrodes (1,2), (1-3), or (2,3).
The experiments with the three configurations performed from local coupling to global coupling are shown in Fig. 7 . For each coupling strength (in each column), the center electrode has the lowest, intermediate, and largest natural frequencies for the top, middle, and bottom experiment, respectively. For each panel, the coupling strength increases from left to right. Figure 7(a) shows the synchrony pattern with predominantly local coupling (c ¼ 0:1, 90% local coupling). At low coupling strength (K ¼ 10 lS), the oscillators are desynchronized. As the coupling strength was increased to K ¼ 14.3 lS, both no synchrony and SOPS occur. At intermediate coupling strength, K ¼ 40 lS, the oscillators become partially synchronized in the SOPS pattern for all three configurations. At even stronger coupling strength, K ¼ 55.6 lS, two of the configurations becomes fully synchronized and one shows SOPS. At very strong coupling strength (K ¼ 100 lS), all configurations become fully synchronized. The experiments thus confirm many predictions of the numerical simulations. Adding a small amount of local coupling to global coupling, no synchrony and SOPS patterns occur at weak coupling (state II in numerical simulations). Local coupling induces SOPS patterns for a large region of the phase diagram space. Permutation of natural frequencies over the network can generate different types of synchrony states. The experimental results show similarities to the simulations of the Kuramoto model without non-isochronicity [q ¼ 0, Fig. 5(b) ]. This prediction is consistent with the finding in a previous study, where it was shown that the phase interaction function of the oscillation close to Hopf bifurcation is almost completely sinusoidal in shape. 41 
Determination of critical coupling strength
The critical coupling strength at various values of c was also experimentally measured. For this purpose, we determined the critical coupling strength at which full synchrony occurs for a configuration where the center electrode had the intermediate natural frequency. As it is shown in the Appendix, this configuration is expected to have the largest critical coupling strength. In addition, at the end of each experiment, we also confirmed that at the critical coupling strength changing the cross coupling position did not result in desynchronization. The fast and slow frequency oscillators were kept in a d range of 68 to 613 mHz by small changes in the individual resistors. Critical coupling points were considered to be the mean coupling value between the synchronization and phase slipping behavior as coupling strength sequentially decreased.
The theoretical relationship [Eq. (16) ] is plotted against adjusted critical coupling strength (k c ) values as shown in Fig.  8 . An adjusted critical coupling strength is used because the natural frequencies of the oscillators change throughout the experiments; therefore, the d value was different for the different experiments. The coupling strength was rescaled by the maximum heterogeneity of the natural frequency differences
where x is the mean natural frequency of the oscillators.
(We note that the equation is dependent on the network topology and is only valid when the center oscillator has the intermediate frequency.) Figure 8 shows that the theory can predict well the critical coupling strengths; the convex nature of the variation and the deviations (found at small c) are similar to those in the numerical simulations in Fig. 6 .
IV. CONCLUSIONS
We explored the formation of synchronization patterns in a mixture of local and global couplings with nickel electrodissolution in the oscillatory region close to Hopf bifurcation. At intermediate coupling strength with predominantly global coupling, two of the three oscillations, whose natural frequencies are closer, can synchronize. With predominantly local coupling, spatially organized partially synchronized states (SOPS) are formed, in which the network structure imposes frequency clustered domains of connected elements. Adding even a relatively small amount of local coupling (between 9% and 25%) can induce SOPS. The heterogeneities of the oscillators play important role in the patterns: permutations of natural frequencies over the network can induce different types of states (e.g., no sync, full sync, and SOPS). At sufficiently strong coupling, only a fully synchronized state can occur. We derived a formula for the critical coupling strength for mixed local and global couplings. Because the critical coupling strength is a convex function of the global coupling fraction, adding a small amount of local coupling does not increase the critical coupling strength to a large extent. Therefore, in a mixed local-global topology, at weaker coupling strengths, the partially synchronized patterns will be similar to those observed with local coupling, while the required coupling strength to full synchrony will be similar to the global coupling case.
The experimental implementation of network interactions utilized cross resistances; however, the investigated coupling topologies could occur naturally in electrochemical (e.g., in microfluidic system with three electrodes placed in a branched channels) or chemical (where local coupling could occur through diffusion in the presence of some global external constraint, e.g., temperature control) systems. Although this work was done with three electrodes, the major findings can be expanded to multi-electrode studies in larger networks where a mixture of local and global coupling can be controlled through an external constraint. With larger networks, more complicated patterns could arise with both local and global coupling (e.g., spirals or clusters); therefore, superposition of local and global coupling could create mixed patterns, for example, similar to the rotating cluster waves that were observed with hydrogen oxidation. 
A lj h / j À / l À Á ; l ¼ 1; 2; 3;
where / l and X l are the phase and the natural frequency of the l-th oscillator, respectively, h is an odd coupling function with maximum value h j j ¼ 1. A lj is the weighted adjacency matrix, which is assumed to be symmetric (A lj ¼ A jl ). At a synchronized state, all oscillators have the same frequency _ / l ¼ X. Therefore, in this state, if we divide the population for groups A and B, the sum of the weighted sum of the synchronized frequency of group A must be the same as that of group B, i.e.,
where N A and N B are the number of elements in groups A and B, respectively. Now we can substitute the right hand side of Eq. (A1) into (A2), and we get k X k2A;m2B
At the breakup of synchronization, the oscillators have some (unknown) phase difference, but the jhj can be at most 1; therefore
After testing all possible divisions of the oscillations into groups A and B, we can get a lower bound for the critical coupling strength at which the synchrony is lost 
Assume that we have three oscillators with increasing frequencies (without the loss of generality) x k ¼ 1 þ d ð Þ; 0; À1, where À1 < d. (Note that if d > À1, then the frequencies are not in increasing order, and can be rearranged to fit this requirement.) The coupling strengths are given by K 1;2 ¼ K 2;3 ¼ K, K 1;3 ¼ Kc (0 c 1). We can calculate the critical coupling strengths for two ranges of d.
[I] d ! 0. When d is positive and the coupling is global, we can get the largest critical coupling by dividing the population such that oscillator 1 [with frequency ð1 þ dÞ] belongs to group A, and the two other oscillators to group B. Therefore, the absolute value of the weighted frequency difference is ð3 þ 2dÞ=3 and the two groups are connected by two cross-connections; therefore
For the weighted network, the natural frequencies can be permutated in three different ways (i) When x 2 ¼ 0, for any c
