Active Appearance Models (AAMs) 
Introduction
Statistical models of appearance have been shown to be useful for interpreting images of deformable objects, particularly when combined with a fast matching algorithm such as Active Appearance Model (AAM) search [4] . In many practical applications an AAM alone is insufficient. A suitable initialisation is required for the matching process and when unconstrained the AAM may not always converge to the correct solution. The appearance model provides shape and texture information which are combined to generate a model instance. A natural approach to initialisation and constraint is to provide prior estimates of the position of some of the shape points, either manually or using automatic feature detectors. For instance, when matching a face model it is useful to have an estimate of the positions of the eyes, which could either be provided by a user or located using a suitable eye detector. This paper reformulates the original least squares matching of the AAM search algorithm into a statistical framework. This allows the introduction of prior probabilities on the model parameters and the inclusion of prior constraints on point positions. The latter allows one or more points to be pinned down to particular positions with a given variance. This framework enables the AAM to be integrated with other feature location tools in a principled manner, as long as those tools can provide an estimate of the error on their output. In the following we describe the mathematics in detail, give examples of using point constraints to help user guided image markup and give the results of quantitative experiments studying the effects of constraints on image matching.
Previous Work
Statistical models of appearance which combine shape and texture variation have been described by various groups including Edwards et. al. [SI and Jones and Poggio [9] . Edwards et. al. initially They show how to generate the reduced set of modes of variation obtained when a subset of the model points are constrained, and find the optimal sets of points to further restrict shape variation. Fua and Miccio [6] matched 3D mesh head models to 2D images, and incorporated point constraints Mitchell et. al. [ 1 I] used a combination of Active Shape
Model and Active Appearance model to segment cardiac images. At each iteration the two models ran independently to compute new estimates of the pose and shape parameters. These were then combined using a weighted average. They showed that this approach gave better results than the AAM alone. The approach described below gives a more principled method of combining the algorithms.
Statistical Appearance Models
Here we describe briefly the models of shape and appearance used to represent classes of deformable objects, so as to establish mathematical notation. Statistical appearance models are generated by combining a model of shape variation with a model of the texture variation -in the following 'texture' means the pattern of intensities or colours across an image patch. To build a model a training set of annotated images is required, in which corresponding points have been marked on each example. The points are each represented as a vector, x, aligned into a common co-ordinate frame and a statistical shape model is built [3] . Each training image is then warped so that the points match those of the mean shape, obtaining a 'shapefree patch'. This is raster scanned into a texture vector, g, which is then normalized. Eigen-analysis is applied to build a texture model. Finally the correlations between shape and texture are learnt to generate a combined appearance model.
The appearance model has parameters, c , controlling the shape and texture (in the model frame) according to where 2 is the mean shape, g the mean texture in a mean shaped patch and Q s , Q g are matrices describing the modes of variation derived from the training set.
A shape in the image frame, X, can be generated by applying a suitable transformation to the points, x : X = St(x). Typically St will be a similarity transformation described by a scaling, s, an in-plane rotation, 8, and a translation ( t 5 , t y ) . For linearity the scaling and rotation can be represented as (s,,sy) where s, = (scos8 -l), sy = ssin8. The pose parameter vector t = (~,~~~. t ,~t~) * is then zero for the identity transformation.
The texture in the image frame is generated by applying a scaling and offset to the intensities, g , , = T,(g) = (u1 + l ) g l , + uz1, where U is the vector of transformation parameters. A full reconstruction is given by generating the texture in a mean shaped patch, then warping it so that the model points lie on the image points, X.
Model Matching
Model matching can be treated as an optimisation process, minimising the difference between the synthesized model image and the target image. The appearance model parameters, c , and shape transformation parameters, t, define the position of the model points in the image frame, X, which gives the shape of the image patch to be represented by the model. To test the quality of the match with the current parameters, the pixels in the region of the image defined by X are sampled to obtain a texture vector, g,,. These are projected into the texture model frame, g , = T -' ( g t m ) .
The current model texture is given by g , = g + Qgc. The current difference between model and image (measured in the normalized texture frame) is thus
where p is a vector containing the parameters of the model, p T = ( C T l t q U T ) .
Basic AAM Formulation
The original formulation of Active Appearance Models aimed to minimise a sum of squares of residuals measure, E1 (p) = rTr. Suppose that during an iterative matching process the current residual was r. We wish to choose an update 6p so as to minimize El(p + 6p). By applying a first order Taylor expansion to (2) we can show that bp must satisfy (3) where the i j t h element of matrix $$ is 2. Thus
In a standard optimization scheme it would be necessary to recalculate $ at every step, an expensive operation.
However, it is assumed that since it is being computed in a normalized reference frame, it can be considered approximately fixed. It is thus estimated once from the training set. @ can be estimated by numeric differentiation, systemat-
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ically displacing each parameter from the known optimal value on typical images and computing an average over the training set. Residuals at displacements of differing magnitudes are measured (typically up to 0.5 standard deviations of each parameter) and combined with a Gaussian kemel to smooth them. R and e are precomputed and used in all subsequent searches with the model.
MAP Formulation
Rather than simply minimising a sum of squares measure, we can put the model matching in a probabalistic framework. In a maximum a-posteriori (MAP) formulation we seek to maximise
If we assume that the residual errors can be treated as uniform gaussian with variance U : , and that the model parameters are gaussian with diagonal covariance S ; , then maximising (6) is equivalent to minimising If we form the combined vector then E2 = yTy and (9) In this case the optimal update step is the solution to the equation which is this has the form where RS and KP can be precomputed during training.
In this case the update step consists just of image sampling and matrix multiplication. A measure of quality of fit (related to the log-probability) is then
Including Priors on Point Positions
Following a similar approach to that above we obtain the update step as a solution to
where When computing one must take into account the global transformation as well as the shape changes, the parameters These can be substituted into (14) and (15) to obtain the update steps. Note that in this case a linear system of equations must be solved at each iteration. See Appendix A for the special case of isotropic errors on the fixed point position estimates.
Experiments
To test the effects of applying constraints to the AAM search, we performed a series of experiments on images from the M2VTS face database [IO] . We trained an AAM on 100 images and tested it on another 100 images. 68 points were used to define the face shape, and 5000 greyscale pixels used to represent the texture across the face patch. The separation between the eyes is about 100 pixels (see Figure 10) . The model used 56 appearance parameters. Figure 10a shows the initial point positions and reconstruction of a face model on a new image. Figure 10b shows the result after an unconstrained search. In this case the model fails because the eyebrows match to the eyes. Figure  10c shows the result after the user constrains the right eye centre. Figure 10d shows the result after the user constrains a point on the left eyebrow. This gives a much better overall match. If necessary further points can be pinned, depending on the overall accuracy required. Each search takes about 500ms (on a Pentium 550MHz PC), allowing efficient user interaction.
User Guided Search

Point Constraints
To test the effect of constraining points, we assumed that the position of the eye centres was known to a given variance. We then displaced the model from the correct position by up to 10 pixels (5% of face width) in z and :y and ran a constrained search. Nine searches were performed on each of the 100 unseen test images. Measurements were made of the boundary error (the RMS separation in pixels between the model points and hand-marked boundaries) and the R M S texture error in grey level units (the images have grey-values in the range 10,2551). The eye centres were assumed known to various accuracies, defined in terms of a variance on their position. Figure 1 shows the effect on the boundary error of varying the variance estimate. Figure 2 shows the effect on texture error. The results suggest that there is an optimal value of error standard deviation of about 7 pixels. Pinning down the eye points too harshly reduces the ability of the model to match accurately elsewhere. To test the effect of errors on the positions of the fixed points, we repeated the above experiment, but randomly perturbed the fixed points with isotropic gaussian noise. This simulates inaccuracies in the output of feature detectors that might be used to find the points. Figure 3 shows the boundary error for different noise variances. The known noise variance was used as the constraining variance on the points. This shows that for small errors on the fixed points the search gives better results. However as the positional errors increase the fixed points are effectively ignored (a large variance gives a small weight), and the boundary error gets no worse.
Including Priors on the Parameters
We repeated the above experiment, but added a term giving a gaussian prior on the model parameters, c -equation Figures 4, 5 show the results. There is an improvement in the positional error, but the texture error becomes worse. Figure 6 shows the distribution of boundary errors at search convergence when matching is performed with/without priors on the parameters and with/without fixing the eye points. Figure 7 shows the equivalent texture errors. Again, the most noticable effect is that including a prior on the parameters significantly increases the texture error (both with and without pinning down the eyes), though there is little change to the boundary error. The results can be explained as follows. Adding the prior biases the match toward the mean. Small changes in point positions (eg away from edges) can introduce large changes in texture errors, so the image evidence tends to resist point movement towards the mean. However, there is less of a gradient for small changes in parameters which affect texture, so they tend to move toward the mean more readily. 
Varying Number of Points
The experiment was repeated once more, this time varying the number of point constraints. Figure 8 shows the boundary error as a function of the number constrained points. The eye centres were fixed first, then the mouth, the Figure 6 . Distribution of boundary errors given constraints on points and parameters chin and the sides ,of the face. There is a gradual improvement as more points are added. Figure 9 shows the texture error. This improves at first, as the model is less likely to fail to converge to the correct result with more constraints. However, when more points are added the texture error begins to increase slightly, as the texture match becomes compromised in order to satisfy the point constraints.
Discussion and Conclusions
We have reformulated the AAM matching algorithm in a statistical framework, allowing it to be combined with user input and other tools in a principled manner. This is very useful for real applications where several different algorithms maybe required to obtain robust initialisation and matching.
Providing constraints on some points can improve the reliability and accuracy of the model matching. Adding a prior to the model parameters can improve the mean boundary position error, but at the expense of a significant degradation of the overall texture match.
The ability to pin down points interactively is useful for interactive model matching. The appearance models require A 'bootstrap' approach can be used in which the current model is used to help mark up new images, which are then added to the model. The interactive search makes this process significantly quicker and easier. We anticipate that this framework will allow the AAMs to be used more effectively in practical applications.
A. Isotropic Point Errors
We consider the special case in which the fixed points are assumed to have positional variance equal in each direction, thus the covariance, S X is diagonal. Suppose the shape transformation St (x) is a similarity transformation which scales by s.
Let xo = SC'(X0) and y = s(x -xg). Then
dTS>'d = yTSX1y.
If assume we all parameters are equally likely, to simplify notation, then (1 3) becomes The update step is the solution to 
