We discuss the reproducing kernel structure in shift-invariant spaces and the weighted shift-invariant spaces, and obtain the reconstruction formula in timewarped weighted shift-invariant spaces, then apply them to a spline subspace. In the spline subspace, we give a reconstruction formula in a time-warped spline subspace.
Introduction.
The problem of reconstruction of a function f has been applied widely to signal or image processing, so it is of vital importance to study the subject in the field of signal or image processing. The problem of reconstruction means that we reconstruct the function f on R d from its countable samples. It is well known that in the sampling and reconstruction problem, the function f is often assumed to belong to a shift-invariant space [1, 2, 5] . For instance, 1) which is the classical space of band-limited spaces, often used as a model in sampling theory. For the special shift-invariant subspaces, spline subspaces, there are many practical applications to signal or image processing. So the research of spline subspaces received much attention in [1, 6, 7] and so on. In [4] , Clark et al. first introduced the concept of time-warped space and obtained the reconstruction formula in time-warped band-limited signals. They generalized the classical Shannon sampling theorem and provided a method of reconstruction for a certain space of non-band-limited signal from irregular spaced samples. Since we often deal with space of non-band-limited signal and irregular spaced samples in practical applications, Clark's method is very valuable.
In this paper, we discuss the reproducing kernel structure in shift-invariant spaces V 2 (ϕ) and time-warped shift-invariant spaces V 2 γ (ϕ). Then we obtain the reconstruction formula in the time-warped weighted shift-invariant spaces V p m,γ (ϕ). As a special example or a particular application, we obtain reconstruction formula in the time-warped spline subspaces. Then we use another method to obtain the reconstruction formula in time-warped spline subspaces. Moreover, we construct reproducing kernel in spline and time-warped spline subspaces. Because time-warped spaces are more general than the original spaces themselves, we generalize the results of [2, 3, 5, 7] with time-warped method.
Notations and definitions.
Given a space S of function f : R n → C n and an invertible continuous function γ : R n → R n , the time-warped function space 
weight is a nonnegative continuous function on R n . A weight m is called s- 
Shift-invariant spaces are defined by
Weighted shift-invariant spaces are defined by
Time-warped shift-invariant spaces are defined by
Time-warped weighted shift-invariant spaces are defined by
Two sets {ϕ n } and {φ n } are biorthogonal if ϕ n ,φ m = δ mn . If both {ϕ n } and {φ n } are the frames of some space V , and for any f ∈ V , the following 
In fact, for any 
If X is a set of sampling for V 2 (ϕ), then we can obtain thatX = {γ −1 (x) :
x ∈ X} is a sampling space for V 
Proof. By the definition of the set of sampling, we know that
Since γ −1 is differentiable and |dγ −1 /dw| is uniformly bounded, it is easy to check that
Combining (3.2) with (3.1), we only need to prove that
In fact, Proof. From the definition of dual frames, we have
(3.5)
By Proposition 3.2, we know thatX is a set of sampling for the time-warped space V 2 γ (ϕ). And we have
The second equality of the above equalities depends on the definition of the dual frames. We know the third equality from the definitions ofX and ·, · γ .
Similar to (3.6), we can obtain the following:
Combining (3.6) with (3.7), we have 
Assume that the generator ϕ satisfies the assumption (i), (ii), (iii), m is s-moderate, and X is a set of sampling for V
2 (ϕ) with dual frames
The following theorem gives the version of the time-warped space V p m,γ (ϕ). 
Theorem 4.2. Suppose that the warped function γ is the same as that in Proposition 3.2 or Proposition 3.4, the generator ϕ satisfies assumption (i), (ii), (iii), m is s-moderate, andX is a set of sampling for V
holds in L 2 (R), where τ n := γ −1 (nT ) and B γ are time-warped spaces of Ω-
Reconstruction in time-warped spline spaces.
It is well known that the spline V N is a special case of weighted shift-invariant spaces. In [7] , the following regular sampling theorem in a spline space is shown.
where t n = n + (N + 1)/2, s n = s(·−n), and s is given bŷ
As a special case of Theorem 4.1, or using the same method, we can obtain the reconstruction formula in a time-warped spline space.
and {t n } are the same as that in Theorem 5.1, and γ is a time-warping function.
It is obvious that {t k } is a regular sampling, but for the proper warped function γ,X and V N,γ are irregular sampling and non-band-limited signal space, respectively.
In the spline space V N , we can construct the reproducing kernel k x by
In fact, from [8] , we know that ϕ N (·−m),φ N (·−n) = δ mn . Using this fact, it is easy to check that f ,k(·,x) = f (x).
We will give another proof for Theorem 5.2 below. First, we show the following theorem that already has been given in [9] . In fact, by the discussion of Section 2, we know that V N,γ is an RKHS with the reproducing kernel k x,γ given in the above part of this section and the inner product ·, · γ defined in Section 2. So, we only need to prove the biorthogonal relation between s n,γ and k γ (τ n ,x).
It is easy to know that
At the same time, from Theorem 5.1 and the necessary conditions of Theorem 5.3, we can imply the biorthogonal relation between {s n (·)} and {k(t n , ·)}. So 
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