Meningitis is one of the pandemic diseases that many less developed countries suffer, primarily due to the lack of economic resources to face it. The more severe types of meningitis, Meningococcal Disease, MD, demand immediate medical attention since delays increase the risk of mortality. This paper presents an open and integrated Clinical Decision Support System to assist physicians in the different stages of meningitis diagnostics through observable symptoms. Our system integrates three intelligent components which try to give support to physicians in early diagnostics of meningitis. These components are based on interpretable tree-based machine learning models and knowledge-engineering techniques. A dataset of 26,228 records of patients with a meningitis diagnosis in Brazil was used to construct and evaluate the system. The performance indicators of the decision models exhibit an outstanding classification performance for MD meningitis with a classification accuracy of 94.3%. In order to test the correct diagnosis of the system, an evaluation study with real patients' data was performed. The experimental results concluded that excluding meningitis cases based only on observable symptoms is much more complicated than diagnosing it. However, the system properly diagnosed 88% of meningitis cases from the real database.
I. INTRODUCTION
Meningitis is a severe infectious disease which can be caused by several microorganisms such as viruses, bacteria, parasites, and fungi [1] . As reported by the WHO (World Health Organization), the impact of meningitis is most significant among underprivileged populations. In this sense, a higher incidence of Meningococcal Disease (MD), i.e. a severe type of meningitis, is linked to factors such as poor living conditions and overcrowded housing. These severe types of meningitis demand immediate medical attention since delays increase the risk of mortality. According to [2] the mortality rate for patients with acute bacterial meningitis increases by about 30% for each hour that correct treatment is delayed. The problem with diagnosing and treating meningitis in less developed countries is that rural and isolated areas often do not have the required resources to undertake laboratory tests early on. For this reason, they are compelled to recommend immediate hospitalisation of patients who exhibit some symptoms of meningitis, which, in turn, leads to The associate editor coordinating the review of this manuscript and approving it for publication was Pengcheng Liu . further problems: First, in many cases, patients are immediately exposed to aggressive treatments before confirming the meningitis diagnosis. Second, the cost of this default treatment is not affordable for those less developed countries. Moreover, many patients with few financial resources and severe cases of meningitis tend to be diagnosed late and, therefore, the treatment does not prevent their deaths.
Decision Support Systems (DSSs) help decision-makers to gather and interpret information and build a foundation for decision making. In healthcare, Clinical DSS (CDSSs) are considered to be an essential category of health information systems designed to improve clinical decision making [3] . They acquire patient data as input and return patient-specific assessments and recommendations by using healthcare processes or knowledge-based models, such as diagnoses or treatments [4] . This paper describes an open and integrated CDSS to assist physicians in the early diagnosis of meningitis. [5] shows that identifying bacterial meningitis at an early stage of the initial care chain reduces mortality significantly. The system has been constructed to provide a free tool for medical services in less developed areas. It advises specialists as to the probability of a patient having meningitis and the type of this disease, through observable symptoms. The system integrates several decision models based on machine learning and knowledge-engineering techniques. The integration of the models in the CDSS enabled a better diagnosis of the more severe type of meningitis, MD. In the construction and evaluation of the CDSS, we have had access to 26,228 records of meningitis patients' diagnosis in Brazil. We used 16,205 records for the CDSS construction, and 10,023 for its evaluation. The database was provided by the Health Information Directorate of the Health Secretary of the Brazilian State of Bahia.
Another goal of this work is to foster the use of intelligent techniques in clinical diagnostics that could be readily interpretable by medical staff. Explaining predictions is an essential aspect of medical decision making, and it allows users to trust and use predictions in the right and effective way. The Explainable Artificial Intelligence (XAI) proposes making a change toward more transparent AI [7] . In this sense, we have tried to choose decision model construction strategies that are intrinsically interpretable [6] . Accordingly, tree-based proposals, which exhibit this interpretability feature, are the machine learning models that provided the best accuracy for our data.
The paper is organised as follows: Section II reviews the related work in the field of CDSS and meningitis diagnosis. Background information regarding the meningitis diagnosis and management clinical procedure, and decision trees are shown in section III. Section IV describes the design, architecture and functionalities of the proposed CDSS and how its decision models on meningitis have been constructed. During the construction process, these models were validated individually and later integrated in the CDSS. The evaluation procedure and experimental results of the CDSS evaluation are presented in section V. In section VI, a discussion on the experimental results is provided. Finally, in section VII, some conclusions and future works are summarised.
II. RELATED WORK
Literature reviews, e.g. [8] , [9] , reveal that there are a large number of CDSSs in very different healthcare domains. Some are proposals of generic frameworks that could be used for the diagnosis and treatment of different pathologies [9] - [11] . However, the majority of the approaches focus on ad hoc systems developed for specific application domains [12] - [15] . CDSSs can be built based on clinical evidence, expert knowledge or data analysis. The medical industry generates a large amount of data from different sources (medical records, images, . . . ). Data mining techniques can take advantage of these data-generating intelligence, which could be used to assist physicians [16] . Rules of association, clustering and classification have been just some of the data mining techniques successfully used in different areas of healthcare [17] - [22] . Some CDSS have been found for meningitis diagnosis. Fuzzy cognitive maps [23] , Case-Based Reasoning (CBR) [24] , rough sets [25] , [26] , neural networks [27] , genetic programming [28] or decision trees [29] are some of the techniques they use. A decision support tool to predict the likelihood of meningitis in younger infants and children (2 months to 7 years) of semi-urban areas of India is described in [23] . The tool, as mentioned above, uses fuzzy cognitive maps as modelling and knowledge representation technique. As in our case, the objective was to provide a tool to assist the physicians working with infrastructural and economic constraints. However, in this approach, in contrast with our work based on data analysis, the definition of the fuzzy sets relies on the expert (the fuzzy sets and the parameter of the membership functions are defined intuitively by the experts). This fact, coupled with the reduced size of training and validation sets (40 and 16 cases), may compromise the validity of the results (sensitivity of 83% and specificity of 80%). In addition, the system does not discriminate between bacterial and viral meningitis, and it cannot be used with adults or children over seven years of age. This aspect is significant since, and as a result of the protection of the current vaccines, the average age at which bacterial meningitis is diagnosed has shifted from 15 months to 25 years [23] .
CBR is the leading knowledge representation technique used in [24] . CBR focuses on the construction of diagnosis support tools for acute bacterial meningitis. The work reports a comparative among three prototypes: one using CBR, other CBR and a rule-based expert system, and the last one, an expert system with a bayesian inference engine. These works, unlike our approach, use signs and symptoms obtained from invasive medical tests as inputs, rendering them unsuitable for early diagnosis; and they are intended only for paediatric patients. Concerning results, the prototypes exhibited a good accuracy (over 90%), and the prototype based on CBR and a rule-based expert system showed the best robustness in the presence of partial information (about 80%). However, the CBR-based prototypes used a ''virtual'' case base of only 216 cases, randomly generated from a real database of 10000 paediatric patients validated by medical experts. For the assessment of the systems' performance, only 30 cases, extracted from the ''virtual'' case base, were used. The small size of the case base, for the construction and the validation of the systems, together with the absence of real data, are the main weaknesses of these approaches.
A medical training simulation system that assists novice physicians in meningitis diagnosis is shown in [27] . For the classification of the different types of meningitis (7 groups), the authors use a back-propagation network with supervised learning. It used 18 clinical and laboratory features of patients with meningitis (among them some obtained from invasive medical tests) as input variables. For training and validation purpose, only 135 and 15 records were used, respectively. In relation to the results, the predicting accuracy of the meningococcal meningitis is lower than our approach, about 59%.
Three approaches to discriminate between aseptic and bacterial meningitis are presented in [25] , [26] , [28] . The first two [25] , [26] use an approximation based on the rough set theory. This theory allows establishing the minimum set of significant attributes, as well as generating a set of rules to carry out the classification. The first approach was carried out by analysing medical records of 148 children. The analysis with DRSA, Dominance-based Rough Set, generated six rules with coverage factors between 2% and 95%. Aseptic meningitis was correctly diagnosed in 95% of cases and bacterial in 98% using these rules. The dataset of the second study consisted of 581 records, which dropped to 110 after the first processing. This approach showed an average accuracy of 0.86. However, both studies used parameters obtained through invasive tests, and in addition, they used small datasets and were not correctly validated. The third approach [28] uses genetic programming among other technologies. Results show high performance, 100% of sensitivity in detecting bacterial meningitis. But, similar to the above works, this approach only uses invasive parameters, blood and cerebrospinal fluid. And, unlike our approach, it uses the same dataset for training the algorithms and for testing them.
The approach in [29] uses machine learning techniques to assist healthcare professionals in deciding whether patients need to undergo the CSF exam, during the meningitis diagnosis phase. To accomplish this, they used a final dataset of 3,265 patients strongly unbalanced, where only 16.6% were positive for meningitis, and tested several machine learning techniques. Decision tree was the technique with best performance (accuracy of 94,56%, sensitivity 100% and specificity 89,13%). Unlike our work, it only used attributes obtained from invasive tests, and blood and urine laboratory test. The use of invasive attributes conducts to good results, but invalidates its use as a diagnostic aid tool in isolated rural areas. Additionally, this approach neither supports the diagnosis of meningococcal disease, nor distinguishes between bacterial and aseptic meningitis.
Finally, in [30] the authors show an AI-based system, using machine learning techniques, to provide clinical decision support in diagnose of pediatric diseases. They proposed a data-mining framework for Electronic Health Record (HER) data, and developed a deep learning-based natural language processing system to extract clinically relevant information. Subsequently, they used logistic regression classifiers to establish a hierarchical diagnostic system, based on previously extracted clinical features. The authors indicate that the system achieved a good accuracy for all the organs and subsystems, and for some specific conditions, such us bacterial meningitis with an accuracy of 0.93. Finally, they compared the performance of diagnosis between the system and twenty pediatricians with different levels of experience. The model achieved an average F-measure higher than the junior physicians' group but lower than the senior one. This study provides a proof of concept for implementing an AI-based system, as a mean to aid physicians in tackling large amounts of data. However, it does not provide a final tool (CDSS) that diagnoses meningitis based on symptoms, as is our case.
III. BACKGROUND A. MENINGITIS DIAGNOSIS AND MANAGEMENT PROCEDURE
The meningitis diagnosis and management procedure in our proposal follows the Brazilian Guide to Epidemiological Surveillance (GES) [31] . It consists of the following stages:
1. First assistance in clinical diagnosis. When a patient arrives at a health centre with typical symptoms, the system will advise whether or not the patient is a probable case of meningitis, reporting the probability of the suggested diagnosis. For adults and children over one year of age, the following symptoms can be indicators of meningitis: fever, vomiting, seizures, severe headache, stiff neck, Kernig/Brudzinski, coma and/or petechiae. Moreover, bulging fontanelle must be checked in children under one year. 2. The severity of the meningitis case: Among the different types of meningitis, bacterial MD has a significant epidemic potential, since it can lead to bloodstream infections. Early antibiotic treatment is the most critical measure to save lives and reduce complications. Therefore, it is vital to discover these cases as soon as possible. Our system can provide the first diagnosis on the probability of having MD in terms of observable symptoms. When a suspected case is found, the Clinical Practice Guidelines (CPG) recommends performing a lumbar puncture to harvest the cerebrospinal fluid (CSF culture). 1 However, in more isolated areas, it may be difficult to perform this procedure or send the samples to a hospital. For this reason, and if the diagnosis is very clear, according to medical judgement, this can then be an opportunity to avoid carrying out the puncture. 3. Aetiology of the meningitis case: Once the severity of meningitis has been determined, the next step is to identify the probable etiological origin of the disease among the most frequent causative agents: bacterium or virus. It is crucial to identify whether the disease is caused by a virus or bacteria for proper treatment. Moreover, in this case, the prophylaxis of closer contacts with the patient may be indicated. As we have mentioned, CSF culture results are commonly delayed. However, CSF chemical and cytological tests can be performed more quickly, and their results could be used to identify which is the most likely causative agent of the disease.
Once the chemical and cytological tests have been conducted, the system will suggest the most probable aetiology of meningitis.
B. DECISION TREES
Decision trees are one of the most popular nonlinear Machine Learning algorithms. The computational efficiency and easy interpretation are some of their strengths. Additionally, and for the vast majority of cases, tree-based models outperform deep learning models for supervised prediction on tabular datasets where features are individually meaningful and do not have strong multi-scale temporal-spatial structures [32] .
Deep learning models are more appropriate in fields such as image recognition, speech recognition and natural language processing. In the healthcare domain, there is a distinct and growing interest in applying XAI approaches [7] . According to DARPA (Defense Advanced Research Projects Agency), XAI aims ''to produce more explainable models, while maintaining a high level of prediction accuracy; and enable human users to understand, appropriately trust and effectively manage the emergency generation of artificially intelligent patterns''. Ensemble models of decision trees, such as random forest or gradient boosted trees are high-performance predictions models, but their interpretability is limited. They divide an input space by a number of small regions and make prediction depending on a region. Usually, the number of regions they generate is over a thousand, which hinders the interpretability. A simple decision tree, however, is one of the most interpretable models. The number of regions generated by a single tree is very small, which makes the model transparent and understandable. Simply reporting the decision path of a prediction is helpful to explain individual predictions of these trees [6] .
Obviously, there is a tradeoff between prediction performance and interpretability [33] . However, and according to the characteristics of our datasets, i.e. tabular data with instances represented by sets of attributes and their values, and without temporal features, this classification model is suitable. This fact is confirmed by the results obtained by applying various classification models such as Random Forest, simple decision trees (J48 or ADTree), SVM or Bayesian Networks. The best performances are obtained with simple decision trees. In the next section, we will delve into this topic. Then, we will briefly describe classical learning algorithms for simple decision trees, ID3 and C4.5, and Alternating Decision Trees and their interpretability. Please refer to the literature for more details [34] , [35] .
1) SIMPLE DECISION TREES
In a simple decision tree, each leaf node or prediction node, represents a value of the target variable given the values of the input variables, or attributes, represented by the decisions (splitter) nodes of the path from the root to the leaf. A crucial element in decision trees generation algorithms is the method of attribute selection. This determines the heuristic that is used to assign a node to one of its attributes. The objective is to select the one that best distributes the instances, according to their possible values, in different classes. Most of these algorithms are based on a divide and conquer strategy. It is a greedy algorithm that builds the tree in a top-down direction, starting with the complete set of instances that is recursively divided into smaller sets.
The ID3 algorithm uses an attribute selection method based on Information Theory. ID3 considers as a heuristic the attribute whose knowledge provides more information on the classification. Specifically, it uses information Gain, which in turn measures the expected Entropy reduction, when the examples are distributed according to a specific attribute. Entropy characterises the heterogeneity of a set of examples. When a class C can take n values, the Entropy of the set of examples E with respect to C is defined as:
where 
E v is the subset of examples for which the attribute A takes the value v within the possible values of v (specified in V a ). C4.5 algorithm uses another method of attribute selection based on the Gain Ratio. When handling attributes with many values, the Gain Ratio can give better results than the measure of information Gain, which favours the attributes with the greatest number of values. The Gain Ratio compensates the fact that an attribute can have many values dividing the information Gain by a measurement called Division Information. It makes it possible to penalise attributes with many values that are evenly distributed among the examples.
J48 is an open-source implementation of C4.5 available in Weka software [36] . Since J48 is a binary decision tree, each leaf node represents a value of the target variable, given the values of the input variables represented by the path from the root to the leaf. Therefore, this can be easily converted into a collection of if-then rules and report the decision path, which allows explaining the individual predictions of the tree.
2) ALTERNATING DECISION TREES
An Alternating Decision Tree (ADTree) is a generalisation of DTs, voted DTs and voted decision stumps [35] , where each decision node is replaced by two nodes: a splitter node and a prediction node. The splitter nodes indicate a condition and the prediction nodes contain a real-valued number. An instance is classified by an ADTree, following all the paths for which the splitter nodes are true, and adding the values of the prediction nodes that cross these paths. The classification that is associated with the path is the sign of the sum of the prediction along the path. This value gives, in addition to classification, a measure of confidence. Standard DTs define a partition of the space into disjoint regions. Most algorithms work splitting one of the parts in two, and each part can be split at most once. In ADTree, each part may be split multiple times. The ADTree learning algorithm [35] applies the AdaBoost algorithm suggested by Schapire and Singer [37] . This, in each boosting iteration, adds a test, or base rule, and two predictor nodes to the tree.
The algorithm starts by finding the best constant prediction for the complete data set. This prediction is positioned at the root of the tree. Then, it grows the tree iteratively, adding one base rule at a time. The added base rule corresponds to a subtree with a splitter node as its root and two prediction nodes as the leaves. This subtree is added as a child of a predictor node. This algorithm has similarities to C4.5, since it also proceeds in a greedy way, adding one decision rule at a time by finding the best split to expand the current tree. However, the splitting criterion is different: it is the weighted error of the added rule instead of the information gain (additionally, the splitter nodes can be added at any location in the tree, not just the leaves).
Regarding the interpretability of the ADTrees, Freud and Manson [35] argued that they are interpretable models. On the one hand, the contribution of each decision node to the final classification can be analysed in isolation, considering the contribution of the node (attribute) to the sum prediction. On the other hand, and in relation to the interaction of the nodes, parallel decision nodes at a first level reflect little or no interaction. However, at a second level, the meaning of two decision nodes depends on the evaluation of their parent nodes. Finally, in the ADTrees, all the contributions of the nodes are added to obtain the final prediction, and this value is a threshold to obtain the classification. Therefore, and as the conditions of decision nodes are tested, evidence for or against the final prediction is accumulated. So, the absolute value of the sum, classification margin, can be a confidence measure of the classification.
IV. THE CLINICAL DECISION SUPPORT SYSTEM
A. ARCHITECTURE AND FUNCTIONALITIES Fig. 1 [38] . It enables the construction and exploration of complex system models, uses reactive and cognitive agents and allows for communication between them. This middleware layer is thus in charge of the agent lifecycle management, giving thus support to the other components of the architecture. Physician Dashboard: This component is the interface through which physicians can interact with the CDSS.
Here they can introduce the patient's symptoms and clinical test results, run decision models on patient data and see the diagnostic results and all other evidences generated by the system. Fig. 2 is the physician's dashboard of the CDSS. It integrates all functionalities required for global meningitis diagnostics in a single view. In the upper left corner is the patient name. The set of observable symptoms as well as other information about the patient is in the middle. The values of the liquor attributes found in the chemical-cytological test (protein, leucocytes, lymphocytes, glycorrhachia and CSF aspect) can be provided on the right-hand side. Firstly, and once the observable symptoms have been introduced, the physician can obtain a first diagnosis on whether or not the patient could have meningitis (''Get Meningitis Diagnosis'' button). Secondly, and if there was an affirmative diagnosis of meningitis, the system provides the probability of having MD meningitis by pushing the button ''MD/Non-MD''. Thirdly, once available, the physician can provide values of the liquor attributes. The right-hand side of Fig. 2 illustrates the part of the dashboard for this diagnosis step. Through the ''Get Aetiology'' button, the system will show a message indicating the identified meningitis type, Bacterial Meningitis (BM) or Aseptic Meningitis (AM).
The system shows explanations of the individual predictions of the diagnosis steps. The text box shown on the lower right-hand side includes the probability supplied by the decision models, relative to the combination of symptoms that have led to that prediction; as well as, the list of symptoms that contribute to the prediction or are evidence against it. Finally, the black box on the left is used when the system is working in simulation mode.
B. CONSTRUCTION OF CDSS
This section describes how the CDSS decision models on meningitis have been constructed. Fig. 3 shows a flowchart that summarises the procedures of construction and evaluation. The original database provided by the government of the Brazilian State of Bahia was divided into three datasets, #1, #2 and #3. Three decision models, covering the three stages of meningitis diagnosis procedure described in Section III, were constructed using dataset #2. Moreover, this section includes the previous data engineering procedure followed before the decision models construction. During the construction process, these models were validated individually and later integrated in our CDSS. Posteriorly, and using the datasets #1 and #3, an evaluation procedure of the whole CDSS was performed, which will be explained in section V.
1) INPUT DATASET
We have used a dataset, which contains 26,228 records of suspected and confirmed meningitis cases in the state of Bahia (Brazil), from 2003 to 2016. It is composed of 69 attributes containing data about the patient profile, initial symptoms and signs, evolution of the diagnosis process (dates, hospitalisation, procedures conducted, classification, . . . ), treatment (medication and vaccination), laboratory tests (chemical and cytological analyses), etc. This meningitis database was designed in such a way that all suspected cases are registered.
2) DATA PRE-PROCESSING
First of all, a process of feature engineering or dimensionality reduction was undertaken due to the large number of attributes in our database. Accordingly, and considering the expertise of a medical doctor, we selected all the attributes that reflected observable symptoms and conveyed information about the chemical and cytological analysis, such as leucocytes, protein, glycorrhachia, lymphocytes and CSF aspect. Table 1 shows the set of selected attributes after this preprocessing procedure and the set of values they can take.
Then, the ten aetiologic agents causing meningitis were grouped into a smaller group of categories to facilitate and improve the accuracy of the decision models. Table 2 shows the four categories identified, considering the probable aetiological origin of the disease: MD, BM, AM and, the last category involving less severe meningitis. The last category is not modelled by our CDSS due to its lower incidence and severity. 2 The database was also divided into three datasets, which were labelled #1, #2 and #3. The first four columns of Table 3 provide information about these datasets. Data from 2007 and 2013 (16,205 records) were the first to be available and thus used for the development of the decision models. The remaining data, 10,023 records, were selected for the evaluation of our CDSS. They comprised records from 2003 to 2006, labelled as dataset #1 and from 2014 to 2016, labelled as dataset #3. In addition, the database had a large number of records with missing or unknown data. In the construction of the decision models, these records were deleted from the dataset according to the requirements of each one. Records with missing data were also removed to evaluate the system. The last four columns of Table 3 show the number of original and remaining records of each dataset after pre-processing.
3) FEATURE SELECTION
As mentioned before, the first step in the process of selecting the features used in the model construction was performed following the recommendations of the medical doctor. Posteriorly we applied several methods in order to explore which features from those selected in the first step were the most relevant for model construction. For this purpose, we applied the following four techniques:
Correlation-based feature selection, which is based on the Pearson correlation coefficient [39] . It computes this coefficient between each feature and the target attribute and ranks all features according to it. Information gain-based feature selection based on the concept of entropy (or information gain). According to this criterion, attributes providing more information should be selected. Relief feature selection. This selection criterion applies a feature weighting algorithm based on sample learning [40] . It detects the features that are statistically relevant to the target attribute by computing neighbourhoods. One Rule-based feature selection. This feature selection strategy is based on applying the One Rule classification algorithm [41] . This algorithm constructs a different prediction rule for each feature, selecting the one which exhibits the smallest error. With this selection criterion, features are ranked according to the accuracy of the corresponding rule. Figures 4, 5, 6 and 7 show the values provided by each method of feature selection. Figures 4 and 6 illustrate with the values corresponding to the three first criteria, i.e. those based on correlation, information gain and relief method; results of One Rule criterion are included in Figures 5 and 7 . Different target attribute has been used in terms of the goal of feature selection. As a result, the first two feature selection diagrams (4 and 5) refer to the case of diagnosing if a patient has or not meningitis. Diagrams in Figures 6 and 7 correspond to the diagnosis of MD meningitis.
All selecting criteria yielded a ranking of features. Classically, with these rankings, a threshold is applied to select which features would end up being used to construct the models. However, in our case, and as can be seen in Figures 4, 5, 6 and 7, we did not find an explicit agreement among all the methods. Certainly, in all cases, age seemed to be the most discriminant feature, but comparison among individual rakings did not shed light on the best subset of selected attributes. For this reason, and after performing some exploratory studies of constructing decision models with different sets of features, we finally decided to take the set of all features that were over the corresponding threshold in each of the four criteria. This implied keeping all features that, in turn, matched the set initially selected by the human expert.
4) DECISION MODELS CONSTRUCTION
This section summarises the construction process of our three decision models, described in detail in [42] , [43] . Decision Model 1 (DM1) determines, only in terms of observable symptoms, whether or not the patient has meningitis; Decision Model 2 (DM2), using the same input symptoms, predicts the probability of having meningococcal meningitis; and finally, Decision Model 3 (DM3) explores the aetiology of the disease employing some chemical and cytological test data. They were trained with dataset #2, and their accuracy was evaluated in isolation. For this purpose, more common evaluation parameters (specificity, sensitivity, etc.) were used to measure the accuracy of the models. In both, DM1 and DM2, using Weka software [36] , different classification models were tested (J48 and C4.5 Decision Trees (DTs), SVM, ADTree, Random Forest and Naïve Bayes among others) using 10-fold cross-validation to determine the one exhibiting the best performance. Table 4 and 5 show performance results for DM1 and DM2. In both cases, we selected the classifier that produced a more explainable model, maintaining a good level of prediction accuracy. For DM1, all the classifiers showed good performance with ROC values over 0.8 ( Table 6 ). The ADTree was selected because it exhibited the best results, with a ROC area value of 0.87 [43] . Fig. 8 shows the ADTree classifier for the meningitis diagnosis.
In relation to DM2, all the different classifications algorithms showed very good results, with precision and ROC area values over 0.9 ( Table 5 ). According to these performance results, any of them could be selected for the diagnosis MD meningitis. Finally, the J48 DT, with a ROC area value of 0.959, was the selected one due to its easy interpretation to explain the individual predictions. Fig. 9 shows the J48 classifier-based decision tree for MD diagnosis.
DM3 converts appropriate CPGs [31] into decision rules using an iterative knowledge-engineering process. Note that, for this purpose, several experiments were conducted to determine the combination of rules that best led to accurate diagnoses of bacterial and aseptic meningitis. Two decision rules were extracted for DM3. For example, the combination of turbid aspect, predominance of polymorph nuclear cells, leucocytes greater than 500 per mm3, increased protein (>100) and reduced glycorrhachia (<45) leads to BM diagnosis [43] . This decision model was also trained with dataset #2. Table 6 summarises the performance indicators of the three decision models contained in CDSS. As we mentioned above, in addition to their accuracy, the J48 and ADTree classifiers were selected for their high interpretability. For a better understanding of the model prediction, the system shows a textual explanation in the dashboard. In the case of DM2, the system reports the tree decision path of the prediction. For DM1, it shows the list of symptoms that contribute to the prediction or are evidence against it, using the associated contribution (prediction node) to each decision node of the ADTree, as well as the classification margin. Additionally, information on the percentage of cases of the dataset whose symptoms match the corresponding values of the case analysed is shown. In this way, the case is located in the global dataset to help the physical doctor in the diagnosis.
V. CDSS EVALUATION AND RESULTS
Once the best decision models for DM1, DM2 and DM3 had been determined, they were integrated into our CDSS in the Triage, Meningococcal Disease and Aetiological agents. As mentioned, to evaluate the CDSS performance, we worked with dataset #1 and dataset #3 that contained real patients' data not previously used in the construction of the decision models. The performance evaluation of our CDSS was accomplished in the following way: Initially, we generated the patients according to their information stored in the datasets. For each patient, the CDSS performed the diagnosis in the three aforementioned stages. These results were compared with the real diagnostic results stored in each dataset record. A confusion matrix 3 was, therefore, built from the results and common performance indicators were analysed to measure the accuracy of our CDSS.
To evaluate the predictive power of CDSS in triage meningitis cases, first we classified all patient cases contained in dataset #1 and dataset #3 (3,136 + 2,095 cases). The results were the following: 3,461 individuals were diagnosed properly with meningitis and 445 without it, 458 people with meningitis were not identified and 867 were incorrectly diagnosed with this disease ( Table 7 , top, shows the confusion matrix). The first column of Table 8 shows the quality indicators for measuring the meningitis diagnosis accuracy of our CDSS. The system demonstrated excellent performance in diagnosing cases of meningitis, hitting 88.31% of cases (sensitivity) and 33.92% of non-meningitis cases (specificity). The precision was 79.97%, and F-measure was 83.9%.
After being classified as meningitis cases, patients were submitted to Meningococcal Disease component. Here, the number of meningitis cases was 2,596 (1,549 dataset #1 + 1,047 dataset #3) instead of 3,461, since records with missing data with respect to chemical and cytological tests were eliminated.
In this stage, 80.6% of the 2,596 cases were correctly classified, identifying 187 MD cases of the existing 232 (Table 7 , bottom, shows the confusion matrix). However, it was mistaken in 46.95% of cases that were not MD (non-MD). That means 1,110 non-MD cases were classified as MD, which, in principle, would compromise the overall system performance at this stage. Aiming to solve this problem, we explored whether our aetiological component was able to correct those failures. Accordingly, and considering that MD is also a type of BM, all 2,596 patients were submitted to the aetiological component, which evaluated whether a case was BM or not. Then, if it was identified as being a positive Table 8 shows the CDSS final performance in diagnosing cases of MD. It attained almost 80% of MD cases and 100% of Non-MD cases; the precision was 100%, and the F-measure was 88.1%.
In the third stage, our CDSS had to diagnose the aetiology of the patient's meningitis. For this purpose, the aetiological agent had to determine whether the patient had bacterial or aseptic disease. From the input (only patients with non-MD, i.e. 2,364 patients), 643 patients were diagnosed with BM and 1,231 with AM; 206 cases having BM were not detected and 284 with AM were not identified either. The last two columns of Table 8 show the indicators for BM and AM cases.
VI. DISCUSSION
Regarding decision models, our goal has not been to repeat the diagnostic methods applied by physicians; rather, we have looked for interpretable decision models that demonstrate the best performance, to assist them in this task. In the case of DM2, the decision rules inferred from the model (binary DT) agree with the clinical GES recommendations [31] , being petechiae the determinant attribute for an MD diagnosis. In the case of DM1, ADTree, the symptoms with greatest weight in meningitis diagnosis were: fever, vomiting, headache and petechiae. The decision models discovered exhibit a good performance upon 10-cross-fold validation. For DM1 and DM2, the ROC area values were 0.869 and 0.959 respectively, and the accuracy for DM3 bacterial and aseptic was over 80%.
For the evaluation of our CDSS, we used 10,023 records of real stored data. Regarding meningitis diagnosis results, we would like to remark that excluding a case-based meningitis only on the observable symptoms is much more complicated than diagnosing it. The percentage values of the confusion matrix are shown in the first column of Table 8 , (in Table 7 , top, total values). The system properly diagnosed 88% of meningitis cases (TP rate of 3,461 over 3,919 cases), but also 33.9% of non-meningitis cases (445 over 1,312). Therefore, 66% of cases were FP. We must consider, however, that in medical diagnosis it is preferable to have available models that maximise the percentage of positive instances classified as such, and this is usually achieved at the expense of generating more FP. It is highly likely that the inclusion of more attributes would improve the diagnostic performance, but in our case, it would not satisfy our main goal of early diagnosis with observable symptoms. Additionally, with these results, the antibiotic treatments and/or hospitalisation of almost a third of the patients correctly diagnosed without meningitis, 33.9%, could have been avoided.
Regarding the MD diagnosis, the evaluation results are similar, although somewhat better, than in the aforementioned case. Again, we find that the MD diagnosis is more assertive to confirm than to exclude, based only on observable symptoms ( Table 7 , bottom). The system reached 80.6% (187 over 232) of correctness for positive diagnosis, but it was mistaken in 47.1% of cases that were non-MD. Thus, 53.04% (1,254 over 2,364) of non-MD cases were properly diagnosed. Nonetheless, using the CSF laboratory test, our CDSS is able to rule out 100% of cases that were non-MD (values in the second column of Table 8 ). Finally, in relation to the identification of the disease aetiology (last two columns of Table 8), the system correctly diagnosed 75% of patients with BM (643 over 2,364) and 80,6% with AM (1,231 over 2,364). In these models, the FP rates were lower than in the previous ones (18,7% and 24,3%). We also want to highlight that aetiological diagnosis is not only able to identify the meningitis aetiology, but can also confirm or correct the diagnosis of MD. Therefore, and thanks to the integration of the models in the CDSS, cases identified as MD which in reality are not, are re-evaluated in this third stage, and thus these diagnosis mistakes are rectified. Fig. 10 and 11 illustrate the performance indicators with pair comparisons: validation of decision models through cross-fold model validation, with dataset #2, vs. evaluation accomplished with the CDSS using dataset #1 and dataset #3. Both of them show similar results, excluding the TN rate and FP rate of meningitis diagnosis, as we explained above. We would also like to remark that the integration of the models into the CDSS rectified the diagnosis of all 1,110 FP and allowed a better diagnosis of MD meningitis, confirming or correcting its diagnosis. To sum up, the accuracy parameter in Table 8 shows a value of 75% in the diagnosis of meningitis, 98% in the diagnosis of the more severe type of this disease, MD, and over 79% in the assessment of BM and AM. Therefore, we can conclude that our CDSS can effectively support physicians' decisions on meningitis management and treatment.
Finally, some limitations should be considered in this research. Although the decision models have been created and validated with a large dataset, it only concerns one region of Brazil. Further studies are required to evaluate the generality of the diagnosis of meningitis. In addition, and since one of the main objectives of the system was early meningitis diagnosis for rural areas, the proposed decision models used only observable symptoms. We have been able to verify that this fact negatively affects the identification of patients who are not suffering from meningitis or MD. In the case of MD, the use of additional medical tests corrected the diagnosis. In the case of the meningitis diagnosis, we want to refine or improve the results, including new data from additional medical tests available in the database. Additionally, we are currently working on extending the functionality of the CDSS by including the notification of potential epidemics to the appropriate medical authorities.
VII. CONCLUSION AND FUTURE WORK
This paper presents and evaluates a CDSS that assists physicians in the early diagnosis of meningitis. More severe types of meningitis demand immediate medical attention since delays increase the mortality risks. The system integrates three decision models obtained using decision trees and expert knowledge techniques through observable symptoms. The integration of the models in the CDSS enabled a better diagnosis of the more severe type of meningitis, MD. Additionally, the CDSS can predict if a patient has meningitis before being hospitalised and starting invasive laboratory tests, and it can also help reach early diagnosis of meningitis aetiology. Our tree-based machine learning models exhibit a good predictive power, with ROC area values over 80% and can explain how the input features are used to make predictions. To the best of our knowledge, there are no other studies related to meningitis diagnosis using these techniques with a real and large dataset (N = 26,228). Additionally, and in order to test the correct diagnosis of the system, an evaluation study with real patients' data was performed. The evaluation results show that excluding cases of meningitis based only on observable symptoms is much more complicated than diagnosing it. However, our system properly diagnosed 88% of meningitis cases and almost 80% of MD meningitis, from a real database.
With respect to future work, new strategies for constructing decision models will be explored. Despite the lack of interpretability, certain models such as those involving ensemble techniques exhibit good performance under some circumstances. We plan to explore the feasibility of using these kinds of techniques and how it affects the performance of our decision models.
Finally, we have to mention that our architecture was initially conceived to be used to diagnose diseases other than meningitis. Its agent-based architecture has been designed in such a way that new intelligent agents or components could be constructed for this purpose. As future work, we plan to extend our CDSS by including new diagnosis models to diagnose other new diseases.
