Nearly all systems of practical interest are composed of parts assembled across multiple scales. For example, an agrodynamic system is composed of flora and fauna on one scale; soil types, slope, and water runoff on another scale; and management practice and yield on another scale. Or consider an advanced coal-fired power plant: combustion and pollutant formation occurs on one scale, the plant components on another scale, and the overall performance of the power system is measured on another. In spite of this, there are few practical tools for the optimization of multiscale systems. This paper examines multiscale optimization of systems composed of discrete elements using the plus-one-recall-store (PORS) problem as a test case or study problem for multiscale systems. From this study, it is found that by recognizing the constraints and patterns present in discrete multiscale systems, the solution time can be significantly reduced and much more complex problems can be optimized.
Introduction
Many of the built, natural, and social systems that impact our daily lives are composed of components assembled across multiple scales. Because of this, multiscale optimization is being developed and applied in a variety of fields. Nakshatrala et al. applied multiscale optimization to topology optimization of materials [1] . Kim et al. developed a wavelet based multiscale multiresolution approach for topology optimization that scales adaptively to meet design constraints, thereby avoiding fixed-size finite element meshes and repeated re-meshing [2] . In another field, Yourdkhani et al. have applied multiscale techniques in an exploration of the mechanics of gastropod shells to find a combination of hard, brittle outer material and tough, ductile inner material that optimizes puncture resistance [3] . In chemical engineering, Varshney and Armaou have developed reduced order multiscale process models for various chemical processes, thus yielding significant improvements in process optimization performance [4] . In fluid mechanics, Asproulis et al. have developed a method for modeling micro-and nano-scale fluid flows by applying point wise coupling across multiple scales, thereby improving the performance of the simulation [5] . In food science, Delele et al. have developed a multiscale optimization approach for the humidification of cold stores for fresh fruit, thereby maximizing humidity while minimizing liquid deposited on and around the fruit [6] . In each of these cases one model at a microscopic scale provides information to another model, thus acting at a macroscopic scale. The microscopic model is not run across the entire problem domain, but is sampled at subdomains of interest.
Despite this growing interest in multiscale optimization, few tools exist to allow prototyping and performance testing of multiscale methods in the general sense. Currently, most of the research into these methods centers on specific problems in specific fields. Frequently these problems are complex, with unknown optima, and their subtleties can be difficult for researchers in other fields to grasp. Thus, there is a need for multiscale optimization test problems that are simple, general, and well understood. This paper examines one type of multiscale problem, a discrete multiscale problem in which the desired result is the outcome of multiple levels of discrete components with linkage between the components.
Discrete multiscale problems arise in a number of fields. For example, in operations research decisions can be made by individuals at various scales within an organization. In logistics material handling, production, packaging, warehousing, transport, use, and disposal are often discrete entities that occur at different scales. Within a gas turbine, the materials within a turbine blade are discrete and are assembled as discrete materials; the turbine blades are discrete entities that are assembled together to create a turbine wheel, for example. The characteristics of these problems include important features at multiple scales, discrete parts that link together to form other discrete parts (e.g., subcomponents, components, subsystems, and systems), and global goals that are dependent on the decision made (or options chosen) at small scales. From this it is clear that a discrete multiscale optimization test problem should be composed of discrete parts that can be assembled to form discrete components that can be linked together to yet higher order entities. It should also offer levels of complexity in its fitness landscape, be relatively easy to implement computationally, have a welldefined behavior, and have known true optima. Using these criteria, this paper proposes the use of the plus-onerecall-store (PORS) problem as a test problem for examining discrete multiscale optimization problems.
The Plus-One-Recall-Store Problem
The PORS problem is a discrete problem that describes a system composed of three operators and the numerical value one combined in a fixed number of instructions [7] . The operators are plus, which adds its two arguments and returns the result; store, which stores its argument into an external memory and passes the value on for further computation; and recall, which recalls the stored value from the external memory. Conceptually, the PORS problem can be thought of as a simple pocket calculator with four buttons plus, one, recall, and store. These operations are executed sequentially (e.g., as a set of keystroke instructions) to achieve a numerical result. The goal of the PORS problem is to generate the highest numerical result with a fixed number of operations (keystrokes). where S and R are store and recall, respectively. The result of the keystroke string given in Eq. 1 is 6. Alternately the operations can be represented as a tree structure ( Fig. 1) , in which each keystroke is placed into a node in the tree. These trees are evaluated, or parsed, by performing the operations contained in the tree in order, beginning with the bottom leftmost node and working up. The maximum for any PORS problem with more than six operations can be found as follows
where is equal to the number of operations in a given tree [7] . The PORS problem meets the criteria discussed in Section 1 as a test problem for discrete multiscale systems. Specifically, depending on the PORS problem chosen, it is composed of four or more distinct scales. As shown in Fig. 2 , the individual operators group together to form building blocks. These building blocks create structures. One or more structures then compose the final system (in the case shown in Fig. 2 , the final system is composed of only one structure). Larger PORS systems (e.g., PORS 10,000+) may be composed of yet more scales. In addition each PORS problem has a different set of characteristics. For example, when viewed as a simple string of 16 operators that need to be optimized, the PORS 16 problem is a simple problem with multiple optima. In contrast the PORS 15 problem, when viewed as a simple string of 15 operators, is a deceptive problem with a single optimum tree and several false optima. The false optima contain the correct number of nodes, but they cannot be easily evolved into the optimum, making the PORS 15 problem a challenging evolutionary optimization problem [8] .
Multiscale Optimization
Traditional stochastic optimization methods are not scale-aware. In essence, they manipulate the lowest scale basic elements of the system under optimization, and then check fitness at the highest scale. This approach requires no understanding of scale from within the system, and it can effectively search complex fitness landscapes, but search time and success become increasingly problematic as the complexity and size of the system increases. Performance improvements can be made in a variety of ways. For example, Bryden et al. utilized the PORS problem to examine graph based evolutionary algorithms and found that the choice of graph had a significant impact on the time to solution and the likelihood of a successful search [9] . However, these approaches do not utilize the additional information available by recognizing the multiscale nature of the problem.
Consider the PORS 15 problem as noted earlier when viewed as a simple string of 15 operators; it is a deceptive problem with a single optimum tree and several false optima. The unrestricted search space for the PORS problem using the available set of all strings, , and utilizing four characters of a length, , is 
Thus for the PORS 15 problem the search space for the simple representation is composed of nearly six million elements (i.e., 5,940,014 elements). However, previous work has shown that optimal PORS trees contain repeated patterns, or building blocks [8] , and further research has identified six building blocks that appear to be sufficient to build any optimal structure (Fig. 3) . That is, any optimal PORS structure can be built by connecting these blocks; Fig. 3 ) of another node. By building trees in this way, the search space for the PORS 15 problem is reduced from nearly six million potential solutions to 25,761 [7] , a reduction of 99.6%. Thus, if the building blocks are known and can be assembled correctly, the problem can be solved much more quickly.
A natural approach then is to implement a multiscale optimization schema based on optimizing at the building uction at the keystroke scale. The drawback of this schema is that although it recognizes the existence of the optimum building blocks and one of the scales within the problem, having recognized this, it simply limits the search space and then performs a traditional evolutionary optimization algorithm. The evolving solutions assemble the tree structure from the optimum building blocks and then modify the blocks to create attachment points and the proper length. Another approach would be to utilize the optimum building blocks undamaged by the assembly process. That is, they can only be assembled in ways that are consistent with their size and nature. In a way this recognizes the multiscale
Computational Experiment
In this paper three approaches to the optimization of the PORS 15 and 16 problems are examined a traditional keystroke based evolutionary algorithm, a brute force assembly of the six optimum blocks, and assembly of the six optimum blocks without damaging the blocks. 1. The first approach is a traditional evolutionary algorithm working to optimize the sequence of elements. This baseline algorithm generates a population of potential PORS trees at random, storing them natively in tree data structures. Population members are selected for mating using random selection, mated using random crossover, mutated by changing random sub-trees, and then their fitness is evaluated. Elite replacement is used, in which the fitness of each offspring is compared to that of its parent, and replaces its parent if it has superior fitness. Selection, mating, mutation, and crossover continue in a loop until the optimum is reached or the maximum number of mating cycles is reached. The basic algorithm is not scale-aware: it generates each population member one node at a time at the lowest scale. 2. The second approach (optimum block selection) recognizes the possible number of viable building blocks by limiting the assembly of the initial population to viable building blocks. Similar to the original random population generation algorithm, it builds PORS trees from the top down. However, it works at the building block scale instead of the individual node scale. To begin with, the viable building blocks are read into a library. Then one of these blocks is selected at random, and a copy is made. This becomes the top of the tree. Subsequent blocks are selected randomly, copied, and attached below. In some cases, a block will be added to the incomplete tree that has no attachment points below it; for example, the building block consisting of plus, one, and one. In that case, the bottom left node is chopped off to create an attachment point and the process continues. This process continues until the size bound is met or exceeded. If the size bound is exceeded, the tree is chopped by selecting a branch of the top node and deleting it. The top node of the remaining branch then becomes the tree, and the process begins again until the size bound is met exactly. This algorithm is in that it does not follow a strategy based on the multiscale nature of the problem to build a tree of the right size the first time, and it is not aware of any rules for optimal placement of specific blocks (i.e. those containing ones). It simply deletes nodes when they get in the way or the size bound is exceeded, only checking to see if the tree is the right size and that there are no empty attachment points. This is not necessarily a major drawback, however, because a population only needs to be generated once per run of the evolutionary algorithm. 3. The third approach (intelligent block selection and assembly) builds at the building block scale from the top down. The primary difference between it and the second approach is that prior to building the algorithm calculates all of the possible combinations of the given building blocks that meet the size bound and ensures that the final block in any tree is a block that contains ones. Thus, this algorithm incorporates knowledge not only of the optimal blocks, but their optimal order, which further reduces the search space (i.e., it includes knowledge of the multiple scales). The population of evolving solutions is chosen at random from this group of solutions. The working combination and the individual blocks are all chosen at random, however, to preserve the diversity of the population within the reduced search space. In each case the only difference in the scheme is the method by which the initial population of solutions is established. The tree structure representation of the PORS problems was used with a traditional evolutionary algorithm. A population size of 512 members was used for each run. In a mating event, the trees undergo subtree crossover and mutation, which aids in the preservation of building blocks. Subtree crossover proceeds by randomly picking a node in each parent and exchanging the subtrees below these nodes. If this results in a parse tree with more nodes than the maximum, a operation is performed on the tree. The operation at the root of the tree is removed, and one of the arguments is designated the root node while the other arguments are discarded. This is iterated until the number of nodes is less than or equal to the maximum permitted. For these experiments, 10% of the new trees were mutated. Mutation replaces a subtree selected uniformly at random with a random tree with the same number of nodes. Mating continued until one member of the population reached a fitness equal to the maximum fitness or until 10 million mating events occurred. 2000 runs were performed for both the PORS 15 and 16 problems.
As expected when using the traditional method (approach 1) for creating the evolving population of solutions, the deceptive PORS 15 problem requires nearly ten times more mating events to converge than the PORS 16 problem (Table 1 ). In addition, with the traditional method all cases of the PORS 16 problem were run to convergence. In contrast, 21% of the PORS 15 cases failed to converge. Using the third method (intelligent block selection and assembly), the solution was always found in the initial population for both the PORS 15 and PORS 16 problems. While this may seem surprising initially, recalling that although for the PORS 15 solution there were nearly 26,000 possible combinations of the six optimum building blocks, the search is much further restricted by recognizing that the number of nodes must equal 15 without alteration. In addition to the perfect count requirement, the PORS 16 problem has 6 possible combinations of the optimum blocks that can be used to reach the solution. When the second approach (optimum block selection) is used, the solution is always found for the PORS 16 problem and is found 55% of the time for the PORS 15 problem. More interestingly, for method 2 in the case of the PORS 15 problem, when the solution is not in the initial population, it is much more difficult to find the solution. This occurs even though the solution methodologies are the same, and only the process of choosing the initial population changes. This appears to occur because in many of these cases truncated optimum blocks lack the necessary diversity to find a good solution and must instead wait for mutation to provide the missing block. 
Summary
This paper has presented a preliminary study examining the impact of considering multiscale effects on an initial population selection using the PORS 15 and 16 problems. It was found that recognizing the linkage between elements (keystrokes), building blocks, and structures in the population selection reduced the search space and that the solution was always found in the initial population in the cases studied here. In these cases the optimum blocks were known and could be used to seed the initial population. However, in most multiscale problems the optimal building blocks would not be known ; however, the multiscale nature of the problem is usually known, and es are generally known. For example, in the case of the PORS problems successful building blocks must have the following characteristics: they can only contain ones and plusses before the first store, and they cannot execute two store operations in immediate succession. Future research will be focused on developing methodologies to find the emergent patterns, associations, building blocks, and structures common in discrete multiscale problems -the-fly nd then use these emergent patterns to find the optimum solution more quickly. One approach to this could be a side routine observing the problem evolve and gathering information and then using the information gathered to alter the existing population or alternately to spawn separate evolutionary optimization routines.
