Квазисепарабельные матрицы в линейной алгебре и ее приложениях: автореферат диссертации на соискание ученой степени кандидата физико-математических наук: специальность 01.01.07 - Вычислительная математика by Жлобич П. Г. (Павел Георгиевич)
о- '197622 
На правах рукописи 
Жлобич Павел Георгиевич 
КВАЗИСЕПАРАВЕЛЬНЫЕ МАТРИЦЫ В ЛИНЕЙНОЙ 
АЛГЕБРЕ И ЕЕ ПРИЛОЖЕНИЯХ 
01.01.07 - Вычислительная математика 
АВТОРЕФЕРАТ 
диссертации на соискание у-ч.еной степени 
кандидата физико-.математи-ч.еских наук 
Москва - 2012 
Работа выполнена в Федеральном государственном автономном образова­
тельном учреждении высшего профессионального образования "Москов­
ский физико-технический институт (государственный университет)" 
Научный руководитель: 
член-корреспондент РАН, профессор Тыртышпиков Евгений Евгеньевич 
Официальные оппоненты: 
доктор физико-математических паук, профессор кафедры общей :матема­
тики факультета ВМК МГУ 
Икрамов Хаки:м Дододжанович 
кандидат физико-математических наук, руководитель отдела :математи­
ческого :моделирования ОАО "Центральная Геофизическая Экспедиция'' 
Кпижпер:мап Леонид Аронович 
Ведущая организация: 
Федеральное государственное бюджетное учреждение пауки Вычисли­
тельный центр им. А. А. Дородпицыпа Россиийской академии паук 
Защита состоится «_§__» О'КТТIJl,бvя 20 12 г. в 15:00 на заседа­
нии диссертационного совета Д 002.045.01 в Федеральном государственном 
бюджетном учреждении пауки Институте вычислительной :математики 
Российской академии наук, расположенном по адресу: 
119333, г. Москва, ул. Губкина, д. 8. 
С диссертацией :можно ознакомиться в библиотеке Федерального госу­
дарственного бюджетного учреждения пауки Института вычислительной 
:математики Российской академии паук. 
Автореферат разослан « l.f » __ с~е~н_т.я~-б~р_я __ 20 11). Т' 
НА)"'П-[АЯ БПБ.lJЮТЕКА 1-:ФУ 
1111111111111111 
0000796068 
Ученый секретарь 
диссертационного совета Д 002.045.01 
доктор физико-математических паук ~ Г. А. Бочаров 
о- ~97622 
ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность работы 
Предлаrаемая диссертация посвящена развитию теории матриц с ма­
лоравrовой структурой особого вида, называеыых кваsuсеnарабе.лънымu. 
Квазисепарабельная матрица, в некотором смысле, являете.я дискретным 
аналогом фУ11КЦИИ Грина для одномерного оператора Штурыа-Лиувилля. 
Так как фушщия Грина - это ядро соответствующего интегрального опе­
ратора, то очевидяо, что квазисепарабельные матрицы являются подклас­
сом более общих мозаично-скелетов:ных :матриц Е. Е. Тыртышникова и 
иерархических матриц В. Хакбуmа. Однако, в отличие от последних, ква­
зисепарабельные :матрицы обладают простой нерекурсивной линейной по 
размеру параметризацией, то есть, полное число ячеек памяти, необходи­
ыы:х для хранения квазисепарабельной :матрицы, равняется CJ(n) . Чис­
ленные :методы с квазисепарабельны:ми :матрицаыи активно развивались 
в последнее десятилетие и, :можно сказать, что к моменту написания дис­
сертации были получены все основные алгоритыы: линейной алгебры для 
этого класса матриц. 
Актуальность данной работы заключается в том, что впервые квази­
сепарабельные :матрицы были применены к решению важных приклад­
ных задач, связанных с ортогональВЬIЫИ :мвогочлеваыи и уравнениями в 
частных производных. Тем саыы::м была значительно расширена область 
применения квазисепарабельных матриц, и показано, что алгоритыы:, ос­
нованные на их использовании, численно устойчивы и имеют линейную 
по числу неизвестных алгебраическую сложность. 
Цели работы 
Основная цель работы состоит в развитии теории квазисепарабельных 
матриц, числев:ных :методов работы с ними и их приложений. 
Перед автором были поставлены четыре задачи: 
1. предложить быстрый алгоритм решения задачи на собственные зна­
чения для обобщенной :матрицы Фробениуса, использующий ее ма­
лоравrовую структуру; 
2. обобщить все ра:нв:ие работы по обращению полиномиальных :матриц 
Ва.вдер:мовда на случай произвольной системы :многочленов; 
3. обобщить квазисепарабельвую структуру матрицы с одномерного 
случая на :многомерный; 
4. исследовать численную устойчивость некоторых алгоритмов с ква­
зисепарабельны:ми матрицами. 
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Методы исследования 
Алгоритмы, получеяиые в данной работе, основаны на использовании 
малопараметрического описания квазисепарабельных матриц 
d1 g1h2 91 Ь2hз ... 91 ь, ... ь,._, h,. 1 
p2q1 dz g2hз ... g2Ьз ... bn-1 hn 1 Рз«2q1 p3q2 dз ... g3b4" • bn-1 hn . 
Pnan-1 = ••• a1q1 Pnan-1 ... азq2 Pnan-1 · · · ~qз ... dn 
Здесь параметры {d1c, q1c, а1с, р1с, g1c, Ь1с, h1c}, называемые генераторами, -
это матрицы малых размеров. Как видно из этой параметризации, ква­
эисепарабельная матрица .является дискретным аналогом фуmщи:и двух 
переменных, которые разделяются в разных подобластях области опре­
деления. Полное количество ячеек памяти, необходимых Д11Я хранения 
такой матрицы, растет линейно с ее размером. 
В главе 2, посвященной обращению полиномиальной матрицы Ван­
дермонда, мы также активно использовали графы потока сигнала. Этот 
инструмент позволил нам получить визуальную интерпретацию :многих 
технически сложных результатов. Применимость графов потока сигнала 
к задаче обращения матрицы Вандермонда основана на глубокой связи 
меЖf.У теорией линейных динамических систем и теорией ортогональных 
:многочленов. 
Научная новизна работы 
Предлагаемый в работе алгоритм вычисления собственных значений 
хессенберговых квазисепарабельных матриц (алгоритм 4), .является но­
вым и принадлежит автору. Автору не известны другие алгоритмы реше­
ния той же задачи, обладающие сравнимой или более низкой алгебраиче­
аой сложностью. Теорема 26, определяющая структуру матриц, обрат­
ных к полиномиальным матрицам Вандермонда, и задающая алгоритм 
их быстрого обращения, получена в соавторстве с В. Р. Ольшеваим и 
Е. Е. ~овым. Идея использования графов потока сигнала и 
принципа Теллегена при ее доказательстве принадлежит В. Р. Ольшев­
аому. Класс многоуровневых квазисепарабельных матриц (определение 
31) изобретен авторо:u: и не был известен ранее. Метод решения систем 
уравнений с седловой точкой, использующий многоуровневую nазисепа­
рабельную структуру, .является новым и принадлежит автору. Теорема 41, 
устанавливающая численную устойчивость алгоритма решения системы с 
квазисепарабельной :матрицей, доitаЗана автором совместно с Ф. М. Допи­
ко и В. Р. ОльшевсltИ},(. 
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Защищаемые положения 
На защиту выносятся осв:овяые результаты работы: 
1. Алrорит:м LR-типа вычисления собственвых эв:ачений хессенберго­
вых :матриц с :малорав:rовой структурой в верхней части и вытека­
ющий из в:его новый :метод вычисления корв:ей :мвогочлена, разло­
жев:в:ого по произвольному ортогональному базису, сложности () ( n) 
ва корень. 
2. Полное описание :матриц, обратных к полив:о::миальЯЬI:м :матрицам 
Вандер:мовда, а также алгоритм их обращения сложности () ( n 2 ) в 
структурировав:в:о:м случае. 
3. Новый :метод решения систем с семовой точкой, воэв::ихающих в за­
дачах опти:мального управления с ограв:иче:ниями в виде уравнений 
в частных производных, освовав:в:ый на идее :мвогоуровневой :мало­
рав:rовой квазисепарабельной структуры :матриц. 
4. Теорема о числев:в:ой устоЙ'ШВости быстрого алгоритма решения си­
сте:мы уравнений с квазисепарабелъной :матрицей, преможев:в:ого в 
Eidelman У. and Gohberg. 1. А modification of the Dewilde-van der Veen 
method for inversion of finite structured matrices // Linear Algebra and 
its Applications. 2002. V. 343. Р. 419--450. 
Практическая значимость работы 
Работа посвящена развитию численных :методов, освовавв:ых на ис­
пользовании :малорав:говой структуры :матриц. Получев:в:ые алгоритмы 
приыенев:ы для решения некоторых задач вычислительной :математики, 
иыеющих практическую цев:в:ость. 
Поиск корней :многочленов является одной из важнейших задач ал­
гебры, часто воэ:ни:кающих в ив:женерв:ы:х вычислениях. С точки зре­
ния линейной алгебры эта задача :может быть переформулирована, как 
задача на собственные значения для обобщев:в:ой :матрицы Фробев:иуса. 
Один из основных результатов диссертации - это алгоритм решения за­
дачи на собствев:в:ые значений таких :матриц, использующий их структу­
ру. Преможев:в:ый алгоритм обобщает алгоритм Фернандо и Парлетта 
для трехдиагональв:ых :матриц, который в сиы:метрич:в:о:м положительно­
определев:в:о:м случае гарантирует высокую точность вычисленвых соб­
ствев:в:ых значений. У вас вет доказательства подобного утверждения для 
нового алгоритма, однако на практике его точность ва:мвоrо превосходит 
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точность QR-алгоритма. К тому же, сло:жвость предложеввоrо алгорИ'I'­
:ма составляет всеrо O(n) арифыетических операций ва корень, что ва 
порядок меньше, чем O(nz) для QR-алrоритма. 
Другие важные с практической то'ЧЮI зрения результаты диссертации 
относятся к области оптиыальвоrо управления в процессах, чья дива.~.шка 
описывается уравнениями в частвых производных. Такие оптимизацион­
ные задачи возникают повсе:местно в процессе инжевервого проектирова­
ния, ваприыер, при построении летательных аппаратов и химических ре­
акторов. Дискретизация задач управления с огравичевиям:и в виде урав­
нений в частных производных приводит к систе:маы с седловой точкой 
больших размеров. Числеввое решение таких систем - непростая задача 
из-за веопределеввости и плохой обусловлеввости матриц систем. Нами 
предложен вовый подход к решению систем с седловой точкой, исполь­
зующий малоравговую структуру матриц и обратных к вm.t:. Наш метод 
достаточно универсальный и может быть приыевев к задачам с разныыи 
дифферевциальньnm операторами. Числевные экспери:мевты с простей­
ШШ4 уравнением теплопроводности показали линейную сложность пред­
ложеввого алrоритма отвосительво числа точек дискретизации. На дан­
ный момент область при:мевения алгоритма огравичева дву:мервы:ми зада­
чами, дискретизоваввыvи ва равво:мервых тевзорвых сетш. Однако ыы 
вадее:мся, что идеи мвоrоуроввевой :малоравговой аппрокси:мации матриц, 
предложевные в даивай работе, в будУЩем будут развиты и при:мевевы к 
реmеяию задач более общего вида. 
Для практической реализации любого алrоритма ва ЭВМ важво звать, 
является ли последний числевво устойчивы:ми. Числеввая устойчивость 
означает, что, если все арифыетические операции в процессе счета алrо­
ритма произведевы с малой ошибкой r. , то результат вычислений является 
точв:ьш для малоrо O(r.) возмущения первовачальвых данных. Очевид­
но, что, если алrоритм ве является числевво устойчивы:м, то вет никакой 
гарантии, что ответ, вайдеввый с его по:мощью и:м ва ЭВМ, хоть как-то 
связав с входвьnm даввьа.m. Нами изучена числеввая устойчивость двух 
известных алrоритмов решения систем ураввевий с квазисепарабельвьnm 
:матрицами. Мы доказали числеввую устойчивость одноrо из алгоритмов 
и построили при:мер, в котороы это свойство нарушается для дРуrого алrо­
рит:ма. Таки:м образом:, :мы прояснили какой из двух алrоритмов пригоден 
для практических вычислений :в:а ЭВМ. 
Апробация работы 
Освовв:ые результаты диссертации докладывались авторо:м ва различ­
вых конференциях, в том: числе ва :международной конференции по при-
б 
кладной математической оптимизации и моделированию APMOD (Падер­
борн, 2012), 16-ой (Пиза, 2010) и 17-ой (Брауншвейг, 2011) конференциях 
:междУНародного общества линейной алгебры ILAS, 24-ой :междУНародной 
конференции по численному анализу (Глазго, 2011), 3-ей :междУНарод­
ной конференции по матричным методам в математике и приложениях 
(Москва, 2011), конференции по линейной алгебре общества индустриаль­
ной и прикладной :математики SIAM (Монтерей, 2009), а также на семина­
ре «Вычислительная :математика и приложения• в ИВМ РАН, семинаре 
исследовательской группы по оптш.mзации ERGO Эдинбургского универ­
ситета и семинаре «Ортогональность, теория аппроксимаций и приложе­
ния• в Мадридском университете имени Карлоса 3-го. 
Публикации 
По :материалам диссертации опубликовано 8 работ, в том числе 1 ста­
тья [3] в журнале из Перечня ведущих рецензируемых научных журналов 
и изданий, реко:мендованых ВАК, 5 статей (1,2,4,5,6] в зарубежных рецен­
зируемых журналах и 2 статьи [7,8] в зарубежных рецензируе:мы:х сборни­
ках. Статьи [1,2] посвящены недавно полученным результатам и приняты 
к публикации. 
Личный вклад автора 
Результаты, описанные в главах 1 и 3 диссертации, получены авто­
ром самостоятельно. Результаты глав 2 и 4 получены в соавторстве, что 
отражено в соответствующих публикациях [1,3]. Причем личный вклад 
автора в совместные работы основной - это теоремы 26 и 38 глав 2 и 4, 
соответственно, и результаты численных экспериментов. 
Структура и объем работы 
Диссертация состоит из введения, четырех глав основного текста и за­
ключения. Объем диссертации - 135 страниц. Библиография включает в 
себя 96 наименований. Диссертация содержит 11 рисунков и 17 таблиц. 
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КРАТКОЕ СОДЕРЖАНИЕ РАБОТЫ 
Диссертация посвящена развитшо теории малорангово-структуриро­
ванвых матриц особого вида, называеыых кваэuсеnарабелънымu, а так­
же их применению для решения некоторых классических задач линейной 
алгебры и вычислительной математики в целом. 
Матрицы с квазисепарабельной структурой были впервые упо:wшуты 
в фундаыеита.льной работе Ф. Р. Гантыахера и М. Г. Крейна сОсци.лля­
ционные матрицы и малые колебания механических систем•. Эти матри­
цы, в некотором сыысле, являются дискретвьwи аналогами функций Гри­
на одномерных дифференциальных операторов. В качестве простейшего 
при:ыера рассмотрим слемющую краевую задачу с оператором Штурма­
Лиувилля: 
.C(u) := (p(x)u')' - q(x)u = f(x), 
{
81 (u) := oc1u(a) + f31u'(a) =О, 
B2(u) := oc2u(b) + f32u'(b) =О, 
{1) 
В теории операторов Штурма-Лиувилля доказывается, что любое реше­
ние u(x) этой краевой задачи представимо в виде интеграла 
ь 
u(x) = J g(x,l,)f(l,)dl,, 
а 
где g(x, l,) - так называемая функция Грива для (1). Причем функция 
Грива, для одномерного оператора Штурма-Лиувилля имеет вид 
g(x, l,) =С. {u1 (x)u2(l.), а~ х ~ l,, 
u1 (l,)u2(x), l, < х ~ Ь, {2) 
где u1 и u2 -ненулевыечастныереmенияоднородногоуравнения .С(щ) = 
О с Bt(ut) =О. Представление {2) означает, что функция g(x, l,) - сепа­
рабельная в двух подобластях своей области определения. Дискретный 
аналог такой функции - это квазисепарабельная матрица, имеющая ма­
лоранговую структуру выше и ниже диагонали. Строгое определение ква­
зисепарабельной матрицы приведено ниже. 
Определение. Матрица А называется кваэuсеnарабелънсй порядков 
р и q , если выполнено условие 
max rankA(k + 1 : n, 1 : k) ~ р, 
l~k~n-1 
max rankA(l:k,k+l:n)~q 
l~~n-1 
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{З) 
npu фu7'сированных р и q . 
Иэ этого определения вытекает, что квазисепарабельяые матрицы за­
даются всего O(n) независимыми параметрами. Сложность основных ал­
горитмов линейной алгебры с квазисепарабельнъnm матрицами таюке 
О(п), благодаря тому, что эти алгоритмы оперируют с параметрами, а 
не с элементами матрицы. 
Квазисепарабельяые матрицы находят свое прЮ4енение во многих об­
ластях прикладной математики. В частности, в теории систем и теории 
управления, ортогональных :многочленах и теории приближений, инте­
гральных уравнениях и статистике. В главах 1 и 2 настоящей диссерта­
ции развиваются численные методы в теории ортогональных многочле­
нов, основанные на испольэоваmш квазисепарабельных матриц. Глава 3 
посвящена прЮ4енению квазисепарабельных матриц к решению уравне­
ний в частных производных и задач оптиыального управления с ниыи. В 
главе 4 развивается теория квазисепарабельных матриц, а и:Lfенно, анализ 
ошибок окруrления для алгоритмов с ними. 
Первая глава посвящена вычислению корней :многочлена, представ­
ленного в базисе произвольных ортогональных :многочленов, таких, как 
:многочлеяы Чебьппёва, Лагранжа., Эрмита, Сегё и прочие. Пусть Р(х) и 
{тк(х)}~=0 - :многочлен степени п и ортогональный базис соответственно, 
тогда 
Р(х) = Tn(X) + 111.n-1 . Tn-1 (х) + ... + m1 . Т1 (х) + mo. то(х). (4) 
Хорошо известно, что :многочлеяы с единичным старIШU.1 коэффициентом, 
ортогональяые на отрезке вещественной оси, удовлетворяют трехчлениым 
рекуррентным соотношениям 
Тк+1 (х) = (х - ~хк) · тк(х) - 13к · тк-1 (х), k =О, 1, 2,.... (5) 
В §1.2 мы показываем, что из (4) и (5) след'jет, что корни :многочлена Р(х) 
совпадают с собствениыми эначенияы:и: обобщенной матрицы Фробениуса 
(Хо 131 -mo 
1 ix1 132 -m1 
Л= (6) 
/Хп-2 l3n-1 - 111.n-2 
1 /Xn-1 -111.n-1 
Одно из свойств этой матрицы - это то, что любая под:u:атрица в ее верх­
нетреуrольной части имеет ранг не вьппе 2, то есть Л - квазисепарабель­
ная. Казалось бы, при чем тут квазисепарабельность? Однако, в §§1.2-1.3 
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мы доказываем, что 1) факторы LU-разложения квазисепарабельвой :мат-­
рицы наследуют квазисепарабельвую структуру, и что 2) эта структура 
сохраняется в итерациях LR-алгорит:ма, то есть, при преобразованиях А 
в А', таких, что 
А - crl = LU, А' = Ul. (7) 
Так как алгоритмы с квазисепарабельвы:ми :матрицами обладают линей­
ной по размеру сложностью, сложность одной LR-итерации для матрицы 
из (6) также линейная. 
Низкой алгебраической сложности недостаточно, чтобы считать алго­
ритм схороIПИМ•, другая необходимая характеристика - численная устой­
чивость. К сожалению, LR-алгоритм (7) не является численно устойчи­
вым. Однако, в 1994 году К. Фернандо и В. Парлетт получили аналог 
LR-алгоритма для трехдиаговальных матриц, для которого известно, что 
в симметричном положительно определенном случае ошибка в вычислен­
ных им собственных значениях лi мала относительно точных собственных 
значений i\i : 
(8) 
Интересно, что даже такой широко известный численно устойчивый ал­
горитм, как QR, не обладает свойством (8). 
В §1.4 мы обобщили алгоритм Фернандо и Парлетта на случай хессев­
берговых квазисепарабельных матриц. Новый алгоритм использует все те 
же O(n) арифметических операций на шаг. Так как вашей главной за­
дачей было вычисление собственных значений матрицы А из (6) (корней 
:многочлена (4)), в §1.6 мы уточнили новый алгоритм на этот случай. Хотя 
у вас нет доказательства, что в этом более общем случае предложенный 
алгоритм все ещё удовлетворяет (8), результаты численных эксперимен­
тов, представленные в §1.7, демонстрируют его более высокую точность в 
сравнении с алгоритмом QR. 
Во второй главе мы рассматриваем задачу об обращении полиноми­
альной матрицы Вандер:мовда 
[
ro(x1) r1(x1) · ·· rn-1(x1)] 
Vт = ro.(~2) r1_(~2) : : : rn~1.(.x2) . 
ro(Xn) r1 (Xn) · · · rn-1 (Xn) 
(9) 
Эта матрица обобщает хорошо известную обыкновенную матрицу Вандер­
:мовда, для которой rk(x) = xk. Задача об обращении матрицы Vт - клас­
сическая задача линейной алгебры, которая возникает, например, при ин­
терполировании в базисе :многочленов {rk(x)}k,:J функции, заданной зна­
чениями в узлах {xk}t:1. 
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Известно, что для узлов, равномерно распределенных на отрезке, клас­
сическая :матрица Вандер:монда плохо обусловлена. В 1994 году Е.Е. Тыр­
ТЬПIIНИКовы:м было доказано, что ее число обусловленности растет экс­
поненциально с размером. Однако в 1966 году Д. Траубо:м был получен 
алгоритм обращения :матрицы Вандер:монда за O(n2) арифметических 
операций с :малой прямой ошибкой. Казалось бы, это невозможно: прямая 
ошибка равняется обратной (не :меньше :машинного нуля) умноженной на 
число обусловленности (огромно!), однако весь стрюк• заключается в том, 
что алгоритм Трауба - структурный ( О(п2 ) против O(n3 ) ), и к нему 
неприменим стандартный результат теории ошибок округления. Други­
ми словами, структурное число обусловленности :матрицы Вандер:монда 
:мало. Следуя успеху Трауба, :многие исследователи в области численной 
линейной алгебры обратились к задаче обращения :матрицы (9) для раз­
личных базисов :многочленов. Л. Райхел и Г. Опфер обобщили алгоритм 
Трауба на случай :многочленов Чебьппёва, а В. Ольшевский - на случай 
:многочленов Сегё. 
Нами решена задача об обращении полиномиальной :матрицы Вандер­
:монда (9) для абсолютно произвольной системы :многочленов {т"(х)}. Тем 
самым :мы обобщили все результаты, полученные ранее для частных слу­
чаев. Наш подход основан на использовании :междисциплинарной связи 
:между тремя разделами науки: (i) электротехникой, (ii) информатикой и 
(iii) линейной алгеброй. 
Из информатики :мы берем так называемый принцип Теллегена, кото­
рый :мы рассматриваем в §2.2. В самом общем смысле принцип Теллегена 
гласит, что сложности умножения на квадратную :матрицу без нулевых 
строк и столбцов и ее транспонированную равны. Доказательство это­
го факта основано на интерпретации умножения на :матрицу через поток 
сигнала по взвешенному направленному графу. 
В §2.3 :мы связываем теорию графов с :многочленами через граф потока 
сигнала, использующийся в электротехнике. Мы показываем, как обраще­
ние обыкновенной :матрицы Вандер:монда связано с обращением направ­
ления потока в таком графе. В следующем §2.4 :мы обобщаем эту теорию 
на случай произвольных :многочленов и полиномиальной :матрицы Ван­
дер:монда и с помощью принципа Теллегена доказываем теорему 26, опи­
сывающую обратную к ( 9) :матрицу. Из этой теоремы вытекает быстрый 
О(п2 ) алгоритм обращения, который :мы применяем в §2.5 к :матрице, для 
которой аналогичный алгоритм не был известен ранее. Результаты чис­
ленных экспериментов демонстрируют :малую прямую ошибку в обратной 
:матрице, найденной предложенным алгоритмом. 
Третья глава посвящена задачам управления с ограничениями в виде 
уравнений в частных производных и :методам их решения. В §3.2 расс:мат-
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ривается одна такая модельная задача, приведенная ниже 
min -2
1 
iiu - Uil~ + !3 llfll2, 
u,f 
- 'V2u= f в О, 
U= g На (}Q. 
{10) 
Решение подобных задач - один из важных этапов современного инже­
нерного проектирования. 
Дискретизация {10) методом конечных элементов приводит к системе 
линейных уравнений с блочной матрицей особого вида: 
[2!3М О -М] [f] [О] о м кт u = ь ' -М К О Л d {11) 
где М - матрица масс, а К - матрица жесткости. Система ( 11) - част­
ный случай системы уравнений с седловой точкой (решение этой системы 
есть седловая точка соответствующего лагранжиана). Самые быстрые ме­
тоды решения этой системы - итерационные, а техники предобусловли­
вания основаны на приближенном решении системы с матрицей блочного 
дополнения по Шуру для. блока в позиции {3,3): 
s = - ( 2
1
13 
м + км-1 кт). {12) 
Главная сложность заключается в том, что матрица S плотная, и ее невоз­
можно вычислить и/или сохранить в памяти в поэлементном представ­
лении. Один из стандартных подходов - использовать только одно из 
слагаемых -2~М или -км-1 кт в качестве приближения матрицы S. 
Очевидно, что такой предобусловливатель в общем случае не очень эф­
фективен. 
В §3.3 показывается, что плотная матрица {12) обладает малоранговой 
структурой особого вида, называемой многоуровневой кваэuсеnарабелъ­
ной {определение 31). В этом параграфе также объясняется как малопа­
ра:м:етрическое представление матрицы S из {12) может быть вычислено 
всего за O(n) арифметических операций. Далее мы используем это струк­
турное представление матрицы для. построения ее предобусловливателя. 
Результаты численных экспериментов, представленные в §3.4, демонстри­
руют, что наш предобусловливатель обладает хорошими спектральными 
свойствами и, при использовании совместно с методом сопряженных гра­
диентов, приводит к алгоритму решения {11) линейной по размеру задачи 
сложности. 
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Последняя четвертая глава посвящена анализу ошибок округления в 
алrоритмах с квазисепарабельвьnm :матрицами. Интересно, что, несмотря 
на активное развитие теории квазисепарабельных :матриц в последнее де­
сятилетие, эта область исследований осталась нетронутой. Воэ:можио, это 
объясняется тем, что алгориты:ы с квазисепарабельвьnm :матрицами ис­
пользуют :малопара:метрические представления последних, и анализ оmи­
бох округления становится гораздо сложнее и неставдартвее. 
Мы ставим вопрос о численной устойчивости алгоритмов решения си­
стем уравнений с квазисепарабельв:ьши :матрицами. Стандартный алго­
ритм решения систеыы: уравнений - :метод исключения Гаусса (LU-фа.кто­
ризация). Одна.ко выбор ведУЩеrо элемента (перестановка страх и столб­
цов) в этом алгоритме разрушает квазисепарабельвую структуру :матрицы 
(а значит и линейную сложность), а без выбора ведУЩеrо элемента :метод 
исключения Гаусса неустойчив. С другой стороны QR-фа.кторизация -
устойчивый алгоритм даже без перестановок строк и столбцов, и, в от­
личие от неструктурного случая, имеет линейную O(n) сложность для 
квазисепарабельв:ых :матриц. Мы рассматриваем два алrоритма решения 
систеыы: уравнений с квазисепарабельной :матрицей через QR-фа.ктори­
эацию последней, представлев:ные в научной литературе. 
Алгоритм А: Eidelman У. and Gohberg 1. А modification of the Dewilde-
van der Veen method for inversion of finite structured matrices // Linear 
Algebra and its Applications. 2002. V. 343. Р. 419-450. 
Алrоритм В: Van Camp Е" Mastronardi N. and Van Barel М. Тwо fast 
algorithms for solving diagonal-plU&-semiseparaЫe linear systems // Journal 
of Computational and Applied Mathematics. 2004. V. 164. Р. 731-747. 
В §4.2 :мы описываем общие идеи этих алгоритмов. Первый из алгорит­
мов детально рассматривается в §4.3. Главный результат этого параграфа 
- теорема 41 о численной устойчивости алгоритма А, приведенная ниже. 
Теорема. Пустъ А - n х п мазш:еnарабелъная .матрица u Ь Е IRn . 
Предnолож;'U.М, система уравнений Ах= Ь решеха в арифметике с 
плавающей тичкой с nомощъю алгоритма А. Тогда хаtlденное реше­
ние х является тичным решением системы 
где 
(А+ дА)х = Ь + дЬ, 
llЛA(:,j)ll2 ~Yк1 n2llA(:,j)ll21 j = l, ... ,n, llдbll2 ~'YK2nllbll2 
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и К1, К2 - малъ~е (н.атуралъные) константъ~. /'k - общепринятое 
обозначение для накопившихся ошибок округления. Обоsначим череs 
u машиннъ~й нолъ, тогда /'k := ku/(1 - ku). 
В §4.4 мы проводим анализ ошибок округления Д11Я алrоритма В. Нами 
построен пример размера 4 х 4 , который демонстрирует, что алrоритм В 
численно неустойчив. Мы объясняем причины неустойчивости и подтвер­
ждаем наши выводы результатами численных экспериментов. 
Главный вывод, который можно сделать из результатов этой главы, это 
то, что в случае малорангово-структурированных матриц устойчивость 
алгоритма не есть прямое следствие устойчивости его аналога в неструк­
турированном случае и требует отдельного исследования. 
ОСНОВНЫЕ РЕЗУЛЬТАТЫ РАБОТЫ 
1. Выведен новый алгоритм вычисления собственных значений хессен­
берговых матриц с малоранговой структурой в верхней части, обоб­
щающий dqds-алгоритм Фернандо и Парле-rrа Д11Я тре:хдиагональ­
ных матриц. На его основе построен новый метод вычисления корней 
многочлена, разложенного по произвольному ортогональному бази­
су, сложности CJ(n) на корень. 
2. Получено полное описание матриц, обратных к полиномиальным 
матрицам Вандермонда, а также, алгоритм их обращения сложно­
сти CJ(n2) в структурированном случае. 
3. Определен и изучен новый класс матриц с малоранговой структурой 
- многоуровневые квазисепарабельные матрицы. 
4. Предложен новый метод решения систем уравнений с седловой точ­
кой, возникающих в задачах оптимального управления с ограниче­
ниями в виде уравнений в частных производных. 
5. Доказана теорема о численной устойчивости алrоритма QR-факто­
ризации квазисепарабельной матрицы и основанного на нем метода 
решения систем уравнений. 
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