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We use computer simulations to investigate the effect of salt on homogeneous ice nucleation. The
melting point of the employed solution model was obtained both by direct coexistence simulations
and by thermodynamic integration from previous calculations of the water chemical potential. Using
a Seeding approach, in which we simulate ice seeds embedded in a supercooled aqueous solution, we
compute the nucleation rate as a function of temperature for a 1.85 NaCl mole per water kilogram
solution at 1 bar. To improve the accuracy and reliability of our calculations we combine Seed-
ing with the direct computation of the ice-solution interfacial free energy at coexistence using the
Mold Integration method. We compare the results with previous simulation work on pure water
to understand the effect caused by the solute. The model captures the experimental trend that
the nucleation rate at a given supercooling decreases when adding salt. Despite the fact that the
thermodynamic driving force for ice nucleation is higher for salty water for a given supercooling,
the nucleation rate slows down with salt due to a significant increase of the ice-fluid interfacial
free energy. The salty water model predicts an ice nucleation rate that is in good agreement with
experimental measurements, bringing confidence in the predictive ability of the model.
I. INTRODUCTION
The formation of ice from supercooled water is ar-
guably the most important freezing transition on Earth.
Such transition has important consequences in geology
[1], food industry [2, 3], or cryopreservation [4]. Most
water on Earth contains dissolved salt. Therefore, un-
derstanding freezing in salty water is of out-most impor-
tance. In this work we focus on homogeneous nucleation,
the case in which ice starts growing in the bulk super-
cooled liquid. Salt hinders ice formation both by de-
creasing its melting temperature, Tm, and by increasing
the supercooling with respect to Tm required to observe
freezing [5]. We aim at understanding the latter effect in
this paper.
The first step of the freezing transition is the nucleation
of a critical crystal cluster –one that has equal chances
to melt or irreversibly grow [6]. The number of such crit-
ical clusters appearing per unit time and volume is the
nucleation rate, J . There are several experimental works
where J has been measured for ice in salty water [5, 7].
While the homogeneous nucleation rate can be experi-
mentally measured in careful experiments to avoid the
presence of impurities, other relevant nucleation parame-
ters such as the size or the structure of the cluster, or the
ice-liquid interfacial free energy are difficult to obtain in
experiments [8].
Molecular simulations are an excellent complement to
experimental studies of the freezing transition because
they have access to detailed information at the molecu-
lar scale [9]. There are many simulation studies of ice
nucleation in pure water (e.g. [9–17]), and salt precipi-
tation in supersaturated solutions [18–21], but not much
work has been devoted to study freezing of salty water
[22–24]. In the few existing studies, neither nucleation
rates nor ice-solution interfacial free energies have been
calculated.
Like salt, pressure is known to slow down ice nucle-
ation [5, 25]. After having studied the effect of apply-
ing high pressure on homogeneous ice nucleation [26], we
performed a comparative study of the effects of pressure
and salt where we concluded that both factors hinder ice
nucleation by increasing the ice-liquid interfacial free en-
ergy [27]. In this paper we focus the discussion on the
effect of salt alone and provide details of our study of
homogeneous ice nucleation in salty solutions that were
not given in Ref. [27].
We study ice nucleation in a 1.85 NaCl mole per wa-
ter kilogram solution (1.85 m) aqueous solution using
a model that combines TIP4P/2005 water [28] and the
Joung Cheetham/SPC/E NaCl [29] model [30].
We attempt to rationalise the nucleation rate by ex-
amining the variables upon which it depends accord-
ing to Classical Nucleation Theory [6, 31, 32]. First,
we determine the melting temperature of ice in a 1.85
m NaCl solution at normal pressure via two different
routes, one based on direct coexistence simulations be-
tween both phases [33] and another based on calcula-
tions of the chemical potential of the bulk phases sepa-
rately [30, 34]. Using thermodynamic integration from
2the melting point [35] we compute the chemical poten-
tial difference between ice and water in solution. We
then obtain via seeded simulations the size of critical ice
clusters for three different temperatures [36]. By simu-
lating a critical cluster we estimate the frequency with
which molecules attach to it [37]. To improve the relia-
bility of our calculations we also compute the interfacial
free energy at coexistence (a thermodynamic parameter
that cannot be reliably measured experimentally) with
the Mold Integration method [38, 39]. Combining the
simulation results with Classical Nucleation Theory (the
seeding method [36]) we estimate the nucleation rate and
the interfacial free energy for a wide supercooling range.
To rationalise the effect of salt on ice nucleation we com-
pare these results with those previously obtained for ho-
mogeneous ice nucleation in pure water [17, 40].
II. MODEL
We use the TIP4P/2005 model for water [28]. For
NaCl we use the Joung Cheetham model parametrised
for SPC/E water [29], although in this work we com-
bine it with TIP4P/2005 water as in Ref. [30]. Notice
that it would not be a good idea to use SPC/E water as
solvent for this study because its melting point for pure
water is about 215K (too far from from the experimen-
tal value) and besides the kinetics for the supercooling
considered in this work (i.e up to 40K) would be terri-
bly slow for this model. The ion-water cross interaction
follows the Lorentz-Berthelot combination rules [41, 42]
for the Lennard-Jones part and the Coulomb law for the
electrostatic part. The solubility limit for this brine solu-
tion force field at 1 bar and 298 K is 3.5 m (NaCl mol per
H2O kg) [30], somewhat smaller than the experimental
value of 6.15 m [43].
III. SIMULATION DETAILS
All runs are performed at constant pressure of p =
1 bar and NaCl concentration of 1.85 m.
All our simulations are run with the Molecular Dynam-
ics (MD) GROMACS package [44]. We use a Parrinello-
Rahman barostat[45] with a relaxation time of 0.5 ps to
fix the pressure. To keep the temperature constant we
employ a velocity-rescale thermostat [46] with a relax-
ation time of 0.5 ps. The time step for the Verlet inte-
gration of the equations of motion is 2 fs. We use Particle
Mesh Ewald Summations [47] to deal with electrostatic
interactions. The cut-off radius for both dispersive inter-
actions and the real part of electrostatic interactions is 9
A˚. The LINCS algorithm is used to fix the geometry of
the water molecules [48, 49].
IV. METHODS
To obtain the melting temperature for the selected
water-ion force field we use two different approaches.
On the one hand we use the so-called direct coexistence
method [33]. Such method consists in simulating the
solid in contact with the liquid at several temperatures
[22, 23]. Below the melting temperature, the solid grows
at the expense of the fluid phase, and vice versa. In this
way the melting temperature can be enclosed within a
certain range. The method has been used in the past by
some of us to obtain the melting temperature of pure wa-
ter [50], hard spheres [51, 52] or sodium chloride [53]. On
the other hand, we perform thermodynamic integration
[35] from previous calculations of the chemical potential
of the solvent and the solute [30, 34] and from the melt-
ing point of pure water [54] in order to find the melting
temperature as that for which the chemical potential of
water in ice and in solution coincide. The calculation of
the chemical potential of the components of a solution is
a difficult task that has recently received great attention
in the context of the computation of crystal solubilities
[55–60].
Ice nucleation at moderate supercooling is beyond the
time scale of standard Molecular Dynamics simulations.
Special techniques are needed to promote the nucleation
(rare) event. In this work we use the seeding method,
which has recently been carefully validated by us [36].
The seeding technique consists in inserting an ice clus-
ter in the supercooled fluid (salty water) and then simu-
lating the resulting equilibrated configuration at several
temperatures to obtain the temperature at which the in-
serted cluster reaches a critical size. Such information,
combined with Classical Nucleation Theory [6, 31, 32]
provides estimates of important quantities for the nucle-
ation process such as the ice-liquid interfacial free energy
[61, 62], the height of the nucleation free energy barrier
[63, 64] and the nucleation rate [17, 26, 40, 65–67]. The
latter requires launching MD trajectories from the criti-
cal cluster in order to get the kinetic prefactor.
To compute the ice-solution interfacial free energy at
coexistence (for a flat interface) we use the Mold Inte-
gration method, that has been developed by some of us
[38] and employed to study the crystal-fluid interface for
NaCl and water [26, 39, 66]. The method consists in
gradually inducing the formation of a crystal slab in the
fluid at coexistence conditions with the aid of a mold of
potential energy wells placed at the lattice sites of a crys-
tal plane [38]. The work needed to form such slab can be
obtained by thermodynamic integration and is directly
related to the crystal-fluid interfacial free energy [38].
We refer the reader to Refs. [51] (direct coexistence),
[36] (seeding) and [38] (Mold Integration) for a detailed
description of the employed methods. Nevertheless, in
the following section we briefly explain these methods as
we present and discuss the results.
3V. RESULTS
A. Melting temperature
To start with, we compute the melting temperature,
Tm of ice in contact with the NaCl solution at the chosen
NaCl concentration (1.85 m). We perform such calcula-
tion with two different methods: direct coexistence and
and thermodynamic integration.
1. Direct coexistence
In the direct coexistence method an ice and a 1.85
m NaCl solution slab are put at contact as shown in
Fig. 1 (a). Simulations are carried out in the anisotropic
isothermic-isobaric NpT ensemble [52]. When the im-
posed temperature is below Tm the ice slab grows, and
vice versa. In order to know whether the ice slab grows
or melts we monitor N , the number of molecules in the
ice phase (see appendix A). In Fig. 1(b) we plot N versus
time for different temperatures. At 238 K the number of
ice-like particles grows whereas it decreases at 240 K: Tm
is thus 239± 1K.
In order to use an unambiguous criterion to determine
Tm we compute the slope of a linear fit to each N(t)
trajectory in Fig. 1(b). If the slope is positive, ice is
growing and viceversa. Therefore, the temperature at
which the slope is zero corresponds to Tm. The slope
(in molecule/ns units) as a function of temperature is
shown in the inset of Fig. 1(b). As announced, the slope
becomes 0 at Tm = 239K.
When estimating Tm with the direct coexistence
method, the salt concentration may change as water
molecules are added/removed to/from the solution due
the ice melt/growth. This is an undesirable finite size
effect because we are interested in obtaining Tm for a
specific value of the concentration (1.85 m). To alleviate
such finite size effect we took three measures: (i) use a
large system size (23100 water molecules, of which 4050
were in the ice phase + 638 NaCl) (ii) use a solution
slab much larger than the ice slab (see Fig. 1 (a)) and
(iii) determine whether ice grows or melts when only a
few hundred water molecules melt or freeze. Proceeding
with such caution we estimate that the NaCl concentra-
tion in solution never changes more than 1% from its
original value.
2. Thermodynamic integration
Another route to obtain the melting temperature is by
finding the point at which the ice chemical potential (µiw)
equals the chemical potential of water in solution (µsolw ).
To find such point we compute separately µiw − µ
0
w and
µsolw − µ
0
w, where µ
0
w is the chemical potential of pure
water. The temperature at which these two chemical po-
tential differences become equal is the melting point. To
obtain chemical potential differences we use the Gibbs-
Helmholtz equation:(
∂(µαw/T )
∂T
)
p
= −
h¯αw
T 2
, (1)
Where the superscript α stands for a given phase (pure
water, w, ice, i, or solution, sol).
h¯αw is the water partial molar enthalpy which, for ice
or pure water, is simply the molar enthalpy. For the
solution, however, h¯solw is defined as:
h¯solw = NA
(
∂H
∂Nw
)
NNaCl,p,T
≈ NA
(
∆H
∆Nw
)
NNaCl,p,T
(2)
where NA is the Avogadro’s number and H is the sys-
tem’s enthalpy. We numerically evaluate the derivative
above by computing the enthalpy for two different sys-
tems that have the same number of NaCl ion pairs and
a different number of water molecules. It is important
to make sure that the NaCl concentration in both sys-
tems (1.836 and 1.863 m in our case) narrowly encloses
the concentration of interest (1.85 m). By dividing the
enthalpy difference, ∆H , by the difference of the number
of water molecules, ∆Nw, we get an estimate of h¯
sol
w at
1.85 m. Obtaining ∆H requires running long simulations
(from 800 ns at 190 K to 100 ns at 300 K) because the en-
thalpy difference between both systems is very small. In
Fig. 2 we plot hw as a function of temperature for the so-
lution (red dashed line) and the ice phases (black dashed
line) and compare it with that of pure water (black solid
line). As expected, the enthalpy of water in the ice phase
is the lowest, whereas the enthalpy of pure water is lower
than the partial molar enthalpy of water in the solution,
reflecting the fact that the hydrogen bond network is dis-
rupted by the ions.
Once the temperature dependence for the (partial) mo-
lar enthalpy is known, the water chemical potential dif-
ference between phases α and β at temperature TB can
be obtained by integrating Eq. 1 from TA, a temperature
of known chemical potential difference, to TB:
µαw(TB)− µ
β
w(TB)
TB
=
µαw(TA)− µ
β
w(TA)
TA
−
∫ TB
TA
h¯αw − h¯
β
w
T 2
dT
(3)
For α = i and β = 0 (corresponding to ice and pure
water) we use TA = T
0
m, the melting temperature of pure
water (250 K for TIP4P/2005), at which the chemical
potential difference is 0. µiw − µ
0
w as a function of tem-
perature is shown in Fig. 3 (black line) and has been
previously reported by some of the authors [17, 40].
For α = sol and β = 0 we use TA = 298K, where
the chemical potential difference µsolw − µ
0
w is equal
to RT ln aw(298K). The activity of water at 298 K,
aw(298K), has been reported in Ref. [30] as a function of
the concentration for the same solution model used here.
The value we take for 1.85 m is 0.93. The red curve in
Fig. 3 is µsolw − µ
0
w.
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FIG. 1. (a) Snapshot of the starting configuration used to evaluate the coexistence temperature between ice Ih and the NaCl
aqueous solution. The solution is elongated in order to minimize concentration changes as the ice slab grows/shrinks.(b) Main:
number of molecules belonging to the ice slab as a function of time at different temperatures. Inset: slope of a linear fit to the
curves in the main panel as a function of temperature. The melting temperature is taken as that for which the interpolated
slope is zero (239K).
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FIG. 2. Molar enthalpies of ice, pure water, and partial molar
enthalpy of water in the studied NaCl solution as a function
of temperature.
The point where both curves in Fig. 3 cross corre-
sponds to the melting temperature, 242 K. This value
is different, but within the error bar, of that obtained
by means of direct coexistence, 239 K. The error in the
direct coexistence method comes from the stochasticity
associated with the finite size of the system [52]. We
have used the average value between direct coexistence
and the chemical potential route, 240.5 K, as the melting
temperature for all calculations in the paper.
B. Critical cluster size, Nc
The size of the critical clusters is determined simulat-
ing ice seeds embedded in a supercooled solution. All
inserted seeds have spherical shape and ice-Ih structure.
Spherical ice Ih clusters (or staking mixtures of ice-Ih and
ice-Ic) seems to be the nucleation pathway followed in
homogeneous ice nucleation from pure water [17, 26, 67].
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FIG. 3. Chemical potential differences (see legend) as a func-
tion of temperature. The crossing point corresponds to the
melting temperature.
We insert pure ice seeds with no ions in the crystal lat-
tice. This approximation is inspired by the fact that the
brine coexists with pure ice in the experimental phase
diagram [68]. To check this approximation we have per-
formed a 260 ns direct coexistence simulation below the
melting temperature and computed the fraction of ions
coming into the newly grown ice lattice. Such fraction
was smaller than 0.2 per cent. This value, which is consis-
tent with previous simulation work [22, 24], is sufficiently
small to justify the approximation of not including ions
in the ice seeds.
In Ref. [66] (Fig. 7) we describe in some detail how
to equilibrate an initial configuration of an embedded
crystal seed into a supercooled fluid to start up the cal-
culation. In Table I we give details on the three differ-
ent initial configurations prepared ranging from a clus-
ter of about 800 molecules up to one about 10 times
larger. Starting from an equilibrated configuration with
an ice cluster of Nc water molecules we launch several
isotropic NpT simulations and monitor the number of ice
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FIG. 4. Time evolution of the number of particles in the ice
cluster for different inserted clusters and temperatures. Inset:
Slope of a linear fit of N(t) as a function of temperature. The
temperature at which the inserted cluster is critical is taken
as that at which the interpolated slope is zero. The size of
the inserted clusters and the temperatures at which they are
found to be critical are reported in table I.
molecules in the cluster, N . Such number is determined
as explained in appendix A. If N decreases, the inserted
cluster is subcritical at the chosen temperature, whereas
if N increases the cluster is post-critical. In such way
we can determine the temperature at which the inserted
cluster is critical. This is similar in spirit to the way the
melting temperature is determined in direct coexistence
simulations. Again, the large system sizes employed en-
sure that there are negligible concentration changes as
the cluster grows or melts, which is the experimentally
relevant case for ice nucleation in salty solutions at con-
stant pressure and temperature.
In Figs. 4(a), (b) and (c) we show N versus time for
the three simulated ice clusters at different temperatures.
As for the determination of Tm, from the temperature
at which the slopes of linear fits to N(t) interpolate to
0 we determine the temperature at which the inserted
ice cluster is critical. The slope of N(t) as a function
of temperature is shown in the insets of Figs. 4(a), (b)
and (c). The results for the temperature at which the
clusters are found to be critical are reported in Table I
and shown in Fig. 5(a) as a function of the supercooling,
∆T = Tm − T . For comparison, we also include in the
figure the results for pure water refined from our previous
work with more statistics in the seeding simulations [17,
40]. As shown in Fig. 5(a), for a given supercooling,
the number of particles needed to form a critical cluster
is larger in solution than in pure water. This suggests
that, apart from the trivial effect of lowering Tm, the
presence of salt hinders the nucleation of ice by changing
the thermodynamic or the kinetic parameters that affect
ice nucleation.
To make sure that the interface between the inserted
ice cluster and the solution is properly equilibrated at
the beginning of the simulations shown in Fig. 4 we ex-
amine the density profile of the ions along the radial dis-
tance from the ice cluster centre of mass. We analyse the
trajectory corresponding to 215 K in Fig. 4(b) because
the cluster size stayed roughly constant at about 2800
molecules throughout the run. In Fig. 6 we compare the
ions density profile in the first nanosecond of the trajec-
tory (turquoise curve) to that corresponding to the last
10 ns (black curve). The ion density profile is 0 in the
interior of the cluster and increases at the interface up
to the equilibrium bulk density: the ice cluster is charac-
terised by a 3 nm radius and an interface width of nearly
1 nm. The ion density is surely equilibrated in the later
period, starting at 25 ns of the trajectory, because the
time required for ions to diffuse their own diameter at
215 K is about 2.5 ns. It is clear from Fig. 6 that both
density profiles are quite similar, both at the interface
and away from the ice cluster, which proves that we have
started the trajectory from a configuration where the ice
cluster is surrounded by an equilibrium distribution of
ions.
C. Driving force for ice nucleation
According to Classical Nucleation Theory, the free en-
ergy change associated to the formation of a crystal clus-
ter with N molecules is given by two competing terms:
∆G(N) = −N |∆µw|+ γA (4)
6System Nc Tc (K) ∆T (K) ∆µ (kcal/mol) ρw/(g/cm
3) γ (mN/m) ∆Gc/(kBT ) f
+/s−1 log10(J(m
−3s−1))
Sol 794 205.5 35.0 0.145 0.980 28.6 141 2.69x1010 -23
Sol 2850 214.5 26.0 0.111 0.982 33.4 371 2.10x1011 -122
Sol 7916 220.5 20.0 0.087 0.983 36.8 784 8.40x1011 -301
W 539 221.25 28.75 0.110 0.961 18.9 67 1.30x1011 8
W 3117 232.5 17.5 0.071 0.974 21.9 240 1.22x1012 -66
W 7900 237.0 13.0 0.055 0.978 23.0 461 3.00x1012 -163
TABLE I. Variables involved in the calculation of the ice Ih nucleation rate in pure and salty water. See main text for the
meaning of all variables, whose values are reported with the corresponding units. The melting temperatures at 1 bar for pure
water and the studied 1.85 m NaCl solution are 250 and 240.5 K, respectively.
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FIG. 5. Plotted for pure (black) and 1.85 m salty water (red) as a function of the supercooling:(a) Number of particles in the
critical cluster; (b) Water chemical potential difference between the liquid and the solid phases; (c) ice-water interfacial free
energy; (d) height of the ice nucleation free energy barrier; (d) decimal logarithm of the nucleation rate for pure water and
the 1.85 m NaCl solution. JHNL is the homogeneous nucleation line corresponding to a rate of J=10
16m−3s−1 measured in
typical experiments [69]. Solid symbols are our seeding results and empty symbols are experimental results by Pruppacher [70],
Murray et al. [71], Alpert et al. [7] and Manka et al. (triangle at the top right of the figure) [72] as indicated in the legend.
The first term favours the formation of the cluster and
takes into account the fact that, below Tm, the chem-
ical potential of water in ice is lower than in solution.
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FIG. 6. Ion density as a function of the radial distance from
the center of mass of the ice cluster. Turquoise, density profile
averaged over the first nanosecond of the trajectory in Fig.
4(b) corresponding to 215 K. Black, density profile averaged
over the last 10 ns of the same trajectory.
Therefore, the chemical potential difference of water in
both phases, |∆µw| = |µ
i
w − µ
sol
w | is the thermodynamic
driving force for ice nucleation. The second term in the
equation above hinders the nucleation of the crystal and
is the product of the area of the cluster’s surface, A, and
the ice-solution interfacial free energy, γ.
To obtain |∆µw| as a function of temperature we use
Eq. 3 with α = sol, β = i and TA = Tm = 240.5 K,
where µsolw − µ
i
w = 0.
The chemical potential difference is plotted in Fig.
5(b), where we compare with our previous results for
pure water. For a given supercooling, the thermody-
namic driving force for the formation of ice is larger in
solution (red) than in pure water (black), specially at
high supercooling. This is consistent with the fact that
the partial enthalpy of water in solution is higher than
the enthalpy in pure water (Fig. 2). Therefore, the free
energy gain when a fluid water molecule becomes part
of the ice cluster is larger in solution than in pure wa-
ter. According to |∆µw|, then, the formation of ice in
solution should be easier than in pure water, which is
not consistent with Fig. 5(a), where we show that, for a
given supercooling, larger clusters are required to nucle-
ate ice in solution than in pure water. However, |∆µw|
is not the full story. One also has to take into account
the ice-solution interfacial free energy, γ, which is what
we discuss in the following section.
D. Ice-solution interfacial free energy
By maximizing Eq. 4 and assuming a spherical clus-
ter shape the following expression can be found for the
FIG. 7. Snapshot of a 1.85 m NaCl solution configuration
at the melting temperature at 1 bar. The square well-like
interaction between the mold sites (yellow particles) and the
oxygens of the water molecules is switched off in the left panel
and on in the right panel. Note that the number for crystal
planes in the mold, Nl, is three in this case.
interfacial free energy:
γ =
(
3Ncρ
2
s|∆µw|
3
32π
)1/3
, (5)
which depends on the number of particles in the criti-
cal cluster, Nc, the ice number density, ρs, and the ice-
solution water chemical potential difference, |∆µw|. In
Table I we give the calculated values of γ for the three
studied cluster sizes. Both in the table and in Fig. 5(c)
we show that the ice-solution interfacial free energy is
significantly larger than the ice-water one (for a given
∆T ). Therefore, despite the fact that the bulk free en-
ergy drop associated to the formation of an ice cluster
is larger in solution than in pure water (Fig. 5(b)), the
increase of surface free energy is higher for the solution
(Fig. 5(c)), which explains why salt hinders the nucle-
ation of ice clusters (Fig. 5(a)). In fact, once both γ and
8∆µ are known, the height of the nucleation free energy
barrier can be evaluated according to CNT as:
∆Gc(T )
kBT
=
16π(γ(T ))3
3(ρs(T ))2|∆µw(T )|2kBT
(6)
The calculated values are reported in Table I and plotted
in Fig. 5(d). Clearly, for a given supercooling more work
is required to reversibly grow an ice cluster in solution
than in pure water. The responsible for such increase
is the interfacial free energy, given that ∆µw actually
contributes to lower ∆Gc.
To make sure that γ increases when adding salt we also
compute γ for a flat interface (at coexistence) using the
Mold Integration method [38] that we have recently em-
ployed to compute the ice-water interfacial free energy for
pure water at ambient [39] and high pressure [26]. In this
method, which is only valid for coexistence conditions, a
mold composed of square wells placed in the lattice sites
of one or several crystal planes is gradually switched on
to induce the formation of a solid slab in the fluid at co-
existence conditions. The idea is sketched in Fig. 7. We
note that the interfacial crystal halo generated by the
mold is free to fluctuate and to incorporate and expel
ions to reach its equilibrium structure. The free energy
difference between the fluid and the fluid with the struc-
ture induced by the mold can be computed by integrating
the average number of filled wells, < Nfw >, along such
thermodynamic path:
∆G = Nwǫm −
∫ ǫm
0
< Nfw > dǫ (7)
where Nw is the number of wells in the mold, ǫ is the well
depth and ǫm is the maximum well depth (10 kBT in our
case). When the well radious, rw, is equal to a certain
“optimal” value, row, ∆G is equal to 2γA [38], where A
is the area of the mold (the factor of 2 comes from the
fact that two interfaces are generated). The position of
the wells is fixed during the simulation and only the side
of the simulation box perpendicular to the interface fluc-
tuates to keep the pressure constant. Mold Integration
can be easily implemented in GROMACS using a tab-
ulated interaction potential between the mold and the
fluid particles [38]. A cut-off of 14 A˚ is used for all in-
teractions. The interfacial free energy of different crystal
orientations can be obtained by using molds correspond-
ing to different crystal planes [38, 39]. In this work we
study the basal, primary prismatic (pI) and secondary
prismatic (pII) orientations. In table II we report details
on our Mold Integration calculations such as Nw, A, r
o
w
or the number of crystal planes in the mold, Nl, for each
crystal orientation studied.
In order to find row we run several simulations for differ-
ent well radii monitoring the number of ice-like molecules.
The simulations start from a configuration of the solution
at coexistence conditions (1 bar and 240.5 K) and the
mold is switched on at the beginning of the simulation.
row is enclosed between the largest radious for which ice
System Plane (LyLz)/A˚
2 Nw Nl r
0
w/A˚ γ/(mJ/m
2)
Sol basal 1127.7 192 3 0.97(10) 43(2)
Sol pI 1063.2 192 3 0.72(10) 49(3)
Sol pII 920.73 192 3 0.85(10) 52(3)
Sol γ0 48(3)
W basal 1128.7 128 2 0.83(5) 27.2(8)
W pI 1064.1 128 2 0.73(5) 29.5(8)
W pII 921.55 128 2 0.94(5) 30.0(8)
W γ0 28.9(8)
TABLE II. Computational details of the Mold Integration
calculations performed to obtain the ice-solution interfacial
free energy for different crystal orientations. For comparison,
we also report the results for pure water (W) from Ref. [39].
γ0 is the average of the three orientations. Nl is the number
of crystal layers in the mold.
grows with no induction period and the smallest one for
which ice either does not grow, or grows after some in-
duction time [38]. Such runs for the pII plane are shown
in Fig. 8(a). For rw = 0.7A˚ (blue curves) or smaller (not
shown) ice grows with no induction period in all trajec-
tories, whereas for rw = 1A˚ (green curves) or larger (not
shown) ice does not grow. Thus, for this case we set
row = 0.85± 0.10A˚.
Once we set a value for row we obtain ∆G from Eq. 7
for several values of rw larger than r
o
w. The integrand
of Eq. 7 for the pII orientation is shown in Fig. 8(b)
for several rw values. Each point in Fig. 8(b) is ob-
tained in a simulation with well depth ǫ (indicated by
the x-axis in the figure). By integrating these curves we
obtain γ(rw) = ∆G(rw)/(2A), as shown in Fig. 8(c) for
all studied orientations. Filled symbols correspond to
our calculations for rw > r
o
w and empty ones to a lin-
ear extrapolation to rw = r
o
w, that gives the value for
γ. As in the case of pure water, the interfacial free en-
ergy of the prismatic planes is higher than that of the
basal plane. In fact, the γ anisotropy is higher for salty
than for pure water: in the case of pure water the in-
terfacial free energy of the prismatic planes is about 2-3
mN/m higher than that of the basal plane, whereas for
salty water the difference is about 6-9 mN/m. For all
studied planes, the solid-fluid interfacial free energy is
higher in the solution than in pure water. Therefore, the
Mold Integration method confirms the seeding prediction
that the ice-fluid interfacial free energy is larger for the
solution. The orientationally averaged γ from the Mold
Integration calculations is plotted alongside the seeding
results in Fig. 5(c). Within our statistical uncertainty,
the value from Mold Integration (∆T = 0) is consistent
with the seeding calculations (∆T > 0).
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FIG. 8. (a) Number of ice-like molecules growing from the
mold as a function of time for several trajectories starting
from the studied NaCl solution at coexistence conditions. The
mold is switched on at the beginning of the simulation. The
well radious rw is 1 A˚ for the green curves and 0.7 A˚ for
the blue ones. (b) Integrand of Eq. 7 for several rw values,
as indicated in the legend, for the secondary prismatic plane.
(c) Ice-fluid interfacial free energy as a function of rw for sev-
eral crystal orientations as indicated in the legend. Red data
correspond to the solution and black ones, from Ref. [39], to
pure water. Filled symbols are the results of our calculations
and empty ones are the extrapolation to the corresponding
row, which give the final γ values.
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FIG. 9. (a) Time evolution of the number of particles, N ,
in a critical ice cluster of ∼ 2850 molecules in salty water.
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ferent velocity distributions. (b) Mean squared difference of
the number of molecules in the cluster at time t and time 0
as a function of time.
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FIG. 10. Diffussion coefficient of water in the salty solution
as a function of the inverse temperature.
E. Nucleation rate
We have already shown in Fig. 5(a) that, for a given
∆T , the size of critical ice clusters is larger in salty than
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in pure water. In the previous section we argue that
this is due to the increase of the ice-liquid interfacial free
energy. In the present section we aim at quantifying the
extent to which ice nucleation is slowed down by adding
salt. The speed of ice nucleation is measured by the
nucleation rate, J , that is simply defined as the number of
critical ice clusters appearing per unit time and volume.
According to CNT J is given by:
J = Ae−∆Gc/(kBT ), (8)
where ∆Gc has already been computed from Eq. 6 (see
Fig. 5(d)). A, the kinetic pre-factor, is given by:
A = ρw
√
|∆µw|
6πkBTNc
f+ (9)
where ρw is the density of water in the solution and f
+
is the attachment rate, or the frequency with which new
water molecules attach to the critical cluster, that can be
calculated as [37]
f+ =< (N(t) −Nc)
2/(2t) > (10)
Computing f+ requires performing several simulations of
the critical cluster where N is monitored as a function of
time, as shown in Fig. 9(a). By averaging (N(t)−Nc)
2
over all these trajectories we obtain a curve such as that
shown in Fig. 9(b), whose slope is 2f+.
The calculation of f+ is rather involving and we have
only performed it as described above for the cluster con-
taining Nc = 2850 molecules. For the other two studied
clusters we have used the following expression for f+ pro-
vided by CNT:
f+ =
24DN
2/3
c
λ2
(11)
where D is the diffusion coefficient of water in solution,
which we plot as a function of temperature in Fig. 10,
and λ is the distance travelled by particles in the vicin-
ity of the cluster’s surface to attach to the cluster. By
equating the value of f+ obtained via Eq. 10 for the
cluster with 2850 molecules to Eq. 11 we obtain λ = 6A˚,
which is a reasonable value of the order of the molecular
diameter. We use this value of λ combined with Eq. 11
to estimate f+ for the other two studied clusters. The
values of f+ thus obtained are reported in Table I.
We now have all factors required to compute the nu-
cleation rate via Eq. 8. The results for the three studied
clusters are reported in table I and plotted in Fig. 5(e)
in comparison to those of pure water from Refs. [17, 40].
For a given supercooling, the nucleation rate is lower in
salty than in pure water, as expected from the result that
the critical cluster size is larger in solution (Fig. 5(a)).
F. Decrease of J when adding salt
We now try to better rationalise which are the factors
that contribute to the decrease of the nucleation rate
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FIG. 11. (a) Difference in lnJ and −∆Gc/(kBT ) between
salty and pure water as a function of the supercooling. (b)
Black curve, factor by which ∆Gc/(kBT ) increases in the salty
solution with respect to pure water as a function of the su-
percooling. Coloured curves, different factors that contribute
to such increase, as indicated in the figure. The product of
the coloured curves gives the black curve.
when adding salt. To do that we first need to fit the
data coming from the seeding simulations, which we do
using the CNT expressions above [36, 40]. In our fitting
procedure we assume a linear temperature dependence
of γ. We obtain the linear fit by combining seeding and
Mold Integration data (see Fig. 5(c)). With γ(T ) and
Eq. 5 we obtain N(T ) (solid lines in Fig. 5(a)). From
N(T ), ∆µw(T ) and Eq. 6 we obtain CNT fits to ∆Gc(T )
(solid lines in Fig. 5(d)). Finally, with the Arrhenius-like
fit to D(T ), shown in Fig. 10, and Eqs. 11 and 8 we get
the fits to J shown in Fig. 5(e).
Having the temperature dependence of the factors that
affect the nucleation rate we can quantify and compare
their variation when adding salt. We perform the com-
parison at constant supercooling rather than at absolute
temperature to get rid of the trivial lowering in J caused
by the decrease of the melting temperature. We com-
pare first the extent to which the kinetic prefactor and
∆Gc/(kBT ) affect the drop in J . According to Eq. 8 the
difference in ln(J) between pure (0) and salty (sol) water,
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ln(J0/Jsol), has two terms, one for the kinetic pre-factor,
ln(A0/Asol), and one for the free energy barrier height,
∆Gsolc (Tsol)/(kBTsol) − ∆G
0
c(T0)/(kBT0) (note that T0
and Tsol are not the same because we compare at con-
stant ∆T ). The fact that ln(J0/Jsol) is equal to the dif-
ference in ∆Gc/(kBT ) (see Fig. 11(a)) means that the
kinetic prefactor is not significantly affected by salt. It is
then ratio between the free energy barrier height and the
thermal energy that changes when adding salt. In Fig.
11(b), black curve, we show that ∆Gc/(kBT ) is between
4 and 5 times larger in the salty solution. According to
Eq. 6 the factors that affect ∆Gc/(kBT ) are ∆µw, T , ρs
and γ. In Fig. 11(b) we show the factor by which each
of them contribute to the change of ∆Gc/(kBT ) when
adding salt. The ice density and the temperature have a
negligible effect on the change of the free energy barrier
height (red and brown curves in Fig. 11(b)). The chemi-
cal potential difference does not change the barrier at low
supercooling and lowers it about thirty per cent at high
supercooling (green curve in Fig. 11(b)). As previously
discussed, such lowering is a consequence of the fact that
the partial molar enthalpy of water in solution is higher
than in pure water. Therefore, ∆µw aids ice nucleation
when salt is added. However, the interfacial free energy
largely compensates the modest effect of ∆µw, given that
the increase of γ with salt multiplies by a factor of 5 the
free energy barrier (blue curve in Fig. 11(b)). The effect
of the increase of γ on ∆Gc/(kBT ) is magnified by the
fact that γ goes as a third power in Eq. 6. In summary,
the driving force for ice nucleation, ∆µw, increases when
adding salt, however γ, that hinders ice nucleation, in-
creases to a greater extent, which causes the salt-induced
deceleration of ice nucleation.
VI. DISCUSSION
A. Comparison with the experiment
1. Melting point depression
Experimentally, a 1.85 m NaCl solution freezes 6.6 K
below the melting point of pure water [73]. The model
captures that salt decreases the ice melting temperature,
predicting a 9.5 K depression for a 1.85 m solution. Such
depression is caused in experiments by a 2.6 m NaCl con-
centration [73]. Hence, the effect of salt on the melting
point is larger in the model than in the experiment. This
suggests that the NaCl model we are using causes a larger
decrease in the chemical potential of TIP4P/2005 water
than that caused by real NaCl in real water (see Fig. 4b
of Ref. [30]).
To account for such enhanced effect of the model, it
is interesting to compare model and experiment for the
same activity of water in the solution coexisting with ice,
aiw. We can compute a
i
w as:
aiw = exp(∆µ0/(RT )) (12)
where ∆µ0 is the water chemical potential difference in
ice and in pure liquid water at the ice-solution coexistence
temperature (Tm =240.5K). We know ∆µ0 from our pre-
vious work on homogeneous ice nucleation [17, 40]. We
obtain aiw =0.92. For such a
i
w, a melting point of∼ 263 K
can be interpolated from the experimental data reported
in Ref. [7], which is about 10 K below the melting tem-
perature of pure water. Such melting point depression
of 10 K compares better with the 9.5 K obtained with
our model. Therefore, when experiment and model are
compared for a given water activity, a better agreement
is obtained than when they are compared at a given con-
centration. In order to improve the employed model for
NaCl aqueous solutions it is therefore necessary to mod-
ify the ion-water interactions in such way that a smaller
water activity drop is caused by the ions.
2. Nucleation rate
It is experimentally known that the supercooling re-
quired to freeze microscopic salty water drops is larger
than that required to freeze pure water drops [5, 7, 69].
Equivalently, for a given supercooling, the nucleation rate
is higher in pure than in salty water. In Fig. 5(e) we
show that the model indeed captures the experimental
trend. According to our results, such trend is due to an
increase of the ice-solution interfacial free energy when
adding salt. This simulation prediction is quite valuable
considering the lack of accuracy in experimental measure-
ments/estimates of the ice-liquid interfacial free energy
[8].
According to the employed model (Fig. 5(e)), the nu-
cleation rates in pure and salty water are quite similar
at very high supercooling (about 60 K). The rate in such
conditions can be measured using nanoscopic drops [72].
Consistently with the similarity of the rate, the inter-
facial free energy of pure water is also predicted to be
similar to that of salty water at high supercooling (see
Fig. 5(c)).
The model predictions for the nucleation rate in salty
water, shown in Fig. 5(e), can be directly compared to
experimental measurements by Alpert et al. [7] (empty
symbols). The comparison can be made either for a solu-
tion with the same NaCl concentration (empty circle) or
for one with the same water activity at the melting tem-
perature, aw(Tm) (empty diamond). In either case the
agreement between simulation and experiment is quite
satisfactory.
VII. SUMMARY AND CONCLUSIONS
We use computer simulations to investigate the effect
of salt on homogeneous ice nucleation. To study the
aqueous solution, we use the TIP4P/2005 model for wa-
ter in combination with the Joung Cheetham NaCl model
as parametrised for SPC/E water. To start with, we
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compute the ice melting point for the model using both
direct coexistence and thermodynamic integration from
previous calculations of the chemical potential of water
in solution. The model predicts a larger cryoscopic de-
pression than the experimental one for a given salt con-
centration. However, if we compare experiment and sim-
ulation for the same activity of water at coexistence we
obtain a good agreement for the melting point drop. This
suggests that the employed NaCl model is affecting the
solute (water) to a greater extent than real NaCl does.
After computing the melting temperature we compute
the size of critical ice clusters by embedding spherical
ice Ih seeds in the supercooled solution and simulating
trajectories at different temperatures. We compute the
chemical potential difference of water in ice and in the
solution using thermodynamic integration of the partial
molar enthalpy from the melting temperature. With such
chemical potential difference and the number of particles
in the critical cluster we obtain the height of the ice nucle-
ation free energy barrier and the ice-solution interfacial
free energy using the expressions provided by Classical
Nucleation Theory. We also compute the ice-solution in-
terfacial free energy at coexistence using the Mold In-
tegration method, that provides a thermodynamic route
to reversibly grow an ice slab in the fluid at coexistence
conditions. The interfacial free energies obtained with
seeding in supercooled conditions extrapolate linearly to
the value at coexistence obtained with Mold Integration.
This consistency test supports the validity of our ap-
proach. The interfacial free energy at any supercooling
increases with respect to that of pure water (obtained in
previous studies).
The kinetic pre-factor for the ice nucleation rate is ob-
tained for one of the ice seeds by launching many tra-
jectories and computing the mean squared displacement
of the number of molecules in the cluster. The Classical
Nucleation Theory expression for the kinetic pre-factor,
which is proportional to the diffusion coefficient of water
molecules in the liquid, is consistent with such calcula-
tion. Such consistency enabled us to use the diffusion co-
efficient of water as a function of temperature to get the
temperature dependence of the kinetic pre-factor. That,
combined with the temperature dependence obtained for
the ice-solution chemical potential difference of water and
for the interfacial free energy, gave us the temperature de-
pendence of the nucleation rate for a wide range of orders
of magnitude.
The model qualitatively captures the experimental
trend that, for a given supercooling, the nucleation rate
decreases by adding salt. Our model predicts that salt
hinders ice nucleation despite the fact that the chemical
potential difference between water in ice and in solution is
larger when salt is added. This would in principle favour
ice nucleation for a certain supercooling. However, the
increase of the interfacial free energy largely compensates
for the increase of the thermodynamic driving force for
nucleation and the net effect is a deceleration of the ice
nucleation process. The ice nucleation rate predicted by
the salty water model is in good agreement with exper-
imental measurements, which brings confidence in the
predictions made by the model.
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Appendix A: Determining N
To determine the number of particles in the ice phase
(be it the ice slab in the direct coexistence simulations
or the cluster in the seeding ones) we use the q¯i rota-
tionally invariant local-bond order parameter proposed
in Ref. [74]. q¯i is a scalar number whose value for a given
particle depends on the relative positions of the tagged
particle and its neighbors within a certain distance (3.5
A˚, around the first minimum in the oxygen-oxygen ra-
dial distribution function of the liquid phase). We only
use the oxygens for the calculation of q¯i. In Fig. 12
(a) we plot typical (q¯4,q¯6) values for ice (red) and solu-
tion (green) water molecules. Differently from q¯4, it is
possible to establish a threshold for q¯6, q¯6,t, to discrim-
inate between ice-like and solution-like water molecules
(indicated with a horizontal dashed line in Fig. 12(a)).
To establish the q¯6,t value we look at the point at which
the fraction of wrongly labelled particles in both phases
coincide (see Fig. 12(b)). As shown in Fig. 12(c), the
value of such threshold depends on temperature. For a
given temperature, particles with q¯6 > q¯6,t are labelled
as solid-like. Having established all solid-like particles
in the system, we cluster them using a neighbour cut-off
distance of 3.5A˚. N is the number of molecules in the
largest detected cluster of solid-like molecules.
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FIG. 12. (a) q¯6 vs q¯4 for water in the salty solution (green) and
water in ice Ih (red). (b) Fraction of mislabelled particles as
a function of the q¯6 threshold for both phases at 225 K and 1
bar. The q¯6 threshold is chosen at the crossing point between
both curves. (c) Selected q¯6 threshold, q¯6,t, as a function of
temperature.
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