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ABSTRACT 
We have four primary objectives in this paper. First, we introduce a problem 
called truncated matrix scaling that generalizes two well-studied matrix scaling 
problems-diagonal similarity scaling and fixed row-column equivalence scaling. 
Second, we derive necessary and sufficient conditions for the attainment of the 
i&mum in the Fenchel dual of a class of convex optimization problems. Third, we 
show that existence of a solution for truncated matrix scaling is equivalent to the 
attainment of the infimum in a corresponding dual optimization problem. We thereby 
derive necessary and sufficient conditions for the existence of a solution for truncated 
matrix scaling. Fourth, we derive known existence conditions for similarity and 
equivalence scaling from the conditions for truncated matrix scaling. 
1. INTRODUCTION 
Given a nonnegative matrix A, a scaling of A is a matrix of the form 
D,ADz where D, and Dz are diagonal matrices with positive diagonal 
entries whose dimensions are compatible with A’s. Matrix scaling problems 
have been studied extensively in linear algebra, economics, statistics, urban 
planning, and demography. In this paper, we introduce a common general- 
ization of two classical scaling problems-diagonal similarity scaling and 
diagonal equivalence scaling. We describe each of these problems. 
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Let A be an n X n nonnegative matrix; then we call A balanced if 
C atj= C ajE for i=1,2,...,n 
j=l j=l 
The diagonal similarity scaling problem is: 
Find a diagonal matrix D with positive diagonal entries such that DAD-’ 
is balanced. 
This problem has been studied by Osborne [23], Grad 1151, Eaves et al. 
[9], and Schneider and Zenios [29]. It occurs, for example, in developmental 
economics when a social accounting matrix is estimated and used for eco- 
nomic equilibrium modeling. 
Now let A be an m X n nonnegative matrix, and let or and (us be given 
positive vectors of length m and n, respectively. The diagonal equivalence 
scaling problem is: 
Find diagonal matrices D, and D, with positive diagonal entries such 
that the matrix D,ADz has row sums equal to ~yi and column sums equal 
to (Ys. 
This problem has been studied by numerous researchers in many diverse 
fields. The paper [29] contains a survey of algorithms and applications of 
matrix balancing. 
We call our common generalization of similarity and equivalence scaling 
the truncated matrix scaling problem (or truncated scaling). Let (A, L, U) 
be a triple of n X n nonnegative matrices. Then, the truncated scaling 
problem is: 
Find a diagonal matrix D with positive diagonal entries and a nonnega- 
tive matrix A such that X, the Hadamard product of A and DAD-‘, is 
balanced and lies between L and U, elementwise. In addition, each pair 
(i, j) must satisfy 
(a) xlj = Zij whenever Aij > 1, and 
(b) xii = uij whenever hij < 1. 
The Hadamard product of two matrices A and B (of the same size) is the 
matrix C such that cij = aijbij. 
Intuitively, the matrix X is formed by first performing the similarity 
scaling DAD-’ and then truncating any element lying outside of its bound. 
The resulting truncated matrix is required to be balanced. Balinksi and 
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Demange [3, 41 have considered a related generalization of equivalence 
scaling in which logical conditions such as (a) and (b) are incorporated to 
take account of lower and upper bounds on the row and column sums. 
In this paper we show that necessary and sufficient conditions for the 
existence of a solution to the truncated scaling problem can be derived from a 
duality theorem giving necessary and sufficient conditions for the attainment 
of the infimum in the dual of a convex optimization problem. We then apply 
the duality theorem to the truncated scaling problem, thereby deriving 
conditions for the existence of a solution for truncated scaling. In the special 
cases of similarity scaling and equivalence scaling, we derive results of 
Brualdi [7], Eaves et al. [9], Menon [21], Menon and Schneider [22], 
Rothblum and Schneider [27], and Sinkhorn [30]. The duality theorem and 
the truncated scaling problem are, we believe, new. 
The truncated scaling problem is an important modeling extension be- 
yond equivalence and diagonal scaling. For example, in applications of 
diagonal scaling in development economics, the A matrix is a raw estimate of 
a jhc-of-funds matrix between sectors of an economy. The balance condi- 
tions are the a priori accounting identities that each sector’s receipts and 
expenditures must be equal. Since the data are imperfect, the raw estimate 
never satisfies the balance conditions, and therefore some numerical proce- 
dure must be used to generate a balanced estimate. Typically, some of the 
data are known to be quite accurate (such as government statistics or data 
from industries consisting of a few large firms), whereas other data is 
extremely unreliable (consumer or agricultural data). Thus a better estimate is 
obtained if lower and upper bounds are introduced so that reliable data are 
constrained to lie near their initial values, whereas unreliable data are allowed 
to vary substantially. See [29] for a discussion of other models which 
incorporate measures of data reliability. 
The technique of analyzing matrix scaling problems by studying equiva- 
lent optimization problems has produced many important results. See, for 
example, [6, 9, 11, 12, l&20]. Other researchers have studied the relationship 
between entropy minimization and matrix scaling [8, 10, 11, 13, 171. Seven 
interrelated papers have appeared recently dealing with generalizations of 
scaling problem. These are the papers of Balinski and Demange [3, 41, Bapat 
and Raghavan [5], Franklin and Lorenz [14], Rothblum [26], and Rothblum 
and Schneider [27], as well as this paper. Each paper contains necessary and 
sufficient condition for the existence of a solution to a scaling problem (along 
with other interesting material related to scaling problems). These papers 
differ with respect to the particular scaling problems considered and with 
respect to the techniques used to prove the results. We will give a brief 
summary of the differences between these papers within the optimization 
framework described in this paper. 
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TABLE 1 
PRIMAL PROBLEMS CORRESPONDING TO SCALING PROBLEMS 
Problem Constraint set Comments 
Similarity scaling 
Equivalence scaling 
Balinski-Demange [3, 41 
Bapat-Raghavan [5] {x>00(Mx=6} 
Rothblum [26] {r>OlMx=b} 
Franklin-Lorenz [ 141 {r>O[Mx=b} 





x E S n C, S a subspace, 
C a polyhedron 
A4 is the incidence matrix of 
a directed graph 
M is the incidence matrix of 
an undirected bipartite graph 
M is the incidence matrix of 
an undirected bipartite graph 
M is an arbitrary matrix 
M is an arbitrary matrix 
M is an arbitrary matrix 
M is the incidence matrix of 
an undirected bipartite graph 
M is the incidence matrix of 
a directed graph 
General convex functions 
considered 
The existence of a solution to a scaling problem is equivalent to the 
attainment of the infimum in the dual of a linearly constrained entropy 
minimization problem (see, for example, Section 5). We can associate to each 
scaling problem considered in these seven papers an entropy minimization 
problem over a convex polyhedral set. We call this the primal problem 
corresponding to the scaling problem. The scaling problem can now be 
analyzed using the primal or the dual optimization problem, or by using the 
optimality conditions. For the scaling problems considered in these papers, it 
suffices to consider an entropy function of the form C j x j[ln(ri/cj) - l] for 
given positive constants ci. The differences between the scaling problems 
considered in each paper can be summarized by describing the differences 
between the constraint sets over which the entropy function is minimized. 
We have summarized these differences in Table 1. 
A variety of proof techniques are used in these papers. Basically, the 
existence results show that a positivity condition related to a Slater-type 
constraint qualification condition is necessary and sufficient for the existence 
of a solution to the scaling problem. Among the papers using optimization 
techniques (all except Bapat and Raghavan), the general approach is to use 
sufficient conditions from convex analysis for the existence of a solution to 
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the dual problem or for the existence of a multiplier vector for the primal 
problem. Then the sufficient condition is shown to be necessary, using the 
property of the entropy function that it is differentiable at precisely those 
points where every coordinate is strictly positive. 
Balinski and Demange [3] in Theorem 1 use a sufficient condition for the 
existence of a Kuhn-tucker vector for a convex program. Bapat and Raghavan 
[5] in Lemma 1 and Theorem 1 use degree theory for continuous mappings to 
prove a preliminary existence result, which together with the duality theory 
for linear programming is used to prove their main existence result. Franklin 
and Lorenz [14] show directly that the solution of their primal problem must 
be strictly positive, thereby implying the existence of a multiplier vector. 
Rothblum and Schneider [27] in Theorem 2 use a sufficient condition based 
on directions of recession for the attainment of the infimum of the dual 
problem to derive existence results for the equivalence scaling problem. This 
technique is used by Rothblum [26] for the generalized scaling problem 
considered by Bapat and Raghavan and by Franklin and Lorenz. 
In this paper, we are interested in a generalization of matrix scaling 
incorporating lower and upper bounds. The existence result, however, is 
proved in a more general setting of nonseparable convex optimization over 
polyhedral convex sets. Our Theorem 7 is not restricted to entropy functions; 
rather we prove the result for arbitrary convex functions with the property 
that the domain of the subdifferential and the relative interior of the domain 
of the function coincide. We use a sufficient condition for the existence of a 
multiplier vector and show that for functions with this property the sufficient 
condition is also necessary. Thus, we have derived a somewhat more general 
existence result which contains all the existence results described here as 
special cases. 
In Section 2 we give a precise statement of truncated scaling and show 
that it generalizes both similarity and equivalence scaling. We analyze the 
truncated scaling problem using the theory of conjugate duality as described 
in Rockafellar [25]. Alternatively, some of our results could be derived from 
the theory of monotropic programming as described in [24]. In Section 3, we 
summarize the duality results we need and develop necessary and sufficient 
conditions for the attainment of the infimum in the dual of a convex 
optimization problem (Theorem 7). In Section 4 we summarize some elemen- 
tary properties of the entropy function. 
In Section 5 we define the primal and dual optimization problems 
corresponding to the truncated scaling problem and show that the existence 
of a solution for truncated scaling is equivalent to the attainment of the 
infimum in the dual optimization problem. We then apply Theorem 7 and 
derive necessary and sufficient conditions for the existence of a solution to 
truncated scaling (Theorem 14). Finally, in Section 6 we show that previous 
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existence results for similarity and equivalence scaling can be derived from 
Theorem 14. 
2. TRUNCATED SCALING 
2.1. Problem Statement 
Let A be an n x n nonnegative matrix; then we call A balanced if 
C aii= C ajl for i=1,2 ,..., n. 
j=l j=l 
We will frequently want to refer to the set of matrices X with the property 
that xii = 0 whenever aij = 0. We will call such an X a matrix whose pattern 
is contained in A’s. 
Let L be an n X n nonnegative matrix, and let CT be an n x n matrix 
whose entries-which will always be upper bounds-are either nonnegative 
or the symbol + co. Whenever the symbol + cc occurs on the right-hand side 
of an inequality (e.g., xii < uij = + cc), it means there is no bound on that 
constraint. The ordered triple (A, L, U) is called consistent if 
(i) O< L,<U<m, 
(ii) there is an n x n matrix X whose pattern is contained in A’s such 
that X is balanced and L < X < U, and 
(iii) ui j > 0 whenever a i j > 0. 
The notation D = diag(d,, d,,. . , d “) will denote the n X n diagonal matrix 
whose diagonal entries are d,, d,, . . . , d n. 
We develop necessary and sufficient conditions for the existence of a 
solution to the following problem, which we call truncated matrix scaling. 
PROBLEM 1 (Truncated matrix scaling). Given a consistent triple of 
n x n matrices (A, L, U), find a matrix D = diag(d,, d,, . . . , d,) with posi- 
tive diagonal entries and an n x n nonnegative matrix A such that for X 
defined by xii = X,jdiaijd;l for i = 1,2 ,..., n and j = 1,2 ,..., n the follow- 
ing conditions are satisfied: 
(i) the matrix X is balanced and satisfies L Q X < U; 
(ii) the matrices X and A satisfy: 
(a) if Xii > 1, then xii = Iii, and 
(b) if h,, < 1, then xlj = uij. 
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The requirement that (A, L, U) be consistent eliminates infeasible and 
redundant instances of truncated scaling and therefore is introduced without 
loss of generality. Clearly, if X is a solution to the truncated-scaling problem, 
then X must be a matrix whose pattern is contained in A’s. Thus, consis- 
tency conditions (i) and (ii) are obviously necessary for the existence of a 
solution. If consistency condition (iii) were violated, then any such elements 
aij could be replaced by 0, thereby producing an equivalent problem. 
In the truncated scaling problem, X is derived from A, D, and A by 
forming the product DAD- ’ and then multiplying elementwise the entries of 
A and DAD-‘. Loosely speaking, condition (ii) states that the multiplier hij 
is used (i.e., not equal to 1) only when it is necessary to force the element zij 
to lie within its bounds. Equivalently, X is derived from DAD-’ by 
truncating each entry above its upper bound or below its lower bound to the 
respective bound. The entries that lie within the bounds are left intact. The 
problem requires that after truncation the matrix must be balanced. 
2.2. The Correspondence between Matrices and Graphs 
Condition (i) of Problem 1 can be represented as a feasible circulation 
condition for a sparse network associated with the matrix A. We describe this 
equivalent formulation, since we will use it to formulate a truncated scaling 
problem as an optimization problem. 
Let A be an n X n nonnegative matrix; we define the graph of A, written 
G(A), to be the weighted directed graph (V, E, a) where 
v= {1,2 ,...) n}, 
E= {e=(i, j)(a,,>O}, 
a, = aij for e=(i, j)EE. 
We will use a i. for the value of the ijth element of the matrix A, and a e for 
the value of t e weight function a at edge e. It is easy to see that the L 
correspondence between nonnegative matrices A and weighted directed 
graph with nonnegative weight functions and no parallel edges is a bijection. 
There is an obvious correspondence between n X n matrices X and 
vectors x defined on the edges of G(A); namely, 
x, = xii for e=(i,j)EE. 
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This correspondence is, of course, a bijection when restricted to matrices 
whose pattern is contained in A’s. We will use this correspondence by 
referring, for example, to the vector x corresponding to the matrix X. 
Let (A, L, U) be a consistent triple of n X n matrices. We define the 
incidence matrix fir G(A) to be the [V/X IEJ matrix [xeleEE, where xa is 
the incidence (column) vector for e. That is, if e = (i, j), then x, E %” has a 
- 1 and a + 1 in rows i and j, respectively, and O’s in every other row. Let 
B be the incidence matrix for G(A), and let 1 and u be the vectors in !l?’ 
corresponding to L and U, respectively. Consider the linear constraints: 
Bx = 0, 
Z<X<U. 
(1) 
A vector x satisfying Bx = 0 is called a circulation in G(A); if x satisfies 
1~ x < u as well, then x is called a feasible circulation in G(A) (with 
respect to I and u). 
Under the correspondence between vectors and matrices, a matrix X 
whose pattern is contained in A’s is balanced if and only if the corresponding 
vector x is a circulation in G(A). For such X it is easy to see that condition 
(i) of the truncated scaling problem is equivalent to the constraints (1). We 
will use this equivalence when formulating the truncated scaling problem as 
an optimization problem. 
2.3. Examples 
We mention two special classes of truncated scaling problems, as they 
have been extensively investigated in the literature. 
2.3.1. Diagonal Similarity Scaling. Consider the special case of trun- 
cated scaling in which L = 0 and U = + co. If the required D and A exist, it 
follows from consistency condition (iii) that hij = 1 for all i and j for which 
a i j > 0. The truncated scaling problem then reduces to the following scaling 
problem: 
PROBLEM 2 (Similarity scaling). Given an n x n nonnegative matrix A, 
find a matrix D = diag(d,, da,. . . , d .) with positive diagonal entries such that 
X = DAD-’ is balanced. 
Existence results for similarity scaling directly related to this paper have 
been developed by Osborne [23] and Eaves et al. [9]. In Section 6 we show 
that some of these results can be derived from the existence theory for 
truncated scaling. 
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2.3.2. Fixed Row-Column Equivalence Scaling. Let A’ be an m x n 
nonnegative matrix, and let a be a strictly positive vector in %m+“. We call 
the pair (A’, a) consistent if 
(i) Cy_ 1 q = ICY_:+ 1 ai, and 
(ii) there is some m X n matrix X whose pattern is contained in A’ such 
that 
: xij=ai for i=1,2 ,..., m, 
j=l 
t xii = a,+j for j = I,2 ,..., n. 
i=l 
(2) 
We will say that a matrix X satisfying the equations (2) has row and column 
sums given by a. 
Consider the following matrix scaling problem: 




with positive diagonal entries such that the matrix X = D,A’D, has row and 
column sums given by a. 
Equivalence scaling has been studied extensively in many different fields. 
Some algorithmic and applied aspects of the problem are described in [29]. 
Some existence results directly related to this paper have been developed by 
Menon [21], Brualdi [7], M enon and Schneider [22], and Rothblum and 
Schneider [27]. In Section 6 we will derive some of these results as corollaries 
of the existence theory for truncated scaling. 
We need to transform the equivalence scaling problem into a truncated 
scaling problem. This is a standard transformation which is used in network 
flow theory to convert a transshipment problem to a circulation problem (see, 
for example [19, p. 1131). First, we define a directed bipartite graph from A’, 
(V’, E’), by 
v’= {1,2 ,..., m+n}, 
E’= {(i, j)/l< i < m, m + 1~ j < m + n, and aicj-,,) > O}. 
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Then we define (V, E) by 
v= {0,1,2 )...) m+n}, 
E=E’u{(O,i)ji=1,2 ,..., m}~{(i,0)~i=m+1,m+2 ,..., m+n}, 




We call the resulting weighted directed graph (V, E, a) the graph correspond- 
ing to (A’, a). 
We define lower- and upper-bound vectors 1= (1,; e E E) and u = (u,,; 
e E E) as follows. Let e = (i, j) E E; then 
0 if eEE’, 
l,= aj if i =O, 
ai if j=O, 
and 
+cc if eEE’, 
if i = 0, 
if j=O. 
See Figure 1. 
We now have a weighted directed graph (V, E, a) together with lower 
and upper-bounds I and U. Let A be the (m+n+l)X(m+n+l) matrix 
whose graph is (V, E, a), and let L and U be the matrices corresponding to 1 
and u, respectively. We call (A, L, U) the ordered triple corresponding to 
(A’, a). It is not hard to show that (A’, a) is consistent if and only if 
(A, L, U) is consistent. 
It is not hard to show that the equivalence scaling problem for (A’, a) is 
equivalent to the truncated scaling problem for the corresponding triple 
(A, L, U ) in the sense that a solution for one can be transformed immediately 
into a solution for the other. 
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FIG. 1. The graph for equivalence scaling. 
LEMMA 1. Let A’ be an m x n nonnegative matrix, and let a be a 
strictly positive vector in VI m +n. Let (A’, a) be consistent, and let (A, L, U) 
be the corresponding ordered triple. Then 
(i) $0 = diag(d,,d, ,..., d,,, ) and A solve the truncated scaling prob- 
lem for (A, L, U), then D, and D, solve the equivalence scaling problem for 
(A’, a), where 
D,=diag(d,,d,,...,d,), 
(3) 
(ii) conversely, if D, and D, in (3) solve the equivalence scaling problem 
for (A’, a), then D and A solve the truncated scaling problem for (A, L, U ), 
where 
D=diag(l,d,,d,,...,d,+.), (4 
and A is the matrix of all 1’s. 
Proof. The result follows from a straightforward calculation. l 
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3. DUALITY FOR CONVEX OPTIMIZATION 
In this section we derive necessary and sufficient conditions for the 
attainment of the infimum in the dual problem for a class of convex 
optimization problems. The main result of this section is Theorem 7. We use 
the notation and definitions in Rockafellar [25]. 
Let f be a closed proper convex (extended) real-valued function defined 
on \9l”. The function f is closed if its epigraph defined by 
is a closed subset of %“+i. The (effecctiue domain of f), written dom f, is 
defined by 
domf= {xE%“(~(x)<+~xI}. 
A function f is proper if it never assumes the value - 00 and is not 
identically equal to + co. Also, f is convex if epi f is a convex subset of 
Btn+l 
For convex f the (subdifferential of f at x) written df(x), is the subset 
of !I? ’ defined by x* E 8 f(x) if 
f(Ybf(x)+(x*~Y-x) forall yE%‘, 
where (. , .) is th e usual Euclidean inner product defined on %” X % “. If 
i3 f(x) is not empty, then f is (subdifferentiable at -r). The (domain of a f ), 
written dom J f, is the set of x E 3” where af( x) z 0. 
For a subset K c %I” the (indicator function of K), written 6(x/K), is 
defined by 
The function f is polyhedral if epi f is a polyhedral convex subset of !R ’ +I. 
The relative interior of a convex set C, written ri C, is the interior of C 
relative to the uff;ne hull of C (see [25] for the exact definition). 
We will use the following standard results concerning subdifferentials, 
normal cones, and indicator functions (see [25, pp. 215, 2231). 
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LEMMA 2. Let f and g be proper convex functions on !R “. Zf ri(dom f) 
nri(domg)+0, then 
Further, whenever f (and /or g ) is polyhedral, ri(dom f) can be replaced by 
dom f (similarly for g). 
LEMMAS. Let C, and C, be polyedral convex subsets of 93”. Then 
(i) a8(rlCi) is the norm& cone to C, at x, i = I,2; 
(ii) if C = C, n C, # 0, then the normal cone to C at x is the sum of the 
normul COWS to C, and C, at x. That is, 
atq XIC) = as( XJC,) + aq XIC,). 
We are interested in the following optimization problem: 
inf f(x) 
x 
subjectto xEK=SnC, (5) 
where f is a closed proper convex function on 8”, S is a subspace of % “, 
and C is a polyhedral convex subset of % “. The problem (5) is equivalent to 
inf {f(x)+ S(xlK)}. 
XGW” 
It is easy to see that a necessary and sufficient condition for the infimum of a 
convex function g of !J? ” to be attained at a point x is that 0 E ag( r ). Since 
6’8( x] K) is the normal cone to K at r, the next theorem follows directly from 
Lemma 2. (See [25, Theorem 27.41.) 
THEOREMS. Let f be a closed proper convex function on 8 “, and let K 
be a polyhedral cmvex subset of 9l n such that K n ri(dom f) f 0. Then for 
a vector x E K the following are equivalent: 
(i) the infimum off over K i.s attained at the point x; 
(ii) there exists x* E af(x) such that - x* is in the normal cone to K 
at x. 
We now wish to define a dualization of (5). For a convex function f on 
8 “, the conjugate off, written f *, is the (closed convex) function on % ” 
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defined by 
fc(x*>= sup {(~J*)-f<~)). 
x=-w" 
Clearly, (5) is equivalent to 
infg(x) 
X 
subject to x E S, 
where 
g(x) = f(x) + S(xlC). 
(6) 
(7) 
Then the specialization of the Fenchel dual of (6) is 
infg*( x*) 
I 
subject to x* E S I, (8) 
where S ’ is the orthogonal complement of the subspace S. 
We quote a standard duality result for convex optimization (see [25, 
Corollary 31.4.21). 
THEOREM 5. Let g be a closed proper convex function on ?R”, and let S 
be a subs-pace of Yl”. Then the following are equivalent: 
(i) the vectors x and x* satisfy 
g(x) = i;fg = - i$g* = - g*Cx*>; 
(ii) the vectors x and x* satisfy x E S, x* E S ‘, and x* E ag(x). 
A sufficient condition for the infimum in the dual problem (8) to be 
attained is that S f? ri(dom g) # 0. We will show that for a restricted class of 
convex functions and g defined by (7), the weaker condition S n C n 
ri(dom f > + 0 is both necessary and sufficient. 
LEMMA 6. Let f be a closed proper convex function on (31”) and let S 
and C be, respectively, a subspace and a polyhedral convex subset of 8” 
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whose intersection is nonempty. Let K = S n C, and assume that C n 
ri(dom f) + 0 . Then for a given vector x the following are equivalent: 
(i) x E K and there exists x* E df(x) such that - x* is in the normal 
cone to K at x; 
(ii) x E S and there exists y* E S ’ such that y* E a[ f + 6(.JC)](x). 
Moreover, when these equivalent conditions are satisfied, the vectors x, x*, 
and y* are related by x* = y* - z* for some z* E as(xlC). 
Proof. (i) * (ii): Suppose x E K, x* E 6’f(x), and - x* E 6’S(xlK). Then 
it follows from Lemma 3 that 
for some z* E 6’8(xjC) and y* E a&r(S) = S I. Thus 
y*=r*+z* 
E af(x) + c%qxlC) 
= a [f + ~wN(+ 
(ii)*(i): Similarly, for x E S, y* E S’, and y* E a[f + &*IC)l(x), we 
have 
y*=x*+z* 
for some x* E b'f(x) and z* E 88(xlC). Note that r E C, since 88(rlC) =0 
for x E C. Therefore x E K, x* E af(x), and - x* = z* - y* is in the normal 
coneto K=SnCat x. m 
It is well known that for a closed proper convex function f, 
ri(dom f) c dom af G dom f, 
That is, f is always subdifferentiable on the relative interior of its domain, 
but may not be subdifferentiable on its relative boundary. We want to 
consider the special case in which the dom df and ri(dom f) 
coincide-namely, those f for which the subdifferential is empty at every 
point of the relative boundary. 
We can now state the main theorem of this section. 
THEOREM 7. Let f be a closed proper convex function on % “, and let S 
and C be, respectively, a subspace and a polyhedral convex subset of !JI” 
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whose intersection is nonempty. Let K = S n C, and let g(x) = f(x) + 6( xJC). 
Suppose that dom 6’f = ri(dom f), that C nri(dom f) f 0, and that the 
infrmum off over K is attained. Then the following are equivulent: 
(i) the set K n ri(dom f) f 0 : 
(ii) there exist x E K, x* E af(x) such that - x* is in the normal cone to 
K at x; 
(iii) there exist x E S and y* E S ’ such that y* E ag(x); 
(iv) there exist x E S and y* E S 1 such that 
g(x)=i;fg= -infg*= -g*(y*). 
Moreover, whenever the equivalent conditions are satisfied, the vectors x in 
(ii), (iii), and (iv) and y* in (iii) and (iv) can he chosen to coincide. The 
vectors x, x*, and y* are related by x* = y* - z* for some z* E G’S(xlC). 
Proof. (i) = (ii): This follows from Theorem 4. 
(ii) = (iii): This follows from Lemma 6. 
(iii) * (i): It follows from Lemma 2 that 
dg(x) = Jf(x)+ as(xlc). 
Thus, y* E ag(x) implies that both Jf(x) and Js(x(C) are nonempty. 
Therefore, x E C nri(dom f), and (since x E S) the implication follows. 
(iii) = (iv): This follows from Theorem 5. n 
It is useful (and sufficient for our application) to state a sufficient 
condition for the infimum of f over K in Theorem 7 to be attained. Thus, a 
closed proper convex function is called cofinite if dom f * = !R “, that is, if the 
conjugate of f is finite everywhere. It follows directly from (7) and the 
definition of the conjugate function that g is cofinite whenever f is cofinite. 
It follows from [25, Corollary 31.4.21 that the infimum in (6) is attained 
whenever g is cofinite. Since (5) and (6) are equivalent, the infimum of f 
over K must also be attained whenever f is cofinite and K is nonempty. 
4. THE ENTROPY FUNCTION 
For fixed constant c > 0, the entropy function with parameter c, written 
Ent(x; c), is the convex function on !l? defined by 
if x > 0, 
if x=0, 
if x<O. 
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A simple calculation shows that for x > 0 
Ent’(x; c) = ln(x/c). 
Therefore, Ent*(t; c), the conjugate of Ent(x; c), is 
Ent*(t;c)= sup {tx-Ent(x;c)}, 
x>o 
and the supremum is attained at x satisfying 
t - ln( x/c) = 0, 
or, equivalently, at z = ce’. Substituting x = ce’ into (9) produces 
Ent*( t; c) = ctet - ce’( t - 1) = ce’. 
(9) 
(10) 
For 0 6 1~ u, define the function +(x) on !J? by 
It follows from (10) by a direct calculation that 
i 
tl - 1 [ln( l/c) - l] if ce’fl, 
+*(t)= ce’ if Z<ce’<ff, (II) 
tu-u[ln(u/c)-l] if ce’>u. 
We will use this to derive a dual optimization problem for which the 
attainment of the infimum is equivalent to the existence of a solution to the 
truncated scaling problem. 
5. SOLUTIONS TO TRUNCATED SCALING 
In this section we describe the relationship between truncated scaling and 
the duality theory for convex optimization. We associate primal and dual 
optimization problems to be truncated scaling problem and show that attain- 
ment of the infimum in the dual problem is equivalent to the existence of a 
solution for truncated scaling. We specialize condition (i) of Theorem 7 to the 
truncated scaling problem and derive existence conditions by applying Alan 
J. Hoffman’s circulation conditions to the graph corresponding to the trun- 
cated scaling problem. The application of Hoffman’s theorem was also used 
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by Brualdi [7] to derive existence conditions for equivalence scaling. The 
primal-dual pair of optimization problems is an example of the duality theory 
for monotropic programming [24]. 
Let (A, L, U) be a consistent triple of n X n matrices. Let G(A) = 
(V, E, a ) be the graph corresponding to A, and let Bx = 0, 1~ x < u, be the 
equivalent network formulation of truncated scaling condition (i) described in 
Section (2.2). We define the primal optimization problem corresponding to 
(A, L, U) to be the convex optimization problem 
inff(x) 
X 
subject to Bx = 0, 
l,<XGU, (12) 
where f(x) is the convex function on ‘Yt E defined by 
f(x) = c Wx,; a,>. (13) 
PEE 
Since f is separable, it follows from (10) and a direct calculation that 
fr(x*) = C a,e”:. 




c= {xE!R~~z~XdU}, (15) 
K=SnC. 
Note that SL = {BTp(p~%“}. 




subject to x E S, (16) 
where g(x) = f(x)+ 6(x/C). 
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Then we define the dual optimization problem corresponding to (A, L, U ) 
to be the convex optimization problem 
i$g*(x*) 
subjectto x*ES’. (17) 
In [28] we derive the dual function g* explicitly from (11). 
The next three lemmas summarize elementary results concerning the 
correspondence between optimization and scaling. 
LEMMA 8. Let (A, L, U) be a consistent triple of n X n matrices, and 
suppose that K defined by (15) is nonempty. Then x* is in the rwlmal cone to 
KatrifandonZyifx*=BTp+yforsomep~%vaandy~%Es~hthat 
ye<0 =a x,=1,, 
ye>0 * x,=u,. (18) 
Proof. Since (A, L, U) is consistent, the lemma follows directly from 
Lemma 3 and a direct calculation showing that y is in the normal cone to C 
at x if and only if y satisfies (18). n 
LEMMA 9. Let (A, L, U) be a consistent triple of n x n matrices, and 
let f and K be defined by (13) and (15), respectively. Let x, x*, y E: 9%’ and 
p E %” be given vectors. Then the following are equivalent: 
(i) x E K, x* E 6’f(x), and - x* = BTp + y is in the normal COW to K 
at x; 
(ii) the matrices D = diag(d,, d,, . . . , d,) and A solve the truncated 
scaling problem for (A, L, U) where d i = epi and 
Aii = e-ye if e=(i, j)EE, 
0 otherwise. 
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Proof. By Lemma 8 and properties of the entropy function, for x E K 
condition (i) is equivalent to 
In for e=(i,j)EE (19) 
and some ye 8’ satisfying (18). It follows by exponentiating (19) that 
Equations (19) and (18) are equivalent to 
x, = X,d,a,d;’ for e=(i,j)EE, 
where 
A,>1 * a,=l,, 
A,<1 * a,=u,. 
The result now follows from the correspondence between graphs and matri- 
ces described in Section 2.2. W 
LEMMA 10. Let (A, L, U) be a consistent triple of n X n matrices, and 
let f and K be defined by (13) and (15), respectively. Then the following are 
true: 
(i) domaf=ri(domf)= {xE%~E(x>O}, 
(ii) C n ri(dom f) z 0, 
(iii) f is cofinite, and 
(iv) the infimum off over K is attained. 
Proof. Part (i) follows directly from (13). Part (ii) follows directly from 
consistency condition (iii). Parts (iii) and (iv) follow directly from (14). W 
Necessary and sufficient conditions for the existence of a solution for the 
truncated scaling problem now follow directly from Lemmas 8, 9, and 10 and 
Theorem 7. 
THEOREM 11. Let (A, L, U) be a consistent trip& of n X n matrices. 
Then the following are equiuaknt: 
(i) the truncated scaling problem for (A, L, U) has a solution; 
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(ii) there exists a balanced matrix X such that 
(a) LGXGVand 
(b) xii > 0 if and only if aij > 0 for i, j = 1,2 ,..., n. 
Proof. (i) * (ii): Let (D, A) solve the truncated scaling problem for 
(A, L,V), and define X by xii= hijdiaijd;’ for i, j = 1,2 ,..., n. Clearly, 
L < X < V, and xij = 0 whenever aij = 0. Thus, it suffices to show that 
xi j > 0 whenever a ii > 0. 
Suppose that aij > 0. For a given pair (i, j), if li j > 0, then (b) follows 
from (a). Thus, suppose xij = lij = 0. Then Aij = 0 < 1, and we must have 
0 = xi j = uil, which violates consistency condition (iii). 
(ii) j (i): Consider the primal optimization problem corresponding to 
(A, L, V) defined in (12). It follows from Lemma 10 and the definition of 
consistency that the assumptions of Theorem 7 are satisfied. Therefore parts 
(i) and (ii) of Theorem 7 are equivalent. The result now follows from Lemma 
9 together with the observation that the condition K nri(dom f) z 0 in 
Theorem 7 is equivalent to conditions (a) and (b) of the present theorem. n 
We next consider when a matrix X satisfying part (ii) of Theorem 11 
exists. We use an adaptation of Brualdi’s technique [7] for equivalence scaling 
to derive conditions for truncated matrix scaling based on the structure of the 
underlying graph G(A). First, we need to introduce some notation to 
describe the edges directed into and out of a subset of the vertices of a 
directed graph. 
Given a directed graph (V, E) and a subset W of V, define the subsets of 
the edges 6-(W) and 6+(W) by 
6-(W)={e=(i,j)~E]i~Wand jEV\W} 
6+(W)= {e=(i,j)EE(iEV\Wand jEV}. 
(See Figure 2.) 
We state without proof a well-known theorem of Alan J. Hoffman giving 
necessary and sufficient conditions for the existence of a feasible circulation 
in a directed graph. See [ 161 or [19, Theorem 3.11. 
THEOREM 12. Let (V, E) be a directed graph, and let 1 and u be vectors 
in BE such that 0 < 16 u. (As before, the entries of u can be + 00 .) Then 
the following are equivalent: 
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FIG. 2. The sets S-(W) and 6’ (W) 
(i) there exists a circulation x for (V, E) satisfying 1~ x < u; 
(ii) forevery WCV, 0#WZV, 
We now use Theorem 12 to derive necessary and sufficient conditions 
under which there exists a matrix satisfying part (ii) of Theorem 11. 
LEMMA 13. Let (V, E) be a directed graph, and let I and u be vectors in 
% E such that 0 6 1 Q u. Suppose there exists a feasible circulation for (V, E). 
Then the following are equivalent: 
(i) there exists a strictly positive feasible circulation x for (V, E) (i.e., 
xii > 0 for all e E E); 
(ii) for every W c V for which there exists an edge e’ E S-(W) with 
l,, = 0, we have 
c 4 < c UC. (20) 
CES_(W) e+zS+(W) 
Pmof. (i) * (ii): First, we note that since there exists a feasible circula- 
tion for (V, E), it follows from Theorem 12 that (20) is satisfied weakly. 
Suppose W c V and e’ E 6 - ( W) satisfy 
I,, = 0, 
c 4 = c ue. 
eGS-(W) eEs+(W) 
It follows that any feasible circulation x for (V, E) must satisfy xe = Z, 
e E 6-(W) and x, = U, for e E S+(W). In particular, re, = 0, and therefore 
there cannot exist a strictly positive feasible circulation for (V, E). 
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(ii) - (i): Of course, the result is vacuous whenever I > 0. We must show 
that (ii) is a sufficient condition for the existence of a strictly positive feasible 
circulation. For an arbitrary E > 0 we define the vector 1’ E % E by 
I,’ = 
i 
4 if 1, > 0, 
c if 1,=0. 
Then 
c z;= c Z,+n(W)r, 
eEs-(W) eE6-(W) 
(21) 
where n(W) is the number of edges e E 6-(W) with 1, = 0. 
If (20) holds, then it follows from (21) (and the existence of a feasible 
circulation with respect to 1 and u) that for some c > 0 we have 
for every W c V, 0 + W # V. It follows from Theorem 12 that there exists a 
circulation x for (V, E) satisfying 1’ < x < U. This proves the theorem. n 
In summary, we can combine Theorems 7 and 11 and Lemma 13 to 
derive the following result. 
THEOREM 14. Let (A, L, U) be a consistent triple of n x n matrices. 
Let (V, E, a) be the graph cm-responding to A, and let 1 and u be the vectors 
corresponding to L and U, respectively. Then the following are equivalent: 
(i) the truncated scaling problem fm (A, L, U) has a solution; 
(ii) there exists a balanced matrix X such that 
(a) LGXGUand 
(b) xij>Oifandonlyifaaij>O fori,j=1,2,...,n; 
(iii) for every subset W c V fo7 which K(W) contains an edge e’ with 
l,, = 0, we have 
(iv) the infimum in 
(A, L, U), is attained. 
c 4 < c u,; (23) 
t?EK(W) escs’(W) 
(17) the dual optimization problem corresponding to 
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When a solution to the truncated scaling problem for (A, L, U) exists, 
then the uniqueness of the matrix X derived by truncating DAD-’ follows 
directly from the strict convexity of the entropy function. 
6. RELATIONSHIP TO PREVIOUS RESEARCH 
We first consider results for the diagonal similarity scaling problem 
described in Section 2.3.1. We derive the following result as an direct 
consequence of Theorem 14 for the case of L = 0 and U = + 00. 
COROLLARY 15 (Eaves et al. [9, Theorem 71). Let A be an n X n 
nonnegative matrix. Then the following are equivalent: 
(i) there exists a matrix D = diag( d,, d,, . . , d ,,) with positive diagonal 
entries such that DAD-’ is balanced, 
(ii) there is some nonnegative balanced matrix X satisfying xi j > 0 if and 
only if aii > 0; 
(iii) the infrmum in the dual optimization problem corresponding to the 
triple (A, 0, + 00) is attained. 
We now show that a characterization of completely reducible matrices of 
Eaves et al. [9] also follows from Theorem 5. Let (V, E) be a directed graph, 
and let i and j be any two vertices of V. Then a directed path from i to j is a 
sequence of edges {e,, e,, . . . , e,} of E such that 
(i) ek = (ik, j,) for k = 1,2 ,..., p, 
(ii) i, = i and j, = j, and 
(iii) j, = ikil for k = 1,2,.. ., p - 1. 
A graph (V, E) is called completely reducible if for every pair of vertices i 
and j, there exists a directed path from i to j if and only if there exists a 
directed path from j to i. Note, a graph is completely reducible if and only if 
it is the disjoint union of its strongly connected components. A matrix A is 
called completely reducible if its graph G(A) is completely reducible. 
It is easy to see that condition (ii) of Corollary 15 is satisfied if and only if 
A is completely reducible. Thus we derive the following result as a corollary 
of Theorem 14: 
COROLLARY 16 (Eaves et al. [9, Theorem 21). Let A be an n x n 
nonnegative matrix. Then the following are equivalent: 
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(i) there exists a matrix D = diag(d 1, d 2,. . . , d ,) with positive diagonal 
entries such that DAD-’ is balanced; 
(ii) A is completely reducible. 
Next, we show that results of Brualdi [7], Menon [21], Menon and 
Schneider [22], and Rothblum and Schneider 1271 for fixed rowcolumn 
equivalence scaling can be derived from Theorem 14. 
First, we need some notation. Given positive integers m and n, we define 
the sets M and N by 
M= {1,2,...,m} 
N= {m+l,m+B,..., mtn). 
We will use I and J for nonempty subsets of M and N, respectively, and I’ 
and J’ for the complements of I and J in M and N, respectively (i.e., 
Z’=M\Z,and J’=N\J). 
Let A’ be a m X n nonnegative matrix, and let Z and J be nonempty 
subsets of M and N, respectively. We define the set A’[Z ) J] by 
A’[Z]J] = {(i,j)liEI,m+ jEJ,andajj>O}. 
We use the symbol c to mean strict containment. 
COROLLARY 17. Let A’ be a m X n nonnegative matrix, and let (Y be a 
strictly positive vector in % m +n. Let (A’, a) be consistent. Then the follow- 
ing are equivalent: 
(a) the equivalence scaling problem for (A’, a) has a solution; 
(b) there is some m X n nonnegative matrix X’ with row and column 
sums given by (Y such that 
(c) for every pair of rwnempty subsets 1 c M and J c N for which 
A’[Z’]J] =0 and A’[Z]J’] f0, 
(d) the infimum is attained in the dual optimization problem for the 
truncated scaling probkm corresponding to (A’, LX). 
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FIG. 3. Conditions for equivalence scaling 
Proof. Let (A, L, U) he the ordered triple corresponding to (A’, (Y) as 
described in Section 2.3.2. The method of proof we use is to show that each 
part of the theorem is equivalent to the corresponding part of Theorem 14 
when applied to (A, L, U). 
The equivalence between (a) and (i) follows from Lemma 1. Let (V, E, a) 
be the graph corresponding to (A, L, U). The equivalence between (b) and 
(ii) follows directly from the construction of (V, E, a) described in Section 
2.3.2 and the correspondence between graphs and matrices in Section 2.2. 
To show the equivalence between (c) and (iii), let W be a subset of V 
satisfying the conditions of (iii). There are two cases depending on whether 
or not W contains the vertex 0. Suppose that W contains the vertex 0, and let 
I and J be the vertices of M and N, respectively, contained in W. (See 
Figure 3.) First, we observe that for any W for which A’[Z’ 1 J] # 0 the 
right-hand side of (23) is + 00, and it follows that we will always have a strict 
inequality. Thus, it suffices to consider those W for which A’[Z’ ) J] = 0. 
Since (Y is strictly positive, the requirement that C(W) contain an edge 
whose lower bound is 0 is equivalent to the requirement that A’[ I ( .I’] f 0. 
Thus, the condition 
reduces to 
which is equivalent to 
(Recall, Ci E M (pi = Ci E .?r ai,) 
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The case of W not containing vertex 0 is handled similarly. The equiva- 
lence between (c) and (iii) now follows. 
The equivalence between (d) and (iv) is immediate, since they are both 
specializations of Theorem 7, part (iv). n 
The implication (a) Q (b) of Corollary 17 is equivalent to Theorem 2 of 
Menon [21]. The implication (b) c-$ (c) is essentially equivalent to theorem 
(2.1) of Brualdi [7]. The implication (a) e (c) is equivalent to Theorem 4.1 of 
Menon and Schneider [22]. The implications (a)*(b) and (b)*(c) are 
elementary. Therefore, the results of Menon and Brualdi follows directly from 
the result of Menon and Schneider. See [22, p. 3331 for the details. Theorem 
17 is also contained in Rothblum and Schneider [27], where the result is 
derived using optimization techniques and the theory of linear inequalities. 
The following result of Sinkhorn is a special case of Corollary 17 and 
therefore is also a consequence of Theorem 14. 
In a companion paper [28] we derive explicitly the dual optimization 
problem for truncated scaling. Further, we show that in the special cases of 
similarity and equivalence scaling, the dual problem either reduces to or is 
equivalent to optimization problems used by Bacharach [l], Bachem and 
Korte [2], Eaves et al. [9], Marshall and Olkin [20], and Rothblum and 
Schneider [27] to study matrix scaling. 
COROLLARY 18 [30, Theorem 11. Let A be an n X n (strictly) positive 
matrix; then there exists a unique doubly stochastic X which can be 
expressed in the j&n X = D,AD, where D, and D, are positive definite 
diagonal matrices. 
I want to thank Hans Schneider for stimulating my interest in matrix 
scaling problems and encouraging the work contained in this paper. I also 
want to thank Mark Hartmann and long-Shi Pang for reading a previous 
version of this paper. 
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