A novel statistical approch for detection and tracking of objects is presented here, which uses both edge and color information in a particle filter. The approach does not need any prior models of the objects of interest or of the scene. It starts with homogenous regions as tracking primitives and creates complex objects by merging similar moving regions. Even partially occluded objects in a sequence captured by a moving camera can be tracked efficently and robust.
INTRODUCTION
Tracking of moving objects, e. g. people or vehicles, in an image sequence is one of the basic tasks in computer vision. The resulting trajectory or the course of the object state can be either of interest in its own or used as the input for a higher level analysis. Applications include surveillance and recognition systems and advanced human-computer interaction. However, designing robust tracking algorithms is difficult, requiring mechanisms to deal with problems like background clutter, discontinuous motion, multiple and occluding objects, and many others.
In the recent years many different approaches [1, 2, 3] have been developed; the most interesting one seems to be the Condensation or Particle Filter algorithm [4] , which has been used and extended many times [5, 6, 7, 8, 9] .
Particle Filtering [4] was developed to track objects in clutter, in which the posterior density and the observation density are often non-Gaussian. The key idea of particle filtering is to approximate the probability distribution by a weighted sample set. Each sample consists of an element which represents the hypothetical state of an object and a corresponding probability. The state of an object may be control points of a contour [4] , the position, shape and motion of an elliptical region [6] , or specific model parameters [7] .
Here we present an extension of the Particle Filter which uses both contour and color information as object state for tracking. In contrast to [5] , who also use color and edges, our approach is completely free of a-priori models. It initializes objects automatically by the use of a color segmentation [10] . Although objects in general consist of more than one segment,
NEW APPROACH
As our approach is free of a-priori models, it starts with tracking of segments as tracking primitives, which are merged to complex objects after their motion is established. A segment S is a topologically connected set of pixels, which are similar in color. So a segmentation St is a partitioning of a frame Ft at time t into segments. Here we use the nonlinear filter of [11] and the CSC color segmentation method [10] .
Template model
The template q(S) = (E(S), C(S)) of a segment S consists of a set E(S) of edge points and a set C(S) of color points and is the representation of segment S used for the tracking.
The set E(S) c N2 of edge points is obtained by equidistant sampling of the outer border of segment S; the set C(S) c N2 X [0, 255]3 of uniformly distributed color sample points (position and RGB-color) is obtained by random sampling of all pixels belonging to S. Describing the color of a segment by a set of sample points is more accurate than its mean color as in [1] or a color histogram as in [6] , because it contains the spatial distribution of color. Fig. 1 shows an example of the view q of a single segment. cal, and diagonal scaling [12] . An homogenous coordinates. Now, motion is modelled in stochastic terms, so a motion is not fact, but has a certain probability. The (sampled) probability distribution over the space of motions is represented as a particle set P, which is a set of motions. 
Motion model

Tracking
A tracking object o = (q, P) is a tupel of a template q and a particle set P, which describes the motion. In a future extension of this approach an object will have a couple of templates (or 'views'), each from a different time and with a certain trustiness.
The tracking of an object ot -= (q, Pt I) at time t -1 is done with the Condensation algorithm [4] near(E, E') 1 -max(0, min(l, near'(E, E'))) (6) where (minxGE,x1CE1(X -XI')) dmin near' (E, E') d dME 1 i (7) dMax-dmin with parameter dmin, dMax C R, 0 < dMin < dMax. Let As a complex object is the aggregation of n objects oi (qi, Pi) with qi = (Ei, Ci), 1 < i < n, it has a template q = (E, C) of contour and colour sample points, where E = E1 U ... UEn andC = C1 U ... UCn. Soitcanbetracked in the same way as an object consisting of only one segment.
RESULTS
Although the development of our system is in the beginning, it shows robust and efficient results. Only the initialization is based on segmentation, not the tracking itself. Fig. 2 shows the successful tracking of two objects which are similar in color and touch or occlude each other. A segmentation based tracker like [1] would fail here as the segmentation would merge the objects.
As the approach does not use any kind of difference frame techniques it is able to track objects captured with a moving camera, see Fig. 3 and Fig. 4 .
Processing the first frame of the sequence of Fig. 3 with an image size 340 x 275 which includes filtering, segmentation and calculating the contour and colour sample points of the segments takes about 350 ms on a standard office PC'; all this can be speed up by parallel processing. Tracking of objects in the following frames with the particle filter takes about 350 ms, too. As tracking of an object works independently from the others, processing could easily be distributed on multi processors. So a processing in real-time is possible. 4i686 
SUMMARY AND FUTURE PROSPECTS
We presented a statistical object tracker, which is able to track moving objects captured with a moving camera (see Fig. 3 ).
The new ideas of our approach are * using both color and edges for the tracking template, * automatic initialization of objects without a-priori models, * using color sample points instead of histograms, * and combining tracking primitives to complex objects. This leads to an efficient and robust system, which is able to track multiple objects in clutter and handles partial occlusions (see Fig. 2 ) without the need of any a-priori scene or object model.
The main problem of this approach is the lack of any reinitialization of segments. So the tracker can not detect objects, which are not visible in the initial frame. The second problem is, that there is no adaption of the template of an object to the image data; so, if the perspective or illumination changes too much, the tracker would loose its objects. The solution of these problems is to expand the objects to store a couple of views as templates for the tracking, where each view will have a certain trust. So the tracking algorithm will sample from the set of motions and indepently from the set of views. This allows the tracker to use either a newer view which might be occluded or an unoccluded but older view. A reinitialization of objects through a segmentation of new images can be integrated into this extension which will lead to an adaption of the view of objects to the current image. 
