Abstract-Performance improvement in both humans and artificial systems strongly relies in the ability of recognizing erroneous behavior or decisions. This paper, that builds upon previous studies on EEG error-related signals, presents a hybrid approach for human computer interaction that uses human gestures to send commands to a computer and exploits brain activity to provide implicit feedback about the recognition of such commands. Using a simple computer game as a case study, we show that EEG activity evoked by erroneous gesture recognition can be classified in single trials above random levels. Automatic artifact rejection techniques are used, taking into account that subjects are allowed to move during the experiment. Moreover, we present a simple adaptation mechanism that uses the EEG signal to label newly acquired samples and can be used to re-calibrate the gesture recognition system in a supervised manner. Offline analysis show that, although the achieved EEG decoding accuracy is far from being perfect, these signals convey sufficient information to significantly improve the overall system performance.
I. INTRODUCTION
Performance improvement in both humans and artificial systems strongly relies in the ability of recognizing erroneous behavior or decisions. A wealth of studies have been devoted to characterize neural activity correlated to erroneous actions or feedback [1] , [2] and more recently, several works have focused on the use of the so-called error-related potentials in non-invasive brain-computer interfaces [3] , [4] . Remarkably, besides showing the existence of these potentials during BCI operation it has also been shown that their detection can be used to correct erroneous BCI decisions [5] , or to guide learning of adapting artificial systems [6] , [7] .
These studies have been typically performed during control of simulated devices where the subject is asked to limit his movements in order to avoid artifact contamination of the EEG signals. It is therefore not yet clear whether this type of signals can be detected or exploited in less restrictive conditions. One of the goals of this work is to address precisely this issue. Moreover, the idea of hybrid systemsi.e. based on different communication channels-has been put forward recently as a way to improve the performance and usability of BCI systems and neuroprostheses [8] . We argue that the hybrid approach can exploit the brain activity to convey information about the subject cognitive and perceptual R. Chavarriaga {foerster,roggen,troester}@ife.ee.ethz.ch state, while control commands can be delivered using faster, more efficient channels (e.g. residual muscular activity). Along these lines, in this work we study the possibility of decoding EEG error-related signals during human computer interaction, and the use of such signals to improve the performance of the artificial interactive system. As a case study we use a gesture-based interaction system where hand gestures are used to deliver commands to a computer and brain signals are used to implicitly obtain information about the perceived performance of the interactive system. This information can then be used to improve the performance of the gesture recognition system.
II. METHODS

A. Experimental setup
We study error-related EEG potentials elicited during gesture-based human-computer interaction (HCI). Specifically, this experiment allows to evaluate brain signals elicited by wrong recognition of gestures, and assess whether these signals can be used to adapt the behavior of the HCI system. During the experiment subjects played a computerized version of a "memory game" consisting of 8 image pairs (Figure 1 ). Images are randomly distributed in a four by four matrix and hidden behind question marks. The subjects have to find identical pairs of images, which are then removed from the screen. The game is finished when all image pairs are correctly found. Subjects control a cursor to select and flip the images, using five hand gestures (left, right, up and down hand movements shift the image selection cursor; while closing the hand flips the image). Each directional gesture starts and ends at a central home position. 500 ms after the gesture finishes the cursor moves accordingly providing feedback about whether the command was correctly recognized by the HCI interface.
During recordings hand gestures were decoded using a light barrier frame and a reed switch in the hand for the closing gesture, ensuring accurate gesture recognition. Additionally, hand acceleration was also recorded using a triaxial acceleration sensor at the subjects fingertips sampled at 64 Hz. This data was used offline to assess EEG-based adaptation of gesture recognition systems. More details about the experimental setup can be found in [9] .
B. Experimental protocol
Seven healthy male subjects aged 25 to 47 took part in the experiment. It is composed of 7 sessions, each corresponding to two memory games. The duration of each game ranges from three to five minutes, a short pause is done between two consecutive games. During each game, accurate gesture recognition is provided by the light-barrier frame and errors are artificially induced in the feedback presented to the subject. Error rates goes from 5% to 33%. In the case of added errors, the user command is replaced by another command selected at random. The overall recording for a subject contains around 2700 gestures, and its total duration was about 2 hours.
During the whole experiment we recorded 64 channel EEG activity using a Biosemi ActiveTwo system with a sampling rate of 2048 Hz, then downsampled to 512 Hz. Signal was spatially filtered using common average reference and bandpass filtered in the 1-10-Hz range. Muscular activity in the wrist, biceps and deltoid, as well as horizontal EOG (outer canthi) was also recorded using the same system.
Since subjects have to move during the experiment and the visual cursor feedback may trigger eye movements, we apply an automated EOG artifact correction method based on regression analysis [10] . To this end, a short calibration session (approximately 90 seconds) is recorded previous to the experiment where the subject is asked to perform circular eye movements and eye blinks. Data from this session is used to estimate a correction function based on the measured EOG and EEG signals. Due to technical problems in the recording of the calibration data of subject 2, this subject was not taken into account in the remaining study.
C. Classification using Bayesian filtering
We classify EEG activity after the feedback as corresponding to an error or correct recognition of the gesture. We rely on a Bayesian filtering technique so as to take into account the time course of the evoked signal, while providing a probabilistic output that can be used as a measure of the reliability of the estimated state [11] . This technique is based on recursive Bayesian estimations, where at each time step the state estimation (i.e. output class) is updated based on the observations and the previous state estimation. The observations correspond to the EEG activity at the current time sample and the states correspond to the output class, i.e. an erroneous or correct recognition of the gesture. Based on previous studies EEG classification is based on the activity of the FCz and Cz electrodes, downsampled to 64Hz, in the window [200, 400] ms.
We defined two possible states S t ∈ [0, 1] for correct and error classes, respectively; and the observation vector O t = [F Cz t , Cz t ], is composed of the activity of the corresponding electrodes at time t. States and observations for a given trial are respectively denoted S 0:T and O 0:T , where t = 0 corresponds to the feedback onset and T the final time sample. We defined a transition model as a first order Markov model over time,
for t = 1 . . . T . This transition model is equal to the identity since the state does not change within a trial. In addition we define a sensor model, P (O t |S t ), predicting the observations given the state. This two expressions yield the joint probability,
Then for a sample t in a trial we can estimate its state by recurrently predicting the state using the transition model (3), and then estimate the state based in the sensor model (4) as follows,
Given the identity transition matrix, the predictionestimation recurrent calculus is simplified,
and correspondingly for P (S t = 0 |O 1:t ). A trial is then assigned to the class with the highest probability.
Estimations from both channels are combined using a naive fusion, P (O t |S t ) = P (F Cz t |S t )P (Cz t |S t ). The sensor model P (O t |S t ) is defined by a Gaussian distribution with a mean µ t and a variance σ 2 t , estimated using the training dataset. The recurrent nature of this technique allows the updating of the estimated state probability as new samples are available, making it suitable for real-time applications.
D. EEG based adaptation of activity recognition
We assess theoretically the feasibility of using the errorrelated potentials to improve the performance of the gesture recognition system. In particular, we assume that a subject independent gesture classifier has been previously obtained and the EEG decoding signals will be used to adapt this classifier to a specific new user. Accordingly, trials that are not classified as errors would signal that the last gesture was correctly recognized, it can thus be used as an example to further train the current classifier in a supervised manner [9] .
Using the recorded data, we build offline a userindependent kNN gesture classifier (k=13) using hand acceleration as input and information from the light-barrier frame as ground truth. This initial gesture classifier is trained using data from 6 of the subjects (480 randomly selected training samples equally distributed across classes). Adaptation is then tested in the remaining subject using incremental online learning [12] . Namely, each trial (i.e. gesture instance) not eliciting error potentials is assumed as correctly recognized and included in a new training set for user-specific recalibration of the kNN classifier. Data from the remaining subject is divided into an adaptation and validation set (approx 2000 and 500 samples, respectively) and different levels of EEG accuracy were simulated. This simulation gives us an estimation of the capabilities for adaptation of a general recognition system, and can be used to estimate the possible improvement given the EEG classification accuracy. Reported results correspond to the average over 20 repetitions across all subjects.
III. RESULTS
A. Event-related potentials
Topographical representation of the artifact-corrected scalp activity after the feedback is presented in Figure 2a (Grand average for the error minus correct condition). It shows negative activity at fronto-central medial sites around 200 ms, followed by a positive activation in that region around 350 ms. Accordingly, grand average ERP on the FCz electrode over all subjects shows a positive deflection peaking about 350 ms. In most subjects the ERP shows a preceding, smaller negative deflection between 200 and 300 ms, however this component is not well synchronized across subject. This activity profile is consistent with previous experiments on error-related potentials in brain computer interfaces that have also reported ERPs composed by a negative deflection after 200 ms followed by a larger positivity after 300 ms. Figure 2c shows the correction coefficients obtained using the regression-based artifact correction technique. This correction is applied to the EEG activity before computing the ERPs and testing single trial classification.
B. Classification
Single trial ERP classification performance was assessed using three recording sessions as testing set. The average size of the testing set was 939 trials, and the average rate of error trials was 27.1%. The classification performance using the Bayesian filtering technique is shown in Figure  3(a) . In this figure, sensitivity corresponds to the rate of true positives (i.e. error trials correctly classified), while the specificity corresponds to the rate of true negatives (i.e. properly classified correct trials). Classifier performance is above random level for all subjects with the exception of subject 7. Figure 3(b) shows the average estimated state P (S t ) for error and correct trials (red and green traces, respectively). Consistently with the classification results, on average the estimated state of error trials is greater than that of correct ones (P (S t ) = 1 corresponds to the error class).
C. Adaptation
Figure 3(c) shows the theoretical assessment of subjectdependent adaptation for different performance levels of the EEG classification. Gray level maps show the relative accuracy improvement for different regions of the ROC space, as well as the number of subjects for which this improvement is significantly different than the subject-independent gesture recognition system (p < 0.05). EEG classification accuracy for all subjects is superimposed (white lines) showing that although the performance is not very high, EEG signals convey enough information to significantly increase the performance of the gesture recognition system for most subjects. In the present case the maximal recognition improvement is around 6.4%, while the maximal possible improvement (i.e. with perfect EEG recognition) is of 16.8%. 
IV. CONCLUSIONS AND FUTURE WORKS
We focus on the detection of brain activity elicited by errors in human computer interaction. Following a hybrid approach where hand-gestures are used to send commands to a computer game, the EEG activity is decoded to recognize perceived errors in the command interpretation. Single trial classification using Bayesian filtering performs above random levels for most of the tested subjects, using activity of fronto-central electrodes traditionally used for recognition of error-related potentials. Moreover, using the decoded EEG signal to label new samples, it is possible to re-train the gesture recognition system so as to adapt to new users. Offline analysis of this adaptation process shows that significant accuracy improvement can be achieved with the EEG classification performance reported here.
The present study constitutes an example of a hybrid system where user movements are combined with cognitionrelated feedback decoded from EEG. Contrasting with previous studies where subjects where explicitly asked to limit their movements, such restriction does not exist in this experiment and an automatic artifact removal technique is used to reduce the signal contamination. Future work will be devoted to further explore this and other denoising techniques (e.g. ICA) that may allow the analysis of EEG signals in less constrained scenarios, thus enabling characterization of neural responses during natural interaction [13] , and the deployment of hybrid BCI systems outside research laboratory conditions. In addition, further studies will also be performed to assess the influence of error rate in the evoked EEG activity and its classification, as well as the online application of the presented framework. 
