We present an inhomogeneous dynamical mean field theory (I-DMFT) that is suitable to investigate electron-lattice interactions in non-translationally invariant and/or inhomogeneous systems. The presented approach, whose only assumption is that of a local, site-dependent self-energy, recovers both the exact solution of an electron in a generic external potential in the non-interacting limit and the DMFT solution for the small polaron problem in translationally invariant systems. To illustrate its full capabilities, we use I-DMFT to study the effects of defects embedded on a two-dimensional surface. The computed maps of the local density of states reveal Friedel oscillations, whose periodicity is determined by the polaron mass. This can be of direct relevance for the interpretation of scanning-tunneling microscopy (STM) experiments on systems with sizable electron-lattice interactions. Overall, the easy numerical implementation of the method, yet full self-consistency, allows one to study problems in real-space that were previously difficult to access.
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I. INTRODUCTION
Upon adding an electron to a crystalline lattice, it will interact with the dynamical deformation of the crystalline lattice. The response of the free electron can be described in terms of a polaron [1] , a quasi-particle which consists of an electron or hole bound together with its associated lattice polarisation. The study of polaronic effects in inhomogeneous media is relevant for example in the study of the propagation of electrons (or excitons) from the surface of a sample into the bulk, the propagation of these excitations at interfaces or the polaron formation in quantum dots [2] [3] [4] [5] . Another important issue which involves inhomogeneous polaron dynamics is related to the influence of local defects and impurities on the propagation of excitations in the bulk. The many-body nature of the polaronic state does not allow reliable analytical approaches in the crossover region at intermediate coupling strengths, which is of great interest in order to quantitatively investigate the conditions of polaron formation. Therefore, in recent years various numerical methods such as exact diagonalization [6] [7] [8] , density matrix renormalization-group (DMRG) [9] , diagrammatic Monte Carlo (QMC) [10] [11] [12] have been applied to this problem. These methods are all quite expensive form a computational point of view and in some cases require analytical continuation to the real frequency axis.
To overcome these difficulties semi-analytical methods based on non-perturbative approximations were also developed in parallel such as dynamical mean field (DMFT) approaches [13, 14] , momentum average approximation (MA) [15, 16] as well as variational ansätze [17] . These semi-analytical methods allow a direct real frequency evaluation of the Green function with reduced computational efforts even in three-dimensional cases. In disordered materials as well as at interfaces polaron formation occurs in a non-homogeneous system. It has been pointed out that disorder and more generally inhomogeneity of the media has a positive interplay with polaron formation [18, 19] and such interplay could explain some features of the ARPES studies in oxides at interfaces [20] . To tackle this problem the inhomogeneous version of the momentum average (IMA) approximation for the single-polaron in inhomogeneous media and coupling with lattice modes [21] has been introduced. As in the translational invariant case, it can be in principle iterated in a chain of approximations (IMA-n) to converge to exact results. However, the computational cost rapidly increases with n.
The aim of the presented work is to provide a selfconsistent method the Inhomogeneous Dynamical Mean Filed Theory (I-DMFT) which self-consistently improves the IMA-1 approximation. As in the homogeneous case, I-DMFT will provide an interpolation between the non-interacting case in which it gives the exact solution of the problem in the specified lattice and the strong coupling case in which it also recovers the exact solution.
This paper is organized as follows. In section II we introduce the Holstein molecular crystal model that we use to study the inhomogeneous polaron problem at zero temperature. Section III briefly introduces Haydock's recursion method, which is used to compute electronic properties of solids without recourse to periodicity or regularity in the structure. In section IV we introduce the I-DMFT, its limiting cases and discuss the core of the for-malism. Section V is divided into two subsections: A) we compare our approach with the state-of-the-art numerical solutions of the small polaron problem B) we apply our method to the study of the local Density of States (LDOS) measured by tunneling and suggest a possible way to measure locally the polaron effective mass. Finally, section VI gives a brief conclusion and outlook.
II. INHOMOGENEOUS HOLSTEIN MODEL
We consider throughout this paper the Hamiltonian of a single electron interacting with local phonons subject to some inhomogeneity. We describe this situation using the following generalization of the Holstein model. Its Hamiltonian reads [22] :
where c + i and c i are the creation and destruction operators of electrons on site i, a + i and a i are the creation and destruction operators of phonons on site i, and the electron's spin index is omitted. The homogeneous Holstein model is defined by homogeneous transfer integrals between nearest neighbors of a d-dimensional lattice t i,j = t, homogeneous phonon frequency ω i = ω 0 , and homogeneous strength of the local electron-phonon interaction g i = g. Throughout this paper, we will consider explicit inhomogeneity given by the first term in Eq. (1) which describes a site-dependent inhomogeneous onsite energy. However, the method we devise is applicable to a general Hamiltonian of the type of Eq. (1) . The homogeneous Holstein model has two independent control parameters [23, 24] . The first one is the dimensionless electron-phonon coupling λ = g 2 /Dω 0 where D is the half-bandwidth. The second control parameter is the adiabatic parameter γ = ω 0 /D. While λ is the relevant coupling parameter in the adiabatic case (γ < 1),
will be the relevant one in the non-adiabatic (γ > 1) case [23, 25] . We stress here that, even in the single electron homogeneous case the dressing of the electron by a coherent multi-phonon cloud, moving coherently with it so as to form a quasiparticle is difficult to describe within standard perturbative techniques.
III. THE RECURSIVE METHOD
For the aim of completeness, we recall here a general version of the recursion algorithm [26] which, once adapted to the present problem, can be useful to discuss the self-consistent approximation we use. Our general problem will be the calculation of the Green's function of a given state |φ 0 In the presented work it is convenient to work in the Krylov subspace of dimension n [27] , which is the linear subspace spanned by:
where H is the Hamiltonian and |φ 0 an initial, normalized, reference state. The n-th Krylov space can be spanned by the orthonormalized set |ψ n given by
where the wave function |φ n will progressively extend away from the initial, local orbital |φ 0 graphically shown in Fig. 1 An orthogonal basis of the Krylov subspace can be constructed with the Lanczos method [28] . This method is an iterative procedure that is capable of constructing the Krylov space via a recurrence relation:
with the initial conditions |φ −1 = 0, b(−1) = 0 and where |φ n obey the orthogonality relation φ n |φ m = δ n,m . The Hamiltonian is tridiagonal in the new basis with diagonal elements a(0), ..., a(n) and off-diagonal elements b(0), ..., b(n):
Once written in the |φ n basis the Hamiltonian is thus equivalent to a semi-infinite one dimensional chain model. This chain model is determined by its one-body tight binding Hamiltonian with its energy-independent hopping integrals b(n) and energy levels a(n) (see Fig. 2 ).
The chain model representation is a conceptually attractive, always feasible and numerically exact method for the calculation of the Green's function. Since this method does not rely on any symmetries of the original Hamiltonian it is also applicable where lattice periodicity and/or homogeneity are lost. Using Lehman's representation for the Green's function G 00 (z) we get:
where E j and |ψ j are the discrete eigenvalues and eigenvectors of the finite chain model. However, the chain representation allows computing more directly the local Green's function [26] , without the explicit knowledge of the eigenstates and eigenvectors, in terms of the energy independent coefficients a(n), b(n). This is achieved by evaluating the continued fraction expansion:
In actual calculations it is customary to set z = E + iη with η an infinitesimally small number, leading to a Lorentzian broadening of the spectral features. Since Eq. (8) can be written in the form 1/z − a(0) − Σ(z), the self-energy Σ(z) may also be obtained from the continued fraction expansion. The knowledge, of the recursion coefficients, therefore provides an alternative way of reconstructing the local Green's function and thus the local density of states, which is more time efficient than the full diagonalization of the tridiagonal Hamiltonian.
If not specifically needed and unless otherwise stated we shall use Eq. (8) throughout this work.
IV. CALCULATION OF THE GREEN'S FUNCTION
Our aim is the calculation of the local Green's function which is defined as
where |V C represents the vacuum state for phonons. The method we described in the previous section can be applied directly to the calculation of this function. However, instead of proceeding in a purely numerical way, we want to devise, starting from the recursion method, a self-consistent approximation which will reduce enormously the computational costs. To this aim, we apply the recursion method to our problem giving a physical significance to the recursion coefficients.
Homogeneous systems
We here consider the local Green function for the DMFT solution of the model Eq. (1) when all ǫ i = 0. In DMFT we can write the local Green's function as
Representation of the energy dependent Green's function by an energy independent semi-linear chain model where a(n), b(n) are the energy level, hopping integrals of the nth orbital, respectively. All coefficients a(n), b(n) are energy independent and the chain model representation does not resemble a diagrammatic expansion. Throughout this paper, the black marked site labels the site on which the Green's function will be computed.
where ∆(z) is the hybridization function which can be formally defined as
where
is the local Green's function with the ith site removed. Since the system is translationally invariant ∆ does not depend on the site index i [29] . Formally the Green's function Eq. (10) is the Green function of a suitable Anderson-Holstein impurity problem whose Hamiltonian has the form of Eq. (1) with all g j = 0 except that of one site (i). It is clear that this problem can be solved by the recursion method
At the same time also Σ(z) appearing in Eq. (10) can be formally represented via a continued fraction expansion:
In terms of the chain model, the continued fractions are the solution of the tight-binding chains represented in Fig. 3 . For a one-dimensional model, we can depict the effect of the local self-energy Σ(z) as in Fig. 4 . There each site has a semi-infinite chain attached representing the local self-energy. However, DMFT relies on a selfconsistency relation, i.e. ∆(z) and Σ(z) are mutually dependent functionals
The very reason for which they are functionals and not functions depends on retardation effects induced by electron-phonon interaction. From the explicit expressions for G(z) and Σ(z) [14] G(z) = 1 
where it is evident that Σ(z) does depend on a discrete set of ∆(z − nω 0 ). The discreteness of this dependency is the crucial simplification of the single electron limit.
Both Eqs. (15) and (16) (12), (13) . Graphically the difference is expressed comparing Fig.  4 a) and b) . In particular the hybridization ∆ can be obtained by summing the two semi-infinite chains which we get while excluding the black filled circle in Fig. 4 b) . As explained in section (III), to generalize the DMFT to inhomogeneous systems we calculate the energy-independent continuous fraction coefficients b ∆ (n), a ∆ (n), b Σ (n) and a Σ (n) rather than calculating the value of the functions ∆(z), Σ(z) at each complex energy z. Both functions ∆ and Σ are determined to start with an initial vector which corresponds to an orbital |0 centered on a given site (denoted as |φ 0 and |ψ 0 respectively). Upon iterating the procedure, the vectors |φ n and |ψ n will extend away from the initial site, acquiring non-zero components on sites up to a distance n, as schematically shown in Fig. 6 . In practice, a ∆ (0), b ∆ (0) and a Σ (0), b Σ (0) are readily evaluated from Eq. (5) using |φ 0 = |0, 0 (|ψ 0 = |0, 0 ), i.e. a ∆ (0) = 0, b ∆ (0) = √ 2t, a Σ (0) = 0 and b Σ (0) = g in the presented one-dimensional example. Knowing these coefficients allows one to compute all the coefficients at the 1st level, i.e. a ∆ (1)
. A detailed computation of the first two sets of recursion coefficients is given in Appendix A.
Based on the above expansions, it is straightforward to generate an explicit expression for the coefficients a ∆ , b ∆ in terms of the coefficients a Σ , b Σ :
and vice versa:
Thus, in order to calculate the wave-functions |φ n and 
FIG. 7:
In the first step of the recursion scheme, one calculates the recursion coefficients of the self-energy using the previously calculated coefficients of the hybridization function. Knowing a new pair of coefficients of the hybridization function allows on to compute a new pair of coefficients of the self-energy. This loop will be iteratively repeated until the desired precision is reached.
|ψ n , we need to know coefficients up to n-1 only. The principle of our approach is to compute self-consistently the energy independent recursion coefficients of the hybridization function and self-energy by performing two recursions in parallel by exchanging information between both recursions after each iteration step. A representation of the recursion procedure is shown in Fig. 7 . In Appendix B we gauge our numerical results with the DMFT results derived in [14] , which consider a Bethe lattice of infinite coordination number. In all tested cases, we obtained a remarkable agreement of both methods.
Inhomogeneous systems: the I-DMFT method
Given that the derivation of the previous section was explicitly performed in real space, it can be straightforwardly generalized to systems lacking translational invariance once the approximation of local self-energy has been considered. Therefore we assume that the self-energy is local but site-dependent, i.e. Σ i,j (z) → Σ i (z)δ i,j holds. Within the local self-energy approximation the local Green's function reads:
For illustrative purposes we consider here the problem of a one-dimensional infinite chain with one localized impurity (ǫ i = 0 if i = 0) as graphically shown in Fig. 8 . The computation of the Green function G ii is for one given realization of disorder and therefore Σ i and ∆ i are disorder dependent quantities. As in the previous section, one can define the real-space lattice representation of the self-energy Σ i (z) and the hybridization function ∆ i (z) for every site. In Fig. 9 we show the self-energy and the corresponding hybridization function of the impurity site and its neighboring site located on its left. Starting from the I-DMFT Eqs. presented in section (IV 2) one can easily see that the self energy on a specific site Σ i (z) depends on the hybridization function ∆ i (z). Thus formally, one can write down the following functional relation:
Following the same lines as in Sec.(IV 1) one can express these functions as continuous fraction expansions and show that, for each site i, the recursion coefficients of the self-energy are given by a set of recursion coefficients of the hybridization function analogous to Eqs.
:
In the case of non-equivalent sites the different hybridization functions depend on a set of self-energies. Thus formally, one can write down the following functional relation:
which includes all self-energies except the self-energy Σ i (z) on site i. These functions can be expressed as continuous fraction expansions where the recursion coefficients of the self-energy are given by the set of recursion coefficients of the hybridization function:
In contrast to the previous set of relations (23) ,(24) these equations now do couple different sites, via their corresponding hybridization functions. Fig. 9 illustrates this fact, where the self-energy and the corresponding hybridization function of the impurity site and its neighboring site located on its left is shown for the most general case where all coupling parameters are inhomogeneous.
In order to compute the local Green's function on the impurity site, one needs to perform N recursions in parallel exchanging information after each iteration step where this procedure is obviously well suited for a practical implementation via parallel computing. The Holstein model has been studied previously by means of exact or direct Lanczos diagonalization preserving the full Hilbert space [6] [7] [8] . The full Hilbert space of dimension N grows exponentially with the system-size, i.e. the full Hilbert space is given by the number of phonons to the power of the number of lattice sites. Since exact (Lanczos) diagonalization techniques require O(N 3 ) (O(N 2 )) floating point operations (flops) to diagonalize the Hamiltonian matrix, actual calculations are restricted to small finite size systems due to computer memory and CPU issues. The aim of I-DMFT is to reduce the full Hilbert space, i.e the reduced Hilbert space is given by the number of lattice sites times the number of phonons. Finally, it is worth to note that the I-DMFT indeed interpolates (as DMFT) from weak to strong coupling. When there is no electron-phonon coupling all b Σ in Figs. 8, 9 vanish and then the recursion method is able to compute the exact local Green's function of the inhomogeneous Holstein model. On the other hand when the coupling is large the exact self-energy tends to be local.
V. RESULTS

A. Local impurity on one dimensional lattices
As a first example, we consider the Holstein Hamiltonian for a single defect at the center of the lattice i = 0, i.e. ǫ i = −|U | δ i,0 and compare our numerical results with the inhomogeneous momentum average approxima- tion (IMA-1) and the diagrammatic Monte Carlo (DMC) results derived by [21] . In this and the following, all energies are expressed in units of the total bandwidth. In our calculations, we employ a small but finite value of η to move the poles of the Green's function off the real axis resulting in a Lorentzian broadening of the spectral features. The value of η is chosen small enough to allow the detection of peaks in regimes where the quasi-particle weight is extremely small, i.e η ≤ 10 −2 . However, the number of computed recursion coefficients is naturally introducing a limitation on the value of η. Throughout this work, we have chosen the number of computed recursion coefficients high enough in order to guarantee small enough values of η. In particular, we have found that approximately 10 3 recursion coefficients are sufficient in order to compute the local density states whereas 10 2 are sufficient in order to compute ground-state properties where the error is considered to be of the order η ≤ 10 −3 . In addition, the continued fraction is evaluated to some finite order N 0 only by cutting the vertical chains in the chain model representation of Σ i (see Fig. 9 ), where N 0 defines the maximal number of phonon excitations. For sufficiently large N 0 , i.e N 0 >> α 2 = λ/γ, higher order contributions can be neglected. In particular, choosing N 0 approximately two orders of magnitude higher than α 2 is sufficient to compute the local density of states whereas choosing N 0 approximately one order of magnitude higher than α 2 is sufficient for the computation of ground-state properties.
In Fig. 10 is depicted the ground-state energy E 0 and the quasiparticle weight Z 0 at the impurity site as a function of the impurity potential U in the adiabatic regime. We present our I-DMFT results for the worst-case scenario. I-DMFT, being a local approximation, is less accurate in one space dimension and in the limit of lowphonon frequency at a small intermediate value of the coupling. Large polarons are expected to be pinned by the impurity in this case. Although there are quantitative differences between I-DMFT and DMC, on can see in Fig. 10 that the qualitative agreement between I-DMFT and DMC is good and as expected, it improves as U increases. Noticeably the ground state energy is always lower (i.e. more accurate) than that of IMA-1 for any value of U . This trend is also observed in the quasiparticle spectral weight when compared with IMA-1 and DMC i.e. I-DMFT is always in between IMA-1 and DMC no matter if DMC predicts a smaller or larger quasiparticle spectral weight.
B. Local impurity on two dimensional lattices
We here consider the case of an impurity in a two dimensional square lattice, i.e. a single defect located at the origin of the lattice i = 0. In Fig. 11 we plot the spectral density at site i for several values of the distance 
from the impurity
compared with that obtained in absence of the impurity n Bulk (E) where z is defined by E + iη and η an infinitesimal small number. Since I-DMFT reduces greatly the full Hilbert space, we have diagonalized the chain model representation of every Green's function G ii (z) using Lanczos method and have computed the LDOS using Eq. (7) and applying a Gaussian broadening in order to obtain a continuous spectrum. Applying Lanczos method increases the spectral resolution (gaussian instead of a Lorentzian broadening) and gives direct access to the spectral weight and eigenvalues by only increasing the numerical cost slightly. We can see, that a bound state appears below the energy-continuum at approximately E loc ≈ −0.68 redistributing the continuum spectrum. The spectral weight associated with the bound state is shown for greater clarity in Fig. 11 b) . Its exponential decay gives the localization length of the bound state.
The presence of a defect causes Friedel oscillations in the density of states due to the loss of translational invariance [30] . In Fig. 12 the calculated Friedel oscillations in the local density of states are shown as a function of distance. We focus on the regime of elastic electron-phonon scattering, i.e. where E 0 < E < E 0 + ω 0 fluctuations of the density of states around n Bulk (E) can be approx-imated far away from the defect as
where R is the distance from the defect, χ is a phase shift and to have a compact notation k and δn are defined by (E 0 − E + iη)/Z 0 and ǫ 0 /2π 2 kZ 0 respectively with Z 0 being the quasiparticle weight. From Friedel's oscillations one can identify the quasiparticle which scatters from the impurity as the polaron. Using Eq. (29) in both calculations. The errors in determining the effective mass trough Friedel's oscillations are essentially due to the vanishing of their amplitude as a function of distance to values less than one percent thus reaching the accuracy limit in our numerical procedure. On the other hand, a large number of coefficients is also needed in order to decrease the damping factor that we include in our calculation due to finite values of η which are of the order 5 × 10 −2 .
VI. SUMMARY AND CONCLUSION
We have presented I-DMFT, a powerful method to address electron-phonon interaction in systems lacking translational invariance. The method is based on a local self-energy approximation, which interpolates between the vanishing and the infinite electron-phonon coupling. In particular, it gives the exact solution for a disordered system recovering (when present) Anderson localization. Overall, we have found that the presented I-DMFT formalism is quantitatively accurate and simple to implement. It is also well suited for a implementation on a parallel operating system. I-DMFT is efficient to study electron-phonon interaction within the Holstein Hamiltonian for arbitrary geometries and disorder configurations. In particular, I-DMFT allows one to study samples with a large number of non-equivalent sites where one can consider disorder in the on-site energy, the hopping, the electron-phonon coupling constant and the phonon frequency. We have here presented the case study of isolated impurities, benchmarked our results with results derived in [21] . We have found that I-DMFT is more accurate than IMA-1 and gives quantitative accurate results when compared to the approximation free DMC calculations. As an application of our method, we computed LDOS maps for a single defect on a square lattice, as conventional methods are not suitable due to enormous com- putational costs. From an analysis of Friedel oscillation patterns, we demonstrate that it is possible to extract the polaron mass from the periodicity of the oscillation. Finally, the presented formalism can be easily extended to study the effect of chemical disorder, electron-phonon coupling to several phonon modes and finite temperature. Therefore one can easily combine several extensions in order to study more realistic and complex models.
procedure from |ψ 0 = |0, 0 one finds We here gauge our numerical results with the DMFT results derived in [14] , which considers a Bethe lattice of infinite coordination number. We begin our comparison by discussing the local density of states. In Fig. 13 we present the spectral density for the low, intermediate and large phonon frequency regime. In particular, a) was computed for γ = 2.0, λ = 0.08, b) γ = 0.5, λ = 0.4 and c) γ = 0.125, λ = 0.7. As can be seen, the newly developed method gives excellent agreement in the low, intermediate and large phonon frequency regime as both results overlap. Further, a comparison of the groundstate energy, quasiparticle weight and the average number of phonons as a function of λ is shown in Fig. 13 [14] . different values of α, i.e. α 2 = 1, 2, 5. As can be seen, the newly developed method gives excellent agreement for all quantities. One shall notice, that the accuracy was also tested for other values of λ, γ and α. However, in all tested cases, we obtain a remarkable agreement of both methods.
