SI Materials and Methods
Carbon Cycle Box Model. Our analysis was based on a simple box model of the natural carbon cycle, onto which we added a temperature-sensitivity of fossil fuel emissions to account for economic carbonclimate dynamics. We constructed this base model using a single land pool, as well as mixed layer and deep ocean carbon pools, and we included important natural carbon-concentration and carbon-climate feedbacks (Fig. 1, Table S4 ). To improve accuracy of the natural carbon cycle, we tuned the model to CMIP5 multi-model mean output from previous analyses ( Table S5 ) and found that the tuned model was able to reproduce historical fluxes, though a weaker ocean uptake resulted in somewhat overestimating the atmospheric CO2 growth rate (Fig.  S1B ). Nevertheless, our cumulative results are within one standard deviation of the historical data up to 2005 (1). To estimate uncertainty on this model we tuned a 1% idealized run of our model to the CMIP5 multimodel mean gain found by Arora et al. (2) plus one standard deviation and minus one standard deviation for the upper and lower bounds, respectively.
We modeled the atmosphere as a single, wellmixed carbon reservoir (CA) with inputs from fossil fuel emissions ( "" ), land use change ( $%& ), and net carbon exchange with the land ( $ ) and ocean ( ' ). * = "" + $%& − $ − ' ( 1)
Our land model included only a single carbon pool ( $ ) with carbon uptake from net primary productivity ( ) and losses to the atmosphere from heterotrophic respiration ( 6 ) and land use change.
We initialized NPP and Rh to 60 Pg C y -1 and used an initial turnover time of 15 years. Our modeled NPP includes both sensitivity to atmospheric CO2 as well as a temperature coupling. 
We estimated the influence of temperature on NPP by fitting a polynomial to the mean response of NPP from CMIP5 earth system model to global mean surface air temperature changes from the idealized esmFdbk1 scenario. The esmFdbk1 scenario includes only temperature-driven effects on the carbon cycle, so this calculation excludes the direct impact of atmospheric carbon dioxide concentrations on photosynthesis. We used a Q10 function to model the temperature sensitivity of heterotrophic respiration. 
We also added a sensitivity of the turnover time to land use change emissions in order to better match the dynamics of the observed land sink. 
Our ocean carbon cycle separately tracks mixed layer ( '] ) and deep ocean carbon ( '^) pools and includes fluxes into each deep ocean box ( '^_K ) and between the mixed layer and atmosphere ( *' and '* ) and the mixed layer and deep ocean ( ]^ and ^] ). The net ocean flux, FO, is the difference between the atmosphere-ocean exchange fluxes, *' and '* .
We used a global mean air-sea gas transfer velocity ( bFc ) and the partial pressure difference of CO2 between the atmosphere and the ocean mixed layer to estimate the net ocean-atmosphere carbon flux.
'* = bFc ⋅
The model included a Revelle factor (R) that was tuned to 11.5 to estimate the amount of anthropogenic CO2 equilibrated with dissolved inorganic carbon at each time step. We represented fluxes in the deep ocean with a box diffusion model following (4), though we used only 25 total deep ocean boxes and allowed our diffusivity constant Kdeep to decrease linearly with depth. We simulated temperature-driven stratification impacts on ocean carbon uptake by allowing the diffusivity constant to also vary as a function of temperature. The flux in box j is equal to the flux exchange between box j and the surrounding boxes i and k.
'^g = Kh • '^K − hK • '^g + ih • '^j − hi • '^g ( 9) The deep ocean exchange parameter from any box i to the next lower box j is a function of the deep ocean diffusivity value Kdeep and the box height h.
The diffusivity value for the shallowest deep ocean box at time t is calculated by modifying the initial value for that parameter by the change in temperature at the current time step (Eqn. S11) such that diffusivity slows with warming. The magnitude of the temperature effect on diffusivity is controlled by the parameter fmod. Deeper ocean diffusivity values decrease proportional to the ocean depth down to a fixed lower bound uKG (Eqn. S12).
In the absence of an economic carbon feedback, the model assumed fossil fuel and land use change emissions were exogenously defined by the business-as-usual representative concentration pathway (RCP8.5) (5, 6) . We initialized the model at a pre-industrial base temperature of 15°C and 283 ppm of atmospheric CO2 and iterated from 1800 to 2100 using a forward Euler integration scheme. The set of tuned parameters used in this model are given in Table  S4 . The model computed radiative forcing at each time step (7) and used an impulse response function (8) fit to the mean CMIP5 earth system models 4xCO2 experiment to obtain the consequent global mean surface air temperature change at each time step.
Simulation design.
To add an economic carbon feedback to our natural model, we included a sensitivity of fossil fuel emissions, calculating a temperature-adjusted emissions term at each time step. Initially, we adjusted emissions from the baseline data by some fraction ""S in °C -1 , ""FHh = ""HF€F + ""S • Δ • ""HF€F ( 13) where ""HF€F is the baseline RCP8.5 fossil fuel emissions data and ""FHh is the calculated temperature-adjusted emissions. To derive Figure 4 , we allowed ""S to vary over a wide range of values (shown along the x-axis of Figure 4 ) and calculated the carbon-climate gain from the model results. We tested both a linear and quadratic relationship with temperature, but the results were comparable over the range of -values used in the simulation.
To analyze the impact on the carbon cycle from specific economic-temperature relationships from the literature, we designed a set of eight decoupled and coupled scenarios used in the rest of our analysis (Table S1 ). The first two scenarios are similar to those used in the natural carbon cycle literature (for example (2) and (9)). Our No Feedbacks scenario does not allow the land, ocean, and human modules to see increasing temperatures, so only carbon-concentration feedbacks are active. Our Net Natural scenario corresponds to the Fully-coupled scenario from previous literature on the natural carbon cycle, and all the natural carbon-climate and carbonconcentration feedbacks included in our model are activated in this scenario. In this case we refer to this scenario as 'Net Natural' because it only includes the natural carbon cycle feedbacks and does not include a coupling between fossil fuel emissions and temperature. We reserve the label 'Fully Coupled' in our analysis to refer to the scenario which includes both economic and natural carbon cycle feedbacks.
The four partially-coupled economic feedback scenarios in our model draw upon synthesis described in the main text and in the following sections. We used the Kaya Identity (Eqn. 1) to isolate individual economic factors and their contribution to the feedback. Our 'Net Economic' scenario is the economic parallel to the 'Net Natural' scenario, representing the net impact of economic carbonclimate feedback drivers. This scenario includes only temperature effects on per capita GDP and on the carbon intensity of energy as a conservative estimate, in order to avoid potential double-counting of temperature effects on population and energy intensity of GDP that are already included in the relationship we used for GDP and temperature. We focused here only on the carbon-climate feedback, so the impact of an economic carbon-concentration feedback was not explicitly included in any scenario, though a carbon concentration feedback with crop yield could have the potential to offset some of the negative temperature impacts on GDP (10) .
As a baseline for socio-economic development we harmonized data from a combination of sources over the period from 1800 to 2100 (Fig. S2, Table S6 ). Our baseline future scenario data used throughout this analysis was from the business-as-usual RCP8.5 scenario (5, 6). We assumed for simplicity that this baseline data did not already include any temperaturesensitivity, which is inaccurate for all historical data, but as our goal was a comparison with natural feedbacks the error introduced from this assumption should be relatively small. The assumption does hold true for future data since GCAM did not include any climate-emissions coupling.
It is additionally important to note that there are many more potential interactions between model terms than are considered here. We have focused in this analysis on isolating effects from each term to quantify the individual contributions, but in reality, energy, GDP, and population all may exert mutual influence on each other, and this and other more complex market dynamics will play a role in determining the overall size of an economic carbon feedback. The consideration of these effects is best suited for future analysis within integrated assessment models.
Estimating the gain of the climate-carbon feedback. We estimated the gain, g, of a carbonclimate feedback using the approach described by where DCA FC and DCA UC correspond to the change in atmospheric carbon in an emissions-forced simulation with and without carbon-climate feedbacks, respectively. To calculate the natural carbon-climate feedback gain we used
Gz€ GF€ƒLFE ( 15) while to calculate the net economic carbon-climate feedback gain we use
The gain values in Figure 4 are calculated using a fully coupled scenario with all-natural carbon-climate feedbacks active and constant, while the strength of the economic feedback is allowed to vary over a range.
When the economic feedback is zero, this is equivalent to our Net Natural scenario. When the strength of the economic feedback is at -3.1% change in emissions per °C, this is then equivalent to our Fully Coupled baseline scenario as used in the rest of the paper. This is calculated as
Influence of climate on population. Rising future temperatures are expected to increase human mortality due to extreme weather events, floods, diseases, heat stress, and food and water scarcity (11, 12) .
McMichael et al. estimated that from the combined effects of climate change 154,000 people died in the year 2000 alone, though the impacts vary widely by region, with southern Africa seeing the highest impacts and Europe, Russia, and most of North America experiencing the lowest (11) . The literature indicates strongly that temperature has an inverse relationship with population, so we assigned this to a negative sign in Figure 1 . Although some lives are saved due to relief from cold temperatures, the deaths from heat, drought, extreme weather events, fires, and other results of a warming planet are expected to dominate this feedback, keeping the overall sign of this relationship negative.
To model climate-related mortality as a function of climate warming, we used mid-century estimates of climate-induced mortality and global mean surface air temperature change. In a recent analysis, the World Health Organization estimated that 250,000 annual deaths would be attributable to climate change by 2030-2050 based on the future scenario SRES A1b (13) . This finding included deaths from heat exposure, diarrhea, malaria, and childhood undernutrition. We used the corresponding average temperature change between 2030 and 2050 projected under SRES A1B to calculate a linear sensitivity scalar, ‡S (199,283 deaths yr -1 °C -1 ), of annual deaths per °C of warming. This scalar was used in the Population scenario in our model to calculate a temperature-adjusted population value at each time step by adding the net population change from the baseline scenario and subtracting the product of the temperature change and the population-temperature sensitivity scalar, ‡S (Fig S3A) . The new population value was then used to calculate the corresponding temperature-adjusted fossil fuel emissions based on the Kaya Identity. All other components of the Kaya Identity were left at baseline values in this scenario.
Temperature impacts on per capita gross domestic product. We drew from the literature on integrated assessment model damage functions to understand the response of GDP to climate warming. Such damage functions include a variety of economic impacts including effects on sea level rise, tourism, heat stress, agriculture, human health, energy systems, and various other sectors. Due to climate change, resources will have to be diverted from research and development and investment in capital and instead put towards countering climate change impacts, while other key resources will be permanently lost including some ecosystems, species, and human lives (11, 14) . There are also direct temperature impacts on human productivity, particularly in climate-exposed sectors of the economy such as construction and agriculture (15) . A study by Roson et al. decomposed these climate impacts, finding the most significant to be heat stress, sea level rise, and tourism, with substantial regional variation in the relevance of other factors (16) . Based on the literature we expect this overall relationship between temperature and GDP to be negative, as no estimates we are aware of suggest a global net economic benefit from climate change. There may, however, be some regions that do see a different sign and experience an overall economic boost from global warming (17) .
Our model used the damage function described in Burke et al. (18) as a baseline estimate of the temperature sensitivity to climate warming (Fig S3B) . Damage functions in many modern integrated assessment models place impacts at around one or two percent of GDP by the end of the century (17), but there has been little empirical basis for these estimates (19, 20) . The work by Burke et al. (18) emerged from an attempt to unify micro and macro-level studies of climate damages and used historical economic data to develop a non-linear model of climate impacts on GDP. The authors found that the sensitivity of GDP to climate warming may be considerably higher than predicted by other damage functions, estimating a 23% loss in global GDP by 2100. Although empirical estimates are subject to problems when going out of sample, there are no temperature changes projected over the next century under RCP8.5 that exceed the highest values of temperature anomalies already seen locally in various countries over the past half century (18) .
We included the DICE2016 damage function as a lower bound in our model, modifying GDP levels at each time step by a loss of 0.236% per degree Celsius squared (21) . Our upper bound came from the highest impact scenario in the Burke et al. (18) analysis. Because the Burke relationship includes effects of temperature on energy demand and climate mortality, these terms in the Kaya Identity are not included separately in our Fully Coupled scenario. However, for the sake of understanding their potential contributions we did analyze each in their own individual scenarios.
Temperature impact on the energy intensity of GDP. To estimate the impacts of climate warming on energy demand, we assessed changes in heating and air conditioning use. These two drivers respond in opposite directions to warming, with their net balance determining whether the overall impact of climate change yields a positive or negative effect on energy demand. In current integrated assessment models, energy impacts from climate change are considered primarily for residential and commercial heating and cooling.
As with the GDP-climate relationship, there is a wide variety of estimates of this energy demandtemperature sensitivity in available models. Of a set of IAMs reviewed by Ciscar and Dowling (22) , the results varied from estimating positive to negative overall economic effects from climate-driven changes in energy demand. Isaac and Van Vuuren used the model IMAGE to project future residential energy demand under climate change, estimating a 34% decrease in heating use and a 72% increase in air conditioning use by 2100, although they found the overall impacts to nearly balance on a global scale (23) . Empirical estimates of these damages lean toward overall negative outcomes. For example, Santamouris et al. (24) analyzed fifteen studies on the impact of temperature on electricity consumption, finding an increase of between 0.5% and 8.5% per °C. However, this sign could be driven positive if climatedriven reductions in heating use dominated over increases in air conditioning use.
We considered these energy demand effects in the Energy Intensity scenario. We assumed that at a fixed economic output level, the energy demand associated with that output may increase or decrease based on a relationship with temperature. We adapted Isaac and Van Vuuren's model (23) to calculate heating and cooling-driven energy demand in 14 different regions, which we then aggregated to global estimates of total residential energy demand. Heating energy demand is calculated based on a population, per capita floor area, population-weighted heating degree days, and useful energy heating efficiency, combined with a time-dependent parameter for the efficiency of heating broken down by energy carrier. Air conditioning energy demand is calculated from the number of households, the penetration of air conditioners in a region, and the unit energy consumption, combined with a time-dependent parameter for technological improvements. We ran this model with and without temperature sensitivity of energy demand turned on, and the difference of these two runs allowed us to isolate the climate impacts on residential energy demand from the purely economic and demographic ones. To account for the commercial sector, which has similar heating and cooling energy use, we increased this temperature relationship by 56% (25) . We then used a polynomial fit with temperature on the difference of these two scenario runs to model the overall sensitivity of energy demand to climate change (Eqn. S18; Fig S3C) .
In our box model, we used this relationship to calculate a temperature-adjusted energy demand value at each time step from the baseline data. The subsequent temperature-adjusted fossil fuel emissions value is then calculated through the Kaya Identity, with all other terms held to baseline data. As a qualitative estimate of uncertainty, we used high and low bounds of +50% and -50% of our baseline estimate, recognizing that significant uncertainties exist in quantifying this relationship in the literature.
Temperature impact on carbon intensity of energy.
Energy production may be vulnerable to climate change through several avenues. Thermoelectric power plants are sensitive to increasing air and water temperatures and lose efficiency as temperature rises (26) (27) (28) (29) (30) . Electricity distribution also loses efficiency due to changes in resistance of power lines (24) , while the transportation sector may benefit somewhat due to decreased air resistance and vehicle tire pressure, despite negative effects on air conditioning use (31) (32) (33) (34) (35) .
Climate impacts on energy production have consequences for the carbon intensity of energy in the future. If the same demand needs to be met, the response of energy production to climate warming leads to changes in the energy supplied per unit of fossil fuel emissions. Efficiency reductions with warming, for example, would lead to less energy output per unit of fossil fuel emissions. We assumed in this analysis that transportation and electricity production are the only temperature-sensitive components of the energy sector, and this temperature-sensitive fraction of primary energy is increasing over time as access to electricity and economic well-being increases (Fig. S4A) . As this temperature insensitive proportion decreases, the potential for a stronger effect of temperature on energy production increases. This may be offset by technological advances in efficiency, but the model here uses contemporary production efficiencies. As a result, the relevance of the climate response of energy production will grow over the next century.
In our model, we estimated a linear temperature relationship for each component of transportation and electricity production from the literature (Table S7) . Combining these impacts, the model reduces energy supply due to changes in power line resistance, thermoelectric power plant efficiency, and transportation efficiency at higher temperatures. For each of coal, oil, and natural gas electrical production the baseline portion of energy produced by that fuel type is adjusted by the production efficiency changes multiplied by the temperature change from preindustrial. This is then adjusted again by temperature-sensitive distribution losses. Transportation losses are estimated as the linear combination of truck, car, train, and ship temperaturesensitive efficiency changes. The upper and lower ranges from Table S7 were used as upper and lower bounds for this analysis.
These various effects sum to a small net loss in energy supply, and thus a net increase in the carbon intensity of energy per degree of warming (Fig. S3D) . This sign of the response of carbon intensity of energy to temperature could be driven negative if future technological changes reduced the vulnerability of thermoelectric power plants and electricity distribution systems to temperature such that transportation efficiency improvements dominated the overall feedback.
Separating out the electricity component, Fig.  S4B shows the relative contribution of each to the overall climate-driven losses in electricity production. Coal dominated this feedback because it is the largest fraction of fossil fuel electricity production, which suggests that improvements in the cooling efficiency of coal fired power plants would play a significant role in reducing this impact in the future.
Future changes in water availability and likelihood of extreme weather events are also potential contributors to climate impacts on energy production in thermoelectric power plants, but these were ignored in our model for simplicity. The inclusion of this effect would likely strengthen the carbon intensity of energy feedback. We also did not include any temperaturerelated changes to primary energy supply such as oil refining or natural gas extraction, since these are more directly affected by extreme weather events than by rising temperatures, and extreme weather events were not included in our model.
Renewable energy production is likely to see impacts from climate change as well (36) , but these energy sources were not included in our model. We made the simplifying assumption that temperaturerelated losses in energy supply were replaced by increased production of that same energy source, meaning that changes in renewable energy production would not significantly impact fossil fuel emissions. If changes in renewable capacity are replaced by fossil fuels instead this would increase the strength of the carbon intensity feedback, but if, on the other hand losses, in fossil fuels are replaced by more renewables, it would be expected to decrease. S2 . Separation of the terms in the Kaya Identity and the socioeconomic data used to calculate each term. The left column (A, C, and E) shows the harmonized socioeconomic data used in the model, while the right shows the three derived components of the Kaya Identity: per capita GDP, energy intensity of GDP, and carbon intensity of energy. The data sources for this figure are described in Table S6 . Temperature changes span the 1800 -2100 period for the RCP8.5 scenario. A) Climate-driven human mortality creates a very slight negative relationship between population and temperature, contributing to a negative response function. B) Climate damages to GDP have the largest impact on emissions in our model, but also are accompanied by high levels of uncertainty. The maximum response curve shown was calculated using the highest impact scenario from Burke et al. (18) , while the minimum was calculated using the DICE2016 damage function (21) . C) Higher temperature increases energy demand, and thus energy intensity of GDP, which also created a positive feedback after about 2°C of warming. D) Overall energy supply decreases with temperature, causing carbon intensity of energy to increase with temperature. Upper and lower bounds are ±50% on population (A) and energy demand (C) response functions, while for GDP (B) and carbon intensity of energy (D) upper and lower bounds were taken from the literature. Fig. S4 . Change in the future fraction of temperature-sensitive primary energy and breakdown of electricity production component drivers in our model. Panel A shows fractional change in the proportions of primary energy in GCAM data. We assumed that the two colored components, transportation and electricity production, were temperature-sensitive in our model. All other components of primary energy are lumped into the gray 'Temperature Insensitive' portion shown. Panel B shows the individual effects on each component of the electricity production feedback with temperature under RCP8.5. Coal, oil, and natural gas thermoelectric power generation were separated from the temperature-driven impacts on electricity distribution for each component. While the distribution losses per degree are the same across fuel types, the fraction of energy being distributed by each fuel type differed in our model. 'Other distribution' refers to temperature-related electricity distribution losses incurred from any other carbon-emitting fuel source. Renewables were not included in this analysis, because we made the simplifying assumption that losses in fossil fuel-based electricity production were replaced by increasing production of electricity from a fossil fuel source and similarly, renewable losses were replaced by renewables (in other words, like replaced like). Table S1 . Description of the seven scenarios used with our model to estimate carbon feedbacks. After the column describing the scenario name, the next six columns show which model components were allowed to respond to temperature and atmospheric CO2. A value of 'DT' indicates that the carbon-climate feedback was active, while a value of 'CO2' indicates that carbon-concentration feedback processes was active. A blank value means that the component was treated as an exogenous input and the original source data was used. All scenarios included land and ocean coupling with atmospheric CO2. To calculate the impact of each economic component on fossil fuel emissions and climate we isolated each in its own scenario as well as investigating their overall effect in the Net Economic scenario. Both natural and economic feedbacks were active in the Fully Coupled scenario.
Scenario Land Flux (FL)

Ocean
Flux (FO)
Human Flux Driver (FH) Description Table S6 . Sources of socioeconomic baseline data used for this analysis. For all but fossil fuel and land use change emissions, three different datasets were used in order to cover the full period of interest. All datasets were harmonized to the modern data of each using the ratio of the slopes at the end points of overlap. The future data are projected values by the Global Change Assessment Model corresponding to the GCAM rendition of business-as-usual scenario RCP8.5. (38) 1800-2100 Table S7 . Influence of temperature on energy production per unit of carbon emissions for coal, natural gas, and oil energy sources. Loss of efficiency in electric power delivery to end users as a function of temperature is shown in the 4 th row. Changes in transportation efficiency as a function of temperature are shown in the 5 th row. For our base model the best estimate for each component was used to adjust the corresponding fraction of energy at each time step when multiplied by the temperature change at that time step. The range was used to model upper and lower bounds. For transportation, we used upper and lower bounds of +/-100% due to the high uncertainty of this relationship.
Component
Best estimate (% per ℃) (31) (32) (33) (34) (35) 
Range (% per ℃)
