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A note to the reader precedes the table of contents: “The style of this book is unusual. There
are 60 short sections, and nobody will read them all. For easy study à la carte, each has been
written as a self-contained essay. But please, though you won’t read all the words, look at all
the figures! You will quickly feel the pleasure we have found in years of exploring spectra and
pseudospectra.”
I had seen and read drafts of the book before it appeared in print, but once Richard Brualdi
asked me to review it for LAA, I became one of the nobodies who read the book from the first
to the last word. The treat I had when reading the book is perhaps best described by an analogy:
I felt like I was in an opera by Verdi and the apparently inexhaustible sequence of new and new
melodies, one more catching than the other but all bearing the characteristic handwriting of the
same composer and all being subordinate to a unique story, made me forget time.
The ε-pseudospectrum of a matrix or a linear operator A is defined as the plane set
σε(A) := {λ ∈ C : ‖(A − λI)−1‖ > 1/ε}. (1)
Here one makes the convention to put ‖(A − λI)−1‖ = ∞ if the point λ belongs to the spectrum
σ(A) of A, and it goes without saying that A is assumed to act on a normed space. Alternatively,
one can define
σε(A) :=
⋃
‖E‖<ε
σ(A + E), (2)
that is, one can think of σε(A) as the union of all possible spectra that can be achieved by
perturbations to A of norm less than ε. At least in the case where A is a bounded operator on a
Banach space, (1) and (2) are equivalent. If A is a normal Hilbert space operator, AA∗ = A∗A,
then σε(A) = {λ ∈ C : dist(λ, σ (A)) < ε}. Thus, for normal Hilbert space operators there is no
compelling reason for introducing the concept of the ε-pseudospectrum—this set is simply the
ε-neighborhood of the usual spectrum.
Why do we need pseudospectra? One answer could be that definition (2) implies that pseudo-
spectra measure the sensitivity of the spectrum with respect to small perturbations and that hence
pseudospectra might be useful when tackling questions on rounding errors. This answer is not
completely wrong, but it definitely does not meet the essence of the matter.
Another and already better answer is as follows. In the age of the computer we have learned
that the question of whether something is exactly zero or infinite is not the right question. A
much better question is to ask whether something is small or large. And precisely this is done
by pseudospectra: the question of whether λ belongs to the spectrum σ(A), or equivalently
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whether ‖(A − λI)−1‖ = ∞, is replaced by the question of whether ‖(A − λI)−1‖ > 1/ε for
some appropriately chosen ε > 0.
It is not only the computer that forces us to look for large resolvent norms. A nice introductory
example is in the book. Consider the differential operator A = d/dx on the absolutely continuous
functions u ∈ L2(0, d) satisfying the boundary condition u(d) = 0. The spectrum of A is empty
and hence does not give A any personality. However, σε(A) is the half-plane Re λ < cε where
cε ∼ − 1d log 1ε as ε → 0. Consequently, the resolvent norm ‖(A − λI)−1‖ increases exponen-
tially as Re λ → −∞, and it is only the fact that it does not reach infinity “exactly” which keeps
σ(A) empty. Thus, although σ(A) = ∅, in practice A will behave like an operator whose spectrum
fills a half-plane that is located moderately far to the left.
Here now is the right answer to the question on the need for pseudospectra and at the same
time the message of the book by Trefethen and Embree. We encounter matrices and operators A
in equations of the form x˙ = Ax and xn+1 = Axn and are therefore interested in the norms ‖etA‖
and ‖An‖. Eigenvalues and spectra enable us to understand these norms in the limits t → ∞
and n → ∞. However, the behavior of these norms over the entire range of t and n is controlled
through so-called Kreiss matrix theorems by the resolvent norm ‖(A − λI)−1‖. Pseudospectra
just encode the whole information about the norm ‖(A − λI)−1‖ on the one hand and they
do this in a visual manner (as subsets of the plane) and are therefore easily comprehensible
to our eyes and thus to our brain on the other. If A is a normal operator on Hilbert space, then
‖(A − λI)−1‖ = 1/dist (λ, σ (A)) and so ‖(A − λI)−1‖ is completely given by σ(A) alone. This
explains the success of eigenvalue analysis in problems governed by normal operators. However,
for nonnormal operators the behavior of ‖(A − λI)−1‖ may deviate from that of 1/dist (λ, σ (A))
dramatically. This motivates the passage from spectra to pseudospectra when studying phenomena
caused by nonnormal operators.
Combining what was said in the preceding paragraph with formula (2), we arrive at the con-
clusion that it is the knowledge of the spectra of the perturbations of A that provides information
about the behavior of ‖etA‖ and ‖An‖. In this sense, pseudospectra are perfect illustrations of one
of the great ideas of mathematics: in order to understand the behavior of an unperturbed object,
consider its perturbations.
The book is full of intriguing examples which demonstrate the superiority of pseudospectra.
I here confine myself to a single but fine specimen. It is from the part of the book devoted to
fluid mechanics. Consider the so-called plane Couette flow. For Reynolds numbers R less than
about 350 we observe a laminar flow, for R > 350 irregular perturbations tend to appear, and
for R  1000 the flow is turbulent. Linearization of the Navier–Stokes equations by considering
infinitesimal perturbations about the laminar flow yields an equation of the form x˙ = Ax and
thus leads to the semigroup etA. It turns out that no matter how large R is, the spectrum of A is
always contained in the open left half-plane. Thus, following the traditional pattern of analysis,
one would expect a stable flow, which contradicts the observation in the laboratory. However,
pseudospectra tell a different story. For small values of ε > 0, the sets σε(A) protrude a distance
much greater than ε into the right half-plane if R is beyond about 350. Now the Kreiss matrix
theorem enters the scene. Suppose A is a matrix or a linear operator and σ(A) is contained in the
left open half-plane. Put
K(A) := sup
Re λ>0
(Re λ)‖(A − λI)−1‖ = sup
ε>0
αε(A)
ε
, (3)
where αε(A) := sup{Re λ : λ ∈ σε(A)} is the pseudospectral abscissa. The “easy half” of the
Kreiss matrix theorem says that
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sup
t0
‖etA‖  K(A) (4)
under the sole assumption that A is closed linear operator, while the “hard half” of the theorem
provides the upper bound
sup
t0
‖etA‖  eNK(A) (5)
under the assumption that A is an N × N matrix. In the case at hand (4) is applicable, and since
σε(A) protrudes strongly into the right half-plane, the constant (3) is large. The conclusion is that
‖etA‖ undergoes a significant critical transient phase—it shows a big hump—before decaying
exponentially to zero. This big hump amplifies tiny perturbations to the extent that the physically
real system gets out of control before reaching the phase of exponential decay.
The readers of LAA will especially relish the parts of the book dedicated to matrix iterations
and the numerical solution of differential equations. In these contexts the norms ‖An‖ are the
prevailing quantity and one works with
K(A)  sup
n0
‖An‖  eNK(A)
instead of (4) and (5). Here A is an N × N matrix with σ(A) in the open unit disk,
K(A) := sup
|λ|>1
(|λ| − 1)‖(A − λI)−1‖ = sup
ε>0
ε(A) − 1
ε
,
andε(A) := sup{|λ| : λ ∈ σε(A)} is the pseudospectral radius. The part on matrix iterations deals
with such topics as Gauss–Seidel, Krylov subspace, hybrid, and Arnoldi and related eigenvalue
iterations as well as the Chebyshev polynomials of a matrix (where one is confronted with the
behavior of the norms of polynomials of a matrix). In connection with the numerical solution of
differential equations, the authors discuss spectral differentiation matrices, nonmodal instability
of PDE discretizations, the stability of the method of lines, stiffness of ODEs, and GKS-stability
of boundary conditions.
There are many, many more interesting topics in the book. The highlights include Lewy–
Hörmander nonexistence of solutions, random matrices (including Hatano–Nelson matrices and
localization and delocalization phenomena), companion matrices and zeros of polynomials, Mar-
kov chains and cutoff phenomena, card shuffling, population ecology, unstable lasers. Yes, all
these things have to do with pseudospectra. For example, the pseudospectra of the matrix in the
riffle shuffle problem contain points much further from the origin than the eigenvalues, which
implies that there must be some transient effects in the corresponding Markov chain. This does not
yet yield the precise cutoff at 32 log2 n which was proved by Bayer and Diaconis, but it indicates
that randomness does not come linearly and that hence there must be something like a cutoff.
The analysis of eigenvalues and spectra of matrices and operators has been one of the most
fruitful fields of mathematics for about 100 years. Although the limits of eigenvalue analysis were
realized sporadically by several researchers, it took nearly 90 years, until 1990, before Trefethen
came to a deeper understanding of important phenomena caused by nonnormal operators and
matrices and in this connection invented the notion of the pseudospectrum. Later it turned out that
he invented this notion the fourth time. The first three inventions were made by J.M. Varah in 1967,
Henry Landau in 1975, S.K. Godunov in 1982, and it was invented the fifth time by D. Hinrichsen
and A.J. Pritchard in 1992.1 In contrast to his predecessors, Trefethen developed the idea to a
1 The sixth time pseudospectra were invented was by Brian Davies of King’s College London in 1997. He then arrived
at the study of certain sets, his colleague Eugene Shargorodsky identified these as pseudospectra and told Davies about
Nick Trefethen. Davies found Trefethen’s US address, wrote to him, and received a reply from Oxford, just 60 miles away.
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powerful tool and applied it to plenty of highly interesting problems. Thanks to Trefethen’s success
and enthusiastic propagation of the idea (one of his tasks was to convince people that pseudospectra
are not so much a tool for estimating rounding errors but rather the perfect tool for understanding
critical transient behavior), the analysis and application of pseudospectra has received great pop-
ularity during the last decade and many researchers have been trying their hands in this field. The
bibliography of the book contains 851 entries. The resulting body of knowledge has now grown to
an impressive edifice, and the present monograph is a breathtaking tour through just this edifice.
As the authors write, the book would have been a very different one if it had been finished
seven or eight years ago. The present book greatly benefits from the extraordinary software system
EigTool, which was created by Thomas Wright in the last few years and whose influence can be
seen in almost every section. The authors recommend that, for any nonnormal matrix, whether of
dimension 10 or 10 000, the best first step to examining its spectral properties is the same: check
it out in EigTool. And by the way, one of the parts of the book is devoted to the computation of
pseudospectra, including the issue of discretizing continuous operators.
Both the careful selection of the material and the fantastic presentation make this book a jewel to
a broad audience. It is of interest to those who want to learn the mathematics behind pseudospectra
as well as to those who have a concrete problem and want to know what pseudospectra might
tell about the problem. The message of the book is for everyone and I cannot resist to repeat it:
If you want to understand the behavior of something, look at the operator behind the problem,
and if this operator is nonnormal, then look at its pseudospectra. The success of this strategy is
overwhelming and the number of disciples of this strategy will definitely strongly increase, also
thanks to this exciting book.
The overall organization of the book is a methodological masterpiece. As already said, the
authors were able to make the book a breathtaking journey through the topic. The splitting of
the huge amount of material into sixty short self-contained essays is extremely reader-friendly.
It makes browsing in the book a real delight. The writing is extremely lucid and intriguing.
The pictures are first-class products. The many figures illustrate the mathematics in an unusually
fascinating way, they radiate a unique feeling for aesthetics, and they document the authors’ know
how gathered over the years and the authors’ pleasure and enthusiasm with the topic of the book.
They write “We will be glad if this volume serves as an example of a kind of mathematics that it is
now possible to write, in which nontrivial computations help to communicate mathematical ideas
without themselves being the subject.” The figures will undoubtedly attract a large audience—both
experts and amateurs. I am very happy about having these wonderful pictures on my bookshelf,
and I suppose that many people will share this happiness with me once they purchased their copy.
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