Abstract -A universal process for coherent Ghost Imaging (GI) without phase-sensitive detection is presented in this paper. The process is based on the sparsity constraint of the target, which helps to accelerate the information extraction. By taking advantage of this process, the coherent GI scheme with a point-like detector in the test path is improved to achieve higher efficiency and higher resolution, even though the phase information of the random field is lost. This process will contribute to the practical applications, such as Fourier-transform diffraction GI of X-ray, and remote sensing.
makes great sense because it preserves not only the scheme advantage of GI but also higher efficiency [9] and even super-resolution [19] . Actually, there are two models of GI schemes: incoherent GI and coherent GI [21] . When the test detector of the GI scheme is a bucket-like one that collects all the signal modulated by the target, such as the real-space GI with near-field target, the GI scheme is an incoherent system and a perfect sensing equation can be established by directly using intensities obtained on the test and the reference detectors [9] . However, there are some practical GI schemes where the test detector has to be taken as a point-like one, such as the Fourier-transform diffraction GI and the remote sensing. In such cases, the scheme turns into a coherent system, and the phase information of the light field, which is usually lost during the measuration, will break the perfect sensing equation and further influence the reconstruction. Therefore, a universal process is required to remedy such loss and rebuild a sensing equation for the reconstruction.
In this paper, we propose such a process that can be applied to all kinds of coherent GI schemes based on sparsity constraint. In this process, sparsity constraint allows a more efficient way of compressive sampling, and the known optical scheme and the statistics of light field are taken as extra a priori to remedy the lost phase information. Experimental results of diffraction GI via such process are presented to show higher efficiency and higher resolution compared with traditional GI results. is introduced to divide the thermal light into two paths: in the reference path, the field propagates freely to an array detector D1; in the test path, the field modulated by an unknown object is measured by another array detector D2. The correlation between the intensities on D1 and D2 shows the Fourier-transform diffraction spectrum of the object when d1 = d21 + d22, or the real-space image of the object when d1 = d21.
Traditional coherent GI. -The scheme of lensless coherent GI is shown in fig. 1 [1, 3] . In the traditional GI process, the correlation of intensity fluctuations is calculated between I 1 and I 2 [3, 21] :
where r 1 , r 2 and x s represent the transverse position on the reference detector D 1 , on the test detector D 2 and on the source plane, respectively, · · · represents the ensemble average, I s (x s ) is the intensity distribution on source plane, h r (x s , r 1 ) and h t (x s , r 2 ) are the impulse response functions in the reference and the test paths, and * denotes the phase conjugate. By substituting different forms of h r (x s , r 1 ) and h t (x s , r 2 ) into eq. (1), the realspace image or the Fourier-transform diffraction spectrum of the object [1, 3] can be achieved. The ensemble average in eq. (1) requires a large number of measurements, which is usually much higher than the pixel number of D 1 . This makes GI little efficient. Meanwhile, the finite size of the thermal source I s (x s ) in eq. (1) introduces the transverse coherent length as the intrinsic resolution limit to GI [22, 23] .
In Fourier-transform diffraction GI, the spatial averaging technique [21] could be used into eq. (1) for faster convergence:
where the subscript SA indicates that a spatial average has been carried out, r = r 2 − r 1 ,
is the Fourier transform of the object's transmittance function t(x), and λ is the light wavelength.
Obviously, the correlation for different pixels r 1 on D 1 is calculated independently in the traditional process, in other words, the measurement of each pixel is independent.
Coherent GI via sparsity constraint. -Sparsity constraint accelerates the information extraction via compressive sampling, which depends on two principles [7] : 1) the target X is sparse in a certain basis Ψ;
2) the sensing basis Φ is highly incoherent with Ψ.
The sparsity constraint, satisfied by most natural object when expressed in a proper representation basis Ψ, ensures the possibility of compressive sampling and super-resolution [24] . The incoherence between bases Ψ and Φ makes measuration higher efficient [25] .
After the sampling, an efficient algorithms is needed for the target reconstruction. In this paper, we resort to the Basis Pursuit (BP) method for the reconstruction [11] :
BP is based on a sensing equation between an unknown object X and the detected signal Y through a known sensing matrix A, where X (N -element) is known to be sparse in basis Ψ. By performing K measurements (K < N) in basis Φ, A = ΦΨ is a K × N matrix and Y is a detected K-element vector. In traditional imaging, linear reconstruction is based on measurements in a space with the same dimension as the object, while sparsity allows nonlinear reconstruction from measurements in a space with lower dimension by solving a convex optimization of minimizing l 1 -norm [8, 26] . Clearly, the measurement for each pixel of X is not independent anymore in this process. All measurements are taken as a whole to relate the high-dimension object space Ψ and the low-dimension sensing Φ. In fact, the coherent GI scheme itself fits in perfectly with both the compressive sampling and the reconstruction algorithm, which makes it a self-adaptive system under the sparsity constraint: for each measurement, the intensity I 1 (r 1 ) recorded by the detector D 1 is a random vector that could be proved to be largely incoherent with any fixed basis [7] ; there is always another point-like detector D 2 in the test path to provide intensity I 2 for a sensing equation about the object X. Accordingly, considering X as sparse in a certain basis, a new imaging process could be developed, where the sensing matrix A is usually related to I 1 (r 1 ), and Y is related to I 2 .
In the following part, we take the scheme of lensless diffraction GI (
[3] to demonstrate the process. For each measurement, I 2 could be expressed as
where E(x) is the field on the object plane, the position integrations of x and x are over the object plane. To establish a relation between I 2 and I 1 , the known information of the GI scheme and light propagation should be taken into account. Consider the array detector D 1 as a large enough conjugate mirror so that the field E(x) on the object plane can be reconstructed by the field E 1 (r 1 ) on D 1 , and eq. (4) could be rewritten approximately as
where r 1 and r 1 represent the transversal position on D 1 . To be compatible with sparsity reconstruction, eq. (3), eq. (5) could be further discretized for K measurements:
where variables have been discretized where
)/(λd 22 )}. From eq. (7), if there are N pixels on D 1 and we take K measurements, A should be a K × N 2 matrix. However, for each row of A (each measurement), there are only N elements that can be detected as known intensities I 1 (r 1 ) when r 1 = r 1 or i = j, the other N 2 − N mutual-interference elements are in general unobtainable. Fortunately, there is another a priori information about the statistics of the light field that can be used for such case.
Since GI uses random thermal source, the phases of the field propagating in the scheme obey uniform random distribution with zero average value. Based on such statistics, the phase distribution of E (k) 1 (r 1 ) can be properly conjectured to be ϕ (k) (r 1 ) for the k-th measurement to establish a K × N 2 matrix A. Although the conjectured phases ϕ (k) (r 1 ) deviate from the true values, since we only care about the N elements of |T (f )|, the deviations can be compensated by the phase of T (f ), which are less important in our case.
Till now, it seems like we establish an equation in sacrifice of calculation cost by expanding A from K × N to K × N 2 . In fact, it shows we can do much better than that. Since the random conjectured phases make the N 2 − N mutual-interference terms easily counteracted during the summation in eq. (6) , the N known intensities play dominant roles over the N 2 − N mutual-interference ones. This means that it is not necessary to conjecture all the N 2 − N phases, conjecturing only part of them will be enough. Actually, there is a tradeoff between the number of conjectured phases and convergence. Less conjectures will decrease the calculation cost but lead to a slower convergence that requires more measurements. Spatial average can also be applied in such case to enhance the convergence.
Experimental results. -Experimental reconstructions are shown in fig. 2 and fig. 3 . The schemes are the same as shown in fig. 1 In fig. 2 , the object is a double slit with slit width 200 µm and slit separation 600 µm. The Fourier spectrum shown in fig. 2(a) is realized by using a lens (focus = 5 cm) in a f -f system. The GI reconstruction by intensity correlation and by BP are shown in fig. 2(b) and (c), respectively. The pixel number of the image is N = 100 × 100 = 10000, and there are only 10000 terms of E 1 (r 1i )E 1 (r 1j ), (i = j) with conjectured phases in each measurement. Spectral Projected Gradient for l 1 -norm minimization (SPGL1) is used here for BP problem in eq. (3), where we assume the spectrum is sparse in real space. Figure 3 shows the spectrum reconstruction of a "Zhong" ring with diameter 0.8 mm. Here N = 64 × 64 = 4096, we consider all N 2 − N mutual-interference terms to be zero and only use the measured N intensities I 1 (r 1 ) for the reconstruction. Gradient Projection for Sparse Reconstruction (GPSR) is used here to solve eq. (3), where we take the Discrete Cosine Transform (DCT) basis as the sparse basis.
In fig. 2 and fig. 3 , both traditional GI process and sparsity reconstructions have been performed through spatial average technique [21] . Obviously, reconstructions with sparsity constraint obtain higher visibility and higher resolution than traditional GI. Both successful reconstructions show the feasibility of this process with a reasonable calculation cost. The comparison between the measurement number of fig. 2 and fig. 3 also shows the tradeoff between the number of conjectured phases and the convergence.
In conclusion, we demonstrate a universal process for coherent GI based on sparsity constraint. In this process, the knowledge of the imaging scheme, the light propagation and the statistics of light field should also be considered as a priori information for the sparsity reconstruction. This technique opens up a new approach to nonlocal GI systems with higher efficiency and higher resolution, which could be applied in diffraction imaging of X-ray and remote sensing [4] . * * *
