In free-boundary problems, the accuracy of a goal quantity of interest depends on both the accuracy of the approximate solution and the accuracy of the domain approximation. We develop duality-based a posteriori error estimates for functional outputs of solutions of free-boundary problems that include both sources of error. The derivation of an appropriate dual problem (linearized adjoint) is, however, nonobvious for free-boundary problems. To derive an appropriate dual problem, we present the domain-map linearization approach. In this approach, the free-boundary problem is first transformed into an equivalent problem on a fixed reference domain after which the dual problem is obtained by linearization with respect to the domain map. We show for a Bernoulli-type free-boundary problem that this dual problem corresponds to a Poisson problem with a nonlocal Robin-type boundary condition. Furthermore, we present numerical experiments that demonstrate the effectivity of the dual-based error estimate and its usefulness in goal-oriented adaptive mesh refinement.
Introduction.
Free-boundary problems arise in various applications such as free-surface flow, fluid-structure interaction, and Stefan problems; see [15, 18] . The numerical simulation of free-boundary problems is a challenging endeavor, as it requires the simultaneous solution of both the unknown function and its domain of definition and these two solution components can display distinct length (and/or time) scales. In many free-boundary problems, practical interest is restricted to a prescribed response quantity in the form of a goal functional of the solution rather than full norm resolution. However, the accuracy of the goal quantity depends on both the accuracy of the approximate solution and the accuracy of the domain approximation. In general, this dependence is nonobvious, and heuristic approaches, such as a priori mesh refinement in the vicinity of the free boundary [14, 42] , lead to inefficient approximations of the goal quantity.
Finite-element techniques employing goal-oriented adaptive strategies can offer a significant efficiency improvement in such simulations. Starting with a coarse discretization, only those refinements are made which benefit substantially to the accuracy of the goal functional, in contrast to global norm-oriented adaptive strategies which make refinements which benefit the accuracy of the solution in the full see [2, 13] . The shape-linearization approach has been investigated for Bernoulli-type free-boundary problems in [14, 25] .
The content of this paper is arranged as follows: Section 2 introduces the freeboundary model problem and specifies some relevant goal functionals for this problem. In section 3 we review the basic theory of goal-oriented error estimation for canonical variational forms. In section 4 we consider the domain-map linearization approach and apply the canonical framework to the free-boundary model problem. Section 5 presents an analysis of the associated dual problem. Numerical experiments are presented in section 6. Finally, section 7 contains concluding remarks. We present a comparison of the domain-map linearization approach and the shape-linearization approach in the companion paper [49] .
Problem statement.
In this work, we shall focus on a Bernoulli-type free-boundary problem; see [11, 14] , for instance. In particular, we consider the Laplace operator on a variable domain, with Dirichlet boundary conditions along the entire boundary and Neumann boundary conditions along the part corresponding to the free boundary. We present a weak formulation for this problem based on a parametrization of the domain. In addition, we present several relevant goal functionals. where we assume f ∈ C 0,1 (R N ), g ∈ C 1,1 (R N ), together with a lower bound g ≥ g 0 > 0, and h ∈ C 1,1 (R N ), with C p,q the (p, q) Hölder space. Note that, in accordance with (2.1c), h| Γ = 1 is required for all admissible free boundaries. In the following, we assume that the data is such that there exists a (possibly nonunique) Lipschitz domain Ω and a corresponding solution u ∈ H 1 (Ω) which solve (2.1). 2 Let us remark that for f = 0 and Γ ∩ Γ D = ∅ (typically, annular domains), this problem corresponds to the interior or exterior Bernoulli free-boundary problem. A concise review of existence and regularity results as well as numerical solution algorithms for this case can be found in Flucher and Rumpf [14] . Other numerical approaches can be found in, for instance, [5, 11, 21, 26, 44, 51] .
To enable an interpretation of (2.1), we note that in two dimensions, the function u can be thought of as the stream function of a steady free-surface potential-flow problem. The constant Dirichlet condition at the free boundary expresses flow tangency, and the Neumann boundary condition corresponds with a simplified version of Bernoulli's equation (no surface tension); see, for instance [25, 29] . 
Parametrization of the unknown domain.
To avoid the complications of searching for an unknown domain in some set of subsets of R N , one often resorts to finding a parametrization of the variable domain in a vector space. We construct variable domains as transformations of a reference domain Ω 0 by perturbations of the identity map Id : R N → R N ; see, for instance, [7, 8] . Let us note that, alternatively, the domains could have been constructed by means of the velocity method; see [7, 37] . The boundary ∂Ω 0 = Γ 0 ∪ Γ D consists of the fixed parts Γ D and Γ 0 , where Γ 0 corresponds to the free boundary in the reference configuration.
Let us denote by Θ Lip := Θ Lip (Ω 0 ) the space of Lipschitz perturbation-vector fields which vanish at Γ D , i.e.,
To each θ ∈ Θ Lip we associate a transformation map T θ := Id + θ on Ω 0 . This transformation leads to the perturbed domain Ω θ and the corresponding free boundary Γ θ : Figure 2 . Note that the free boundary is fixed at possible intersections with the fixed part of the boundary. For Lipschitz domains and Lipschitz perturbation fields, the transformation T θ is invertible and both T θ and T -1 θ are Lipschitz continuous, provided that θ is not too large. Moreover, T θ maps interior (resp., boundary) points of Ω 0 onto interior (resp. boundary) points of Ω θ [7, 8] . In practice, this means that the reference domain should be sufficiently close to the actual domain.
Obviously, many perturbation fields in Θ Lip vanish at the free boundary Γ 0 and, accordingly, do not yield perturbed domains. Furthermore, a particular perturbed domain has nonunique parametrizations in Θ Lip ; i.e., there exist distinct perturbation fields that give the same domain. To have a unique association between the domains and their parametrization, we need to consider a subspace Θ ⊂ Θ Lip of suitable perturbation fields. These perturbation fields are Lipschitz continuous extensions of functions that are only defined on the free boundary Γ 0 . Examples of such 
To deal with nonzero traces, we define the (affine) space incorporating h as
A weak formulation of (2.1) is obtained by multiplying (2.1a) with v ∈ H 1 0,ΓD (Ω θ ), integrating over Ω = Ω θ , and integrating by parts the Laplacian. As v is nonzero on Γ θ , we invoke (2.1b) to incorporate the Neumann boundary condition weakly. Furthermore, the Dirichlet boundary conditions (2.1c) and (2.1d) can be imposed strongly. We then arrive at the variational formulation: 3
Because the solution of (2.2) consists of both θ and u, the variational problem is of mixed type. Moreover, it is nonlinear in θ. Standard variational arguments show that smooth solutions of (2.2) satisfy (2.1). Last but not least, it is important to observe that the variational statement (2.2) is noncanonical in the sense that u and v reside in function spaces that depend on the solution component θ. We will return to this issue in section 4.
Goal functionals and approximation errors.
Our interest is restricted to specific qoal quantities of the solution (θ, u) of (2.2), i.e., quantities of interest Q(θ, u) ∈ R. This implies that approximations to the solution are only viewed as a means to produce approximate goal quantities. An example goal quantity is the weighted average of u defined by 4
where the weight q ave ∈ H 1 (R N ) is a given function. Another example of relevance in free-surface flows is the weighted elevation of the free boundary:
Here, the weight q elev ∈ L 2 (Γ 0 ) is given, and the elevation α θ := α(Ω θ ) : Γ 0 → R is a scalar function which associates to a specific domain Ω θ the vertical deviation of the free boundary with respect to the rest position, Γ 0 .
Let θ h ∈ Θ and u h ∈ H 1 h (Ω θ h ) be approximations obtained by applying, for example, the Galerkin method to (2.2) with suitable finite-dimensional subspaces. For later reference, we note that the approximation u h thus satisfies the Dirichlet boundary condition, u h = 1, on the approximate free boundary Γ θ h . The corresponding approximate value of the goal functional is Q(θ h , u h ). It is our objective to derive a dual-based estimate of the goal error,
and to employ this estimate to control the goal error using goal-oriented adaptive strategies. In the next section we review relevant theory on goal-oriented error estimation for canonical variational forms, and following this, in section 4 we show how to apply this theory to our model free-boundary problem.
Goal-oriented error estimation for canonical variational forms.
A general paradigm for a posteriori error estimation of quantities of interest has been established for canonical variational formulations (canonical in the sense that it fits the form in (3.1) below); see in particular [1, 3, 16, 36, 50] . In this paradigm, a computable error estimate is obtained by evaluating the residual at the solution of a suitable dual problem. This section gives a brief summary of the theory established in the literature.
Canonical setting.
Let U and V denote Banach spaces. Consider the canonical variational problem, referred to as the primal problem:
where N : U × V → R is a semilinear form (nonlinear in the first entry) and (·) is a linear functional on V . The quantity of interest is the value of the (possibly nonlinear) goal functional Q : U → R for the solution μ of (3.1). Given any approximation μ h ∈ U , the purpose of a posteriori error estimation is to obtain an estimate of the error E Q := Q(μ) − Q(μ h ) .
Dual-based error representation.
In a dual-based approach, one solves the dual (or linearized adjoint) problem:
where the prime indicates the Gâteaux differentiation with respect to the nonlinear arguments. That is, N (μ h ; ζ) and Q (μ h ) are linear functionals on U such that
Note that the dual problem (3.2) is a linear problem obtained by linearization of N and Q at the approximate solution μ h . Compared with the primal problem, the test and trial spaces have reversed roles. The dual solution ζ is the key element in relating the error in the quantity of interest to the residual at μ h :
Theorem 3.1 (error representation). Given any approximation μ h ∈ U of the solution μ of (3.1), let ζ ∈ V be the solution of the dual problem (3.2) . It holds that
and e := μ − μ h is the error.
Proof. The proof makes use of the following standard Taylor series formulae:
which are valid for any ζ ∈ V . Consider the goal error E Q = Q(μ) − Q(u h ). Using the first Taylor series formula gives
where we used the dual problem (3.2) in the second step. It follows from the second Taylor series formula that
Finally, we obtain the proof by noting that N (μ; ζ) = (ζ) according to the primal problem (3.1) and by definition of R. Note that the remainder term R in (3.3) is quadratic in the error e. Hence, the residual evaluated at the dual solution, R(μ h ; ζ), provides an error estimate which is second-order accurate. This estimate is exact if N (·; ·) and Q(·) are linear functionals.
By employing a dual problem obtained by linearizing in between μ and μ h , it is possible to obtain an error representation formula with zero remainder for nonlinear problems and quantities of interest. However, this dual variant cannot be used directly in practice for error estimation, since it involves the unknown solution μ. Instead, it is used to study the effect of the nonlinearity in error estimators; see [3] for more details.
Approximate dual solution.
The dual problem (3.2) cannot in general be solved exactly, and we will have to deal with approximations instead. Let ζ h ∈ V be an approximation to the solution ζ of (3.2). Furthermore, setting e ζ := ζ − ζ h , we have the representation formula
Accordingly, we can estimate the goal error by using the residual evaluated at the approximate dual solution, giving the dual-based error estimate
This estimate is first-order accurate with respect to the dual error e ζ and second-order accurate with respect to the primal error e.
If one uses a test spaceV ⊂ V for the approximation of the primal problem and a trial spaceV ⊂ V for the approximation of the dual problem, then R(μ h ; ζ h ) = 0 ifV ⊆V on account of the Galerkin orthogonality. The estimate is then useless, of course. Therefore, in practice, the dual problem is either solved using a larger space, V ⊃⊃V , or it is solved on a dedicated dual-problem space such thatV V V . For such choices of the dual trial space, moreover, the dual error e ζ is relatively small so that the second term in the right member of (3.4) can indeed be ignored; see also [3] .
Goal-oriented error estimation by domain-map linearization.
We now turn our attention to goal-oriented error estimation for the free-boundary problem (2.2). For convenience, we rewrite (2.2) in abstract form as:
and the semilinear forms are defined as
Furthermore, we recall our interest in the goal functional Q(θ, u). The variational problem (4.1) eludes the general error estimation paradigm of section 3 because it is in noncanonical form: The functions u and v reside in spaces that depend on θ, which is itself an unknown in the problem. To elucidate this complication, let us consider a central element of the proof of Theorem 3.1, viz., the Taylor series formula
The essential issue is that we are comparing functions on different domains; see the illustration in Figure 3 .
To cast (4.1) into canonical form, we introduce a domain map, which provides an isomorphism between the θ-dependent domain and a fixed reference domain, and apply this map to remove the θ-dependence of the test and trial spaces from the variational formulation. In section 4.1 we consider the transformation to the most obvious reference domain, Ω 0 . In section 4.2 we consider the transformation to the approximate domain, Ω θ h , which yields a more natural dual formulation. Finally, it is shown in section 4.3 that the dual problems corresponding to the two transformations are equivalent.
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Fig. 3. Comparing functions on different domains. The solution u ∈ H 1 h (Ω θ ) lives on Ω θ (left), and the approximation u h ∈ H 1 h (Ω θ h ) lives on Ω θ h (right).
Domain-map linearization at reference domain.
Recall from section 2.2 the transformation T θ = Id + θ from the reference domain Ω 0 to Ω θ . For all admissible θ ∈ Θ, T θ constitutes a C 0,1 -diffeomorphism, and the function transportation map
is a linear bijection; see [17, p. 21] or [8, p. 406 ]. In essence, this transportation of domain-dependent functions allows a reformulation of the free-boundary problem on a fixed domain. As Γ D is invariant under T θ , we have the equality of spaces
Transformed free-boundary problem. Let us introduce the semilin-
This is essentially the transformed form of N taking functions on Ω 0 . Furthermore, if we denote by
the solution of (4.1) transformed to Ω 0 , then by using (4.3), we can easily verify that the solution (θ, u 0 ) satisfies
To specify this abstract variational statement, let us denote by
the Jacobian matrix and the Jacobian determinant, respectively, of the transformation map T θ . Furthermore, let
denote the tangential Jacobian on Γ 0 , which is of use in transforming surface integrals. The variational statement is explicitly given in the following.
Basically, this proposition follows by transforming the integrals in (4.1) to Ω 0 . We first recall the following basic results; see, for example, [8, 37] .
Then
, we use (4.7a) and the identity
, we obtain the first term in (4.6). The other two terms follow from Lemma 4.2 by
The goal functional Q can be expressed in terms of u 0 as
. For the weighted average functional, we obtain, in particular,
As the other goal functional, the weighted elevation functional, is independent of u, we simply have Q elev 0 = Q elev .
Dual-based error representation.
Because N 0 and Q 0 act on fixed spaces, we can essentially follow the standard framework of section 3 hereafter. First, we denote by
the approximation u h transported to Ω 0 . Accordingly, we define the dual problem by linearizing N 0 and Q 0 about (θ h , u h 0 ).
(4.9)
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We refrain here from a precise specification of the derivatives in (4.9). In section 4.3 it will be shown that (4.9) can be equivalently expressed on the approximate domain Ω θ h , and this equivalent formulation will be considered in more detail in section 5. Proceeding under the assumption that there exists a unique dual solution z 0 to (4.9), this z 0 is indeed appropriate for linking the error in the goal with the residual of the primal problem (4.1),
This is expressed by the following theorem.
Theorem 4.3 (error representation based on z 0 ). Given any approximation
be the solution of dual problem (4.9). It holds that
and the errors are defined as e θ := θ − θ h and
This error representation formula for free-boundary problems is the analogue of the canonical formula (3.3). It shows how the dual solution z 0 in the reference domain is employed in the residual evaluation for obtaining the error estimate. That is, before evaluation in the residual, z 0 is transported back to the approximate domain Ω θ h . Theorem 4.3 also provides an interpretation of the error terms in the quadratic remainder R. With respect to the exact u ∈ H 1 (Ω θ ) and approximate u h ∈ H 1 (Ω θ h ), which reside on different domains, the remainder forms a quadratic term in their difference on the reference domain, that is, e u 0 ∈ H 1 0 (Ω 0 ). Moreover, trivially, R is a quadratic term in the error e θ = θ − θ h ∈ Θ.
We end this section with a proof of Theorem 4.3. An essential element of the proof is provided by Taylor series formulae of the functionals Q and N .
Lemma 4.4. The following Taylor series formulae hold:
for any z 0 ∈ H 1 0,ΓD (Ω 0 ), with remainders R Q0 and R N0 as defined in Theorem 4.3. It is to be noted that these formulae relate the values of the functionals on different domains and for different functions by a linear functional on the reference domain (up to higher-order terms).
Proof. By the definitions of N 0 , u 0 , and u h 0 in (4.4), (4.5), and (4.8), respectively, we have the identity
The first two entries of N 0 (·, ·); z 0 ) are elements of the fixed spaces Θ and H 1 h (Ω 0 ). Therefore, we can apply a standard Taylor series formula to the right-hand side, yielding (4.12b). Equation (4.12a) can be established analogously.
Proof of Theorem 4.3. Consider the goal error E Q = Q(θ, u) − Q(θ h , u h ). Using (4.12a), and subsequently invoking the dual problem (4.9), we obtain
Next, applying (4.12b), it follows that
Notice that N (θ, u); z 0 • T -1 θ = 0 in accordance with our primal problem (4.1). Finally, we obtain the proof by substituting the residual R = −N according to (4.10).
Domain-map linearization at approximate domain.
A more natural dual formulation is obtained by transforming the free-boundary problem to the approximate domain corresponding to θ h . For convenience of notation, we introduce the notationsΩ
We now require a bijective transformation which mapsΩ onto admissible domains Ω θ . We denote this map byT
It is convenient (but not necessary) to defineT θ via the transformation T (·) introduced in section 2.2:T
see Figure 4 for a graphical illustration. Note thatT θ constitutes a perturbation of the identity with perturbation-vector field (θ − θ h ) • T -1 θ h . The corresponding function transportation map leads to the following equality of spaces: 
Next, let us denote the u-solution of (4.1) transformed toΩ bŷ 
The precise specification of this abstract variational statement can be derived by applying Proposition 4.1 to this situation with the necessary modifications. First, we define the Jacobian and tangential Jacobian associated withT bŷ
The corresponding transformation of Q is given bŷ
Dual-based error representation.
In this case, contrary to linearization at Ω 0 , it is not necessary to transport the approximation u h , as it is already defined onΩ. Hence, we can immediately proceed to the following definition of the dual problem at (θ h , u h ):
We provide a specification of the functionals in (4.18) in section 5.1. Continuing under the assumption that (4.18) has a unique solutionẑ, we provide the error representation formula based onẑ:
Theorem 4.6 (error representation based onẑ). Given any approximation
of the free-boundary problem (4.1), letẑ ∈ H 1 0,ΓD (Ω) be the solution of dual problem (4.18) . It holds that
and where e θ := θ − θ h andê
Note that the remainder now forms a quadratic term in the difference on the approximate domain, that is,ê u ∈ H 1 0 (Ω). Proof. The proof proceeds analogously as the proof of Theorem 4.3.
Equivalence of dual problems.
The essential difference between mapping to Ω 0 andΩ occurs in the corresponding dual problems (4.9) and (4.18). The corresponding dual solutions z 0 on Ω 0 andẑ onΩ are, however, equivalent in the following sense.
Proposition 4.7. Given the transformationT θ according to (4.13) , the solution z 0 of dual problem (4.9) transported to the approximate domainΩ is equal to the solutionẑ of dual problem (4.18), that is,
. Note that this implies that the residuals and the remainders in the error representations corresponding to Ω 0 andΩ, in (4.11) and (4.19), respectively, coincide. In fact, it does not matter which domain is taken as a reference: The dual solutions corresponding to two distinct reference domains are related by the map between the domains.
Proof of Proposition 4.7. The proof is obtained by showing that z 0 • T -1 0,θ h satisfies dual problem (4.18). Consider v 0 ∈ H 0,ΓD (Ω 0 ) and w 0 ∈ H 1 h (Ω 0 ). By the definitions of N 0 andN , in (4.4) and (4.15), respectively, we have the key identity
where we used (4.13) in the last step. Taking the derivative at the approximation (θ h , u h 0 ) yields the following relation between N 0 andN :
Notice that we used u h 0 = u h • T θ h in the second step; see (4.8) . Similarly, we have
Hence, substituting the above identities in the Ω 0 -dual problem (4.9), it follows that
. Finally, recall that the function transportation map, δu 0 → δu 0 • T -1 θ h , is a linear bijection (cf. (4.3) ), implying the equality of spaces
Hence, we haveN
, which concludes the proof.
Analysis of the dual problem.
In this section, we analyze theΩ-dual problem (4.18). First, we specify the derivatives in (4.18). Then, we interpret the dual problem by extracting the corresponding partial differential equation and boundary conditions.
Recall theΩ-dual problem (4.18):
The semilinear formN is given bŷ
where, for convenience, we have introduced transformed functionals of A, F , and G:
We consider the dual problem for a goal functional consisting of the sum of the average and elevation functional. When transformed toΩ, the goal functional is given bŷ
Specification of the dual problem.
The variational statement (5.1) can be logically separated into two equations corresponding to δu and δθ. Since onlyÂ andQ ave depend on u and, moreover, the dependence is linear, the δu-equation is simplyÂ
Furthermore, in view ofT θ h = Id, we haveÂ θ h ; ·, · = A θ h ; ·, · andQ ave θ h ; · = Q ave θ h ; · . Hence, the above expression corresponds to
The δθ-equation, on the other hand, is given bŷ
For a specification of this equation, we require the derivatives of A θ , f θ , g θ , q ave θ , and α θ . Let us first state some elementary derivatives. Generally, such derivatives are given for a linearization at θ = 0, that is, at the unperturbed configuration; see [8, 37] , for example. However, linearizations about nonzero θ can simply be obtained by translation. In particular, note thatT θ can be written as a perturbation of the identity starting from θ h :
with I the identity matrix. The derivative of α θ required for the linearization ofQ elev is a bit more involved. Therefore, it is derived in Appendix A for the two-dimensional case. Its final result is the linearization
where since q elev is only defined on Γ 0 , it should be interpreted with the aid of a projection along the x N -axis, that is,
with x Γ0 N being the x N -coordinate of Γ 0 . The above results lead to the following specification of the δθ-equation. Proposition 5.3. Given an approximation θ h ∈ Θ with corresponding do-mainΩ = Ω θ h and an approximation u h ∈ H 1 h (Ω), the δθ-equation in dual problem (5.1) is given by
For a given approximate domainΩ and approximation u h , the complete dual problem for z ∈ H 1 0,ΓD (Ω) is specified by (5.3a) and (5.3b ). Note that the dual problem is independent of the particular parametrization in Θ Lip that givesΩ. The dual problem is, however, dependent on the extension intoΩ of the perturbations δθ ∈Θ; cf. the final remark in section 2.2.
Interpretation of the dual problem.
At this point, we are ready to interpret the dual problem. A priori we know that the dual solution z is in H 1 0,ΓD (Ω). Hence, z satisfies the boundary condition
To extract the partial differential equation inΩ and the boundary condition onΓ, we assume that z ∈ H 1 0,ΓD (Ω) ∩ H 2 (Ω) and, furthermore, thatΓ is smooth enough; for example,Γ is C 1,1 . By integration by parts and standard variational arguments, the δu-equation (5.3a) yields a Poisson equation driven by our interest in the following average goal:
The δθ-equation in principle specifies a boundary condition onΓ, which completes the boundary value problem for z. However, it does not generally correspond to an ordinary local boundary condition. In particular, the δθ-equation enforces a boundary condition involving a nonlocal operator associated with the residual. This is evidenced by the following proposition, whose proof we delay until the end of this section. Proposition 5.4. IfΓ is C 1,1 and z ∈ H 1 0,ΓD (Ω) ∩ H 2 (Ω), then the δθ-equation (5.3b) can be written as
To establish that the above condition indeed corresponds to a nonlocal boundary condition, we recall from the final remark in section 2.2 thatΘ consists of perturbation fields that are extensions of functions onΓ and that yield unique perturbed domains. For a C 1,1 free boundary, this implies that δθ · n = 0 ∀ δθ ∈Θ \ {0} and, moreover, δθ 1 · n = δθ 2 · n for distinct δθ 1 , δθ 2 ∈Θ. Accordingly, we can identify the residual term with a local free-boundary term by means of the L 2 (Γ) Riesz representant r h (z):
Note that r h (z) is dependent on the particular extension intoΩ of perturbations δθ ∈Θ. With the L 2 (Γ) identification, we can summarize the dual problem for z as:
At the solution (θ, u) the residual vanishes, and accordingly, the nonlocal boundary term r h (z) vanishes too. The boundary condition onΓ then reduces to an ordinary Robin boundary condition, and its dependency on the particular extension intoΩ of the perturbations δθ ∈Θ disappears. Similar Robin problems are also encountered in the shape-linearized Bernoulli free-boundary problem (cf. [14, 25] ) and in its shape-linearized adjoint which is considered in our companion work [49] . A standard sufficiency condition for well posedness of the dual problem at the solution (for which r h (z) = 0) is (f + ∂ n g)/g + κ ≥ 0 onΓ. Such conditions on the data also appear in [11, 12] .
Proof of Proposition 5.4. We will rewrite the terms in (5.3b) one after another. To rewrite the first term, we need the gradient of an inner product. That is, let ξ and η denote two H 1 vector functions. Then ∇(ξ · η) = Dξ T η + Dη T ξ. We can then verify
where in the last step, we performed an integration by parts on the third term. Furthermore, we invoked δθ = 0 on Γ D and the fact that u h is constant (=1) onΓ so that ∇u h = ∂ n u h n onΓ. Substituting the above result in the first term of (5.3b) gives
where in the last step we used the divergence theorem on the first term and invoked the same arguments as before on δθ and u h to cancel theΓ-term. Next, we continue with the terms involving f , q ave , and q elev in (5.3b). By integration by parts, we simply obtain
Finally, we take up the term involving g in (5.3b). For this, we require additional tangential calculus; see, for instance, [8, 9] . AtΓ, a gradient splits into a tangential gradient and a normal component: ∇(·) = ∇ Γ (·) + ∂ n (·) n. Hence, ∇g · δθ = ∇ Γ g · δθ + ∂ n g δθ · n .
We can combine the tangential divergence and tangential gradient and apply a tangential Green's identity as follows:
It then follows that the term involving g in (5.3b) can be written as
We finish by gathering the contributions in (5.4a)-(5.4d). Basically, we can distinguish three different groups: domain contributions involving ∇u h · δθ and ∇z · δθ and free-boundary contributions involving δθ·n. The first group cancels since −Δz = q ave . The second group adds up to the residual term R (θ h , u h ); ∇z · δθ . The last group forms the free-boundary integral as stated in the proposition.
Numerical experiments.
In this section, we present numerical experiments. First, to exemplify essential attributes, we consider in section 6.1 the free-boundary problem in one dimension. Similar one-dimensional free-boundary problems have been considered in [6, 14, 47] . One-dimensional free-boundary problems are attractive for a number of reasons. The first is that the free boundary has no geometry; i.e., it is merely a point. Also, it is rather effortless to obtain exact expressions for dual solutions. Therefore, error estimates are inexact only due to nonlinearity.
In section 6.2 we take up the free-boundary problem in two dimensions. Approximations to the free-boundary problem are obtained by using linear finite elements. Here, we focus on the effectivity of the error estimate on uniform meshes. In addition, we show an example of goal-oriented adaptive mesh refinement.
One-dimensional application.
In the one-dimensional setting, we characterize the variable domain as Ω ϑ = (0, ϑ) ⊂ R. The Dirichlet boundary and free boundary correspond to single points, Γ D = {0} and Γ ϑ = {ϑ}, respectively. The semilinear form N (= − R) and the goal functionals are given by
where (·) x = d(·)/dx and q elev ∈ R. To a free-boundary approximation ϑ h > 0, we associate a domain transformation fromΩ = Ω ϑ h to Ω ϑ by the linear map
Let, furthermore, u h ∈ H 1 h (Ω) be given. It can be verified that theΩ-dual problem (4.18) reduces in this setting to the following: Find z ∈ H 1 0,ΓD (Ω):
The dual problem translates into the boundary value problem:
6.1.1. Typical error estimate. In the following numerical example, we consider the data and goal functionals as indicated in Table 1 . Table 1 Table 1 Specification of the data for the one-dimensional example.
also contains the
corresponding exact solution. Consider the following approximation of the solution and the corresponding goal values:
Figure 5 (left) shows a graphical illustration of the exact and approximate solutions. Furthermore, Figure 5 (right) shows the dual solutions for Q ave and Q elev :
x, respectively.
The corresponding dual-based error estimate, Est Q := R (ϑ h , u h ); z , and the true goal-error, E Q , are as follows:
86 ,
Note that the difference in the error estimate and the true error is caused by linearization, which is rather large for Q ave due to the crude approximation ϑ h . The only source of nonlinearity is the domain dependence, and one can easily verify that the estimates are exact if ϑ h = ϑ. 
Convergence of error estimates.
In this example, the data is again specified as in Table 1 . To investigate the convergence of the dual-based error estimate, we consider the following Δϑ-family of approximate solutions:
This family converges to the exact solution as Δϑ → 0. Note that for each Δϑ, u h is simply a scaling of u along the x-axis. This also implies thatê u = u •T ϑ − u h = 0. Hence, from the perspective of the error representation (see Theorem 4.6), the only relevant error is e ϑ = Δϑ.
For the goal functional Q ave , Figure 6 (left) plots the true value E Q ave and the dual-based estimate Est Q ave with respect to Δϑ. It can be seen that the estimate approaches the exact error as Δϑ → 0. Moreover, the slopes of the two curves are identical at Δϑ = 0. To further elucidate the convergence behavior, Figure 6 (right) presents a log-log plot of the error in the estimate |E Q ave − Est Q ave | versus the norm of the error:
Both figures confirm that the estimate converges as O( (e ϑ ,ê u ) 2 ). 
Two-dimensional application.
Next, we turn to the two-dimensional case. We denote coordinates by (x, y) ∈ R 2 . In the following examples, we compute approximations (θ h , u h ) of (2.2) based on piecewise-linear finite elements on triangles. Accordingly, the approximate free boundary is a piecewise-linear curve composed of the edges of adjacent elements. The nonlinear problem is solved using a fixed point iteration similar to the explicit Neumann scheme in [14] , where we allow the vertices of the free boundary to move only vertically. Hence, θ h 1 = 0 and θ h 2 = α θ h on Γ 0 . The dual problem (5.3) is solved on the same mesh as the approximation but with quadratic shape functions. That is, z is piecewise-quadratic and vanishes on Γ D , and the test functions δu are piecewise-quadratic shape functions that are zero on ∂Ω. Furthermore, the test functions δθ in (5.3b) are suitable extensions of verticalperturbation fields δϑ onΓ:
where y b represents the bottom of the domain and yΓ = y Γ0 +α θ h describes the position of the approximate free boundary. Moreover, for δϑ 2 we use piecewise-quadratic shape functions which vanish on ∂Γ.
Effectivity for the parabolic free-boundary test case.
First, we investigate the effectivity of the dual-based error estimate under uniform mesh refinement. We consider a test problem with a geometric lay-out and solution as depicted in Figure 7 . We have y b = 0 and y Γ0 = 1 and Ω θ = (0, 2) × (0, 1 + α θ ). The data {f, g, h} of the problem is manufactured to yield the parabolic free-boundary elevation and solution
Our interest is the average goal functional with q ave = 1. For the exact solution, we have Q ave (θ; u) = 67/45 = 1.4888 . . . . An illustration of the coarsest mesh approximation is also visible in Figure 7 . For this approximation, we find the value Q ave (θ h ; u h ) = 1.1573 . . . . VAN In Figure 8 , we depict the approximate dual solution z for the coarsest mesh and for a very fine mesh. The convergence of the corresponding estimates, Est Q ave = R((θ h , u h ); z), on uniformly refined meshes is reported in Table 2 . Note that the effectivity index Est Q ave /E Q ave approaches 1, which clearly demonstrates the consistency of the error estimate.
Goal-oriented adaptivity for free-surface flow over a bump.
To investigate the applicability of the dual-based error estimate to drive adaptive mesh refinement, we consider a domain with a reentrant corner at the bottom; see Figure 9 (top). We take y Γ0 = 1, Ω θ = (0, 4) × (y b , 1 + α θ ), and f = 0, g = 1. Moreover, Table 2 Convergence of the goal-oriented error estimate Est Q ave under uniform mesh refinement.
Elements
DOFs h is 0 at the bottom and increases linearly to 1 along the sides of the domain. Our interest is the elevation of the free boundary at the specific point x 0 = 2 + √ 2; see Figure 9 . This interest corresponds to the elevation goal functional Q elev with q elev a Dirac measure at x 0 . The linearization of this functional is elaborated in Appendix A. Figure 9 (bottom) displays the corresponding coarsest mesh dual solution.
To drive the adaptivity, element refinement indicators are extracted from the error estimate formula, as usual (see [3] , for example). (In particular, we integrate by parts elementwise and assign weighted interior and edge residuals to the associated elements to obtain element contributions. The absolute values of the element contributions are then identified as the element indicators.) Based on these indicators, we mark a set of elements for refinement. This set is the minimal set for which the sum is a fraction of the total sum of indicators (a so-called Dörfler-type marking; see [33] ). We take this fraction as 0.4. The marked elements are refined using newest vertex bisection. We introduce additional refinements to preserve a conforming mesh [4, 40] .
In Figure 10 , we plot the convergence of the error estimate versus the total number of degrees of freedom, which is denoted by n. A plot of the "true" error is also displayed. This true error has been obtained by computing the goal on a uniformly refined mesh with 245,760 elements and n = 123,585 resulting in the reference value Q elev (θ) ≈ 0.02271. The results indicate that the accuracy of this reference value is surpassed on adaptively refined meshes for n > 1,000. This explains the drop in the true error for the adaptive case for n > 1,000. Furthermore, the plots reveal an asymptotic convergence rate of O(n -1 ) for adaptive refinements. This is expected for optimal refinements and should be compared with the suboptimal convergence rate of approximately O(n -3/4 ) for uniform refinements. Figure 11 shows several adaptively refined meshes. Apart from the refinement at the reentrant corner, the refinements at the free boundary and particularly near the elevation point of interest are noteworthy. Fig. 10 . Convergence of the "true" error E = E Q elev and error estimate Est = Est Q elev under uniform and adaptive mesh refinement versus the total number of degrees of freedom n. Fig. 11 . Adaptively refined meshes, controlling the error in the free-boundary elevation at x 0 = 2 + √ 2, obtained after 10 (top), 18 (middle) , and 29 (bottom) iterations with 120, 793, and 5,447 elements, respectively. 7. Concluding remarks. We showed that free-boundary problems elude the standard goal-oriented error estimation framework on account of the fact that their typical variational form is noncanonical. To obtain an appropriate dual problem (linearized adjoint), we presented the domain-map linearization approach. In this approach the free-boundary problem is transformed into an equivalent problem on a fixed reference domain which has a canonical variational form. The dual problem is then obtained by linearization with respect to the domain map. We showed that the solution of the dual problem is essentially independent of the selected reference domain: Dual solutions corresponding to distinct reference domains are related by the obvious map between the reference domains.
For a Bernoulli-type free-boundary problem, we showed that the dual problem corresponds to a Poisson problem with a nonlocal Robin-type boundary condition. The nonlocal term depends on the particular extension of boundary perturbations into the domain, but, being of residual type, the nonlocal term vanishes at the exact free-boundary solution. The effectivity of the dual-based error estimate and its usefulness in goal-oriented adaptive mesh refinement was demonstrated by numerical experiments in one and two dimensions.
The presented approach admits several extensions. For example, we considered constant Dirichlet data at the free boundary which means that the data is invariant under domain transformations. Nonconstant Dirichlet data can be included by means of a free-boundary Lagrange multiplier in the variational formulation. Such a formulation, moreover, allows nonconforming trial functions that violate the Dirichlet data.
The domain-map linearization approach bears similarities to the classical material derivative in shape optimization in view of the comparison of functions in a reference domain; see [37] . An alternative in the shape-optimization field is the so-called shape derivative. The shape-linearization approach can also be used to obtain a suitable dual problem for goal-oriented error estimation of free-boundary problems. This is the subject of the companion paper [49] . Moreover, in that paper we present a comparison of the two different approaches.
An extension of both the domain-map and shape-linearization approaches to a fluid-structure-interaction problem is presented in [45, 46] . VAN 
