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Abstract
Posterior predictive p-values are a common approach to Bayesian model-checking. This
article analyses their frequency behaviour, that is, their distribution when the parameters
and the data are drawn from the prior and the model respectively. We show that the family
of possible distributions is exactly described as the distributions that are less variable than
uniform on [0,1], in the convex order. In general, p-values with such a property are not
conservative, and we illustrate how the theoretical worst-case error rate for false rejection can
occur in practice. We describe how to correct the p-values to make them conservative in
several common scenarios, for example, when interpreting a single p-value or when combining
multiple p-values into an overall score of significance. We also handle the case where the
p-value is estimated from posterior samples obtained from techniques such as Markov Chain
or Sequential Monte Carlo. Our results place posterior predictive p-values in a much clearer
theoretical framework, allowing them to be used with more assurance.
1 Introduction
In important papers on Bayesian model-checking, Meng (1994) and Gelman et al. (1996) proposed
to test the fit of a model by analysing the following posterior quantity. Let f be some function
measuring the discrepancy between the model and the data. The question asked is: if a new
dataset were generated from the same model and parameters, what is the probability that the new
discrepancy would be as large? In mathematical notation this probability is written (Meng, 1994;
Gelman et al., 1996, Eq. 2.8, Eq. 7)
P = P{f(D∗, θ) ≥ f(D, θ) | D}, (1)
where θ represents the model parameters, D is the observed dataset, D∗ is a hypothetical replicated
dataset generated from the model with parameters θ, and P(· | D) is the joint posterior distribution
of (θ,D∗) given D. A variable P of the above form is referred to as a posterior predictive p-value.
Since their introduction, which can be credited to Guttman (1967), Rubin (1984), Meng (1994)
or Gelman et al. (1996), depending on definitions, posterior predictive p-values have received a
number of criticisms. First, P is a p-value, and as such its interpretation is full of pitfalls. For
example, it is certainly not the probability that the model is right. Second, the dependence of f
on the unknown θ may seem unusual. Third, because the full posterior is used, rather than the
prior (Box, 1980) or a partial posterior (Bayarri and Berger, 2000), there is something self-fulfilling
about this check; heuristically, one would expect P to concentrate around 1/2.
This last issue is really part of a larger problem. At present, there is no clear mathematical
description of the probabilistic behaviour of P , except for a few insights given in the last pages
of Meng (1994). Over the last two decades, statements have appeared in the literature generally
suggesting that the problem is ‘hard’. For example Hjort et al. (2006) say “the interpretation and
comparison of posterior predictive p-values [is] a difficult and risky matter”. Bayarri and Berger
(2000) have commented that “Its main weakness is that there is an apparent “double use” of the
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data...This double use of the data can induce unnatural behavior”. In a discussion of Gelman et al.
(1996), Rubin alluded to some “conservative operating characteristics” (Rubin, 1996).
This article shows that the frequency behaviour of the posterior predictive p-value in (1) is
precisely described as being less variable, in the convex order, than a uniform random variable
on [0, 1]. Although the property had already been discovered by Meng (1994, Theorem 1), our
main contribution is that any probability measure of this sort is the distribution of some posterior
predictive p-value (Theorem 3). This leads to determining that the p-values are not conservative in
general, for example, the 2α bound given in Meng (1994) is achievable (Section 2.2 and Figure 2).
However, when many posterior predictive p-values are combined into an overall score, the result
is sometimes conservative. For instance, we show that the product of independent and identically
distributed posterior predictive p-values is stochastically larger, asymptotically, than the product
of uniform variables (Fisher’s method, Lemma 4).
A posterior predictive p-value is an informative quantity: it is the probability of the discrepancy
being ‘as large tomorrow as it is today’. Given a sample from the posterior distribution, this
probability can typically be estimated very quickly and with no difficulty. As a result, the use of
this model-checking technique and its variants is widespread (Huelsenbeck et al., 2001; Sinharay
and Stern, 2003; Thornton and Andolfatto, 2006; Steinbakk and Storvik, 2009). These are good
reasons to seek to understand the behaviour of posterior predictive p-values in repeated samples.
We take no position on the philosophical validity of the approach.
In fact, understanding the behaviour of posterior predictive p-values has a more general ap-
plication, that is not necessarily Bayesian. Suppose we have two random objects, X and Y , with
a known joint distribution, and only Y is observed. Many common statistical models have this
structure. For example, X might be the underlying state in a state-space model and Y the ob-
servation; or Y might be a point process and X an underlying random intensity, as in the Cox
process (Daley and Vere-Jones, 2007). In such models we often want to test something about Y
based on X. For instance, in the standard Kalman filter model, we could be interested in testing
the distance, f(Y,X), between the state and the observation. Ideally we would be able to observe
the true p-value, Q = P{f(Y ∗, X) ≥ f(Y,X) | X,Y }, where Y ∗ is a replicate of Y conditional
on the true X. However, this is impossible because X is not observable. We therefore replace Q
with P = P{f(Y ∗, X) ≥ f(Y,X) | Y } = E(Q | Y ). Then, under the hypothesis that the model
holds, how should P be distributed? We will give a real example of this question arising in a
cyber-security application.
Two issues that we cannot address, in the probabilistic framework that we adopt, are the
following. First, we do not describe, nor even attempt to define, the frequency behaviour of
P if the prior on θ is improper. Second, we do not find any non-trivial lower bound on how
conservative P is. This could be a matter of concern, since a high false negative rate can have
particularly dangerous implications in a model-checking application. The problem is that, if θ,D
and f are not constrained in some way, it is possible to construct a posterior predictive p-value
that is arbitrarily concentrated about 1/2, so that a less general setup would have to be assumed.
Further comments about this issue are in the Discussion.
The remainder of this article is organised as follows. Section 2 treats the case of a single
posterior predictive p-value. First, we prove our main result, that there is a posterior predictive p-
value for any distribution that is less variable than uniform in the convex order, in the process also
deriving an extension of a famous theorem by Strassen (1965). Second, we describe this family of
distributions, re-proving the 2α bound found by Meng (1994) as a special case. Third, we construct
some abstract examples of posterior predictive p-values that achieve the bound, and then present
a real application in cyber-security. In Section 3, we treat the case of multiple posterior predictive
p-values. Finally, in Section 4, we compare two schemes for calculating the posterior predictive
p-value from a posterior sample, both proposed by Gelman et al. (1996). We show that one of
the estimates, but not the other, produces a random variable that is less variable than uniform in
the convex order, meaning that a number of our results continue to hold for the estimate without
alteration.
2
2 Main results
We start with a joint distribution over two random elements, θ and D. In Bayesian statistics, this
would normally be decomposed as a marginal distribution on θ, called the prior, and a conditional
distribution on D | θ, called the model. For a given dataset D, a typical calculation of the
posterior predictive p-value would proceed as follows (Gelman et al., 1996, Section 2.3). First,
simulate θ1, . . . , θM from the posterior distribution of θ given D, for a large M . Second, for each
θi, simulate a replicated dataset D
∗
i . Finally, estimate
PˆM =
1
M
M∑
i=1
I{f(D∗i , θi) ≥ f(D, θi)}, (2)
where I is the indicator function. P is the limit of PˆM as M →∞, assuming the θi are independent.
We will revisit the properties of the estimate under dependence and finite M in Section 4. For
now, assume that P is effectively observable for a given dataset D, e.g. by making M large enough
or through some analytical solution.
Our analysis focusses on the frequency behaviour of P , meaning its behaviour when a specified
joint distribution on θ and D holds (heuristically, when the model and prior are right). Because
D is now random, P is a random variable. It could be simulated as follows. To obtain a single
realisation, we would draw θ from the prior, and D from the model of D | θ. Then we would
discard θ and compute P in (1) conditional on D, e.g. via (2), as if we had never seen θ. To obtain
multiple independent replicates of P , we would repeat this cycle, each time constructing a new θ
and D.
Unless stated otherwise, the discrepancy f(D, θ) is assumed to be an absolutely continuous
random variable. Meng (1994) makes use of the identity
P = P{f(D∗, θ) ≥ f(D, θ) | D}
= E[P{f(D∗, θ) ≥ f(D, θ) | θ,D} | D],
to make the following observation. For any convex function h, we have E{h(P )} ≤ E{h(U)}, if the
expectations exist, where U is a uniform random variable on [0, 1]. The proof uses the fact that the
quantity P{f(D∗, θ) ≥ f(D, θ) | θ,D} is a random variable distributed as U , marginally over θ and
D, and then applies Jensen’s inequality. Meng (1994) then finds an upper bound P[P ≤ α] ≤ 2α
for α ∈ [0, 1].
In fact, the property being alluded to is an important stochastic order. Let X and Y be two
random variables with probability measures µ and ν respectively. We say that µ (respectively, X)
is less variable than ν (respectively, Y ) in the convex order, denoted µ ≤cx ν (or X ≤cx Y ) if, for
any convex function h,
E{h(X)} ≤ E{h(Y )},
whenever the expectations exist. The convex order is a statement about variability, since convex
functions generally put more weight on the extremes. In fact, it has direct implications in terms
of the first two moments of X and Y . Using h(x) = x and then h(x) = −x, two convex functions,
we find E(X) = E(Y ). Then, since {x − E(X)}2 = {x − E(Y )}2 is a convex function in x, the
variance of X must be smaller than the variance of Y . In this article, we will say that a probability
measure P, and a random variable distributed as P, is sub-uniform if P ≤cx U , where U is a
uniform distribution on [0, 1]. Posterior predictive p-values have a sub-uniform distribution.
At first glance, Meng’s findings could seem quite conservative. They would suggest that, to
be sure not to exceed a false positive rate of α when the model on (θ,D) holds, we would have
to multiply our posterior predictive p-value by two. Yet, from practical experience, the variance
result above, as well as a loose inspection of (1), we could have the impression that these p-values
are already quite conservative — even the raw p-value looks too large. This raises the question
of whether the bound can be improved. More generally, it would be useful to know whether the
frequency behaviour of posterior predictive p-values is well described as being sub-uniform, in other
words, whether the space of distributions cannot somehow be reduced. The rest of this section
addresses these questions by making the following points:
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1. It is possible to construct a posterior predictive p-value with any sub-uniform distribution
(Theorem 3).
2. Some sub-uniform distributions achieve the 2α bound (Corollary 1).
3. Therefore, some posterior predictive p-values achieve the 2α bound. In fact, we can construct
simple examples where this happens (Section 2.3).
This example also lends some intuition to how the problem can occur in more complicated and/or
less transparent scenarios, including the real case study in Section 2.4.
2.1 A posterior predictive p-value for every sub-uniform distribution
A famous theorem by Strassen (1965) (see also references therein) provides a fundamental inter-
pretation of the convex order through a martingale coupling.
Theorem 1 (Strassen’s theorem). For two probability measures µ and ν on the real line the
following conditions are equivalent:
1. µ ≤cx ν;
2. there are random variables X and Y with marginal distributions µ and ν respectively such
that E(Y | X) = X.
This (simpler) version of the theorem is due to Mu¨ller and Ru¨schendorf (2001). The original
version holds for more general probability measures.
Strassen’s theorem is central to our main result. Given a sub-uniform probability measure P,
it is possible to construct a coupling, (P,U), where P is distributed as P, U is uniform on [0, 1],
and E(U | P ) = P . However, to make progress, certain awkward couplings need to be forbidden,
namely, those for which the conditional random variable U | P has some discrete components. The
following theorem makes this possible.
Theorem 2. Let µ and ν be two probability measures on the real line where ν is absolutely con-
tinuous. The following conditions are equivalent:
1. µ ≤cx ν;
2. there exist random variables X and Y with marginal distributions µ and ν respectively such
that E(Y | X) = X and the random variable Y | X is either singular, i.e. Y = X, or
absolutely continuous with µ-probability one.
The proof is relegated to the Appendix because it is quite technical. (It may be advantangeous
to first consult Section 2.2 on the integrated distribution function.) On the other hand, the basic
idea is simple. First, a small amount of zero-mean, continuously distributed noise is added to X,
constructing a second variable X˜ with distribution µ˜. The noise depends on X in such a way that
µ ≤cx µ˜ ≤cx ν. Second, Strassen’s theorem is used to form a martingale coupling of Y with X˜,
i.e. E(Y | X˜) = X˜. Then, E(Y | X) = E{E(Y | X˜) | X} = X and the details of the construction
ensure that, no matter how Y and X˜ are coupled, Y | X is either continuous or singular.
From this we are able to construct a coupling that bears more resemblance to a Bayesian model-
checking setup. The following result is notably relevant to the average discrepancy proposed by
Gelman et al. (1996).
Lemma 1. Let µ and ν be two probability measures on the real line where ν is absolutely continuous.
The following conditions are equivalent:
1. µ ≤cx ν;
2. there exist real random variables X,S, θ and a collection of random variables Yt∈R such that
X = E(Yθ | S),
where X has marginal distribution µ, Yt has marginal distribution ν for any t ∈ R, and θ is
independent of the collection Yt∈R.
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Proof. First, we prove that (b) implies (a). Let h be a convex function. Then, if the expectations
exist,
E{h(X)} = E[h{E(Yθ | S)}] ≤ E[E{h(Yθ) | S}] = E{h(Yt)},
for an arbitrary t ∈ R, using Jensen’s inequality. Now we prove that (a) implies (b).
By Theorem 2 there exists a coupling of real random variables, (X,S), such that S | X is
continuous or singular with probability one and E(S | X) = X. Let G be a continuous distribution
function that is positive on R. If S | X is singular, let Yt = S for all t ∈ R. Otherwise, S | X has
a continuous distribution function, denoted FS|X . If we define Yt via
Yt = F
−1
S|X [{FS|X(S) +G(t)} mod 1], t ∈ R, (3)
then Yt | X has the same distribution as F−1S|X(U), where U is uniformly distributed on [0, 1],
therefore Yt | X is distributed as S | X for any X. Hence, Yt has measure ν marginally.
Let θ be a random variable with distribution function G that is independent of all previously
defined random variables. If S | X is singular then clearly X = E(Yθ | S). Otherwise,
E(Yθ | S) = E
(
F−1S|X [{FS|X(S) +G(θ)} mod 1]
)
= E{F−1S|X(U)} = E{S | X} = X.
Note that the proof is heavily reliant on the existence of a continuous coupling, guaranteed by
Theorem 2, making the step (3) possible and essentially allowing any choice of distribution for θ.
We are now in a position to state our main result.
Theorem 3 (Posterior predictive p-values and the convex order). P is a sub-uniform probability
measure if and only if there exist random variables P,D, θ and an absolutely continuous discrepancy
f(D, θ) such that
P = P{f(D∗, θ) ≥ f(D, θ) | D},
where P has measure P, D∗ is a replicate of D conditional on θ and P(· | D) is the joint posterior
distribution of (θ,D∗) given D.
Proof. Meng (1994, Theorem 1) proved that P is sub-uniform. To show the existence part of the
proof, we now construct a coupling E(S | P ) = P such that S | P is continuous or singular with
probability one, P has marginal distribution P and S is marginally uniform on [0, 1]. As in the
proof of Lemma 1, we arrive at a setup
Ut = F
−1
S|P [{FS|P (S) +G(t)} mod 1], t ∈ R,
if S | P is continuous, and Ut = S otherwise, where G is some positive continuous distribution
function on R.
Let D be a random variable that implies S, i.e., there exists a function g such that S = g(D)
with probability one, but that is otherwise independent of the other variables. Given the values of
D and t the value of Ut is known. Therefore, we can construct a discrepancy function f such that
f(D, t) = F¯−1(Ut) with probability one, where F¯ is a continuous survival function. Then, if θ has
distribution G,
P{f(D∗, θ) ≥ f(D, θ) | D} = E(P{f(D∗, θ) ≥ f(D, θ) | θ,D} | D)
= E(Uθ | D) = E(Uθ | S) = P,
where the last equality follows the same argument given at the end of the proof of Theorem 1.
It is telling that the proof needs a parameter-dependent discrepancy function. It seems possible
that not all sub-uniform distributions are attainable if f can depend only on D. In fact, in his
highly influential paper on Bayesian model-checking, Rubin (1984) only considered p-values of this
type,
P{f(D∗) ≥ f(D) | D}. (4)
It would be interesting if the frequency behaviour of this class of posterior predictive p-values
turned out to be special.
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Figure 1: Examples of sub-uniform distributions. The integrated distribution function (left) and
corresponding density (right) are shown for three distributions: a uniform distribution on [0, 1]
(solid), a Beta distribution with parameters 2 and 2 (dotted) and a mixture distribution of: a
point mass at α of probability 2α and a uniform distribution over [2α, 1] (dashed).
2.2 Characterising sub-uniformity
To help explore the family of sub-uniform distributions, it will be useful to introduce the integrated
distribution function of a random variable X with distribution function FX ,
φX(x) =
∫ x
−∞
FX(t)dt,
which is defined for x ∈ R. Mu¨ller and Ru¨schendorf (2001) analysed and made extensive use of
this function and its counterpart, formed from the survival function, where (1− FX) replaces FX
in the above. Some of their results are restated here:
1. φX is non-decreasing and convex;
2. Its right derivative φ+X(x) exists and 0 ≤ φ+X(x) ≤ 1;
3. limx→−∞ φX(x) = 0 and limx→∞{x− φX(x)} = E(X).
Furthermore, for any function φ satisfying these properties, there is a random variable X such that
φ is the integrated distribution function of X. The right derivative of φ is the distribution function
of X, FX(x) = φ
+(x).
Let Y be another random variable with integrated distribution function φY . Then X ≤cx Y if
and only if φX(x) ≤ φY (x) for x ∈ R and limx→∞{φY (x)− φX(x)} = 0.
The integrated distribution function of a uniform random variable is φU (x) = x
2/2. Figure 1
shows this function alongside some others, corresponding to sub-uniform probability measures.
From the points above, it is clear that all these functions must be non-decreasing, convex, with
a right derivative between 0 and 1, always below φU (x), equal to 0 at 0 and 1/2 at 1. There is
a one-to-one correspondence between sub-uniform probability measures and functions satisfying
these criteria.
The dashed line in Figure 1 is of particular interest. It corresponds to a distribution, hereafter
denoted P2α, which is a mixture of a point mass at α, of probability 2α, and a uniform distribution
over [2α, 1], of probability (1 − 2α). P2α is sub-uniform, as can be established by (analytically)
comparing its integrated distribution function to φU , and achieves the 2α bound: if P is a random
variable from P2α then P(P ≤ α) = 2α.
This leads us to the main point of this section: Theorem 3 guarantees that there is a posterior
predictive p-value distributed as P2α, i.e., the bound of Meng (1994) is achievable. We next provide
a new insight on why the bound holds.
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The following result gives a general bound on the distribution function of X at a single point,
given the probability measure of Y , when X ≤cx Y . The proof is very simple, but we have not
been able to find it elsewhere. Some related results are given by Embrechts and Puccetti (2006), on
bounding the distribution function of a sum of dependent random variables with the same marginal
distribution and Meilijson and Na´das (1979), on constructing a random variable Z, using only the
distribution of Y , that is stochastically larger than X.
Lemma 2. Let X and Y be two random variables satisfying X ≤cx Y , with distribution functions
FX and FY respectively. For a given α ∈ R, let
h = min
[
1,max
{
w : w(x− α) ≤
∫ x
−∞
FY (t)dt, x ∈ R
}]
. (5)
Then FX(α) ≤ h. Furthermore, there exists a random variable X˜, with distribution function FX˜ ,
such that X˜ ≤cx Y and FX˜(α) = h.
A formal proof of this lemma is given in the Appendix, but the basic idea is illustrated in
Figure 1 with P2α: we find an integrated distribution function φ which has a maximal derivative
at α subject to φ(x) ≤ φY (x) for x ∈ R and limx→∞{φY (x) − φ(x)} = 0. For the case of a
sub-uniform probability measure we find:
Corollary 1. Let P be a sub-uniform random variable with distribution function FP . Then
FP (α) ≤ 2α, for α ∈ [0, 1/2]. Furthermore, for any such α, there exists a sub-uniform random
variable P˜ , with distribution function FP˜ , satisfying FP˜ (α) = 2α.
This corollary is only included for completeness, since everything it says is already known. The
existence part of the statement is evident from P2α, and Meng (1994, Eq. 5.6) had already proved
the bound.
2.3 Two constructive examples
To obtain a posterior predictive p-value that is distributed as P2α, rather than an arbitrary sub-
uniform distribution, the structure used for the proof of Theorem 3 is more complicated than
needed.
Let U0 be a uniform random variable on [0, 1] and let U1 = U0·I(U0 ≥ 2α)+(2α−U0)·I(U0 < 2α).
Then (U0+U1)/2 has distribution P2α. This construction is due to Ru¨schendorf (1982, Lemma 2).
Dahl (2006) found it independently and used it to form a (quite theoretical) posterior predictive
p-value with distribution P2α. We now present two more visual examples.
Under Model 1, X(t), t ∈ [0,∞) denotes the position of a particle in the geometry shown in
Figure 2a as it travels from the left (X(0) = 0), towards the loop, and then around it, either
clockwise (θ = 1) or anti-clockwise (θ = 0), stopping before it has gone all the way around
(X(∞) < 1). The two senses of rotation are equally probable a priori, P(θ = 0) = P(θ = 1) = 1/2,
and the dynamics of the particle are such that the distance travelled after one unit of time is
continuously distributed, with survival function G, density g and support on [0, 1).
After one unit of time, the position of the particle is observed, X(1) = x, recorded going
clockwise around the loop. The distance travelled along the path indexed by θ (Figure 2b) is
f(x, θ) =
 x : x ≤ 1− 2α,x : x > 1− 2α and θ = 1,
2− 2α− x : x > 1− 2α and θ = 0.
The posterior probability of θ given x is
p(θ | x) ∝ g{f(x, θ)}p(θ),
for θ = 0, 1. We will use the distance travelled, f , as a discrepancy function. Let X∗(t), t ∈ [0,∞)
be a second, hypothetical, particle in the same conditions, observed at X∗(1) = x∗. Given x and
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θ, the probability that the second particle would travel at least as far is G{f(x, θ)}. Therefore,
the posterior predictive p-value is
P = P{f(x∗, θ) ≥ f(x, θ) | x}
=
∑
θ=0,1
p(θ | x)P{f(x∗, θ) ≥ f(x, θ) | θ, x}
=
∑
θ=0,1
p(θ | x)G{f(x, θ)}.
If G(t) = 1− t, g = 1, then we cannot distinguish which direction the particle took, i.e. p(θ | x) =
1/2 for θ = 0, 1. Then
P =
{
1− x x ≤ 1− 2α,
(1− x)/2 + (x+ 2α− 1)/2 = α x > 1− 2α.
Now consider how P would behave in repeated experiments. The observation x, above, is now a
random variable. When G(t) = 1−t, it is uniformly distributed on [0, 1), so that P is distributed as
P2α. As we varyG, we can construct a range of other sub-uniform distributions with P(P ≤ α) > α.
Under Model 2, an observation x is a vector of K proportions that sum to 1, or a point on
the regular (K − 1)-simplex. x is generated by a mixture of K unimodal components, each with
a mode at one distinct corner of the simplex. The components are indexed by θ = 1, . . . ,K, and
the corresponding corners are denoted cθ. In order to quantify the ‘homogeneity’ of x, we use as a
discrepancy the distance between the observation and the corner corresponding to its generating
component, f(x, θ) = ‖x− cθ‖, and construct P in the usual way.
Non-conservative behaviour can occur for certain parameterisations of this problem. Figure
2c–d shows an example when the P2α distribution is achieved. This uses K = 2 (i.e. the simplex
is the unit interval), a prior p(θ) = 1/2 and the model
x | θ = 0 ∼ U [0, 0.5 + α),
x | θ = 1 ∼ U(0.5− α, 1],
where U is a uniform distribution over the specified interval, x is the first element of x = (x, 1−x)
and cθ = θ. Showing that P has distribution P2α proceeds analogously to Model 1.
Model 2 is an idealisation of a real problem that is encountered in population genetics, where
the object is to identify and remove from analysis individuals with mixed genetic ancestry. The
observations x are outputs of admixture algorithms such as STRUCTURE (Pritchard et al., 2000)
and ADMIXTURE (Alexander et al., 2009). Assigning such a p-value to individuals based on their
inferred admixture is one way to perform screening to create reliable reference populations.
These examples give us an intuition on how non-conservative behaviour can occur in practice.
The effect comes from a) having parameter-dependent p-values Q = P{f(D∗, θ) ≥ f(D, θ) | θ,D}
that have a conflicting view of what is ‘extreme’ and then b) the posterior on θ not allowing a
single one to dominate.
2.4 A real example: intrusion detection on computer traffic
There are a number of examples of the use of the posterior predictive p-value in (1) for Bayesian
model-checking, e.g. Gelman et al. (1996), Steinbakk and Storvik (2009) or Gelman et al. (2014).
Our interest in the problem actually stems from a different goal: anomaly detection in the presence
of unknowns. The example we present is motivated by a cyber-security application, but the
discussion is applicable to many problems where, loosely speaking, a test statistic is chosen on the
basis of a latent parameter.
Network flow data are time-stamped records, Xi say, of communications between entities on a
computer network, providing limited information on the communication type and data transferred
(Sperotto et al., 2010). Modern network monitoring tools sift through these data in search for
anomalies indicative of an intrusion (Sperotto et al., 2010; Neil et al., 2013; Adams and Heard,
2014). Because each record is usually generated by a single computer application, e.g., an email
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Figure 2: Two models exhibiting the 2α bound. a) Model 1. Consider a particle moving on the
geometry shown, starting at X(0) = 0, on the far left, and travelling either clockwise or anti-
clockwise. Location is measured ‘clockwise’ around the loop to a position X(1) = x. b) The
discrepancy function for Model 1 is the distance travelled, measured along either of the paths
θ = 0 or θ = 1. c) Model 2 density, p(x|θ), with d) the corresponding discrepancy. Both models
yield a posterior predictive p-value with distribution P2α, see details in main text.
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client or web browser, a model for these data will often include a latent parameter, θi say, that
identifies the application that generated Xi. What constitutes normal and abnormal behaviour
can vary substantially between applications. In testing for anomaly, therefore, it is often desirable
for a test of Xi to be developed on the basis of θi.
Within each record, there is a categorical variable describing the network protocol, referred to
as the (server) port. Ignoring a number of caveats for simplicity, this provides information about
the reported type of service a client computer is using on a server. The well-known ports mostly
fall between 0 and 1023. For example, web browsers predominantly use HTTP (80) and HTTPS
(443) whilst other applications, such as Windows Update, Dropbox and file sharing tools, use a
more complex range. An unusual port, given the application, could be evidence of a computer
having become infected and/or engaging in covert activity.
In what follows, the dependence on the record index, i, is implicit. Let pi denote the observed
port, supported on {0, . . . ,M}, reported in the record, X. Let h(· , θ) denote the probability
mass function of the port used for a given application θ. In practice h may be learnt offline, e.g.
by running different applications on a computer and observing the resulting network flow data.
Conditional on θ, a natural choice (and the most powerful against a uniform alternative) is to use
the discrepancy function f(· , θ) = −h(· , θ), i.e., report the probability of observing a port as rare
as pi. For known θ, the p-value for pi would therefore be
Q = P{f(pi∗, θ) ≥ f(pi, θ) | θ, pi} =
M∑
j=1
h(j, θ)I{h(j, θ) ≤ h(pi, θ)},
which is a discrete, conservative p-value. Now, suppose there is a probability distribution over θ
which can be interpreted as a posterior distribution on θ given X, denoted p(θ | X). This could
arise from a formal Bayesian analysis or be approximated by a machine-learning classifier, e.g.
Random Forests (Breiman, 2001). A simple means to incorporate this uncertainty is to use
P = P{f(pi∗, θ) ≥ f(pi, θ) | X} = E(Q | X),
with the expectation taken over θ | X.
How should P behave in normal conditions? P can be conservative (aside from the issue of
discreteness) if the observed value of pi strongly informs p(θ | X). This is the risk of a ‘double-use’
of the data (Bayarri and Berger, 2000; Hjort et al., 2006). In our application, because malicious
software can use an arbitary port, it would be usual (and desirable) for inference about θ given X
to be relatively insensitive to pi.
Assuming p(θ | X) is not strongly informed by pi, close to uniform behaviour occurs if either a)
a single θ tends to dominate the posterior for each X, or b) the probability mass functions h(· , θ)
tend to be similar across the plausible values of θ. Non-conservative behaviour occurs if there is a
set of ports a) that are anomalous for all θ, b) for which no θ dominates in the posterior and c) in
which the ports are probability-ordered differently for different applications.
The random variable P is not sub-uniform, due to discreteness. However, we can describe P
by a different, but similar, stochastic order. We say that a random variable X is dominated by
a random variable Y in the decreasing convex order, denoted X ≤dcx Y , if, for any decreasing
convex function h,
E{h(X)} ≤ E{h(Y )},
whenever the expectations exist (Shaked and Shanthikumar, 2007, Chapter 4). We find that
P ≤dcx U ,by applying the following generalisation of Theorem 1 in Meng (1994).
Lemma 3. For any measurable discrepancy function f , the posterior predictive p-value in (1)
satisfies
P ≤dcx U,
where U is a uniform random variable on [0, 1].
Proof. Let Q = P{f(D∗, θ) ≥ f(D, θ) | θ,D}. Then Q ≥st U , where ≥st denotes the usual
stochastic order (Shaked and Shanthikumar, 2007). Therefore, there exists a random variable Q˜,
on the same probability space as Q, that has a uniform distribution marginally and satisfies Q˜ ≤ Q
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with probability one (Shaked and Shanthikumar, 2007, Theorem 1.A.1). Then, for any decreasing
convex function h,
E{h(P )} = E[h{E(Q | D)}] ≤ E[h{E(Q˜ | D)}] ≤ E[E{h(Q˜) | D}] = E{h(U)},
using Jensen’s inequality.
As a particular application of this result, the proofs of Lemma 2 and Corollary 1 can be modified
to show that P(P ≤ α) ≤ 2α.
3 Multiple testing
A consequence of our findings is that, for the first time, it is possible to address the treatment of
multiple posterior predictive p-values formally. Suppose we have discrepancy functions, f1, . . . , fm,
giving posterior predictive p-values P1, . . . , Pm respectively, that are to be combined into one,
overall, anomaly score. A conservative solution would be to multiply every p-value by two before
any analysis. This section investigates potential improvements.
The Pi could occur from testing a few specific hypotheses, or from more generic bulk testing
of the data, in which case we might obtain, for example, a p-value for every observation. These
different scenarios affect whether the p-values can be treated as independent and/or identically
distributed (under the null hypothesis that the model holds) and, also, what order of magnitude
we might expect for m. In the analysis below, the Pi are always assumed to be at least independent.
Fisher’s method (Mosteller and Fisher, 1948) is a popular way of combining p-values. Suppose
we have classical p-values, U1, . . . , Um, which are independent uniform random variables on [0, 1]
under the null hypothesis. Then the statistic −2∑ log(Ui), called Fisher’s score, has a χ2 distri-
bution with 2m degrees of freedom. The null hypothesis is rejected when this statistic is large.
Replacing the Ui with Pi in this procedure has an interesting asymptotic effect:
Lemma 4 (Fisher’s method is asymptotically conservative). Let P1, . . . , Pm and U1, . . . , Um each
be sequences of independent and identically distributed sub-uniform and uniform random variables
on [0, 1] respectively. For α ∈ (0, 1], let tα,m be the critical value defined by
P
(
−2
m∑
i=1
log(Ui) ≥ tα,m
)
= α.
Then there exists n ∈ N such that
P
(
−2
m∑
i=1
log(Pi) ≥ tα,m
)
≤ α,
for any m ≥ n.
Hence, we can dispense with the conservative correction entirely if m is large enough and the
Pi are identically distributed. A formal proof is given in the Appendix. Since E{− log(Pi)} ≤
E{− log(Ui)}, from the definition of the convex order, a direct application of the law of large
numbers gets us most of way, except for the possibility E{− log(Pi)} = E{− log(Ui)}. In fact,
this exception is no problem because, perhaps surprisingly, it implies that the Pi are uniform, see
Shaked and Shanthikumar (2007, Theorem 3.A.43) or Lemma 8 in the Appendix.
In the finite, non-identically distributed case, we were able to derive three probability bounds.
None beats the other two uniformly for all m and all significance levels (see Figure 3), but of course
in practice the minimum can be used.
Lemma 5. Let P1, . . . , Pm be a sequence of independent sub-uniform random variables. Then for
x ≥ 2m,
P
(
−2
m∑
i=1
log(Pi) ≥ x
)
≤ min
[
S2m(x− 2m log 2),
m
/[
m+ {(x− 2m)/2}2] , exp{m− x/2−m log(2m/x)}],
where Sk is the survival function of a χ
2 variable with k degrees of freedom.
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Figure 3: Comparison of the probability bounds for different nominal Fisher scores. Lemma 5
gives explicit formulae for 2α, Cantelli and MGF, in that order. The line y = α provides the
nominal score, i.e., the upper tail probability of the Fisher score when the component p-values are
uniformly distributed. Both axes are on the logarithmic scale.
The first uses the 2α bound directly (Corollary 1). The second uses bounds on the mean and
variance of − log(Pi) (given in Lemma 8, in the Appendix) and then applies the Chebyshev-Cantelli
inequality. The third is based on a bound on the moment generating function of − log(Pi). The
derivation details are in the Appendix.
Figure 3 presents the behaviour of the different bounds under different conditions. For a given
m (20 on the left and 1 billion on the right) and α, we compute the critical value, tα,m. The curves
show the bound given by each formula, i.e. inputting x = tα,m in Lemma 5, as α ranges from
10−5 to 0.1. For low α, the bound based on the moment generating function, marked MGF, is by
far the best. For large m, the bound based on multiplying every p-value by two, essentially the
method we are trying to beat, performs very poorly.
Rather than combine the p-values, it may be of preliminary interest to investigate just the
most significant p-value, min(Pi). We may want to recalibrate this statistic to account for multiple
testing. Here, to be conservative, it turns out that we cannot improve over doubling every p-value
before recalibrating. This is shown in the next lemma.
Lemma 6. Let P1, . . . , Pm and U1, . . . , Um each be sequences of independent sub-uniform and
uniform random variables on [0, 1], respectively. For x ∈ [0, 1], let q = 1− (1−x)m = P{min(Ui) ≤
x}. Then
P{min(Pi) ≤ x} ≤ 1− (1− 2x)m,
= 1− {2(1− q)1/m − 1}m,
which is no larger than 2q and tends to 2q − q2 as m→∞. Furthermore, this bound is achievable
if the Pi are independent and identically distributed.
Proof. Let Fi denote the distribution function of Pi. Then
P{min(Pi) ≤ x} = 1−
∏
{1− Fi(x)}
≤ 1− (1− 2x)m
= 1− {2(1− q)1/m − 1}m
= 1− (1− q)(2− (1− q)−1/m)m
→ 1− (1− q)2 = 2q − q2
using Corollary 1 in the second line (and the fact that the bound is achievable), and the formulae
(1+a/m)m → exp(a) and m(a1/m−1)→ log(a) in the fifth line. The expression {2(1−q)1/m−1}m
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is an increasing function of (1− q)1/m, which is itself increasing in m, therefore the composition is
increasing. Hence, 1− {2(1− q)1/m − 1}m attains its maximum at m = 1, where it is 2q.
We do not pursue the topic of multiple testing any further, but clearly there is scope for further
research in this direction.
4 Estimation schemes
In practice, the posterior predictive p-value will often be estimated by simulation. We now char-
acterise the distribution of the estimate. Assume that, for any D, we can sample a sequence
θ1, . . . , θM , that may or may not be dependent, from the posterior distribution of θ given D. Fur-
thermore, for any θi, we can simulate a replicate dataset D
∗
i independently. These are fairly usual
conditions. A typical reason for the θi to be dependent is for them to have been generated by a
Markov chain Monte Carlo algorithm.
Suppose M = 1 in (2). P is estimated from one indicator, Pˆ1 = I{f(D∗1 , θ1) ≥ f(D, θ1)}. Since
f(D∗, θ1) and f(D, θ1) are identically distributed, marginally, Pˆ1 is a Bernoulli random variable
with success probability 1/2 (remember f(D, θ) is absolutely continuous). This not a sub-uniform
random variable; in fact, with respect to the convex order, Pˆ1 is the maximal random variable that
has mean 1/2 and support on [0, 1] (Shaked and Shanthikumar, 2007, Theorem 3.A.24). Although
the point is somewhat pedantic, for any fixed and finite M the calculation (2) will usually return
identically zero or one with some positive probability, so that the estimate can rarely be sub-
uniform.
Instead, suppose it is possible to compute P{f(D∗i , θi) ≥ f(D, θi) | θi, D}, for any θi and D,
and consider the alternative estimate, also mentioned in Gelman et al. (1996, Section 2.3),
RˆM =
1
M
M∑
i=1
P{f(D∗i , θi) ≥ f(D, θi) | θi, D}. (6)
Intuitively, this estimate should do better because it is as if an infinite number of draws of D∗i were
made for every θi. Again, consider the case M = 1. Viewed over the joint distribution of θ and
D, the variable Rˆ1 is a uniform random variable over [0, 1] (compare to Pˆ1 which was Bernoulli).
To see this, first note that the random variable P{f(D∗i , θi) ≥ f(D, θi) | θi, D} is distributionally
identical to P{f(D∗, θ) ≥ f(D, θ) | θ,D} = Q, say. Then the conditional random variable Q | θ
is uniform (for the same reason any classical p-value is uniform). Therefore Q is also uniform
marginally.
The estimate RˆM is an average of uniform random variables which, regardless of any de-
pendence, must be sub-uniform (Shaked and Shanthikumar, 2007, Theorem 3.A.36). Therefore,
remarkably, much of the stochastic behaviour of RˆM can also be understood by the methods of
this article. We have shown:
Lemma 7. Let f be a function of D and θ, which in turn have a joint distribution such that
f(D, θ) is an absolutely continuous random variable. For a fixed M , let θ1, . . . , θM be replicates of
θ given D, with arbitrary dependence, and let D∗i be an independent replicate of D given θi, for
i = 1, . . . ,M . Then the estimate RˆM , defined in (6), is sub-uniform. In particular, P(RˆM ≤ α) ≤
2α, for α ∈ [0, 1/2].
5 Discussion
We have shown that the family of distributions that are less variable than uniform on [0, 1], in the
convex order, fully characterises the frequency behaviour of posterior predictive p-values. From the
properties of this order we established various probability bounds that can be used for conservative
testing. Most of the resulting recommendations are straightforward, e.g., multiply the p-value by
two or, Fisher’s method is asymptotically conservative.
There are other approaches to Bayesian model-checking, such as partial (Bayarri and Berger,
2000) or recalibrated (Hjort et al., 2006) predictive p-values, which circumvent any need for bounds
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by creating a perfectly uniform statistic. Of course these methods have their own problems (mostly
an implementation and computational burden) but they do address an issue that remains largely
unsolved in this article, which is that for everyday models and data, posterior predictive p-values
do seem to be very conservative.
A feature we have observed is that this is certainly true with relatively simple models. How-
ever, we anticipate that in more structured, complex models the full spectrum of sub-uniform
distributions could occur. In particular, ‘robust’ models, for which parameter estimates become
less certain as the data become more anomalous, are likely to generate posterior predictive p-values
with non-conservative characteristics.
That being said, one of the key objectives in the future has to be to find simply identifiable
sub-classes of models and tests for which our bounds can be reduced. For example, we conjecture
that the p-values of Rubin (1984), Equation (4), which do not allow the test to depend on the
parameter, can be bounded differently.
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Appendix
Theorem 2. It is straightforward to prove (and already known) that the existence of the martin-
gale representation implies the convex order, by Jensen’s inequality. Here we focus on the converse
statement. We will rely on the properties of integrated distribution functions, given at the begin-
ning of Section 2.2.
Let φX and φY be the integrated distribution functions of µ and ν respectively, so that φX(x) ≤
φY (x) for x ∈ R. If φX(x) = φY (x) for all x then let Y | X = X and the proof is finished.
Otherwise, because both functions are continuous the set {x ∈ R : ϕX(x) < ϕY (x)} can be
partitioned into a countable set of open intervals Ci, i ∈ N. Consider one such interval, C = (a, b)
(allowing a = −∞ and b =∞). First we show that it is possible to construct a linear interpolation
of φX over C, denoted φ
∗
X , at a set of points of µ-measure 0 such that φ
∗
X(x) ≤ φY (x) for x ∈ C.
Choose a point x0 ∈ C of µ-measure 0 and fix some β ∈ (0, 1). We construct the interpolating
points xj , j ∈ Z recursively from x0. We show how to construct x1 from x0, then x2 from x1 and
so on. The interpolating points x−1, x−2, . . . are created similarly. For j ∈ N let
x′j+1 = sup{x ∈ [xj , b) : ∀α ∈ [0, 1] : αφX(xj) + (1 − α)φX(x) ≤ φY [αxj + (1 − α)x]}.
If x′j+1 =∞, which is only possible if b =∞, let xj+1 = x′j+1 = b =∞. Otherwise choose xj+1 to
be a point in [x′j+1− β(x′j+1−xj), x′j+1] such that µ({xj+1}) = 0. Stop the procedure if xj+1 = b.
We claim that for any x ∈ [x0, b), sup(j ∈ N0 : xj ≤ x) < ∞. Otherwise, for any  > 0 there
would exist j ∈ N such that x′j+1 − xj ≤  and a solution for α to αφX(xj) + (1 − α)φX(y) ≥
φY [αxj + (1 − α)y], where y = min(xj + 2, x). Then φY (xj) ≤ φX(y) ≤ φX(xj) + (y − xj), first
using the fact that both φX and φY are non-decreasing and then using φ
+
X ≤ 1. This implies
φY (xj) − φX(xj) ≤ 2. Therefore the functions φX and φY would come arbitrarily close to each
other over the closed interval [x0, x]. Since both are continuous, by the extreme value theorem we
would have φX(z) = φY (z) for some z ∈ [x0, x], which is impossible since z ∈ C.
By a similar construction we form x−1, x−2, . . . The set of all intervals (xj , xj+1) constructed
for every Ci is countable. Denote these by In = (ln, un), n ∈ N, let S = R\ (∪In) and finally define
the Markov kernel from R onto R,
K(x, dy) =
{
δx x ∈ S,
kn(x, dy) x ∈ In,
where δx denotes the point mass at x, and kn(x, dy) is a Markov kernel with the following properties.
For every x ∈ In, kn(x, dy) is absolutely continuous,
∫
In
kn(x, dy) = 1 and
∫
In
ykn(x,dy) = x.
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Furthermore, for any measurable set A ⊆ In such that∫
In
kn(x,A)µ(dx) = 0,
there is no p in the support of µ such that kn(p,A) > 0.
An example of an admissible choice for kn would be for kn(x, dy) to be a uniform distribution
over the interval centered at x with length 2 min(x−ln, un−x). To see this, suppose that kn(p,A) =
v > 0 for p in the support of µ. It is clear from our choice of kn that there is an open neighbourhood
N of p for which supE |kn(p,E)− kn(x,E)| ≤ v/2 for any x ∈ N , the supremum taken over sets E
in the σ-algebra of µ. Therefore,∫
In
kn(x,A)µ(dx) ≥
∫
N
kn(x,A)µ(dx)
≥ v/2
∫
N
µ(dx) > 0.
The last inequality comes from N being an open neighbourhood of a supported point.
Let X˜ be the random variable that results from applying K to X. We now show µ˜ ≤cx ν where
µ˜ is the probability measure of X˜. For any x ∈ S the kernel does not allow movement from the
right to the left or the left to the right of x. Therefore, for x ∈ S,
φX˜(x) = E{(x− X˜)+}
= P(X˜ ≤ x) E(x− X˜ | X˜ ≤ x)
= E{(x−X)+} = φX(x),
using the fact that K is mean-preserving. For x ∈ In the convexity of φX˜ implies
φX˜(x) ≤
(x− ln)
(un − ln)φX˜(ln) +
(un − x)
(un − ln)φX˜(un)
=
(x− ln)
(un − ln)φX(ln) +
(un − x)
(un − ln)φX(un) ≤ φY (x),
using ln, un ∈ S for the equality and the construction of ln and un for the second inequality. Since
µ˜ has the same expectation as µ and therefore ν, we conclude µ˜ ≤cx ν (Shaked and Shanthikumar,
2007, p. 110).
Finally, by Strassen’s theorem there exists a random variable Y with probability measure ν
such that E(Y | X˜) = X˜. This random variable satisfies E(Y | X) = X. For p ∈ S, the random
variable Y | X = p is singular except potentially at the set of interpolating points {xn, n ∈ N}
which was constructed to have µ-measure 0. Suppose there exists a supported point p ∈ In and
q ∈ R such that E(δq | X = p) > 0. Then since
E(δq | X = p) =
∫
E(δq | X˜ = y)kn(p, dy),
there must exist a set A ∈ In such that kn(p,A) > 0 and E(δq|X˜ ∈ A) > 0. Since Y is absolutely
continuous we also have µ˜(A) = 0 =
∫
In
kn(x,A)µ(dx) violating the construction of kn. Hence
there are no supported points in ∪In, and only potentially a set of µ-measure 0 in S, such that
Y | X is neither singular nor absolutely continuous.
Lemma 2. Let φX and φY denote the integrated distribution functions of X and Y respectively.
The function φX is non-negative, continuous and convex, therefore the set {w : w(x − α) ≤
φY (x), x ∈ R} is non-empty (it contains 0) and closed. Hence, the maximum in (5) is well-defined.
For x ∈ R we have
FX(α)(x− α) = φ+X(α)(x− α)
≤ φX(α) + (x− α)φ+X(α)
≤ φX(x) ≤ φY (x),
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using the non-negativity and convexity of φX . Hence, FX(α) ≤ h. If h = 1 then the singular
random variable X˜ = E(Y ) satisfies X˜ ≤cx Y and FX˜(α) = h. Otherwise, the set {x ∈ R :
h(x−α) ≤ φY (x)} is closed and non-empty, again containing 0. Therefore β = max{x : h(x−α) ≤
φY (x)} is well-defined and satisfies h(β − α) = φY (β). If h ≤ 1, consider
φ(x) =

0 x ≤ α,
h(x− α) α ≤ x ≤ β,
φY (x) x ≥ β.
This is a valid integrated distribution function, in particular, it is convex because φ+Y (β) ≥ h
(otherwise φY and h(x−α) would cross). Moreover, φ ≤ φY and limx→∞{φ(x)−φY (x)} = 0. Let
X˜ be a random variable with integrated distribution function φ. Then X˜ ≤cx Y , and FX˜(α) =
φ+(α) = h.
The proofs of Lemmas 4 and 5 both need the following result.
Lemma 8. Let P be a sub-uniform probability measure. Then either i) P is uniform on [0, 1] or
ii)
E{− log(P )} < E{− log(U)} = 1; var{− log(P )} < var{− log(U)} = 1,
where U is a uniform random variable on [0, 1]
Proof. Shaked and Shanthikumar (2007, Theorem 3.A.43) provide the following theorem. If X ≤cx
Y and for some strictly convex function h we have E{h(X)} = E{h(Y )} then X is distributed as
Y . The function − log(x) is strictly convex, therefore either P is uniform or E{− log(P )} <
E{− log(U)}. If the latter is true, then
var{− log(P )} = E[− log(P )− E{− log(P )}]2
< E[− log(P )− E{− log(U)}]2,
≤ E{log(U) + 1}2
= var{− log(U)}
In the second line, the fact that the expected squared distance from the mean is smaller than from
any other point is used, and in the fourth we used the fact that (log(x) + 1)2 is convex.
Lemma 4. Let Xi = −2 log(Pi), µX = E(Xi), Yi = −2 log(Ui), and µY = E(Yi). If µX = µY then
by Lemma 8 the Pi are uniform on [0, 1] and we are done. The statement is also true if α = 1.
Therefore assume µX < µY , α ∈ (0, 1) and let t ∈ (µX , µY ). By the weak law of large numbers
there exists an n′ ∈ N such that, for m ≥ n′,
P
(
m∑
i=1
Yi ≥ mt
)
≥ α,
so that tα,m ≥ mt. Therefore, for m ≥ n′,
P
(
m∑
i=1
Xi ≥ tα,m
)
≤ P
(
m∑
i=1
Xi ≥ mt
)
.
Again by the law of large numbers, the right-hand side tends to zero. Hence there exists an n ≥ n′
such that it is bounded by α for m ≥ n.
Lemma 5. Let Rm = −2
∑
log(Pi). From Corollary 1, we have Ui/2 ≤st Pi, for i = 1, . . . ,m, where
U1, . . . , Um are independent uniform random variables on [0, 1] and ≤st denotes the usual stochastic
order (Shaked and Shanthikumar, 2007, Chapter A.1). This implies − log(Pi) ≤st − log(Ui/2).
Because the usual stochastic order is closed under convolution (Shaked and Shanthikumar, 2007,
Theorem 1.A.3), we have Rm ≤st −2
∑
log(Ui) + 2m log 2. The sum −2
∑
log(Ui) has a χ
2
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distribution with 2m degrees of freedom, proving the first bound. Lemma 8 implies E(Rm) ≤ 2m
and var(Rm) ≤ 4m. Therefore, using Cantelli’s inequality,
P[Rm ≥ x] ≤ var(Rm)/
[
var(Rm) + {x− E(Rm)}2
]
≤ var(Rm)/
[
var(Rm) + {x− 2m}2
]
≤ m/ [m+ {(x− 2m)/2}2] ,
for x ≥ 2m. This proves the second bound. Finally, the moment generating function of Rm is
E{exp(tRm)} =
∏
E(P−2ti ) for t ≥ 0. For t ∈ [0, 1/2) each E(P−2ti ) ≤ E(U−2t) = (1− 2t)−1 since
x−2t is a convex function in x for x ∈ [0, 1]. Using Markov’s inequality,
P(Rm ≥ x) = P{exp(tRm) ≥ exp(tx)}
≤ exp(−tx) E{exp(tRm)}
≤ exp(−tx−m log(1− 2t)),
for t ∈ [0, 1/2). The minimum of this function is at t = 1/2−m/x, giving the third bound.
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