For structural systems with both epistemic and aleatory uncertainties, the effect of epistemic uncertainty on failure probability is measured by the variance based sensitivity analysis, which generally needs a ''triple-loop'' crude sampling procedure to solve and is time consuming. Thus, the Kriging method is employed to avoid the complex sampling procedure and improve the computational efficiency. By utilizing the Kriging predictor model, the conditional expectation of failure probability on the given epistemic uncertainty can be calculated efficiently. Compared with the Sobol's method, the proposed one can ensure reasonable accuracy of results but with lower computational cost. Three examples are employed to demonstrate the reasonability and efficiency of the proposed method.
Introduction
Sensitivity analysis (SA) is widely used in engineering design, which can be classified into two groups: local SA and global SA [1] . Local SA techniques are usually investigated how small variations of parameters around a nominal point change the value of the output. The main disadvantages of them are that they depend on the choice of the nominal point in the parameters space. Global SA takes into account all the variation range of the parameters, and apportions the output uncertainty to the uncertainty of the input parameters, covering their entire range space [2] . At present, a number of measures have been suggested, such as, Helton and Saltelli [3, 4] proposed the nonparametric techniques (input-output correlation), Sobol, Iman and Saltelli [4] [5] [6] proposed a series of variance based importance measures, Chun, Liu and Borgonovo [7, 8] proposed moment independent sensitivity indicators. But those indicators are all proposed for structural system with epistemic input uncertainty. Hofer and Krzykaca-Hansmann [9, 10] investigated another situation that the input uncertainty of a model is only aleatory uncertainty described by the probability distribution and the distributional parameters of inputs are not known precisely which are subject to epistemic uncertainty. In their works, they proposed the variance-based sensitivity measures in the presence of epistemic and aleatory uncertainties which can be used to identify the most influential distribution parameters. Based on this idea, we proposed the variance-based sensitivity measures of failure probability in the presence of epistemic and aleatory uncertainties, which can be used to identify the most influential distribution parameters on the safety of a system.
The variance based measures generally require a large number of function evaluations to achieve reasonable convergence and can become impractical for most engineering problems. Recently, several works estimate the variance based sensitivity measure with a group of given samples [11, 12] , but they still face the problem of ''curse of dimensionality''. Thus this paper employs the Kriging method to overcome this problem, which has been widely used for deterministic optimization problems [13] and reliability analysis [14] . The Kriging method can be represented as an improved linear regression technique [15] . It consists of a parametric linear regression model and a nonparametric stochastic process, which can approximate the failure probability of a test point by the weighted average of the failure probability of training points surrounding the test point. The mapping relationship of epistemic parameters and failure probability can be obtained directly by the Kriging method, and then the conditional expectation of failure probability can be calculated conveniently which avoids the complex sampling procedure. The computational efficiency of the Kriging method can be validated by several numerical and engineering examples.
This paper is organized as follows: Section 2 analyzes the propagation of the uncertainty of the structural system and distinguishes the epistemic and aleatory uncertainties. Then the ''black box'' model of epistemic parameters and failure probability is given. Section 3 first employs the standard Sobol's method to solve the variance based sensitivity measure, and then a novel method based on the Kriging model is proposed. Three examples, including a numerical example, a roof truss structure and an automobile front axle structure, are employed to validate the reasonability and efficiency of the proposed method in Section 4. Finally, conclusions are drawn in Section 5.
Global sensitivity measures

The propagation of epistemic and aleatory uncertainties
Considering the structural system with aleatory uncertainty, the performance function can be given as:
where Y is the output response, X = (X 1 , X 2 , . . ., X n ) are n independent inputs, which are variables subjected to aleatory uncertainty such as material, loads, geometry, etc. The aleatory uncertainty is caused by some accidental uncontrollable factors, and it cannot be decreased. Considering the structural system with both epistemic and aleatory uncertainties, the performance function can be rewritten as:
where h = (h 1 , h 2 , . . ., h p ) are p independent distribution parameters, which can be represented by random model in this paper, namely the epistemic uncertainty is described by probability density function f h (h). With the accumulation of the sample data and the improvement of knowledge, the epistemic uncertainty of distribution parameters can be decreased. When given a certain parameter vector h ⁄ , the aleatory uncertainty of input X can be described by the conditional probability density function f X (X|h ⁄ ). When the sufficient knowledge of parameter is unavailable, an approximate distribution assumption can be made such that the uncertainties of statistic characteristics are completely determined by their two central moments (and this is the case for almost all standard parametric distributions) [10] . Furthermore, an individual may alternatively apply the maximum entropy principle to arrive at a distribution having the two approximated central moments but otherwise having maximum epistemic uncertainty associated with it. Especially, if no further information about this distribution is available, then it needs to ask experts for their subjective distributions for the unknown parameters. These distributions may be uniform (no most likely value), triangular, normal, lognormal, etc. In our paper, we primarily investigate the typical normal distribution with the given mean l and the given standard deviation r. This assumption is made in our examples to represent the epistemic uncertainty.
It is noticed that the uncertainty of parameters can lead to the uncertain of the statistic characteristics of output, such as expectation, variance, failure probability, etc. In order to measure the effect of the epistemic uncertainty on the safety of structural system, the mathematical mapping between failure probability and distribution parameters can be given as:
It can be seen from Fig. 1 that the epistemic uncertainty of distribution parameters can affect the aleatory uncertainty of inputs by conditional probability density function f X (X|h ⁄ ), then the aleatory uncertainty can lead to the uncertain of output by performance function, and finally affect the uncertainty of failure probability. However, the mapping relationship of distribution parameters and failure probability is complex, it cannot be given analytically [16] , thus, the ''black box'' model w is employed to describe this relationship and there is the one to one correlation between distribution parameters and failure probability. 
Global sensitivity measure of failure probability
In order to enhance the safety of structural system, it is necessary to investigate how the uncertainties of distribution parameters affect the uncertainty of failure probability. Thus, the variance based global sensitivity measure of failure probability is investigated in this paper.
Sobol's measure proposed in Refs. [4, 5] is constructed by ANOVA high dimensional model representation (HDMR). Based on this idea, the analogous representation of the ''black box'' model w expressed by Eq. (3) can be given as: 
E(P f ) and E(P f |) are the expectation and conditional expectation of failure probability respectively. The high order items can be obtained analogously. Then, the variance of the failure probability P f can be decomposed into:
where V is the total variance of failure probability,
are the first order and the second order variance of the expectation of failure probability, respectively. The high order items can be obtained analogously. According to Eq. (6), the first order sensitivity measure can be defined as:
And the high order sensitivity indices are given by:
Obviously, Eq. (6) can be rewritten in terms of sensitivity indices as:
The first order index S h i shows the effect of single parameter h i on the failure probability P f , but it can not account for the high dimensional terms in Eq. (10) . For estimating the total influence of the parameter h i , the total order index ST h i is given by:
where
is the vector of all parameters except h i . It can be seen that the main computational cost of calculating the importance measure S h i and ST h i consists of computing the variance of the conditional expectation of failure probability, which requires a ''double-loop'' sampling procedure, namely an ''inner-loop'' for the inputs and an ''outer-loop'' for the epistemic parameters [9] . If the failure probability is directly evaluated by sampling based method yet, the total procedure would increase to ''triple-loop'', which may be not afforded due to large computational cost.
Solutions of the proposed measure
Recently, a great number of methods have been employed to estimate the variance based sensitivity measure. For instance, Thomas [18] uses the Taylor expansion method to estimate the main sensitivity index, Wu [12] uses the advanced Sobol' method to estimate the global sensitivity indices and Tian [19] used the Moving least squares method to estimate the main sensitivity index in the presence of correlated inputs, etc. But those methods have some limits. The Taylor expansion method is lack of accuracy in calculating the highly nonlinear models, the advanced Sobol' method is considered to be computational demanding for calculate the high dimensional models, and the Moving least squares method cannot be used to calculate the total sensitivity indices. Thus, the Kriging method is employed in our paper to estimate the main sensitivity index and the total sensitivity index. In order to validate the accuracy of the Kriging method, the standard Sobol' method is introduced first in this section.
Standard Sobol' method
For the variance based importance measure of output response, the computational cost involved is still not afforded. In order to overcome this problem, Sobol' proposed a Monte Carlo based sampling method in Ref. [17] , which can obtain the conditional expectation with lower cost. This method is employed here to calculate the importance measure of failure probability. The implements of this method can be summarized as follows and details are given in Refs. [12, 17] .
1. According to the marginal probability density function f h (h i ) (i = 1,2,. . ., p), generate a N Â p sampling matrix U N Â p of parameters with each row a set of parameters samples, U N Â p can be called the ''sample'' matrix: . ., Y M ) can be calculated, and the corresponding failure probability of the model can be obtained conveniently. Repeat this procedure N times, three vectors of failure probability of dimension N Â 1 can be obtained which can be noted as:
6. The importance measure S h i and ST h i are hence computed based on the obtained failure probability vectors:
is the expectation of failure probability.
Compared with the crude Monte Carlo method, which requires a total computational cost of M Â M Â N Â p performance function evaluations, Sobol's method only needs (M Â N + M Â N) Â p performance function evaluations and its accuracy has been proved in Refs. [12, 17] . Thus, solutions of Sobol's method can be regarded as referenced ones to validate the rationality of other methods.
The Kriging method
The Kriging method is a semi-parametric interpolation technique [15] which estimates the unknown information at one point according to the known information of observation points. The prediction model can be used to approximate the ''black box'' model w of epistemic parameters and failure probability in this section.
Sampling strategy
The prediction of the Kriging method in a test point needs to know the information of a group of observation points (namely training points) ðh 1 ; h 2 ; . . . ; h N T Þ. The weight average of failure probability at those training points surrounding a test point can be used to estimate the failure probability at the test point. The predicable capability of the Kriging model is determined by the information provided by training points, if the information can reflect the whole parameter space, the prediction accuracy will be good enough. But this requires a great number of samples which will be computational cost and only a small quantity can be given when the computation of each sample is very costly, thus the choice of training points is vital to the predicable capability of the Kriging model.
If the traditional random sampling method is employed to obtain the training points, due to the limit of computational cost, there is often a small size of samples. Obviously, it is impossible to cover each point in the whole parameter space which will lead to the lost of accuracy of the Kriging model. To avoid that, Low discrepancy sampling method [20] is employed in our work to obtain the training points. As an alternative sampling method, Low discrepancy sampling method has enjoyed increasing popularity in reliability analysis, the main reason behind this situation is that this sampling method implies better uniformity and a fast rate of convergence.
From the low discrepancy sequence proposed in Ref. [20] , a group of epistemic parameters samples ðh 1 ; h 2 ; . . . ; h N T Þ can be obtained. Then a ''double-loop'' low discrepancy sampling procedure can be used to compute the failure probability at those training points which can be represented as:
where N T is the number of training points. From the training points of epistemic parameters and failure probability, the Kriging model can be constructed to approximate the model w.
Basic theory
In general, the Kriging model consists of two parts: linear regression part and nonparametric stochastic part [15] , which can be given as:
T is basic function of vector h which can offer the global approximation. In general, q(h) can be taken as constant, because the form of q(h) has a minor effect on the accuracy. Z(h) is a Gaussian stochastic process distributed as N(0, r 2 ), and the covariance of two points (h i , h j ) in parameter space can be defined as:
where r is standard deviation to be determined. R(h i , h j ) is the correlation function which has a major effect on the approximation. Several models defined by koehler and Owen [21] have been used to represent the correlation function, among which the Gaussian model is of most interest and can be given as [22] :
where e k is the correlation parameter, h i k and h j k are the kth component of vector h i and h j respectively. Correlation function can reflect the similarity of two points in parameter space. If the distance between point h i k and h j k is small, the information included by the two points is similar, this implies the similarity of the two points is high. Thus, correlation function can be used to collect the information of much more effective training points surrounding a test point to estimate the failure probability of this point.
As the unknown parameters b and r 2 depend on the correlation parameter e k through correlation function, it is first required to obtain the correlation parameter by maximum likelihood estimation theory [23, 24] :
According to Ref. [15] , the unknown parameters b and r 2 can be estimated as:
where R ¼ Then, at a test point h, the Best Linear Unbiased Predictor (BLUP) of model w can be computed as:
where rðhÞ ¼ ½Rðh; h 1 Þ; Rðh; h 2 Þ; . . . ; Rðh; h N T Þ T is the correlation vector between test point h and training points ðh 1 ; h 2 ; . . . ; h N T Þ.
The second part rðhÞR (26) is actually an interpolation residuals of the regression part q T ðhÞ b _ , thus the failure probability can be estimated exactly. It can be seen that the construction of the Kriging model is complex, but this method has gained a great of applications and a kriging Toolbox called DACE A Matlab Kriging Toolbox [25] is developed. This paper is just under study on the basis of this Toolbox.
The Kriging method for the proposed measure
The difficulty of calculating the importance measure of failure probability mentioned above is to compute the variance of the expectation of failure probability V(E[P f |h i ]) and V(E[P f |h Ài ]). The Kriging predictor model is employed in this section to calculate the conditional expectation E[P f |h i ] and E[P f |h Ài ] which avoids the traditional complex sampling procedure.
From the test points (h 1 , h 2 , . . ., h N ) like ones in Eq. (12), the unconditional failure probability ðP f 1 P f 2 ; . . . ; P f N Þ can be calculated by a ''double-loop'' sampling procedure. Then the total variance of failure probability can be given as:
where P f is the mean of unconditional failure probability. The predictor model of conditional expectation E[P f |h i ] and E[P f |h Ài ] with epistemic parameter h i and h (Ài) can be constructed respectively as follows: 
where P respectively. Thus, according to Eqs. (27), (30), and (31), the main and total importance measure S h i and ST h i can be calculated conveniently, and the flowchart can be seen in Fig. 2 .
It is noticed that when the Kriging predictor model are used to replace the traditional ''double-loop'' sampling procedure to calculate the conditional expectation of failure probability, the computational cost can be decreased largely. The total computational cost by using the Kriging method depends on the cost of calculating the total variance, namely M Â N, which is more efficient than Sobol's method.
Examples
In this section, both numerical and engineering examples are used to demonstrate the reasonability and the computational efficiency of the proposed method. To calculate the variance based importance measure, Sobol's method and the Kriging method are employed, and results of two methods and the number of performance function evaluations (NPFE) are presented for comparison. Then the curve of importance measures with respect to the increase of the number of points is given to illustrate the convergence of two methods.
Numerical example
The nonlinear performance function is given as gðxÞ ¼ À18x Table 1 . Fig. 3 and Fig. 4 give the curve of importance measure S l and ST l with respect to the increase of the number of points by Sobol's method and Kriging method, respectively.
As revealed by Table 1 , the computational cost of Monte Carlo method is tremendously large, which illustrate our model is computational challenging. The results of Sobol' method and the Kriging method are in good agreement with the crude Monte Carlo method. The Sobol's method involves 10 4 samples of epistemic parameters in the ''outer-loop'' and 10 4 samples of aleatory variables in the ''inner-loop'' with given distribution parameters while the Kriging method involves 10 3 samples of epistemic parameters in the ''outer-loop'' and 10 3 samples of aleatory variables in the ''inner-loop''. This proves the Kriging method is much more efficient with enough accuracy. It can be seen from Figs. 3 and 4 that results of the Kriging method begin to get convergence at the level of 500 points, while results of the Sobol' method begin to get convergence at the level of 5000 points. This illustrates that the Kriging method has a fast rate of convergence. The reason is that the sample size of estimating the input/output probability relationship (global sensitivity) is larger that that of estimating the input/output functional relationship expressed by metamodelling. Thus, the Kriging method employed in our paper can improve the computational efficiency for the challenging model of variance based sensitivity measure of failure probability.
Roof truss
A roof truss is shown in Fig. 5 , the top boom and the compression bars are reinforced by concrete, and the bottom boom and the tension bars are steel. Assume the uniformly distributed load q is applied on the roof truss, and the uniformly Fig. 2 . Flowchart of the Kriging method for the proposed importance measures. distributed load can be transformed into the nodal load P = ql/4. Taking the safety and applicability into account, the perpendicular deflection D C of the peak of structure node C not exceeding 2.8 cm is taken as the constraint condition, the performance response function can be constructed by g(x) = 0.028 À D C , where D C is the function of the basic random variables,
Þ, A C , A S , E C , E S , l respectively are sectional area, elastic modulus, length of the concrete and steel bars, respectively. The distribution parameters of these independent normal basic random variables are listed in Table 2 . It is assumed that the mean of the variables is uncertain and is distributed as another normal distribution with means listed in Table 3 and the same variation coefficient 0.01. Results of two importance measures S l and ST l are given in Figs. 6 and 7 respectively. ). This validates the high efficiency of the Kriging method. Additionally, there need another 1000 training points to construct the Kriging model to satisfy the accuracy.
As also seen from Figs. 6 and 7, the rankings of main importance measure and total importance measure are the same. This indicates the interactive effect of parameters is so small that it cannot change the ranking. The mean of the length l is the most influential parameter, the means of load q, sectional area A C and elastic modulus E C are less influential ones, whereas, the means of sectional area A S and elastic modulus E S are the least influential ones which can attract less attention. Thus, in the design and optimization of the roof truss, one need to pay more attention to collecting the information and improving the understanding of those important epistemic parameters to decrease their uncertainties, especially to the mean of the length l, then the uncertainty of failure probability can be reduced to a maximum extent. Additionally, with the ranking of the epistemic parameters, one can neglect the epistemic parameters with low importance to reduce the dimensionality and simplify the analysis.
Automobile front axle
In the automobile engineering, the front axle beam [26] is used to carry the weight of the front part of the vehicle (See Fig. 8 ). As the complete front part of the body rests on the front axle beam, it must be robust in construction. Nowadays, the I-beam structure enjoys the popularity in the design of front axle due to its high bend strength and light weight. As shown in 
Table 2
Distribution parameters of the input variables of roof truss.
Coefficient of Variation cov x 0.07 0.01 0.06 0.12 0.06 0.06 and s = T/W q respectively, where M and T are bending moment and torque, W x and W q are section factor and polar section factor which can be given as:
To check the static strength of front axle, the performance function can be represented as: 
where r s is the limit stress of yielding. According to the material property of front axle, the limit stress of yielding r s is 460 MPa. The geometry variables of I-beam a, b, t, h and the loads M and T are independent normal variables with distribution parameters listed in Table 4 . It is assumed that the mean of all variables is uncertain and distributed as another independent normal with distribution parameters listed in Table 5 . Results of two importance measures S l and ST l are given in Figs. 9 and 10 respectively. It can be seen from Figs. 9 and 10 that computational results of the Kriging method and Sobol's method are in good agreement, and the ranking of main and total importance measures are the same. The sampling procedure of the front axle is the same as the roof truss, and the computational cost of two examples is equal. There still need 1000 training points to construct the Kriging model. As also revealed by Figs. 9 and 10, among the geometry parameters of I-beam, the mean of input t is the most influential parameter, the secondary is the means of b, a and h. This indicates that in the process of manufacture, the machine accuracy should be controlled strictly which can decrease the effect of epistemic uncertainty on the quality of front axle. Moreover, among the parameters of loads, the mean of torque T is much more influential than that of bending moment M, thus torque T needs to be paid more attention for the sake of decreasing the failure of front axle in the maximum extent.
Conclusions
This paper investigates the use of the Kriging method for global sensitivity analysis with both epistemic and aleatory uncertainties. At first, the propagation of uncertainty in the structural system is sealed in a ''black box'' model which can be represented as the mapping relationship of epistemic parameters and failure probability. Then a variance based sensitivity measure of failure probability is investigated to illustrate the effect of epistemic uncertainty on the failure probability. The Kriging method is used to solve this measure which generally requires large computational cost. From the above examples, the following points can be deduced to indicate some advantages of the variance based sensitivity measure and the Kriging method:
1. The variance based sensitivity measure of failure probability can be used to identify which epistemic parameters are much more influential on the failure probability than others. By accumulating the data and improving the understanding of those parameters, the safety of structural system can be enhanced in a maximum extent. 2. For decreasing the computational cost, the Kriging method is employed to calculate the variance based measure. It can be seen in the examples that the Kriging method is more efficient than Sobol's method, let alone the crude sampling method (Due to the large computational cost, the results are not listed in this paper for comparison). 3. Since the training points used in the Kriging method is essential to the computational accuracy, the low discrepancy sampling method is employed to obtain those points. It is notice that only a small quantity of points used to construct the Kriging predictor model can ensure the computational accuracy and the additional computational cost is acceptable. It is significant to investigate the effect of epistemic uncertainty on the failure probability of failure probability. Compared with the Sobol's method, the proposed method is validated to be rationality and efficiency.
