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Abstract
Motivated by the quest to understand the analog of non-geometric flux com-
pactification in the context of M-theory, we study higher dimensional analogs of
generalized Poisson sigma models and corresponding dual string and p-brane mod-
els. We find that higher generalizations of the algebraic structures due to Dorfman,
Roytenberg and Courant play an important role and establish their relation to
Nambu-Poisson structures.
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1 Introduction
To relate ten-dimensional superstring theory to particle physics and cosmology in four-
dimensional spacetime, it is necessary to compactify the superfluous dimensions. Intro-
ducing fluxes in this context helps to overcome problems of more standard Calabi-Yau
compactifications, but at the same time the underlying geometric structures become more
general: The notion of a compactifying manifold needs to be relaxed, allowing patching
not only by diffeomorphisms but also by more general string symmetry transformations.
The resulting non-geometric flux compactifications can appear in the T -duals of geomet-
ric flux compactifications [1, 2]. An example are toroidal compactifications with R-fluxes,
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where non-associative structures arise [3], whose quantization is related to twisted Pois-
son sigma models [4]. Poisson sigma models [5, 6] are also at the heart of Kontsevich’s
approach to deformation quantization [7]. For a recent review with a comprehensive list
of references in the more general context of AKSZ topological field theory, we refer to [8].
See also [9] for an interesting conception of membrane symmetries.
From a mathematical point of view, it is known that Poisson sigma models are inti-
mately connected to a lot of interesting differential geometry. The fields of Poisson sigma
models can be interpreted as Lie algebroid morphisms [10] and can be further generalized
in terms of generalized (complex) geometry [11, 12]. It was observed by Alekseev and
Strobl in [13], that the current algebra of sigma models naturally involves the structures
of generalized geometry [14, 15], such as Dorfman bracket and Dirac structures. This
was further developed by Ekstrand and Zabzine in [16] and Bonelli and Zabzine in [17].
Recently, D-branes have been identified with Dirac structures [18]. In [19], Halmagyi ob-
served that in the Hamiltonian of the Polyakov model, characterized by a 2-form B and a
bivector Π, appears a more general form of world sheet currents and found their algebra
to close under a more general bracket, which he calls a Roytenberg bracket. Finally, in
[20], Halmagyi shows that the same bracket appears if one lifts the first order action to a
three-manifold using Stokes theorem.
The known string theories as well as supergravity are naturally embedded in eleven-
dimensional M-theory, whose building blocks are membranes and five-branes. This mo-
tivates the study of higher dimensional analogs of the structures that we have described
above. In this article, we would like to go beyond the Courant sigma-model, which is
already a higher version of the Poisson sigma-model on an open three-dimensional mem-
brane, but still features a bi-vector field. Generalizing this (twisted) Poisson bi-vector
to a (p + 1)-vector field we face the question how to generalize the Jacobi identity that
governs the p = 1 case. One possibility is to impose the condition of a vanishing Schouten
bracket, but that will be non-trivial only for even p. Another possibility is to impose
the so-called fundamental identity of a Nambu-Poisson structure [21]. Evidence for the
latter choice comes from the study of actions for multiple membranes in M-theory [22],
see [23] for a recent review and many references. Local symmetries in M-theory and their
relation to generalized geometry were discussed in [24, 25, 26]. For p = 1, the consistency
of the equations of motion of the topological sigma model action implies the Jacobi iden-
tity. For p > 1, the Nambu-Poisson fundamental identity has an algebraic as well as a
differential part and it is thus not clear how it could be related to a consistency condition
for differential equations of motion. In this article we solve this problem and study the
relevant higher algebraic and geometric structures. A suitable higher generalization of
Poisson sigma models has recently been proposed by two of us [27]: This Nambu-sigma
model features a (p+1)-dimensional world volume and corresponding higher-order tensor
fields on a target manifold. The topological version of the model can also be obtained by
an AKSZ construction [28].
This paper is organized as follows: In section 2 we review the relevant models and
compute the Hamiltonian. In section 3 we use a (p + 1)-vector Π to twist a higher
Dorfman bracket and obtain a new Courant bracket like structure, which we call a higher
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Roytenberg bracket. In section 4 we discuss the charge algebra of the model and its
relation to the higher Roytenberg bracket. In section 5 we verify the consistency of the
topological part of the p-brane action. We find that Π should satisfy the fundamental
identity of a Nambu-Poisson structure (differential as well as algebraic part). In section 6
we derive the equations of motion of the topological model and find an explicit non-
trivial solution. In section 7 we lift the topological part of the action to a (p + 2)-
dimensional world volume and derive generalized Wess-Zumino terms that involve the
structure functions of the higher Roytenberg bracket. In the appendices we summarize
relevant facts about the higher Roytenberg bracket and Nambu Poisson structures.
2 Nambu sigma model and p-brane action
In this section we review the Nambu sigma model following [27, 29], compute the corre-
sponding Hamiltonian and remark on the dual p-brane action.
Let us consider a (p + 1)-dimensional world volume Σ with a set of local coordinates
(σ0, . . . , σp). We assume that σµ are Cartesian coordinates for a Lorentzian metric h
with signature (−,+, . . . ,+) on Σ. Furthermore, we consider an n-dimensional target
manifoldM , equipped with a (p+1)-vector Π and a (p+1)-form B. We also choose some
local coordinates (y1, . . . , yn) on M . Lower case Latin characters will always correspond
to these coordinates. We will use upper case Latin characters to denote strictly ordered
multi-indices (mostly p-indices), that is I = (i1, . . . , ip), where i1 < · · · < ip. We will
assume that M is equipped with a metric tensor field G with local components Gij, and
a fiber-wise metric G˜ on the vector bundle ΛpTM with components G˜IJ in a local section
basis ∂I ≡
∂
∂yi1
∧ · · · ∧ ∂
∂yip
. Metric matrices with upper indices denote as usual the
corresponding inverses. For the components of the smooth map X : Σ → M we will use
the following notation: X i = yi(X), dXI = dX i1∧ . . .∧dX ip , and ∂˜X
I
= (dXI)1...p where
the latter denotes the 1 . . . p component of the world volume form dXI .
The “Nambu-sigma model” action, as introduced in [27, 29], is
S[η, η˜, X ] :=
∫
dp+1σ
[
−
1
2
(G−1)ijηiηj +
1
2
(G˜−1)IJ η˜I η˜J + ηi∂0X
i
+ η˜I ∂˜X
I
−ΠiJηiη˜J − BiJ∂0X
i∂˜X
J]
, (1)
where ηi, η˜J are auxiliary fields, which transform under change of local coordinates on M
according to their index structure.
The canonical momenta corresponding to the fields X i are
Pi = ηi − BiJ ∂˜X
J
. (2)
Starting with the canonical Hamiltonian Hcan[X,P, η˜] =
∫
dpσPi∂0X
i − L(X,P, η˜) and
3
substituting the Euler-Lagrange equation for η˜J , we obtain the Hamiltonian
1
H [X,P ] =
1
2
∫
dpσ
[
(G−1)ijKiKj + G˜IJK˜
IK˜J
]
, (3)
where
Ki := ηi = Pi +BiK ∂˜X
K
, (4)
K˜I := −G˜IJ η˜J = ∂˜X
I
− ΠmIKm . (5)
Here and in the rest of the paper, the integration over dpσ means the integration over the
space-like coordinates (σ1, . . . , σp) of Σ. The Hamiltonian can be conveniently written in
matrix notation: The components of the (p + 1)-vector ΠiJ form an n ×
(
n
p
)
rectangular
matrix Π with row index i and column index J ; similarly for B. Likewise, G and G˜ are
n× n and
(
n
p
)
×
(
n
p
)
matrices corresponding to the metrics G and G˜, respectively. Next,
we define (n+
(
n
p
)
)-row column vectors
K =
(
Ki
K˜I
)
and V =
(
Pi
∂˜X
I
)
.
Note that these vectors have the same index structure as coordinate expressions of sections
of T ∗M ⊕ ΛpTM . The defining equations (4) and (5) can then be rewritten as K = AV,
where
A =
(
1 0
−ΠT 1
)
·
(
1 B
0 1
)
=
(
1 B
−ΠT 1−ΠTB
)
. (6)
Note thatA can always be inverted, i.e. we can uniquely express the fields P and ∂˜X using
K and K˜. We can view A as the matrix of a linear endomorphism of T ∗M ⊕ ΛpTM .
Finally, we can define the matrix G =
(
G−1 0
0 G˜
)
and view it as the matrix of the
fiberwise metric on T ∗M ⊕ ΛpTM . Then, we can rewrite the Hamiltonian (3) as
H [X,P ] =
∫
dpσ[VT (ATGA)V] . (7)
Let us note that the matrix ATGA has a natural interpretation as a (twisted) higher
(p > 1) analog of the generalized metric of p = 1 generalized geometry.
If we start again with the action (1), and integrate out the fields η˜J using their equa-
tions of motion, we get the action
S[X, η] =
∫
dp+1σ
[
−
1
2
ηTG−1η −
1
2
K˜T G˜K˜ + ∂0X
T (η − B∂˜X )
]
, (8)
1Note that ∂0X
i cannot be directly expressed in terms of Pi but it still drops out of Hcan in the
computation, as it should. The construction is robust in the sense that first using the equations of
motion for η˜ and η and then constructing the Hamiltonian yields the same result.
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where η, η˜, K, K˜, ∂0X and ∂˜X are column vectors defined in the obvious way. We next
use the Euler-Lagrange equations to eliminate η in (8) and get
S[X ] =
∫
dp+1σ
[1
2
∂0X
Tg ∂0X −
1
2
∂˜X
T
g˜ ∂˜X − ∂0X
T (B + C)∂˜X
]
, (9)
where
g = (G−1 +ΠG˜ΠT )−1 , (10)
g˜ = (G˜−1 +ΠTGΠ)−1 , (11)
and
C = −gΠG˜ = −GΠg˜ . (12)
The action (9) is just the Polyakov-style Howe-Tucker membrane action introduced by
Deser-Zumino [30], Brink-Di Vecchia-Howe [31] and Howe-Tucker [32] with properly fixed
gauge (coordinates on Σ), see [27]. For p = 1 case, see [33].
The background fields G, G˜,Π can also be expressed in terms of g, g˜, C:
G = g + Cg˜−1CT , (13)
G˜ = g˜ + CTg−1C , (14)
and
Π = −g−1CG˜−1 = −G−1Cg˜−1 . (15)
The relations between G, G˜,Π and g, g˜, C are higher p-brane version [27] of the well-
known open-closed string relations, cf. also [9]. We can write these relations in terms of
the higher generalized metric ATGA as
ATGA = aTga , where g =
(
g−1 0
0 g˜
)
and a =
(
1 B + C
0 1
)
.
The Hamiltonian corresponding to the action (9) features the inverse of the matrix aTga.
Instead of theB-field, it is sometimes more convenient to introduce a (p+1)-form Φ and
write A˜ =
(
1 Φ
0 1
)
·
(
1 0
−ΠT 1
)
. Redefining a˜ =
(
1 C
0 1
)
and equating A˜TGA˜ = a˜Tga˜
provides an alternative derivation of the general open-closed p-brane relations of [27].
This new approach should also be useful in the context of effective actions for multiple
branes ending on branes.
3 Higher Roytenberg bracket
In this section we will recall some of the algebraic structures needed in the following.
The name “Roytenberg bracket” was introduced by Halmagyi [19], since the bracket was
originally introduced by Roytenberg in [34]. We present a higher analog of this bracket
5
here, which is essentially a higher Dorfman bracket twisted by a (p+1)-vector Π as well as
by a (p+ 1)-form H . For further reading on higher Dorfman bracket see e.g. [35] or [36].
Let E = TM ⊕ ΛpT ∗M . We define a non-degenerate and C∞(M)-bilinear pairing
〈·, ·〉 : Γ(E)× Γ(E)→ Ωp−1(M) as
〈V + ξ,W + η〉 = iV (η) + iW (ξ), (16)
for vector fields V,W ∈ X(M) and p-forms ξ, η ∈ Ωp(M). We define the anchor map
ρ : E → TM as the projection onto the first direct summand of E, and denote by the
same character also the induced map of sections ρ(V + ξ) = V . The Dorfman bracket is
the R-bilinear bracket on sections [·, ·]D : Γ(E)× Γ(E)→ Γ(E), defined as
[V + ξ,W + η]D = [V,W ] + LV (η)− iW (dξ), (17)
for all V,W ∈ X(M) and ξ, η ∈ Ωp(M). This bracket is a particular example of a Leibniz
algebroid bracket, see [35]. If we define D : Ωp−1(M) → Γ(E) as D = j ◦ d, where
j : Ωp(M) →֒ Γ(E) is the inclusion, we have the following properties of Dorfman bracket:
1. Derivation property:
[e1, [e2, e3]D]D = [[e1, e2]D, e3]D + [e2, [e1, e3]D]D , (18)
for all e1, e2, e3 ∈ Γ(E).
[e1, fe2]D = f [e1, e2]D + (ρ(e1).f)e2 , (19)
for all e1, e2 ∈ Γ(E) and f ∈ C
∞(M).
2. 〈·, ·〉 is E-invariant in the following sense:
Lρ(e1)(〈e2, e3〉) = 〈[e1, e2]D, e3〉+ 〈e2, [e1, e3]D〉 , (20)
for all e1, e2, e3 ∈ Γ(E).
3. Dorfman bracket is skew-symmetric up to “coboundary”, that is
[e, e]D =
1
2
D〈e, e〉 , (21)
for all e ∈ Γ(E).
This bracket can be easily modified in two ways:
Firstly, given a (p+ 2)-form H ∈ Ωp+2(M), we can define H-twisted higher Dorfman
bracket on E as
[V + ξ,W + η]
(H)
D = [V,W ] + LV (η)− iW (dξ) + iW iVH. (22)
The form H has to be closed, in order to keep the property (18). All the other
properties of higher Dorfman bracket are also valid for the H-twisted case.
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Secondly, assume that we have an arbitrary C∞(M)-linear map of sections Π# :
Ωp(M)→ X(M), for example the map induced by a (p+ 1)-vector Π on M :
Π#(ξ) = (−1)piξΠ = ξKΠ
iK∂i, (23)
for all ξ ∈ Ωp(M). Define new anchor map ρ : E → TM as
ρ(V + ξ) = V − Π#(ξ) , (24)
and the “twisted” inclusion of Ωp(M) into Γ(E) as
j(ξ) = ξ +Π#(ξ) . (25)
Denote as pr2 the projection onto the second summand of E. Using this notation, one
can define new non-degenerate pairing 〈·, ·〉R:
〈e1, e2〉R = iρ(e1)(pr2(e2)) + iρ(e2)(pr2(e1)) , (26)
for all e1, e2 ∈ Γ(E). Finally, we define the following bracket on Γ(E):
[e1, e2]R = [ρ(e1), ρ(e2)] + j
(
Lρ(e1)(pr2(e2))− iρ(e2)(d(pr2(e1))) + iρ(e2)iρ(e1)H
)
, (27)
for all e1, e2 ∈ Γ(E). We refer to [·, ·]R as higher Roytenberg bracket. This bracket
together with the anchor map (24) defines again a Leibniz algebroid, i.e., it satisfies (18)
and (19). More interestingly, it also satisfies (20) and (21) with respect to the pairing
(26). All of the properties are straightforward to check; see also [28]. In appendix A we
present the coordinate form of the higher Roytenberg bracket. For p = 1 we get exactly
the structure functions of [20].
4 Charge algebra
In this section we study the algebra of the currents that appear in the Hamiltonian
associated to the Nambu-sigma model. We find that the corresponding charge algebra is
governed by the higher Roytenberg bracket that we have discussed in the previous section.
Let us return to the Hamiltonian (3). The canonical equal-time Poisson brackets are
{X i(σ), Pj(σ
′)} = δijδ(σ − σ
′) ,
where σ, σ′ are the space-like p-tuples of world volume coordinates. We consider the
generalized charges
Qf (V + ξ) =
∫
dpσf(σ)[V iKi + ξJK˜
J ] , (28)
corresponding to the currents Ki and K˜J that appear explicitly in the Hamiltonian. Here
V + ξ ∈ Γ(E) and f ∈ C∞(Σ) is a test function. The appearance of Courant algebroid
structures in the current algebra was first observed by Alekseev and Strobl in [13] for
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the Poisson-sigma model, i.e. the special case p = 1. More general observations from the
supergeometry point of view were done by Guttenberg in [37]. Here we will calculate the
charge algebra for p ≥ 1, following the approach of Ekstrand and Zabzine, who integrated
the currents to generalized charges. In fact, we shall consider more general charges,
involving background fields Π and B. This can be done in a straightforward manner;
however it is easier to use the results of [16]: With Q˜f(V + ξ) defined as
Q˜f (V + ξ) =
∫
dpσf(σ)
[
V iPi + ξJ ∂˜X
J]
, (29)
the Poisson bracket is
{Q˜f(V + ξ), Q˜g(W + η)} =
− Q˜fg([V + ξ,W + η]D)−
∫
dpσg(σ)(df ∧X∗(〈V + ξ,W + η〉))1...p , (30)
where [·, ·]D is the higher Dorfman bracket (17) and 〈·, ·〉 is the pairing (16). We can use
this result to find the Poisson brackets for the charges Q as defined in (28). The key is
the following relation between charges Q and Q˜:
Qf(V + ξ) = Q˜f
(
V −Π#(ξ) + ξ + iV−Π#(ξ)(B)
)
. (31)
The resulting Poisson bracket of the charges is
{Qf(V + ξ), Qg(W + η)} =
−Qfg([V + ξ,W + η]R)−
∫
dpσg(σ)(df ∧X∗(〈V + ξ,W + η〉R))1...p , (32)
where [·, ·]R is the higher Roytenberg bracket (27) and 〈·, ·〉R is the pairing (26). The
calculation is straightforward but quite lengthy and we omit it here.
Let us note that choosing constant test functions f = g = 1, one finds that the charge
algebra (32) closes and it is described by the higher Roytenberg bracket. For the special
case p = 1, this was already observed by Halmagyi [19].
Using this result, we can determine conditions for the conservation of such charges.
To avoid the anomalous term in (32), we shall consider only the charges
Q(V + ξ) := Q1(V + ξ) , (33)
for a constant test function f = 1. We are interested to obtain conditions on V +ξ ∈ Γ(E),
which would guarantee that
{Q(V + ξ), H} = 0 , (34)
where H is the Hamiltonian (3). The left hand side of this condition can be conveniently
rewritten using the Leibniz rule for Poisson bracket:
{Q(V + ξ), H} =
1
2
{Q(V + ξ), QKi((G
−1)ij∂j)}+
1
2
{Q(V + ξ), Q(G−1)ij∂j (∂i)}
+
1
2
{Q(V + ξ), Q
K˜I
(G˜IJdy
J)}+ {Q(V + ξ), Q
G˜IJK˜J
(dyI)} . (35)
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Now we can use (32) to carry out the straightforward but tedious calculation that leads
to the following result. Let LW be the Lie derivative with respect to the vector field
W = V − Π#(ξ). The following set of conditions ensure that the charge Q(V + ξ) is
conserved:
LW (G)ij = GinΠ
nL
(
WmdBmjL − (dξ)jL
)
+ (i↔ j) , (36)
LW (G˜)IJ = G˜ILΠ
nL
(
WmdBmnJ − (dξ)nJ
)
+ (I ↔ J) , (37)
LW (Π)
kI =
(
ΠkJΠnI − (G˜−1)IJ(G−1)kn
)(
WmdBmnJ − (dξ)nJ
)
. (38)
(Here G˜ is viewed as a 2p-times covariant tensor field on M .) Let us observe that there
exists a particular simplification of these conditions: Choosing
dξ = iW (dB) , (39)
all terms on the right-hand side vanish and we get a new set of conditions
LW (G) = LW (G˜) = LW (Π) = 0 . (40)
The special choice (39) can be rewritten as
LW (B) = d(ξ − iW (B)) . (41)
The particular solution (40) to the more general conditions (36-38) implies that the image
of V + ξ under the anchor map (24) preserves the background fields G, G˜,Π and preserves
the (p+ 1)-form field B up to an exact term.
The conditions (36-38) have an interesting geometrical meaning. Let (·, ·) be the
fiberwise metric on TM ⊕ ΛpT ∗M given by G−1, the inverse of matrix G appearing in
the Hamiltonian (7):
(V + ξ,W + η) :=
(
V
ξ
)T (
G 0
0 G˜−1
)(
W
η
)
. (42)
Let e = V +ξ ∈ Γ(TM⊕ΛpT ∗M). The conditions (36 - 38) are equivalent to the equation
ρ(e).(e1, e2) = ([e, e1]R, e2) + (e1, [e, e2]R) , (43)
for all e1, e2 ∈ Γ(TM ⊕ Λ
pT ∗M). In the other words, the charge Q(V + ξ) is conserved,
if e = V + ξ is a “Killing section” of the fiberwise metric (·, ·) (42) with respect to the
higher Roytenberg bracket.
5 Topological model, consistency of constraints
In this section we examine the topological sigma model, which is obtain from (1) by
setting G−1 = G˜−1 = 0. We will show that algebra of constraints closes on shell and that
the constraints are compatible with time evolution. The consistency of the constraints is
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ensured by the vanishing of certain structure functions of the higher Roytenberg bracket,
which in turn is related to the fundamental identity of a Nambu-Poisson structure.
The action has the form
S[η, η˜, X ] :=
∫
dp+1σ
[
ηi∂0X
i + η˜I ∂˜X
I
− ΠiJηiη˜J − BiJ∂0X
i∂˜X
J]
. (44)
The canonical Hamiltonian of this model can be written as
H [X, η˜, P ] = −
∫
dpσ
[
η˜I
(
∂˜X
I
− ΠkI(Pk +BkJ ∂˜X
J
)
)]
, (45)
with canonical momenta Pk as given in (2). Using the notation of (4) and (5), we have
H [X, η˜, P ] = −
∫
dpση˜IK˜
I . (46)
Looking at Lagrange-Euler equation for η˜I , we obtain
K˜I = 0 , (47)
which should be viewed as a set of constraints, with η˜I being the corresponding Lagrange
multipliers. K˜I as well as H can be expressed in terms of the charges (28) for special
choices of test functions:
K˜I(σ) = Qδ(σ−·)(dy
I) , (48)
H = −Qη˜I (dy
I) . (49)
The constraint algebra and time evolution of constraints can therefore be expressed in
terms of the Roytenberg bracket by equation (32). In terms of the structure functions of
the Roytenberg bracket (cf. appendix) we obtain the following current algebra
{K˜I(σ), K˜J(σ′)} = −δ(σ − σ′)(RIJkKk + S
IJ
K K˜
K)(σ′)
−
(
d(δ(σ − ·)) ∧X∗(〈dyI, dyJ〉R)
)
1...p
(σ′) . (50)
It is hence natural to ask for R to vanish. This leads precisely to the condition (87)
for ξ = dyJ , η = dyI and H = −dB. Imposing the condition R = 0 is thus equivalent
to the assumption that Π fulfills the differential part of the fundamental identity for a
(−dB)-twisted Nambu-Poisson tensor2 and we shall henceforth assume that this is the
case. Even then, there still seems to be a problem with the anomalous last term in (50),
since in general the expression 〈dyJ , dyI〉R doesn’t vanish. To see it let us note that
vanishing of 〈dyJ , dyI〉R is equivalent to
iΠ#(dyJ )(dy
I) + iΠ#(dyI )(dy
J) = 0 . (51)
2Note that for p > 1 the twisting of Nambu-Poisson structures is redundant since it just leads again
to an ordinary Nambu-Poisson structure.
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The anomalous terms can be dealt with using secondary constraints and consistency
of these constraints turns out to be ensured by the algebraic part of the fundamental
identity for a Nambu-Poisson tensor. Indeed, geometrically (51) implies that the graph
of Π, GΠ = {ξ+Π
#(ξ)| ξ ∈ Ωp(M)}, is isotropic with respect to the canonical pairing 〈·, ·〉
(16) on Γ(TM ⊕ ΛpT ∗M). However, as was noticed by Zambon in [36], such (nontrivial)
Π exists only for p = 1 and p = dimM − 1. For 1 < p < dimM − 1, we are forced to add
the following set of constraints to the system:
χIJq ≡ (X
∗〈dyI, dyJ〉R)1...qˆ...p = 0 . (52)
The new constraints (52) do not contain any Pm’s and thus they Poisson commute with
each other, i.e.
{χIJq (σ), χ
KL
r (σ
′)} = 0. (53)
The Poisson brackets between the new constraints χIJq and the constraints K˜
M(σ′) are
{χIJq (σ), K˜
M(σ′)} =
(
SMIKχ
KJ
q + S
MJ
Kχ
IK
q
)
(σ)δ(σ − σ′)
+
p∑
r=1
r 6=q
sgn(r, q)
(
X∗(iΠ#(dyM )〈dy
I , dyJ〉R〉)
)
1...rˆ...qˆ...p
(σ)
∂δ(σ′ − ·)
∂σr
(σ) ,
where sgn(r, q) is just a sign, irrelevant for the discussion. The first term clearly vanishes
for χIJq = 0. The second term, in fact, also weakly vanishes (i.e. it vanishes when the
constraints equations are used; this is denoted by “≈”). To see this, it is sufficient to
show that (
X∗(iΠ#(dyM )〈dy
I, dyJ〉R)
)
1...rˆ...qˆ...p
≈ 0 , (54)
Evaluating the left hand side expression at a p ∈ Σ with Π(X(p)) = 0, clearly gives zero.
If Π(X(p)) 6= 0, the validity of (54) can be shown to be a consequence of the following
observation made in [38]
〈dyI, dyJ〉R|Λp−1ρ(GΠ) = 0 , (55)
where ρ denotes the projection onto the first summand of the graph GΠ. The reasoning
itself is not very illuminating and we skip the details here.3
Since the Hamiltonian is of the form (46), the constraints K˜I and χIJq are consistent
with the dynamics, i.e., they weakly Poisson commute with the Hamiltonian. This follows
immediately from the above discussion of the constraints algebra.
3Alternatively, one can introduce new constraints χMIJrq :=
(
X∗(iΠ#(dyM)〈dy
I , dyJ〉R)
)
1...rˆ...qˆ...p
= 0.
These will obviously Poisson commute with each other and with all χIJq ’s. Hence, we just have
to check their Poisson brackets with the K˜I ’s. Doing this, new anomalous terms proportional to
X∗(iΠ#(dyN )iΠ#(dyM )〈dy
I , dyJ〉R) will appear. We can treat these again as new constraints and repeat
the procedure until we arrive at anomalous terms containing (p− 1)-contractions with iΠ#(sth). By (55)
this is identically equal to zero. Note that all these auxiliary constraints follow already from the first
ones, i.e., from χIJq = 0 by the above discussion.
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To conclude this section, we shall investigate the conservation of charges (33) with
respect to the dynamics governed by the Hamiltonian (46). This is again simple using
(49) and (32). For the charge Q(V + ξ) to be conserved, one gets the condition
LΠ#(η˜)(V ) = Π
#(iΠ#(η˜)iV dB), (56)
where we have introduced the section η˜ := ηJdy
J of the pullback bundle X∗(
∧p
T ∗M).
Note that the charge Q(0 + ξ) is conserved for arbitrary ξ ∈ Ωp(M).
Given the results of this section, we will shall henceforth assume that Π is a Nambu-
Poisson tensor (which may be twisted in the case p = 1).
6 Equations of motion, solution
In this section we will derive the equations of motion of the topological action (44) using
the Hamiltonian formalism and previous results. Using the natural coordinates associated
with every Nambu-Poisson structure (for p > 1), we will find an explicit solution of these
equations. The calculations involve the higher Roytenberg bracket via the charge algebra.
They are again quite long, but straightforward and we will mostly just state the results.
Straight from the definition, one can calculate the equations of motion for the Xm
fields. Indeed, the calculation of
X˙m(σ) = {Xm(σ), H}
is just an easy application of the Leibniz rule for the Poisson bracket. Of course, among
the equations of motion we will find also the constrains K˜I = 0. The most difficult part
comes with the calculation of
P˙i(σ) = {Pi(σ), H} .
This can be done again using (32). First, note that
Pi = Ki −BiL
(
ΠmLKm + K˜
L
)
. (57)
Hence
Pi(σ) = Qδ(σ−·)
(
∂i − Π
#(i∂iB)− i∂iB
)
.
Now, using (49) and (32), one gets the following result: The fields Xm(σ), Pm(σ) and
η˜J(σ) of the sigma model defined by action (44) evolve in accordance with the following
set of equations:
∂˜X
I
= ΠmI(Pm +BmK ∂˜X
K
) , (58)
X˙m = ΠmJ η˜J , (59)
P˙m = −Π
kJ
,mPk − (dη˜mN ∧ dX
N)1...p +Π
kJBkmL(dη˜J ∧ dX
L)1...p
− η˜J
(
ΠkJBmL,k +Π
kJ
,mBkL +
p∑
n=1
ΠkJ ,lnBml1...k...lp −Π
kJ(dB)kmL
)
∂˜X
L
. (60)
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In particular, for B = 0, we get the equations of motion for the untwisted sigma model:
∂˜X
I
= ΠmIPm , (61)
X˙m = ΠmJ η˜J , (62)
P˙m = −η˜JΠ
kJ
,mPk − (dη˜mN ∧ dX
N)1...p . (63)
Now we will show that there always exists a non-trivial solution of the field equations
(58) - (59). We will use the natural local coordinates that are associated with every
Nambu-Poisson tensor, namely (x1, . . . , xn), such that
Π =
∂
∂x1
∧ . . . ∧
∂
∂xp+1
, (64)
which exist around every point x ∈M , where Π(x) 6= 0 (see e.g. [39]). In these coordinates
the components of Π can be expressed in terms of the Levi-Civita symbol:
Πi1...ip+1 = ǫi1...ip+1. (65)
This choice of local coordinates simplifies the equations of motion considerably. We define
a p-index [r] = (1, . . . , rˆ, . . . p + 1) and (p − 1)-index [p, q] = (1, . . . , pˆ, . . . , qˆ, . . . , p + 1).
(The hats denote omitted indices.)
The constraints (52) are in these coordinates equivalent to
∂Xm
∂σk
= 0,
for m > p + 1 and k ∈ {1, . . . , p}. This is not straightforward to see, one has to use the
consequences of (55). Furthermore, the equations (59) impose
X˙m = 0,
for m > p+1 and we thus get Xm = Cm for m > p+ 1, where Cm ∈ R are arbitrary real
constants. One can then easily deduce the following solution of (58 - 60):
(i.) For m ≤ p+ 1,
Xm = fm,
where fm ∈ C∞(Σ) are arbitrary smooth functions on Σ;
(ii.) for m > p+ 1,
Xm = Cm,
where Cm ∈ R are arbitrary real constants;
(iii.) for r ≤ p+ 1,
η˜[r] = (−1)
r+1X˙r,
and if I 6= [r],
η˜I = EI ,
where EI are arbitrary constants in space-like variables on Σ.
13
(iv.) for r ≤ p+ 1,
Pr = (−1)
r+1(1−B1...p+1)∂˜X
[r]
;
(v.) for m > p+ 1,
Pm =
∫
dσ0
[ p+1∑
k,r=1
[
(dBkm[r] −Bm[r],k)X˙
k∂˜X
[r]]
+
p+1∑
r,q=1
r 6=q
p+1∑
k=1
Bkm[r,q](dX˙
k ∧ dX [r,q])1...p
]
.
Although straightforward, it is actually a lengthy computation to verify that this solution
to equations (58) and (59) indeed also solves the equation (60).
There is a nice geometrical interpretation of the solutions for X : Π defines a (p+ 1)-
dimensional foliation in M , and (x1, . . . , xn) are coordinates adapted to this foliation.
Hence the fields X are constant in the directions transversal to this foliation.
7 Generalized Wess-Zumino terms
In this section, we encounter yet another way how the higher Roytenberg bracket ap-
pears in the context of the Nambu sigma model: Lifting the topological terms of the
model to (p+2) dimensions, the structure functions appear as coefficients in the resulting
generalized Wess-Zumino terms. This resembles the p = 1 case, where the generalized
Wess-Zumino terms are topological if and only if the associated Roytenberg relations are
satisfied.
We shall use the Lagrangian formalism this time and follow essentially the classic
approach of Wess, Zumino, and Witten [40, 41], adapted to the twisted Poisson sigma
model by Halmagyi in [20].
Define the p-forms Ai and 1-forms A˜J as
Ai = ηidσ
1 ∧ . . . ∧ dσp,
A˜J = η˜Jdσ
0.
Choosing the orientation on Σ as o(σ0, σ1, . . . , σp) = +1 and introducing an auxiliary
Minkowski world volume metric, the action (1) can be rewritten as
S[X,A, A˜] =
∫
Σ
−
1
2
(G−1)ijAi ∧ ∗Aj −
1
2
(G˜−1)IJA˜I ∧ ∗A˜J
+ dX i ∧Ai + A˜J ∧ dX
J − ΠiJA˜J ∧ Ai −X
∗(B) , (66)
Topological part of this action has the form
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Stop[X,A, A˜] =
∫
Σ
dX i ∧ Ai + A˜J ∧ dX
J − ΠiJA˜J ∧ Ai
+
1
2
A˜I ∧ A˜J ∧M
IJ −X∗(B) , (67)
where we have added a new term 1
2
A˜I ∧ A˜J ∧M
IJ , which is zero on Σ4 and where
M IJ =
1
2
X∗
(
iΠ#(dyI )(dy
J)− iΠ#(dyJ )(dy
I)
)
=
1
2
p∑
r=1
(−1)r−1ΠjrI(dXj1 ∧ . . . ∧ d̂Xjr ∧ . . . ∧ dXjp)− (I ↔ J) .
(68)
(The hat denotes a factor that is omitted.)
Let us suppose that Σ = ∂N , where N is a smooth (p + 2)-dimensional manifold.
Using Stoke’s theorem, we can lift the action to N :
Stop[X,A, A˜] =
∫
N
d(L)top . (69)
d(Ltop) = −(dX
i −ΠiJA˜J) ∧ dAi + dA˜J ∧ (dX
J − ΠiJAi −M
JKA˜K)
− ΠiJ ,kdX
k ∧ A˜J ∧ Ai +
1
2
A˜I ∧ A˜J ∧ dM
IJ −
p!
(p+ 2)!
dBklJ ∧ dX
k ∧ dX l ∧ dXJ .
We define new fields ψi and ψ˜J as
ψi = dX i −ΠiJA˜J , (70)
ψ˜J = dXJ − ΠiJAi −M
JK ∧ A˜K . (71)
We observe that
dM IJ =
1
2
p∑
r=1
ΠjrI ,kdX
j1...k...jp − (I ↔ J)
=
1
2
p∑
r=1
ΠjrI ,k
(
ψ˜j1...k...jr +Πij1...k...jpAi +M
j1...k...jp,K ∧ A˜K
)
− (I ↔ J) .
(72)
4This term is zero on Σ = ∂N ; however, we assume an arbitrary extension of A˜ on N , hence it is in
general non-zero on N .
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Putting the above expression for dM IJ and redefinition of the fields into d(Ltop), one finds
that
d(Ltop) = −ψ
i ∧ dAi + dA˜J ∧ ψ˜
J +Q′Jikψ
k ∧ A˜J ∧ Ai +
1
2
F ′kl
i
ψk ∧ Ai ∧ ψ
l
−
1
2
H ′klJ ψ
k ∧ ψl ∧ ψ˜J +D′kM
J
A˜M ∧ ψ˜
J ∧ ψk
−
1
2
S ′LMJA˜L ∧ A˜M ∧ ψ˜
J −
1
2
R′LJiA˜L ∧ A˜J ∧ Ai
−
(1
2
H ′klLψ
k ∧ ψl +D′lL
I
A˜I ∧ ψ
l +
1
2
S ′IJLA˜I ∧ A˜J
)
∧ A˜N ∧M
NL , (73)
where Q′, F ′, H ′, D′, S ′, R′ are structure functions of skew-symmetric version of the higher
Roytenberg bracket (see appendix A) corresponding to a re-scaled 3-form flux
HjlK =
1
(p+ 1)(p+ 2)
(dB)jlK .
8 Conclusion
In this article, we have studied higher dimensional analogs of generalized Poisson sigma
models and the corresponding dual string and p-brane models. In this context, we
have found that higher algebraic structures related to a generalization of the Roytenberg
bracket play an important role and that Nambu-Poisson structures are the appropriate
p > 1 generalization of the Poisson structures that are relevant for the p = 1 case.
Let us summarize the main results: By a Legendre transformation, we have obtained
the Hamiltonian corresponding to the Nambu sigma model that had been introduced in
[27] and identified as a dual to the gauge-fixed Polyakov-style Howe-Tucker p-brane action.
The resulting quadratic form can be viewed as higher-dimensional analog of a generalized
metric (see e.g. [42]). Starting with the definition of a twisted higher Dorfman bracket (see
[35]) and using a (p+1)-vector Π, we have further twisted this structure and have obtained
a new Courant bracket like structure, which we call a higher Roytenberg bracket. Its
p = 1 version was originally introduced by Roytenberg in [34]. We define a higher analog
in coordinate-free intrinsic form, such that its properties, which resemble that of higher
Dorfman brackets, can be easily verified. The algebraic structures related to this new
bracket play a fundamental role throughout this article. Next, we have defined generalized
charges for the model, with a complicated structure that is parameterized by sections of
the vector bundle TM ⊕ ΛpT ∗M . We have found that we can use previous results of
Ekstrand and Zabzine [16] to calculate the world sheet algebra of the charges. It turns
out that the Poisson bracket of the charges closes under the higher Roytenberg bracket up
to an anomaly. This anomaly vanishes if one restricts to some isotropic subbundle TM ⊕
ΛpT ∗M with respect to a twisted pairing 〈·, ·〉R. One can further find the parameterizing
sections of the charges, such that they are conserved under time evolution. We have been
let to a set of partial differential equations that generalize the ones found by Halmagyi
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in [19]. The equations have an interesting geometrical interpretation: They constitute
Killing equations with respect to a certain fiber-wise metric. The topological part of the
p-brane action turns out to be a system with constraints, as expected. We have analyzed
the consistency of these constraints under time evolution and with the constraint algebra
itself. The constraints can be written in the terms of the generalized charges that we
have introduced in this article and the calculation of their Poisson bracket can be carried
out using the higher Roytenberg bracket. Consistency under time evolution forces certain
structure functions of the higher Roytenberg bracket to vanish, which is equivalent to
the differential part of the fundamental identity satisfied by a Nambu-Poisson tensor.
However, an anomalous term remains in the Poisson bracket, which can be dealt with using
secondary constraints for the model. We have shown that these secondary constraints are
compatible with time evolution, provided that the algebraic part of the fundamental
identity of a Nambu-Poisson structure also holds. It is thus natural to consider the
background (p+1)-vector field Π to be a Nambu-Poisson structure. We have derive explicit
expressions for the equations of motion of the topological model, using once more results
for the charge algebra. This has been possible, since the canonical momenta Pm can be
rewritten in the terms of generalized charges. Using special coordinates, whose existence
is guaranteed locally for any Nambu-Poisson structure, we have been able to simplify the
equations of motion and find an explicit non-trivial solution. This is similar to the use
of Darboux-Weinstein coordinates in the case of Poisson sigma models. Finally, we have
present the analog of the calculation of Halmagyi in [20]: We have lifted the topological
part of the action to a (p + 2)-dimensional world volume N , such that Σ = ∂N , using
Stoke’s theorem. After some redefinitions of the fields, the resulting Lagrangian density
(generalized Wess-Zumino terms) incorporates the fields coupled to new background fields,
which are the structure functions of the skew-symmetric version of the higher Roytenberg
bracket that we have introduce in this paper. The generalized Wess-Zumino terms are
topological if and only if the higher Roytenberg relations are satisfied (see appendix A).
Studying the consistency of the topological model, one is let to a set of constraints that
are usually understood as constraints on the embedding fields X and eventually imply
conditions on the multi-vector Π, but that can also be interpreted as constraints on the
auxiliary fields η and η˜. This was already observed by Halmagyi in the case p = 1 in [19].
Halmagyi does not further comment on the implication of this observation, but we can in
fact now understand this in the present context: The constraints on the auxiliary fields
effectively reduce the available dimensionality of target space for the other fields of the
model. The multi-vector Π is of maximal rank in this subspace. It therefore factorizes and
is thus forced to be of Nambu-Poisson type. This is true for p > 1 and confirms the results
that we have obtained in this article using more sophisticated methods. The observation
and the conclusion is, however, also valid in the well-studied p = 1 case: A factorized
bi-vector (i.e. Π = V1 ∧ V2 with suitable vector fields V1 and V2) will indeed ensure the
consistency of the equations of motion, but this is just a special example of a more general
Poisson bi-vector satisfying the Jacobi identity, which also ensures consistency.
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A Higher Roytenberg bracket, structure functions
Here we summarize the local form of the higher Roytenberg bracket (27) twisted by a
(p+ 2)-form flux
H =
1
(p+ 1)(p+ 2)
HklJdX
k ∧ dX l ∧ dXJ ,
where dXJ ≡ dXj1 ∧ . . .∧ dXjp and J = (j1, . . . , jp) denotes an ordered multi-index with
j1 < . . . < jp.
Let (y1, . . . , yn) be a set of local coordinates on M . Denote ∂k =
∂
∂yk
and dyK =
dyk1 ∧ . . . ∧ dykp. Then, one has
[∂k, ∂l]R = Fkl
m∂m +HklLdy
L , (74)
[∂k, dy
J ]R = Q
m
k
J∂m +D
J
k Ldy
L , (75)
[dyI , dyJ ]R = R
IJm∂m + S
IJ
Ldy
L . (76)
The structure functions have the following form (Roytenberg relations):
Fkl
m = HklJΠ
mJ , (77)
Qmk
J = −ΠmJ ,k +HlkLΠ
lJΠmL , (78)
DJk L = HlkLΠ
lJ , (79)
RIJm = ΠnIΠmJ,n − Π
nJΠmI ,n −
p∑
r=1
ΠjrI ,kΠ
mj1...k...jp +ΠkIΠlJΠmLHklL , (80)
SIJL = −
p∑
r=1
ΠjrI ,kδ
j1...k...jp
L +Π
kIΠlJHklL . (81)
We denote by a prime the structure functions of the skew-symmetrized version of the
higher Roytenberg bracket. For example S ′IJL =
1
2
(
SIJL − S
JI
L
)
.
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B Nambu-Poisson structures
Here we recall some fundamental properties of Nambu-Poisson structures [21] as needed
in this paper. For details see, e.g., [38] or [35].
For any (p+ 1)-vector field A on M we define the induced map A# : Ωp(M)→ X(M)
as A#(ξ) = (−1)piξA = ξKA
iK∂i.
Let Π be a (p+ 1)-vector field on M . We call Π a Nambu-Poisson structure, if
LΠ#(df1∧...∧dfp)(Π) = 0 , (82)
for all f1, . . . , fp ∈ C
∞(M).
Lemma B.1. For arbitrary p ≥ 1 the condition (82) can be stated in the following equiv-
alent ways:
1. The graph GΠ = {Π
#(ξ) + ξ | ξ ∈ Ωp(M)} is closed under the higher Dorfman
bracket (17);
2. for any ξ, η ∈ Ωp(M) it holds that
(LΠ#(ξ)(Π))
#(η) = −Π#(iΠ#(η)(dξ)) ; (83)
3. let [·, ·]pi : Ω
p(M)× Ωp(M)→ Ωp(M) be defined as
[ξ, η]pi := LΠ#(ξ)(η)− iΠ#(η)(dξ) , (84)
for all ξ, η ∈ Ωp(M). Then it holds that
[Π#(ξ),Π#(η)] = Π#([ξ, η]pi) , (85)
for all ξ, η ∈ Ωp(M);
4. for any ξ ∈ Ωp(M) it holds that
LΠ#(ξ)(Π) = −
(
idξ(Π)Π−
1
p+ 1
idξ(Π ∧ Π)
)
. (86)
There seems to be a natural way to define a twisted Nambu-Poisson structure: Let Π
be a (p+ 1)-vector on M . Let H ∈ Ωp+2(M), such that dH = 0. We call Π an H-twisted
Nambu-Poisson structure, if the graph GΠ of Π is closed under H-twisted higher Dorfman
bracket (22). Equivalently, a H-twisted Nambu-Poisson structure can be defined using
the condition
(LΠ#(ξ)(Π))
#(η) = −Π#(iΠ#(η)(dξ − iΠ#(ξ)H)) , (87)
for all ξ, η ∈ Ωp(M). This definition is correct, however, for p > 1 there occurs an
interesting thing: The fundamental identity (82) splits into two parts – one part is a
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differential identity similar to the Jacobi identity for the Poisson bivector, the other part
of the identity is purely algebraic. Interestingly, the algebraic part of fundamental identity
ensures the existence of coordinates (x1, . . . , xn) around every point x where Π(x) 6= 0,
such that
Π =
∂
∂x1
∧ . . . ∧
∂
∂xp+1
. (88)
For details, see e.g. [39]. Conversely, every decomposable (p+1)-vector is Nambu-Poisson.
The algebraic part of (82) comes from the fact that (83) is not C∞(M)-linear in ξ. If we
now consider (87), we see that if we add a part that is C∞(M)-linear in ξ, the algebraic
part of identity will stay untouched. This means that a Π satisfying (87) is in fact still
an ordinary Nambu-Poisson tensor, satisfying (83). The concept of an H-twisted Nambu-
Poisson tensor is therefore redundant for p > 1, as has already been noticed in [28].
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