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Abstract
In the vertex connectivity survivable network design problem we are given an undi-
rected graph G = (V,E) and connectivity requirement r(u, v) for each pair of vertices
u, v ∈ V .We are also given a cost function on the set of edges. Our goal is to find the
minimum cost subset of edges such that for every pair (u, v) of vertices we have r(u, v)
vertex disjoint paths in the graph induced by the chosen edges. Recently, Chuzhoy and
Khanna [8] presented a randomized algorithm that achieves a factor of O(k3 logn) for
this problem where k is the maximum connectivity requirement. In this paper we de-
randomize their algorithm to get a deterministic O(k3 logn) factor algorithm. Another
problem of interest is the single source version of the problem, where there is a special
vertex s and all non-zero connectivity requirements must involve s. We also give a
deterministic O(k2 logn) algorithm for this problem.
1 Introduction
In the vertex connectivity survivable network design problem(VC-SNDP) problem we are
given an undirected graph G(V,E) and a cost function over the edges, and a connectivity
requirement r(u, v) ≤ k for all u, v ∈ V . We are also given a set T ⊆ V of terminals,
and r(u, v) > 0 only if both u and v belong to T . Such pairs of terminals with non-zero
connectivity requirements are called source-sink pairs. The goal is to find the minimum cost
subset of edges such that each source sink pair, (u, v) is connected by r(u, v) vertex disjoint
paths in the graph induced by the edges. In the Edge Connectivity SNDP(EC-SNDP) we
wish to find the minimum cost subset of edges such that the induced paths are edge-disjoint.
The best current approximation algorithm for EC-SNDP is by Jain[13], using the technique
of iterated rounding.As for the VC-SNDP, no non-trivial algorithm was known for this
problem until the recent result by Chuzhoy and Khanna[8] in which they gave an O(k3 log n)
factor randomized algorithm for this problem. Prior to the work of Chuzhoy and Khanna,
there had been some progress for some restricted special cases of this problem. For the
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case when k = 1 or 2, 2-approximate algorithms were known, due to Agarwal et. al.[1] and
Fleisher [11]. The k-vertex connected spanning subgraph problem, which is a special case
of VC-SNDP where the connectivity requirement between every pair of vertices is equal
to k, has been studied extensively. Cheriyan et al. [4, 5] gave an O(log k)-approximation
algorithm for this case when k is at most
√
n/6, and an O(
√
n/ǫ)- approximation algorithm
for k ≤ (1 − ǫ)n. The bound for large values of k was improved further by a series of
improvements [15, 10] culminating in the current best factor of O(log k. log nn−k ) due to
Nutov[19].
On the hardness front, Kortsarz et. al [16] showed that VC-SNDP is hard to approximate
beyond a factor of 2log
1−ǫ nfor any ǫ > 0 when k is polynomially large in n. Chakraborty et.
al[2] extended this result a kǫ hardness for k > k0 for some fixed positive constants k0 and
ǫ. The problem is known to be APX hard even for small values of k ≥ 3.
In the single source version of the VC-SNDP, there is a special vertex s, and all non-zero
connectivity requirements must involve s. This problem has received a lot of attention
lately. Kartsarz et.al [16] showed that this version of the problem is hard to approximate
beyond a factor of Ω(log n). Lando and Nutov [17] further improved this to log2−ǫ n for
large(polynomial in n) values of k. Chakraborty et. al [2] gave an O(2O(k
2) log4 n) for this
problem. Through a series of improvements by [2, 3, 7, 8] this factor was brought down
to O(k2 log n). In [7] chuzhoy et. al presented an O(k log n) algorithm for the special case
when all non-zero connectivity requirements are equal to k.
Element-connectivity SNDP is a closely related problem to EC-SNDP and VC-SNDP which
was first defined by [14]. The input to the element-connectivity SNDP is the same as for
EC-SNDP and VC-SNDP, and the set of terminals T is defined as above. We define an
element as any edge or any non-terminal vertex in the graph. We say that a pair (s, t)
of vertices is k-element connected iff s and t cannot be disconnected by deleting a set of
at most (k − 1) elements. As with the EC-SNDP and VC-SNDP we are required to find
the minimum cost subset of edges such that every pair of vertices,(u, v) in the induced is
r(u, v)-element connected.
The element connectivity problem is considered to be of intermediate difficulty between the
VC-SNDP and EC-SNDP due to the following observation. If (s, t) are k-vertex connected,
then they are also k-element connected, furthermore, if (s, t) are k-element connected, then
they are also k-edge connected. In [12] Fleischer et. al present a 2-approximation algorithm
for this problem.
1.1 Our Results
In this paper we present a deterministic O(k3 log n) factor algorithm for the VC-SNDP.
Our algorithm is based on the technique introduced by Chuzhoy and Khanna[8]. In their
algorithm Chuzhoy and Khanna prove a key technical lemma that uses randomization to
show the existance of a bipartite graph with certain desireable properties(refer to prop-
erty 3.1). Almost every sufficiently dense random graph satisfies these properties, but it is
NP-hard to even verify these properties for a given graph. This precludes standard deran-
domization techniques such as those introduced by Nissan and Wigderson[18] and recently
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by Sivakumar[20] which rely on space efficient property testing.
Another common approach to derandomization is by the use of conditional expectation
techniques like in [9]. These techniques rely on progressively replacing random choices by
deterministic ones while ensuring the probability of failure is less than 1, if the remaining
choices are made based on random coin flips. These techniques are difficult to apply for
this problem because the failure probability seems to be very hard to calculate.
We overcome these problems by giving an alternate, stronger set of contraints(refer prop-
erty 3.4) that characterize the graphs with the desired properties. Our characterization of
such graphs is simpler and easier to verify and is therefore amenable to derandomization.
We exhibit a deterministic, polynomial time, local search based algorithm to find a graph
satisfying these constraints. Our local search algorithm is combinatorial but uses a linear
programming formulation of the desired properties and probabilistic arguements to reason
about its convergence. We also present a deterministic O(k2 log n) factor algorithm for the
single source variant of this problem.
2 Vertex Connectivity Algorithm
In this section we present an overview of the O(k3 log n) algorithm for the VC-SNDP by [8]
that uses the constant factor approximation algorithm for the element connectivity SNDP
as a subroutine.
We begin by making m copies of the original graph say G1 · · ·Gm. Associated with each
copy is a subset of terminals Ti ⊆ T . We view each pair (Gi, Ti) as an instance of the the
element connectivity problem in the following way. For each pair of vertices s, t ∈ Ti the new
connectivity requirement is the same as the original one. The connectivity requirement for
all other pairs is 0. Note that for each copy the cost of the optimal solution is at most OPT .
We then use the 2-approximation algorithm for the element connectivity problem by [12]
for each of the instances of k-element connectivity SNDP. Let Ei be the solution returned
by this algorithm for the ith instance. The final solution is the union of the solutions for all
the instances, i.e.
⋃
i∈[m]Ei. Clearly, the cost of this solution is at most 2m times OPT .
The main idea of the algorithm is that for an appropriate choice of sets Ti, we can guarantee
that the solution produced above is a feasible solution. We call such a choice of sets Ti as
a good family of subsets.
Definition 2.1 (Good Family of Subsets). Let M be the input collection of source-sink pairs
and T is the corresponding collection of terminals. We say that a family {T1, · · · , Tm} of
subsets of T is good iff for each source-sink pair (s, t) ∈ M , for each subset of terminals,
X, of size at most (k − 1), there is a subset Ti, such that s, t ∈ Ti and X ∩ Ti = φ.
We now show that the existance of such a family would imply that the output of the above
algorithm is a feasible solution to VC-SNDP.
Theorem 2.2 ([8]). Let {T1, · · · , Tm} be a good family of subsets. Then the output of the
above algorithm is a feasible solution to the VC-SNDP instance.
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Proof. Let (s, t) ∈M be any source-sink pair, and let X ⊆ V/ {s, t} be any collection of at
most (r(s, t) − 1) ≤ (k − 1) vertices. It is enough to show that the removal of X from the
graph induced by the set of edges returned by the above algorithm does not separate s from
t. Let X ′ = X ∩ T . Since {T1, · · · , Tm} is a good family of subsets, there is some Ti such
that s, t ∈ Ti while Ti ∩X = φ. Recall that set Ei of edges defines a feasible solution to the
element-connectivity SNDP instance corresponding to Ti. Then X is a set of non-terminal
vertices with respect to Ti. Since s is r(s, t)-element connected to t in the graph induced
by Ei, the removal of X from the graph does not disconnect s from t.
[8] gives a randomized algorithm to construct such a good family of subsets of sizeO(k3 log n).
By theorem 2.2 this implies an O(k3 log n) factor algorithm for the VC-SNDP problem. In
the following section we present a deterministic algorithm to construct such a family of size
O(k3 log n).
3 Algorithm to Construct Good Family of Subsets
We may view a good family of subsets as a bipartite graph, G = (L∪R,E) as follows. Every
vertex ℓj ∈ L corresponds to a terminal vertex and each vertex rp ∈ R can be identified
with a subset of terminals Tp ⊆ T , where terminal tj ∈ Tp iff (ℓj , rp) ∈ E.
In light of the representation above the definition of a good family of subsets may be restated
as follows.
Property 3.1 (Weak Goodness). A graph G satisfies the weak goodness property if for
every ℓi, ℓj ∈ L and X ⊆ L such that |X| < k and {ℓi, ℓj} /∈ X, N({ℓi}) ∩ N({ℓj}) is not
contained in N(X), where N(S) denotes the set of neighbours of S ⊆ L.
Our task is to build a graph G which satisfies property 3.1 and has |R| as small as possible.
The main difficulty with the property 3.1 is that it has exponentially many constraints and
cannot be checked efficiently. We use an alternate, stronger definition of good family of
subsets.
Property 3.2 (Strong Goodness). A graph G = (L∪R,E) satisfies the (α, β)−strong goodness
property if
1. for all distinct ℓi, ℓj ∈ L, |N({ℓi}) ∩N({ℓj})| ≥ α
2. for all distinct ℓi, ℓj , ℓt ∈ L, |N({ℓi}) ∩N({ℓj}) ∩N({ℓt})| ≤ β
The following observation follows easily from the definitions above.
Observation 3.3. If a graph G satisfies the (α, β)-strong goodness property for α/β > k,
then it satisfies the weak goodness property.
The main advantage of the definition for strong goodness is that it has polynomially
many constraints, which allows us to efficiently ascertain whether a given family of sub-
sets(represented by a bipartite graph G) is a good family or not. This was not possible in
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the previous definition. Now we describe a randomized algorithm to construct a graph G
such that it satisfies the (α, β)-strong goodness property for α/β > k. We will subsequently
derandomize this algorithm. The variables α, β will be determined later.
3.1 Algorithm for Constructing Graphs with Strong Goodness Property
Our algorithm constructs a graph G = (L∪R,E), for |L| = n by assigning a string wi ∈ A
γ
to every ℓi ∈ L. There are |A| · γ vertices in R which are indexed by [γ] ×A. There is an
edge connecting ℓi to (j, c) iff wi[j] = c, i.e. the j
th character of wi is c. Property 3.2 can
be restated as follows,
Property 3.4. A graph G satisfies the (α, β)-strong goodness property if
1. for all distinct ℓi, ℓj ∈ L, |wi ⊙ wj | ≥ α
2. for all distinct ℓi, ℓj , ℓt ∈ L, |wi ⊙ wj ⊙ wt| ≤ β
Where |s1 ⊙ s2| is the number of places where the strings s1 and s2 agree.
Our algorithm iteratively builds the set of labels for vertices in L by solving a linear program
and rounding its output using randomized rounding. At the end of each iteration we
maintain the invariant that the set of labelled vertices satisfy property 3.4. Next, we
describe the algorithm formally, and subsequently find the minimum value of γ for which
this algorithm will work.
Let Sr = {s1, s2 . . . sr} be the set of labels after r iterations. Define S2 = {µ, ν} where µ
j
c = 1
for all j ∈ γ for some fixed c ∈ A and ν =
[[
c1c2 · · · c|A|
]
· · ·
[
c1c2 · · · c|A|
]
· · · γ/|A| times
]
.
In each subsequent iteration we augment this set by another label by solving the following
integer program.
(IP1)
∑
c∈A
xjc = 1 ∀j ∈ [γ] (1)
∑
j∈[γ]
∑
c∈A
xjc · f(sp, j, c) ≥ 2α ∀p ∈ Sr (2)
∑
j∈[γ]
∑
c∈A
xjc · g(sp, sq, j, c) ≤ 2β/3 ∀p, q ∈ Sr (3)
xjc ∈ {0, 1} ∀j ∈ [γ], c ∈ A (4)
Here f(s, j, c) returns 1 if the jth character of the string s is c and it returns zero otherwise.
Similarly g(s1, s2, i, c) returns 1 if the j
th character of both strings s1 and s2 is c, and
returns zero otherwise. We interpret the above program as follows. If the variable xjc is set
to 1 it implies that the jth character of the new string(sr+1) is c. The second and third
set of constraints encode both the conditions of property 3.4. By relaxing the integrality
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constraints(4) we obtain a LP relaxation for this problem, LP1 which can be solved in
polynomial time to get a fractional solution x¯.
We round x¯ to get the string sr+1 by rounding each index, j, independently at random
treating the values of x¯jc(for a fixed j) as the probability of setting the jth character of sr+1
to c i.e. sr+1[j] is set to c with probability x¯
j
c.
There two possible ways by which this algorithm can fail. The algorithm will fail if IP1 does
not have a valid solution, or if the solution produced after rounding does not satisfy IP1.
In lemma 3.5 and 3.6 we argue that both these cases happen with very low probability.
For the rest of the proof we set values for the variables α = ⌈γ/|A|⌉ , β =
⌈
γ/|A|2
⌉
and let
|A| = ck, for some large constant c. In the lemma 3.5 we will derive a bound on the value
of γ so that IP1 has a feasible solution for the values of α, β, δ and |A| mentioned above.
Lemma 3.5. IP1 has a solution in the nth (hence all previous iterations), if γ = Ω(k2 log n).
Proof. We prove this by looking at the agnostic setting by counting the number of labels
that have been deemed invalid by the labels that have already been chosen in the previous
n − 1 iterations. As long as this number is less than the total number possible labels IP1
would have a solution.
Let us upper bound the number of labels that violate the second set of constraints for some
already chosen label. i.e. we wish to count the number of labels that intersect with an
already chosen label, say s ∈ Sn−1, at less than 2α indices. The number of labels that agree
with s at d places is given by
(γ
d
)
· (|A| − 1)γ−d, where d can take values upto 2α. Since
there are n − 1 possible choices for s, at most ∆1 = O
(
nα
(γ
d
)
(|A| − 1)γ−d
)
labels could
have been deemed infeasible owing to the violation of the second type of constraints.
Now, let us upper bound the number of labels that violate only the third set of constraints.
Let s1, s2 ∈ Sn−1 be a pair of labels that agree on d12 indices. Consider a string s3 which
violates the third type of constraint in IP1 for this pair but does not violate the second set of
constraints for either of the strings. Suppose s1, s2, s3 agree at d123 indices. Let the number
of indices where s3 agrees with s1 but not s2 be d13, similarly define d23 to be the number of
indices where s3 agree with s2 but not s1. By our assumptions, d12, d123+d13, d123+d23 ≥ 2α
and d123 ≤ 2β/3.
One can check that the total number of labels that have been deemed infeasible by the pair
(s1, s2), is given by
(γ−d12
d13
)( d12
d123
)(γ−d12−d13
d23
)
(|A| − 1)d12−d123 (|A| − 2)γ−d12−d13−d23 .
Since d123, d12, d23, d13 can take values upto 2α the number of labels that have been deemed
infeasible by s1 and s2 is at most
O
(
α4
(
γ − d12
d13
)(
d12
d123
)(
γ − d12 − d13
d23
)
(|A| − 1)d12−d123 (|A| − 2)γ−d12−d13−d23
)
Since there are
(n−1
2
)
ways to select s1 and s2 the total number of labels that have been
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deemed infeasible, owing to the violation of only the third type of constraints is
∆2 = O
(
n2α4
(
γ − d12
d13
)(
d12
d123
)(
γ − d12 − d13
d23
)
(|A| − 1)d12−d123 (|A| − 2)γ−d12−d13−d23
)
Now to estimate the maximum value of ∆1 +∆2 we maximize each of them separately. To
maximize ∆1 we calculate the optimal value of d by solving
∂∆1
∂d = 0, i.e.
γ−d
d = |A| − 1,
which gives d = γ/|A|. Note that this is the expected number of places where s and sn
would have agreed if each character in sn was chosen uniformly at random from A.
To maximize ∆2 we calculate the values of the variables by solving ∇ [log(∆2)] = 0 which
gives us the following equations.
γ − d12 − d13
γ − d12
·
d12
d12 − d123
·
γ − d12 − d13 − d23
γ − d12 − d13
·
|A| − 1
|A| − 2
= 1
γ − d12 − d13
d13
·
γ − d12 − d13 − d23
γ − d12 − d13
·
1
|A| − 2
= 1
γ − d12 − d13 − d23
d23
·
1
|A| − 2
= 1
d12 − d123
d123
·
1
|A| − 1
= 1
Solving for d12, d13, d23 and d123 we find that ∆2 is maximized when each of the variables
is equal to their expected values if sn was chosen randomly from A
γ , i.e. d12 ≈ d13 ≈
d23 ≈ γ/|A| and d123 ≈ γ/|A|
2. Substituting the values of the variables and simplifying by
sterling’s approximation, we get that ∆1 +∆2 is upper bounded by O(n
2|A|γζ
− γ
|A|2 ) for a
fixed constant ζ > 1.
IP1 will have a solution as long as the number of infeasible strings is less than the total
number of strings, i.e.
∆1 +∆2 < |A|
γ
O(n2|A|γζ
− γ
|A|∈ ) < |A|γ
O
(
|A|2 log n
)
< γ
Thus by setting γ to be ζ ′|A|2(log n), for some large enough constant ζ ′ > 1, we can be sure
that IP1 has a solution in each of the first n iterations.
The following lemma bounds the probability of the event that the label produced by ran-
domized rounding does not satisfy IP1.
Lemma 3.6. The label obtained after rounding satisfies property 3.4 with probability 1−o(1).
Proof. In order to check if the rounded solution is feasible we have to verify if sp+1 satisfies
IP1. The first set of constraints are trivially satisfied. For a fixed sp ∈ Sr the expected
number of places where sp agrees with sr+1 is lower bounded by 2α, i.e. E [|sp ⊙ sr+1|] ≥ 2α.
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By chernoff bounds[6], |sp ⊙ sr+1| will be less than α with probability at most e
−α/2. By
union bound the probability that for at least one sp ∈ Sn−1, |sp⊙sn| is less than α is at most
ne−α/2. Similarly at least one of the third set of constraints is violated with probability
at most n
2
2 e
−β/6. We conclude that the probability of failure is at most ne−α/2 + n
2
2 e
−β/6
which is less than n2e−β/6 = n2e−γ/6|A|
2
. Substituting values for the variables we get the
failure probability is 1
n(ζ
′−12)/6 which is o(1) for large enough constant ζ
′.
Using the algorithm shown above we can construct, in polynomial time, a bipartite graph
G = (L ∪R,E), which satisfies (α, β)-strong goodness property with high probability, such
that |L| = n, |R| = γ|A| = O(k3 log n). Since α/β = γ/|A|
γ/|A|2
= |A| > k, observation 3.3
along with theorem 2.2 yields an O(k3 log n) approximate algorithm for VC-SNDP. Next,
we present a deterministic version of the above randomized algorithm.
3.2 Derandomizing the Algorithm
Our derandomized algorithm runs in n iterations each consisting of a number of steps. As
with the randomized algorithm presented earlier, our derandomized algorithm iteratively
builds a set of feasible labels that satisfy property 3.4. In each iteration our algorithm uses
local search to find a label to augument the set of feasible labels that were chosen earlier.
Starting with an arbitrary(possibly infeasible) label, in each step of the local search, our
algorithm changes one character of the current label based on a potential function, to move
closer to a feasible solution. We show that for an appropriately chosen potential function
we can reach a feasible label in polynomially bounded number of steps.
We use the following potential function to guide our local search. For any label s ∈ Aγ
define
φ(s) =
∑
si∈Sr
max {0, α − |si ⊙ s|} +
∑
sj∈Sr
∑
si∈Sr,si 6=sj
max {0, |si ⊙ sj ⊙ s| − β}
In every step of the local search we use local operations(changing one character) to move
to a label that strictly improves that value of the above potential function. In lemma 3.7
we show that this is always possible, i.e. one can always improve the value of the potential
function by just changing a single character. Since φ is bounded by nα +
(
n
2
)
β and we
achieve a feasible solution once the potential function drops to 0, this is suffices to show
that each iteration terminates with a feasible label in polynomial number of steps.
Lemma 3.7. For every label ω ∈ Aγ either φ(ω) = 0, or there exists another label ω′ such
that φ(ω′) is less than φ(ω) and ω and ω′ differ at exactly one index.
We will now present some definitions that will be useful in proving lemma 3.7. Let Sr be
the set of labels chosen after the first rth iterations of the algorithm. Consider the following
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integer program that represents the set of feasible labels that can be used to augment Sr.
(IP2)
∑
c∈A
xjc = 1 ∀j ∈ [γ] (5)
∑
j∈[γ]
∑
c∈A
xjc · f(sp, j, c) ≥ α ∀p ∈ Sr (6)
∑
j∈[γ]
∑
c∈A
xjc · g(sp, sq, j, c) ≤ β ∀p, q ∈ Sr (7)
xjc ∈ {0, 1} ∀j ∈ [γ], c ∈ A (8)
Let LP2 be the standard linear programming relaxation of IP2 and let P represent the
polytope of the feasible solutions to LP2. Let P ′ be the polytope corresponding to the sets
of equations (5), (8) for LP2. Clearly P is contained in P ′. By lemma 3.6 proved earlier, P
is feasible, and infact shares a large number of its vertices with P ′.
We will require the following claim to complete the proof of lemma 3.7.
Claim 3.8. No plane corresponding to an equation chosen from the sets (6), (7) intersects
an edge in P ′.
Proof. We begin by noting that P ′ is the convex hull of characteristic vectors of labels in
Aγ and that two vertices in P ′ are connected by an edge iff their corresponding labels differ
at exactly one position. If possible let there be an inequality, eˆ, in the sets (6), (7) such that
the plane corresponding to it intersects an edge of P ′. Thus we have two adjacent corner
points v and v′, such that λv + (1 − λ)v′ causes eˆ to be satisfied with equality for some
positive value of λ ∈ (0, 1). Moreover, λv + (1 − λ)v′ is integral except for two variables
say xjc and x
j
c′ . Notice that both the variables cannot appear in eˆ. Exactly one of these
two variables must a have non-zero coefficient(equal to 1) in eˆ. This is because if neither
of the them appears in eˆ then moving from v to v′ along the edge connecting them should
not change the feasibility of the solution. Since exactly one of the fractional variables in
λv+(1−λ)v′ appears in eˆ, and the right hand side of the equation is integral, λv+(1−λ)v′
cannot satisfy eˆ with equality.
Armed with these definitions we now give the proof of lemma 3.7.
Proof of lemma 3.7. Throughout this proof, by a slight abuse of notation, we will use
φ(vs) to denote φ(s) for any label s ∈ A
γ and its corresponding vs. We extend the domain
of φ to fractional points in the interior of P ′ by defining
φ(x) =
∑
si∈Sr
max {0, α − x · xsi}+
∑
sj∈Sr
∑
si∈Sr ,si 6=sj
max
{
0, xsi · xsj · x− β
}
Here xs represents the characteristic vector for label s and for any tripple of vectors (x, y, z),
x · y · z =
∑
j∈[γ] xjyjzj . Let vω ∈ P
′ be the vertex corresponding to the label ω and let
Nω be the set of labels that differ with ω at exactly one position. If vω ∈ P, then φ(ω) = 0
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and we are done. Let us assume vω /∈ P i.e. φ(ω) > 0. By lemma 3.6, P must have a
feasible integer point which should correspond to a vertex of P ′, say v∗, so φ(v∗) = 0. For
λ > 0 define vλ = (1 − λ)vω + λv
∗. As we increase λ from 0 to 1 we travel along the
vector vωv∗. Thus,
[
∂φ(vλ)
∂λ
]
λ=0
< 0. By convexity of P ′, the vector vωv∗ can be written
as a convex combination of vectors vωu for u ∈ Nω. Thus by moving in at least one of the
directions vωu we reduce the potential value. By claim 3.8, the potential φ(vλ) will continue
to decrease as we move along this direction i.e. it will not happen that potential falls and
then rises as we move along this edge. Thus at least one vertex in Nω must have lower
potential than vω.
4 Deterministic Algorithm for Single-Source VC-SNDP
In the single-source VC-SNDP we are given a G = (V,E) with a special vertex s called
the source, and a subset T of vertices called terminals. Additionally, for each terminal
t ∈ T we are given a connectivity requirement r(s, t) ≤ k. We are required to select a
minimum cost subset of edges E′ such that inthe graph induced by E′ every terminal t has
r(s, t) vertex-disjoint paths to s. As before, we create a family {T1, · · · , Tm} of subsets of
terminals and also create m copies of the graph G1, · · · , Gm, and for each copy we solve the
element-connectivity SNDP instance with connectivity requirements induced by terminals
in Ti. Let Ei be the 2-approximate solution to instance Gi. The final solution is the union
of the solutions for all the instances, i.e.
⋃
i∈[m]Ei. Clearly, the cost of this solution is at
most 2m times OPT .
Definition 4.1 (Good Family of Subsets). Let M be the input collection of source-sink
pairs and T is the corresponding collection of terminals. We say that a family {T1, · · · , Tm}
of subsets of T is good iff for each terminal t ∈ T , for each subset of terminals, X, not
containing t, and of size at most (k−1), there is a subset Ti, such that t ∈ Ti and X∩Ti = φ.
In the same vein as theorem 2.2 we now show that the existance of such a family would
imply that the output of the above algorithm is a feasible solution to VC-SNDP.
Theorem 4.2 ([8]). Let {T1, · · · , Tm} be a good family of subsets. Then the output of the
above algorithm is a feasible solution to the single-source VC-SNDP instance.
Proof. Let t ∈ T be a terinal and let X be a subset of V s, t of size at most k − 1. It is
suffices to prove that the removal of X from the graph induced by E′ does not disconnect s
and t. Let X ′ = X ∩ T . Since we start with a good family, there is some Ti which contains
t and does not intersect with X ′. Let Ei be the solution to the corresponding k-element
connectivity instance. Since vertices of X are non-terminal vertices for the instance Gi,
their removal from the graph induced by Ei does not disconnect s from t.
Now we present a deterministic algorithm to construct such a family of size O(k2 log n)
which gives us an O(k2 log n) approximate algorithm.
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5 Algorithm to Construct Good Family of Subsets
As before we can view a good family of subsets as a bipartite graph, G = (L ∪ R,E) and
restate the definition of a good family of subsets may be restated as follows.
Property 5.1 (Weak Goodness). A graph G satisfies the weak goodness property if for
every ℓi ∈ L and X ⊆ L such that |X| < k and ℓi /∈ X, N({ℓi}) is not contained in N(X).
We use the following alternate definition of good family of subsets in our algorithm.
Property 5.2 (Strong Goodness). A graph G = (L∪R,E) satisfies the (α, β)−strong goodness
property if
1. for all ℓi ∈ L, |N({ℓi})| = α
2. for all distinct ℓi, ℓj ∈ L, |N({ℓi}) ∩N({ℓj})| ≤ β
The following observation follows easily from the definitions above.
Observation 5.3. If a graph G satisfies the (α, β)-strong goodness property for α/β > k,
then it satisfies the weak goodness property.
Now we describe a deterministic algorithm to construct a graph G such that it satisfies the
(α, β)-strong goodness property for α/β > k. The variables α, β will be determined later.
5.1 Algorithm for Constructing Graphs with Strong Goodness Property
Our algorithm constructs a graph G = (L∪R,E), for |L| = n by assigning a string wi ∈ A
γ
to every ℓi ∈ L. There are |A|γ vertices in R which are indexed by [γ] × A. There is an
edge connecting ℓi to (j, c) iff wi[j] = c, i.e. the j
th character of wi is c. Property 5.2 can
be restated as follows,
Property 5.4. A graph G satisfies the (α, β)-strong goodness property if
1. for all ℓi ∈ L, |wi| = α
2. for all distinct ℓi, ℓj ∈ L, |wi ⊙ wj | ≤ β
In describing our algorithm we will set the variables α and β as follows, α = γ and β = γ/|A|.
Our algorithm builds the set of labels by solving the following integer program in every
iteration.
(IP3)
∑
c∈A
xjc = 1 ∀j ∈ [γ] (9)
∑
j∈[γ]
∑
c∈A
xjc · f(sp, j, c) ≤ 2β/3 ∀p ∈ Sr (10)
xjc ∈ {0, 1} ∀j ∈ [γ], c ∈ A (11)
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Lemma 5.5 given below establishes the minimum value of γ for which the above integer
program has a solution in each of the n iterations.
Lemma 5.5. IP3 has a solution in the nth (hence all previous iterations), if γ = Ω(k log n).
Proof. Omitted.
Let LP3 be the linear programming relaxation for IP3 and let x¯ be a (fractional)feasible
solution to LP3. We can round x¯ to get an integer solution by rounding each index, j,
independently at random treating the values of x¯jc(for a fixed j) as the probability of setting
the jth character of sr+1 to c i.e. sr+1[j] is set to c with probability x¯
j
c.
The following lemma bounds the probability of the event that the label produced by ran-
domized rounding does not satisfy property 5.4.
Lemma 5.6. The label obtained after rounding satisfies property 5.4 with probability 1−o(1).
Proof. Omitted.
Using the algorithm shown above we can construct, in polynomial time, a bipartite graph
G = (L ∪R,E), which satisfies (α, β)-strong goodness property with high probability, such
that |L| = n, |R| = γ|A| = O(k2 log n). Since α/β = |A| > k, observation 5.3 along with
theorem 4.2 yields an O(k2 log n) approximate algorithm for VC-SNDP.
5.2 Derandomizing the Algorithm
The derandomized algorithm is similar to the one presented earlier in section 3.2. The
algorithm proceeds in several iterations each consisting of multiple steps. In each iteration
it augments the set of feasible labels. It finds such a feasible solution by using local seach
starting from an arbitrary label. In every step of the local search it reduces a polynomially
bounded potential function until it falls to zero, in which case we obtain a label satisfying
property 5.4.
We use the following potential function to guide our local search. For any label s ∈ Aγ
define,
φ(s) =
∑
si∈Sr
max {0, |si ⊙ s| − β}
In lemma 5.7 we show that one can always improve the value of the potential function by
just changing a single character of the current label. Since φ is bounded by nβ and we
achieve a feasible solution once the potential function drops to 0, this is suffices to show
that each iteration terminates with a feasible label in polynomial number of steps.
Lemma 5.7. For every label ω ∈ Aγ either φ(ω) = 0, or there exists another label ω′ such
that φ(ω′) is less than φ(ω) and ω and ω′ differ at exactly one index.
Proof. Similar to the proof for lemma 3.7.
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