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Abstract
We consider a class of Stefan-type problems having a convection term and a pseudomonotone
nonlinear diffusion operator. Assuming data in L1, we prove existence, uniqueness and stability
in the framework of renormalized solutions. Existence is established from compactness and
monotonicity arguments which yield stability of solutions with respect to L1 convergence of
the data. Uniqueness is proved through a classical L1-contraction principle, obtained by a
reﬁnement of the doubling variable technique which allows us to extend previous results to a
more general class of nonlinear possibly degenerate operators.
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1. Introduction
We deal in this paper with the existence and uniqueness of solutions for a class of
Stefan-type problems of the form


b(u)t − div(a(x, u,∇u))+ div((u)) = f in × (0, T ),
b(u)(t = 0) = b0 in ,
u = 0 on × (0, T ),
(1.1)
where T > 0 and  is a bounded domain in RN . In (1.1), b is a maximal monotone
graph on R such that b−1 ∈ C0(R). Moreover, the function a(x, s, ) is monotone and
coercive with respect to  so as to deﬁne a Leray–Lions type operator in W 1,p0 (),
 ∈ C(R,RN) and the data f, b0 belong to L1(× (0, T )) and to L1().
Due to the possible jumps of b, problem (1.1) enters the class of Stefan problems,
for which there exists a large number of references. Among them, let us mention the
earlier works [12,14,8,1] for a variational approach and [2] for semigroup solutions,
and more recently [9,4,15,16]. A complete bibliography may be found in [21].
There are mainly two type of difﬁculties in studying problem (1.1). One consists in
the coupling of the discontinuous character of b with a nonlinear diffusion depending on
u and x. The second one is the consideration of L1 data so that ﬁnite energy solutions
could not be expected. Indeed, since a few years, the framework of renormalized
solutions, which was originally introduced in [13] for transport equations, has proved
to be a powerful approach to study large classes of (possibly degenerate) second-order
PDEs with L1 data. The reader is referred to [11] for elliptic problems and to [5,10,6]
for parabolic equations. We address then problem (1.1) in this setting and we prove
that, if a(x, s, ) and (s) are locally Lipschitz continuous with respect to s, it is
well-posed: existence, uniqueness (of u and b(u)), stability of renormalized solutions.
In particular, we establish an L1-contraction principle, for problems of type of (1.1),
which extends in possibly different directions previous results dealing with this question.
It is well known that the simple technique, which consists in multiplying the difference
of the equations for two solutions u1 and u2 by a smooth regularization of sign(u1−u2)
fails as soon as b or b−1 are not enough regular, for instance if b is only continuous.
An interesting and complete discussion of this point can be found in [19]. A powerful
method to obtain the L1-contraction principle is the doubling variable technique which
dates back to [17] and which has been extensively developed in [9] and then applied
in a recent series of papers (see e.g. [10,15,16]). In these works, the authors perform a
complete doubling, both in the time variable t and in the space variable x. However, this
forces the diffusion and the convection operator not to depend on t and x (at least with
reasonable assumptions). On the other hand, the parabolic character of problems of type
(1.1) suggests that it should be more natural to avoid the doubling of the x variable.
Actually, this was already done in [19] in the context of ﬁnite energy solutions (i.e.
f ∈ Lp′(0, T ;W−1,p′())) and for a continuous function b. We show in the present
paper that this approach (i.e. doubling only the time variable) still works even with
b discontinuous and with L1 data (i.e. for renormalized solutions), assuming a locally
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Lipschitz dependence of a and  with respect to u. Of course, the hardest task that we
face is handling the zones where b jumps (i.e. b, as a graph, is not univoque), which
we treat thanks to some convexity type inequalities together with an idea inspired by
a sort of “hole ﬁlling" argument used in [9]. In particular, the technical tools that we
develop here allow to deal with nonlinear and nonautonomous operators, extending
then results proved for the linear or the autonomous case in [9,15,16]. Moreover, it is
very important to remark that our uniqueness proof works without the assumption that
b−1 is continuous (see Section 5) so that it also applies to Stefan elliptic–parabolic
problems.
By contrast, the continuity of b−1 is needed in our proof of the existence part
(Theorem 3.9). Here the main argument relies on the stability properties, with respect
to L1 convergence of the data, of the truncated energy a(x, u,∇u)∇u{|u|<k}, which
is proved to be relatively compact in the weak topology of L1(× (0, T )). The tools
needed for obtaining this kind of result have been widely developed (see [5,20,7]) for
smoother functions b (loosely speaking, b locally Lipschitz continuous) and making use
of a particular time-regularization introduced in [18]. In this work, we give a generalized
version of this compactness result through a new and simpler proof which uses a mean
(in time) regularization together with convexity inequalities induced by the monotone
character of b. The existence of a renormalized solution is then obtained by passing
to the limit in a class of approximating problems with more regular data. In this step
the pointwise convergence of approximate solutions is actually essential to pass to the
limit in the diffusion and convection terms, and this is where we use the assumption
that b−1 is continuous. A reader who is willing to accept this pointwise convergence
without assuming the continuity of b−1 can verify that all our results would still hold
in this more generality without requiring any change. Last but not least, let us mention
that our existence proof, based on compactness and stability, allows the operator to
depend on t, so that it seemed to us to be preferable than the semigroup approach.
The organization of the paper is the following. In the next section, we prepare
some tools, namely a few weak integration by parts results, which will play a crucial
role in our proofs. Next two sections are devoted to the existence and the uniqueness
(and stability) result respectively, while Section 5 contains ﬁnal comments and remarks
on some straightforward extensions; among these, the possibility to obtain the L1-
contraction principle for Stefan elliptic–parabolic problems and to consider a convection
term  depending on x and u. In the appendix, we provide a self-contained proof of
the existence of a weak solution with bounded data, which is a quite standard result
that we need to use, but for which no exact reference could be given.
2. Preliminaries
Let  be a bounded open subset of RN , N1, and Q = ×(0, T ). We will assume
that
b : R → P(R) is a maximal monotone graph such that 0 ∈ b(0). (2.1)
386 D. Blanchard, A. Porretta / J. Differential Equations 210 (2005) 383–428
We will denote b−1 the inverse function of b, deﬁned as b−1(r) = s ⇐⇒ r ∈ b(s),
and we assume that
b−1 ∈ C0(R), i.e. b−1 is continuous on R. (2.2)
With a slight abuse of notation, we will write
∫
b(r) dr every time a graph b appears
under line integrals, instead of using its maximal or minimal univalued representations
b = sup{s ∈ b(r)} and b = inf{s ∈ b(r)} (in fact b = b almost everywhere).
Eventually, a basic tool in our arguments is played by some integration by parts
formula, whose main ingredient is the following lemma.
Lemma 2.1. Assume that F : R2 → R is a continuous function such that
 → F(,) is nondecreasing and Lipschitz continuous, f or every  ∈ R
and that B(s) is a maximal monotone graph in R.We set G(,)= ∫ ( r F (r,))B(r)dr.
Let w ∈ L1(Q), w0 ∈ L1() and  ∈ L1(Q), 0 ∈ L1() such that
 ∈ B(w) a.e. in Q, 0 ∈ B(w0) a.e. in .
Then for any function z such that F(w, z) ∈ L∞(Q), G(w, z) ∈ L1(Q), F(w0, z) ∈
L∞() and G(w0, z) ∈ L1(), we have
∫ T
0
∫

(− 0)

t
(

1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
dx dt

∫ T
0
∫

t
(

1
h
∫ t+h
t
F (w, z) d− 1
h
∫ t+h
t
G(w, z) d
)
(2.3)
+
∫

(0)(0F(w0, z)−G(w0, z)) dx
for any  ∈ W 1,∞(Q) such that 0, (T ) = 0.
Proof. The proof only relies on the inequality
G(y2,)−G(y1,)
=
∫ y2
y1
(

r
F (r,))B(r) dr	 (F (y2,)− F(y1,)) ∀	 ∈ B(y1), (2.4)
which is true since B is a maximal monotone graph and F(,) is nondecreasing and
Lipschitz in . Indeed, applying (2.4) to w(x, t + h), w(x, t) and since  ∈ B(w)
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almost everywhere in Q, we have
∫ T
0
∫



t
(

1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
dx dt
=
∫ T
0
∫

t
(
1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
dx dt
+
∫ T
0
∫


F(w(x, t + h), z(x))− F(w(x, t), z(x))
h
dx dt

∫ T
0
∫

t
(
1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
dx dt
+
∫ T
0
∫


G(w(x, t + h), z(x))−G(w(x, t), z(x))
h
dx dt.
Since we have (in weak sense)
G(w(x, t + h), z(x))−G(w(x, t), z(x))
h
= 
t
(
1
h
∫ t+h
t
G(w(x, ), z(x)) d
)
we can integrate by parts in last integral. We obtain then
∫ T
0
∫

(− 0)

t
(

1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
dx dt

∫ T
0
∫

t
[

(
1
h
∫ t+h
t
F (w(x, ), z(x)) d
)
− 1
h
∫ t+h
t
G(w(x, ), z(x)) d
]
dx dt
+
∫

(0)
[
0
(
1
h
∫ h
0
F(w(x, ), z(x)) d
)
− 1
h
∫ h
0
G(w(x, ), z(x)) d
]
dx.
(2.5)
Using again (2.4) with y1=w0, y2=w(x, ), 	=0, we have (almost everywhere in x):
0
(
1
h
∫ h
0
F(w(x, ), z(x)) d
)
− 1
h
∫ h
0
G(w(x, ), z(x)) d
= 1
h
∫ h
0
(0F(w(x, ), z(x))−G(w(x, ), z(x))) d
 1
h
∫ h
0
(0F(w0(x), z(x))−G(w0(x), z(x))) d = 0F(w0, z)−G(w0, z).
Using this inequality in (2.5) we obtain (2.3). 
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Remark 2.2. Note that G is determined up to the sum of a function of x in Lemma
2.1. This is why it has been deﬁned just as a primitive function.
Lemma 2.1 expresses the positive character of the time-dependent term in the equa-
tion; of course the reverse inequality of (2.3) can also be obtained by considering
backward translations.
Lemma 2.3. Let B, F, G be as in Lemma 2.1. Assume that w ∈ L1(Q),  ∈ L1(Q)
are such that
 ∈ B(w) a.e. in Q
and that 0 ∈ L1(). Let w0 ∈ L1() and deﬁne w(x, t) = w0 for t < 0. Then for
any function z such that F(w, z) ∈ L∞(Q), G(w, z) ∈ L1(Q), F(w0, z) ∈ L∞() and
G(w0, z) ∈ L1(), we have
∫ T
0
∫

(− 0)

t
(

1
h
∫ t
t−h
F (w(x, ), z(x)) d
)
dx dt

∫ T
0
∫

t
(

1
h
∫ t
t−h
F (w, z) d− 1
h
∫ t
t−h
G(w, z) d
)
+
∫

(0)(0F(w0, z)−G(w0, z)) dx
(2.6)
for any  ∈ W 1,∞(Q) such that 0, (T ) = 0.
Proof. The proof is the same as for Lemma 2.1 except that for the initial terms now
we use that
1
h
∫ 0
−h
F (w(x, ), z(x)) d = F(w0, z), 1
h
∫ 0
−h
G(w(x, ), z(x)) d = G(w0, z)
by deﬁnition of w(x, t) for t < 0. 
Let us ﬁnally remark that, in case the duality 〈t , F(w, z)〉 is well deﬁned, the
previous lemmas are nothing but standard integration by parts formulas; in this spirit,
they can be found in several other works, see e.g. [1,9]. Here we explicitly state the
particular case in which F = F() as it will be used later.
Corollary 2.4. Assume that F : R → R is a Lipschitz continuous function and that
B(s) is a maximal monotone graph in R. We set G() = ∫  F ′(r)B(r) dr .
Let w ∈ Lp(0, T ;W 1,p0 ()), w0 ∈ L∞() and  ∈ L∞(Q), 0 ∈ L∞() such that
 ∈ B(w) a.e. in Q, 0 ∈ B(w0) a.e. in ,
t ∈ Lp
′
(0, T ;W−1,p′()), (0) = 0 in W−1,p
′
().
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Then we have
−〈t , F (w) 〉 =
∫ T
0
∫

t
(
F(w)−G(w))
+
∫

(0)
(
0F(w0)−G(w0)
)
dx
(2.7)
for any  ∈ W 1,∞(Q) such that F(w) ∈ Lp(0, T ;W 1,p0 ()), (T ) = 0, and, in
particular,
− 〈t , F (w) 〉 =
∫ T
0
∫

tF() dx dt +
∫

(0)F(0) dx, (2.8)
where F(s) = ∫ s F (B−1)(r) dr .
Proof. It is enough to observe that we can split F() = F1()+F2() with F1 non-
decreasing and F2 nonincreasing. Since  1h
∫ t+h
t
F (w(x, )) d ∈ W 1,p(0, T ;W 1,p0 ())
and  ∈ W 1,p′(0, T ;W−1,p′()), we have
∫ T
0
∫
(− 0) t
(
 1
h
∫ t+h
t
F (w(x, )) d
)
dx dt
= −〈t ,
(
 1
h
∫ t+h
t
F (w(x, )) d
)
〉
so that applying Lemma 2.1 to F1 and letting h tend to zero (note that the time
translations are continuous in L1(Q) as well as in Lp(0, T ;W 1,p0 ())) we get
−〈t , F1(w) 〉
∫ T
0
∫

t
(
F1(w)−
∫ w
0
F ′1(r) B(r) dr
)
+
∫

(0)
(
0F1(w0)−
∫ w0
0
F ′1(r) B(r) dr
)
dx.
(2.9)
Using Lemma 2.3 with a sequence of smooth initial values w0j (i.e. w(t) = w0j for
t < 0, so that F(w) ∈ Lp(0, T ;W 1,p()) and ∫ t
t−h F (w()) d ∈ W 1,p(0, T ;W 1,p()))
we also get
−〈t , F1(w) 〉 
∫ T
0
∫

t
(
F1(w)−
∫ w
0
F ′1(r) B(r) dr
)
+
∫

(0)
(
0F1(w0j )−
∫ w0j
0
F ′1(r) B(r) dr
)
dx.
Letting w0j approximate w0 as j tends to inﬁnity we obtain the reverse inequality of
(2.9), hence (2.7) is true for F1 and 0, then for any . Since it is also true for
−F2, we conclude. 
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In order to deal with L1 data, we will need to introduce some auxiliary truncation
functions which are fundamental in the sequel.
Deﬁnition 2.5. For every k > 0, we set Tk(s) = max(−k,min(s, k)) the truncation
function at levels ±k; then we deﬁne

n(s) = 1
n
Tn(s − Tn(s)), hn(s) = 1− |
n(s)|, Sn(s) =
∫ s
0
hn(r) dr ∀s ∈ R.
(2.10)
Similarly, we deﬁne a sort of truncation of the graph b as
bn(s) =
{∫ r
0
S′n(b−1()) d, r ∈ b(s)
}
. (2.11)
Note that bn is itself a maximal monotone graph since it is a composition of a monotone
function and a maximal monotone graph.
3. Deﬁnition and existence of renormalized solutions
Let the operator A(u) = −div(a(x, t, u,∇u)) be deﬁned by a Carathéodory function
a(x, t, s, ) : Q× R × RN → RN such that
a(x, t, s, )||p, p > 1, (3.1)
|a(x, t, s, )− a(x, t, r, )|L(s, r)(K(x, t)+ ||p−1) |s − r|, (3.2)
|a(x, t, s, )|M(|s|)(K(x, t)+ ||p−1), (3.3)
(a(x, t, s, )− a(x, t, s, ))(− )0 (3.4)
for every ,  in RN , every s, r ∈ R and almost every (x, t) ∈ Q, where  > 0,
K(x, t) ∈ Lp′(Q) and L : R2 → R, M : R → R are positive continuous functions.
Moreover assume that
 : R → RN is locally Lipschitz. (3.5)
We consider the initial boundary value problem


b(u)t − div(a(x, t, u,∇u)− (u)) = f in × (0, T ),
u = 0 on × (0, T ),
b(u)(0) = b0 in ,
(3.6)
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where
f ∈ L1(Q), b0 ∈ L1(). (3.7)
Let us deﬁne the measurable function u0 = b−1(b0), so that b0 ∈ b(u0).
Deﬁnition 3.1. A measurable function u is a renormalized solution of (3.6) if Tk(u) ∈
Lp(0, T ;W 1,p0 ()) for every k > 0,
lim
n→+∞
1
n
∫
{n |u|2n}
a(x, t, u,∇u)∇u dx dt = 0 (3.8)
and there exists u ∈ L1(Q) such that u ∈ b(u) a.e. in Q, and the following equation
holds:
− ∫ T0 ∫ t ∫ u0 S′(b−1(r)) dr dx dt
− ∫ (0) (∫ b00 S′(b−1(r)) dr) dx + ∫ T0 ∫ a(x, t, u,∇u)∇S′(u) dt dx
+ ∫ T0 ∫ a(x, t, u,∇u)∇u S′′(u) dt dx − ∫ T0 ∫ ∇ (∫ u0 ′() S′() d) dt dx
= ∫ T0 ∫ f S′(u) dt dx,
(3.9)
for any S ∈ W 2,∞(R) with S′ having compact support, and any  ∈ C∞c ([0, T )× )
such that S′(u) ∈ Lp(0, T ;W 1,p0 ()).
Remark 3.2. First, observe that a solution of (3.6) is indeed a couple (u,u) with u ∈
b(u) (some authors prefer to call directly u the solution writing u = b−1(u)). More-
over, an immediate consequence of formulation (3.9) is that u ∈ L∞(0, T ;L1());
indeed, taking S′(r) = T1(r)hn(r) (deﬁned in (2.10)) in (3.9) and  = (t),  ∈
C∞c ([0, T )), letting n tend to inﬁnity one has
−
∫ T
0
∫

t
∫ u
0
T1(b
−1(r)) dr dx dt
∫

|(0)| |b0| dx +
∫ T
0
∫

|| |f | dx dt.
Choosing  = ∫ T
t
(s) ds,  ∈ C∞c (0, T ), one deduces
∫ T
0
(∫

∫ u
0
T1(b
−1(r)) dr dx
)
(t) dt(‖b0‖L1() + ‖f ‖L1(Q))‖‖L1(0,T )
and then, being
∫ s
0 T1(b
−1(r)) dr0, that
∣∣∣∣∣
∫ T
0
(∫

∫ u
0
T1(b
−1(r)) dr dx
)
(t) dt
∣∣∣∣∣ (‖b0‖L1() + ‖f ‖L1(Q))‖‖L1(0,T )
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which means that
∫

∫ u
0 T1(b
−1(r)) dr dx ∈ L∞(0, T ); this easily implies that u
belongs to L∞(0, T ;L1()), moreover
‖u‖L∞(0,T ;L1())C
(‖b0‖L1(), ‖f ‖L1(Q)) . 
The existence of a renormalized solution will be proved in two steps; ﬁrst of all,
approximating (3.6) with nondegenerate problems, we provide existence of weak solu-
tions in case of bounded data. This is the content of next proposition; we postpone its
proof to the Appendix, it uses some standard tools (see e.g. [1,4]) but since no exact
reference can be given in the context of assumptions (3.1)–(3.4) we will give a short
proof for the reader’s convenience.
Proposition 3.3. Let f ε ∈ L∞(Q), bε0 ∈ L∞(). Then there exists a function uε ∈
L∞(Q) ∩ Lp(0, T ;W 1,p0 ()) which is a weak solution of


b(uε)t − div(a(x, t, uε,∇uε)− (uε)) = f ε in × (0, T ),
uε = 0 on × (0, T ),
b(uε)(0) = bε0 in ,
(3.10)
in the sense that there exists uε ∈ L∞(Q) such that uε ∈ b(uε), uε (t) ∈ Lq() for
any q <∞ and any t > 0, and
− ∫ T0 ∫ t uε dx dt − ∫ (0)bε0 dx
+ ∫ T0 ∫ (a(x, t, uε,∇uε)− (uε))∇ dt dx = ∫ T0 ∫ f ε  dt dx (3.11)
for any  ∈ C∞c ([0, T )× ). Moreover we have
‖(uε − u)(t)‖L1()‖f ε − f ‖L1(Q) + ‖bε0 − b0‖L1() ∀t ∈ (0, T ). (3.12)
Proof. See the appendix. 
Remark 3.4. Note that in virtue of Corollary 2.4 any weak solution, as deﬁned above,
is a renormalized solution. In fact, for any S ∈ W 2,∞(R) and any  ∈ C∞c ([0, T )×)
such that S′(uε) ∈ Lp(0, T ;W 1,p0 ()), we can choose S′(uε) as test function in
(3.11). Since we have from (2.8)
−〈(uε )t , S′(uε)〉 =
∫ T
0
∫

t
∫ uε
0
S′(b−1(r)) dr dx dt
+
∫

(0)
∫ bε0
0
S′(b−1(r)) dr dx,
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we deduce, using also that uε = 0 on × (0, T ) to integrate the convection term,
− ∫ T0 ∫ t (∫ uε0 S′(b−1(r)) dr) dx dt − ∫ (0) (∫ bε00 S′(b−1(r)) dr) dx
+ ∫ T0 ∫ a(x, t, uε,∇uε)∇S′(uε) dx dt
+ ∫ T0 ∫ a(x, t, uε,∇uε)∇uε S′′(uε) dx dt
− ∫ T0 ∫ ∇ (∫ uε0 ′() S′() d) dx dt = ∫ T0 ∫ f ε S′(uε) dx dt
(3.13)
for any S ∈ W 2,∞(R) and any  ∈ C∞c ([0, T ) × ) such that S′(uε) ∈ Lp(0, T ;
W
1,p
0 ()). Moreover, it is enough to have  ∈ W 1,∞(Q) :(T ) = 0.
The basic a priori estimates for the sequence uε are given through standard methods
of L1 theory.
Lemma 3.5. Let {uε} be the sequence of solutions of (3.10) given by Proposition 3.3.
Then we have
∫ T
0
∫
 |∇Tk(uε)|p dx dtC k f or every k > 0,
lim
n→+∞ supε
1
n
∫
{n |uε |2n}
a(x, t, uε,∇uε)∇uε dx dt = 0. (3.14)
Moreover uε is a Cauchy sequence in L∞(0, T ;L1()); in particular, there exist u
and u ∈ b(u) such that (up to subsequences)
uε → u in L∞(0, T ;L1()) and almost everywhere in Q,
uε → u almost everywhere in Q,
Tk(u
ε)→ Tk(u) weakly in Lp(0, T ;W 1,p0 ()) and a.e. in Q.
Proof. Choosing S′(r) = Tk(r) and  = min( (T−−t)+ , 1) in (3.13), one gets
∫ T−
T−2
∫

1

(∫ uε
0
Tk(b
−1(r)) dr
)
dx dt
+
∫ T−2
0
∫

a(x, t, uε,∇uε)∇Tk(uε) dx dt
k‖f ε‖L1(Q) + k ‖bε0‖L1()
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and then, using also (3.1),

∫ T−2
0
∫

|∇Tk(uε)|p dx dtk‖f ε‖L1(Q) + k ‖bε0‖L1(). (3.15)
The ﬁrst estimate in (3.14) follows letting → 0 since bε0 and f ε are bounded in L1.
Similarly we obtain, choosing instead S′(r) = 
n(r) (see (2.10)),
1
n
∫
{n |uε |2n}
a(x, t, uε,∇uε)∇uε dx dt 
∫
{|uε |>n}
|f ε| dx dt
+
∫
{|bε0|>n}
|bε0| dx. (3.16)
Since, by Poincare inequality and (3.15),
npmeas{|uε| > n} =
∫
{|uε |>n}
|Tn(uε)|p dx dtC
∫ T
0
∫

|∇Tn(uε)|pC n,
we have
lim
n→+∞ supε
meas({|uε| > n}) = 0
hence by equi-integrability of bε0 and f ε we get from (3.16) the second of (3.14).
Finally, from (3.12) we deduce that uε (∈ b(uε)) strongly converges in L∞(0, T ;
L1()) towards a function u. Since b−1 is continuous, this implies, up to subsequences,
that uε almost everywhere converges to u : = b−1(u). Clearly one also deduces that
Tk(u
ε) weakly converges to Tk(u) in Lp(0, T ;W 1,p0 ()). 
The main step is the convergence of truncated energies.
Theorem 3.6. Let uε be the solution of (3.10) and u given by Lemma 3.5. Then we
have (up to subsequences) that for every k > 0
a(x, t, Tk(u
ε),∇Tk(uε))→ a(x, t, Tk(u),∇Tk(u)) weakly in Lp′(Q)N .
a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε)→ a(x, t, Tk(u),∇Tk(u))∇Tk(u)
weakly in L1((0, )× ) for any  < T .
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Proof. Let  ∈ C∞c [0, T ), and let us take S′(r) = Tk(r) and  =  in (3.13). We
get
∫ T
0
∫
 a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε)  dx dt
= ∫ T0 ∫ f ε Tk(uε) dx dt
+ ∫ T0 ∫ (∫ uε0 Tk(b−1(r)) dr) t dx dt
+ ∫ (∫ bε00 Tk(b−1(r)) dr) (0) dx.
Using the almost everywhere convergence of uε to u and the strong convergence of
uε to u and of f ε and bε0 we obtain
lim
ε→0
∫ T
0
∫
 a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε)  dx dt
= ∫ T0 ∫ f Tk(u)  dx dt + ∫ T0 ∫ (∫ u0 Tk(b−1(r)) dr) t dx dt
+ ∫ (∫ b00 Tk(b−1(r)) dr) (0) dx.
(3.17)
We use now (3.13) with S() = Sn(), which is deﬁned in (2.10), and we obtain
−‖‖L∞(Q) 1n
∫
{n |uε |2n}
a(x, t, uε,∇uε)∇uε dx dt
 − ∫ T0 ∫ t (∫ uε0 S′n(b−1(r)) dr) dx dt
− ∫ (0) (∫ bε00 S′n(b−1(r)) dr) dx
+ ∫ T0 ∫ a(x, t, uε,∇uε)∇ S′n(uε) dx dt
− ∫ T0 ∫ ∇ (∫ uε0 ′()S′n() d) dx dt − ∫ T0 ∫ f ε S′n(uε) dx dt
‖‖L∞(Q) 1n
∫
{n |uε |2n}
a(x, t, uε,∇uε)∇uε dx dt.
(3.18)
We want now to pass to the limit in ε. To this purpose, since Tk(uε) is bounded in
Lp(0, T ;W 1,p0 ()) and thanks to (3.3), there exists a vector ﬁeld k ∈ Lp
′
(Q)N such
that
a(x, t, Tk(u
ε),∇Tk(uε))→ k weakly in Lp
′
(Q)N .
We also have, for n > k,
∫ T
0
∫
 a(x, t, u
ε,∇uε)S′n(uε)∇ dx dt
= ∫ T0 ∫ a(x, t, Tk(uε),∇Tk(uε))∇ dx dt
+ ∫ T0 ∫ a(x, t, T2n(uε),∇T2n(uε))S′n(uε) {|uε |>k} ∇ dx dt,
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where we used that Supp(S′n) ⊂ (−2n, 2n), hence we get
lim
ε→0
∫ T
0
∫
 a(x, t, u
ε,∇uε)S′n(uε)∇ dx dt
= ∫ T0 ∫ k∇ dx dt + ∫ T0 ∫ 2nS′n(u) {|u|>k} ∇ dx dt.
In the other terms we use the strong convergences of uε and bε0; setting
(n) := sup
ε
1
n
∫
{n |uε |n}
a(x, t, uε,∇uε)∇uε dx dt, (3.19)
we get from (3.18)
−‖‖L∞(Q)(n)
 − ∫ T0 ∫ t (∫ u0 S′n(b−1(r)) dr) dx dt
− ∫ (0) (∫ b00 S′n(b−1(r)) dr) dx + ∫ T0 ∫ k∇ dx dt
+ ∫ T0 ∫ 2nS′n(u) {|u|>k} ∇ dx dt − ∫ T0 ∫ ∇ (∫ u0 ′()S′n() d) dx dt
− ∫ T0 ∫ f S′n(u) dx dt‖‖L∞(Q)(n) .
(3.20)
Henceforth, we denote n(u) =
∫ u
0 S
′
n(b
−1(r)) dr (which belongs to bn(u), recall
(2.11)) and n(u0) =
∫ b0
0 S
′
n(b
−1(r)) dr . Let us also take a sequence U0j of C∞c ()
functions which converges to u0 and deﬁne u(t) = U0j for t < 0. We choose now
 =  1
h
∫ t
t−h Tk(u()) d in (3.20), with  ∈ C∞c [0, T ), 01. Note that  belongs
to Lp(0, T ;W 1,p0 ()) ∩ L∞(Q) and t ∈ L∞(Q); since ‖‖L∞(Q)k we obtain
−k(n) − ∫ T0 ∫ t
(
 1
h
∫ t
t−h Tk(u()) d
) (
n(u)− n(u0)
)
dx dt
+ ∫ T0 ∫ (k + 2nS′n(u) {|u|>k} − ∫ u0 ′()S′n() d)
×
(
1
h
∫ t
t−h ∇Tk(u()) d
)
 dx dt
− ∫ T0 ∫ f S′n(u) ( 1h ∫ tt−h Tk(u()) d)  dx dtk(n).
(3.21)
Applying Lemma 2.3 with w = u,  = n(u), B = bn, 0 = n(u0), w0 = U0j and
F = Tk(), we obtain
− ∫ T0 ∫ t
(
 1
h
∫ t
t−h Tk(u()) d
) (
n(u)− n(u0)
)
dx dt
 − ∫ T0 ∫ t (n(u) 1h ∫ tt−h Tk(u()) d− 1h ∫ tt−h ∫ u()0 T ′k(r)bn(r) dr d) dx dt
− ∫ (0) (n(u0) Tk(U0j )− ∫ U0j0 T ′k(r)bn(r) dr) dx.
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Letting h tend to zero, and using that
∫ s
0 T
′
k(r)bn(r) dr =
∫ s
0 T
′
k(r)b(r) dr for large n,
we get
lim sup
h→0
− ∫ T0 ∫ t
(
 1
h
∫ t
t−h Tk(u()) d
) (
n(u)− n(u0)
)
dx dt
 − ∫ T0 ∫ t (n(u) Tk(u)− ∫ u0 T ′k(r)b(r) dr) dx dt
− ∫ (0) (n(u0) Tk(U0j )− ∫ U0j0 T ′k(r)b(r) dr) dx.
Let then pass to the limit as h tends to zero in (3.21); using that
1
h
∫ t
t−h
Tk(u()) d
h→0→ Tk(u) strongly in Lp(0, T ;W 1,p0 ()),
we get (after letting also j go to inﬁnity)
−k(n) − ∫ T0 ∫ t (n(u) Tk(u)− ∫ u0 T ′k(r)b(r) dr) dx dt− ∫ (0) (n(u0) Tk(u0)− ∫ u00 T ′k(r)b(r) dr) dx
+ ∫ T0 ∫ (k + 2nS′n(u) {|u|>k} − ∫ u0 ′()S′n() d)∇Tk(u) dx dt
− ∫ T0 ∫ f S′n(u) Tk(u) dx dt.
Finally let n go to inﬁnity. Observe ﬁrst that, by deﬁnition of Tk(s) and since Tk(u) = 0
on × (0, T ), we have
2nS
′
n(u) {|u|>k}∇Tk(u) = 0 and
∫ T
0
∫

(∫ u
0
′()S′n() d
)
∇Tk(u) dx dt = 0.
Moreover, since S′n()→ 1 we have that n(u) converges to u strongly in L1(Q) and
similarly n(u0) converges to b0 in L1(). Using also that (n)→ 0 (see (3.19) and
thanks to (3.14)) we get the inequality
0 − ∫ T0 ∫ t [Tk(u)u − (∫ Tk(u)0 b(r) dr)] dx dt
− ∫ (0) [Tk(u0) b0 − (∫ Tk(u0)0 b(r) dr)] dx
+ ∫ T0 ∫ k ∇Tk(u)  dx dt − ∫ T0 ∫ f Tk(u)  dx dt.
(3.22)
Let us recall that it holds
uu =
∫ u
0
b(r) dr +
∫ u
0
b−1(r) dr ∀u,u ∈ R : u ∈ b(u).
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An easy computation shows that similarly we have
Tk(u)u =
∫ Tk(u)
0
b(r) dr +
∫ u
0
Tk(b
−1(r)) dr ∀u,u ∈ R : u ∈ b(u),∀k ∈ R.
(3.23)
Thus we conclude from (3.22), using also that b0 ∈ b(u0),
0 − ∫ T0 ∫ t (∫ u0 Tk(b−1(r)) dr) dx dt − ∫ (0) (∫ b00 Tk(b−1(r)) dr) dx
+ ∫ T0 ∫ k∇Tk(u)  dx dt − ∫ T0 ∫ f Tk(u)  dx dt. (3.24)
Putting together (3.17) and (3.24) we have proved that
lim
ε→0
∫ T
0
∫
 a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε) dx dt

∫ T
0
∫
 k∇Tk(u)  dx dt.
(3.25)
Since Tk(uε) weakly converges to Tk(u) in Lp(0, T ;W 1,p0 ()) we deduce
lim
ε→0
∫ T
0
∫
 (a(x, t, Tk(u
ε),∇Tk(uε))− a(x, t, Tk(uε),∇Tk(u)))
× (∇Tk(uε)− ∇Tk(u))  dx dt
= lim
ε→0
∫ T
0
∫
 a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε) dx dt
− lim
ε→0
∫ T
0
∫
 a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(u)  dx dt0.
(3.26)
Using (3.25), (3.4) and a classical monotonicity argument (Minty’s lemma), we obtain
that k = a(x, t, Tk(u),∇Tk(u)), hence
a(x, t, Tk(u
ε),∇Tk(uε))→ a(x, t, Tk(u),∇Tk(u)) weakly in Lp′(Q)N for any k > 0.
Moreover from (3.26) one deduces also that for any  < T :
lim
ε→0
∫ 
0
∫

(
a(x, t, Tk(u
ε),∇Tk(uε))
−a(x, t, Tk(uε),∇Tk(u))
) (∇Tk(uε)− ∇Tk(u)) dx dt = 0
which yields
a(x, t, Tk(u
ε),∇Tk(uε))∇Tk(uε)→ a(x, t, Tk(u),∇Tk(u))∇Tk(u) (3.27)
weakly in L1((0, )× ) for any  < T . 
D. Blanchard, A. Porretta / J. Differential Equations 210 (2005) 383–428 399
Remark 3.7. If a(x, t, s, ) satisﬁes a strict monotonicity assumption with respect to
, we also get from (3.26) that (up to subsequences) ∇uε almost everywhere converges
to ∇u and that Tk(uε) strongly converges to Tk(u) in Lp(0, ;W 1,p0 ()) for any  ∈
(0, T ). Note that in order to obtain the strong convergence of truncations in the whole
interval (0, T ), it is enough to consider a sequence of approximating solutions in the
larger interval (0, T + 1).
Remark 3.8. Obtaining the energy inequality (3.24) was the main step in order to
prove the convergence of truncated energies. It should be noticed that it actually holds
the energy equality
∫

(∫ u(t)
0 Tk(b
−1(r)) dr
)
dx − ∫ (∫ b00 Tk(b−1(r)) dr) dx
+ ∫ t0 ∫ a(x, t, Tk(u),∇Tk(u))∇Tk(u) dx dt
= ∫ t0 ∫ f Tk(u) dx dt a.e. t ∈ (0, T ).
(3.28)
Indeed, one can choose (x, t) = (t) 1
h
∫ t+h
t
Tk(u(x, )) d in (3.20) (where  ∈
C∞c [0, T )) and proceed as before, using this time Lemma 2.1, with F() = Tk().
Since k = a(x, t, Tk(u),∇Tk(u)) one obtains the reverse of (3.24), and then
− ∫ T0 ∫ t (∫ u0 Tk(b−1(r)) dr) dx dt − ∫ (0) (∫ b00 Tk(b−1(r)) dr) dx
+ ∫ T0 ∫ a(x, t, u,∇u)∇Tk(u)  dx dt = ∫ T0 ∫ f Tk(u)  dx dt.
Letting  approximate [0,t) and using that u ∈ L∞(0, T ;L1()) we obtain (3.28).
Actually, observe that once we know that u is a renormalized solution, then (3.28)
follows easily from the formulation.
We can now prove the existence of a renormalized solution of (3.6).
Theorem 3.9. Assume that b satisﬁes (2.1)–(2.2), and that the vector ﬁelds a,  satisfy
(3.1)–(3.5). Let f ∈ L1(Q) and b0 ∈ L1(). Then there exists a renormalized solution
u of (3.6).
Proof. Let uε be the solution of (3.10), and let S ∈ W 2,∞(R) with S′ having compact
support and  ∈ C∞c ([0, T ) × ) such that S′(uε) ∈ Lp(0, T ;W 1,p0 ()). We have
from (3.13)
− ∫ T0 ∫ (t ∫ uε0 S′(b−1(r)) dr) dx dt − ∫ (0) (∫ bε00 S′(b−1(r)) dr) dx
+ ∫ T0 ∫ a(x, t, uε,∇uε)∇S′(uε) dt dx
+ ∫ T0 ∫ a(x, t, uε,∇uε)∇uε S′′(uε) dt dx
− ∫ T0 ∫ ∇ (∫ uε0 ′() S′() d) dt dx = ∫ T0 ∫ f ε S′(uε) dt dx.
(3.29)
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Since S′ has compact support, in all previous integrals uε can be replaced by its
truncation TL(uε) provided Supp(S′) ⊂ [−L,L]. Thanks to Theorem 3.6 we have that
a(x, t, TL(u
ε),∇TL(uε)) weakly converges to a(x, t, TL(u),∇TL(u)) in Lp′(Q)N and
moreover a(x, t, TL(u
ε),∇TL(uε))∇TL(uε) converges to a(x, t, TL(u),∇TL(u))∇TL(u)
weakly in L1(0, ;L1()) for any  < T such that  ≡ 0 in (, T ). Using also the
convergence of uε in L1(Q) and the convergence of f ε and bε0 towards f and b0,
respectively, passing in the limit in (3.29) we obtain (3.9). Finally, (3.8) follows from
the estimate (see (3.16)):
1
n
∫
{n |uε |2n}
a(x, t, uε,∇uε)∇uε  dx dt
∫
{|uε |>n}
|f ε| dx dt +
∫
{|bε0|>n}
|bε0| dx,
which holds for any  ∈ C∞c [0, T ) with t0. Since a(x, t, T2n(uε),∇T2n(uε))∇T2n
(uε) weakly converges in L1loc([0, T );L1()), we get
1
n
∫
{n |u|2n}
a(x, t, u,∇u)∇u  dx dt
∫
{|u|>n}
|f | dx dt +
∫
{|b0|>n}
|b0| dx.
Letting  converge to 1 and then n go to inﬁnity we obtain (3.8). 
4. L1-contraction principle and uniqueness
Here, we deal with the problem of uniqueness of solutions. Classically, we will use
a doubling variable technique in order to prove uniqueness, with the advantage that
our method allows to double only the time variable. However, this is why we need to
assume that the nonlinear operator does not depend on t.
Let then the operator A(u) = −div(a(x, u,∇u)) be deﬁned by a Carathéodory func-
tion a(x, s, ) : × R × RN → RN such that
a(x, s, )||p, p > 1, (4.1)
|a(x, s, )− a(x, r, )|L(s, r)(K(x)+ ||p−1) |s − r|, (4.2)
|a(x, s, )|M(|s|)(K(x)+ ||p−1), (4.3)
(a(x, s, )− a(x, s, ))(− )0 (4.4)
for every ,  in RN , every s, r ∈ R and almost every x ∈ , where  > 0, K(x) ∈
Lp
′
() and L : R2 → R, M : R → R are continuous functions. We still assume that 
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satisﬁes (3.5). Note that these assumptions include the example of diffusion–convection
operator
−div(a(x,∇u)+ (u)),
where a(x, ·) is the subdifferential of a coercive convex function and  : R → RN
is just locally Lipschitz continuous. Note that a possible dependence of  on x would
also be allowed in the next result, see also Section 5.
We still let b(s) satisfy assumptions (2.1) and (2.2). Avoiding pathological examples,
we assume in addition that the principal part of b, i.e. the function b(s) = min{r ∈
b(s)}, satisﬁes:
for any n ∈ N, b has a ﬁnite number Mn of discontinuity points in [−n, n]. (4.5)
Let us recall that renormalized solutions of problem


b(u)t − div(a(x, u,∇u)− (u)) = f in × (0, T ),
u = 0 on × (0, T ),
b(u)(0) = b0 in 
(4.6)
are deﬁned as in Deﬁnition 3.1. Our main result is then the following L1-contraction
principle.
Theorem 4.1. Let b satisfy (2.1)–(2.2) and (4.5). Assume that a satisﬁes (4.1)–(4.4),
and  satisﬁes (3.5). For i = 1, 2, assume fi ∈ L1(Q), b0i ∈ L1(). Let ui be a
renormalized solution of problem (4.6) with data fi , b0i and denote ui ∈ b(ui) a
corresponding selection given in the Deﬁnition 3.1. Then we have
∫

(u1(t)− u2(t))+ dx
∫ t
0
∫

(f1 − f2)+ dx ds +
∫

(b01 − b02)+ dx
(4.7)
for almost every t ∈ (0, T ). In particular, problem (4.6) has a unique renormalized
solution u and a unique selection u ∈ b(u).
Proof. We still use the notations introduced in (2.10), (2.11), where in particular, we
deﬁne the graph bn(s) which approximates b.
Moreover, let u, v be two renormalized solutions corresponding to data f1, b01 and
f2, b02, respectively, with b01 ∈ b(u0) and b02 ∈ b(v0). Being u a renormalized solution
means that there exists an L1 function u ∈ b(u) satisfying formulation (3.9) for u; we
will denote hereafter
n(u) =
∫ u
0
S′n(b−1()) d, n(v) =
∫ v
0
S′n(b−1()) d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and clearly n(u) ∈ bn(u), n(v) ∈ bn(v) by deﬁnition of bn(s). Similarly, we denote
n(u0) =
∫ b01
0
S′n(b−1()) d, n(v0) =
∫ b02
0
S′n(b−1()) d
so that n(u0) ∈ bn(u0) and n(v0) ∈ bn(v0). Finally, for shortness we will write
a(s, ) instead of a(x, s, ) in the following.
Actually, the proof of Theorem 4.1 will be split into two parts, in the ﬁrst one we
obtain the basic inequality which yields the contraction property.
Proposition 4.2. Under the assumptions of Theorem 4.1, and using the above notations
(i.e. u1(x, t) = u(x, t), u2(x, s) = v(x, s)), we have
−
∫ T
0
∫ T
0
∫

t
[
(n(u)− n(v))+ − (n(u0)− n(v))+
]
dx ds dt
−
∫ T
0
∫ T
0
∫

s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
+
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
−
∫ u
v
′(r)S′n(r) dr
]
∇ dx dt ds
−
∫ T
0
∫ T
0
∫

{uv}
[
(f1 − f2)+ +
(
S′′n(v)a(v,∇v)∇v
−S′′n(u)a(u,∇u)∇u
)]
 dx dt ds0
(4.8)
for every  ∈ C∞c ([0, T )× [0, T )× ), 0, and every n ∈ N.
Proof. Step 1: Let us deﬁne the auxiliary function (r) = 1T(r)+ which is a
Lipschitz approximation of sign+(r). Let z(x) belong to W 1,p0 () ∩ L∞() and 
belong to C∞c ([0, T )× ), 0; we take
h(x, t) =
(
1
h
∫ t+h
t
(u(x, )− z(x)) d
)
(x, t)
as test function in the renormalized formulation of u. Note that both h and (h)t be-
long to L∞(Q), and that h ∈ Lp(0, T ;W 1,p0 ()) since (u−z) ∈ Lp(0, T ;W 1,p0 ())
thanks to the fact that ′ has compact support. Thus
−
∫ T
0
∫

n(u)

t
(

1
h
∫ t+h
t
(u(x, )− z(x)) d
)
dx dt
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−
∫

n(u0)(0)
1
h
∫ h
0
(u(x, )− z(x)) d dx
+
∫ T
0
∫

(
a(u,∇u)S′n(u)−
∫ u
0
′(r)S′n(r) dr
)
∇h dx dt
=
∫ T
0
∫

(
f1 − S′′n(u)a(u,∇u)
)
h dx dt.
Since (u− z) ∈ Lp(0, T ;W 1,p0 ()), we have that
h → (u− z)  strongly in Lp(0, T ;W 1,p0 ()) and weakly-* in L∞(Q)
so that last two integrals pass to the limit as h tends to zero. As the ﬁrst two integrals
are concerned, we can apply Lemma 2.1 with w = u, B(s) = bn(s),  = n(u),
F(r,) = (r − ) and 0 = n(u0); so we get
−
∫ T
0
∫

n(u)

t
(

1
h
∫ t+h
t
(u(x, )− z(x)) d
)
dx dt
−
∫

n(u0)(0)
1
h
∫ h
0
(u(x, )− z(x)) d dx
 −
∫ T
0
∫

t
(
n(u)
1
h
∫ t+h
t
(u()− z) d
−1
h
∫ t+h
t
∫ u()
z
bn(r)′(r − z) dr d
)
dx dt
−
∫

(0)
(
n(u0)(u0 − z)−
∫ u0
z
bn(r)′(r − z) dr
)
dx
and then, as h tends to zero, we obtain
−
∫ T
0
∫

t
(
n(u) (u− z)−
∫ u
z
bn(r)′(r − z) dr
)
dx dt
−
∫

(0)
(
n(u0)(u0 − z)−
∫ u0
z
bn(r)′(r − z) dr
)
dx
+
∫ T
0
∫

(
a(u,∇u)S′n(u)−
∫ u
0
′(r)S′n(r) dr
)
∇ ((u− z) ) dx dt

∫ T
0
∫

(
f1 − S′′n(u)a(u,∇u)
)
(u− z)  dx dt.
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Let 	 ∈ C∞c (), with 0	1. In the previous inequality we make the choice of
z = Tm(v(x, s))− 	(x) and take  = (x, t, s). After integrating with respect to s, we
want to let m tend to inﬁnity. To this purpose, observe that since both ′ and S
′
n have
compact support, for large m we have∫ T
0
∫

a(u,∇u)S′n(u)∇((u− Tm(v)+ 	))  dx dt
=
∫ T
0
∫

a(u,∇u)S′n(u)∇((u− v + 	))  dx dt
and similarly
∫ T
0
∫

(∫ u
0
′(r)S′n(r) dr
)
∇[(u− Tm(v)+ 	) ] dx dt
=
∫ T
0
∫

(∫ T2n(u)
0
′(r)S′n(r) dr
)
∇[(T3n(u)− T3n(v)+ 	) ] dx dt.
Note also that
∣∣∣∣n(u) (u− z)−
∫ u
z
bn(r)′(r − z) dr
∣∣∣∣  sup
r=2n
b(r)− inf
r=−2n b(r). (4.9)
The almost everywhere convergence of Tm(v) to v and Lebesgue’s theorem are then
enough to deal with the remaining terms, obtaining, as m goes to inﬁnity,
−
∫ T
0
∫ T
0
∫

t
(
n(u) (u− v + 	)−
∫ u
v−	
bn(r)′(r − v + 	) dr
)
dx dt ds
−
∫ T
0
∫

|t=0
(
n(u0)(u0 − v + 	)−
∫ u0
v−	
bn(r)′(r − v + 	) dr
)
dx ds
+
∫ T
0
∫ T
0
∫

a(u,∇u)S′n(u)∇
(
(u− v + 	) 
)
dx dt ds
−
∫ T
0
∫ T
0
∫

(∫ T2n(u)
0
′(r)S′n(r) dr
)
∇ ((T3n(u)− T3n(v)+ 	) ) dx dt

∫ T
0
∫ T
0
∫

(
f1 − S′′n(u)a(u,∇u)
)
(u− v + 	)  dx dt ds.
(4.10)
We can make similar computations in the equation of v, where we choose as test
function
 =
(
1
h
∫ s+h
s
(Tm(u(x, t))− v(x,)+ 	) d
)
(x, t, s).
D. Blanchard, A. Porretta / J. Differential Equations 210 (2005) 383–428 405
Using Lemma 2.1 as h tends to zero, then letting m go to inﬁnity one gets
−
∫ T
0
∫ T
0
∫

s
(
−n(v) (u− v + 	)+
∫ u+	
v
bn(r)′(u− r + 	)dr
)
dx dt ds
−
∫ T
0
∫

|s=0
(
−n(v0)(u− v0 + 	)+
∫ u+	
v0
bn(r)′(u− r + 	)dr
)
dx dt
−
∫ T
0
∫ T
0
∫

a(v,∇v)S′n(v)∇
(
(u− v + 	) 
)
dx dt ds
+
∫ T
0
∫ T
0
∫

(∫ T2n(v)
0
′(r)S′n(r) dr
)
∇ ((T3n(u)− T3n(v)+ 	) ) dx dt ds

∫ T
0
∫ T
0
∫

(−f2 + S′′n(v)a(v,∇v)) (u− v + 	)  dx dt ds.
(4.11)
Summing up (4.10) and (4.11) we obtain
−
∫ T
0
∫ T
0
∫

t
(
n(u) (u− v + 	)−
∫ u
v−	
bn(r)′(r − v + 	)dr
)
dx dt ds
−
∫ T
0
∫

|t=0
(
n(u0)(u0 − v + 	)−
∫ u0
v−	
bn(r)′(r − v + 	)dr
)
dx ds
−
∫ T
0
∫ T
0
∫

s
(
−n(v) (u−v+	)+
∫ u+	
v
bn(r)′(u−r+	)dr
)
dx dt ds
−
∫ T
0
∫

|s=0
(
−n(v0)(u− v0 + 	)+
∫ u+	
v0
bn(r)′(u− r + 	)dr
)
dx dt
+
∫ T
0
∫ T
0
∫

[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇ ((u− v + 	) ) dx dt ds
+
∫ T
0
∫ T
0
∫

[∫ T2n(v)
T2n(u)
′(r)S′n(r) dr
]
∇ ((T3n(u)− T3n(v)+ 	) ) dx dt ds

∫ T
0
∫ T
0
∫

(
f1 − f2 + S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)
×(u− v + 	)  dx dt ds. (4.12)
Step 2: We let now  go to zero in (4.12). In the parabolic terms, we just have to
compute the pointwise limit inside the integrals and use Lebesgue’s theorem, in virtue
of the bound (4.9). Note that
(u− v + 	) →0−→ {u>v} + {u=v}	 ∀u, v ∈ R, (4.13)
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while the limit of
∫ u
v−	 bn(r)
′
(r− v+	) dr depends whether v is a continuity point
of bn (i.e. of its principal part). We need then to distinguish: let us call ci , i : 1, . . . , ln,
the values in [−2n, 2n] where b is not single-valued, and E = R \ {ci, i = 1, . . . , ln}
the set of regular values (ln <∞ thanks to (4.5)). If b is single-valued at v, we have
∀v ∈ E,
∫ u
v−	
bn(r)′(r − v + 	) dr
→0−→ bn(v){u>v} + 	bn(v) {u=v} ∀u ∈ R.
Let instead v = ci ; then bn(v) is an interval which we denote by [bi, bi]. In this case
we have ∫ u
ci−	
bn(r)′(r − ci + 	) dr
= {uci }
1

∫ ci
ci−	
bn(r) dr + {u>ci }
1

∫ ci+(1−	)
ci
bn(r) dr
so that
if v = ci,
∫ u
v−	
bn(r)′(r − v + 	) dr
→0−→(	bi + (1− 	)bi){u>v} + 	bi {u=v},
∀ u ∈ R.
We can then pass to the limit in . Henceforth, we use the shorter notation
∫
{v =ci } . . .+∫
{v=ci } . . . instead of
∫
{v =ci ∀i=1,...,ln} · · · +
∑ln
i=1
∫
{v=ci } . . .; then we have proved
that
lim
→0
−
∫ T
0
∫ T
0
∫

t
(
n(u) (u− v + 	)−
∫ u
v−	
bn(r)′(r − v + 	) dr
)
dx dt ds
= −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
(
(n(u)− bn(v)){u>v}
+	(n(u)− bn(v)){u=v}
)
dx dt ds
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
(
(n(u)− (	bi + (1− 	)bi)){u>v}
+	(n(u)− bi){u=v}
)
dx dt ds. (4.14)
Note that if v = ci then bn(v) is single-valued, in particular, we have bn(v) = n(v)
(since n(v) ∈ bn(v)) and (n(u)− bn(v)){u=v} = 0 (since n(u) ∈ bn(u)) for almost
every (x, t, s). Moreover, for such regular values of v we have (n(u)−bn(v)){u>v} =
(n(u)− n(v))+. We also have, for singular values v = ci , the following identity:
(n(u)− (	bi + (1− 	)bi)){u>v} + 	(n(u)− bi){u=v}
= (n(u)− bi)+ 	+ (n(u)− bi)+(1− 	).
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In virtue of these remarks, the limit in (4.14) can be rewritten as
lim
→0
−
∫ T
0
∫ T
0
∫

t
(
n(u) (u−v+	)−
∫ u
v−	
bn(r)′(r−v+	)dr
)
dx dt ds
= −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t (n(u)− n(v))+ dx dt ds
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
(n(u)−bi)+ 	+(n(u)−bi)+(1−	)
]
dx dt ds.
(4.15)
Precisely the same computations allow to identify the limits of the other “parabolic"
terms, including those of initial conditions; note that again we use Lebesgue’s theorem
and the fact that n(u), n(v) ∈ L1(Q), n(u0), n(v0) ∈ L1(). We obtain
lim
→0
−
∫ T
0
∫

|t=0
(
n(u0)(u0 − v + 	)
−
∫ u0
v−	
bn(r)′(r − v + 	) dr
)
dx ds
= −
∫ T
0
∫

{v =ci }|t=0(n(u0)− n(v))+ dx ds
−
∫ T
0
∫

{v=ci }|t=0
[
(n(u0)− bi)+	+ (n(u0)− bi)+(1− 	)
]
dx ds
(4.16)
and similarly
lim
→0
{
−
∫ T
0
∫ T
0
∫

s
(
−n(v) (u− v + 	)
+
∫ u+	
v
bn(r)′(u− r + 	) dr
)
dx dt ds
−
∫ T
0
∫

|s=0
(
−n(v0)(u−v0+	)+
∫ u+	
v0
bn(r)′(u−r+	)dr
)
dx dt
}
= −
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(bi − n(v))+ 	+ (bi − n(v))+(1− 	)
]
dx dt ds
−
∫ T
0
∫

{u(x,t)=ci }|s=0
[
(bi − n(v0))+ 	+ (bi − n(v0))+(1− 	)
]
dx dt.
(4.17)
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We come now to the elliptic terms: we have
∫ T
0
∫ T
0
∫

[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇ ((u− v + 	) ) dx dt ds
= 1

∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
]
×∇(u− v + 	)  dx dt ds
+
∫ T
0
∫ T
0
∫

[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇(u− v + 	) dx dt ds.
Let us denote by I1, I2 the two integrals in the right-hand side. Using (4.13) we have
lim
→0
I2 =
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇ dx dt ds
+
∫ T
0
∫ T
0
∫

{u=v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
]
	∇ dx dt ds.
Let us recall that, in the previous integrals, both u and v are truncated because of
the deﬁnition of Sn, so that u and v can stand for T2n(u), T2n(v) which belong to
Lp(0, T ;W 1,p0 ()). Thus, for almost every (s, t) ∈ (0, T )2 the function T2n(u(x, t))−
T2n(v(x, s)) belongs to W 1,p0 () and so ∇T2n(u(x, t)) = ∇T2n(v(x, s)) for almost
every x in {x : u(x, t) = v(x, s)}; therefore
{u=v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] = 0 almost everywhere in × (0, T )2.
We deduce that
lim
→0
I2 =
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇ dx dt ds.
Similarly, we have
lim
→0
1

∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
]
∇	  dx dt ds
=
∫ T
0
∫ T
0
∫

{u=v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇	  dx dt ds = 0.
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Therefore, the term I1 gives
I1 = 1
∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
]
×∇(u− v) dx dt ds + (),
where () tends to zero as  goes to zero. By assumption (4.4), we also get
1

∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇(u− v)  dx dt ds
 1

∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇v)S′n(u)− a(v,∇v)S′n(v)
]
×∇(u− v)  dx dt ds
so that
lim inf
→0
I1 lim
→0
1

∫ T
0
∫ T
0
∫ T
 {−	<u−v<(1−	)}
[
a(u,∇v)S′n(u)− a(v,∇v)S′n(v)
]
×∇(u− v)  dx dt ds.
We are left to prove that last integral converges to zero. This is done by means of
assumptions (4.2) and (4.3), and since S′n is Lipschitz continuous: indeed we have
{−	<u−v<(1−	)}
∣∣a(u,∇v)S′n(u)− a(v,∇v)S′n(v)∣∣
Cn (K(x)+ |∇v|p−1)|u− v|{0<|u−v|<},
where Cn takes into account that |v|2n +  and |u|2n +  and that M, L are
continuous functions, so that
∣∣∣∣1
∫ T
0
∫ T
0
∫

{−	<u−v<(1−	)}
[
a(u,∇v)S′n(u)− a(v,∇v)S′n(v)
] ∇(u− v)  dx dt ds∣∣∣∣

∫ T
0
∫ T
0
∫

Cn (K(x)+ |∇T3n(v)|p−1)|∇T3n(u)− ∇T3n(v)|{0<|u−v|<}  dx ds dt.
By Lebesgue’s theorem, last integral converges to zero as  tends to zero, so that
lim inf
→0
I10; we conclude then
lim inf
→0
∫ T
0
∫ T
0
∫

[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
]∇ ((u− v + 	)) dx dt ds

∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)
] ∇ dx dt ds.
(4.18)
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Similarly, using that
∣∣∣∣∣
∫ T2n(v)
T2n(u)
′(r)S′n(r) dr
∣∣∣∣∣ Cn |T3n(u)− T3n(v)|
we have
lim
→0
∫ T
0
∫ T
0
∫

[∫ T2n(v)
T2n(u)
′(r)S′n(r) dr
]
∇ ((T3n(u)− T3n(v)+ 	) ) dx dt ds
=
∫ T
0
∫ T
0
∫

{u>v}
[∫ T2n(v)
T2n(u)
′(r)S′n(r) dr
]
∇ dx dt ds
=
∫ T
0
∫ T
0
∫

{u>v}
[∫ v
u
′(r)S′n(r) dr
]
∇ dx dt ds.
(4.19)
Finally, we also have by same arguments:
lim
→0
∫ T
0
∫ T
0
∫

(
f1 − f2 + S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)
× (u− v + 	) dx dt ds
=
∫ T
0
∫ T
0
∫

(f1 − f2)({u>v} + 	{u=v})  dx dt ds
+
∫ T
0
∫ T
0
∫

{u>v}
(
S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)
 dx dt ds

∫ T
0
∫ T
0
∫

{uv}
[
(f1 − f2)+ +
(
S′′n(v)a(v,∇v)∇v
−S′′n(u)a(u,∇u)∇u
)]
 dx dt ds
(4.20)
Therefore, putting together (4.15)–(4.20), we obtain from (4.12)
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
(n(u)− n(v))+ − (n(u0)− n(v))+
]
dx ds dt
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
(n(u)− bi)+ 	+ (n(u)− bi)+(1− 	)
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0
[
(n(u0)− bi)+	+ (n(u0)− bi)+(1− 	)
]
dx ds
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
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−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(bi − n(v))+ 	+ (bi − n(v))+(1− 	)
]
dx dt ds
−
∫ T
0
∫

{u(x,t)=ci }|s=0
[
(bi − n(v0))+ 	+ (bi − n(v0))+(1− 	)
]
dx dt
+
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)+
∫ v
u
′(r)S′n(r) dr
]
×∇ dx dt ds

∫ T
0
∫ T
0
∫

{uv}
[
(f1 − f2)+ +
(
S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)]
× dx dt ds (4.21)
Step 3: Let us denote by I (	, ) inequality (4.21), which holds for any 	 ∈ C∞c (),
0	1, and any  ∈ C∞c ( × [0, T ) × [0, T )), 0. In particular, we can take
	 = 0 and, by approximation with compactly supported functions, 	 = 1. Thus, for any
 ∈ C∞c (× [0, T ] × [0, T ]) with 01, we obtain the inequality
I (1,)+ I (0, (1− ) ),
which reads as
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }()t
[
(n(u)− bi)+ − (n(u)− bi)+
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }()|t=0
[
(n(u0)− bi)+ − (n(u0)− bi)+
]
dx ds
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t (n(u)− bi)+ dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0(n(u0)− bi)+ dx ds
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }()s
[
(bi − n(v))+ − (bi − n(v))+
]
dx dt ds
−
∫ T
0
∫

{u(x,t)=ci }()|s=0
[
(bi − n(v0))+ − (bi − n(v0))+
]
dx dt
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s(bi − n(v))+ dx dt ds
−
∫ T
0
∫

{u(x,t)=ci }|s=0(bi − n(v0))+ dx dt
+ I0,
(4.22)
412 D. Blanchard, A. Porretta / J. Differential Equations 210 (2005) 383–428
where the term I is deﬁned by
I = −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
(n(u)− n(v))+ − (n(u0)− n(v))+
]
dx ds dt
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
+
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)+
∫ v
u
′(r)S′n(r) dr
]
×∇ dx dt ds
−
∫ T
0
∫ T
0
∫

{uv}
[
(f1 − f2)+ +
(
S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)]
×  dx dt ds.
(4.23)
Note that the function  only appears with its time derivatives, so that an approximation
argument allows to take in (4.22) any (x, t, s) ∈ L∞(× (0, T )2) such that t , s ∈
L∞(× (0, T )2), and 01.
Let us deﬁne the real functions
Bi(r) = (r − bi)+ − (r − bi)+, B˜i(r) = (bi − r)+ − (bi − r)+.
Note that Bi is nondecreasing while B˜i is nonincreasing, and that Bi(n(u)), B˜i(n(v))
are the functions appearing on the singular zones in inequality (4.22). Our purpose now
would be to choose for  the function
ln∑
j=1
sign+
(
Bj (n(u))− (bj − bj )+ B˜j (n(v))
)
,
where ln is the amount of jumps of b in [−2n, 2n]. Indeed, this choice is due to the
fact that formally we have
−
∫ T
0
∫
Q
{v(x,s)=ci }
(
sign+
(
Bj (n(u))− (bj − bj )+ B˜j (n(v))
)

)
t
× Bi(n(u)) dx dt ds
=
∫ T
0
∫
Q
{v(x,s)=ci }B
′
i (n(u))sign
+ (Bj (n(u))− (bj − bj )+ B˜j (n(v)))
× (n(u))t 
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and that in the set {v(x, s) = ci} it holds
B ′i (r)sign+
(
Bj (r)− (bj − bj )+ B˜j (n(v))
)
= ij sign+(r − n(v)){bi rbi },
(4.24)
where ij is the Kronecker symbol. In other words, this choice would give rise (after
integration by parts) to the function (n(u)−n(v))+ separately in each singular zone.
To perform this program, we need to regularize the desired test function and to cut
it up at height 1. We take then in (4.22) the function
h, =
1
h
∫ t+h
t
1
h
∫ s+h
s
T1

 ln∑
j=1

(
Bj (n(u)(x, ))− (bj − bj )
+B˜j (n(v)(x,))
))
d d,
where again (r) = T(r)
+
 . Note that h, has the required regularity as far as the
derivatives in s and t are concerned, and clearly 0h,1. The ﬁrst two integrals in
(4.22) then give
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }(h, )t
[
(n(u)− bi)+ − (n(u)− bi)+
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }(h, )|t=0
[
(n(u0)− bi)+ − (n(u0)− bi)+
]
dx ds
= −
∫ T
0
1
h
∫ s+h
s
∫ T
0
∫

{v(x,s)=ci }Bi(n(u))
×
(

1
h
∫ t+h
t
F (n(u)(x, ),n(v)(x,)) d
)
t
dt dx d ds
−
∫ T
0
1
h
∫ s+h
s
∫

{v(x,s)=ci }Bi(n(u0))
×
(
(0)
1
h
∫ h
0
F(n(u)(x, ),n(v)(x,)) d
)
dx d ds
(4.25)
where
F(,) = T1

 ln∑
j=1

(
Bj ()− (bj − bj )+ B˜j ()
) . (4.26)
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Since F is bounded, Lipschitz and nondecreasing in , and since Bi(r) is also a
nondecreasing function, we can apply Lemma 2.1 with w = n(u), which belongs to
L1(Q), and w0 = n(u0) ∈ L1(), so that
−
∫ T
0
1
h
∫ s+h
s
∫ T
0
∫

{v(x,s)=ci }Bi(n(u))
(

1
h
∫ t+h
t
F (n(u)(x, ),n(v)(x,)) d
)
t
×dt dx d ds
−
∫ T
0
1
h
∫ s+h
s
∫

{v(x,s)=ci }Bi(n(u0))
(
(0)
1
h
∫ h
0
F(n(u)(x, ),n(v)(x,)) d
)
×dx d ds
 −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
Bi(n(u))
1
h
∫ s+h
s
1
h
∫ t+h
t
F (n(u)(),n(v)()) d d
−1
h
∫ s+h
s
1
h
∫ t+h
t
G(n(u)(),n(v)()) d d
]
dt dx ds
−
∫ T
0
∫

{v(x,s)=ci }(0)
[
Bi(n(u0))
1
h
∫ s+h
s
F (n(u0),n(v)()) d
−1
h
∫ s+h
s
G(n(u0),n(v)()) d
]
dx ds
where G(,) = ∫ ( r F (r,)) Bi(r) dr . We can now let h go to zero, and using that
F(,) = 0 we obtain from (4.25)
lim inf
h→0
{
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }(h, )t
[
(n(u)− bi)+ − (n(u)− bi)+
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }(h, )|t=0
[
(n(u0)− bi)+ − (n(u0)− bi)+
]
dx ds
}
 −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[∫ n(u)
n(v)
F (r,n(v)) B
′
i (r) dr
]
dt dx ds
−
∫ T
0
∫

{v(x,s)=ci }(0)
[∫ n(u0)
n(v)
F (r,n(v)) B
′
i (r) dr
]
dx ds.
Since
lim
→0
∫ n(u)
n(v)
F (r,n(v)) B
′
i (r) dr
=
∫ n(u)
n(v)
T1

 ln∑
j=1
sign+
(
Bj (r)− (bj − bj )+ B˜j (n(v))
) B ′i (r) dr
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and using
{v=ci } B
′
i (r)T1

 ln∑
j=1
sign+
(
Bj (r)− (bj − bj )+ B˜j (n(v))
)
= {v=ci } B ′i (r)
ln∑
j=1
sign+
(
Bj (r)− (bj − bj )+ B˜j (n(v))
)
= ij {v=ci } sign+(r − n(v)){bi rbi },
we ﬁnally obtain
lim
→0
lim inf
h→0
{
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }(h, )t
[
(n(u)− bi)+−(n(u)− bi)+
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }(h, )|t=0
[
(n(u0)− bi)+ − (n(u0)− bi)+
]
dx ds
}
 −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[∫ n(u)
n(v)
sign+(r − n(v)){bi rbi } dr
]
dt dx ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0
[∫ n(u0)
n(v)
sign+(r − n(v)){bi rbi } dr
]
dx ds.
and in particular
lim
→0
lim inf
h→0
{
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }(h, )t
[
(n(u)−bi)+−(n(u)−bi)+
]
dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }(h, )|t=0
[
(n(u0)− bi)+ − (n(u0)− bi)+
]
dx ds
}
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t (n(u)− bi)+ dx dt ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0(n(u0)− bi)+ dx ds
 −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[∫ n(u)
n(v)
sign+(r − n(v)){bi rbi } dr
+(n(u)− bi)+
]
dt dx ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0
[∫ n(u0)
n(v)
sign+(r − n(v)){bi rbi } dr
+(n(u0)− bi)+
]
dx ds
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= −
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t (n(u)− n(v))+ dt dx ds
−
∫ T
0
∫

{v(x,s)=ci }|t=0(n(u0)− n(v))+dx ds.
The integrals in (4.22) involving time derivatives of v can be dealt with in the same
way, using that the function F(,) deﬁned in (4.26) is nonincreasing in  as well as
the function B˜i(r). Therefore we obtain from (4.22), after choosing h, and letting h,
 go to zero,
−
∫ T
0
∫ T
0
∫

{v(x,s)=ci }t
[
(n(u)− n(v))+ − (n(u0)− n(v))+
]
dx dt ds
−
∫ T
0
∫ T
0
∫

{u(x,t)=ci }s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
+ I0,
where I is deﬁned in (4.23). Recalling the expression of I we obtain
−
∫ T
0
∫ T
0
∫

t
[
(n(u)− n(v))+ − (n(u0)− n(v))+
]
dx ds dt
−
∫ T
0
∫ T
0
∫

s
[
(n(u)− n(v))+ − (n(u)− n(v0))+
]
dx dt ds
+
∫ T
0
∫ T
0
∫

{u>v}
[
a(u,∇u)S′n(u)− a(v,∇v)S′n(v)+
∫ v
u
′(r)S′n(r) dr
]
× ∇ dx dt ds
−
∫ T
0
∫ T
0
∫

{uv}
[
(f1 − f2)+ +
(
S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)]
×  dx dt ds0. 
(4.27)
To conclude with the uniqueness proof, we need to deal with the initial conditions.
Actually, it is a consequence of Proposition 4.2 the following result on the behaviour
of renormalized solutions at t = 0.
Lemma 4.3. Let b, a and  satisfy the assumptions of Theorem 4.1, and let (u,u)
be a renormalized solution of (4.6). Then we have
ess- lim
t→0+
∫

(u − b0)+(t) dx = 0. (4.28)
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Proof. Let z ∈ L1(), and assume that there exists z ∈ W 1,p0 () ∩ L∞() such
that
z ∈ b(z), −div(a(x, z,∇z)− (z)) = g ∈ L1(). (4.29)
In particular, z can be seen as a stationary renormalized solution of (4.6) with g as
right-hand side, so that we can apply Proposition 4.2 with (u,u) and (z,z) (indeed,
it would be enough to ask directly that z is a renormalized solution of (4.29)). Since
z is time independent, we obtain
−
∫ T
0
∫

t
[
(n(u)− nz )+ − (n(u0)− nz )+
]
dx dt
+
∫ T
0
∫

{u>z}
[
a(u,∇u)S′n(u)− a(z,∇z)S′n(z)+
∫ z
u
′(r)S′n(r) dr
]
∇ dx dt
−
∫ T
0
∫

{uz}
[
(f1 − g)+ + S′′n(z)a(z,∇z)∇z− S′′n(u)a(u,∇u)∇u
]
 dx dt0,
where nz =
∫ z
0 S
′
n(b
−1(r)) dr . We can choose in particular  = (t), and then let n
tend to inﬁnity. Using the renormalized condition (3.8) for u and z one has
S′′n(z)a(z,∇z)∇z− S′′n(u)a(u,∇u)∇u→ 0 strongly in L1(Q),
and since u, z, b0 are in L1, then n(u), 
n
z , n(u0) also strongly converge in L1.
We deduce that
−
∫ T
0
∫

t
[
(u − z)+ − (b0 − z)+
]
dx dt −
∫ T
0
∫

{uz}(f1 − g)+ dx dt0
(4.30)
for every  ∈ C∞c ([0, T )). In particular, there exists a function H ∈ L1(0, T ) such that
the following distributional inequality holds:
d
dt
[∫

(u − z)+ dx −
∫ t
0
H d
]
0 in D′(0, T ).
Since u ∈ L∞(0, T ;L1()) (see Remark 3.2) and z ∈ L1(), we have that
∫
(u−
z)
+ dx is a bounded function in (0, T ). Note that a bounded function with nonneg-
ative distributional derivative admits one-sided essential limits, and since
∫ t
0 H d is
continuous, we conclude that
∃ ess- lim
t→0+
∫

(u − z)+ dx.
418 D. Blanchard, A. Porretta / J. Differential Equations 210 (2005) 383–428
From (4.30) we deduce then
ess- lim
t→0+
∫

(u(x, t)− z)+ dx
∫

(b0 − z)+ dx. (4.31)
It is not difﬁcult to see that any  ∈ L∞() can be approximated, in L1(), by a se-
quence ε ∈ L1() such that ε ∈ b(zε), zε ∈ W 1,p0 ()∩L∞() and −div(a(x, zε,∇zε)−(zε)) ∈ L1(). For example one can take (zε, ε) solution of
ε − ε div(a(x, zε,∇zε)− (zε)) = , ε ∈ b(zε). (4.32)
Since  belongs to L∞(), it is easy (through regularization of the graph b) to construct
a solution zε of (4.32) which belongs to W 1,p0 () ∩ L∞() and satisﬁes
{ε} and {zε} are bounded in L∞(), {ε
1
p zε} is bounded in W 1,p0 (),
and ∫

|ε|2
∫

ε. (4.33)
Since ε div(a(x, zε,∇zε) − (zε)) converges weakly to zero in W−1,p′(), then one
deduces that ε converges to  weakly-∗ in L∞(), and then using (4.33), strongly in
L2().
We can use this approximation with  = Tn(b0). Let then ε approximate Tn(b0) in
L1() and having such properties; ﬁrst note that the existence of the limit in (4.31)
together with the convergence of ε to Tn(b0) and of Tn(b0) to b0 implies the existence
of the limit in (4.28). Moreover, since we have
∫

(u − b0)+ dx
∫

(u − ε)+ dx +
∫

(ε − b0)+ dx
then, using (4.31) with z = ε,
ess- lim
t→0
∫

(u − b0)+ dx
∫

|b0 − ε| dx.
Letting ε tend to zero we obtain
ess- lim
t→0
∫

(u − b0)+ dx
∫

|b0 − Tn(b0)| dx,
which yields (4.28) as n tends to inﬁnity. 
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Proof of Theorem 4.1 (conclusion). We conclude the comparison principle by a stan-
dard doubling variable technique. Let (r) ∈ C∞c (−1, 1) with 01, (r) = (−r),∫ 1
−1 (r) dr = 1, and deﬁne a standard symmetric molliﬁer l (r) = l(lr). We choose
in (4.27)  = l (t − s)(t), where  ∈ C∞c ([0, T )), 0. Then we obtain, taking into
account that (l )t + (l )s = 0
−
∫ T
0
∫ T
0
∫

t (n(u)− n(v))+ l (t − s) dx ds dt
−
∫ T
0
∫

(0)l (−s)(n(u0)− n(v))+ dx ds
−
∫ T
0
∫

l (t)(n(u)− n(v0))+ dx dt
−
∫ T
0
∫ T
0
∫

{uv}(f1 − f2)+ l (t − s) dx dt ds
+ (S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u)l (t − s) dx dt ds0.
(4.34)
Now we let l go to inﬁnity and make use of standard properties of convolution. As far
as the initial conditions are concerned, ﬁrst observe that since
(n(u)− n(u0))+ =
(∫ u
b01
S′n(b−1(r)) dr
)+
(u − b01)+
we get from (4.28) in Lemma 4.3 that
ess- lim
t→0
∫

(n(u)− n(u0))+(t) dx = 0 ∀n ∈ N. (4.35)
It is well known that∫ T
0
l (t)(t) dt
l→∞−→ 1
2
(0) for all bounded  : ess- lim
t→0+
(t) = (0).
Using that
(n(u)− n(v0))+(n(u0)− n(v0))+ + (n(u)− n(u0))+
and since
∫
(n(u)−n(u0))+ dx is (essentially) right continuous at t = 0 from (4.35),
we deduce that
lim sup
l→+∞
∫ T
0
∫

l (t)(n(u)− n(v0))+ dx dt
1
2
∫

(0) (n(u0)− n(v0))+ dx.
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Similarly, we deal with the second integral in (4.34), and ﬁnally as l goes to inﬁnity
we obtain
−
∫ T
0
∫

t (n(u)− n(v))+ dx dt

∫

(0)(n(u0)− n(v0))+ dx
+
∫ T
0
∫

 (f1 − f2)+ dx dt
+
∫ T
0
∫

(
S′′n(v)a(v,∇v)∇v − S′′n(u)a(u,∇u)∇u
)
 dx dt.
Now it is enough to let n go to inﬁnity; last term on the right-hand side tends to
zero by deﬁnition of Sn and because of condition (3.8) applied to both u and v; by
monotone convergence and since b01, b02 ∈ L1(), and u, v ∈ L1(Q), we can pass
to the limit in the other terms, therefore obtaining
−
∫ T
0
∫

t (u − v)+ dx dt
∫

(0)(b01 − b02)+ dx +
∫ T
0
∫

 (f1 − f2)+ dx dt.
for every nonnegative  ∈ C∞c ([0, T )). A standard choice for  gives (4.7). 
Remark 4.4. As a consequence of Lemma 4.3, considering the equation for (−u,−u)
as well, we deduce that the renormalized solution u satisﬁes
ess- lim
t→0+
u(t) = b0 strongly in L1().
Finally, as a consequence of the L1-contraction principle we also have stability of
renormalized solutions.
Theorem 4.5. Let b satisfy (2.1)–(2.2) and (4.5). Assume that a satisﬁes (4.1)–(4.4),
and  satisﬁes (3.5). Let {fn} ⊂ L1(Q), {b0n} ⊂ L1() strongly converge to f, b0 in
L1(Q) and in L1() respectively. Let (un,un), (u,u) be the renormalized solutions
corresponding to fn, b0n and to f, b0 respectively. Then we have
un → u strongly in L∞(0, T ;L1())
and moreover
a(x, Tk(un),∇Tk(un))→a(x, Tk(u),∇Tk(u)) weakly in Lp′(Q)N, f or any k>0,
a(x, Tk(un),∇Tk(un))∇Tk(un)→ a(x, Tk(u),∇Tk(u))∇Tk(u),
weakly in L1([0, );L1()), for any  < T , any k > 0.
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Proof. The convergence of un is a direct consequence of (4.7) applied to un, u.
To obtain the compactness for the truncated energy one then proceeds as in
Theorem 3.9. 
5. Comments and remarks
1. Assumptions on b: Our most important remark is that the L1-contraction principle
(4.7) still holds true even if b−1 is not continuous: indeed, this assumption was never
used in the proof of Theorem 4.1. As a consequence, (4.7) also applies to Stefan
elliptic–parabolic problems with L1 data; of course it gives the uniqueness of b(u)
but not necessarily of u in case b is degenerate. Note that even in the purely elliptic–
parabolic case our result provides then generalizations of some earlier works (see e.g.
[10]).
Secondly, we remark that all our results still hold true if b is a maximal monotone
graph deﬁned only on an interval (a, c) ⊂ R, which amounts to say that Rg(b−1)
does not cover the whole R. Indeed, if b−1 is bounded, due to the L∞(0, T ;L1())
estimate on b(u) (see Remark 3.2), any renormalized solution is bounded, so that it is
actually a weak solution in Lp(0, T ;W 1,p0 ()) (i.e. S′ = 1 is admissible in (3.9)). The
reader will easily verify that the existence part does not need any change to cover this
situation (simply one will have Tk(u) = u for k large enough). As far as uniqueness is
concerned, one needs to observe that if b−1 is bounded then bn = b and n(u), n(v)
should read as u, v in all the proof (and similarly n(u0) = b01, n(v0) = b02);
moreover assumption (4.5) implies that b has just a ﬁnite number of jumps. Our proof
can be adapted to this case quite easily. The only change required is the following: in
Step 1, when considering the equation of u, we take z = v − 	 (since v is bounded),
and we use that the parabolic terms (where we use Lemma 2.1) can be written as
−
∫ T
0
∫ T
0
∫

t
(
u (u− v + 	)−
∫ u
max(v,a+ε)−	
b(r)′(r − v + 	) dr
)
dx dt ds
−
∫ T
0
∫

|t=0
(
b01(u0 − v + 	)−
∫ u0
max(v,a+ε)−	
b(r)′(r − v + 	) dr
)
dx ds,
where ε >  > 0. This prevents the line integral involving b(r) to touch its lower
bound a and implies
∣∣∣∣
∫ u
max(v,a+ε)−	
b(r)′(r − v + 	) dr
∣∣∣∣  |u| + |v| + |b(a + ε − )| ∈ L1(Q).
Thus we can again pass to the limit in  thanks to Lebesgue’s theorem; nothing changes
in the zones where v = ci since the values where b jumps are a ﬁnite number and
possibly contained in (a + ε, c − ε) (moreover u and v ∈ (a, c) almost everywhere).
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If v(x, s) is a value where b is single-valued one has (pointwise)∫ u
max(v,a+ε)−	
b(r)′(r − v + 	) dr
→0−→ b(v){u>v} + 	b(v) {u=v} − b(v){v<a+ε}
∀ u ∈ R.
Thus it is possible to take the limit in  and, with respect to the previous proof, only
a new extra term appears which is
∫ T
0
∫ T
0
∫

t b(v){v<a+ε} dx dt ds
and which converges to zero as ε tends to zero since b(v) ∈ L1(Q) and v > a almost
everywhere. A similar procedure is used when u is taken in the equation of v, of
course. The rest of the proof does not need further changes.
2. Assumptions on the convection term and the operator: The choice of an au-
tonomous ﬁeld  as a convection term has been done to avoid some further techni-
calities. It allows a few simpliﬁcations, dropping out some terms thanks to integration
by parts and the use of divergence theorem. However, we strongly remark that our
methods are by no means restricted to the autonomous case. Indeed, it is possible to
consider a convection term  depending also on x (and possibly on t in the existence
result) at the expense of controlling the growth of  at inﬁnity. To be more precise,
if p < N one can assume for example that (x, s) is a Carathéodory vector ﬁeld in
× R such that
∃L > 0, : |(x, s)− (s)|H(x) |s|p−1 +G(x) ∀s : |s| > L,
with H ∈ L
N
p−1 (),G ∈ Lp′(), ∈ C(R,RN).
(5.1)
and
∃Mk : |(x, s)− (x, t)|Mk K(x) |s − t | ∀s, t ∈ [−k, k],
with K(x) ∈ Lp′().
(5.2)
A renormalized solution of problem (4.6) is still deﬁned in the sense of Deﬁnition 3.1,
as a function u such that Tk(u) ∈ Lp(0, T ;W 1,p0 ()) for any k > 0, and satisfying
(3.8) and
− ∫ T0 ∫ t ∫ u0 S′(b−1(r)) dr dx dt − ∫ (0) (∫ b00 S′(b−1(r)) dr) dx
+ ∫ T0 ∫ a(x, t, u,∇u)∇S′(u) dt dx
+ ∫ T0 ∫ (a(x, t, u,∇u)− (x, u)) S′′(u)∇u dt dx
− ∫ T0 ∫ (x, u)S′(u)∇ dt dx = ∫ T0 ∫ f S′(u) dt dx
(5.3)
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for any S ∈ W 2,∞(R) with S′ having compact support, and any  ∈ C∞c ([0, T )× )
such that S′(u) ∈ Lp(0, T ;W 1,p0 ()).
With respect to (3.9), note that in (5.3) we did not integrate by parts the convection
term. This implies, both in the existence and in the uniqueness result, that one has to
take care of the extra term involving (x, u)S′′(u)∇u, which can be done thanks to
assumption (5.1). Some extra estimates are needed, which have been also developed in
earlier works for similar situations (for instance see [3] in the elliptic case).
Let us give here an idea to the interested reader. In the existence result a reﬁned
argument is needed to prove estimates (3.14): shortly, one ﬁrst observes that the estimate
on b(uε) in L∞(0, T ;L1()) implies
lim
n→+∞ supε
sup
[0,T ]
meas {x ∈  : |uε(t, x)| > n} = 0.
Since Hölder and Sobolev inequalities give, for any k > k0,
∫ T
0
∫

H(x) |uε|p−1 |∇(Tk(uε)− Tk0(uε))|
C kp−10
∫
{k0 |uε |k}
H |∇uε| dx dt
+

 sup[0,T ]

 ∫
{x : |uε(x,t)|>k0}
|H |
N
p−1 dx


p−1
N


×
(∫ T
0
∫

|∇(Tk(uε)− Tk0(uε))|p dx dt
)
then there exists a k0 such that for any k > k0 (using (5.1))
∫ T
0
∫

|(x, uε)| |∇(Tk(uε)− Tk0(uε))|
 
2
∫
{k0 |uε |k}
|∇uε|p dx dt +
∫ T
0
∫

|G|p′ dx dt + Ckp0 .
This is enough, when one chooses Tk(uε)−Tk0(uε) as test function in the approximating
equations, to obtain the estimate
‖Tk(uε)‖p
Lp(0,T ;W 1,p0 ())
C(k + 1).
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In a similar way, since now
1
n
∫
{n |uε |2n}
H(x) |uε|p−1 |∇uε|


 sup[0,T ]

 ∫
{|uε(t)|>n}
|H |
N
p−1 dx


p−1
N


(
1
n
∫ T
0
∫

|∇T2n(uε)|p dx dt
)
C sup
ε

 sup[0,T ]

 ∫
{|uε(t)|>n}
|H |
N
p−1 dx


p−1
N


one can show that the following integral:
1
n
∫
{n |uε |2n}
|(x, uε)||∇uε| dx dt
tends to zero, uniformly in ε, as n goes to inﬁnity, so that we obtain the second
estimate of (3.14) as in Lemma 3.5. The rest of our existence proof applies without
further difﬁculties; in particular the strong convergence of truncations does not need
extra tools. The new term involving (uε)∇Tk(uε) is dealt with by simply using the
weak convergence of Tk(uε).
The same arguments are applied to any renormalized solution u (indeed b(u) ∈
L∞(0, T ;L1())) to prove that, if Sn is deﬁned as in (2.10), then (x, u)S′′n(u)∇u
strongly converges to zero in L1(Q) as n tends to inﬁnity. This is all we need, in
our uniqueness proof, to deal with the new term appearing in formulation (5.3); of
course the local Lipschitz assumption (5.2) is still required and plays the same role as
hypothesis (4.2) for the principal part.
Note that the generalization mentioned above has the role to allow a relaxed co-
erciveness condition on the operator. Similarly one could think to replace assumption
(4.1) by a weaker one of the type
a(x, s, )||p − c0|s|p− − h(x),  > 0, h ∈ L1(Q).
3. Sub-super solutions: It is possible to deﬁne renormalized sub and super-solutions
of problem (4.6), in the standard way ((3.9) is changed into an inequality holding for
positive test functions). The L1-contraction result of Theorem 4.1 holds then in the
stronger form: if u1, u2 are respectively renormalized sub and super-solutions of (4.6)
corresponding to data f1, b01 and f2, b02, then (4.7) holds true. The proof remains
exactly the same (in particular, Lemma 4.3 holds for subsolutions).
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Appendix A
We give here a short proof of Proposition 3.3; for shortness, we drop the index ε.
Theorem A.1. Let f ∈ L∞(Q), b0 ∈ L∞() and assume that a satisﬁes (3.1)–(3.4).
Then there exists a function u ∈ L∞(Q)∩Lp(0, T ;W 1,p0 ()) which is a weak solution
of (3.6) in the sense that there exists u ∈ L∞(Q) such that u ∈ b(u), u(t) ∈ Lq()
for any q <∞, and
− ∫ T0 ∫ t u dx dt − ∫ (0)b0 dx
+ ∫ T0 ∫ (a(x, t, u,∇u)− (u))∇ dt dx = ∫ T0 ∫ f  dt dx
for any  ∈ C∞c ([0, T )× ).
Moreover for any couples of data f1, b01 and f2, b02, there exist two solutions u1,
u2 which satisfy
‖(u1 − u2)(t)‖L1()‖f1 − f2‖L1(Q) + ‖b01 − b02‖L1(), ∀t ∈ (0, T ), (A.1)
where u1 ∈ b(u1), u2 ∈ b(u2).
Proof. Let B(s) be the Yosida approximation of the graph b, and let b(s) =
B(s)+ s. Note that b is a Lipschitz increasing function with Lipschitz inverse b−1 .
There exists then a solution u of the nondegenerate problem


b(u)t − div(a(x, t, u,∇u)− (u)) = f in × (0, T ),
u = 0 on × (0, T ),
b(u)(0) = b0 in .
(A.2)
Standard energy estimates imply that u is bounded in L∞(Q) and in Lp(0, T ;W 1,p0 ()),
so that, thanks to (3.3), we also have that a(x, t, u,∇u) is bounded in Lp′(Q)N , as
well as (u). We deduce that
b(u) is bounded in Lp
′
(Q), (b(u))t is bounded in Lp
′
(0, T ;W−1,p′()). (A.3)
Since we have, by Hölder inequality, (setting 〈·, ·〉 the duality map in W 1,p0 ())∫ T−h
0
∫

(b(u)(+ h)− b(u)())(u(+ h)− u()) dx d
=
∫ T−h
0
∫ +h

〈b(u)t , (u(+ h)− u())〉 dt,
‖b(u)t‖Lp′ (0,T ;W−1,p′ ()) h
1
p
∫ T−h
0
(
‖u(+ h)‖W 1,p0 () + ‖u()‖W 1,p0 ()
)
d
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we conclude, thanks to the energy estimates,
∫ T−h
0
∫

(b(u)(+ h)− b(u)())(u(+ h)− u()) dx dCh
1
p . (A.4)
Now, since b−1 is continuous, we have that b−1 is a sequence of uniformly equi-
continuous functions on the interval [−L,L], where L > ‖u‖∞. Thus, let us ﬁx
ε > 0; there exists a value ε such that
if |y − z| < ε then |b−1 (y)− b−1 (z)| < ε for any  > 0.
Thus in the set {|u(+ h)− u()| > ε} we have
|b(u)(+ h)− b(u)()|ε
so that (A.4) implies
∫ T−h
0
∫

|u(+ h)− u()| {|u(+h)−u()|>ε} dx dC
h
1
p
ε
.
Therefore,
sup

∫ T−h
0
∫

|u(+ h)− u()| dx d |Q| ε + Ch
1
p
ε
which gives
lim
h→0 sup
∫ T−h
0
∫

|u(+ h)− u()| dx d = 0. (A.5)
We also have from Rellich theorem and the estimate in Lp(0, T ;W 1,p0 ()):
sup

∫ T
0
∫

|u(x + h)− u(x)| dx dCh
1
p′ . (A.6)
We conclude, from (A.5) and (A.6), that u is equi-integrable in Q, so that it strongly
converges to u in L1(Q) and, up to subsequences, almost everywhere.
Therefore, we have that b(u) weakly converges, in Lq(Q) for any q < ∞, to a
function  ∈ b(u); moreover from estimate (A.3) and using a classical result (Aubin’s
lemma) we deduce
b(u)→  ∈ b(u) strongly in C0([0, T ];W−1,p′()).
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This strong convergence, together with the uniform bound on b(u), yields that
b(u)(t)→ (t) weakly in Lq() for any q <∞. (A.7)
Observe that by standard methods and using the almost everywhere convergence of u
to u (it is actually as in the existence proof of Theorem 3.9 but much easier since now
a uniform bound holds for u) we also get
a(x, t, u,∇u)→ a(x, t, u,∇u) weakly in Lp′(Q)N .
This is enough to pass to the limit and deduce that u is a weak solution of the problem.
Let now f1, b01 and f2, b02 be two couples of data, and u1, u2 two respective
solutions constructed as above, i.e. u1 and u2 are limit of sequences u, v of solutions
of nondegenerate problems as (A.2). The L1-contraction estimate follows in a standard
way, using the locally Lipschitz character of  and assumption (3.2) and since b and
b−1 are both Lipschitz. Actually, one takes
1
ε
Tε(b(u) − b(v)) as test function in
(A.2) written for the two solutions u and v; clearly the time-dependent term gives
lim
ε→0
1
ε
∫ t
0
〈(b(u)− b(v))t , Tε(b(u)− b(v))〉ds
=
∫

|b(u)− b(v)|(t) dx −
∫

|b01 − b02| dx,
while
lim sup
ε→0
1
ε
∫ t
0
∫

(f1 − f2)Tε(b(u)− b(v)) dx ds
∫ t
0
∫

|f1 − f2| dx ds.
The contribution of the elliptic term is dealt with as in Step 2 of Theorem 4.1, so that
lim inf
ε→0
1
ε
∫ t
0
∫

(a(x, t, u,∇u)− a(x, t, v,∇v))∇Tε(b(u)− b(v)) dxds0
and
lim
ε→0
1
ε
∫ t
0
∫

((u)− (v))∇Tε(b(u)− b(v)) dx ds = 0.
Finally one gets
∫

|b(u)− b(v)|(t) dx
∫

|b01 − b02| dx +
∫ t
0
∫

|f1 − f2| dx ds.
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Using the weak semicontinuity of the L1 norm and thanks to (A.7) we obtain
(A.1). 
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