Abstract-A variety of communication scenarios can be modeled by a set of parallel channels. Upper bounds on the achievable rates under maximum-likelihood (ML) decoding, and lower bounds on the decoding complexity per iteration of ensembles of low-density parity-check (LDPC) codes are presented. The communication of these codes is assumed to take place over statistically independent parallel channels where the component channels are memoryless, binary-input, and output-symmetric. The bounds are applied to ensembles of punctured LDPC codes where the puncturing patterns are either random or possess some structure. Our discussion is concluded by a diagram showing interconnections between the new theorems and some previously reported results.
I. INTRODUCTION

P
ARALLEL channels serve as a model for analyzing various communication scenarios, e.g., rate-compatible puncturing of error-correcting codes, nonuniformly error-protected codes, transmission over block-fading channels, and multicarrier signaling. All these scenarios can be modeled as a transmission of information over a set of parallel channels where each code symbol is assigned to one of these component channels. Naturally, analytical tools for evaluating the performance and decoding complexity of error-correcting codes whose transmission takes place over a set of parallel channels are gaining theoretical and practical interest (see, e.g., [3] , [7] , [15] ).
The channel model considered in this paper assumes that the communication of binary linear block codes takes place over statistically independent component channels where each of the individual channels is a memoryless binary-input output-symmetric (MBIOS) channel whose probability density function (pdf) is given by . If we let denote the set of indices of the symbols in an -length codeword which are transmitted over the th channel, then This paper focuses primarily on information-theoretic aspects of low-density parity-check (LDPC) codes whose transmission takes place over a set of parallel channels. It provides upper bounds on the achievable rates under maximum-likelihood (ML) decoding, and lower bounds on the decoding complexity per iteration of ensembles of LDPC codes. The paper forms a generalization of the results in [17] . However, the bounds on the achievable rates and decoding complexity derived in this paper hold asymptotically with probability for ensembles of LDPC codes where we let their block length tend to infinity; this is in contrast to the results in [17] which refer to communication over a single MBIOS channel, and are valid code by code. The bounds introduced in this paper are applied to ensembles of punctured LDPC codes where the puncturing patterns are either random or possess some structure. The performance of punctured LDPC codes under ML decoding was studied in [2] via analyzing the asymptotic growth rate of their average weight distributions and using upper bounds on the decoding error probability under ML decoding. Based on this analysis, it was proved that for any MBIOS channel, capacity-achieving codes of any desired rate can be constructed by puncturing the code bits of ensembles of LDPC codes whose design rate (before puncturing) is sufficiently low. The performance of punctured LDPC codes over the additive white Gaussian noise (AWGN) channel was studied in [4] under message-passing iterative (MPI) decoding. Ha and McLaughlin studied in [4] two methods for puncturing LDPC codes where the first method assumes random puncturing of the code bits at a fixed rate, and the second method assumes possibly different puncturing rates for each subset of code bits which corresponds to variable nodes of a fixed degree. For the second approach, called "intentional puncturing," the degree distributions of the puncturing patterns were optimized in [4] , [5] where, for a given design rate, it was aimed to minimize the gap to capacity under iterative decoding (by using the Gaussian approximation); exact values of these optimized puncturing patterns were also calculated by the density evolution analysis and show good agreement with the Gaussian approximation. The results in [4] , [5] exemplify the usefulness of punctured LDPC codes for a relatively wide range of rates, and therefore, they are suitable for rate-compatible puncturing.
The transmission of punctured codes over a single channel can be regarded as a special case of communication of the original code over a set of parallel channels (where this set of channels is defined by the different puncturing rates applied to disjoint subsets of the code bits). We therefore apply the bounds derived in this paper to the special case of the transmission of ensembles of punctured LDPC codes over an arbitrary MBIOS 0018-9448/$25.00 © 2007 IEEE channel. Theorems related to the achievable rates and decoding complexity of punctured LDPC codes are derived. For ensembles of punctured LDPC codes, the calculation of bounds on their thresholds under ML decoding and their exact thresholds under iterative decoding (based on the density evolution analysis) is of interest; it enables one to distinguish between the asymptotic loss in performance which follows from the suboptimality of the iterative decoder and the inherent loss in performance which is attributed to the structure of the codes (so it therefore exists even under ML decoding).
The paper is organized as follows: Section II derives bounds on the conditional entropy of the transmitted codeword given the received sequence at the output of the parallel channels where the component channels are considered to be MBIOS. Section III relies on the previous bounds and derives an upper bound on the achievable rates of LDPC codes under ML decoding where these codes are transmitted over parallel MBIOS channels. Section IV uses the latter result for the derivation of upper bounds on the achievable rates of ensembles of randomly and intentionally punctured LDPC codes whose transmission takes place over an arbitrary MBIOS channel, and numerical results are exemplified for various ensembles. Section V provides a lower bound on the decoding complexity (per iteration) of ensembles of LDPC codes under MPI decoding for parallel MBIOS channels. The latter result is used for the derivation of lower bounds on the decoding complexity of randomly and intentionally punctured LDPC codes for MBIOS channels; looser versions of these bounds suggest a simplified rederivation of previously reported bounds on the decoding complexity of randomly punctured LDPC codes (as shown in Appendix I). Finally, Section VI summarizes our discussion, and presents a diagram which shows interconnections between the theorems introduced in this paper and some other previously reported results from [1] , [9] , [10] , [12] , [14] , [17] . The preliminary material on ensembles of LDPC codes and notation required for this paper are introduced in [13] and [17, Sec. II].
II. BOUNDS ON THE CONDITIONAL ENTROPY FOR PARALLEL CHANNELS
This section serves as a preparatory step toward the derivation of upper bounds on the achievable rates of ML decoded binary linear block codes whose transmission takes place over statistically independent parallel MBIOS channels. To this end, we present in this section upper and lower bounds on the conditional entropy of the transmitted codeword given the received sequence at the output of these channels.
A. Lower Bound on the Conditional Entropy
We begin by deriving an information-theoretic lower bound on the conditional entropy of the transmitted codeword given the received sequence, when the transmission takes place over a set of independent parallel MBIOS channels.
Proposition 2.1:
Let be a binary linear block code of length , and assume that its transmission takes place over a set of statistically independent parallel MBIOS channels. Let denote the capacity of the th channel (in bits per channel use), and designate the conditional pdf of the log-likelihood ratio (LLR) at the output of the th channel given its input is . Let and designate the transmitted codeword and received sequence, respectively, be the set of indices of the code bits transmitted over the th channel, be the size of this set, and be the fraction of bits transmitted over the th channel. For an arbitrary parity-check matrix of the code , let designate the number of indices in referring to bits which are involved in the th parity-check equation of (where ), and let be the design rate of . Then, the conditional entropy of the transmitted codeword given the received sequence satisfies (2) where (3) Remark 2.1: Note that the input vector is chosen uniformly at random from the codewords of a binary linear block code. Each input bit therefore either gets the values or with probability or is set to zero (due to the linearity of the code). In the following proof, we assume that all the code symbols get the values or with equal probability. By slightly modifying the proof, it is simple to show that the bound also holds for the other case where some of the code bits are set to zero.
Proof: The proof relies on concepts which are presented in [1] , [17] , and generalizes them to the case of parallel channels. If a symbol is transmitted over the th MBIOS channel and is the corresponding output, then the LLR gets the form where denotes the output alphabet of each component channel, 1 and is the conditional pdf of the th channel. For each one of these component channels, we move from the original mapping of (where according to (1) , each symbol is transmitted over only one of these channels) to an equivalent representation of the channel , where represents the LLR of the channel output . These channels are equivalent in the sense that . The basic idea for showing the equivalence between the original set of parallel channels and the one which will be introduced shortly is based on the principle that the LLR forms a sufficient statistics of an MBIOS channel. 1 In case the output alphabets of the component channels are not equal, then Y can be defined as their union.
In the following, we characterize an equivalent channel to each of the parallel channels. if .
The output of the set of equivalent channels is defined to be where and where the addition is modulo . This defines the mapping where is a binary random variable which is affected by , and is a nonnegative random variable which is independent of . Note that due to the symmetry of the parallel channels, for each index , the joint distribution of is independent of , and is equal to the distribution of the pair representing the sign and magnitude of . Hence
where we rely on the symmetry property of . Denoting by the rate of the code , since the codewords are transmitted with equal probability (5) Also, since the parallel channels are memoryless, then (6) The mapping is memoryless, hence and (7)
Applying the above toward the derivation of a lower bound on the conditional entropy , we get
where relies on (5)- (7), relies on (8), and follows since for all , and for . In order to obtain a lower bound on from (9), we calculate the entropy of the random variables , and find an upper bound on the entropy of the random vector . This finally provides the lower bound on the conditional entropy given in (2) . Considering an index for some , we get (10) where the last transition is due to the fact that given the absolute value of the LLR, since the parallel channels are MBIOS and the coded bits are equally likely to be or (see Remark 2.1), the sign of the LLR is equally likely to be positive or negative. The entropy is not expressed explicitly as it cancels out later.
We now turn to derive an upper bound on (11) where the last equality follows since the random variables are statistically independent.
Define the -dimensional syndrome vector as where is a parity-check matrix of the binary linear block code , and let be the index of the vector in the coset which corresponds to . Since each coset contains elements which are equally likely then , and we get (12) (14) it follows that (15) where the first transition is based on (14) and follows along the same lines as [17, Appendix B.2] , and the second transition is due to the fact that for all , the pdf of the random variable is independent of , see (4) . Summing over all the parity-check equations of gives (16) By combining (4), (11) , (12) , and (16), we get the following upper bound on :
where follows from the definition of in (3), and since denotes the design rate of . Finally, the substitution of (10) and (17) in the right-hand side (RHS) of (9) provides the lower bound on the conditional entropy given in (2). This completes the proof of the proposition.
B. Upper Bound on the Conditional Entropy
In this subsection, we provide an upper bound on the conditional entropy of the transmitted codeword given the received sequence. The bound holds for an arbitrary binary linear block code whose transmission takes place over a set of parallel channels, and is expressed in terms of the code rate and the bit error probability of the code (under ML decoding or a suboptimal decoding algorithm).
Lemma 2.2:
Let be a binary linear block code of length and rate , and assume that its transmission takes place over a set of parallel channels. Let and designate the transmitted codeword and the received sequence, respectively. Then (18) where designates the bit error probability of the code under an arbitrary decoding algorithm.
Proof: See the proof in [17, Appendix I-A] which holds regardless of the model of the communication channel.
III. AN UPPER BOUND ON THE ACHIEVABLE RATES OF LDPC CODES OVER PARALLEL CHANNELS
In this section, we derive an upper bound on the design rate of a sequence of ensembles of LDPC codes whose transmission takes place over a set of statistically independent parallel MBIOS channels, and which achieves vanishing bit error probability under ML decoding. This bound is used in Section IV for the derivation of an upper bound on the design rate of an arbitrary sequence of ensembles of punctured LDPC codes.
Let us assume that a binary LDPC code of length is transmitted over a set of statistically independent parallel MBIOS channels. Denote the number of code bits of which are transmitted over the th channel by , and the fraction of bits transmitted over the th channel by (19) Let be a bipartite graph which represents the code , and be the set of edges in . Let designate the set of edges connected to variable nodes which correspond to code bits transmitted over the th channel, and (20) denote the fraction of edges connected to these variable nodes. Referring to the edges from the subset , let designate the fraction of these edges which are connected to variable nodes of degree , and define the following degree distributions from the edge perspective:
which correspond to each of the parallel channels. According to this notation, the number of edges connected to variable nodes corresponding to code bits transmitted over the th channel is given by (21) For simplicity of notation, let us define a vector of degree distributions for the variable nodes from the edge perspective to be Following the notation in [10] , the ensemble is defined to be the set of LDPC codes of length , which according to their representation by bipartite graphs and the assignment of their code bits to the parallel channels, imply left-and right-degree distributions of and , respectively.
Lemma 3.1:
( 22) where is the overall left-degree distribution which serves to construct the vector of left-degree distributions by considering the assignments of variables nodes to the parallel channels.
Proof: Since form a sequence of disjoint sets whose union is the set , we get . From (21), we therefore get (23) By dividing both sides of this equality by , and using (19) and the equality , the lemma follows immediately.
Lemma 3.2:
(24) Proof: The lemma follows directly from (20), (21) and Lemma 3.1.
In the following, we introduce a sequence of ensembles of binary LDPC codes, , where all the codes in each ensemble have the same number of bits assigned to each of the parallel channels. The right-degree distribution is assumed to be fixed for all the ensembles of this sequence (i.e., it is independent of ), and it is also assumed to have a bounded maximal degree (which corresponds to a bounded maximal degree of the parity-check nodes). We assume that , which corresponds to the overall left-degree distribution of the edges, is also independent of ; due of the independence of and in , one can consider here the common design rate of the sequence of ensembles which does not depend on This setting is general enough for applying the following theorem to various applications which form particular cases of communication over parallel channels, e.g., punctured LDPC codes [2] , [4] , nonuniformly error protected LDPC codes [10] , and LDPC-coded modulation (see, e.g., [6] , [16] ). In this setting, the fraction of code bits assigned to the th channel, , depends on and , but not on the particular code chosen from each ensemble. It follows from Lemma 3.2 that the same property also holds for which designates the fraction of edges connected to variable nodes whose code bits are assigned to the th channel. In the following, we assume that the limits (25) exist and also that they are positive for all (though in general, they are nonnegative).
Theorem 3.1:
Let a sequence of ensembles of binary LDPC codes be transmitted over a set of statistically independent parallel MBIOS channels, and assume that the block length goes to infinity as we let tend to infinity. Let denote the capacity of the th channel, and designate the pdf of the LLR at the output of the th channel given its input is . If in the limit where tends to infinity the bit error probability of this sequence vanishes under ML decoding, then the common design rate of these ensembles satisfies (26) where denotes the right degree distribution from the node perspective, and is introduced in (3). Proof: Let be a sequence of binary LDPC codes chosen uniformly at random from the sequence of ensembles . Denote the rate of the code by , and let be its bit error probability under ML decoding. Let be a bipartite graph of the code whose left-and right-degree distributions from the edge perspective are and , respectively. From Proposition 2.1 and Lemma 2.2, it follows that the following inequality holds for the binary linear block code (27) where is the block length of the code , is the common design rate for all the codes from the sequence of ensembles , and denotes the number of edges which are connected to the th parity-check node of the graph and are related to code bits transmitted over the th channel (where and ). By taking the expectation on both sides of (27) and letting tend to infinity, we get (28) The left-hand side (LHS) of (28) follows from the LHS of (27), due to the concavity of the binary entropy function and Jensen's inequality, and since by our assumption, the bit error probability of the ensembles vanishes in the limit where tends to infinity. The derivation of an upper bound on the design rate is proceeded by calculating the expectation of the product inside the RHS of (28). Let denote the degree of the th parity-check node of the bipartite graph , then the smoothing theorem gives (29) where the outer expectation in the RHS of (29) is carried over the random variable . We begin by calculating the inner expectation in the RHS of (29). It follows from (21) that the number of edges connected to variable nodes corresponding to code bits transmitted over the th channel, is independent of the code chosen from the ensemble . The same property also holds for the total number of edges in the graph (since ). Since the code is chosen uniformly at random from the ensemble, it follows that if is a given positive integer, then (30)
Lemma 3.3: (31)
Proof: By assumption, in the limit where we let tend to infinity, the block length also tends to infinity. Hence, from (21) and the assumption that for every , we get that for all , approaches infinity in the limit where tends to infinity where equality follows since for all , as we let tend to infinity, while on the other hand, the maximal right degree (and hence, also and ) stay bounded; equality is valid due to the constraint , and equality follows from (20).
By letting tend to infinity in both sides of (29), and substituting (30) and (31) in the RHS of (29), we get that for all (32) where equality follows from (29) and since the right-degree distribution is independent of (note that the outer expectation in equality is performed w.r.t. the degree of the th parity-check node); equality follows from (30) and (31), and since the number of terms in the sum is bounded (this number is upper-bounded by , so it is bounded for all due to the fact that the maximal right degree is fixed), and equality holds since the right-degree distribution is independent of . Since the limit in (32) does not depend on the index which appears in the inner summation at the LHS of (28) and also , then we get from (32)
where equality follows from the fact that if is a convergent sequence then , and also since any subsequence of a convergent sequence converges to the same limit as of the original sequence; equality follows from (32). Combining (28) and (33) gives Finally, solving the last inequality for gives the upper bound on the design rate in (26).
Example 3.1:
For the particular case where the parallel MBIOS channels are binary erasure channels where the erasure probability of the th channel is , we get from (3) (34) Since is independent of for a BEC, and based on the equality we obtain from Theorem 3.1 that the common design rate of the sequence of LDPC ensembles is upper-bounded by (35) This result coincides with [10, Theorem2] .
The proof of Theorem 3.1 relies on the assumption that the right degree distribution is fixed, and does not depend on the ordinal number of the ensemble. For a capacity-achieving sequence of LDPC ensembles, both the maximal and the average right degrees tend to infinity (see [14, Theorem 1] ). Hence, for a capacity-achieving sequence of LDPC codes, cannot be fixed.
Remark 3.1:
One can think of Lemma 3.3 in terms of drawing colored balls from an urn (where the colors are determined in one-to-one correspondence with the assignments of the various edges to the component channels). Since an edge can only be assigned once to a channel, the balls are not returned to the urn after they are chosen. As the block length tends to infinity, so does the number of edges originating in each of the parallel channels (this is the reason for requiring that be positive for all ). Since the degree of the parity-check nodes remains finite, we are drawing a finite number of balls from an urn which contains an infinite number of balls of each color. Lemma 3.3 simply says that drawing without replacement is equivalent to drawing with replacement if the number of draws is finite and the number of balls of each color becomes infinite. Note that this result looks rather intuitive from a statistical point of view.
Remark 3.2:
We wish to discuss a possible refinement of the statement in Theorem 3.1. Let us assume that the (overall) degree distributions and are fixed, but due to the transmission over parallel channels, the corresponding vector of degree distributions and also and depend on the code from the ensemble . Since the derivation of this theorem relies on the bounds on the conditional entropy from Section II (which are valid code by code), one can refine the statement in Theorem 3.1 so that the modified theorem permits the dependency of the vector on the specific code chosen from the ensemble. In this case, the equalities in (25) are transformed into where the expectation is carried over the code from the ensemble . In this case, the proof of Theorem 3.1 involves an expectation over on both sides of (27) (which is valid code-by-code) and then we let tend to infinity, as in (28). By invoking Jensen's inequality, Lemma 3.3 is changed under the above assumption to the inequality which holds for any set of nonnegative integers where . Correspondingly, (32) changes to Therefore, from (28) and the last inequality, the upper bound on the design rate in (26) holds in the more general setting as above.
IV. ACHIEVABLE RATES OF PUNCTURED LDPC CODES
In this section, we derive upper bounds on the achievable rates of punctured LDPC codes whose transmission takes place over an MBIOS channel, and the codes are ML decoded. The analysis in this section relies on the bound presented in Section III.
Let be a binary linear block code. Assume that its code bits are partitioned into disjoint sets, and the bits of the th set are randomly punctured with a puncturing rate (where ). The transmission of this code over an MBIOS channel is equivalent to transmitting the code over a set of parallel MBIOS channels where each of these channels forms a serial concatenation of a BEC whose erasure probability is equal to the puncturing rate , followed by the original MBIOS channel (see, e.g., [4] , [9] - [11] ).
A. Some Preparatory Lemmas
This subsection presents two lemmas which are later used to prove results for ensembles of randomly and intentionally punctured LDPC codes (denoted by RP-LDPC and IP-LDPC codes, respectively).
In the following lemma, we consider a punctured linear block code and provide an upper bound on the conditional entropy of a codeword before puncturing, given the received sequence at the output of the channel. This upper bound is expressed in terms of the bit error probability of the punctured code.
Lemma 4.1:
Let be a binary linear block code of length and rate , and let be a code which is obtained from by puncturing some of its code bits. Assume that the transmission of the code takes place over an arbitrary communication channel, and the code is decoded by an arbitrary decoding algorithm. Let and (where the punctured bits are replaced by question marks which have an LLR of zero) designate the transmitted codeword of and the received sequence, respectively. Then, the conditional entropy of the original codeword of given the received sequence satisfies (36) where designates the bit error probability of the punctured code .
Proof: The proof follows directly from Lemma 2.2, and the equivalence between the transmission of punctured codes over an MBIOS channel and the special case of transmitting these codes over a set of parallel channels (see the introductory paragraph of Section IV).
Puncturing serves to increase the rate of the original code by reducing the length of the codeword. It may, however, cause several codewords to be mapped onto a single codeword, thereby reducing the dimension of the code. Consider a binary linear code of length and rate and assume a fraction of its code bits are punctured. In the case that the dimension is not reduced by puncturing, the rate of the punctured code is given by
In the general case, we cannot guarantee that the dimension of the code is not reduced. However, for a sequence of punctured codes whose bit error probability vanishes as the block length of the codes tends to infinity, the following lemma shows that the rate of the punctured codes converges to the desired rate .
Lemma 4.2:
Let be a sequence of binary linear block codes of length and rate , and let be a sequence of codes which is obtained from by puncturing a fraction of the code bits. Assume the sequence of punctured codes achieves vanishing bit error probability in the limit where we let tend to infinity. Then, the asymptotic rate of the sequence of punctured codes is given by (37) where is the asymptotic rate of the original sequence of codes . Proof: Let and designate the original codeword (before puncturing) and the received sequence (after puncturing), respectively. Since we assume the there exists a decoding algorithm such that the punctured codes achieve vanishing bit error probability, we have from lemma 4.1 that Let designate the codeword after puncturing (where the punctured bits are replaced by question marks). Since forms a Markov chain, then by the information processing inequality, we get . The nonnegativity of the conditional entropy therefore yields that (38) Denote the dimensions of the codes and by and , respectively. Since is binary and linear, every codeword of originates from exactly different codewords of . The codewords are assumed to be transmitted with equal probability, and therefore Let designate the rate of the punctured code . By definition, , and since forms the block length of the punctured code , then . Substituting the last three equalities into (38) gives This completes the proof of the lemma.
For a sequence of codes , it is natural to refer to their code rates . However, for sequences of ensembles, where parity-check matrices are randomly picked, such matrices are unlikely to be full rank. Hence, a more natural approach is to refer to their design rates. To this end, we define the design rate of codes which are obtained by puncturing some code bits of binary linear block codes.
Definition 4.1:
Let be a binary linear block code of length , be a parity-check matrix of and designate the design rate of the code . Let be a code which is obtained from by puncturing a fraction of the code bits. The design rate of is defined as (39) From Lemma 4.2, it follows that for an arbitrary sequence of punctured codes which achieves vanishing bit error probability, their asymptotic design rate is equal in probability to their asymptotic rate if and only if this condition also holds for the original sequence of codes before their puncturing. For unpunctured ensembles of LDPC codes, a sufficient condition for the asymptotic convergence of the rate to the design rate is introduced in [8, Lemma 7] (which is also presented in the preliminaries of our companion paper as [17, Lemma 2.1]). In Section IV-D, we apply this lemma to show that the bounds on the achievable rates of ensembles of punctured LDPC codes apply to their actual code rates and not only to their asymptotic design rates.
B. Randomly Punctured LDPC (RP-LDPC) Codes
In this subsection, we consider the achievable rates of RP-LDPC codes. We assume that the transmission of these codes takes place over an MBIOS channel, and refer to their achievable rates under optimal ML decoding. The upper bound on the achievable rates of ensembles of RP-LDPC codes relies on the analysis in Section III where we derived an upper bound on the achievable rates of LDPC codes for parallel channels.
In the following, we assume that the communication takes place over an MBIOS channel with capacity , and define (40) where designates the pdf of the LLR of the channel given that its input is zero.
Theorem 4.1:
Let be a sequence of ensembles of binary LDPC codes whose block length tends to infinity as . Assume that a sequence of ensembles of RP-LDPC codes is constructed in the following way: for each code from an ensemble of the original sequence, a subset of code bits is a priori selected, and these bits are randomly punctured at a fixed rate . Assume that the punctured codes are transmitted over an MBIOS channel with capacity , and that in the limit where approaches infinity, the sequence of ensembles of RP-LDPC codes achieves vanishing bit error probability under some decoding algorithm. Then in probability w.r.t. the random puncturing patterns, the asymptotic design rate of the new sequence satisfies (41) where denotes the right-degree distribution (from the node perspective) of the original sequence, is introduced in (40), and is the following positive number:
Proof: By assumption, we select a set of code bits whose size is a fraction of the code bits, and these bits are randomly punctured at rate . The transmission of the resulting codeword over an MBIOS channel is equivalent to the transmission of the original codeword over a set of parallel channels. The first channel, referring to the set of code bits which are randomly punctured, is a serial concatenation of a BEC with erasure probability and the original MBIOS channel; the second channel, which refers to the rest of the bits (which are transmitted without being randomly punctured), is the original MBIOS channel. For simplicity, let us first assume that the degree distribution associated with the selected subset of code bits which are randomly punctured is independent of the specific code from the ensemble . Based on the preceding discussion and the notation in Section III, the transmission of the code bits over these two parallel channels induces a sequence of ensembles of LDPC codes, , where depends on the selection of the subset of code bits which are randomly punctured. Following this equivalence, we get from the notation in Theorem 3.1 that
In order to apply Theorem 3.1 to our case, we find a global lower bound on the sum which does not depend on the a-priori selection of the subset of randomly punctured code bits. From (3) and (40), it follows that for all and . Based on Lemmas 3.1 and 3.2, we get that for all (44) where the following constraint is satisfied (see (22) and (43)): (45) and (46) due to the fact that and for (even without explicitly knowing and which depend on the a priori choice of the subset of bits which are randomly punctured). Based on (44)-(46), we get where is defined in (42). Since the degree distribution is a monotonic increasing function, then (47) By substituting (43) and (47) in the RHS of (26), we obtain the following upper bound on the asymptotic design rate of the original sequence:
Since as , in probability w.r.t. the puncturing patterns, a fraction of the code bits are punctured, then the asymptotic design rate of this sequence satisfies the equality (48) from which the theorem follows.
For the case where the degree distribution associated with the subset of code bits which are randomly punctured depends on the code from the ensemble , the pair cannot be considered to be uniform over all the codes from this ensemble. In this case, Theorem 3.1 is not directly applicable. In order to circumvent the problem, we rely on the discussion in Remark 3.2, and on the fact that the lower bound on which is given above in terms of from (42) is universal for all the codes from this ensemble (i.e., it only depends on , but does not depend on the specific degree distributions and which are associated with the code from the ensemble). In light of this reasoning, the proof of the theorem for ensembles of RP-LDPC codes also follows in the more general setting where the degree distribution associated with the subset of the code bits which are randomly punctured depends on the specific code from the ensemble.
Remark 4.1:
Note that in the above proof, we derive an upper bound on the number of edges adjacent to variable nodes which are punctured in probability ; this is, done by assuming that the degree of all the un-punctured nodes is (which is the minimal possible degree for a variable node), and counting the number of the remaining edges. In the case that the original codes before puncturing have a minimal variable degree of , the upper bound can be tightened by assuming that each un-punctured node is of degree . This results in replacing in (42) with .
C. Intentionally Punctured LDPC (IP-LDPC) Codes
In [4] , Ha and McLaughlin show that good codes can be constructed by puncturing good ensembles of LDPC codes using a technique called "intentional puncturing." In this approach, the code bits are partitioned into disjoint sets so that each set contains all the code bits whose corresponding variable nodes have the same degree. The code bits in each of these sets are randomly punctured at a fixed puncturing rate. We briefly present the notation used in [4] for the characterization of ensembles of IP-LDPC codes. Consider an ensemble of LDPC codes with left-and right-edge degree distributions and , respectively. For each degree such that , a puncturing rate is determined for randomly puncturing the set of code bits which correspond to variable nodes of degree . The polynomial associated with this puncturing pattern is (49) An ensemble of IP-LDPC codes can be therefore represented by the quadruplet where designates the block length of these codes, and are the left-and right-degree distributions from the edge perspective, respectively, and is the polynomial which corresponds to the puncturing pattern, as given in (49). The average fraction of punctured bits is given by where is the left-node degree distribution of the original LDPC ensemble. The following statement, which relies on Theorem 3.1, provides an upper bound on the common design rate of a sequence of ensembles of IP-LDPC codes. This bound refers to ML decoding (and hence, it also holds for any suboptimal decoding algorithm).
Theorem 4.2:
Let be a sequence of ensembles of IP-LDPC codes transmitted over an MBIOS channel, and assume that tends to infinity as . Let be the channel capacity, and be the pdf of the LLR at the output of the channel given its input is zero. If the asymptotic bit error probability of this sequence vanishes under ML decoding (or any suboptimal decoding algorithm) as , then in probability w.r.t. the puncturing patterns, the asymptotic design rate of these ensembles satisfies (50) where denotes the right-degree distribution from the node perspective, (51) designates the average puncturing rate of the code bits, and is the functional of the MBIOS channel introduced in (40).
Proof: The proof follows from Theorem 3.1, and the observation that IP-LDPC codes form a special case of the ensemble examined in Section III. For a sequence of ensembles of IP-LDPC codes, , the number of parallel MBIOS channels used for transmission is equal to the number of strictly positive coefficients in the polynomial , i.e., . Denote these degrees by , then the bits transmitted over the th channel are those involved in exactly parity-check equations (i.e., the bits whose corresponding variable nodes are of degree ). From the preceding discussion, it follows that the fraction of code bits transmitted over the th channel is given by (52) and the fraction of edges in the bipartite graph which are connected to variable nodes transmitted of the th channel is given by (53) The transmission of IP-LDPC codes over an MBIOS channel is equivalent to transmitting the original codes (before puncturing) over a set of parallel MBIOS channels where each of these channels is formed by a serial concatenation of a binary-erasure channel (BEC) whose erasure probability is equal to the puncturing rate , followed by the original MBIOS channel. Hence, the pdf of the LLR at the output of the th MBIOS channel, given its input is , gets the form (54) and the capacity of this channel is (55) By substituting (54) into (3), we get that for all and (56) where the last equality is based on (40). The statement now follows by substituting (52), (53), (55), and (56) in (26); we use the scaling factor for the design rate of the punctured codes, as given in Definition 4.1. In this case, the parameter tends to the average puncturing rate of the code bits, as defined in (51), where this convergence is in probability w.r.t. the puncturing patterns. Finally, since for , then regarding the sums in the RHS of (50), we get the equalities and This completes the proof of the theorem.
Remark 4.2:
Let us consider a more general case of punctured ensembles of LDPC codes where the original code bits are split into arbitrary sets and each set is punctured at a different rate. For this general case, it is possible to apply Theorem 3.1 to derive an upper bound on the achievable rates which only depends on the expected fractions of punctured code bits and edges in the graph attached to variable nodes of punctured bits. Theorems 4.1 and 4.2 emerge as corollaries of such a theorem (in this paper we do not take this approach since we analyze two strategies of puncturing as special cases of transmission over parallel channels). In the case of ensembles of RP-LDPC codes, the fraction of edges adjacent to punctured bits is not known in general. Hence, for the derivation of upper bounds on their achievable rates, we employ an upper bound on the fraction of edges adjacent to punctured bits in a similar way to the proof of Theorem 4.1.
D. Numerical Results for Intentionally Punctured LDPC Codes
In this section, we present a comparison between thresholds under MPI decoding and bounds on thresholds under ML decoding for ensembles of IP-LDPC codes. It is assumed that the transmission of the punctured LDPC codes takes place over a binary-input AWGN channel. The pairs of degree distributions and the corresponding puncturing patterns were originally presented in [4] , [5] . We study the inherent gap to capacity and consider how close to optimal iterative decoding is for these ensembles (in the asymptotic case where the block length goes to infinity).
We refer here to three ensembles of IP-LDPC codes: Tables I and II refer to two ensembles of rate LDPC codes which by puncturing, their rates vary between and ; Table III refers to an ensemble of rate LDPC codes which by puncturing, its rate varies between and . Based on [8, Lemma 7] , we verify that the design rates of these three ensembles of LDPC codes (before puncturing) are equal in probability to the asymptotic rates of codes from these ensembles. This conclusion still holds for the punctured LDPC ensembles given in Tables I-III (see Lemma 4 .2). This enables to calculate the capacity limits which refer to the design rates of these ensembles, and to evaluate the gaps to capacity under ML decoding and iterative decoding for these ensembles of punctured LDPC codes.
For various ensembles of IP-LDPC codes, Tables I-III provide lower bounds on the inherent gap to capacity under optimal ML decoding (based on Theorem 4.2); these values are compared to the corresponding gaps to capacity under MPI decoding (whose calculation is based on the density evolution analysis). On one hand, Tables I-III provide a quantitative assessment of the loss in the asymptotic performance which is attributed to the suboptimality of iterative decoding (as compared to ML decoding), and on the other hand, these tables provide an assessment of the inherent loss in performance which is attributed to the structure of the ensembles, even if ML decoding could be applied to decode these codes. The loss in performance in both cases is measured in terms of in decibels. It is demonstrated in Tables I-III that for various good ensembles of IP-LDPC codes, the asymptotic loss in performance due to the code structure is nonnegligible as compared to the corresponding loss due to the suboptimality of iterative decoding. As an example, for all the ensembles of IP-LDPC codes considered in Table I (which were originally introduced in [4, Table II ]), the gap to capacity under the sum-product iterative decoding algorithm does not exceed 0.6 dB; however, under ML decoding, the gap to capacity is always greater than of the corresponding gap to capacity under this iterative decoding algorithm; therefore, the results in Table I regarding the thresholds under ML decoding further emphasize the efficiency of the sum-product decoding algorithm for these ensembles, especially in light of its moderate complexity.
Tables I-III also show that the performance of the punctured LDPC codes is degraded at high rates, where one needs to pay a considerable penalty for using punctured codes. This phenomenon was explained in [11, Theorem 1] by the threshold effect for ensembles of punctured LDPC codes.
Following the performance analysis of punctured LDPC codes in [2] , [4] , [5] , [11] , the numerical results shown in Tables I-III exemplify the high potential of puncturing in designing codes which operate closely to the Shannon capacity limit and are used for rate-compatible coding for various (SO ITS DESIGN RATE IIS ). THE TRANSMISSION OF   THESE CODES TAKES PLACE OVER A BINARY-INPUT AWGN CHANNEL. THE VALUES OF  REFERRING TO THE CAPACITY LIMIT, THE BOUND GIVEN IN   THEOREM 4.2 (WHICH PROVIDES A LOWER BOUND ON THE  -THRESHOLD UNDER ML DECODING), AND THRESHOLDS UNDER ITERATIVE DECODING. THE  FRACTIONAL GAP TO CAPACITY IN THE RIGHTMOST COLUMN MEASURES THE RATIO OF THE GAP TO CAPACITY UNDER ML DECODING AND THE ACHIEVABLE  GAP TO CAPACITY UNDER ITERATIVE DECODING. THE DEGREE DISTRIBUTIONS FOR THE ENSEMBLE OF LDPC CODES, AND THE POLYNOMIALS WHICH  CORRESPOND TO ITS PUNCTURING PATTERNS ARE GIVEN IN [4, TABLE II]   TABLE II  COMPARISON OF THRESHOLDS FOR ENSEMBLES MBIOS channels. Other examples of capacity-achieving ensembles of punctured codes on graphs are the irregular repeat-accumulate (IRA) codes and accumulate-repeat-accumulate (ARA) codes. Recently, it was shown by Pfister et al. that properly designed nonsystematic IRA codes achieve the capacity of the BEC with bounded decoding complexity per information bit [9] . This bounded complexity result is achieved by puncturing all the information bits of the IRA codes, and allowing in this way a sufficient number of state nodes in the Tanner graph representing the codes. This is in contrast to all previous constructions of capacity-achieving LDPC codes which refer to bipartite graphs without state nodes and whose complexity becomes unbounded as their gap to capacity vanishes (for an information-theoretic proof which explains why the complexity becomes unbounded in this case, the reader is referred to [14, Theorem 2.1]). The decoding complexity of punctured LDPC codes for parallel channels is addressed in the next section. V. LOWER BOUNDS ON THE DECODING COMPLEXITY OF LDPC CODES FOR PARALLEL CHANNELS The scope of this section is to derive a lower bound on the decoding complexity (per iteration) of LDPC codes transmitted over parallel MBIOS channels. The lower bound holds under MPI decoding, and it grows like the logarithm of the inverse of the gap (in rate) to capacity. Interestingly, a logarithmic behavior of the parity-check density (which forms a measure of the decoding complexity per iteration) in terms of the gap to capacity also characterizes the upper bound derived in [3, Sec. 3] ; this upper bound refers to MacKay's ensemble of LDPC codes whose transmission takes place over a set of parallel MBIOS channels.
In the preceding section, we regarded the transmission of punctured LDPC codes over MBIOS channels as a special case of the transmission of the original codes (before puncturing) over a set of parallel MBIOS channels. Hence, the aforementioned bound is later applied to obtain lower bounds on the decoding complexity of punctured LDPC codes. This section refers to Appendix I which suggests a simplified rederivation of [9, Theorems 3 and 4] , and shows that the bounds introduced in this section are tighter.
A. A Lower Bound on the Decoding Complexity for Parallel MBIOS Channels
Consider a binary linear block code which is represented by a bipartite graph, and assume that the graph serves for the decoding with an iterative algorithm. Following [3] and [9] , the decoding complexity under MPI decoding is defined as the number of edges in the graph normalized per information bit. This quantity measures the number of messages which are delivered through the edges of the graph (from left to right and vice versa) during a single iteration. Equivalently, since there is a one-to-one correspondence between a bipartite graph and the parity-check matrix which represents the code, the decoding complexity is also equal to the number of nonzero elements in normalized per information bit (i.e., it is equal to the density of the parity-check matrix [14, Definition 2.2]). Hence, the decoding complexity and performance of iteratively decoded binary linear block codes depend on the specific representation of the code by a parity-check matrix. Since the average right degree of a bipartite graph is equal to the number of edges per parity-check equation, then the average right degree and the decoding complexity are two related quantities. Consider an ensemble of LDPC codes whose design rate is . It is natural to relate the decoding complexity of the ensemble, say , to its average right degree and design rate, as follows:
We note that is fixed for all the codes from an ensemble of LDPC codes with a given pair of degree distributions.
The following lemma is used in the continuation for the derivation of a lower bound on the decoding complexity per iteration under MPI decoding. , whose transmission takes place over a set of statistically independent parallel MBIOS channels. Let and be the capacity and the fraction of code bits assigned to the th channel, respectively (where ). We define the average capacity of the set of parallel channels as . For an ensemble of LDPC codes which achieves vanishing bit error probability as the block length tends to infinity, the multiplicative gap (in rate) to capacity is defined as (57) We now present a lower bound on the decoding complexity per iteration under MPI decoding for this sequence. The bound is given in terms of the gap to capacity. The coefficients in this lower bound are as follows:
(59) where is introduced in (3), and is introduced in (25) and is assumed to be positive for all . For parallel BECs, the term can be removed from the numerator in the expression of . Proof: Substituting (57) in (26) gives (60) Since in (3) is nonnegative for and , and the function is nonnegative on , then the terms in the infinite sum above are all nonnegative. By the truncation of this series where we only take into account its first term (note that this is the largest term in the sum), we obtain a lower bound on the RHS of (60). This implies that Invoking Lemma 5.1 yields that
The solution of the last inequality for the average right degree gives (61) where the last step follows by dropping the which appeared inside the logarithm at the numerator (this step is valid since the denominator is strictly negative due to the fact that for all ), and
Since
, it follows that . The proof of the lower bound on the decoding complexity for parallel MBIOS channels follows by multiplying both sides of (61) by . For parallel BECs, we get from (3) that for every where denotes the erasure probability of the th BEC. This gives Substituting this in (60), gives
The continuation of the proof follows the same steps as the proof for parallel MBIOS channels, and leads to an improved coeffi-cient where the factor in the numerator of for general MBIOS channels (see (59)) is replaced by .
We proceed the analysis by the derivation of lower bounds on the decoding complexity of sequences of ensembles of punctured LDPC codes where it is assumed that these sequences achieve vanishing bit error probability; similarly to Theorem 5.1, the lower bounds are expressed in terms of the multiplicative gap (in rate) to capacity.
B. Lower Bounds on the Decoding Complexity for Punctured LDPC Codes
As discussed in the previous section, transmission of punctured codes can be interpreted as a special case of transmitting the original (un-punctured) codes over a set of parallel channels where these component channels are formed by a mixture of the communication channel and BECs whose erasure probabilities are the puncturing rates of the different subsets of code bits. Hence, the bounds on the decoding complexity of punctured codes can be derived as special cases of the bound given in Theorem 5.1. For the sake of brevity, we derive these bounds by using the upper bounds on the achievable rates of punctured LDPC codes as given in Theorem 4.1 (for random puncturing) and Theorem 4.2 (for intentional puncturing). Note that the derivation of these two theorems relies on Theorem 3.1 (as shown in Fig. 1) .
Consider an ensemble of LDPC codes of length and design rate , and let the code bits be partitioned into disjoint sets where the th set contains a fraction of these bits . Assume that the bits in the th set are randomly punctured at rate , and let the punctured codes be transmitted over an MBIOS channel whose capacity is . As shown in the previous section, this is equivalent to transmitting the original (un-punctured) codes over a set of parallel channels, where the th set of code bits is transmitted over a channel whose capacity is . The average capacity of this set of parallel channels is therefore given by (62) where is the overall puncturing rate. Denote the design rate of the punctured codes by (see Definition 4.1), then it follows that the multiplicative gap to capacity of the punctured codes is given by (63) For punctured codes, the iterative decoder is based on the bipartite graph of the "mother code" where the channel input to the variable nodes which correspond to the punctured code bits is defined to be . Hence, the decoding complexity of the punctured ensemble under MPI decoding is identical to the decoding complexity of the original ensemble (before puncturing), and is given by (64) In the following, we derive a lower bound on the decoding complexity of a sequence of ensembles of RP-LDPC codes.
Theorem 5.2:
Let be a sequence of ensembles of binary LDPC codes whose block length tends to infinity as . Assume that a sequence of ensembles of RP-LDPC codes is constructed in the following way: for each code from an ensemble of the original sequence, a subset of code bits is a priori selected, and these bits are randomly punctured at a fixed rate . Assume that the punctured codes are transmitted over an MBIOS channel with capacity , and that as tends to infinity, the sequence of ensembles of punctured codes achieves a fraction of the capacity with vanishing bit error probability. Then in probability w.r.t. the random puncturing patterns, the decoding complexity of this sequence under MPI decoding satisfies
The coefficients in this lower bound are as follows:
where is introduced in (40), is introduced in (42), and . For the particular case of a BEC, the term can be dropped, thus improving the tightness of the additive term in the lower bound. Proof: Since a subset of the code bits of size is randomly punctured at rate , then the average puncturing rate is given by . Hence, (62) yields that . By multiplying both sides of (41) by and getting from (63) that , we obtain
Following the same steps as in the proof of Theorem 5.1, we get a lower bound on the average right degree of the bipartite graph which corresponds to the pair of degree distributions . This lower bound is of the form (67) where Note that is positive; this follows from (42), which yields that (due to the fact that the integral of over the interval is upper-bounded by ). This assures that as the gap (in rate) to capacity vanishes, the lower bound on scales like the logarithm of the inverse of this gap. From (63), we get that , and therefore, . The proof of the lower bound on the decoding complexity is completed by multiplying both sides of (67) by . In the particular case where the communication channel is a BEC, following the same concept as in the proof of Theorem 5.1 leads to the improved coefficient , where the term is dropped.
The upper bound on the decoding complexity for sequences of ensembles of IP-LDPC codes is also given in terms of the gap between the rate of the punctured rate and the channel capacity.
Theorem 5.3:
Let be a sequence of ensembles of binary IP-LDPC codes transmitted over an MBIOS channel whose capacity is . If this sequence achieves a fraction of the channel capacity with vanishing bit error probability, then in probability w.r.t. the random puncturing patterns, the decoding complexity of this sequence under MPI decoding satisfies
where is introduced in (40), and . For the particular case of a BEC, the term can be dropped, thus improving the tightness of the additive term in the lower bound.
Proof: The proof follows from the same concepts as the proof of Theorem 5.2, but is based on (50) instead of (41). Note that , which reflects the logarithmic growth rate of the lower bound in (68), is always positive; this follows from (69) and due to the fact that from (40), , and also .
C. Rederivation of Reported Lower Bounds on the Decoding Complexity
In [9, Theorems 3 and 4], Pfister et al. introduced lower bounds on the decoding complexity of punctured codes under iterative decoding. The bounds were derived for the case where a subset of linearly independent code bits whose size is equal to the code dimension are randomly punctured at a fixed rate , and the transmission of the codes takes place over an MBIOS channel. In particular, this scenario corresponds to RP-LDPC codes (see Section IV-B) where we choose a subset of the code bits to be randomly punctured at rate ; under the assumption in [9, Theorems 3 and 4] , the fraction of the code bits which are randomly punctured is equal to the code rate. In Appendix I, we show that for RP-LDPC codes, the lower bounds on the decoding complexity given in [9, VI. SUMMARY AND OUTLOOK Theorem 3.1, which is one of the main results in this paper, provides an upper bound on the asymptotic rate of a sequence of ensembles of binary LDPC codes which achieves vanishing bit error probability. We assume that the communication takes place over a set of parallel MBIOS channels. The derivation of Theorem 3.1 relies on upper and lower bounds on the conditional entropy of the transmitted codeword given the received sequence at the output of the parallel channels (see Section II), and it holds under optimal ML decoding (or an arbitrary suboptimal decoding algorithm). This theorem enables the derivation of a lower bound on the decoding complexity (per iteration) of ensembles of binary LDPC codes under MPI decoding when the transmission of the codes takes place over a set of parallel MBIOS channels. The latter bound is given in terms of the gap between the rate of these codes for which reliable communication is achievable and the channel capacity. Similarly to a lower bound on the decoding complexity of ensembles of LDPC codes for a single MBIOS channel [14] , the lower bound on the decoding complexity which is derived for parallel channels grows like the log of the inverse of the gap (in rate) to capacity. Theorem 3.1 can be used for various applications which form particular cases of communication over parallel channels, e.g., intentionally punctured LDPC codes [4] , nonuniformly error protected LDPC codes [10] , and LDPC-coded modulation (see, e.g., [6] , [16] ). In Section IV, we rely on Theorem 3.1 for the derivation of upper bounds on the achievable rates under ML decoding of (randomly and intentionally) punctured LDPC codes whose transmission takes place over an arbitrary MBIOS channel. It is exemplified numerically that for various good ensembles of intentionally punctured LDPC codes, the asymptotic loss in performance due to the code structure is nonnegligible as compared to the corresponding loss due to the suboptimality of iterative decoding (as compared to optimal ML decoding). Looser versions of the bounds derived in this paper for punctured LDPC codes suggest a simplified rederivation of previously reported bounds on the decoding complexity of randomly punctured LDPC codes (see [9, Theorems 3 and 4] and Appendix I).
Interconnections between the information-theoretic bounds introduced in this paper and some previously reported results are shown in Fig. 1 ; it is shown in this figure that results from [1] , [9] , [10] , [12] , [14] , [17] , which correspond to the achievable rates and decoding complexity of LDPC codes (with and without puncturing), follow as special cases of the bounds introduced in this paper.
APPENDIX I RE-DERIVATION OF [9, THEOREMS3 AND 4] In the following, we start with the rederivation of [9, Theorem 4] for general MBIOS channels, and then rederive the refined bound in [ Hence, we first loosen the upper bound on the achievable rates given in (41), and then rederive [99, Theorem 4] as a consequence of this looser version. The loosening of (41) is done by replacing the positive parameter introduced in (42) by zero, and then using the lower bound on from Lemma 5.1. This gives (A1)
Truncating the infinite series in the RHS of (A1) by only taking its first term which corresponds to further loosens the upper bound on the achievable rates, and gives (A2) From (63), we get the inequality which after straightforward algebra gives (A3)
We proceed by giving a simple lower bound on .
Lemma A.1: For introduced in (40), the following inequality holds where designates the uncoded bit error probability of the MBIOS channel given the channel input is .
Proof: Based on the symmetry property where and Jensen's inequality, we get Replacing in the RHS of (A3) by its lower bound from Lemma A.1 gives Solving the last inequality for gives
Based on the equality (64) which relates the complexity under iterative decoding to the average right degree and since , we get from the last inequality For the derivation of the refined bound for the BEC which is given in [9, Theorem 3], we start from (A1). The refinement of the latter bound is due to the fact that for the BEC, in (40) is independent of , and satisfies where designates the erasure probability of the BEC. From (A1), we get the following upper bound on the achievable rates: which follows from the equality . Substituting and the in (A5) gives a lower bound on . Finally, the lower bound in [9, Theorem 3] follows from the resulting lower bound on and the inequality .
