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ABSTRACT
I have calculated the energy spectrum of a highly 
excited atom which lies in parallel, static electric and 
magnetic fields.
The eigenvalues were obtained by semi-classical 
quantisation of first-order classical perturbation 
theory.
The eigenvalues are in good agreement with those 
found from first-order degenerate quantum perturbation 
theory.
I have constructed a correlation diagram connecting 
the Stark effect states to those of the diamagnetic 
effect.
ix
RYDBERG ATOMS IN PARALLEL ELECTRIC 
AND MAGNETIC FIELDS
CHAPTER I
INTRODUCTION
It is commonly believed that the curtain came down 
on the theory of the hydrogen atom some time in the 
1930's. Adherents to this belief imagine there to be a 
book about the size of a paving stone in which the 
complete theory of one-electron atoms was set down by 
Born or Schrodinger or someone. This book was never 
written, nor is it likely to be in the near' future, for 
there are questions of fundamental importance in the 
theory of one-electron atoms which remain unanswered.
In this thesis I examine one of these unsolved 
problems, or rather, one portion of a piece of an 
unsolved problem. Specifically, I present results for 
the energy eigenstates of a highly excited hydrogen atom 
which is immersed in weak, parallel, static and uniform 
electric and magnetic fields. This problem is a special 
case of the more general problem of an atom in static 
and uniform fields. The general theory is unsolved: in 
fact, the simpler problem of a hydrogen atom in a static 
and uniform magnetic field is also unsolved1.
On the surface these problems seem simple but, as 
often happens in Physics, simplicity of formulation is 
no guarantee of simplicity of solution. Consider the
2
case of a hydrogen, atom in a static, uniform magnetic 
field. In non-relativistic quantum mechanics the form 
of the Hamiltonian is very simple and the Schrodinger 
equation is easy to write down. The difficulties begin 
when one tries to solve the Schrodinger equation. The 
cylindrical symmetry of the Hamiltonian suggests that 
cylindrical co-ordinates would be a good choice, but the 
Schrodinger equation does not separate in these co­
ordinates. If one tries any of the co-ordinate systems 
in the back of Morse and Feshbach2, none leads to a 
separation of the variables3. There are, of course, 
special cases which lead, to nearly separable problems. 
For example, when the magnetic field strength is very 
weak and the energy is well below the zero-field 
ionisation limit, the Schrodinger equation is nearly 
separable and the solutions are those of the well-known 
Zeeman and Paschen-Back effects4. If instead, the 
hydrogen atom lies in a very intense magnetic field, 
then the Lorentz force dominates the Coulomb force and 
the problem resembles that of a free electron in a 
magnetic field. The free electron problem was solved by 
Landau and the resulting wavefunctions are tube-like 
structures aligned along the z-axis5.
Thus, the problem is approximately solvable if the 
magnetic force is very weak or very strong when compared 
to the electrostatic force. But, to re-iterate, for
general field strengths the problem is unsolved.
The situation is not much better for the 
experimentalist6. Experiments on atomic hydrogen are 
notoriously difficult7 and even in these times of 
transcendent technology those who attempt them seem to 
be regarded as brave at best and fools at worst. Nature 
has been kinder to the experimenter though and there is 
an alternative to experiments on hydrogen. As was known 
at the turn of the century, with a little effort one can 
make other elements emulate hydrogen. To do one must 
create a highly excited atom of for instance, an alkali 
metal. Nature's marked preference is to excite one 
electron so that the atom develops a huge and diffuse 
electronic orbital outside a small and dense atomic 
core. We know this is true because the spectra of 
highly excited atoms is often well approximated by a 
modified Rydberg-Ritz formula in which the departure 
from hydrogenic character is described by small quantum 
defects8.
These highly excited atoms are often called Rydberg 
atoms. Their existence was suggested in the late 
nineteenth century and in 1906 R. W. Wood observed 
absorption lines in sodium vapour which he attributed to 
transitions to states near the ionisation limit. In 
1965 Hoglund and Mezger9 of the National Radio Astronomy 
Observatory observed microwave emissions coming from
deep interstellar space. They identified this radiation 
as the spectral lines of isolated hydrogen atoms 
undergoing transitions between levels near a principal 
quantum number of 100. Deep space is an ideal place to 
look for Rydberg atoms. Radiative transitions are very 
unlikely for highly excited atoms and changes of state 
mostly occur when the Rydberg atom collides with 
something. In space the matter density is very low and, 
it follows, collisions are rare. Despite this low 
density, a radio telescope can see so far into space 
that there are enough atoms along a line of sight to 
provide a detectable signal.
In the laboratory the empirical study of Rydberg 
atoms, like so much of atomic physics, received a huge 
boost from the development of the laser. Prior to 1960 
Rydberg atoms were commonly made by bombarding a gas 
with charged particles. This method produces a large 
range of excited states which makes interpretation of 
the data difficult. With laser light it is possible to 
excite a particular Rydberg state. If one of the lasers 
is tunable, the experimenter may select any of the 
highly excited states by tuning the frequency of the 
laser light to a particular absorption line of the atom 
being studied. Experiments of this type have been 
performed for about ten years and the resulting data 
have greatly enhanced our knowledge of highly excited
atoms.
Some general properties of Rydberg atoms are well 
known. Firstly they are big; some have diameters as 
large as ten micrometers. Secondly they are the 
Methusalahs of the atomic world: lifetimes of a second 
are not uncommon. Of particular interest for this work, 
a Rydberg atom is extraordinarily sensitive to electric 
and magnetic fields. A modest electric field will 
produce a huge distortion of the electron cloud atom; a 
strong magnetic field will crush the atom into strange 
and wonderful shapes.
The problem I have studied demonstrates this 
sensitivity to applied electromagnetic fields. Suppose 
a hydrogen atom is prepared in a quantum state with 
large principal quantum number n and is subsequently 
exposed to an electric field and a magnetic field. In 
addition suppose the electric and magnetic fields to be 
parallel. The atom will be distorted by these applied 
fields and it would be expected that the energy level 
structure of the atom would change somewhat. Suppose 
that these changes are sizable but not as large as the 
separation between Coulomb states of different principal 
quantum number10. In this case the Lorentz force on the 
outer electron is small compared to the Coulomb force 
and it is likely that perturbation theory will give 
reasonable results.
Of course, the forces produced by the applied 
fields increase with increasing field strength and it 
might easily be that these forces are too large to be 
considered as a perturbation. For example, if the 
electric field strength is too large the Rydberg atom 
will quickly be ionised and, in practice, a limit of a 
four hundred Volts per centimeter is appropriate for 
states near n=30. The magnetic force, on the other 
hand, can never ionise the atom so the magnetic field 
may be increased without limit and it might; become so 
large that the Coulomb interaction is a small 
perturbation to the magnetic interaction. Biblical 
reversals of the strong and the weak apart, suffice it 
to say that if the atom is initially in one of the many 
states associated with n=30 and the magnetic field is a 
few Tesla at most, then first order perturbation theory 
will be accurate to a few percent.
Armed with these facts it is a relatively simple 
matter11 to calculate eigenvalues and eigenfunctions in 
first order degenerate quantum perturbation theory. 
Simple but dull. Put the appropriate numbers into the 
appropriate matrices and use the appropriate 
diagonalisation algorithm and you obtain the eigenvalues 
for any pair of field strengths. With a little more 
effort the first order wavefunctions can be obtained 
and, vast tables of accurate numbers can be generated
with modest effort. Before long, you realise that at a 
basic level you do not understand the problem at all.
The problem with sticking your finger down the 
computer's throat like this is that it leaves some 
questions unanswered. Are there different types of 
state when the fields are present? How are the Coulomb 
states connected to the states of the perturbed system? 
Are there values of the field strengths that produce 
unusual phenomena? With enough effort, first order 
quantum theory provides answers to these questions but 
my point is that quantum perturbation theory is not 
equipped to answer these questions easily.
In such cases physicists often turn to semi- 
classical methods of solution. Sometimes these methods 
are more difficult than their quantum cousins and they 
might even require more computer time. But their great 
strength is the physical insight they can give in a wide 
range of problems. In this work a semi-classical method 
is employed and it provides answers to the questions 
posed above.
Semi-classical theories come in many varieties, 
some sophisticated, some less so. Each uses the same 
procedure: solve the classical equations of motion, 
identify appropriate classical quantities to. quantise 
and quantise them. I use the simplest form of semi- 
classical theory. I solve the equations of motion
obtained from first order classical perturbation theory 
then I quantise the theory using a prescription 
previously employed by Delos, Noid and Knudson12. In 
chapter 2, I show the results of classical perturbation 
theory. Quantisation of the classical dynamics is easy 
as will be shown in chapter 3. There is a 
simplification that results from the classical analysis 
which divides the states into categories and shows how 
these categories are connected to one another. These 
results comprise chapter 4 and, at the end of this 
chapter, I show a correlation diagram that relates the 
states of the diamagnetic effect to those of the Stark 
effect. The calculation is for a region of field 
strengths that is experimentally accessible although no 
experiment has been performed for the m value I 
considered. Recently, an experiment was performed on 
Lithium13 for a different m value and a theory due to 
Solov’ev14 was used by the experimental group to 
calculate the correlation diagram in a restricted region 
of field strengths. In chapter 5, I confirm the results 
of their analysis and give an alternative explanation 
for two criteria obtained earlier by Braun and 
Solov'ev15. Everyone knows how to do quantum 
perturbation theory but few are familiar with classical 
perturbation methods; appendices are provided for the 
curious or the merely masochistic.
CHAPTER 2
CLASSICAL THEORY
Pieter Zeeman's discovery16 of the influence of a 
magnetic field on spectral lines was quickly followed by 
Hendrik Lorentz's classical theory of the "normal"
Zeeman effect17. Lorentz's theory was to physics what 
the Maginot line was to the defence of France. Each was 
a triumph of an older order; each was not so much wrong 
as incomplete. In a few short years both fell from 
greatness to historical curiosities. But was the one 
the last classical theory of the atom or the other the 
last attempt at an invincible shield? Of course not.
Classical theories of the atom, like the poor, are 
always with us. classical mechanics is particularly 
useful in the study of.highly excited atoms for two good 
reasons. First, since the atoms are close to the 
classical limit the classical studies give excellent 
agreement with experiment. Second, the quantum 
mechanics of highly excited atoms is very difficult18. 
Highly excited atoms, almost by definition, lie close to 
an ionisation threshold. If one wants to do a good 
quantum mechanical calculation the effects of the 
continuum must be incorporated and this necessitates the 
use of huge numbers of bound and scattered states. An 
alternative, and often fruitful approach, involves the
10
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use of a large Sturmian basis19. In either case, the 
calculations are demanding.
I, as advertised, will use a version of classical 
perturbation theory more usually encountered in 
celestial mechanics. This method was previously used by 
Delos et al12. and Richards29 to find the energy 
spectrum of a highly excited atom in a magnetic field.
A. THE HAMILTONIAN
There are several possible starting points for the 
study of an atom subject to electromagnetic fields. One 
might treat both the atom and the fields quantum 
mechanically. One might try a theory in which the 
fields are classical but the atom is not. In this study 
everything is classical. Whatever the starting point, 
one begins by writing a Hamiltonian.
The classical Hamiltonian for the outer electron of 
a highly excited atom21 which lies in static, uniform 
and parallel electric and magnetic fields is,
H = —  (p 4-£_A Y - (2.1)
ZjA. 1 C ' p
If z is the field direction and E and B the 
electric and magnetic field strengths then,
12
(2.2)
(2.3)
and it follows that,
(2.4)
^  2jic fyc? r
This Hamiltonian is invariant under rotations about 
the z-axis so Lz, the z-component of the angular 
momentum, is a constant of the motion. The term linear 
in B in equation 2.4 leads to the Zeeman effect; this 
term, which is an additive constant, can be eliminated 
by transforming to a frame rotating about the z-axis at 
the Larmor frequency, eB/2/xc. The transformed 
Hamiltonian is then
H = + jdLV+if1) - -  *£* (2-5>
Z}JL 3fxcz Q r
where, for convenience, the same symbols have been used 
to denote corresponding variables in the rotating and 
fixed frames.'
As mentioned in chapter 1, for the field strengths
— _L r x 8
a
Cp = £  2
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I will study, the Coulomb terra in the Hamiltonian 
dominates and the effects of the static fields may be 
calculated by canonical perturbation theory. The 
unperturbed system is the Kepler problem in which the 
electron moves along a space-fixed elliptical path with 
the nucleus at one of the foci of the ellipse. When the 
fields are applied the electron travels on a Kepler 
ellipse which precesses about the z-axis and whose 
parameters change slowly in time.
B. THE ACTION-ANGLE VARIABLES FOR THE KEPLER PROBLEM
To apply canonical perturbation theory, the 
perturbed problem must be expressed in terms of the 
action and angle variables of the unperturbed motion. I 
derive these variables in appendix 2 and they are 
summarised in table 2 .1 .
The angle variables ^ir an(* ^3 have time- 
honoured but perhaps unfamiliar names. To understand 
their physical significance it is best to consult a 
diagram such as figure 2 .1 . In both left- and right- 
hand pictures of figure 2.1 the elliptical Kepler orbit 
and the plane of the orbit are embedded in a space-fixed 
Cartesian frame (X,Y,Z) whose origin is at the nucleus. 
Two vectors are shown. The vector with the conical
co
lit
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arrowhead is the angular momentum vector, Ii, which lies 
perpendicular to the orbital plane. The vector with the 
flat arrowhead labelled X in the right-hand picture is 
the Laplace vector which lies in the plane of the orbit 
and passes through the perihelion, or more appropriately 
the periapsis, of the Kepler ellipse. The orbital plane 
intersects the XY plane in the line of nodes and the 
point where the electron passes from negative Z to 
positive Z is the ascending node. the longitude of
the ascending node, is the angle in the XY plane between 
the X-axis and the line of nodes. argument of
the perihelion, is the angle, measured in the orbital 
plane, between the line of nodes and the Laplace vector. 
^3 , the mean anomaly, is the angular distance from 
perihelion of a point which rotates at constant angular 
velocity and passes through the perihelion 
simultaneously with the actual moving electron. <f>3 is 
related by a complicated transcendental equation to the 
true anomaly, x> which is the angular distance between 
the instantaneous position of the electron and the 
Laplace vector.
In contrast to the angle variables, the action 
variables of the Kepler problem are related to familiar 
physical quantities. I^ l is the z-component of the 
angular momentum? I2 is the magnitude of the angular 
momentum vector, T>; and I3 is related to the total
16
TABLE 2.1
THE ACTION AND ANGLE VARIABLES OF THE 
KEPLER PROBLEM
11 ■ Lz Z-component of the angular momentum
vector. I]_ corresponds to the 
magnetic quantum number, m, of the 
quantum mechanical Coulomb problem.
12 ■ |2>l Magnitude of the angular momentum
vector. I2 corresponds to the 
azimuthal quantum number, 1 , of 
the Coulomb problem. I2 |Iil-
13 =» [/ik2/-2HQ]^ The principal action, related to
the Kepler energy Hq and 
corresponding to the principal 
quantum number, n, of the Coulomb 
problem, k = Ze2. 13 > I2.
Longitude of the ascending node.
^2 Argument of the perihelion.
^3 Mean anomaly.
17
energy of the Kepler system. 1^, I2, and I3 correspond 
to the quantum numbers m, 1, and n of the quantum 
mechanical Coulomb problem. In appendix 2, I derive the 
relationship between the action-angle variables of the 
Kepler problem and the instantaneous position and 
momentum of the electron. Given the values of the 
action-angle variables you can calculate the 
corresponding values of the electron's position and 
momentum and vice versa. This relationship is a time- 
independent canonical transformation therefore the 
equations of motion of the action-angle variables have 
Hamilton's canonical form
Since the relationship between the q's and p's and 
the l's and I's is a canonical transformation, it holds 
independent of the form of the Hamiltonian. This can be 
a confusing point so let me be explicit. For the Kepler 
Hamiltonian the action variables and two of the angle 
variables are constants of the motion, whereas for the 
Hamiltonian 2.5 they may change in time. Nonetheless 
the equations relating the electron's position and
(2.6)
X. =r - U l  
j a*j
(2.7)
18
momentum to the variables I and <f> hold in any case.
In quantum perturbation theory, the first order 
energy shift is obtained by taking an expectation value 
of the perturbation Hamiltonian between the unperturbed 
states. In classical perturbation theory something 
similar is done: an effective Hamiltonian for the 
perturbed motion is found by averaging the perturbation 
over one cycle of the unperturbed motion. For my 
problem, the Hamiltonian is given by equation 2.5.
Define field strength parameters A and u,
and define two perturbation Hamiltonians, H^ and H2,
C. CLASSICAL PERTURBATION THEORY
y s e E (2.8)
Hi = x2 + y2 (2.9)
Then
H « H0 + AHX - i/H2 (2.10)
and the perturbation structure of the Hamiltonian H is 
now explicit.
When the applied fields are non-zero, the action
19
and angle variables change slowly in time and the first 
order approximation to the average change in these 
variables is found by averaging the canonical equations 
over one cycle r of the unperturbed Kepler motion,
Equations 2.12 and 2.14 hold because H0 and r depend 
only on 13. Equation 2.13 does not hold for j=3 and the 
equation for a^3/t is more complicated; no matter, I 
will not use that equation anyway. Equations 2.12 and 
2.14 show that the-average time development of Ij, I2 , 
I3 , <f>i and <f> 2 are given by canonical equations having 
the effective Hamiltonian,
(2.11)
(2.15)
20
The integrals are easy to evaluate (a particularly slick 
method is given in appendix 4) and when Z = 1 the result 
expressed in atomic units is
Differentiating h gives equations of motion for the I's 
and <f>1 s and these can be found in appendix 5.
Look at equation 2.16 for some length of time and 
two things will strike you. First, it is an ugly 
looking thing. Second, it is independent of two of the 
angle variables. This is a remarkable simplification. 
How did it happen? There are two quite different 
reasons, h is independent of ^  because the full 
Hamiltonian 2.5 has a symmetry: it is invariant under 
rotations about the z-axis, and therefore Lz (alias I±) 
is a constant of the motion. When H is written in I's 
and ^'s it is independent of 4>i, and this property, 
which must be retained in all orders of perturbation 
theory, is preserved in the first order Hamiltonian, h. 
Equation 2.16 is also independent of 4>3 as it must be, 
for the full Hamiltonian 2.5 has been averaged over a 
cycle of the Kepler motion and a cycle of the Kepler
21
motion is nothing more than a cycle of <f> 3. Independence 
of ^3 is a property of first order perturbation theory 
whereas independence of ^  is a consequence of an exact 
symmetry of the problem.
When a Hamiltonian is independent of a co-ordinate, 
the corresponding momentum is a constant of the motion. 
For h, it follows that 1^ and I3 are conserved 
quantities and, therefore, they are reduced to the 
status of parameters, h is then a Hamiltonian for a 
one-dimensional problem with co-ordinate ^2 and momentum 
1 2 * It is a complicated Hamiltonian to be sure, but it 
is a one-dimensional Hamiltonian nevertheless.
There is another beautiful simplification that 
results from the perturbation analysis, h has no 
explicit time-dependence and therefore it is conserved 
in first order theory, since they obey Hamilton’s 
equations, ^2 an<a I2 must evolve on contours of h.
With this final simplification the study of the 
effective Hamiltonian h is reduced to the study of a 
conservative, one-dimensional Hamiltonian system. All 
such systems are solvable and their properties are laid 
out in detail in the standard graduate texts22. 
Typically, one-dimensional conservative systems have two 
distinct types of motion. Both types of motion exist 
for a pendulum so I will quickly review the dynamics of 
a simple pendulum.
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D. THE PENDULUM 
The Hamiltonian for a simple pendulum of mass m is 
K — — m flX COS $  (2 . 17)
z m
where 8 is the angle the pendulum makes with, the 
vertical. The system is conservative and so, 8 and p^ 
evolve on a line of constant energy in phase space. If 
a contour plot of K is made, it will resemble figure 
2.2. Several energy contours are sketched: they are of 
two types. There are closed loops which lie near 8 = 0 
and p0 = 0 corresponding to the backwards and forwards 
swing we usually associate with a pendulum. If more 
energy is invested in the pendulum the amplitude of the 
swing is greater and the loop becomes larger. This 
motion is called a libration. A very different type of 
motion is also present. Open curves exist above and 
below the loops in figure 2.2. These curves are energy 
contours for a motion in which the angle 8 increases or 
decreases without limit. The motion is that of a 
pendulum which executes a continuous rotation in one 
direction and, not too surprisingly, it is called a 
rotation. A special curve of figure 2.2 is marked with 
the number 2. This is the separatrix, so-called because
23
Figure 2.2 The phase space orbits of a simple pendulum 
(from ref. 22)
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it separates the distinct classes of motion of the 
pendulum. The separatrix is the curve whose value is 
mgl, which is the value of the energy when the pendulum 
stands straight up (when o = n and p^ = 0). If the 
pendulum is at this point it will remain there 
indefinitely provided that no-one disturbs it. Any 
small perturbation will cause the pendulum to execute 
either a high energy libration or a low energy rotation. 
The point 5 = it, p5 = 0 is properly called an unstable 
fixed point of the motion although it is often referred 
to as an X-point. The position of stable equilibrium,
6 =* 0 , P0 = 0 , is a stable fixed point or, more 
commonly, an 0-point.
Librations and rotations are the most common 
classes of motion for a conservative, one-dimensional 
system. A system may have only one type of motion as is 
the case for the harmonic oscillator, but it is rare 
that it has more than two types and each is usually a 
rotation or a libration.
The properties of one-dimensional conservative 
Hamiltonian systems show that the motion produced by the 
Hamiltonian h is most likely librational or rotational 
or possibly both. The motions produced, and the 
evolution of these motions with changing electric and 
magnetic field is best understood by sketching the 
energy contours, h (1 2,^2) “ constant. The structure of
25
these contours is, to a large extent, determined by the 
fixed points of the Hamiltonian, that is those points 
that satisfy,
S k  =  o  o  (2.ls)
d4>z
If the system is at a fixed point then, absent any 
perturbation, it will remain there indefinitely. If the 
fixed point is an 0- point, it is a local maximum or 
minimum of the Hamiltonian, and the neighbouring 
contours are ellipses. If the fixed point is an X- 
point, it is a saddle point of the Hamiltonian and the 
local contours are hyperbolas. In the neighbourhood of 
an 0-point the motion is stable? about an X-point the 
motion is unstable.
E. LIMITING CASES
Before launching into the full calculation, I will 
examine the limits of the theory.
fa) If there is a magnetic field but no electric field 
If the electric field is absent then the problem, 
although non-separable, has been extensively studied by 
Delos et al*2, Richards20 and Robnik23. Their work 
showed that both librations and rotations are present if
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the parameters 1^ and I3 satisfy the inequality I1/I3 < 
75, while only rotations exist when I3./I3 >75. In the 
absence of an electric field the perturbation 
Hamiltonian is alone (see equations 2.6 to 2.8): the 
corresponding effective Hamiltonian h^ is found by 
setting u to zero in equation 2.16
^ 2 t
Figure 2.3 is a sequence of contour plots of hjg 
reproduced from Delos et al.12 (Phys. Rev. 1983). In
each picture of figure 2.3 the ordinate is 13 and the
abscissa is ^2. ^2 never greater than I3 or less
than Ii. hb is periodic in ^2 with a period of jt, it is
also symmetric about jt/ 2 .  For these reasons Delos et
al. chose the range 0 ^ ^2 s jt for their plots. Every 
plot of figure 2.3 has I3 = 3 0  (ft = 1) while Ii ranges 
from 0 to 25. In figure 2.3(b) I^ is equal to one. In 
this plot there are two classes of contour lines: closed 
loops centred on an O-point at “ ff/ 2 x2 “ 8.19, and 
open curves which connect 0 to jr. The motion around the 
loops is librational while that on the open curves is 
rotational. The motion on the loops is clockwise; the 
motion on the open curves is from jt to 0. Also shown in
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Contours of for n = 30/i and ra ** 0, h , 
5/i, 10ft, 15h, 25ft (from ref. 12)
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figure 2.3(b) is a U-shaped separatrix which intersects 
the line I2 30 in two "T-points". The T-points are
unstable fixed points. As 1^ increases from 1 to 10,
[figures 2.3(c) and 2.3(d)], the basic features of 
figure 2.3(b) persist. The bottom of the separatrix 
moves closer and closer to the line I2 = 30 and the 
librators are restricted to a smaller and smaller 
fraction of the phase plane. For the last two pictures 
I1/I3 is greater than J 5 and only rotational motion 
remains.
(b). If there is an electric field but no magnetic 
field
The other limit of the theory, when the magnetic
field is absent, leads to the Stark effect. This
problem is separable in parabolic co-ordinates and the 
details of the quantum treatment can be found in Condon 
and Shortley24. The first order classical theory of the 
Stark effect was treated by Born25 in his book The 
Mechanics of the Atom. There is librational motion for 
all values of but there is never any rotational 
motion. For the Stark effect the perturbation 
Hamiltonian is H2 (see equations 2.6 to 2 .8): the 
corresponding effective Hamiltonian he is found by 
setting A to zero in equation 2.16.,
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Figure 2.4 is a contour plot of he calculated for I3 =>
30 and 1^ = 1 . he is a periodic function of ^2 with a 
period of 2n ; it is antisymmetric about the line ^2 ” 
jr. Figure 2.4 has two sets of librators. One set is 
confined to the region 0 =s ^ 2 £ it, and these librators 
have values of he greater than zero. The other set, a 
mirror image of the first, is confined to the region it £ 
<j>2 ^ 2jt and each member of this set has negative energy. 
A separatrix keeps the two sets of librators apart.
This separatrix is the energy contour he = 0 which is 
the pair of rectangles formed by the five lines I2 = Ii,
I2 e I3f $2 = 0/ ^2 = and ^2 = 27r•
There is no unstable fixed point on this 
separatrix. The only candidates are the points I2 = I3,
^2 *=» njr and I2 <=* l1# ^ 2 = rnr but if one calculates the
values of the derivatives 2.18 at these points the 
second one is not zero.
There are two O-points and these lie at the 
intersection of the lines ^ 2 » jr/2, ^2 = 3jt/2 and I2 =* 
yiii3.
This examination of the limiting cases of the 
theory shows the complete difference of the diamagnetic 
interaction and the Stark effect. In either limit, the 
effective Hamiltonian is periodic in tf2 but the periods 
differ by a factor of two. The diamagnetic Hamiltonian
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Figure 2.4 Contours of he for I3 =« 30ft and » ft
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is symmetric under reflection about the line <f>2 = n 
while the Stark Hamiltonian is antisymmetric. The 
diamagnetic motion includes both librations and 
rotations; the Stark motion is purely librational. 
Finally, there are unstable fixed points in the 
diamagnetic phase space but there are none in the stark 
phase plane.
F. THE GENERAL CASE
Now, let me ask an interesting question. Suppose a 
highly excited hydrogen atom lies in a magnetic field of 
a few Tesla. Classical mechanics tells us the genera 
and species of the motion: there will be librators here, 
rotators there and so forth. Imagine now that the 
magnetic field is as before but there is a tiny electric 
field present as well. The contour lines of the 
Hamiltonian will be slightly different but they most 
likely have changed in some smooth way. Make the 
electric field a little larger and the changes will be 
more noticeable but again the connection of the contour 
plot with the previous one will be clear. Keep 
repeating this process and eventually, when the electric 
field dominates, the contour plot will evolved to the
32
Stark effect limit. So, by following the evolution of 
contour plots for increasing values of the electric 
field strength, one can learn an enormous amount about 
the system itself. The evolution of contour plots for 
the parameter values 1^ = 1 and I3 = 30 is shown in 
figures 2.5 to 2.12.
You have seen figure 2.5 before. It is a contour 
plot calculated for v/\ = 0 (I.e. no electric field)26. 
There are two sets of librators; one set is restricted 
to 0 £ ^  5 1 tlle other set to jt s <f>2 =s 2*.' In 
addition, there is a set of rotators which dip beneath 
both sets of librators. . The separatrix is shown as a 
thick line.
In figure 2.6 the electric field is small but non­
zero and the contour plot is quite a bit different.
There is a group of librators restricted to * £ <f>2 £ 2n 
and another, somewhat smaller, group of librators 
restricted to 0 s ff* These two sets of librators
evolved from the librators of figure 2.5. Instead of 
one separatrix, there are three which are shown as thick 
lines. Notice the peculiarly shaped separatrix that 
lies close to the I2 = 1 line. A third class of 
librational motion exists inside this separatrix but the 
total area devoted to such motion is tiny. This set of 
librators has no analogue in figure 2.5. There appear 
to be two classes of rotators, distinguishable by their
33
30
20
I
10 -
K J
0 7772 IT 37772 277
4 >
Figure 2.5 Contours of h for I3 = 30fi, = fi and
v / A = 0
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Figure 2.6 Contours of he for I3 = 30ft, I•» «» ft and 
v/A » 300
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Figure 2.7 Contours of h for I3 * 30/i, 11 = ft and
i//A *= 450
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Figure 2.8 Contours of h for I3 = 30ft, 1]^ = ft and
i//A = 900
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Figure 2.9 Contours of h for I3 = 30ft, Ii = ft and 
u/x = 1500
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Figure 2.10 contours of h for I3 = 30ft, 1^ = ft and 
u/\ ~ 2000
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Figure 2.11 Contours of h for I3 =» 30ft, = ft and
v / \ = 10 000
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Figure 2.12 Contours of he for I3 = 30h, 1^ = ft
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behaviour near n/2. One class is confined to small 
values of I2 near <f>2 = n/2 , that is, they dip below the 
set of librators on the left hand side of the figure.
The other class is confined to large values of I2 near 
4>2 a jt/2 ? they jump above the librators.
In figure 2.7 the electric field is a little 
stronger and the main features of figure 2.6 remain. As 
in the previous figure, there are three separatrices.
The librators on the left hand side of the figure are 
now restricted to a thin loop and the librators near the 
I2 = 1 line occupy.a larger area. The librators on the 
right hand side of the figure and the two classes of 
rotators appear much as they did in figure 2.5.
Figure 2.8 is quite different from the previous two 
figures. There are two, not three, separatrices. The 
thin loop of figure 2.7 has disappeared and only two 
types of librational motion remain. The librators 
restricted to n ^ 5 2ff are still much as in figure
2.5 although the area devoted to these librators has 
grown steadily with increasing electric field. The 
librational motion near the l2 = l line occupies a 
larger area and it now extends to larger values of I2. 
One class of rotational motion remains.
When the ratio v/\ reaches 1500 [figure 2.9] and 
then 2000 [figure 2 .1 0], one sees that the librators 
restricted to 0 £ £ n occupy a large portion of the
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left hand side of the figure. The area given over to 
the other type of librational motion is slowly 
increasing and the rotators are confined to a small 
region of the phase plane.
In figure 2.11 the electric field strength is large 
when compared to the magnetic field strength. The two 
classes of librators occupy most of the (1 2 ^ 2 ) Plane 
and are increasingly coming to resemble one another.
The separatrices appear to be approaching one another 
and the tiny gap between them is given over to 
rotational motion.
Figure 2.12 shows the pure electric field case.
The relationship of this figure to figure 2.11 is clear. 
There is one separatrix which keeps apart two symmetric 
types of librational motion.
So, what has one learned from this analysis? Two 
things in the main. First, there is a surprising 
asymmetry in the evolution of the contour plots as one 
moves from the pure magnetic limit to the pure electric 
limit. The pure magnetic field contour plot [figure 
2.5] has two types of librational motion and one type of 
rotational motion. The Stark effect contour plot 
[figure 2 .12] has two types of librators but no 
rotational motion. The librators on the right hand side 
of figure 2.5 are connected to those on the right hand 
side of figure 2 .1 2, that is, they evolve in a smooth
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way from one limit to the other. The librators on the 
left hand sides of figures 2.5 and 2.12 have no 
connection. The left hand librators of figure 2.5 
disappear as the electric field increases. The positive 
energy librators of figure 2.12 are "born" out of the I2 
= 1 line and gradually grow until they occupy the whole 
left half of figure 2 .1 2.
The rotators of the diamagnetic effect go through 
some strange gyrations. First, they split into two 
classes of librators then they become just one type 
again. Finally, they suffer death by strangulation as 
they are squeezed between the two separatrices of 
figures 2.10 and 2 .1 1.
A more detailed analysis comes from the study of 
the evolution of the fixed points. The parameter value 
Ix = 0 is particularly interesting so I will treat this 
case separately in chapter 5. What follows is a little 
tedious and adds little to the qualitative ideas that 
come from the contour plots. If the reader is more 
interested in results, he would be well advised to skip 
straight to chapter 3.
G. THE EVOLUTION OF FIXED POINTS
The fixed points satisfy equations 2.18. If one 
performs the derivatives for the Hamiltonian 2.16, the
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result is
iz =  
-  a w , J (t^-ipa^-irT cos+i
(2.21)
4> =  *{ - 5 * ? _  3 1 ^  + f £1^4_ 5 ^ )  cos 2 ^
U ’ 2 I » ?  a. ' , J(2.22)
When does I2 equal zero? There are five cases:
(i) if ^2 ** */21 2.21 is zero for all I2
(ii) if $2 * 3ff/2, 2.21 is zero for all I2
(iii) if I2 *= I3, 2.21 is zero for all ^ 2
(iv) if l2 = 1 1 / 2.21 is zero for all ^ 2
(v) if sin ^2 satisfies the equation,
SUA <J> = _v -----  , (2.23)
• *
Now, what is the value of ^2 when I2 is zero?. 
Case (i)
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When <j>2 = w/2 the expression for becomes,
4)
l= ;  (2.24)
This is a complicated non-linear function of I2.
It might have many roots, it might have none. One 
simplifies the search for roots of 2.24 by searching 
instead for the roots of its square. A l l  roots of 2.24 
will be roots of its square? the converse is not true 
but a simple test will eliminate any false roots. The 
square of 2.24 can be reduced to a sixth degree 
polynomial in the square of I2 .
There is no formula for the roots of a s e x t i c ^ 7 ,  but 
there are many excellent numerical algorithms for 
polynomial equations of arbitrary degree. For = 1,
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there are three roots of the polynomial for small values 
of the electric field. For tiny electric fields, one 
root is very close to 1^ and one is very close to I3.
The third root is near 8.19 which is the position of the 
O-point for the diamagnetic problem. As the ratio 
u/x increases, the root near I3 decreases and the root 
near 8.19 increases and these roots approach one 
another. When the ratio is approximately 480 they 
coincide and for larger electric fields neither exists. 
Subsequently, there is only one root which remains for 
all values of the ratio, v / \. For very large values of 
v/X this root approaches the geometric mean of X! and I3 
which is the position of the O-point of the Stark 
problem. Table 2.2 shows the behaviour of the roots at 
4>2 83 jt/2 as u/x is increased from 10 to 1 ,000,000. 
Examination of the contours near the roots shows that 
the largest root is an X-point and the other two are O- 
points.
Case fii^
When $2 = 3?r/2 4>2 is,
\ _  i t 2 It - S I 1!*! - 3 VX, ^
which, save for one minus sign, is expression 2.24. The
TABLE 2.2
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THE EVOLUTION OF THE FIXED POINTS AT A* ° n/2
v /X 
10.0
Position and tvoe of fixed points
1.00 (O) 8.22 (O) 29.99 (X)
100.0 1.00 (O) 8.52 (O) 29.58 (X)
200.0 1.00 (O) 8.96 (O) 28.26 (X)
300.0 1.01 (O) 9.62 (0 ) 25.90 (X)
400.0 1.01 (O) 10.81 (O) 22.06 (X)
450.0 1.01 (O) 12.05 (O) 19.06 (X)
460.0 1.01 (O) 12.48 (O) 18.24 (X)
470.0 1.01 (O) 13.07 (O) 17.24 (X)
480.0 1.01 (0 ) 14.34 (0 ) 15.56 (X)
490.0 1.01 (O)
500.0 1.01 (O)
1000.0 1.06 (O)
2000.0 1.34 (O)
3000.0 2.91 (O)
4000.0 4.14 (0 )
5000.0 4.55 (O)
10000.0 5.10 (O)
20000.0 5.31 (O)
50000.0 5.41 (O)
100000.0 5.44 (O)
1000000.0 5.47 (0 )
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method one used for 2.24 also works for 2.26 but the 
result is quite different. When Ix « 1 there is one, 
and only one, root for all values of v/\. For small 
electric field this root lies close to 8.19. As the 
electric field Increases the root decreases finally 
approaching the position of the O-point of the stark 
effect. Table 2.3 shows the evolution of the root with 
increasing electric field. The root is an O-point.
Case fiii^
The second term of 2.22 blows up when I2 approaches 
I3 unless sin ^2 approaches zero as fast or faster than 
(I32 - Ii2)1*. So, there are two questions that must be 
answered: does sin 4 2 approach zero when I2 approaches 
I3 and, if it does so, what is the limiting behaviour?. 
With a little effort, one can show that sin <£2 does 
indeed approach zero and it does so as,
It follows that the limiting behaviour of 2.22 is,
3(%)
(2.27)
This is never zero and therefore the points I2 = I3, ^2 
= n>r are not fixed points of the motion. They do lie on 
a separatrix though as I showed you earlier.
TABLE 2.3
THE EVOLUTION OF THE O-POINT AT 6o = 3*/2
v/x Position of the fixed point
10.0 8.16 
50.0 8.05
100.0 7.94
200.0 7.73
300.0 7.56
400.0 7.42
500.0 7.29
750.0 7.05
1000.0 6.86
2000.0 6.43
3000.0 6.21
4000.0 6.07
5000.0 5.97
10000.0 5.76
100000.0 5.5
1000000.0 5.49
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Case (ivl
The analysis is quite similar to that of case 
(iii)* As I2 approaches 1^, the second term of 2.22 
will cause problems unless sin <f> 2 approaches zero fast 
enough. The limiting behaviour of sin ^2 i®*
• j. 4 1 , 1 3  I T z- 1 1
A  ---- > r ~  l  ■ ^  (2 • 28)
2
and therefore the limiting value of ^2 i®
.2
<j5 — > - (2.29)
Once again, this is not zero (if 1^ is not equal to 
zero) so the points I2 = Ix# ^2 = n,r are not fixed 
points but they do lie on a separatrix as you saw 
earlier in the contour plots.
Casefvl
If one substitutes the expression 2.23 for sin ^2 
in the expression 2.22 then, after some algebra, one 
finds
(2.30)
#
So, once more a point where I2 is zero is not
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simultaneously a zero of ^2. Tiie point (I2 ,<42) obtained 
from 2.23 is not a fixed point of the motion, it is 
merely a place where contour lines are stationary in I2, 
that is, a turning point of the I2 motion. It is not 
the only such place: ^2 = ir/2 and 3ir/2 are also 
stationary points of the I2 motion. In fact, there is 
nothing very special about the point obtained from 2.23 
unless Ix is zero (more of this in chapter 5).
This completes the search for the fixed points of 
the Hamiltonian 2.16.
CHAPTER 3
QUANTISATION METHODS FOR INTEGRABLE SYSTEMS
A. INTRODUCTION
When one attempts to construct a semi-classical 
model of an atom, one should have two different systems 
in mind. There is a quantum mechanical system which its 
associated wave functions and eigenvalues, and there is 
a corresponding classical system characterised by 
trajectories and continuous observables. The 
relationship of the quantal system and the classical 
system is the central question of semi-classical theory.
For a small class of Hamiltonian systems, the 
integrable systems, there is a well-defined classical 
equivalent of a bound quantal state. In particular 
there is a simple quantisation rule for obtaining 
approximate eigenfunctions and eigenvalues from 
classical trajectories. The class of integrable systems 
includes problems as familiar as the harmonic oscillator 
and the pendulum but it also contains unfamiliar systems 
such as the Toda lattice28.
In chapter 2 I used perturbation theory to replace 
a non-integrable system with an integrable approximant. 
The classical dynamics of chapter 2 must be quantised
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using the appropriate prescription. As is usually the 
case, the quantisation rules are very hard to prove. In 
the following section I will tell you the rules and show 
you that they are easy to implement. The remainder of 
the chapter contains a discussion of the rules and their 
origin.
B. THE QUANTISATION RULES USED FOR THIS WORK
The classical equivalent of quantal eigenstates are 
topological objects called invariant tori. The special 
classical trajectories29 lie on a special set of 
invariant tori which correspond to certain discrete 
values of the action variables. For the results of 
chapter 2 these discrete values were taken to be the 
following:
I]_ = mft 
13 = n ft
^ 2  =  (2 tt) ~ 1 f l 2 d ^ 2  =  ( k  +  i)fi
(3.1)
(3.2)
(3.3)
Equations 3.1 and 3.2 are two of the quantisation
rules of the Kepler problem. In chapter 2, I showed 
that the variables 1  ^and I3 are first order constants 
of the motion and so it is reasonable that they should 
again be quantised as in the unperturbed problem.
The third quantisation rule 3.3 requires a great 
deal more thought. In the Kepler problem one of the 
conserved action variables is I2 which corresponds to 
the length of the angular momentum vector, L. The semi- 
classical quantisation rule for the unperturbed 
problem30 is
*2 “ 1^ *1 =
As discussed in chapter 2, when an electromagnetic field 
is present the angular momentum vector changes in 
direction and magnitude and the variable I2 is not a 
constant of the motion. An action variable for the 
perturbed problem is defined as
A 2 = (2*)-1 f l 2dfli2
where the circular integral is over a cycle of the ^2 
motion.
There must be a quantisation rule for this action 
variable. Should one quantise A2 in half-integer units 
or in integer units of ft? The correct rule is half­
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integer quantisation for every type of motion in the 
(^2 ^ 2) pictures of chapter 2 , but proving this would 
involve a few hundred pages of mathematics. I can do 
nothing more than outline the ideas involved and I will 
do so in sections C, D and E. In the meantime let me 
tell you how to use the rule 3.3.
A2 is related to an area in the contour plots of 
chapter 2. For a rotator, A2 is 1/2jt times the area 
enclosed between the contour line of the rotator and the 
II = 0 line (see figure 3.1). In the case of a 
librator, A2 is 1/2jt times the area enclosed by the loop 
(see figure 3.2).
The areas were calculated numerically using a 
simple procedure. First, choose a value of the energy. 
Let me call this value hg. The contour of h(I2 ,^2) with 
this energy is the solution to the equation h(I2,^2) = 
ho#
where 1^ and I3 are set to their quantised values, m and 
n.
i.e.
M i l  4 ><#!,*> cos }
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Figure 3.1 For a rotator, A2 is related to the shaded
area. Missing from this picture is the area 
between =* ft and 1^ « 0. This contributes 
an additional area of 2* atomic units.
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Figure 3.2 For a librator, Aj is related to the shaded 
area.
58
If the identity for cos 2tf2 is used, equation 3.14 
becomes a quadratic equation for sin ^ 2 as a function of
*2 *
a (sin 4>2 )2 + b sin ^2 + c = 0 (3.5)
where,
a. =  <3.6)
b =  (3' 7)
c =  h0-Ujj(^<X5r3’-J^) (3-8)
A7t ‘ +5(TS-T?)(g-p]
The quadratic equation has either two real 
solutions or two complex solutions. The complex 
solutions are unphysical and one rejects them. One also 
rejects any real roots of absolute value greater than 
unity.
Proceed as follows: begin with I2 = 1%, increase
I2 in fixed increments until real roots appear. The
appearance of real roots determines the "bottom" of the
contour curve. Now take I2 = I3 and step down in I2
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until real roots appear: this determines the "top11 of 
the contour curve. Between the top and the bottom 
construct a grid of I2 and find the values of ^2 that 
correspond to each value of I2 . Evaluate the integral 
using Simpson's rule31.
If the area if not a half-integer, make a tiny step 
in the energy and recalculate the area corresponding to 
this energy, calculate a numerical derivative of the 
area with respect to the energy and use this derivative 
in a Newton's formula to calculate a new energy value. 
Iterate the procedure until the area is the required 
half-integer to some tolerance. The last value of the 
energy is the eigenvalue.
Although this sounds complicated, in practice it is 
a simple, accurate and fast method, typically producing 
the desired energy eigenvalue in two or three seconds on 
an NAS 6650 computer.
The procedure I have outlined above is typical of 
the quantisation rules used for integrable systems. 
Matters are made easier in the present case since the 
effective Hamiltonian h is one-dimensional. When the 
system has more than one dimension the quantisation 
procedure is more involved, as we shall see in the next 
section, but nevertheless it bears an unmistakable 
resemblance to the one I have used here.
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C. THE PHASE SPACE DESCRIPTION OF INTEGRABLE SYSTEMS
I now set out on a long path that leads to a 
partial justification of the quantisation rule 3.3. The 
reader who is primarily interested in results should 
proceed with all due haste to chapter 4.
As I mentioned in the introduction to this chapter, 
there is a special class of Hamiltonian systems about 
which a great deal.is known. These systems are known 
collectively as the integrable systems and for them the 
relation between quantum mechanics and classical 
mechanics is established. In particular, the 
appropriate quantisation rules are known, having been 
formulated with increasing clarity and precision by 
Einstein, Brillouin, Keller and Maslov32.
Before discussing the quantisation rules I must 
give some of the details of the dynamics of integrable 
systems. I will assume that the reader is familiar with 
the details of Hamiltonian mechanics and the Hamilton- 
Jacobi theory. Those who are not should consult 
appendix 1 or their favourite textbook.
A conservative N-dimensional Hamiltonian system 
consists of a phase space33 (q,p) and a Hamiltonian 
function H(q,p). A phase space trajectory of the system 
is the set of points (q(t),p(t)) obtained by solving 
Hamilton's equations for given initial conditions
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(q(o),p(o)).
A system is integrable if there exist N independent 
analytic functions of the phase space variables, Fm (q,p) 
(where 1 £ m £ N), that are constant along every phase 
space trajectory. In addition the must satisfy the 
"involution" conditions,
The trajectories of an integrable system can explore, at 
most, an N-dimensional manifold in the 2N-dimensional 
phase space. There are infinitely many such manifolds, 
each defined by the constant values of the functions Fra. 
If the motion is bounded34 then each manifold is compact 
and each has the topology of an N-torus. To see this, 
construct the special set of vector fields35 given by
Each is perpendicular to all normals to the manifold,
(3.9)
(3.10)
O  (3.11)
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and so the ’a' s are said to be parallel to the manifold. 
There is an elementary theorem in topology which states 
that a compact manifold upon which one can construct N 
smooth, parallel, independent and non-vanishing vector 
fields is an N-torus36.
Every trajectory lies on a torus: the motion begins 
on one of the tori and it remains upon the same torus 
forever. For this reason, the manifolds are called 
invariant tori.
It seems that Man cannot see an object without 
trying to put co-ordinates upon it and one's first 
inclination is to use the phase space variables (q,p) as 
co-ordinates for the tori. But other choices are 
possible and one special choice of co-ordinate system 
leads to the action-angle variables.
Suppose that the Fm's have the constant values fm ; 
then the N equations,
can be solved for p in terms of q and the fm 's.
Consider the Fm's to be the conjugate momenta of new 
phase space variables (F,Q) related to the old variables 
(<3/P) by a canonical transformation generated by the
(3.12)
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function S(q,f)
s(vo= r h
%'nO
(3.13)
where q0 is an arbitrary initial point. 
The transformation equations give
(3.14)
In general when the system returns to the point q it 
need not have the same momentum. Therefore the momentum 
p is usually multivalued, or in language analogous to 
that of complex variable theory, the function p(q) has 
more than one Riemann sheet. It follows that the 
generating function S(q,f) is also multiply sheeted and 
in particular S(q,f) depends upon the path37 taken from 
q0 to q if the path passes from one sheet of the 
function to another. But for two paths on the manifold 
that begin at q0 and end at q and lie wholly on one 
sheet, the two values of S(q,f) are equal. The 
topological statement of this property would.be that for 
two paths which are deformable into one another the 
values of S(q,f) are identical. Directly one sees that 
closed paths that can be shrunk to a point have S=0.
For an N-torus there are N independent closed
paths38 which cannot be deformed into a point. On each 
of these paths S will change by some amount; let me call 
the change in S on the i'th path, AS^. Any path on the 
torus that begins and ends at the same value of q will 
either result in no change in S or a change in S equal 
to one of the N values AS^.
The action variables for an integrable system are 
defined by these values AS^
Ii = AS^/2n = (2ir)"1 fp. dq ' (3.15)
where the i'th circular integral is over the i'th 
independent closed path on the torus, C£. The action 
variables depend directly on the ^m's: a choice of the 
I's specifies a torus. The co-ordinates labelling 
points on the specified torus are the angle variables 
conjugate to the Ii. Since they play no role in the 
quantisation procedure, I will ignore the angle 
variables.
For a conservative system one of the constant 
functions Fm is the Hamiltonian. The action variables 
depend on the ^m's and therefore, conversely, the 
Hamiltonian can be expressed as a function of the I's,
H = H(I). (3.16)
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D. the' h o r s e q u a n t i s a t i o n ru l e
The action variables defined by equation 3.15 are 
adiabatic invariants: they are the classical quantities 
one should quantise in a semi-classical theory.
The classical analogue of a quantal eigenstate is 
the particular torus specified by a particular set of 
quantised action variables, lm . The energy of this 
eigentorus is just Em = H(Im ). If one thinks of the set 
of action variables (1 1,1 2,.../%) as an N-dimensional 
vector space, the quantised actions lie on an N- 
dimensional lattice of spacing ft superposed on the I- 
space.
Let me define a set of N-dimensional vectors m, 
each of which contains the N quantum numbers that 
specify one quantum state of the system. These vectors 
describe a lattice in'I-space. The tricky point is that 
the origin of the lattice is not coincident with the 
origin of the vector space. Instead,
= ( i + 1 ) h (3.17)
where « - (cclta2» • • • »aN) *s an N-dimensional integer 
vector which parameterises the displacement of the 
origins.
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A general rule for determining the vector am has 
been derived. This rule, first properly formulated by 
Maslov, is not easy to state or work with and so a 
different rule of less generality is often used in its 
place. The real rule and the less general rule are 
occasionally confused with one another, and this is not 
surprising for they often are referred to by the same 
name (the "Einstein-Brillouin-Keller quantisation11).
Setting some sort of precedent, I propose to call 
the approximate rule the Morse rule and the* general rule 
the Maslov rule. I will state the Morse rule39 now.
The Morse rule
Project the i-th independent closed path of the 
torus onto a Cartesian co-ordinate space, q. The 
projection on q-space will have some complicated 
behaviour, but there will "turning points" (caustics) in 
the q-motion. Count the number of "turning points" on 
the projection: this number is a (.
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The Morse rule leads to the correct quantisation in 
the simplest integrable systems. In more complicated 
cases it gives an incorrect prescription and a more 
general rule is needed. In the next section I will try 
to show some of the mathematics that go into the Maslov 
rule, which is the correct formula for the Einstein- 
Brillouin-Keller quantisation procedure.
E. THE MASLOV QUANTISATION CONDITION
Maslov40 has produced a general theory of semi- 
classical quantisation thereby putting the earlier work 
of Einstein, Brillouin and Keller on a firm mathematical 
footing. The theory is based on the properties of the 
action functions that are solutions of the time- 
independent Hamilton-Jacobi equation. In this respect 
it is similar to the earlier work; Maslov's theory 
supplements the earlier theories with a topological 
quantity called the Maslov index which accounts for the 
behaviour of the system at turning points.
Maslov showed that the following procedure gives 
the correct quantisation of any integrable system.
68
THE MASLOV RULE 
The phase space trajectories of an N-dimensional 
integrable system lie on N-tori. There are N 
topologically distinct closed paths on an N-torus which 
cannot be shrunk to a point. Construct these closed 
paths and compute the Maslov index for each path.
The action variables of the integrable system are line 
integrals on these paths and the k'th action variable 1^ 
should be quantised using the rule
" (mk + iak)*
where k = 1,...,N; m^ = 0,1,2,... and is the Maslov 
index for the k-th closed curve.
A complete description of Maslov's work is far 
beyond the scope of this thesis but I can illustrate 
some of basic ideas by examining a simple one­
dimensional system.
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1. The Maslov Index for a one-dimensional oscillator.
Consider a one dimensional oscillator with 
Hamiltonian H(p,q). Suppose in addition that H(p,q) has 
the form
H(p,q) = T(p) + V(q) « p2/2m + V(q) .
This is not an essential assumption but, if it holds, 
the ideas that follow will be clearer. The phase space 
motion of the oscillator is governed by Hamilton's 
equations
O =  1 H  p  =  -  £ H
* 3 p  r  c><j,
which define q and p as functions of time. Conservation 
of energy H(p,q) = E implicitly defines p as a two­
valued function of q. These two values lie on different 
sheets of the momentum function p(q). The motion in 
phase space will resemble that in the figure 3.3. The 
upper and lower parts of the trajectory in phase space 
correspond to the upper and lower sheets of the function 
p(q). The sheets are joined at the q-turning points A 
and B. At these points p is a singular function of q
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and dp/dq is infinite.
If instead one thinks of p as the independent 
variable then q is a two sheeted function of p and the 
two sheets are joined at the p-turning points C and D. 
The co-ordinate q is a well-behaved function of p at the 
q-turning points and q is a well-behaved function of p 
at the p-turning points. There are therefore two 
different representations of the motion in phase space. 
In the q-representation everything is written as a 
function of q while in the p-representatiori the momentum 
p is the independent variable.
Now I will introduce the Maslov index function.
When one changes representation there is some 
bookkeeping to be done and Maslov invented his index 
function to do all the work. The index function keeps a 
record of the singularities on the trajectory. The 
derivative dq/dp changes sign by passing through zero at 
a q-sheet boundary and by passing through infinity 
whenever the p-sheet changes. The inerdex of dq/dp is 
the function
Inerdex(dq/dp) = 0 if dq/dp > 0
= - 1 if dq/dp < 0 (3.18)
and the inerdex is undefined when dq/dp is zero. The
inerdex of dq/dp is used to define the Maslov index
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function /i[i] which is an integer function defined on a 
path £ on the trajectory. The index function is defined 
(to an arbitrary additive integer) by the properties:
nl£] is an integer constant on any g-sheet. (3.19)
If one changes from■q-sheet i to q-sheet f, 
li [ £ ] changes by an amount
= inerdex (dq/dp)2 - inerdex (dq/dp)f . (3.20)
The additive integer constant may be fixed by 
choosing a reference point on the trajectory for which 
/*[«*] - 0 .
For the oscillator whose phase space trajectory is 
figure 3.3, let c be the reference point. Using 3.19 
gives fx[£] = 0 on the q-sheet ACB. The trajectory has a 
singularity at B where p(q) is not a well-behaved 
function. One must change sheets at B and therefore the 
index function changes. Section CB is the sheet i and 
section BD is the sheet f . On CB, dq/dp is less than 
zero and therefore inerdex(dq/dp)£ — l. For the section 
BD, dq/dp is greater than zero and inerdex(dq/dp)f - 0. 
Equation 3.20 shows that changing sheets at B produces a 
change A/x[je] = l in the index function n [i]. Using 3.19 
gives p[£] a 1 on the whole q-sheet BDA. Continuing 
this sort of thing around the whole trajectory gives the
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<Y
Figure 3.3 The phase space trajectory of an 
oscillator
following results
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Table 3.1 The Maslov index function ufil
for the oscillator
Segment A C B D A C
M [JG ] 0 0 1 1 2
In a complete traversal of the trajectory /i[^ ] 
increases by two. The Maslov index p is the change in 
the Maslov index function /*[.£] on a closed path and for 
the oscillator I have discussed p is equal to 2.
Now that I have calculated the Maslov index I can 
quantise the oscillator action variable using the Maslov 
rule. For a one-dimensional system the torus is the 
trajectory. There is one topologically distinct path on 
the torus: the trajectory itself! The action variable 
for the oscillator is I ° (2JT)-1 fpdq and the Maslov 
quantisation rule gives
I = (n + \)n
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which one recognises as the usual quantisation rule41 
for an oscillator.
2. The Maslov indices of an integrable system
I will show no proofs in this section. Proofs are 
contained in Maslov and Fedoriuk's book Semlclassical 
Approximation in Quantum Mechanics40 and in the review 
article of Delos42.
In section C, I showed that the phase space 
trajectories of N-dimensional integrable system lie on 
N-tori. The action variables of such a system are 
defined on the N independent closed paths on the torus 
which cannot be deformed to a point
Ii = ASi/27r = (2JT)-1 fp. dq (3.15)
where the i'th circular integral is over the i'th closed 
path on the torus. To apply the Maslov quantisation 
rule one must first calculate the Maslov index for each 
of these closed paths. In the one dimensional analysis 
of the previous section there was only one path, one 
chose a point on the path where the Maslov index 
function p[Z] was set to zero and then one proceeded 
around the path changing q-sheets where necessary. 
Changing sheets was easy since one of the functions p(q)
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and q(p) was always a well-behaved function. A similar 
sort of thing happens for an N-torus: Maslov showed
that every piece of the torus has a well-behaved 
projection onto an N-dimensional plane in phase space. 
Generally this plane is not the p-plane or the q-plane; 
it is a "mixed" plane spanned by unit vectors pa of p- 
space and unit vectors q^ of q-space. As one proceeds 
along a path on the torus one might have to change from 
one mixed plane to another or, in the language of the 
topologist, from one chart to another. These charts are 
the "sheets" of the torus. If the mixed plane is by 
chance the q-plane then the corresponding chart is 
regulart otherwise it is singular. On each chart the 
embedding of the torus in phase space is given by a set 
of functions pp(Po:,qp) and qcc(Pa,q^)* If one determines 
these embedding functions the matrix dq^/dp^ is known 
and the inerdex of the matrix (the number of negative 
eigenvalues) can be determined.
The Maslov index function /*[-?] on a path i on the 
torus is defined (to an arbitrary integer) by the 
following rules:
For those parts of the path that lie wholly on a 
regular chart, /*[i] is an integer constant (3.21)
For those parts of the path that lie wholly on a
singular chart, /*[i] increases by an amount
76
A/iE-fi] = inerdex [sqa/aPocli “ inerdex [aqa/SPoJf (3.22)
where i and f mean the initial and final points of 
the path.
The total change in the Maslov index function plSt] on 
the k-th closed path on the torus is the Maslov index ju 
for that path.
F. THE RULE FOR Ao
To determine the quantisation condition for A2 one 
should follow the procedure of the last section. Figure
3.4 is a classical trajectory calculated by integrating 
Hamilton's equations for given initial conditions. The 
trajectory is the q-space projection of an invariant 
torus; the caustics are the envelope of the projection 
of the torus.
Figure 3.5 is a projection onto (z,p) space of a 
closed path on the torus appropriate for the action 
variable A2. . The closed path on the torus was obtained 
by fixing 4>x, ^3, 1^ and I3 and using the implicit 
function I2(^2) of a contour line in an (l2,^2) contour 
plot to define a sequence of points on the torus. These
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(I,<f>) points were transformed to (z,p) space using the 
canonical transformation to the variables (z,pz,p,p^) 
which is set out in appendix 2. Figure 3.6 shows the 
projection of. the closed path on the torus superposed on 
the caustics of figure 3.4. The closed path of figure
3.5 was calculated in perturbation theory while the 
trajectory of figure 3.4 was found from exact classical 
mechanics. The path should touch two caustics in figure 
3.6? the small gaps are the result of the difference of 
classical mechanics and classical perturbation theory.
Away from the caustics the torus has a well-behaved 
projection onto p and z. When the path nears a caustic 
the projection of the torus onto the z-axis is singular 
and the momentum pz must be used in place of z.
Therefore the torus is described by the functions 
z(*>,pz) and Pp (p/Pz)* What does z{p,pz) look like? On 
the closed path of figure 3.6, z(p,pz) varies little 
with p but depends strongly on pz. z(pz) looks 
something like the closed loop of figure 3.7. I showed 
earlier that the Maslov index for motion around any loop 
is two and therefore A2 should be quantised in half 
integers for this type of motion.
I have projected all of the types of motion of the 
(^2 ^ 2 ) Plots in this way and each projection has the 
same behaviour as the case studied abpve. Therefore 
half-integer quantisation of A2 is appropriate for all
C
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A classical trajectory corresponding to 
an L3 librator
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Figure 3.5 The projection on co-ordinate space 
of a closed path on the torus
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Figure 3.6 The superposition of the closed path of 
fig. 3.5 upon the caustics of fig. 3.4
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Figure 3.7 A sketch of z ( pz)
types of motion in the contour plots of chapter 2. I 
might mention that the Morse rule gives the correct 
quantisation for all the types of motion of chapter 2 .
In the next chapter I will show the results of 
applying the half-integer quantisation rule for A2 to 
the classical dynamics of chapter 2 .
CHAPTER 4
THE ENERGY SPECTRUM FOR n = 30 and m =» 1
The classical dynamics of chapter 1 can be 
quantised using the rules 3.1 to 3.3 of chapter 3. The 
problem has three parameters? 1 ,^ I3 and v/\ and, 
ideally, one would calculate the energy spectrum for 
many values of each of these parameters. This is a huge 
task and I haven*t undertaken it. Instead I have fixed 
two of the parameters (1^ and I3) and calculated the 
energy spectrum for a range of values of the third 
(u/X).
Tables 4.1 to 4.28 are the results of a series of 
calculations each with parameter values 1^ = a and I3 = 
30ft. Also shown in these tables are the results of 
first order degenerate quantum perturbation theory which 
were obtained by Meng-Li Du using the matrix elements 
given in appendix 4. In general the results of 
quantised classical and quantum perturbation theory 
agree to three or four significant figures. The 
agreement is worst for motion near a separatrix and for 
nearly degenerate states: quantum mechanical tunnelling 
is important for such states and the classical theory I 
have used does not take tunnelling into account.
Before you turn to the tables, let me tell you some 
of the general properties of the spectra. Recall the
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definition of the action variable A2
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A2 = /I2d*2 = (k + (3.3)
If A2 is multiplied by 2n it is an area in the contour 
plots and the k'th eigenstate occupies (k+i)ft units of 
area. For the librators, 27rA2 is the area enclosed by a 
loop in the contour plot. The minimum area for a loop 
is zero and therefore the lowest area eigerilibrator 
(ughh!) has A2 = \h. In the case of rotational motion, 
2jtA2 is the area between an open curve and the I2 = 0 
axis and, since I2, is never less than Ij, the minimum 
area for a rotator is 2jrmfi. It follows that the 
elgenrotator with lowest area has A2 = (m+|)fi.
In the contour plots of chapter 2, I2 can range 
between Ii and I3 while <j>2 has a range of 2ir. The total 
area available for motion is, therefore, 2ir(n-m)fi where 
and I3 have been replaced by their quantised values. 
One sees directly that the maximum value of A2 is (n-m)a 
and so one expects to find (n-m) quantum states. For my 
calculations (n-m) is 29 and indeed most of the tables 
contain 29 eigenvalues but, in one table (table 4.6 for 
which u/x = 400), there are only 28 eigenvalues listed: 
let me explain this apparent contradiction.
If you flick back a few pages to the contour plot
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for v/\ = 900 [figure 2.8] you will see that it contains 
two classes of librational motion and one class of 
rotational motion. Let me label the two types of 
librators as and L2 and the rotators as R. Define 
the unit of area as . Suppose that the separatrix 
encloses a total area of 5.4 area units while the L2 
separatrix encloses 13.6 units (this is not true but it 
will serve my purpose to take these values). Since the 
total area of the contour plot is 29 area units, the 
rotators must occupy 10.0 units. ' There are 5 Li-type 
eigenstates (with A2 values from \h to 41ti) and 14 L2- 
type eigenstates (with A2 values of \n to 1 3 ) .  In 
addition there are 9 R-type eigenstates with A2 values 
from ljfl to 91n for a total of 28 eigenstates. One 
expected 29 states and so there is a "missing" state.
This missing state cannot be determined by the 
theory I have used but I can say something about it. In 
the example I showed above, there is a lot of "unused" 
area. There is almost enough area to support an extra 
Li~type state: if the separatrix enclosed just 0.1 
extra area units there would be a sixth Li eigenstate. 
The missing state is not an L2 or an R state, rather it 
is a state that lies close to the L2/R separatrix of 
figure 2.8. States close to a separatrix are subject to 
quantum mechanical tunnelling effects and since my 
theory neglects all such effects I cannot find or
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categorise the missing states.
The tables follow: figure 4.1 is a guide to the 
types of motion. Unless you are totally fascinated by 
long tables of numbers, I suggest that you examine one 
or two of the tables and then turn to the correlation 
diagrams at the end of this chapter.
TABLE 4.1.
B = 2 Tesla
&2 = (n2 +
PERTURBATION THEORY(a) PERT. THEORY
n2 Type Energy shift Energy shift
0 L ^ 13) 1.040l(c) ' 1.0427
0 L2 1.0401 1.0427
1 LX 1.9756 1.9797
1 L2 1.9756 1.9797
2 2.7939 2.7962(d)
2 L2 2.7939 2.7969
3 L2 3.4610 3.4365
3 L2 3.4610 3.4794
21 R 3.8091 3.8514
20 R 4.1116 4.1157
19 R 4.4707 4.4804
18 R 4.8771 4.8863
17 R 5.3291 5.3372
16 R 5.8217 5.8296
15 R 6.3533 6.3621
14 R 6.9256 6.9338
13 R 7.5343 7.5440
12 R 8.1850 8.1923
11 R 8.8520 8.8784
10 R 9.5938 9.6019
9 R 10.3538 10.3628
8 R 11.1521 11.1608
7 R 11.9868 11.9959
6 R 12.8598 12.8680
5 R 13.7692 13.7769
4 R 14.7133 14.7226
3 R 15.6956 15.7052
2 R 16.7163 16.7244
1 R 17.7715 17.7804
Notes for this table:
(a) The results for quantised classical perturbation 
theory are from Delos et al12 (1983).
(b) in the diamagnetic effect with these parameters 
there are four doubly degenerate librating states. 
Delos et al. chose the label "L" for these states. 
I have chosen the labels "Li" and "I^" in order to 
distinguish the degenerate states and also to be 
consistent with the notation of the later tables 
of this chapter.
(c) Energy shifts are in units of 10" 6 Hartree. [1 
Hartree = 219 474.84 cm-1]. The energy of any 
state is the sum of the energy shift and the
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unperturbed energy which is 122.867 cm-1 for n=30 
and m=l.
(d) The classical mechanics has an exact degeneracy. 
Tunnelling splits the degeneracy in quantum 
mechanics although the splitting is too small 
to be seen in the.first two eigenvalues.
(e) There is only one class of rotator for the 
diamagnetic effect. These can be unambiguously 
labelled "R".
TABLE 4.2
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ = 1 0
B = 2 Tesla
= (n 2 +
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 Lx (a) 0.9280(b) ’ 0.9319
0 L2 ■ 1.1498 1.1536
1 Li 1.8778 1.8812
1 L2 2.0749 2.0780
2 Lx 2.7105 2.7126
2 L2 2.8783 2.8800
3 Lx 3.3967 3.3919
3 L2 3.5223 3.5215
21 R 3.8107 3.8466
20 R 4.1123 4.1179
19 R 4.4715 4.4808
18 R 4.8787 4.8869
17 R 5.3297 5.3377
16 R 5.8221 5.8300
15 R 6.3545 6.3625
14 R 6.9261 6.9342
13 R 7.5363 7.5444
12 R 8.1845 8.1927
11 R 8.8705 8.8787
10 R 9.5940 9.6022
9 R 10.3548 10.3631
8 R 11.1527 11.1611
7 R 11.9878 11.9962
6 R 12.8597 12.8682
5 R 13.7686 13.7771
4 R 14.7143 14.7229
3 R 15.6968 15.7054
2 R 16.7160 16.7246
1 R 17.7720 17.7806
Notes for this table:
(a) There are two types of librator (labelled and 
L2) and one type of rotator (labelled R).
(b) Energy shift in units of 10"6 Hartree.
1 Hartree = 219 474.84 cm"1.
TABLE 4.3
ENERGY EIGENVALUES FOR n = 30, m = 1 and u/X = 100
B = 2 Tesla
&2 “ (n2 + *0#
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 (a) -0.0728(b) -0.0687
1 Li 0.9834 0.9873
2 Lx 1.9358 1.9391
0 L2 2.1443 2.1475
3 Lx 2.7719 2.7742
1 L2 2.9500 2.9518
4 Lx 3.4646 3.4611
2 L2 3.5996 3.5976
20 R2 4.1759 4.1811
19 R2 4.5287 4.5382
18 R2 4.9307 4.9389
17 R2 5.3772 5.3851
16 R2 5.8659 5.8739
15 R2 6.3951 6.4031
14 R2 6.9639 6.9720
13 R2 . 7.5716 7.5797
12 R2 8.2176 8.2258
11 *2 8.9017 8.9100
10 *2 9.6235 9.6318
9 R2 10.3828 10.3912
8 r 2 11.1795 11.1878
7 *2 12.0133 12.0217
6 r2 . 12.8842 12.8927
5 R 2 13.7921 13.8006
4 R 2 14.7369 14.7455
3 R 2 15.7186 15.7272
2 r2 16.7371 16.7457
1 r 2 17.7924 17.8011
tes for this table:
) There are two types of librator (labelled
L2) and one type of rotator (labelled R2). 
(b) Energy shift in units of 10"6 Hartree.
1 Hartree = 219 474.84 era”1.
TABLE 4.4
ENERGY EIGENVALUES FOR n = 30. m = 1 and i//A = 200
B - 2 Tesla 
a 2 “ (n2 + *0 *
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 Lit®) -1.1893(b) -1.1849
1 Lx -0.0220 -0.0179
2 Lx .1.0498 1.0537
3 Li 2.0200 2.0236
4 Li 2.8785 2.8812
0 L2 3.2400 3.2417
5 Lx 3.6041 3.6041
1 L2 3.8860 3.8811
21 R2 4.1121 4.1287
20 R2 4.3732 4.3839
19 R2 4.7049 4.7142
18 R2 5.0901 5.0986
17 R2 5.5228 5.5310
16 R2 5.9996 6.0078
15 R2 6.5187 6.5269
14 R2 7.0788 7.0870
13 R2 7.6789 7.6871
12 *2 8.3183 8.3266
11 *2 8.9966 9.0049
10 *2 9.7132 9.7216
9 *2 10.4679 10.4763
8 *2 11.2605 11.2689
7 *2 12.0907 12.0992
6 *2 12.9583 12.9668
5 *2 13.8633 13.8719
4 *2 14.8055 14.8141
3 *2 .15.7848 15.7934
2 *2 16.8011 16.8097
1 *2 17.8544 17.8630
ites for this table:
■) There are two types of librator (labelled i
L2) and one type of rotator (labelled R2)•
(b) Energy shift in units of 10"6 Hartree.
1 Hartree =219 474.84 cm-1.
TABLE 4.5
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ = 300
B = 2 Tesla
a 2 = (n 2 +
QUANTISED CLASSICAL 
PERTURBATION THEORY
n 2 Tvne Energv shift
0 Lj_ (a) -2.309l(b)
l *1 -1.1036
2 Li 0.1465
3 Ll 1.2357
4 Ll 2.2262
5 Ll 3.1097
23 (c) R 1 3.8709
0 L2 4.3175
22 R 1 4.4705
20 R2 4.7203
19 r 2 5.0097
18 r 2 5.3631
17 R 2 5.7703
16 r 2 6.2259
15 R 2 6.7272
14 r2 7.2720
13 R 2 7.8590
QUANTUM 
PERT. THEORY 
Energy shift 
-2.3047 
-1.0319 
0.1508 
1.2398 
2.2299 
3.1128 
3.8726 
4.3146 
4.4675 
4.7491 
5.0168 
5.3723 
5.7787 
6.2343 
6.7355 
7.2804 
7.8674
12 R2 8.4870 8.4954
11 R 2 9.1552 9.1637
10 r 2 9.8631 9.8716
9 r 2 10.6102 10.6186
8 R 2 11.3958 11.4043
7 R 2 12.2198 12.2284
6 R2 13.0820 13.0906
5 R 2 13.9820 13.9906
4 r 2 14.9198 14.9284
3 r 2 15.8950 15.9037
2 R 2 16.9077 16.9164
1 R2 17.9578 17.9663
Notes for this table:
(a) There are two types of librator (labelled and 
L2) and two types of rotator (labelled R^ and R2 )«
(b) Energy shift in units of 10"6 Hartree.
1 Hartree = 219 474.84 cm”1.
(c) This is an isolated state; it is the only state 
in these tables that has an A2 quantum number of 
23.
TABLE 4.6
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ »= 400
B = 2 Tesla 
A2 = (n2 + h)h
PERTURBATION THEORY PERT. THEORY
£2 Type Energy shift Energy shift
0 Lx (a) -3.4317(b) -3.4271
1 Lx -2.0570 -2.0525
2 Lx -0.7689 -0.7645
3 Lx 0.4304 0.4348
4 Lx 1.5383 1.5424
5 Li 2.5504 2.5543
6 3.4604 3.4639
22 Rx 4.2574 4.2600
21 Rx 4.9191 4.9192
--------See note (c)-------  5.3150
19 R2 5.4693 5.4621
18 R2 5.7649 5.7770
17 R2 6.1291 6.1381
16 R2 . 6.5509 6.5599
15 R2 7.0245 7.0334
14 R2 7.5463 7.5550
13 R2 8.1137 8.1224
12 *2 8.7250 8.7337
11 *2 9.3787 9.3874
10 *2 10.0740 10.0826
9
R 2 . 10.8098 10.8185
8 ^2 11.5856 11.5943
7 r2 12.4010 12.4097
6 ^2 13.2554 13.2640
5 *2 14.1484 14.1571
4 «2 15.0798 15.0886
3 *2 16.0494 16.0581
2 *2 17.0569 17.0657
1 *2 18.1022 18.1110
>tes for this table:
0 There are two types of librator (labelled
L2) and two types of rotator (labelled %  and R2).
(b) Energy shift in units of 10“6 Hartree.
1 Hartree = 219 474.84 cm"1.
(c) This state is missing in the quantised classical 
theory. It lies close to the Ri/R2 separatrix 
which has an energy of about 5.31 micro Hartrees.
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TABLE 4.7
ENERGY EIGENVALUES FOR n ° 30. in ■ 1 and v/X « 500
B = 2 Tesla 
A2 = (n2 +
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
B2 Type Eneray shift Enercrv shift
0 LX W -4.5564(b) -4.5518
1 Ll -3.0828 -3.0782
2 Li -1.6935 -1.6889
3 Ll -0.3896 -0.3851
4 *1 0.8270 0.8314
5 Ll 1.9542 1.9585
6 Ll 2.9886 2.9926
22 R«=) 3.9253 3.9291
21 R 4.7569 4.7601
20 R 5.4698 5.4720
19 R 6.0339 6.0329
18 R 6.3353 6.3642
17 R 6.6200 6.6294
16 R 6.9866 6.9969
15 R 7.4183 7.4280
14 R 7.9066 7.9160
13 R 8.4464 8.4556
12 R 9.0345 9.0436
11 R 9.6685 9.6775
10 R 10.3467 10.3557
9 R 11.0678 11.0767
8 R .11.8306 11.8395
7 R 12.6345 12.6433
6 R 13.4786 13.4875
5 R • 14.3626 14.3714
4 R 15.2858 15.2946
3 R 16.2480 16.2569
2 R 17.2489 17.2577
1 R 18.2882 18.2969
Notes for this table:
(a) There is one type of librator (labelled Lj) and
one type of rotator (labelled R).
(b) Energy shift in units of 10"6 Hartree.
1 Hartree = 219 474.84 cro” -^.
(c) Once u/x is greater than 480 the distinction
between R^ and R2 rotators disappears and I now 
label all rotators as "R".
TABLE 4.8
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ENERGY EIGENVALUES FOR n = 30. TO = 1 and u/\ => 600
B « 2 Tesla
a 2 = (n2 + *0 *
QUANTISED CLASSICAL 
PERTURBATION THEORY
n2 Tvoe Energy sh
0 L]_ (a) -5.6829
l L1 . -4.1127
2 Ll -2.6250
3 Ll -1.2207
4 Ll 0.0992
5 Ll 1.3333
6 Li 2.4800
7 Ll 3.5365
21 R 4.4495
20 R 5.3636
19 R 6.1204
18 R 6.7547
17 R 7.2346
16 R 7.5564
15 R 7.9222
14 R 8.3610
13 R 8.8622
QUANTUM 
PERT. THEORY 
Energy shift 
-5.6782 
-4.1080 
-2.6204 
-1.2161 
0.1037 
1.3378 
2.4843 
3.5407 
4.5035 
5.3672 
6.1233 
6.7566 
7.2371 
7.5740 
7.9342 
8.3718 
8.8723
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12 R 9.4190 9.4287
11 R 10.0269 10.0364
10 R 10.6830 10.6923
9 R 11.3850 11.3942
8 R 12.1314 12.1405
7 R 12.9207 12.9298
6 R 13.7521 13.7611
5 R 14.6247 14.6337
4 R 15.5378 15.5468
3 R 16.4909 16.4999
2 R 17.4836 17.4925
0 l3 18.5153 18.5243
tes for this table:
) There are two types of librator (labelled Lx i
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10“ 6 Hartree.
1 Hartree = 219 474.84 cm”1.
TABLE 4.9
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ENERGY EIGENVALUES FOR n = 30. m = 1 and u/\ = 700
3 = 2  Tesla
a2 = (n2 +
PERTURBATION THEORY PERT. THEORY
n2 Type Enercfv shift Energy shift
0 Lx(a) -6.8108(k) -6.8060
1 Lx -5.1458 -5.1410
2 Lx -3.5622 -3.5575
3 Lx -2.0604 -2.0558
4 Lx -0.6412 -0.6366
5 Li 0.6947 0.6993
6 L! 1.9462 1.9507
7 Li 3.1120 3.1164
21 R . 4.1901 4.1944
20 R 5.1780 5.1822
19 R 6.0721 6.0759
18 R 6.8667 6.8702
17 R 7.5535 7.5562
16 R 8.1180 8.1199
15 R 8.5445 8.5535
14 R 8.9234 8.9380
13 R 9.3696 9.3817
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12 R 9.8835 9.8944
11 R 10.4570 10.4674
10 R 11.0848 11.0947
9 R 11.7629 11.7726
8 R 12.4888 12.4983
7 R 13.2604 13.2698
6 R 14.0763 14.0855
5 R 14.9351 14.9443
4 R 15.8360 15.8451
3 R 16.7782 16.7873
2 R 17.7610 17.7700
0 l3 18.7839 18.7929
Notes for this table:
(a) There are two types of librator (labelled .Li and 
L3 ) and one type of rotator (labelled R).
(b) Energy shift in units of 10”6 Hartree.
1 Hartree = 219 474.84 cm-1.
TABLE 4.10
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ENERGY EIGENVALUES FOR n - 30. m = 1 and v/\ = 800
B == 2 Tesla 
^2 * (n2 + h)h
QUANTISED CLASSICAL
PERTURBATION THEORY
n2 Type Enerov shift
0 L 1 -7.9400(b)
i Ll -6.1816
2 Ll -4.5039
3 Ll -2.9070
4 Ll -1.3914
5 Ll 0.0425
6 Ll 1.3940
7 Ll 2.6624
21 R 3.8466
20 R 4.9452
19 R 5.9563
18 R 6.8775
17 R 7.7050
16 R 8.4333
15 R 9.0546
14 R 9.5592
13 R 9.9789
QUANTUM 
PERT. THEORY 
Energy shift 
'-7.9351 
-6.1768 
-4.4991 
-2.9023 
-1.3867 
0.0472 
1.3987 
2.6670 
3.8511 
4.9495 
5.9606 
6.8815 
7.7086 
8.4364 
9.0568 
9.5628 
9.9927
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12 R 10.4362 10.4496
11 R 10.9641 10.9759
10 R 11.5553 11.5662
9 R 12.2035 12.2139
8 R 12.9043 12.9142
7 R 13.6544 13.6641
6 R 14.4516 14.4612
5 R 15.2941 15.3035
4 R 16.1806 16.1899
3 R 17.1100 17.1192
2 R 18.0813 18.0905
0 l3 19.0938 19.1030
Notes for this table:
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10“ 6 Hartree.
1 Hartree = 219 474.84 cm”1.
TABLE 4.11
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ENERGY EIGENVALUES FOR n = 30. m = 1 and u/X = 900
B = 2 Tesla
A2 = (n2 +
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 Ia<a) -9.0701(b) -9.0653
1 Lx -7.2197 -7.2149
2 Li -5.4494 -5.4446
3 Lx -3.7592 -3.7544
4 Lx -2.1494 -2.1446
5 Li -0.6203 -0.6155
6 Lx 0.8278 0.8325
7 Lx 2.1943 2.1989
8 Li 3.4786 3.4832
20 R 4.6801 4.6846
19 R 5.7976 5.8021
18 R 6.8299 6.8342
17 R 7.7751 7.7792
16 R 8.6307 8.6344
15 R 9.3927 9.3960
14 R 10.0562 10.0585
13 R 10.6145 10.6166
109
12 R 11.0803 11.0914
11 R 11.5548 11.5692
10 R 12.0990 12.1116
9 R 12.7096 12.7209
8 R 13.3794 13.3901
7 R 14.1036 14.1139
6 R 14.8788 14.8887
5 R 15.7021 15.7119
4 R 16.5718 16.5814
3 R 17.4863 17.4958
1 L3 18.4444 18.4538
0 l3 19.4451 19.4544
Notes for this table:
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10" 6 Hartree.
1 Hartree = 219 474.84 cm-1.
TABLE 4.12
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ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ = 1000
B = 2 Tesla
a2 = (n2 +
QUANTISED CLASSICAL 
PERTURBATION THEORY
— 2 Type Energy sh
0 Lx(a) -10.2011
1 Ll -8.2598
2 L1 -6.3980
3 Ll -4.6160
4 Ll -2.9138
5 Ll -1.2916
6 Ll 0.2504
7 Ll 1.7118
8 Ll 3.0924
20 R 4.3916
19 R 5.6089
18 R 6.7436
17 R 7.7947
16 R 8.7606
15 R 9.6396
14 R 10.4289
13 R 11.1243
QUANTUM 
PERT. THEORY 
Energy shift 
-10.1963 
-8.2550 
-6.3932 
-4.6112 
-2.9090 
-1.2868 
0.2551
1.7165 
3.0970 
4.3962 
5.6135 
6.7481 
7.7799 
8.7648 
9.6434 
10.4321 
11.1266
Ill
12 R 11.7209 11.7224
11 R 11.2252 12.2341
10 R 12.7213 12.7361
9 R 13.2847 13.2979
8 R 13.9170 13.9284
7 R 14.6097 14.6207
6 R 15.3587 15.3692
5 R 16.1597 16.1699
4 R 17.0100 17.0199
3 R 17.9075 17.9172
1 L3 18.8505 18.8601
0 L3 19.8378 19.8472
ites for this table:
) There are two types of librator (labelled ;
L3) and one type of rotator (labelled R). 
(b) Energy shift in units of 10“6 Hartree.
1 Hartree =219 474.84 cm"1.
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TABLE 4.13
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/X = 1100
B = 2 Tesla 
° (n2 + *0 *
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
~2 TvDe Enercrv shift Enercrv shift
0 Li (a) -11.3330(k) -11.3281
1 L 1 -9.3015 -9.2967
2 Ll -7.3494 -7.3446
3 Ll -5.4767 -5.4719
4 Ll -3.6835 -3.6787
5 Ll -1.9699 -1.9651
6 L 1 -0.3360 -0.3312
7 Ll 1.2178 1.2227
8 Ll 2.6918 2.6965
20 R 4.0853 4.0899
19 R 5.3980 5.4026
18 R 6.6295 6.6341
17 R 7.7792 7.7837
16 R 8.8464 8.8507
15 R 9.8298 9.8339
14 R 10.7279 10.7316
13 R 11.5382 11.5413
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12 R 12.2574 12.2595
11 R 12.8809 12.8821
10 R 13.4139 13.4219
9 R 13.9333 13.9483
8 R 14.5189 14.5325
7 R 15.1743 15.1865
6 R 15.8924 15.9037
5 R 16.6675 16.6782
4 R 17.4956 17.5059
2 L3 18.3736 18.3837
1 I>3 19.2997 19.3095
0 *3 20.2718 20.2815
Notes for this table:
(a) There are two types of librator (labelled and 
L2) and one type of rotator (labelled R).
(b) Energy shift in units of 10~6 Hartree.
1 Hartree = 219 474.84 cm"1.
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TABLE 4.14
ENERGY EIGENVALUES FOR n = 30. m = 1 and i//A ° 1200
B g= 2 Tesla
&2 -  (n2 + **)#
QUANTISED CLASSICAL 
PERTURBATION THEORY
H2 Tvoe Enercrv sh
0 Lx(a) -12.4655
l Li -10.3447
2 *1 -8.3031
3 Ll -6.3407
4 *1 -4.4577
5 Ll ' -2.6540
6 Ll -0.9297
7 Ll 0.7149
8 Ll 2.2799
20 R 3.7649
19 R 5.1699
18 R 6.4944
17 R 7.7382
16 R 8.9006
15 R 9.9810
14 R 10.9785
13 R 11.8909
QUANTUM 
PERT. THEORY 
Enercrv shift 
-12.4606 
-10.3398 
-8.2983 
-6.3359 
-4.4528 
-2.6492 
-0.9249 
0.7197 
2.2846 
3.7670 
5.1746 
6.4991 
7.7427 
8.9050 
9.9852 
10.9823 
11.8946
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12 R 12.7169 12.7198
11 R 13.4526 13.4544
10 R 14.0937 14.0946
9 R 14.6465 14.6547
8 R 15.1895 15.2047
7 R 15.8001 15.8139
6 R 16.4814 16.4938
5 R 17.2263 17.2377
4 R 18.0289 18.0397
2 l3 18.8851 18.8955
1 l3 19.7920 19.8021
0 L3 20.7473 20.7572
Notes for this tablei
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10”6 Hartree.
1 Hartree « 219 474.84 cm-1.
TABLE 4.15
1X6
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ = 1300
B « 2 Tesla 
3^ 2 83 (^2 *0 ^
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
332 Type Enercrv shift Enercrv shift
0 Ll(a) “13.5986(L) -13.5937
1 Ll -11.3891 -11.3843
2 Ll -9.2588 -9.2539
3 Ll -7.2076 -7.2028
4 Ll -5.2357 -5.2308
5 Ll -3.3430 -3.3382
6 Ll -1.5296 -1.5248
7 Ll 0.2043 0.2091
8 Ll 1.8587 1.8634
9 Ll 3.4334 3.4382
19 R 4.9248 4.9330
18 R 6.3432 6.3478
17 R 7.6777 7.6823
16 R 8.9314 8.9359
15 R 10.1039 10.1083
14 R 11.1944 11.1986
13 R 12.2018 12.2057
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12 R 13.1246 13.1281
11 R 13.9559 13.9632
10 R 14.7058 14.7073
9 R 15.3562 15.3571
8 R 15.9218 15.9312
7 R 16.4893 16.5047
6 R 17.1276 17.1415
5 R 17.8372 17.8496
3 L3 18.6106 18.6221
2 l3 19.4421 '19.4530
1 l3 20.3276 20.3381
0 l3 21.2642 21.2744
Notes for this table:
(a) There are two types of librator (labelled l»i and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10”6 Hartree.
1 Hartree = 219 474.84 cm”1.
TABLE 4.16
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ENERGY EIGENVALUES FOR n = 30. m  = 1 and u/X - 1400
B = 2 Tesla
^2 = (n3 +
QUANTISED CLASSICAL 
PERTURBATION THEORY
Enercrv shiftn2 T y p e
0 Lifa)
1 Lx
2 LX
3 Ll
4 LX
5 L 1
6 Lx
7 Lx
8 Lx
9 Lx
19 R
18 R
17 R
16 R
15 R
14 R
13 R
-14.7322(b ) 
-12.4347 
-10.2162 
-8.0770 
-6.0170 
-4.0362 
-2.1348 
-0.3127
1.4298 
3.0927 
4.6758 
6.1790 
7.6019 
8.9442 
10.2056 
11.3853 
12.4826
QUANTUM 
PERT. THEORY 
Energy shift 
-14.7273 
-12.4298 
-10.2114 
-8.0722 
- 6.0121 
-4.0314 
-2.1299 
-0.3079
1.4346 
3.0975 
4.6806 
6.1837 
7.6065 
8.9488 
10.2100 
11.3896 
12.4867
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12 R 13.4962 13.5000
11 R 14.4244 14.4277
10 R 15.2645 15.2670
9 R 16.0126 16.0137
8 R 16.6644 16.6656
7 R 17.2385 17.2500
6 R 17.8328 17.8483
4 L3 18.5014 18.5153
3 L3 19.2414 19.2538
2 L3 20.0449 '20.0564
1 *3 20.9091 20.9175
0 L3 21.8225 21.8330
ites for this table:
> There are two types of librator (labelled ;
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10"6 Hartree.
1 Hartree =219 474.84 cm"1.
TABLE 4.17
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ENERGY EIGENVALUES FOR n - 30. m = 1 and v/\ ■ 1500
B = 2 Tesla
a2 = (n2 +
QUANTISED CLASSICAL 
PERTURBATION THEORY
n2 Type Energy shift
0 Lx(a) t 15.8663(k)
i Ll -13.4812
2 Ll -11.1752
3 Ll ■ -8.9485
4 LX -6.8011
5 Ll -4.7330
6 Ll -2.7443
7 Ll -0.8351
8 Ll 0.9945
9 Ll 2.7444
19 R 4.4144
18 R 6.0043
17 R 7.5139
16 R 8.9429
15 R 10.2907
14 R 11.5570
13 R 12.7408
QUANTUM 
PERT.THEORY 
Energy shift 
-15.8614 
-13.4763 
-11.1704 
-8.9437 
-6.7963 
-4.7282 
-2.7395 
-0.8303 
0.9993 
2.7492 
4.4191 
6.0090 
7.5186 
8.9475 
10.2952
11.5613 
12.7450
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12 R 13.8412 13.8452
11 R 14.8568 14.8604
10 R 15.7854 15.7885
9 R 16.6239 16.6260
8 R 17.3677 17.3682
7 R 18.0133 18.0157
5 l3 18.5958 18.6096
4 l3 18.2206 19.2360
3 L3 19.9221 19.9357
2 l3 20.6941 ‘20.7064
1 L3 21.5293 21.5407
0 l3 22.4223 22.4333
Notes for this table:
(a) There are two types of librator (labelled Lx and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10-6 Hartree.
1 Hartree = 219 474.84 cm-1.
TABLE 4.18
122
ENERGY EIGENVALUES FOR n «= 30. m = 1 and v/\ = 1600
B = 2 Tesla
a 2 = (n2 +
QUANTISED CLASSICAL 
PERTURBATION THEORY
n2
0
1
2
3
4
5
6
7
8 
9
19
18
17
16
15
14
13
Type
Lx(a)
Ll
Ll
Ll
L1
Ll
Ll
Ll
Ll
Ll
R
R
R
R
R
R
R
Energy shift 
-17.0008(b) 
-14.5286 
-12.1356 
-9.8220 
-7.5877 
-5.4329 
-3.3577 
-1.3621 
0.5538 
2.3897 
4.1456 
5.8211 
7.4161 
8.9302 
10.3629
11.7137 
12.9818
QUANTUM 
PERT.THEORY 
Energy shift 
-16.9959 
-14.5237 
-12.1308 
-9.8172 
-7.5829 
-5.4281 
-3.3529 
-1.3573 
0.5586 
2.3945 
4.1503 
5.8258 
7.4208 
8.9348 
10.3674
11.7181 
12.9861
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12 R 14.1664 14.1705
11 R 15.2661 15.2699
10 R 16.2790 16.2824
9 R 17.2026 17.2053
8 R 18.0330 18.0345
6 L3 18.7648 18.7650
5 l3 19.3982 19.4035
4 l3 19.9946 20.0102
3 L3 20.6538 20.6688
2 l3 20.3901 '21.4033
1 l3 21.1957 22.2078
0 l3 23.0638 23.0751
Notes for this table:
(a) There are two types of librator (labelled Lx and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10"6 Hartree.
1 Hartree « 219 474.84 cm”1.
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TABLE 4.19
ENERGY EIGENVALUES FOR n = 30. m = 1 and u/X a 1700
B - 2 Tesla 
A2 = («2 +
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 Lx (a) -18.1357(b) -18.1308
1 Lx -15.5767 -15.5719
2 Lx -13.0972 -13.0924
3 Lx -10.6971 -10.6923
4 LX -8.3765 -8.3717
5 Lx -6.1356 -6.1308
6 Lx -3.9744 -3.9696
7 Lx -1.8930 -1.8882
8 Lx 0.1084 0.1132
9 Lx 2.0297 2.0344
19 R 3.8705 3.8753
18 R 5.6308 5.6355
17 R 7.3102 7.3148
16 R 8.9082 8.9128
15 R 10.4245 10.4291
14 R 11.8585 11.8630
13 R 13.2094 13.2138
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12 R 14.4763 14.4805
11 R 15.6578 15.6618
10 R 16.7524 16.7560
9 R 17.7576 17.7607
7 L3 18.6701 18.6725
6 l3 18.4832 19.4862
5 l3 20.1971 20.1974
4 L3 ' 20.8163 20.8260
3 l3 21.4368 21.4531
2 L3 22.1335 22.1480
1 L3 22.9062 22.9191
0 L3 23.7467 23.7586
ites for this table:
) There are two types of librator (labelled
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10-6 Hartree.
1 Hartree = 219 474.84 cm-1.
TABLE 4.20
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ENERGY EIGENVALUES FOR n = 30. m = 1 and i//A = 18 00
B = 2 Tesla
^2 = (r*2 +
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
n 2 Type Enemy shift Enercrv shift
0 I* (a) -19.2709(b ) -19.2661
i L1 -16.6256 -16.6208
2 Ll -14.0599 -14.0550
3 Ll -11.5735 -11.5689
4 Ll -9.1673 -9.1625
5 Ll -6.8407 -6.8359
6 Ll -4.5940 -4.5892
7 Ll -2.4274 -2.4226
8 Ll -0.3410 -0.3362
9 Ll 1.6649 1.6697
10 Ll 3.5902 3.5949
18 R 5.4345 5.4391
17 R 7.1974 7.2021
16 R 8.8787 8.8833
15 R 10.4777 10.4822
14 R 11.9939 11.9983
13 R 13.4264 13.4307
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12 R 14.7742 14.7785
11 R 16.0362 16.0403
10 R 17.2106 17.2144
9 R 18.2953 18.2986
7 *3 19.2870 19.2898
6 L3 20.1817 20.1835
5 L3 20.9734 20.9736
4 L3 21.6572 21.6594
3 L3 22.2694 22.2837
2 l3 22.9246 22.9406
1 L3 23.6609 23.6748
0 L3 - 24.4712 24.4837
Notes for this table:
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10-6 Hartree.
1 Hartree = 219 474.84 cm-1.
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TABLE 4.21
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/x = 1900
B = 2 Tesla 
&2 = (^2 + h)n
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
— 2 Type Enercrv shift Enercrv shift
0 Ll(a) -20.4065(b) -20.4016
1 Li -17.6751 -17.6703
2 Ll -15.0235 -15.0187
3 L1 -12.4517 -12.4469
4 Ll -9.9598 -9.9550
5 Li -7.5479 -7.5431
6 Ll -5.2161 -5.2114
7 Ll -2.9647 -2.9600
8 Ll -0.7939 -0.7891
9 Ll 1.2963 1.3010
10 Ll 3.3053 3.3100
18 R 5.2330 5.2377
17 R 7.0790 7.0836
16 R 8.8428 8.8474
15 R 10.5238 10.5284
14 R 12.1214 12.1259
13 R 13.6347 13.6391
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12 R 15.0627 15.0670
11 R 16.4041 16.4082
10 R 17.6572 17.6611
8 l3 18.8198 18.8234
7 L3 19.8890 19.8921
6 L3 20.8608 20.8632
5 l3 21.7297 21.7308
4 l3 22.4877 22.4886
3 L3 23.1395 23.1467
2 l3 23.7634 ‘23.7800
1 l3 24.4601 24.4752
0 l3 25.2373 25.2506
Notes for this table:
(a) There are two types of librator (labelled Li and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10"6 Hartree.
1 Hartree = 219 474.84 cm"1.
TABLE 4.22
13 0
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ = 2000
B = 2 Tesla 
= (1*2 + *0 *
QUANTISED CLASSICAL 
PERTURBATION THEORY
n2
0
1
2
3
4
5
6
7
8 
9
10
18
17
16
15
14
13
Type
L]_
Li
Ll
Ll
Ll
Ll
Li
Ll
Ll
Li
Ll
R
R
R
R
R
R
Energy shift 
-21.5423(b) 
-18.7252 
-15.9880 
-13.3309 
-10.7538 
-8.2569 
-5.8405 
-3.5047 
-1.2498 
0.9241 
3.0165 
5.0272 
6.9558 
8.8016 
10.5641 
12.2426 
13.8362
QUANTUM 
PERT. THEORY 
Energy shift 
-21.5374 
-18.7204 
-15.9832 
-13.3260 
-10.7490 
-8.2522 
-5.8358 
-3.5000 
-1.2451 
0.9288 
3.0212 
5.0319 
6.9604 
8.8062 
10.5686 
12.2471 
13.8405
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12 R 15.3437 15.3480
11 R 16.7638 16.7680
10 R 18.0949 18.0988
8 L3 19.3345 19.3382
7 l3 20.4800 20.4834
6 l3 21.5275 21.5302
5 l3 22.4716 22.4734
4 L3 23.3054 23.3057
3 l3 24.0213 24.0226
2 L3 24.6468 '24.6605
1 l3 25.3038 25.3203
0 l3 26.0450 26.0592
Notes for this table:
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10”6 Hartree.
1 Hartree = 219 474.84 cm”1.
TABLE 4.23
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ENERGY EIGENVALUES FOR n ■ 30. m a 1 and u/X = 3000
B = 2 Tesla
a 2 = (n2 + *0 fi
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
S2 Type Enercrv shift Enercrv shift
0 Ll<a> -3.2912(k) -3.2907
1 Li -2.9249 -2.9244
2 Ll -2.5667 -2.5663
3 Ll -2.2169 -2.2164
4 L1 -1.8752 -1.8747
5 Ll -1.5418 -1.5414
6 Ll -1.2168 -1.2163
7 Ll -0.9000 -0.8996
8 Ll -0.5917 -0.5912
9 Ll -0.2918 -0.2914
10 Ll -0.0004 0.00002
11 Ll 0.2824 0.2828
17 R 0.5566 0.5570
16 R 0.8221 0.8225
15 R 1.0787 1.0792
14 R 1.3265 1.3269
13 R . 1.5651 1.5656
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12 R 1.7946 1.7950
10 L3 2.0147 2.0151
9 L3 2.2252 2.2256
8 *3 2.4259 2.4262
7 L3 2.6163 2.6167
6 L3 2.7962 2.7966
5 ^3 2.9651 2.9654
4 L3 3.1222 3.1224
3 L3 3.2666 3.2668
2 L3 . 3.3971 3.3972
1 L3 3.5115 3.5115
0 L3 .3.6062 3.6060
Notes for this table:
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10"5 Hartree.
1 Hartree - 219 474.84 cm"1.
TABLE 4.24
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ENERGY EIGENVALUES FOR n - 30. m ° 1 and u/\ ■ 4000
B = 2 Tesla 
a 2 = (n2 + *0 *
QUANTISED CLASSICAL 
PERTURBATION THEORY
— 2 Type Energy sh
0 -4.4293
1 Ll -3.9796
2 Ll -3.5383
3 Ll -3.1055
4 Ll -2.6810
5 Ll -2.2651
6 Ll -1.8577
7 Ll -1.4588
8 Ll -1.0687
9 Ll -0.6872
10 Ll -0.3144
11 Ll 0.0495
17 R 0.4045
16 R 0.7504
15 R 1.0873
14 R 1.4149
13 R 1.7332
QUANTUM 
PERT. THEORY 
Energy shift 
-4.4288 
-3.9792 
-3.5379 
-3.1050 
-2.6806 
-2.2646 
-1.8572 
-1.4584 
-1.0682 
-0.6867 
-0.3140 
0.0499 
0.4049 
0.7509 
1.0877 
1.4154 
1.7336
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11 l3 2.0420 2.0424
10 l3 2.3411 2.3415
9 l3 2.6302 2.6306
8 L3 2.9093 2.9097
7 L3 3.1780 3.1784
6 L3 3.4359 3.4363
5 l3 3.6827 3.6831
4 l3 3.9179 3.9182
3 l3 4.1408 4.1411
2 L3 4.3507 4.3509
1 l3 4.5463 4.5464
0 l3 .4.7259 4.7260
Notes for this table: .
(a) There are two types of librator (labelled and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10”5 Hartree.
1 Hartree ® 219 474.84 cm"1.
TABLE 4.25
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ENERGY EIGENVALUES FOR n » 30. m « 1 and v/\ = 5000
B = 2 Tesla 
e (H2 +
QUANTISED CLASSICAL ' QUANTUM
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 L i - 5 . 5 6 8 l ( b) -5.5677
1 l>x -5.0357 -5.0352
2 Lx -4.5118 -4.5114
3 Lx -3.9965 -3.9960
4 hx -3.4898 -3.4893
5 Lx -2.9917 -2.9913
6 Lx -2.5024 -2.5020
7 Lx -2.0218 -2.0214
8 Lx -1.5501 -1.5496
9 Lx -1.0872 -1.0867
10 Lx -0.6333 -0.6328
11 Lx -0.1883 -0.1879
12 Lx 0.2475 0.2479
16 R 0.6741 0.6745
15 R 1.0915 1.0919
14 R 1.4994 1.4998
12 L3 1.8978 1.8982
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11 l3 2.2865 2.2870
10 L3 2.6655 2.6659
9 1*3 3.0344 3.0348
8 L3 3.3930 3.3936
7 L3 3.7415 3.7419
6 l3 4.0792 4.0795
5 *3 4.4059 4.4062
4 L3 4.7212 4.7215
3 *3 5.0248 5.0251
2 1*3 5.3160 ' 5.3163
1 *3 5.5943 5.5946
0 l3 5.8588 5.8590
Notes for this table:
(a) There are two types of librator (labelled 1^ and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10“5 Hartree.
1 Hartree = 2 1 9  474.84 cm"1.
TABLE 4.26
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ENERGY EIGENVALUES FOR n = 30. m = 1 and u/\ = 10000
B » 2 Tesla 
A 2 = (n 2 +
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
— 2 Type Enercrv shift EneraY shift
0 -1.1266(b) -1.1266
1 L 1 -1.0323 -1.0323
2 Ll -0.9390 -0.9389
3 Ll -0.8465 -0.8464
4 *1 -0.7549 -0.7549
5 L 1 -0.6643 -0.6642
6 Li -0.5746 -0.5745
7 L 1 -0.4858 -0.4857
8 Ll -0.3979 -0.3978
9 Ll -0.3109 -0.3109
10 *1 -0.2249 -0.2248
11 Ll -0.1398 -0.1398
12 Ll -0.0557 -0.0556
13 Ll 0.0275 0.0275
15 R . 0.1097 0.1098
13 l 3 0.1909 0.1910
12 l 3 0.2711 0.2713
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11 *3 0.3505 0.3506
10 l 3 0.4288 0.4289
9 L3 0.5061 0.5062
8 l 3 0.5824 0.5825
7 *3 0.6577 0.6577
6 L3 0.7320 0.7320
5 l 3 0.8052 0.8051
4 L3 . 0.8773 0.8773
3 L3 0.9484 0.9484
2 l 3 1.0184 ' 1.0184
1 l 3 1.0873 1.0873
0 L3 .1.1550 1.1551
>tes for this table:
) There are two types of librator (labelled Lj
L3) and one type of rotator (labelled R). 
(b) Energy shift in units of 10"4 Hartree.
1 Hartree = 219 474.84 cm-1.
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TABLE 4.27
ENERGY EIGENVALUES FOR n ■ 30. m - 1 and u/X = 100000
B = 2 Tesla
&2 = (^2 + 11
PERTURBATION THEORY PERT. THEORY
n2 Type Energy shift Energy shift
0 -1.1389<b) -1.1389
1 Lx -1.0561 -1.0561
2 Lx -0.9734 -0.9734
3 Lx -0.8909 -0.8909
4 Lx -0.8084 -0.8084
5 Lx -0.7260 -0.7260
6 L-l -0.6437 -0.6437
7 Lx -0.5615 -0.5615
8 Lx -0.4795 -0.4795
9 Lx -0.3975 -0.3975
10 -0.3156 -0.3156
11 Lx -0.2338 -0.2338
12 Lx -0.1521 -0.1521
13 Lx -0.0705 -0.0705
15 R 0.0110 0.0110
13 L3 0.0924 0.0924
12 L3 0.1737 0.1737
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11 L3 0.2549 0.2549
10 L3 0.3360 0.3360
9 L3 0.4170 0.4170
8 L3 0.4979 0.4979
7 l3 0.5787 0.5787
6 l3 0.6595 0.6595
5 l3 0.7401 0.7401
4 l3 0.8206 0.8206
3 L3 0.9010 0.9010
2 l 3 0.9813 0.9813
1 L3 1.0616 1.0616
0 L3 . 1.1417 1.1417
Notes for this table:
(a) There are two types of librator (labelled I»i and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10"3 Hartree.
1 Hartree = 219 474.84 cm-1.
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TABLE 4.28
ENERGY EIGENVALUES FOR n = 30. m = 1 and v/\ « 1000000
B = 2 Tesla
a2 ~  (n2 +
QUANTISED CLASSICAL QUANTUM
PERTURBATION THEORY PERT. THEORY
S2 Type Enercry shift Enerov shift
0 Lx(a) -1.140l(b) -1.1401
1 L1 -1.0585 -1.0585
2 Ll -0.9770 -0.9770
3 Ll -0.8954 -0.8954
4 Ll -0.8139 -0.8139
5 Li -0.7323 -0.7323
6 Ll -0.6508 -0.6508
7 Ll -0.5693 -0.5693
8 L1 . -0.4878 -0.4878
9 Ll -0.4063 -0.4063
10 Ll -0.3247 -0.3247
11 L1 -0.2433 -0.2433
12 Ll -0.1618 -0.1618
13 L1 -0.0804 -0.0804
15 R 0.0110 0.0110
13 l3 0.0825 0.0825
12 l3 0.1640 0.1640
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11 ^3 0.2454 0.2454
10 L3 0.3268 0.3268
9 l3 0.4082 0.4082
8 L3 0.4896 0.4896
7 l3 0.5710 0.5710
6 L3 0.6524 0.6524
5 l 3 0.7337 0.7337
4 L3 0.8151 0.8151
3 l 3 0.8964 0.8964
2 l 3 0.9778 0.9778
1 l 3 1.0591 1.0591
0 L3 .1.1404 1.1404
Notes for this table:
(a) There are two types of librator (labelled L± and 
L3) and one type of rotator (labelled R).
(b) Energy shift in units of 10”2 Hartree.
1 Hartree = 2 1 9  474.84 cm”1.
0  7 7 /2  IT  3 7 7 /2  2 7 7
<k
Figure 4.1 The classification of states
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CORRELATION DIAGRAMS CONNECTING THE STATES OF THE 
DIAMAGNETIC EFFECT TO THOSE OF THE STARK EFFECT
Armed with the information contained in tables 4.1 
to 4.28 it is easy to construct a correlation diagram. 
What one must do is plot the data on a two-dimensional 
graph with the ratio parameter v/\ as abscissa and 
energy as ordinate (actually because the ratio parameter 
varies over six orders of magnitude I have 'chosen 
l o g ^ o ) as the abscissa). This produces a set of 
points arranged on lines of constant u/\. This much one 
could do with quantum mechanics. What one gained by 
doing the classical perturbation theory was a way to 
categorise the states: each state is unambiguously 
labelled by its type (the L^, L2/ Ri etc. of figure 4.1) 
and the value of its A2 quantum number. One should 
connect states of the same type and the same quantum 
number and that is what I have done in figures 4.2 and 
4.3. Figure 4.2 shows the evolution of the eigenvalues 
with increasing electric field for v/\ values from 1 to 
106. Figure 4.3 shows a smaller range of v/\ (100 to 
1000). In both figures coloured lines connect states 
with the same A2 quantum number: blue lines connect 
librators; red dashed lines connect L2 librators? green 
dashed lines connect L3 librators; the black dotted
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lines connect R2 rotating states and the open circles 
connected by dot-dash lines are R2 rotators.
The data in the tables were calculated with a 
magnetic field of 2 Tesla. As explained in footnote 26 
the energy spectrum scales quadratically with magnetic 
field and so, for fixed v/\, one can obtain the energy 
eigenvalues for any value of B from the data in the 
tables.
If the ratio parameter v/\ is large and the 
magnetic field strength is 2 Tesla then the 
corresponding electric field is huge. I pointed out in 
chapter one that a.large electric field strength will 
quickly ionise the atom and to be realistic I have 
scaled the data in figures 4.2 and 4.3.
There are many available scalings and the one I 
chose might be called the linear scaling. Figure 4.4 is 
a graph with abscissa v and ordinate A(i/)« There are 
two straight lines drawn on the graph. One line 
connects the points (0,Aq) and (vo/°)»* equation of 
this line is
A(i/) = -Ao/t'o**' + *0 (4*1)
The other line is a straight line through the origin.
The intersection of two such lines is used to define the 
A and v values used for each v/\ value. The procedure
1149
•xCv)
Figure 4.4 The scaling graph
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is as follows.
Let the A value corresponding to B = 2 Tesla be the 
Aq of figure 4.4. For v/x = 0 (the diamagnetic effect) 
and B = 2 Tesla the highest energy eigenvalue is 1.04274 
x 10“® Hartrees. Call this energy Wg. The Stark effect 
has an analytic solution in first order quantum 
perturbation theory4 and the highest energy Wg for given 
electric field parameter v (v = eE) and Coulomb quantum 
numbers n and m is
We = 3/2 i/n(n-m-l)
= 1260 v when n = 30 and m = 1
Choose the v 0 of figure 4.4 so that the largest Stark 
energy eigenvalue WE is equal to the largest diamagnetic 
eigenvalue Wg. This fixes t/g as Wg/1260 atomic units.
By fixing A0 and v$ one has fixed one of the lines of 
figure 4.4.
The data in the tables are plotted for fixed v / X.
In figure 4.4 lines of fixed v/x are straight lines of 
slope A/i/, choose only those lines that pass through 
the origin. As shown in the figure these lines cross 
the line 4.1 in one point P. For given v/X find the 
point P. The v and a values of the point P'define the 
scaled electric and magnetic field strengths for the 
chosen v/x .
151
FEATURES OF THE CORRELATION DIAGRAMS
(1) The degenerate states of the diamagnetic effect are 
split linearly by the Stark effect for small electric 
field but the non-degenerate states experience a 
quadratic Stark effect.
(2) As the electric field increases from zero, the L2 
librators disappear abruptly and are replaced by R^ and 
R2 rotors.
(3) The Rj rotors only exist in a small range of v/x 
values (approximately 300 to 400).
(4) There is an isolated Rj state at v/x = 300. This 
state, which is marked with a point, has an A2 quantum 
number of 23.
(5) At the critical value of v/x (about 480) the L2 
motion disappears and the Rj and R2 rotator states are 
no longer distinct.
(6) Rotating states are gradually displaced by and 
L3 librating states as the ratio becomes large. One 
rotor remains at the last plotted value of logio(v/x).
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(7) For very large v/x the states are equally spaced 
which is characteristic of the degenerate Stark effect.
(8) It very often happens that a state of one type 
evolves "smoothly” into a state of different type (see 
for example the evolution of the highest energy state).
CHAPTER 5 
THE FIXED POINT EVOLUTION FOR m = 0
Cacciani et aI13 recently reported an experimental 
determination of the energy spectrum of highly excited 
Lithium atoms which lie in parallel electric and 
magnetic fields. They also calculated the energy 
spectrum of n = 30, m =  0 Hydrogen atoms for a range of 
electric fields and a fixed magnetic field of 2.33 
Tesla. Figures 5.1 and 5.2 are reproduced from 
Cacciani1s paper.
Figure 5.1 shows the evolution of the energy 
eigenvalues with increasing electric field strength, F. 
The range of F shown in the figure corresponds to a 
range of \/v of 0 to about 800. The non-hydrogenic 
nature of lithium produces some fascinating structures 
in the spectrum and I refer you to Cacciani's paper for 
a discussion.
Figure 5.2 is a calculation for atomic hydrogen 
with the same range of electric field strength as in 
figure 5.1. After seeing the correlation diagrams of 
chapter 4, figure 5.2 is a familiar picture. It is 
strikingly similar to figure 4.3 of chapter 4.
Cacciani et al. used an elegant semiclassical 
theory first derived by Solov'ev14 to show that the 
classical dynamics of an electron in parallel electric
153
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Figure 5.1 The evolution of energy eigenvalues with 
increasing electric field, F.
(from ref. 13)
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Figure 5.2 A calculation of the evolution of energy
eigenvalues for n = 30, m = 0 hydrogen atoms 
(from ref. 13)
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and magnetic fields has an approximate constant of the 
motion which they labelled A^. a^ is related to the 
Laplace vector X (see chapter 2 section B for the 
definition of X) by the expression
A0 - 4A2 - 5(AZ - 0)2 + 502 (5 .1)
where 0 = 2 .4f/(n7)2 , f = F/(5.142 x 109 V/cm) and 7 = 
B/(2.35 x 105 Tesla). The parameter 0 measures the 
relative strength of the electric and magnetic field 
strengths. 0 is the counterpart in Solov'ev's theory of 
my parameter v / \. Solov'ev's theory is, in fact, 
formally equivalent to quantised first order classical 
mechanics and if he and I calculated the energy spectrum 
for the same set of parameters we would get the same 
results. In particular if I calculated the energy 
spectrum for the parameter values n=30 and m=0 the 
results would be exactly the same as those of Cacianni 
et a l .
For this reason I have not calculated the energy 
spectrum for n=30 and m=0 but I have found an 
alternative explanation of two criteria first found by 
Braun and Solov'ev -^5 but restated by Cacciani et al. in 
their 1986 paper.
In figure 5.2 there are three types of states 
labelled I, II and III. As the electric field F (or,
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equivalently, p) increases the states labelled IX begin 
one by one to disappear. When p = 1/5 the complete 
class ll has disappeared. Not shown on the diagram is 
the disappearance of class III but for p greater than 1 
only class I remains. If one translates these criteria 
(p = 1/5 and 1) into criteria for v/x, the result is v/x 
- 600 and 3000. These v/X criteria are directly related 
to the disappearance of fixed points in the (1 2/^2 ) 
pictures. To see this one must perform the fixed point 
analysis for m (alias 1^) =0.
A. THE EVOLUTION OF fl? .<i2) FIXED POINTS FOR m = 0 
When Ii = 0 the effective Hamiltonian 2.16 is
The fixed points of this Hamiltonian are those 
points that satisfy,
h =  { ( 5 I 3l- 3 0  + 5 ( 1 / - 1 /)  cos Z*x\
(5.1)
Io is zero if
There are four cases:
(1) $2 = 7f/2 for all l2
(2) <f> 2 = 3 tt/2 for all I2
(3) *2
nH11 for all <f>2
(4) If sin^ 2 satisfies
Sin =
3
IO (t ) X
1
In general given by
2 ‘ 2i?iT
»
What is the value of ^2 for the cases defined above?
Case 1
When <f>2 =“ n/2 equation 5.3 becomes
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If I2 ° 0 equation 5.4 is zero for all ^2, 
independent of v and A . Therefore the line I2 = o is a 
line of fixed points for any ratio i//A.
This can only be true if v/x > o  (if B and B point in 
the same direction). Solving 5.5 for I2 (i//a,I3) gives
If the ratio v/x and I3 are given, then equation 
5.6 gives an I2 value which together with ^2 “ */2 
defines a fixed point of the Hamiltonian 5.1.
Now, I2- is never less than 1^ which is zero in thiB 
analysis. The right hand side of equation 5.6 is the 
difference of two positive definite quantities. For 
fixed I3, the second terra on the right hand side of 5.6 
can be increased without limit by increasing v/x. 
Therefore, for fixed I3 there is a critical value of v/x 
for which I2 is zero; if v/x is increased beyond this
If I2 is not zero then ^2 is zero if and only if
or, rearranging this equation a little
(5.5)
I2 (5.6)
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value the fixed point disappears. Setting I2 = 0 in 
equation 5.6 gives
JL
a
-  2 1 ; (5.7)
If I3 (alias n) is 30 this critical value equals 
600 which is one of the criteria of Cacciani et a l.
Case 2
When 4 2 = 3jt/2 equation 5.3 gives
^  (5.8)
The analysis for case 2 is almost identical to that 
for case 1 . Again the line I2 = 0 is a line of fixed 
points.
*
If I2 is not zero then zero if and only if
XI. = - 3V
This requires that v/x is less than zero ( E and S 
point in opposite directions). Solving for I2 (v/A,13) 
leads to the same criterion as case 1. Notice that if 
v/x is greater than zero, case 1 is a fixed point and 
case 2 is not; if v/X is less than zero, case 2 is a 
fixed point and case 1 is not.
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Case 3
As I2 approaches I3 the second term in equation 5.3 
blows up unless ^2 approaches m- as fast or faster than 
7 (I32 “ I22)• It is not difficult to show that as I2 
approaches I3, sin^2 approaches zero like
13»
5 (% )
So, $2 approaches njr as I2 approaches I3 . Substituting 
the limiting behaviour for sin^2 in equation 5.3 gives 
after some algebra
- -2AI33 = —54000A
when I2 approaches I3 and approaches njr.
Therefore case 3 does not lead to a fixed point of 
the Hamiltonian.
Case 4
When sin^ 2 
given by
This is zero if and only if I2 is zero. Therefore the 
point defined by I2 = 0 and sintf2 - 3i//(10AI32) is a
_3_
10
(■£) 7- 1, the value of 60 is
= - 4 * T t 2
Sin cf2
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fixed point of the effective Hamiltonian 5.1.
The absolute value of sin^2 cannot be greater than 
one for a physically reasonable solution. Setting sin^2 
to unity in the fixed point expression gives, after a 
little rearrangement, a second criterion for v/x
*
.2._ ioi:
—  — — 3 (S.9)
If i//A is increased beyond this value the fixed point of 
case 4 disappears. When I3 = 30 this second critical 
value of v/x is 3000 which is the second criterion of 
Cacciani et si.
This completes the fixed point analysis for m = 0. 
To summarise the results of this chapter, the two 
criteria given by Cacciani et al. are directly related 
to the disappearance of two fixed points in the (1 2,^2 ) 
plane.
CHAPTER 6
SUMMARY AND THOUGHTS FOR FURTHER WORK
A. SUMMARY
I have presented a semiclassical calculation of the 
energy spectrum of a highly excited atom in parallel 
electric and magnetic fields. All semiclassical 
theories begin with the solution of classical equations 
of motion and end with the quantisation of the adiabatic 
invariants of the classical theory. I solved the first 
order classical perturbation theory equations of motion 
and quantised the classical action variables using 
Maslov's quantisation rule.
I showed that the results of this quantised 
classical theory agree well with those of quantum 
perturbation theory and showed that the recent results 
of Cacciani et al for n=30 and m=0 hydrogen atoms can be 
interpreted in terms of the disappearance of.the fixed 
points of an effective Hamiltonian.
The main results of this thesis are the data tables 
and correlation diagrams of chapter 4. The correlation 
diagrams show the connection of the states of the 
diamagnetic effect to those of the Stark effect. The 
diagrams, and the analysis that preceded them, show that
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there are five classes of motion in the (1 2^ 2 ) phase 
plane. I have found a critical value of the relative 
field strength parameter, v/x. If v/X is less than 480, 
all five types of motion are present and they are kept 
apart by three separatrices. The motion on one 
separatrix has infinite period while the motion on the 
other two is of finite period. If v/X is greater than 
480 the infinite period separatrix and two of the 
classes of motion disappear. For very large v/x two 
types of librational motion dominate although a small 
region of the phase plane is devoted to rotational 
motion,
B. FURTHER WORK
I have three suggestions for further work. My 
first suggestion is to examine the phase space contour 
plots for cases other than m=0 and m=l. In the 
diamagnetic effect, there exists a critical value of m 
above which no librational motion remains. Most likely 
something similar happens when both electric and 
magnetic fields are present. The analysis for higher m 
values should be straightforward using the methods I 
have outlined in this thesis.
My second suggestion is to calculate the energy 
spectrum by using the "exact0 classical trajectories
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obtained by time integration of Hamilton's equations 
rather than the first order trajectories I have used. 
Several methods exist for the quantisation of exact 
classical trajectories43 and these methods generally 
give excellent agreement with quantum mechanical 
calculations (when they are available!). A drawback of 
these quantisation algorithms is that they often require 
one to calculate many classical trajectories to high 
accuracy which can be expensive in computer time and 
storage.
My final suggestion is to examine the case when the 
electric and magnetic field vectors are at an angle to 
one another. The method 1 have used would not be very 
helpful in this case because Lz is no longer a constant 
of the classical motion. The exact classical techniques 
I mentioned above might be useful although they will 
certainly involve a great deal of work in this case. My 
understanding is that Meng-Li Du has started work on 
such an analysis; I wish him well.
APPENDIX li
Hamiltonian Mechanics and the Hamilton-Jacobi Theory
Newton's laws of motion describe the dynamics of a 
particle in an inertial reference frame. If cartesian 
co-ordinates are used and no constraint forces act on 
the particle, Newton's equations are usually 
straightforward to solve. If either condition is not 
satisfied, the equations may be difficult to formulate 
or solve.
For macroscopic objects the problem lies not in the 
theory, but in Newton's formulation of classical 
mechanics. Several reformulations of Newtonian 
mechanics exist which avoid the complications mentioned 
above: one such reformulation leads to Hamilton's 
equations
where H is the Hamiltonian and (q,p) is a shorthand 
notation for the variable set (q^,...,qn ,Pi,...,pn)•
In many cases Hamilton's equations are simplified 
by a transformation from the variable set (q,p) to a new 
set of variables. Under a general variable 
transformation the * equations of motion do not retain 
their ''canonical" form (equations Al.l) but
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transformations exist which leave the form of Hamilton's 
equations invariant. Such a transformations are said to 
be canonical: the goal of Hamilton-Jacobi theory is to 
find a canonical transformation to new variables (Q,P) 
in which Hamilton's equations are easily solved.
A necessary and sufficient condition for the 
transformation from (q,p) to (Q,P) to be a canonical 
transformation is that there exists a function F2 (q/P,t) 
such that44
where K is the Hamiltonian expressed in the new co­
ordinates and momenta. Substituting equations A1.2 into 
A1.3 gives
(A1.2)
with
K = H + Uk 
at (A1.3)
(A1.4)
The function F2 (q,P#t) is called a generating 
function: the equations A1.2 generate the canonical
168
transformation. Any function of the q and P may be 
chosen as the generating function. Suppose, however, we 
specify conditions that the new variables must satisfy. 
Then equation A1.4 is a first order partial differential 
equation for the particular generating function that 
leads to these conditions.
For example, suppose the system is conservative,
65 constant.
We could require the new Hamiltonian K to be independent 
of the new co-ordinates,
K = K(P).
Then
q . =  I K .  =  J i -  ( p  ••• p ^
and
f. = - IK = 0
d Q i
It would follow that
Qi = 0i t + )5i where is a constant (A1.5)
Pi <=• cci where «i is a constant (A1.6)
and K = E a constant.
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Since both Hamiltonians are time-independent, we 
may look for a time-independent generating function,
* 2 “ W(q,P).
With this choice equation A1.4 becomes
which is generally known as the time-independent 
Hamilton-Jacobi equation: if this equation can be solved 
for W(q,P), the transformation equations A1.2 together 
with equations A1.5 and A1.6 provide a complete solution 
of Hamilton's equations in the original variables.
For a number of important cases, including the 
Kepler problem, a solution of the time-independent 
Hamilton-Jacobi equation can be found by separation of 
variables. In this method, one supposes that W(q,P) can 
be represented as a sum of functions each of which 
depends on one of the co-ordinates (and, of course, on 
the conserved momenta, P),
e o (A1.7)
i.e. W(q,P) = W^(qx,P) + ... + Wn (qn,P) (A1.8)
If a solution of this type exists equation A1.7
reduces to n equations of the form,
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Fl( <3i, i y £) = (A1.9)
*1.1
which is a set of uncoupled first order ordinary 
differential equations. All such sets are reducible to 
quadratures.
The issue of separability of the Hamilton-Jacobi 
equation depends not only on the problem involved but 
also on the choice of generalised co-ordinates. For 
instance, the Kepler problem is separable in spherical 
polar and parabolic co-ordinates but not in Cartesian 
co-ordinates. No simple rules exist for determining 
which co-ordinate systems, if any, lead to separable 
Hamilton-Jacobi equations.
A complete solution of the time-independent 
Hamilton-Jacobi equation will contain n integration 
constants. One of these constants is trivial since 
equation A1.7 depends upon partial derivatives of W but 
not upon W itself. The (n-1) non-trivial integration 
constants together with E form a set of n independent 
arbitrary constants.
The constant momenta P of equation A1.6 can be 
chosen as any n independent functions of the n arbitrary 
constants, rf the problem is a separable one and the 
motion is periodic in each of the q^, one combination of
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the n arbitrary constants gives a special set of momenta 
called the action variables. These variables, denoted 
by 1^, are defined as
I j .  =  ( 2 * ) - 1 f  P i d q i  ( A 1 .1 0 )
where the circular integral is over one period of q^. 
Each action variable has the dimensions of an angular 
momentum.
If the constant momenta P of equation A1.6 are 
taken to be the action variables A1.10 then each 
conjugate co-ordinate has the dimensions of an angle. 
Accordingly, these co-ordinates are known as the angle 
variables and are denoted by In these variables,
equations A1.5 and A1.6 become
^  c fij[ t + Bi (Al.ll)
Ii = (2JT)"1 / Pidqi , a constant (A1.12)
In addition, the transformation equations A1.2 give
Pi ° d\V = d W  (Al.13)
At this point it is not obvious why the action and
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angle variables have been introduced. There are two 
reasons.
Firstly, the constant 0^ of equation Al.ll has a 
special significance. To see this let qj_ increase by 
one period while the other q's are kept fixed. The 
change in during this procedure is,
and, using equation A1.13 this becomes,
aic H s
%
Since the action variables are constants, the derivative 
with respect to can be brought outside the integral,
A: cf; =  _B_ (£ <U;
31; T Hj-
and, it follows from A1.13 that
Finally, the definition of the action variables A1.12 
shows that
A ; cp. =  2 lt A  I,- =  2H 5 ii <A1-15>
J 1 ai;. J J
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If is the period of co-ordinate q^, equations Al.ll 
and A1.14 give
which shows that is the frequency of motion of the 
co-ordinate q^. Thus, the action and angle variables 
provide a powerful method for obtaining the frequencies 
of motion without solving for the details of the 
dynamics. Once K(I) is known, the canonical equations 
together with equation Al.ll give the frequencies of 
motion as
The second reason for introducing the action and 
angle variables is more subtle and only came to the fore
pointed out that quantisation of a classical quantity 
was only appropriate if it was an adiabatic invariant. 
Adiabatic invariants are dynamical quantities which 
remain constant when parameters occurring in the 
Hamiltonian are changed slowly. Burgers46 showed that 
the action variables are adiabatic invariants. It
(A1.16)
0  • (A1.17)
when the old quantum theory was developed. Ehrenfest45
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follows that the action variables of classical mechanics 
are suitable objects for quantisation and in the old 
quantum theory this was achieved through the Sommerfeld- 
Wilson quantisation rules.
In recent years there has been renewed interest in 
adiabatic invariants: they have been found to play a 
role in fields as diverse as plasma physics and the 
theory of charged particle accelerators. This is one of 
many instances of the continuing usefulness of classical 
mechanics: the rumours of the death of classical physics 
have been greatly exaggerated.
APPENDIX 2 
THE KEPLER PROBLEM
In spherical polar co-ordinates, the Kepler 
Hamiltonian is,
H = —  I Pf2- + jC t Peg ) - -k-
V t 2* r^sln1^  I **
where
Pr a fir
p« “ A r ®
P# = / t r 1 suv*^ cf
and /j is the reduced mass.
If one takes
W(r,*,f) « Wr (r) + U s (0 ) + W ^ )  '
(A2.1)
(A2.2)
(A2.3)
(A2.4)
the time independent Hamilton-Jacobi equation separates 
into three ordinary differential equations
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+ — ?___  n  OL* (A2.6)
\ d &  J V. *
{ ' ( £ ) ’ ♦  > ]  -  T  -  E
which can be solved for the derivatives of w
%' - F» - ‘f
=  p* =  I « « -  * *
A *  si*1®-
i ^ r  =  fr =  / 2u.(e + 4 )  - <e
<*•<■ /J rx
The action variables are
I(J> =  ^  *tf =  <P “‘if *<?
(A2.8)
(A2.9)
(A2.10)
(A2.ll)
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~  j ?r*r = f -  ** (jLr (A2.13)
The first integral is trivial
—  2.TT oC^ p —  2 l\ p^ p (A2.14)
The second and third integrals are most elegantly 
performed by use of the method of residues. To evaluate 
A2.13 factor the integrand as
where r^in and rmax are the roots of the quadratic 
equation
and correspond to the turning points of the motion. The 
integrand of A2.15 is a double valued function having 
branch points at rmin and rmax. A branch cut can be 
taken between these points and the integration contour 
chosen to encircle the cut (see figure Al).
o (A2.16)
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Pr<0
min
Pr>0
► r
Figure A1
00
max
min
o
Figure A2
The residue method cannot be applied to such a 
contour but a lovely trick can be performed to make it 
applicable. Imagine wrapping the complex r-plane about 
the surface of a sphere, with origin at the south pole 
and any infinity at the north pole. The real r-axis 
becomes a meridian of the sphere (see figure A2).
The contour can now be considered as clockwise 
around the part of the sphere that excludes the cut.
The function is single valued away from the cut and the 
only poles are at zero and infinity. The residue at 
zero is easily seen to be
and the standard substitution z = 1/r shows the residue 
at infinity to be
Using A2.16 and the rule for the sum and product of the 
roots of a quadratic equation gives
2.
Thus, the integral A2.15 is equal to
rhift rwx
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**)
1 = 2 ^r \ p : r'1 ^ I (A2.17)
The same method can be used to evaluate 1^  and the 
result is
Ifl = 2jt (<xg ~ «^) (A2.18)
Equation A2.17 gives the fundamental dependence of 
the Hamiltonian upon the action variables; solving for E
E = - Zn
( I r + 2 tt< 0
(A2.19)
or, from A2.14 and A2.18
H = E = ,
( l r 4- 3^ + 1(f)
All of the frequencies are equal
2
JL = ilr = Sify - il-tp = 4~H /X ^ -- (A2.20)
( M V 1 *)*
The complete degeneracy of the bound motion is not 
surprising since we know the inverse square force law 
leads to closed orbits. The degenerate frequencies can
S-
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be eliminated by a canonical transformation to a new set 
of action and angle variables,
J1 ° / 2n 4>\ - 2jt - 4>g) (A2.21)
(A2.22)
I3 = (*r + *0 + I^)/2jr ^3 = 2ir^r (A2.23)
In these new variables the Hamiltonian A2.19 has 
the form
and two of the frequencies and n2 are zero. It 
follows that the corresponding angle variables ^  and $2 
are constants of the motion.
The action variables 1^ and I2 have simple physical 
meanings. Equations A2.4, A2.14 and A2.21 show that
(A2.24)
X
x “ A (A2.25)
which is the constant projection of the angular momentum 
vector on the polar or z-axis. Similarly, equations
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A2.9, A2.14, A2.18 and A2.22 lead to
2. X X 2. 4. /  * Z * 2 \
\  = p» +_&. = p +(© + ; (a2.26)
Thus, I2 is the magnitude of the angular momentum.
Since the Kepler problem is spherically symmetric the 
angular momentum vector Ii is conserved. The orbit is 
planar, with !■ normal to the orbital plane at an 
inclination i to the polar axis, where
cos i = 1^ / I2 (A2.27)
To find the physical meaning of the angle variables 
we need the generating function W as a function of the 
action variables. Equations A2.8 - A2.10 and A2.24 - 
A2.26 give
(A2.28)
The minus sign in the second term has been introduced to 
relate ^  to the ascending node.
For one finds
e I.
<?, = M  = <p + ( • /A—
ai, T J,4  e j i *  - 1 ^Cosec* &
where the lower limit of the integral has been chosen to 
be tt/2.
&  Cos c d #
<fj -  <p + Suf&J 1 -  Cos^ i Corec* <9
cot t  cosec* $  d©"
The substitution
sin u = cot i cot 0
reduces A2.29 to
<D -  cf -  t t ( ^ )
<p _ sin" 1 ( cot i Cot & )
(A2.29)
Consideration of figure A3 shows that u is the 
angle AOB: this follows because
Figure A3
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Thus $1 is the angle in the xy plane between the x- 
axis and the line of nodes OA. This angle is known as 
the longitude of the ascending node.
The angle variable 4> 2 is
ax,
Xtdr
r6- I z c(» f r*
' W - £ ' - £
(A2.30)
The 0 - integral can be evaluated easily as follows
„ &
® I * * ® - <L&
1 1 - cog-j 
V sina<S
and the substitution
sin a = cos 6/sin i
gives
r*
14 - CasT 
V  Sir*1®
= A ==  s i n ~ Y ^
\  S i n  1 /
(A2.31)
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Again, study of figure A3 shows that A is the angle 
AOC since,
Thus, A is the angular distance, measured in the 
orbital plane, of the moving particle from the ascending 
node, and
The Hamiltonian A2.24 is independent of I2. It 
follows that the conjugate angle variable <£2 a 
constant of the motion. Therefore, the r-integral in 
A2.32 must give the angular distance in the orbital 
plane of the particle from some fixed point on the 
orbit. This reference point is arbitrary since rg, the 
lower limit of integration, is arbitrary. A suitable 
choice of tq will fix the reference point at the 
perihelion of the motion and, with this choice, tf2 is 
the angular distance of the perihelion from the line of 
nodes. This angle is usually called the argument of the 
perihelion.
The orbit equation is best expressed in terms of r
sin a = cos e / sin i = J|C . AC = A_ = sin AOC
OC BC OC
(A2.32)
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and A. From A2.28
A. (-JO?) dr 
\ V  /
V r I.1 r*
using A2.24 gives
4\ =
dr
1
or
T 2 J'5
d
ZTTftJl
One knows that
= 2irJL
d t
and therefore
it. *4. at
dr 4r d<P3 J M _ j £ k x_ x,1r X,x r1
(A2.33)
(A2.34)
Also, since I2 is the magnitude of the angular 
momentum vector
188
T ,  =  j Kt' £ A
i t
(A2.35)
Eliminating dt between A2.33 and A2.34 gives
iA _
d t ’■ I M  _ jl!l - it
/v/ r t » r»
and therefore
A - A „  =
I, at
The substitution u = 1/r reduces this integral to a 
standard form
A- A„ = cos
f - 1  -
1
(A2.36)
If we define the constants
jixk.
(A2.37)
equation A2.36 can be re-expressed as
1 = r (1 + e cos (A —Aq ) )
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(A2.38)
This is the equation of an ellipse with one focus 
at the origin; e is the eccentricity of the ellipse and 
1 is the semi-latus rectum or parameter. The semi-major 
axis, a, of the ellipse is given by
a = _L = iL
I - e*
Earlier, the one frequency of the motion was shown
to be
SL - Jlk* 
ZlT I,
(A2.39)
and therefore, the period is given by
= l / n  = 2ltl* -
A *
(A2.40)
Equation A2.40 is Kepler's third law of planetary 
motion.
All that remains is to find the physical meaning of 
the angle variable, . Equation A2.33 gives
<Ps =
2TTJ1&
/^  - A "  -r It rv
2H^ I 12. r dr
r1,
juk. ^ k x
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Expressing the integrand in terms of a and e gives
2*tt I 3 S i r  <Lr
<P* = k J  2 ar -  rz-  aM i-e4)
2tt I3 -&r dr
[ a O + e H j ^ t r -  a O - O ]
Equations A2.37 and A2.39 show that
2 T T l 3 i l  _  J _  
k a
and
r ________ r Ar___________” 0L J ra(l+e)-r]^r«aCl.e)]
The substitution
r = a (1 - e cos «) (A2.41)
transforms the integral to
191
^3 = X (1 - e cos tf) dtf 
= $ - e sin $ (A2.42)
is called the eccentric anomaly. To understand the 
physical meaning of it is best to consult a diagram 
such as figure A4. In this figure the Kepler ellipse 
has been circumscribed with a circle of radius a. The 
point P is the instantaneous position of the particle.
P has been projected onto the circle at point Q. A 
Cartesian frame 17, £ is shown which has its origin at one 
focus of the ellipse and has the £-axis parallel to the 
semi-major axis of the ellipse. The eccentric anomaly ¥ 
is the angle subtended by the £-axis and the line 
connecting the centre of the circle C to the point Q.
To see this recall that the equation of the ellipse 
expressed in the co-ordinates tj and £ is
where the well-Jcnown formula for the distance between 
the centre and focus of an ellipse has been used.
1 (A2.43)
a*- b3-
Figure A4
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From the figure
cos *= ( J + a e J / a  (A2.44)
and
sin
■/
 ^_  ( % + a e )
a1
= (A2.45)
b
Inverting A2.44 and A2.45 for 1j and ^  provides,
S = a (a>s  -  e )
v s b s ln i |i  = a.J 1 - e surv tJ>
Therefore,
r 1 *  3 %  yf
or
- az( cost|j-e)% az(l-ea) s\n^
=r aX C 1 " e 005 + )2
r = a (1- e cos 2 ^ 1
which is the definition of « given as equation A2.41.
Finally, equation A2.33 leads to
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dcp3 = 2TT-& dt
which can be integrated to give
^3 = 2ff (t - t0)/r (A2.46)
Since 2n/r is the mean angular velocity of the 
orbiting particle, ^3 measures the angular distance, 
from an arbitrary point, of a particle which rotates 
with constant angular velocity and which passes through 
the reference point simultaneously with the actual 
particle. is known as the mean anomaly.
For reference,, the major results of this appendix 
are listed below.
1. The action variables !]_. Ig and X3
The action variables are constants of the motion.
(i) IX » Lz
(ii) I2 = L
(iii) where E is the Kepler
energy.
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2. The angle variables' 6 ]_. S o and <63
(1) ^  is the longitude of the ascending node.
<f>l - 4 - arcsin (cot i cot fl) 
where B and <f> are the polar angles of the 
orbiting particle and i, the inclination of the 
orbital plane to the polar axis satisfies
COS i = Ix/la
^  is a constant of the motion.
(ii) <f>2 is the argument of the perihelion.
<f>2 is a constant of the motion.
(iii) ^3 is the mean anomaly.
^3 2*r (t-tq ) / t  where r »
= ijr - e sin
and is the eccentric anomaly which satisfies 
r = a (1- e cos(» - «f0))
3. The parameters of the ellipse a. b. e and 1
T
(i) a = semi-major axis =
(ii) b = semi-minor axis »
(iii) e = eccentricity
■ M - iAt J i
5
T* ^(iv) 1 = parameter = X ,z
« a (1-e2)
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The orbit equation is
1 = r ( 1 + e cos (a - Aq ) ) 
where (A - Aq) is the angular distance, in the 
orbital plane, of the moving particle from the 
reference point A.
APPENDIX 3
TIME-INDEPENDENT CANONICAL PERTURBATION THEORY
Any integrable n-dimensional system can be 
described by a set of action and angle variables (lo'^o) 
and a Hamiltonian Hq CIq ) where here and subsequently any 
quantity with an arrow on the top is a collection of n 
scalars.
The frequencies of the motion are,
Hn0 = _ o with ~ D0t + /j (A3.1)
and the motion is periodic in each of the angle 
variables,
-4 -A
Z (0 2lTik*cpAl OU e <a3-2>_ k k
If such a system is perturbed slightly so that the 
Hamiltonian becomes
H = H0 + eHx (A3.3)
and if the perturbed system remains integrable then 
there must be a new set of action and angle variables 
(1,$) appropriate for the perturbed system.
The frequencies of this new problem are
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n - 3 H  with ? «= fit + j9 (A3,4)
ai
and the new elements of 1 are constants of the motion.
In the perturbed system the canonical variables 
(l0,?o) are no longer the action and angle variables. 
However, the co-ordinates are still the same periodic 
functions of the unperturbed angle variables. Equation 
A3.2 still holds because it represents the canonical 
transformation between (2o'?o) an<i (S'P) • But/ for the 
full Hamiltonian the 2q are not fixed and the ?0 are not 
linear functions of time. Notice that both ^ and ?q 
increase by unity when the appropriate co-ordinate goes 
through a cycle: ? does so linearly in time whereas 
increases in some complicated way.
The two sets of canonical variables (2q ,?o) and 
(2,$) are related by a canonical transformation whose 
generating function Y(?q ,2) is a solution of the time- 
independent Hamilton-Jacobi equation. If the 
perturbation is small, Y(?q /^ ) differs only slightly 
from the identity generator. Expanding Y(^Qr^) to first 
order in the perturbation parameter e gives,
Y(?q ,2) - ?0-2 + e Yitfo/S) (A3.5)
and the first order approximation to time-independent
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Hamilton-Jacobi equation is
He(a?J * 6H,(^’H) = £«^ (A3-6>
+ €E,(X)
Each term on the left hand side of A3.6 is a 
function of e through the derivatives of Y. A 
consistent approximation results from replacing Y in Hi 
by its zeroth order approximation,
Y = J 0-l
and by replacing Hq(Io) its first order Taylor 
expansion about T0 = If
H0 (l0) » H0( )
= h 0(1 + e aor)
3<Po
= H0(t) + e  a y  & H o ( i )  +•••
31
With these approximations A3.6 becomes
Collecting powers of e leads to,
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E0 « H0 (1 ) (A3.7)
Ej a O • ^
3 f e
(A3.8)
The first equation shows that one obtains the 
zeroth approximation to the perturbed energy by 
replacing 2g ky ^ ^he formula for the unperturbed 
energy. The second equation can be simplified by using 
the properties of the generating function Y.
One assumed that the generating function could be 
expanded in a perturbation series,
Since the original co-ordinate set (q,p) is 
periodic in each of the unperturbed angle variables $s0 
it must be that each of the Y^ is also a multiply 
periodic function of the ?0 that is
It follows that all derivatives of Y^ with respect to J q 
have no terms independent of and further that the 
mean of these derivatives over the ?0 are zero.
(A3.9)
I
(A3.10)
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Therefore if equation A3.8 is averaged over a unit 
cube in <Jo-sPace t*ie result is,
Eifl) = H i d o d ) (A3.11)
This equation says that the first order term in the 
perturbation series for the energy is the time average 
of the perturbation Hamiltonian over an unperturbed 
trajectory of the system.
From A3.8 and A3.11 the following condition holds
Hi - Hi is a known function of and ^ which, 
since it has zero mean over a unit cube in ^Q-space, can
Substitution of A3.10 and A3.13 into A3.12 gives
(A3.12)
be expressed as a multidimensional Fourier series of the 
form
m £ 3 (A3.13)
and therefore, the coefficients of the series for
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are
C*(i) (A3.14)
2 l U  (Q-c’ m )
This completes the calculation in first order 
perturbation theory: equations A3.7 and A3.11 give the 
first order approximation to the perturbed energy and 
equations A3.5 and A3.14 give the first order 
approximation to the generating function. Once one 
obtains Y^ from A3.14, the transformation from (?q ^ o) 
to (?,1) is known to first order in perturbation theory. 
Finally, equations A3.2 and A3.4 provide the q as 
functions of time.
Extension of these results to higher orders in 
perturbation theory is straightforward although the 
algebra becomes more and more demanding.
Of more fundamental concern is the convergence of 
the Fourier series for the unperturbed
problem is degenerate then there is at least one integer 
vector, m, for which the denominator of A3.14 is zero. 
The corresponding terms in the Fourier expansion blow up 
and the series diverges. Indeed, even if there is no 
exact degeneracy in the unperturbed problem, the 
denominator of A3.14 can be made arbitrarily small by a 
suitable choice of m. In light of these observations,
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convergence of the Fourier series would seem to be 
unlikely. I will return to this question later.
The case of exact degeneracy can be treated by a 
variation of the standard perturbation theory outlined 
above. When the unperturbed system has an exact 
degeneracy the degenerate frequencies can be eliminated 
by a transformation to a new set of action and angle 
variables. For example, in spherical polar co­
ordinates (r the Kepler Hamiltonian is
where the I's are the action variables as usually 
defined. The motion is completely degenerate, that is,
One can eliminate the degenerate frequencies by a 
transformation to the new set of action and angle 
variables defined in appendix 2:
H  =  - 2 - n V k 2'
(Ir + Ts+I,)1
n - nr - a# -
<j>l - 2n - <f>g)
<f>2 — 2n(4>ff ~ ^r)
*3 “ (xr + Ifl + x )^ / 2n 43 “ 2jr^ r
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In these variables, the Kepler Hamiltonian is
2.
H = -jsJl
and now,
, L *n3 = n = jut
2-nx,9
while
°1 = °2 “ ®
If a perturbation is applied to a degenerate 
system, those frequencies which were exactly zero in the 
unperturbed motion will be small but non-zero in the 
perturbed problem. Therefore, the perturbed motion 
contains terms with small frequencies, or equivalently, 
long periods. The corresponding angle variables are 
called 'slow variables' in contrast to the originally 
non-degenerate angle variables which are called 'fast 
variables'. For the perturbed Kepler problem there are 
two slow variables and one fast one.
In the standard perturbation theory given above one 
found a canonical transformation from the action and 
angle variables of the unperturbed problem to those of
205
the perturbed motion, (?,:£). For the degenerate problem 
one writes the full Hamiltonian as a perturbation 
series,
H = H0(I0) + eHx(?0,T0) + ... (A3.15)
but this time, before one proceeds, one averages the 
Hamiltonian over the fast angle variables. This gives
- R(V>
where the are the slow angle variables. The 
averaging procedure has, of course, eliminated the fast 
variables. Since H is independent of the fast 
variables, the corresponding action variables IE^ q are 
constants of the motion and equation A3.16 represents, 
in effect, a first order expansion of a p-dimensional 
Hamiltonian system where p is the number of slow angle 
variables. Further, since H q  is a constant it can be 
discarded and the effective Hamiltonian is of order e.
One can now proceed to write down and, hopefully, 
solve the time-dependent Hamilton-Jacobi equation for 
the effective system. The equation is
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(A3.17) 
'o
One can proceed as one did earlier provided that the 
effective Hamiltonian eH^ is separable, or at least 
integrable. If equation A3.17 is not separable or 
integrable, classical perturbation theory fails and one 
should look for some other approximation technique. It 
should be noted that if there is only one independent 
degeneracy condition for the unperturbed frequencies the 
effective Hamiltonian A3.17 is one-dimensional and the 
problem is, in principle, solved to first order.
This discussion of what can and what cannot be done 
for exactly degenerate systems has no bearing on the 
fundamental question posed earlier: do the 'small 
divisors' (fig m ) of equation A3.14 cause the Fourier 
series for Yi (Jq ,:E) to diverge? Poincare answered this 
question at the end of the last century with an elegant 
proof which showed that the series for is only semi- 
convergent. Nevertheless, the series can be truncated 
at some appropriate point and still give an accurate 
representation of the perturbed system for some finite 
period of time. Eventually however, Poincare's theorem 
shows that for systems of more than one degree of 
freedom, canonical perturbation theory must fail.
II, 4 ) •
APPENDIX 4 
CALCULATION OF <z>
Define
<Hj_> = ( t )'1 f x jdt i = 1,2,3
where the vector (xi,X2 ,X3) is the co-ordinate vector 
(x,y,z) and the circular integral is over one cycle of 
the Kepler motion.
The three components {<Hx>,<Hy>,<Hz>} form a vector 
which transforms under three-space rotations as
<B'> = A <fi>
Perform the following set of rotations:
(i) rotate by ^  about the z-axis 
(ii) rotate by i about the new x-axis 
(iii) rotate by ^2 about the new z-axis
then, in the rotated system, the positive z" axis 
coincides with 1 and the prbit is in the (xu,y") plane. 
The positive xM-axis passes through the perihelion.
By symmetry
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and since
it follows
but
and
<n»> o
o
<a»> = A ni ah  ai <a>
that
<a> = Aiii Aii Ai <n»>
cos^i
Ai = [ -sin^x cos^j 0 
0 0
A n
1 I
-sini
cos02 sin^2 0
Aiii “ | -sin^2 costf2 0
0 0 1
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If one evaluates the adjoints of the A matrices, 
direct matrix multiplication gives
<z> « <axii> sinl sin^2
<Hxn> is found by using equations 3-68 and 3-76 of 
Goldstein's classical mechanics book.
r =  ol ( I - e cos t|i )
and
olb -  (  | -  e cos i|> )
d-ty 2 m
In addition
II — Vx  = r cos y
where x is the true anomaly, $ is the eccentric anomaly 
and x and * a^e related by Goldstein's equation 3-77
cos yc - cos t\> - e 
1 - e cos
Therefore
<ax„> « ± f r cosy, <kk
fw
= JL I ^1-ecos^)(cos,\p-e) 4 
2m  J
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p2.-n
- e a  I (i +cos2,iJj) cJIa|>
21\ J„
It follows that
= - S e a  
2
<z> «= -3ea/2 sini sin^2
and substituting for e, a and sini gives
< * > *  - s i ,  f o - m w
APPENDIX 5 
PERTURBATION THEORY EQUATIONS OF MOTION
The equation of motion for the I *s and ^ 's are
X  = t e - i , * )  **2^
. -T- 3L
-  3 y i >
4>. =  1 +  €ii‘)
[ 21/ 2 I 2X* 2 /
2 1 *‘  M - i M - i V
4, = A i  11, (Si/- 3X1') - 51, (I/-1/) CO,
I
- 3 ^ 1 ,  — L^ ) . ^
cos2<ft
2<Pi^
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APPENDIX 6 
QUANTUM MECHANICAL MATRIX ELEMENTS
Within an n-manifold the matrix elements of z and 
(x2 + y2) are
(2VIX2*,.-!)
^ n t r r t U + ^ I n t ' ^  = - « > - 1 )\
I « * -  H _ A ' |  = 2
4 (2i>+l)(2e>-l)J(2V3) 
( 2 X - l ) ( 2 Z  + 3 )
where. =  S u p  ( S.t £ )
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