Modelo de red para la provisión de servicios convergentes por parte de operadores actuales de telefonía fija y/o móvil / Network model for the provision of converged services from existing telephony operators fixed and/or mobile by Quiza Montealegre, Jhon Jair
MODELO DE RED PARA LA PROVISIÓN DE SERVICIOS 
CONVERGENTES POR PARTE DE OPERADORES ACTUALES DE 
TELEFONÍA FIJA Y/O MÓVIL
JHON JAIR QUIZA MONTEALEGRE
UNIVERSIDAD NACIONAL DE COLOMBIA
FACULTAD DE INGENIERÍA
MAESTRÍA EN INGENIERÍA – TELECOMUNICACIONES
BOGOTÁ
2010
1
MODELO DE RED PARA LA PROVISIÓN DE SERVICIOS 
CONVERGENTES POR PARTE DE OPERADORES ACTUALES DE 
TELEFONÍA FIJA Y/O MÓVIL
JHON JAIR QUIZA MONTEALEGRE
Trabajo de tesis para optar al título de Magister en Ingeniería - 
Telecomunicaciones
Director: M.Sc. Mario Armando Rosero Muñoz
Docente Departamento de Ingeniería de Sistemas e Industrial
UNIVERSIDAD NACIONAL DE COLOMBIA
FACULTAD DE INGENIERÍA
MAESTRÍA EN INGENIERÍA – TELECOMUNICACIONES
BOGOTÁ
2010
2
Nota de aceptación
___________________________________
___________________________________
___________________________________
___________________________________
______________________________
Jurado
______________________________
Jurado
Bogotá D.C., 14 de mayo de 2010
3
Tabla de Contenido
 RESUMEN                                                                                                                              .............................................................................................................................8  
 INTRODUCCIÓN                                                                                                                  .................................................................................................................9  
1. MARCO TEÓRICO: CONVERGENCIA Y SERVICIOS CONVERGENTES                ..............11  
1.1.  ¿QUÉ ES CONVERGENCIA?                                                                                   .................................................................................11  
1.2.  BLOQUES CONSTITUYENTES DE LA CONVERGENCIA TECNOLÓGICA    ..13  
1.3. SERVICIOS CONVERGENTES                                                                                ..............................................................................14  
1.4. ESCENARIOS DE EVOLUCIÓN DE LA CONVERGENCIA                                 ...............................16  
1.5.  REFERENCIAS                                                                                                          ........................................................................................................17  
2. ANÁLISIS DEL SUBSISTEMA MULTIMEDIA IP                                                         .......................................................19  
2.1.  EL FRAMEWORK NGN DE LA ITU-T                                                                   .................................................................19  
2.1.1.  El NGN Release 1 del FGNGN                                                                           .........................................................................21  
2.1.2.  Modelo General y Arquitectura de NGN                                                             ...........................................................26  
2.2.  EL SUBSISTEMA MULTIMEDIA IP - IMS                                                            ..........................................................30  
2.2.1.  Origen de IMS                                                                                                      ....................................................................................................30  
2.2.2.  Arquitectura de IMS                                                                                             ...........................................................................................32  
2.2.3.  Operación de IMS                                                                                                ..............................................................................................34  
2.3.  Referencias                                                                                                                  ................................................................................................................38  
3. FACTORES A CONSIDERAR PARA ESCOGER UN MODELO DE RED 
CONVERGENTE                                                                                                                   .................................................................................................................39  
3.1.  TIPO DE OPERADOR                                                                                               .............................................................................................39  
3.1.1.  Operadores Fijos                                                                                                  ................................................................................................40  
3.1.2.  Operadores móviles                                                                                              ............................................................................................40  
3.1.3.  Operadores Híbridos Fijo - Móvil                                                                        ......................................................................41  
3.2.  PERFIL DE MIGRACIÓN DE LA RED DEL OPERADOR                                    ..................................41  
3.3.  ESTRUCTURA DE COSTOS DE LOS OPERADORES                                          ........................................45  
3.4.  SERVICIOS A PRESTAR                                                                                          ........................................................................................46  
3.5.  MADUREZ DEL MERCADO DE TELECOMUNICACIONES                              ............................46  
3.5.1. Mercado Categoría A                                                                                            ..........................................................................................47  
3.5.2. Categoría B                                                                                                            ..........................................................................................................47  
3.5.3. Mercado Categoría C                                                                                            ..........................................................................................48  
3.5.4. Mercado Categoría D                                                                                            ..........................................................................................48  
3.6.  REFERENCIAS                                                                                                          ........................................................................................................49  
4. ARQUITECTURAS DE REDES CONVERGENTES BASADAS EN IMS                     ...................50  
4.1.  ARQUITECTURAS 3GPP                                                                                         .......................................................................................50  
4.1.1.  Arquitectura 3GPP Release 5                                                                               .............................................................................51  
4.1.2.  Arquitectura 3GPP Release 8                                                                               .............................................................................58  
4.2.  ARQUITECTURA 3GPP2                                                                                         .......................................................................................61  
4.3.  ARQUITECTURA TISPAN                                                                                       .....................................................................................65  
4.3.1.  Capa de Transporte                                                                                              ............................................................................................67  
4.3.2.  Capa de Servicios                                                                                                 ...............................................................................................70  
4.4.  ARQUITECTURA MSF                                                                                             ...........................................................................................73  
4.5.  Comparación entre las distintas arquitecturas                                                             ...........................................................76  
4
4.6.  REFERENCIAS                                                                                                          ........................................................................................................79  
5. PROPUESTA DE MODELO DE RED PARA PROVISIÓN DE SERVICIOS 
CONVERGENTES                                                                                                                 ...............................................................................................................80  
5.1.  Valoración de las arquitecturas de red                                                                       .....................................................................80  
6. VALIDACIÓN DEL MODELO PROPUESTO BASADO EN IMS                                 ...............................82  
6.1.  DESCRIPCIÓN DEL ERICSSON SERVICE DEVELOPMENT STUDIO (SDS)   .82  
6.2.  DESARROLLO Y SIMULACIÓN DE APLICACIÓN IMS EN SDS                      ....................84  
6.2.1.  Inicio del ambiente de ejecución                                                                          ........................................................................85  
6.2.2.  Aprovisionamiento del CSCF                                                                              ............................................................................86  
6.2.3. Despliegue del proyecto en el servidor de servlets Sailfin                                    ..................................89  
6.2.4. Configuración de pruebas y realización de las mismas                                         .......................................90  
6.3. Ejecución del servicio y simulación de IMS                                                                ..............................................................92  
6.4. REFERENCIAS                                                                                                           .........................................................................................................96  
 CONCLUSIONES Y RECOMENDACIONES                                                                    ...................................................................98  
5
Lista de Figuras
Figura 1.1. La cadena de valor de los servicios de telecomunicaciones...............................12
Figura 1.2. Planos de la convergencia...................................................................................12
Figura 1.3. Bloques de las tecnologías e infraestructuras digitales que soportan la 
convergencia tecnológica......................................................................................................15
Figura 1.4. Escenarios de evolución de convergencia tecnológica.......................................17
Figura 2.1. Modelo general de alto nivel de las NGN..........................................................26
Figura 2.2. Arquitectura NGN ITU-T...................................................................................27
Figura 2.3. Arquitectura Core IMS.......................................................................................32
Figura 2.4. Procedimiento de registro en IMS......................................................................36
Figura 2.5. Procedimiento de inicio de sesión en IMS.........................................................37
Figura 3.1. Arquitectura de las redes tradicionales de los operadores telefónicos................42
Figura 3.2. Red de Próxima Generación...............................................................................43
Figura 4.1. Arquitectura de alto nivel de UMTS Release 5..................................................51
Figura 4.3. Arquitectura de servicios 3GPP..........................................................................57
Figura 4.4. Arquitectura de alto nivel de EPS.......................................................................58
Figura 4.5. Arquitectura de alto nivel de EPC......................................................................59
Figura 4.6. Arquitectura cdma2000......................................................................................62
Figura 4.7. Arquitectura detallada “todo-IP” cdma2000.......................................................64
Figura 4.8. Arquitectura Funcional NGN TISPAN..............................................................66
Figura 4.9. Capa de transporte NGN.....................................................................................67
Figura 4.10. Componentes comunes de la capa de servicio..................................................71
Figura 4.11. Funciones de recolección de datos y cobro dentro de la capa de la capa de 
servicios.................................................................................................................................73
Figura 4.11. Arquitectura MSF.............................................................................................75
Figura 5.1. Arranque CSCF..................................................................................................85
Figura 5.2. Arranque Servidor DNS.....................................................................................85
Figura 5.3. Arranque de servidores desde la perspectiva Visual Network...........................86
Figura 5.4. Configuración del servidor DNS........................................................................87
Figura 5.5. Configuración de iFCs........................................................................................87
Figura 5.6. Configuración de SPTs.......................................................................................88
Figura 5.7. Configuración de Perfil de Servicio...................................................................88
Figura 5.8. Configuración de Perfil de Usuario....................................................................89
Figura 5.9. Configuración del servidor de servlets...............................................................90
Figura 5.10. Servidor de servlets corriendo..........................................................................90
Figura 5.11. Test Agent.........................................................................................................91
Figura 5.12. Automated Testing Framework - ATF.............................................................92
Figura 5.13. Servicio IMS iniciándose..................................................................................93
Figura 5.14. Enviando mensaje a teléfono celular sin capacidades SIP...............................94
Figura 5.15. Mensaje recibido por el teléfono celular...........................................................95
Figura 5.16. Intercambio de mensajes SIP entre cliente y servidor......................................96
6
Lista de Tablas
Tabla 3.1. Estructura de costos de los servicios de telecomunicaciones...............................45
Tabla 4.1. Comparación de las arquitecturas de redes convergentes....................................77
Tabla 5.1. Valoración de arquitecturas de red candidatas.....................................................80
7
RESUMEN
El presente documento expone los resultados del proceso de análisis y comparación de las 
distintas  arquitecturas  de  red  propuestas  por  cuerpos  de  estandarización  como  3GPP, 
3GPP2,  TISPAN y MSF,  basadas  todas  en  el  Subsistema  Multimedia  IP  (IMS)  y  que 
cumplen  el  modelo  general  de  Redes  de  Próxima  Generación  dado  por  la  Unión 
Internacional de Telecomunicaciones. Un subconjunto de estas arquitecturas, encontradas 
como las más adecuadas, ha sido valorado en términos de un grupo de factores relevantes 
que los operadores de telefonía fija y/o móvil actuales deben considerar en el momento de 
querer  migrar  sus  redes  actuales  a  redes  que  soporten  la  provisión  de  servicios 
convergentes; de esta valoración se propone una de estas arquitecturas como la mejor, y 
posteriormente  se  valida,  desarrollando  para  tal  fin  un  servicio  que  es  probado  en  un 
entorno de software de simulación de IMS.
Palabras clave: Arquitecturas de Redes de Próxima Generación,  Servicios convergentes, 
Subsistema Multimedia IP – IMS, 
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INTRODUCCIÓN
La industria de las telecomunicaciones está teniendo un proceso de cambio fundamental, 
jalonado por el éxito de Internet, tanto a nivel del modelo de negocio, como de los servicios 
y  las  tecnologías  subyacentes.  La  omnipresencia  de  IP  en  las  redes  de  voz,  datos  y 
multimedia,  es  el  elemento  catalizador  de  la  convergencia  de  los  servicios  básicos  de 
telecomunicaciones que se está manifestando. Por otra parte, es evidente que los servicios 
de  voz,  que  habían  sido  la  fuente  de  ingreso  casi  exclusiva  para  los  operadores  de 
telecomunicaciones,  han  venido  decayendo  sustancialmente.  Los  operadores  han 
encontrado entonces en los servicios multimedia a los que tienen acceso los usuarios de 
Internet, una posibilidad de salvación económica.
Sin embargo, ni el modelo de negocio, ni los servicios ni las tecnologías de Internet son 
apropiados tal cual para los operadores de telecomunicaciones, ya que dada la naturaleza de 
red abierta y con poco control de Internet, carece de algunas características deseables para 
éstos: calidad de servicio (QoS) dependiendo del servicio, facilidades para facturación y 
cobro de servicios, posibilidad de implementar políticas de seguridad más robustas, entre 
otras.
En  vista  de  esta  situación,  diversos  cuerpos  de  estandarización  en  telecomunicaciones 
especificado  arquitecturas  de  red  que  tomando  las  ventajas  inherentes  de  una  red 
completamente IP como Internet, tratan de suplir las deficiencias encontradas en éstas. El 
actor principal de toda esta evolución es el Subsistema Multimedia IP (IMS), núcleo de 
todas las arquitecturas de Redes de Próxima Generación (NGN) que soportarán la provisión 
de servicios convergentes por parte de los operadores actuales de telefonía fija y móvil.
El propósito del proyecto que concluye con este documento es estudiar, analizar, comparar 
y  evaluar  las  arquitecturas  de  NGNs  que  están  especificando  estas  organizaciones,  y 
tomando en consideración un conjunto de factores relevantes para un operador de telefonía 
fija y/o móvil que desee migrar su red a una capaz de soportar la provisión de servicios 
convergentes, escoger una.
Este  documento  está  organizado  de  forma  que  facilite  a  los  jurados  verificar  el 
cumplimiento de los objetivos específicos de la propuesta de tesis presentada. 
El primer capítulo es el marco teórico, en donde se definen los conceptos de convergencia, 
convergencia tecnológica y servicio convergente, conceptos fundamentales en el desarrollo 
posterior del documento.
El segundo capítulo es una descripción breve del  framework NGN de la ITU-T y de la 
arquitectura y el funcionamiento de IMS. Este capítulo verifica el cumplimiento del primer 
objetivo específico.
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El tercer capítulo, dando cumplimiento al segundo objetivo específico, expone los factores 
relevantes que un operador de telecomunicaciones debe valorar para adoptar un modelo de 
red adecuado para la provisión de servicios convergentes.
El cuarto capítulo, describe y compara las arquitecturas de red propuestas por los cuerpos 
de estandarización de mayor reconocimiento en el mundo de las telecomunicaciones; como 
resultado de esta comparación, se escogen algunas arquitecturas, en detrimento de otras, 
que  aunque  están  en  capacidad  de  soportar  la  provisión  de  servicios  convergentes,  se 
encontraron  como  menos  adecuadas  que  las  escogidas.  Este  capítulo  verifica  el 
cumplimiento del tercer objetivo específico.
En el quinto capítulo se valoran las arquitecturas encontradas como las mejores candidatas 
a ser adoptadas por un operador que quiera proveer servicios convergentes, de acuerdo a 
aquellos factores expuestos en el capítulo tres, y se propone una de estas arquitecturas de 
red, como la mejor. Este capítulo verifica el cumplimiento del cuarto objetivo específico.
El sexto capítulo, describe el desarrollo de un servicio, bastante elemental, cuyo correcto 
funcionamiento  es  comprobado  dentro  de  un  entorno  IMS  simulado;  esto  valida  la 
arquitectura de red propuesta, verificando el cumplimiento del quinto objetivo específico.
El documento finaliza,  como es de obligatoria  observancia,  con un capítulo dedicado a 
conclusiones generales del trabajo realizado, y a recomendaciones sobre trabajos futuros en 
estos tópicos de comunicaciones.
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1. MARCO TEÓRICO: CONVERGENCIA Y SERVICIOS 
CONVERGENTES
En este primer capítulo se definen los conceptos de convergencia, convergencia tecnológica 
y servicio convergente, esto con el propósito de evitar ambigüedades posteriores en el uso e 
interpretación de los mismos en el resto del documento.
1.1.  ¿QUÉ ES CONVERGENCIA?
El concepto de convergencia ha sido de amplia utilización desde hace dos décadas por lo 
menos, particularmente por personas pertenecientes a la industria de las telecomunicaciones 
y las tecnologías de la información1, pero también por dirigentes políticos y de organismos 
multilaterales, esto último por su fuerte relación con otros términos de uso común en estas 
esferas:  Sociedad  de  la  Información  (SI)  y  Tecnologías  de  la  Información  y  las 
Comunicaciones  (TICs).  Por  ser  su  uso  tan  extendido  tiene  diversas  significaciones 
dependiendo del contexto en el cual se use y es frecuentemente malinterpretado. Esta es la 
razón  por  la  cual  se  explica  que  es  convergencia  desde  distintos  puntos  de  vistas, 
principalmente desde un punto de vista técnico y desde un punto de vista económico, social 
y político.
Desde el punto de vista técnico, Fowler [1] explica la convergencia como la tendencia hacia 
el  uso  de  un  medio  de  comunicación  común  para  la  provisión  de  múltiples  servicios, 
tendencia  que  promete  la  simplificación  de  los  sistemas  de  telecomunicaciones, 
permitiendo a los operadores de telecomunicaciones (telcos) y proveedores de servicios de 
telecomunicaciones (PSTs) ofrecer mejores y más flexibles servicios a sus usuarios. Así 
mismo,  identifica  cuatro  niveles  de  convergencia,  todos  estos  desde  un  punto  de  vista 
tecnológico:  a  nivel  de  transporte,  a  nivel  de  los  sistemas  de  conmutación,  a  nivel  de 
aplicación  (contenidos)  y  a  nivel  de  las  tecnologías  de  las  telecomunicaciones  y  la 
información.
 
Ya  desde  un  punto  de  vista  económico,  social  y  político,  en  el  Libro  Verde  sobre  la 
Convergencia [2], la Comisión Europea remite a la cadena de valor de los  servicios de 
telecomunicaciones e información (ver Figura 1.1), la cual nos lleva desde la creación de 
contenidos  a  su  entrega  final  a  los  clientes,  pasando  por  el  acondicionamiento  de  los 
contenidos y el suministro del servicio; en esta cadena de valor participan empresas de los 
sectores de las telecomunicaciones, los medios de comunicación [6]- especialmente los de 
radiodifusión de radio y televisión - y las tecnologías de la información, en principio en 
eslabones diferentes de la cadena. 
1Ya se menciona el término en el Libro Blanco sobre el Crecimiento, la Competitividad y el Empleo: Los 
Desafíos y Caminos hacia el Siglo XXI, publicado por la Comisión Europea en 1993.
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Figura 1.1. La cadena de valor de los servicios de telecomunicaciones
Fuente: Libro verde sobre la convergencia, Comisión Europea [2]
Figura 1.2. Planos de la convergencia
Fuente: Una Sociedad de la Información para Todos. El Potencial de la Convergencia Tecnológica en el 
Desarrollo de la Sociedad de la Información. Presidencia Española de la Unión Europea [4]
En contraposición a esta cadena de valor, aparece una nueva constelación (o red) de valor, 
en la cual las empresas incursionan en actividades diferentes a su objeto original, y para 
este propósito se asocia con proveedores, empresas de otros sectores,  clientes e incluso 
competidores,  dando  como  resultados   integración  vertical  y  horizontal  y  ofertas  de 
servicios complejos, que muchas veces trascienden los límites de la regulación vigente [3]. 
De aquí  se  desprende  el  concepto  de  convergencia,  como “el  proceso de  agregación  y 
combinación de los sectores de las telecomunicaciones, los medios de comunicación, y las 
tecnologías  de  la  información”  [2]. Para  la  Comisión  Europea,  la  convergencia  puede 
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apreciarse en cinco planos distintos [4]: tecnología, negocio, mercado, iniciativas públicas y 
regulación, siendo la convergencia tecnológica el factor “capacitador” y la convergencia 
regulatoria  el  factor  “catalizador”  que  posibilita  la  convergencia  en  los  demás  planos 
(Figura 1.2). Bajo esta perspectiva, la definición y los niveles de convergencia enunciados 
por Fowler corresponden al plano de convergencia tecnológica.
La Unión Internacional de Telecomunicaciones – Sector de Normalización (ITU-T) amplia 
aún más el alcance de la convergencia al incluir en su definición a la industria del ocio y los 
equipos electrónicos de entretenimiento en general [5], considerando la convergencia de los 
dispositivos electrónicos de consumo, aspecto apenas mencionado pero no tratado en el 
Libro Verde sobre la Convergencia; por ahora, parece que esta definición incluye a todos 
los  sectores  industriales  directamente  involucrados  en  el  fenómeno de  la  convergencia, 
aunque es muy probable que con el tiempo más sectores queden incluidos.
1.2.  BLOQUES CONSTITUYENTES DE LA CONVERGENCIA 
TECNOLÓGICA
La convergencia tecnológica es soportada por un conjunto de tecnologías, que a manera de 
bloques de construcción,  permiten a la concreción de tal  concepto.  Estas  tecnologías se 
interconectan  e  interoperan  entre  sí  gracias  a  la  estandarización  de  las  mismas. 
Precisamente,  dos  de  los  principales  obstáculos  a  la  convergencia  son  la  falta  de 
interoperabilidad derivada de una estandarización “débil” en los bloques sobre los que más 
depende la oferta final (aplicaciones, terminales y elementos de soporte al negocio) y, la 
ausencia de regulaciones claras sobre la interconexión y acceso a los anteriores, inspirada 
en una política de mínima intervención sobre el mercado [4].
La  hoja  de  ruta  o  roadmap  de  las  tecnologías  e  infraestructuras  digitales  agrupa  las 
tecnologías en los siguientes bloques principales [4]: 
• el  terminal  de  usuario,  interfaz  y  dispositivo  que  soporta  el  uso  y  acceso  a  la 
información; 
• el  acceso,  infraestructura  de  comunicaciones  situada  en  el  área  más  cercana  al 
usuario; 
• el transporte, que concentra el tráfico de las redes de acceso; 
• el  soporte  a  la  operación,  formado  por  el  resto  de  elementos  técnicos  de  la 
infraestructura de comunicaciones que son imprescindibles para realizar la oferta 
tecnológica; 
• el soporte al negocio, formado por aquellos elementos necesarios para llevar a cabo 
el modelo de negocio implícito a la oferta tecnológica; y, finalmente, 
• las  tecnologías  relacionadas  con  las  fuentes  de  información  o  contenidos,  que 
constituyen la base de la información que forma parte de la oferta que recibe el 
usuario.
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En la Figura 1.3 se muestran los elementos claves de la convergencia tecnológica junto con 
algunas de las principales tecnologías existentes para cada uno de estos elementos.
1.3.SERVICIOS CONVERGENTES
En el Libro Verde sobre la Convergencia se define como servicio convergente aquel que es 
“fruto  de  la  fertilización  cruzada  entre  sectores,  como  el  de  telecomunicaciones  y 
radiodifusión” [2]. Desde un punto de vista más tecnológico,  se entiende como servicio 
convergente aquel que “permite al usuario acceder a la información multimedia (voz, 
vídeo y datos) a  través de una única interfaz,  de forma ubicua,  transparente,  con 
calidad adecuada, y en múltiples contextos” [4]. Este última es la definición de servicio 
convergente a la que se acoge el autor del presente documento.
“El concepto de ubicuidad es una generalización de la movilidad y constituye la máxima 
expresión de la convergencia. Hace referencia a la posibilidad de acceder de forma similar 
a los servicios, aplicaciones y contenidos, de forma personalizada e independiente de la 
ubicación concreta del usuario o la red a la que esté conectado. Se trata de que el usuario 
tenga capacidad de acceder a su información y sus aplicaciones en cualquier lugar y desde 
cualquier red, empleando cualquier terminal y, en su caso, otros dispositivos de interfaz 
específicos.  Este  concepto  exige  fundamentalmente  capacidad  de  movilidad  y  de 
portabilidad  de  aplicaciones  y  contenidos,  interconexión  e  interoperabilidad  entre 
plataformas y operadores en sus máximos niveles, y la presencia de redes de proximidad 
que aíslen al terminal de la red de acceso que en cada momento sea accesible” [4].
Al  ser  fruto  de  la  convergencia  de  sectores  con  niveles  de  regulación  diferentes,  la 
clasificación  y  regulación  de  los  servicios  convergentes  no  es  clara  y  se  presta  a 
interpretaciones  legales  divergentes;  así,  mientras  que  los  servicios  de  información  (o 
informáticos) tradicionalmente no han estado sujetos a regulación (excepto tal vez, las que 
favorecen la competencia), los servicios de telecomunicaciones y de radiodifusión si han 
sido fuertemente regulados; con el advenimiento de la convergencia tecnológica, muchos 
servicios  nuevos  virtualmente  eliminan  la  frontera  entre  servicios  de  información  y 
servicios de telecomunicaciones, mientras que otros diluyen la clasificación entre servicios 
de telecomunicaciones básicos y de valor agregado, por lo que en ambos casos es difícil en 
principio establecer que normatividad aplica al comercio de tales servicios [7].
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Figura 1.3. Bloques de las tecnologías e infraestructuras digitales que soportan la convergencia tecnológica.
Fuente: Una Sociedad de la Información para Todos. El Potencial de la Convergencia Tecnológica en el Desarrollo de la Sociedad de la Información. 
Presidencia Española de la Unión Europea [4
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1.4.ESCENARIOS DE EVOLUCIÓN DE LA CONVERGENCIA
El concepto de ubicuidad añade una nueva dimensión a la convergencia, al contemplar la 
convergencia  como la  posibilidad que tiene el  usuario  de emplear  aplicaciones  no sólo 
accesibles dentro del ámbito de la intrarred de su operador, sino dentro de la extrarred de 
operadores,  exigiendo la  disponibilidad  transparente  para el  usuario  de las  aplicaciones 
convergentes a través de las redes de diferentes operadores [4].
A partir de las realidades tecnológicas, es posible caracterizar cuatro escenarios alternativos 
dotados  de diferentes  grados  de  convergencia,  donde cada  uno de ellos  representa  una 
evolución gradual en el uso de los elementos tecnológicos del roadmap de la convergencia. 
Estos cuatro escenarios son:
• Escenario 1. Oferta de servicios convergentes con plataformas independientes: En 
este, el usuario puede contratar los tres servicios más extendidos (voz, Internet y 
televisión), cada uno de ellos de forma individual, bien con un mismo operador o 
con diferentes, coexistiendo en cualquier caso tres plataformas independientes. En 
este escenario el usuario recibe sus servicios a través de tres interfaces diferentes 
que implican no poder acceder a aplicaciones convergentes. 
• Escenario 2. Oferta de servicios convergentes con una única plataforma. En este el 
usuario puede contratar los tres servicios más extendidos (Triple Play: voz, Internet 
y televisión) a un único operador, que los presta de forma integrada con una única 
plataforma,  si  bien se accede a cada uno de los servicios  de forma individual  a 
través de sus respectivas interfaces que implican no poder acceder a aplicaciones 
convergentes.
• Escenario 3. Oferta de servicios convergentes con una única plataforma. En este 
caso  el  usuario  contrataría  un  único  servicio  (aplicaciones  convergentes  que 
integran voz, Internet y vídeo, o bien un uso independiente de los anteriores) a un 
único operador que lo presta de forma integrada con una única plataforma. A los 
servicios  convergentes  se  accede  a  través  de  una  única  interfaz  que  permite  la 
simultaneidad de acceso a la información multimedia. Un ejemplo de este escenario 
sería tener una red integrada y un terminal de usuario tipo  set-top-box que integre 
Internet, televisión digital, voz y videoconferencia.
• Escenario 4. Oferta de servicios convergentes de forma ubicua. Ahora el usuario 
dispondría de las aplicaciones  convergentes  del  escenario anterior  pero,  además, 
podría cambiar su ubicación de forma natural sin importarle la red de acceso a la 
que  se  conecte  en  cada  momento.  El  usuario  con  un  único  terminal  accede  a 
aplicaciones convergentes y a sus servicios individuales, prestados por un proveedor 
que  gestiona  una  única  plataforma,  a  través  de  la  red  más  accesible  en  cada 
momento. Incluso el terminal puede convertirse, en ocasiones, en un mero interfaz 
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de red para los dispositivos de interacción más adecuados en cada momento, que 
por supuesto se conectan también mediante redes de proximidad.
Este  podría  ser  el  escenario  futuro hipotético  de las  comunicaciones  ubicuas  de 
cuarta  generación,  que  se  plantea  con  la  implementación  de  redes  de  próxima 
generación (NGN por sus iniciales en inglés).  Este es un escenario de momento 
inexistente  y  constituye  la  visión  a  largo  plazo  de  las  telecomunicaciones.  Los 
problemas  que  afronta  son  similares  a  los  del  escenario  3,  si  bien  la 
interoperabilidad,  interconexión  y  portabilidad  de  aplicaciones  y  contenidos 
adquieren una complejidad máxima.
En la Figura 1.4 se esquematizan los cuatro escenarios contemplados. De los 4 escenarios 
presentados,  los escenarios  3 y 4,  dado que son los únicos dónde realmente  se pueden 
prestar servicios convergentes; en la actualidad, los escenarios 1 y 2 son, en mayor o menor 
medida, una realidad en los mercados del mundo, y particularmente en Colombia.
Figura 1.4. Escenarios de evolución de convergencia tecnológica
Fuente: Una Sociedad de la Información para Todos. El Potencial de la Convergencia Tecnológica en el 
Desarrollo de la Sociedad de la Información. Presidencia Española de la Unión Europea [4] 
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2. ANÁLISIS DEL SUBSISTEMA MULTIMEDIA IP
El  crecimiento  inusitado  de  las  redes  celulares  y  de  Internet,  la  desregulación  y 
globalización del mercado de las telecomunicaciones que obliga a las compañías a ser más 
competitivas  en términos  de costos  y  satisfacción  del  cliente,  y  la  demanda  de nuevos 
servicios  que  tienden  a  la  convergencia,  impulsó  a  la  Unión  Internacional  de 
Telecomunicaciones, UIT, a idear y lanzar, a finales de los años noventa e inicios de este 
siglo, el concepto de Redes de Próxima Generación (NGN,  Next Generation Networks), 
como modelo de red que pudiera soportar estas necesidades.
Sobre  este  modelo  “ideal”,  múltiples  cuerpos  de  estandarización  han  propuesto 
arquitecturas “reales” de red, destacándose por la importancia relativa de la organización 
proponente en el mundo de las telecomunicaciones, las arquitecturas del 3GPP2, TISPAN – 
ETSI3 y 3GPP24. Todas estas arquitecturas tiene en común un componente fundamental en 
todas ellas: el Subsistema Multimedia IP, IMS.
Este capítulo está organizado de la siguiente forma: en primer lugar, se explica el modelo 
NGN  de  la  UIT-T,  cuyos  principios  de  alguna  forma  se  materializan  en  IMS;  a 
continuación se describe de forma sucinta la arquitectura de IMS, tal como lo proponen los 
Releases 7 y 8 de especificaciones de 3GPP, la organización que inicialmente concibió IMS 
como  parte  de  su  modelo  de  red  de  tercera  generación,  y  que  con  adaptaciones  y 
modificaciones consensuadas con las otras organizaciones, se ha convertido en un estándar 
de  facto  en  la  industria  de  las  telecomunicaciones;  por  último,  se  explica,  también  de 
manera breve el funcionamiento de IMS.
2.1. EL FRAMEWORK NGN DE LA ITU-T
En julio de 2003, la ITU-T organizó el taller llamado “Next Generation Networks: What,  
When and How?”, con la participación de representantes de la mayoría de los sectores de 
telecomunicaciones,  incluyendo reguladores,  fabricantes,  operadores  y  representantes  de 
grupos de usuarios. Una de las primeras dificultades encontradas fue que los asistentes al 
taller usaban el mismo término para llamar a las redes futuras, NGN, pero tenían una visión 
2 3rd Generation Partnership Project es el principal foro de estandarización de sistemas móviles 3G y 4G, 
evoluciones de UMTS. No tiene entidad legal, es un proyecto común de sus socios, y está formado por ETSI 
en Europa, ATIS en EE.UU., ARIB y TTC en Japón, TTA en Corea y CCSA en China.
3 TISPAN es el grupo de ETSI (European Telecommunications Standards Institute) dedicado a la 
estandarización de servicios y redes fijas, en particular en lo que se refiere a la evolución de redes de circuitos 
a redes de paquetes. Además, TISPAN es responsable de la convergencia de redes en ETSI y es el grupo que 
centraliza el trabajo en NGN.
4 De forma similar a como se estableció 3GPP (3rd Generation Partnership Project) para la estandarización de 
GSM y UMTS, la estandarización de los sistemas cdma2000 se realiza a través de un proyecto de 
colaboración, sin entidad legal, que han establecido cinco organismos de estandarización: ARIB, de Japón, 
CCSA, de China, TIA, de EE.UU., TTA, de Corea, TTC de Japón.
19
diferente de ésta;  esto hizo patente la necesidad de generar estándares globales para las 
NGN, necesidad a la cual los miembros de la ITU-T respondieron inmediatamente con la 
conformación  del  NGN  Joint  Rapporteur  Group (NGN-JRG),  al  interior  del  grupo  de 
estudio  13  (SG13),  con  la  misión  de  identificar  los  aspectos  clave  y  desarrollar  los 
estándares  fundamentales  para  el  desarrollo  de  un  marco  de  trabajo  para  las  NGN. 
Resultado de este trabajo son las recomendaciones Y.2001 y Y.2011, las cuales son ahora 
la base para  los estudios en NGN al interior de la ITU-T.
La recomendación Y.2001 define una NGN como “una red de conmutación de paquetes 
capaz  de  proporcionar  servicios  de  telecomunicaciones,  de  hacer  uso  de  múltiples 
tecnologías de transporte de banda ancha y con calidad de servicio (QoS), en la cual las 
funciones relacionadas con los servicios son independientes de las tecnologías de transporte 
subyacentes.  Esta  admite  acceso  sin  restricciones  de  los  usuarios  a  las  redes  y  a 
proveedores  de  servicios  competidores  y/o  a  los  servicios  de  su  escogencia.  Soporta 
movilidad  generalizada  lo  cual  permitirá  ofrecer  una  provisión ubicua  y consistente  de 
servicios a los usuarios” [1].
En la misma recomendación se definen las siguientes características fundamentales de las 
NGN:
• transferencia basada en paquetes;
• separación de las funciones de control en capacidades de portador, llamada/sesión, y 
aplicación/servicio;
• separación entre la prestación del servicio y el transporte, y la provisión de interfaces 
abiertas;
• soporte  de  una  amplia  gama  de  servicios,  aplicaciones  y  mecanismos  basados  en 
bloques  de  construcción  del  servicio  (incluidos  servicios  en  tiempo  real/de  flujo 
continuo en tiempo no real y multimedia);
• capacidades de banda ancha con QoS extremo a extremo;
• interfuncionamiento con redes tradicionales a través de interfaces abiertas;
• movilidad generalizada;
• acceso sin restricciones de los usuarios a diferentes proveedores de servicios;
• variedad de esquemas de identificación;
• percepción por el usuario de características unificadas para el mismo servicio;
• convergencia de servicios entre fijo y móvil;
• independencia de las funciones relativas al servicio con respecto a las tecnologías de 
transporte subyacentes;
• soporte de múltiples tecnologías de la última milla;
• la  conformidad  con  todos  los  requisitos  reglamentarios,  por  ejemplo  en  cuanto  a 
comunicaciones de emergencia, seguridad, privacidad, interceptación legal, etc.
En  junio  de  2004,  la  ITU-T  lanza  el  Grupo  Foco  en  NGN  (Focus  Group  on  NGN, 
FGNGN), con el propósito específico de  coordinar todos los aspectos de los estudios sobre 
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NGN, ya que en ese momento ya existían cuerpos de estandarización en diversas partes del 
mundo  trabajando  en  la  especificación  de  NGNs,  y  se  temía  que  estos  produjeran 
estándares que fueran incompatibles, redundantes o desfasados entre sí. Se espera que el 
FGNGN produzca “entregables” periódicamente,  llamados “releases” [2], concretamente 
referidos a los siguientes tópicos:
1. Arquitectura funcional de NGN, basada en la arquitectura IMS del 3GPP y el 
3GPP2, pero incluyendo soporte para accesos fijos y móviles de banda ancha.
2. Movilidad generalizada.
3. QoS
4. Control y señalización.
5. Capacidades de seguridad, incluyendo autenticación.
6. Evolución de las redes existentes a NGN.
En la primera reunión del FGNGN, se definió la conformación de siete grupos de trabajo 
(Working  Group, WG), cada uno con campos de acción específicos, los cuales cubren los 
tópicos enunciados anteriormente.
2.1.1.  El NGN Release 1 del FGNGN
Como se había indicado previamente, el trabajo del FGNGN se fundamenta en releases con 
objetivos claros y fechas objetivos. El release 1, el cual está conformado por un conjunto de 
recomendaciones fruto del trabajo de cada uno de los siete WG en que está organizado el 
FGNGN,  es  el  primer  paso  encaminado  a  la  elaboración  de  un  marco  de  trabajo  –
framework – completo de servicios, capacidades y funciones de red que constituyan una 
NGN de acuerdo a lo descrito en la Recomendación Y.2001, asegurando una arquitectura 
flexible  que  soporte  futuras  mejoras  y  releases con  un  mínimo  impacto  en  las 
características  esenciales   del  framework de  las  NGNs.  El  documento  “FGNGN NGN 
Release  1  Scope”  [3]  proporciona  una  visión  de  alto  nivel  del  release completo.  Este 
documento está organizado en términos de ámbito objetivo, servicios y capacidades a ser 
desarrolladas en un tiempo cercano.
2.1.1.1.  Características principales
En  esta  sección  se  resumen  las  características  principales  definidas  en  el  ámbito  de 
operación del NGN Release 1. 
El  framework de NGN soporta arquitecturas de red cuyo objetivo es el ofrecimiento de 
servicios sobre una capa de red IP5 unificada. La capa 2 de transporte tiene que soportar 
múltiples  redes de acceso,  y  una variedad de tipos de terminales  fijos  y móviles.  Los 
5 Aunque evidentemente, los datagramas IP pueden ser transportados a su vez sobre múltiples tecnologías de 
red, como ATM, Ethernet, o incluso directamente sobre SDH y WDM.
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servicios están separados de la capa de transporte en una capa aparte, y no se limitan a 
aquellos ofrecidos por el operador que proporciona el acceso a la red (home network), sino 
que se pueden ofrecer de múltiples proveedores.
Un  aspecto  clave  es  el  cumplimiento  de  los  requerimientos  de  QoS  de  las  distintas 
aplicaciones, para lo cual se necesita una estrecha coordinación al interior de la capa de 
transporte, tanto en el segmento de acceso como en el núcleo de la red. En este sentido el 
Release 1 define un conjunto inicial de requerimientos, arquitecturas, mecanismos y guías 
para permitir ofrecer QoS extremo a extremo.
Otros dos aspectos críticos son la seguridad, tanto de los usuarios finales como de la red en 
sí  misma,  y la  gestión de todos los componentes  relacionados con la  prestación de los 
servicios y la operación de la red. En cuanto al primer aspecto, el Release 1 contiene una 
especificación de requerimientos de seguridad de acuerdo con la Recomendación X.805 de 
la ITU-T, que incluyan las siguientes  dimensiones:  control  de acceso,  autenticación,  no 
repudio, confidencialidad de datos, integridad de datos, disponibilidad y privacidad. En el 
segundo aspecto,  se  debe  soportar  el  monitoreo  y  control  de  los  servicios  NGN y los 
componentes de red relacionados con el transporte y/o el servicio gracias al intercambio de 
información  de  gestión  a  través  de  interfaces  entre  componentes  NGN  y  sistemas  de 
gestión, entre sistemas de gestión que soporten NGN, y entre componentes NGN y personal 
de proveedores de servicios y operadores de red. Debido a la complejidad de este último 
aspecto, existe otro grupo especializado de la ITU-T, el NGN Management Focus Group, el 
cual en cooperación con el FGNGN y con el Grupo de Estudio 4, trabaja en la definición de 
objetivos reales y sus correspondientes soluciones.  Este trabajo incluye,  por ejemplo,  el 
aprovisionamiento  de  capacidades  para  la  administración  de  componentes  de  servicios 
NGN independientes de los componentes de transporte NGN subyacentes, personalización 
de  servicios  de  usuario  y  creación  de  nuevos  servicios  a  partir  de  las  capacidades  de 
servicios  predefinidas,  y  mejoras  al  servicio  tales  como  auto-aprovisionamiento, 
permitiendo a los proveedores de servicios reducir  el  tiempo para el  diseño,  creación y 
lanzamiento de nuevos servicios.
Se contemplan  dos  tipos  de movilidad:  una  generalizada,  la  cual  se  entiende  cómo la 
capacidad  de  utilizar  diferentes  tecnologías  de  acceso  en  diferentes  lugares  aunque  el 
usuario y/o el equipo terminal puedan estar en movimiento, lo que permite a los usuarios 
utilizar y gestionar coherentemente sus aplicaciones/servicios de usuario al atravesar las 
fronteras de red existentes; y por otra parte, el  nomadismo, definido como la movilidad 
personal6 o de terminal7 sin mantenimiento de sesiones activas de servicios. El primer tipo 
6 Se entiende por movilidad personal aquella en la cual el usuario cambia de terminal para acceder a la red 
desde diferentes localizaciones. La habilidad del usuario de acceder a los servicios se basa en su identificación 
personal; y la capacidad de la red de proporcionar aquellos servicios está delineada por el perfil de servicio de 
los usuarios. 
7 Se entiende por movilidad de terminal aquella en la cual el mismo equipo terminal se mueve o es usado en 
diferentes localizaciones. Se basa en la habilidad del terminal acceder a los servicios mientras está en movi-
miento y en la capacidad de la red de identificar y localizar al terminal.
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de movilidad es soportado de manera nativa al interior de las redes móviles, mientras se 
espera que el segundo tipo sea soportado  dentro y entre redes fijas y móviles.
Las aplicaciones y servicios al usuario final en el entorno NGN están diseñados para ser 
fácilmente creados en un ambiente abierto tanto para operadores como para terceras partes. 
Un marco de provisión de servicios flexible permitirá la implementación de servicios de 
valor agregado haciendo uso de las capacidades del núcleo de la red sin ningún sesgo. Estas 
capacidades  serán  accesibles  a  través  de  Interfaces  de  Programación  de  Aplicaciones 
(APIs)  públicas  y  características  que  proporcionen  métodos  de  acceso  consistentes  a 
aquellas.  El  Release  1  apunta  a  soportar  interfaces  para  servicios  basados  en  la  red 
inteligente  convencional8,   basados  en  SIP9,  y  ambientes  de  servicios  abiertos  como 
OSA/Parlay,  OMA,  etc.,  las  cuales  incluyen  capacidades  adicionales  como  soporte  al 
usuario  final,  por  la  compatibilidad  entre  servicios,  para  que  este  pueda  suscribirse  a 
diferentes proveedores y acceder de diferentes redes de acceso.
2.1.1.2.  Los Servicios
Entre muchos tipos de servicios, el NGN Release 1 soporta los siguientes:
Servicios multimedia: El Release 1 apoyará comunicaciones conversacionales en tiempo 
real (más allá de los de voz) y comunicaciones no en tiempo real. Esto incluye, pero no se 
limita a, la entrega extremo a extremo de comunicaciones usando más de un medio. Los 
ejemplos incluyen:
• Servicios  de mensajería:  mensajería  inmediata  (IM),  servicio de mensajes  cortos 
(SMS), servicio de mensajería  multimedia (MMS), etc.
• Push to talk10
• Servicios multimedia interactivos punto a punto (ej. videotelefonía,).
• Servicios interactivos colaborativos de comunicación (conferencia multimedia con 
archivos y aplicaciones compartidas,  juegos).
• Servicios de contenidos (radio y video, música y video bajo demanda, distribución 
de TV,  distribución de información financiera, imágenes, publicidad electrónica).
• Servicios por demanda (push-based services) 
• Servicios de broadcast/multicast. 
• Servicios de hosting y de tránsito para empresas (IP Centrex, etc.). 
8 La cual esta soportada por la pila de protocolos SS7
9 Protocolo de Iniciación de Sesión, definido en el RFC 3261 como un protocolo de control, pensado para la 
creación, modificación y terminación de sesiones, con uno o más participantes.
10 Servicio en el cual los usuarios utilizan su terminal móvil celular como si se tratase de un “walkie-talkie”: si 
el usuario quiere hablar con uno o varios usuarios tendrá que pulsar un botón y su voz se transmitirá al resto 
de participantes en la conversación. La comunicación que se establece es semidúplex. Como se proyecta, el 
servicio no se queda sólo en la voz, sino que utiliza servicios de mensajería para realizar operaciones como 
gestión de grupos y listas, solicitud de conversaciones de grupos y chats.
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• Servicios informativos (ej. información del cine, estado del tráfico). 
• Presencia y servicios generales de notificación.
• Servicios basados en locación.
Servicios de emulación de PSTN/ISDN: Permite a los terminales de las redes telefónicas 
convencionales continuar utilizando los servicios de telecomunicación existentes mientras 
que estén conectados a una NGN. El usuario debe tener una experiencia idéntica a la que 
tenía cuando hacia uso de los servicios de las redes PSTN/ISDN. 
Servicios de simulación PSTN/ISDN:  Permite a los terminales NGN en una red NGN 
utilizar  servicios  de  telecomunicación  similares  a  los  servicios  convencionales 
PSTN/ISDN. Los servicios simulados pueden no tener la funcionalidad completa definida 
para PSTN/ISDN, y pueden no utilizar los mismos modelos de llamada de PSTN/ISDN o 
los mismos  protocolos de señalización. 
Otros servicios: Esta categoría trata sobre todo los servicios de datos comunes a las redes 
de  paquetes.  Los  ejemplos  incluyen  los  servicios  de  redes  privadas  virtuales  (VPN), 
servicios  de  comunicación  de  datos  (ej.,  transferencia  de  ficheros  de  datos,  email,  y 
navegadores Web), aplicaciones en línea (ej., e-commerce), servicios de redes de sensores, 
servicios de telecontrol  (ej.  Aplicaciones  de control  para el  hogar,  telemetría,  alarmas), 
gestión de dispositivos a través de la red. 
Acceso a Internet: Una NGN no debe inhibir el acceso del usuario a Internet a través de 
los mecanismos existentes. Dentro del alcance de las NGN está el dar soporte a servicios de 
Internet que incluyan transparencia extremo a extremo e interacciones peer-to-peer.
Servicios de interés público: Estos servicios pueden ser aplicables a NGNs requeridas para 
apoyar servicios públicos. La NGN debe proveer estos servicios de conformidad con las 
regulaciones  nacionales  y  regionales  y  con  los  tratados  internacionales.  Entre  estos 
servicios se tienen:
• Interceptación legal.
• Rastreo de  llamada.
• Identificación del usuario, y ocultamiento de la identidad de este.
• Comunicaciones de emergencia.
• Usuarios con inhabilidades.
• Selección del proveedor del servicio.
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2.1.1.3.  Las Capacidades
Es  esencial  el  concepto  de  capacidades  como  un  sistema  de  bloques  básicos  para  el 
aprovisionamiento de las características de servicio NGN. NGN proporcionará un sistema 
estándar  de  capacidades.  Una  manera  posible  de  caracterizar  estas  capacidades  es 
distinguirlas  en  dos  grupos,  uno  que  constituye  las  capacidades  básicas,  y  otro  que 
constituye las capacidades de soporte de servicio. Con respecto a la arquitectura de NGN en 
capas,  las  capacidades  básicas  se  relacionan  principalmente  con  la  capa  de  transporte, 
mientras que las capacidades de  soporte de servicio se relacionan principalmente con la 
capa de servicio (esta distribución en capas se tratará más a fondo cuando se explique la 
arquitectura  de  NGN).  Las  capacidades  básicas  incluyen:  Direccionamiento  de  red, 
encaminamiento, autentificación, autorización y contabilidad (AAA), gestión de la clase de 
tráfico y de prioridades, y gestión de recursos. 
Las capacidades de soporte de servicio son generalmente combinadas con otras capacidades 
o servicios para mejorar la funcionalidad, aunque algunas veces pueden ser utilizadas como 
servicios por sí mismas. Dentro del conjunto posible de estas, las que se consideran críticas 
para soportar las características de NGN Release 1 son:
• Presencia:  Atañe  a  la  información  del  estado  de  cada  usuario  o  dispositivo 
conectado con la NGN. La presencia incluye  información tal como localización 
(longitud y latitud), lugar (oficina, hogar, o exterior), tipo de acceso (dialup, DSL, 
fibra, o radio),  tipo de terminal  (celular o PC), disponibilidad (ocupado o libre), 
condición del acceso (congestión o disponibilidad del recurso), etc.
• Administración  de  grupo:  Se  ocupa  de  la  administración  segura  y  eficiente  de 
grupos  de  entidades  de  la  red.  Los  servicios  de  VPN  proporcionados  por  los 
operadores de red constituyen un caso típico que requeriría esta capacidad.
• Broadcast/multicast: Permite entregar contenidos a múltiples usuarios en un mismo 
tiempo usando la difusión multicast o broadcast.
• Manejo de mensajes: Trata con la gestión de flujos de datos basados en mensajes, 
tales como los servicios de mensajería mencionados en el numeral anterior.
• Manejo de sesión: Tiene que ver con la configuración y terminación de sesiones 
extremo a extremo,  y la coordinación de las labores relacionadas,  tales como la 
búsqueda de usuarios destinatarios, el establecimiento de controles de acceso, y el 
control  en  la  asignación  de  recursos.  Esta  capacidad  aumenta  su  complejidad 
cuando se establece una comunicación multimedia entre diferentes usuarios cada 
uno con diferentes grados de servicio.
• Gestión de dispositivos: Permite protocolos de  gestión de  red y otros mecanismos 
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para la administración robusta de los dispositivos terminales y sus usos sobre una 
variedad de portadores durante el ciclo de vida completo de los terminales y de los 
usos. Un aspecto de esta capacidad es el aprovisionamiento del dispositivo, por el 
cual un dispositivo es configurado inicialmente con un mínimo de interacción por 
parte del usuario.
• Push:  Usada para transmitir  datos  desde una fuente  a  un destino sin  que media 
acción previa de este. Esta transmisión puede activar aplicaciones en el terminal del 
destino. Un ejemplo típico es el servicio de push to talk en las redes celulares, el 
cual emula el servicio de los operadores de trunking.
2.1.2.  Modelo General y Arquitectura de NGN
2.1.2.1.  Modelo General de Alto Nivel
La Recomendación Y.20111 [4] de la ITU-T proporciona un marco general para el modelo 
arquitectónico necesario para obtener las características básicas de una NGN, tal como es 
descrita en la Rec. Y.2001. De esta forma, se proporcionan los cimientos para el desarrollo 
de modelos funcionales para los servicios basados en NGN.
La arquitectura  de NGN presenta  diferencias  fundamentales  con respecto al  modelo de 
referencia básico para la interconexión de sistemas  abiertos (OSI BRM), definido en la 
Recomendación X.200 de la ITU-T, entre las que se tiene: El número de capas no es siete; 
las  funciones  de las  capas  individuales  pueden no corresponder  a  las  del  modelo  OSI; 
ciertas  definiciones/condiciones  prescritas  o  proscritas  en  el  OSI  BRM  pueden  no  ser 
aplicables; los protocolos implicados pueden no ser protocolos de OSI (un ejemplo notable 
es IP); el cumplimiento de algunos requerimientos OSI BRM puede ser inaplicable.
De acuerdo  con  la  definición  dada  en  la  Rec.  Y.2001,  es  claro  que  en  las  NGNs  los 
servicios están separados del transporte, por lo que se determinan dos “estratos”, uno de 
servicios  NGN  y  otro  de  transporte  NGN.  Además,  se  considera  conveniente  dividir 
funciones en dos planos distintos: uno que abarca todas las funciones de control, y el otro 
todas las funciones de gestión; este agrupamiento permite el relacionamiento funcional y el 
flujo de información entre funciones dentro de un grupo dado. De esta forma, se desarrolla 
un modelo de alto nivel,  ilustrado en la Fig. 2.1., que demuestra cómo las funciones se 
pueden agrupar para los propósitos del desarrollo del sistema [5].
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Figura 2.1. Modelo general de alto nivel de las NGN.
Fuente: Knightson Keith, Morita Naotaka.  NGN Architecture: Generic Principles, Functional Architecture, 
and Implementation. IEEE Communications Magazine.  October 2005
2.1.2.2.  Arquitectura NGN
En la  Fig.  2.2.,  se  muestra  la  arquitectura  detallada  de NGN,  la  cual  fue  en  principio 
esbozada por el ETSI TISPAN11 y la ITU-T FNGN [2], y que se recoge en el Release 12 de 
NGN. De acuerdo con lo planteado en la Rec. Y.2011, la arquitectura NGN se separa en 
dos  estratos  o  capas:  La  capa  de  servicio  y  la  capa  de  transporte;  adicionalmente  se 
encuentran entidades que realizan funciones de administración y funciones de usuario final. 
11 European Telecommunications Standard Institute, Telecommunicactions and Internet Converged Services 
and Protocols for Advanced Networking.
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Figura 2.2. Arquitectura NGN ITU-T.
Fuente: Knightson Keith, Morita Naotaka.  NGN Architecture: Generic Principles, Functional Architecture, 
and Implementation. IEEE Communications Magazine.  October 2005
Se pueden observar tres interfaces importantes: la interfaz de aplicación a la red (ANI), la 
cual permite la provisión de servicios de diversos proveedores; la interfaz de usuario a la 
red (UNI) y por último la interfaz red-a-red (NNI), por medio de la cual la NGN se puede 
interconectar con otras redes.  
En las siguientes secciones se presenta brevemente las funciones de cada una de las capas o 
componentes de la arquitectura NGN.
2.1.2.3.  Funciones de la Capa de Transporte
La  función  de  la  capa  de  transporte  es  proporcionar  conectividad  para  todos  los 
componentes  y  funciones  físicamente  separadas  dentro  de  la  NGN.  Así,  la  capa  del 
transporte  proporcionará  conectividad  IP  para  los  equipos  de  usuario  final  que  se 
encuentren fuera y dentro del NGN. También es responsable de proporcionar QoS extremo 
a  extremo,  la  cual  es  una  característica  deseable  del  NGN.  Físicamente,  la  capa  del 
transporte se divide en redes de acceso y  núcleo de red, con una función de enlace entre las 
dos partes. Las funciones de la capa de transporte son:
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• Funciones de acceso (Access functions)
• Funciones de transporte de acceso (Access transport functions)
• Funciones de borde (Edge functions)
• Funciones de transporte en el núcleo (Core transport functions)
• Funciones de control de acceso a la red (Network attachment  control functions)
• Funciones de control de recursos y de  admisión (Resource and admission control  
functions)
• Funciones de transporte del perfil de usuario (Transport user profiles functions). 
• Funciones de  entrada (Gateway functions) 
• Funciones de manejo del medio (Media handling functions)
 
2.1.2.4.  Funciones de la Capa de Servicio
Estas funciones proporcionan servicios  basados y no basados en sesión, así como toda la 
funcionalidad asociada a servicios PSTN/ISDN existentes y capacidades e interfaces para 
equipos de usuario convencionales. Estas funciones son:
• Funciones de control del servicio (Service control functions)
• Funciones de servicio del perfil de usuario (Service user profiles functions)
• Funciones de aplicación (Aplications functions)
2.1.2.5.  Funciones de Administración y Gestión
El  soporte  a  la  gestión  de  la  red  es  fundamental  para  la  operación  de  una  NGN.  Las 
funciones  de  administración  y  gestión  permiten  al  operador  manejar  la  red  y  proveer 
calidad, seguridad, y confiabilidad a los servicios NGN. Estas funciones están localizadas 
de  manera  distribuida  en  cada  entidad  funcional  (FE),  de  forma que  deben  interactuar 
coordinadamente las FEs de gestión de elementos de red, las FEs de gestión de red y las 
FEs de gestión de servicio.  Las  funciones  de gestión  aplican  a  las capas  de servicio y 
transporte. Para cada uno de estos estratos, ellas cubren las siguientes áreas:
• Gestión de fallas
• Gestión de configuración
• Gestión de contabilidad
• Gestión de desempeño
• Gestión de seguridad
Las  funciones  de  administración  incluyen  funciones  de  tarificación  y  facturación  Estas 
funciones interactúan con otras en la NGN para recoger la información de contabilidad, que 
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suministran al operador NGN los datos de utilización de recursos que a su vez le permiten 
enviarle la cuenta correcta al usuario o proveerle los servicios que pagó por adelantado.
Mayores  detalles  de  las  funciones  de  gestión,  incluyendo  su  división  en  dominios 
administrativos, pueden ser encontrados en la Rec. M.3060/Y.2401 de la ITU-T.
2.1.2.6.  Funciones de Usuario Final
Las interfaces al usuario final son interfaces físicas y funcionales (de control). El equipo del 
usuario final puede ser móvil o fijo y no se han especificado funciones específicas dado que 
se desea que todo tipo de terminal pueda acceder a la red NGN.
2.2. EL SUBSISTEMA MULTIMEDIA IP - IMS
2.2.1.  Origen de IMS
“IMS fue introducido por los operadores móviles con el fin de facilitar el acceso ubicuo a 
los servicios multimedia en redes de acceso móviles e inalámbricas con calidad de servicio 
garantizada, con personalización de servicios, con posibilidades de facturación, y con otras 
características que Internet no ha podido proporcionar” [6]. Varios hechos estimularon el 
desarrollo de esta arquitectura de control de servicios, entre los que cabe destacar:
• El decrecimiento en las ganancias por concepto de servicios de voz que sufren los 
operadores de telecomunicaciones, particularmente los de telefonía fija; esto los ha 
llevado  a  buscar  nuevas  fuentes  de  ingresos  y  a  tratar  de  reducir  sus  gastos 
operacionales.
• El tremendo éxito de los servicios multimedia en Internet, que sin embargo no ha 
producido ganancias comparables a su éxito.
• La evolución tecnológica de los equipos terminales de usuario, cuyas capacidades 
actuales les permiten soportar servicios multimedia en tiempo real.
• El aumento en el ancho de banda de las redes de acceso, que aunque todavía es 
escaso para la provisión de servicios multimedia en tiempo real,  las evoluciones 
tecnológicas que se están presentando permiten vislumbrar que a corto plazo será 
suficiente.
• La migración gradual de redes de conmutación de circuitos a redes de conmutación 
de paquetes; en este proceso se presenta en la mayoría de casos coexistencia de los 
dos tipos de redes, lo que ocasiona aumentos en los costos operacionales.
En respuesta a estos hechos, la introducción de IMS se concibe como un componente que 
permitirá la reducción de costos operacionales, por las posibilidades que plantea tener una 
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red completamente IP (aunque el propósito original de IMS no es sustituir lo servicios de 
conmutación  de circuitos  proporcionados gracias  a  la  Red Inteligente12),  la  creación  de 
nuevos  servicios  y  el  mejoramiento  de  servicios  ya  existentes,  con  los  consecuentes 
aumentos en ingresos para los operadores de telecomunicaciones.
IMS  fue  originalmente  definido  por  el  3GPP  como  parte  de  su  arquitectura  de  redes 
celulares de tercera generación. En una arquitectura de tres planos (transporte, control y 
servicios), IMS se ubica en el segundo plano, y su función es la gestión y el control de 
servicios multimedia IP13, los cuales están alojados en Servidores de Aplicación (Aplication 
Servers, AP), ubicados en el plano de servicios de la misma arquitectura. 
La  división  de  la  arquitectura  3GPP  en  tres  planos,  tiene  entre  otras  ventajas  la 
“independencia” relativa existente entre los servicios que puede ofrecer el operador y la 
tecnología de la red de acceso que utiliza el usuario. Lo anterior ha posibilitado que IMS 
haya sido incorporado en sus arquitecturas  de red por otros cuerpos de estandarización 
como 3GPP2, ETSI TISPAN y PacketCable. En este sentido, IMS se vislumbra como la 
“piedra angular” sobre la que los operadores de telecomunicaciones, independientemente 
de la tecnología de acceso que utilicen, podrán proveer servicios convergentes y ubicuos. 
Sin embargo, la adopción de IMS por parte de los cuerpos de estandarización diferentes de 
3GPP  no  ha  sido  transparente,  por  cuanto  éste  no  “encaja”  perfectamente  en  sus 
arquitecturas de red, surgiendo distintas versiones de IMS; esto ha movido a los cuerpos de 
estandarización a reunirse para tratar de definir una arquitectura común del subsistema. 
La operación de IMS se basa en un conjunto de protocolos estandarizados por el  Internet  
Engineering Task Force, IETF, como SIP, Diameter y Megaco, protocolos que en principio 
fueron  propuestos  para  redes  IP,  particularmente  Internet,  y  no  para  redes  telefónicas 
móviles.  Este  hecho  es  un  indicador  cierto  del  acercamiento  entre  dos  “mundos”  que 
conceptual  y  técnicamente  aparecían  hace  un  tiempo  como  irreconciliables.  IMS  se 
presenta como el elemento que habilita la convergencia entre Internet y las redes de los 
operadores de telecomunicaciones, particularmente telefónicas. Desde hace ya un tiempo, 
3GPP e  IETF colaboran  en  el  desarrollo  de  nuevas  versiones  de  estos  protocolos  que 
faciliten su adopción y uso en otros ámbitos como redes telefónicas (fijas y móviles) y 
redes de televisión por cable.
En resumen, “IMS es una arquitectura de control de servicios global,  independiente del 
acceso  y  basada  en  estándares  de  conectividad  IP,  que  habilita  a  los  usuarios  finales 
diversos tipos de servicios multimedia usando protocolos comunes de Internet [7]”, fruto 
del esfuerzo de distintas  organizaciones  de telecomunicaciones,  a saber:  3GPP, 3GPP2, 
ETSI TISPAN, Packet Cable, IETF, OMA, Multiservice Forum, Next Generation Networks 
12 La Red Inteligente (IN por sus iniciales en inglés), es una red de conmutación de paquetes que interconecta 
las centrales de conmutación telefónicas con otros nodos, utilizando para tal fin el protocolo de señalización 
SS7, y que permite a los operadores telefónicos ofrecer servicios adicionales al de voz, como identificador de 
llamadas o transferencia de las mismas. 
13 Estos son servicios similares a los que los usuarios obtienen en Internet, y nuevos servicios interactivos que 
integran voz, datos  y video.
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Focus Group (NGN-FG). IMS es el “Santo Grial” de la convergencia desde varios puntos 
de  vista:  la  convergencia  de  redes  (de  acceso),  la  convergencia  entre  Internet  y  los 
operadores  de  telecomunicaciones,  y  también,  la  convergencia  entre  el  mundo  de  las 
telecomunicaciones  y  el  mundo  de  las  tecnologías  de  la  información  (desarrollo  de 
software).
2.2.2.  Arquitectura de IMS
La arquitectura de IMS ha ido transformándose y haciéndose más universal, en la medida 
que los esfuerzos conjuntos de las organizaciones de estandarización tratan de cubrir los 
requerimientos  que imponen los  distintos  actores  del  mundo de las  telecomunicaciones 
(operadores, desarrolladores de servicios, reguladores, etc.). Por tanto, al día de hoy no es 
posible  hablar  de  una  arquitectura  IMS completa  y  aceptada  por  todos  los  actores  del 
mundo de las  telecomunicaciones.  Sin embargo,  todas las  arquitecturas  IMS, contienen 
entidades funcionales comunes, que forman lo que es conocido como el “Core IMS”. Es 
este Core IMS el que se presenta en la Figura 2.3, y cuyos componentes principales serán 
explicados a continuación.
Figura 2.3. Arquitectura Core IMS
Fuente: ETSI TS 123 228  V8.12.0 “IP Multimedia Subsystem (IMS);Stage 2”. Marzo de 2010.
32
Proxy call state control function (P-CSCF)
Esta entidad es el primer punto de contacto con el Core IMS; todo el tráfico de señalización 
SIP desde y hacia  los equipos de usuario pasan por aquí.  Implementa las funciones de 
protección de señalización, seguridad y el control de recursos del subsistema de transporte. 
En  itinerancia  (roaming)  es  el  nodo  en  la  red  visitada  que  se  encarga  de  enrutar  la 
señalización de registro y sesión desde los terminales que se encuentran en situación de 
itinerancia hasta la red IMS nativa. Además, ejecuta las funciones comunes a los demás 
CSCF: el procesado y enrutado de señalización, la consulta del perfil de usuario en el HSS 
y la tarificación [8].
Interrogating call state control function (I-CSCF), 
Es el primer punto de contacto dentro de la red del operador. Se encarga de contactar al 
HSS para obtener la dirección del S-CSCF que servirá al usuario para registrarse y reenvía 
requerimientos  y  respuestas  SIP  a  esta  entidad.  Ayuda  a  otros  nodos  a  determinar  el 
siguiente salto de los mensajes SIP y a establecer un camino para la señalización.
También efectúa funciones de ocultación de la topología de la red IMS ante redes externas, 
de  forma  que  los  elementos  ajenos  a  IMS  no  puedan  averiguar  cómo  se  gestiona  la 
señalización internamente (por ejemplo, el número, el nombre y la capacidad de los CSCF) 
[9].
Serving call state control function (S-CSCF)
Realiza el control y mantenimiento de las sesiones de usuarios para acceder a servicios. A 
cada usuario registrado en IMS se le asigna un S-CSCF, el cual se encarga de enrutar las 
sesiones destinadas o iniciadas por el usuario. También realiza el registro y autenticación 
del abonado IMS y la provisión de los servicios IMS (mediante el desvío de señalización a 
los servidores de aplicación). Asimismo aplica las políticas del operador de red y genera los 
registros de tarificación [9]. Dentro de la red de un operador de red, pueden existir varios S-
CSFCs que pueden tener diferentes funciones.
El  S-CSFC decide  que  Servidor  de  Aplicación  es  requiere  para  recibir  la  información 
relacionada con un requerimiento entrante de sesión SIP para asegurar el apropiado manejo 
del servicio. Para esto se vale de la información recibida por el  Home subscriber server 
(HSS) [7].
Home subscriber server (HSS) 
Es el equivalente del HLR en sistemas 2G pero extendido con dos puntos de referencia 
basados en el protocolo Diameter. Es la base de datos maestra de IMS que almacena los 
perfiles de usuario, incluyendo información de filtrado, de estatus y perfiles de servidores 
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de aplicación. HSS almacena y gestiona el perfil del servicio IMS del abonado, almacena 
las  claves  de  seguridad  y  genera  vectores  de  autenticación,  registra  el  estado  de  los 
abonados y almacena el nodo S-CSCF con el que el abonado se ha registrado. 
Application server (AS) 
Proporciona la plataforma de servicios en entornos IMS. Estos servidores no indican cómo 
son  programadas  las  aplicaciones  multimedia;  solamente  definen  las  interfaces  de 
señalización  y  administración  (IMS  service  control  [ISC]  and  Sh),  basados  en  SIP  y 
Diameter. Esto permita a los desarrolladores a utilizar prácticamente cualquier paradigma 
de programación dentro de un servidor de aplicación SIP, como los que se usan en los 
servidores de Red Inteligente, CAMEL, open service access (OSA)/Parlay y Parlay X; o 
cualquier  paradigma de programación  de Voz sobre IP (VoIP) como SIP  servlets,  call  
programming language (CPL), y scripts common gateway interface (CGI) [7].
El AS es activado por el S-CSFC, el cual redirecciona algunas sesiones a él basado en los 
criterios  dados  por  el  HSS.  El  AS toma  las  reglas  de  filtrado  para  decidir  cuál  de  la 
aplicaciones alojadas en el servidor debe ser seleccionada para manejar la sesión. Durante 
la ejecución de la lógica del servicio, es posible que el AS se comunique con el HSS para 
obtener información adicional sobre el usuario o para ser notificado de cambios en el perfil 
del mismo.
Media resource function (MRF) 
Este  puede  ser  dividido  en  varios  componentes:  el  media  resource  function  controller 
(MRFC) y el  media resource function processor (MRFP) que proporcionan los recursos 
para  el  procesamiento  de  flujos  multimedia  como  mezclado,  anuncios,  análisis  y 
transcodificación  [7];  los  border  gateway control  function (BGCF),  media gate  control  
function (MGCF) y media gate (MG), realizan la interconexión entre portadores RTP (real  
time protocol) y los portadores usados en redes tradicionales.
En  la  Figura  2.3  se  ha  omitido  una  serie  de  conjuntos  de  entidades  funcionales  por 
sencillez, pero que están definidas por 3GPP. Tal es el caso, por ejemplo, de la arquitectura 
para  mensajería  IMS,  de  las  entidades  funcionales  del  servicio  de  presencia,  de  los 
elementos para sesiones multiparticipante,  de la arquitectura de interfuncionamiento con 
redes externas SIP IPv4 y de las entidades específicas de tarificación.
2.2.3.  Operación de IMS14
Para una mejor  comprensión  de las  funciones  de las  entidades  IMS, a  continuación  se 
muestran  dos  de  los  procedimientos  más  comunes  en  IMS:  el  proceso  de  registro 
14 Esta sección se tomó literalmente del libro “Las Telecomunicaciones y la movilidad en la Sociedad de la 
Información”, División de Relaciones Corporativas y Comunicación de Telefónica I+D.
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(fundamentalmente  necesario  para  que  el  abonado  pueda  acceder  a  los  servicios  IP 
multimedia) y el  establecimiento de sesión (que permite  iniciar  las comunicaciones con 
otros abonados y con los servicios multimedia).
2.2.3.1.  Procedimiento de registro
El procedimiento de registro en IMS se representa en la Figura 2.4.  Este consta de las 
siguientes fases:
En primer lugar, como paso previo para acceder a IMS, el usuario debe registrarse en el 
sistema. Mediante este proceso se activan las identidades públicas15 que el usuario desea 
emplear en sus sesiones multimedia y se establece el S-CSCF que le aportará el servicio. 
Para  llevarlo  a  cabo,  se  emplea  la  señalización  SIP  y  un  algoritmo  de 
autorización/autenticación por desafío de usuario a red, y viceversa, que recibe el nombre 
de IMS AKA (IMS Authentication and Key Agreement).
A continuación, el usuario inicia el proceso enviando un mensaje SIP REGISTER hacia el 
P-CSCF, que detecta que se trata de un mensaje no protegido por ninguna asociación de 
seguridad previa; es decir,  se trata de un mensaje de registro inicial.  En ese mensaje se 
encuentran  la  identidad  privada  del  usuario,  almacenada  en  la  ISIM,  y  las  identidades 
públicas que desea registrar para su posterior uso. En esta fase, el P-CSCF envía el mensaje 
hacia un I-CSCF, que se encarga de seleccionar un S-CSCF hacia el que reenvía la petición 
de registro. Cuando el S-CSCF recibe el mensaje, comprueba que no se trata de un usuario 
ya registrado y contacta con el HSS para obtener los vectores de autenticación, necesarios 
para el algoritmo IMS AKA. Posteriormente, para solicitar la autenticación, devuelve hacia 
el  terminal  móvil  un  mensaje  SIP  401 “No autorizado”,  en  el  que  se  incluyen  ciertos 
números generados aleatoriamente, así como las claves para el cifrado y protección de la 
integridad de la señalización IMS.
Por  último,  el  usuario,  en base  al  mensaje  de  desafío  especificado  en la  anterior  fase, 
comprueba la identidad de la red IMS y genera un nuevo mensaje SIP REGISTER. Este 
segundo mensaje contiene una respuesta formada a partir del algoritmo de autenticación 
IMS AKA. Cuando el mensaje llega al S-CSCF, el usuario es finalmente registrado después 
de comprobar la veracidad de su identidad. Posteriormente, el S-CSCF indica al HSS que 
aquel ha registrado al abonado satisfactoriamente y descarga desde allí la suscripción IMS 
del usuario. El proceso finaliza con el asentimiento SIP 200 OK enviado hacia el terminal 
móvil.
15 Las identidades públicas son aquellas que se dan a conocer a otros abonados y se emplean para establecer 
sesiones.  La  identidad  privada  identifica  unívocamente  la  suscripción  IMS de  un  abonado,  y  se  utiliza 
exclusivamente con fines de seguridad y administrativos. Esta identidad no se da a conocer a otros usuarios.
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Figura 2.4. Procedimiento de registro en IMS
Fuente: Documento “Las telecomunicaciones y la movilidad en la sociedad de la información”, Telefónica 
I+D, febrero 2005.
2.2.3.2.  Establecimiento de sesión
El procedimiento de inicio de sesión se muestra en la Figura 2.5. Las fases de este proceso 
son las siguientes:
En primer lugar, una vez que el usuario ha sido registrado en el subsistema IMS, aquel 
puede  acceder  a  los  servicios  IP  multimedia  que  proporciona  IMS.  De esta  manera  el 
usuario,  por ejemplo,  podría establecer una sesión de videoconferencia con otro usuario 
IMS de otra red. Para ello, utilizará el subsistema IMS para intercambiar información de 
señalización  mediante  los  protocolos  SIP  y  SDP  con  el  usuario  con  el  que  se  quiere 
comunicar. El objetivo de este intercambio de señalización es el establecimiento de una 
sesión, mediante la cual se contactará con el nodo destino, se negociarán los parámetros de 
sesión y se activarán los recursos GPRS necesarios para soportar la sesión multimedia.
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Figura 2.5. Procedimiento de inicio de sesión en IMS
Fuente: Documento “Las telecomunicaciones y la movilidad en la sociedad de la información”, Telefónica 
I+D, febrero 2005
Para poder realizar lo anterior, el usuario origen deberá enviar a través de IMS un mensaje 
SIP INVITE, en el que añadirá también el mensaje SDP que describe las capacidades de la 
sesión  que  pretende  establecer.  En ese  mensaje  SDP estarán  incluidos  los  medios  que 
quiere transmitir, la tasa binaria a la que se transmitirá cada medio, los protocolos utilizados 
para la transmisión de los medios, los codecs que se utilizarán, etc. La señalización SIP y 
SDP llegará al usuario remoto pasando por los nodos IMS de la red origen y destino.
A continuación el terminal destino enviará de vuelta al nodo origen un mensaje SIP de 
progreso de sesión (183 Session Progress), en el que se añadirá un mensaje SDP con la 
respuesta del nodo destino al ofrecimiento de los parámetros SDP del nodo origen. Estos 
parámetros pueden haber sido modificados en función de las capacidades del terminal o las 
preferencias del usuario.
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Seguidamente el terminal origen envía un mensaje PRACK como respuesta al mensaje de 
progreso de sesión, en el que está incluida la oferta SDP final. Es en este momento cuando 
se activan los recursos necesarios a nivel GPRS en la red origen, para soportar los medios 
que se han negociado. Si se ha habilitado el control de QoS mediante COPS, IMS puede 
interactuar con el nivel GPRS para autorizar los recursos y la QoS para cada medio.
Por su parte, en la red destino se activan los recursos GPRS, una vez que llega el PRACK 
con el mensaje SDP final. Para simplificar la Figura 15 no se ha mostrado el mensaje SIP 
200  OK de  respuesta  del  PRACK desde  el  terminal  destino  hacia  el  terminal  origen. 
Cuando éste recibe el mensaje 200 OK, envía un mensaje SIP UPDATE para indicar al 
destino  que  ha  tenido  éxito  la  operación  de  activación  GPRS.  Es  entonces  cuando  el 
terminal  destino  avisa  a  su  usuario  de  que  le  están  llamando,  a  la  vez  que  envía  la 
señalización SIP para indicar al terminal origen que el usuario destino está siendo alertado.
Por último, cuando el usuario destino descuelga para recibir la sesión de videoconferencia, 
su  terminal  envía  otro  mensaje  200  OK,  con  el  que  se  confirma  el  establecimiento 
definitivo de la sesión desde el usuario remoto.  Si se implementa el  control QoS desde 
IMS, este mensaje activa a su paso, a través de IMS, el plano de transporte GPRS para 
autorizar  la  transferencia  de  paquetes,  y  empieza  el  intercambio  de  tráfico  de  usuario, 
compuesto de audio y vídeo, entre los terminales que soportan el servicio GPRS.
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3. FACTORES A CONSIDERAR PARA ESCOGER UN 
MODELO DE RED CONVERGENTE
La  creciente  demanda  por  nuevos  servicios  de  telecomunicaciones  cada  vez  más 
sofisticados, que en general son de tipo multimedia, el interés de los operadores por ofrecer 
paquetes integrados de servicios (triple play y quadruple play) y la presión que estos tienen 
para  disminuir  sus  costos  operacionales,  OPEX,  y  hacer  un  uso  más  eficiente  de  sus 
recursos, hacen que más y más operadores consideren la opción de reemplazar sus redes 
actuales de conmutación de circuitos TDM, por redes de conmutación de paquetes basadas 
en IP en el corto plazo (en general se admite que todos los operadores tarde o temprano 
tendrán que migrar sus redes a NGN).
Por otra parte, el éxito que ha tenido IMS, plataforma de red que es reconocida por gran 
parte de los actores del mundo de las telecomunicaciones como la más adecuada para la 
provisión de servicios multimedia en tiempo real y en tiempo no real, lo que aunado a la 
gran  oferta  de  soluciones  basadas  en  IMS por  parte  de  los  proveedores  de  equipos  y 
software para telecomunicaciones,  hacen viable este proceso de migración a NGN en el 
corto plazo.
Sin embargo, el cómo, cuándo y por qué migrar a NGN no es evidente para un operador y 
depende de diversos parámetros de índole económico principalmente. Así mientras algunos 
operadores como BT anuncian una reconstrucción total de su red (proyecto BT 21CN16), 
otros esperarán bastante tiempo antes de reemplazar sus equipos actuales, tal vez hasta el 
momento en que recuperen la inversión hecha en estos.
En este capítulo se presentan los factores que deberían tener en cuenta los operadores de 
telefonía fija y móvil para actualizar sus redes a Redes de Próxima Generación que les 
permitirían la provisión de servicios convergentes.
3.1. TIPO DE OPERADOR
Tal como se explicó en el capítulo 1, los servicios convergentes deberían ser idealmente 
ubicuos, lo que implica independencia de la red de acceso. Sin embargo, las regulaciones 
nacionales de la industria de telecomunicaciones en general restringen la posibilidad de que 
un operador ofrezca ubicuidad de servicios17. Teniendo en cuenta esto, el primer factor a 
considerar es el tipo de operador que va a proveer servicios convergentes, de acuerdo a su 
red de acceso. Así se pueden definir tres tipos de operadores:
16 Ver el artículo “Goodbye PSTN, Hello 21CN” publicado en la revista  Telecommunications International en 
noviembre de 2006. Disponible en http://www.telecommagazine.com/International/?Id=87
17 Aunque esta ha ido cambiando, al cambiar de normatividad de telecomunicaciones basada en la tecnología 
utilizada por el operador, a normatividad basada en los servicios a ofrecer.
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3.1.1.  Operadores Fijos
Son los operadores telefónicos tradicionales. En este momento se enfrentan a un reto difícil, 
ya que han visto su base de suscriptores de voz tradicionales lentamente erosionarse con los 
últimos años. Dos factores han llevado a la sustitución de servicios alternativos para los 
servicios de línea fija. El primero es la disminución drástica de los precios de los servicios 
inalámbricos  de  voz  que  lleva  a  los  abonados  a  elegir  su  dispositivo  móvil  sobre  su 
dispositivo  de  telefonía  fija  para  muchas  o  todas  sus  llamadas.  El  segundo  es  la 
disponibilidad de acceso a Internet de banda ancha a favor de las tecnologías alternativas, 
tales como VoIP, lo que también proporciona una opción de menor costo que el servicio de 
telefonía fija tradicional [1]. 
Estas  otras  redes  tienen  más  flexibilidad  en  la  provisión  de  servicios  adicionales  (por 
ejemplo,  SMS, MMS). Como tal,  los operadores fijos se han esforzado en promover la 
venta de paquetes “triple play” (voz, video, datos) a sus clientes, y han bajado los precios 
de xDSL para contrarrestar la amenaza de banda ancha por cable. 
Para muchos operadores,  los  servicios  fijos  están  regulados,  mientras  que  los  servicios 
inalámbricos y de VoIP no lo son, lo que les permite a los proveedores de estos moverse 
rápido para ganar y mantener a sus suscriptores. La desagregación del bucle en muchos 
países también está llevando a que los ingresos de los operadores tradicionales caigan a 
favor de nuevas empresas que ofrecen servicios no regulados.
Algunas  estrategias  que  están  llevando  a  cabo  los  operadores  fijos  para  reversar  esta 
situación adversa, son:
• Convertirse en operadores móviles virtuales (MVNO) 
• Añadir y gestionar soluciones VoIP de valor agregado
• Ofrecer accesos inalámbricos WLAN
• Aumentar  el  ancho de bando ofrecido  a  sus  suscriptores,  con  tecnologías  como 
Fiber to the Home (FTTH)
• Vender su capacidad de transporte a otros operadores. 
A largo plazo, la solución que se plantean los operadores es buscar la convergencia de redes 
fijas y móviles.
3.1.2.  Operadores móviles
Los operadores móviles en general han experimentado un crecimiento significativo en los 
años anteriores, y los mercados nacionales han alcanzado o estar cerca de alcanzar un nivel 
de saturación en los servicios de voz; las estrategias de mercadeo, y en algunos casos la 
regulación  del  mercado,  ha  conllevado  en  general  a  un  decremento  en  los  ingresos 
promedio por usuario (average revenue per user, ARPU). 
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Lo anterior ha obligado a los operadores móviles a buscar alternativas que les permitan 
generar nuevos ingresos y mantener su base de suscriptores. El primer paso en esta vía, ha 
sido el despliegue de redes inalámbricas de alta velocidad que soporten servicios de datos; 
sin embargo, no es suficiente con ofrecer servicios convencionales de datos, como Internet, 
ya que estos no garantizarían la fidelidad de los suscriptores, ni un incremento significativo 
en las ganancias. El desafío para los operadores móviles es encontrar y ofrecer servicios de 
valor agregado con alta rentabilidad; algunas posibilidades son PoC, servicios de presencia 
y de localización, juegos, entre otros [1].
3.1.3.  Operadores Híbridos Fijo - Móvil
Son  operadores  que  tienen  licencia  para  prestar  servicios  de  telefonía  fija,  y 
simultáneamente servicios de telefonía móvil. Este tipo de operadores, pueden combinar su 
base de clientes y construir paquetes y ofertas de servicios de valor agregado. Ellos tendrían 
mejores posibilidades de racionalizar sus costos al armonizar la operación de sus redes fijas 
y  móviles,  aprovechando  arquitecturas  como  IMS.  Las  dificultades  que  pueden  tener, 
provienen de las regulaciones sobre los servicios fijos que en algunos países se mantienen. 
El desafío para ellos será en este caso, combinar plenamente sus servicios a pesar de estas 
barreras [1].
3.2.  PERFIL DE MIGRACIÓN DE LA RED DEL OPERADOR
Un  factor  de  decisión  muy  importante  para  un  operador  que  quiera  implementar  una 
arquitectura de red convergente, es lo drástico o complicado que pueda resultar el proceso 
de migración de su red actual a la nueva red. Esto depende de la complejidad de la red a 
adoptar,  y  de  la  compatibilidad  tecnológica  “hacia  atrás”  de  la  arquitectura  de  la  red 
convergente frente a las arquitecturas de redes actuales.
En el documento “Informe esencial sobre telefonía por el protocolo Internet (IP)” elaborado 
por  el  Grupo de Expertos  sobre  Telefonía  IP del  UIT-D,  se  expone un marco  general 
sugerido  para  la  migración  desde  las  Redes  Telefónicas  Públicas  Conmutadas  actuales 
hasta las Redes de Próxima Generación, consistente en 6 etapas [2]:
• Etapa 1: utilización de la red TDM actual para el acceso a la telefonía vocal y a In-
ternet;
• Etapa 2: consolidación de equipos de conmutación y acceso;
• Etapa 3: introducción de la tecnología de voz por paquetes para los circuitos interur-
banos;
• Etapa 4: introducción de la telefonía de voz por paquetes en el acceso y en el equipo 
del cliente;
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• Etapa 5: servicios multimedios y nuevas aplicaciones;
• Etapa 6: Sustitución de la infraestructura tradicional por fin de vida y migración a 
una señalización IP total.
Aunque hay diferencias tecnológicas evidentes, particularmente en lo que atañe a la red de 
acceso, este marco general de migración también puede aplicarse a los operadores móviles.
Figura 3.1. Arquitectura de las redes tradicionales de los operadores telefónicos
Fuente: Informe esencial sobre telefonía por el protocolo Internet (IP), UIT-D
En la Figura 3.1. se muestra la arquitectura tradicional de las redes de los operadores de 
telefonía fija; en ésta se distinguen los siguientes sistemas:
• la red telefónica, en donde el tráfico de voz es transportado a través de conmutado-
res de circuitos  locales  (LEX) y de tránsito  (TEX) utilizando para tal  fin  TDM 
(Multiplexación por División de Tiempo);
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• la red inteligente (IN) SS7, conformada por SSPs (Service Switching Point), STPs 
(Service Transfer Point) y SCPs (Service Control Point), nodos que manejan la se-
ñalización de la red telefónica y que permiten la prestación de servicios de valor 
agregado.
• la red de acceso a Internet, que proporciona conectividad a los proveedores de servi-
cios de Internet (ISPs), ya sea por marcación directa (servicio de banda estrecha 
usando el mismo canal de voz) o vía ADSL (servicio de banda ancha usando cana-
les diferentes para voz y datos).
Figura 3.2. Red de Próxima Generación
Fuente: Informe esencial sobre telefonía por el protocolo Internet (IP), UIT-D
La Figura 3.2.  presenta  la  arquitectura  de la red del operador telefónico,  una vez haya 
migrado  al  paradigma  de  Redes  de  Próxima  Generación.  En  ésta  se  distinguen  los 
siguientes componentes [2]:
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• Pasarelas troncales (TGW) que interconectan la red de conmutación de circuitos con 
la  red de conmutación de paquetes IP.
• Softswitch clase 4 y clase 5: Realizan en la red de paquetes una función similar a los 
conmutadores de circuitos locales (LEX) y de tránsito (TEX), con características si-
milares (por ejemplo, cribado y encaminamiento), interfaces de señalización (PUSI, 
INAP) y acceso a servicios de valor añadido (IN); se comunican con las pasarelas 
utilizando el protocolo Megaco.
• Pasarela en el hogar: Los abonados ADSL tienen la opción de instalar una pasarela 
en el hogar (RGW) o un dispositivo de acceso integrado (IAD) con capacidad de 
codificación VoP. A diferencia de las soluciones de ADSL con separación de la voz 
o la  emulación  de bucle  VoDSL, la  RGW ofrece  al  usuario  de banda ancha  el 
servicio de voz por paquetes de extremo a extremo.
• Pasarela de acceso en el DSLAM: Como una opción para mejorar el CPE de sus 
abonados, un  operador ADSL  puede tomar la decisión de ampliar los DSLAM con 
la integración de la funcionalidad de pasarela VoP.
• Pasarelas  de  acceso  distribuido:  Otra  opción  para  conectar  los  abonados  locales 
directamente a la red de datos es introducir nuevas pasarelas de acceso o mejorar los 
nodos de acceso existentes incorporando la funcionalidad AGW.
• Teléfonos  IP:  Para  comunicar  con  los  terminales  vocales  de  nueva  generación 
(teléfonos IP), el equipo Softswitch clase 5 también puede terminar los protocolos 
de señalización usuario a red emergentes, como SIP.
• Acceso  al  servicio abierto:  Con  objeto  de  obtener  ingresos  suplementarios 
provenientes de los nuevos servicios, el operador de la red puede instalar pasarelas 
de  aplicación  (ApGW) con interfaces  abiertas  (por  ejemplo,  OSA/Parlay,  JAIN, 
SIP) hacia los servidores de aplicaciones (AS) (terceros).
• Softswitch Multimedia: Para poder soportar plenamente las nuevas capacidades de 
red y del terminal,  el  equipo Softswitch ha sido ampliado con sesión de medios 
combinados y control de QoS. Los nuevos terminales multimedia se comunicarán 
con  el  equipo  Softswitch  aplicando  protocolos  de  señalización  multimedios 
emergentes, como SIP.
• Portal  minorista  e  interfaces  abiertas:  Con  la  introducción  de  nuevos  modelos 
comerciales  y  nuevos  actores  (por  ejemplo,  los  operadores  de  red  virtual, 
proveedores de aplicaciones de terceros, proveedores de contenido), se necesita el 
acceso a las aplicaciones (para autenticación, autorización, contabilidad, itinerancia, 
perfiles  de  abonado,  etc.),  y  plataformas  de  negociación  (negociación  de 
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capacidades del terminal, de anchura de banda, agregación de contenido, etc.). Esos 
portales  representan  para  el  operador  de  la  red  no  sólo  nuevas  oportunidades 
comerciales como un minorista de servicios, sino que también permiten separar de 
modo transparente el control de red de la funcionalidad de los servicios. En una 
arquitectura NGN completa, las aplicaciones y la red podrán interconectar a través 
de  protocolos  normalizados  (por  ejemplo,  SIP)  y  las  API  (por  ejemplo, 
OSA/Parlay).
3.3. ESTRUCTURA DE COSTOS DE LOS OPERADORES
Es  evidente  que  uno  de  los  factores  que  impulsan  a  los  operadores  a  adoptar  una 
arquitectura  nueva  de  red  es  la  reducción  esperada  de  costos  operacionales  (OPEX)  y 
costos de capital (CAPEX); la UIT-D habla de reducciones hasta del 70% en estos costos. 
La tabla 3.1. muestra una comparación entre los costos en que incurren los operadores de 
telecomunicaciones, al tener una red tradicional y los que tendría con una NGN [2].
Tabla 3.1. Estructura de costos de los servicios de telecomunicaciones
Componentes del costo Costo en la red con 
conmutación de circuitos
Costo en la red de próxima 
generación
Transporte  de  llamadas 
vocales
Depende  fuertemente  de  la 
distancia
Depende  fuertemente  de  la 
duración de llamada
Depende  poco  de  la 
distancia
Depende  poco  de  la 
duración de llamada
Costos de acceso El  costo  fijo  por  línea 
telefónica  básica  es 
relativamente  bajo  (si  se 
supone que existe el acceso 
a la infraestructura)
Igual  que  para  la 
conmutación de circuitos (se 
supone que no es necesario 
el acceso de banda ancha)
Apoyo al usuario Se requiere mucho personal, 
es decir, altos costos o bajo 
nivel de apoyo
Automático, es decir, mayor 
nivel de atención al usuario 
por  el  mismo costo  que  en 
una red con conmutación de 
circuitos
Adición de nuevos servicios Alto Bajo
Crecimiento  del  tráfico  de 
datos
Muy alto Importante  aunque  mucho 
menos  que  en  una  red  con 
conmutación de circuitos
Servicios de datos Alto,  como  resultado  de  la 
necesidad  de  utilizar  redes 
separadas superpuestas
Relativamente  bajo,  puesto 
que  todos  los  servicios, 
vocales  y  de datos,  utilizan 
una sola red
Personal técnico Medio, personal ya formado Alto,  se  requiere  formar 
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personal  en  redes  IP,  o 
contratar  personal  de  IT 
costoso.
Fuente: Informe esencial sobre telefonía por el protocolo Internet (IP), UIT-D
A pesar de que en general, todas las arquitecturas de Redes de Próxima Generación son 
favorables para los operadores, en cuanto a su estructura de costos, podría haber diferencias 
en estas arquitecturas que haría alguna más favorable que las otras.
3.4. SERVICIOS A PRESTAR
La base tradicional de ingresos de los operadores telefónicos han sido los servicios de voz, 
de valor agregado que proporciona la Red Inteligente, y el acceso a Internet. En general, los 
ingresos  por  estos  conceptos  están  disminuyendo  por  diversas  razones,  entre  ellas  la 
disminución del tráfico de voz y la reducción del margen de de ganancias por la rebaja de 
las  tasas  de  interconexión  o  terminación,  ya  sea  por  presión  de  la  competencia  o  por 
cambios en la regulación.  Las NGNs evidentemente ofrecen la posibilidad de nuevas y 
rentables fuentes de ingreso, sin embargo es evidente, que estas no van a reemplazar a las 
redes tradicionales de un día para otra, por cuanto tanto operadores como reguladores tratan 
de proteger las inversiones ya realizadas.
En este sentido, IMS brinda a los operadores la oportunidad no solo de que ellos mismos 
provean  nuevos  servicios  (servicios  tales  como  Push  to  talk,  servicios  de  presencia  y 
localización,  sesiones  multimedia,  juegos  en  línea),  sino  también  de  convertirse  en 
intermediarios de servicios ofrecidos por otros proveedores de servicios. El hecho de que ya 
existan  APIs  para  desarrollo  de  servicios  IMS,  en  plataformas  abiertas  y  ampliamente 
difundidas en el mundo de las Tecnologías de la Información como Java18, contrario a lo 
que  pasa  con  los  servicios  de  valor  agregado  en  las  redes  telefónicas  actuales,  cuyo 
desarrollo  es  exclusivo  de  los  expertos  en  telefonía,  incrementa  exponencialmente  el 
número de proveedores y servicios de telecomunicaciones potencialmente disponibles, de 
manera similar a lo que ocurre con los aplicativos disponibles para teléfonos basados en el 
sistema operativo Android, o el IPhone19; cabría incluso la posibilidad de que los mismos 
clientes desarrollaran sus servicios a la medida [3].
3.5. MADUREZ DEL MERCADO DE TELECOMUNICACIONES
La UIT define cuatro categorías de madurez del mercado de las telecomunicaciones en un 
país, y a partir de esta categorización, cuatro estrategias de evolución de los operadores. A 
continuación se describen estas cuatro categorías definidas por la UIT [2].
18 Por ejemplo, el IDE Service Development Studio, desarrollado por Ericsson; disponible en 
http://www.ericsson.com/developer/sub/open/technologies/ims_poc/tools/sds_40 .
19 Ver http://www.android.com/market/ y http://www.apple.com/es/iphone/apps-for-iphone/ 
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3.5.1.Mercado Categoría A
Se  relaciona  con  los  países  desarrollados  en  los  que  la  telefonía  tiene  una  tasa  de 
penetración   superior  a  50%,  y  están  en  la  etapa  inicial  de  las  nuevas  tecnologías  y 
servicios. En dichos países, el mercado telefónico está saturado y el  tráfico de datos es 
preponderante  en  la  red  central.  Los  operadores  de  esta  categoría  se  interesan 
prioritariamente en los servicios de transmisión de datos de valor añadido y en el mercado 
de  los  servicios  integrados,  pero  al  mismo  tiempo  prestan  más  atención  al  mercado 
comercial. Se pueden hacer las siguientes recomendaciones a los operadores de la RTPC:
• Utilizar plenamente los recursos actuales de la RTPC. 
• Reducir el costo del servicio RTPC mediante una gestión eficaz, reduciendo los cos-
tos de explotación y adoptando las nuevas tecnologías. 
• Disminuir, e incluso interrumpir, las inversiones en la RTPC, en particular en la red 
de transmisión de larga distancia.
• Acelerar el desarrollo de la red IP de banda ancha para prestar servicios integrados y 
nuevos servicios de valor añadido, tales como telefonía IP, acceso a Internet de ban-
da ancha, VPN, vídeo a la carta, videoconferencia, comercio electrónico, etc. No es 
aconsejable construir una red de telefonía IP solamente para el servicio vocal.
• Recomendar el servicio IP de banda ancha a los consumidores clave, permitiéndoles 
así disminuir el costo de comunicación y facilitar sus transacciones comerciales.
3.5.2. Categoría B
Se refiere a los países en los que la tasa de penetración telefónica oscila entre 10 y 20%, y 
crece  rápidamente.  Tal  vez  esos  países  quieran  observar  los  progresos  de  las  nuevas 
tecnologías,  con  miras  a  dinamizar  los  servicios  de  la  RTPC.  Se  hacen  las  siguientes 
recomendaciones a los operadores de la RTPC: 
• Buscar una protección especial para las inversiones ya realizadas, a fin de evitar las 
redundancias prematuras. 
• Utilizar plenamente los recursos de red actuales para proteger las inversiones impor-
tantes ya hechas. La RTPC ofrece hoy en día toda una gama de teleservicios y de 
servicios suplementarios así como de servicios de red inteligente (RI) muy superio-
res a los que puede proponer actualmente la telefonía IP.
• Ajustar la tarifa actual de la RTPC para las llamadas IDD y las nacionales de larga 
distancia. Si la competencia de los ITSP es muy fuerte, es posible prever la cons-
trucción de una red de telefonía IP, aunque de alcance limitado y cuyo tamaño de-
penderá de las condiciones existentes en el país o en la región en cuestión.
• Reducir el costo del servicio RTPC mediante una gestión eficaz, que reduzca los 
costos de explotación y mantenimiento y adopte las nuevas tecnologías.
• Disminuir las inversiones en la RTPC de larga distancia.
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• Introducir servicios novedosos, para aumentar la gama de servicios puestos a dispo-
sición del cliente. 
3.5.3.Mercado Categoría C
Corresponde a los países en los que la tasa de penetración está entre 3 y 5% pero aumenta 
rápidamente. Estos países pueden estar comprometidos en el desarrollo de la infraestructura 
de la RTPC y es posible que sus gobiernos deseen estimular a los operadores de dicha red 
para que continúen su desarrollo. Además, conviene prestar más atención al desarrollo de 
las redes basadas en el IP y a la telefonía IP, teniendo en cuenta la normalización, la calidad 
de  funcionamiento,  la  calidad  de  servicio,  la  gestión,  la  reglamentación,  etc.,  e 
introduciéndolas en el momento oportuno y de manera progresiva. Se puede alentar a los 
actuales  operadores  de  servicios  básicos/nacionales  de  larga  distancia   a  utilizar  la 
tecnología IP en su red central. Los nuevos proveedores de IP en el mercado han de recibir 
el  mismo  trato  que  los  operadores  RTPC,  en  lo  que  concierne  a  la  contribución  a  la 
obligación de servicio universal.
3.5.4.Mercado Categoría D
Corresponde a los países en los que la teledensidad es inferior a 3%. Estos países han de 
comenzar por mejorar su acceso. Asimismo, deben tratar de optimizar el alcance de su red 
puesto que el valor de una red se incrementa de manera exponencial en función del número 
de usuarios. Para hacer frente al tráfico IP no regulado, es probable que la solución a largo 
plazo  sea reducir  la  dependencia  de los  ingresos  provenientes  del  tráfico  internacional. 
Puede ser útil  introducir  el  futuro acuerdo de interconexión  de próxima generación.  Es 
factible  que  los  operadores  de  telecomunicaciones  gestionen  sus  propias  pasarelas  de 
telefonía  IP a/desde  sus abonados.  Más aún,  si  se  utiliza  el  modelo  de tasación  de las 
telecomunicaciones basado en una tarifa fija  o en el  volumen de tráfico transmitido,  el 
operador puede contribuir  a la emergencia  de nuevos mercados de servicios de Internet 
creados  por  los  nuevos  actores  al  ofrecer  una  plataforma  de  control  de  servicios  más 
adaptada para garantizar a todas las partes interesadas el flujo de ingresos necesarios. Así, 
por ejemplo, el operador puede haber concertado acuerdos de interconexión (en modo de 
paquetes) con los proveedores de servicios IP para terminar llamadas en su propia red u 
ofrecer dichos servicios para las llamadas salientes de sus propios abonados. 
Otra  idea  consiste  en  hacer  migrar  paulatinamente  la  red  central  de  la  tecnología  de 
transporte  de  red  hacia  un  modo  de  transporte  de  servicios  vocales  por  paquetes,  sin 
arriesgar  las  inversiones  existentes.  Los  conmutadores  modernos  podrán  soportar  la 
transición del transporte con conmutación de circuitos TDM al modo por paquetes o modo 
IP, con el mismo grado de servicio.
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4. ARQUITECTURAS DE REDES CONVERGENTES 
BASADAS EN IMS
Una vez la ITU-T ha definido el marco de trabajo completo de servicios, capacidades y 
funciones de red que constituyen una NGN, a la vez que ha especificado la arquitectura 
NGN  general,  es  posible  desarrollar  una  arquitectura  de  red  a  ser  tecnológicamente 
implementable.  La tarea de especificar y diseñar esta arquitectura ha sido abordada por 
distintas  organizaciones  internacionales  que  agrupan  o  bien  cuerpos  de  estandarización 
nacionales  o  regionales,  o  proveedores  de  equipos  y  software  de  telecomunicaciones, 
operadores  y  proveedores  de  servicios  de  telecomunicaciones.  En  este  campo  las 
organizaciones  más  representativas  son  3GPP,  3GPP2,  MSF,  TISPAN y CableLabs.  A 
partir de esta sección se presentan las características más importantes de las arquitecturas 
de red propuestas por estas organizaciones, comenzando por el 3GPP.
4.1. ARQUITECTURAS 3GPP
A comienzos  de  1998,  seis  organizaciones20 empezaron  cooperar  en  la  producción  de 
estándares de sistemas móviles de tercera generación con un núcleo de red basado en la 
evolución de GSM y una red de acceso basada en todas las tecnologías de acceso radio 
soportadas por los diferentes socios (incluyendo FDD y TDD). Este proyecto fue llamado el 
Third Generation (3G) Partnership Project (3GPP)21, y la arquitectura de red que desarrolla 
se  conoce  Universal  Mobile  Telecommunication  System (UMTS).  Desde ese tiempo,  el 
3GPP ha venido definiendo la evolución de la red móvil GSM, de una red de conmutación 
de circuitos - CS - a una red de conmutación de paquetes - PS - basada en el protocolo IP. 
En la primera fases (3GPP Release 1999) se centraron en la definición de la red de acceso 
de  radio  (RAN),  en  siguiente  (3GPP Release  4)  se  enfocaron  en  la  definición  de  una 
Arquitectura de Servicios Abierta - OSA - para la provisión de servicios mejorados, y en las 
últimas tres fases (3GPP Release 5, 6 y 7) se han enfocado en los nuevos servicios basados 
en IP y en los planos de control de la red, definiendo el Subsistema Multimedia IP IMS en 
los Releases 5 y 6, y enfatizando en el Release 7 en la interconexión con otras tecnologías 
de acceso (como todas las de redes LAN inalámbricas) y en la armonización con otras 
arquitecturas.  El  Release  8  define  una  nueva  arquitectura  de  red,  denominada  System 
Architecture  Evolution  SAE,  concebida  como  la  evolución  de  UMTS  a  una  red  de 
conmutación  de  paquetes  completa,  desapareciendo  el  dominio  de  conmutación  de 
circuitos; en este release también se integran los requerimientos de otras organizaciones 
como 3GPP2, TISPAN y CableLabs y se produce una versión unificada de IMS.
20 Radio Industries and Businesses (ARIB) de Japón, China Communications Standards Association (CCSA), 
European  Telecommunications  Standards  Institute (ETSI),  T1  de  Estados  Unidos,  Telecommunication 
Technology Association (TTA) de  Corea y Telecommunication Technology Committee (TTC) de Japón.
21 http://www.3gpp.org
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A continuación se describen brevemente la arquitectura 3GPP Release 5, que es la versión 
en la que se basan las actuales redes 3G y 3.5G, y la arquitectura 3GPP Release 8, de la 
cual ya existen pruebas piloto y que se espera sea implementable a corto plazo como base 
de las redes 4G..
4.1.1.  Arquitectura 3GPP Release 5
La arquitectura de alto nivel de una red UMTS se muestra en la Figura 4.1.; en esta se 
distinguen los siguientes subsistemas [1]:
Figura 4.1. Arquitectura de alto nivel de UMTS Release 5.
Fuente: Kappler, C. UMTS Networks And Beyond. John Wiley & Sons, 2009
• La red de acceso radio proporciona la conexión entre los terminales móviles y el núcleo 
de red. En UMTS la red de acceso radio se denomina UTRAN, y se compone de un 
conjunto de sistemas de red radio o RNS (Radio Network System), constituidos a su 
vez por un controlador radio RNC (Radio Network Controller) y una serie de Nodos B 
(estaciones base) dependientes de él. El RNC se encarga de controlar a uno o varios No-
dos  B  bajo  su  cargo.  También  se  soporta  la  red  de  acceso  radio  utilizada  en 
GSM/GPRS, la cual dentro de la arquitectura UMTS se conoce como GERAN, forma-
do por un conjunto de sistemas de estaciones base BSS.
• El núcleo de red incorpora funciones de transporte (de la información de tráfico y seña-
lización, incluida la conmutación) y de inteligencia (aquí se incluye el encaminamiento, 
además de la lógica y el control de ciertos servicios, y la gestión de la movilidad). Lógi-
camente está dividido en:
• el dominio de conmutación de circuitos (CS), a través del cual se encamina el tráfi-
co de voz y datos en modo circuito,
• el dominio de conmutación de paquetes (PS), a través del cual se encamina el tráfi-
co de voz y datos en modo paquetes,
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• el Subsistema Multimedia IP (IMS), el cual comprende todos los elementos del CN 
que permiten  la  provisión de  servicios  multimedia  IP (audio,  video,  texto,  chat, 
etc…) sobre el dominio PS,
• el Home Subscriber Server HSS, el cual consiste de un conjunto de bases de datos 
requeridas por los sistemas 3G, incluyendo información de suscripciones y seguri-
dad. También proporciona el soporte necesario para diferentes aplicaciones y servi-
cios que corren en la red.
• La administración y gestión de la red es proporcionada por el Subsistema de Adminis-
tración de Red, el cual en esencia forma un plano vertical separado. Los sistemas que 
forman este susbsistema se conocen como Sistemas de Soporte a la Operación y al Ne-
gocio (Operation Support Systems/Business Support Systems OSS/BSS). 
• El terminal de usuario es llamado Mobile Station (MS) y lógicamente consiste del equi-
po de usuario (ME) y el modulo de identidad (SIM o USIM).
En  la  Figura  4.2.  se  presenta  una  visión  más  detallada  de  la  arquitectura  de  red.  A 
continuación  se  presenta  una  breve  descripción  de  los  elementos  más  importantes  que 
forman el núcleo de la red. Una descripción más detallada de la arquitectura UMTS y los 
elementos que la conforman se encuentra en el estándar técnico 3GPP TS 23.002v6c0 y los 
documentos relacionados con este22.
22 Las cuales se pueden descargar del sitio http://www.3gpp.org/specs
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Figura 4.2. Arquitectura detallada de UMTS Release 5.
Fuente: Minoru, E. Next Generation Mobile Systems. John Wiley & sons, 2005
4.1.1.1.  Entidades comunes a los dominios PS y CS
La principal entidad común a los dos dominios es el Home Subscriber Server (HSS), la cual 
es la base de datos maestra que contiene la información relacionada con el suscriptor que 
soportan a las entidades que manejan las llamadas y sesiones [2]. Una red móvil23 puede 
contener  una  o  varias  HSSs,  dependiendo  del  número  de  suscriptores  móviles,  de  la 
capacidad de los equipos y de la organización de la red. El HSS es responsable de mantener 
la  siguiente  información  de  usuario:  identificación,  información  de  numeración  y 
direccionamiento;  información  de  control  de  acceso  a  la  red  para  autenticación  y 
autorización; información de localización del usuario a nivel de inter-sistemas; información 
del perfil de usuario. El HSS también genera información de seguridad de usuario para 
autenticación mutua, chequeo de integridad de la información y cifrado. Basado en esta 
23 PLMN: Public Land Mobile Network
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información,  el  HSS es responsable de soportar  las  entidades  de control  de llamadas  y 
gestión de sesiones en los diferentes dominios y subsistemas del operador.
El Home Location Register (HLR) y el Authentication Centre (AuC) se pueden considerar 
subconjuntos  del HSS. El primero tiene las de proporcionar soporte a las entidades del 
dominio PS, tales como el SGSN  y el GGSN y el servidor AAA 3GPP para el I-WLAN, y 
a las entidades  del dominio CS tales como el  MSC/servidor MSC y el  GMSC/servidor 
GMSC. Es necesario para permitir acceso al suscriptor a los servicios de los dominios PS y 
CS y para soportar  roaming a dominios CS de redes GSM/UMTS tradicionales. El AuC 
almacena  una  clave  de  identificación  por  cada  usuario  movil  registrado  en  el  HLR 
asociado. Esta clave es usada para generar datos de seguridad para cada suscriptor, datos 
que  son  usados  para  autenticación  mutua,  verificación  de  integridad  y  cifrado  de  la 
comunicación entre el usuario móvil y la red.
Otras entidades comunes son [2]:
• El Visitor Location Register (VLR) se encarga de controlar a las estaciones móviles que 
están dentro de un área MSC o dentro de un área común. Cuando la MS entra a un área 
nueva el comienza un procedimiento de registro; la MSC  a cargo nota este registro y 
transfiere al VLR la identidad del área donde esta localizado la MS; si esta no está aún 
registrada en el VLR, el VLR y el HLR intercambian información para permitir la apro-
piada manipulación de las llamadas que involucran a la MS. Una VLR puede estar a 
cargo de una o varias áreas MSC.
• El Equipment Identity Register (EIR) es la entidad lógica responsable de almacenar en 
la  red  las  Identidades  Internacionales  de  Equipos  Móviles   (International  Mobile  
Equipment Identities IMEIs). El equipo puede estar clasificado en una “lista blanca”, 
una “lista gris” o una “lista negra”.
• El SMS Gateway MSC (SMS-GMSC) actúa como una interfaz entre un Centro de Servi-
cios de Mensajes Cortos y la PLMN, para permitir que los mensajes sean entregados a 
las estaciones móviles desde el Centro de Servicio (SC).
• El SMS Interworking MSC (SMS-IWMSC) actúa como una interfaz entre la PLMN y 
un Centro de Servicios de Mensajes Cortos (SC) para permitir que los mensajes sean 
enviados de la MS al SC. 
• El Subscription Locator Function (SLF) es requerido por el I-CSCF durante el registro 
y configuración de sesión para obtener el nombre del HSS que contiene los datos reque-
ridos del suscriptor específico. También puede ser requerido por el servidor AAA 3GPP 
para la misma función. No se requiere cuando en la red hay un solo HSS, o cuando las 
Áreas de Servicio son configuradas para usar un HSS predefinido.
4.1.1.2.  Entidades del dominio CS
El dominio CS contiene los centros de conmutación (el Gateway Mobile Switching Center 
o GMSC y el Mobile Switching Center o MSC) que conecta el sistema radio con las redes 
fijas [2]. Estos son análogos con los intercambiadores (exchanges) en las redes telefónicas 
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fijas, excepto por el hecho de que el MSC también almacena el área de localización actual 
de la MS dentro del VLR, y en que también implementa procedimientos relacionados con 
el handover entre redes de acceso. Cada MSC podría conectarse a uno o más BSS(s) y/o 
RNS(s), o varios MSCs se podrían interconectar a varias BSS(s) y/o RNS(s) formando un 
área común (pool-area).
Si una red externa desea entregar una llamada a la PLMN no puede interrogar al HLR, la 
llamada es enrutada a un MSC. Este MSC interroga al HLR apropiado y entonces enruta la 
llamada al MSC donde la estación móvil se localiza. La MSC que ejecuta la función de 
enrutamiento se llama la GMSC.
Si es necesario, tanto el MSC como el GMSC pueden ser implementados en dos entidades 
funcionales diferentes: el MSC (o GMSC) Server, que maneja únicamente la señalización, 
y el  Circuit  Switched -  Media Gateway Function (CS-MGW), que maneja  los datos de 
usuario.
Otra entidad perteneciente al dominio CS es el Interworking Function (IWF), la cual es una 
entidad  funcional  asociada  con el  MSC, que  proporciona  las  funciones  necesarias  para 
interconectar  una  PLMN con  las  redes  fijas  (ISDN,  PSTN and  PDNs).  Las  funciones 
necesarias del IWF dependen de los servicios y del tipo de red fija, aunque básicamente se 
encarga de converter los protocolos usados en la PLMN a aquellos usados en la red fija. Es 
probable que este no tenga ninguna funcionalidad donde la implementación del servicio en 
la PLMN  sea compatible con la de la red fija.
4.1.1.3.  Entidades del dominio PS
El  dominio  PS  provee  el  Servicio  General  de  Paquetes  Radio  (General  Packet  Radio 
Service, GPRS). Esta formado por los nodos de soporte GPRS (GPRS Support Node GSN), 
quienes mantienen la información de suscripción y localización de las MSs, manejan el 
tráfico de paquetes de los usuarios y la señalización relacionado con el dominio PS. Existen 
dos tipos de nodos GPRS: el  Gateway GPRS Support Node (GGSN) y el  Serving GPRS 
Support Node (SGSN), los cuales a veces son referidos colectivamente como GSN o xGSN 
[2].
El  SGSN maneja  el  tráfico  de  datos  de  los  usuarios,  incluyendo  funciones  tales  como 
autenticación  y  autorización  inicial,  control  de  admisión,   recolección  de  datos  y 
tarificación,  administración  de  los  recursos  radio,  creación  y  mantenimiento  de  las 
portadoras  de  paquetes,  mapeo  y  traslación  de  direcciones,  enrutamiento  y  gestión  de 
movilidad (dentro del área de servicio), compresión de paquetes y cifrado para transmisión 
sobre la RAN. La información asociada entre el núcleo de red PS y la MS para una sesión 
activa  de paquetes  es  encapsulada  en  un contexto  de Protocolos  de  Paquetes  de Datos 
(PDP), el cual contiene la información necesaria para realizar las funciones del SGSN.
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El GGSN está frecuentemente localizado en los límites del dominio PS y maneja el tráfico 
de paquetes de datos de la red UMTS hacia fuera y viceversa. El GGSN representa un rol 
importante  en  la  gestión  de  movilidad,  enrutamiento  de  paquetes,  encapsulamiento  y 
traslación  de  direcciones.  El  papel  más  visible  del  GGSN es  el  de  redirigir  el  tráfico 
entrante para una MS a su actual SGSN. El Protocolo de Entunelamiento GPRS (GPRS 
Tunneling Protocol GTP) es usado para transportar tráfico entre el SGSN y el GGSN; sirve 
para  transportar  información  del  plano  de  control,  tales  como  comandos  para  crear, 
escrutar, modificar o borrar contextos PDP, así como datos del plano de usuario.
Adicionalmente, existe el Border Gateway (BG), el cual es una compuerta entre una PLMN 
que soporta GPRS y un backbone de red inter-PLMNs usado para interconectarse con otras 
PLMNs que también soportan GPRS. El rol del BG es proporcionar el nivel apropiado de 
seguridad para proteger el PLMN y sus suscriptores.
Existe un conjunto de otras entidades y funciones lógicas en la arquitectura 3GPP que no 
son mostradas en la figura 2.5. Estas incluyes los centros de localización móvil, bases de 
datos  de  portabilidad  numérica,  compuertas  de  seguridad,  de  señalización  entidades  de 
gestión de red e interfaces, aunque estas son importantes, no forman parte de la arquitectura 
básica de transporte y servicio, y por lo tanto son omitidas aquí. Las entidades que si son 
muy importantes, y que se explicarán en el capítulo siguiente, por ser comunes a todas las 
arquitecturas que se presentan en este capítulo, son el Subsistema Multimedia IP (IMS) y 
las plataformas o arquitecturas de mediación de servicios.
4.1.1.4.  Arquitectura de servicios
3GPP ha adoptado extensas especificaciones para servicios y creación de servicios. Los 
servicios en UMTS son vistos como una estructura en capas, tal como se muestra en la 
Figura 4.3. En el nivel más bajo están los servicios portadores, tales como el transporte por 
conmutación  de  circuitos;  servicios  como  los  Mensajes  Cortos  (SMS),  Unstructured 
Supplementary  Service  Data  (USSD),  y  Señalización  Usuario-a-Usuario  (UUS)  son 
servicios  portadores  adicionales  que  pueden ser  utilizados  por  aplicaciones  para  enviar 
diferentes tipos de contenidos. Los teleservicios de circuitos operan en el dominio CS y 
consisten en llamadas telefónicas simples, fax y similares.  Los servicios suplementarios 
también operan en el dominio CS y proporciona mejoras tales como llamada en espera, 
reenvió de llamadas y llamada entre tres. Los servicios no relacionados con llamadas son 
aquellos que no están directamente relacionados con la llamada en progreso, por ejemplo 
notificación de arribo de correos de voz o correos electrónicos. Servicios de valor agregado 
son  aquellos  que  ofrecen  capacidades  avanzadas  de  datos  tales  como  acceso  a  correo 
electrónico, navegación web y transferencia de archivos.  Finalmente, servicios multimedia 
IP son aquellos que tratan directamente con multimedia, por ejemplo descarga y streaming 
de video y audio [2].
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Figura 4.3. Arquitectura de servicios 3GPP.
Fuente: Minoru, E. Next Generation Mobile Systems. John Wiley & sons, 2005
A partir  de  esta  clasificación,  el  3GPP  proporciona  una  arquitectura  y  requerimientos 
generales para la provisión de servicios, sin estandarizar los servicios en si mismo. Lo que 
si estandariza son las capacidades de servicio, las cuales consisten en portadores genéricos - 
definidos por sus parámetros  de calidad de servicio (QoS) tales  como ancho de banda, 
retardo y simetría – y los mecanismos necesarios para realizar los servicios, incluyendo la 
funcionalidad proporcionada por varios elementos de red, la comunicación entre ellos y el 
almacenamiento de los datos relacionados.
Un concepto de servicio preponderante en UMTS es el Ambiente de Hogar Virtual (Virtual  
Home Environment, VHE). La idea básica de VHE es que, en la medida de lo posible, los 
usuarios  deberían  disponer  de  un  conjunto  de  servicios  consistente  y  personalizado  y 
características  consistentes  tales  como  la  interfaz  de  usuario  y  el  “look  and  feel”,  sin 
importar que red de acceso o que terminal  use. Para alcanzar esto,  los estándares VHE 
apuntan a proporcionar  mecanismos que permitan  medios uniformes para acceder  a  los 
servicios, así como para crearlos. VHE asume que el usuario tiene un ambiente “local”, 
donde uno o más perfiles de usuario son definidos y almacenados. Cuando el usuario se 
mueve fuera de su ambiente  “local”,  los  perfiles  de usuario pueden ser utilizados  para 
proporcional  un  “ambiente  local  virtual”  en  la  nueva  red.  Junto  con  los  portadores 
genéricos (definidos por su QoS), el VHE es habilitado por el perfil de usuario, referido 
como control  de llamadas  (CS, PS o IMS),  y un conjunto de cajas  de herramientas  de 
servicios. Estas cajas de herramientas son esencialmente especificaciones de protocolos, 
ambientes o interfaces de programación de aplicaciones (APIs) para el desarrollo de varios 
tipos  de  servicios.  Ellos  incluyen  el  User  SIM Application  Toolkit (USAT),  el  Mobile  
Execution Environment (MExE),  Customized Applications for Mobile Network Enhanced 
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Logic (CAMEL), y  Open Service Access (OSA).  El 3GPP imagina que se pueden añadir 
nuevos toolkits a sus especificaciones, y que toolkits no-3GPP pueden ser usados siempre y 
cuando satisfagan el concepto VHE.
4.1.2.  Arquitectura 3GPP Release 8
El Release 8 de 3GPP, especifica evoluciones de la red 3G en dos aspectos: la red de acceso 
radio, cuya nueva especificación se denomina de manera genérica  Long Term Evolution 
LTE, y la red de transporte, cuya nueva especificación se  denomina System Architecture 
Evolution SAE, la cual incluye la nueva especificación del núcleo de la red, denominado 
Evolved  Packet  Core (EPC);  LTE y  SAE conforman  lo  que  se  llama  Evolved  Packet 
System (EPS) [3] [4]. La Figura 4.4. muestra la arquitectura de alto nivel de EPS.
Figura 4.4. Arquitectura de alto nivel de EPS
Fuente: Kappler, C. UMTS Networks And Beyond. John Wiley & Sons, 2009
Por la intención de soportar la integración de redes de acceso heterogéneas, los Releases de 
3GPP anteriores al Release 8, aumentaron drásticamente la complejidad del núcleo de red 
(Core  Network,  CN),  lo  que  hacía  que  estas  arquitecturas  fueran  difícilmente 
implementables.  El  Release  8  resuelve  este  problema,  al  definir  un  núcleo  de  red 
simplificado, el EPC [4].
La arquitectura  detallada  de EPC se presenta  en la  Figura 4.5.  En esta  arquitectura  se 
diferencian dos tipos de redes de acceso, las redes de acceso  3GPP y las no 3GPP. Las 
redes  de  acceso  3GPP  son,  las  estandarizadas  como  acceso  radio  por  esta  misma 
organización, es decir E-UTRAN (LTE), UTRAN y GERAN; las redes de acceso no 3GPP 
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utilizan cualquier otra tecnología,  ya sea cableada o inalámbrica (por ejemplo WiMAX, 
Wi-Fi, xDSL) [5].
Figura 4.5. Arquitectura de alto nivel de EPC.
Fuente: Kappler, C. UMTS Networks And Beyond. John Wiley & Sons, 2009
Para las redes de acceso 3GPP se tienen dos nuevos componentes de red:
• El Mobility Management Entity (MME) es el principal nodo del plano de control de 
EPC; realiza funciones similares al SGSN en las redes 3G. Cuando un equipo de 
usuario (UE) se enciende y se conecta a una red de acceso 3G, se asocia a un MME 
específico. Si el UE se mueve, puede cambiar de MME. El MME autentica y autori-
za al UE, basado en la información que obtiene del Home Subscriber Server (HSS). 
También selecciona la red de paquetes con la QoS requerida por el servicio a obte-
ner, y establece el o los portadores E-UTRAN, esto último a través del Serving Ga-
teway (SGW).
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• El Serving Gateway (SGW) es el nodo del plano de usuario que une la red de acceso 
con el núcleo de la red; es controlado por el MME. Cada vez que el UE se une a una 
red  3GPP, se asocia con un SGW específico, y si aquel se mueve, éste puede cam-
biar. El SGW también contiene un Punto de Cumplimiento de Políticas (Policy En-
forcement Point, PEP) vigilados por el Policy Control Resource Function (PCRF), 
que sin embargo sólo se utiliza en combinación con protocolos de entunelamiento 
GPRS no tradicionales.
Dentro de las redes de acceso no 3GPP, se encuentran dos clases, las confiables y las no 
confiables. En el caso de las redes no confiables, como pueden ser las WLANs públicas, el 
UE se conecta al núcleo de la red a través de un “túnel” seguro, llamado Evolved Packet  
Data Gateway, ePDG.
Las  redes  no  3GPP  confiables  son  generalmente  aquellas  que  pertenecen  al  mismo 
operador, o a un operador amigo; en este caso, no se requiere ePDG. En ambos casos, los 
usuarios  se  autentican  a  través  de  un  servidor  AAA  (Authentication,  Authorization,  
Accouting), que toma la información de usuario del HSS.
El  Packet Data Network Gateway PGW tiene funciones similares al GGSN en anteriores 
versiones del sistema 3GPP. El PGW se elige de acuerdo a la red destino de una sesión, y 
se encarga de asignar la dirección IP a la UE. Desde el punto de vista del plano de control, 
el  PGW  se  comporta  como  un  PEP  gobernado  por  el  PCRF  y  realiza  inspecciones 
profundas de los paquetes, para que en caso de ser necesario los bloquee, filtre, marque con 
la QoS indicada, y en general, aplique las políticas de seguridad establecidas. A diferencia 
de los GGSN, el PGW tiene un papel importante en el control de la movilidad.
El PCRF (Políticas y reglas de aplicación de la función) realiza una parte fundamental de 
un concepto en la arquitectura del EPC (y en la arquitectura de núcleo de paquetes de 3GPP 
en general) llamado PCC (Políticas y control de cobro). El concepto PCC está diseñado 
para permitir el cobro basado en los flujos, incluyendo, por ejemplo, el control de crédito en 
línea,  así  como  el  control  de  la  política,  que  incluye  soporte  para  la  autorización  de 
servicios y gestión de QoS [6].
El PCRF proporciona las funcionalidades de decisión de las políticas de control y el control 
de  la  tarificación  basada  en  los  flujos.  Posee  una  interfaz,  por  medio  de  la  cual  los 
servidores de aplicación externos pueden enviar la información de servicio, incluyendo las 
necesidades  de  recursos  y  los  parámetros  relacionados  con  el  flujo  IP.  En  el  caso  de 
roaming, una PCRF en la red doméstica controla las políticas que deben aplicarse [6].
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4.2. ARQUITECTURA 3GPP2
Casi un año después de crearse el 3PPP, el Instituto Americano Nacional de Estándares 
(ANSI)  decidió  fundar  el  3GPP224,  un  proyecto  de  colaboración  con  el  propósito  de 
evolucionar las redes  ANSI/Telecommunications Industry Association (TIA)/Electronics 
Industry Association (EIA)-41, conocidas como redes CDMA IS-95. Los demás socios del 
3GPP2 son ARIB, CCSA, TTA y TTC, es decir, los mismos socios que forman el 3GPP 
excepto el ETSI y la TIA. El nombre asignado a las redes 3G desarrollada por el 3GPP2 es 
cdma2000.
El sistema cdma2000 representa una familia de tecnologías que incluye:
• El sistema cdma2000 1x. Este sistema define un conjunto de mejoras básicas en la capa 
física para mejorar la capacidad y permitir ofrecer servicios de datos de no muy alta 
tasa binaria. Puede llegar a duplicar la capacidad de usuarios de voz de las redes cdma-
One. Ofrece unas velocidades máximas de transmisión de paquetes de datos de 307 
kbit/s en entornos móviles.
• El sistema cdma2000 1xEV. En este sistema se incluye:
o El cdma2000 1xEV-DO (Data Only), que proporciona una velocidad de trans-
misión de datos de hasta 2,4 Mbit/s y soporta aplicaciones como la transferencia 
de ficheros de MP3 y videoconferencia.
o El cdma2000 1xEV-DV (Data Voice), que ofrece servicios multimedia que inte-
gran simultáneamente voz y paquetes de datos a alta velocidad, alcanzando ve-
locidades de hasta 3,09 Mbit/s.
o Ultra  Mobile  Broadband,  UMB  (1x  EV-DO  Rev  C),  esta  versión  incluye 
OFDM, trabajando con antenas inteligentes y con anchos de banda de canal de 
5, 10, o 20 MHz. Esta evolución no es compatible hacia atrás con versiones 
previas del estándar.
• El sistema cdma2000 3x, que se refiere a la opción original de multicarrier (MC). Esta 
tecnología implica la utilización de tres portadoras "1x" (de 1,25 MHz de ancho de ban-
da cada una) para incrementar la velocidad binaria y utilizar una banda de 5 MHz. Sin 
embargo, recientemente ha perdido su posible hueco en el mercado debido al empuje de 
la tecnología 1xEV.
En  la  Figura  4.6.  se  muestra  la  arquitectura  de  red  del  sistema  cdma2000  1x.  La 
arquitectura  de  red  prevista  para  cdma2000  también  distingue  entre  los  dominios  de 
conmutación  de  circuitos  y  de  paquetes.  Mientras  que  en  el  diseño del  primero  se  ha 
buscado la  interoperabilidad  con las  redes  CDMA de segunda generación  IS-95,  en  el 
segundo ha predominado la reutilización de protocolos existentes para redes IP antes que la 
reutilización de la infraestructura de conmutación de paquetes de GPRS.
24 http://www.3gpp2.org
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El dominio de conmutación de circuitos en cdma2000 1x utiliza los mismos elementos que 
la red troncal de GSM alrededor del MSC, aunque difiere en el protocolo de gestión de la 
movilidad, ya que en cdma2000 1x se emplea el protocolo especificado en la norma ANSI-
41.  Debido  a  que  los  servicios  de  datos  en  IS-95  se  implementan  como  pequeñas 
conexiones  de  conmutación  de  circuitos,  es  necesario  incluir  un  elemento  de 
interfuncionamiento (Inter Working Function, IWF) entre Internet y el MSC. Sin embargo, 
esta solución es inviable para servicios de datos de mayores tasas binarias (manejadas en 
3G).
Figura 4.6. Arquitectura cdma2000.
Fuente: Telefónica I+D. Las telecomunicaciones y la movilidad en la sociedad de la información. 2005
Los elementos adicionales necesarios en cdma2000 1x son [7]:
• El punto de unión con los entornos privados IP, que se denomina Packet Data Ser-
ving Node (PDSN). Se trata del punto de terminación del protocolo de enlace PPP 
(Point-to-Point Protocol) y está conectado al subsistema de estación base (BSS) a 
través de la interfaz R-P (Radio- Packet). El PDSN es responsable también de la 
gestión de la movilidad y actúa como un Foreign Agent (FA) para la funcionalidad 
de Mobile IP (MIP).
• El servidor AAA (Accounting,  Authentication and Authorization) basado en RA-
DIUS (Remote Authorization Dial-In Service), que contiene la información de pro-
visión de paquetes de datos de los abonados. Se utiliza para labores de autentica-
ción.
• La función de control de paquetes (Packet Control Function, PCF), que es uno de 
los nuevos elementos necesarios en el BSS para soportar la conmutación de paque-
tes de la interfaz R-P.
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En cdma2000 1xEV-DO no se hace uso de la interfaz R-P, por lo que también se necesitan 
otros elementos de red, como es el caso del  router de acceso (AR) cdma2000 1xEV-DO. 
Otros equipos necesarios para desplegar  la  capa jerárquicamente superior  de cdma2000 
1xEV-DO son los puntos de acceso (Access Points, AP), que emplean el esquema de acceso 
TDM en el enlace descendente y el CDMA en el ascendente.
Aunque funcionalmente son equivalentes, las MSCs y HLRs de cdma2000 se basan en la 
utilización de diferentes protocolos de señalización y formatos de datos. Desde el punto de 
vista de la conmutación de paquetes, el elemento central es el PDSN (Packet Data Serving 
Node),  que se conecta  al  sistema de estaciones base a través de la interfaz R-P (Radio 
Packet) y termina el protocolo PPP con el terminal móvil. El PDSN es también responsable 
de la gestión de la movilidad,actuando como Foreing Agent (FA) para Mobile IP. También 
se necesita un Home Agent (HA) para terminar los túneles IP y mantener la sesión Mobile 
IP.  En el  BSS se  requiere  una  nueva  funcionalidad,  denominada  PCF (Packet  Control 
Function), para soportar los nuevos servicios en modo paquete y la interfaz R-P.
El cdma2000 también plantea su evolución hacia una red “todo IP”, y en esa vía se ha 
realizado un esfuerzo de convergencia con el modelo de 3GPP. La arquitectura de red “todo 
IP” de 3GPP2 se representa en la Figura 4.7. En esta arquitectura aparecen una serie de 
elementos nuevos. Así, el Access Gateway incorpora las funcionalidades del PDSN y del 
AR,  incluyendo  el  soporte  al  FA de  Mobile  IP.  También  se  incorporan  los  elementos 
necesarios  para  soportar  servicios  multimedia  a  través  de  lo  que  se  denomina  IP 
Multimedia Domain, que es funcionalmente equivalente al IMS de UMTS.
3GPP  y  3GPP2  han  cooperado  para  maximizar  el  número  de  elementos  e  interfaces 
compatibles en IMS Release 6 e IMD Revisión 3, alineándose también con los estándares 
de IETF (en la figura anterior aparecen las interfaces identificadas según la nomenclatura 
de 3GPP2 y 3GPP). Este esfuerzo implica que, aunque el plano de transporte no llegue a 
converger,  el  plano  de  control  entre  ambos  tipos  de  redes  tiende  a  converger  en  una 
solución “todo IP” [8].
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Figura 4.7. Arquitectura detallada “todo-IP” cdma2000.
Fuente: 3GPP2 X.S0013-000-B Version 1.0; All-IP Core Network Multimedia Domain; December 2007 
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4.3. ARQUITECTURA TISPAN
El comité TISPAN25 del ETSI, entidad cuyo objetivo básico es “producir especificaciones 
detalladas  e  implementables  que  cubran  los  aspectos  de  servicios  NGN,  arquitecturas, 
protocolos,  QoS,  seguridad  y  movilidad  al  interior  de  redes  fijas”  [9],  trabaja 
conjuntamente  con el  3GPP en  la  especificación  de  tecnologías  para  el  núcleo  de  red 
comunes a las redes fijas y móviles, lo que posibilitará la convergencia de redes fijas y 
móviles  (Fixed-Mobile  Convergence, FMC),  y  en  coordinación  con  otros  cuerpos  de 
estandarización  como el  IETF y  OMA. TISPAN,  al  igual  que  el  3GPP y  el  FGNGN, 
organiza su trabajo en releases;  El Release 1, que fue lanzado oficialmente en diciembre 
de 2005 y a  diciembre  de 2006 constaba  de 85 documentos  oficiales  sobre NGN26,  se 
focalizó  en  el  desarrollo  de  servicios  conversacionales  multimedia,  y  en  los  diversos 
estándares, reportes técnicos y especificaciones técnicas que lo constituyen se tratan los 
siguientes aspectos:
• Terminología, estrategia, QoS, seguridad, acceso e identificación
• Requerimientos, arquitectura general, primeros servicios y protocolos
• Arquitectura detallada, protocolos y servicios básicos, soporte de 3GPP
• Sistemas de soporte a la operación (OSS), control de congestión, datos de usuario 
NGN, emulación  PSTN/ISDN
La  arquitectura  funcional  NGN  especificada  por  TISPAN,  cumple  con  el  modelo  de 
referencia general para NGNs de la IUT-T y está estructurada de acuerdo a una capa de 
servicio y una capa de transporte basada en IP (ver Figura 4.8.).
La capa de servicio comprende los siguientes componentes:
• El Subsistema Multimedia IP (IMS), núcleo de la red;
• El Subsistema de Emulación PSTN/ISDN (PES);
• Otros subsistemas multimedia (ej., subsistema de streaming, subsistema de difusión 
de contenidos) y de aplicaciones.
• Componentes comunes (es decir, usados por algunos subsistemas) tales como aque-
llos requeridos para acceder a las aplicaciones, funciones de tarificación, manejo de 
los perfiles de usuario, seguridad, enrutamiento, etc. 
Esta arquitectura orientada a subsistemas permite la adición de nuevos subsistemas con el 
tiempo para cubrir nuevas clases de servicios y demandas. También sirve para importar (y 
adaptar) subsistemas adoptados por otros cuerpos de estandarización.  Este es el caso de 
IMS el cual es tomado del 3GPP.
25 Formalmente  TISPAN  (Telecommunicactions  and  Internet  Converged  Services  and  Protocols  for  
Advanced Networking) es un comité técnico del ETSI, que trata con las redes fijas y con la migración de las 
redes de conmutación de circuitos a redes basadas en paquetes. TISPAN se enfoca en todos los aspectos de 
estandarización  para  las  redes  convergentes  presentes  y  futuras,  incluyendo  las  NGN.  Su  website  es 
http://portal.etsi.org/tispan
26 Todos estos se encuentran disponibles en http://portal.etsi.org/docbox/TISPAN/Open/NGN_Published/
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La conectividad IP es proporcionada al equipo de usuario por la capa de transporte, bajo el 
control del Subsistema de adhesión a la red (Network attachment subsystem, NASS) y el 
Subsistema de control de admisión y recursos (Resource and admission control subsystem 
RACS). Estos subsistemas ocultan la tecnología usada en las redes de núcleo y acceso bajo 
la capa IP.
Cada subsistema es especificado como un conjunto de entidades funcionales e interfaces 
relacionadas. Como resultado de esto los implementadores tienen la opción de combinar 
entidades funcionales donde esto tenga sentido en el contexto del modelo de negocio, o los 
servicios  y  capacidades  que  serán  soportadas.  Cuando  varias  entidades  funcionales  se 
combinan, la interfaz entre ellas es interna, está escondida y no se puede probar.
En las siguientes secciones se describen brevemente los subsistemas y las funciones que 
componen las capas de servicios y de transporte.
Figura 4.8. Arquitectura Funcional NGN TISPAN
Fuente: ES 282 001 Ver. 2.0.0 de TISPAN; NGN Functional Architecture Release 2
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4.3.1.  Capa de Transporte
En la arquitectura NGN, el plano de transporte es el que sustenta la transmisión de todos los 
flujos, ya sean de señalización o de información de usuario. Por ello, todos los subsistemas 
van a hacer uso de las capacidades de este plano.
Las  especificaciones  de  TISPAN  se  modelan  en  forma  de  entidades  funcionales 
(Functional Entities, FE) que agrupan una serie de tareas y funciones que han de efectuar 
los elementos de red. Sin embargo, estas FEs, que son entidades lógicas, no tienen por qué 
implementarse necesariamente en un mismo elemento de red (físico). En el caso de que un 
elemento  de  red  implemente  varias  FEs  al  mismo  tiempo,  las  interfaces  entre  dichas 
entidades son internas y no tienen por qué seguir el estándar. El plano de transporte de la 
NGN consiste en un conjunto de redes (acceso y troncal)27 que proporcionan conectividad 
IP y dispone de mecanismos para proporcionar calidad de servicio. Por el momento los 
estándares  de  TISPAN  no  especifican  la  versión  de  IP  a  utilizar,  y  dejan  abierta  la 
posibilidad de emplear IPv4 o IPv6, o bien ambos esquemas de direccionamiento IP, pero 
en este último caso se señalan las dificultades inherentes al interfuncionamiento entre IPv4 
e IPv6.
NGN se plantea el soporte de redes de acceso, con tecnologías y capacidades diversas. Eso 
sí, el único requisito es que han de proporcionar conectividad IP. Entre las redes de acceso 
soportadas se encuentran: Las redes de acceso fijas de banda ancha, que incluyen accesos 
xDSL, accesos ópticos, redes de cable, accesos punto a punto en entornos corporativos, 
Gigabit Ethernet; las wireless LAN; los dominios de conmutación de paquetes (PS Domain) 
de  redes  3GPP  y  3GPP2,  es  decir,  acceso  GPRS.  NGN soporta  cualquier  tipo  de  IP 
Connectivity  Access  Network  (IP-CAN) de  3GPP y  3GPP2.  Para  ello  NGN adopta  los 
estándares relativos al PS Domain del 3GPP y 3GPP2. En cambio, en NGN no se incluye el 
soporte de la conmutación de circuitos (CS Domain) como red de acceso. Esto es lo que 
hace  que el  modelo  NGN permita  plantear  la  integración  de servicios  fijos  y  móviles, 
siempre que la lógica de control de estos servicios se pueda efectuar mediante aplicaciones 
soportadas por protocolos IP. 
Desde el punto de vista funcional, el plano de transporte se puede subdividir en un subnivel 
de control de transporte, y en unas funciones de transferencia (Transfer Functions) sobre 
las  cuales  se  sustenta  el  subnivel  de  control.  El  modelo  sólo  aborda  las  funciones  de 
transferencia con las que necesitan interactuar el subnivel de control de transporte o el nivel 
de servicio (ver Fig. 4.9.).
27 Cabe señalar una red más, la de cliente, pero hay que indicar que el ámbito de la NGN llega hasta el R-
MGF, el Residential-Media Gateway Function, la pasarela que separa el equipamiento de cliente de la red de 
acceso.
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Figura 4.9. Capa de transporte NGN
Fuente: ES 282 001 Ver. 2.0.0 de TISPAN; NGN Functional Architecture Release 2
El subnivel de control de transporte se divide a su vez en dos subsistemas, denominados: 
a) Network Attachment Subsystem (NASS). Proporciona las funcionalidades relativas a: 
• la autenticación y autorización de accesos. Autenticación tanto implícita (por ejem-
plo, autenticación de línea en una red de acceso xDSL, basada en la activación del 
nivel de enlace de la conexión del usuario) como explícita (por ejemplo, autentica-
ción de usuario con credenciales); 
• el registro y autoconfiguración del equipo de usuario. Como parte del registro, el 
NASS le proporciona al equipo de usuario el punto de contacto del subsistema de 
servicio (la dirección IP o el nombre de dominio del P-CSCF);
• la información para la contabilidad de los accesos y sesiones;
• la información para la localización de los usuarios, especialmente en un contexto 
caracterizado por la movilidad de los usuarios (nomadismo), incluyendo la posibili-
dad de roaming, es decir, de accesos a través de redes de acceso de terceros. La re-
lease 1 de NGN no soporta el handover ni la continuidad de sesiones entre redes de 
acceso. Eso no impide la existencia de mecanismos de movilidad inherentes a la red 
de acceso que sí soporten esa continuidad; y,
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• la información necesaria  para aplicar  los perfiles de servicio correspondientes al 
usuario final.
b) Resource and Admission Control Subsystem (RACS). El subsistema RACS engloba los 
elementos  encargados  de  aplicar  políticas  de  control,  reservar  recursos  y  controlar  la 
admisión de flujos. Incluye también la activación y desactivación en las plataformas del 
plano  de  transporte  de  funcionalidades  como  NAT  o   cortafuegos  (firewall).  Es  el 
encargado  de  proporcionar  los  recursos  necesarios  en  el  plano  de  transporte  para  las 
diferentes  sesiones  de  servicio  establecidas  por  los  usuarios.  Por  tanto,  a  partir  de  la 
información proporcionada por los subsistemas del plano de servicio así como el NASS, los 
elementos del RACS van a actuar sobre las plataformas de red para conseguir los recursos 
necesarios. Para conseguirlo, en el caso de servicios multimedia en tiempo real tiene que 
ser capaz de:
• Reservar los recursos necesarios para ofrecer los niveles de QoS contratados (Servi-
ce Level Agreements, SLAs).
• Efectuar un control de admisión que garantice en todo momento la disponibilidad de 
recursos para las sesiones establecidas.
• Controlar las políticas a aplicar en las diferentes sesiones.
Por otra parte, las principales funciones de transferencia sobre las cuales se sustenta el nivel 
de control son:
a) La  función  BGF  (Border  Gateway  Function).  Actúa  como  interfaz  entre  dos 
dominios de transporte IP, típicamente entre la red de acceso y el núcleo de red, en 
cuyo caso se llama  Core BGF (C-BGF), o bien como interfaz en la interconexión 
entre  núcleos  de  red  de  dos  operadores  diferentes,  en  cuyo  caso  se  llama 
Interconnection BGF (I-BGF).
b) La función ARF (Access Relay Function).  ARF es una función intermedia entre el 
equipo de usuario y el  subsistema NASS. Recibe peticiones  desde el  equipo de 
usuario y las reenvía a dicho subsistema, pudiendo añadir información local. Por 
tanto, está implicado en el control de acceso (delegado en el NASS) y la reserva de 
recursos (también a través del NASS y en relación con el RACS).
c) La función MGF (Media Gateway Function). Proporciona la correspondencia entre 
flujos de media así como la transcodificación, cuando sea necesaria, entre una red 
de transporte IP y una red conmutada de circuitos. 
d) La  función  MRFP  (Media  Resource  Function  Processor). Realiza  funciones  de 
procesamiento de recursos que van más allá de las proporcionadas por la MGF, tales 
como soporte a conferencias multimedia, funcionalidades IVR, origen de anuncios 
multimedia, etc.
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e) La función SGF (Signalling Gateway Function). Se encarga de pasar la señalización 
de la PSTN o PLMN, que es SS7 y se transporta sobre tramas TDM, a paquetes IP y 
viceversa.  Para  el  transporte  de  señalización  SS7  sobre  IP  se  puede  emplear 
SIGTRAN (M2UA o bien M3UA), aunque en el modelo NGN la opción que se está 
planteando es SIP-I.
4.3.2.  Capa de Servicios
Esta capa está formada por todos los subsistemas que permiten el control de las sesiones 
correspondientes a los diferentes servicios contratados por un usuario. Integran este plano 
los  subsistemas  IMS,  PES,  el  subsistema  de  streaming  (Streaming  Subsystem)  y  el 
subsistema de difusión de contenidos (Content Broadcasting Subsystem). Pero además de 
estos  cuatro  subsistemas,  el  plano  de  servicio  incluye  otros  elementos  como  las 
aplicaciones, y componentes comunes empleados por varios subsistemas como pueden ser 
las bases de datos con los perfiles de usuarios o con información para el encaminamiento de 
los flujos de información.
Esta subdivisión del plano de servicio en dos niveles, por un lado los subsistemas de control 
de  los  servicios,  y  por  otro  las  aplicaciones,  con  unas  interfaces  claramente  definidas, 
permite la evolución independiente de cada una de ellas y facilitan la introducción en la red 
de nuevos servicios de valor añadido.
4.3.2.1.  Subsistemas de la capa de servicios
a) El subsistema Core IMS  (IP Multimedia Subsystem), soporta la provisión de servicios 
multimedia basados en SIP a terminales NGN; también permite la simulación de servicios 
de voz para usuarios con accesos nativos sobre IP (teléfonos IP y softphones). El Core IMS 
es un subconjunto del sistema IMS del 3GPP definido en el estándar técnico TS 123 002, el 
cual está restringido a las funcionalidades de control de sesión, otros componentes como los 
Servidores de Aplicaciones y las funciones relacionadas con el transporte y el media se 
consideran por fuera de este. La arquitectura de este subsistema es descrita en el estándar 
ES 282 00728.
b) El subsistema PES (PSTN/ISDN Emulation Subsystem) se utiliza para la emulación de 
los servicios que ofrece hoy la PSTN y la RDSI. Este subsistema permitirá en un futuro la 
sustitución de las centrales de acceso (clase 5) y de tránsito (clase 4) de la PSTN. Este 
subsistema está en una fase inicial de normalización. Los detalles sobre las funcionalidades 
y la arquitectura de este subsistema se dan en el estándar ES 282 002.
28 ETSI ES 282 001 Ver. 1.1.1 de TISPAN; IP Multimedia Subsystem (IMS); Functional Architecture Release 
1, Junio de 2006.
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c) El subsistema de streaming (Streaming Subsystem) es el encargado de los servicios de 
streaming de vídeo basados en el protocolo RTSP (Real Time Streaming Protocol).  Un 
ejemplo de este tipo de servicios es el vídeo bajo demanda (VoD). Este subsistema no ha 
sido tratado aún, dado que está fuera del objetivo planteado para la release 1 de NGN.
d) El subsistema de difusión de contenidos (Content Broadcasting Subsystem) contempla 
otro tipo de servicios multimedia, cuyo control no tiene por qué estar basado en RTSP. 
Dentro de esta categoría entran servicios como los de distribución de canales de TV en 
formato digital  o los servicios de pago por visión (PPV). Y al igual que en el caso del 
subsistema anterior, este subsistema no ha sido desarrollado ya que también está fuera de 
los objetivos planteados para la release 1 de NGN.
4.3.2.2.  Componentes comunes
La arquitectura NGN incluye un conjunto de entidades que pueden ser accesadas por más 
de un subsistema. La figura 4.10 presenta un vistazo de estas entidades y sus relaciones con 
otros elementos de la arquitectura. 
Figura 4.10. Componentes comunes de la capa de servicio.
Fuente: ES 282 001 Ver. 2.0.0 de TISPAN; NGN Functional Architecture Release 2
Los componentes comunes son:
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a) La función de servidor de perfiles de usuario (User Profile Server Function, UPSF), 
responsable del mantenimiento de la siguiente información relacionada con los usuarios:
• Identificación del usuario del nivel de servicio, información de numeración y direc-
cionamiento.
• Información de seguridad del usuario del nivel de servicio: información de control 
de acceso para autenticación y autorización.
• Información de localización del usuario del nivel de servicio a un nivel inter-siste-
ma: registro y almacenamiento de información de localización inter-sistema.
• Información del perfil del usuario del nivel de servicio
El UPSF puede almacenar información de los perfiles de usuario relacionada con uno o más 
subsistemas de control de servicios y aplicaciones. Por otra parte, no contiene información 
relacionada  con  las  conexiones  IP,  la  cual  es  guardada  en  el  NASS.  Sin  embargo, 
dependiendo del contexto particular, el UPSF puede estar co-localizado con la función de 
base de datos del NASS.
b) La función de localizador de suscripción (Subscription Locator Function SLF), es una 
entidad  funcional  que  puede  ser  accedida  por  subsistemas  de  control  de  servicios  o 
funciones de servidores de aplicaciones para recuperar la identidad del USPF que contiene 
el perfil de usuario de un suscriptor en particular.
c)  La  función  de  servidor  de  aplicación  (Application  Server  Function,  ASF), ofrece 
servicios de valor agregado y reside bien en la  red del  operador  con el  que el  usuario 
contrato el servicio (home network), o bien en otro lugar, el cual puede ser una red o un 
simple servidor de aplicaciones.
Los ASFs pueden proporcionar servicios independientes o de valor añadido encima de una 
sesión básica. Para propósitos de control de recursos, la primera categoría de ASF (ASF 
Type 1) puede interactuar con el RACS, mientras que la segunda categoría se sirve del 
subsistema de control que proporciona la sesión básica sobre la cual el servicio se monta. 
Este segundo tipo de ASF es idéntico al Servidor de Aplicación definido por el 3GPP en el 
estándar técnico TS 123 002. Ejemplos de ASF s son los servidores de aplicaciones SIP y 
los servidores de aplicaciones OSA/Parlay.
d) La función de interworking (Interworking Function, IWF), realiza el interworking entre 
los protocolos usados dentro de los subsistemas de control de servicios TISPAN NGN y 
otros protocolos basados en IP (ej. Entre el perfil de SIP usado en IMS y otros perfiles SIP 
o el protocolo H.323).
e)  Las  funciones  de  recolección  de  datos  y  cobro  (Charging  and  Data  Collection  
Functions), incluye las funciones de mediación de datos y mediación hacia los sistemas  de 
facturación (soportando cobro en línea o fuera de línea) y otras aplicaciones de gestión que 
pueden  usar  los  mismos  datos.  La  especificación  de  una  arquitectura  general  de  estas 
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funciones está fuera del alcance del TISPAN NGN Release 2. Estas funciones se ubican de 
manera lógica dentro de la capa de servicios tal como se muestra en la Figura 4.11.
Figura 4.11. Funciones de recolección de datos y cobro dentro de la capa de la capa de 
servicios.
Fuente: ES 282 001 Ver. 2.0.0 de TISPAN; NGN Functional Architecture Release 2
4.4. ARQUITECTURA MSF
El MultiService Forum29 es una asociación global de proveedores de servicios, proveedores 
de  sistemas  y  vendedores  de  equipos  de  prueba  comprometidos  con  el  desarrollo  y 
promoción de Redes de Próxima Generación (NGN) multiservicio de arquitectura abierta. 
Fundada en 1998, el MSF es una organización abierta entre cuyos miembros están algunas 
de las más grandes empresas de telecomunicaciones30. El objetivo del MSF es promover la 
interoperabilidad  entre  múltiples  vendedores  para  impulsar  el  despliegue  de  redes  de 
próxima generación. Para este fin el MSF busca adoptar soluciones pragmáticas de manera 
que se maximicen las posibilidades de desarrollos tempranos en redes del mundo real. Las 
actividades  del  MSF  incluyen  desarrollar  acuerdos  de  implementación,  promover 
29 http://msforum.org
30 Ejemplos de empresas miembros del MSF son operadores de telecomunicaciones globales como Vodafone, 
BT, NTT, Cable & Wireless, entre otros y proveedores de equipos y sistemas de telecomunicaciones como 
Cisco, Alcatel Lucent, Ericsson, Nortel, Huawei, Samsung, Nokia Siemens Networks, entre otros.
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interoperabilidad y compatibilidad de elementos de red, y alentar el trabajo de los cuerpos 
de  estandarización  nacionales  e  internacionales.  Dentro  de  sus  premisas,  busca  la 
integración del trabajo específico de múltiples estándares31 en una arquitectura de red y de 
servicios holística, combinando servicios de próxima generación y servicios tradicionales 
en una única red unificada [11].
Al igual que otras organizaciones, el MSF lanza cada tiempo nuevas versiones (releases) de 
sus recomendaciones, siendo la vigente en este momento el Release 4; en este se refleja la 
realidad de que la arquitectura 3GPP IMS se está posicionando como el estándar de facto 
para el núcleo de red de las redes móviles, y aún fijas. A diferencia de otros estándares y 
recomendaciones,  las  recomendaciones  del  MSF  se  caracterizan  por  su  intención  de 
describir  implementaciones  físicas,  y no funcionales,  por lo que los componentes  de la 
arquitectura son dispositivos físicos; sin embargo, para proporcionar alguna flexibilidad, 
implementaciones  reales  pueden combinar  varios  componentes  de la  arquitectura  en un 
dispositivo físico, quedando las interfaces que los comunican internas.
La última versión de la arquitectura de red MSF [12] se presenta en la Figura 4.12. La base 
de esta arquitectura es un dominio IP único, con interfaces externas definidas a equipos de 
usuarios, otros dominios IP y la PSTN. 
El bloque de transporte proporciona conectividad IP a todos los otros componentes de la 
arquitectura y al exterior. Incluye componentes de frontera que garantizan el QoS asignado 
y admite o bloquea flujos bajo una capa de control superior. Estos componentes también 
realizan tareas de cortafuego y NAT. El bloque de transporte también incluye compuertas a 
la PSTN y a terminales PSTN convencionales.
El Manejador de Ancho de Banda (Bandwith Manager) proporciona un punto de contacto 
único  para  que  las  capas  superiores  reserven  recursos  de  QoS  a  través  de  la  red  de 
transporte.
Los bloques de control de llamada y sesión cumplen las funciones de registro, señalización, 
enrutamiento y procesamiento de llamadas, invocan servicios de valor agregado desde el 
bloque de aplicación, controla el flujo admitido y la asignación de recursos a través de los 
requerimientos al manejador de ancho de banda y los componentes de borde en el bloque 
de transporte, y controlan las compuertas de acceso a aplicaciones multimedia.
El bloque de recursos comunes está formado por una serie de componentes usados tanto por 
el bloque de aplicación como por el de control de llamada y sesión; entre estos se tienen las 
bases  de  datos  de  los  suscriptores,  el  agente  de  recursos  multimedia  (Media  Resource 
Broker) y el servidor multimedia.
31 Básicamente de estándares de 3GPP, 3GPP2 y TISPAN
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Figura 4.11. Arquitectura MSF
Fuente: MSF Release 4 Physical Architecture
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El  bloque  de  aplicaciones  proporciona  servicios  de  valor  agregado  y  la  posibilidad  de 
iniciar sesiones desde dispositivos de otros proveedores de servicios.
Se hace notar que los componentes básicos de IMS hacen parte de la arquitectura MSF, 
entre ellos el P-CSC (MSF), el I-CSC (MSF), el S-CSC (MSF), el HSS, y el Subscription  
Locator Server. A todos estos se les sobrepone el sufijo (MSF) para enfatizar en que son 
componentes físicos y no funcionales como los especificados por el 3GPP. Adicionalmente, 
se ha definido una nueva clase de terminal de usuario, el IMS-aware SIP UA. Por último el 
Call  Agent  evoluciona  del  release  2  para  aparecer  como  la  combinación  de  los 
componentes MGCF/BGCF/SCSF de IMS.
4.5.  Comparación entre las distintas arquitecturas
En la Tabla 4.1 se comparar ciertas características técnicas de las arquitecturas presentadas 
en las secciones anteriores; la escogencia de estas características se hace pensando en su 
relación directa con los factores presentados en el capítulo 3, en cuya evaluación se basa el 
autor para proponer el modelo de red.
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Tabla 4.1. Comparación de las arquitecturas de redes convergentes
CARACTERISTI
CA
3GPP UMTS 3GPP LTE/SAE 3GPP2 TISPAN MSF
Implementable por 
parte de operadores 
móviles y fijos
No, en principio es 
una arquitectura 
concebida  para 
redes móviles 
No, en principio es 
una arquitectura 
concebida  para 
redes móviles 
No, en principio es 
una arquitectura 
desarrollada para 
redes móviles
No, es una 
arquitectura 
concebida 
especialmente para 
operadores fijos.
Si, uno de los 
requerimientos de 
la arquitectura es 
que sirva tanto para 
operadores móviles 
como fijos
Dominios
Dominios 
PS/CS/IMS 
separados
Dominios PS / 
CS /IMS están 
dentro del Core 
Network
Dominio 
Multimedia 
(MMD), dentro del 
cual están el 
Subsistema de 
Paquetes de Datos 
e IMS
Un solo dominio 
PS, dentro del cual 
está IMS
Un solo dominio 
PS, dentro del cual 
está IMS
Integración e 
interoperabilidad 
con Internet
Compleja, debido a 
la separación de 
dominios y la pila 
de protocolos
Menos compleja, 
por manejar un 
Core Network con 
protocolos TCP/IP 
nativos
Menos compleja, 
por manejar un 
solo dominio con 
protocolos TCP / 
IP nativos
Menos compleja, 
por manejar un 
solo dominio con 
protocolos TCP/IP 
nativos
Menos compleja, 
por manejar un 
solo dominio con 
protocolos TCP/IP 
nativos
Pila de protocolos
Compleja, debido 
al uso de múltiples 
protocolos no IP, 
IP sobre ATM, 
entunelamiento, 
etc.
Simple, se usan 
protocolos TCP/IP 
nativos
Simple, se usan 
protocolos TCP/IP 
nativos
Simple, se usan 
protocolos TCP/IP 
nativos
Simple, se usan 
protocolos TCP/IP 
nativos
Redes de acceso UTRAN, GERAN UTRAN, GERAN, LTE, interfaces a 
cdma2000, 
interfaces a otras 
Banda Ancha 
(xDSL), otras redes 
3GPP, 3GPP2, 
Wimax, Banda 
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CARACTERISTI
CA
3GPP UMTS 3GPP LTE/SAE 3GPP2 TISPAN MSF
otras redes de 
acceso redes de acceso
de acceso a través 
del NASS Ancha (xDSL)
Acoplamiento en 
las 
especificaciones 
del CN y el AN
Dependencia 
cercana
Independencia 
entre AN y CN
Dependencia 
cercana
Independencia 
entre AN y CN
Independencia 
entre AN  y CN
Arquitectura de 
servicios
Se soportan 
múltiples 
plataformas de 
servicios: CAMEL, 
MExE, OSA, 
Parlay, SIP
Soporta SIP, Parlay 
X (OMA), OSA, 
CAMEL, IN (sobre 
estos dos últimos 
no hay obligación 
de soportarlo por 
parte del operador)
Soporta OSA y SIP
Soporta: SIP, OSA, 
Parlay / Parlay X; 
otras arquitecturas 
de servicios son 
simuladas dentro 
de IMS
SIP, Parlay / Parlay 
X
Complejidad de la 
arquitectura Alta complejidad Baja complejidad Media complejidad Media complejidad Media complejidad
Despliegue 
comercial
Ampliamente 
desplegado
Hasta ahora la 
arquitectura se 
encuentra en fase 
de desarrollo, no 
hay despliegues
Ampliamente 
desplegado
Hasta ahora la 
arquitectura se 
encuentra en fase 
de desarrollo, no 
hay despliegues 
Se han hecho 
implementaciones 
de prueba pero no 
hay despliegues 
comerciales
Fuente: Elaboración propia.
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A partir de esta comparación puede inferirse que la arquitectura adecuada para la provisión 
de  servicios  convergentes  por  parte  de  operadores  fijos  sería  TISPAN,  y  por  parte  de 
operadores  móviles  sería  LTE/SAE.  Un  operador  FMC  debería  inclinarse  hacia  la 
arquitectura MSF, que es la única que tiene claramente especificadas interfaces para redes 
de acceso fijas y móviles.
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5. PROPUESTA DE MODELO DE RED PARA PROVISIÓN 
DE SERVICIOS CONVERGENTES
De la comparación de las características técnicas de las diversas arquitecturas de red, se 
llegó a la conclusión de que sólo tres de ellas, a saber LTE / SAE, TISPAN y MSF, son 
adecuadas para la provisión de servicios convergentes por parte de operadores de telefonía 
fija y móvil.
En este  capítulo  se  valoran estas  tres  arquitecturas  a  la  luz de los factores  de decisión 
planteados  en  el  capítulo  3,  y  como  resultado  de  esta  valoración  se  propondrá  una 
arquitectura,  dentro  de  estas  tres,  considerada  como la  más  adecuada  para  que  dichos 
operadores puedan dar el salto hacia las Redes de Próxima Generación y a proveer servicios 
convergentes, incluso de forma ubicua.
5.1.  Valoración de las arquitecturas de red 
La Tabla 5.1. presenta una valoración de las tres arquitecturas de red candidatas, de acuerdo 
a los factores a considerar para escoger y proponer una arquitectura como la más adecuada 
para operadores fijos y/o móviles que requieran o deseen proveer servicios convergentes.
Tabla 5.1. Valoración de arquitecturas de red candidatas
FACTOR LTE / SAE TISPAN MSF
Tipo de operador Solo móviles Solo fijos Fijos, móviles, híbridos
Perfil de migración 
de la red del 
operador
Es posible un 
proceso de 
migración gradual
Es posible un 
proceso de 
migración gradual
Es posible un 
proceso de 
migración gradual
Estructura de costos 
de los operadores
Menor CAPEX, por 
la baja complejidad 
de la arquitectura; 
los demás costos son 
iguales en las tres 
arquitecturas
CAPEX más alto 
que LTE / SAE
CAPEX más alto 
que LTE / SAE
Servicios a prestar
En capacidad de 
soportar cualquier 
servicio convergente
En capacidad de 
soportar cualquier 
servicio convergente
En capacidad de 
soportar cualquier 
servicio convergente
Madurez del 
mercado
Adecuada para 
operadores 
(tradicionales o 
entrantes) en 
Adecuada para 
operadores 
(tradicionales o 
entrantes) en 
Adecuada para 
operadores 
(tradicionales o 
entrantes) en 
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mercados categorías 
A o B
mercados categorías 
A o B
mercados categorías 
A o B
Se observa que en términos de los factores de valoración, las tres  arquitecturas son muy 
similares; la única diferencia importante radica en el tipo de operador para el que es más 
adecuada la arquitectura de red. Así tenemos, que LTE / SAE es mejor para operadores 
móviles, TISPAN para operadores fijos y MSF para operadores híbridos. Por lo demás, 
todas  soportan  básicamente  los  mismos  servicios,  la  estructura  de  costos  para  los 
operadores con estas redes sería similar, aplicaría para operadores que están en mercados 
igualmente maduros y la estrategia de migración hacia ellas también podría ser semejante.
Sin  embargo  se  debe  tener  en  cuenta  dos  tendencias  actuales  de  la  industria  de 
telecomunicaciones:
• La convergencia fijo – móvil: Para los operadores fijos es imprescindible tener cuanto 
antes la posibilidad de ofrecer servicios en redes móviles; para los operadores móviles 
es conveniente cuanto antes tener la posibilidad de ofrecer servicios en otras redes de 
acceso, cableadas e inalámbricas. La tendencia es entonces a que los tanto operadores 
fijos como móviles se conviertan, si no lo son ya, en operadores híbridos, con múltiples 
redes  de  acceso  tanto  fijas  como móviles.  Aunque todas  las  arquitecturas  de  redes 
estudiadas en este proyecto, soportan en alguna medida este proceso de convergencia 
fijo  –  móvil,  la  que  está  claramente  más  preparada  para  está  circunstancia  es  la 
arquitectura MSF, ya que en está están claramente especificadas las interfaces hacia 
redes celulares 3G tipo UMTS y cdma2000, redes WiMAX y redes de banda ancha 
domiciliarias tipo xDSL; esto permite que un operador fijo o móvil cuya red sea MSF, 
pueda convertirse con relativamente poco esfuerzo y menores costos de capital en un 
operador híbrido.
• La  ubicuidad  en  la  prestación  de  servicios  de  telecomunicaciones:  dado  que la 
arquitectura MSF es la única que soporta de manera explícita múltiples redes de acceso 
tanto  cableadas  e  inalámbricas,  es  la  única  que garantiza  que sobre  ésta  se  puedan 
proveer servicios convergentes de forma ubicua.
Por estas razones es que como resultado de los estudios, análisis y comparaciones hechos 
en el desarrollo del presente proyecto, se determinó que la arquitectura NGN propuesta por 
el MultiService Forum es la selección más adecuada para un operador fijo, móvil o híbrido 
que desee proveer servicios convergentes.
Por  otra  parte,  para  un  operador  fijo  que  no  tenga  planeado  incluir  movilidad  en  su 
portafolio, la arquitectura TISPAN es la más adecuada, y para un operador móvil que no 
desee incursionar en el segmento fijo, LTE / SAE es la más adecuada; pero, como se ha 
explicado arriba, las tendencias para estos apuntan en otro sentido.
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6. VALIDACIÓN DEL MODELO PROPUESTO BASADO EN 
IMS
Para validar el modelo propuesto pueden utilizarse diversas herramientas, que podrían ser 
clasificadas en dos categorías: los simuladores de redes y las herramientas de desarrollo de 
servicios IMS. 
En la  primera  categoría  existen  programas  de  código  libre  y  comerciales  que  soportan 
algunos o todos los protocolos relacionados con IMS, como OPNET [2], QUALNET [3], 
NS2 [4] y OMNET++ [5]; sin embargo, hasta el momento ninguno de estos contiene un 
modelo  completo  que  permita  simular  IMS,  aunque  si  permitirían  crearlo.  Mayor 
información sobre el uso de estas herramientas para simular IMS se puede encontrar en [1]. 
La creación de un modelo IMS en alguna de estas herramientas es complejo, y va más allá 
del alcance de la tesis.
En la  segunda categoría,  se  encuentran  aquellas  plataformas  de  software,  que permiten 
desarrollar  servicios  IMS,  y  que  incluyen  dentro  un  simulador  de  los  componentes 
principales de IMS.  En esta categoría se ubican aplicaciones como myMONSTER Telco 
Communicator  Suite  (TCS)  [6],  Open  IMS Core  [7]  y  Ericsson  Service  Development 
Studio [8]. Una tercera alternativa de validación sería implementar una red IMS real, lo que 
podría  hacerse  utilizando  herramientas  como Asterisk  [9]  y  OpenSIPS [10];  un listado 
extensivo de aplicaciones de software que podrían utilizarse se pueden encontrar en [11], y 
un ejemplo de implementación de IMS con estas aplicaciones se encuentra en [12]. 
El autor escogió Ericsson Service Development Studio como herramienta para validar el 
modelo propuesto. A continuación se dará una breve descripción de esta herramienta, en el 
ánimo de mostrar las razones de su escogencia, y posteriormente se explicará el desarrollo 
de  la  aplicación  que  muestra  el  funcionamiento  del  simulador  IMS  dentro  de  la 
herramienta, y que valida el modelo.
6.1.  DESCRIPCIÓN DEL ERICSSON SERVICE 
DEVELOPMENT STUDIO (SDS)
SDS es un entorno de desarrollo basado en la plataforma Eclipse32. Proporciona soporte 
extremo a extremo para el diseño, codificación y prueba de servicios de valor agregado que 
aprovechan  las  capacidades  de  IMS  [13].  Los  servicios  creados  con  SDS  pueden  ser 
desplegados  en  un  Entorno  de  Ejecución  de  Servicios  (Service  Execution  Environment 
32 Eclipse es una comunidad de código abierto cuyos proyectos se centran en la creación de una plataforma de 
desarrollo extensible, runtimes y entornos de aplicaciones para crear, desplegar y gestionar software en el 
ciclo de vida de software completo. Mayor información en http://www.eclipse.org/ 
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SEE)  comercial,  rápidamente y con alta  calidad.  Algunas características  importantes  de 
SDS son:
• Soporta el diseño, codificación y pruebas de servicios IMS, tanto en el lado cliente 
como en el lado servidor.
• Incluye el IMS Java Client Utility (IJCU), el cual implementa una API (Aplication 
Program  Interface)  de  alto  nivel  para  desarrollar  aplicaciones  cliente  para 
terminales de usuario.
• Es parte integral del sistema IMS de Ericsson, lo que garantiza que los servicios 
desarrollados en IMS, sean implementables en este sistema.
• Soporta dos APIs de Servlets SIP que cumplen con las especificaciones JSR 116 y 
JSR 289.
• Simula los siguientes componentes de IMS: Application Server (AS), Call Session 
Control Function (CSCF), Home Subscriber Server (HSS), Domain Name Server 
(DNS).  Dentro  de  SDS estos  componentes  se  comunican  entre  sí  para  manejar 
requerimientos entrantes.
SDS contiene los siguientes componentes:
• Entorno  de  Desarrollo  Integrado  (Integrated  Development  Enviroment  -  IDE) 
gráfico basado en Eclipse.
• Red  visual,  que proporciona una representación  de los nodos simulados  (CSCF, 
servidor  DNS, y servidor PoC), desde el punto de vista de red; permite ver si el 
nodo está corriendo, acceder de forma rápida a su configuración, y arranca y para 
los nodos representados.
• Utilidad cliente  Java IMS (IMS Java Client  Utility - IJCU),  que implementa las 
especificaciones Java JSR 180 y JSR 281.
• Simulador del núcleo de red IMS (IMS Core Network, IMS-CN), lo que le permite 
que desde el punto de vista del desarrollador SDS actúe como una red IMS virtual. 
SDS soporta las funcionalidades de IMS-CN como manejar registros, autenticación, 
normalización de números, activación de servicios, enrutamiento, entre otras.
• Simulador de servicios de presencia y gestión de listas de grupos (Presence and 
Group List Management - PGM), incluye servicios de presencia, grupos, gestión de 
datos y funciones genéricas como la publicación y el almacenamiento de datos de 
presencia y la posibilidad para los observadores de  suscribirse a notificaciones de 
presencia.
• Simulador de habilitador del servicio Push-to-Talk over Cellular (PoC), que cumple 
con la especificación del estándar abierto de Open Mobile Alliance, OMA [14].
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• Simulador  del  servicio  de  mensajería  IMS (IMS-M) Enabler,  que  simula  varios 
servicios como los de Chat y Mensajería Instantánea (IM); también permite probar 
distintas  soluciones  del  Servicio  de  Mensajes  Cortos  (Short  Message  Service, 
SMS).
• Simulador del servicio IPTV
• Entorno de pruebas; SDS incluye dos herramientas de pruebas: un Test Agent, para 
probar  el  comportamiento  de  cualquier  aplicación  mensaje  a  mensaje,  y  el 
Automated Testing Framework,  que permite  escribir,  editar  y  correr  scripts para 
probar el comportamiento completo de una aplicación.
• Flujo visual del tráfico, que permite al usuario ver el tráfico SIP en un diagrama de 
flujo. El tráfico SIP puede ser leído de un flujo en tiempo real o de un archivo.
6.2.  DESARROLLO Y SIMULACIÓN DE APLICACIÓN IMS EN 
SDS
El desarrollo  y simulación de aplicaciones IMS en SDS, sigue un procedimiento general 
que se da a continuación [15]:
1) Creación del proyecto de servlet SIP dinámico
2) Creación de SIP servlet
3) Codificación de la aplicación
4) Inicio del ambiente de ejecución (CSCF y DNS)
5) Aprovisionamiento del CSCF
a. Configuración de servidor DNS
b. Configuración del HSS y de perfiles de usuario
6) Despliegue del proyecto en el servidor de servlets Sailfin33
7) Configuración de pruebas y realización de las mismas
Para la realización de los dos primeros pasos, SDS ofrece asistentes que facilitan la tarea, 
por lo que no se mostrará aquí como se llevaron a cabo. El código fuente de la aplicación se 
presenta  como  anexo.  En  este  documento  la  discusión  se  centrará  en  los  pasos 
concernientes al arranque, configuración y funcionamiento de la aplicación en una red IMS.
33 Sailfin es un servidor de servlets SIP, que hace parte del servidor de aplicaciones GlassFish; GlassFish es 
un proyecto de código abierto para desarrollar servidores de aplicaciones basados en Java Enterprise Edition 
(Java EE); mayor información está disponible en  http://wiki.glassfish.java.net/Wiki.jsp?page=SailFin 
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6.2.1.  Inicio del ambiente de ejecución
Una vez codificada la aplicación, deben arrancarse los componentes IMS CN simulados por 
SDS. Esto se hace desde el  menú SDS, seleccionando  SDS > Server > CSCF > Start 
CSCF.
En la parte inferior de la perspectiva34 se encuentra una pestaña con el nombre Console, en 
la cual se verá el estado de los servidores. En este caso se verá algo similar a lo que muestra 
la Figura 5.1.
Figura 5.1. Arranque CSCF
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
A  continuación  se  hace  el  mismo  procedimiento  para  arrancar  el  servidor  DNS, 
seleccionando para tal fin SDS > Server > DNS > Start DNS. En la consola se verá lago 
similar a lo que muestra la Figura 5.2.
Figura 5.2. Arranque Servidor DNS
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Otra opción es arrancar los servidores usando la perspectiva de Visual Network. En este 
caso, una vez seleccionada la perspectiva desde el menú respectivo, simplemente se deben 
arrastrar al área de trabajo los servidores CSCF y DNS y se activan (ver Figura 5.3.)
34 En Eclipse, una perspectiva es una agrupación de vistas y editores de manera que den apoyo a una actividad 
completa del proceso de desarrollo software.
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Figura 5.3. Arranque de servidores desde la perspectiva Visual Network
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
6.2.2.  Aprovisionamiento del CSCF
El CSCF maneja el tráfico entre los clientes y los contenedores SIP ubicados en el lado de 
los  servidores.  Es  posible  tener  muchos  contenedores  SIP,  cada  uno  configurado  con 
distintas reglas para ser activado. La provisión del CSCF consiste en definir estas reglas.
Para esto, el procedimiento general es el siguiente:
• Acceder  a  la  perspectiva  de  aprovisionamiento,  seleccionando  SDS >  Server  > 
Provisioning.
• Configuración del servidor DNS: creación de dominio y asociación de direcciones 
IP, protocolos de transporte y números de puerto. (ver Figura 5.4.)
• Configuración del  HSS: este  paso implica  la  realización  de diversas  acciones,  a 
saber: configuración de Criterios de Filtrado Inicial (iFC) (ver Figura 5.5.), Puntos 
Activadores de Servicio (SPT) (ver Figura 5.6.), configuración de Perfil de Servicio 
(ver  Figura  5.7.),  configuración  de  Perfil  de  Usuario  (ver  Figura  5.8.)  y 
(opcionalmente) configuración de la Identidad Pública del Servicio.
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Figura 5.4. Configuración del servidor DNS
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Figura 5.5. Configuración de iFCs
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Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Figura 5.6. Configuración de SPTs
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Figura 5.7. Configuración de Perfil de Servicio
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Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Figura 5.8. Configuración de Perfil de Usuario
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
6.2.3.Despliegue del proyecto en el servidor de servlets Sailfin
Para esto, en SDS se debe configurar el servidor de ejecución por defecto, a Sailfin v1, y 
correr la aplicación en el servidor por defecto. 
89
Figura 5.9. Configuración del servidor de servlets
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
Una vez corriendo, en la pestaña de servidores se verá algo similar a lo que se muestra en la 
Figura 5.10.
Figura 5.10. Servidor de servlets corriendo
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
6.2.4. Configuración de pruebas y realización de las mismas
SDS  ofrece  dos  alternativas  para  probar  la:  un  Test  Agent,  que  permite  probar  el 
comportamiento  de  cualquier  aplicación  mensaje  a  mensaje  (ver  Figura  5.11.),  y  el 
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Automated Testing Framework, que permite escribir, editar y correr scripts para probar el 
comportamiento completo de una aplicación (ver Figura 5.12.).
Figura 5.11. Test Agent
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
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Figura 5.12. Automated Testing Framework - ATF
Fuente: Service Development Studio (SDS) 4.2 Tutorial. Ericsson, 2009.
6.3.Ejecución del servicio y simulación de IMS
En esta sección se presenta el desarrollo hecho por el autor de una pequeña aplicación que 
permite el intercambio de mensajes entre dos usuarios móviles registrados y autenticados 
en  una  red  IMS.  El  desarrollo  de  la  misma  se  basa  en  las  instrucciones  dadas  en  la 
referencia [15].
La aplicación desarrollada registra un usuario en una red IMS y le permite a este enviar 
mensajes a un teléfono celular que no tiene capacidades SIP. El menaje es enviado a el 
CSCF, y este lo reenvía al teléfono. El teléfono celular es emulado usando el  Sun Java 
Wireless Toolkit 2.5.2 for CDLC, la cual es una aplicación externa a SDS. En la Figura 
5.13. se observa el emulador del teléfono celular corriendo dentro del servicio desarrollado, 
que se está iniciando a ejecutar. La Figura 5.13. también muestra la primera acción que 
debe ejecutar el usuario, la cual es registrarse en la red.
92
Figura 5.13. Servicio IMS iniciándose
Fuente: Autor.
Una vez registrado, el usuario está en capacidad de enviar mensajes; en este caso el envío 
se hace desde el  mismo teléfono celular,  pero en un entorno real  podría  hacerlo  desde 
cualquier  otro  dispositivo  terminal.  La  Figura  5.14.  presenta  el  momento  previo  a  la 
ejecución de la acción de envío.
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Figura 5.14. Enviando mensaje a teléfono celular sin capacidades SIP
Fuente: Autor.
La Figura 5.15. muestra como el mensaje es recibido correctamente en el teléfono celular.
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Figura 5.15. Mensaje recibido por el teléfono celular
Fuente: Autor.
Finalmente, el usuario sale de la red. La Figura 5.16. presenta el flujo de mensajes que ha 
tenido lugar entre el cliente y el servidor CSCF, los cuales son capturados directamente y 
en tiempo real  por  SDS al  abrir  la  perspectiva  Visual  Traffic  Flow; a  continuación  se 
describen brevemente los mensajes intercambiados:
• El cliente hace un requerimiento de registro.
• El servidor confirma el registro al cliente con un mensaje 200 OK
• El cliente origen envía un mensaje con el texto “Jhon Quiza”, dirigido al teléfono 
móvil
• El servidor recibe el mensaje, verifica el destino, y envía el mensaje a éste
• El destino envía un mensaje 200 OK, confirmando al servidor que el mensaje le 
llegó correctamente
• El servidor confirma al cliente origen la llegada correcta del mensaje que envió
• El cliente hace un requerimiento de salida de la red
• El servidor confirma la salida al cliente con un mensaje 200 OK
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Figura 5.16. Intercambio de mensajes SIP entre cliente y servidor
Fuente: Autor.
La aplicación presentada valida el modelo propuesto, ya que muestra el funcionamiento de 
los componentes de IMS CN, los cuales son el núcleo de la red propuesta.
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CONCLUSIONES Y RECOMENDACIONES
Claramente, la tendencia en la industria de las telecomunicaciones es hacia la convergencia 
tecnológica  en todos los aspectos que implica:  redes,  terminales,  sistemas de soporte y 
servicios.  Todo esto proceso de convergencia gira alrededor de dos protocolos: IP a nivel 
del plano de transporte, y SIP a nivel del plano de servicios. Todas las adquisiciones y 
actualizaciones de infraestructura que hagan los operadores de telecomunicaciones a partir 
de este momento, deben hacerse pensando en esta realidad palpable; NO TIENE SENTIDO 
adquirir equipos basados en tecnologías anteriores, ya sea de conmutación de circuitos o 
paquetes, como ATM, SDH, SS7. 
También resulta claro, que a pesar de que el mundo será dominado por IP y SIP, para los 
operadores  no  es  económicamente  viable,  descartar  simplemente  sus  redes  actuales  y 
desplegar una red completamente nueva. Tanto la arquitectura MSF, como las arquitecturas 
LTE /  SAE y TISPAN,  permiten  un proceso de migración  gradual  hacia  ellas.  A este 
respecto, es conveniente para el operador acatar las recomendaciones que da la UIT en este 
sentido, y que se enuncian en los numerales 3.2. y 3.5. del presente documento.
Para los operadores fijos es imprescindible  tener  cuanto antes  la  posibilidad  de ofrecer 
servicios en redes móviles; para los operadores móviles es conveniente cuanto antes tener 
la posibilidad de ofrecer servicios en otras redes de acceso, cableadas e inalámbricas. La 
tendencia es entonces a que los tanto operadores fijos como móviles se conviertan, si no lo 
son ya, en operadores híbridos, con múltiples redes de acceso tanto fijas como móviles. 
Aunque todas las arquitecturas de redes estudiadas en este proyecto, soportan en alguna 
medida este proceso de convergencia fijo – móvil, la que está claramente más preparada 
para está circunstancia es la arquitectura MSF. Esta es la razón principal por la que está 
arquitectura fue escogida por el autor, como la más adecuada para los operadores.
Los  ingresos para los operadores de telecomunicaciones estarán en los nuevos servicios 
convergentes que puedan proveer a sus clientes, servicios similares a los que éstos obtienen 
de Internet,  pero mejorados;  es imperioso para los operadores,  por tanto,  actualizar  sus 
redes tradicionales a NGNs, basadas en IP y SIP.
Existen  múltiples  cuerpos  de  estandarización  desarrollando  especificaciones  de  NGNs; 
aunque cada cuerpo orienta sus especificaciones a un segmento específico del mercado de 
las  telecomunicaciones,  vale  decir,  las  especificaciones  3GPP  y  3GPP2  apuntan  al 
segmento de las redes celulares, TISPAN al de las redes de telefonía fija y CableLabs al de 
las redes de televisión por cable, la misma convergencia de servicios ha hecho que las redes 
tiendan a parecerse, y ha movido a los cuerpos de estandarización a acercarse y ponerse de 
acuerdo en sus especificaciones, aunque sin perder de vista su segmento objetivo.
El Subsistema Multimedia IP es el núcleo de todas las arquitecturas existentes de NGNs. 
Aunque hace un par de años, cada cuerpo tenía su propia versión de IMS, en este momento 
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ya existe una arquitectura IMS unificada, conocida como IMS Core Network. También en 
este momento hay acuerdo sobre que el 3GPP es la organización encargada de marcar la 
evolución de IMS CN, eso sí teniendo en cuenta los requerimientos de los demás cuerpos 
de estandarización, incluyendo OMA, y en estrecha colaboración con el IETF.
Aparte de la arquitectura MSF, la arquitectura LTE/SAE especificada en el Release 8 de 
3GPP, es también una buena opción para operadores móviles, mientras que la arquitectura 
TISPAN NGN, especificada por ETSI TISPAN en su Release 2, es una buena alternativa 
para operadores fijos.
Una de las grandes ventajas de las nuevas arquitecturas de red, es que la plataforma de 
servicios que incorporan, a saber SIP (IMS) y OSA/Parlay/Parlay X, facilitan grandemente 
el desarrollo de nuevos servicios convergentes, que ya no son labor de grandes expertos en 
telefonía,  sino  que  pueden  ser  hechos  por  programadores  venidos  del  mundo  de  las 
Tecnologías  de la  Información  habituados  a  usar  herramientas  comunes en este  mundo 
como Java. Esto hace prever una gran explosión de empresas desarrolladoras de software 
incursionando  en  el  mercado  de  los  servicios  de  telecomunicaciones,  lo  que  hará 
prácticamente  infinita  la  oferta  de  nuevos  servicios,  fenómeno  similar  a  lo  que  está 
ocurriendo en la actualidad con teléfonos como el IPhone, o aquellos basados en el sistema 
operativo Android. En este escenario, la tendencia es a que los operadores se conviertan en 
intermediarios de servicios de telecomunicaciones, más que en portadores de voz, datos y 
multimedia.
En consonancia con lo expuesto en el párrafo anterior, están apareciendo un conjunto de 
herramientas de software, como  myMONSTER Telco Communicator Suite (TCS),  Open 
IMS Core y Ericsson Service Development Studio, que facilitan el desarrollo de servicios 
convergentes basados en IMS; en opinión del autor, aquí se presenta una oportunidad muy 
interesante hacia el futuro inmediato de I+D+i en las universidades y empresas de TI, y de 
emprendimiento  por  parte  de  jóvenes  profesionales  de  la  Ingeniería  de  Sistemas, 
Telecomunicaciones y afines.
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