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Abstract
We investigated the linear stability of pipe flow with anisotropic slip length at the wall by considering
streamwise and azimuthal slip separately as the limiting cases. Our numerical analysis shows that
streamwise slip renders the flow less stable but does not cause instability. The exponential decay
rate of the least stable mode appears to be ∝ Re−1 either when the slip length is not very large or
when the Reynolds number is large. Azimuthal slip also destabilizes the flow and can cause linear
instability if the slip length is sufficiently large. The critical Reynolds number can be reduced to a
few hundred given large slip lengths. Besides numerical calculations, we present a mathematical proof
of the linear stability of the flow to three-dimensional yet streamwise-independent disturbances for
arbitrary Reynolds number and slip length, as an alternative to the usual energy analysis. We derived
analytical solutions to the eigenvalue and eigenvector of these modes and explained the dependence of
the maximum eigenvalue on the slip length. The scaling of the exponential decay rate of these modes
is shown to be rigorously ∝ Re−1.
1 Introduction
The classic pipe flow with no-slip boundary condition has been proved linearly stable to axisymmetric
perturbations [Herron, 1991, 2017], and numerical studies suggest that the flow is linearly stable to any
perturbations at arbitrary Reynolds numbers [Meseguer and Trefethen, 2003]. The recent work of Chen
et al. [2019] presented a rigorous proof of the linear stability of the flow to general perturbations at high
Reynolds number regime. Therefore, transition to turbulence in pipe flow is necessarily nonlinear via
finite-amplitude perturbations (see e.g. Eckhardt et al. [2007], Avila et al. [2011]).
However, velocity slip of viscous fluid can occur on super-hydrophobic surfaces [Voronov et al., 2008,
Rothstein, 2010], for which slip boundary condition instead of the classic no-slip condition should be
adopted for the momentum equations, and the slip boundary condition can potentially influence the
stability of the flow. A simplified and widely used slip boundary condition is the Navier slip boundary
condition, which has been shown to apply to many flow problems and frequently adopted for linear stability
studies [Vinogradova, 1999, Lauga and Cossu, 2005, Min and Kim, 2005, Gan and Wu, 2006, Ren et al.,
2008, Ghosh et al., 2014, Seo and Mani, 2016, Chattopadhyay et al., 2017, to list a few]. For pipe geometry,
although many studies have investigated the linear stability of immiscible and miscible multi-fluid flows
with either no-slip or Navier slip boundary condition [Hu and Joseph, 1989, Joseph, 1997, Li and Renardy,
1999, Selvam et al., 2007, Sahu, 2016, Chattopadhyay et al., 2017, etc.], much fewer studies were dedicated
to the linear stability of single-phase pipe flow with slip boundary condition. Pr˚usˇa [2009] investigated
this problem and showed that, subject to Navier slip boundary condition, pipe flow becomes less stable
compared to the no-slip case, however, the destabilization effect is constrained to small Reynolds numbers
and is not sufficient to render the flow linearly unstable. Their results indicated that the stability property
of pipe flow is not qualitatively affected by the slip boundary condition, regardless of the slip length. For
∗Email address for correspondence: baofang song@tju.edu.cn
1
ar
X
iv
:2
00
4.
11
52
4v
1 
 [p
hy
sic
s.f
lu-
dy
n]
  2
4 A
pr
 20
20
its counterpart in plane geometry, i.e. channel flow, on the contrary, a stabilizing effect of velocity slip
on the linear stability was reported [Min and Kim, 2005, Lauga and Cossu, 2005].
Usually, slip length is assumed homogeneous and isotropic, i.e. independent of position and direction
at the wall. However, presumably anisotropy in the effective slip length may be incurred by anisotropy
in the texture pattern on superhydrophobic surfaces. Recently, Chai and Song [2019] studied the linear
stability of single-phase channel flow subject to anisotropy in slip length by considering streamwise and
spanwise slip separately as the limiting cases. Their results showed that streamwise slip mainly stabilizes
the flow, although it surprisingly destabilizes the flow slightly in a small Reynolds number range, and that
spanwise slip can greatly destabilize the flow and reduce the critical Reynolds number given sufficiently
large slip length. The critical Reynolds number can be reduced to a few hundred with a dimensionless
spanwise slip length of O(0.1), in contrast to Recr = 5772 for the no-slip case. Their study also indicated
that Squire’s theorem Squire [1933] ceases to apply when the wall normal velocity and vorticity are
coupled via the slip boundary condition, such that the leading instability becomes three dimensional
(3D) rather than two dimensional (2D) when slip length is sufficiently large. Their results are at large
with the stabilization effect reported by Min and Kim [2005], Lauga and Cossu [2005] in which Squire’s
theorem was seemingly assumed. Earlier instability incurred by anisotropy in slip length, if realizable in
experiments, could interest certain applications where enhanced mixing and heat transfer are preferred.
Differing from channel flow, linear instability is absent at arbitrary Reynolds numbers in classic pipe
flow. This raises the question of whether the anisotropy in slip length can also cause linear instability in
pipe flow. The pseudospectrum analysis of classic pipe flow of Meseguer and Trefethen [2003], Schmid
and Henningson [1994] suggests that, despite the linear stability, at sufficiently large Reynolds numbers,
a small perturbation to the linear operator associated with the governing equation can possibly change
the stability of the system. The slip boundary condition can be thought of as a perturbation to the
linear operator with no-slip boundary condition. However, Pr˚usˇa [2009] showed that homogeneous and
isotropic slip does not change the spectrum qualitatively no matter how large the slip length (i.e. operator
perturbation) is, indicating that whether the stability property changes or not when the linear operator
is perturbed is perturbation dependent, as expected. Following Chai and Song [2019], in this work, we
consider anisotropic slip length in the limiting cases and explore the possibility of linear instability. Besides
numerical calculations, we also perform analytical studies on the eigenvalues and eigenvectors of the 3D
yet streamwise-independent modes, which to our knowledge have not been reported in the literature.
2 Numerical methods
The nondimensional incompressible Navier-Stokes equations read
∂u
∂t
+ u ·∇u = −∇p+ 1
Re
∇2u, ∇ · u = 0, (1)
where u denotes velocity and p denotes pressure. For pipe geometry, cylindrical coordinates (r, θ, x) are
considered, where r, θ and x denote the radial, azimuthal, and streamwise coordinates, respectively. Ve-
locities are normalized by U = 2Ub where Ub is the bulk speed, length by pipe radius R and time by R/Ub.
The Reynolds number is defined as Re = UbR/ν where ν is the kinematic viscosity of the fluid. In order to
eliminate the pressure and impose the incompressibility condition, we adopt the velocity-vorticity formu-
lation of Schmid and Henningson [1994], with which the governing equations reduce to only two equations
about the wall normal velocity ur and wall normal vorticity η. With a Fourier-Fourier-Chebyshev col-
location discretization, considering perturbations of the form of {ur, η} = {uˆr(r), ηˆ(r)}e−i(αx+nθ), the
governing equations in the Fourier spectral space read
Lq +
∂
∂τ
Mq = 0, (2)
2
where
L =
 iαReUΓ + iαRr
(
U ′
k2r
)′
+ Γ(k2r2Γ) 2αn2ReΓ
− iU
′
r
+
2α
R
Γ iαRk2r2U + φ
 , (3)
M =
(
Γ 0
0 k2r2
)
, (4)
τ =
t
Re
is the scaled time, and unknowns are
q =
(
Φˆ
Ωˆ
)
=
( −iruˆr
αruˆθ − nuˆx
nRek2r2
)
=
( −iruˆr
ηˆ
inRek2r
)
. (5)
α, which is real, and n, which is an integer, are the axial and azimuthal wavenumbers, respectively. U is
the base flow, k2 = α2 +
n2
r2
, i =
√−1 and ‘′’ denotes the derivative with respect to r. The operators Γ
and φ are defined as Γ =
1
r2
− 1
r
d
dr
(
1
k2r
d
dr
)
and φ = k4r2 − 1
r
d
dr
(
k2r3
d
dr
)
. The other two velocity
components uˆx and uˆθ can be calculated as
uˆx = − α
k2r
∂Φˆ
∂r
− n2rΩˆ, uˆθ = − n
k2r2
∂Φˆ
∂r
+ αnrReΩˆ. (6)
We use the Navier slip boundary condition at the pipe wall for streamwise and azimuthal velocities
separately, i.e. (
lx
∂ux
∂r
+ ux
) ∣∣∣∣
r=1
= 0,
(
lθ
∂uθ
∂r
+ uθ
) ∣∣∣∣
r=1
= 0, (7)
where lx > 0 and lθ > 0 are streamwise and azimuthal slip lengths, respectively, and are independent of
each other. Lauga and Cossu [2005], Chai and Song [2019] considered the same boundary conditions for
slip channel flow. Note that in the isotropic slip case as given in Pr˚usˇa [2009], lx and lθ are related as
lθ =
lx
1 + lx
, which gives lθ ≈ lx for small slip lengths. With boundary condition (7), given that we impose
the same volume flux as in the no-slip case, the velocity profile of the base flow reads
U(r) =
1− r2 + 2lx
1 + 4lx
xˆ, (8)
where xˆ represents the unit vector in the streamwise direction. Note that the base flow is independent of lθ.
Impermeability boundary condition is imposed for the wall-normal velocity component, i.e., ur(1, θ, x, t) =
0. Converting to the (Ωˆ, Φˆ) system, the boundary condition (7) reads
α
k2
∂Φˆ
∂r
+ n2ReΩˆ + lx
(
n2Re
∂Ωˆ
∂r
+
α
k2
∂2Φˆ
∂r2
+ α
n2 − α2
(n2 + α2)2
∂Φˆ
∂r
)
= 0 (9)
and
αnReΩˆ− n
n2 + α2
∂Φˆ
∂r
+
lθ
(
αnReΩˆ + αnRe
∂Ωˆ
∂r
− n
n2 + α2
∂2Φˆ
∂r2
+
2nα2
(n2 + α2)2
∂Φˆ
∂r
)
= 0. (10)
It can be seen that Ω and Φ, i.e. ur and η, are coupled via the slip boundary condition.
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Figure 1: Spectrum of the flow at Re = 3000 with lx = 0.005 (circles), 0.05 (triangles) and 0.5 (diamonds).
(a) The mode (α, n) = (0, 1). (b) The mode (α, n) = (0.5, 1).
In order to avoid the singularity at the pipe center, i.e. r = 0, the domain [0, 1] is extended to [-1,
1] and an even number of Chebyshev grid points over [-1, 1] are used such that there is no grid point
at r = 0. This extension also allows us to use the Chebyshev collocation method for the discretization
in the radial direction and the resulted redundancy is circumvented by setting proper parity conditions
on Φˆ and Ωˆ with respect to r [Trefethen, 2000, Meseguer and Trefethen, 2003]. In this way, no explicit
boundary condition is imposed at the pipe center.
To determine whether a mode (α, n) is linearly stable or not, one only needs to calculate the eigenvalues
of the operator −M−1L and check if any eigenvalue has a positive real part, λr, which determines the
asymptotic growth/decay rate of the corresponding eigenvector as t→∞.
3 Streamwise slip
We consider the case of lx 6= 0 and lθ = 0 as the limiting case of streamwise slip being significant and
azimuthal slip being negligible.
The effect of the slip on the eigenvalue spectrum is investigated for Re = 3000 and is shown in Figure 1
for the modes (α, n) = (0, 1) and (0.5, 1). Firstly, panel (a) shows that the eigenvalues of the (α, n) = (0, 1)
mode visually all fall on the λi = 0 line (λi denotes the imaginary part of the eigenvalue) and in the left
half-plane, which suggests that the eigenvalues are all real and negative. Meseguer and Trefethen [2003]
reported the same finding for the no-slip case in a large Reynolds number range up to 107. In fact, the
eigenvalues being real and negative can be rigorously proved, see our proof in Section 5.1. Secondly, as
lx increases, the eigenvalues shift to the right, i.e. eigenvalues increase with lx and the flow becomes less
stable. This dependence can be theoretically explained, see Section 5.3. Panel (b) shows the case for the
mode (α, n) = (0.5, 1). The slip does not qualitatively change the shape of the spectrum. As lx increases,
the eigenvalues overall move to the right, like the α = 0 case. Besides a horizontal shift, there is a shift
in the vertical direction either, and meanwhile the spectrum is compressed in the vertical direction, see
the comparison between the lx = 0.5 and the other two cases. Using the term of Schmid and Henningson
[1994], Meseguer and Trefethen [2003], the horizontal branch of the spectrum (the part with λr . −600)
corresponds to mean modes, the upper branch corresponds to wall modes and the lower branch to center
modes. Note that the wave speed of a wave is given by −λiαRe in our formulation. The wall modes, which
are located close to the wall, move at lower speed than the center modes, which are located close to the
pipe center and move at speeds close to the centerline velocity. The wave speed of the mean modes is
decreased by the slip according to our results, reducing to 0.555 from 23 as in the no-slip case [Schmid and
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Figure 2: The maximum eigenvalue, maxλr, as a function of α, for Re = 3000 (a,b) and 10
4 (c,d). For
each Reynolds number, azimuthal wavenumbers n = 0, 1, 2, 3, 4 and slip lengths lx = 0.1 and 1.0 are
shown.
Henningson, 1994, Meseguer and Trefethen, 2003]. Since we fix the volume flux of the flow while the slip
length is varied, the speed of the base flow close to the wall increase as lx increases, whereas the speed
near the pipe center decreases, i.e. the velocity profile becomes flatter, see the base flow given by (8).
Therefore, it can be expected that as lx becomes large, the phase speed of the wall-modes increases and
that of the center modes decreases, and all three types of modes move at closer speeds. This is exactly
what the compression in the vertical direction of the spectrum reveals.
Figure 2 shows the maximum of the real part of the eigenvalue, maxλr, as a function of the streamwise
wavenumber, α, for Re = 3000 and 104. For each Re, slip lengths lx = 0.1 and 1.0, and azimuthal
wavenumbers n = 0, 1, 2, 3 and 4 are considered. The trend shown in the figure suggests that, for both
Reynolds numbers, α = 0 is nearly the least stable mode, i.e. the slowest decaying mode given that
all maxλr’s are negative, regardless of the slip length. At small α, where maxλr is largest, the results
suggest that n = 1 is always the least stable one. At larger α, however, n = 1 is still the least stable when
lx is small, see the case of lx = 0.1 in panel (a, c), but is not in a range of α around α = 1, see the case
of lx = 1.0 in panel (b, d). Nevertheless, in this range, maxλr is much smaller than that in the small α
regime. Therefore, as we are most interested in the least stable mode, in the following, we will focus on
the n = 1 modes. In fact, for the α = 0 modes, we can rigorously prove that n = 1 is the least stable
azimuthal wavenumber, see Section 5.4.
Figure 3 shows maxλr as a function of α of the n = 1 modes for Re = 3000 (a) and 10
4 (b). For each
Re, overall maxλr increases as lx increases, i.e. the n = 1 modes decay more slowly as lx increases. The
insets show the close-up of the small α region, in which the dependence of maxλr on α is not monotonic,
with the maximum appears at some small but finite α instead of α = 0. Nevertheless, the difference
between the peak value and the value for α = 0 is very small, i.e. α = 0 is nearly the least stable mode,
as aforementioned. In fact, the dependence on lx is not fully monotonic either, see the very small region
around α = 0.03 for the lx = 0.005 (the thin black line) and lx = 0.05 (the red line) cases as shown in
the inset in (a) and around α = 0.01 in the inset in (b). However, for α = 0 and in most range of α, our
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Figure 3: The influence of streamwise slip on maxλr of n = 1 modes for Re = 3000 (a) and 10
4 (b). Slip
lengths of lx = 0.005 (thin black), 0.05 (blue) and 0.5 (bold red) are shown. The insets show the close-up
of the regions with very small α.
0 0.5 1
lx
-200
-150
-100
-50
0
m
a
x
λ
r
(a)
Re = 3000, n = 1
α = 0
α = 0.1
α = 0.5
α = 1
α = 2
0 0.5 1
lx
-400
-300
-200
-100
0
(b)
Re = 104, n = 1
α = 0
α = 0.1
α = 0.5
α = 1
α = 2
Figure 4: maxλr of n = 1 modes with α = 0, 0.1, 0.5, 1.0 and 2.0 as a function of lx for Re = 3000 (a)
and Re = 104 (b).
results show a monotonic increase of maxλr as lx increases.
Figure 4 illustrates the dependence of maxλr of the n = 1 modes on lx in a broader range of lx. For
each Re, α = 0, 0.1, 0.5, 1 and 2 are shown. The trend shows that as lx keeps increasing, maxλr seems
to asymptotically approach a plateau with a negative value, i.e. all the modes shown in the figure appear
to be linearly stable, for both Reynolds numbers.
The above results suggest that, with streamwise slip, the flow is linearly stable to any perturbations,
regardless of the slip length. In order to show evidences in a broader parameter regime, we numerically
searched for the global maximum of maxλr over α and n and explored a wider range of lx up to 10 and
of Re up to 106. In fact, based on our analysis, we only need to search in a small range of α immediately
above zero (see the insets in Figure 5.3) while setting n = 1. Then we plotted the global maximum of
maxλr, still denoted as maxλr, as a function of lx, for a few Reynolds numbers ranging from 10
2 to 106
in Figure 5(a).
It is interesting to note that our data for high Reynolds numbers all collapse over the whole lx range
investigated, see the cases with Re above 1 × 104 in Figure 5, suggesting that the maximum eigenvalue
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Figure 5: (a) The global maximum of maxλr, i.e. the maximum of maxλr over α and n, for Re = 100,
1000, 1× 104, 5× 104, 1× 105, 5× 105 and 1× 106 (symbols). The bold black line shows the maximum
maxλr of the α = 0 modes, which in fact is associated with the (α, n) = (0, 1) mode and is independent
of Re. (b) The product of Re and αmaxλr (the α at which maxλr takes the maximum) plotted against
Re.
of the system is independent of Re. At lower Reynolds numbers, e.g. Re = 100 and 103 in the figure,
the collapse is still observed for lx . 0.1, whereas the maximum eigenvalue approaches to that of α = 0
modes, which is strictly Re-independent (see the proof in Section 5.1) as lx increases further. Besides, the
figure also shows that the global maximum of maxλr is slightly larger than the maximum of the α = 0
modes over the whole lx range and the difference is most significant with small lx. We did not explore
further larger lx considering that the range we investigated is already much larger than the slip length
that can be encountered in applications (. 0.1 in set-ups with characteristic length of one millimeter or
larger, because so far the maximum slip length achieved in experiments is O(100) micron, see Voronov
et al. [2008], Lee et al. [2008], Lee and Jim [2009]). Nevertheless, the S-shaped trend as lx increases
suggests that the flow stays stable no matter how large the slip length is. In fact, as lx → ∞, full slip
boundary condition is recovered, and the velocity profile of the base flow will be completely flat and no
mean shear exists, in which case linear stability can be expected for any perturbations. Panel (b) shows
the product of Re and the α at which maxλr maximizes, denoted as αmaxλr . Interestingly, it seems that
this product is a constant when lx is small (. 0.1) for all the Re’s investigated and approaches a constant
as Re is sufficiently high (& 104) if lx & 0.1. This indicates that αmaxλr scales as 1Re for either not very
large lx or in high Reynolds number regime.
That the global maxλr is Re-independent, as our results suggest, indicates that the slowest exponential
decay rate (referred to as decay rate for simplicity hereafter) of perturbations scales as 1Re given that the
scaled time τ = tRe is used in our formulation, see Eqs. (2). The same scaling was observed by the
calculation of Meseguer and Trefethen [2003] for the (α, n) = (0, 1) mode of the classic pipe flow with no-
slip boundary condition. Therefore, our results suggest that, as Re→∞, the decay rate of perturbations
asymptotically approaches zero and stays negative, i.e. the flow is linearly stable at arbitrary Reynolds
number. The 1Re -scaling of the smallest decay rate can be rigorously proved for the α = 0 modes, see
Section 5.1.
In a word, in pure streamwise slip case, we did not observe any linear instability in the large ranges
of lx and Re that we considered, and based on the data shown in Figure 5, we propose that streamwise
slip destabilizes the flow but does not cause linear instability, regardless of the slip length and Reynolds
number. A similar destabilization effect was reported by Pr˚usˇa [2009] for the isotropic slip case.
7
-2000 -1000 0
λr
-1
-0.5
0
0.5
1
λ
i
(a)
Re=3000
α = 0, n = 1
lθ = 0.005
lθ = 0.05
lθ = 0.5
-2000 -1000 0
λr
-1500
-1000
-500
0
λ
i
(b)
Re=3000
α = 0.5, n = 1
lθ = 0.005
lθ = 0.05
lθ = 0.5
-20 -10 0
-1
0
1
Figure 6: Spectrum of the flow at Re = 3000 with lθ = 0.005 (circles), 0.05 (triangles) and 0.5 (diamonds).
(a) The mode (α, n) = (0, 1). (b) The mode (α, n) = (0.5, 1).
4 Azimuthal slip
We consider the case of lθ 6= 0 and lx = 0 as the limiting case of azimuthal slip being significant and
streamwise slip being negligible.
The effect of azimuthal slip on the eigenvalue spectrum is investigated for Re = 3000 and is shown in
Figure 6 for the modes (α, n) = (0, 1) and (0.5, 1). Similar to the streamwise slip case, the eigenvalues of
the α = 0 mode also fall on the λi = 0 line and in the left half-plane, see panel (a). This suggests that the
eigenvalues are all real and negative. We will show a rigorous proof of this observation in Section 5.1. As
lθ increases, the eigenvalues overall shift to the right. However, the inset in panel (a) shows that, unlike
other eigenvalues, the rightmost eigenvalue does not change with the increase of the slip length. This
behaviour is theoretically explained in Section 5.3. Panel (b) shows the spectrum of the mode α = 0.5.
The slip does not significantly change the horizontal branch of the spectrum, which only undergoes a
slight shift to the right, and the lower branch, which is nearly unchanged, as lθ increases. However, the
upper branch that corresponds to wall modes is significantly affected. As lθ becomes large, the rightmost
eigenvalue appears in the right half-plane, indicating a linear instability. Besides, the wave speeds of the
mean modes and of the center modes are not affected by the slip either, indicated by the unchanged
λi, whereas the wave speed of the wall modes is considerably decreased by the slip. This is reasonable
because the slip boundary condition should mostly affect the flow close to the wall and should not affect
significantly the flow far from the wall. Note that the azimuthal slip does not change the base flow, which
stays the same as that for the no-slip case, therefore, it can be expected that the wave speeds of the mean
modes and center modes are not affected by the slip, incontrast to the streamwise slip case as shown in
Figure 1(b).
Figure 7 shows maxλr maximized over α as a function of lθ for the modes n = 0, 1, 2, 3 and 4 at
Re = 3000. Overall, maxλr increases monotonically as lθ increases, while the n = 0 case firstly stays
constant until it starts to increase at around lθ = 0.4. In the small lθ regime, all modes are linearly stable.
As lθ is increased to around 0.1, maxλr of the n = 1 mode becomes positive, indicating a linear instability.
As lθ increases further, n = 2 and 3 also become unstable. In the whole range of lθ investigated, n = 1
is the least stable/most unstable one, which is also the case for other Reynolds numbers we investigated.
Therefore, in the following, we mainly discuss about n = 1 modes.
Figure 8 shows maxλr of modes α = 0.1, 0.5, 1.0 and 2.0 for Re = 3000 as a function of lθ. The results
show that when lθ is small, overall maxλr decreases as α increases. As lθ is increased, some moderate
α turns to be the least stable/most unstable mode, see the crossover of α = 0.1 (cyan thin line) and 0.5
(red dashed line) cases in the figure. Panel (b) shows the small lθ range, in which it appears that maxλr
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Figure 7: maxλr, maximized over α, as a function of lθ. Modes with n = 0, 1, 2, 3 and 4 are shown for
Re = 3000.
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Figure 8: maxλr of modes α = 0.1, 0.5, 1.0 and 2.0 for Re = 3000 and n = 1 as a function of lθ. Panel
(b) shows the details in the small lθ regime.
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Figure 10: Visualization of the most unstable mode (α, n) = (0.383, 1) for Re = 3000 with lθ = 0.1.
Panel (a) shows the r − θ cross-section and (b) the x − r cross-section. In both panels, the streamwise
velocity is plotted as the colormap with red representing positive and blue representing negative values
with respect to the base flow. In (a), the in-plane velocity field is plotted as arrows.
first stays nearly unchanged and then starts to increase, and the trend shows that the larger α, the later
maxλr starts to increase as lθ is increased. Interestingly, the case of α = 2 seems to stay unchanged up
to lθ = 2.0. The same behaviour is also observed for α = 0 modes and we will show a rigorous proof of
this behaviour in Section 5.3.
The dependence of maxλr on α is more comprehensively shown in Figure 9. The smallest lθ = 0.005
shows a monotonic decrease with increasing α, which completely collapses onto the curve for lθ = 0, i.e.
the classic no-slip case. However, as lθ increases, maxλr significantly increases in the region of α . 1
such that a bump appears in the curves, see those for lθ = 0.05, 0.1 and 0.5. At certain point, the bump
reaches maxλr = 0 and the flow starts to become linearly unstable if lθ increases further, see the cases of
lθ = 0.1 and 0.5. As observed in Figure 8 for the α = 2 case, the results suggest that maxλr of sufficiently
large α seems unaffected by azimuthal slip in the lθ range investigated, reflecting by that curves of all lθ’s
collapse above α ' 1.2, see Figure 9. It should be noted that as lθ becomes larger, the bump widens up,
i.e. maxλr is affected by the slip in a wider range of α.
Figure 10 shows the velocity field of the most unstable mode (α, n)=(0.383, 1) for Re = 3000 with
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Figure 11: (a) The neutral curves, i.e. stability boundaries, for Re = 3000, 5000 and 7000 in the lθ-α
plane. (b) The critical Reynolds number Recr as a function of lθ.
lθ = ∞
10
2
10
3
10
4
Re
0
0.2
0.4
0.6
0.8
α
Figure 12: The neutral stability curve in the Re− α plane for lθ =∞.
lθ = 0.1. Panel (a) shows the in-plane velocity field in the r − θ pipe cross-section and (b) shows the
pattern of the streamwise velocity in the x − r cross-section. The patterns shown suggest that the flow
manifests with a pair of helical waves. The flow structures are mostly located near the wall (r & 0.5),
indicating that the most unstable mode is a wall-mode [Schmid and Henningson, 1994, Meseguer and
Trefethen, 2003], which can also been seen in Figure 6(b).
Obviously, azimuthal slip can cause linear instability given sufficiently large slip length. Given that
n = 1 is the least stable/most unstable mode, we only need to search in the lθ-α plane to obtain the
neutral curve, i.e. the stability boundary, for a given Re. Figure 11(a) shows the neutral curves for
Re = 3000, 5000 and 7000. As Re increases, the neutral curve moves towards the smaller lθ region,
which indicates that, for a given lθ, the flow becomes more unstable as Re increases, as expected. The
linearly unstable region seems to locate roughly between α = 0 and 0.8, indicating that the wavelength of
the unstable modes is significantly larger than the pipe diameter, whereas very long waves (α → 0) and
short waves (α > 1.0) are generally stable. That the flow is always stable to perturbations with α = 0,
regardless of the value of lθ and Re, can be rigorously proved, see Section 5.1.
Further, for each lθ, a critical Reynolds number Recr can be determined by searching the first appear-
ance of a positive maxλr in the lθ-α plane by varying Re. Figure 11(b) shows Recr as a function of lθ.
As shown, Recr is a few hundred if lθ is large (lθ & 0.3), but the trend suggests that it does not reduce
to zero if lθ → ∞. Since the classic pipe flow is linearly stable for arbitrary Reynolds number, there is
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an explosive increase in Recr as lθ decreases, which can be expected because the classic pipe flow will be
recovered if lθ → 0. We also explored the limit of lθ →∞, in which case the boundary condition for the
azimuthal velocity becomes the full slip condition of
∂uθ
∂r
= 0. The stability boundary condition in the
Re − α plane is shown in Figure 12, which shows that the unstable modes are still long waves with α
approximately between 0 and 0.8. The critical Reynolds number appears approximately at Recr = 260.
5 The eigenvalues and eigenvectors of streamwise independent modes
We can rigorously prove the linear stability of the base flow to perturbations with α = 0. In the following,
we do not consider the (α, n) = (0, 0) mode, which should be strictly stable as it is purely dissipative
and there can be no energy production mechanism associated with it. In fact, the stability of the classic
pipe flow to streamwise independent perturbations has already been proved by Joseph and Hung [1971]
using an energy analysis. Nevertheless, here we also account for the effect of the velocity slip and perform
analytical studies on the eigenvalues and eigenvectors of α = 0 modes.
5.1 Proof of linear stability to α = 0 modes
For α = 0, the eigenvalue λ of the operator −M−1L satisfies
Γ(n2Γ)Φ + λΓΦ = 0, (11)
2i
1 + 4lx
Φ + φΩ + λn2Ω = 0, (12)
where Φ and Ω compose the eigenvector q associated with λ (see the definition of q in (5)). The boundary
conditions (9) and (10) reduce to
lxΩ
′ + Ω = 0 (13)
and
lθΦ
′′ + Φ′ = 0 (14)
It can be seen that for α = 0 modes, Ω and Φ are decoupled in the boundary conditions (13) and (14).
We define a space Θ = {f |f ∈ C2[0, 1], f(0) = f(1) = 0} and an inner product associated with this
space
(f1, f2) =
∫ 1
0
rf1f¯2dr, (15)
where the over-bar represents complex conjugate. Then the operator Γ has the following two properties.
1.
(Γf1, f2) = (f1,Γf2), ∀f1, f2 ∈ Θ, (16)
Proof 5.1
(Γf1, f2) =
∫ 1
0
r
(
f1
r2
− 1
r
d
dr
(
r
n2
df1
dr
))
f¯2dr
=
∫ 1
0
f1f¯2
r
dr −
∫ 1
0
f¯2d
(
r
n2
df1
dr
)
=
∫ 1
0
f1f¯2
r
dr − f¯2
(
r
n2
df1
dr
) ∣∣∣∣1
0
+
∫ 1
0
r
n2
df1
dr
df¯2
=
∫ 1
0
f1f¯2
r
dr +
∫ 1
0
r
n2
df2
dr
df¯1 (17)
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and
(f1,Γf2) =
∫ 1
0
r
(
f¯2
r2
− 2
r
d
dr
(
r
n2
df¯2
dr
))
f1dr
=
∫ 1
0
f1f¯2
r
dr −
∫ 1
0
f1d
(
r
n2
df¯2
dr
)
=
∫ 1
0
f1f¯2
r
dr − f1
(
r
n2
df¯2
dr
) ∣∣∣∣1
0
+
∫ 1
0
r
n2
df¯2
dr
df¯1
=
∫ 1
0
f1f¯2
r
dr +
∫ 1
0
r
n2
df2
dr
df¯1 = (Γf1, f2) (18)
2.
(Γf, f) > 0, ∀f ∈ Θ. (19)
Proof 5.2 Taking f = f1 = f2 in Proof 5.1,
(Γf, f) =
∫ 1
0
ff¯
r
dr +
∫ 1
0
r
n2
df¯
dr
df =
∫ 1
0
ff¯
r
dr +
∫ 1
0
r
n2
df¯
dr
df
dr
dr > 0. (20)
Note that property (19) still holds for those f with f(1) 6= 0 but satisfy f(1) + bf ′(1) = 0, where
b > 0 is a constant, because
(Γf, f) =
∫ 1
0
ff¯
r
dr − f
(
r
n2
df¯
dr
) ∣∣∣∣1
0
+
∫ 1
0
r
n2
df¯
dr
df
=
∫ 1
0
ff¯
r
dr +
∫ 1
0
r
n2
df¯
dr
df
dr
dr +
1
bn2
f(1)f¯(1) > 0. (21)
Firstly, we consider the case of Φ ≡ 0 (i.e. the wall normal velocity component ur ≡ 0) and Ω 6≡ 0. In
this case, Eqs. (10) becomes
φΩ + λn2Ω = 0, (22)
and the operators φ and Γ are related as φ =
n4
r2
− 1
r
d
dr
(
n2r
d
dr
)
= n4Γ. Therefore, Eqs. (22) becomes
n4ΓΩ + λn2Ω = 0. (23)
Taking the inner product of Eqs. (23) with Ω, we have
(n4ΓΩ,Ω) + (λn2Ω,Ω) = 0. (24)
According to property (19), (n4ΓΩ,Ω) > 0 given Ω(1) = 0 (without streamwise slip) or Ω(1)+ lxΩ′(1) = 0
(with streamwise slip), which leads to λ < 0, i.e. the eigenvalue is real and negative.
Secondly, we discuss about the Φ 6≡ 0 case, i.e. the wall normal velocity component ur 6≡ 0. From
Eqs. (11), by denoting g = n2ΓΦ + λΦ, we have Γg = 0, i.e.
n2g = r(rg′)′, (25)
from which it can be obtained that
rng = Cr2n + C1, (26)
where C and C1 are constants. Note that for n = 2, r
2g = n2r2ΓΦ+λr2Φ = n2Φ−nr(rΦ′)′ has to vanish
at r = 0, because Φ vanishes, and Φ′ and Φ′′ are finite at r = 0. The same applies to n > 2. If n = 1,
rg =
Φ
r
− (rΦ′)′ + λrΦ = Φ
r
− Φ′ − rΦ′′ + λrΦ, which also vanishes when r → 0 (using L’Hopital rule).
Therefore, C1 ≡ 0 and rng = Cr2n, i.e.
n2ΓΦ + λΦ = Crn. (27)
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5.1.1 The case without azimuthal slip, i.e. lθ = 0
In case of lθ = 0, i.e. no-slip and pure streamwise slip cases, the boundary condition (10) or (14) becomes
Φ′ = 0. Taking the inner product (15) of Eqs. (27) and ΓΦ, we have
n2(ΓΦ,ΓΦ) + λ(Φ,ΓΦ) = C(rn,ΓΦ) = C(Γrn,Φ) = C(0,Φ) = 0. (28)
The second equality in Eqs. (28) holds in spite of that rn /∈ Θ and thus, property (16) cannot be applied
directly. Nevertheless, as Φ = Φ′ = 0 at r = 1 in case of lθ = 0, property (16) still holds (this can been
seen by taking Φ as f2 and r
n as f1 in Proof 5.1). What follows is that the eigenvalue λ is real and λ < 0
because (ΓΦ,ΓΦ) > 0 and (Φ,ΓΦ) > 0.
5.1.2 The case with azimuthal slip, i.e. lθ 6= 0
In case of lθ 6= 0, Eqs. (28) does not hold, except for C = 0, because Φ′ = 0 does not necessarily hold and
therefore the second equality in Eqs. (28) does not hold either. For C 6= 0, consider the special case of
C = 1 (if C 6= 1, a rescaling of Φ˜ = Φ/C can easily convert to this special case), Eqs. (27) can be written
as
(n2 + λr2)Φ− r(rΦ′)′ = (n2 + λr2)Φ− r(Φ′ + rΦ′′) = rn+2. (29)
As r → 1, Eqs. (29) turns to
− (Φ′ + Φ′′) = 1. (30)
Further, the azimuthal slip requires
Φ′(1) + lθΦ′′(1) = 0, lθ ∈ (0,+∞). (31)
It follows that, for lθ = 1, C has to be zero, otherwise Eqs. (30) and (31) would conflict with each other.
That C = 0 leads to λ < 0, see Eqs. (28). For lθ 6= 1, one can solve for Φ′ from Eqs. (30) and (31) as
Φ′(1) =
lθ
1− lθ , (32)
which indicates that Φ′(1) is real and Φ′(1) ∈ (−∞,−1) ∪ (0,+∞).
It can be verified that Eqs. (29) has a special solution
Φ =
rn
λ
, (33)
and its corresponding homogeneous differential equation is
r2Φ′′ + rΦ′ − (n2 + λr2)Φ = 0. (34)
From the theory of ordinary differential equation, this equation has two linearly independent solutions in
(0, 1]. One of the two solutions can be represented as a generalized power series
Φ1 =
∞∑
m=0
Bmr
m+ρ (B0 6= 0), (35)
in which it can be obtained that ρ = n, B2k+1 = 0 and B2k =
(
λ
4
)k B0
k!(n+ k)!
using the standard
undetermined coefficient method. Denoting an = B0, Eqs. (35) can be written as
Φ1 = anr
n
∞∑
k=0
(
λ
4
)k r2k
k!(n+ k)!
. (36)
14
The other solution of Eqs. (34) has the following form
Φ2 = Φ1
∫ r
1
1
Φ21(s)
exp
(
−
∫ s
1
1
t
dt
)
ds = Φ1
∫ r
1
1
sΦ21(s)
ds. (37)
However, by L’Hopital rule,
lim
r→0
Φ2(r) = lim
r→0
∫ r
1
1
sΦ21(s)
ds
1
Φ1(r)
= lim
r→0
1
rΦ21(r)
Φ′1(r)
Φ21(r)
=∞, (38)
which is unphysical, and therefore Φ2 should not appear in the general solution of Eqs. (29), i.e. the
general solution of Eqs. (29) can be solved as
Φ =
1
λ
rn + anr
n
∞∑
k=0
(
λ
4
)k r2k
k!(n+ k)!
. (39)
For simplicity, denoting µ =
λ
4
, one has
Φ =
1
4µ
rn + anr
n
∞∑
k=0
µk
k!(n+ k)!
r2k. (40)
Using the boundary condition Φ(1) = 0, one can solve for an as
an = − 1
4µ
( ∞∑
k=0
µk
k!(n+ k)!
)−1
, (41)
consequently,
Φ′(1) =
n
4µ
+ an
∞∑
k=0
µk(n+ 2k)
k!(n+ k)!
=
n
4µ
− 1
4µ
( ∞∑
k=0
µk
k!(n+ k)!
)−1 ∞∑
k=0
µk(n+ 2k)
k!(n+ k)!
=− 1
4µ
( ∞∑
k=0
µk
k!(n+ k)!
)−1 ∞∑
k=0
2kµk
k!(n+ k)!
, (42)
i.e. µ satisfies
∞∑
k=1
kµk−1
k!(n+ k)!
+ 2Φ′(1)
∞∑
k=0
µk
k!(n+ k)!
= 0. (43)
In the following, we prove that µ has to be real and µ < 0 given Eqs. (43). For simplicity, let s = Φ′(1)
and define f(z) as
f(z) =
∞∑
k=0
zk
k!(n+ k)!
, (44)
where z is complex. Then, Eqs. (43) states that µ is a root of the equation f ′(z) + 2sf(z) = 0. Note that
(
zn+1f ′(z)
)′
=
( ∞∑
k=1
kzn+k
k!(n+ k)!
)′
= zn
∞∑
k=1
zn−k
(k − 1)!(n+ k − 1)! = z
n
∞∑
k=0
zk
k!(n+ k)!
= znf(z). (45)
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Then, defining fµ(z) = f(µz), it can be verified that
(zn+1f ′µ(z))
′ = µznfµ(z), (46)
in which the prime ′ denotes the derivative with respect to z. Further, note that µ¯ is also a root of Eqs.
(43), because the coefficients are all real. That is to say,
(zn+1f ′µ¯(z))
′ = µ¯znfµ¯(z), (47)
where fµ¯ = f(µ¯z). Then, the difference between Eqs (46) multiplied by fµ¯(z) and Eqs. (47) multiplied
by fµ(z), integrated along the real axis from 0 to 1 gives that∫ 1
0
(zn+1f ′µ(z))
′fµ¯(z)dz −
∫ 1
0
(zn+1f ′µ¯(z))
′f ′µ(z)dz
= zn+1f ′µ(z)fµ¯(z)
∣∣∣∣1
0
−
∫ 1
0
zn+1f ′µ(z)dfµ¯(z)− zn+1f ′µ¯(z)fµ(z)
∣∣∣∣1
0
+
∫ 1
0
zn+1f ′µ¯(z)dfµ(z)
=
∫ 1
0
zn+1|f ′µ(z)|2dz −
∫ 1
0
zn+1|f ′µ(z)|2dz + f ′µ(1)fµ¯(1)− fµ(1)f ′µ¯(1)
= 2s(µ¯− µ)|fµ(1)|2 = (µ− µ¯)
∫ 1
0
zn|fµ(z)|2dz,
where the condition f ′(z) + 2sf(z) = 0 is used to derive f ′µ(z) + 2µsfµ(z) = 0 and f ′¯µ(z) + 2µ¯sfµ¯(z) = 0.
Then we have
(µ− µ¯)
(∫ 1
0
zn|fµ(z)|2dz + 2s|fµ(1)|2
)
= 0. (48)
Similarly, the sum of Eqs (46) multiplied by fµ¯(z) and Eqs. (47) multiplied by fµ(z), integrated along
the real axis from 0 to 1 gives that
(µ+ µ¯)
(∫ 1
0
zn|fµ(z)|2dz + 2s|fµ(1)|2
)
= −2
∫ 1
0
zn+1|f ′µ(z)|2dz, (49)
which indicates
∫ 1
0 z
n|fµ(z)|2dz + 2s|fµ(1)|2 6= 0 because the right hand side is non-zero. Consequently,
Eqs. (48) indicates that µ − µ¯ = 0, i.e. µ is real. Subsequently, we can deduce that µ < 0 if s ∈ (0,∞)
because the term in the parentheses and the integral on the right hand side of Eqs. (49) are all positive.
In case of s ∈ (−∞,−1), if µ were positive, one would obtain
− 2s
∞∑
k=0
µk
k!(n+ k)!
=
∞∑
k=1
kµk−1
k!(n+ k)!
=
∞∑
k=0
µk
k!(n+ k + 1)!
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∞∑
k=0
µk
k!(n+ k)!
, (50)
and consequently −2s 6 1, which would conflict with s ∈ (−∞,−1). Therefore, µ < 0. Finally, we obtain
that µ < 0 for s ∈ (0,−1) ∪ (0,+∞), i.e. for any value of lθ 6= 1. Since we have shown before that λ < 0
for lθ = 1 and for lθ = 0, now we reach the conclusion that λ is real and λ < 0 for any lθ ∈ [0,+∞),
regardless of lx, i.e. the flow is rigorously linearly stable to perturbations with α = 0 with or without
velocity slip.
5.2 Analytical solution of the eigenvalue and eigenvector for α = 0 modes
We consider the general case with both streamwise and azimuthal slip. For Φ 6≡ 0, if C 6= 0, we obtain
from Eqs. (43) that µ =
λ
4
satisfies
(1− lθ)
∞∑
k=1
kµk−1
k!(n+ k)!
+ 2lθ
∞∑
k=0
µk
k!(n+ k)!
= 0, (51)
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where Eqs. (32) is used. The Bessel functions of integer order n and n+ 1 read
Jn(z) =
∞∑
k=0
(−1)k
k!(n+ k)!
(z
2
)2k+n
=
(z
2
)n ∞∑
k=0
1
k!(n+ k)!
(
−z
2
4
)k
, (52)
Jn+1(z) =
∞∑
k=0
(−1)k
k!(n+ 1 + k)!
(z
2
)2k+n+1
=
(z
2
)n+1 ∞∑
k=0
1
k!(n+ k + 1)!
(
−z
2
4
)k
. (53)
Denoting µ = −η
2
4
, i.e. the eigenvalue λ = 4µ = −η2, it can be observed that η is a root of the equation
(1− lθ)Jn+1(z) + lθzJn(z) = 0. (54)
Next, we show that C 6= 0 if lθ 6= 1. Assuming C = 0 and lθ 6= 1, Φ′(1) + Φ′′(1) = 0 and the boundary
condition Φ′(1) + lθΦ′′(1) = 0 would give Φ′(1) = Φ′′(1) = 0. Recall that the solution to the homogeneous
equation Eqs. (34) is
Φ1 = anr
n
∞∑
k=0
(
λ
4
)k r2k
k!(n+ k)!
, (55)
where an is constant. Using the notation of (44), f(µ) =
∑∞
k=0 µ
k 1
k!(n+ k)!
= 0 results from Φ1(1) = 0
(note that Φ = Φ1 if C = 0), which would indicate that the corresponding η satisfies Jn(z) = 0. Further,
Φ′(1) = 0 gives
∞∑
k=0
µk
n+ 2k
k!(n+ k)!
= 0. (56)
In combination with f(µ) = 0, we would obtain that
∞∑
k=1
µk
1
(k − 1)!(n+ k)! =
∞∑
k=0
µk
1
k!(n+ k + 1)!
= 0, (57)
which means that η would also be a zero of Jn+1(z), i.e. η would be a zero of both Jn(z) and Jn+1(z).
This would conflict with the fact that there exist no comment zero of Jn(z) and Jn+1(z). Therefore,
C 6= 0 and η is a root of Eqs. (54) if lθ 6= 1.
We have proved before that C = 0 if lθ = 1, which gives Φ = Φ1. Consequently, Φ(1) = Φ1(1) = 0
gives f(µ) = 0, which means η is a root of Jn(z) = 0, i.e. η is also a root of Eqs. (54) (note that the first
term disappears if lθ = 1). Therefore, η is a root of Eqs. (54) for any lθ > 0.
For the case of Φ ≡ 0, Eqs. (23) and the corresponding boundary condition Ω(1) + lxΩ′(1) = 0 (see
Eqs. (10) and (13)) imply that the eigenvector Ω has the same form as the solution Φ1, and we can deduce
that λ = −γ2, in which γ is a root of
(1 + nlx)Jn(z)− lxzJn+1(z) = 0. (58)
For an eigenvalue λ = −η2, the corresponding eigenvector can be solved as
Φ = Jn(ηr)− Jn(η)rn, (59)
Ω = bnJn(ηr) +
2i
(1 + 4lx)n2
(
r
2η
Jn+1(ηr)− Jn(η)
η2
rn
)
, (60)
where bn is a constant and should be determined by the boundary condition Eqs. (13). For an eigenvalue
λ = −γ2, the eigenvector can be solved as
Φ ≡ 0, Ω = Jn(γr). (61)
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Figure 13: Validation of the analytical eigenvalues against the numerical calculation for the case of
Re = 3000, n = 1, lx = 1.0 and lθ = 0. In (a), the first 20 eigenvalues are shown as squares and circles,
and the numerical results are shown as crosses. The circles are the first ten eigenvalues (in descending
order) for the cases with Φ ≡ 0 and the squares are the first 10 eigenvalues (in descending order) for the
Φ 6≡ 0 case. (b) The relative error  between the analytical and numerical ones.
Figure 13 shows the comparison between our analytical solution and numerical calculation of eigenvalues
for the case of Re = 3000, n = 1, lx = 1.0 and lθ = 0. In panel (a), blue circles are analytical solutions
of the first 10 largest eigenvalues given by Eqs. (58), i.e. the corresponding eigenvectors all have Φ ≡ 0,
and red squares represent the first 10 largest eigenvalues given by Eqs. (54), i.e. the corresponding
eigenvectors all have Φ 6≡ 0. These analytical solutions agree very well with the numerical calculations
(the crosses) with relative errors of O(10−11) or lower, see panel (b). It is interesting to note that the
circles and squares in panel (a), i.e. eigenvalues with Φ ≡ 0 and with Φ 6≡ 0 for their corresponding
eigenvectors, distribute alternately at least for the first 20 ones. The eigenvector associated with the
leading eigenvalue (the leftmost circle in Figure 13(a)) is plotted in Figure 14(a). The black line shows
the analytical solution given by (61) and the circles show the numerical calculation. The Φ part of the
eigenvector is not shown because Φ ≡ 0. Figure 14(b) shows the eigenvector associated with the second
largest eigenvalue (the leftmost red square in Figure 13(a)), which has a non-zero Φ part. The figure shows
that, for both Φ and Ω, our analytical solutions (lines) agree very well with the numerical calculations
(symbols). This comparison validates our theory about the eigenvalue and eigenvector.
5.3 The dependence of the leading eigenvalue on slip length for α = 0 modes
Denoting F (z, lθ) = (1− lθ)Jn+1(z) + lθzJn(z), it can be obtained that, as z → 0,
Jn(z) ∼ z
n
2nn!
, F (z, lθ) ∼
(
1− lθ
2n+1(n+ 1)!
+
lθ
2nn!
)
zn+1. (62)
It can be seen that
1− lθ
2n+1(n+ 1)!
+
lθ
2nn!
> 0 for lθ > 0, therefore, F (z, lθ) is positive for sufficiently small
z. Let z1 be the minimum root of F (z, lθ1) = 0 and z2 be the minimum root of F (z, lθ2) = 0. If lθ1 < lθ2,
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Figure 14: Validation of the analytical eigenvectors against the numerical calculation for the case of
Re = 3000, n = 1, lx = 1.0 and lθ = 0. (a) The Ω component of the eigenvector associated with the
leading eigenvalue (the leftmost blue circle in Figure 13(a)). The Φ component is zero and is not shown.
(b) The Ω and Φ component of the eigenvector associated with the second largest eigenvalue (the leftmost
red square in Figure 13(a)).
it can be derived that
F (z1, lθ2) =(1− lθ2)Jn+1(z1) + lθ2z1Jn(z1)
=(1− lθ2)Jn+1(z1)− 1− lθ1
lθ1
lθ2Jn+1(z1)
=
lθ1 − lθ2
lθ1
Jn+1(z1) < 0. (63)
In (63), Jn+1(z) > 0 follows from that, at the minimum positive zero of Jn+1(z), denoted as z0, we have
F (z0, lθ1) < 0 because Jn(z0) < 0. We showed before that F (z, lθ1) > 0 at sufficiently small z, therefore,
the minimum positive zero of F (z, lθ1), z1, should be smaller than z0 given that F (z, lθ1) is continuous
with respect to z, i.e. z1 < z0, and therefore Jn+1(z1) > 0. Consequently, given F (z1, lθ2) < 0, there must
be a zero in (0, z1), i.e. z2 < z1 because the function F (z, lθ2) is continuous with respect to z. This states
that, for the case of Φ 6≡ 0, the maximum eigenvalue λ, denoted as λ1 in the following, increases as lθ
increases and is independent of lx. Similarly, one can deduce that the minimum root of Eqs. (58) decreases
as lx increases, consequently, the maximum eigenvalue for the Φ ≡ 0 case, denoted as λ2, increases as lx
increases and is independent of lθ. For the special case of lx = 0, Eqs. (58) becomes Jn(z) = 0 and for
the case of lθ = 1, Eqs. (54) turns into zJn(z) = 0. Clearly, these two cases share the non-zero roots,
i.e. λ1 = λ2. Therefore, the minimum root of Eqs. (58) is always greater than that of Eqs. (54), i.e.
λ1 > λ2, when lθ < 1. This explains why, for a given lθ 6 1, maxλ increases monotonically as lx increases
from zero, whereas for a given lθ > 1, maxλ first stays constant and only starts to increase until lx is
increased above a threshold, see Figure 15(a). If only azimuthal slip is present, i.e. lx = 0, maxλ firstly
stays constant and only starts to increase precisely at lθ = 1, see Figure 15(b). The data shown in the
inset of Figure 6(a) also support this conclusion, see that maxλ for lθ = 0.005, 0.05 and 0.5 are identical.
It can also be inferred that, given a fixed lx > 0 and that λ2 increases with lx, maxλ can only start to
increase as lθ increases at some lθ > 1.
In summary, the maximum eigenvalue of α = 0 modes is an increasing function of lθ or lx (may not
be strictly increasing, depending on the slip length setting, as Figure 15 shows) and is independent of
the Reynolds number, which is obvious as Re does not appear in Eqs. (54) and (58). Nevertheless, the
eigenvalues remain negative.
19
0 0.2 0.4
lx
-15
-10
-5
m
a
x
λ
(a)
Re = 3000, n = 1
lθ ≤ 1
lθ=4
lθ=16
0 1 2
lθ
-15
-14.5
-14
-13.5
(b)
lx = 0
Figure 15: The dependence of maxλ on slip length for Re = 3000 and n = 1. (a) Both streamwise and
azimuthal slip are present. The black line shows the dependence on lx given lθ 6 1. Symbol lines show
two cases for lθ > 1. (b) The dependence on lθ in case of lx = 0.
5.4 The dependence of the leading eigenvalue on the azimuthal wavenumber n
Our numerical calculations in Section 3 and 4 showed that n = 1 modes are the least stable/most unstable
modes. Here we show the dependence of maxλ of α = 0 modes on the azimuthal wavenumber n and
prove that n = 1 is indeed the least stable azimuthal mode. For this purpose, we only need to prove that
the minimum non-zero roots of Eqs. (54) and (58) all increase with n.
Note that the root of Eqs. (54) is independent of lx. Because the zeros of Jn(z) and Jn+1(z) distribute
alternately, it can be easily seen that, if lθ 6 1, the minimum positive root of Eqs. (54) is located between
the minimum positive zeros of Jn(z) and Jn+1(z). Therefore, the minimum positive root of Eqs. (54)
increases with n because the positive zeros of Jn(z) and Jn+1(z) all increase with n, i.e., λ1 decreases as
n increases if lθ 6 1.
If lθ > 1, we need to prove that the minimum positive root of
gn(z) = (1− lθ)Jn(z) + lθzJn−1(z) = 0, n > 2 (64)
is smaller than that of gn+1(z) = 0, i.e. Eqs. (54). We already showed in Eqs. (62) that F (z, lθ) > 0 at
sufficiently small z, i.e. gn(z) > 0 for sufficiently small z. Denoting the minimum positive root of Eqs.
(54) as z0, we only need to show that gn(z0) < 0. Using the property of Bessel function of
Jn+1(z) + Jn−1(z) =
2n
z
Jn(z) (65)
and Eqs. (54), gn(z) can be rewritten as
gn(z0) = (1− lθ)Jn(z0) + lθz0
(
2n
z0
− lθ
lθ − 1z0
)
Jn(z0). (66)
It is easily seen that Jn(z0) > 0, therefore, we need to show that
(1− lθ) + lθz0
(
2n
z0
− lθ
lθ − 1z0
)
< 0, (67)
or equivalently,
z20 > (1− l−1θ )(2n− 1 + l−1θ ), (68)
in order to prove that gn(z0) < 0, given lθ > 1. Noticing that (1− l−1θ )(2n− 1 + l−1θ ) < 2n− 1 if lθ > 1,
we can prove gn(z0) < 0 if we can show that z
2
0 > 2n− 1.
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In Section 5.3 we proved that the minimum positive root of Eqs. (54) decreases as lθ increases,
therefore, z0 is minimized at lθ = +∞. To prove that z20 > 2n − 1 for any lθ > 1, we only need to
show that z20 > 2n − 1 holds for lθ = +∞, with which Eqs. (54) reduces to Jn+1(z) − zlθJn(z) = 0.
That F (z, lθ) > 0 at sufficiently small z indicates that Jn+1(z)− zJn(z) < 0 at sufficiently small z given
lθ = +∞. Therefore, Jn+1(z0) − z0Jn(z0) = 0 requires that Jn+1(z) − zJn(z) < 0, i.e. Jn+1(z) < zJn(z)
for any z < z0. In fact, we can show that Jn+1(z) < zJn(z) if 0 < z
2 < 2n− 1 such that z0 has to satisfy
z20 > 2n− 1. Using the series form of Bessel function, Jn+1(z) < zJn(z) means
+∞∑
k=0
(−1)2
k!
1
(n+ k + 1)!
(z
2
)2k+n+1
< z
+∞∑
k=0
(−1)2
k!
1
(n+ k)!
(z
2
)2k+n
. (69)
Because of the absolute convergence of the two infinite series in Eqs. (69), we only need to show that for
any positive even number k,
1
k!
1
(n+ k + 1)!
(z
2
)2k+n+1 − 1
(k + 1)!
1
(n+ k + 2)!
(z
2
)2k+2+n+1
<
z
k!
1
(n+ k)!
(z
2
)2k+n − z
(k + 1)!
1
(n+ k + 1)!
(z
2
)2k+2+n
, (70)
if 0 < z2 < 2n− 1. Rearranging Eqs. (70), we have
(2n+ 2k + 1)z2 < (k + 1)(n+ k + 2)(8n+ 8k + 4), (71)
i.e. z2 < 4(k + 1)(n + k + 2), which obviously holds given z2 < 2n − 1. To sum up, we have proved
that Jn+1(z) < zJn(z) if z
2 < 2n− 1, therefore, z0, which satisfies Jn+1(z0)− z0Jn(z0) = 0, must satisfy
z20 > 2n− 1. Consequently, Eqs. (68) and gn(z0) < 0 hold, and thusly the minimum positive root of Eqs.
(64) is smaller than z0, which indicates that the minimum positive root of Eqs. (54) increases with n, i.e.
λ1 decreases with n.
Next, we prove that the minimum positive root of Eqs. (58) also increases with n. The equation
hn(z) = (1 + nlx)z
nJn(z)− lxzn+1Jn+1(z) = 0 (72)
share the non-zero roots with Eqs. (58), therefore, we only need to prove the same statement for Eqs.
(72). Denoting the minimum positive zero of hn−1(z) as z0, we next show that hn(z) monotonically
increases in [0, z0] such that there is no positive root of Eqs. (72) in [0, z0], i.e. the minimum positive
root of Eqs. (72) increases with n. Using the property of Bessel function of (zn+1Jn+1(z))
′ = zn+1Jn(z),
where ‘′’ denotes the derivative with respect to z, we take the derivative of hn(z) with respect to z and
obtain
h′n(z) = (1 + nlx)z
nJn−1(z)− lxzn+1Jn(z) = z(hn−1(z) + lxzn−1Jn−1(z)). (73)
It is easy to see that hn−1(z) is positive at sufficiently small z (the derivation is similar to that of F (z, lθ)
being positive at sufficiently small z, see Eqs. (62)), consequently, hn−1(z) > 0 in (0, z0). As z0 is smaller
than the minimum positive zero of Jn−1(z), we have Jn−1(z) > 0 in (0, z0). Therefore, h′n(z) > 0 in (0, z0),
i.e. hn(z) monotonically increases and there is no positive root of Eqs. (72) in (0, z0]. In other words, the
minimum positive root of hn(z) = 0 is always larger than that of hn−1(z) = 0, i.e. the minimum positive
root of Eqs. (58) increases with n, and therefore λ2 decreases with n. Now, we reach the conclusion that
maxλ = max{λ1, λ2} decreases with n for α = 0 modes because λ1 and λ2 both decrease with n.
6 Conclusions
It has been well established that the classic pipe flow is (asymptotically) linearly stable. In this paper,
we studied the effect of velocity slip on the linear stability of pipe flow. The results show that the global
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maximum eigenvalue increases with streamwise slip length but remains negative, i.e. streamwise slip
destabilizes the flow but does not cause linear instability, similar to the effect of isotropic slip length on
the flow [Pr˚usˇa, 2009]. Interestingly, our results suggest that the global maximum of the real part of the
eigenvalue is independent of Re, or equivalently, the slowest decay rate of disturbances scales as 1Re (note
that time is scaled by 1Re in our formulation). It should be pointed out that this scaling holds throughout
the Re range we investigated, from 102 to 106, if lx . 0.1, whereas only holds at sufficiently high Reynolds
numbers (& 104) if lx is larger. The 1Re -scaling of the decay rate is exactly what was observed for the
mode (α, n) = (0, 1) of the classic pipe flow by Meseguer and Trefethen [2003]. Our results show that the
streamwise wavenumber at which the eigenvalue maximizes is not α = 0 but also scales as 1Re . However,
if lx is very large (& 1.0, and note that in applications the slip length is generally much smaller), the
eigenvalue maximizes at α = 0 at relatively low Re and this scaling only holds at high Re (& 104).
On the contrary, azimuthal slip, given sufficiently large slip length, causes linear instability, similar to
the finding of Chai and Song [2019] for channel flow. Our results show that azimuthal slip destabilizes
helical waves with wavelengths significantly larger than the pipe diameter, whereas does not affect the
stability of waves with much shorter wavelength and in the long wavelength limit, i.e. α→ 0. The critical
Reynolds number decreases sharply as lθ increases and gradually levels off at around a few hundred as
lθ & 0.3 and at approximately 260 as lθ →∞.
Regarding the stability of the classic pipe flow to streamwise independent perturbations, using an
energy analysis, Joseph and Hung [1971] concluded the absolute and global stability of the flow, i.e. the
flow is asymptotically (as t → ∞) stable to such perturbations with arbitrary amplitude. Here, for the
linear case and from a mathematical point of view, we rigorously proved that the eigenvalues of streamwise
independent modes (α = 0) are real and negative, for arbitrary slip length and arbitrary Reynolds number.
Besides, the eigenvalue of the α = 0 modes is proved to be strictly independent of Reynolds number in
our formulation, in agreement with the numerical calculation by Meseguer and Trefethen [2003]. We
derived analytical solutions to the eigenvalue and eigenvector for α = 0 modes and verified our theory by
numerical calculations. We also proved that, in case both slip lengths are non-zero, maxλ immediately
starts increasing monotonically as lx increases from zero for a given lθ 6 1, otherwise it firstly stays
constant and only starts to increase monotonically when lx is increased to a certain threshold. If only
azimuthal slip is present, maxλ firstly stays constant and only starts to increase precisely at lθ = 1. And
for a given lx > 0, maxλ can only start to increase as lθ increases at some lθ > 1. In other words, with
typical slip lengths encountered in applications (. 0.1), the streamwise slip dictates the leading eigenvalue
and consequently the linear stability of α = 0 modes. We also proved that the least stable mode takes
the azimuthal wavenumber of n = 1 and that the leading eigenvalue decreases monotonically with n.
Nevertheless, it should be noted that the α = 0 modes are known to be the most transiently amplified
modes, due to the non-normality of the linearized equations, despite their asymptotic linear stability
[Schmid and Henningson, 1994, Meseguer and Trefethen, 2003, Schmid, 2007]. The effects of the slip on
the non-normality of the flow will be studied and reported elsewhere.
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