Abstract. We develop the Tannaka-Krein duality for monoidal functors with target in the categories of bimodules over a ring. The Coend of such a functor turns out to be a Hopf algebroid over this ring. Using a result of [4] we characterize a small abelian, locally finite rigid monoidal category as the category of rigid comodules over a transitive Hopf algebroid.
Introduction
Tannaka-Krein duality is an interesting topic, which involves many fields of mathematics, for instance group representation theory, algebraic geometry, category theory, quantum groups, etc... The algebraic aspect of this theory has been initiated by A. Grothendieck and developed by N. Saavedra, P. Deligne [15, 2] . This theory has many applications and especially, it was one of the sources of quantum groups due mainly to Woronovicz, Lyubashenko, Maltsinoitis [21, 20, 7, 12] . Majid further formalized it to the context of braided categories (see [11] and references therein).
The most important result of the Tannaka-Krein theory is a theorem of P. Deligne, developing Saavedra's ideas. It states that there is a dictionary between tensor categories over a field k together with an exact tensor functor (fibre functor) to the category of quasi-coherent sheaves over a k-scheme S and transitive groupoids over S. This result has been extended for monoidal categories by Bruguières [1] .
The proof of Tannaka-Krein duality is divided into two parts, the (re)construction theorem (Tannaka's theorem) which aims to reconstruct the above mentioned groupoid and the representation theorem which aims to prove the equivalence between the original category and the category of representations of the reconstructed groupoid (Krein's theorem).
Majid [10] has formalized the reconstruction theorem in the framework of quantum groups -braided categories. Several authors, for instance B. Pareigis [14] , S. Montgomery [3] , have studied the representation theorem and found some hidden symmetries, which measure the difference between the two categories. V. Lyubashenko [8] and P. MacCrudden [13] have studied the problem in the setting of higher categories.
A key role in the theory plays the fibre functor. One might ask, for which kind of monoidal categories, there exist such functors. An answer to this question can be called an embedding theorem. For tensor category over a field k of characteristic 0, P. Deligne has given such a theorem. A parallel result for C * tensor categories was given by S. Doplicher and J. Roberts.
In a recent work [4] , I prove an embedding theorm for arbitrary (rigid) monoidal categories but the embedding goes into the category of bimodules over a ring. This result, in turn, raises a problem about Tannaka-Krein duality with target the category of bimodules over a ring. Since, according to P. Schauenburg [17] , this category is by no means a braided category, this problem goes beyond the formulation of S. Majid. Thus it seems there is not hope for a generalization of Tannaka-Krein duality for this case.
Looking back at the construction of Saavedra, I recognize that one can in fact generalize this construction for the case of bimodules, taking appropriate tensor products. It turns out that one can reconstruct a Hopf algebroid in the sense of M. Takeuchi, P. Xu, T. Hayashi [18, 19, 22, 5] . It should be noticed that for a particular case of finite semisimple monoida categories, this idea already appeared in a work of T. Hayashi [5] .
Combining the Tannaka-Krein duality done here and the embedding theorem of [4] , we obtain an interesting result: a small abelian, locally finite, rigid monoidal category is monoidally equivalent to the category of rigid comodules over a transitive Hopf algebroid defined over a certain ring.
The paper is constructed as follows. In Section 1, we systematically recall the notion of Hopf algebroids defined over a ring. The material of this section can be found in the literature. Our presentation here has however some new features. We define bialgebroid as a monoidal object in the monoidal category of coalgebroid. The choice of the tensor product is, in fact, suggested by the reconstruction theorem 1 . This is a key point. Also, the notion of the antipode is suggested by the recontruction theorem, it turns out to coincide with the antipode introduced by P. Schaueburg [16] . This fact is unexpected, for Schauenburg's definition comes from module theory while ours comes from comodule theory and the notions of Hopf algebroid does not seem to be self-dual at all. After the preparation of Section 1, all results of Section 2-the reconstruction theorem and the representation theorem-are obtained almost automatically.
1. R-algebras and R-coalgebras 1.1. The category of bimodules over a ring. Let us fix a commutative ring k. Through out this paper, we will be working in the category of k-module, in other words, we shall assume that every thing is k-linear.
Let R be an algebra over k, which will usually be fixed. Note that, by definition, the unit element in R induces a ring homomorphism k −→ R, which sends k to the center of R. Subject of our study is the category of R-bimodules, i.e., those kmodules which equipped with a left action and a right action of R, commuting each other. Let us denote by R-bimod the category of R-bimodules, whose morphisms are R − R-linear maps. In this category, there is a monoidal structure which the tensor product being the usual tensor product over R. This tensor product is closed in the sense that there exist the right adjoints to the functors M ⊗ R − and − ⊗ R M for all R-bimodules M , given by Hom R (M, −) and R Hom(M, −), where Hom R (−, −) (resp. R Hom(−, −)) denotes the set of R-linear maps with respect to the right (resp. left) actions of R. A bimodule M is called left rigid if holds
1 Such a tensor productwas also suggested by Takeuchi being motivated by a different problem [19, 3.10] .
Analogously, M is called right rigid if holds
It is known that M is left (right) rigid if and only if it is projective of finite rank as right (left) R-module (see, e.g., [4] ).
Let M be an R-bimodule, which is right projective of finite rank, denote M * := Hom R (M, R), which is left projective of finite rank. Let ev : M * ⊗ k M −→ R, ϕ ⊗ m −→ ϕ(m) be the evaluation map. Then there exists a map db : k −→ M ⊗ R M * , called the dual basis map, satisfying the following equations:
The existence of db in ensured by the fact that M is projective of finite rank. The
. Such a pair of sets is called dual bases of M and M * . For all a ∈ R, m ∈ M , holds
Analogous calculation valids also for the right dual to M (if exists), which is denoted by * M .
R-algebras and R-coalgebras.
Having the monoidal structure on R-bimod we define R-algebras and R-coalgebras as monoids and comonoids in this category. More precisely, we have the following date for an R-algebra:
(ii) and R − R-linear map u : R −→ A called unit, satisfying
(where R ⊗ R A and A ⊗ R R are identified with A in a canonical way). Set 1 A := u(1 R ) and denote m(a ⊗ b) by a · b, then A is a k-algebra. We notice that if R is commutative and A is an algebra over R in the usual sense then it is an R-algebra in our sense but the converse is not true since the image of R under u is generally not in the center of A. In fact, any k-algebra homomorphism R −→ A induces a structure of R-algebra over A.
R-coalgebras are defined in a dual way. A structure of R-coalgebras over an R-bimodule C consists of an R − R-linear map ∆ : C −→ C ⊗ R C called coproduct and an R − R-linear map ε : C −→ R, called counit, satisfying
(having in mind the identification R ⊗ R C ∼ = C ⊗ R R ∼ = C). We shall use Sweedler's notation for denoting the coproduct: ∆(a) = (a) a (1) ⊗ a (2) .
Remark. If C is an R-coalgebra then C * := Hom(C, R) R and * C := Hom R (C, R) are R-algebras. In fact, we have natural morphisms of R-bimodules: Dually, let C be an R-coalgebra. A right C-comodule is a right R-module M equipped with an R-linear coaction δ :
Hopf algebroids
2.1. R-Coalgebroids. We consider in this subsection the category R − R-bimod of double R-bimodules. That is, we will have two R-bimodules structures on a k-module, which commute each other. To distinguish the two structures we will denote the first one by σ and the second one by τ . Thus, we have four actions:
There are several possibilities to take tensor products over R of R−R-bimodules. We use the notation M τ ⊗ σ N for the tensor product with respect to the right action of M by τ and the left action on N by σ, i.e.,
Here, the letters σ and τ on the two sides of the tensor sign denote correspondingly the actions taken in the definition of the tensor product.
Other tensor products will be denoted in a similar way. The rule for notation is that the left action will be placed in the upper place and the right action will be placed in the lower place on the two sides of the tensor sign.
For the tensor product M τ ⊗ σ N we specify the following actions to make it an object in R − R-bimod:
Here we adopt the convention that the action of R has preference to the tensor product. (i) ∆ is a morphism in R − R-bimod and (the coassociativity):
(ii) ε satisfies (the linearity with respect to the actions of R)
and (the counity)
Moreover, ε satisfies the following condition
Note that, by definition, ε is not necessarily a morphism of R − R-bimodules.
We shall use Sweedler's notation for ∆ : ∆(h) = (h) h (1) ⊗ h (2) . The linearity of ∆ now reads:
Analogously, (2.1.4) has the following form
Combining these equations, we have the following identities
Remark. The condition in (2.1.5) can be replaced by the following (cf. [19, §3] )
Remark. The condition (2.1.5) is equivalent to the existence of an anchor as in [22, 6] . In fact, the algebra End k (R) has a structure of an R − R-bimodule, we specify it as follows:
Then, the counity induces a morphism of
. η is called an anchor [22, 6] . In some works, the morphism ∆ is not assumed to be fully linear (i.e. linear with respect to all actions of R).
Example. Let M be an R-bimodule, which is right projective of finite rank. Then
is again a R-bimodule, which is left projective of finite rank. Denote the action of R on M by τ and the one on M * by σ. Then M * ⊗ k M is an R − R-bimodule, which has a structure of an R-coalgebroid, given as follows.
be the evaluation map and db : k −→ M ⊗ R M * , be the dual basis map. Set
and ε = ev. It is easy to check that M * ⊗ k M is an R-coalgebroid. In particular, R ⊗ k R is an R-coalgebroid. Note that the actions of R on R ⊗ k R are specified as follows:
2.2.
Comodules over coalgebroids. Let M be a right R-comodule and L be an R-coalgebroid. Denote by τ the right action of R on M . We form the tensor product M τ ⊗ σ L. On this module there are three actions of R, induced from its
, satisfying the following conditions:
In other words, M is a comodule over the R-coalgebroid L with respect to the τ − σ action (R acts on the left by τ and on the right by σ). Analogously, for a left R-module M with the action denoted by σ, we can define the notion of a left coaction of L on M .
We use Sweedler's notation for the coaction δ(m)
Example. For an R-bimodule M which is projective of finite rank as right module,
The action is given as follows. δ(m) = i m i ⊗ (ϕ i ⊗ m), the discussion above implies that this definition does not depend on the choice of the pair of dual bases.
In particular, for M = R, the coaction of
Note that in this definition, we cannot move a to the left, i.e., generally
This definition does not depend on the choice of m (0) and m (1) . Indeed, we have
δ is R-linear with respect to this new action on M and the action on
Furthermore, δ satisfies the equation
Conversely, a left action on M of R with respect to which δ is linear in the above sense is uniquely given by the formula in (2.2.4).
Proof. First we check the associativity:
by (2.1.5)
Next, we show the commutativity of two actions:
Thus, M is an R-bimodule. We now show that δ is linear with respect to the left action τ . We have, by definition of δ,
Further, we check (2.2.5):
Remark. By virtue of Lemma 2.2.1, by a (right) comodule over an R-algebroid L we shall understand an R-bimodule equipped with a coaction δ satisfying condition of this lemma. It is however not true that if M is a right L-comodule and N is a right R-module then N ⊗ R M is an L-comodule for this would contradict Lemma 2.2.1. Analogously, we have a notion of left L-comodules. For a left R-module M with action denoted by σ we define a coaction of L as a R-module morphism
which is R-linear with respect to the action σ of R and satisfies the conditions:
. As in the case of right comodules, we can define a right action of R on a left L-comodule
This action is well defined and an analog of Lemma 2.2.1 holds: 
This correspondence is one-to-one between the sets of (isomorphic classes) of right L-comodules, finite rank projective as right R-modules and the set of (isomorphic classes) of left L-comodules, finite rank projective as left R-modules.
Proof. Given a right L-comodule M . The coaction on M * is given as follows:
More explicitly, let m i and ϕ i , i = 1, 2, ..., d be a pair of dual bases in M and M * respectively. The coaction on M * is given by
The verification is straightforward.
Analogously, given a left coaction δ : M −→ L τ ⊗ σ M , which is projective of finite rank as left R-module, one defines a right coaction of L on the right dual * M by the condition
It is explicitly given as follows:
2.3. Tensor products of coalgebroids. R-coalgebroids form a category in a natural way: morphisms between two coalgebroids are those R−R-bimodules maps which commute with ∆ and ε. In this section, we introduce a tensor product in this category. Let ⊠ denote the tensor product σ τ ⊗ τ σ , which is given precisely by
for R − R-bimodules L and K. In other words, we have the following relation in
We specify the following actions of R on L ⊠ K:
Here we adopt the convention that the action of R has preference to the tensor product.
Let L and K be R-coalgebroids. Define the k-linear maps The proof contains only lengthy verifications (see also [19] for another proof). Recall that R ⊗ k R is an R-coalgebroid with the R − R-bimodule structure given as follows:
The category of R-coalgebroids is a monoidal category, with the unit object being R ⊗ k R.
R-bialgebroids.
Since the category of R-coalgebroids is monoidal, we have the notion of monoids in this category, which are called R-bialgebroids. More explicitly, an R-bialgebroid L is a coalgebroid equipped with the following morphisms
where we use the identification
Denoting h • k = m(h ⊠ k) and using Sweedler's notation, we have
bearing in mind the preference of • to ⊗, where 1 L := u(1 R ⊗ k 1 R ). On the other hand, the linearity of m and u can be expressed as
where we adopt the convention that the action of R has preference to the product. We define maps σ and τ from R to L as follows
The following relations follow immediately from (2.4.4) (or from (2.4.7))
In particular, s is an anti-homomorphism and t is a homomorphism of k-algebras from R −→ L.
Comodules over bialgebroids.
A comodule over a bialgebroid is by definition a comodule over the underlying coalgebroid. We have seen in Subsection 2.2 that a right comodule over an R-coalgebroid, which is initially a right R-module, can be endowed with a structure of left R-bimodule. In this subsection we show that the tensor product of two comodules over a bialgebroid is again a comodule.
Let M, N be right comodules over an R-bialgebroid L. Define a coaction of L on M ⊗ N as follows:
Lemma 2.5.1. The coaction given above is well defined and makes M ⊗ N a comodule over L.
Proof. To show that δ is well defined, we have to check that δ(mτ (a) ⊗ n) = δ(m ⊗ τ (a)n). We have
Next, we check the linearity
Finally, we have to check the coassociativity and counity. The coassociativity follows from (2.4.6). For the counity we have
The proof is complete.
Notice that R itself is a comodule over L by means of the morphism t defined in Subsection 2.4:
Corollary 2.5.2. The category of comodules over a bialgebroid is monoidal with the unit object being R.
The antipode. Consider the tensor product H
and specify the actions of R as follows
There is a R − R-bimodule morphism π : H σ ⊗ σ H −→ H ⊠ H, which is a quotient map.
Definition. Let H be an R-bialgebroid. An antipode on H is by definition a map
satisfying the following condition:
If such an antipode exists, H is called a Hopf algebroid.
Define a map β : H
. Then we have
Therefore the map β is invertible with the inverse given by
We have ∇(h) = β −1 (1 ⊗ h), whence uniquely determined. Thus, if an antipode exists then it is determined uniquely.
Remark. If R reduces to the commutative ring k then ∇ is given explicitly by
Lemma 2.6.1. Let H be a Hopf algebroid. Then the antipode ∇ satisfies the following relations:
Proof. These equations follow immediately from the invertibility of β: applying β on both sides of these equations, we obtain the same values. For (2.6.7), we have
. To prove (2.6.8) we first apply β ⊗ id H on both sides of this equation. By virtue of (2.6.2) we have the same result. Finally, to prove (2.6.9), we first apply β ⊗ id H on both side and obtain the following equivalent equation:
Applying again id ⊗ β on both sides of this equation we obtain
According to (2.4.1)
The proof is complete. 
We will show that this is a well defined coaction of H and that with this coaction M * is a dual H-comodule to M . First, we show that this coaction is well defined, i.e., it does not depend on the choice of ϕ (0) , ϕ (−1) and ϕ (−1)
which means the definition does not depend on the choice of ϕ (0) , ϕ (1) , and
which means that the definition of δ does not depend on the choice of ϕ (−1) + and ϕ (−1)
− . Next, we show that δ is a coaction. The counity amounts to the following equation
Indeed, by (2.2.9)
The associativity of δ amounts to the following equation
We have by (2.6.8)
− .
Therefore,
by (2.6.9)
Finally, we proceed to show that M * equipped with this coaction is a left dual comodule to M , which amounts to showing that ev and db are morphisms of Hcomodules. Thus, we have to check the following equations:
(i) for ev to be a morphism
(ii) for db to be a morphism
where {m i } and {ϕ i } are a pair of dual bases on M and M * . Notice that (2.6.17) is equivalent to the following: for all ϕ ∈ M * ,
We prove (2.6.16):
For (2.6.18), we first notice that, on applying δ on both sides of the equations
Then the left hand side of (2.6.18) is equal to LHS of (2.6.18)
by (2.6.12)
by (2.6.19)
We have seen that for a Hopf algebroid, each comodule which is projective of finite rank over R possesses a left dual. As we know in the case of Hopf algebras, a right dual can be defined in terms of the inverse to the antipode, i.e., if the antipode is bijective, each finite dimensional comodule possesses a right dual. The invertibility of the antipode on a Hopf algebroid can be expressed as the existence of a map generalizing the map h −→ S −1 (h (2) ) ⊗ h (1) . Notice that for Hopf algebra, the inverse of the antipode can be defined as the antipode for the opposite or coopposite Hopf algebra.
Definition. Let H be a bialgebroid. An opposite antipode is by definition a map
satisfying the following axiomes:
Lemma 2.6.3. Let H be a bialgebroid with an opposite antipode ∇ op . Define a map γ :
. Then γ is invertible with the inverse given by
Further the map ∇ op satisfies the following equations:
Consequently, the opposite antipode is determined uniquely.
We call a bialgebroid equipped with an opposite antipode opposite Hopf algebroid. 
Assume that M is a projective left R-module of finite rank with the right dual *
M . Then there exists a coation
, making it a right dual H-comodule to M . ρ is given by the following condition
The proof of these facts are left to the reader.
3. The Tannaka-Krein duality 3.1. The reconstruction theorem. Let C be a (strict) monoidal category and F : C −→ R-bimod a monoidal functor with image in the subcategory of rigid R-bimodules. In this subsection we reconstruct from C, F an R-bialgebroid L such that F factorizes through a functorF : C −→ R-bimod and the forgetful functor. We construct L as an R-bimodule satisfying the following universal property: for any R-bimodule M , there is a natural isomorphism
where Nat R−R (−, −) denotes the set of natural transformation which are R − Rlinear.
First, let C be a category and F : C −→ R-bimod be a functor with image in the subcategory of rigid R-bimodules. For any object X ∈ C, we formulate the tensor product F (X) * ⊗ k F (X) and consider the direct sum
For any morphism f : X −→ Y in C, we have the following diagram:
Let L be the quotient R − R-bimodule of L 0 which makes all the above diagrams commute. It is easy to see that the R−R-bimodule L satisfies the universal property in (3.1.1). As in the previous section, we denote the actions of R on F (X) by τ and the actions on its dual by σ. Then the actions on L are denoted by τ and σ as in (2.1). Set M = L in (3.1.1). Then the identity L −→ L induces a natural transformation δ : F −→ F ⊗ R L. For an arbitrary natural transformation ρ : F −→ F ⊗ R N , the naturality on N implies that the corresponding morphism L −→ N satisfies
For N = R, the identity transformation induces a morphism: ε : L −→ R. It is easy to show that (L, ∆, ε) is an R-coalgebroid.
We have seen in (2.1) that F (X) * ⊗ k F (X) has a structure of an R-coalgebroid with F (X) being its right comodule. This structure are compatible with the structure defined by the universal property above.
Thus, we proved σ) ), there is a natural isomorphism
For any X ∈ C, F (X) is a right comodule over L of standard type.
We call L the Coend of the functor F . We have the following properties of Coend. 
Proof. In fact, for any morphisms f : X −→ Y, g : U −→ V in C, by means of the isomorphism
we have the following diagram
and L⊠K is the quotient of L 0 ⊗K 0 that makes all the above diagrams commutative. The proposition follows.
Remark. One can easily generalize the above proposition for more functors. Proof. We first show that L is an R-bialgebroid. This follows immediately from Proposition 3.1.3. In fact, we have the natural transformation
From the universality of L and the (strict) associativity of the tensor product in C, one deduces the associativity of m, also, the unity of I implies the unity of u. Thus L is an R-bialgebroid.
Assume that C is left rigid. The antipode can be constructed as follows. For each object X ∈ C, set M = F (X), we have the following map
where, in the tensor product M * * ⊗ k M * , we assume that the action on M * is denote by τ and the action on M * * is denoted by σ. These maps induce a map
which can be easily verified to satisfy the equations (2.6.2),(2.6.3), that is, ∇ is the antipode of L. The case C is right rigid is treated analogously. The opposit antipode is induced from the maps
3.2. The representation theorem. Given a monoidal category C and a monoidal functor F : C −→ R-bimod with image in the subcategory of rigid bimodules, we have seen in the last subsection that F factorizes through a functorF : C −→ comod-L, where L is a bialgebroid, and the forgetful functor. This is the first part of Tannaka-Krein duality. The second part, which is usually more difficult, is to prove that F is an equivalence of monoidal categories if C is a good abelian category.
To prove the representation theorem for Hopf algebroids we use a result of P. Deligne [2] . The formulation presented here is due to A. Bruguières [1] .
Definition. Let R be a k-algebra, where k is a perfect field. Let L be an Rcoalgebra. L is said to be transitive if the following conditions are satisfied:
(ii) L the category of right L-comodules which are finitely generated as (left) R-modules is locally finite over k (i.e. each object has finite length (of composition series) and the hom-sets are finite dimension over k.) Let now C be a k-linear abelian monoidal category which is locally finite and F : C −→ R-bimod a k-linear faithful exact and monoidal functor with image in the subcategory of rigid bimodules (or a fibre functor for short). Then, according to Theorem 3.1.4, L = Coend(F ) is an R-bialgebroid and the above theorem establishes an equivalenceF between C and comod-L. On the other hand comod-L is a monoidal category and with respect to this structure, F is a monoidal functor, thereforeF is a monoidal equivalence.
Definition. (Transitive bialgebroids)
An R-bialgebroid L is said to be transitive if the following conditions are satisfied:
(i) L is transitive as an R-coalgebra with respect to the actions (σ, τ ).
(ii) each L-comodule which is finitely generated as right R-module is also finitely generated as left R-module. Proof. Assume that we have F : C −→ R-bimod as required. Let L be the Coend of F . Then, by virtue of Theorem 3.2.1, L is transitive as an R-coalgebroid with respect to the actions σ, τ and the induced functorF is an equivalence of categories.
On the other hand, by virtue of Theorem 3.1.4, L is an R-bialgebroid andF is a monoidal functor to the category of L-comodules, thus a monoidal equivalence by a theorem of Mac Lane [9] Since the image of F consists of rigid R-bimodules, we conclude that L satisfies the condition (ii) of the definition above of transitive bialgebroids, thus, L is a bialgebroid. Assume that L is a transitive bialgebroid. Then the forgetful functor has image in the subcategory of rigid bimodules. Let L ′ be the Coend of this functor, we have a morphism of bialgebroids K −→ L which is an isomorphism of coalgebroids, by virtue of Theorem 3.2.1, hence K ∼ = L as bialgebroids. Theorem 3.2.2 has an interesting consequence on characterizing abstract rigid monoidal categories. First, we mention a result of [4] Theorem 3.2.3. Let C be a small abelian rigid monoidal category. Then there exists an exact faithful monoidal functor C −→ R-bimod for a certain ring R. By using the above result of reconstruction and representation, we can easily deduce the following result Theorem 3.2.4. Let C be a small k-linear locally finite abelian rigid monoidal category. Then there exists a ring R such that C is monoidally equivalent with the category of finitely generated (over R) comodules over a certain transitive R-Hopf algebroid.
