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One of the oft cited reasons for virtual environments is that they provide experiences with 
places one would never be able to visit and to perform tasks that would otherwise be dangerous, 
or inaccessible. The ability to become transported to another environment, such that you think 
you are “there,” is known as presence. Existing presence literature focuses largely on the sensory 
aspects of virtual environment experiences. However, there is more to experience than what is 
sensed. This dissertation investigates the theoretical components of holistic experiences in virtual 
environments. In order to explore the relationship between experiential design and presence, a 
new evaluation tool was needed. This ultimately led to the development of the Virtual 
Experience Test. 
To validate the Virtual Experience Test, an experiment was designed that utilized 
subjective evaluations regarding game-play in the commercial game Mirror’s Edge. Measures of 
experiential design, flow, and presence were taken and the relationships between the measures 
analyzed. The results of this research showed that environments utilizing holistic designs result 
in significantly higher presence. Furthermore, this study produced a validated measure of holistic 
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CHAPTER 1 - INTRODUCTION 
 
A virtual environment (VE) is a class of synthetic environment. A synthetic environment 
is an interactive space that consists of computer generated 2D or 3D images, sounds, and other 
content related to that space (Durlach & Mavor, 1995). Durlach and Mavor (1995) discuss three 
classes of synthetic environments: virtual, teleoperator, and augmented. In a virtual environment, 
all of the sensations received by the user come from the technology (i.e. computer) used to 
generate the environment. In a teleoperator environment, the user controls a robotic entity as it 
navigates through a real world. In an augmented environment, the user receives sensations both 
from the real and virtual world. 
Based on these environment types, synthetic environments can be said to operate on a 
spectrum ranging from the real environment to the virtual environment. Those worlds that 
incorporate elements of both the real and virtual world are said to be mixed environments. 
Within mixed reality environments are an additional two classes: augmented reality and 
augmented virtuality (Milgram & Kishino, 1994). Augmented reality refers to some elements of 
the virtual world being used in the real world, while augmented virtuality refers to the use of 
some elements of the real world in a virtual one. 
According to Milgram and Kishino (1994), in order to have a true virtual environment, all 
sensation from the real world would have to be eliminated. Technological limitations currently 
preclude this type of true virtual reality (VR) experience. At best, an attempt to control for 
extraneous real world input onto the virtual world can be made. However, even in the current 




Therefore, in order to prevent confusion, the term virtual environment is used throughout this 
dissertation to describe both augmented virtuality environments and pure virtual environments. 
One of the oft cited reasons for virtual environments is that they provide a user the means 
to experience places they would never be able to visit and to perform tasks that would otherwise 
be dangerous, or inaccessible. This ability to become transported to another environment is 
known as presence. Presence is often described as the sense of “being there” in an environment 
(Heeter, 1992) and is one of several outcomes of experience. This dissertation examines the 
factors that contribute to and detract from experience in virtual environments, with particular 
attention towards building a concept of presence as both a sensory (“being there”) and cognitive 
(“working there”) state. 
 
 
1.1 Problem Statement 
 
The experience that people have in a virtual space emerges due to the interaction of 
exogenous and endogenous factors.  Exogenous factors provide the context for a space. This 
includes the physical environment of the space and the task environment within that space (i.e. 
the scenarios that are to be performed) (Slater & Usoh, 1993). The physical environment is 
primarily designed through a combination of various sensory factors, and to a lesser degree, 
cognitive factors. The task environment is similarly designed through a combination of cognitive 
factors, and to a lesser degree, sensory factors. As a result, the physical environment produces a 
state of immersion and the task environment produces a state of involvement. The feelings of 




Endogenous factors consist of the different internal capabilities (i.e. cognitive ability) of 
the users (Slater & Usoh, 1993). A user‟s working memory is involved in processing the task and 
physical environments in a timely manner. Further, there is an interaction between working 
memory and long-term memory to find previous experiences similar to the current physical and 
task environments that can aid decision making. The ability of the user to adequately balance the 
demands of the exogenous factors with the capabilities of their endogenous factors also 
contributes to a user‟s overall experience. Through an optimal interaction, a state of flow, or 
sense of “being in the zone” emerges (Czikszentmihalyi & Czikszentmihalyi, 1992). 
The aim of this dissertation is to explore the relationship of the exogenous factors of 
virtual environments to the overall user experience in virtual spaces. This exploration is based on 
two theories of experience that can be applied to virtual environments: presence and flow. 
Presence is traditionally concerned with the sensory aspects of experience. However, cognitive 
aspects are also relevant. Flow is largely focused on the cognitive and affective (emotional) 
aspects of experience. By utilizing both theories in the design of a virtual environment, a holistic 
experience can be created. The method of designing a virtual environment in this manner is 
known as experiential design (Chertoff, Schatz, McDaniel, & Bowers, 2008). 
The impetus for this work emerged out of presence researchers predominantly focusing 
on the sensory aspects of experiences in virtual environments. This has been through the 
development of high quality display techniques, computer graphics, spatialized audio, haptic 
interfaces, and other important sensory advancements. All of these initiatives, while important 
for creating a stunning perceptual experience, only act upon the user‟s senses. The importance of 





To an extent, individual user characteristics, such as a willingness to suspend disbelief or 
intrinsic motivation to the environment or task, can mitigate the need for some aspects of 
cognition, at least initially. However, as a user becomes familiar with the environment‟s sensory 
aspects, something else, perhaps based on cognitive or affective factors of experience, will likely 
be needed to keep that user engaged and returning. In particular, the role of a user‟s previous 
experience, task engagement and desire to stay motivated to complete the goals in the virtual 
world should be investigated in more depth. 
Traditional presence models have focused on the sensation and perception components of 
the information processing loop (see Figure 1). While it is apparent from the figure that memory 
influences sensation and perception (Wickens & Hollands, 2000), the figure also shows how 
future presence models could more directly cognitive elements to provide potentially more 
compelling and longer lasting experiences. 
Presence research has typically relied on the notion that if the person makes decisions 
based on the sensations and perceptions from a virtual environment then the person must have 
decided to be present in the virtual environment. This essentially argues for the direct perception 
to response link in Figure 1 (labeled as fast reaction). While this is a reasonable notion to have, it 
relies on an assumption that the person does not switch between attending to the virtual 
environment and the real environment. A further implication of this notion is the assumption that 
increasing the sensory fidelity of the virtual environment, be it through the addition of more 
senses into the experience or through refining a particular sensory channel, is enough to make a 
person decide to continuously attend to the virtual environment. In summary, imagine a forest 
virtual environment that is incredibly realistic, catering to all five senses. Now consider a person 




real world and will have removed themselves from the virtual experience. At this point, the 
connection between perception and response is broken. Thus, additional theories of experience 
that incorporate cognitive elements to manage user interest should be investigated for their role 































1.2 Experiential Design 
 
Experiential design is a holistic design technique from the marketing field that could be 
used to create holistic virtual environments. The goal of this technique is to provide a customer 
with a holistic experience, in addition to providing a product. For example, a coffee shop might 
offer live music, provide a lounge area with Internet access, and be known for selling organic 
food. Compare this with a deli, where a patron would receive a cup of coffee in a Styrofoam cup. 
By selling a product in the coffee shop manner, the customer receives more than just a product, 
but also an experience surrounding the product. The customer can then be reminded of the 
product in multiple ways. When live music is played, it might remind the customer of the coffee 
shop, providing them with the desire to stop by on the way home. By designing for an experience 
involving a product, instead of just selling a product on its own using advertisements, the 
customer can have a much broader connection that can be used to trigger a response to be a 
consumer. 
Experiential design can be applied to virtual worlds by mapping its components to the 
subjective sense of “being there” in an environment (Chertoff, Schatz, McDaniel, & Bowers, 
2008). This mapping connects the theoretical components of presence to those involved with a 
holistic experience. The sense of “being there” is often used to describe presence, which is 
typically treated as a perceptual phenomenon relating to the sensory immersion of the user 
(Heeter, 1992; Lombard & Ditton, 1997). Through a use of experiential design, this dissertation 
aims to show that presence can be as much a cognitive experience as it is a sensory one. 
One area where an informal use of experiential design can be seen is in video games. 




high-end visual effects. Additionally, there is typically a strong narrative explaining why the 
player is in the environment, what task they need to complete, and the motivations surrounding 
the tasks (i.e. “save the world”). In this regard, video games use visual effects to get players to 
initially take a look. They then turn to a combination of affective components of story and 
cognitive components of compelling game-play mechanics to convince players to remain in the 
world. Furthermore, there can be a sense of importance for the player, in that the progression of 
virtual world events depends upon player action. This combination of experiential design factors 






Low challenge, low quality 
graphics/audio game (i.e. Pong)
Challenging game with low quality 
graphics/audio (i.e. Tetris)
Exploration of a beautiful scene 
(i.e. Landscape Walkthrough)
Challenging game in a 
beautiful scene (i.e. Bioshock)
 




Some presence models have looked at user involvement and focus (Fontaine, 1992; 
Witmer & Singer, 1998) and attention (Nunez, 2004a). These latter models postulate that while 
the sensory components of the experience are important for initially attracting the user‟s 
attention towards the world, it is the environment‟s content that provides the reason for the user 
to stay “there.” The relationship between the sensory and cognitive components and their 
potential impact on the type of virtual environment produced can be seen in Figure 2. 
Essentially, in a similar vein as the use of experiential design in video games, it is hypothesized 
that the cognitive engagement of the user must be high in order to maintain the sense of 
presence, especially when the desired experience is more than just perceptual. 
 
 
1.3 Virtual Experience Test 
 
Many existing questionnaires utilized in presence research rely too heavily on measuring 
the perceptual factors of the experience. Furthermore, the questionnaires are often specific to the 
environment or hardware configuration of a particular study. Few presence questionnaires have 
seen enough wide-spread use to be considered generalizable across conditions (Lessiter, 
Freeman, Keogh, & Davidoff, 2001; Usoh, Catena, Arman, & Slater, 2000; Witmer & Singer, 
1998). However, even these questionnaires do not take into account the multitude of dimensions 
that contribute to an experience. 
The Virtual Experience Test (VET) was developed in order to fill the need for a 
generalizable questionnaire focused on measuring the dimensions that contribute to holistic 




known presence factors (Chertoff, Schatz, McDaniel, & Bowers, 2008). Based on these 
associations, a virtual environment evaluation tool was created. The VET was designed to 
examine the impact that each dimension of experiential design could have on a user in a virtual 
environment. 
Initially, the sensory dimension consisted of nine questions regarding how well the user 
utilized their senses in order to interact with the environment. There were four questions 
regarding the cognitive dimension focusing on how well the environment supported the task 
engagement of the user. The affective dimension contained four questions regarding the 
emotional impact the environment‟s tasks and situations on the user. The active dimension also 
consisted of four questions and was concerned with the attachment the user built with the 
environment. Finally, four questions concerned with the social aspects of the environment were 
used to evaluate the relational dimension. 
The experiment performed in this dissertation was used to validate the VET. In the end, 
17 questions were retained and grouped into five factors: Story-Telling, Sensory Content, 
Haptics, Task Completion, and Active. The questions in these factors were found to correspond 
to the original dimensions of experiential design. 
 
 
1.4 Flow Theory 
 
Another way to view the cognitive engagement of a user is through the psychological 
state of flow (Czikszentmihalyi & Czikszentmihalyi, 1992), or the state of “being in the zone.” In 




which the user has. If the task is too challenging, then frustration due to difficulty can occur. If 
the user‟s skills are greater than the challenge, then boredom is possible. In other words, 
maintaining a user‟s engagement towards a task requires that a user‟s skill and the difficulty of 
the tasks increase at roughly the same rate. 
Flow theory has been applied to the domain of virtual environments, specifically with 
regards to user enjoyment of games (Sweetser & Wyeth, 2005; Chen, 2006; Cowley, Charles, 
Black, & Hickey, 2008). The authors posit that a state of flow produces the most user enjoyment 
as frustration, boredom, and apathy are not felt. This notion comes from observations of reported 
user enjoyment during flow experiences in a variety of activities (Csikszentmihalyi, 1997). 
Essentially, flow experiences are environment independent. So long as user skill and task 
challenge are optimally matched, a flow experience can occur. 
A flow state can therefore be seen as the exogenous factors of the virtual environment 
being optimally tuned to the endogenous factors of the user. This means that the combination of 
components constituting the physical and task environment of the virtual world should neither 
under- nor over-utilize the user‟s cognitive capabilities. As seen in Figure 1, the process of 
making a decision relies on memory. If the user can make decisions too easily, then an affective 
state of boredom can emerge. If it becomes too hard to make a decision, then an affective state of 
frustration can occur. However, when the challenge is at the right amount, a high level of 
immersion and involvement towards the task environment can occur (Czikszentmihalyi & 
Czikszentmihalyi, 1992). Thus, flow can be considered as concerned with the management of the 
cognitive and affective characteristics of experience. Furthermore, due to its connection to 




experience. In other words, a user‟s sense of presence may be related to the degree to which a 
sense of flow can be achieved by the user. 
As mentioned at the end section 1.2, there has been some exploration of the contribution 
cognition has on presence through involvement or attention, e.g. (Nunez, 2004b). This 
dissertation posits that measurements of flow will allow for further study on the role of 
involvement in presence. Furthermore, it is believed that flow theory can be incorporated into the 
design of virtual environments through experiential design. 
 
 
1.5 Literature Limitations 
 
Based upon the literature review performed in Chapter 2 of this dissertation, the 
following deficiencies were identified: 
 
1) Presence literature is focused on the perceptual factors of experience in virtual 
environments. Factors such as emotion and cognitive engagement with an environment‟s 
tasks have not been fully explored. 
2) There is initial support that flow is a relevant concept for virtual environment design, but 
its relationship to presence has not yet been fully established. 
3) Presence measurement techniques focus on perceptual aspects of experience in virtual 
environments. 




5) Few presence measurement techniques can be generalized to a variety of hardware and 
environment configurations. Most questionnaires are limited to an evaluation of a single 
virtual environment or specific hardware configuration. 
 
 
1.6 Research Contributions 
 
In order to address the identified short-comings found in the literature, the following 
contributions were made: 
 
1) Experiential design was introduced as a way to connect the concept of presence to a 
variety of dimensions of experience. Existing theoretical and experimental findings about 
presence were used to show that a relationship to experiential design is theoretically 
sound. 
2) The relationship between flow and presence was explored through measuring a user‟s 
reported flow and presence in a virtual environment where flow was expected to emerge. 
3) A new questionnaire known as the Virtual Experience Test was designed to evaluate the 
quality of the virtual environment. The questions of the VET were based around the five 
dimensions of experiential design and existing factors shown to be related to presence. 
a. As the questions of the VET focus on an evaluation of the environment, the 
need for participants to understand the concept of presence was removed. 
Participants only needed to provide a rating of perceived quality of various 




b. As the VET was developed based upon the results from a variety of presence 
studies utilizing a variety of environments, it is believed that the VET can be 





This dissertation proposes to show that experiential design, based on a variety of factors, 
can be used as a comprehensive structure for invoking a positive experience in virtual 
environment users. In order to appropriately measure the impact of experiential design on 
presence, while simultaneously considering existing measures, a new measurement tool based on 
the dimensions of experiential design was needed. This led to the development of the VET. 
Furthermore, it was proposed that the concept of flow was related to presence. In order to 
validate the VET, to show that the constructs the VET measures were related to presence, and to 
study the effects of flow on presence, a user study involving environments expected to produce 
flow with expected differences in the use of the experiential design dimensions was designed. 
To this end, a game (Mirror’s Edge) that included multiple game-types, each 
incorporating different dimensions of experiential design, was chosen. Both game-types were 
expected by the author to show a similar usage of the sensory and cognitive dimensions of 
experiential design. However, the first game-type was expected to have higher use of the 
affective, active, and relational levels of experiential design. This led to the following hypothesis 




Hypothesis 1: The story-mode game-type of Mirror’s Edge will receive higher 
experiential design scores than the time-trial game-type in the affective, active, and relational 
dimensions. 
As a result of the story-mode game-type being expected to include more elements of 
experience, the next hypothesis was produced. 
Hypothesis 2: The story-mode game-type of Mirror’s Edge will receive higher presence 
scores. 
In addition, it was posited that task involvement positively affects presence. As 
involvement with a task is one of the signs of being in a state of flow (Czikszentmihalyi & 
Czikszentmihalyi, 1992), it was reasonable to expect a relationship between flow states and 
presence. Whether or not flow is required to produce presence, or flow simply acts to increase 
presence remained to be seen. Nonetheless, it was expected that flow should have a significant 
effect on presence. Thus, the following hypothesis was produced. 
Hypothesis 3: Participant‟s with a high degree of flow will report higher presence scores. 
In addition to these three hypotheses, an exploratory analysis of the relationship between 
the VET measurement of the virtual environment, flow, and presence was performed. 
Detailed experimental design and results from the second study can be found in Chapter 
3. In summary, Hypotheses 1, 2 and 3 were accepted. However, flow was found to be neither a 
moderator (flow enhances) nor mediator (flow required) for presence. Instead, it is believed that 
the elements of experiential design and flow are sub-factors of a larger, general experience 
construct. A significant relationship was observed between a combination of experiential design 
and flow scores on presence. This indicates that as the level of general experience increases, so 




This dissertation opens with a literature review of the factors contributing to experience 
in virtual environments. A review of the presence literature follows. These sections identify the 
need for expanding the presence definition and show that a more holistic theory for virtual 
environment design is appropriate. The chapter then discusses how experiential design and flow 
can be utilized for holistic virtual environment design. The chapter closes with a discussion of 
existing methods that have been employed to measure experience in virtual environments. 
Chapter 3 discusses the study used to validate the VET and to empirically establish the 
relationship between experiential design, flow, and presence. Implications of this dissertation on 
the future design and evaluation of virtual environments can be found in Chapter 4. The 




CHAPTER 2 - LITERATURE REVIEW 
 
The primary purpose of this dissertation is to explore methods for evaluating and 
improving a user‟s experience in a virtual environment. This will be achieved by looking at how 
experience can be altered through the manipulation of the exogenous factors pertaining to the 
virtual environment and through the strategic utilization of the endogenous factors of the user. 
Exogenous factors refer to the “physical” structure of the environment (the virtual objects and 
the equipment used to interact with those objects) and the tasks relating to the environment (what 
the user does with the virtual objects), while endogenous factors refer to the internal cognitive 
capabilities of the user (Slater & Usoh, 1993). With regards to experience in virtual worlds, 
endogenous factors refer to the working and long-term memory capabilities of users during 
interactions with the virtual environment. Ultimately, the interaction of all the various factors 
produces a unique experience for that person. Within virtual environments, this experience can 
be called a sense of presence. 
Presence is often described as a subjective sense of “being there” in an environment 
(Heeter, 1992). Although it is not a requirement, presence is typically used to refer to immersive 
environments, where sensations are induced by the environment, and any actions by the user are 
projected towards the same environment. Debate over the causes of presence has ranged from the 
empirical (e.g. impact of field of view on presence (Prothero & Hoffman, 1995)) to the 
theoretical (e.g. definition of what presence is (Sacau, Gouveia, Gouveia, & Biocca, 2003)). 
While there is a general agreement on the definition of presence as a feeling of “being there,” the 




In this chapter, a review of the literature concerning the factors contributing to experience 
is provided. Particular attention is paid to the cognitive factors of experience. By doing so, a case 
for the inclusion of cognition into presence definitions can be made. As a result, holistic virtual 
environment design theories can be investigated. 
 
 
2.1 Factors of Experience 
 
This dissertation is concerned with ways to increase the presence of users in virtual 
environments, and thus their overall experience. Therefore, it is important to begin the discussion 
with an introduction to the factors that both contribute to and adversely affect experience in 
general. This section provides definitions and exposition on relevant theoretical work regarding 
the exogenous and endogenous factors of experience.  
When designing systems for use by human users, there are three major components that 
must be considered: the humans using the system (users), input/output hardware that allows 
access to the system (system), and the content of the system itself (experience). These 
components make up the USE (user-system-experience) model (Cowley, Charles, Black, & 
Hickey, 2006). Presence research has largely studied the system component of this model by 
observing how varied hardware conditions effect our perception of being in the virtual 
environment, e.g. (Lee K. M., 2004). Following the USE model, the system and experience 
components make up the exogenous factors, while the user component represents the 
endogenous factors. With this set of distinctions, a more detailed discussion of exogenous and 




2.1.1 Exogenous Factors 
 
Exogenous factors consist of the hardware and content contributing to the sensory aspects 
of experience, as well as the tasks and scenarios that contribute to the cognitive aspects of 
experience. A review of the enabling technology (i.e. hardware) used to convey a virtual 
environment is beyond the scope of this dissertation (see (Lee K. M., 2004)). Instead, the focus 
here will be on the role of the environment‟s “physical” content and the available tasks. 
The environment consists of all of the objects that guide user interaction. This ranges 
from computer controlled agents, virtual buttons that control other virtual objects, or the 
boundaries used to partition space into buildings and other objects. Environment content also 
includes more abstract concepts, such as the rules that govern the virtual world (i.e. unique 
physical laws that allow for walking through walls) or the tasks that the user should accomplish. 
Because the environment content contains all of the objects of a virtual experience, it 
plays a pivotal role on the user. First, the rules and objects in the environment provide 
affordances that guide user actions. An affordance is a possible action that is inherent to the 
environment (Gibson, 1977) or situation (Norman, 1990). Second, the environment provides a 
level of motivation for the user to perform a task. Environment generated motivation is important 
as there is a positive correlation between a user‟s level of motivation and presence (Nash, 
Edwards, Thompson, & Barfield, 2000). 
Gibson‟s ecological model of perception discusses how affordances are important at an 
individual level (Gibson, 1977). In Gibson‟s model, a feedback loop exists whereby an organism 
acts in some manner that will have an effect upon an environment, and in response to organisms, 




Affordances are available to any organism that wishes to act in a manner where this information 
would be required. Depending on the organism and how they act, these affordances will be 
interpreted differently. 
Norman further discusses the use of affordances. He refers to “perceived affordances,” 
whereby the user perceives an action to take based on cultural or logical constraints, rather than 
just physical constraints (Norman, 1990). A cultural constraint is a learned convention used by a 
group. For example, in Western cultures, the use of the color red typically refers to excitement or 
anger. On the other hand, in the Orient, red is associated with luck. A logical constraint is one 
where reasoning is used to determine what action to take. For example, consider a room with a 
bookshelf and table with a book on it. If a person is tasked to “grab the book off the table,” they 
might conclude that since there is only one table in the room, the book they want is the one on 
the table. 
How an affordance is interpreted is therefore based not only on the surrounding 
perceivable environment, but also from individual differences due to varying cultures and 
abilities to use logic. Thus, the ability to interpret affordances is tied to what existing knowledge 
and expected behaviors we have stored in memory. Therefore, we are able to understand an 
object‟s affordance not simply because of the physical structure of the object, but because of 
existing stored knowledge regarding all objects of a similar structure observed under similar 
settings. For example, the ability to recognize that a tree stump can act as a chair is due to an 
understanding of the “sitting down” construct. 
The environment also provides guidance on what a user should be doing in the 
environment. This is done through extrinsic motivation. Extrinsic motivation refers to the outside 




1995). When we examine a user in a virtual environment, their goals in that virtual space depend 
on the rules and scenarios supported by that environment. For example, consider a first-person 
shooter game. This genre of games typically sets the user against many virtual threats that can 
harm the user‟s character while the character is simultaneously trying to complete a scenario. 
Because an environment rule exists that enemies will try to harm the user, a need to survive 
emerges. Based on this need, the user might avoid risky confrontations and will seek out items in 
the environment that will aid in survivability, and thus allow for the completion of the scenario. 
The presence of items to aid survivability ultimately affects the user‟s assessment of how 
attainable the goal of completing the scenario is. 
Exogenous factors play an important role in the experience a user will have in an 
environment. They provide the environment for the user to interact with and can even provide 
motivation for the user to remain in the environment. Exogenous factors also act as the directing 
force for the use of internal user resources. This is expanded upon in the next section. 
 
 
2.1.2 Endogenous Factors 
 
Users intrinsically carry with them much variability, both in terms of personality and life 
experience. This variability shapes a user‟s expectations, interpretation of events, and no doubt 
also plays a role on their intrinsic motivation to participate in an event (i.e. to experience a story, 
rehabilitation, or training). All of these factors ultimately influence the potential for how 
involved the user might become. As research has shown, involvement with the environment is 




Singer, 1998). As the concept of involvement is tied to previous experience, it is appropriate to 
briefly look at long-term memory. 
Long-term memory is where all of our previous experiences, actions, observations, and 
knowledge are stored (Matlin, 1998; Wickens & Hollands, 2000); for example, an 
autobiographical event such as remembering the first week of college, or something more 
knowledge based, such as how a cell functions in the human body. Procedural data, such as how 
to make a peanut butter and jelly sandwich, is also stored in long-term memory. All of this 
information is stored in our brains for use at a later time when requested by working memory, 
either for everyday recall or to help in the formation of new memories. 
Our ability to store and retrieve information is guided by schema: learned cognitive 
structures that we use for processing, storing, and manipulating patterns of information (Neisser, 
1976; Schank & Abelson, 1977). Scripts, or dynamic associations between schemata, represent 
prototypical situations, which allow our brains to use existing schematic information from a 
script to fill-in missing details from new environments or experiences. This allows us to use our 
previous experiences to help understand and predict behavior in a new experience.  
As a new experience unfolds, relevant schema, scripts, and previous experiences are 
drawn from long-term memory. The decisions a person makes for a given situation are then 
influenced by this information. In this way, previous experiences can influence our motivation to 
pursue a goal, perhaps based on the previous enjoyment of the expected reward (Vroom, 1995) 
or through knowledge that some type of fundamental need will be addressed (Ryan & Deci, 
2000). This has implications for virtual environment design, as whether or not a person chooses 





2.2 Experience in Virtual Worlds 
 
Experience in a virtual world follows the same principles as experience in general. There 
are sensory factors consisting of the physical environment and cognitive factors consisting of the 
various user scenarios. These factors interact and ideally produce feelings of immersion and 
involvement in the user. When these feelings arise in a virtual environment a sense of presence, 





Some of the initial theoretical work in presence was performed by Sheridan (1992). He 
grouped probable determinants of presence into three categories. They are: 1) the extent of 
sensory information presented to the user, 2) the level of control the user has over the sensor 
mechanisms, and 3) the ability of the user to modify the environment. Inherent in these 
categories is the desire for rich media content. The manner in which the user, agents, and objects 
from the environment are interconnected is important for keeping the user interested and 
involved. In addition to needing rich media content, there are social elements that play a role as 
well. The reaction of other agents to the user‟s existence in the environment further serves to 
build the user‟s acceptance of being in the virtual world. 
Heeter (1992) suggests three types of presence for immersive environments: 
environmental, social, and personal. Environmental presence refers to the amount the 




performs an action of throwing a rock at a window, the environment should respond by having 
the window break, accompanied by the sound of breaking glass. Social presence refers to 
situations where there are multiple users in the same environment. As one user becomes more 
immersed, it provides support for the other users in the environment that their own immersion, 
and presence, is valid. Personal presence describes a variety of perceptual factors relating to how 
and why the user might feel that they are in the environment. This includes how the user is 
represented through an avatar, navigation and movement techniques, looking around by moving 
one‟s head, and so on. 
These categories describe presence as a measure of immersion, based principally on 
perception. At this point, a clear definition of immersion and its contributing factors is needed.  
Immersion has been defined as a perceptual state where a person fails to determine that 
technology is making it look as though he is in a physical location different from his location in 
the real world (International Society for Presence Research, 2000). Taken from a user‟s 
perspective, this definition of immersion refers to the degree that the individual is engrossed by 
the sensations originating from the technology of the virtual environment. Alternatively, 
immersion can be viewed as the ability of a virtual environment to utilize the fidelity of its 
underlying technology to convince a user that the sensations originating from the virtual 
environment are the predominant sensations. 
Essentially, the technology used by the virtual environment must compel the user to focus 
his attention towards the virtual environment. This understanding of immersion and presence 
developed into what Lombard and Ditton called the “perceptual illusion of non-mediation” 
(Lombard & Ditton, 1997). Under this conceptualization, presence emerges when the user does 




technology. The authors discuss two categories for which conceptualizations of presence can be 
grouped: physical and social. The physical category encapsulates the user‟s sense of being 
physically at some location (such as Heeter‟s environmental and personal conceptualizations). 
The social category contains the user‟s feeling of being together or communicating with another 
person (as in Heeter‟s social category). 
Not all researchers agree with the notion that presence should rely on user perception of 
the physical domain. Mantovani and Riva (1999) discuss a conceptualization of presence that 
does not rely on perceiving objective, physical features of environment factors. They propose 
that presence definitions instead be viewed as a social construction. Reality is not something that 
should be treated as being outside of a person‟s mind. Instead, reality should be viewed as the 
“relationship between actors and their environments through the mediation of the artifacts 
(Mantovani & Riva, 1999).” 
In order to achieve this relationship, Mantovani and Riva propose that Gibson‟s 
ecological model of perception be utilized. Recall that in Gibson‟s model, a feedback loop exists 
whereby an organism acts in some manner that will have an effect upon an environment, and in 
response to organisms, the environment acts in some way so as to have an effect on other 
organisms (Gibson, 1977). The interaction between organisms and the environment involved the 
notion of affordances, or uniform information, available to any organism that wishes to act in a 
manner where this information would be required. 
Mantovani and Riva go on to relate the ecological approach to presence by noting that the 
realistic reproduction of environments is not the only important component of virtual 
environment design. The incorporation of action by a user, and interaction between the user and 




environment that presence emergence occurs. This application of Gibson‟s model towards 
presence was initially put forth by Zahoric and Jenison (1998). They state that “presence is 
tantamount to successfully supported action in the environment” (Zahoric & Jenison, 1998). A 
virtual environment will carry within it affordances that the user will interpret in some manner 
depending on their goals within the virtual environment. This realization is important for the 
design of virtual environments, as the design goal becomes less about environmental realism, 
and more about environmental support of the desired user behavior. 
Witmer and Singer (1998) also propose an explanation for presence that goes beyond the 
perceptual realm. They begin by expanding upon Sheridan‟s factors (1992) and Lombard and 
Ditton‟s conceptualizations (1997). Witmer and Singer discuss four types of factors that they 
hypothesize contribute to a sense of presence: control, sensory, distraction, and realism. The 
control factor refers to the extent that a user will be able to interact with and manipulate the 
virtual environment in a timely manner. This includes the use of sensors to interact with the 
environment, the length of time it takes for a user action to manifest itself, and the ability of the 
user to correctly predict what will happen next. The sensory factor includes the number and types 
of sensations a user will feel, along with how consistent and rich those sensations will be. For 
example, including spatialized sound to a graphically rich environment would increase the 
sensory factor. This factor also includes items such as the manner of user locomotion in the 
environment. The distraction factor addresses how much the hardware and surrounding external 
environment affect the user‟s ability to focus on the virtual environment. The level of user 
distraction can be influenced by the degree of isolation the user feels from the real world, their 
awareness of the hardware being used, and their ability to selectively focus on the virtual 




the virtual environment is compared to the real world, along with how well the user relates to the 
information. 
These four factors are then grouped by the authors into the higher level presence 
constructs of immersion and involvement. Control, realism, sensory and distraction factors are 
all expected to influence both immersion and involvement. However, the authors state that the 
degree to which they influence immersion versus involvement will differ (Witmer & Singer, 
1998). Due to the inclusion of interaction methods, control factors are said to predominantly 
affect immersion. Realism is said to mostly influence involvement, due to the relationship 
between keeping information and events consistent. Sensory and distraction factors are expected 
to affect both immersion and involvement, as they incorporate items that attempt to keep the user 
focused on the virtual world through the creation and distribution of stimuli and experiences. 
Witmer and Singer (1998) further state that presence “depends on the ability to focus on 
one meaningful, coherent virtual environment stimulus set.” This view was influenced by 
Fontaine, who described presence as a degree of focus (Fontaine, 1992). Witmer and Singer 
argue that this is done by adding the aforementioned involvement component. They state that as 
the user focuses more on the stimuli of the virtual environment for whatever reason, an increased 
sense of presence will occur. This implies that any definition of presence needs to encapsulate 
more than just the immersive capabilities of the system, but also the level to which the 
environment can maintain the user‟s interest to the task being performed. In the case of a passive 
observer, this would include the events surrounding the environment‟s agents, avatars, and 
objects. Therefore, one can conclude that it is not enough to simply have a perceptual illusion of 
immersion. The environment needs to also provide a mechanism to keep the user on-track, so 




To test these statements, Witmer and Singer developed a presence questionnaire to look 
at the elements of immersion and involvement. During an analysis of the data, it was found that 
all involvement items were significantly correlated to the total presence score. They suggested 
that involvement was not only a contributing factor towards presence, but a determinant for it to 
emerge. This can be interpreted to mean that while the immersion component provides the initial 
hook that sparks a user‟s interest in the environment and provides for an initial level of presence, 
it is the subsequent sense of involvement with the environment‟s content that increases the user‟s 
presence within that environment. 
This notion is supported by recent work from the game‟s literature. Based on gamer 
specified definitions of immersion, it was observed that in order to achieve a sense of total 
immersion (or presence), various levels of involvement with the environment had to first be 
achieved (Brown & Cairns, 2004). (It is important to note that gamers do not use the term 
immersion in the same sense as presence researchers. To gamers, being immersed necessitates a 
sense of involvement with the environment (Brown & Cairns, 2004).) 
Clarke and Duimering (2006) also observed similar findings during extensive interviews 
with gamers regarding their behavior in-game. They noted that while interviewees mentioned a 
high-sensory experience as desirable, such an experience was “irrelevant „eye-candy‟ if the game 
was not enjoyable” (Clarke & Duimering, 2006, p. 18). The authors later conclude that the tasks 
and goals of the game environment influenced what gamers would perceive. Those aspects of the 
environment that had little or no role on successful goal completion would be largely ignored by 
players. In other words, the level of sensory immersion a user would experience was dependent 




Heeter‟s (1992) definitions for social and environmental presence support the idea of 
perception of illusion through environment content (see Table 1 for an overview of presence 
theory component terms). Her findings indicated that a person‟s sense of presence increased 
when one‟s place in an environment is reinforced (Heeter, 1992). The results of Heeter‟s work 
can be observed in Witmer and Singer‟s realism factor. Recall that the realism factor refers to 
how connected and consistent information from the virtual environment is compared by the user 
to the real world (Witmer & Singer, 1998). When a user performs an action in the real world, 
some initial feedback regarding the action is often observed. The appearance of feedback to a 
user‟s actions in a virtual environment would then work to reinforce the user‟s sense that they are 
in the virtual environment. This in turn results in a consistency between expectations in the real 
world to observed results in the virtual world. 
In another review of the determinants of presence, IJsselsteijn, de Ridder, Freeman, and 
Avons (2000) discuss factors associated with maintaining a user‟s sense of presence once in an 
environment. These factors are based on a theoretical analysis of major presence concepts 
(IJsselsteijn, de Ridder, Freeman, & Avons, 2000). The first two categories, “extent and fidelity 
of sensory information” and “sensory-motor contingencies” (the extent to which user‟s actions 
match the spatial-temporal effects of those actions) refer directly to the level of perceptible 
immersion a user can feel in an environment. These conceptualizations contribute to a definition 
of immersion as being one associated with the fidelity of the sensory experience. IJsselsteijn et 
al., like Witmer and Singer, discuss other factors that predominantly support continued focus of 
the user towards the environment. These “content factors” are said to include “objects, actors, 
and events represented by the medium.” This category contains ways in which the user can 




the agents in the environment, user representation, social acknowledgment by the environment, 
and the meaningfulness of the content to the user. The last category contains various “user 
characteristics,” such as, perceptual, cognitive and motor abilities, previous experience, 
susceptibility to simulator sickness, and a willingness to suspend disbelief. It is within reason to 
label several of these attributes as being related to maintaining or increasing user focus. 
Furthermore, these characteristics are “likely to play a significant role as well [with regard to 
presence emergence], but [have] received little [research] attention thus far (IJsselsteijn, de 
Ridder, Freeman, & Avons, 2000).” 
More recently, in a discussion on what conditions are necessary for presence emergence, 
Davide and Walker (2003) mention that there is a lack of correlation between presence and bit 
rate. The authors refer to bit rate as the amount of information presented to a user at a single 
moment in time. For example, a book would be considered low bit rate, due to the user receiving 
a slow input of information through words. A movie would have a high bit rate, due to more 
complex multi-modal scenes. Strong emotional effects are often reported by readers despite the 
low bit rate of the medium. There is no evidence that the emotional effect from reading is any 
weaker than an emotional effect triggered by watching a movie or interacting with a VR system 
(Davide & Walker, 2003). IJsselsteijn (2003) points out that evidence from existing media forms 
shows that “people' s responses to media are not a linear product of the extent of sensory 
information that the medium provides, but are very much shaped by people' s previous 
experiences with and expectations towards media.”  This suggests that it is not the amount or 
rate of information presented to the user that creates presence. Instead, it is the interaction of new 




Lee and Nass (2001) identified three factors related to presence: technology factors 
(objective quality of technology), user factors (individual differences), and social factors (social 
characteristics of technology). In subsequent work, Lee (2004) then categorized the findings 
from a number of presence articles. Lee found an abundance of technology variables that are 
“either empirically identified or theoretically argued” to be “closely associated with” presence 
(Lee K. M., 2004). Technology factors include items such as the consistency of multimodal 
sensory information, equipment comfort, the ability to navigate in an environment, image 
quality, screen resolution, field of view, refresh rate, and environment modifiability. User factors 
include previous experience with a system, ability to adapt, attention, gender, mood, perception 
of movement, and perceived risk to one‟s avatar. In regards to social factors, Lee notes that users 
felt more social presence when a synthetic voice had a similar sounding personality to the user‟s 
own personality. 
Lee also points out that while psychological effects are often mentioned when discussing 
presence, there are fewer studies on how these psychological factors affect presence. Heeter 
(1992; 1995) showed that the more presence experienced by a user, the higher the level of 
arousal, which is defined as how much energy a person will react with regarding some stimuli. 
Barfield and Weghorst (1993) showed that the more enjoyment a user was experiencing, the 
higher their reported presence. Kim and Biocca (1997) looked at how presence affected memory, 
and found that it improved memory regarding mediated content. Based on the findings of these 
several researchers, there is empirical support for further research into non-perception based 
presence factors. Draper, Kaber, and Usher (1998) provide a more historical review of tele-
presence, which they define as “the perception of presence within a physically remote or 




presence, but state that “this line of inquiry has not received as much attention as technological 
approaches, and there have been few attempts to integrate technological and psychological 
explanations.” 
The limited number of studies regarding psychological effects on presence, while 
disappointing, makes sense given the previous reliance on perception when defining presence. 
One possible reason for this lack of research is the fact that perception of stimuli originating 
from a virtual environment provides the initial entry point for a user. Table 1 provides a review 
of the components of the various presence theories discussed. In all of the theories, the principle 
component is considered to be a perceptual component. It is no surprise then that several 
researchers looked to incorporate general models of perception into their definitions of presence  
(Mantovani & Riva, 1999; Zahoric & Jenison, 1998).  In their definitions, the virtual 
environment is considered as the supporting source for user action. By accepting this role of the 
virtual environment, an expanded definition of presence can be proposed. 
Based on the previous discussion, it is possible to extend the concept of immersion to 
include the role the environment plays on initiating and supporting user action. Immersion 
includes not just what sensory information can be displayed to the user, but what sensory 
information is needed before a user feels that they can act upon the environment in a manner to 
elicit a response. Similarly, involvement can expand to include affordances that guide the user in 
an expected manner. This allows for coherence between what the user needs to do to complete a 
task, and what the user can do in the environment. 
Experimental data supports the view that in some situations the amount of sensory 
information to be provided can vary due to individual factors, such as one‟s willingness to 




effect of the suspension of disbelief on presence was performed (Blake, Nunez, & Labuschagne, 
2007). The researchers looked at two models of experience in a medium; the suspension of 
disbelief (SoD) model and the Spin model. The SoD model predicts that subjects would expend 
cognitive effort in removing any type of disbelief, and thus increase presence. The authors state 
that if the SoD model holds, then repeated exposure to a VE will lead to either increased or the 
same amount of presence, due to increased practice on removing disbelief. The Spin model, 
based on the philosopher Spinoza‟s work (Parkinson, 2000), states that objects and events are 
considered and assumed to be true until contradicting evidence is observed. The authors state 
that in terms of presence, this means that an individual is present in an environment by default 
(Blake, Nunez, & Labuschagne, 2007). The person will remain present until an event occurs to 
change the environment state in a manner that the individual is unable to incorporate into an 
existing mental model. This failure to incorporate the new environment state would then lead to a 
decrease in presence. Thus, a strong initial belief is not enough to sustain presence if the 











Author(s) Components of Presence 
Sheridan (1992) Sensory Information – amount and fidelity of sensations provided to user 
Control – amount of control user has over the sensor mechanisms 
Environment Modification – amount of modification the user can make to the 
environment 
Heeter (1992) Environmental – amount the environment appears to respond to the user‟s 
existence within the world 
Social – amount of support received by a user from other users that they are in a 
virtual environment 
Personal – various perceptual factors relating to how and why the user might feel 
that they are in the environment. 
Lombard and Ditton 
(1997) 
Physical –user‟s sense of being physically at some location  
Social – the user‟s feeling of being together or communicating with another 
person 
Zahoric and Jenison 
(1998) 
Environment Support – Presence emerges based on successful support of user 
action by the environment 
Mantovani and Riva 
(1999) 
 
Social Construction – View presence as the relationship between actors and their 
environments. User interaction towards the environment is important as well.  
Witmer and Singer 
(1998) 
Control – extent a user can interact with and manipulate the virtual environment  
Sensory – the number, types, richness and consistency of sensations a user will 
feel 
Distraction – amount the hardware and surrounding external environment affect 
the user‟s ability to focus on the virtual environment 
Realism – how connected and consistent VE information is to the real world and 
how well the user relates to the information. 
IJsselsteijn, de Ridder, 
Freeman, and Avons 
(2000) 
Sensory – extent and fidelity of sensory information 
Sensory-motor Contingencies – how well a user‟s actions match the spatio-
temporal effects of those actions 
Content Factors – contains ways in which the user can interact with and modify 
the environment 
User Characteristics – user perceptual, cognitive and motor abilities, previous 
experience, susceptibility to simulator sickness, and a willingness to suspend 
disbelief. 
Lee and Nass (2001) Technology Factors – objective quality of technology 
User Factors – individual differences 




Blake, Nunez, and Labuschagne‟s (2007) study consisted of 47 subjects, split into two 
random groups that were exposed to a new virtual environment. One group was given several 
questions regarding the content of the virtual environment immediately after leaving the 
environment (attention-focus group). The purpose of this was to have the users focus their 
attention on the content of the virtual environment, thus forcing them to think about the 
environment and how it either did or did not support their initial assumptions and beliefs. The 
other group did not receive any type of questioning (attention-neutral group). The ITC- Sense of 
Presence Inventory (ITC-SOPI) (Lessiter, Freeman, Keogh, & Davidoff, 2001) was administered 
after the first, third, and fourth session. 
No significant main or interaction effect due to repetition was observed for the 
engagement factor, naturalness factor, or negative effects factor on the ITC-SOPI. However, a 
significant interaction effect between spatial presence and repetition was found. Post-hoc 
analysis using Fisher‟s Least Significant Difference (Fisher, 1935) revealed this to be a modest 
increase in the attention-neutral group only. These results provide initial support for the Spin 
model, due to the fact that the attention-focus group did not see the same increase in presence as 
the attention-neutral group. The authors argue that this be viewed as the decrease in presence 
predicted by the Spin model when a user focuses on their surrounding environment. 
Based on these findings and the predictions of the Spin model, one can infer that users 
with a high willingness to suspend disbelief, due to a higher number of assumptions regarding 
how the environment should behave, might require a less immersive experience before they feel 
they can achieve a level of action. However, while a less immersive experience can contribute 
towards initially engaging the user to take action, something further must occur to maintain the 




about the virtual environment might be incorrect, resulting in a lower sense of presence. In other 
words, feeling actively involved in the environment becomes important to maintain a sense of 
presence. 
Based on the initial theoretical work on presence (Heeter, 1992; Lombard & Ditton, 
1997; Sheridan, 1992), it can be said that a highly immersive system should be capable of 
providing a controlled experience in a seamless manner. A possible result of such an immersive 
system is that the user does not feel the information being presented is contrived and interactions 
with others occur in a natural manner. The use of some form of medium (hardware) is needed in 
order to produce the realistic sensations for presence to occur. Lombard and Ditton state that any 
notion of a subjective level of presence then comes from the ability of the medium to maintain 
the illusion. 
However, other authors such as Witmer and Singer (1998), IJsselsteijn et al. (2000), and 
Blake, Nunez, and Labuschagne (2007) have begun to look beyond just immersion. These 
authors have begun to discuss the role of user focus towards the environment on presence. Still 
other authors have introduced the idea of environment supported action by the user as being 
important for believable perception of a virtual environment to emerge (Mantovani & Riva, 
1999; Zahoric & Jenison, 1998). The common thread between all of these theories is the notion 
of the user being involved in the initiation of and reaction to events of the virtual environment. 
Empirical evidence of the role of involvement as a determinant of presence has been observed by 
Witmer and Singer (1998). The findings of Heeter (1992) that environmental reinforcement 
increases presence also support the notion of user involvement. This can be seen through the 




(2000) and the realism factors of Witmer and Singer (1998). Based on this previous work, it is 
safe to conclude that involvement is an important area for future study. 
 
 
2.2.2 Flow Theory 
 
In its simplest form, flow is the psychological state of complete and optimal focus on a 
task. It is also referred to as “optimal experience” or more commonly as “being in the zone.” It 
occurs when there is an ideal balance between the difficulty of a task and the skills of the person 
trying to complete that task. On either side of flow are negative states of anxiety (where 
challenge is greater than skill) and boredom (where challenge is less than skill). This initial 
dynamic represents the 3-channel model of flow (see Figure 3) (Czikszentmihalyi & 
Czikszentmihalyi, 1992). 
A 4-channel model was also developed that added an apathy component responsible for 
what happens when both a person‟s skill and the task‟s challenge are simultaneously low 
(Czikszentmihalyi & Czikszentmihalyi, 1992). Massimini and Carli (1992) further refined the 4-
channel flow model by expanding it to 8-channels (see Figure 4). In this model, each channel 
represents a unique ratio between challenge and skill, with the center area representing an 





Figure 3 - The 3/4 channel model of flow 
 







Table 2 - Components of flow 
Flow theory developed out of a desire to understand how artists could spend days 
working on a piece, only to completely lose interest in the piece as soon as it was completed 
(Czikszentmihalyi & Czikszentmihalyi, 1992). This was further confounded by the fact that few 
of those artists expected to profit from their work. Through interviews with a wide variety of 
artists, athletes, and others, it was discovered that the process of the work was autotelic – the 
work was itself the reward. This ultimately developed into what is known as flow. 
Since then, the concept of flow has been applied to a wide variety of fields, ranging from 
education, art, spirituality and even general life, and appears in regions from the West to the Far 
East. In fact, the concept of flow is fairly activity independent. While culture might dictate the 
activities that an individual seeks out (for example, Western culture tends to seek more 
physically based tasks, while Eastern culture tends to be more satisfied with mental tasks), the 
flow experience is not task dependent. When the proper conditions between the level of skill of 
the person and the level of difficulty of the task exist, flow can emerge. Further, enjoyment of the 
task is not a necessary condition for flow. Csikszentmihalyi (1997) notes that most flow 
experiences occur during work, yet work is often rated the least favorite time period of the day. 
Flow Component Explanation 
An attainable goal Goal is within the ability of the person to complete 
Concentration/focus Person is not distracted and can fully attend to the task 
Clear task goals Person understands what he must do to complete the task 
Feedback Person receives clear and immediate reactions on actions, resulting 
in knowledge of what succeeds and fails 
Control Person knows their actions have direct impact on goal outcomes 
Loss of awareness of outside thoughts Person becomes so fully involved with their task that they lose 
concerns regarding anything other than their task 
Loss of sense of self Sense of self lessens while in flow, as awareness of only the task is 
relevant. However, after the flow experience the sense of self is 
restored and is stronger 
Sense of time altered Perception of time is distorted. Seconds can feel like minutes, 




Eight major components have been identified as being associated with the flow 
experience (see Table 2) (Czikszentmihalyi & Czikszentmihalyi, 1992). Of particular interest is 
the notion of having clear, attainable goals and feedback. These components are known to be 
important for motivation (Locke, 1968). As the flow experience ultimately is a description of 
optimal motivation, it makes sense for them to be core components of the flow experience. 
The ability to stay involved and focused on a task can be adversely affected when 
feelings of anxiety or boredom are present. Lee (1999) looked at how anxiety affected the 
performance of students taking a standardized test. He found that students with a high level of 
test anxiety experienced a high load on working memory when doing verbal portions of the test. 
Information both related and unrelated to the test were activated, but ended up competing for 
memory resources, resulting in a negative impact on performance. Further evidence for working 
memory being biased towards the anxiety producing threat has also been found (Teachman, 
2005). While the level of anxiety sensitivity individuals have varies, it is evident that a state of 
anxiety can have a negative effect on one‟s ability to process information. Thus, it is best to 
avoid a state of anxiety if possible. 
A lack of feeling motivated (i.e. boredom), can also have an impact on the ability to focus 
attention (Czikszentmihalyi & Czikszentmihalyi, 1992). This is due to processing resources 
being diverted away from the task at hand, toward something more interesting (be it one‟s 
internal thoughts or another task). Thus, to maintain the ability to process information from an 






2.3 Presence and Cognition 
 
The earlier review of presence has shown that perception alone is not always sufficient to 
explain its emergence. Recall from Figure 1 the model of information processing (Wickens & 
Hollands, 2000). The recognition process surrounding the perception of an event was identified 
as a cognitive act (Matlin, 1998). Regardless of the origin, it makes sense for the processing of 
input information to still occur. However, when the origin of the information is a virtual 
environment, there can be a combination of stimuli from at least two sources; that of the virtual 
world, but also from the real one. Each of these sources will compete or complement each other 
for attention by the user. This serves to complicate the decision making process, as the user must 
also determine the origin of the input sensations to determine if they are important for forming an 
opinion about the state of the virtual world. Essentially, a “perceptual illusion of non-mediation” 
must still exist to prevent the user from alternating between input origins. 
Consider some bundle of input sensations across several modalities. These sensations are 
quickly perceived, and an attempt is made to determine whether, if at all, this bundle of 
sensations has been previously experienced. The input sensations are temporarily stored in 
working memory in an abstract form, while a search into long-term memory is made for similar 
occurrences. Also during this time, the user must decide if the information they perceive is 
important to the current task they are trying to complete. For example, is the conversation 
coming from the other room important for a successful search of a room for a document? This is 
then used to aid in the decision making process on how to react. If a low risk decision cannot be 
made with a high probability of success because of a lack of current awareness of world 




& Hollands, 2000). The outcome of this best-guess can then be semantically encoded in long-
term memory to help guide future situations involving similar groupings of sensations. 
Essentially, the literature has shown that our responses adapt based upon the results of our 
previous reactions within the context of a new, albeit similar, experience. Thus, when the 
interaction between the perceived information and previous experience is in synch, the user is 
left only with a need to decide how to act in the virtual environment. 
At this point, the role of working memory on maintaining the presence of a user in a 
virtual environment becomes important (Nunez, 2004b). When top-down processing of 
information is required, quick and accurate indexes into long-term memory are needed. If too 
much time is spent searching long-term memory, the situation in the virtual environment may 
have changed sufficiently that any hypothesis formed would need to be discarded. This extended 
search into long-term memory then takes attention away from the virtual environment, as the 
user tries to reconcile what is going on in the present with any previous knowledge they might 
have from the past, resulting in a possible reduction of presence. From this, two things become 
evident. First, the information coming from the virtual environment to the user must be in such a 
form that it can be quickly encoded and used as an index into long-term memory, and second, the 
user‟s attention must stay focused on the events within the virtual world. 
One of the reasons for maintaining the user‟s attention on the virtual world is that it has 
been shown that the amount of working memory available for a task is related to the amount of 
attention being spent on that task (Jonides, et al., 1996). If the user ends up spending time 
retrieving something from long-term memory for use in working memory, then attention 
resources must be shifted away from the task being performed. This process occurs regardless of 




between the two. Thus, the ability for new information to be quickly encoded and indexed into 
long-term memory can be potentially seen as important for maintaining presence. If some 
disturbance between the input channels occurs, the ability of that information to act as an 
effective index into memory would decrease. Nunez (2004b) points out that in such a situation, 
more working memory would then be needed to effectively handle the discourse. He then adds 
that the “same mechanism can explain why stimuli which come from outside the virtual 
environment can reduce presence.”  
Recall that long-term memory is where all of our previous experiences, actions, 
observations, and knowledge are stored (Matlin, 1998; Wickens & Hollands, 2000). This 
information is stored as schemata and scripts. Researchers have studied the higher level concept 
of schemata within the context of virtual worlds, specifically in relation to tasks such as memory 
retrieval and object recognition in virtual environments (Flannery & Walles, 2003; Mania, 
Robinson, & Brandt, 2005). Flannery and Walles (2003) explain the difference between schema 
consistent and schema inconsistent objects; objects not normally associated with a given schema 
are said to be schema inconsistent. In real world environments, objects of this type are 
statistically significantly better recalled and recognized than schema consistent items, as they 
stand out more. 
As an example, in a circus environment, objects such as miniature cars, trained elephants, 
and cotton candy machines would be schema consistent, while items such as a rubber spatula, a 
wedding dress, or an inflatable raft would generally be considered schema inconsistent. Most 
individuals, given the opportunity to study such a scene for a short period of time, would be 
more likely to recall the incongruous objects than those objects normally associated with the 




memory sensitivity and the confidence levels of subjects are both higher in real world than in 
virtual environments (Flannery & Walles, 2003). 
These observations support the notion of an integrated schematic relationship. Those 
objects that look to be where they belong are accurately reflected in the integrated network. 
However, those that fail to integrate are noticeable, and are thus schema inconsistent. 
Furthermore, when these objects are encountered in the environment, the user might have to stop 
and figure out why such an object is present. The turning of attention away from the schema 
consistent objects as the environment would not support the user‟s established schema (Chertoff, 
Schatz, McDaniel, & Bowers, 2008). 
By utilizing the correct combination of schemas to index into memory, it is theorized that 
from a perceptually limited virtual environment, high presence can still emerge (Harvey & 
Sanchez-Vives, 2005). This is due to the hypothesis that any information encoded in the schemas 
will fill in the perceptual gaps. Slater adds that “some minimal set of sensory cues are needed to 
establish presence in a place… the mind fills in the gaps” (Slater, 2002). While each piece of 
information might be stored separately within our brains, there exists an interconnected network 
that links everything together. The sensations and cognitive elements regarding an experience are 
thus integrated. As a result, something such as seeing a bat swing and hit a ball will also trigger a 
memory of hearing the sound of the ball impacting the bat. In this way, a perceptually limited 
experience can instead become quite rich. 
In a recent study, researchers looked at the role multiple modalities play in response time, 
attention, and presence (Hecht, Reiner, & Halevy, 2006).  Participants were asked to draw a line 
going back and forth over two parallel, horizontal lines. Three types of sensory stimulation 




stimulation types), or trimodal (three stimulation types) fashion. Participants were instructed to 
press a button on their drawing tool when the stimulation was detected. Reaction times were 
significantly faster for the bimodal conditions compared to the unimodal conditions. Reaction 
time in the trimodal condition was significantly faster than in the bimodal condition. The authors 
theorize that more attention (working memory) resources are provided by the brain for the given 
task when multimodal stimuli are provided. The additional resources allow the participant to 
better order their consciousness as applied to their task, which in turn leads to a faster response 
time. These results suggest a hypothesis that by utilizing multiple input modalities, a stronger 
schematic encoding is created. This has the added benefit of triggering several neural pathways, 
which aids in filling in any gaps, resulting in a richer, more coherent experience, and thus, higher 
presence. This same construct of providing multiple consistent modalities could be relevant in 
maintaining presence in virtual environments. 
The recent findings discussed here show the strengths of utilizing holistic designs. First, 
virtual environments that are more consistent with how people interact with a similar real 
environment reduce the emergence of schema inconsistencies. Second, multi-dimensional 
approaches provide more cues for the brain to determine how to appropriately fill in any gaps of 
information. With these benefits identified, a discussion on holistic design techniques for virtual 









2.4 Design Theories for Presence 
 
The earlier discussion of presence illustrates two limitations in modern presence theory. 
First, there is the propensity to focus on perceptual issues of presence at the expense of other 
factors such as cognition. Second, there has been a failure to provide an interpretable and 
extensible framework with which to apply the theoretical principles of presence towards virtual 
environment design. While there exists a theoretical understanding of what contributes to the 
emergence of presence, there is no practitioner‟s guide or evaluation technique for VE design to 
promote presence emergence beyond the sensory dimension. 
With an understanding of the relevant cognitive processes associated with presence, it is 
possible to further develop virtual environment design techniques to better incorporate a 
cognitive foundation. The focus in this section will be on two design techniques. The first, 
experiential design, involves the creation of a holistic experience for the user. The second, flow, 
is a theory of optimal engagement that can be utilized to keep the user actively involved in the 
virtual environment. 
In experiential design, the primary goal is to create a holistic experience for the user 
through the incorporation of various sensory and cognitive dimensions. Through this multi-
dimension approach, a connection between the various contributing factors of the experience and 
the content of the experience can be formed. The second technique utilizes the psychological 
state of flow. Flow is concerned with how to achieve an optimal level of challenge given a user‟s 
current skill level. This acts to keep the user constantly motivated to complete a goal within the 








2.4.1 Experiential Design 
 
Chertoff et al. (2008) suggest that virtual environments be designed so that any inherent 
information is encapsulated as a holistic experience. Subsequently, virtual environments should 
be designed with a participant‟s overall experience in mind. The authors propose that by 
focusing on the creation of a holistic experience for the user, existing schemata can be leveraged, 
resulting in a better overall experience. 
Forlizzi and Battarbee (2004) offer a useful definition of an experience that will be used 
here. An experience is something that can be articulated, named, and schematized within a 
person‟s memory, that has a beginning and an end, but anticipation of, and reflection on, the 
experience may take place before or after the event (Forlizzi & Battarbee, 2004). The aim then is 
to integrate various elements of experience (explained in more detail shortly) – sensory, 
cognitive, affective, active (personal), and relational (social) – to construct a model which is 
capable of eliciting an enhanced sense of presence, and which will create a potential situation for 
developing accurate, memorable, and stable schema. 
This integration is known within the marketing field as experiential design (ED). In 
experiential businesses, the customers pay for the feelings of engaging in the experience – over 




businesses would use experiential design in the hopes of increased earnings, the process used to 
construct an experience is applicable here. 
Experiential designs are considered successful in the marketing world when they 
encourage people to create meaningful emotional and social connections. For example, a person 
might construct a personal narrative that involves episodic memories and positive associations 
with the artifacts of that experience (Battarbee & Mattelmaki, 2002). In this model, prior 
experiences are not discarded or ignored as irrelevant, but are rather integrated into the success 
of a given product. 
This idea has a basis in cognition, as we often attempt to relate new information to 
experiences we have already encountered. This is known as the self-referencing effect (Matlin, 
1998). Several researchers have repeatedly shown that when new information is related to 
existing personal knowledge, the chance of successful recall of the new information increases 
(Brown, Keenan, & Potte, 1986; Katz, 1987; Reeder, McCormick, & Esselman, 1987). There is 
also a connection between how instances of positive and negative information are related. People 
are far more likely to recall new information when it can be positively related to their existing 
experiences than when they cannot relate it (Bellezza, 1992; Bower & Gilligan, 1979; Ganellen 
& Carver, 1985; Mills, 1983). Based on these findings, it is appropriate to make 
recommendations towards crafting an environment, be it real or virtual, that a user can relate to 
through both his previous experience and at a personal level. 
As experiential design caters towards incorporating the user‟s prior experience into the 
design, important schema and expectations can be touched upon. This has the side-effect of 
potentially reducing the likelihood of a degraded experience due to issues with poorly encoded or 




the opportunity to leverage a larger network of schema exists. This has important implications 
regarding possible performance increases due to presence, a connection sought after by previous 
presence researchers (Barfield, Zeltzer, Sheridan, & Slater, 1995). 
According to Pine and Gilmore (1999), the core of a successful experiential business is 
its ability to create “mass customization,” or services that resemble theater, where the staff are 
actors, the goods are props, and the customer is the star. In the case of virtual environments, the 
user must be transformed into the star, and the environment itself must support various types of 
appropriate user action. This is very similar to what several presence researchers have discussed 
as an important component of presence (IJsselsteijn, de Ridder, Freeman, & Avons, 2000; 
Heeter, 1992; Sheridan, 1992; Witmer & Singer, 1998) (refer to Table 1 to review the main 
concepts of these authors‟ presence theories). 
Schmitt (2003) describes this as connecting with the customer at every touch point and 
integrating different elements of the customer‟s experience. Here, “touch point” is used to refer 
to any interaction between a customer and the product/company, such as when the customer uses 
the product, sees an advertisement for the product, or even just talks about it with friends. 
Experience design is thus concerned with interactions that result in compelling experiences. By 
doing so, the customer receives more than just a product, but a personal experience surrounding 
the product. 
In order to achieve this, the product or storefront is carefully designed to engage the 
consumers on five dimensions: sensory, cognitive, affective, active, and relational (Pine & 
Gilmore, 1999). Each of these dimensions has been mapped to a corresponding element from 




The sensory dimension includes all sensory input (visual, aural, haptic, etc.) as well as 
perception of those stimuli. For simulation, the sensory dimension is represented through 
hardware, such as sensory devices, and software, for example by instructing the hardware to 
draw a certain image on a display, e.g. (Flach & Holden, 1998; Sanchez-Vives & Slater, 2005; 
Zahoric & Jenison, 1998). 
The cognitive dimension encompasses all mental engagement with an experience, such as 
anticipating outcomes and solving mysteries. For simulation, much of the cognitive dimension 
can be interpreted as task engagement. Note that level of engagement is not necessarily 
correlated with a simulation‟s degree of fidelity (e.g., (Ma, 2002)). Instead, task engagement is 
related to the intrinsic motivation, meaningfulness, and continuity (actions yielding expected 
responses) of an activity. 
The affective dimension refers to the user‟s emotional state. For simulation, this 
dimension is linked to the degree to which a person‟s emotions in the simulated environment 
would accurately mimic his emotional state in the same real-world situation. For example, does a 
participant feel the same degree of arousal in a dismounted infantry simulation as he would in the 
real-life equivalent? In the case where there is no corresponding real-world situation, the degree 
to which the user feels an emotional state close to what the simulation designer intended would 
be used. 
The active dimension relates to the degree of personal connection a person feels to an 
experience. Does he incorporate the experience into his personal narrative; does he form 
meaningful associations via the experience? For simulation, the active dimension can be 
associated with the degree of empathy, identification, and personal relation a participant feels 




The relational dimension is comprised of the social aspects of an experience. For 
simulation, this can be operationalized as co-experience; creating and reinforcing meaning 
through collaborative experiences (Battarbee, 2003; Forlizzi & Battarbee, 2004). Experiences 
that are created or reinforced socially are usually stronger than individual experiences and they 
further enable individuals to develop personal and memorable narratives (Battarbee, 2003). 
 
 
2.4.1.1 Experiential Environments 
 
There are two areas that have seen a similar style of experiential design. These areas 
include virtual therapy and entertainment. 
Virtual therapy involves the use of an imaginary environment to address a patient‟s 
phobia or general anxiety (Cardenas, Munoz, Gonzalez, & Uribarren, 2006; Gorini & Riva, 
2008; Krijn, Emmelkamp, Olafsson, & Biemond, 2004), post traumatic stress disorder  (Rizzo, et 
al., 2005; Spira, Pyne, Wiederhold, Wiederhold, Graap, & Rizzo, 2006), and even addiction 
(Saladin, Brady, Graap, & Rothbaum, 2006). As patients can have varied reactions to the 
condition requiring therapy, a similarly varying level of sensation, cognition, affect, and activity 
are needed for the virtual environment as well. Typically, the created world is tailored towards a 
patient‟s condition. For example, a patient with a fear of heights could be brought onto virtual 
roofs of various heights. Alternatively, a veteran suffering from post traumatic stress disorder 
could relive various virtual battle events with the guidance of a therapist. In the case of therapy 
for such a disorder, a therapist might want to gradually introduce new elements to the 




introducing new sensations, behavior patterns of agents, and tasks that more closely resemble a 
particular troubling event for the patient. 
In the entertainment industry, there has been a high emphasis on user experience. This 
can be seen through both video games and locative works, such as those you might find at a 
theme park. In the case of video games, player immersion and involvement are very important. 
While there has been a steady trend to increase the sensory component of games, players are also 
faced with more complex stories and characters. In this way, games have become more of an 
interactive movie experience, where game designers act as directors of a player‟s senses and 
emotions. Brown and Cairns (2004) interviewed gamers about immersion to determine how the 
concept was defined by gamers. They found three distinct stages of immersion for gamers: 
engagement, engrossment, and total immersion (presence). Transitions to each subsequent stage 
occurred after certain milestones were met. To achieve engagement, the gamer needed to invest 
time and attention to the environment. To transition to engrossment, the player had to become 
emotionally invested in their game play due to the perceived quality of the game‟s construction. 
Finally, to become totally immersed, the player needed to grow attached to the game‟s 
atmosphere and characters. Work by Pinchbeck (2005) adds further support to video games 
being a presence inducing medium. This discovery has led Pinchbeck and Stevens (2005) to 
begin investigating what relationship might exist between presence, narrative, schema, and 
content. 
Likewise, locative works such as Disney‟s Pirates of the Caribbean, Haunted Mansion 
and Mission Space create not only a visceral ride for patrons, but a themed platform that can be 
experienced as well. By incorporating the physical location, the designers are able to craft an 




2.4.1.2 Relating Experiential Design to Presence 
 
What should be clear from Lee‟s review (2004) and the discussion so far is that presence 
is an emergent factor due to the interaction of many components. These components can be 
related to experience by utilizing the mapping of simulation components to one of the 
experiential design headings. For example, the choice of HMD resolution or locomotion 
technique would relate to the sensory dimension of experiential design. Recall that Lee and Nass 
grouped presence into three categories: technology, user, and social (Lee & Nass, 2001; Lee K. 
M., 2004).  
Technology factors can be related directly to the sensory domain of experiential design. 
Items such as the consistency of multimodal sensory information, equipment comfort, user 
ability to navigate an environment, image quality, screen resolution, field of view, refresh rate, 
and environment modifiability all relate to the hardware and software needed to maintain the 
immersion of the user. User factors relate to the cognitive, affective, and active dimensions, 
which play a role in keeping the user involved. For example, previous experience with a system 
can be mapped to the cognitive and active dimensions. The ability of a user to adapt to changes 
in the environment and to pay attention to the environment can both be mapped to the cognitive 
dimension. The user‟s mood can be mapped to the affective dimension. Lastly, social factors, 
such as hearing familiar agent voices or contact with other user avatars would relate to the 
relational dimension. One can also examine Heeter‟s social dimension of presence (Heeter, 
1992) and the relationship between other users experiencing presence acting as reinforcement to 





The goal of the environment designer then is to not only create an environment, but to 
also include an experience. The purpose of this is two-fold. First, by utilizing experience, a more 
personal connection to the environment can be achieved. While it remains to be tested through 
experimentation, the expectation is that such a personal connection would lead to a strengthening 
of the factors that contribute to the emergence of presence. Existing research data and theories 
suggest that the elements of presence are highly-interconnected (Nunez, 2004a; Nunez & Blake, 
2003; Slater, 2002; Witmer & Singer, 1998). Thus, using elements that are known to be strongly 
correlated to each other and presence could prove useful for designing experience into an 
environment. 
Second, strong experiences contribute to new schema being formed, or, if possible, new 
information being added to existing schema. This has an important implication for training 
environments as the more personal the connection to the experience, the better the retrieval of 
information surrounding that experience will be. It is important to note that not all environments 
will demand the same level or type of experiential design; different combinations of the 
experiential dimensions will likely be needed to support varying types of simulations and the 
unique characteristics of the group using the simulator. It is therefore important to know what 
factors are important for the task being trained, as they should be at the forefront of the user‟s 
interaction with the simulation. 
Once validated, the experiential-presence model can lead to a framework with which to 
appraise and compare virtual environments. With this information, the likelihood of presence 
being maintained on a particular set of stimuli can be quantified. This lessens the need for direct 








2.4.1.3 Virtual Experience Test 
 
Each dimension of experiential design has associations to known presence factors 
(Chertoff, Schatz, McDaniel, & Bowers, 2008). Because of these associations, an evaluation can 
be performed on an environment to get a sense of how potentially presence inducing the 
environment is. The resulting evaluation tool is called the Virtual Experience Test (VET). The 
VET was designed to examine the impact that each dimension of experiential design could have 
on a user in a virtual environment. While the ultimate intent is to use the VET as a set of 
heuristics to evaluate a VE prior to user testing, the VET must first be validated. The experiment 
performed in this dissertation performed this step. An explanation of the development of the 
questions of the VET is provided here. The exact original questionnaire can be found in 
Appendix A. 
The sensory dimension consisted of nine questions regarding how well the user utilized 
their senses in order to interact with the environment. A review done by Lee (2004) showed that 
both the quality of sensory hardware and the sensory content had a widespread positive effect on 
reported presence. Thus, questions were included to address sensory hardware and content 
quality. As taste/smell hardware is not very mature, these two senses were not included. If the 
quality of the sensory hardware is low, then potential hardware issues would be expected to 




quality, the experience would degrade due to the user‟s senses not being adequately engaged. In 
addition, the consistency of sensory information is rated. This was included to identify potential 
issues where the sensations evoked did not match any established user schema. 
There were four questions regarding the cognitive dimension. These questions focused on 
ascertaining how well the environment supported the task engagement of the user. This was 
accomplished by rating the clarity of task explanations, task interest, explanation of environment 
rules, and the ability of the environment to support multiple solutions for a task. The basis for 
these questions comes from the inclusion of various environmental control factors shown to 
affect presence (IJsselsteijn, de Ridder, Freeman, & Avons, 2000; Sheridan, 1992; Witmer & 
Singer, 1998). By looking for issues surrounding task engagement, problems due to user 
boredom or anxiety can be potentially avoided. 
The affective dimension contained four questions. These questions focused on the 
emotional impact the environment‟s tasks had on the user. This included the variety, strength, 
and relevance of emotions the user experienced while completing the task. It also looked at how 
the environment conveyed desired user emotions through dialog, non-verbal cues (i.e. through 
agent postures and facial expressions), and audio. Existing work lends support for the affective 
dimension having an impact on presence. Heeter (1992; 1995) showed a relationship between a 
high sense of arousal and high reported presence. Barfield and Weghorst (1993) showed a link 
between high user enjoyment and higher reported presence. By including these components, it 
was theorized that a stronger attachment to the environment can be achieved, and as a result, the 
potential impact of a degraded experience due to distractions might be reduced (Chertoff, Schatz, 




The active dimension also consisted of four questions. This dimension was concerned 
with the attachment the user built with the environment. Attachment is determined based on the 
degree to which the user thinks they are a character in the environment, the level of content 
reuse, and the utilization of narrative. Herrera, Jordan and Vera (2006) provide a compelling 
argument for the existence of presence to be fundamentally tied to agency and environment 
control. Further, there is support that narrative based virtual environments have an impact on 
increased presence (McQuiggan, Rowe, & Lester, 2008). As with the affective dimension, the 
factors of the active dimension are expected to create a stronger attachment to the environment, 
again resulting in a possibly reduced impact from various types of distraction (Chertoff, Schatz, 
McDaniel, & Bowers, 2008). 
Four questions were used to rate the relational dimension. These questions are concerned 
with the social aspects of the environment. They focused on the level and quality of interactions 
between users and agents in the environment. Previous research has shown that presence in 
social situations is higher, be it with agents, strangers, or friends (Heeter, 1992; Ravaja, Saari, 
Turpeinen, Laarni, Salminen, & Kivikangas, 2006). Thus, looking at the quality of potential 
social interactions might be a useful indicator of presence. 
Each dimension is scored separately by taking the average of the ratings applied to the 
individual questions. Questions are rated by users on a scale from 1 “strongly disagree” to 5 
“strongly agree.” A score of 3 equates to “neither agree nor disagree.” Once averaged, the 
resulting score can be used as a predictor of the level the dimension will contribute or detract 
from the overall experience. To achieve a total experience score, each of the individual 





2.4.2 Flow in Virtual Environments 
 
Researchers have begun to look at how the concept of flow can be used in designing 
virtual environments. In particular, attention has been paid towards video games. Sweetser and 
Wyeth (2005) developed GameFlow, which they use to evaluate the potential enjoyment of a 
player. This was accomplished by mapping the eight components found during a flow experience 
(Table 2) to equivalent elements from the games literature. The resulting components include: 
concentration, challenge, control, clear goals, feedback, immersion, and social interaction. 
Designers or other subject matter experts can subsequently use this mapping as a set of 
evaluation heuristics. Two real-time strategy games were used to validate the GameFlow model, 
Warcraft 3 and Lords of Everquest. The average GameFlow heuristic scores for each game were 
compared to the average professional review scores received by the games. Significant 
differences in the average heuristic scores were also present in the review scores. However, 
review scores are not standardized, with different sources having widely varying methods. Also, 
the GameFlow heuristics themselves were not validated. So, while the GameFlow findings are 
promising, and the heuristic evaluation method is a useful tool, it is by no means a validated 
model. A comparison between evaluation scores and subjective reports from users regarding 
flow are needed. 
Fu, Su, and Yu (2009) modified the GameFlow heuristics into a questionnaire that 
participants could use to evaluate their experience in e-learning game environments 
(EGameFlow). EGameFlow was then subsequently validated and used to determine the 




still needed to show that higher ratings on the EGameFlow dimensions lead to more flow 
experiences. 
Cowley et al. (2008) also looked at creating a model of flow in video games. Their work 
is based on the idea of treating games and players as separate information systems. By doing so, 
they can avoid the issue of a lack of rigor associated with mapping one system model to another 
system model (as they claim is the case with GameFlow). Ultimately, this indicates that the skill 
axis of the flow model is determined by the internal complexity of the player, while the 
challenge axis is determined by the external complexity of the game. Furthermore, they posit that 
by treating games, players, and flow as information systems, it will be possible to create an 
adaptive system capable of maintaining a flow state by adjusting the external complexity based 
on current feedback of the player‟s internal system. 
Chen (2006) has done some initial work building an adaptive game system to maximize 
player flow. This occurs through the use of a difficulty-adjustment system built directly into a 
game. The reason for this is that players have differing starting skills. A linear, static game might 
be very well designed for a player with a normal skill set for a genre, but could be too difficult 
for a more casual or newer player. Chen (2006) states that games should therefore cover a wide 
range of potential experiences in order to account for different “flow zones” for different players. 
In other words, rather than assuming a linear progression of challenge and skills, a game needs to 
allow for more varied paths as players move from being novices to experts at different rates. 
This leads to two ways of adjusting flow for a game. The first is to passively detect if a 
player is anxious, in flow, or bored, and to automatically adjust the difficulty accordingly. This 
method has several open issues; there is a lack of direct data to a player‟s feelings, performance 




assumptions, and any dynamic changes to the game itself would ultimately be pre-determined by 
a designer. The second method is to embed choices on how to adjust flow into the game itself. 
This is done by including a wide variety of tasks that are simple and complex. In this way, a 
novice player has the opportunity to build skills on easy tasks, thus avoiding anxiety due to a 
lack of a skill. Similarly, an expert player can jump right into the challenging tasks, bypassing 
feelings of boredom due to a lack of challenge at the beginning. This mechanism was eventually 
implemented in the game flOw, which has received much critical acclaim (Chen, 2006). 
 
 
2.4.2.1 Relating Flow to Presence and Experience 
 
The concept of flow is a largely accepted theory regarding intrinsic motivation that is 
built around goal completion (Czikszentmihalyi & Czikszentmihalyi, 1992). As such, it can be 
easily mapped to the involvement component of presence, as it is one possible manifestation of 
the “presence as focused attention” model of Fontaine (1992). Furthermore, as flow is dependent 
on there being challenging content that is clearly understandable, the environment component of 
presence is still necessary. Essentially, flow incorporates the intrinsic motivation needed to 
complete a goal with the extrinsic motivation provided by the environment (through feedback 
and new goals). 
IJsselsteijn et al. (2007) also discuss the role of flow on user experience in game 
environments. The authors note that flow is a potential method to characterize and measure the 
“holistic yet important concept of game-play” that is often referred to by gamers and reviewers. 




better elicit engaging user experience (IJsselsteijn, de Kort, Poels, Jurgelionis, & Bellotti, 2007). 
The GEQ consists of seven components associated with game play: immersion, tension, 
competence, flow, negative affect, positive affect, and challenge. In a study using the GEQ, 
Nacke and Lindley (2008) compared three game levels designed for immersion, boredom, or 
flow. They found that the GEQ could accurately measure its components. Further, the authors 
showed that level design type had a significant effect on reported spatial presence, with the flow 
level producing the highest reported spatial presence. These results lend credence to flow being a 
contributing component for the emergence of presence. 
The flow model is also manifested as the cognitive and affective dimensions of 
experiential design. Recall that the cognitive dimension is involved with the intrinsic motivation, 
meaningfulness, and continuity (actions yielding expected responses) of an activity (Chertoff, 
Schatz, McDaniel, & Bowers, 2008). If control of an activity is substituted in place of continuity, 
several of the antecedents of a flow state can be seen. Additional elements of flow, such as 
determining if an activity is tractable and clear, also fall under the domain of the cognitive 
dimension. Thus, the cognitive dimension can largely be treated as the practical application of 
flow theory on experience. Further, when a user is not in a state of flow, feelings of boredom or 
anxiety might exist. These feelings are under the prevue of the affective dimension. 
A relationship between social activities and flow amongst children playing video games 
has also been shown (Inal & Cagiltay, 2007). In the study, groups of boys and girls played 
various games and were interviewed to determine if flow occurred. Inal and Cagiltay (2007) 
observed that in group situations, competition between groups would emerge, resulting in flow 
experiences happening more often. The authors also noted that when a game expert was in a 




expert children picking better games for the group to play, but could also have been due to the 
expert being there to help classmates during difficult portions of the game (Inal & Cagiltay, 
2007). These results show a similar link as that found between social situations and presence 
(Heeter, 1992; Ravaja, Saari, Turpeinen, Laarni, Salminen, & Kivikangas, 2006). Namely, social 
experiences in virtual environments indicate a better individual experience as well. 
 
 
2.5 Measuring Presence 
 
There have been many attempts to create presence measurement techniques. These 
techniques either attempt to measure presence as a whole, or a specific type of presence. They 
can be segregated into two categories: subjective and objective. Subjective measures ask the user 
to provide some type of rating about how present they felt, if being done post-hoc through a 
questionnaire, or how present they currently feel, if being done in-situ through some type of 
continuous system. Objective measures utilize behavioral data that can be corresponded to 
certain events in the virtual environment. This section will look at the various strengths and 
weaknesses of each of the existing measurement techniques. It also explores techniques to 
directly evaluate a virtual environment to determine if the desired user experience meets the 







2.5.1 Subjective Measurements 
 
The basic idea behind subjective measures is to have the participant provide some 
amount of feedback based upon their perception and understanding of the presence construct. 
Sheridan (1992) suggested that since presence is considered to be a psychological phenomenon, 
it should be measured subjectively. As the definition of presence evolved to become a sense of 
“being there,” it made sense to simply ask the user to report if they thought they were “there.” 
This manner of questioning most often occurs after exposure to the virtual environment and 
through a post-hoc questionnaire. Several questionnaires have been developed to measure 
presence; however they are often limited in scope to a particular experiment and are not 
applicable across media forms or content. Three questionnaires in particular have seen 
widespread use due to their applicability towards presence in general: Witmer-Singer Presence 
Questionnaire (PQ) (Witmer & Singer, 1998), Slater-Usoh-Steed (SUS) (Usoh, Catena, Arman, 
& Slater, 2000), and the ITC-Sense of Presence Inventory (ITC-SOPI) (Lessiter, Freeman, 
Keogh, & Davidoff, 2001). There was also an attempt to use an in-situ measuring device, as it 
would allow for a more continuous measurement of presence over the course of a user‟s 





The Witmer-Singer presence questionnaire looks at four factors of physical presence 




factors, and realism factors (Witmer & Singer, 1998). Control factors relate to how capable the 
system is of responding to user actions, along with the ability of the user to facilitate user action. 
Sensory factors account for how sensory information is presented to the user. Distraction factors 
refer to how distracted the user becomes while in a virtual environment. Lastly, realism factors 
include how realistic and meaningful the virtual environment was to the user. By looking at these 
four factors, the Witmer-Singer questionnaire aims to be valid across both media and content. 
The SUS questionnaire consists of six questions that look at three themes to identify a 
sense of physical presence in an environment (Usoh, Catena, Arman, & Slater, 2000). The three 
themes include: the user‟s sense of being in the virtual environment, the extent to which the 
virtual environment becomes the user‟s primary environment, and the extent to which the virtual 
environment is remembered as an actual place. Users provide an answer on a 7-point Likert 
scale, with 1 being the lowest, and 7 the highest score. The number of 6‟s and 7‟s are added, 
which contributes to an overall presence rating for that user. 
The ITC-SOPI questionnaire also looks at the subjective sense of physical presence a 
user felt while in a virtual environment (Lessiter, Freeman, Keogh, & Davidoff, 2001). It was 
originally designed based on 15 content areas including a sense of space, involvement, attention, 
distraction, control and manipulation, realness, naturalness, time, behavioral realism, par-social 
presence, co-presence, personal relevance, arousal, and negative effects. These content areas 
were based on several existing theoretical and empirical papers. A total of sixty-three questions 
were presented. Responses were provided along a 5-point Likert scale, with 1 being that the user 
strongly disagreed with the item, and a 5 that they strongly agreed. The items were eventually 
revised to consist of forty-four items covering four principle content factors: the user‟s sense of 




In a study by Youngblut and Perrin, the PQ and SUS questionnaires were used in an 
experiment investigating presence and task performance (Youngblut & Perrin, 2002). In the 
experiment, participants performed maintenance on an aircraft in a virtual environment. A 
significant correlation was found to exist between the PQ and SUS total scores, as well as 
subscales, indicating that both questionnaires were measuring the same theoretical construct. No 
relationship between the PQ and SUS to the ITC-SOPI has been made though. Nevertheless, 
since the ITC-SOPI is based on the same theory and empirical data, it is reasonable to expect a 
similar correlation. 
Questionnaires have the advantage of being non-intrusive and easy to administer. 
Furthermore, they eliminate the likelihood of experimenter bias as only the user is involved in 
the decision making process of whether they felt present. Also, as they are administered after 
immersion, questionnaires do not interfere with the user‟s experience in the virtual environment. 
However, one of the most striking points against their use is the fact that user‟s do not have the 
same understanding of what presence is as the researcher. Therefore, the user is answering 
questions about a complex construct based upon a very simple explanation. One alternative then 
is to provide the user with a definition of what presence is before they enter into the virtual 
environment. However, there is a question as to whether knowing the definition of presence 
would bias how the user responds to the environment. 
Another point against using questionnaires is the potential for a bias towards rating 
presence around events that occurred closest to the administration of the questionnaire. If 
towards the end of the exposure to the virtual environment the user experiences something 
negative, perhaps by getting sick or being bored, then those feelings could carry over and bias 




anchoring effects. Consider a twenty-minute scenario that involves the user participating in 
several events during the first five minutes of entering the virtual world. For the remaining 
fifteen minutes, the user is told to walk around the environment and count the number of trees. 
At the end of this task, they are given a presence questionnaire. It seems reasonable to expect the 
user‟s experience to be anchored towards the end of the experience, which could bias results. 
Furthermore, their recall of the initial five minutes might be affected as well. 
Usoh and colleagues proposed that any questionnaire measuring presence be able to pass 
a “reality” test (Usoh, Catena, Arman, & Slater, 2000). That is, higher presence scores using a 
questionnaire should be observed for a user in a real environment, than for a user in an identical 
virtual environment. They tested both the PQ and SUS and found that neither questionnaire 
produced significantly greater scores for a person in a real environment than in a virtual one. 
Youngblut and Perin (2002) also found a lack of reliable statistical validity to both the SUS and 
PQ questionnaires. This further suggests that perhaps these questionnaires are not an ideal means 
of determining if a user has experienced a sense of presence. 
Nevertheless, due to the simplicity in administration and evaluation of questionnaires, 
they are a valid tool for use when comparing conditions across the same environment. However, 
one must be careful to avoid anchoring effects. This means that one must be careful to keep the 










To address the recall problems and anchoring effects found in questionnaires, a 
continuous assessment tool in the form of a dial was developed that user‟s could adjust to either 
increase or decrease their current feeling of presence  (IJsselsteijn, de Ridder, Hamberg, 
Bouwhuis, & Freeman, 1998; Freeman, Avons, Pearson, & IJsselsteijn, 1999; IJsselsteijn, de 
Ridder, Freeman, & Avons, 2000). The dial was originally developed for use in an experiment 
on the effect of display type on perceived depth cues, naturalness of depth, and presence. 
Subjects were told to view a scene of a car moving at high speeds and making quick turns on a 
variety of displays. A computer automatically sampled the current setting of the dial at a regular 
interval. It was observed that the reported level of presence changed significantly over the course 
of the exposure to the displayed environment, showing that the use of questionnaires to measure 
presence is not optimal. 
Unfortunately, there is an issue of interactivity with continuous assessment devices. The 
experiment performed involved passive viewing of the environment, which left the user free to 
adjust the dial without greatly interfering with their attention towards the screen. However, for 
interactive simulations, attending to a dial could break the user‟s experience. Furthermore, there 
exist logistical issues of integrating a dial device onto the other hardware needed for an 
immersive experience. Nevertheless, continuous measures show promise if it is important to 






2.5.2 Behavioral Measurements 
 
One option to overcome the issues with subjective measures is to take the subject out of 
the direct presence measurement process. Experimenters can make observations about the 
subjects based on behavioral changes. This technique is advantageous because it provides 
temporal data that can be matched up to key events in a simulation. It also removes the problem 
of the subject not truly understanding the presence construct; instead, the subject needs only 
react to the VE how they deem appropriate. 
Behavioral observations refer to measures of how a subject responds to stimuli 
originating from the VE. They are based on the idea that the more a subject feels present in a VE, 
the more likely their responses should reflect those that would be observed in the real world. It 
has then been suggested that behavioral changes such as posture, facial expression, startle 
responses, and gestures be studied. 
Freeman, Avons, Meddis, Pearson, and IJsselsteijn (2000) showed subjects a video of a 
race car moving around a track from the point of view of the car‟s hood on different display 
types. Subjects were instructed to stand still if possible. Regardless of the instructions, subjects 
were observed swaying to the left and right depending on how the car turned. While the 
exhibiting of postural change was not found to correlate to subjective presence ratings across 
subjects, they did corroborate within the subject group. That is, subject groups with more 
realistic displays were more likely to sway than those with less realistic display types. 
Huang and Alessi (1999) suggested that facial expression could be used as a means of 
studying presence through emotional response. Expressions can either be scored manually 




method has not yet been used in an experimental setting, so its validity towards measuring the 
presence construct remains in question. 
The use of reflex (i.e. perception only) responses, such as through startle effects, was 
proposed by several researchers (Held & Durlach, 1991; Loomis, 1992). A positive correlation 
was observed between subjective presence items (being there, visiting the virtual world, and 
forgetting the real world) and a reflex response score (no reaction, verbal report, physical 
reaction) (Nichols, Haldane, & Wilson, 2000). Furthermore, it was found that the better the 
fidelity of the sensory experience, the greater the reflex response score. These results suggest that 
observing body reactions to VE stimuli can be used as a means of gauging the level of presence 
experienced by a user. 
Meehan (2001) looked at the effect of stress stimuli as a possible means of measuring 
presence. Participants were placed in a VE containing a 20-foot pit, and their reaction to being on 
a precipice surrounding the pit was observed. Behaviors such as taking small steps, leaning away 
from the pit, and testing the edge of the perceived pit area were observed and corroborated with 
subjective presence ratings. Other work with stressful environments included looking at anxiety 
responses (Wiederhold, Davis, & Wiederhold, 1998) and applications for psychotherapy (Rizzo 
& Buckwalter, 2001). As Slater and colleagues indicated, “These applications rely on presence, 
because if there were no presence, the corresponding anxiety necessary for successful therapy 
would not be induced, and therefore effective therapeutic intervention would be unlikely (Slater, 
et al., 2006, p. 554).” 
While behavioral measures have the advantage of eliminating subject bias and being non-
intrusive, they exhibit their own problems (Insko, 2003). For one, an experimenter bias can exist, 




however be handled by having independent experimenters score the behavioral responses based 
on a pre-agreed upon scoring system. Nevertheless, this requires more resources to score than a 
questionnaire. Another issue is that behavioral responses cannot always be generalized across all 
environments. Often an expected response is limited to the single situation and content where the 
response was observed. Lastly, there is a logistical issue of additional time and monitoring if the 
scoring of recorded behavior occurs after the experiment is performed. 
 
 
2.5.3 Environment Measurements 
 
Sweetser and Wyeth (2005) developed the GameFlow heuristics to evaluate player 
enjoyment in games. The resulting evaluation criteria are grouped into categories based upon a 
mapping of the elements of flow to the games literature. There are eight evaluation categories: 
concentration, challenge, player skills, control, clear goals, feedback, immersion, and social 
interaction. 
The concentration category evaluates the ability of the game to keep a player 
concentrating on the game. The challenge category evaluates a game‟s difficulty and attention to 
the player‟s skill. The player skills category evaluates the ability of the game to support a 
player‟s development and mastery of the game concepts. The control category is described as the 
level of control the player has over their actions. The clear goals category evaluates the game‟s 
ability to convey to the player timely information about their task(s). The feedback category is 
described as the appropriate and timely response by the game regarding player inputs. The 




involvement in the game. Last, the social interaction category evaluates the opportunities for 
multiple players to interact. Each category has criteria that are individually rated on a scale of 1 
(lowest) to 5 (highest). The score for each category is the average score of that category‟s 
criteria. As the questions are rather subjective, multiple evaluators are suggested to reduce 
evaluator bias. 
Fu, Su, and Yu (2009) converted the GameFlow heuristics into a questionnaire usable for 
e-learning game environments (EGameFlow). As the goal of their research was determining if e-
learning games help to increase player knowledge, the player skill component was replaced with 
a knowledge improvement one. They state that the player skill component was concerned with 
increases in the user‟s ability to play the game, and not with any increase in knowledge.  
EGameFlow was subsequently tested for reliability using a test-retest method over a period of 10 
days. Validity was tested using factor analysis. Of the initial 56 questions, 42 were shown to be 
both reliable and valid. The resulting questions are thus validated for evaluating potential user 
enjoyment of games. However, further testing is needed to show that a high rating on the 
dimensions of EGameFlow do in fact lead to flow experiences. 
Other authors have developed heuristics that include flow as a component as well. 
IJsselsteijn et al (2007) introduce the Game Experience Questionnaire. The GEQ is based on 
seven components of game-play experience: immersion, tension, competence, flow, negative 
affect, positive affect, and challenge. In a study involving the GEQ, evidence was found that the 
flow component is able to discriminate between experiences designed with and without the 
concept of flow (Nacke & Lindley, 2008). 
Further evidence for the validity of performing heuristic evaluations of game-play comes 




HEP was developed around four categories: game play (problems and challenges for the player), 
game story (plots and character development), game mechanics (rules), and game usability 
(interface and interaction methods). While flow was not specifically measured by these 
heuristics, several of the game play heuristics overlapped with known antecedents of flow. The 
resulting heuristics were validated by comparing their use to an in-depth user study. The authors 
found that overall, many of the same issues uncovered by the HEP were also found during a user 
study (Desurvire, Caplan, & Toth, 2004). These results, along with those from the GEQ (Nacke 
& Lindley, 2008), suggest that heuristics can be utilized to evaluate game play experiences prior 





The review performed in this chapter identified several gaps in the existing presence 
literature and research. 
1) Presence literature is focused on the perceptual factors of experience in virtual 
environments. Factors such as emotion and cognitive engagement with an environment‟s 
tasks have not been fully explored. 
2) There is initial support that flow is a relevant concept for virtual environment design, but 
its relationship to presence has not yet been fully established. 
3) Presence measurement techniques focus on perceptual aspects of experience in virtual 
environments. 




5) Few presence measurement techniques can be generalized to a variety of hardware and 
environment configurations. Most questionnaires are limited to an evaluation of a single 
virtual environment or specific hardware configuration. 
In order to address these short-comings found in the literature, the following 
contributions were proposed: 
1) Experiential design was introduced as a way to connect the concept of presence to a 
variety of dimensions of experience. Existing theoretical and experimental findings about 
presence were used to show that a relationship to experiential design is theoretically 
sound. 
2) The relationship between flow and presence can be explored through measuring a user‟s 
reported flow and presence in a virtual environment where flow was expected to emerge. 
3) A new questionnaire known as the Virtual Experience Test was designed to evaluate the 
quality of the virtual environment. The questions of the VET were based around the five 
dimensions of experiential design and existing factors shown to be related to presence. 
a. As the questions of the VET focus on an evaluation of the environment, the 
need for participants to understand the concept of presence was removed. 
Participants only needed to provide a rating of perceived quality of various 
aspects of the environment. 
b. As the VET was developed based upon the results from a variety of presence 
studies utilizing a variety of environments, it is believed that the VET can be 
generalized across a variety of hardware and environment configurations. 




CHAPTER 3 - EXPERIMENT 
 
The experiment performed for this dissertation investigated the impact of experiential 
design on reported presence. It also aimed to investigate the role of flow on producing a presence 
experience. It was previously posited that users in a flow state show signs similar to the 
conditions of presence. Namely, users become deeply involved in their task to the point that they 
become immersed. Further, it was posited that the cognitive dimension of experiential design 
could be viewed as the practical application of flow theory on experience. Thus, a relationship is 
expected to exist between the cognitive dimension of experiential design and flow. However, it is 
unclear whether flow is a factor that acts as a condition for presence (flow mediates presence), or 
whether flow is a factor that enhances a presence experience (flow modifies presence). In order 
to explore this relationship, three types of measures are needed for this experiment: a measure of 
the level of experiential design, a measure of flow, and a measure of presence. With these three 
measures, a bottom-up analysis can be performed on the resulting data to determine the 
relationship between them. 
The level of experiential design utilized by an environment can be measured by 
evaluating the environment itself. Several researchers have developed tools compatible with 
virtual environment evaluation aimed at determining the enjoyment of the user both prior to 
interaction (Desurvire, Caplan, & Toth, 2004; Fu, Su, & Yu, 2009; Sweetser & Wyeth, 2005) 
and after (IJsselsteijn, de Kort, Poels, Jurgelionis, & Bellotti, 2007). These tools utilize a variety 
of questions regarding potential immersion and involvement of users and have seen a measure of 
validation through user studies (Desurvire, Caplan, & Toth, 2004; Fu, Su, & Yu, 2009; Nacke & 




in this dissertation (presence and flow), they can provide partial support that the evaluation of an 
environment‟s design is a meaningful measurement tool. Furthermore, the validity of these 
environmental evaluations lends support for directly evaluating the level of experiential design of 
an environment. Whereas the previous evaluations looked specifically at enjoyment or potential 
for flow, an experiential design evaluation would be focused on predicting a participant‟s 
potential level of presence based on a holistic approach. The resulting evaluation is known as the 
Virtual Experience Test (VET) and was explained in section 2.4.1.3. As the VET is a new 
evaluation tool, it requires validation. This study was designed such that this validation could be 
performed. 
Presence and flow were measured using two existing, validated techniques. Presence is 
measured using the ITC-SOPI (Lessiter, Freeman, Keogh, & Davidoff, 2001). Flow is measured 
using a modified version of the Experience Sampling Method (ESM) (Czikszentmihalyi & 
Czikszentmihalyi, 1992). The ESM was originally designed to be used in conjunction with a 
beeper. Participants would answer questions about their experience at the time the beeper went 
off. As this method is not conducive to also measuring presence (stopping to answer a flow 
question would break the sense of presence), it was administered after the experience completed.  
In order to measure the effect of experiential design, environments with expected 
differences in their use of the experiential design dimensions were required. To this end, the 
XBOX 360 game Mirror’s Edge was chosen. Mirror’s Edge provides two game-types that each 
incorporate different dimensions of experiential design (see Figure 5 for screenshots of the 
game). The first game-type includes a narrative that directs the user‟s tasks and offers 
interactions with friendly and enemy characters. The second game-type does not include these 




timed. Both of these game-types are expected to show a similar usage of the sensory and 
cognitive dimensions of experiential design. However, the first game-type is expected to have 
higher use of the affective, active, and relational levels of experiential design. This leads to the 
following hypothesis regarding the evaluation of the game environment. 
Hypothesis 1: The story-mode game-type of Mirror’s Edge will receive higher 
experiential design scores than the time-trial game-type in the affective, active, and relational 
dimensions. 
As a result of the story-mode game-type providing more elements of experience, the next 
hypothesis is produced. 
Hypothesis 2: The story-mode game-type of Mirror’s Edge will receive higher presence 
scores. 
Based on the literature review, it was posited that task involvement positively affects 
presence. As involvement with a task is one of the signs of being in a state of flow 
(Czikszentmihalyi & Czikszentmihalyi, 1992), it is reasonable to expect a relationship between 
flow states and presence. Whether or not flow is required to produce presence, or flow simply 
acts to increase presence will be explored. Minimally, it is expected that flow should have a 
positive relationship with presence. Thus, the following hypothesis is produced. 










Experiential design was proposed as a holistic design method based upon perceptual and 
cognitive theory. Thus, the main purpose of this study is to evaluate whether an environment 
using the concepts of experiential design have an impact on the reported presence of a user 
participating in that environment. If experiential design is a valid design theory for presence, 
then variations in virtual environments evaluated should lead to a varied level of reported 
presence. This leads to the hypothesis that a virtual environment receiving higher levels of 
experiential design results in increased levels of presence. Furthermore, an association between 
flow theory and presence was suggested. This leads another hypothesis: users reporting a state of 
flow should also report higher presence. 
In order to study the relationship between experiential design, presence, and flow, the 
game Mirror’s Edge was chosen. Mirror’s Edge has two game-types. The first was a story-
mode, which included an interactive narrative and additional characters. The second mode was a 
time-trial mode, where the user needed to travel across a map interacting with various way-
points in a limited amount of time. From the author‟s perspective, both of Mirror’s Edge’s game-
types were expected to be flow inducing. However, a variation in the level of experiential design 
was expected, which should allow for differences in reported presence. This claim was analyzed 
in section 3.3. 















A total of 62 participants (52 male, 10 female) were recruited from the general campus 
population. Mean participant age was 23 with a standard deviation of 4.13. Participants were 
primarily recruited from the honors, engineering and digital media colleges of the University of 
Central Florida; however no restrictions on background were imposed. Participants were 
awarded $10 after the completion of the study. Participants were provided an informed consent 
form discussing the possible effects of participation in the study. Additionally, participants were 
informed that at any time during the experiment, they could stop. 
Various participant demographics were collected including computer and game 
experience. All but 3 participants reported intermediate or higher experience with computers. 40 
of the 62 participants reported playing games often (multiple times a week) or more. The 
majority of participants also had a basic understanding of how computer/video game graphics 
were produced and basic knowledge about virtual reality. 
Participants first played an in-game tutorial to learn the basic rules and controls of the 
game. During the tutorial the experimenter answered questions about game mechanics and 
provided advice on how to perform more advanced techniques. After the tutorial, participants 
played either the story-mode or time-trial game-types. The game-type played was randomly 
assigned. After playing the game, participants filled out the ITC-SOPI, the ESM, and the VET 






3.1.2 Apparatus and Test Environment 
 
All game-play was performed on the Microsoft XBOX 360 Elite gaming console using a 
wireless controller. The console was connected to a 42” EDTV 480p (852 x 480 resolution) 
plasma TV. Participants were seated about 6 feet from the screen. The room was kept lit to be 
consistent with a typical gaming experience. The room was kept closed during the study to 
minimize extraneous sound. 
One game was used in this study, Mirror’s Edge. Mirror’s Edge provided two game-
types: a story-mode and a time-trial mode. In the story-mode, the participant was first tasked 
with navigating the environment to find a character. Navigation of the environment included 
jumping over obstacles and between buildings, along with climbing up walls. During several 
points, the participant had to choose between fighting and avoiding enemies that were trying to 
shoot the participant‟s character (see Figure 5). The participant was then tasked with escaping a 
building while being pursued by enemy characters. The escape took the character through a 
variety of locations such as the inside of a building, several building roofs, and a subway station. 
In the time-trial mode, the participant was tasked with racing from one map waypoint to another 
in under a certain amount of time. There were no characters other than the participant‟s avatar in 
the time-trial environments. Two time-trial maps were used. The first map was identical to the 
in-game tutorial and was to be completed in less than 2 minutes. After completing the first map, 
the participant would move on to the second map. The second map used the same environment 
as the first map, but way-points were in a different order. The participant had 2 minutes and 10 
seconds to complete this map. Both of these game-types were expected to be high-immersion, 




Participants were told to stop playing at the 45 minute mark if they had not completed all game 
tasks relevant to their respective condition. 
After completing game-play, participants filled out the VET (see Appendix A for the 
original version), the ITC-SOPI (Lessiter, Freeman, Keogh, & Davidoff, 2001), and Experience 
Sampling Method (Czikszentmihalyi & Czikszentmihalyi, 1992) questionnaires to measure 





Participants began by reading and signing an informed consent form. Following this, the 
demographic questionnaire portion of the ITC-SOPI was administered. After this, written 
instructions regarding the playing of the in-game tutorial was provided. When ready, participants 
played the Mirror’s Edge tutorial level. 
Following the completion of the tutorial, the participant was given instructions for the 
game-type they would play. Once ready, the participant would play the game until they had 
completed the required game levels or 45 minutes had expired. The VET, ITC-SOPI and ESM 
were then administered. The order of questionnaires was randomized using a 3x3 Latin Square in 
order to mitigate questionnaire bias. After the third questionnaire was finished, participants were 
thanked and given $10 for their participation. Any questions the participant had about the study 








Several analyses are discussed in this section. First, an exploratory factor analysis was 
performed on the collected VET questionnaire data in order to retain important questions. 
Questions were initially expected to belong to certain dimensions of experiential design. By 
performing the factor analysis, it could be determined whether the initial questions did in fact 
group in an expected fashion. Next, an analysis of the data was performed to test the three 




3.2.1 Analysis of the Virtual Experience Test 
 
The VET consisted of 24 questions related to the five dimensions of experiential design: 
sensory, cognitive, affective, active, and relational. These questions were formulated based on 
empirical and theoretical support from previous researcher‟s work. Thus, there was an 
expectation that certain questions would be correlated and would be grouped by a subsequent 
factor analysis. 
The first step in analyzing the VET was to visually inspect the correlation matrix of the 
original 24 questions (see Table 3 for the original question list). Questions that only correlated to 
4 or less other questions were removed. This resulted in 6 questions being eliminated. Next, 
questions that were highly correlated were analyzed. Only one pair of questions (questions 7 and 




an emotional reaction. Q10 was eliminated as it correlated to fewer other questions than Q7. 
Ultimately, 7 questions were eliminated, resulting in 17 questions being used during the principle 
component analysis (see Table 3). 
KMO and Bartlett‟s Tests were performed to ensure that the remaining data was 
sufficient to proceed with the principle component analysis (PCA). The KMO test yielded a 
value of 0.75. The Bartlett‟s Test of Sphericity was not violated (p < 0.05). In addition, the 
determinate of the correlation matrix was 0.001. These values all suggest that the PCA could be 
successfully performed. 
Factors with Eigenvalues greater than 1.0 were extracted by the PCA. An inspection of 
the resulting Scree plot confirmed the extraction of only 5 factors. The resulting factors were 
then rotated using a Varimax rotation (a type of orthogonal rotation). The five rotated factors 
accounted for 65.8% of the variance. 
Factor 1 consisted of questions 2, 5, 6, 7, 8, and 18. Questions 2 and 8 were originally 
part of the relational dimension. Questions 5, 7, and 18 were from the affective dimension, and 
question 6 was from the active dimension. These questions all relate to the communication of 
and interaction with the narrative elements of a virtual environment. 
Factor 2 consisted of questions 9, 15, and 23. Question 9 was expected to be part of the 
relational dimension. Questions 15 and 23 both deal with haptics and are part of the sensory 
dimension. While Q9 loads the highest on factor 2, it is most relevant to factor 1. This is further 
supported by looking at the correlations between Q9 and the other questions in factor 1. In 
addition, prior to rotating the component matrix, Q9 loaded highest on factor 1. Therefore, Q9 
most likely belongs in factor 1, not factor 2. Thus, factor 2 can be said to relate to the utilization 




Factor 3 includes questions 19, 20, and 24. Questions 19 and 24 were originally part of 
the sensory dimension, while question 20 was from the cognitive dimension. While it appears out 
of place, Q20 does relate to these other factors, as sensory elements are involved in both 
communicating and completing tasks. This factor is therefore concerned with the non-haptic 
sensory content of the environment. 
Factor 4 includes questions 12 and 14. Both of these questions come from the cognitive 
dimension and relate to the level of help participants received on their tasks from both the 
environment and the user interface. This factor is therefore concerned with task completion. 
Factor 5 includes questions 11, 13, and 22. All of these questions were part of the active 
dimension of experience. Thus, this factor is concerned with the degree to which the participant 
felt that they were the character in the environment. 
The resulting factors extracted from the PCA are largely consistent with the theorized 
dimensions of experience. A cognitive dimension and active dimension were shown to exist. 
Further, separate sensory factors emerged. It is interesting that haptics have their own dimension, 
but that is very likely due to the fact that very little haptic interaction was a part of the game. The 
controller would vibrate when your character was shot, but not for any other physical 
interactions in the game such as landing after a fall or grabbing onto a building. It is possible that 
had the game made better use of the rumble features of the controller, the questions in factors 2 
and 3 would have been found to belong to a single factor. 
With regards to factor 1, it is interesting that the relational and affective dimensions were 
combined into a single factor. It is possible that the relational dimension can be seen as the 
communication medium for the affective components of the environment. Story-telling typically 




that story. Therefore the inclusion of questions regarding artificial intelligence characters on the 
same factor with questions about the emotional impact of those actions is consistent. In other 
words, this suggests that the affective and relational dimensions of experience are very strongly 
coupled and could potentially be viewed under a single lens of interactive narrative. 
The resulting five factors are thus: Story Telling (Factor 1), Haptics (Factor 2), Sensory 
Content (Factor 3), Task Completion (Factor 4), and Active (Factor 5). The resulting renumbered 
questionnaire can be found in Appendix B. Factor 1 includes questions 1, 2, 3, 4, 5, 6, and 12. 
Factor 2 includes questions 11 and 16. Factor 3 includes questions 13, 14, 17. Factor 4 includes 
questions 8 and 10. Factor 5 includes questions 7 and 9. 
 
 
3.2.2 Effect of Condition on Experience 
 
Average scores for each of the five dimensions based on the factor analysis were 
calculated for each participant. Recall that Hypothesis 1 stated that the story condition of the 
game would receive higher experiential design scores than the time-trial condition. Taking into 
account the new factors produced, it is expected that the story-mode condition should see high 
scores in the story telling and active factors. This is because the story telling factor constitutes 
questions that were originally in the affective and relational dimensions of experiential design, 
and the active factor contains questions from the active dimension of experiential design. No 





Table 3 - The Virtual Experience Test (VET) 
Question Initial Category New Category 
1) I found the visual display hardware to be of high quality. Sensory - 
2) I experienced a high level of interaction with computer agents in the 
virtual environment. 
Relational Story Telling 
3) I found the visual content of the environment to be of high quality. Sensory - 
4) I think that the environment was able to support multiple human users at 
the same time. 
Relational - 
5) When I felt an emotional reaction, I felt that my emotional state was 
appropriate given the events that occurred in the virtual environment at 
that time. 
Affective Story Telling 
6) I found that the virtual environment did a good job of using a story to 
explain my tasks. 
Active Story Telling 
7) I felt a variety of emotions while working on the environment‟s tasks. Affective Story Telling 
8) I found that a high level of interaction with other users or computer 
agents was required in order to complete my tasks in the virtual 
environment. 
Relational Story Telling 
9) I felt that computer controlled (artificial intelligence) agents were used 
well in the virtual environment. 
Relational Story Telling 
10) I had an emotional reaction while working on the environment‟s tasks. Affective - 
11) I believed that I was the character I was controlling. Active Active 
12) I found that the content in the virtual environment was helpful in 
informing me of my current task. 
Cognitive Task 
Completion 
13) I feel that I could construct a story about my actions in the environment. Active Active 




15) I found the haptic content of the environment to be of high quality 
(haptics refers to the sense of touch). 
Sensory Haptics 
16) I thought that the virtual environment made it clear what I was and was 
not allowed to do. 
Cognitive - 
17) I found the audio hardware to be of high quality. Sensory - 
18) I felt that the environment used multiple techniques to convey emotion. Affective Story Telling 
19)  I found the audio content of the environment to be of high quality. Sensory Sensory 
Content 




21) I felt that the virtual environment allowed me to complete my task in 
several different ways. 
Cognitive - 
22) I felt that I was able to continuously reuse techniques that I learned on 
previous tasks on my later tasks. 
Active Active 
23) I found the haptic hardware to be of high quality (haptics refers to the 
sense of touch). 
Sensory Haptics 
24) I found that the sensory information of the virtual environment was 
consistent. For example, the sound of two metal objects colliding 
sounded metallic. A visually smooth object felt smooth. 
Sensory Sensory 
Content 




To determine the effect of condition on the factors of experience, a MANCOVA was 
conducted. Previous game experience was used as the covariate. Adjusted means can be found in 
Table 4. Covariates were evaluated with a game experience mean of 2.13. Statistically significant 
differences were found for the story telling (F(1,59) = 8.698, p < 0.01), sensory content (F(1,59) 
= 10.38, p < 0.01) and active (F(1,59) = 6.455, p < 0.05) factors. No significant differences in the 
haptics and task completion factors were observed. 
Hypothesis 1 is supported with significant differences in the story telling and active 
factors, with no difference in the haptics and task completion factors. However, there was a 
significant difference in the sensory content factor. The observed sensory content difference 
suggest that the different sensory content of the story-mode does have an effect on experience. 
Essentially, the more holistic design of the story-mode condition resulted in a better experience 
than the time-trial condition. These findings support the notion of using experiential design 
techniques. 
Table 4 - VET factor estimated means by condition 
VET Factor Condition Estimated 
Mean 
Std. Error 
Story Telling Story 3.595 .137 
Time 3.019 .137 
Haptics Story 3.523 .170 
Time 3.203 .170 
Sensory Content Story 4.371 .105 
Time 3.888 .105 
Task Completion Story 3.890 .137 
Time 3.561 .137 
Active Story 3.925 .125 






Table 5 - Presence factor estimated means by condition 
Presence Factor Condition Estimated 
Mean 
Std. Error 
Spatial Presence Story 3.120 .107 
Time 2.919 .107 
Engagement Story 3.981 .099 
Time 3.632 .099 
Ecological 
Validity/Naturalness 
Story 3.028 .145 
Time 3.108 .145 
Negative Effects Story 2.019 .147 
Time 1.811 .147 
 
 
3.2.3 Effect of Condition on Presence 
 
Presence was measured using the ITC-SOPI, which produces four scores related to 
presence: spatial presence score (SPS), engagement score, ecological validity/naturalness score 
(EVNS), and negative effects score (NES). Recall that in Hypothesis 2, it was expected that the 
story-mode condition would receive higher presence scores than the time-trial condition. 
To determine the effect of condition on presence, a MANCOVA was conducted. Previous 
game experience was used as the covariate. Adjusted means can be found in Table 5. Covariates 
were evaluated with a game experience mean of 2.13. A statistically significant difference was 
found for the engagement score (F(1,59) = 6.054, p < 0.05). No significant differences were 
observed for the SPS, ENVS, or NES. 
Given the addition of an interactive narrative element in the story-mode, the increase in 
engagement is not surprising. This suggests participants had a better experience in the story-
mode condition. Further support for this claim comes from the significantly higher experience 




were observed to be significantly greater than the corresponding story-mode scores. With the 
increase in scores favoring the story-mode condition, Hypothesis 2 can be partially accepted. 
 
 
3.2.4 Effect of Flow on Presence 
 
Flow was measured using a modified version of the Experience Sampling Method 
(ESM). The ESM was separated into four components: experience, emotion, skill-challenge 
ratio, and activity. Each of these components has been found to relate to the experience of flow 
(Czikszentmihalyi & Czikszentmihalyi, 1992). Normally, the ESM is repeatedly administered 
over a long period of time. This allows for an average score for each factor to be calculated and 
differences in scores to their respective means analyzed. However, since the ESM was only 
administered once at the end of game-play, a different approach was needed to determine 
whether a factor contributed to flow or not. 
Table 6 - Flow contribution cut-off values 
Flow Factor Flow Contribution Cut-off 
Experience >= 5.57 
Emotion > 1.0 
Skill-Challenge Ratio >= 0.49 and <= 0.92 
Activity > 5.17 
 
To this end, a median split was performed on each of the factors to determine cut-off 
points for whether the factor contributed to flow or not. Cut-off points are presented in Table 6. 
Scores above the cut-off were considered flow contributors, while scores below were not. For the 




and below some central point (the reader is referred to Figure 3 of the 3/4-Channel model of 
flow). This variation reflects the “change in skill” to “change in difficulty” balance inherent in 
game progression. Below a certain point would indicate frustration with the game, while above a 
certain point would indicate boredom. Thus, a cut-off is not sufficient as a loss of flow due to the 
easy game-play would not have been captured. In order to create a range, a reasonable attempt 
was to perform a median split to find the central ratio. A range was then calculated by adding 
and subtracting half of a standard deviation for the median. 
When a score falls within the cut-off range described above, it is said to count as a flow 
condition. The number of these flow conditions was then summed and recoded as the number of 
flow conditions for each participant. This resulted in a range from 0 to 4, where 0 is “No Flow,” 
1 is “Low Flow,” 2 is “Moderate Flow,” 3 is “Flow,” and 4 is “High Flow.” This cumulative 
flow score was then compared to the four presence scores produced by the ITC-SOPI. 
Recall that Hypothesis 3 stated that the higher the degree of flow experienced by a 
participant, the higher the participant‟s reported presence. A MANCOVA was performed to 
determine whether the predicted effect occurred. Previous game experience was used as the 
covariate. Adjusted means can be found in Table 7. Covariates were evaluated with a game 
experience mean of 2.13. A statistically significant effect was found between the number of flow 
conditions and presence for the spatial presence score (F(4,56) = 3.357, p < 0.05), engagement 
score (F(4,56) = 4.059, p < 0.01), and negative effects score (F(4,56) = 2.729, p < 0.05). No 






Table 7 - Presence factor means by flow condition 
Presence Factor Number of Flow Conditions Estimated Mean Std. Error 
Spatial Presence 
 
No Flow 2.798 .168 
Low Flow 2.820 .168 
Moderate Flow 3.181 .132 
Flow 2.724 .176 




No Flow 3.677 .158 
Low Flow 3.456 .158 
Moderate Flow 3.798 .124 
Flow 3.756 .165 
High Flow 4.300 .152 
Ecological 
Validity/Naturalness 
No Flow 2.808 .238 
Low Flow 2.755 .238 
Moderate Flow 3.221 .187 
Flow 3.017 .249 
High Flow 3.404 .228 
Negative Effects No Flow 2.313 .233 
Low Flow 2.068 .233 
Moderate Flow 2.094 .183 
Flow 1.454 .244 
High Flow 1.525 .224 
 
These results suggest that as the level of flow increases, so does the sense of presence of 
the participant. In the case of the negative effects score, as flow increases, the degree to which a 
participant has negative physical effects decreases. Thus, Hypothesis 3 is accepted. 
 
 
3.2.5 Exploring the Relationship between VET, Flow, and Presence 
 
The findings regarding Hypotheses 2 and 3 indicate that some type of relationship exists 
between the VET, flow, and presence. The type of relationship these factors have is explored 




and flow. An overall VET score was calculated by taking the average of the five VET factors, 
which smoothed out potential outlier scores. This results in a score ranging from 1 to 5. The 
overall score was then recoded such that a score between 1 and 2 (not inclusive) was “Very Low 
Experience,” between 2 and 3 (not inclusive) “Low Experience,” between 3 and 4 (not inclusive) 
“High Experience” and greater than 4 “Very High Experience.” Unless otherwise noted, all 
further analyses involving the VET use this recoded overall score. 
A MANCOVA was performed to determine if the VET had a relationship with presence. 
Previous game experience was used as the covariate. Adjusted means can be found in Table 8. 
Covariates were evaluated with a game experience mean of 2.13. A statistically significant effect 
was found between the VET and presence for the spatial presence score (F(2,58) = 3.768, p < 
0.01), engagement score (F(2,58) = 4.535, p < 0.01), and ecological validity/naturalness score 
(F(2,58) = 5.325, p < 0.01). No significant difference was found for the negative effects score. 
These results show that a significant relationship does exist between the VET and presence. 
Table 8 - Presence factor estimated means by VET category 
Presence Factor VET Category Estimated Mean Std. Error 
Spatial Presence 
 
Low Experience 2.363 .185 
High Experience 2.965 .074 
Very High Experience 3.654 .148 
Engagement 
 
Low Experience 2.826 .162 
High Experience 3.848 .064 
Very High Experience 4.264 .129 
Ecological 
Validity/Naturalness 
Low Experience 2.417 .261 
High Experience 2.968 .104 
Very High Experience 3.882 .208 
Negative Effects Low Experience 1.821 .309 
High Experience 1.997 .123 






Table 9 - Mean number of flow conditions by VET category 
VET Category Num Flow Conditions Std. Error 
Low Experience 1.130 .492 
High Experience 1.931 .196 
Very High Experience 2.920 .392 
 
Next, a relationship between the VET and flow was explored. This was done using an 
ANCOVA with VET scores as the independent variable and number of flow conditions as the 
dependent variable. Previous game experience was used as the covariate. Adjusted means can be 
found in Table 9. Covariates were evaluated with a game experience mean of 2.13. A significant 
increase in number of flow conditions was found when VET scores increased (F(2,58) = 4.362, p 
< 0.05). This result shows a significant relationship exists between how a participant rates their 
experience in the virtual environment and their degree of flow. 
As significant relationships exist between all three factors, it is now relevant to explore 
exactly what type of relationship flow has in a combined model. To this end, an exploration of 
whether flow is a moderating or mediating variable on presence was conducted. To determine if 
flow is a moderating variable, a regression analysis was performed with three independent 
variables: overall VET scores, number of flow conditions, and an interaction variable represented 
as the product of the overall VET scores with the number of flow conditions. Flow would be 
considered a moderating variable if the interaction variable was found to have a significant 
coefficient on the resulting regression equation. For all four factors of presence recorded by the 
ITC-SOPI, the number of flow conditions was not found to be a significant modifier variable. 
Next, a test was performed to determine if flow acted as a mediating variable on 
presence. In order for a variable to mediate the interaction between an independent and 




were then input into a bootstrapping process which produced confidence intervals. In order for a 
variable to be considered a mediating variable, the confidence intervals should not contain 0 and 
the lower and upper tails of the interval should be significantly different. An SPSS script was 
used to perform the regression and bootstrapping steps (Preacher & Hayes, 2008). No significant 
mediating effect was found between the number of flow conditions and the four presence factors. 
These results suggest that flow neither mediates nor moderates presence. Based upon the 
results of this experiment, it appears to be a separate independent variable. One possibility is that 
the VET and flow are themselves factors of a larger construct. For exploration purposes, this 
larger construct is represented as the interaction effect between the overall VET scores and 
number of flow conditions (the interaction effect is represented as the product of the overall VET 
scores and the number of flow conditions). A MANCOVA was performed using the VET-flow 
interaction effect as the independent variable and each of the presence factors as the dependent 
variables. Previous game experience was used as the covariate. Adjusted means can be found in 
Table 10. Covariates were evaluated with a game experience mean of 2.13. Results indicated that 
an increase in the VET-flow product had a significant positive effect on spatial presence (F(8,52) 
= 2.923, p < 0.01) and engagement (F(8,52) = 4.753, p < 0.01). A close to significant effect is 
also seen in the ecological validity/naturalness score (F(8,52) = 1.964, p < 0.07). No significant 
effect was seen for negative effects. These results suggest that the VET and flow may be parts of 
a larger construct that influences presence, possibly a general experience construct. This idea is 




Table 10 - Mean presence scores by VET/Flow product 
Presence Factor VET Categorical x Num Flow 
Conditions 
Estimated Mean Presence 
Score 
Std. Error 
Spatial Presence 0.00 2.793 .161 
1.00 2.556 .238 
2.00 2.946 .238 
3.00 2.603 .377 
4.00 3.094 .139 
6.00 3.020 .178 
8.00 3.062 .192 
9.00 3.113 .309 
12.00 4.085 .267 
Engagement 0.00 3.676 .142 
1.00 2.887 .209 
2.00 3.823 .209 
3.00 3.453 .331 
4.00 3.781 .122 
6.00 3.798 .156 
8.00 4.189 .168 
9.00 4.206 .271 
12.00 4.519 .235 
Ecological 
Validity/Naturalness 
0.00 2.807 .228 
1.00 2.286 .336 
2.00 3.126 .336 
3.00 3.106 .532 
4.00 3.065 .195 
6.00 3.055 .251 
8.00 3.147 .271 
9.00 3.909 .436 
12.00 3.917 .377 
Negative Effects 0.00 2.311 .234 
1.00 1.864 .346 
2.00 2.496 .346 
3.00 1.331 .548 
4.00 2.126 .201 
6.00 1.605 .259 
8.00 1.394 .279 
9.00 1.406 .449 








The VET originally consisted of 24 questions based on the dimensions of experiential 
design. Existing theory and empirical results regarding flow and presence were also used in the 
question generation process. Essentially, prior to the factor analysis of the VET being performed, 
a general idea of how the questions should group was known. The factors produced after the 
factor analysis suggests that much of the initial idea was correct, with two exceptions. 
First, the factor analysis combined the affective and relational dimensions into a single 
factor. It is possible that this combination is a product of the virtual environment used. All 
computer controlled agents acted as communicators of narrative or as elements of the narrative. 
Thus, emotional reactions either to the story or tasks involved the very elements the relational 
dimension intended to explore. In other words, emotional reactions were the product of 
interacting with computer agents. This is reinforced by the significant difference between the 
story-mode and time-trial conditions for the story-telling factor. Without the presence of agents 
in the time-trial, the only emotional reaction felt was due to success or failure with the waypoint 
navigation task. 
Second, the lack of haptics used by the game likely led to haptics being its own factor, 
and not a part of the sensory content factor. The XBOX 360 controller supports vibration that 
game designers can trigger when certain conditions are met. In Mirror’s Edge, the only time 
these vibrations are triggered is if the player is shot. Because of this lack of integration into the 
other game elements such as landing from jumps or grabbing platforms, it was not seen as being 
related to the other sensory content. It is possible that if an environment that made better use of 




into a single sensory content factor. It is suggested that those doing future studies involving the 
VET tentatively keep this in mind as they explore how coupled the two factors are. 
There is one other aspect of the VET that should be noted. The questions regarding 
participant emotion do not distinguish between internally and externally derived emotions. For 
example, feelings of boredom and frustration are emotions derived from an internal perception of 
performance on a task. These emotions are different from those due to sympathy/empathy to the 
plights of characters. As a result, it might prove difficult to pull apart what is an emotional 
reaction to an environment‟s narrative, and what is a reaction to task performance. If the goal is 
to simply tell if any type of emotional reaction occurred, then no issue is foreseen. However, if 
one wants to determine if the emotional reaction is due to internal or external factors, additional 
steps would be required. 
The comparison of VET scores based on condition produced an unexpected result in that 
the sensory content score of the story-mode was significantly higher than in the time-trial mode. 
The environments in each condition used a visually consistent style and the same sound effects, 
so no significant differences were expected. However, the observed difference in sensory content 
scores indicates that the manner in which the sensory content was used in the story-mode 
condition had a positive effect on experience. This could be due to several things, such as more 
varied environments (inside buildings, outside buildings, on rooftops), cut-scenes, mood music, 
and voice communication between characters over a radio. This indicates that the story-mode 
made a more concerted effort to incorporate the sensory content to the other dimensions of 
experience, producing a more holistic design. These results are consistent with the work of 




incorporated the sensory elements were on goal completion. Taken together, there is support for 
the future use of experiential design techniques for virtual environments. 
The last topic of discussion is on the relationship between the VET, flow, and presence. 
A relationship was found between the VET and flow, the VET and presence, and flow and 
presence. This led to the belief that flow might have some type of moderating or mediating effect 
on presence. However, no evidence was found to support flow as being either a moderating or 
mediating variable. This leads to a belief that the VET and flow are themselves sub-factors of a 
larger construct, namely one‟s “general experience.” As the VET predominantly asks about the 
“physical” and task aspects of the VE, it is predominantly a measure of exogenous factors of 
experience. On the other hand, the ESM targeted the participant‟s perception of their ability to 
successfully meet the demands of the environment. In other words, the ESM was measuring the 
endogenous factors of the experience. It is believed that the VET‟s association to exogenous 
factors of experience and the ESM‟s association to endogenous factors of experience led to the 
individual significant effects on presence. Treating the VET and ESM as measures of exogenous 
and endogenous factors also explains the significant relationship between the VET and ESM.  
Therefore, together these questionnaires were able to measure experience in general. This 
was explored by looking at only the interaction effect between overall VET scores and the 
number of flow conditions on presence. This combined factor significantly affected spatial 
presence and engagement, and had a close to significant effect on ecological validity/naturalness. 
Basically, the VET and flow individually measure two sub-constructs of experience, but together 
they form the larger construct of experience that leads to presence. Essentially, a holistic design 
taking into account the exogenous and endogenous factors of experience leads to significantly 






The similarity in VET factors before and after factor analysis validates experiential 
design theory as a useful virtual environment evaluation tool. Experiential design is further 
validated through the significant relationship observed between flow and presence. This offers an 
additional tool for researchers interested in experience in virtual environments and gives 
designers a means to evaluate their environments such that increased presence will result. 
The results of this study strongly support the idea that presence can be significantly 
increased through the use of experiential design as a holistic design theory. Increasing the 
sensory fidelity of an environment as has been done in much presence research only looks at one 
dimension of experience. This work indicates that presence is affected not only by sensory 
content, but through other experiential means as well. In short, holistic environments provide an 




CHAPTER 4 – DISCUSSION 
 
The experiment in this dissertation was designed to test several solutions for the 
identified gaps in the literature. First, a connection between experiential design and presence 
needed to be shown. This was to be achieved through the use of the Virtual Experience Test. 
Second, flow needed to be shown to have a positive effect on presence. Third, the VET needed 
validation. Fourth, the VET needed to be shown to be generalizable. 
The connection between experiential design, flow, and presence was successfully 
explored. Experiential design, as measured through the VET, was shown to have a significant 
relationship with both flow and presence. Further, flow was shown to be significantly related to 
presence. These findings support the notion of presence being more than a perceptual 
phenomenon and one that benefits from holistic designs. 
In addition, the dimensions of experiential design were empirically validated through a 
principle component analysis. Five factors were found that coincided with the proposed 
dimensions. Two of the original dimensions of experiential design were combined into a single 
factor. This is believed to be due to the coupled nature that exists between social interactions and 
the development of a narrative. The distinction between the two sensory factors is believed to be 
due to the lack of haptic integration in the chosen environment. It is believed that the sensory 
factors would collapse in different environments. 
Furthermore, the VET was shown to be sensitive enough to detect the differences 
between the game-modes used in this study. However, it is important to note the current 





4.1 Study Limitations 
 
As only one environment was studied, the reliability of the VET across multiple types of 
environments must still be determined. While the VET was able to accurately detect the 
differences between the game-modes of Mirror’s Edge, evaluations of other environments are 
still needed. In particular, questionnaire validation should be performed with other types of 
environments to ensure that the results of the principle component analysis are consistent. As 
noted, the distinction between the Haptics and Sensory Content factors are believed to be an 
artifact of the game used in this study. Additional validation of the resulting dimensions would 
provide insight into whether these factors should be combined. To this end, a study using a 
virtual environment with more tightly integrated haptic feedback should be designed and 
conducted. 
Further, VET reliability remains to be determined. While the questions making up the 
VET emerged from a variety of studies evaluating a variety of environments, a future study is 
needed to ensure that the VET is reliable across a multitude of environments and hardware 
configurations. One possibility is to choose a variety of different environments that are expected 
to have experiential design dimension similarities. For example, two different first-person 
shooter game environments could be compared to determine if the VET can reliably rate that 
class of game. Further, the same game could be compared on different hardware platforms. For 
example, Mirror’s Edge is also available for the Sony Playstation 3. If the VET is reliable, then 
there should be no statistically significant difference in ratings compared to the XBOX 360 




Test-retest reliability can be determined by designing a study where the same participants 
return to evaluate their experience on a second occasion. This type of study might also reveal 
changes in flow and presence, as the previous experience with the game might result in increased 




4.2 Design Revisions 
 
Previous experience was discussed as one factor affecting the intrinsic motivation of 
people. This is due to the existing knowledge that a reward or enjoyable state was associated 
with a previous experience. In the case of flow theory, the experience itself was often the reward, 
indicating that people can be motivated if they recognize that their current experience is similar 
to some other enjoyable experience. While flow was measured in this study, the impact of 
previous experience with similar environments was not examined. 
Overall game experience was recorded, but this was not an indicator of the breadth of 
knowledge the participant had. For example, a participant that plays puzzle games on a daily 
basis would be considered as having the same overall game experience as a participant that plays 
first-person shooter, role-playing, and adventure games. This latter participant would have a 
much broader range of previous gaming experiences that could be drawn upon during game-play. 
Therefore, one potential design revision would be to collect a more detailed evaluation of 
participant game knowledge. This could be achieved through the combination of a game efficacy 




Participants that enjoy a particular genre of game environment and rate themselves as 
more proficient in that genre should then be able to form a more personal connection to a new 
environment similar in nature. This idea is one of the proposed strengths of holistic designs, as 
the previous experience allows the participant to form a more personal connection. The level of 
enjoyment and perceived ability a participant has with a class of environment could then be 
compared to VET and presence scores in a new environment in order to determine whether 
previous experience had the expected relationship. Participants that rate high enjoyment and 
ability in a genre of environment should subsequently have higher VET and presence scores, 
while low enjoyment and ability ratings should correspond to lower VET and presence scores. 
One of the other proposed strengths of holistic environments is the belief that schemata 
form or are enhanced during strong experiences. The study performed in this dissertation did not 
look at how schemata were affected. In order to measure something of this nature, a test-retest 
performance assessment would be appropriate. An initial level of performance could be 
determined through the initial play-test of a level. A variety of proficiency variables could then 
be determined. For the case of Mirror’s Edge, variables such as the number of times the 
participant died and amount of time needed to complete the mission could be recorded. Within 
the levels of the game are also several puzzles that require a series of non-trivial moves. The 
number of attempts needed to solve the puzzle can be measured. 
During the initial play-through, the participant would learn various skills while 
completing the required levels. On the subsequent play-through, performance on those same 
tasks should increase. In other words, schemata should have formed relevant to the tasks at hand. 





Potential issues with the time-trial portion of this experiment should also be addressed. 
During normal game-play, the time-trial portion of Mirror’s Edge is locked until the player has 
completed the entire single player story mode. This corresponds to about 6-10 hours of required 
gameplay. By locking out players, the game designers are able to ensure that a certain minimum 
level of proficiency with game mechanics is achieved. However, players in the time-trial 
condition of the study received only 10-15 minutes worth of prior exposure to the game in the 
form of the tutorial. As a result, the proficiency that would be relevant for traversing the time-
trial levels was not initially present. Because of this, the game difficulty in the time-trial mode 
was not consistent with the level of difficulty found in the story-mode. This extra difficulty likely 
had an effect on the number of flow conditions participants in the time-trial mode reported. This 
issue could have been addressed by choosing different time-trial levels. 
 
 
4.3 Presence-Cognition Relationship 
 
It has been suggested throughout this dissertation that presence is a construct that relies as 
much on cognition as it does perception. The future design of virtual environments should 
therefore take into account the impact of various cognitive factors. Recall from Figure 1 that 
information processing is highly dependent on interactions with memory. Let us consider then 
what occurs when new information is observed. Either a) the observed information is similar to 
something previously seen, and a response associated with the similar information can be used, 
or b) the information is completely new, and a new, possibly random, response needs to be 




new response. Alternatively, if the information was previously observed, then a lookup of 
whether previous reactions resulted in desirable behavior would occur (case c). If desirable 
behavior was observed, then the associated reaction can be repeated. If a desirable outcome did 
not occur, then the person can modify the reaction in some way (case d). 
In virtual environments, cases b and d are hypothesized to result in a degradation of the 
experience as they would require additional processing to decide on a reaction to utilize. Note 
that these are instances where new information must be assimilated into memory. Nunez 
describes this as a reconstruction or re-evaluation of a situation (Nunez, 2004b). 
This is due, in part, to individuals having a large and complex contextually based 
ontology of sensations-to-reactions that is constructed over a lifetime in long-term memory 
(Matlin, 1998; Wickens & Hollands, 2000). It is important then for a virtual environment to 
provide mechanisms that will not only speed up access, and thus reduce the amount of time spent 
looking things up in memory, but to also reduce the possibility of non-relevant neural paths from 
being followed. Furthermore, users have many existing schema based on the real world that they 
can use to generate expectations. If the observations made in the virtual world do not match these 
expectations, a behavioral adaptation will be necessary. This can break the flow experience as 
the user switches away from their task to perform some manner of unrelated problem solving. 
There will inevitably be new information that must be processed and assimilated into a 
user‟s schematic network. However, by providing new information such that it can be 
assimilated into existing schemata, it is hypothesized that the effects of the assimilation process 
can be reduced, and the time that a user spends being present in the virtual environment can be 
increased. Essentially, additional concepts need to be slowly integrated into the environment and 




People invariably use their previous experiences to help understand and predict behavior 
in a new experience. However, the stimuli of the new experience must convey consistent and 
sufficient information; otherwise, the person will not be able to match it with a previously 
existing mental template. If this occurs, an accurate and complete schematic representation of the 
new experience will not be realized, resulting in the memory of the new event being poorly 
encoded and difficult to retrieve at a later time (Hunt & Ellis, 1974; Mandler, 1980; Tulving, 
1983). 
Retrieval of memories is related to the principle of encoding specificity (Matlin, 1998). 
This principle states that recall of information is better if the context surrounding retrieval is 
similar to the context when the information was first encoded and stored in memory (Begg & 
White, 1985; Tulving, 1983). Cues are then more useful for indexing into memory when the 
current event contains cues similar to cues from the original event. 
The ability to use event cues to increase memory retrieval is behind the concept of 
priming. Priming involves the use of contextual or perceptual cues on the task or environment 
that the user will be exposed to. By utilizing priming, relevant schemas can be accessed faster, as 
a mental image of what is to be encountered can be pre-formed. When an overly broad term is 
used, an accurate mental model of what to expect cannot be created, as there is still too much 
information to process. Similarly, negative priming can occur if the user is given material 
irrelevant to their task, as the wrong schemata would be activated. 
The concepts of encoding specificity and priming are related to the dimensions of 
experiential design. As sensory information is observed, it is integrated into a single schema, 
with any missing information filled in by the brain. For example, a user might fill in the sound of 




action of a dog barking is recognized, cognition is triggered, allowing the user to determine 
whether the dog barking should influence how he reacts and the level of task engagement felt. 
For example, the person might ask, “Is the barking motion of that dog suggestive of the animal 
being happy to see me, or does it want to attack?” This allows for perceptually limited 
experiences to still convey enough meaning for the user to stay engaged by the environment. 
The effects of encoding specificity can be seen in the cognitive and affective dimensions. 
How a user predicts outcomes, attempts to solve a problem, or recalls existing information are all 
retrieval functions influenced by the context surrounding how the information being retrieved 
was originally encoded. This includes not only the sensory aspects of the context, but the 
emotional state of the user as well (Matlin, 1998). Encoding specificity was related to priming, 
whereby a person is exposed to content related to an upcoming concept before actually being 
presented with the concept. Utilizing priming has been shown to be effective in increasing recall, 
which ties in heavily to the use of context to give in-situ hints on how a user should proceed with 
a task. It also allows for the administering of clues that the user is on the right track, essentially 
maintaining task engagement. 
As experiential design is based on a multitude of dimensions, there should be more 
opportunities for existing memories to be triggered, as more cues will exist. It is thus 
hypothesized that drops in attention towards the virtual environment during an assimilation 
process would be reduced, as the number of relevant reactions to a situation retrieved would be 
higher. Further, as the vast majority of a user‟s knowledge and experience comes from holistic 
real world experiences, in order to take optimal advantage of encoding specificity virtual world 
experiences must be as holistic as possible. The dimensions of experiential design allows for 




4.4 Future Work 
 
There are a variety of avenues open for future studies in experiential design. First, an 
investigation into the reliability of the VET is needed. As the VET is the primary measure of 
how well experiential design has been utilized by an environment, it must be shown to be 
reliable over a series of environments. Furthermore, it may prove useful to explore new 
questions. Two of the five factors of the VET have only two questions associated with them. 
New questions can be developed that might assist in determining how well a particular 
dimension was utilized. 
In addition, the relationship between a variety of individual differences and environment 
evaluations can be explored. Questions of age, gender, previous experience with virtual 
environments, education, personality type, among other differences could all contribute to how 
one individual rated an environment compared to another. A more in depth study of how 
individual differences affect a dimension‟s rating would provide useful clues on how to properly 
design an environment. Perhaps introverts prefer more emotional connections to the 
environment, while extroverts desire higher use of the relational dimension. Using this 
information would provide designers insight into what elements are relevant to the type of 
individual expected to use an environment. 
At a higher level, an exploration of whether holistic environments lead to more accurate 
and fast decisions would be interesting. As holistic experiences are expected to trigger a wider 
array of a person‟s schematic network, potentially more relevant actions should be produced. 
This could translate into better performance and decision making. A study comparing the 




environment would be close to a copy, with a different degree of experiential design utilized in 
each version. Such a study would reveal if holistic environments have a positive effect on 
performance. 
One last potential area of study is in how well a holistic environment can keep a user 
feeling present in an environment when various stimuli are competing for attention. It is 
expected that users enjoying a higher quality experience would be harder to break away from 
their experience. However, it is unknown what strength of stimuli would be needed before the 
user‟s experience was degraded enough that they might notice. To this end, a comprehensive 
study can be devised that compares a variety of stimuli meant to break the user‟s experience with 
the level of experiential design used by the environment. For example, what volume must a noise 
be before the user notices? Similarly, how different can the virtual world‟s response to a user 
action be compared to the response to the same action in the real world? The results of such a 
study could then fuel design guidelines for what types of designs are most relevant for an 




CHAPTER 5 – CONCLUSION 
 
The results of this dissertation illustrate how holistic designs of virtual environments 
contribute to an increased sense of presence. There is a large body of presence literature focused 
on the sensory components of virtual environments. Based on the work of this dissertation, it can 
be seen that other dimensions of virtual environments, such as task choice and narrative, also 
play an important part in becoming present. As more of the population becomes exposed to types 
of virtual environments, especially games, a certain overall quality of experience will become 
expected. Researchers of virtual environments must therefore be prepared to include other 
elements of experience into their conceptualizations of the presence construct and of interactions 
with virtual environments in general. 
As one of the goals of presence research is to investigate the concept of “being there” in a 
virtual world, the virtual worlds studied should offer the same holistic experiences attainable in 
the real world. It is believed that an evaluation tool such as the VET will help meet this 
challenge. Through the VET, researchers have the ability to evaluate the degree to which their 
virtual environments represent a holistic experience. 
With the evidence that holistic virtual environments lead to better user experiences, there 
is now impetus to utilize a holistic approach whence creating virtual environments. This might 
prove especially relevant for environments involved in learning. If one looks at the hierarchy of 
learning, there are four stages. At the bottom of the hierarchy is the information that someone 
“knows.” The next stage is “knowing how” to use the information. Next, a person is capable of 
“showing how” that information can be used to others. Last, a demonstration of knowledge is 




educator shows students what they need to know. In order to assess whether the student has 
learned, the student does homework and takes an exam. Inherent in these assessment techniques 
is the notion that only the right answer is important. 
Educational games and simulations that utilize the components of experiential design can 
greatly enhance the outcome of such assessments. Instead of the typical demonstration of 
competency in comprehension or analysis, students will be able to apply knowledge and problem 
solving in a relevant holistic environment. In addition, the student can be encouraged to evaluate 
their thinking by exploring wrong solutions and discovering why correct answers are in fact 
correct. 
Furthermore, the curious student will be able to learn more about topics they find 
interesting, as the virtual environment can show the student new ideas and immediately allow the 
student to practice “doing.” In the end, the student will be able to build a personal experience 
associated with the new information, leading to stronger ties to memory and better recall of 









Virtual Experience Test 
 




We are interested in learning about the experience you just had in the Virtual Environment. A 
virtual environment refers to an interactive, immersive, technology based world such as would 
be found in a video game. The questions in this survey ask a combination of questions about both 
the hardware and content used to make the virtual environment. Hardware refers to the physical 
technology used to display images, produce sounds, or create a sense of touch. Content refers to 
the scenes, stories, characters, events, and sensations that you have in the environment. 
 





Please indicate how much you agree or disagree with the following statements by circling ONE of the 
numbers on the 5-point scale. 
 
1 2 3 4 5 
Strongly 
Disagree 
Disagree Neither Agree or 
Disagree 
Agree Strongly Agree 
 
 
1) I found the visual display hardware to be of high quality. 
 
1 2 3 4 5 
 
 
2) I experienced a high level of interaction with computer agents in the virtual environment. 
 
1 2 3 4 5 
 
 
3) I found the visual content of the environment to be of high quality. 
 
1 2 3 4 5 
 
 
4) I think that the environment was able to support multiple human users at the same time. 
 
1 2 3 4 5 
 
 
5) When I felt an emotional reaction, I felt that my emotional state was appropriate given the events that 
occurred in the virtual environment at that time. 
 
1 2 3 4 5 
 
 
6) I found that the virtual environment did a good job of using a story to explain my tasks. 
 
1 2 3 4 5 
 
 
7) I felt a variety of emotions while working on the environment‟s tasks. 
 








8) I found that a high level of interaction with other users or computer agents was required in order to 
complete my tasks in the virtual environment. 
 
1 2 3 4 5 
 
 
9) I felt that computer controlled (artificial intelligence) agents were used well in the virtual 
environment. 
 
1 2 3 4 5 
 
 
10) I had an emotional reaction while working on the environment‟s tasks. 
 
1 2 3 4 5 
 
 
11) I believed that I was the character I was controlling. 
 
1 2 3 4 5 
 
 
12) I found that the content in the virtual environment was helpful in informing me of my current task. 
 
1 2 3 4 5 
 
 
13) I feel that I could construct a story about my actions in the environment. 
 
1 2 3 4 5 
 
 
14) I found the user interface to be helpful in informing me of my current task. 
 
1 2 3 4 5 
 
 
15) I found the haptic content of the environment to be of high quality (haptics refers to the sense of 
touch). 
 
1 2 3 4 5 
 
 
16) I thought that the virtual environment made it clear what I was and was not allowed to do. 
 






17) I found the audio hardware to be of high quality. 
 
1 2 3 4 5 
 
 
18) I felt that the environment used multiple techniques to convey emotion. 
 
1 2 3 4 5 
 
 
19) I found the audio content of the environment to be of high quality. 
 
1 2 3 4 5 
 
 
20) I thought that the tasks I was able to do in the virtual environment were interesting. 
 
1 2 3 4 5 
 
 
21) I felt that the virtual environment allowed me to complete my task in several different ways. 
 
1 2 3 4 5 
 
 
22) I felt that I was able to continuously reuse techniques that I learned on previous tasks on my later 
tasks. 
 
1 2 3 4 5 
 
 
23) I found the haptic hardware to be of high quality (haptics refers to the sense of touch). 
 
1 2 3 4 5 
 
 
24) I found that the sensory information of the virtual environment was consistent. For example, the 
sound of two metal objects colliding sounded metallic. A visually smooth object felt smooth. 
 










Virtual Experience Test 
 




We are interested in learning about the experience you just had in the Virtual Environment. A 
virtual environment refers to an interactive, immersive, technology based world such as would 
be found in a video game. The questions in this survey ask a combination of questions about both 
the hardware and content used to make the virtual environment. Hardware refers to the physical 
technology used to display images, produce sounds, or create a sense of touch. Content refers to 
the scenes, stories, characters, events, and sensations that you have in the environment. 
 





Please indicate how much you agree or disagree with the following statements by circling ONE of the 
numbers on the 5-point scale. 
 
1 2 3 4 5 
Strongly 
Disagree 
Disagree Neither Agree or 
Disagree 
Agree Strongly Agree 
 
 
1) I experienced a high level of interaction with computer agents in the virtual environment. 
 
1 2 3 4 5 
 
 
2) When I felt an emotional reaction, I felt that my emotional state was appropriate given the events that 
occurred in the virtual environment at that time. 
 
1 2 3 4 5 
 
 
3) I found that the virtual environment did a good job of using a story to explain my tasks. 
 
1 2 3 4 5 
 
 
4) I felt a variety of emotions while working on the environment‟s tasks. 
 
1 2 3 4 5 
 
 
5) I found that a high level of interaction with other users or computer agents was required in order to 
complete my tasks in the virtual environment. 
 
1 2 3 4 5 
 
 
6) I felt that computer controlled (artificial intelligence) agents were used well in the virtual 
environment. 
 
1 2 3 4 5 
 
 
7) I believed that I was the character I was controlling. 
 







Please indicate how much you agree or disagree with the following statements by circling ONE of the 
numbers on the 5-point scale. 
 
1 2 3 4 5 
Strongly 
Disagree 
Disagree Neither Agree or 
Disagree 
Agree Strongly Agree 
 
 
8) I found that the content in the virtual environment was helpful in informing me of my current task. 
 
1 2 3 4 5 
 
 
9) I feel that I could construct a story about my actions in the environment. 
 
1 2 3 4 5 
 
 
10) I found the user interface to be helpful in informing me of my current task. 
 
1 2 3 4 5 
 
 
11) I found the haptic content of the environment to be of high quality (haptics refers to the sense of 
touch). 
 
1 2 3 4 5 
 
 
12) I felt that the environment used multiple techniques to convey emotion. 
 
1 2 3 4 5 
 
 
13) I found the audio content of the environment to be of high quality. 
 
1 2 3 4 5 
 
 
14) I thought that the tasks I was able to do in the virtual environment were interesting. 
 








Please indicate how much you agree or disagree with the following statements by circling ONE of the 
numbers on the 5-point scale. 
 
1 2 3 4 5 
Strongly 
Disagree 
Disagree Neither Agree or 
Disagree 
Agree Strongly Agree 
 
 
15) I felt that I was able to continuously reuse techniques that I learned on previous tasks on my later 
tasks. 
 
1 2 3 4 5 
 
 
16) I found the haptic hardware to be of high quality (haptics refers to the sense of touch). 
 
1 2 3 4 5 
 
 
17) I found that the sensory information of the virtual environment was consistent. For example, the 
sound of two metal objects colliding sounded metallic. A visually smooth object felt smooth. 
 










ID # ____ 
 
Please rate the following statements based on the experience you just had. 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 
0 1 2 3 4 5 6 7 8 9 
 






  Quite   Very 





For each line in the following table, place an „X‟ in the box that best describes your current 
mood. 
Indicate how you felt about the activity you performed during your experience. 
 
 
 very quite some neither some quite very  
Alert        Drowsy 
Happy        Sad 
Irritable        Cheerful 
Strong        Weak 
Active        Passive 
Ashamed        Proud 
Involved        Detached 
Excited        Bored 
Closed        Open 
Clear        Confused 
Anxious        Relaxed 
 Low         High 
Challenges of the activity 0 1 2 3 4 5 6 7 8 9 
Your skills in the activity 0 1 2 3 4 5 6 7 8 9 
 Not 
at all 
        
Very 
much 
Was the activity important to 
you? 
0 1 2 3 4 5 6 7 8 9 
Was this activity important to 
others? 
0 1 2 3 4 5 6 7 8 9 
Were you succeeding at what 
you were doing? 
0 1 2 3 4 5 6 7 8 9 
Do you wish you had been 
doing something else? 
0 1 2 3 4 5 6 7 8 9 
Were you satisfied with how 
you were doing? 
0 1 2 3 4 5 6 7 8 9 
How important was this 
activity in relation to your 
overall goals? 






















E.1 Breaks in Presence 
 
Witmer and Singer (1998) discuss presence as a combination of immersion and 
involvement with a virtual environment. They define immersion as a psychological state where a 
user believes they are “enveloped by, included in, and interacting with an environment.” The 
strength of that belief is influenced through the technological ability of a system to produce “a 
continuous stream of stimuli and experiences.” Involvement is defined as the psychological or 
cognitive state that emerges due to focusing one‟s attention on some coherent and related set of 
tasks and events. Another way of interpreting involvement is that it is the degree to which the 
environment can construct a convincing and relevant experience based on the sensory 
information provided to the user. With this basic conceptualization of presence, the discussion on 
breaks in presence (BIP) can begin. 
Some authors have suggested that presence be described as a problem of directing 
attention towards a virtual environment (Fontaine, 1992; Nunez, 2004a; Nunez, 2004b; Slater & 
Steed, 2000; Witmer & Singer, 1998). This works particularly well if the definitions of 
immersion and involvement are seen as a means to attract and hold the user‟s focus to the virtual 
world. What then occurs if the user is prevented from being initially attracted and held, or if the 
hold on the user is somehow broken? If either of these happens, then a break in presence would 
be observed. 
Slater (2002) suggests that presence is concerned with maintaining the perception of an 
environment. In this case, presence is the degree to which the secondary environment overrides 
awareness of the primary. Under this definition, presence is achieved when the primary 




stimuli originating from the primary environment rather than the secondary, mediated one (the 
virtual environment) (Slater, 2002). However, others have suggested that the emergence of 
presence relies on more than just immersion (Witmer & Singer, 1998). One could then infer that 
if the user begins to feel uninvolved in the environment, then the opportunity for the user‟s 
attention to wander will be provided. 
A break in presence can then occur when a user attends to a stimulus that fails to support 
the message of the secondary environment. This means that breaks in presence can be 
unintentionally generated from the mediated environment itself if any of its components do not 
adequately support one another. Essentially, all components of the environment must be 
carefully designed to ensure that the desired user experience is obtained. Recent work has built 
upon Slater‟s ideas (2002) of BIPs. Chertoff, Schatz, McDaniel and Bowers (2008) provide 
categories of presence-breakers and the situation in which they may occur (see Table 11). An 
explanation of each of these categories follows. 
External interference is caused when the real world environment provides input at a level 
high enough to be noticed by a user. This could be caused by loud conversation or by the 
hardware physically interfering with the user performing a task. Essentially, the system interferes 
or prevents the user from adequately interacting with the content of the environment. 
Internal interference is caused by the user turning to an internally created environment, 
rather than attending to the desired mediated one; it is the equivalent of day-dreaming or losing 
sight of one‟s goals. This type of BIP could emerge due to the environment not adequately 





Table 11 - Example causes of breaks in presence 
When a virtual environment is inconsistently mediated, there is not enough fidelity to 
support the participant‟s active engagement with the secondary environment in a temporally 
satisfying fashion. Such breaks in presence can be particularly jarring when a high-fidelity 
experience is suddenly transformed into a low one. For example, a participant might be exploring 
a virtual forest with trees rendered in stunning detail, but when animals or additional avatars 
wander into the scene, the graphics and audio lag noticeably. At this point in time, the participant 
is harshly reminded of the secondary environment‟s dependency on machinery from the primary 
environment. System level issues such as network delay, hardware limitations, or software 
glitches are primary contributors to this type of disjointedness. The inability of the environment 
to support user actions can also be viewed as a contributing factor. 
Category Description Example 
External 
interference 
The primary environment interferes. A participant is engaged with a dismounted-
solider simulator, but he can hear people in 
the next room discussing their lunch plans.  
Internal 
Interference 
The user‟s internal thoughts interfere. A participant is engaged with a computer-
based task trainer, but something distracts 




The mediated environment fails to 
consistently support its output message or 
media. 
A participant is engaged in virtual-flight 
simulator, but the program freezes or runs 




The mediated environment contradicts 
participants‟ established schema. 
A participant is engaged with a police 
simulator. She is tracking a (simulated) 
suspect through a building, but she is 
distracted when she tries to open a door that 
she learns she cannot interact with because 




The mediated environment evokes too many 
(potentially-contradictory) schemas. 
A participant is working with a virtual 
library. Each attempt to articulate a request 
for information returns massive amounts of 
data, most of which is irrelevant and atypical 





In the case of contradictory mediation, the information being presented by the mediated 
environment does not appropriately match the expectations and schema of the user. This 
mismatch can occur either at the start of the user‟s experience, or if the environment suddenly 
changes the information mid-experience. Without any previous experience with which to match 
the current environment, a break in presence occurs while new schemata are developed. With 
regards to script theory, this could be viewed as the process of assimilation and accommodation. 
For example, in a game a player could place an item in a location that will allow him to transport 
back to the location where the item was placed at any time. If half-way through the game, 
transporting suddenly sends the player to a random location, rather than the expected location, 
contradictory mediation would have occurred. It is important to note that had the system 
indicated that the transportation item was currently not working due to some story element, a 
contradictory mediation would not have occurred. The system would have acted to adjust the 
user‟s expectations and schema before a break in presence could occur. 
In addition to a lack of information in key virtual scenarios, too much information can 
also lead to breaks in presence. The inclusion of too much information is described as unrefined 
mediation, in which virtual stimuli from the environment are not fully packaged into forms easily 
absorbable by humans. For example, a user exploring a multi-user virtual world might be unable 
to immediately assimilate or respond to the myriad demands for attention from other characters, 
the environment, and objects within that environment. Instead, they first must relocate to a less 
popular location or otherwise attenuate environmental stimuli to a manageable level. This forces 
them to attend, at least momentarily, to external cues such as controls or input devices. Basically, 
the environment specified goal for the player to interact with the environment is not attainable, as 




task challenge is explored further in the discussion on flow that follows. Information atypical to a 
given scenario may also be problematic; this type of information is present when an individual‟s 
expectations for the secondary environment are not compatible with what is actually occurring 
within that experience. 
In other words, information (sensory, cognitive, or otherwise) that cannot be readily 
assimilated into a coherent unit of knowledge will often result in “information overload” (Carey 
& Kacmar, 1997). Slater (2002) provides support for this notion‟s relevance to virtual 
environments when he discusses how information has to be consistent in order to encourage a 
greater probability that the correct interpretation for the environment will be selected. As the 
example of unrefined mediation suggests, more information and inputs from the mediated 
environment are not necessarily advantageous. Even if a virtual environment encourages 
presence, it may be lost if participants are forced to focus their attention on absorbing, 
assimilating, and making sense of conflicting information. This is likely to cause participants to 
shift their focus away from the mediated environment to their own, internal environment. 
Slater, Brogni, and Steed (2003) looked at the use of heart rate as an indicator of a break 
in presence. Subjects interacted with several urban virtual environments in a CAVE-like system. 
They were instructed to press a button whenever they felt a break in their presence had occurred. 
The authors found that mean heart rate increased and peaked about 1 second before a break in 
presence was signaled. Mean skin conductance was also found to increase and reach a peak 
approximately 1.8 seconds after a break in presence was signaled. It was confirmed that the 
increase in heart rate and skin conductance was not due to the result of pressing the button, but 




In a more recent study, Slater et al. (2006) again looked at the relationship between 
physiological responses and breaks in presence in a social bar setting in a CAVE-like system. 
Changes to heart rate (through EKG) and skin conductance (through GSR) were measured. 
Participants were first put through a training phase before the experiment phase. At four equally 
spaced times during the experimental phase, a break in presence in the form of the display going 
completely white was induced. Each of these white-outs lasted for two seconds. The entire 
experimental phase lasted for five minutes. It was found that both the GSR and heart rate 
changes were indicative of breaks in presence. Heart rate decreased after the white-out, 
indicating potential surprise by the user. 
 
 
E.2 Breaks in Presence Study 
 
The experiment described in this appendix investigated two hypotheses regarding the 
measurement of breaks in presence. Specifically, this experiment looked at whether breaks in 
presence can be applied to desktop environments and attempted to extend the work of Slater et al 
(2006) to a different equipment configuration. This processes involved inducing a screen white-
out while a participant performed a task. Additionally, this experiment looked at how presence 
was affected when a participant performed a cognitively engaging task compared to an 
exploration task. Positive results regarding the involvement of the user on presence would 





Hypothesis 1: Presence is positively affected by the inclusion of a cognitively engaging 
task. 
Hypothesis 2: Physiological responses to sensory breaks in presence (BIP) can be 
measured using heart-rate variability (HRV) in desktop display environments, regardless of 
display type. 
Hypothesis 3: There is no statistically significant difference in the presence of BIPs due 
to display type. 
The use of physiological measurements to study breaks in presence is a recent technique. 
As such, the proper analysis technique for use in presence studies is still under investigation. 
However, there are general analyses techniques that have been studied and are applicable (Task 
Force of The European Society of Cardiology and The North American Society of Pacing and 
Electrophysiology, 1996). These techniques involve converting the time between heart beats, 
known as the R-R interval, into the frequency domain. This process utilizes a Fourier transform 
to create a power spectrum. There are three regions that appear as a result of this transformation: 
high frequency (HF), low frequency (LF), and very-low frequency (VLF). The HF component is 
related to respiration and comes from vagal activity (heart rate) or the parasympathetic nervous 
system. The LF component is believed to come from both parasympathetic (“rest and digest”) 
and sympathetic (“fight or flight”) activity. The VLF component is typically associated with the 
night/day cycle, so it is only expressed over 24-hour periods of study. Breaks in presence, being 
punctuated events, would be expressed through changes in the HF and LF components. Initial 
work by Slater et al. (2006) supports this claim. Thus, this experiment further investigated how 







Breaks in presence have previously been studied in immersive environments within the 
context of external interference through display white-out (Slater, et al., 2006). When faced with 
the white-out, the participant had to subconsciously recognize that important sensory information 
was no longer coming from the mediated environment, and possibly choose to attend to any real 
world sensory information instead. Participants experiencing this type of break exhibited a 
distinguishable physiological response through cardiovascular and skin conductance measures. 
However, the work described by Slater et al. (2006) involved the use of an immersive CAVE-
like display. The experiment described in this chapter attempted to determine whether those 
findings could be extended to desktop environments where visual immersion came from a head-
mounted display or where only a monitor was used. Thus, one hypothesis of the work presented 
here was that physiological responses to BIPs could be measured using heart rate variability in 
desktop display environments with and without additional visual immersion devices. Further, it 
was hypothesized that there should not be a statistically significant difference in heart rate 





Twenty-three male students from the general campus population were recruited for the 
first experiment. Mean age of participants was 23.4 with a standard deviation of 7.26. 




no restrictions on background were imposed. Participants were awarded $5 after the completion 
of the study. Participants were provided an informed consent form discussing the possible effects 
of participation in the study (simulator sickness). Additionally, participants were informed that at 
any time during the experiment, they could stop. 
 Participants were alternately placed into one of two groups regarding view condition. 
One group viewed images on a LCD monitor, while the other group viewed images while 
wearing special 3D goggles. All participants performed the same tasks and were measured in the 
same manner. Only view condition varied between the two groups. 
 
 
E.2.1.2 Apparatus and Test Environment 
 
Participant heart data was recorded using a Polar RS800 Running Computer. This device 
included a watch that the participant placed on their wrist and a heart-monitor band placed 
around their chest. Inter-beat intervals (the time between successive heart beats) were recorded at 
1ms intervals on the watch. Recorded data was later transferred to a desktop computer for 
analysis after the experiment. Participants were seated while heart rate recording occurred. 
Interaction with the test environment occurred through a mouse and keyboard connected 
to a standard personal computer (AMD Athlon 3800+ 64 X2 processor, 2GB of memory, a 
Geforce 7800 GT graphics card, running Microsoft Windows XP Professional). All images were 
presented on a 19” LCD monitor at a refresh rate of 60Hz and a resolution of 800x600. This 
resolution was chosen as it was consistent with the resolution provided by the HMD. Participants 




800x600 displays that transform the monitor images into 3D. Participants in the monitor 
condition viewed images from the monitor alone. 
During data collection, the lights in the room were turned off. This was done to keep the 
participant focused only on the images from the display and not on anything else in the 
experiment room. Participants viewed and interacted with a virtual park environment. The park 
was populated by a pond, a path through the park, trees, vegetation, and rocks (see Figure 5). In 
the experimental phase, light poles were also added that the participant interacted with in order to 
complete their task (see Figure 6). The park environment was created using Valve‟s Half-Life 2 









Figure 6 - The starting area of the park 
 








Participants first filled out a demographic questionnaire along with the Tendency towards 
Presence Inventory (Thornson, Goldiez, & Le, 2009). Participants were then verbally instructed 
on how to put on the heart monitor band. Participants were then directed to a nearby bathroom 
where they could put on the watch and band in private. Once it was determined that the band and 
watch were properly communicating and that heart rate data was being recorded, participants 
were given instructions regarding the first phase of the study. 
Participants were provided with five minutes to practice navigation with the keyboard 
and looking around with the mouse or HMD in the virtual environment. A different starting 
location than the one used during the experiment phase was used. As this study was not 
concerned with performance, any knowledge learned by the participant while in the training 
phase was not expected to have an influence on the final analysis. After the training phase ended, 
participants completed the ITC-SOPI presence questionnaire (Lessiter, Freeman, Keogh, & 
Davidoff, 2001). 
After completing the ITC-SOPI, participants were given instructions regarding the 
experimental phase task. Throughout the map were eight tall light poles (see Figure 6). Once the 
participant took a step forward, a white, sparkling effect appeared on all of the light poles. The 
participant‟s task was to turn off all of the lights. However, the effects on each light pole were 
connected. Toggling the effect on one light pole would also cause the light poles before and after 
to switch to their opposite states. If the participant successfully turned off all of the lights, they 




Participants had eleven minutes to complete this task. Every two minutes a break in 
presence was induced by making the screen go white. The screen white-out lasted for two 
seconds. A total of five breaks in presence were induced. 
After their time was up, participants were again asked to complete the ITC-SOPI 
questionnaire. Following that, a debriefing session was performed. The participant was given a 
debriefing form and a discussion regarding the true purpose of the study ensued. Any questions 
about the use of deception and the true study purpose were answered at this time. The ITC-SOPI 
was administered prior to the debriefing in order to prevent bias from the explanation of the 
deception from interfering with the subjective results. At the conclusion of the debriefing, the 





Recorded subjective presence data was used to explore hypothesis 1, that a cognitively 
engaging task would increase presence. Several analyses were performed on the resulting 
physiological data to test hypotheses 2 and 3 regarding the observance of BIPS. An analysis of 
the physiological data is presented first. 
Data from three participants was discarded before analysis. Heart rate measures were not 
properly recorded for one participant. The other two participants encountered an Internet 





E.2.2.1 Physiological Data Analysis 
 
Data collected using the Polar RS800 was transferred from the watch to a PC using 
Polar‟s ProTrainer software (Polar Electro, 2009). HRV data for the training and experimental 
phases was saved to separate text files. For the data from the experimental phase, additional files 
were created for the pre- and post- break in presence time periods. Thirty samples before and 
after the break in presence were saved, which corresponded to a period of about 20-seconds 
before and 20-seconds after the break in presence. Each text file containing HRV data was then 
imported into the Kubios HRV software package (Biosignal Analysis and Medical Imaging 
Group, 2008). This software automatically determined the mean heart rate (HR) for the 
participant based on the HRV data. A frequency analysis through a Fast Fourier Transform 
(FFT) was subsequently performed. This resulted in three frequency bands: a very low frequency 
(VLF) which ranged from 0.0 to 0.04 Hz, a low frequency (LF) which ranged from 0.04 to 0.15 
Hz, and a high frequency (HF) which ranged from 0.15 to 0.4 Hz. A FFT window width of 128 
and an overlap of 50% were used. The interpolation rate was left at the default of 4 Hz. The 
resulting means and standard deviations based on all participant data for both viewing conditions 
during the training and experimental phases can be found in Table 12. 
Several analyses were then performed to determine if view condition, phase, and breaks 
in presence had any effect on the participant‟s physiological data. Differences in mean heart rate, 
HF component, LF component, and LF/HF ratio were investigated. However, a conclusive, 
significant effect on heart rate data was not observed in any of the analyses performed. View 
condition did not have an effect in either the training or experimental phases. Further, differences 




to and post a break in presence revealed little, and nothing which could be considered 
conclusive. Possible reasons for this outcome are discussed in section 3.3. The remainder of this 
section details the analysis procedure for the interested reader. 
Table 12 - Means and std. dev. for the training and experimental phase data 
An independent samples t-test was performed to see if viewing condition had an effect on 
the recorded physiological measures from the training phase. No significant difference was 
found for any of the measures at the p = 0.05 level. This indicates that the differences in viewing 
condition of this study had no impact on the physiological data recorded while performing an 
exploration type task during the training phase. 
A second independent samples t-test was performed to see if viewing condition had an 
effect on the recorded physiological measures from the experimental phase. No significant 
difference was found for any of the measures at the p = 0.05 level. This indicates that the 
differences in viewing condition of this study had no impact on the physiological data recorded 
during the experimental phase. Furthermore, due to the occurrence of breaks in presence during 
this phase, these results give initial indication that the overall effects of breaks in presence are 
not dependent on viewing condition. A more in depth analysis of the effects of breaks in 
presence can be found later in this section. 
Variable Mean (HMD) Std. Dev. (HMD) Mean (Monitor) Std. Dev. (Monitor) 
Training Phase 
Mean HR (bpm) 77.17 12.69 81.91 13.62 
HF (n.u.) 30.27 17.60 28.35 13.79 
LF (n.u.) 69.73 17.60 71.65 13.79 
LF/HF Ratio 3.91 4.03 3.35 2.10 
Experimental Phase 
Mean HR (bpm) 77.47 11.73 79.42 16.12 
HF (n.u.) 40.59 24.13 32.11 19.14 
LF (n.u.) 59.41 24.13 67.89 19.14 




Next, a comparison of the physiological measures between the training and experimental 
phases was performed for each view condition. A paired samples t-test was performed between 
the training and experimental phase for the monitor condition and then for the HMD condition. 
Following that, an overall comparison between the training phase and experimental phase was 
performed. 
The results for the monitor condition are reported first. A paired samples t-test was 
performed on heart rate, HF component, LF component, and LF/HF ratio measures. No 
significant difference between any of the variable means was found at the p = 0.05 level. These 
results indicate that phase had no impact on the recorded physiological data for the monitor 
condition. 
Next, the results for the HMD condition are reported. A paired samples t-test was again 
performed. No significant difference between the variable means was found at the p = 0.05 level. 
These results indicate that phase had no impact on recorded physiological data the HMD 
condition. 
Since phase had no impact when looking at the monitor and HMD conditions 
individually, another analysis was performed to see if phase had an impact when participant data 
from both view conditions were combined. Again, a paired samples t-test was performed on the 
mean heart rate, HF component, LF component, and the LF/HF ratio variables. No statistically 
significant difference between the variable means was found at the p = 0.05 level. However, The 
LF component and HF component were close to significant (t19 = -1.999, p = 0.06 and t19 = 
1.999, p = 0.06, respectively). This indicates that overall, phase might have some level of impact 




experiment phase compared to the training phase, so a further study would be needed to 
determine which aspect of the phase likely contributed to these results. 
Table 13 - Pre- and post-BIP LF/HF ratios for each condition (30 samples) 
An analysis of the effects of breaks in presence on physiological data is presented next. 
Means and standard deviations of the LF/HF ratios before and after each break in presence for 
the monitor and HMD conditions can be found in Table 13. Previous work by Slater et al. (2006) 
indicated that changes in heart rate variability due to mental stress are characterized by an 
increase in the LF component, and a decrease in the HF component. Thus, if the break in 
presence had an effect on the participant, it should be visible through a significant increase in the 
post-BIP LF/HF ratio compared to the pre-BIP LF/HF ratio. In order to control for statistical 
outliers, sample pairs where either the pre- or post-ratio was more than 2 standard deviations 
away from their respective mean were removed from the analysis. 
Break Number Pre LF/HF Ratio Pre LF/HF Std. Dev. Post LF/HF Ratio Post LF/HF Std. Dev. 
Monitor Condition 
1 3.49 2.66 2.60 1.90 
2 2.81 3.52 2.17 2.13 
3 3.02 2.46 1.99 1.17 
4 2.10 1.41 1.61 1.26 
5 2.27 2.01 2.62 2.15 
Average 3.76 2.84 2.22 1.01 
HMD Condition 
1 1.80 1.25 1.60 1.09 
2 1.03 0.94 3.27 2.80 
3 2.23 2.30 2.36 1.41 
4 5.71 5.22 1.91 1.27 
5 3.28 2.93 2.33 2.78 
Average 2.88 1.89 3.56 4.14 
Collapsed View Conditions 
1 2.68 2.13 1.91 1.26 
2 1.92 2.66 2.72 2.48 
3 3.04 2.82 2.33 1.42 
4 5.11 6.37 1.81 1.21 
5 3.07 2.74 2.46 2.35 




A paired samples t-test was performed for each of the five pre- and post-BIP LF/HF ratio 
pairings from the monitor viewing condition. No pre- to post-BIP pairing was found to be 
significantly different at the p = 0.05 level. This indicates that the break in presence did not have 
an effect on participant‟s heart rate variability when interacting through the monitor. 
Furthermore, rather than seeing the expected trend of the LF/HF ratio increasing after a BIP, the 
opposite was observed. The LF/HF ratio decreased on all but the fifth break in presence, 
indicating that the participant might have been becoming more relaxed. 
Next, a paired samples t-test was performed for each of the five ratio pairings from the 
HMD viewing condition. A significant difference in means was found for the pre- to post-ratio 
pairing corresponding to BIP 2 (t8 = -2.513, p < 0.05). The pairing for BIP 4 was close to 
significant (t7 = 2.292, p = 0.056). BIP ratio pairs 1, 3, and 5 were all found to be not significant 
at p = 0.05. In the case of BIP 2, the expected increase in the LF/HF ratio was observed, 
indicating an increase in mental stress. BIP 3 also saw an increase the LF/HF ratio, but it was not 
statistically significant. All other BIP pairings again saw the opposite effect with the LF/HF ratio 
decreasing, although the differences were not significant. 
Based on the above two analyses, it appears as though breaks in presence have little to no 
effect on heart rate variability regardless of viewing condition. Possibilities for these observed 
results are discussed in section D.2.3. As no significant effect was found for the individual 
viewing conditions, this next analysis looked at whether BIPs had an effect on LF/HF ratios 
regardless of viewing condition. The means for the collapsed LF/HF ratios can be seen in Table 
8. 
A paired samples t-test was again performed for each of the five pre- and post-BIP ratios. 




2.243, p < 0.05), no significance was found for the remaining BIP pairings at the p = 0.05 level. 
In the case of BIP 2, the expected increase in the LF/HF ratio was observed. However, it was not 
a significant increase. All other pairs saw the LF/HF ratio decrease as a result of the break in 
presence. 
An alternative analysis of the effects of breaks in presence on heart rate variability can be 
performed by comparing the average of the five pre-BIP LF/HF ratios to the average of the five 
post-BIP LF/HF ratios (see Table 13 for means and standard deviations). Paired samples t-tests 
indicate that breaks in presence did not have a significant effect on heart rate variability on either 
viewing condition alone. Interestingly, in the monitor condition, the post-BIP LF/HF ratio 
decreased compared to the pre-BIP ratio, while in the HMD condition, the post-BIP LF/HF ratio 
increased. 
When the two viewing conditions are collapsed and analyzed together, a significant 
difference is observed between the pre-BIP and post-BIP ratios (t17 = 2.242, p = 0.039). This 
indicates that, overall, breaks in presence did have some type of effect on a participants heart-
rate variability. However, the post-BIP ratio was again observed to decrease compared to the pre-
BIP ratio, indicating a relaxation effect that is opposite of the expected mental stress result. 
Due to a lack of expected results regarding the LF/HF ratio, an additional analysis 
looking only at changes in pulse before and after a break in presence was performed. Slater et al. 
(2006) observed that for breaks in presence, the most significant results were found for a time 
period about 5 samples before and 5 samples after the break in presence (see Table 14 for means 






Table 14 - Pulse means and std. dev. pre- and post-BIP (5 Samples) 
Again, a paired samples t-test was performed for each pre- and post-BIP pulse from the 
monitor condition. No significant differences were observed at the p = 0.05 level for any of the 
five pairings. For the HMD condition, a paired samples t-test was also performed. A significant 
drop in pulse was observed for the first BIP pair (t9 = 4.151, p < 0.05). However, no other BIP 
pair was significant at the p = 0.05 level. Combining the data from the two conditions reveals 
similar results. The first BIP pair showed a significant drop in pulse (t19 = 3.523, p < 0.05), but 
no significant change for the remaining BIP pairs. These results indicate that an initial effect due 
to BIPs might be observed, but subsequent BIPs do not result in the same, if any, physiological 
response. 
Similar findings are observed when the pre- and post-BIP pulses are averaged together. 
The difference in pre- to post-BIP pulses is close to significant for the HMD condition (t9 = 
1.985, p = 0.078). A significant change in average pulse was not found in the monitor condition 
Break Number Pre Pulse Mean Pre Pulse Std. Dev. Post Pulse Mean Post Pulse Std. Dev. 
Monitor Condition 
1 79.12 15.83 77.66 16.78 
2 80.68 16.24 81.56 17.30 
3 83.22 15.91 83.00 18.45 
4 81.56 12.53 83.20 13.82 
5 81.06 14.38 81.64 16.41 
Average 81.13 14.38 81.64 16.17 
HMD Condition 
1 77.00 14.26 72.38 12.79 
2 77.16 13.06 75.12 13.88 
3 77.56 11.67 76.84 13.67 
4 78.42 12.89 77.76 12.27 
5 77.90 13.15 78.24 13.30 
Average 77.61 12.55 76.07 12.90 
Combined 
1 78.06 14.70 75.02 14.77 
2 78.92 14.46 78.34 15.62 
3 80.39 13.89 79.92 16.11 
4 79.99 12.48 80.48 13.02 
5 79.48 13.01 80.51 14.72 




at the p = 0.05 level. This finding, combined with the individual BIP analysis indicates that a BIP 
appears to have some type of effect for viewers using an HMD. However, when the view 
condition data is combined, a significant change in pulse due to the break in presence was not 
observed at the p = 0.05 level. 
Due to the inability to consistently detect breaks in presence, there is no evidence to 
either support or reject Hypotheses 2. Due to the inability to detect BIPs, an analysis of the 
difference in number of BIPs (Hypotheses 3) could not be performed. Therefore, no claims can 




E.2.2.2 Subjective Data Analysis 
 
Subjective data was recorded using the ITC-SOPI presence questionnaire at the end of 
the training and experimental phases. The ITC-SOPI has four scores associated with it: a spatial 
presence score (SPS), an engagement score (ES), an ecological validity/naturalness score 
(EVNS), and a negative effects score (NES). Two types of analysis are performed here. The first 
looks at differences in reported presence scores between the monitor and HMD conditions (see 
Table 15). The second looks at differences in reported presence between the training and 







Table 15 - ITC-SOPI presence factor means and std. dev. by view condition 
Table 16 - ITC-SOPI presence factors means and std. dev. by phase 
An independent samples t-test was performed on the questionnaire results from the 
training and experimental phases to determine if viewing condition had an impact on reported 
presence scores. Training phase results are presented first. A significant difference in reported 
engagement was found (t18 = 2.593, p < 0.05). A close to significant difference in spatial 
presence was also found (t18 = 1.924, p = 0.07). No significant differences were found in the 
ecological validity/naturalness or negative effects factors at the p = 0.05 level. These results are 
consistent with previous research that showed HMDs are more presence inducing than monitors. 
During the experimental phase, no significant difference in presence score means was found at 
the p = 0.05 level between the monitor and HMD viewing conditions. As the differences between 
the training and experimental phases were limited to the inclusion of a task and breaks in 
presence, it is possible that these new factors contributed to this narrowing effect. However, a 
future study would be required to determine the true cause. A paired samples t-test was then 
Factor Monitor Mean Monitor Std. Dev. HMD Mean HMD Std. Dev. 
Training Phase 
Spatial Presence 2.53 0.49 3.01 0.61 
Engagement 2.72 0.46 3.28 0.49 
Ecological 
Validity/Naturalness 
3.12 0.78 3.16 0.60 
Negative Effects 1.55 0.44 2.00 0.72 
Experimental Phase 
Spatial Presence 3.18 0.48 3.17 0.51 
Engagement 3.41 0.47 3.57 0.33 
Ecological 
Validity/Naturalness 
3.10 0.67 2.82 0.80 
Negative Effects 1.92 0.83 1.88 0.77 
Presence Factor Training Mean Training Std. Dev. Experiment Mean Experiment Std. Dev. 
Spatial Presence 2.77 0.59 3.18 0.48 
Engagement 3.00 0.55 3.49 0.40 
Ecological 
Validity/Naturalness 
3.14 0.68 2.96 0.73 




performed between the training phase and experimental phase questionnaire data for each of the 
ITC-SOPI factors. The results from the monitor condition are presented first. Both the spatial 
presence score (t9 = -3.251, p < 0.05) and the engagement score (t9 = -3.767, p < 0.05) showed a 
significant increase in the experimental phase. No significant difference was observed for the 
ecological validity/naturalness and negative effects scores at the p = 0.05 level. For the HMD 
condition, the engagement score showed a close to significant increase during the experimental 
phase (t9 = -2.101, p = 0.065). The other factors showed no significant difference between 
phases. As breaks in presence occurred in both viewing conditions during the experiment phase, 
these effects are most likely due to the inclusion of the puzzle task participants performed. 
Combining the condition data showed a similar effect. Spatial presence (t19 = -2.83, p < 
0.05) and engagement (t19 = -4.064, p < 0.05) scores were significantly higher after the 
experimental phase than the training phase. No significant differences were observed for the 
other ITC-SOPI factors at the p = 0.05 level. This further indicates that the participant‟s task had 
a statistically significant effect on their reported presence scores. Therefore, Hypothesis 1 can be 





The results reported in the previous section indicate that for the conditions studied, breaks 
in presence do not have a significant overall effect on cardiovascular measures. Neither pulse nor 
the LF/HF ratio significantly changed between the training and experiment phases for either 




findings do not match previous results which saw a significant change in the LF/HF ratio 
between the training and experimental conditions (Slater, et al., 2006). Both the previous study 
and the first study reported here utilized a training phase with an exploratory task. Likewise, the 
experimental phase introduced a more interactive task. One possibility for the differences 
between the studies is that participants in the previous study were put in an anxiety producing 
training environment that was uniquely different from the experimental bar environment. In the 
study presented in this chapter, both the training and experimental phases used slight 
modifications of the same park environment, creating a consistent level of mental stress from the 
environment. 
The general lack of significance in physiological measures before and after a break in 
presence in terms of heart rate variability and pulse is surprising. However, it is quite possible 
that the observed heart rate variability results were due to the recording device used. The RS800 
has a polling rate of about 1 Hz (one sample per second). This is far below the sampling rate of 
256 Hz used by Slater et al. (2006) and that of 500-1000 Hz recommended by the Kubios 
software. Because of the lower sampling rate of the RS800, variability in the recorded data may 
have had a much larger effect. This variability manifested itself during the power spectrum 
analysis. A minimum of 30 samples is required by the Kubios software, which corresponded to 
about 20 seconds before and after the break in presence. More than 30 samples could not be 
included, as after about 20-30 seconds the sympathetic system has reset itself, and the effects of 
the break in presence would be gone. With high variability in the minimum 30 samples, the 
power spectrum results are largely unreliable. While the data was visually inspected for artifacts 




fidelity of the recording device very likely played a major role in the lack of heart-rate variability 
results. 
On the other hand, the analysis of pulse data before and after the first break in presence 
did reveal a slight difference due to view condition. A significant drop in pulse was detected in 
participants using the HMD. This effect is not in itself surprising, since this point was the first 
time participants were subjected to an unexpected action. Because their pulse dropped, it is safe 
to conclude that the change was due to a startle response resulting in changes to their respiratory 
rhythm. A drop in pulse was also observed in the monitor condition, lending support to the 
reaction being from a startle reflex. However, the drop in the monitor condition was not 
significant. Given the low sample size (n = 10) for each condition, further study is warranted 
before the results can be considered conclusive. 
Further, although not officially quantified, several participants made verbal remarks 
during the first and second BIPs. These remarks included outbursts of surprise (“what was 
that?”) and questions of wonder (“was that supposed to happen?”). This indicates that there was 
a potential behavioral component to BIP reactions. A future study would be needed to investigate 
this observation in more detail such that conclusions could be drawn. 
With regards to the hypotheses of this study, there is little evidence to support the claim 
that sensory breaks in presence can be measured using heart rate variability in a desktop 
environment. However, these findings should not be considered conclusive as the use of a low 
sampling rate heart monitor device may have largely contributed to the results. It is clear from 
this study that a much higher sampling rate is needed to produce accurate results. Because of the 
lack of support for the hypothesis that sensory BIPs could be measured, it is difficult to make any 




monitor and HMD viewing conditions. While no differences in the heart rate variability data 
were found, the sampling rate issues relegate any findings inconclusive. However, when 
examining changes in pulse, there is some evidence that viewing condition does play a role, at 
least for the initial break in presence. Nevertheless, due to the low sample size, nothing 
conclusive can be said. 
More definitive results were found in the subjective responses. As expected based on 
previous findings (Lee K. M., 2004), training phase spatial presence and engagement scores were 
higher when using a more immersive display type. This is especially relevant given the 
participant‟s task to explore the park environment during the training phase. It is also possible 
that the difference was due to the novelty of viewing a virtual environment through a HMD. 
Regardless of the cause, the HMD condition was more presence inducing than the monitor for 
the exploration task. 
In spite of these inconclusive findings, a comparison of the presence scores taken from 
the training and experimental phases revealed interesting results. For the monitor viewing 
condition, a significant increase in spatial presence and engagement scores was observed in the 
experimental phase. Likewise, for the HMD condition, the increased engagement score was close 
to significant. When viewing condition data was combined, both the spatial presence and 
engagement scores were observed to significantly increase compared to the training phase. As 
breaks in presence occurred in both viewing conditions during the experimental phase, the only 
remaining difference between the training phase and experimental phase was the puzzle task. 
This indicates that the puzzle task of turning off the light poles was the probable cause of the 
increase in presence. This task was cognitively demanding, as the participant had to plan out 




on and off. These results provide clear support for the hypothesis that cognitive engagement 





While the lack of definitive results regarding the measurement of breaks in presence 
using heart rate variability is disappointing, it is very likely that results would improve with 
higher resolution recording devices. Nevertheless, changes in pulse due to an environment 
reaction might still be viable for investigating breaks in presence and for presence in general. 
What is clear from this study is that the inclusion of an engaging task on a monitor can 
increase a participant‟s reported presence to the same level as if they were using a more 
immersive and novel HMD display. This supports the idea that experiential design leads to 
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