The coupled climate-chemistry model ECHAM4.L39(DLR)/CHEM is presented which enables a simultaneous treatment of meteorology and atmospheric chemistry and their feedbacks. This is the first model which interactively combines a general circulation model with a chemical model, employing most of the important reactions and species necessary to describe the stratospheric and upper tropospheric ozone chemistry, and which is computationally fast enough to allow long-term integrations with currently available computer resources. This is possible as the model time-step used for the chemistry can be chosen as large as the integration time-step for the dynamics. Vertically the atmosphere is discretized by 39 levels from the surface up to the top layer which is centered at 10 hPa, with a relatively high vertical resolution of approximately 700 m near the extra-tropical tropopause. We present the results of a control simulation representing recent conditions (1990) and compare it to available observations. The focus is on investigations of stratospheric dynamics and chemistry relevant to describe the stratospheric ozone layer.
Introduction
Comprehensive numerical models describing different components of the atmospheric system are important tools for understanding the Earth's climate system and for assessing its future evolution by means of scenario simulations. In recent years, strong efforts have been made to improve the quality of such models. With increasing computer power, it has become possible to increase the complexity and spatial resolution of these models. In addition to the efforts to couple the atmosphere with ocean general circulation models (AGCMs and OGCMs, respectively), recent improvements of AGCMs include, for instance, a better representation of land surface processes.
There have also been efforts to incorporate changes in the chemical composition of the atmosphere into AGCMs. Special attention is dedicated to a more appropriate representation of greenhouse gases (GHGs). Increasing abundances of many important GHGs, among them carbon dioxide, methane, nitrous oxide, and chlorofluorocarbons, have been observed during the last decades (IPCC, 1996) . They lead to a warming of the lower troposphere and to a cooling of the stratosphere, generally referred to as additional greenhouse effect (e.g. Austin and Butchart, 1994; Mitchell et al., 1990; Rind et al., 1998; Roeckner et al., 1999; Santer et al., 1996; Shindell et al., 1998a) . Chemically induced temperature changes also alter other meteorological features, such as circulation patterns, storm tracks, and precipitation. In turn, transport, temperature, and radiation influence the abundance of chemically active trace gases, such as nitrogen oxides, ozone, carbon monoxide, and methane, e.g. due to the temperature dependence of photochemical reaction rates. Hence, atmospheric chemistry and dynamics constitute an interactively coupled system. An adequate treatment of ozone in AGCMs is particularly important to improve the agreement of simulated and observed temperature trends Santer et al., 1999) . However, in most AGCMs, prescribed GHG concentrations including ozone are applied, thus neglecting the interaction of chemistry and climate. Moreover, some AGCMs cannot treat different GHGs separately. They simply rely on the concept of equivalent CO 2 concentrations. This concept may be adequate to describe the influence of changing abundances of long-lived GHGs. However, it is neither suitable to assess the impact of short-lived radiatively active gases nor can one account for the effects arising from interactions of dynamic and chemical changes.
Only recently, a very limited number of papers discussing long-term integrations performed with interactively coupled chemistry-AGCMs have been published (e.g. Shindell et al., 1998b; Austin et al., 2000) . The development of interactively coupled chemistry-AGCMs like the ECHAM4.L39(DLR)/ CHEM model (hereafter referred to as E39/C) presented in this paper constitutes an important milestone to improve our understanding of the dynamic-chemistry feedback mechanisms in the atmosphere.
In this paper, we present the first interactively coupled chemistry-climate model, which allows one to study chemistry-climate feedback mechanisms in decadal integrations, and in which the physical, chemical, and transport processes are calculated simultaneously at each time-step (30 minutes). This means great progress with respect to similar model systems, which use either simplified chemistry parameterizations, or with which shorter simulations of specific episodes are carried out, due to a necessary short time-step in chemistry. In discussing the model results, we focus on the features relevant for describing the development of the stratospheric ozone layer. Special emphasis is given to the dynamics of the stratospheric polar vortices and the chemical composition of the lower stratosphere, particularly the abundances of ozone, water vapour, and chlorine oxides. Climatological model results are validated with available long-term observations. We employ a particular version of the AGCM ECHAM4 (Roeckner et al., 1996) for the dynamic component.
The applied chemistry module is an updated version of the chemistry module CHEM which was originally used in conjunction with the former version of the ECHAM model. This previous model, ECHAM3/CHEM , was employed in several studies to assess the behaviour of the ozone layer (Grewe and Dameris, 1997; Grewe et al., 1998) , to assess its possible future development (Dameris et al., 1998a) , and to investigate the chemical effects of aircraft emissions (Dameris et al., 1998b; Grewe et al., 1999) . A major shortcoming of the ECHAM3/CHEM model system was the fact that the impact of changes in concentrations of chemical species to the radiation could not adequately be represented, as the radiation scheme of ECHAM3 (Roeckner et al., 1992) was not designed for this purpose.
Since AGCMs have been predominantly used as tools to reproduce realistic climate patterns, development and validation of AGCMs have been usually focussed on a realistic representation of tropospheric meteorological processes. Stratospheric dynamics have been often viewed to be of secondary interest. Therefore, the latter has only been crudely represented in many AGCMs. To give one example, ECHAM3/ CHEM tends to simulate too stable stratospheric polar vortices in winter and spring, i.e. too strong westerly winds and too low temperatures, particularly in the northern hemisphere . Systematic errors of this kind have often been attributed to a low model top. However, it is important to note that such features may also be found in a considerable number of Middle Atmosphere-GCMs (MA-GCMs), extending from the Earth's surface up to mesospheric height levels (Pawson et al., 2000) .
Some shortcomings found in the ECHAM3/CHEM results concerning stratospheric dynamics and chemistry may be attributed not only to its top layer at 10 hPa, but also to its low vertical resolution, particularly in the lower stratosphere . To overcome these problems, two different upgraded versions of the coupled model have been developed: MA-ECHAM4/CHEM and E39/C. The first version is based on the MA-ECHAM4 model (Manzini and McFarlane, 1998) , which extends to a top level at 0.01 hPa using 39 levels to eliminate problems arising from having the top level at 10 hPa. However, in MA-ECHAM4, the vertical resolution in the upper troposphere and in the lower stratosphere is not substantially enhanced relative to the ECHAM4 standard version.
By chance, the second version, E39/C, which is introduced in this paper, also uses 39 levels. In contrast to the MA-ECHAM4, additional levels are mainly added in the upper troposphere and lower stratosphere in order to reduce the problems arising from the relatively coarse vertical resolution of the standard version with 19 vertical levels (L19). In E39/C, the top model layer remains at 10 hPa. In the long-term, a model with increased vertical resolution near the tropopause and an enhanced upper boundary is certainly desirable. However, long-term integrations with such a model are currently beyond our practical limits of computational resources. The inclusion of the middle atmosphere requires a smaller dynamic time-step (e.g. 15 minutes in MA-ECHAM4) and a larger number of tracers. Combined with an increased vertical resolution as adopted in E39/C, decadal integrations with such a model would exceed the necessary computer power (CPU-time and mass storage) significantly, e.g. a simulation of a 24-year period with E39/C currently requires approximately 8000 hours CPU-time on a single CRAY-J90 processor and produces nearly 200 GBytes of data.
In Sect. 2, general features of the ECHAM4 model and details of the updated CHEM module are described. Section 3 is devoted to a presentation of results of a long-term integration with the interactively coupled E39/C model. Selected dynamic and chemical model features are compared to satellite and ozone sonde measurements. In Sect. 4, possible reasons for the merits and shortcomings of the model are discussed. The main conclusions are drawn in Sect. 5.
Model description
The atmosphere general circulation model ECHAM4.L39 (DLR) (hereafter referred to as E39) (Land et al., 1999) is based on the standard version of the ECHAM4 model (Roeckner et al., 1996) . Whereas the standard version of ECHAM4 uses 19 vertical layers, the number of layers has been increased to 39 in E39, with the highest gain of vertical resolution in the upper troposphere and lower stratosphere, while the top model level remains centered at 10 hPa. The vertical resolution in the extra-tropical tropopause region has been enhanced from approximately 2 km to 700 m. Among other effects, the increased number of vertical levels leads to a lifting of the so-called "sponge" layer of the model, i.e. those uppermost layers, in which horizontal diffusion is gradually enhanced to prevent spurious wave reflection at the upper model boundary. Thus, the domain in which these numerical requirements yield a substantially suppressed model variability (probably the two uppermost layers) is restricted to the region above approximately 25 hPa. In this study, the model is applied with a horizontal resolution of T30, i.e. dynamic processes have a horizontally isotropic resolution of 6 • (nearly 670 km). The corresponding Gaussian transform latitude-longitude grid, on which model physics, chemistry, and tracer transport are calculated with a time-step of 30 minutes each, has a grid size of approximately 3.75 • × 3.75 • . ECHAM4 is based on the primitive equations with the prognostic variables vorticity, divergence, temperature, logarithm of surface pressure, and the mixing ratios of water vapour and cloud water and, optionally, tracer mixing ratios. Water vapour, cloud water, and tracers are advected by the semi-Lagrangian scheme of Williamson and Rasch (1994) , while spectral Eulerian advection is applied to the other prognostic variables. Parameterization schemes for radiation (Fouquart and Bonnel, 1980; Morcrette, 1991; van Dorland et al., 1997) , convection (Tiedtke, 1989) , large-scale cloud formation (Roeckner, 1995) , land surface processes, orographic gravity wave drag (Miller et al., 1989) , and vertical turbulent diffusion (Louis, 1979; Brinkop and Roeckner, 1995) are employed. The model version described here (E39) includes an improved parameterization of water vapour pressure over ice (Sonntag, 1994) . It yields more realistic, i.e. lower, stratospheric water vapour mixing ratios, since water vapour saturation pressure over ice in the ECHAM4 standard model is overestimated at very low temperatures (below 200 K, which can be found near the tropical tropopause or in the stratospheric polar vortices during winter) by 10 to 20 percent. E39 also includes a modified convection parameterization, which ensures non-negative tracer concentrations (Brinkop and Sausen, 1997) .
Notable differences of the tropospheric E39 climatology compared to the standard L19 version are restricted to a few variables, such as cloud coverage and variability of temperature and winds on both daily and weekly time scales (Land et al., 1999) . Climatic mean differences of other quantities are small. The transport characteristics of E39 are clearly superior to the standard L19 model, predominantly due to a substantially reduced numerical diffusion of the semiLagrangian scheme (Rasch and Lawrence, 1998; Timmreck et al., 1999) . Like practically all climate models worldwide, E39/C is not able to generate the equatorial quasi-biennial oscillation (QBO) internally, which affects stratospheric dynamics not only in the tropics but also at mid-and high latitudes. The chemistry module CHEM contains the most relevant chemical processes required to describe stratospheric ozone chemistry, as well as tropospheric background NO x -HO x -CH 4 -CO-O 3 chemistry. It includes heterogeneous reactions on polar stratospheric clouds (PSCs) of type I (nitric acid trihydrate, NAT) and of type II (ice), and on sulfate aerosol. The classical theory of Hanson and Mauersberger (1988) is used to determine when PSCs are thermodynamically possible, based on the simulated temperature and the mixing ratios of HNO 3 and H 2 O. 107 gas phase reactions and 37 chemical species are taken into account. Applying the family concept, only 12 individual species or families have to be transported (Table 1) . CHEM is very economical concerning its numeric resources, since the chemical integration time-step can be chosen as large as the integration time-step of the dynamic model (30 minutes). This enables several long-term (decadal) integrations with the coupled chemistryclimate model E39/C on currently available medium performance computers.
Dry deposition of 10 species and wet deposition of 3 soluble species is included, following Roelofs and Lelieveld (1995) and Dentener and Crutzen (1993) . Monthly mean concentrations of chlorofluorocarbons (CFCs) depending on latitude and altitude are prescribed, at 10 hPa ClX (= HCl + ClONO 2 + ClO x ) and NO y (= NOX + HNO 3 ) are given as upper boundary conditions based on monthly averaged results derived with the 2-D model of Brühl and Crutzen (1993) . The mean total inorganic chlorine mixing ratio (Cl y ) in the model stratosphere amounts to 3.3 ppbv, which is in agreement with observed values around the year 1990 (WMO, 1999) . Presently, CHEM does not include bromine chemistry. This should have an influence on calculated ozone depletion rates, particularly in the northern hemisphere, where the impact of bromine on ozone depletion is assumed to be larger than in the southern hemisphere, since ozone is only partly destroyed by chlorine. This must be taken into account when analyzing the model results.
In addition to the work of Steil et al. (1998) , wet deposition of H 2 O 2 is taken into account. Reaction rates have been up-dated (DeMore et al., 1994 ). An efficient calculation of photolysis rates has been included (Landgraf and Crutzen, 1998) . Nitrogen oxide (NO x = NO + NO 2 ) emissions from lightning (Table 2) are calculated on-line, based on a parameterization using model-calculated cloud top heights Rind, 1992, 1994) . The dependence of flash frequency on model grid size and the amount of NO x emitted per flash are adjusted to yield global NO x emissions from lightning of approximately 5 Tg (N)/yr as a long-term mean in a present day climate. Although published estimates of global annual NO x production from lightning range from as low as 2 to as high as 100 Tg (N)/yr (Logan, 1983; Franzblau and Popp, 1989) , recent estimates seem to converge around 4 to 5 Tg (N)/yr (e.g. Lee et al., 1997; Huntrieser et al., 1998) . Methane and carbon monoxide mixing ratios at the surface have been prescribed using the results of Hein et al. (1997) , and more recent estimates of NO x surface and aircraft emissions have been applied. The cloud parameterization scheme is adjusted to stratospheric conditions to prevent an excessive cloud formation in the polar lower stratosphere and a subsequent extreme dehydration of the polar lower stratosphere.
Usually, prescribed climatological mixing ratios of GHGs have been applied in AGCM calculations without chemistry. In addition many previous AGCMs including chemistry, for example ECHAM3/CHEM, applied prescribed GHG concentrations for the calculations of heating rates. They only employed a mode in which the chemistry module uses meteorological variables of the model, but the dynamic and radiative parts of the model are not influenced by the chemical calculations. Such GCM configurations resemble chemical transport models (CTMs). In contrast, the present E39/C model includes an on-line feedback of chemistry to the dynamic and radiative parts (Fig. 1, bold arrow) . At each time-step, the simulated concentrations of the radiatively active gases ozone (O 3 ), methane (CH 4 ), nitrous oxide (N 2 O), chlorofluorocarbons (CFCs), and water vapour (H 2 O) are used in the radiative calculations. Thus, changes in the abundance of these gases, due to chemical processes, interactively influence heating rates and, consequently, dynamic model variables. Since CH 4 , N 2 O, and CFCs are long-lived GHGs with a nearly uniform mixing ratio, at least in the troposphere, we expect their interactive dynamic-chemistry feedback only to be of minor importance on an interannual time scale. The interactive coupling of the concentrations of the short-lived GHGs O 3 and H 2 O is most important, since they show a relatively high variability, which cannot be approximated adequately by prescribed background conditions. Methane oxidation is quite an important water vapour source in the stratosphere, where prevailing H 2 O concentrations are low and physical water vapour sources and sinks are not as dominant as in the troposphere. Although chemical water vapour production by methane oxidation can also be captured in purely meteorological models by an adequate parameterization (e.g. Simmons et al., 1999) , its inclusion in an interactive chemistry module is certainly much more flexible and conceptually satisfactory.
The present paper focuses on a quasi-equilibrium reference simulation representing the 1990 time slice, i.e. with a carbon dioxide (CO 2 ) concentration of 353 ppmv, sea surface temperatures prescribed to the average of the years 1979 (Gates, 1992 , and chemical boundary conditions representative for the beginning 1990s (Table 3) . After a spin-up period of 4 years, the model is integrated over 20 annual cycles in quasi-equilibrium mode. Results of these 20 years (model years 5 to 24) are analyzed and presented in the following section.
Model results and comparison with observations
This section is devoted to the presentation and validation of model results relevant for describing the development of the stratospheric ozone layer. Since dynamic and chemical processes are critical for the distribution of stratospheric ozone, particularly for ozone loss in polar winter and spring, we look at both chemical and dynamic variables. Dynamic investigations focus on zonal mean temperatures and zonal winds (Sect. 3.1). Stratospheric methane is taken as an indicator of vertical motion inside the polar vortices (Sect. 3.2). With respect to chemistry, the main interest focuses on ozone (Sect. 3.3). Water vapour concentrations are also discussed (Sect. 3.4). Finally, we look at the representation of chlorine activation and deactivation (Sect. 3.5).
It must be kept in mind that the observed data employed for model evaluation also have some shortcomings, indicated by differences between the analyses themselves. Error bars of the measurements are in many cases insufficiently documented. For the current investigation, it is important to use long-term data sets to have a reliable basis for model evaluation. Such data sets are few and we are aware that the conclusions regarding the quality of the model results may be subject to change if other data sets could be or would be used.
Lower stratosphere dynamics
In this subsection, we investigate the dynamics of the E39/C model system in the lower stratosphere, especially in the northern hemisphere. Zonal and monthly means of the zonal model winds (Fig. 2) indicate that the position of the subtropical and polar wind jets are in reasonable agreement with European Center for Medium Range Weather Forecasts (ECMWF) re-analyses for the years 1979-1994 (e.g. Gates et al., 1999) . Sub-tropical and polar night jets are clearly distinguishable, i.e. a transition zone with reduced wind speed is found in both hemispheres under solstice conditions. A more detailed comparison offers some differences with respect to observations. For example, in January, at higher latitudes in the southern (summer) hemisphere, the model does not reproduce easterly winds between 20 and 50 hPa; the northern polar night jet is a little bit too strong. In July, the polar vortex in winter is much stronger than indicated by climatological means of observations (approx. 10 m s −1 ). Pawson et al. (2000) discussed the results of 13 MA-GCMs regarding climatological zonal mean wind fields for January and compared them to corresponding observations (Randel, 1992) . The E39/C results fit into the range of results covered by the MA-GCMs. Some of the deficiencies mentioned above are also detected in some of the MA-GCMs, which indicates that the problems arising in E39/C are not exclusively related to its upper boundary centered at 10 hPa. The model E39/C, which does not generate the QBO internally, indicates permanent easterly winds in the equatorial lower stratosphere, which should enhance the dynamic variability, particularly in the northern winter hemisphere (Holton and Tan, 1982, Dameris and Ebel, 1990) . To illustrate in more detail the capabilities and deficiencies of E39/C in simulating the polar vortex dynamics, we focus on annual cycles of zonal winds and temperatures at 30 hPa. Climatological mean annual cycles of zonal means of stratospheric zonal winds at 60 • N, 30 hPa, and of the temperatures at 80 • N, 30 hPa are presented in Fig. 3 . Figure 4 shows the corresponding results for the southern hemisphere (winds at 60 • S and temperatures at 80 • S). Our model results are displayed in the right panels of Figs. 3 and 4. For comparison, analyses of long-term observations from the National Centers for Environmental Prediction (NCEP, data provided by P. Newman, E.R. Nash, and R.M. Nagatani; can be accessed Brühl and Crutzen (1993) ; Grooß (1996) via "http://hyperion.gsfc.nasa.gov") are displayed in the left panels. Bold black lines in both figures represent climatological averages of 20 years. As a measure of the interannual variability, the shaded areas denote the minimum to maximum range of the data.
Obviously, the model is capable of reproducing a large part of the stratospheric dynamic variability in the northern hemisphere, and of covering the strong inter-hemispheric differences in the variability of lower stratosphere dynamics apparent in the observations. The annual cycles of simulated climatological temperatures and zonal winds in the northern hemisphere are in good agreement with the NCEP data. The winter minimum of the mean temperature is slightly lower in the model (197 K) than in the NCEP analyses (200 K). In summer, modeled maximum temperatures (234 K) are slightly higher than in the NCEP analyses (232 K). Consistent with the temperature difference, modeled mean zonal winds in winter are stronger than observed (35 m s −1 versus 30 m s −1 ). All of these differences are small compared to the interannual variability of the respective variables. Nevertheless, it must be kept in mind that such differences, although small, may affect chemistry. The apparent reversal of zonal winds in the NCEP analyses in summer is reproduced in the model. However, easterly wind speed in early July peaks at only 3 m s −1 (versus 7 m s −1 in the NCEP analyses). The modeled northern hemisphere interannual variability is clearly enhanced compared to former model versions, as will be discussed in more detail below. The present result constitutes a remarkable overall improvement relative to ECHAM3/CHEM results Grewe et al., 1998) .
The comparison of southern hemisphere model results with the NCEP analyses reveals somewhat larger differences. Most striking is a delay of approximately one month in the modeled warming in spring (Fig. 4) . In comparison to ECHAM3/CHEM results , where the time shift was approximately 6 weeks, this is only a marginal improvement. The model is generally not able to simulate the observed wind reversal in summer at 60 • S, 30 hPa (see also Fig. 2a) . The interannual variability (in terms of peakto-peak range) of southern hemisphere polar stratospheric temperatures is obviously underestimated. The minimum temperatures in winter at 80 • S, 30 hPa are significantly lower than in the NCEP data (approximately 10 K). At 50 hPa, differences between model results and observations are smaller, but temperatures are still underestimated by approximately 5 K (not shown). This cold bias in the lower stratosphere is a prominent feature in most AGCMs, including a considerable number of MA-versions (Pawson et al., 2000) . We like to note, however, that this result contrasts with former ECHAM versions, calculating several Kelvin temperatures too high at the 50 hPa level. In ECHAM3/CHEM this temperature bias contributed perceptibly to an underestimation of chlorine activation and the size of the ozone hole. In contrast, the current model, with the cold bias at 50 hPa, yields a high chlorine activation, as discussed in Sect. 3.5.
The remarkable ability of E39/C to reproduce fairly well both the climatological mean dynamic conditions and the dynamic variability in the northern hemisphere lower stratosphere during winter and spring, is further demonstrated in Fig 5. Here, black bold lines represent the modeled climatological mean annual cycle of the zonal mean of the zonal wind at 60 • N, 30 hPa and of the temperature difference between North Pole and 60 • N, 30 hPa, respectively. Both, wind and temperature are in general agreement with NCEP analyses, and with analyses performed at the Freie Universität Berlin (Naujokat et al. (1993) , their Fig. 2 ), e.g. the strongest climatological temperature difference between the North Pole and 60 • N is observed in early January (-15 K), and the model indicates a stronger temperature difference of -20 K at that time. The climatological mean temperature difference is systematically overestimated in the model (-3 K to -10 K between December and March). The reversal of the temperature difference is calculated by E39/C in late March, only a few days later than indicated by the Berlin analysis.
Large deviations of individual model years from the climatological mean state are apparent, indicating a reasonably realistic interannual variability in the model. In -a very stable mid-winter in the model years 17/18 (purple lines).
A complete analysis of all northern model winters indicates that most of these features occur several times during the 20-year simulation. Based upon the definition of a sudden major stratospheric warming, i.e. reversal of the zonal mean wind at 60 • N, 10 hPa, from westerlies to easterlies, and reversal of the zonal mean temperature difference between polar latitudes and 60 • N, from negative to positive values, the model shows only one major warming event with a wind reversal down to 30 hPa. Due to the model's top level which is centered at 10 hPa, model data have been analyzed only for the 30 hPa pressure level. However, five so-called strong minor warmings are found, connected with a reduction of the westerly winds to less than 10 m s −1 . 15 minor warmings are simulated, associated with a reversal of the temperature difference and a clear decrease of the westerly wind speed.
Since a number of individual model years do not show any warming event, it is clear that minor warming happens two times in other years. The years containing warming events, however, do not accumulate in certain periods, which are more active than others. Although the modeled (climatological mean) arctic vortex still tends to be slightly more stable than seen in analyses of long-term observations, particularly in January, the dynamic variability of the present model version is substantially enhanced compared to former model versions.
Stratospheric methane -a tracer indicating vertical motion
Vertical air movement inside the polar vortices is critical for polar ozone chemistry, particularly through its influence on the vertical distribution of inorganic chlorine species. In the last subsection, we have shown that the E39/C model is able to reproduce, to a large extent, the dynamic variability of the lower stratosphere in the northern hemisphere. This is remarkable, because a model with a top layer at 10 hPa may be expected to have difficulties in consistently representing the effects of stratospheric overturning on the lower stratosphere. Indeed, previous models with the top layer at 10 hPa often turned out to be unable to describe the dynamics of the polar vortices during winter sufficiently well. For instance, Grewe et al. (1998) reported shortcomings of the lower stratosphere dynamics at high latitudes in the ECHAM3/CHEM model concerning the vertical motion inside the polar vortex during winter. They calculated mean downward velocities between 0.006 cm s −1 and 0.06 cm s −1 at 50 hPa, whereas mean downward velocities between 0.05 cm s −1 and 0.08 cm s −1 were derived from observations (Tuck, 1989 Fig. 10 ), which seem to be unrealistic. This shortcoming had important consequences for the distribution of chemical species and, therefore, for the rate of chemical reactions, including heterogeneous chemical ozone loss inside the polar vortices.
Since methane is chemically inert during polar night, it may be regarded as a suitable tracer of motion. Figure 6 displays the climatological means of modeled methane mixing ratio at 50 hPa in February, as geographical distribution and as the zonal mean depending on altitude and latitude during northern hemisphere winter (DJF). In agreement with HALOE observations (see Steil et al., 1998) , the area covered by the stratospheric vortex is characterized by reduced methane mixing ratios relative to air outside the vortex, which originate from the downward motion of air (diabatic descent) inside the vortex. In the model, the rate of descent inside the vortex is increasing with altitude, which is in agreement with observations, but it is also obvious that the descent becomes weaker at altitudes around 70 hPa and below. This may be taken as an indication for an upper boundary effect. Additionally, the mean horizontal gradient of methane in the model appears to be smaller than observed. Müller et al. (1996) reported higher gradients from measurements taken during the winters 1991/1992 to 1994/1995. It is, however, important to note that the descent in northern winter is highly variable with stronger downward motions in cold and stable winters, such as those in the beginning 1990s. The modeled mean vertical downward velocity inside the polar vortex at 50 hPa ranges between 0.079 cm s −1 and 0.104 cm s −1 and is in fair agreement with the above mentioned analyses. The results for the southern hemisphere (not shown) are qualitatively similar to the northern hemisphere. However, again the meridional methane gradient seems to be weaker than observed, indicating that the descent inside the antarctic vortex is not strong enough, at least at altitudes below 20 km (see also next subsection).
In summary, we conclude that the model is able to simulate fairly well the descent of air inside the arctic vortex during winter. The simulated descent in the lower part of the southern vortex seems to be underestimated.
Ozone

Ozone columns
In order to check the model's ability to simulate upper tropospheric and lower stratospheric chemistry, we first look at simulated total ozone. Its geographical, seasonal, and interannual variability is compared to observations. Figure 7 displays the temporal evolution of the modeled zonal mean total ozone throughout 20 model years. The most prominent features in the total ozone distribution, i.e. the spring maxima in both hemispheres, the tropical minimum, and the antarctic ozone hole in October, are clearly reproduced. The influence of the arctic vortex circulation regime on total ozone can be identified, with low total ozone in winters with a stable vortex (e.g. model year 17/18) and high total ozone in dynamically active winters (e.g. 16/17). Apparently, the model has reached a quasi-steady state after the 4 year spin-up and does not show a significant drift, neither in total ozone nor in any other parameter. Zonal mean total ozone averaged over the 20 simulated years is compared to an ozone climatology determined from ground-based measurements performed between 1985 and 1997 (Fig. 8) . In tropical regions as well as in the northern hemisphere mid-and high latitudes, the seasonal variations of simulated total ozone are in general agreement with observations. Nevertheless, absolute total ozone values are overestimated by approximately 25 Dobson Units.
In the southern mid-and high latitudes, annual mean total ozone is simulated close to observations, but the seasonal variability of total ozone shows some characteristic deficiencies. As far as high southern latitudes are concerned, they could, at least partly, be attributed to the dynamic deficiencies, i.e. the temperature bias, and the weak descent of air inside the vortex in the lowermost stratosphere, which has been discussed in Sects. 3.1 and 3.2. The mid-latitude Austral spring maximum occurs in August/September, approximately one month earlier than observed. The temporal occurrence of the antarctic ozone hole is in agreement with observations, i.e. minimum total ozone values occur in late September/early October. Total ozone drops below 125 DU inside the antarctic vortex in agreement with satellite observations performed during the 1990s (Total Ozone Mapping Spectrometer, TOMS, and Global Ozone Mapping Experiment, GOME), and ground-based observations. However, total ozone is lower than climatological mean values of ground-based observations from the years 1985-1997 (Fig.  8) , although the contribution of bromine to ozone destruction is absent in the model. This may be compensated by the effects of the cold bias, which yield a strong activation of chlorine (see Sect. 3.5).
Ozone profiles at selected stations
Measurements performed from ozone sondes, which were regularly launched at several sites over multiple years during the second half of the 1980s, are used to validate the model results. Data from six sites located between 74 • N and 90 • S are displayed by squares in Fig. 9 Oltmans et al., 1989) 1985 (Bojkov et al., 1999 Fioletov, pers. comm. 1999). sphere. Only at levels around 30 hPa, model concentrations are slightly higher than the observations. At higher latitudes, low ozone concentrations representative for tropospheric air extend up to somewhat too high altitudes, indicating an overestimated tropopause height. This shortcoming is strongest near the South Pole. Although less pronounced, it is also present in the northern hemisphere, for example, over the stations in Resolute, Canada (74 • N), and Pt. Barrow, Alaska (71 • N, not shown). In contrast, maximum ozone concentrations in the stratosphere are generally in good agreement with observations at all extra-tropical stations in all seasons. The only exception occurs in Antarctica, particularly during winter and spring, where modeled ozone profiles in the lowermost stratosphere differ substantially from observations. This may be attributed to the cold bias problem and to the too weak descent of air-masses inside the polar vortex in the lowermost stratosphere.
To investigate the shortcomings in the south polar region in more detail, an analysis of a deep ozone hole situation is displayed in Fig. 10 , which is representative for all model years. As observed, ozone is almost completely destroyed in a narrow layer. The critical deficiency of the disturbed ozone profile in the model is that this layer is not simulated at altitudes below 50 hPa (e.g. WMO, 1999) showed that the cold bias is also obvious in most MA-GCMs; The reasons for that are still unclear. On the other hand, in MA-GCMs, the downward transport of airmass inside the polar vortices should be improved, which should yield a better reproduction of disturbed ozone profiles in Austral spring.
Zonal mean ozone mixing ratios
In this section, we compare simulated zonal mean vertical ozone distributions and their seasonal evolution to the ozone climatology of Fortuin and Kelder (1998, hereafter referred to as FK98) . The FK98 ozone climatology is based on a combination of ozone sonde measurements from 30 stations around the globe and satellite observations performed by the Solar Backscattered Ultraviolet System (SBUV, SBUV/2) and by TOMS. The climatological data represent the time period 1980-1991. Modeled zonal mean ozone mixing ratios averaged over 20 simulated years are displayed in Fig. 11 for January, April, July, and October. In order to allow an easy comparison between simulated and observed ozone mixing ratios, we calculated differences (model minus observed) after interpolating the observed data to the model grid (Fig. 12) . The general structures of the vertical distributions of ozone mixing ratios and their seasonal variability are quite similar in model and observations. In the lower stratosphere (around 20 km) in both hemispheres, simulated seasonal maxima occur in winter/spring, in agreement with FK98. Near the tropopause, the difference field suggested some deficiencies in the modeled ozone distribution. Generally, modeled ozone mixing ratios appear to be underestimated near the tropopause and in the lowermost stratosphere.
In contrast, modeled ozone concentrations in the uppermost model levels are generally between 0.5 and 1 ppmv higher than those given by FK98. The dipole structure in the difference field, which can be also noticed in some of the station comparisons (Fig. 9 ), may be regarded as an indication of remaining model problems with respect to stratospheretroposphere exchange (Rasch and Lawrence, 1998; Timmreck et al., 1999) . Unfortunately, we cannot estimate the quality of the employed data set of FK98, with respect to error bars at different geographical regions and altitudes. However, it is evident that in some regions the FK98 climatology differs substantially from the ozone sonde observations mentioned in Sect. 3.3.2, particularly in the southern hemisphere, where ozone sonde observations are sparse. Part of the differences may also be attributed to an inconsistency in the time period, for which model simulations and observations are compiled.
As will be discussed in Sect. 3.5, maximum ClO x concentrations in the model occur in the antarctic stratosphere in winter and early spring at unrealistically high altitudes, which is consistent with the ozone hole profile presented in Fig. 10 . This may also contribute to the underestimation of ozone concentrations around 30 hPa and the overestimation in the lowest parts of the stratosphere (around 70 hPa), apparent in Fig. 12 .
Overall, the seasonal variability of simulated ozone concentrations is in good agreement with observations. Particularly, the model yields stratospheric and tropospheric spring/summer ozone maxima at mid-latitudes, and flat seasonal variations in the tropics. Figure 13 displays the modeled zonal mean water vapour mixing ratio averaged over the 20 simulated years for the four seasons. Most obvious is the huge vertical gradient in the troposphere following the temperature gradient. Low water vapour mixing ratios occur near the tropical tropopause where temperatures are low. Since the general (Hadley) circulation is directed upward in the tropics, H 2 O mainly enters the stratosphere in tropical regions. In the absence of in situ sources and sinks, water vapour mixing ratios would, therefore, be almost constant throughout the stratosphere and mainly controlled by tropical tropopause temperatures. However, methane oxidation constitutes an in situ source of water vapour. This source gives a substantial contribution to the stratospheric water vapour budget, resulting in increasing stratospheric H 2 O mixing ratios towards higher latitudes and altitudes, except for regions with strong dehydration. Modeled water vapour mixing ratios are compared to observations from the Halogen Occultation Experiment (HALOE) instrument on the Upper Atmospheric Research Satellite (UARS, Harries et al., 1996; Russell et al., 1993) . HALOE sunset observations (http://haloedata.larc.nasa.gov/home.html) have been evaluated with data retrieval version 19 for the years 1993-1996. They are used to calculate the bi-monthly mean values displayed in Fig. 14 . In spring and fall of both hemispheres,
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Pressure (hPa) Pressure (hPa) Fig. 11 . Climatological monthly averages of the zonal mean ozone mixing ratios (ppmv) in January, April, July, and October, as simulated by E39/C. the data coverage from HALOE is sufficient. For austral winter (JJA), the gap in the HALOE data over Antarctica is filled by MLS data (http://hyperion.gsfc.nasa.gov/Analysis/ UARS/urap/home.html; Pumphrey (1999)). In the arctic winter, MLS does not suggest any dehydration. Hence, extrapolation from mid-latitude HALOE data to high latitudes is feasible.
The comparison between model and satellite observations reveals that the meridional gradient in stratospheric water vapour mixing ratios can be qualitatively reproduced, which is an important improvement compared to conventional AGCMs. This can directly be attributed to the inclusion of the chemical source of H 2 O. Water vapour mixing ratios near the tropical tropopause are slightly overestimated, particularly during northern summer and fall. H 2 O mixing ratios in the stratosphere are systematically higher than in the HALOE observations. This may indicate insufficient ascent due to the low upper boundary. However, another possibility may be that the sub-tropical transport barrier is not adequately represented. Currently, it is not possible to give a comprehensive explanation for this behaviour on the basis of the performed simulation. It might also depend on an apparent temperature bias near the model's tropopause and on numerical vertical diffusion in the model. Dehydration in antarctic winter, though also apparent in the observational data, is overestimated in the model. This behaviour can directly be attributed to the cold bias in antarctic vortex temperatures, as discussed in Sect. 3.1.
Chlorine activation and deactivation
Chlorine activation, i.e. the transformation of long-lived chlorine reservoir species to highly reactive compounds, is crucial for heterogeneous chemical ozone destruction. Due to the limited number of multi-annual global observations, we compare results of the E39/C model with those obtained by the chemical transport model SLIMCAT (Chipperfield, 1999) , which uses observed meteorological input data from distinct years. SLIMCAT is able to simulate a
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Pressure (hPa) Pressure (hPa) Fig. 12 . Difference of modeled and observed (Fortuin and Kelder, 1998 ) monthly averages of the zonal mean ozone mixing ratios (ppmv) in January, April, July, and October. Positive differences indicate higher ozone concentrations in the model. reasonable interannual variability in chlorine activation, particularly in the northern hemisphere winter (Chipperfield et al., 1996; Hansen and Chipperfield, 1999) , as well as the strong chlorine activation in the southern hemisphere winter.
Inter-hemispheric differences in the recovery of the reservoir gases HCl and ClONO 2 noticed in the UARS observations (Douglass et al., 1995) , are also reproduced by SLIMCAT.
Over Antarctica, ClO x mixing ratios simulated by E39/C (Fig. 15) peak at 2.7 ppbv in mid-winter at the 30 hPa level. Given the mean chlorine loading in the model stratosphere of approximately 3.3 ppbv, this result indicates a very high level of chlorine activation. It is in good agreement with the results of Chipperfield (1999) who fixed the total chlorine loading in his model to 3.6 ppbv, and calculated a chlorine activation with a peak ClO x mixing ratio of 2.7 ppbv on the 480 K isentrope surface (corresponding to approximately 50 hPa). The high level of chlorine activation (up to 80% of total chlorine) simulated with E39/C may partly be attributed to the cold bias in the model's antarctic lower stratosphere, which is most pronounced at 30 hPa, as discussed in Sect. 3.1. The decay of ClO x in polar spring is reasonably captured by E39/C. In the core of the southern hemisphere polar vortex, ClO x is mainly converted into the reservoir gas HCl with mixing ratios reaching approximately 2 ppbv at 70 • S, 30 hPa in October (not shown). The ClONO 2 collar at sub-polar latitudes during spring constitutes another prominent feature known from the observed antarctic stratosphere (Douglass et al., 1995) . It evolves from the breakdown of ClO x , when the chlorine reservoir species ClONO 2 recovers due to increasing photochemical activity during polar spring. It is also reproduced by E39/C (not shown), with ClONO 2 mixing ratios within the collar peaking at 1.6 ppbv, in good agreement with SLIMCAT, which calculated peak values of 1.5 to 1.8 ppbv. However, maximum ClONO 2 mixing ratios in E39/C occur at too high altitudes (20 to 30 hPa in October). This may, again, be a consequence of the model's temperature bias in winter.
In the northern hemisphere, modeled chlorine activation is clearly lower than in the southern hemisphere. ClO x mixing ratios peak at 2.2 ppbv in January at 30-40 hPa (Fig. 15) . The high interannual standard deviation of 0.6 ppbv stresses the strong influence of the dynamic variability on chlorine activation. This result is in agreement with the SLIMCAT simulations and analyses of observations (Müller et al., 1996 (Müller et al., , 1997a Rex et al., 1998 Rex et al., , 1999 von der Gathen et al., 1995) , which also indicate a strong interannual variability in ClO x mixing ratios and related ozone changes during the northern winters 1991/92 to 1996/97. In the northern hemisphere, activated chlorine is first converted to ClONO 2 during February and March, and recovers back to HCl only later, in good agreement with observations.
Discussion
As presented in the previous section, E39/C quite reasonably reproduces observations. What are the reasons for this behaviour? Why are dynamic features in the northern stratosphere in much closer agreement to observations than in any earlier ECHAM model version? Most likely, the answer consists of a combination of at least two factors. First, the inclusion of the orographic gravity wave drag parameterization in ECHAM4, which was absent in ECHAM3, with T21 horizontal resolution, plays a critical role. Second, the enhanced vertical resolution contributes to the improvements.
Since too stable stratospheric polar vortices in winter and spring, i.e. too strong westerlies and too low temperatures, particularly in the northern hemisphere, constitute a general problem in many AGCMs, it may be worthwhile to discuss this problem in more detail. Several authors have claimed that including a suitable gravity wave drag parameterization in GCMs is important to improve the model dynamics. For instance, Rind et al. (1988) showed that, in the MA-GCM operated at Goddard Institute for Space Studies (GISS) in New York, sudden stratospheric warmings appear in northern winters only if a gravity wave drag scheme is included. Roeckner et al. (1992) investigated the influence of horizontal resolution (T21 versus T42) and of an orographic gravity wave drag parameterization (Miller et al., 1989) on the ability of the ECHAM3 model to reproduce climatological distributions of meteorological parameters. Lower stratosphere dynamics were significantly more realistic in the T42 model version, when a "well-tuned" gravity wave drag scheme was included. The increase in horizontal resolution alone did not lead to a thorough improvement of lower stratosphere dynamics. For example, the temperature distribution in the lower stratosphere at certain pressure levels was only reproduced in agreement with climatological analyses provided by ECMWF when the gravity wave drag was applied. The authors concluded that even low resolution GCMs seem to need an appropriate stratospheric drag in order to realistically maintain the momentum budget. Sausen et al. (1993) showed that the incorporation of a gravity wave drag parameterization in coarse resolution GCMs can cause a distinctly negative impact on the simulation if it is not tuned to the respective model system. For this reason, it was not applied in ECHAM model versions with a horizontal resolution lower than T30, like ECHAM3/CHEM. Investigations carried out during the development of ECHAM4 revealed that it was not necessary to modify the gravity wave scheme employed in ECHAM3 (T42) for ECHAM4, neither for the standard 19 level (L19) version (Roeckner et al., 1996) nor for the T30/L39(DLR) version employed in this work (Land et al., 1999) .
It has been demonstrated that including the effects of non-orographic gravity waves, which are not considered in E39/C, can directly influence model dynamics (e.g. Manzini and McFarlane, 1998) . However, non-orographic gravity waves cannot be adequately considered in E39/C, since these waves tend to break at altitudes above the top model layer. On the other hand, the effects of breaking gravity waves in the upper stratosphere and mesosphere can indirectly modify the dynamics of the lower stratosphere ('downward con-
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Pressure (hPa) Pressure (hPa) Fig. 15 . Climatological monthly and zonal mean modeled ClO x mixing ratios (ppbv) for January, April, July, and October.
trol principle'). In this sense, neglecting these processes is certainly a shortcoming of E39/C. The quantitative consequences are hard to predict until a detailed intercomparison of the dynamic behaviour of MA-ECHAM4 and E39 has been performed. Including orographic gravity wave drag is not the only reason for the improvements in stratospheric dynamics in E39/C relative to ECHAM3/CHEM. This can be seen from results of a sensitivity experiment performed with ECHAM4/ CHEM. The corresponding simulation is identical to the simulation described in Sect. 3 apart from a reduction of the vertical resolution back to the 19 levels of the standard ECHAM4 version. Analogously to Figs. 3 and 4, Fig. 16 shows the zonal mean winds at 60 • N and 60 • S (upper panels) and the zonal mean temperature at 80 • N and 80 • S (lower panels) from this sensitivity simulation for the 30 hPa level. It clearly reveals that stratospheric dynamics, particularly in the Arctic, are characterized by a much more stable vortex in the L19 model version, even though the lower stratosphere equatorial zonal winds are permanent easterlies, since the model does not generate the QBO internally (see corresponding remarks in Sect. 3.1). Stratospheric winter temperatures inside the vortex are lower with a climatological mean as cold as 191 K in late December and early January, compared to 197 K in the L39 version (Fig. 3) and 200 K in the NCEP analyses. Consistently, zonal winds are stronger in the L19 simulation, peaking above 40 m s −1 in early January, compared to 35 m s −1 in the L39 version and 30 m s −1 in the NCEP analyses. The variabilities of temperature and wind are evidently suppressed in the L19 version relative to the L39 version. This indicates that enhanced vertical resolution helps to obtain a more realistic behaviour of lower stratosphere dynamics.
Bromine (Br) chemistry, which may lead to an additional ozone reduction, especially in the northern polar stratosphere (Müller, 1994; Danilin et al., 1996) , is not included in our model. Model sensitivity studies (Chipperfield and Pyle, 1998) indicate that during recent time, stratospheric chlorine was by far the most important factor in determining the amount of polar ozone depletion. They concluded that stratospheric bromine would be of major importance for ozone depletion only if chlorine abundances decreased substantially. Therefore, in the course of the 21 st century, bromine is expected to become relatively more important for ozone destruction. Since the current investigation focuses on recent atmospheric conditions, we do not expect that including bromine chemistry would significantly change the main conclusions.
Conclusions
The E39/C model has been developed as an interactively coupled climate-chemistry model suitable to perform long-term simulations of the global climate variability and change. This coupling constitutes a large conceptional progress compared to previously published AGCMs, in which climatological means or trends of short-lived radiatively active gases like ozone were prescribed . In the current paper, we have discussed results of a control simulation representative for recent (1990) atmospheric conditions. From the comparison with numerous observational data, we conclude that the model offers a reasonable representation of the dynamics and chemistry of the global troposphere and lower stratosphere.
The modeled lower stratosphere dynamics in the northern hemisphere show good agreement with observations. The contrast between northern and southern hemisphere variability in polar stratosphere vortex dynamics is realistically simulated. Observed conditions in the northern hemisphere, i.e. temperature and winds, are reproduced well, both in terms of climatological mean states of the stratosphere and their interannual variability. However, southern hemisphere polar vortex dynamics offers some systematic deficiencies, which must be considered with respect to their influence on antarctic ozone chemistry and the simulation of the ozone hole in the model. Simulated total ozone is generally in agreement with climatological observations based on both satellites and ozone sonde data. Particularly, the seasonal variability of total ozone is well reproduced in all geographical regions, including both the Arctic and Antarctica. Vertical ozone profiles are in general agreement with observations in the tropics. At mid-and high latitudes, however, the model calculates somewhat too high O 3 concentrations in the lower stratosphere and too low O 3 concentrations in the tropopause region. The disturbed ozone hole profiles appear to reveal the model's limitations with respect to its upper boundary conditions. In the southern polar winter hemisphere the descent of air into the lower most stratosphere throughout the winter is underestimated.
The E39/C model is able to reasonably simulate the observed inter-hemispheric differences in activated chlorine. The observed asymmetry in chlorine deactivation is also reproduced. Due to the inclusion of the methane oxidation and its feedback on H 2 O, the reproduction of the meridional gradient of stratospheric water vapour mixing ratios is clearly improved with respect to earlier ECHAM versions. Water vapour mixing ratios are slightly underestimated near the tropical tropopause and somewhat overestimated in the lower stratosphere. In the tropics the ascent of air seems to be reduced, probably due to the model's top which is centered at 10 hPa.
Further investigations and more model simulations are necessary to better understand the reasons for the improved dynamic behaviour of the model relative to former model versions, as well as the reasons for remaining deficiencies. Planned future model improvements include the incorporation of bromine chemistry. Altogether, we summarize that the present model version constitutes an appropriate tool to investigate relevant scientific and social questions, for instance, the combined direct and indirect effects of anthropogenic trace gas emissions, and the simultaneous effect of changing atmospheric chlorine loading and changing climate. We intend to simulate the evolution of the atmosphere during recent decades using E39/C, focusing on the dependence of the ozone layer development from changing chemical and climatic conditions. If these simulations show realistic results, the model may also be applied to simulate scenarios of a possible future evolution of the ozone layer during the 21 st century.
