This paper proposes a new covariance matching based technique for blurred image PSF (point spread function) estimation. A patch based image degradation model is proposed for the covariance matching estimation framework. A robust covariance metric which is based on Riemannian manifold is adapted to measure the distance between covariance matrices. The optimal PSF is computed by minimizing the dissimilarity between the covariance matrix of the blurred image patches and the theoretical covariance matrix which is based on autoregressive image model. Experimental results show that the proposed method produces promising PSF estimation results.
INTRODUCTION
The problem of blur kernel estimation and more generally blind deconvolution is a longstanding problem in computer vision and image processing. Recovering a PSF from a single blurred image is an inherently ill-posed problem due to the loss of information during blurring. The observed blurred image provides only a partial constraint on the solution, as there are many combinations of PSFs and "sharp" images that can be convolved to match the observed blurred image. There are numerous papers about this subject in the signal and image processing literature. We refer the reader to the survey paper [7] for the earlier works. Recently, the state of the art PSF estimation algorithms are proposed based on the natural image statistics [8] [9] using variational Bayesian method [8] or the advance optimization technique [10] . [11] provides a good summarization for these methods. In this paper, we propose a new straightforward method to extract the blur kernel using the covariance matching technique, which is simple and fast. It has been proved that in the various fields of image processing that the correlation property of the pixels in the clean natural image patches is approximately isotropic [5] . However, it will be changed after the clean image is convoluted with a blurred kernel. Intuitively, the pixels of the blurred image are more correlated in the direction of blurring trajectory of the PSF than the other directions. And the information of convolution kernel is contained in the covariance matrix of the blurred image patches. The theoretical relationship between the covariance matrices of the clean image and blurred image is derived using a patch based image degradation model. For a given blurred image, we first estimate its covariance matrix using the sample covariance matrix of small image patches. And then the optimal PSF is estimated via minimizing the dissimilarity between the sample covariance matrix and the theoretical covariance matrix using the covariance matching method [1] . We use a robust covariance metric based on the theory of Riemannian manifold to measure the distance between the covariance matrices [2] . Finally, a steepest decent algorithm [4] in the manifold is proposed to derive the optimal blurring kernel. The rest of this paper is organized as follows. Section 2 describes the details of the proposed covariance matching based algorithm. The experimentation results are given in Section 3. We conclude this paper in the last section.
PROPOSED METHOD
In this section, a patch based image degradation model is proposed for image convoluting. The relationships between original image patches and blurred image patches are built based on the linear convolution operator. We further show that the covariance matrix of small patches in natural images can be approximated using the AR model. Then, we derive a new covariance matching based blur kernel finding algorithm.
Patch based image degradation model
Let vectors x and y represent image patches in the original image and blurred image in column stacking order, respectively. And let n be the additive i.i.d. Gaussian noise, where The convolution operator A k is derived as follows. Let k be the one dimensional convolution kernel.
For one dimensional convolution, it is easy to show that the linear convolution matrix for 1 ( ) A k kernel k is given by
where
becomes a block Toeplitz with Toeplitz blocks (BTTB) matrix [6] as follows. 
Each sub matrix in A k is given by
k is the th i column in the 2D convolution kernel k .
Covariance matching
Based on the convolution model presented in the previous section, we formulate a kernel estimation method which employing the theory of covariance matching [1] . Let xx R and yy R be the covariance matrices of the clean image patches and blurred image patches, respectively. Then the following relationship between xx R and yy R holds. 
Ryy and Rxx
The ML estimation of yy R is given by the sample covariance yy R as following.
where i y represent the m m nonoverlapping image patches in the degraded image and E y represents the sample mean. Since the size of these image patches is much smaller than the size of image, we can always get the enough image patches to compute a faithful covariance matrix.
We then derive the model of covariance matrix of the original clean image. The local correlation properties of the image patches might vary from place to place. But the correlation property of a large group of image patches is rather stable. The model of two-dimensional autoregressive process is capable of being fit to image signals covariance matrix. For the first order AR model (AR (1)), the covariance between ( , )
x i j and ( , ) x k l is given by 
Similarity measuring for covariance matrices
The simplest way for measuring similarity between covariance matrices is to define a Euclidean metric, so the optimal kernel can be derived as follows. 
However, the direct optimization over this simple L2-norm cost function fails. This is caused by the theoretical covariance matrix xx R derived from the AR model is hard to exactly identical with the true covariance matrix. A subtle difference between them may cause huge difference to the estimation results especially when noise is involved. So we resort to the robust covariance metric [2] [3] which is based on the fact that all of the covariance matrices lay in a Riemannian manifold. The distance metric uses the sum of the squared logarithms of the generalized eigenvalues to compute the dissimilarity between covariance matrices as. See the Appendix for details. is the geodesic distance between covariance matrices.
Gradient descent optimization
It is natural to use gradient descent optimization methods like BFGS etc. to compute the optimal estimation of convolution kernel given the object function above. However, since the covariance matrices reside in the manifold space, we proposed a manifold gradient descent algorithm which is more efficient to search the optimal solution directly in the manifold space based on [3] [4] . Let
Then the optimization object function is can be reformulated as
where,
such that, 
The partial derivatives can be estimated from discrete data as
where i e is the unit vector in the th i dimension and h represents a small increment. The equivalent operation on the Riemannian manifold is given by [3] 
And the final iteration equation is given by Fig. 3 shows the convergence curve for a 5 5 convolution kernel using the proposed gradient descent method. 
EXPERIMENTAL RESULTS
In this section, we present the deblur results illustrating the performance of proposed algorithm. We use the degraded image with severe motion blur to estimate the PSF. The blur kernel is generated using MALTAB function fspecial ('motion', 15, 45). The patch size m m for sample covariance matrix yy R is set to 11 11 and the size of AR based covariance matrix xx R is s s = 19 19 . The accuracy of the proposed algorithm depends on the accuracy of the prior covariance matrix and the noise level. For efficiency, we use MATLAB's fmincon searching for optimal solution. With the estimated kernel from proposed The recovered images of the different methods are illustrated in Fig. 5 . It can be observed that the proposed method gives promising results comparing with the blind deconvolution method. The ring artifacts in our deblurred image can be suppressed using advanced nonblind deconvolution algorithm such as [12] . 
CONCLUSION
In this paper, a new PSF estimation algorithm for blurred images is proposed based on the theory of covariance matching. Experimental results show that the proposed method produces promising PSF estimation results. The estimation results can be further improved by adopt more accurate covariance model rather than simple AR (1) model. Moreover, the PSF estimated by proposed method provides a good initialization for the more sophisticated PSF estimation methods like [8] [10] and the estimating procedure will be speeded up, which will be our future research.
APPENDIX
The geodesic distance between covariance matrices X and Y is given by [2] [3] 
