Abstract. We prove two dichotomy results for detecting long paths as patterns in a given graph. The NP-hard problem Longest Induced Path is to determine the longest induced path in a graph. The NP-hard problem Longest Path Contractibility is to determine the longest path to which a graph can be contracted to. By combining known results with new results we completely classify the computational complexity of both problems for H-free graphs. Our main focus is on the second problem, for which we design a general contractibility technique that enables us to reduce the problem to a matching problem.
Introduction
The Hamiltonian Path problem, which is to decide if a graph has a hamiltonian path, is one of the best-known problems in Computer Science and Mathematics. A more general variant of this problem is that of determining the length of a longest path in a graph. Its decision version Longest Path is equivalent to deciding if a graph can be modified into the k-vertex path P k for some given integer k by using vertex and edge deletions. Note that an alternative formulation of Hamilton Path is that of deciding if a graph can be modified into a path (which must be P n ) by using only edge deletions. As such, these problems belong to a wide range of graph modification problems where we seek to modify a given graph G into some graph F from some specified family of graphs F by using some prescribed set of graph operations. As Hamiltonian Path is NP-complete (see [18] ), Longest Path is NP-complete as well. The same holds for the problem Longest Induced Path [18] , which is to decide if a graph G contains an induced path of length at least k, that is, if G can be modified into a path P k for some given integer k by using only vertex deletions.
Here we mainly focus on the variant of the above two problems corresponding to another central graph operation, namely edge contraction. This variant plays a role in many graph-theoretic problems, in particular Hamilton Path [31, 32] . The contraction of an edge uv of a graph G deletes the vertices u and v and replaces them by a new vertex made adjacent to precisely those vertices that were adjacent to u or v in G (without introducing self-loops or multiple edges). A graph G contains a graph G as a contraction if G can be modified into G by a sequence of edge contractions.
Longest Path Contractibility
Instance: a connected graph G and a positive integer k. Question: does G contain P k as a contraction?
The Longest Path Contractibility problem is NP-complete as well [9] . Due to the computational hardness of Longest Path, Longest Induced Path and Longest Path Contractibility it is natural to restrict the input to special graph classes.
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We briefly discuss some known complexity results for the three problems under input restrictions.
A common property of most of the studied graph classes is that they are hereditary, that is, they are closed under vertex deletion. As such, they can be characterized by a family of forbidden induced subgraphs. In particular, a graph is H-free if it does not contain a graph H as an induced subgraph, and a graph class is monogenic if it consists of all H-free graphs for some graph H. Hereditary graph classes defined by a small number of forbidden induced subgraphs, such as monogenic graph classes, are well studied, as evidenced by studies on (algorithmic and structural) decomposition theorems (e.g. for bull-free graphs [11] or claw-free graphs [12, 30] ) and surveys for specific graph problems (e.g. for Colouring [21, 47] ).
All the known NP-hardness results for Hamiltonian Path carry over to Longest Path. For instance, it is known that Hamiltonian Path is NP-complete for chordal bipartite graphs and strongly chordal split graphs [46] , line graphs [5] and planar graphs [19] . Unlike for Hamiltonian Path, there are only a few hereditary graph classes for which the Longest Path problem is known to be polynomial-time solvable; see, for example [49] . In particular, Longest Path is polynomial-time solvable for circular-arc graphs [44] , distance-hereditary graphs [24] , and cocomparability graphs [35, 45] . The latter result generalized the corresponding results for bipartite permutation graphs [50] and interval graphs [34] . The few graph classes for which the Longest Induced Path problem is known to be polynomial-time solvable include the classes of k-chordal graphs [20, 36] , AT-free graphs [39] , graphs of bounded clique-width [13] (see also [39] ) and graphs of bounded mim-width [37] . Finding a longest induced path in an ndimensional hypercube is known as the Snake-in-the-Box problem [38] , which has been well studied.
1
Unlike the Longest Path and Longest Induced Path problems, Longest Path Contractibility is NP-complete even for fixed k (that is, k is not part of the input). In order to explain this, let F -Contractibility be the problem of deciding if a graph G contains some fixed graph F as a contraction. The complexity classification of F -Contractibility is still open (see [9, 40, 41, 51] ), but Brouwer and Veldman [9] showed that already P 4 -Contractibility and C 4 -Contractibility are NP-complete (where C k denotes the k-vertex cycle). In fact, P 4 -Contractibility problem is NPcomplete even for P 6 -free graphs [52] , whereas Heggernes et al. [28] showed that P 6 -Contractibility is NP-complete for bipartite graphs. 2 The latter result was improved to k = 5 in [14] . Moreover, P 7 -Contractibility is NP-complete for line graphs [16] . Hence, Longest Path Contractibility is NP-complete for all these graph classes as well. On the positive side, Longest Path Contractibility is polynomial-time solvable for P 5 -free graphs [52] .
Our interest in the Longest Induced Path problem also stems from a close relationship to a vertex partition problem, which played a central role in the graph minor project of Robertson and Seymour [48] , as we will explain. 1 The complexity status of Snake-in-the Box is still open. A table of world records for small values of n can be found at http://ai1.ai.uga.edu/sib/sibwiki/doku.php/records. 2 In [28] , the problem is equivalently formulated as a graph modification problem:
can a graph G be modified into a graph F from some specified family F by using at most edge contractions for some given integer ≥ 0? We refer to for instance [1, 2, 3, 4, 10, 15, 22, 23, 27, 29, 42, 43, 53, 54] , for both classical and fixed-parameter tractibility results for various families F including the family of paths, which form the focus in this paper.
Our Results
We first give a dichotomy for Longest Induced Path using known results for Hamiltonian Path and some straightforward observations (see Section 2 for a proof). Our main result is a dichotomy for Longest Path Contractibility. We use '+' to denote the disjoint union of two graphs, and a linear forest is the disjoint union of one or more paths. Theorem 1. Let H be a graph. If H is a linear forest, then Longest Induced Path restricted to H-free graphs is polynomial-time solvable; otherwise it is NP-complete. Theorem 2. Let H be a graph. If H is an induced subgraph of P 2 + P 4 , P 1 + P 2 + P 3 , P 1 + P 5 or sP 1 + P 4 for some s ≥ 0, then Longest Path Contractibility restricted to H-free graphs is polynomial-time solvable; otherwise it is NP-complete.
Theorem 2 shows that Longest Path Contractibility is polynomial-time solvable for H-free graphs only for some specific linear forests H. This is in contrast to the situation for Longest Induced Path, as shown by Theorem 1. To extend the aforementioned results from [14, 16, 28, 52] for Longest Path Contractibility to the full classification given in Theorem 2 we do as follows.
First, in Section 3, we prove the four new polynomial-time solvable cases of Theorem 2. In each of these cases H is a linear forest, and proving these cases requires the most of our analysis. 3 Every linear forest H is P r -free for some suitable value of r and P r -free graphs do not contain P r as a contraction. Hence, it suffices to prove that for each 1 ≤ k ≤ r − 1, the P k -Contractibility problem is polynomial-time solvable for H-free graphs for each of the four linear forests listed in Theorem 2. In fact, as P 3 -Contractibility is trivial, we only have to consider the cases where 4 ≤ k ≤ r − 1. Our general technique for doing this is based on transforming an instance of P k -Contractibility for k ≥ 5 into a polynomial number of instances of P k−1 -Contractibility until k = 4.
For k = 4 we cannot apply this transformation, as this case -as we outline belowis closely related to the 2-Disjoint Connected Subgraphs problem. This problem takes as input a triple (G, Z 1 , Z 2 ), where G is a graph with two disjoint subsets Z 1 and Z 2 of V (G). It asks if V (G) \ (Z 1 ∪ Z 2 ) has a partition into sets S 1 and S 2 , such that Z 1 ∪ S 1 and Z 2 ∪ S 2 induce connected subgraphs of G. Robertson and Seymour [48] proved that the more general problem k-Disjoint Connected Subgraphs (for k subsets Z i ) is polynomial-time solvable as long as the union of the sets Z i has constant size. 4 However, in our context, Z 1 and Z 2 may have arbitrarily large size. In that case, 2-Disjoint Connected Subgraphs is NP-complete even if |Z 1 | = 2 (and only Z 2 is large) [52] .
To work around this obstacle, we use the fact [52] that the two outer vertices of the P 4 , to which the input graph G must be contracted, may correspond to single vertices u and v of G. We then "guess" u and v to obtain an instance (G−{u, v}, N (u), N (v)) of 2-Disjoint Subgraphs. That is, we seek for a partition of (V (G)\{u, v})\((N u )∪N (v)) into sets S u and S v , such that N (u) ∪ S u and N (v) ∪ S v are connected. The latter implies that we can contract these two sets to single vertices corresponding to the two middle vertices of the P 4 .
After guessing u and v we exploit their presence, together with the H-freeness of G, for an extensive analysis of the structure of S u and S v of a potential solution (S u , S v ). To this end we introduce in Section 3.1 some general terminology and first show how to check in general for solutions in which the part of S u or S v that ensures connectivity of N (u) ∪ S u or N (v) ∪ S v , respectively, has bounded size. We call such solutions constant. If we do not find a constant solution, then we exploit their absence. For the more involved cases we show that in this way we can branch to a polynomial number of instances of a standard matching problem.
In Section 4 we prove the new NP-completeness results. In particular, we prove that P k -Contractibility, for some suitable value of k, is NP-complete for bipartite graphs of large girth, strengthening the known result for bipartite graphs of [28] .
In Section 5 we show how to combine our new polynomial-time and NP-hardness results with the known NP-completeness results for K 1,3 -free graphs [16] and P 6 -free graphs [52] in order to obtain Theorem 2.
In Section 6, we briefly discuss the cycle variant of our problem, called the Longest Cycle Contractibility problem [6, 25, 26] . Its complexity classification for H-free graphs is still incomplete, but we show that it differs from the classification of Longest Path Contractibility for H-free graphs.
In Section 7 we pose some open problems. In particular, the complexity classification of Longest Path is still open for H-free graphs, and we describe the state-of-art for this problem.
Preliminaries
In Section 2.1 we give some general graph-theoretic terminology and a helpful lemma for P 4 -free graphs. In Section 2.2 we give a short proof of Theorem 1. In Section 2.3 we give some terminology related to edge contractions.
General Terminology and a Lemma for P 4 -Free Graphs
We consider finite undirected graphs with no self-loops. Let G = (V, E be a graph. Let
The length of a path P is its number of edges. The distance dist G (u, v) between vertices u and v is the length of a shortest path between them. Two disjoint sets S, T ⊂ V are adjacent if there is at least one edge between them; S and T are (anti)complete to each other if every vertex of S is (non)adjacent to every vertex of T . The set S covers T if every vertex of T has a neighbour in S. The subdivision of an edge e = uv in G replaces e by a new vertex w and two new edges uw and wv.
A graph G is H-free for some other graph H if G does not contain H as an induced subgraph. For a set H 1 , . . . , H p of graphs, G is (H 1 , . . . , H p )-free if G is H i -free for i = 1, . . . , p. A graph is complete bipartite if it consists of a single vertex or its vertex set can be partitioned into two independent sets A and B that are complete to each other. The claw K 1,3 is the complete bipartite graph with |A| = 1 and |B| = 3. The graph K n is the complete graph on n vertices.
The disjoint union G 1 + G 2 of two vertex-disjoint graphs G 1 and G 2 is the graph
; the disjoint union of r copies of a graph G is denoted rG. A forest is a graph with no cycles. A linear forest is a forest of maximum degree at most 2, that is, a disjoint union of one or more paths. The join operation × adds an edge between every vertex of G 1 and every vertex of G 2 . A graph G is a cograph if G can be generated from K 1 by a sequence of join and disjoint union operations. A graph is a cograph if and only if it is P 4 -free (see, e.g., [8] ). The following well-known lemma follows from this fact and the definition of a cograph. In particular, to prove that a connected P 4 -free graph G has a spanning complete bipartite graph with partition classes A and B, we can do as follows: take the complement G = (V, {uv | uv ∈ E and u = v} of G and put the vertex set of one connected component of G in A and all the other vertices of G in B.
Lemma 1. Every connected P 4 -free graph on at least two vertices has a spanning complete bipartite subgraph, which can be found in polynomial time.
We remind the reader of the following notions.The girth of a graph G that is not a forest is the number of vertices in a shortest induced cycle of G. The line graph L(G) of a graph G = (V, E) has E as vertex set and there is an edge between two vertices e 1 and e 2 of L(G) if and only if e 1 and e 2 have a common end-vertex in G. Every line graph is readily seen to be K 1,3 -free.
The Proof of Theorem 1
We now present a short proof for Theorem 1. We start with the following lemma.
Lemma 2. Let p ≥ 3 be some constant. Then Longest Induced Path is NP-complete for graphs of girth at least p.
Proof. We reduce from Hamiltonian Path. Let G be a graph on n vertices. We subdivide each edge e of G exactly once and denote the set of new vertices v e by V . We denote the resulting graph by G and note that G is bipartite with partition classes V and V . We claim that G has a Hamiltonian path if and only if G has an induced path of length 2n − 2.
First suppose that G has a Hamiltonian path u 1 u 2 · · · u n . Then the path on vertices u 1 , v u1u2 , u 2 , . . . , v un−1un , u n is an induced path of length 2n − 2 in G . Now suppose that G has an induced path P of length 2n − 2. Then either P starts and finished with a vertex of V , or P starts and finishes with a vertex of V . In the first case P contains n vertices of G, so P contains all vertices u 1 , . . . , u n of G, say in this order. Then u 1 u 2 · · · u n is a Hamiltonian path of G. In the second case P contains n − 1 vertices of V , say vertices u 1 , . . . , u n−1 in that order. As P is an induced path and vertices of V are only adjacent to vertices of V , this means that the end-vertices of P are both adjacent to u n . Hence, we find that u 1 u 2 · · · u n is a Hamiltonian path of G (and the same holds for u n u 1 · · · u n−1 ).
We note that the girth of G is twice the girth of G. Hence, we obtain the result by applying this trick sufficiently many times.
We are now ready to prove Theorem 1.
Theorem 1. (restated)
Let H be a graph. If H is a linear forest, then Longest Induced Path restricted to H-free graphs is polynomial-time solvable; otherwise it is NP-complete.
Proof. Let G be an H-free graph. First suppose that H is a linear forest. Then there exists a constant k such that H is an induced subgraph of P k . This means that the length of a longest induced path of G is at most k − 1. Hence, we can determine a longest path in G in O(n k−1 ) time by brute force. Now suppose that H is not a linear forest. First assume that H contains a cycle. Let g be the girth of H. We set p = g + 1. Then the class of H-free graphs contains the class of graphs of girth at least p. Hence, we can use Lemma 2 to find that Longest Induced Path is NP-complete for H-free graphs. Now assume that H contains no cycle. As H is not a linear forest, H must be a forest with at least one vertex of degree at least 3. Then the class of H-free graphs contains the class of K 1,3 -free graphs. Recall that every line graph is K 1,3 -free. Hence, the class of line graphs is contained in the class of H-free graphs. Then we can use Lemma 3 to find that Longest Induced Path is NP-complete for H-free graphs.
Terminology Related to Edge Contractions
Recall that the contraction of an edge uv of a graph G is the operation that deletes u and v from G and replaces them by a new vertex made adjacent to precisely those vertices that were adjacent to u or v in G (without introducing self-loops or multiple edges). We denote the graph obtained from a graph G by contracting e = uv by G/e. We may denote the resulting vertex by u (or v) again and say that we contracted e on u (or e on v).
Recall also that a graph G contains a graph H as a contraction if G can be modified into H via a sequence of edge contractions. Alternatively, a graph G contains a graph H as a contraction if and only if for every vertex x ∈ V (H) there exists a nonempty subset W (x) ⊆ V (G) of vertices in G such that:
(ii) the set W = {W (x) | x ∈ V H } is a partition of V (G); and (iii) for every x i , x j ∈ V (H), W (x i ) and W (x j ) are adjacent in G if and only if x i and x j are adjacent in H.
By contracting the vertices in each W (x) to a single vertex we obtain the graph H. The set W (x) is called an H-witness bag of G for x. The set W is called an H-witness structure of G (which does not have to be unique). A pair of (non-adjacent) vertices (u, v) of a graph G is P k -suitable for some integer k ≥ 3 if and only if G has a P k -witness structure W with W (p 1 ) = {u} and W (p k ) = {v}, where P k = p 1 . . . p k ; see Figure 1 for an example. Fig. 1 . Two P4-witness structures of a graph; the grey vertices form a P4-suitable pair [52] .
The following known lemma shows why P k -suitable pairs are of importance.
Lemma 4 ([52]
). For k ≥ 3, a graph G contains P k as a contraction if and only if G has a P k -suitable pair.
Lemma 4 leads to the following auxiliary problem, where k ≥ 3 is a fixed integer, that is, k is not part of the input.
P k -Suitability Instance: a connected graph G and two non-adjacent vertices u, v. Question: is (u, v) a P k -suitable pair?
The next, known observation follows from the fact that P k -Contractibility is trivial for k ≤ 2, whereas for k = 3 we can use Lemma 4 combined with the observation that P 3 -Suitability is polynomial-time solvable (two non-adjacent vertices u, v form a P 3 -suitable pair in a connected graph G if and only if G − {u, v} is connected).
Lemma 5. For k ≤ 3, P k -Contractibility can be solved in polynomial time.
We now show the following lemma, which will be helpful for proving our results.
Lemma 6. Let k ≥ 4 and let (G, u, v) be an instance of P k -Suitability with u and v at distance d > k. Let P be a shortest path from u to v. Then (G, u, v) can be reduced in polynomial time to d − 2 instances (G/e, u, v), one for each edge e ∈ E(P ) that is not incident to u and v, with dist(u,
is a yes-instance if and only if at least one of the new instances (G/e, u, v) is a yes-instance of P k -Suitability.
Proof. First suppose that (G, u, v) is a yes-instance of P k -Suitability. Then G has a P k -witness structure W with W (p 1 ) = {u} and W (p k ) = {v}. As d ≥ k, at least one bag of W will contain both end-vertices of an edge e of P . Then contracting e yields a P k -witness structure W for (G/e, u, v) with W (p 1 ) = {u} and W (p k ) = {v}. As W (p 1 ) and W (p k ) only contain u and v, respectively, the end-vertices of e belong to some bag W (p i ) with 2 ≤ i ≤ k − 1. Hence, e is not incident to u and v. Now suppose that P contains an edge e not incident to u and v such that (G/e, u, v) is a yes-instance of P k -Suitability. Then G/e has a P k -witness structure W with W (p 1 ) = {u} and W (p k ) = {v}. Let e = st and say that we contracted e on s. As e is not incident to u and v, we find that {s, t} ∩ {u, v} = ∅. Hence, s belongs to some bag W (p i ) with 2 ≤ i ≤ k − 1. Then in W (p i ) we uncontract e (so the new bag will contain both s and t). This yields a P k -witness structure W of G with W (p 1 ) = {u} and W (p k ) = {v}.
In our polynomial-time algorithms for constructing P k -witness structures (to prove Theorem 2) we put vertices in certain sets that we then try to extend to P k -witness bags (possibly via branching) and we will often apply the following rule:
Contraction Rule. If two adjacent vertices s and t end up in the same bag of some potential P k -witness structure, then contract the edge st.
For a graph G = (V, E), we say that we apply the Contraction Rule on some set U ⊆ V if we contract every edge in G[U ]. The advantage of applying this rule is that we obtain a smaller instance and that we can exploit the fact that the resulting set G[U ] has become independent.
It is easy to construct examples that show that a class of H-free graphs is not closed under contraction if H contains a vertex of degree at least 3 or a cycle. However, all polynomial-time solvable cases of Theorem 2 involve forbidding a linear forest H. The following known lemma, which is readily seen, shows that the Contraction Rule does preserve H-freeness as long as H is a linear forest. Hence, we can safely apply the rule in our proofs of the polynomial-time solvable cases of Theorem 2.
Lemma 7. Let H be a linear forest and let G be an H-free graph. Then the graph obtained from G after contracting an edge is also H-free.
The Polynomial-Time Solvable Cases of Theorem 2
In this section we prove that Longest Path Contractibility is polynomial-time solvable for H-free graphs if H = P 2 + P 4 (Section 3.2), H = P 1 + P 2 + P 3 (Section 3.3), H = P 1 + P 5 (Section 3.4) and H = sP 1 + P 4 for every integer s ≥ 0 (Section 3.5). To solve Longest Path Contractibility in each of these cases we will eventually check if the input graph can be contracted to P 4 . This turns out to be the hardest situation to deal with in our proofs. Due to Lemma 4, we can solve it by checking for each pair of distinct vertices u, v with N (u) ∩ N (v) = ∅ if (G, u, v) is a yes-instance of P 4 -Suitability (note that for any other pair u, v, we have that (G, u, v) is a no-instance of P 4 -Suitability). In Section 3.1 we first provide a general framework by introducing some additional terminology and one general result for solving P 4 -Suitability.
On Contracting a Graph to P 4
Let (G, u, v) be an instance of P 4 -Suitability. For every P 4 -witness structure of G with W (p 1 ) = {u} and W (p 4 ) = {v} (if it exists), every neighbour of u belongs to W (p 2 ) and every neighbour of v belongs to W (p 3 ). Throughout our proofs we let
) denote the set of remaining vertices of G, which still need to be placed in either W (p 2 ) or W (p 3 ). We write T = T (u, v) if no confusion is possible. We say that a partition (
We prove the following lemma. 
As G is connected, this yields a solution (S u , S v ) for (G, u, v) . This takes O(n 2 ) time for each set S. As the number of sets S is O(n α ), the total running time is O(n α+2 ). We can do the same check in O(n α+2 ) time for vertex v. This proves the lemma.
Let (S u , S v ) be a solution for an instance (G, u, v) of P 4 -Suitability that is not 7-constant (the value α = 7 comes from our proofs). If
If both S u and S v are independent sets, then (S u , S v ) is independent.
3.2
The Case H = P 2 + P 4 We now show that Longest Path Contractibility is polynomial-time solvable for (P 2 + P 4 )-free graphs. As mentioned, we will do so via the auxiliary problem P k -Suitability. We first give, in Lemma 9, a polynomial-time algorithm for P 4 -Suitability for (P 2 + P 4 )-free graphs. This is the most involved part of our algorithm. As such, we start with an outline of this algorithm.
Outline of the P 4 -Suitability Algorithm for (P 2 + P 4 )-free graphs. We first observe that for an instance (G, u, v), we may assume that u and v are of distance at least 3, and consequently, N (u) ∩ N (v) = ∅, and moreover we may assume that N (u) and N (v) are independent. Recall that
To get a handle on the adjacencies between T and V (G) \ T we will apply a (constant) number of branching procedures. For example, we will prove in this way that G[T ] may be assumed to be P 4 -free. Each time we branch we obtain, in polynomial time, a polynomial number of new, smaller instances of P 4 -Suitability satisfying additional helpful constraints, such that the original instance is a yes-instance if and only if at least one of the new instances is a yes-instance. We then consider each new instance separately. That is, we either solve, in polynomial time, the problem for each new instance or create a polynomial number of new and even smaller instances via some further branching.
Our first goal is to check if (G, u, v) has an 7-constant solution. If so then we are done. Otherwise we prove that the absence of 7-constant solutions implies that (G, u, v) has no double-sided solution either. Hence, it remains to test if (G, u, v) has a single-sided solution or an independent solution. We check single-sidedness with respect to u and v independently. We show that in both cases this leads either to a solution or to a polynomial number of smaller instances, for which we only need to check if they have an independent solution. This will enable us to branch in such a way that afterwards we may assume that T is an independent set and that the solution we are looking for is equivalent to finding a star cover of N (u) and N (v) with centers in T . The latter problem reduces to a matching problem, which we can solve in polynomial time.
Lemma 9. P 4 -Suitability can be solved in polynomial time for (P 2 + P 4 )-free graphs.
Proof. Let (G, u, v) be an instance of P 4 -Suitability, where G is a connected (P 2 +P 4 )-free graph. We may assume without loss of generality that u and v are of distance at least 3, that is, u and v are non-adjacent and
. Recall also that we are looking for a partition (S u , S v ) of T that is a solution for (G, u, v) , that is, N (u) ∪ S u and N (v) ∪ S v must both be connected. In order to do so we will construct partial solutions (S u , S v ), which we try to extend to a solution (S u , S v ) for (G, u, v). We use the Contraction Rule from Section 2 on N (u) ∪ S u and N (v) ∪ S v , so that these two sets will become independent. By Lemma 7, the resulting graph will always be (P 2 + P 4 )-free. For simplicity, we will denote the resulting instance by (G, u, v) again. After applying the Contraction Rule the size of the set T will be reduced if a vertex t ∈ T was involved in an edge contraction with a vertex from N (u) or N (v). In that case we say that we contracted t away.
At the beginning of our algorithm, S u = S v = ∅, and we start by applying the Contraction Rule on N (u) and N (v). This leads to the following claim. In the first phase of our algorithm, we will look into the structure of G[T ]. Suppose G[T ] contains an induced P 4 on vertices a 1 , a 2 , a 3 , a 4 . If there exists a vertex t ∈ N (u) not adjacent to any vertex of {a 1 , a 2 , a 3 , a 4 }, then {u, t} ∪ {a 1 , a 2 , a 3 , a 4 } induces a P 2 + P 4 in G, a contradiction. Hence, {a 1 , a 2 , a 3 , a 4 } must cover N (u). Similarly, {a 1 , a 2 , a 3 , a 4 } must cover N (v). Suppose Branching I (O(n 16 ) branches) We branch by considering every possibility for each a i (1 ≤ i ≤ 4) to go into either S u or S v for some solution (S u , S v ) of (G, u, v) (if it exists). We do this vertex by vertex leading to a total of 2 4 branches. Suppose we decide to put a i in S u . If a i is adjacent to a vertex of N (u), then we apply the Contraction Rule on N (u) ∪ {a i } to contract a i away. If a i is not adjacent to any vertex of N (u), then we do as follows. For each solution (S u , S v ) with a i ∈ S u , there must exist a shortest path
from a i to a vertex of N (u) (as N (u) ∪ S u is connected). As G is (P 2 + P 4 )-free, G is P 7 -free. Hence, P i must have at most six vertices and thus at most four inner vertices. We consider all possibilities of choosing at most four vertices of T to belong to S u as inner vertices of P i . As we may need to do this for i = 1, . . . , 4, the above leads to a total of O(n 16 ) additional branches. For each branch we do as follows. For i = 1, . . . , 4 we apply the Contraction Rule on N (u) ∪ {a i } ∪ V (P i ) to contract a i and the vertices of V (P i ) away. We denote the resulting instance by (G, u, v) again. Note that the property (Claim 1) that N (u) and N (v) are independent sets is maintained. Moreover, as every induced P 4 in G[T ] contained at least one vertex of {a 1 , . . . , a 4 }, the following claim holds now as well.
We now prove the following claim.
. If t, x 1 , x 2 are in S u , then every neighbour of t in N (u) is adjacent to at least one of x 1 , x 2 . If t, x 1 , x 2 are in S v , then every neighbour of t in N (v) is adjacent to at least one of x 1 , x 2 .
Proof of Claim 3. We assume without loss of generality that t, x 1 , x 2 belong to S u . Suppose t has a neighbour w ∈ N (u) that is not adjacent to x 1 and x 2 . Suppose there exists a vertex w ∈ N (u) not adjacent to any of t, x 1 , x 2 . Then, as N (u) is independent by Claim 1, {x 1 , x 2 } ∪ {w , u, w, t} is an induced P 2 + P 4 , a contradiction. Hence, {t,
contains a shortest path P from t to x 1 . As G is (P 2 + P 4 )-free, G is P 7 -free. Hence, P has at most four inner vertices (possibly including x 2 ). As V (P ) ∪ {x 2 } ∪ N (u) is connected and |V (P ) ∪ {x 2 }| ≤ 7, we find that (S u , S v ) is a 7-constant solution, a contradiction. This proves the claim.
We will use the above claim at several places in our proof, including in the next stage.
Phase 2: Excluding 7-constant solutions and double-sided solutions
We first show that we may exclude double-sided solutions if we have no 7-constant solutions.
Claim 4. If (G, u, v) has a double-sided solution, then (G, u, v) also has a 7-constant solution.
Proof of Claim 4. For contradiction, assume that (G, u, v) has a double-sided solution (S u , S v ) but no 7-constant solution. By definition, G[S u ] and G[S v ] contain some edges x 1 x 2 and x 1 x 2 , respectively. Then N (u) must contain a vertex w that is not adjacent to x 1 and x 2 ; otherwise the two vertices x 1 , x 2 , which belong to S u , cover N (u) and this would imply that (S u , S v ) is a 2-constant solution, and thus also a 7-constant solution. As N (u) ∪ S u is connected and N (u) is an independent set by Claim 1, set S u must contain a vertex t that is adjacent to w. Then, by Claim 3, vertex t must be adjacent to at least one of x 1 , x 2 , say x 1 . For the same reason, S v contains a vertex t that is adjacent to at least one of x 1 , x 2 , say x 1 , and to some vertex w ∈ N (v) that is not adjacent to x 1 and x 2 .
Let y ∈ N (v). If no vertex of {t, x 1 , x 2 } is adjacent to y, then {v, y} ∪ {u, w, t, x 1 } is an induced P 2 +P 4 in G, unless wy ∈ E(G). However, in that case {x 1 , x 2 }∪{u, w, y, v} is an induced P 2 + P 4 , a contradiction. Hence, {t, x 1 , x 2 } covers N (v). For the same reason we find that {t , x 1 , x 2 } covers N (u). Then (G, u, v) has a 3-constant solution (S * u , S * v ) (which is 7-constant by definition) with {t , x 1 , x 2 } ⊆ S * u and {t, x 1 , x 2 } ⊆ S * v , a contradiction. This proves the claim.
Recall that a solution (S
contains an edge and independent if S u , S v are both independent sets. We now do as follows. First we check in polynomial time if (G, u, v) has a 7-constant solution by using Lemma 8. If so, then we are done. From now on assume that (G, u, v) has no 7-constant solution. Then, by Claim 4 it follows that (G, u, v) has no double-sided solution.
From the above, it remains to check if (G, u, v) has a single-sided solution or an independent solution. If (G, u, v) has a single-sided solution (S u , S v ) that is not independent, then either S u or S v is independent. Our algorithm will first look for a solution (S u , S v ) where S u is independent. We say that it is doing a u-feasibility check. If afterwards we have not found a solution (S u , S v ) where S u is independent, then our algorithm will repeat the same steps but now under the assumption that the set S v is independent. That is, in that case our algorithm will perform a v-feasibility check.
Phase 3: Doing a u-feasibility check
We start by exploring the structure of a solution (S u , S v ) that is either single-sided or independent, and where S u is an independent set. As S u and N (u) are both independent sets, G[N (u) ∪ S u ] is a connected bipartite graph. Hence, S u contains a set S * u , such that S * u covers N (u). We assume that S * u has minimum size. Then each s ∈ S * u has a nonempty set Q(s) of neighbours in N (u) that are not adjacent to any vertex in S * u \ {s}; otherwise we can remove s from S * u , contradicting our assumption that S * u has minimum size. We call the vertices of Q(s) the private neighbours of s with respect to S * u . We note that N (u) ∪ S * u does not have to be connected. However, as (G, u, v) has no 7-constant solution, and thus no 1-constant solution, we find that S * u has size at least 2. We may assume that there is no vertex t ∈ S u \ S * u , such that N (t) ∩ N (u) strictly contains N (s) ∩ N (u) for some s ∈ S * u (otherwise we put t in S * u instead of s). Let Q u be the union of all private neighbour sets Q(s) (s ∈ S * u ). As |S * u | ≥ 2, we observe that
is the disjoint union of a set of at least two stars whose centers belong to S *
is the disjoint union of at least two stars, there exists a vertex t ∈ S u \ S * u that is adjacent to vertices z ∈ Q(s) and z ∈ Q(s ) for two distinct vertices s, s ∈ S * u . As N (u) \ Q u = ∅, we find that Q(s) = N (s) ∩ N (u). By our choice of S * u , this means that Q(s) contains at least one vertex w that is not adjacent to t. Similarly, Q(s ) contains a vertex w that is not adjacent to t. By the definition of Q(s) and Q(s ), we find that w and z are not adjacent to s , and w is not adjacent to s. Then {w , s } ∪ {w, s, z, t} is an induced P 2 + P 4 of G, a contradiction.
From the above we find that N (u) \ Q u = ∅. Let y ∈ N (u) \ Q u . As S * u covers N (u) and y / ∈ Q u , we find that y must be adjacent to at least two vertices s, s ∈ S * u . Suppose y is not adjacent to some vertex s * ∈ S * u . Let z ∈ Q(s) and z * ∈ Q(s * ). By the definition of the sets Q(s) and Q(s * ), we find that z is not adjacent to s and s * and that z * is not adjacent to s and s . In particular it holds that z = z * . Then {s * , z * } ∪ {z, s, y, s } is an induced P 2 + P 4 in G, a contradiction. Hence, y must be adjacent to all of S * u , that is, N (u) \ Q u must be complete to S * u . Note that this implies that N (u) ∪ S * u is connected. To summarize, if (G, u, v) has a solution (S u , S v ) in which S u is an independent set, then the following holds for such a solution (S u , S v ):
(P) The set S u contains a subset S * u of size at least 2 that covers N (u), such that each vertex in S * u has a nonempty set Q(s) of private neighbours with respect to S * u , and moreover, the set N (u) \ Q u , where Q u = s∈S * u Q(s), is nonempty and complete to S * u .
Remark. We emphasize that S * u is unknown to the algorithm, as we constructed it from the unknown S u , and consequently, our algorithm does not know (yet) the sets Q(s).
Phase 3a: Reducing N(u) \ Q u to a single vertex w u
We will now branch into a polynomial number of smaller instances, in which N (u) \ Q u consists of just one single vertex w u . As we will show below, we can even identify w u and Q u for each of these new instances. Again, we will ensure that if one of these new instances has a solution, then (G, u, v) has as solution. If none of these new instances has a solution, then (G, u, v) may still have a solution (S u , S v ). However, in that case S u is not an independent set, while S v must be an independent set. As mentioned, we will check this by doing a v-feasibility check as soon as we have finished the u-feasibility check.
Branching II (O(n 4 ) branches) We will determine exactly those vertices of N (u) that belong to Q u via some branching, under the assumption that (G, u, v) has a solution (S u , S v ), where S u is independent, that satisfies (P). By (P), S * u consists of at least two (non-adjacent) vertices s and s . Let w ∈ Q(s) and w ∈ Q(s ). We branch by considering all possible choices of choosing these four vertices. This leads to O(n 4 ) branches, which we each process in the way described below.
If we selected s and s correctly, then s, s belong to an independent set S u that together with S v = T \ S u forms a solution for (G, u, v) that is not 7-constant. This implies that {s, s } does not cover N (u). Hence, we can pick a vertex w * ∈ N (u)\{w, w }. If w * is adjacent to both s and s , then w * must belong to N (u) \ Q u . In the other case, that is, if w * is adjacent to at most one of s, s , then w * must belong to Q u . Hence, we have identified in polynomial time the (potential) sets Q u and N (u) \ Q u . Moreover, by applying the Contraction Rule on N (u) ∪ {s, s } we can contract s and s away. This also contracts all of N (u) \ Q u into a single vertex which, as we mentioned above, we denote by w u . Thus w u is complete to S * u . We denote the resulting instance by (G, u, v) again. We also let T 1 = N (w u ) ∩ T and T 2 = T \ T 1 . Note that S * u ⊆ T 1 . As S * u covers N (u) and every vertex of S * u is adjacent to w u , we find that N (u) ∪ S * u is connected. Due to the latter and because every vertex of T 2 is not in S * u , we may put without loss of generality every vertex t ∈ T 2 with a neighbour in N (v) in S v . That is, we may contract such a vertex t away by applying the Contraction Rule on N (v) ∪ {t}. By the same reason, we may contract every edge between two vertices in T 2 . Hence, we have proven the following claim.
Claim 5. T 2 is an independent set that is anticomplete to N (v).
Note that by definition, no vertex of T 2 is adjacent to w u either. In a later stage we will modify T 2 and this property may no longer hold. However, we will always maintain the properties that T 2 is independent and anticomplete to N (v).
By Lemma 8 we check in polynomial time if (G, u, v) has a 7-constant solution. If so, then we are done. From now on suppose that (G, u, v) has no 7-constant solution.
Recall that we are still looking for a single-sided or independent solution (S u , S v ), where S u is an independent set. We first show that we can modify G in polynomial time such that afterwards
contains an induced K 3 + P 1 , say with vertices x 1 , x 2 , x 3 , y and edges
, where S u is an independent set. Recall that we already checked on 7-constant solutions. Hence, (S u , S v ) is not 7-constant. As S u is an independent set, at least two of
) with a neighbour in N (v) that is not adjacent to x 1 and x 2 , contradicting Claim 3. As y does not belong to
, this means that y is not needed for S v .
From the above we can do as follows. If y has a neighbour in N (u), then we contract y away by applying the Contraction Rule on N (u) ∪ {y}. Otherwise, if y has no neighbour in N (u), then y ∈ T 2 . As N (u) ∪ S * u is connected for some set S * u ⊆ S u ∩ T 1 , this means that y is not needed for S u either. Hence, we may contract the edge between y and an arbitrary neighbour of y (as G is connected, y has at least one such neighbour). We apply this rule, in polynomial time, for every induced copy of
. Note that Claim 5 is maintained and that in the end the following claim holds.
We will now do some further branching to obtain O(n) smaller instances in which G[T 1 ] is K 3 -free, such that the following holds. If one of these new instances has a solution, then (G, u, v) has as solution. If none of these new instances has a solution, then (G, u, v) may still have a solution (S u , S v ), but in that case S u is not an independent set while S v must be an independent set; this will be verified when we do the v-feasibility check.
Branching III (O(n) branches)
We consider all possibilities of putting one vertex t ∈ T 1 in S u . This leads to O(n) branches. For each branch we do as follows. As t is adjacent to w u (because t ∈ T 1 ), we can contract t away using the Contraction Rule on N (u) ∪ {t}. As S u is independent, every neighbour t of t in T 1 must go to S v . If such a neighbour t is adjacent to a vertex of N (v), this means that we may contract t away by using the Contraction Rule on N (v) ∪ {t }. If t has no neighbour in N (v), then we put t in T 2 . By the Contraction Rule we may contract all edges between t and its neighbours in T 2 , such that T 2 is an independent set again that is anticomplete to N (v), so Claim 5 is still valid (but T 2 may now contain vertices adjacent to w u ). We denote the resulting instance by (G, u, v) again. As G[T ], and consequently, G[T 1 ] is (K 3 + P 1 )-free due to Claim 6, we find afterwards that the following holds for each branch.
By Lemma 8 we check in polynomial time if (G, u, v) has an 7-constant solution. If so, then we are done. From now on assume that (G, u, v) has no 7-constant solution. Note that (G, u, v) has no double-sided solution either, as then the original instance has a double-sided solution, which we already ruled out (alternatively, apply Claim 4). We will focus on the following task (recall that a solution (S u , S v ) for (G, u, v) is independent if both S u and S v are independent sets).
Phase 3b: Looking for independent solutions after branching
We will now branch to O(n 5 ) smaller instances for which the goal is to find an independent solution. As before, if one of the newly created instances has a solution, then (G, u, v) has as solution. If none of these new instances has a solution, then (G, u, v) may still have a solution (S u , S v ). However, in that case S u is not independent and S v must be an independent set. This will be verified when we do the v-feasibility check.
We say that an instance (G, u, v) satisfies the ( * )-property if the following holds:
where S u is an independent set, then (G, u, v) has an independent solution.
Let D 1 , . . . , D q be the connected components of G[T ] for some q ≥ 1. First suppose that every D i consists of a single vertex. Then G[T ] is an independent set. Hence, any solution for (G, u, v) will be independent. We conclude that ( * ) holds already. Now suppose that at least one of D 1 , . . . , D q , say D 1 , has more than one vertex. We first consider the case where another D i , say D 2 , also has more than one vertex. We claim that ( * ) is again satisfied already. In order to see this, assume that (G, u, v) has a solution (S u , S v ), where S u is an independent set, but S v contains two adjacent vertices x 1 and x 2 . We assume without loss of generality that x 1 and
is not a 7-constant solution, as (G, u, v) does not have such solutions. Then, by Claim 3, we find that S v has a set S v that contains x 1 , x 2 but not t, such that every vertex of N (v) is adjacent to a vertex of S v and S v ∪ N (v) is connected. Hence, we may put t into S u . Similarly, we may put every other vertex of D 1 ∩ S v into S u . As T 2 is an independent set by Claim 5, at least one vertex of D 1 belongs to T 1 and is thus adjacent to
However, this solution is double-sided, a contradiction. So, from now on, we assume that D 1 contains more than one vertex and that D 2 , . . . , D q each have exactly one vertex.
Recall that T 2 is an independent set that is anticomplete to N (v) due to Claim 5. Suppose t ∈ T 2 does not belong to D 1 . Then t is an isolated vertex of G[T ] that is not adjacent to any vertex of N (v). As G is connected, t is adjacent to at least one vertex of N (u). We apply the Contraction Rule on N (u) ∪ {t} to contract t away. Afterwards, we find that every vertex of T 2 must belong to D 1 .
Let B 1 , . . . , B p be the connected components of
, is P 4 -free (note that we only contracted edges during the branching and thus maintained P 4 -freeness due to Lemma 7). As G[T 1 ] is also K 3 -free by Claim 6, each B i is a complete bipartite graph on one or more vertices due to Lemma 1.
First suppose that p = 1. Recall that T 2 is an independent set by Claim 5 that belongs to D 1 . In this case we show how to branch into O(n 2 ) new and smaller instances, such that (G, u, v)) has a solution (S u , S v ), in which S u is an independent set, if and only if one of these new instances has such a solution. Moreover, each new instance will have the property that either ( * ) has been obtained or p ≥ 2 holds.
Branching IV (O(n 2 ) branches) We consider each possibility of choosing one vertex t ∈ B 1 to be placed in S u . This leads to O(n) branches. In each branch we contract t away by the Contraction Rule on N (u) ∪ {t} (note that tw u ∈ E(G), as t ∈ T 1 ). Since S u is an independent set, we must place all neighbours of t in S v . In order to contract these neighbours away using the Contraction Rule we may need to branch once more by considering every vertex that is in B 1 and that has at least one neighbour in N (v). This leads to O(n) additional branches. Hence, the total number of branches for this stage is O(n 2 ). For each branch we observe that T 1 has become an independent set (as the vertices in the components D 2 , . . . , D q form an independent set as well). By applying the Contraction Rule we ensure that T 2 is an independent set that remains anticomplete to N (v).
First suppose that T 1 ∩ V (D 1 ) consists of a single vertex t * . If T 2 = ∅, then we do as follows. Recall that we are looking for a solution (S u , S v ) with T 2 ⊆ S v . As N (v) ∪ S v must be connected but T 2 is anticomplete to N (v) by Claim 5, vertex t * must be placed into S v . Hence, if t * is not adjacent to a vertex in N (v), we discard the branch. Otherwise we contract T 2 ∪ {t * } away by applying the Contraction Rule on N (v) ∪ T 2 ∪ {t * }. Hence, we obtained T 2 = ∅. As T 1 is an independent set, this means that ( * ) holds. Now suppose that T 1 ∩ V (D 1 ) consists of more than one vertex. As T 1 is an independent set, this means that G[T 1 ∩ V (D 1 )] has p ≥ 2 connected components. Hence, we have arrived in the case where p ≥ 2. We denote the resulting instance by (G, u, v, ) again, and we let also B 1 , . . . , B p denote the connected components of
From the above we are now in the situation where (G, u, v) is an instance for which p ≥ 2 holds. By Lemma 1 and because D 1 is connected and P 4 -free, D 1 has a spanning complete bipartite graph B * . As p ≥ 2, all vertices of V (B 1 ) ∪ · · · ∪ V (B p ) belong to the same partition class of B * . By definition, these vertices are in T 1 . Hence, as T 2 is an independent set in D 1 , all vertices of T 2 form the other bipartition class of B * . Consequently, T 2 is complete to T 1 ∩ V (D 1 ). We will do some branching.
Branching V (O(n) branches) Every vertex of T 2 will belong to S v in any solution (S u , S v ) where S u is an independent set, but without having any neighbours in N (v) due to Claim 5. This means that S v contains at least one vertex t of V (D 1 )∩T 1 . We branch by considering all possibilities of choosing this vertex t. Indeed, as T 2 is complete to T 1 , it suffices to check single vertices t ∈ T 1 that have a neighbour in N (v). This leads to O(n) branches. For each branch we do as follows. We contract the vertices of T 2 ∪ {t} away using the Contraction Rule on N (v) ∪ T 2 ∪ {t}. We denote the resulting instance by (G, u, v) and observe that T 2 = ∅, so T = T 1 .
] now consists of connected components B 1 , . . . , B p for some p ≥ 1, where each B i is a complete bipartite graph. If every B i consists of a single vertex, then G[T ] is an independent set. Hence, any solution for (G, u, v) will be independent. We conclude that ( * ) holds. Now suppose that at least one of B 1 , . . . , B p , say B 1 , has more than one vertex. If another B i , say B 2 , also has more than one vertex, then ( * ) is also satisfied already. We can show this in the same way as before, namely when we proved this for the sets D 1 , . . . , D q . From now on we may assume that B 1 consists of more than one vertex and that B 2 , . . . , B p have only one vertex. So, in particular, B 1 is a complete bipartite graph on at least two vertices. We will do some branching.
Branching VI (O(n 2 ) branches) We consider each possibility of choosing one vertex t ∈ B 1 to be placed in S u . This leads to O(n) branches. In each branch we contract t away by applying the Contraction Rule on N (u) ∪ {t} (note that tw u ∈ E(G), as t ∈ T 1 , so we can indeed do this). Since S u is an independent set, we must place all neighbours of t in S v . In order to contract these neighbours away using the Contraction Rule we proceed as follows. All neighbours of t that are adjacent to N (v) we can contract away by applying the Contraction Rule on N (v) ∪ {t}. If all neighbours of t disappeared this way, this yields T = T 1 , an independent set as required. Otherwise, we need to include another vertex of B 1 into S v . So we branch on the O(n) vertices t ∈ B 1 that are adjacent to v. Contracting such a t away makes all other neighbours of t adjacent to N (v) and we can contract them away. In any case, eventually we will end up with T = T 1 being independent. Consequently, S v must be an independent set for any solution (S u , S v ) where S u is an independent set. This means that we achieved ( * ).
If we have not yet found a solution, then by achieving ( * ), as shown above, we have reduced the problem to O(n 5 ) instances, for which we search for an independent solution. We consider these new instances one by one. For simplicity, we denote the instance under consideration by (G, u, v) again.
Phase 3c: Searching for private solutions
In this phase we introduce a new type of independent solution that we call private. In order to define this notion, we first describe our branching procedure which will get us to this new notion.
Branching VII. (O(n 4 ) branches) First we process N (v) in the same way as we did for N (u) in Branching II. That is, in polynomial time via O(n 4 ) branches, we find a partition of N (v) into a set Q v of private neighbours and a vertex w v that will be complete to S v . To be more specific, if (G, u, v) has a solution (S u , S v ) in which S u and S v are independent sets, then the following holds for such a solution (S u , S v ):
(P1) The independent set S u contains a subset S * u of size at least 2 that covers N (u), such that each s ∈ S * u has a nonempty set Q u (s) of private neighbours with respect to S * u , and moreover, the set N (u) \ Q u , where We call an independent solution (S u , S v ) satisfying (P1) and (P2) a private solution. We emphasize that by now all branches are guaranteed to have private solutions or no solutions at all. Thus in what follows we will only search for private solutions. While doing this we may modify the instance (G, u, v), but we will always ensure that private solutions are pertained. In particular, if we contract a vertex t ∈ S * u to w u using the Contraction Rule on N (u) ∪ {t}, then this leads to a private solution (S u , S v ) with t / ∈ S * u . Then all private neighbours of t become adjacent to w u and, by the Contraction Rule, they get contracted to w u as well. However, if t / ∈ S * u , then contracting t to w u will make the neighbours of t in N (u) adjacent to w u and the Contraction Rule contracts these to w u . As a consequence, some vertices in S * u may have no private neighbours in N (u) and hence leave S * u . If this reduces |S * u | to 1, then we will notice this by checking for 1-constant solutions, which takes polynomial time due to Lemma 8. If we find a 1-constant solution, then we stop and conclude that our original instance is a yes-instance. Otherwise, we know that |S * u | ≥ 2, and hence private solutions pertain (should such solutions exist at all). In the remainder, we will perform this test implicitly whenever we apply the Contraction Rule.
We now prove the following two claims.
Claim 8. Every vertex of T is adjacent to both w u and w v .
Proof of Claim 8. Consider a vertex t ∈ T . First suppose that t ∈ T is neither adjacent to w u nor to w v . As G is connected, t will be adjacent to some other vertex in S u or S v in every solution (S u , S v ). Hence, (G, u, v) has no independent solutions, and thus no private solutions, and we can discard the branch. From now on assume that every vertex in T is adjacent to at least one of w u , w v . If t ∈ T is adjacent to only w u and not to w v , then by the same argument we must apply the Contraction Rule on N (u) ∪ {t}. Similarly, if t ∈ T is adjacent to only w v and not to w u , then we must apply the Contraction Rule on N (v) ∪ {t}. We discard a branch whenever two adjacent vertices in T were involved in an edge contraction with some neighbour in N (u), or with some neighbour in N (v). By Claim 9 we may assume that G[T ] is the disjoint union of one or more complete bipartite graphs; otherwise we discard the branch. We now prove that T can be changed into an independent set via some branching. Suppose T is not an independent set yet. Let B 1 , . . .
Proof of Claim 10. Assume that r ≥ 4. We will prove that (G, u, v) has no private solution. Suppose that T contains four connected components with edges, say B 1 , . . . , B 4 , for which the following holds:
, say w is adjacent to vertex s of B 1 (and not to any vertex of B 2 ). Let x 1 and x 2 be two adjacent vertices of B 2 , which exist as B 2 contains an edge. Suppose V (B 1 ) ∪ V (B 2 ) does not cover N (u). Then there exists a vertex w that has no neighbour in V (B 1 ) ∪ V (B 2 ). However, then {x 1 , x 2 } ∪ {s, w, u, w } is an induced
. Then, as each vertex of T is adjacent to both w u and w v , we find that
This is not possible, as then the original instance has a double-sided solution, which we already ruled out after Claim 4.
If two sets from V (B 1 ), . . . , V (B r ), say V (B 1 ) and V (B 2 ), cover the same subset of N (u) and the same subset of N (v), then we can apply the Contraction Rule on N (u) ∪ V (B 1 ) and on N (v) ∪ V (B 2 ) to find that the original instance has a double-sided solution if it has a solution. However, as we already ruled this out, this is not possible either.
Now consider the sets B 1 and B 2 . From the above, we deduce the following. We may assume without loss of generality that V (B 1 ) and V (B 2 ) cover different subsets of N (u). This implies that V (B 3 ), . . . , V (B r ) all cover the same subset A of N (v). We can also apply the above on B 1 and B 3 to find that B 1 and B 3 must either cover different subsets of N (u) or different subsets of N (v). Suppose B 1 and B 3 cover different subsets of N (v). Then, again from the above, B 2 , B 4 , . . . , B r must cover the same subset of N (u). As B 1 and B 2 cover different subsets of N (u), this means that B 1 and B 4 cover different subsets of N (u). This implies that B 2 must cover the same set A as B 4 , . . . , B r . As B 3 covers A as well, this means that B 2 and B 3 cover the same subset of N (v). Hence, they must cover different subsets of N (u). However, the latter implies that B 1 and B 4 cover the same subset of N (v). As B 4 covers A, just like B 3 , we find that B 1 and B 3 cover the same subset A of N (v), a contradiction. Hence, B 1 and B 3 cover the same subset of N (v), namely A, and by symmetry the same holds for B 2 .
As V (B 1 ) covers A By Claim 10 we may assume that r ≤ 3, that is, G[T ] has at most three connected components B i with an edge; otherwise we discard the branch. As r ≤ 3, we can now do some branching to obtain O(1) smaller instances in which T is an independent set, such that (G, u, v) has a private solution if and only if at least one of these new instances has a private solution.
Branching
We consider every resulting instance separately. We denote such an instance again by (G, u, v), for which we have proven the following claim.
Claim 11. T is an independent set.
We now continue as follows. As T is an independent set by Claim 11, the sets S u and S v of any solution (S u , S v ) will be independent (should (G, u, v) have a solution). Recall also that {w u , w v } is complete to T by Claim 8. We are looking for a private solution (S u , S v ), which we recall is an independent solution for which sets S * u and S * v exist so that (P1) and (P2) are satisfied. We make the following observation. Let R = T \ (S * u ∪ S * v ) be the set of all other vertices of T . Consider a vertex z ∈ R. We note that if z ∈ S u , then (S u \ {z}, S v ∪ {z}) is also a solution for (G, u, v); this follows from (P1) and (P2) and the fact that w v is adjacent to z ∈ T . Similarly, if z ∈ S v , then (S u ∪ {z}, S v \ {z}) is a solution as well.
We prove the following four claims.
Claim 12. Let w ∈ N (u) ∪ N (v). Then we may assume without loss of generality that w is adjacent to at least two vertices of T .
Proof of Claim 12. Suppose N (u) or N (v), say N (u), contains a vertex w that is adjacent to at most one vertex of T . If w has no neighbours in T , then (G, u, v) has no solution and we discard the branch. Suppose w has exactly one neighbour z ∈ T . Then z belongs to S * u for every (private) solution (S u , S v ) of (G, u, v) (assuming (G, u, v) is a yes-instance). Hence, we may apply the Contraction Rule on N (u) ∪ {z}. We apply this operation exhaustively, while pertaining private solutions as before.
It may happen that in this process it turns out that two vertices z, z both belong to S * u for every (private) solution (S u , S v ) of (G, u, v), while they share a neighbour in N (u) \ {w u }. This contradicts (P1). Hence, in this case we find that (G, u, v) does not have a private solution and we may discard the branch. Otherwise, in the end, we have obtained in polynomial time an instance with the desired property. As we ensure that private solutions pertain, the size of S * u remains at least 2. Claim 13. Let z ∈ T . Then we may assume without loss of generality that z is nonadjacent to at least one vertex of N (u) and to at least one vertex of N (v).
Proof of Claim 13. Suppose z ∈ T is adjacent to all vertices of N (u) or to all vertices of N (v), say to all vertices of N (u). Then we can check in polynomial time if T \ {z} covers N (v). If so, then {z, T \{z} is a (1-constant) solution of (G, u, v) and we can stop. Otherwise z must belong to S v for any solution (S u , S v ) of (G, u, v) . In that case we may apply the Contraction Rule on N (v) ∪ {z}. We apply this operation exhaustively (we again recall that we ensure that private solutions pertain by checking for 1-constant solutions). Moreover, it may happen that during this process two vertices z, z will end up in the same set S u or S v for any private solution (S u , S v ), while sharing a neighbour in N (u) \ {w u }. As the sets S u and S v are independent in a private solution (S u , S v ), this means that (G, u, v) does not have a private solution and we may discard the branch. Otherwise, in the end, we have obtained in polynomial time an instance with the desired property. Claim 14. Let s and t be any two distinct vertices of T . Then we may assume without loss of generality that either N (u)∩N (s)∩N (t) = {w u }; or N (u)∩N (s) = N (u)∩N (t); or {s, t} covers N (u). Similarly, we may assume without loss of generality that either
Proof of Claim 14. By symmetry it suffices to prove only the first statement. Assume T contains two vertices s and t, for which there exist distinct vertices w ∈ (N (u) \ {w u }) ∩ N (s) ∩ N (t); w ∈ (N (u) ∩ N (s)) \ N (t) and w ∈ N (u) \ (N (s) ∪ N (t)). Note that w u / ∈ {w, w , w }. Recall that in this stage we are looking for private solutions for (G, u, v). Consider an arbitrary private solution (S u , S v ) (if it exists). Then w ∈ Q u (z) for some z ∈ S * u . Note that z / ∈ {s, t}, as neither s nor t is adjacent to w . The above means that z must be adjacent to at least one of w, w , as otherwise the set {w , z} ∪ {w , s, w, t} induces a P 2 + P 4 in G, which is not possible. Hence, at least one of w or w will be a private neighbour of z, that is, will belong to Q u (z). As s is adjacent to both w and w and N (u) \ Q u = {w u } (see property (P1) of the definition of a private solution), this means that s does not belong to S * u . We conclude that s belongs to R = T \ (S * u ∪ S * v ) or to S * v for any private solution (S u , S v ) of (G, u, v). As s is adjacent to w v ∈ N (v), we may therefore apply the Contraction Rule on N (v) ∪ {s}, ensuring persistence of private solutions (in case there are any) in the usual way. We do this exhaustively, and in the end we find that the claim holds. Note that we obtained this situation in polynomial time.
Claim 15. Let s and t be any two distinct vertices of T that together cover N (u). Then there exists a nonempty set A(v) ⊆ N (v) that is complete to {s, t} and anticomplete to T \ {s, t}, or (G, u, v) has a 2-constant solution. The same holds for u and v interchanged.
Proof of Claim 15. Assume without loss of generality that {s, t} covers N (u). Then we find that ({s, t}, T \ {s, t}) is a 2-constant solution unless N (v) contains a nonempty set A(v) that is anticomplete to T \ {s, t}). By Claim 12 we find that A(v) is complete to {s, t}.
We will use Claims 12-15 to prove the following claim.
Claim 16. Let s and t be two distinct vertices in T such that {s, t} covers
Proof of Claim 16. Assume that (G, u, v) has no 2-constant solution. Then by Claim 15, there is a nonempty set A(u) ⊆ N (u) that is complete to {s, t} and anticomplete to T \ {s, t}. Similarly, there exists a nonempty set A(v) ⊆ N (v) that is complete to {s, t} and anticomplete to T \ {s, t}. By Claim 13 we find that N (u) contains a vertex w that is not adjacent to s. As {s, t} covers N (u), this means that w is adjacent to t. By Claim 12 we find that w is adjacent to some vertex s ∈ T \ {s, t}. As s is anticomplete to A(u), Claim 14 tells us that {s , t} covers N (u). By the same argument, there exists a vertex t such that {s, t } covers N (v). Putting s , t in S u and s, t in S v (together with all other vertices of T ) yields a 2-constant solution (S u , S v ) of (G, u, v). This is a contradiction.
We continue as follows. By Lemma 8 we check in polynomial time if (G, u, v) has a 2-constant solution. If so, then we are done. Otherwise, we obtain the following claim, which immediately follows from Claim 16 and the fact that if one pair of vertices of T covers N (u) and another pair covers N (v), then we obtained a 2-constant solution.
Claim 17. We may assume without loss of generality that every pair of (distinct) vertices {s, t} in T does not cover N (u); hence, {s, t} may only cover N (v).
We call a pair of vertices s, t of T a 2-pair if {s, t} covers N (v). Let T v be the set of vertices of T involved in a 2-pair. We continue by proving the following claim.
Claim 18. Every vertex of T v belongs to exactly one 2-pair.
Proof of Claim 18. Let s ∈ T v . By definition, s belongs to at least one 2-pair. For contradiction, suppose that s belongs to more than one 2-pair. Then there exist vertices t 1 , t 2 in T v , such that {s, t 1 } and {s, t 2 } both cover N (v). As (G, u, v) has no 2-constant solution, N (u) contains a nonempty set A 1 (u) ⊆ N (u) that is complete to {s, t 1 } and anticomplete to T \ {s, t 1 } due to Claim 15. By the same claim, N (u) contains a nonempty set A 2 (u) ⊆ N (u) that is complete to {s, t 2 } and anticomplete to T \ {s, t 2 }. Let w 1 ∈ A 1 (u) and w 2 ∈ A 2 (u); note that w 2 = w u . Then w 1 is adjacent to s but not to t 2 , whereas w 2 = w u is a common neighbour of s and t 2 . As {s, t 2 } does not cover N (u) due to Claim 17, this contradicts Claim 14.
We next prove that actually T v = ∅. Suppose that T v = ∅. Let (s, t) ∈ T v . By Claim 15, there exists a nonempty subset A(u) of N (u) that is complete to {s, t} and anticomplete to T \ {s, t}. As (G, u, v) has no 2-constant solution, s and t do not cover all of N (u). By Claim 13, we find that s is not adjacent to some vertex w ∈ N (v). As (s, t) is a 2-pair, t is adjacent to w. By Claim 12, we find that w is adjacent to a vertex z ∈ T \ {s, t}. From Claim 18 it follows that (t, z) is not a 2-pair, so t and z do not cover all of N (v). By Claim 14 and the fact that t and z have a common neighbour different from w v , namely w, this means that t and z are adjacent to the same neighbours in N (v). However, then (s, z) is 2-pair, contradicting Claim 18. This means that we have indeed proven the following claim.
Claim 19. T v = ∅.

Phase 3d: Translating the problem into a matching problem
We are now ready to translate the instance (G, u, v) into an instance of a matching problem. Recall that w u and w v are the vertices in N (u) and N (v) that are complete to T . By Claims 14 and 19 we can partition N (u) \ {w u } into sets N 1 (u) ∪ · · · ∪ N q (u) for some q ≥ 1 such that two vertices of N (u) have the same set of neighbours in T if and only if they both belong to N i (u) for some i ∈ {1, . . . , q}. Similarly, we can partition N (v) \ {w v } into sets N 1 (v) ∪ · · · ∪ N r (v) for some r ≥ 1 such that two vertices of N (v) have the same set of neighbours in T if and only if they both belong to N i (v) for some i ∈ {1, . . . , r}. We may remove all but one vertex of each N h (u) and each N i (v) to obtain an equivalent instance, which we denote by (G, u, v) again.
Let G be the graph obtained from G after removing the vertices u, v, w u , w v and every edge between a vertex of N (u) and a vertex of N (v). Note that G is bipartite with partition classes (N (u) \ {w u }) ∪ (N (v) \ {w v }) and T . It remains to compute a maximum matching M in G . We can do this by using the Hopcroft-Karp algorithm, which runs in O(m √ n)-time on bipartite graphs with n vertices and m edges. If
incident to an edge of M , and hence, we found a (private) solution for (G, u, v). If |M | < |N (u)| + |N (v)| − 2, then (G, u, v) has no (private) solution, and we discard the branch.
The above concludes the description of the u-feasibility check. If we found a branch with a solution, then we translate it in polynomial time to a solution for the original instance. Otherwise we perform Phase 4.
Phase 4: Doing a v-feasibility check
As mentioned, our algorithm now does a v-feasibility check, that is, it checks for the existence of a solution (S u , S v ), where S v is an independent set and G[S u ] may contain edges. As we can repeat exactly the same steps as in Phase 3, this phase takes polynomial time as well. This concludes the description of our algorithm.
The correctness of our algorithm follows from the above description. We now analyze its run-time. The branching is done in eight stages, namely Branching I-VIII and yields a total number of O(n 30 ) branches. As explained in each step above, processing each branch created in Branching I-VI until we start branching again takes polynomial time. Checking for 1-constant solutions to ensure survival of private solutions takes constant time as well. Moreover, processing each of the branches created in Branch VII takes polynomial time as well. We conclude that the total running time of our algorithm is polynomial.
Via Lemma 6 and a reduction to P 4 -Suitability we obtain: Lemma 10. P 5 -Suitability can be solved in polynomial time for (P 2 +P 4 )-free graphs.
Proof. Let (G, u, v) be an instance of P 5 -Suitability, where G is a connected (P 2 +P 4 )-free graph. We may assume without loss of generality that u and v are of distance at least 4 from each other, as otherwise (G, u, v) is a no-instance. By the Contraction Rule and Lemma 7 we may also assume without loss of generality that N (u) and N (v) are both independent sets; otherwise if, say, G[N (u)] contains an edge e, then we contract e to obtain an equivalent but smaller instance (G , u, v), where G is also (P 2 + P 4 )-free due to Lemma 7.
First suppose |N (u)| = 1, say N (u) = {u } for some u ∈ V (G). Then we solve P 4 -Suitability on instance (G − u, u , v). We can do this in polynomial time due to Lemma 9. Now suppose |N (u)| ≥ 2. Note that dist(u, v) ≤ 5, as G is P 7 -free. By Lemma 6 we may assume that dist(u, v) = 4. We will explore the structure of the P 5 -witness bags W (p 2 ) and W (p 3 ) should they exist. Let Z be the set that consists of all vertices z with dist(u, z) = dist(z, v) = 2. Then Z must be a subset of W (p 3 ). As N (u) is not connected, W (p 2 ) must contain at least one other vertex s adjacent to some vertex t ∈ N (u). Suppose s is non-adjacent to some other vertex t ∈ N (u). Let w be a neighbour of v. As s ∈ W (p 2 ) and w ∈ W (p 4 ), we find that s and w are not adjacent. Then the set {v, w} ∪ {s, t, u, t } induces a P 2 + P 4 in G, a contradiction. Hence, s is adjacent to every vertex of N (u). We consider all possibilities of choosing vertex s from the set
. This leads to O(n) branches. In each branch we contract the set N (u) ∪ {s} to a single vertex u . Let G be the resulting graph. Then we solve P 4 -Suitability on instance (G , u , v). As G is (P 2 + P 4 )-free by Lemma 7, we can do this in polynomial time due to Lemma 9.
From the above we conclude that we can check in polynomial time if (u, v) is a P 5 -suitable pair of G.
We use Lemma 10 to prove Lemma 11.
Lemma 11. P 6 -Suitability can be solved in polynomial time for (P 2 +P 4 )-free graphs.
Proof. Let (G, u, v) be an instance of P 6 -Suitability, where G is a connected (P 2 +P 4 )-free graph. We may assume without loss of generality that u and v are of distance at least 5 from each other, as otherwise (G, u, v) is a no-instance. We may also assume without loss of generality that N (u) and N (v) are both independent sets; otherwise if, say, G[N (u)] contains an edge e, then we contract e to obtain an equivalent but smaller instance (G , u, v) , where G is also (P 2 + P 4 )-free due to Lemma 7. First suppose |N (u)| = 1, say N (u) = {u } for some u ∈ V (G). Then we solve P 5 -Suitability on instance (G − u, u , v). We can do this in polynomial time due to Lemma 10. Now suppose |N (u)| ≥ 2. We assume W (p 1 ) = {u} and we will explore the structure of the P 6 -witness bag W (p 2 ) should it exist. As N (u) is not connected, W (p 2 ) must contain at least one other vertex s. Suppose that s is adjacent to some vertex t ∈ N (u) and non-adjacent to some other vertex t ∈ N (u). Let w be a neighbour of v. Then the set {v, w} ∪ {s, t, u, t } induces a P 2 + P 4 in G, a contradiction. Hence, s is adjacent to every vertex of N (u). We consider all possibilities of choosing vertex s from the set V (G) \ (N [u] ∪ N [v] ). This leads to O(n) branches. In each branch we contract the set N (u) ∪ {s} to a single vertex u . Let G be the resulting graph. Then we solve P 5 -Suitability on instance (G , u , v). As G is (P 2 + P 4 )-free by Lemma 7, we can do this in polynomial time due to Lemma 10.
From the above we conclude that we can check in polynomial time if (u, v) is a P 6 -suitable pair of G.
We now combine Lemmas 4 and 5 with Lemmas 9-11 to obtain the following theorem.
Theorem 3. The Longest Path Contractibility problem is polynomial-time solvable for (P 2 + P 4 )-free graphs.
Proof. Let G be a connected (P 2 + P 4 )-free graph. We may assume without loss of generality that G has at least one edge. Note that G is P 7 -free. Hence, G does not contain P 7 as a a contraction. By combining Lemmas 9-11 with Lemma 4 we can check in polynomial time if G contains P k as a contraction for k = 6, 5, 4. If not, then we check if G contains P 3 as a contraction by using Lemma 5 combined with Lemma 4. If not then, as G has an edge, P 2 is the longest path to which G can be contracted to.
3.3
The Case H = P 1 + P 2 + P 3
We will prove that Longest Path Contractibility is polynomial-time solvable for (P 1 + P 2 + P 3 )-free graphs.
We will start by showing that P 4 -Suitability is polynomial-time solvable for (P 1 + P 2 + P 3 )-free graphs. The proof of this result uses similar but more simple arguments than the proof of Lemma 9.
Lemma 12. The P 4 -Suitability problem can be solved in polynomial time for (P 1 + P 2 + P 3 )-free graphs.
Proof. Let (G, u, v) be an instance of P 4 -Suitability, where G is a connected (P 1 + P 2 + P 3 )-free graph. We may assume without loss of generality that u and v are of distance at least 3, that is, u and v are non-adjacent and N (u) ∩ N (v) = ∅; otherwise (G, u, v) is a no-instance.
Recall that
). Recall also that we are looking for a partition (S u , S v ) of T that is a solution for (G, u, v) , that is, N (u) ∪ S u and N (v) ∪ S v must both be connected. In order to do so we will construct partial solutions (S u , S v ), which we try to extend to a solution (S u , S v ) for (G, u, v). We use the Contraction Rule from Section 2 on S u and S v , so that these sets will become independent. By Lemma 7, the resulting graph will always be (P 1 + P 2 + P 3 )-free. For simplicity, we denote the resulting instance by (G, u, v) again. After applying the Contraction Rule the size of the set T may be reduced by at least one. As before, if t ∈ T was involved in an edge contraction with a vertex from N (u) or N (v) when applying the rule, then we say that we contracted t away.
We start by applying the Contraction Rule on N (u) and N (v). This leads to the following claim. We now check if (G, u, v) has an 8-constant solution, which we can check in polynomial time due to Lemma 8. If so, then (G, u, v) is a yes-answer and we stop. From now on suppose that (G, u, v) has no 8-constant solution. Then we prove the following claim (recall that a solution (S u , S v ) is independent if S u and S v are independent sets).
Claim 2. Every solution of (G, u, v) is independent (if (G, u, v) has solutions).
Proof of Claim 2. Let (S u , S v ) be a solution for (G, u, v) that is not independent, say s, t belong to S u with st ∈ E(G). If {s, t} is anticomplete to a set of two neighbours w, w of u, then {v} ∪ {s, t} ∪ {w, u, w } is an induced P 1 + P 2 + P 3 of G, a contradiction. Hence, {s, t} covers all but at most one vertex of N (u). Suppose that {s, t} covers N (u), Then, as s and t are adjacent in G, we find that (S u , S v ) is a 2-constant solution and thus a 8-constant solution, which is not possible. Hence, N (u) contains a unique vertex w that is not adjacent to s and t, but that is adjacent to some z ∈ T \ {s, t}. As G is (
contains a path P on at most seven vertices from s to z. The path P , together with vertex t that may not be on P , shows that (S u , S v ) is a 8-constant solution, a contradiction.
We will now analyze the structure of an independent solution (S u , S v ). As S u and N (u) are both independent sets, G[N (u) ∪ S u ] is a connected bipartite graph. Hence, S u contains a set S * u , such that S * u covers N (u). We assume that S * u has minimum size. Then each s ∈ S * u has a nonempty set Q(s) of vertices in N (u) that are not adjacent to any vertex in S * u \ {s}; otherwise we can remove s from S * u , contradicting our assumption that S * u has minimum size. We call the vertices of Q(s) the private neighbours of s ∈ S * u with respect to S * u . As (G, u, v) has no 8-constant solution, and thus no 1-constant solution, we find that S * u has size at least 2. Suppose Q(s) contains at least two private neighbours w 1 , w 2 of some vertex s ∈ S * u . As |S * u | ≥ 2, there exists a vertex s ∈ S * u with s = s. Let w 3 ∈ Q(s ). Then {v} ∪ {w 3 , s } ∪ {w 1 , s, w 2 } is an induced P 1 + P 2 + P 3 of G, a contradiction. Hence, each set Q(s) has size 1. We denote the unique vertex of Q(s) by w We claim that the set N (u) \ Q u is complete to S * u . In order to see this, let w ∈ N (u) \ Q u . By definition, w is adjacent to at least two vertices s 1 , s 2 of S * u . For contradiction, assume that w is not adjacent to some vertex s 3 ∈ S * u . Then {v} ∪ {s 3 , w s3 u } ∪ {s 1 , w, s 2 } induces a P 1 + P 2 + P 3 in G, which is not possible. As G[N (u) ∪ S u ] is connected as well and S u is an independent set, every vertex t ∈ S u \ S * u must be adjacent to at least one vertex of N (u). However, we claim that every vertex of S u \ S * u is adjacent to at most one vertex of Q u . For contradiction, assume that S u \ S * u contains a vertex t that is adjacent to two vertices of Q u , say to w s u and w s u for some s, s ∈ S * u with s = s . Recall that S u is independent. Consequently, if t is non-adjacent to w s u for some s ∈ S * u \ {s, s }, then G contains an induced P 1 + P 2 + P 3 with vertex set {v} ∪ {w Hence, the set N (u) \ N (t) is nonempty. As t is adjacent to every vertex of Q u , the set
u . Then {s, t} covers N (u), and moreover G[N (u) ∪ {s, t}] is connected. This means that (G, u, v) has a 2-constant solution and thus an 8-constant solution, which is not possible. We conclude that every vertex of S u \ S * u is adjacent to at most one vertex of Q u . Finally, we prove that N (u) \ Q u is nonempty. For contradiction, assume that N (u) \ Q u is empty. Then N (u) = Q u . As G[Q u ∪ S * u ] is the disjoint union of a number of edges, and G[N (u) ∪ S u ] is connected, there must exist a vertex t ∈ S u \ S * u that is adjacent to at least two vertices of Q u . However, we proved above that this is not possible. We conclude that N (u) \ Q u is nonempty.
We can deduce all the claims above with respect to v as well. To summarize, any independent solution (S u , S v ) for (G, u, v) satisfies the following two properties:
(P1) The independent set S u contains a subset S * u of size at least 2 that covers N (u), such that each vertex s ∈ S * u has exactly one private neighbour w Remark. We emphasize that S * u and S * v are unknown to the algorithm, as we constructed it from the unknown sets S u and S v , and consequently our algorithm does not know (yet) the sets Q u and Q v .
We will now branch into O(n 8 ) smaller instances in which N (u) \ Q u and N (u) \ Q v consist of just one single vertex w u and w v , respectively, such that (G, u, v) has an independent solution if and only if at least one of the new instances has an independent solution. Moreover, we will be able to identify w u and w v , and consequently, the sets Q u and Q v , in polynomial time.
Branching (O(n 8 ) branches) We will determine exactly those vertices of N (u) that belong to Q u via some branching, under the assumption that (G, u, v) has an independent solution (S u , S v ) that satisfies (P1) and (P2). By (P1), S * u consists of at least two (non-adjacent) vertices s and s . By (P2), S * v consists of at least two (non-adjacent) vertices t and t . We branch by considering all possible choices of choosing these four vertices together with their private neighbours w are not both isomorphic to 2P 2 . We put a vertex y ∈ N (u) in N (u) \ Q u if and only if y is a common neighbour of s and s . This gives us the set Q u . We obtain the set Q v in the same way. If there exists a vertex in Q u \ {w s u , w s u } that is adjacent to one of s, s , then we discard the branch. We also discard the branch if there exists a vertex in Q v \ {w t v , w t v } that is adjacent to one of t, t . Moreover, by applying the Contraction Rule on N (u) ∪ {s, s } we can contract s and s away. This contracts all vertices of N (u) \ Q u into a single vertex which we denote by w u due to (P1). Similarly, we branch t and t away and this leads to the contraction of N (v) \ Q v into a single vertex w v due to (P2). Note that we have identified w u and w v in polynomial time. We denote the resulting instance by (G, u, v) again.
Consider a vertex z ∈ T . Firs suppose that z is not adjacent to w u . Then z does not belong to S u in any independent solution (S u , S v ) for (G, u, v) by (P1).Hence z must belong to S v for any independent solution (S u , S v ) for (G, u, v). However, (P2) tells us that If z is not adjacent to w v , then z cannot belong to the set S v of any independent solution (S u , S v ) for (G, u, v). Hence, in that case we must discard the branch. Otherwise, that is, if z is adjacent to w v , then we check the following. If z has two neighbours in N (v) \ {w v }, then z does not belong to S v in any independent solution (S u , S v ) for (G, u, v) due to (P2). Hence, we will discard the branch. If z is adjacent to at most one vertex of N v \ {w v }, then we apply the Contraction Rule on N (v) ∪ {z} to contract z away. As a side effect, the possible neighbour of z in N v \ {w v } will be contracted away as well. Now suppose that z is not adjacent to w v . Then we perform the same operation with respect to u. We apply this operation exhaustively on both u and v. This takes polynomial time. In the end we either discarded the branch or have found a new instance, which we also denote by (G, u, v) again, in which every vertex of T is adjacent to w u and to w v .
Consider again a vertex z ∈ T . If z is adjacent to only w u and w v and to at most one other vertex w in N (u) ∪ N (v), then we apply the Contraction Rule on
(in the other two cases) in order to contract z away. As a side effect, the possible other neighbour of z in (N (u) ∪ N (v)) \ {w u , w v } will be contracted away as well. If z is adjacent to more than one vertex of N (u) \ {w u }, then z does not belong to S u in any independent solution (S u , S v ) for (G, u, v). We check if z is adjacent to more than one vertex of N (v) \ {w v }. If so, then z does not belong to S v in any independent solution (S u , S v ) for (G, u, v) . In that case we will discard the branch. Otherwise we will apply the Contraction Rule on N (v) ∪ {z} to contract z away. Again, as a side effect, the possible neighbour of z in N (v) \ {w v } will be contracted away as well. If z is adjacent to more than one vertex of N (u) \ {w v }, we perform a similar operation with respect to u. We apply this rule exhaustively. This takes polynomial time. In the end we find that every vertex of T is adjacent to w u and w v and to exactly one vertex of Q u and to exactly one vertex of Q v .
We now remove all edges of G[T ]. We also remove w u and w v from the graph. This yields a bipartite graph G with partition classes N (u) ∪ N (v) \ {w u , w v } and T . It remains to compute a maximum matching M in G . We can do this by using the Hopcroft-Karp algorithm [33] , which runs in O(m √ n)-time on bipartite graphs with n vertices and m edges. If |M | = |N (u)| + |N (v)| − 2 then we found a solution for (G, u, v); otherwise we discard the branch. Note that we did not explicitly forbid that two adjacent vertices of T ended up in S u or two adjacent vertices of T ended up in S v : we have ruled out the existence of such solutions already (but they would still be perfectly acceptable if they did exist).
As mentioned, we translate a solution found for some branch into a solution for the original instance. We can do so in polynomial time. If we find no yes-answer for the instance of any branch, then we conclude that the original instance has no solution.
The correctness of our algorithm follows from the above description. We now analyze its run-time. There is only one branching procedure, which yields a total number of O(n 8 ) branches. As explained above, processing each branch takes polynomial time. In particular, checking for 8-constant solutions takes polynomial time due to Lemma 8. We conclude that the total running time of our algorithm is polynomial.
We proceed in the same way as in the case where H = P 2 + P 4 . That is, we will use Lemma 12 to prove Lemma 13. Then we use Lemma 13 to prove Lemma 14, and we use Lemma 14 to prove Lemma 15.
Lemma 13. The P 5 -Suitability problem can be solved in polynomial time for (P 1 + P 2 + P 3 )-free graphs.
Proof. Let (G, u, v) be an instance of P 5 -Suitability, where G is a connected (P 1 + P 2 + P 3 )-free graph. We may assume without loss of generality that u and v are of distance at least 4 from each other, as otherwise (G, u, v) is a no-instance. We may also assume without loss of generality that N (u) and N (v) are independent sets; otherwise, say N (u) contains an edge, we apply the Contraction Rule on N (u) to obtain an equivalent but smaller instance (G , u, v) , where G is also (P 1 + P 2 + P 3 )-free due to Lemma 7. If N (u) consists of exactly one vertex u , then we can instead solve P 5 -Suitability on instance (G − u, u , v) . By Lemma 13 this takes polynomial time. Hence, we may assume that N (u), and for the same reason, N (v) have size at least 2.
By Lemma 6 we may assume that dist(u, v) = 4. Let M consist of all vertices of G that are of distance 2 from u and of distance 2 from v. Note that M = ∅, as dist(u, v) = 4. Moreover, if G has a P 5 -witness structure W with W (p 1 ) = {u} and
Let z, z be two vertices in N (v). Suppose x / ∈ M ∪ {u} is adjacent to w ∈ N (u) but not to w ∈ N (u). As x is not in M and adjacent to w ∈ N (u), we find that x is not adjacent to z and z . However, then {w } ∪ {w, x} ∪ {z, v, z } induces a P 1 + P 2 + P 3 in G, a contradiction. Hence, every vertex not in M ∪ {u} is either complete to N (u) or anticomplete to N (u). This means that if G has a P 5 -witness structure W with W (p 1 ) = {u} and W (p 5 ) = {v}, then the following holds:
We now branch by considering all possibilities of choosing this vertex s; note that we only have to consider vertices of G that are of distance 2 from u and that are not in M . This leads to O(n) branches. We consider each branch separately, as follows. First we contract all edges in G[N (u) ∪ {s}]. If this does not yield a single vertex u , then we discard the branch. Otherwise we let G be the resulting graph. The graph G − u consists of at least two connected components, one of which consists of vertex u, and the other one contains v and N (v). We contract away the vertices of any other connected component D of G − u by applying the Contraction Rule on {u } ∪ V (D). It remains to check if (G − u, u , v) is a yes-instance of P 4 -Suitability. We can do this in polynomial time via Lemma 12. As there are O(n) branches, the total running time of our algorithm is polynomial. Lemma 14. The P 6 -Suitability problem can be solved in polynomial time for (P 1 + P 2 + P 3 )-free graphs.
Proof. Let (G, u, v) be an instance of P 6 -Suitability, where G is a connected (P 1 + P 2 + P 3 )-free graph. We may assume without loss of generality that u and v are of distance at least 5 from each other, as otherwise (G, u, v) is a no-instance. We may also assume without loss of generality that N (u) and N (v) are independent sets; otherwise, say N (u) contains an edge, we apply the Contraction Rule on N (u) to obtain an equivalent but smaller instance (G , u, v) , where G is also (P 1 + P 2 + P 3 )-free due to Lemma 7. If N (u) consist of exactly one vertex u , then we can instead solve P 5 -Suitability on instance (G − u, u , v). By Lemma 13 this takes polynomial time. Hence, we may assume that N (u), and for the same reason, N (v) are independent sets of size at least 2. Let z, z be two vertices in N (v). Suppose x / ∈ N (u) ∪ {u} is adjacent to w ∈ N (u) but not to w ∈ N (u). Then {w } ∪ {w, x} ∪ {z, v, z } induces a P 1 + P 2 + P 3 in G, a contradiction. Hence, every vertex not in N (u) ∪ {u} is either complete to N (u) or anticomplete to N (u). This means that if G has a P 5 -witness structure W with W (p 1 ) = {u} and W (p 5 ) = {v}, then the following holds: W (p 2 ) \ N (u) contains a vertex s, such that N (u) ∪ {s} is connected.
We now branch by considering all possibilities of choosing this vertex s. This leads to O(n) branches. We consider each branch separately, as follows. First we contract all edges in G[N (u) ∪ {s}]. If this does not yield a single vertex u , then we discard the branch. Otherwise we let G be the resulting graph. The graph G −u consists of at least two connected components, one of which consists of vertex u, and the other one contains v and N (v). We contract away the vertices of any other connected component D of G − u by applying the Contraction Rule on {u } ∪ V (D). It remains to check if (G − u, u , v) is a yes-instance of P 4 -Suitability. We can do this in polynomial time via Lemma 13. As there are O(n) branches, the total running time of our algorithm is polynomial.
Lemma 15. The P 7 -Suitability problem can be solved in polynomial time for (P 1 + P 2 + P 3 )-free graphs.
Proof. Let (G, u, v) be an instance of P 7 -Suitability, where G is a connected (P 1 + P 2 + P 3 )-free graph. We may assume without loss of generality that u and v are of distance at least 6 from each other, as otherwise (G, u, v) is a no-instance. Note that in fact u and v are of distance exactly 6 from each other, as otherwise G contains an induced P 1 + P 2 + P 3 . We may also assume without loss of generality that N (u) is an independent set; otherwise we apply the Contraction Rule on N (u) to obtain an equivalent but smaller instance (G , u, v), where G is also (P 1 + P 2 + P 3 )-free due to Lemma 7. Suppose N (u) contains two vertices w and w . As u and v are of distance 6 from each other, there exists a vertex y with dist(u, y) = dist(v, y) = 3. Let z ∈ N (v). Then the set {y} ∪ {v, z} ∪ {w, u, w } induces a P 1 + P 2 + P 3 in G, a contradiction. Hence, N (u) consist of exactly one vertex u . We can therefore solve P 6 -Suitability on instance (G − u, u , v). By Lemma 14 this takes polynomial time.
We are now ready to prove the main result of Section 3.3.
Theorem 4. The Longest Path Contractibility problem is polynomial-time solvable for (P 1 + P 2 + P 3 )-free graphs.
Proof. Let G be a connected (P 1 + P 2 + P 3 )-free graph. We may assume without loss of generality that G has at least one edge. Then G is P 8 -free. Hence, G does not contain P 8 as a a contraction. By combining Lemmas 12-15 with Lemma 4 we can check in polynomial time if G contains P k as a contraction for k = 7, 6, 5, 4. If not, then we check if G contains P 3 as a contraction by using Lemma 5 combined with Lemma 4. If not then, as G has an edge, P 2 is the longest path to which G can be contracted to.
3.4
The Case H = P 1 + P 5 We will prove that Longest Path Contractibility is polynomial-time solvable for (P 1 + P 5 )-free graphs. This result extends a corresponding result of [52] for P 5 -free graphs. Its proof is based on the same but slightly generalized arguments as the result for P 5 -free graphs and comes down to the following lemma.
Lemma 16. Let k ≥ 4 and let G be a (P 1 + P 5 )-free graph with a P k -suitable pair (u, v) such that N (u) is an independent set. Then G has a P k -witness structure W with W (p 1 ) = {u} and W (p k ) = {v}, for which the following holds: W (p 2 ) \ N (u) contains a set S of size at most 2 such that N (u) ∪ S is connected.
Proof. As (u, v) is a P k -suitable pair, G has a P k -witness structure W with W (p 1 ) = {u} and W (p k ) = {v}. For contradiction, assume that W (p 2 ) \ N (u) contains no set S of size at most 2 such that N (u) ∪ S is connected. Then W (p 2 ) \ N (u) contains at least three vertices x 1 , x 2 , x 3 such that one of the following holds: (i) for i = 1, 2, 3, vertex x i is adjacent to some vertex w i ∈ N (u) with
First assume that (i) holds. Recall that N (u) is an independent set. Then x 1 x 2 ∈ E(G), as otherwise the set {v} ∪ {x 1 , w 1 , u, w 2 , x 2 } induces a P 1 + P 5 in G, which is not possible. However, now the set {v} ∪ {w 3 , u, w 2 , x 2 , x 1 } induces a P 1 + P 5 in G, a contradiction. Hence, (i) cannot hold. Now assume that (ii) holds. As (G, u, v) has no 1-constant solution, x 1 has a neighbour w 1 ∈ N (u) not adjacent to x 2 and x 2 has a neighbour w 2 ∈ N (u) not adjacent to
, we have that x 1 x 2 / ∈ E(G) However, then the set {v} ∪ {x 1 , w 1 , u, w 2 , x 2 } induces a P 1 + P 5 in G, a contradiction. Hence (ii) does not hold either, a contradiction.
As a consequence of Lemma 16, we get that P 4 -Suitability is easy and that P k -Suitability reduces to P 4 -Suitability, as we will see.
Lemma 17. The P 4 -Suitability problem can be solved in polynomial time for (P 1 + P 5 )-free graphs.
Proof. Let (G, u, v) be an instance of P 4 -Suitability, where G is a connected (P 1 +P 5 )-free graph. We may assume without loss of generality that u and v are of distance at least 3 from each other, as otherwise (G, u, v) is a no-instance. We may also assume without loss of generality that N (u) is an independent set; otherwise we apply the Contraction Rule on N (u) to obtain an equivalent but smaller instance (G , u, v), where G is also (P 1 + P 5 )-free due to Lemma 7. By Lemma 16 we find that if (G, u, v) has a solution, then G has a 2-constant solution. We can check the latter in O(n 4 ) time by Lemma 8.
Lemma 18. The P 5 -Suitability problem can be solved in O(n 6 ) time for (P 1 + P 5 )-free graphs.
Proof. Let (G, u, v) be an instance of P 5 -Suitability, where G is a connected (P 1 +P 5 )-free graph. We may assume without loss of generality that u and v are of distance at least 4 from each other, as otherwise (G, u, v) is a no-instance. We may also assume without loss of generality that N (u) is an independent set; otherwise we apply the Contraction Rule on N (u) to obtain an equivalent but smaller instance (G , u, v) , where G is also (P 1 + P 5 )-free due to Lemma 7. If (u, v) is a P 5 -suitable pair, then by Lemma 16, G has a P 5 -witness structure W with W (p 1 ) = {u} and W (p 5 ) = {v}, for which the following holds: W (p 2 ) \ N (u) contains a set S of size at most 2, such that N (u) ∪ S is connected.
We now branch by considering all possibilities of choosing this set S. This leads to O(n 2 ) branches. We consider each branch separately, as follows. First we contract all edges in G[N (u) ∪ S]. If this does not yield a single vertex u , then we discard the branch. Otherwise we let G be the resulting graph. The graph G − u consists of at least two connected components, one of which consists of vertex u, and the other one contains v and N (v). If there are more components in G − u than these two, we contract each such component D to u by applying the Contraction Rule on {u } ∪ V (D). It remains to check if (G − u, u , v) is a yes-instance of P 4 -Suitability. We can do this in O(n 4 ) time via Lemma 17. As there are O(n 2 ) branches, the total running time of our algorithm is O(n 6 ).
Lemma 19. The P 6 -Suitability problem can be solved in O(n 8 ) time for (P 1 + P 5 )-free graphs.
Proof. We reduce P 6 -Suitability to P 5 -Suitability in exactly the same way we reduced P 5 -Suitability to P 4 -Suitability in the proof of Lemma 18. This leads to O(n 2 ) branches. For each branch we apply Lemma 18, which takes O(n 6 ) time. Hence the total running time of O(n 8 ).
We are now ready to prove the main result of Section 3.4.
Theorem 5. The Longest Path Contractibility problem is polynomial-time solvable for (P 1 + P 5 )-free graphs.
Proof. Let G be a connected (P 1 + P 5 )-free graph. We may assume without loss of generality that G has at least one edge. Note that G is P 7 -free. Hence, G does not contain P 7 as a a contraction. By combining Lemmas 17-19 with Lemma 4 we can check in polynomial time if G contains P k as a contraction for k = 6, 5, 4. If not, then we check if G contains P 3 as a contraction by using Lemma 5 combined with Lemma 4.
If not then, as G has an edge, P 2 is the longest path to which G can be contracted to.
3.5
The Case H = sP 1 + P 4
We adopt/extend the notation from Section 3.1. Let (G, u, v) be an instance of P kSuitability with k ≥ 4. A solution is a witness structure
. Thus S u and S v are disjoint subsets of T such that N (u) ∪ S u and N (v) ∪ S v are connected. As in Section 3.1, we call a solution α-constant if there exists a subset S u ⊆ S u with N (u) ∪ S u connected and |S u | ≤ α, or there exists
. . ) be a solution and S u ⊆ S u such that N (u)∪S u is connected. We define the closure S u of S u as the set of all vertices in S u that are connected to v in G only via N (u) ∪ S u .
Proof. We check the three properties for witness structures. All bags in the new partition are mutually disjoint. Connectedness of W (p 3 ) ∪ S u \ S u : Any s ∈ S u \ S u is joined to v by a path P that does not pass through N (u) ∪ S u (by definition). Moreover, P does not hit S u since from there; by definition, we cannot reach v without passing through N (u) ∪ S u . Since vertices in W (p 2 ) = N (u) ∪ S u are only adjacent to vertices in
As it turns out, it suffices to search for α-constant solutions:
Lemma 21. An instance (G, u, v) of P k -Suitability, where G is (sP 1 + P 4 )-free, has a solution if and only if it has an α-constant solution, where α = (s + 2)(2s + 4).
Proof. We may, as usual, assume that N (u) is independent (otherwise we apply the Contraction Rule to N (u) without any effect on S u in solutions ({u}, N (u)∪S u , . . . )). First suppose that (G, u, v) has an α-constant solution. Then obviously (G, u, v) has a solution.
Now suppose that (G, u, v) has a solution ({u}, N (u) ∪ S u , . . . ). Let t ∈ S u and let S * u ⊆ S u be a minimum size subset that covers (e.g., dominates) N (u). Each z ∈ S * u is connected to t by some path P z ⊆ S u . Since G is (sP 1 + P 4 )-free, P z has at most 2s + 4 vertices. Hence, S v := z∈S * u P z has size at most |S * u |(2s + 4) and is connected and covers N (u) (as S * u does). Then (G, u, v) is an α-constant solution, unless |S u | > α. From now on suppose that |S u | > α, so in particular |S * u | > s + 2. We show that S * u is independent. For contradiction, assume that z, z ∈ S * u are adjacent. Let w, w ∈ N (u) be private neighbours of z, z , resp. Then wzz w induces a P 4 . Since G is (sP 1 + P 4 )-free, {z, z } must cover almost all vertices in N (u) (which may be assumed independent) except at most s − 1 vertices, say, w 1 , . . . , w s−1 . Thus a minimum size cover S * u of N (u) has at most s + 1 vertices (z, z and at most s − 1 others covering w 1 , . . . , w s−1 ), contradicting the fact that |S * u | > s + 2. Next we prove that any two vertices z, z ∈ S * u cover disjoint sets in N (u). For contradiction, assume that z, z ∈ S * u have a common neighbour w ∈ N (u). Since z ∈ S * u also has a private neighbour w ∈ N (u), we find an induced P 4 = w zwz and conclude that {z, z } must cover all but at most s − 1 vertices in N (u), a contradiction again.
From the above we conclude that S * u ∪ N (u) is a disjoint union of stars. Recall that |S * u | > s + 2 > 1. Therefore, to be connected, S u must contain a vertex t ∈ S u \ S * u connecting two vertices z, z ∈ S * u . Let again w be a private neighbour of z in N (u). Then wztz is a P 4 , implying that {t, z, z } must cover all but s − 1 vertices in N (u), leading to a contradiction as before. Summarizing, we have shown that (S u , . . . ) is an α-constant solution.
Combining Lemmas 20 and 21 gives the desired result:
Theorem 6. For every constant s ≥ 0, the Longest Path Contractibility problem is polynomial-time solvable for (sP 1 + P 4 )-free graphs.
Proof. By Lemma 21 we may focus on α-constant solutions, If (G, u, v) has an α-constant solution ({u}, N (u) ∪ S u , . . . ) with S u ⊆ S u of size at most α, we may guess this set S u and extend it to its closure S u (by adding all vertices that are connected to the rest of the graph only through N (u) ∪ S u using Lemma 20) in time O(n α+2 ). We may then contract {u} ∪ S u , thereby reducing P k -Suitability to P k−1 -Suitability. Since G is (sP 1 + P 4 )-free, we may assume that k ≤ 2s + 4. (If k ≥ 2s + 5, then every instance (G, u, v) where G is (sP 1 + P 4 )-free is a no-instance of P k -Suitability). Thus only 2s such reductions are required.
The NP-Complete Cases of Theorem 2
In this section we prove the new NP-complete cases of Theorem 2.
A hypergraph H is a pair (Q, S), where Q = {q 1 , . . . , q m } is a set of m elements and S = {S 1 , . . . , S n } is a set of n hyperedges, which are subsets of Q. A 2-colouring of H is a partition of Q into two (nonempty) sets Q 1 and Q 2 with Q 1 ∩ S j = ∅ and Q 2 ∩ S j = ∅ for each S j . This leads to the following decision problem.
Hypergraph 2-Colourability
Instance: a hypergraph H. Question: does H have a 2-colouring?
Note that Hypergraph 2-Colourability is NP-complete even for hypergraphs H with S i = ∅ for 1 ≤ i ≤ n and S n = Q. By a reduction from Hypergraph 2-Colourability, Brouwer and Veldman [9] proved that P 4 -Contractibility is NP-complete. That is, from a hypergraph H they built a graph G H , such that H has a 2-colouring if and only if G H has P 4 as a contraction. We first recall the graph G H from [9] , which was obtained from a hypergraph H with S i = ∅ for 1 ≤ i ≤ n and S n = Q (see Figure 2 for an example).
-Construct the incidence graph of (Q, S), which is the bipartite graph with partition classes Q and S and an edge between two vertices q i and S j if and only if q i ∈ S j . -Add a set S = {S 1 , . . . , S n } of n new vertices, where we call S j the copy of S j . -For i = 1, . . . m and j = 1, . . . , n, add an edge between q i and S j if and only if q i ∈ S j . -For j = 1, . . . , n and = 1, . . . , n, add an edge between S j and S , so the subgraph induced by S ∪ S will be complete bipartite. -For h = 1, . . . , m and i = 1, . . . , m, add an edge between q h and q i , so Q will be a clique. -Add two new vertices t 1 and t 2 . -For j = 1, . . . , n, add an edge between t 1 and S j , and between t 2 and S j . Fig. 2 . An example of a graph GH for some hypergraph H [40] .
As mentioned, Brouwer and Veldman [9] proved the following.
Lemma 22 ([9]).
A hypergraph H has a 2-colouring if and only if G H has P 4 as a contraction.
A split graph is a graph whose vertex set can be partitioned into two (possibly empty) sets K and I, where K is a clique and I is an independent set. It is well known that a graph is split if and only if it is (2P 2 , C 4 , C 5 )-free [17] . Let H be a hypergraph. Observe that the subgraphs of G H induced by Q ∪ S and Q ∪ S , respectively, are split graphs. Hence, we make the following observation. Lemma 23. Let H be a hypergraph. Then the subgraphs of G H induced by Q ∪ S and Q ∪ S , respectively, are (2P 2 , C 4 , C 5 )-free.
We will need the following known lemma from [52] .
Lemma 24 ([52])
. Let H be a hypergraph. Then the graph G H is P 6 -free.
We complement Lemma 24 with the following lemma.
Lemma 25. Let H be a hypergraph. Then the graph G H is (2P 1 + 2P 2 , 3P 2 , 2P 3 )-free.
Proof. We will prove that G = G H is (2P 1 + 2P 2 , 3P 2 , 2P 3 )-free by considering each graph in {2P 1 + 2P 2 , 3P 2 , 2P 3 } separately.
(2P 1 + 2P 2 )-freeness. For contradiction, assume that G contains a subgraph H isomorphic to 2P 1 + 2P 2 . Let D 1 and D 2 be the two connected components of H that contain an edge. Let x and y denote the two isolated vertices of H. First suppose that one of x, y, say x, belongs to S ∪S , say to S. , contains a vertex from Q. As Q is a clique, this means that D 1 must contain at least one vertex of S ∪ S , say D 1 contains a vertex of S. Then D 2 cannot contain any vertex from Q ∪ {t 1 } or from S . The latter implies that D 2 does not contain t 2 either. Hence, D 2 only contains vertices from S. This is not possible, as S is an independent set. We conclude that neither D 1 nor D 2 contains a vertex from Q. Hence, H only contains vertices from S ∪ S ∪ {t 1 , t 2 }. However, G[S ∪ S ∪ {t 1 , t 2 }] is complete bipartite, and thus 2P 3 -free, a contradiction. We conclude that G is 2P 3 -free.
It is readily seen that P 4 -Contractibility belongs to NP. Hence, we obtain the following result from Lemmas 22, 24, and 25.
Theorem 7. P 4 -Contractibility is NP-complete for (2P 1 + 2P 2 , 3P 2 , 2P 3 , P 6 )-free graphs.
By modifying the graph G H we prove the next theorem. Theorem 8. Let p ≥ 4 be some constant. Then P 2p -Contractibility is NP-complete for bipartite graphs of girth at least p.
Proof. We assume without loss of generality that p is even. We reduce again from Hypergraph 2-Colouring, using a suitable subdivision of the graph G H in order to satisfy the bipartiteness and girth constraints. Let H be a hypergraph. We first construct G H . We then subdivide edges in G H as follows. The edge S n S n is not subdivided. All other edges S i S j are subdivided by an even number of vertices, namely by p − 2, each. All edges joining Q to S are also subdivided p − 2 times. So each of these edges becomes a path of odd length (p − 1). Edges joining Q to itself or to S are subdivided by an odd number of vertices, namely p − 1, each. So each of these edges becomes a path of even length (p). In addition, we attach paths of length p − 2, one to each of t 1 and t 2 . Denote these paths by P i with end-vertices t i and, say,t i , i = 1, 2. Call the resulting graphḠ H . In what follows we will denote the paths of length p − 1 or p obtained by subdividing an edge xy in G H by xy.
The distance betweent 1 andt 2 inḠ H equals 2(p − 2) + 3 = 2p − 1. The unique shortest path is given by P = (P 1 , S n , S n , P 2 ). No other pair of vertices inḠ H is this far apart. (For example, the distance between S i ∈ S and q ∈ Q\S i equals p or 2 + p, the length of the path via t 1 and S n .)
It is straightforward to check thatḠ H is bipartite: Any path joining S to S has odd length. Hence, there are no odd cycles that hit both S and S . Similarly, all paths joining Q and S have odd length. So there cannot be any odd cycle in the subgraph induced by Q ∪ S . The same argument applies to cycles in the subgraph induced by Q ∪ S. Here, again, all paths between Q and S have the same parity (this time even). This shows thatḠ H is indeed bipartite. The graphḠ H also has girth at least p. (Recall that any subdivided edge became a path of length at least p − 1.) It remains to prove that H has a 2-colouring if and only ifḠ H contains P 2p as a contraction.
First suppose that H has a 2-colouring (Q 1 , Q 2 ). Then define a contraction of G H to P with corresponding witness structure {W (x), x ∈ P } as follows. For each (i, j) = (n, n) pick any subdivision vertex v ij ∈ S i S j and let P ij denote the (vertices of the) subpath of S i S j from S i to v ij . Similarly, let P ij denote the (vertices of) S i S j \P ij , the "other half" of the path from S i to S j . Now the witnesses can be defined as follows:
To check correctness, we verify the three conditions for witnesses (observing that disjointness of the bags W (x) is obvious).
-W (S n ) is connected: Indeed, all of P ij is connected to S i and this (as we assume Q = Q 1 ∪ Q 2 is a 2-colouring of H) contains some q ∈ Q 1 , so S i q joins S i to q. The latter, in turn, is joined to S n . The same arguments apply to W (S n ). -Any two consecutive bags W (x) and W (y) (that is, when x and y are neighbours in P ) are adjacent: Indeed, t 1 is adjacent to S n , S n is adjacent to S n , and S n is adjacent to t 2 . -If x and y are non-adjacent in P , then W (x) and W (y) are non-adjacent inḠ H : Indeed, t 1 is only adjacent to W (S n ) and this in turn is only adjacent to W (S n ) and t 1 . Thus, indeed,Ḡ H contains P 2p as a contraction. Now suppose thatḠ H contains P 2p as a contraction. Sincet 1 andt 2 are the only vertices at distance 2p − 1 inḠ H , the only possibility is thatḠ H contracts to P = (P 1 , S n , S n , P 2 ). Let {W (x), x ∈ P } be a corresponding witness structure.
Proof of Claim 1. In order to have all W (x), x ∈ P connected, the subdivision vertices on S i S j must belong to the same bags W (x) as either S i or S j . The vertices S i and S j , however, must be in different (adjacent) bags: Indeed, S i , S j ∈ W (x) would imply that both t 1 and t 2 were adjacent to (or contained in) W (x), contradicting the third condition for witness structures. The same argument shows that S i must either be in W (t 1 ) or an adjacent bag, that is, in W (S n ) or in W (t), where t is the unique neighbour of t 1 in P 1 . The latter, however, is impossible: If S i ∈ W (t), then S i must be connected to t within W (t). But the only path joining S i to t inḠ H runs through t 1 , which does not belong to W (t). Thus, indeed, (i) follows.
Part (ii) can be proved in the same way: If q ∈ W (t) with t ∈ P 1 \{t 1 }, then q should be connected to t within W (t). But, again, the only path connecting q and t runs through t 1 , a contradiction.
We claim that the partition Q = Q 1 ∪ Q 2 given by Q 1 = Q ∩ (W (t 1 ) ∪ W (S n )) and Q 2 := Q ∩ (W (t 2 ) ∪ W (S n )) is a 2-colouring of H. That is, we will show that each S i ∈ S contains some q ∈ Q 1 and, similarly, each S i ∈ S contains some q ∈ Q 2 .
Let S i ∈ S. From Claim 1 it follows that S i ∈ W (t 1 ) ∪ W (S n ). For each q ∈ S i we follow the path S i q from S i to q inḠ H . Let v be the last vertex on this path that belongs to W (t 1 ) ∪ W (S n ). If v = q, then q ∈ Q ∩ (W (t 1 ) ∪ W (S n )) = Q 1 and we are done. Hence, assume v = q. Then, in particular, q / ∈ W (t 1 ) ∪ W (S n ). From Claim 1 we know that q ∈ W (t 2 ) ∪ W (S n ). The path S i q starts in S i ∈ W (t 1 ) ∪ W (S n ) and ends in q ∈ W (t 2 ) ∪ W (S n ). Since only W (S n ) and W (S n ) are adjacent, this path must eventually pass from W (S n ) to W (S n ) for the last time. Hence, v ∈ W (S n ) and, therefore, must be connected to S n within W (S n ). As v is a subdivision vertex on S i q, this connection can only be via S i or q. But q is not in W (S n ), so the connection must be via S i and we conclude that S i ∈ W (S n ). Hence, S i must be connected to S n within W (S n ). The only paths inḠ H connecting S i to S n run through either t 1 (which does not belong to W (S n )) or some S j (which also does not belong to W (S n )) or -the last possibility -someq ∈ S i . Hence, indeed, at least one suchq ∈ S i must belong to W (S n ). But thenq ∈ Q 1 (by definition of Q 1 ), as required.
As a consequence of Theorem 8, Longest Path Contractibility is NP-complete for bipartite graphs of arbitrarily large girth. This strengthens the corresponding result for bipartite graphs, which following from a result of [28] . For our dichotomy result we need the following consequence of Theorem 8.
Corollary 1.
Let H be a graph that has a cycle. Then Longest Path Contractibility is NP-complete for H-free graphs.
Proof. Let g be the girth of H. We set p = g +1 and note that the class of H-free graphs contains the class of graphs of girth at least p. Hence, we can apply Theorem 8.
The Proof of Theorem 2
We will use the following result from [16] as a lemma (in fact this result holds even for line graphs which form a subclass of the class of K 1,3 -free graphs).
Lemma 26 ([16]
). The P 7 -Contractibility problem is NP-complete for K 1,3 -free graphs.
By using the results from the previous sections and the above result we can now prove our classification theorem. Theorem 2. (restated) Let H be a graph. If H is an induced subgraph of P 1 + P 5 , P 1 +P 2 +P 3 , P 2 +P 4 or sP 1 +P 4 for some s ≥ 0, then Longest Path Contractibility restricted to H-free graphs is polynomial-time solvable; otherwise it is NP-complete.
Proof. If H is an induced subgraph of P 1 +P 5 , P 1 +P 2 +P 3 , P 2 +P 4 or sP 1 +P 4 for some s ≥ 0, then we use Theorems 3-6 to find that Longest Path Contractibility is polynomial-time solvable for H-free graphs. From now on suppose H is not of this form. Below we will prove that in that case Longest Contractibility is NP-complete for H-free graphs.
If H contains a cycle, then we apply Corollary 1 to prove that Longest Path Contractibility is NP-complete for H-free graphs. Assume that H is a forest. If H has a vertex of degree at least 3, then the class of H-free graphs contains the class of K 1,3 -free graphs. Hence, we can apply Lemma 26 to find that Longest Path Contractibility is NP-complete for H-free graphs.
From now on we assume that H is a linear forest. As H is not an induced subgraph of sP 1 + P 4 , we find that H contains at least one edge. We distinguish three cases. Case 1. The number of connected components of H is at least 3. First suppose that at least three connected components of H contain an edge. Then H contains an induced 3P 2 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. Now suppose that exactly two connected components of H contain an edge. If H contains at least four connected components, then H contains an induced 2P 1 + 2P 2 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. Hence, H = P 1 + P r + P s for some 2 ≤ r ≤ s. If s ≥ 4, then H contains an induced 2P 1 + 2P 2 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. If s = 3 and r = 2, then H = P 1 + P 2 + P 3 , a contradiction. If s = 3 and r = 3, then H contains an induced 2P 3 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. Hence, s = 2, and thus r = 2. Then H = P 1 + 2P 2 is an induced subgraph of P 1 + P 5 , a contradiction.
Finally suppose that exactly one connected component of H contains an edge. Then H = sP 1 + P r for some r ≥ 2. As H is not an induced subgraph of sP 1 + P 4 , we find that r ≥ 5. If r ≥ 6, then H contains an induced P 6 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. Hence, r = 5. As H = P 1 + P 5 , we find that s ≥ 2. Then H = sP 1 + P 5 contains an induced 2P 1 + 2P 2 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs.
Case 2. The number of connected components of H is exactly 2. Then H = P r + P s for some r and s with 1 ≤ r ≤ s. If r ≥ 3 then H contains an induced 2P 3 , and if s ≥ 6 then H contains an induced P 6 . In both cases we apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs. From now on assume that r ≤ 2 and s ≤ 5. If s ≤ 4, then H is an induced subgraph of P 2 + P 4 , a contradiction. Hence, s = 5. If r = 1, then H = P 1 + P 5 , a contradiction. Thus r = 2. Then H contains an induced 3P 2 . This means we may apply Theorem 7 to find that Longest Path Contractibility is NP-complete for H-free graphs.
Case 3. The number of connected components of H is exactly 1. If H = P r for some r ≤ 5, then we use Theorem 5. Otherwise P 6 is an induced subgraph of H, and we use Theorem 7.
Longest Cycle Contractibility
The length of of a longest cycle a graph G can be contracted to is called the cocircularity [6] or cyclicity [25] of G. This leads to the following decision problem.
Instance: a connected graph G and an integer k. Question: does G contain C k as a contraction?
Hammack proved that Longest Cycle Contractibility is NP-complete for general graphs [26] but polynomial-time solvable for planar graphs [25] . It is also known that C 6 -Contractibility, and thus Longest Cycle Contractibility, is NP-complete for K 1,3 -free graphs [16] and bipartite graphs [14] , and thus for C r -free graphs if r is odd. The purpose of this section is to show that the complexities of Longest Cycle Contractibility and Longest Path Contractibility may not coincide on H-free graphs. For a given hypergraph H = (Q, S) we first construct the graph G H as before. We then add an edge between vertices t 1 and t 2 . This yields the graph G H . We need the following result from [9] .
Lemma 27 ([9]).
A hypergraph H has a 2-colouring if and only if G H has C 4 as a contraction.
We now prove the following lemma.
Lemma 28. Let H be a hypergraph. Then the graph G H is (P 2 + P 4 )-free.
Proof. For contradiction, assume that G H contains a subgraph H isomorphic to P 2 +P 4 . Let D 1 be the connected component of H on two vertices, and let D 2 be the connected components of H on four vertices. As the subgraph of G H induced by S ∪ S ∪ {t 1 , t 2 } is complete bipartite and thus P 4 -free, we find that D 2 must contains a vertex of Q. As Q is a clique, D 2 must also contain at least two vertices from S ∪ S . We may without loss of generality assume that D 2 contains a vertex from S. This means that D 1 contains no vertex from Q ∪ S ∪ {t 1 }. Hence, D 1 only contains vertices of S ∪ {t 2 }. As the latter set is independent, this is not possible. We conclude that G H is (P 2 + P 4 )-free.
We note that, in line with our polynomial-time result of Longest Path Contractibility for (P 2 + P 4 )-free graphs (Theorem 3), the graph G H may not be (P 2 + P 4 )-free: as t 1 and t 2 are not adjacent in G H , two vertices of Q together with vertices t 1 , S j , S , t 2 may form an induced P 2 + P 4 in G H .
It is readily seen that C 4 -Contractibility belongs to NP. Hence, we obtain the following result from Lemmas 27 and 28.
Theorem 9. C 4 -Contractibility is NP-complete for (P 2 + P 4 )-free graphs.
Theorem 9 has the following consequence.
Corollary 2. Longest Cycle Contractibility is NP-complete for (P 2 + P 4 )-free graphs.
Recall that Longest Path Contractibility is polynomial-time solvable for (P 2 + P 4 )-free graphs by Theorem 2. Hence, combining this result with Corollary 2 shows that the two problems behave differently on (P 2 + P 4 )-free graphs.
Conclusions
We completely classified the complexities of Longest Induced Path and Longest Path Contractibility problem for H-free graphs. Such a classification is still open for Longest Path and below we briefly present the state of art.
A graph is chordal bipartite if it is bipartite and every induced cycle has length 4. In other words, a graph is chordal bipartite if and only if it is (C 3 , C 5 , C 6 , . . .)-free. A direct consequence of the NP-hardness of Hamiltonian Path for chordal bipartite graphs and strongly chordal split graphs [46] , or equivalently, strongly chordal (2P 2 , C 4 , C 5 )-free graphs [17] is that Hamiltonian Path, and therefore, Longest Path is NP-complete for H-free graphs if H has a cycle or contains an induced 2P 2 . The NP-hardness of Hamiltonian Path for line graphs [5] , and thus for K 1,3 -free graphs, implies the same result for H-free graphs if H is a forest with a vertex of degree at least 3. On the positive side, Longest Path is polynomial-time solvable for P 4 -free graphs due to the corresponding result for its superclass of cocomparability graphs [35, 45] . This leaves open the following cases.
Open Problem 1 Determine the computational complexity of Longest Path for H-free graphs when:
-H = sP 1 + P r for 3 ≤ r ≤ 4 and s ≥ 1 -H = sP 1 + P 2 for s ≥ 2 -H = sP 1 for s ≥ 3.
We showed that the complexities of Longest Cycle Contractibility and Longest Path Contractibility do not coincide for H-free graphs. However, the complexity of Longest Cycle Contractibility for H-free graphs has not been settled yet. For instance, if H is a cycle, the cases H = C 4 and H = C 6 are still open.
