There is a recent diffusion of data assimilation expertise from numerical weather prediction (NWP) to air quality community. However, the atmospheric chemistrytransport models (CTM) are stiff but stable systems; the perturbations on initial conditions tend to be smoothed out rather than amplified. Therefore the conclusions from meteorological experiences cannot be applied directly. We perform a comparison study of assimilation algorithms [Wu et al., 2008] . Hopefully this could serve as a base point for the design of assimilation algorithms suitable for one-day ozone forecasts in realistic applications. 
Algorithms

Chemistry-Transport Equation for Air Quality Model
Minimization of a cost function J(c) that deals with obs.:
where 
where γ is sampled according to a standard normal distribution, independent of the time index k and of the space index i. The same sample of γ is used to perturb all values of the fieldp. 
Comparison Results
The four assimilation algorithms are compared under the same experimental settings.
2 Map of model domain. 3 Forecast scores of ozone concentrations during the assimilation period (day #1) and the prediction period (day #2).. 5 Time evolution of average ozone forecasts over all available stations. The error bar shows the average spread of the EnKF forecast ensemble calculated over these stations. 6 Time evolution of ozone forecasts against available observations over two days at EMEP station Montandon.
Sensitivities to Assimilation Algorithms
Modifications of configurations on each component of the data assimilation systems, i.e. model, observation and algorithm, may influence the assimilation performance. In FIG. 7 -10 we show the results on sensitivities to algorithm algorithms. The parameter sets and perturbation magnitudes are defined in TAB. 1. The EnKF sample number is chosen to be 30 (white columns) and 90 (dark columns) respectively. The two columns of scores for each case show the forecast scores during the assimilation and prediction periods. The bar values are mean scores, and the errorbar shows the standard derivations over 10 random seed numbers. 10 Forecast scores against the number of assimilation days for the two experiments using 4DVar. 
Cycling and Model Error
11
The one-day forecast performances based on model simulations with/without assimilations in the context of cycling assimilation/predictions. 
Conclusions
It is found that the assimilations significantly improve the ozone forecasts. The comparison results reveal the limitations and the potentials of each assimilation algorithm. In the four-dimensional variational method, it is shown that the model error has to be accounted for to further improve the forecasts. In the sequential methods, the ensemble approach demonstrates great potential for the forecasts during the end of the prediction periods.
NOTE 1 -RMSE: the root mean square error.
NOTE 2 -SCORE: RMSE over given time length.
