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Abstract
Biochemical pathways are abstract descriptions of the interactions among the molecular species involved in
a process. Diﬀerent molecular species mentioned in a pathway often represent diﬀerent states of the same
biological entity (e.g. the unbound and bound states of a certain molecule). Hence, a pathway can be seen
as a network of interactions between entities which may change state synchronously by means of reactions.
We consider such biological entities as pathway components and deﬁne a semi-automatic algorithm to
infer the components from their interactions described in the pathway. Since this problem is inherently
ambiguous, interaction with a domain expert might be needed to resolve any ambiguity that should arise.
We apply the algorithm to the identiﬁcation of components in a model of the EGF signaling pathway from
the literature, and discuss possible uses of the component categorization as regards (i) the extraction of
subpathways by projecting over a subset of components, and (ii) the automatic translation into ﬁnite state
automata or process algebra terms.
Keywords: biochemical pathways, modular modeling, formal methods
1 Introduction
Biochemical pathways are networks of interactions between biological entities such
as proteins, DNA, RNA and other molecules, taking place inside cells. The interac-
tions constituting a biochemical pathway are typically bindings and unbindings of
molecular species, syntheses and degradations of proteins, conformational changes
and translocations of molecules (or complexes) from one compartment to another.
Each biological entity involved in a pathway usually appears in several diﬀerent
molecular species mentioned in the pathway. For instance, the same protein may
appear in its initial form (as just synthesized), but also in an activated form (e.g.
phosphorylated) and as a part of some complexes. The forms that a biological en-
tity may take are usually represented as diﬀerent molecular species, namely with
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diﬀerent names. Moreover, complexes (that involve diﬀerent biological entities) are
often associated with a single name, that may not allow the originating biological
entities to be easily identiﬁed. The reconstruction of the set of biological entities
involved in a given pathway is the problem we face in this paper.
In [14] we proposed a modular veriﬁcation approach based on [13] that allows
properties of the pathway to be veriﬁed eﬃciently by applying model checking to
an abstraction of the pathway semantics obtained by focusing on the behavior of
a subset of the involved biological entities. To this aim we considered a notion
of molecular component that is the counterpart in a pathway model of the notion
of biological entity in the real world. In order to be able to identify molecular
components, we assumed molecular species representing complexes to be replaced
by as many diﬀerent species as are the biological entities involved in it. For instance,
if a complex C is obtained by the binding of two diﬀerent proteins A and B, we
assumed C to be replaced by CA and CB, where CA is the part of C representing
the bound form of protein A, and CB is the part of C representing the bound form
of protein B.
Under such an assumption the reactions of a given pathway can be rewritten in
a normal form with as many reactants as products. For example, reaction A,B →
C describing the formation of complex C can be rewritten as A,B → CA, CB.
Moreover, in each obtained reaction we can impose a positional correspondence
between reactants and products such that the reactant in the i-th position must be
the same biological entity of the product in the same position (as it happens with
A and CA, and with B and CB).
Once all of the reactions of a pathway are in normal form, it is rather easy
to identify molecular components. Such components essentially consist in sets of
names of molecular species mentioned in the pathway. Each element of a molecular
component (a name) represents a diﬀerent form of the same biological entity repre-
sented by the component. As a consequence, diﬀerent components do not share any
element and all of the names mentioned in the pathway belong to some component.
In other words, the set of components of a pathway is a partition of the set of names
of biochemical species mentioned in the normal-form pathway.
In this paper we propose an algorithm for transforming pathways into their
corresponding normal forms with molecular components speciﬁed. Moreover, we
show that once the molecular components are identiﬁed it is rather easy to perform
syntactic transformations aimed at simplifying the visualization of the pathway itself
by focusing on a subset of components (namely, on a subset of the involved biological
entities). Furthermore, we show that identiﬁcation of molecular components also
allows formal descriptions of the pathway by means of automata or process algebra
(such as those in [2,3,6,9,12,19,20]) to be automatically generated. This enables the
application of formal methods such as model checking [10,17] and bisimulation [7]
to analyse and compare behaviours of pathways.
The proposed normalization algorithm is however not completely automatic,
since in general there might be situations in which ambiguities on how to normalize
some reactions cannot be avoided. The algorithm is designed to invoke human
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intervention when one of these ambiguities occurs. When a human intervention is
necessary, the algorithm asks the human (a domain expert) to normalize a single
reaction. There might be cases in which human intervention is invoked more than
once to solve diﬀerent ambiguities in the same pathway. However, we believe that
in most practical cases the need of human intervention will be very limited, if not
absent. This belief is supported by our preliminary tests on SBML models from the
BioModels database [18].
As an application, we consider the well-known EGF signaling pathway. In par-
ticular, we consider the computational model developed by Schoeberl et al. in
[21]. On this model we show that our algorithm (implemented in a Java prototype
tool) can be successfully applied to infer molecular components from the reactions
constituting the pathway. In this case no human intervention is needed, and the
molecular components identiﬁed by the algorithm correspond to the actual biologi-
cal entities involved in the pathway. We show also how to consider component-based
subpathays and how to automatically generate a set of ﬁnite state automata, one
for each molecular component.
As related work we mention [16] where the authors propose to use graph-
matching techniques for relating diﬀerent SBML models of the same biological
processes, such as those available in public Internet databases. Comparisons be-
tween models is formalized by means of abstraction/reduction operations on the
reactions of the models.
2 Modelling notation for biochemical pathways
In this section we recall the modeling notation for biochemical pathways presented
in [14]. Pathways are networks of biochemical reactions occurring within a cell.
Reactions can be inﬂuenced by catalysts and inhibitors, which are molecules (pro-
teins) which can stimulate and block the occurrence of reactions, respectively. For
the sake of simplicity we do not consider inhibitors in this paper, although they
could be dealth with exactly as catalysts.
Given an inﬁnite set of species Σ, a reaction has the form
R : r1, . . . , rn → p1, . . . , pm {c1, . . . , cw}
where all ri, pi, and ci are in Σ. Intuitively, r1, . . . , rn denotes the list of reactants,
p1, . . . , pm denotes the list of products, and c1, . . . , cw denote the catalysts. Given
a reaction R we deﬁne re(R) = {r1, . . . , rn}, pro(R) = {p1, . . . , pm}, and cat(R) =
{c1, . . . , cw}. We denote the set of species involved in reaction R as species(R) =
re(R) ∪ pro(R) ∪ cat(R).
A normal-form reaction is assumed to have as many products as reactants and
also a positional correspondence between reactants and products is assumed. In
fact, we consider a species as a “state” of a more abstract biological entity, and a
reaction as a synchronized state change of a set of such entities where each rj and pj
are the states of the corresponding entity before and after the reaction. Formally,
a normal-form reaction is identiﬁed by the syntactic constraint that the number
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of reactants and products is the same, i.e. n = m. In order to link each reactant
of a reaction with the corresponding product we assume, for technical reasons, a
more general form of correspondence than the positional one. Given a normal-form
reaction R : r1, . . . , rn → p1, . . . , pn, we deﬁne the mapping μR ⊆ Σ × Σ between
reactants and products as μR = {(ri, pi) | 1 ≤ i ≤ n}. Normal form reactions are
just aimed at making possible identiﬁcation of molecular components. Note that
catalysts in reactions do not contribute to component identiﬁcation since they do
not change their state when a reaction they catalyse occurs. The same would hold
for inhibitors.
A pathway P is composed of a set of reactions, P = {R1, . . . , Rk}. Similarly to
single reactions, we denote by species(P ) the set of species occurring in the reactions
of the pathway, namely species(P ) =
⋃
R∈P species(R). The notion of normal-form
is also extended to pathways, i.e. a pathway is in normal form iﬀ it contains only
normal-form reactions. We denote by μP the union of all the mappings between
reactants and products of pathway reactions, namely μP =
⋃
R∈P μR.
The components appearing in a normal-form pathway P are described by a
classiﬁcation for P . Formally, a classiﬁcation Γ ⊆ Σ × Σ for a pathway P is any
equivalence relation such that μP ⊆ Γ. From a diﬀerent point of view, components
can be identiﬁed by the partitioning of the species species(P ) induced by the clas-
siﬁcation Γ. In the following, we are interested in the least classiﬁcation, namely
the least equivalence relation which contains μP . Given a normal-form pathway, its
least classiﬁcation is unique.
2.1 Identiﬁcation of components
The purpose of this paper is to develop an algorithm to identify the components of
a pathway, in order to enable the translation of pathway reactions into equivalent
normal-form reactions, with positional correspondence between reactants and prod-
ucts speciﬁed. For instance, a pathway P = {A,B→C, C →B,A} could be trans-
lated into a normal-form pathway P ′ = {A,B→CA, CB; CA, CB →A,B}, for some
fresh symbols CA, CB denoting bound molecules A and B forming complex C, re-
spectively. In this case, the reactants/products mapping is μP ′ = {(A,CA), (B,CB)}.
Thus the pathway is composed of the two components {A,CA} and {B,CB} induced
by the least classiﬁcation Γ over μP ′ , which is Γ = {(A,CA), (CA, A), (B,CB), (CB, B),
(A,A), (B,B), (CA, CA), (CB, CB)}.
Notice that, as in the previous example, if the pathway is not in normal form, it
may be needed to split one or more species into diﬀerent subspecies, by introducing
new symbols for denoting them. In general, this process may cause the number of
components to increase. For example, a single reaction A → B can be rewritten
into any reaction A1, . . . , An → B1, . . . , Bn, for any n > 0. Thus, by identifying
the components {Ai, Bi} for all i ∈ {1, . . . , n}, we can identify any number of
components from the single reaction A → B. In general, this process is correct with
respect to the real-world behavior. In fact, in our setting, such a single reaction
A → B may actually correspond to a real-world reaction involving any number of
components. However, the aim of the algorithm is to infer the “minimal” number
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of components to allow the pathway to be transformed into normal form. In other
words, we are only interested in those components which are “observable” from the
context, namely from the set of reactions in which they are involved.
On the other hand, given a normal-form pathway, it may be possible to col-
lapse a set of symbols into a single symbol and still obtain a normal-form path-
way with less components. For instance, let us consider pathway P = {C1, C2 →
D1, D2, D1, D2 → E1, E2}, with the two components {C1, D1, E1}, {C2, D2, E2}.
By collapsing C1, C2 into C, D1, D2 into D, and E1, E2 into E, such a pathway
can be rewritten as P ′ = {C → D,D → E}, having a single component made of
{C,D,E}.
Therefore, if a pathway is already in normal-form, no splits should happen. On
the other hand, if some split occurs, then we expect the ﬁnal normal-form pathway
to be minimal, namely it should not be possible to collapse new symbols and obtain
a normal-form pathway with a smaller number of components.
Let P be a normal-form pathway, then P is minimal with respect to a clas-
siﬁcation Γ for P and to a set of new symbols Λ iﬀ there is not any set, among
the sets forming the partition induced by Γ, which is made only of symbols from
Λ. Formally P is minimal w.r.t. Γ and Λ iﬀ ∀x ∈ Λ. ∃(x, y) ∈ Γ. y /∈ Λ. For
example, let us consider a pathway P = {F → G1, G2}. By splitting F into new
symbols F1, F2, we can obtain the normal-form pathway P
′ = {F1, F2 → G1, G2},
with the two components {F1, G1}, {F2, G2}, which is minimal w.r.t. the new sym-
bols F1, F2. On the other hand, if we were to split both F into F1, F2, F3, and
G2 into G2a, G2b, we would obtain pathway P
′′ = {F1, F2, F3 → G1, G2a, G2b} with
components {F1, G1}, {F2, G2a}, {F3, G2b} and new symbols {F1, F2, F3, G2a, G2b}.
In this case, pathway P ′′ is not minimal, since sets {F2, G2a} and {F3, G2b} of the
classiﬁcation are composed only of newly-introduced symbols.
3 An algorithm for inferring pathway components
The algorithm is conceptually composed of two alternating phases: in the ﬁrst
phase, it tries to transform the set of reactions into reactions having the same num-
ber of reactants and products, but which are not necessarily in normal-form since
the correspondence between reactants and products may not be completely speci-
ﬁed. Once this phase is completed, if there are any remaining reactions for which
either the number of reactants and products diﬀer, or for which the correspondence
reactants/products is not completely speciﬁed, then the algorithm requires user in-
tervention to resolve the ambiguity (second phase). In such a case, the two phases
are repeated, since user input may be used to resolve other ambiguous reactions
(and possibly all of them). This procedure is repeated until a normal-form pathway
is obtained.
Algorithm 1 (ﬁndComponents) formalizes the main cycle which (i) tries to resolve
automatically a pathway using Algorithm 2 (transform), and then, if there are
any remaining ambiguities, (ii) asks the user. Algorithm ﬁndComponents takes a
pathway P = {R1, . . . , Rk} as input, and returns a tuple (Γ, θ1, . . . , θk), where (i)
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Algorithm 1 ﬁndComponents(P: Pathway)
1: let P = {R1, . . . , Rk}
2: let Γ = {(σ, σ) | σ ∈ species(P )}
3: for all i ∈ {1, . . . , k} do
4: θi = {(re(Ri), pro(Ri))}
5: end for
6: repeat
7: let (Γ, θ1, . . . , θk) = transform(Γ, θ1, . . . , θk)
8: let (θ′1, . . . , θ′k) = (θ1, . . . , θk)
9: if ∃i, u, v. (u, v) ∈ θi and (|u| > 1 or |v| > 1) then
10: ask user to resolve θi, by rewriting it in normal form
x1, . . . , xn → y1, . . . , yn
with {x1, . . . , xn} ⊇
⋃
(u,v)∈θi u, {y1, . . . , yn} ⊇
⋃
(u,v)∈θi v
and providing a set of replacements [w1/z1, . . . , wh/zh]
11: ∀j 
= i. θ′j = θj [w1/z1, . . . , wh/zh]
12: θ′i = {(xj , yj) | j ∈ {1, . . . , n}}
13: Γ′ = Γ⊕ {(xj , yj) | j ∈ {1, . . . , n}}
14: end if
15: until Γ′ = Γ and ∀i. θ′i = θi
16: return (Γ, θ1, . . . , θk)
Γ ⊆ Σ × Σ is a classiﬁcation over species(P ), and (ii) for each reaction Ri, the set
θi ⊆ P(Σ)×P(Σ) consists of the pairs {(u1, v1), . . . , (uk, vk)} ⊆ re(Ri)× pro(Ri) of
singleton sets, i.e. for each index j, uj = {xj}, vj = {yj} for some symbols xj and yj .
Each pair xj , yj describes the correspondence between reactant xj and product yj ,
namely they are part of the same component. In fact, {x1, . . . , xk} = re(Ri), and
{y1, . . . , yk} = pro(Ri). However, if there are multiple reactants/products from
the same component, the algorithm cannot actually univocally match each reactant
with each product, since the information provided by components is not suﬃcient
to distinguish diﬀerent subspecies of the same components. Therefore, whenever
there are multiple pairs (x1, y1), . . . , (xl, yl) of elements from the same component,
it is intended that such a mapping is arbitrarily chosen by the algorithm. In such
cases further help from the user is needed, in order to specify the correct mapping
between multiple reactants/products which occur within the same component.
As regards Algorithm 1, it initially constructs a classiﬁcation Γ = {(σ, σ) |
σ ∈ species(P )}, namely each symbol is in a diﬀerent component from any other
symbol. As regards each reaction Ri, the set θi is initialized with a single tuple
(re(Ri), pro(Ri)). Conceptually, this means that we initially assume all the reactants
to be in the same component as all the products. Set θi is going to be iteratively
reﬁned by Algorithm 2, by splitting tuples into subtuples whenever some certain
associations between reactants and products can be derived. Moreover, algorithm
transform updates the classiﬁcation Γ.
A reaction Ri for which there is a tuple (u, v) ∈ θi such that either u or v still
contains more than one element after algorithm transform has completed is unre-
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Algorithm 2 transform(Γ, θ1, . . . , θk)
1: repeat
2: let Γ′ = Γ, ∀i. θ′i = θi
3: for all i ∈ {1, . . . , k} do
4: for all (u, v) ∈ θ′i do
5: if u = {σ1} and v = {σ2} then
6: Γ = Γ⊕ {(σ1, σ2)}
7: else if |u|= 0 or |v| = 0 then
8: error
9: else if |u|+|v|> 2 and ∃x ∈ u, y ∈ v. x≡Γ y then
10: θi = θi \ (u, v) ∪ {(u \ {x}, v \ {y}), (x, y)}
11: else if |u|= 1 and v = {y1, . . . , yn} with n > 1
and ∀x ∈ u, y ∈ v. x 
≡Γ y then
12: let x1, . . . , xn be fresh names
13: ∀h ∈ {1, . . . , k}. θh = θh[{x1, . . . , xn}/u]
14: Γ = Γ⊕ {(xj , yj) | j ∈ {1, . . . , n}}
15: else if u = {x1, . . . , xn} with n > 1 and |v|= 1
and ∀x ∈ u, y ∈ v. x 
≡Γ y then
16: let y1, . . . , yn be fresh names
17: ∀h ∈ {1, . . . , k}. θh = θh[{y1, . . . , yn}/v]
18: Γ = Γ⊕ {(xj , yj) | j ∈ {1, . . . , n}}
19: end if
20: end for
21: end for
22: until Γ = Γ′ and ∀i. θi = θ′i
23: return (Γ, θ1, . . . , θk)
solved, and user help is necessary. Therefore, the algorithm assumes that the user
resolves the reaction by rewriting it in normal form x1, . . . , xn → y1, . . . , yn. Note
that the user is allowed to introduce new symbols. User intervention is requested
to resolve a single reaction, even if there are multiple unresolved reactions, then the
procedure is performed again. The algorithm repeats the cycle until a ﬁx point is
reached, meaning that all components have been identiﬁed.
Algorithm transform iteratively reﬁnes the classiﬁcation Γ and the reactions
θ1, . . . , θk until a ﬁx point is reached. Each iteration involves examining each tuple
(u, v) ∈ θi, for each reaction i ∈ {1, . . . , k}. The algorithm distinguishes among ﬁve
diﬀerent forms of the tuple (u, v):
• u = {σ1}, v = {σ2}, i.e. u and v are singletons. In this case σ1, σ2 denote
elements of the same component. Formally, this means that Γ can be updated by
adding the equality σ1 ≡ σ2, denoted by tuple (σ1, σ2). (Operator Γ ⊕ Γ′ takes
two relations Γ and Γ′ and constructs the smallest equivalence relation induced
by them, i.e. such that Γ,Γ′ ⊆ Γ⊕ Γ′.)
• either u = ∅ or v = ∅. As we will see later, it is not possible that both u and v are
empty. Therefore, if either one of the two sets are empty then there is an error
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since this means that some components either appears or disappears in between
the reaction. (This situation is not allowed by our approach.) In principle, this
case could also be handled by user intervention. However, user intervention in
this case should not be aimed at solving an ambiguity, but at correcting the
initial pathway (e.g. by inserting a dummy symbol representing a disappeared
species). Such a correction cannot be made automatically, since the reaction to
be corrected could be not the one in which the algorithm encounters the error.
For example, let P = {A,B → C , C → B}. The algorithm can encounter the
error either on the ﬁrst reaction or on the second one depending on which reaction
it considers ﬁrst during its execution.
• there exists a pair of elements x ∈ u, y ∈ v, and at least another element in either
u or v, such that x ≡Γ y, i.e. such that x,y are in the same component. In this
case, elements x, y are removed from tuple (u, v) and a new tuple (x, y) is added
to θi, meaning that there is correspondence between x and y.
• u = {σ1}, v = {y1, . . . , yn} with n > 1, and ∀i. σ1 
≡Γ yi, i.e. there is one reactant
σ1 and multiple products to be matched, where σ1 occurs in a diﬀerent component
than all the other elements. The only way to match σ1 with y1, . . . , yn is to assume
that σ1 actually is a complex composed of diﬀerent elements. That is, we split
σ1 into the new symbols x1, . . . , xn, by replacing σ1 with the set {x1, . . . , xn}
in all the reactions θh, for all h ∈ {1, . . . , k}. (The replacement operation is
denoted θh[{x1, . . . , xn}/u].) Moreover, each pair of elements xj , yj is declared to
be occurring in the same component, by adding to Γ the equalities xj ≡ yj , for
all j ∈ {1, . . . , n}.
• u = {x1, . . . , xn} with n > 1, v = {σ2}, and ∀i. σ2 
≡Γ xi. This case is the
symmetrical to the previous one, and is handled analogously to it by replacing
σ2 with new symbols y1, . . . , yn, and equating xj ≡ yj , for all j ∈ {1, . . . , n}.
It is important to notice that the algorithm skips any tuple (u, v) such that |u| > 1,
|v| > 1, and for which no element from u can be matched with any element from
v, namely they occur in diﬀerent components. Notice that this case is actually the
case for which user input is requested by algorithm ﬁndComponents, should any
tuple of this kind still be present in the result returned by algorithm transform.
The following theorem shows that the transform algorithm terminates. As a
consequence, the termination of algorithm ﬁndComponents (in case of ambiguous
reaction) clearly depends upon user behavior. For example, if the user could intro-
duce new symbols for an inﬁnite number of times, then the algorithm may never
terminate. On the other hand, this is just a theoretical glitch, which does not im-
pede the practical usage of the algorithm, since the automatic phase implemented
by algorithm transform always terminates.
Theorem 3.1 Algorithm transform always terminates.
Proof (Sketch) The outer loop terminates as soon as both the classiﬁcation Γ and
the sets {θi}i do not change from the previous iteration. Therefore, in order for the
algorithm to never terminate, it is necessary that either Γ or one of the θi is changed
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at each iteration of the outer loop. Notice that Γ is ever modiﬁed by adding new
equalities to it, therefore, since Γ ⊆ species(P )× species(P ) (unless new species are
introduced), there does not exists an inﬁnite chain of updates in which Γ is always
diﬀerent from the previous one. As regards the reactions, either the number of pairs
in any θi increases, or a symbol in a pair is replaced with a set of new symbols.
In the former case we have that the number of pairs increases since one already
existing pair is split into two, and this can be done a ﬁnite number of times. In
latter case the replacement may require new splits to be performed. However, it can
be shown a sequence of splits and replacements eventually lead either to reactions
in normal form or to a situation in which user intervention is needed. 
We leave as future work to investigate the theoretical properties of our algo-
rithms.
4 Applications
We apply our component identiﬁcation algorithm to a well-established computa-
tional model of the EGF signaling pathway. We consider the model of the MAP
kinase cascade activated by surface and internalized EGF receptors, proposed by
Schoeberl et al. in [21]. This model includes a detailed description of the reac-
tions that involve active EGF receptors and several eﬀectors named GAP, ShC,
SOS, Grb2, RasGDP/GTP and Raf. Moreover, the model describes the activity
of internalized receptors, namely receptors that are no longer located on the cell
membrane, but on a vesicle obtained by endocytosis and ﬂoating in the cytoplasm.
Such internalized receptors continue to interact with eﬀectors and to contribute to
the pathway functioning, but actually the pathway can be seen as composed by
two almost identical branches: the ﬁrst consisting of the reactions stimulated by
receptors on the cell membrane, and the second consisting of reactions stimulated
by internalized receptors.
A pictorial representation of the EGF pathway is shown in Figure 1, where
the diﬀerent biological entities involved in the pathway are depicted with diﬀerent
shapes and colors. A diagram representing all of the reactions of the pathway
considered in the Schoeberl model is shown in Figure 2. In the ﬁgure, species are
identiﬁed by a short name, but also by a number (in black) in the interval [1− 60].
Arrows represent reactions, which are also associated with an identiﬁer (in gray) in
the interval [v0 − v101]. Note that the two branches of the pathway are partially
combined in the ﬁgure. In particular, the representation of most of the species is
combined with the representation of its internalized counterpart. In such cases,
the number in brackets denotes the number identifying the internalized species.
The same holds for reactions: often an arrow denotes both a reaction stimulated
by receptors in the cell membrane and the corresponding reaction stimulated by
internalized receptors.
The set of reactions constituting the pathway can be directly reconstructed from
the diagram in Figure 2. The only non-trivial aspect is related with the presence in
the diagram of some reactions in which one reactant is actually acting as a catalyst.
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Fig. 1. Pictorial representation of the EGF pathway (from [8])
Component Species
EGF 1
EGFi 2
EGFR 32
GAP 23
Shc 16
Component Species
Grb2 20
Sos 15
RasGTP 15
Raf 5
MEK 5
Component Species
ERK 5
Phosphatase1 1
Phosphatase2 1
Phosphatase3 1
Table 1
Components identiﬁed by the algorithm
For instance, this happens in the case of the reactions involving Raf∗ and MEK, in
which Raf∗ initially binds MEK and then releases it phosphorylated. We describe
these two reactions in the diagram with the following single catalyzed reaction:
MEK→MEK-P { Raf∗ }.
Other species acting as catalysts are MEK-PP, Phosphatase1, Phosphatase2 and
Phosphatase3. For the sake of simplicity we assumed also EGF and EGFi to act
as catalysts. By applying the same transformation also to the reactions all of these
species are involved in, we obtain a pathway constituted by 66 diﬀerent species and
80 reactions.
Our component identiﬁcation algorithm (implemented in Java) executes on the
considered pathway without the need of human intervention. At the end of the
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Fig. 2. Schematic representation of the EGF pathway (Schoeberl model, from [21])
execution the obtained normalized pathway is made up of 142 species (76 more
than the original pathway) and 14 components are identiﬁed. We show in Table 1
the list of components (each given an intuitive name). The table contains also the
number of species associated with each component.
Note that the components automatically identiﬁed by the algorithm essentially
correspond to the biological entities depicted in Figure 1. The only diﬀerences with
respect to Figure 1 are components Phosphatase1, 2 and 3 (that are ignored in the
ﬁgure), the distinction of EGFi (internalized version of EGF) from EGF done by
our algorithm and the absence of the phosphate entity, that actually we omitted
from the model as well as ADP and ATP. The similarity between Table 1 and
Figure 1 shows that our algorithm in this case has been able to identify as molecular
components the real biological entities involved in the pathway. Components have
been identiﬁed simply by observing their interactions.
To have an idea on how the pathway changes after normalization we show two
diagrams obtained by using the modeling tool CellDesigner [15]. In order to exploit
such a tool we needed to adopt SBML (http://www.sbml.org) as notation for
pathway description. We used CellDesigner essentially to automatically obtain dia-
grammatic representations of SMBL descriptions (with species represented as boxes
and reactions as arrows). The ﬁrst diagram is shown in Figure 3 and represents
the original pathway. The second diagram is shown in Figure 3 and represents the
pathway in normal form. The two diagrams have similar shapes, and the second one
(as expected) contains many more species. Although detailed information on the
represented species cannot be read in the ﬁgures, it is rather clear that the majority
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Fig. 3. CellDesigner representations of the EGFR pathway: original pathway (left) and normal form (right)
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Fig. 4. Interaction graph of the EGF pathway
of the new species introduced in the pathway in normal form are located in the cen-
tral part of the pathway. Indeed, such a part of the pathway consists of reactions
performed by big complexes that are split into new species by our algorithm.
Once the molecular components are identiﬁed, it is possible to automatically
generate a component interaction graph. We actually already did this in [14] where
we used a normal-form version of the EGF pathway constructed by hand. A com-
ponent interaction graph is a graph where nodes represent molecular components
of a given pathway, and (possibly directed) edges represent the existence of direct
interactions among two components. In other words, we have an undirected edge
in the graph connecting nodes representing two components that are both involved
in the same reaction as reactants and products. Moreover, we have a directed
edge connecting nodes representing two components involved in the same reaction
one (the source node) as catalyst and the other (the target node) as reactant and
product. The component interaction graph is a very concise representation of the
pathway that allows the role of the components and the structure of the pathway
to be clariﬁed.
In Figure 4 we can see the component interaction graph of the EGF pathway.
Each node of the graph is labeled by the intuitive name of the component that
we have chosen. Visually, we can do some simple observations on the component
interaction graph. We can identify enzymes like Phosphatase1, Phosphatase2 and
Phosphatase3. We can see the ﬁrst part of the pathway corresponding to the EGF
receptor and its interaction with eﬀectors, and its connection to the MEK/ERK
cascade through RasGTP and Raf.
The component interaction graph may suggest subpathways to be considered,
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Fig. 5. CellDesigner representation of component EGFR of the EGFR pathway
consisting only of the species and the reactions involving a subset of the compo-
nents. This could allow the analyst to focus on a particular part of the pathway
by forgetting about irrelevant components, species and reactions. For example, one
could choose to focus on the subpathway in which only components EGF, EGFi,
EGFR, GAP, Shc, Grb2, Sos and RasGTP, or to focus on the MEK/ERK cascade by
considering only the two corresponding components, or to focus on the “backbone”
subpathway consisting of components EGF, EGFi, EGFR, RasGTP, Raf, MEK and
ERK. It is worth noting that subpathways can be constructed automatically.
Another interesting syntactic elaboration consists in constructing the subpath-
ways of the individual components. These subpathways make explicit, and conse-
quently clearer, the sequence of state changes performed by each molecular compo-
nent. In the example of the EGF pathway we have that four components consist of a
single species (see Table 1). Indeed, these correspond to molecules that never change
state during the pathway and their subpathways are actually empty. Component
EGFi consists of two species since the EGFi molecule can be degraded, and the cor-
responding subpathway contains only one reaction (degradation of EGFi). All of
the other components have a more complex individual dynamics, corresponding to
a more complex subpathway. As examples we show the subpathways of components
EGFR (Figure 5), RasGTP (Figure 6), Raf and MEK (both in Figure 7).
The subpathways of the individual model components are actually ﬁnite state
automata in which we can assume transitions to be labeled by reactions identiﬁers.
Consequently, we can collect all of these automata into a unique model of concur-
rent communicating automata (see e.g. [1]) in which synchronizations are driven
by transition labels. As a result we obtain a complete automata-based representa-
tion of the pathway that we computed automatically by applying our component
identiﬁcation algorithm and the procedure for subpathway construction. Such rep-
resentation can be used for formal veriﬁcation of properties (e.g. model checking),
for further automatic translations (e.g. into process algebras), and for other kinds
of analyses.
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Fig. 6. CellDesigner representation of component RasGTP of the EGFR pathway
Fig. 7. CellDesigner representation of components Raf (left) and MEK (right) of the EGFR pathway
5 Conclusions and future work
We proposed an algorithm for the identiﬁcation of molecular components involved
in a given pathway. The pathway has to be speciﬁed simply as a set of chemical
reactions. The algorithm infers molecular components from the interactions between
species described by the reactions and gives as result a partition of the set of species
in which each element of the partition contains species representing all of the possible
states that a molecular component can reach. Moreover, during its execution the
algorithm transforms the pathway into a “normal form” in which each reaction has
as many products as reactants.
The algorithm is semi-automatic, since ambiguous reactions may require human
intervention to be correctly interpreted. However, it seems that in practice hu-
man intervention is required quite rarely, as conﬁrmed by some preliminary test we
performed on a number of real pathways [18].
As regards future work we plan to develop a web application based on our
component identiﬁcation algorithm, that will accept pathways described by using
the SBML language.
Furthermore, we plan to investigate more in deep some theoretical properties
of the algorithm and, more in general, of the notion of molecular components. In
particular, properties related with computation complexity, conﬂuence of diﬀerent
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sequences of human interventions and preprocessing of pathways could be studied.
Finally, we plan to adapt our approach to better work with quantitative aspects
of pathways such as reaction kinetics and spatial distribution of molecules. In
fact, the transformation of pathways into normal form used as-is in a quantitative
context would not preserve the rate of occurrence of reactions. Such a rate depends
on the quantities of reactants. Since the algorithm can change the description of
reactants to bring reactions into normal form, rates of reactions cannot in general be
preserved. Once quantitative aspects will be correctly dealt with, the translation of
pathways into stochastic and spatial formalisms [4,5,9,11,20] will be made possible.
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