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Abstract
In the calculation of economic aggregates it is often necessary to compute the value of
these aggregates in some relevant subgroups as well as for the whole data. A method of
calculation is said to be consistent in aggregation if it gives the same result regardless of
whether it is applied directly to the whole data or to subaggregates calculated using the
same method. The property has been well studied, yet a satisfactory general definition has
been lacking. In this paper a definition of consistency in aggregation is given for a general
class of aggregation rules. We show that any aggregation method satisfying this definition
has a representation based on a commutative semigroup operation. Also, as an
application we use algebraic methods to derive certain properties of index numbers
satisfying consistency in aggregation. In particular, we show that any such index number
formula is in fact a generalized weighted mean.
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1 Introduction
The construction and use of aggregates, such as price indices, is one of the basic
necessities of economic theory and practice. More often than not, an aggregate must
be constructed not only for some population of interest but also for each of a number
of relevant subsets of the population. From the point of view of economic analysis
as well as computational economy, it would clearly be desirable to have the overall
aggregate depend on only the subaggregates. To put this in more concrete terms,
we would like to be able to calculate the aggregate in two or more stages in such
a way that the result of each stage depend only on the one immediately preceding
it. Two-stage aggregation and related issues have been studied in various branches
of economics, but the most concrete formulation of the problem is perhaps found
in the field of index number theory. Studies on two-stage consistency properties of
index numbers include Vartia (1976) Diewert (1978), Blackorby and Primont (1980),
Stuvel (1989), and Balk (1996). The relevant index number literature mostly con-
siders a somewhat strengthened form of two-stage consistency, called consistency in
aggregation. In addition to the condition that the two-stage procedure be consistent,
it is required that (a) the overall aggregate can be derived from the subaggregates
using the same aggregation method or functional form that was used to calculate
the subaggregates in the first place and (b) that this is possible for any partition of
the population.
While the intuition behind these requirements is clear enough, a precise yet gen-
eral formulation of consistency in aggregation has proved to be surprisingly difficult
to produce. Blackorby and Primont (1980) essentially solve the problem for the one-
variable case, but do not have much to say on aggregation involving many variables.
Gorman (1986) shows that given some additional conditions two-stage consistency
leads to a quasilinear functional form (see below for a formal definition) for an index
number formula, but does not specifically address the problem of defining consis-
tency in aggregation. Balk (1996) proposes the quasilinear form as definition of
consistency in aggregation. This definition is problematic, because some aggregation
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rules, such as taking a minimum or maximum are clearly consistent in aggregation,
but fail to be quasilinear. Also, the definition is specific to aggregation of real or
complex numbers, while there is nothing in the verbal characterization of consistency
in aggregation that would necessitate such a restriction. We would therefore main-
tain that quasilinearity is a special case of consistency in aggregation rather than a
definition of the property and that indeed that a satisfactory general definition has
not been presented previously.
In the present study we propose such a general statement of consistency in ag-
gregation for a large class of aggregation rules. An aggregation rule is defined simply
to be any rule that attaches to any finite collection of elements of a set some unique
element of that same set. This enables us to first to formulate consistency in ag-
gregation without imposing any other a priori restrictions on the functional form of
the aggregation rule. As was already mentioned, such a general definition has not to
our knowledge existed until now. Second, we prove a representation theorem giving
the implications of consistency in aggregation for the possible functional form of an
aggregation rule. The theorem states that an aggregation rule satisfies consistency
in aggregation if and only if it has a commutative semigroup representation. To put
this result in more concrete terms, an aggregation rule satisfies consistency in ag-
gregation if and only if it can be constructed by repeatedly applying a commutative
and associative binary operation. The notion of consistency in aggregation is thus
reduced to the concept of a commutative semigroup, a basic mathematical structure
for which a well-developed theory exists. While of interest in itself, this new result
provides a natural approach for analyzing the functional form of aggregation rules.
The semigroup representation result follows almost trivially from our definition
of consistency in aggregation, but this is exactly the point. That the result seems
almost self-evident given a clear formulation of the property shows that the source
of confusion has indeed been the lack of such a formulation.
To illustrate the usefulness of our main results, we apply semigroup techniques
to the index number problem. We describe how to represent index number formulas
that are consistent in aggregation as semigroup operations and show that under loose
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conditions this implies a simple quasilinear functional form. Quasilinearity is shown
using an extension of the classical results of Kolmogorov (1930) and Nagumo (1930)
concerning quasilinearity of weighted means that we are able to derive using the
semigroup property.
We have tried to make this article as self-contained as possible. As the mathe-
matical concepts that are relevant to our study are not among the most widely used
in economic literature, in Section 2 we give a brief explanation of these and establish
the notation used. Also, in the section concerning index numbers, a brief outline of
the index number problem is presented. Otherwise the article is organized as follows.
In Section 3 we define an aggregation rule and consistency in aggregation. In Section
4 the semigroup representation theorem for aggregation rules satisfying consistency
in aggregation is presented. In the Section 5 we give some examples and present
an extension of the Kolmogorov—Nagumo quasilinearity results for weighted means.
Finally, in Section 6 we discuss at some length the implications of consistency in
aggregation for index number formulas. The quasilinearity theorem of the previous
section is used to provide conditions under which an index number pair may be
represented as a two-dimensional quasilinear mean.
2 Basic concepts and notation
Let S be a set and F : S2 → S a function. Such a function is called a binary opera-
tion on S. To minimize the potential for confusion, we always use the multiplicative
notation F (x, y) = xy or F (x, y) = x ◦ y for such binary operations except for
real addition for which we use the conventional notation.. If for any x, y, z in S,
F (x, F (y, z)) = F (F (x, y) , z) or equivalently x (yz) = (xy) z then the binary op-
eration is associative. A set S paired with an associative binary operation is called
a semigroup. When there is no risk of confusion we often refer to the semigroup as
simply S. If the binary operation of a semigroup is commutative, so that for any x
and y in S we have xy = yx, the semigroup is called a commutative (or Abelian)
semigroup.
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If in a commutative semigroup the equation ax = ay always implies x = y the
semigroup is a commutative cancellation semigroup. If S and S′ are semigroups
and f : S → S ′ satisfies f (xy) = f (x) f (y) then f is a homomorphism. If f is a
bijection then it is a (semigroup) isomorphism and S and S ′ are isomorphic. Note
that if f : S → R is any bijective function we may always define a semigroup on R
by setting rs = f (f−1 (r) f−1 (s)) for r, s ∈ R. Clearly this semigroup is isomorphic
with S with f an isomorphism. As a multiplicative notation is used for the semigroup
operation it is also natural to use the exponential notation xn = x· · ·x︸ ︷︷ ︸
n times
as shorthand
for repetition of the semigroup operation.
Let R be a binary relation on the semigroup S. If xRx′ and yRy′ imply that
xyRx′y′ then S is a congruence. The set of equivalence classes of a congruence
R, denoted S|R is also a semigroup with respect to the operation that maps the
equivalence classes of x and y to the equivalence class of xy.
A commutative semigroup with an identity element e such that for all x, ex = x
is a commutative monoid. The identity element is always unique. If for any x
in a commutative monoid there exists y such that xy = e then the monoid is a
commutative group. The element y is denoted y = x−1 and is called the inverse
element of x. A semigroup S is called topological when S is a topological space and
the semigroup operation is continuous with respect to the product topology of S×S.
A group is a topological group when it is a topological semigroup and inversion is also
continuous. Two topological semigroups (groups) are isomorphic if there exists an
isomorphism which is also a homeomorphism between the two semigroups (groups).
LetR++ be the set of strictly positive reals, let S be a semigroup with an operation
h : R++ × S denoted h (α, x) = xα which has the following properties for any x, y in
S and α, β > 0: (a) (x α)β = x αβ, (b) (xy)α = xαyα and (c) xαx β = x α+β. Then
we call S a cone semigroup. The intuition is that when the semigroup operation
is interpreted as vector addition and the operation xα as scalar multiplication then
S has similar properties as a convex cone in a linear space. If S is a topological
semigroup and xα continuous in the relevant product topology then S is called a
topological cone semigroup.
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3 Aggregation rules and consistency in aggrega-
tion
Consider an arbitrary set X and call it a measurement scale. The aggregation prob-
lem we are concerned with is the aggregation of an arbitrary but finite number of
measurements on the scale X into an ”aggregate measurement” on the same scale.
That is, given any sequence (x1, ..., xn) ∈ Xn we want to map it to an aggregate
x ∈ X which is representative of this sequence in some sense. An aggregation rule
on the measurement scale X is simply a rule that tells us how to do this for any
finite sequence of measurements. Formally, we define an aggregation rule f to be a
sequence of functions
(1) (fn)n∈N , fn : X
n → X,
each member fn of which specifies how any sequence of n measurements is to be
aggregated. The function f1 is included for completeness, and we adopt the con-
vention that it is the identity mapping of X. Thus, given a sequence of measure-
ments, (x1, ..., xn) ∈ Xn, say, the aggregation rule f assigns a unique aggregate
x = fn (x1, . . . , xn) to it. The formulation avoids any problems related to the mean-
ing of the same rule or method in different situations. Essentially, the problem is
circumnavigated by making it a matter of arbitrary decision what to call the same
rule. Applying the same rule for a sequence of length n and one with length m
simply means applying functions fn and fm respectively.
A point that perhaps needs to be briefly addressed is that we have restricted
attention to aggregation rules that map measurements on scale X to the same scale.
This is indeed a restriction, but a less severe one as one might think at first. Below we
will show that properly formulated, many if not most typical aggregation rules, e.g.
different means and index number formulas fall into this category. The basic idea
of how this is done is that the dimensionality of the measurement scale is increased
by including auxiliary information such as data on a weighting variable explicitly in
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the measurements. The rationale for working with such representations is simple.
As the aggregate is on the same scale as the original measurements, it is possible
to use subaggregates directly as data for the aggregation rule. This makes it easy
to formulate the two-step procedure that is central to the concept of consistency in
aggregation.
A permutation (x′1, ..., x
′
n) of a sequence of measurements (x1, ..., xn) is obtained
by putting x′i = xj(i),where j is any bijection from the set {1, . . . , n} to itself.
It is also always possible to partition a sequence into K non-empty subsequences
(xk,1, ..., xk,n) , with k = 1, . . . , K, 1 ≤ K ≤ n and n1 + . . .+ nK = n.
An aggregation rule f is said to be consistent in aggregation (CIA) if and only
if it satisfies the following equality
(CIA) fK
(
fn1
(
x′1,1, . . . , x
′
1,n1
)
, . . . , fnK
(
x′K,1, . . . , x
′
K,nK
))
= fn (x1, . . . xn)
for any partition of any permutation (x′1, ..., x
′
n) of any sequence (x1, ..., xn).
The correspondence to the verbal characterization discussed is straightforward.
First, the same-scale property of aggregation rules means that the two-step consis-
tency requirement outlined in the introduction can be expressed simply by requiring
that the total aggregate be a function of the subaggregates only. The two-stage
aggregation is carried out by different functions in the aggregation rule f , which
corresponds to the requirement (a) above, or that the overall aggregate and the sub-
aggregates be calculated using the same method. Finally, property (b) is taken care
of by requiring that equation (CIA) hold for any partitions and permutations of the
measurements.
4 A semigroup representation theorem
While the definition of consistency in aggregation given in the previous section is
straightforward enough, it is somewhat cumbersome. In fact consistency in aggrega-
tion is equivalent to the existence of a very simple representation for the aggregation
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rule, given in the next theorem.
Theorem 1 An aggregation rule is CIA if and only if it has the commutative semi-
group representation:
f1 (x1) = x1(2)
fn (x1, ..., xn) = x1 · · · xn.(3)
Proof. Let f be CIA. Note first that CIA implies that the following recursive
algorithm may be used to define fn+1 using fn:
(4) fn+1 (x1, . . . , xn, xn+1) = f2 (fn (x1, . . . , xn) , xn+1) .
Starting from n = 2 and applying (4) we get f3 (x1, x2, x3) = f2 (f2 (x1, x2) , x3),
f4 (x1, x2, x3, x4) = f2 (f3 (x1, x2, x3) , x4) = f2 (f2 (f2 (x1, x2) , x3) , x4) and so on.
Thus the whole aggregation rule f is defined recursively by the binary aggrega-
tion rule f2. From the definition of consistency in aggregation it follows that the
binary rule has the following properties:
(Commutativity) f2 (x1, x2) = f2 (x2, x1)
(Associativity) f2 (x1, f2 (x2, x3)) = f2 (f2 (x1, x2) , x3) .
Therefore f2 is a commutative semigroup operation on X. Use of the multiplicative
notation f2 (x1, x2) = x1x2 is therefore warranted. The recursive rule (4) shows that
the aggregation rule is simply generated by repeated application of this operation.
Conversely, let x1x2 be a commutative semigroup operation and define an aggregation
rule using the equations (2) and (3). It is clear that an aggregation rule generated
in this fashion is CIA.
As already mentioned in the introduction, the semigroup representation follows
almost trivially from the definition of consistecy in aggregation. But as we also al-
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ready argued, this is exactly the point. The lack of a general definition has been the
source of confusion surrounding the concept of consistency in aggregation. By adopt-
ing such a definition the algebraic structure of the property becomes self-evident.
This is to our knowledge the first time such a general result has been presented.
As we made no assumptions about the functional form or measurement scale of the
aggregation rule, Theorem 1 represents a general statement of the implications of
consistency in aggregation. Also, these implications are highly non-trivial. That an
aggregation rule be thus reducible to repetition of a commutative semigroup oper-
ation is clearly a quite stringent requirement. However, it is not too stringent in
the sense that only trivial aggregation rules would satisfy it. There exist many non-
trivial commutative semigroup operations that have an aggregation interpretation
in a variety of contexts. Furthermore, semigroup theory or more broadly abstract
algebra is a well-developed theory and the existence of the semigroup representation
shows that this theory is directly relevant to analysis of aggregation problems. We
try to demonstrate the strength of this approach below by applying fundamental
algebraic results to index number theory.
5 Discussion and examples
5.1 Unweighted and weighted aggregation rules
Perhaps the most fundamental aggregation method is aggregation of sets into larger
sets. Let A be a set and let X ⊂ P (A) be any collection of subsets of A closed
under finite unions (e.g. a Boolean algebra). The operation B ∪ C defined for any
B,C ∈ X is a commutative semigroup operation in X. It therefore defines a CIA
aggregation rule. This rule is given by fn (B1, ..., Bn) =
n
∪
i=1
Bi. Similarly it may be
seen that the intersection operation ∩ defines a CIA aggregation rule in any class of
subsets of A closed under finite intersections.
Another fundamental aggregation method is addition. Adding real or complex
numbers and vectors together is a commutative semigroup operation. The aggre-
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gation rule defined by addition is thus CIA. Also, multiplication of reals is triv-
ially CIA, as are the aggregation rules defined by the operations xy = min {x, y}
and xy = max {x, y} . For example xy = min {x, y} defines the rule f1 (x) = x,
fn (x1, ..., xn) = min {x1, ..., xn}.
What all of these basic examples have in common is that they are unweighted.
There is no weighting variable giving the importance, for example population size,
expenditure share, etc. of any of the measurements. In most cases of aggregation
of economic data such auxiliary variables are necessarily present. However, our
definition of CIA requires that the aggregation rule map the measurements into
the same scale. This poses some difficulty, as is seen for example in Blackorby
and Primont (1980), who derive strong results for the unweighted or one-variable
case, but leave essentially open the case in which each measurement of interest is
associated with one or more "attributes" to use their terminology. However, this
problem can be easily overcome in the case of weights by including these explicitly
in the aggregation rule. This is best shown by a simple example.
Consider the weighted arithmetic mean. It is always possible to calculate a grand
mean as a mean of means. Thus it seems clear that the arithmetic mean should be
considered CIA. However, the above mentioned complication involving the weights
arises. Our definition of an aggregation rule requires that the aggregation has to
result on an aggregate on the same scale as the original measurements are. We have
two measurements on each statistical unit in our data, the variable of interest, say
x and the weight α, but the arithmetic mean maps these to one real number. The
solution is to define the aggregation method explicitly for the weights as well. For x =
(x, α) and y = (y, β) , α, β > 0 define the following operation xy =
(
αx+βy
α+β
, α+ β
)
.
The first component of the operation gives the weighted arithmetic mean of x and y
and the second component simply adds the weights together. The operation is clearly
commutative. Also, simple calculation will show that it is also associative. The
arithmetic mean operation thus defines a CIA aggregation rule for real 2-vectors with
strictly positive second component. It is precisely in this sense that the arithmetic
mean may be considered CIA.
10
It should be clear that this way of completing means to aggregation rules by
adding weighting information may be used in many other contexts as well. The
discussion of index numbers below will give an important example.
5.2 Quasilinear means and aggregation rules
A quasilinear aggregation rule is defined by a semigroup operation of the form
xy = f−1 [f (x) + f (y)] , where f is a bijection from some subset of RK (or CK) to
another. Quasilinear aggregation rules are by definition always consistent in aggre-
gation. In fact, it is a recurring result in various contexts that associativity axioms
(such as consistency in aggregation) coupled with other regularity conditions imply
a quasilinear form for aggregation rules defined for real numbers or vectors. Classical
examples of such results are given in Nagumo (1930) and Kolmogorov (1930) con-
cerning characterization of quasilinear means (see also Aczél (1966)). Quasilinearity
results related to index numbers and thus relevant to the present study are given
for example by Blackorby and Primont (1980), Blackorby and Donaldson (1984),
Diewert (1993), Gorman (1986) and Balk (1996).
As mentioned, quasilinear means give a basic example of quasilinear aggregation.
While means, quasilinear and other, are most often associated with aggregation of
real numbers, we extend the conventional definition in an obvious way to cover
aggregation of real vectors. This slight extension will prove to be useful in the next
section on index number formulas. Consider a sequence M =(Mn)n∈N of functions
that produce some value xα = Mn (x1, . . .xn;α) in an open set A ⊂ RK++, for any
finite collection of vectors x1, . . . ,xn ∈ A, that are measurements on some variable
of interest and α consisting of real numbers α1, . . . , αn > 0 that give the values of
some weighting variable. The sequence M is a quasilinear weighted mean if there
exists a continuous bijection g :A → B to an open convex subset B of RK which
satisfies
(5) Mn (x1, . . . ,xn;α) = g
−1
( n∑
j=1
αj
)−1 n∑
i=1
αig (xi)
 .
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Following the above example concerning the arithmetic mean, any quasilinear
mean may be used to construct a (K + 1)-dimensional semigroup operation of the
form
(x,α) (y,β)=
(
g−1
[
αg (x) + βg (y)
α+ β
]
, α+ β
)
.
This operation is clearly quasilinear and thus defines a quasilinear aggregation rule.
Of course, this implies that any quasilinear mean is consistent in aggregation in the
same sense that the arithmetic mean is. It is therefore natural to ask when the
converse result is true, i.e. when does a general weighted mean admit a quasilinear
mean representation. As mentioned, Nagumo (1930) and Kolmogorov (1930) give
necessary and sufficient conditions for the one-variable case. In this section we use
a technique based on the semigroup representation to derive a many-dimensional
version of a Kolmogorov-Nagumo type result. This result will then be used to derive
a quasilinear representation theorem for index number formulas. For reasons of
simplicity and economic relevance we present the result for the set of strictly positive
real vectors RK++, but it should be clear that this result extends to other open subsets
of RK as well.
We start with a general definition of a weighted mean. Consider a sequence
M =(Mn)n∈N of functions Mn that produce some value x
α = Mn (x1, . . .xn;α) ∈
RK++ for any finite collection of vectors x1, . . . ,xn ∈ R
K
++ called measurements and
real numbers α1, . . . , αn > 0 called weights. In the now familiar fashion, the se-
quence M may be completed to an aggregation rule G defined for (K + 1)-vectors
ai=(xi, αi) by setting Gn (a1, ..., an) =
(
Mn (x, . . .x;α) ,
n∑
i=1
αi
)
. The sequence M
is said to be a weighted mean ifG is consistent in aggregation as an aggregation rule.
The corresponding semigroup S is called a weighted mean semigroup. A weighted
mean is said to be continuous if the functionMn is jointly continuous in the xi and
α for any fixed n. The weighted mean is one-to-one if for fixed x−i and α it is a
one-to-one map of xi. It is called homogeneous ifMn (x, . . .x;α) = x for any x and
α. The next lemma describe some algebraic implications of these properties.
Lemma 1 The following statements are true for a weighted mean semigroup S and
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any a =(x,α) in S :
1. S is a topological semigroup iff the weighted mean is continuous.
2. S is a cancellation semigroup iff the weighted mean is one-to-one.
3. Define the exponentiation operation by setting aβ = (x,α)β = (x,αβ) for any
β > 0. When S has the continuity and homogeneity properties, S is a cone
semigroup with respect to this operation.
Proof. Claim 1 1 is self-evident. For claim 2 assume that the one-to-one con-
dition holds. Then let ab = ab′ for some a =(x,α) ,b = (y,β) and b′ = (y′,β′)
in S.Aggregation of weights implies that we must have β = β′. But then by the
one-to-one condition we must also have y = y′ and therefore b = b′ so that S is
a cancellation semigroup. To see the converse result, assume that S is a cancella-
tion semigroup but that the corresponding weighted mean is not one-to-one. Then,
for some ai=(xi,αi), i = 1, . . . , n and a′1 = (x
′
1,α1) we have Mn (x1, . . .xn;α) =
Mn (x
′
1, . . .xn;α) . But then a1 · · ·an = a
′
1 · · ·an which violates the cancellativity
assumption.
To see that claim 3 is true, note that by the homogeneity condition we have
an=(x,α) · · · (x,α) = (x,nα) so that the operation aβ = (x,α)β = (x,αβ) always
coincides with exponentiation by a positive natural number in S. Also, the expo-
nentiation operation is clearly jointly continuous in (a, β). Property (a) of a cone
semigroup defined in Section 2 follows directly from the definition of aβ. Property
(c) is implied by the homogeneity property. This leaves property (b). Commutativ-
ity and associativity imply that for any natural number n we have (ab)n = anbn.
Also, if m is a natural number, clearly
(
a
1
mb
1
m
)m
= ab so that (ab)
1
m = a
1
mb
1
m .
Therefore, for any natural n,m, (ab)
n
m = [(ab)n]
1
m = (anbn)
1
m = a
n
mb
n
m . As the
exponentiation operation is continuous, this implies that (ii) holds for any positive
real number.
A basic problem in algebra concerns topological embedding of semigroups into
groups, for example Rothman (1960) and Lawson (1990) discuss such embeddings.
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A particular case of this problem is the embedding of cone semigroups into linear
spaces, discussed for example in Lawson and Madison (1971). We now prove a
quasilinear representation theorem for multi-dimensional weighted means based on
a linear space embedding of the weighted mean semigroup1.
Theorem 2 A weighted meanM is quasilinear iff it is (i) continuous, (ii) monotone,
and (iii) homogeneous.
Proof. It is clear that any quasilinear mean is a weighted mean and satisfies
(i)—(iii). To see the converse let S be a weighted mean semigroup on RK+1++ of a
mean satisfying (i)—(iii). By Lemma 1 S is a topological cancellation semigroup with
positive exponentiation.
It is well known that any commutative cancellation semigroup may be embedded
in a commutative group G (for details, see Grillet (2001)). This means that there
exists a group G along with a one-to-one homomorphism p : S → G. Thus, the
semigroup S and the subsemigroup S ′ = p (S) of G are isomorphic as semigroups.
For completeness, we give a sketch of how this may be done. The product set S ×S
with the coordinatewise operation is clearly a semigroup. Define a relation R in S×S
by (a,b)R (a′,b′) iff ab′ = a′b. It is easy to check that this is a congruence, that
the quotient semigroup G = S×S |R is in fact a group and that the map p mapping
each a in S to the equivalence class of (a2,a) is a semigroup isomorphism. Also, as S
is defined on an open subset RK+1++ of an Euclidean space, by Propositions 2.4 and 2.5
(i) in Lawson (1990) the embedding is also topological in the following sense: (i) the
group G is a topological group with respect to the relevant quotient topology of the
product topology of S×S with S open in G and (ii) the function p is continuous and
open. Thus S is identical with S ′ topologically as well as algebraically, and therefore
we will equate the two from now on.
It is again well-known (see e.g. Rådström (1952)) that we may extend the positive
exponentiation operation to exponentiation any real number on G. To see this, note
1Another way of looking at this is to regard it as a special case of the general results concerning
the associativity functional equation given in Aczél and Hosszú (1956) and the Theorem of Section
8.2.4 in Aczél (1966).
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that it follows from construction of G that each element a of G has a representation
a = uv−1 with u,v in S and where v−1 denotes the inverse element of v in G. For
any a = uv−1 in G define aβ= uβ
(
vβ
)−1
for β > 0 , then define y0 = e, where e is
the identity element of G and finally aβ=(a−1)−β for c < 0. That this is well-defined,
agrees with positive exponentiation on S and satisfies conditions (a),(b) and (c) is
easy to check by considering the various cases corresponding to the different signs
of the exponents. As an example, let β > 0, γ < 0, β + γ > 0 and a = uv−1. Then
aβaγ = aβaγ (uv)β+γ
[
(uv)β+γ
]−1
= u2β+γvβ
(
uβv2β+γ
)−1
= uβ+γ
(
vβ+γ
)−1
=.
aβ+γ .
The extension of exponentiation makes G a linear space with the group operation
as vector addition and exponentiation as scalar multiplication. It is clear that the
semigroup S is an open convex cone in G, i.e. the function p embeds S algebraically
and topologically as a convex cone in the linear space G. Let now h : RL → G
be any linear map h (λ) = uλ11 · · ·u
λL
L with ui in the subsemigroup S. Clearly, h is
continuous on RL++ and thus on all R
L. It is therefore a straightforward implication of
the invariance of domain theorem that the dimension of G as a linear space must be
K+1. Let U consisting of vectors u1, · · · ,uK+1 be a basis of G and let t : G→ RK+1
be the linear map mapping any a in G to its U -coordinates. As it is linear, t is in
particular additive so that t [(x,α) (y,β)] = t (x,α) + t (y,β) for (x,α) , (y,β) in S.
Also, by linearity t is positively linear homogeneous so that t (x,α) = αt (x,1). This
implies that the function g defined for x in S by g (x) = t (x,1) gives a quasilinear
representation ofM.
5.3 Some remarks on the generality of CIA
As most of the present study concerns aggregation of real numbers and vectors, it
is perhaps necessary to discuss briefly the generality of the notion of consistency in
aggregation. There is no need in principle to restrict attention to real (or complex)
vectors, while these of course provide the most immediate examples. The above dis-
cussion of unions and intersections shows that CIA as a concept is perfectly applicable
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to aggregation of sets. It may similarly, be applied to aggregation of functions or
relations. To give a simple example, there is a natural way to derive aggregation
rules for functions that map into a semigroup. Let S be a commutative semigroup
and let F (A, S) be the set of functions A→ S. We may always define a semigroup
in F (A, S) by pointwise application of the operation of S. For any f, g ∈ F (A, S)
define the operation fg with fg (a) = f (a) g (a) for any a ∈ A. This operation may
be then used to construct an aggregation rule satisfying CIA for functions A → S.
Of course, we need not be interested in the whole set F (A, S) , but some subset of
it given by additional structure on A which is preserved by the semigroup operation
on S.
For example, if S is topological and there is a topology on A the set of contin-
uous functions A → S is clearly a semigroup and may again be used to define an
aggregation rule for continuous functions. Similarly, given the necessary structure,
we may define a subsemigroup of F (A, S) consisting of random variables from A
interpreted as a sample space to S and use this to construct an aggregation rule for
random variables. An example of such an aggregation rule for functions is given by
the convolution operation on the set of Lebesgue integrable functions in Rn. It is
well known that this is a commutative semigroup operation and therefore defines an
aggregation rule for integrable functions which is consistent in aggregation. It is also
well known that the convolution semigroup is isomorphic via the Fourier transform to
a subsemigroup of F (Rn,C) with C interpreted as a multiplicative semigroup. Still
another example is given by the one-dimensional weighted mean semigroups defined
in the previous section. Using the pointwise definition for the first component, we
may use any weighted mean to define a semigroup operation for pairs (u, α) where
u is a real-valued function and α is a strictly positive weight. If we interpret u as
an utility function on some set A and α as a population size, the operation gives
an aggregation rule for utility functions. This may be interpreted as calculation of
social welfare for variable-sized populations (see Blackorby and Donaldson (1984) for
discussion of such rules).
While space limitations do not permit anything resembling a full treatment of
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such topics, we hope that the examples go some way of convincing the reader that
CIA as a concept and the underlying semigroup structure are general enough to
permit analysis of a wide variety of different aggregation problems.
6 Index numbers and consistency in aggregation
6.1 The index number problem
We start with a brief outline of the index number problem. Price and quantity
measurements on n commodities have been collected on two periods, t = 0,1, called
the base and comparison periods respectively. Let pt = (pt1, . . . , p
t
n), t ∈ {0, 1} ,
pti > 0 denote the prices of the two periods and q
t = (qt1, . . . , q
t
n), t = 0, 1, q
t
i > 0 the
quantities. Let πi =
p1
i
p0
i
and κi =
q1
i
q0
i
be the price and quantity relatives associated
with the measurements and let vti = p
t
iq
t
i be the value or expenditure associated
with each commodity on period t. Thus, each commodity is associated with vectors
πi = (πi, v
0
i , v
1
i ) and κi = (κi, v
0
i , v
1
i ). The aggregate value for period t is denoted
V t =
n∑
i=1
vti .
For one commodity, the value ratio has a canonical, uniquely determined mul-
tiplicative decomposition v
1
v0
= πκ into the price and quantity relatives. The index
number problem concerns aggregation of such commodity-level decompositions into
a decomposition V
1
V 0
= PQ, where P is a price index describing the aggregate change
in the ”price level” and Q is a quantity index describing aggregate change in quanti-
ties consumed or produced. Price and quantity indices are simply proposed solutions
to the aggregate decomposition problem. A price index formula is a rule mapping
all possible price-quantity situations to a price index, while a quantity index formula
is defined analogously. Note that the decomposition formulation implies that only
either a price index formula or a quantity index formula needs to be chosen, as the
other indicator is then defined as a multiplicative residual. For example, if we have
decided that the value for the price index should be P , then the value of the quan-
tity index Q must be Q = V
1
V 0P
. A price index formula and a quantity index formula
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which always give a multiplicative decomposition of the aggregate value ratio con-
stitute what is usually called an index number pair. Because either index describes
the index number pair completely, the following discussion is formulated entirely in
terms of price indices. For quantity indices, a completely identical argument could
be presented, simply by replacing the vectors πi with the vectors κi.
As mentioned, a price index formula maps all possible price-quantity combina-
tions to a price index. Formally this implies that a price index formula must be a
sequence of functions, each giving the formula for n observations. Following con-
vention (see Vartia (1976), Gorman (1986), Balk (1996)), we require that a price
index formula depend on the prices and quantities via the vectors πi = (πi, v0i , v
1
i )
alone. Thus, we define a price index formula g to be a sequence (gn)n∈N of functions
gn : R
3n
++ → R++ so that the price index P for any price-quantity measurements is
given by P = gn (π1, ...,πn) and the index number pair corresponding to the same
measurements is given by (P,Q) =
(
P, V
1
V 0P
)
.
6.2 Index number semigroups
Consistency in aggregation for index number formulas is formulated using the by
now familiar technique of incorporating weights into the aggregation rule. A price
index formula aggregates measurements consisting of vectors (πi, v0i , v
1
i ) to a positive
real number which may be loosely interpreted as "an aggregate price relative". In
other words the price index is an aggregate corresponding to the first components
of the measurements, the price relative. An aggregation rule is obtained from the
price index formula by taking aggregation of the values v0i and v
1
i explicitly into
consideration. The values are of course aggregated simply by adding them together.
Any price index formula g therefore generates an aggregation rule G consisting of
vector-valued functions Gn given by
(6) Gn (π1, ...,πn) =
(
gn (π1, ...,πn) ,
n∑
i=1
v0i ,
n∑
i=1
v1i
)
.
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An index number formula g is said to be consistent in aggregation if the corresponding
aggregation rule G is consistent in aggregation in the sense of the general definition.
We call the semigroup S defined by a price index exhibiting CIA a price index
semigroup.
A price index formula and the corresponding semigroup are said to be monotone2
if for any π1,π2 in S the operation π1π2 is strictly monotone in π1 (and π2). A
price index formula and the corresponding semigroup are weakly proportional if
(π, αv01, αv
1
1) (π, βv
0
1, βv
1
1) = (π, (α+ β) v
0
1, (α+ β) v
1
1). It is straightforward to see
that this coincides with the condition that if both the prices and quantities of all
commodities have changed proportionally then the price index should be equal to
the common price relative.
The representation of price indices as functions of πi = (πi, v0i , v
1
i ) is conventional.
However, another representation is also useful for our purposes. Consider the func-
tionm defined bym (π, v0, v1) =
(
π, v
1
v0π
, v0
)
, which maps any vector π =(π, v0, v1)
bijectively to the vector η =m (π) = (π, κ, v0). We may therefore define a new
semigroup operation η1 ◦ η2 = m [m
−1 (η1)m
−1 (η2)] for the transformed measure-
ments. Call this semigroup S. It is isomorphic to the index number semigroup S as
the function m :S → S is an isomorphism. The transformed semigroup operation
defines a transformed aggregation rule. The basic properties of the semigroup S are
given in the next lemma.
Lemma 2 Let S be an index number semigroup and let S be the isomorphic semi-
group defined above. Let ηi = m (πi) = (πi, κi, v
0
i ) ∈ S for i = 1, . . . , n and let
(P, V 0, V 1) = π1 · · ·πn. Furthermore, let Q be the quantity index corresponding to
the price index P, so that PQ = V
1
V 0
. Then (P,Q, V 0) = η1 ◦ · · · ◦ ηn.
Proof. Let
(
P˜ , Q˜, V˜
)
= η1 ◦ · · · ◦ ηn.Then it follows from the definition of S
that m
(
P˜ , Q˜, V˜
)
= (P, V 0, V 1). Taking m−1 on both sides the result follows.
2Note that this monotonicity condition is different from the axiom requiring monotonicity in
comparison period prices. The problem with monotonicity axioms in general is that monotonicity
in the variables of some representation may not translate into anything intuitive in some other
representation.
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Recalling our definition of weighted means in Section 5.2 it is clear that the
semigroup S gives a representation of the index number pair as a v0i -weighted 2-
dimensional mean of the (πi, κi) .The lemma thus implies that consistency in ag-
gregation for an index number formula is equivalent to the requirement that the
corresponding index number pair is a two-dimensional base period value-weighted
mean of the price relative-quantity relative pairs. Given our characterization of qua-
silinear means, it is clear that under natural regularity conditions, the index number
pair must in fact be a quasilinear mean of the price and quantity relatives. The re-
sult is given in the following theorem. The quasilinearity part of the theorem, which
is simply a special case of Theorem 2, may be seen as an extension of Blackorby
and Primont (1980) quasilinearity theorem for one variable. Gorman (1986) derives
similar results, albeit using a very different technique and stronger assumptions. As
may be seen in the proof, the semigroup structure reduces the problem to a series
of classical algebraic embedding problems, so that we do not need to introduce the
various separability concepts used by Gorman. Balk (1996) uses a quasilinear form
as definition of consistency in aggregation. Our result implies that under additional
conditions our general concept of consistency in aggregation reduces to Balk’s nar-
rower definition in the case of index number formulas3.
Theorem 3 A price index formula is consistent in aggregation if and only if the
index number pair (P,Q) =
(
P, V
1
V 0P
)
can be represented as a v0i -weighted mean of
(πi, κi) . This mean is quasilinear iff the price index number formula is continuous,
monotone and weakly proportional as well as consistent in aggregation.
Proof. The first part was argued in the above paragraph. To show the sec-
ond part we must show that continuity, monotonicity and weak proportionality are
equivalent to the conditions (i)—(iii) of Theorem 2. Let S be the index number
semigroup defined by P and let S be the corresponding weighted mean semigroup.
S is a topological semigroup iff S is a topological semigroup, as m and it inverse
3The example gn (π1, ...,πn) = min {π1, . . . , πn} shows that an index number formula may be
CIA without being quasilinear.
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given by m−1 (π, κ, v0) = (π, v0, πκv0) are continuous. Also, it is clear that S is
a topological semigroup iff the index number formula is continuous. Continuity of
the index number formula is therefore equivalent to property (i) in Theorem 2.Also,
as an isomorphic semigroup S is cancellative if and only if S is cancellative. This
implies that monotonicity of the index number formula and property (ii) in Theo-
rem 2 are equivalent. Finally, note that for η =(π, κ, v0) and η˜=(π, κ, v˜0) we have
m−1 (η) = (π, v0, πκv0) and m−1 (η˜) = (π, v˜0, πκv˜0), so that weak proportional-
ity of S implies that m−1 (η)m−1 (η˜) = (π, (v0 + v˜0) · 1, (v0 + v˜0)πκ). But then
η ◦ η˜ = (π, κ, v0 + v˜0) so that S is homogeneous. Similarly, for π =(π, αv01, αv
1
1) and
π˜=(π, βv01, βv
1
1) we have m (π) =
(
π, v
1
v0π
, αv0
)
and m (π˜) =
(
π, v
1
v0π
, βv0
)
. Then
if S satisfies the homogeneity condition m (π) ◦m (π˜) =
(
π, v
1
v0π
, (α+ β) v0
)
. But
then ππ˜ = (π, (α+ β) v0, (α+ β) v1) so that S is weakly proportional.
To show the relation between standard representations of index numbers and ours
we consider a few well-known formulas. Any index number pair that satisfies the
conditions of the previous theorem has a representation4 of the form
(P,Q) = g−1
[(
V 0
)−1 n∑
i=1
v0i g (πi, κi)
]
.
The most basic example is the Laspeyres price index PL which corresponds to the
semigroup operation π1π2 =
(
v0
1
π1+v02π2
v1+v0
, v01 + v
0
2, v
1
1 + v
1
2
)
. It is well-known that the
Laspeyres price index and the Paasche quantity index QP form an index number
pair. As the Laspeyres price index clearly satisfies the conditions for quasilinear-
ity, the Laspeyres-Paasche pair has a representation of the above form. In fact,
replacing the function g in the equation with gL (π, κ) = (π − 1, π (κ− 1)) gives
the Laspeyres-Paasche pair. The Paasche-Laspeyres pair is given by switching the
roles of quantities and prices, that is, choosing gP (π, κ) = (κ (π − 1) , κ− 1) .The
Stuvel (1957) price-quantity index pair is given by the average of these two, or
4Note that while any index number formula pair with the required properties may be represented
as a two-dimensional quasilinear mean not all two-dimensional means define an index number pair.
This is because of the condition that PQ = V
1
V 0
.
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gS (π, κ) =
1
2
[gL (π, κ) + gP (π, κ)]. The quasilinear mean representation for the
Montgomery—Vartia price-quantity index pair (Vartia (1976)) is given by gV (π, κ) =
l (πκ) (log π, log κ) where l (πk) = πκ−1
log πk
when πκ = 1 and l (1) = 1.
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