Detailed knowledge of both synaptic connectivity and the spatial proximity of neurons is crucial for understanding wiring specificity in the nervous system. Here, we volumetrically reconstructed the C. elegans nerve ring from legacy serial-sectioned electron micrographs at two distinct time points: the L4 and young adult. The new volumetric reconstructions provide detailed spatial and morphological information of neural processes in the nerve ring. Our analysis suggests that the nerve ring exhibits three levels of wiring specificity: spatial, synaptic and subcellular. Neuron classes innervate well defined neighborhoods and aggregate functionally similar synapses to support distinct computational pathways. Connectivity fractions vary based on neuron class and synapse type. We find that the variability in process placement accounts for less than 20% of the variability in synaptic connectivity and models based only on spatial information cannot account for the reproducibility of synaptic connections among homologous neurons. This suggests that additional, non-spatial factors also contribute to synaptic and subcellular specificity. With this in mind, we conjecture that a spatially constrained, genetic model could provide sufficient synaptic specificity. Using a model of cell-specific combinatorial genetic expression, we show that additional specificity, such as sub-cellular domains or alternative splicing, would be required to reproduce the wiring specificity in the nerve ring.
. Overview of anatomy and volumetric reconstruction. (a) Nuclei positions of cells that project axons/processes into the nerve ring. All processes projected into the nerve ring were reconstructed. Only cell bodies within the dashed red boundary were reconstructed. (Modified image from wormatlas.org.) (b) A segmented EM taken from the nerve ring. Neurons are manually segmented and each neuron assigned a different color. Segmentation was performed for 300 and 400 EM sections in the adult and L4, respectively. Red dots indicate processes of the AVA neurons. (c) A 3D reconstruction of neurons AVAL and AVAR generated from the segmentation data. CB: cell body.
The nerve ring is spatially organized to support distinct computational pathways 80 We asked how the spatial organization of processes in the nerve ring contributes to the organization of computational pathways. 81 Two structural features stand out from our analysis. First, projections from different anatomical and functional groups of 82 neurons form a layered structure within the nerve ring. Second, mechanosensory and amphid sensory synaptic pathways are 83 physically distinct. 84 We used cylindrical coordinates (r, φ ,z) to characterize the spatial structure of the nerve ring (Figure 2(b) ). The radius (r) is 
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To address the second question, we compared the contralateral distance with the distance between pairs of ipsilateral neurons:
for each neuron, we computed the Jaccard distance (J o ) between the neuron's neighborhood and the most similar ipsilateral 150 overlapping neighborhood (see Methods). We reasoned that similarity between two arbitrary neighborhoods could arise 151 naturally if multiple neuron pairs shared a common neighborhood. The consequence of such extensive neighborhood overlap 152 could be that interchanging the physical locations of the two neurons would not affect their profile of synaptic connectivity.
153
Therefore, the ipsilateral Jaccard distance provides a benchmark for the distinctiveness of different neighborhoods. 154 We find a high level of equivalence between the neighborhoods of contralateral homologous pairs of neurons, as compared 155 with ipsilateral neurons with overlapping neighborhoods (Figure 3(d) ). In each of the three test cases (L4 homologous pairs, 156 adult homologous pairs and L4/adult equivalent neurons) the mean ipsilateral dissimilarity is larger than the mean contralateral Table S2 ). Synaptic specificity is not a consequence of spatial specificity 201 We next asked if the reproducibility of synaptic connectivity is due to the reproducibility of process placement. Most 202 synaptic connections in the nerve ring are reproducible between contralateral homologs (Figures 5(a) and S3(a-b)). If synaptic 203 connectivity is completely due to conserved process placement, then the reproducibility of synaptic partners could be described 204 by a purely statistical model, e.g. Peters' rule (Rees et al., 2017) . Under this model, synaptic connections are made with some 205 (perhaps cell autonomous) probability irrespective of neighboring cells. We conclude that such a statistical model is false due to 206 the following four reasons.
207
First, variability in adjacency accounts for less than 20% of the synaptic variability. We say that a connection is discrepant 208 if it occurs on the left (right) side of the worm but is absent on the opposing side. We find that 40-50% of synaptic connections 209 and ∼20% of adjacency connections are discrepant (Figure 5(a) and S3(a)). Could the discrepant synaptic connections be 210 due to discrepant process placement of left/right neurons? Roughly 20% of the discrepant synaptic connections occur at 211 discrepant adjacency connections (Figure 5(b) ), which suggests that only a small fraction of discrepant synaptic connections 212 could be attributed to differences in process placement. Furthermore, less than 15% of discrepant adjacency contacts yield a 213 synaptic contact (Figure 5(c) ), which shows only a small fraction of discrepant adjacency connection contribute to the synaptic 214 connectivity. We also find little correlation between adjacency and synaptic degree differences (r 2 < 0.15, Figure S3 (c)).
215
Collectively, these results indicate that only a small fraction of the variability in synaptic connectivity can be attributed to 216 differences in process placement.
217
Second, synaptic connections are linked to higher adjacency contact, but adjacency contact does not predict connectivity.
218
There is a clear positive relationship between adjacency contact and synaptic probability (Figure 5(d) ). Consistent with previous 219 reports ( Durbin, 1987) , we observe that the (log) distribution of adjacency contacts that do not produce a synapse are skewed 220 to lower surface areas, while the (log) distribution of adjacency contacts that do produce a synapse is skewed towards higher 221 surface areas. To test the predictive power of adjacency contact, we applied a logistic regression classifier (LRC). The LRC 222 is able to predict overall synaptic connectivity with 76% accuracy, but poorly predicts the number of synaptic partners for 223 each cell (Figure 5(e) , see Methods). This indicates that adjacency contact is necessary but not sufficient to determine synapse 224 probability.
225
Third, there are more reproducible synaptic connections than would be expected by chance if synaptic probabilities were 226 held constant among homologous neurons. We constructed a measure called the specificity probability (p s ), defined as the 227 likelihood homologous neurons randomly make the same synaptic contacts among their shared neighbors (see Methods and 228 Figure S5 (a)). We say that the likelihood of synaptic reproducibility is low if p s < 0.05. We computed specificity probabilities Predictions made using a logistic regression classifier model. Red line indicates perfect agreement between predicted and actual values. The residual is the distance from the data point to the line. Colors indicate the probability of observing a residual as large or larger. p adj is a representative probability for all data points, computed using multiple hypothesis testing.
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of neighbors. Thus, it seems unlikely that the patterns of synaptic connectivity could be entirely due to random connections 234 among shared neighbors. 235 Finally, synapses form at reproducible locations along the neurite despite occupying a small fraction of the surface area 236 contact between cells. We mapped synapses to points along the medial line of each neuron volume and defined the synapse 237 position as the distance from the cell body normalized by the length of the neuron (Figure 6(b) , see Methods). In cases 238 where multiple synapses exist between neurons, we took the mean synapse position. We differentiate between gap junction, 239 presynaptic and postsynaptic mean synapse positions. We find that the average difference between homologous mean synapse 240 positions is insignificant (paired t-test, p > 0.05) but differences can be as high as 25% of the cell length (Figure 6(c) ). This 241 suggests that synapse positions are well defined with less than 25% variability. We considered the possibility that adjacency 242 constraints between cells forces synapses to cluster at specific positions, which would suggest that synapse positions are due to 243 the spatial placement of cells. However, we find that the vast majority of synaptic contacts (> 95%) occupy less than half of the 244 surface area between adjacent cells (synapse-to-adjacency ratio, Figure 6(d) ). In order for adjacency to account for the 25% 245 variability in synapse position then, we should expect synapse-to-adjacency ratios to be around 0.75. Therefore, we conclude 246 that any constraints on adjacency contact cannot account for the subcellular specificity of synapse positions.
247
Synaptic reproducibility is consistent with a combinatorial genetic model 248 We next assessed if a combinatorial genetic model could account for the reproducibility of synaptic connectivity in the 249 nerve ring. A popular model is the "area code hypothesis", (Dreyer, 1998) 
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proteins and could increase the number of unique CAM expression labels. C. elegans exhibits little isoform diversity compared 288 to other organisms (25% of protein-coding genes in C. elegans exhibit alternative splicing (Wani & Kuroyanagi, 2017) compared 289 to 95% in humans (Pan et al., 2008) ). Moreover, there are rarely more than 10 isoforms expressed by an alternatively spliced 290 CAM gene, compared to the thousands to tens-of-thousands expressed in other organisms (Zipursky & Sanes, 2010) . However, 291 the C. elegans nervous system may not require such isoform diversity due to its small size. In the nerve ring, there are 15 CAM 292 genes with known alternative splicing which can code up to 9 isoforms ( Figure S9) . Unfortunately, precise isoform expression 293 of CAM genes in nerve ring neurons is not generally known. Instead, we simulated alternative splicing by randomly assigning a 294 single splice variant for each alternatively spliced gene (see Methods). The average LUS score for the IE model is 0.85 (Figure 295 7(c)) indicating that isoform expression potentially yields a larger number of unique CAM labels. Based on these simulations, 296 there are on average 140 unique expression patterns when alternative splices are randomly assigned resulting in 107 uniquely 297 labeled neuron classes ( Figure S9) . Notably, the vast majority of neuron classes express at least one CAM gene with a splice 298 variant (Table S6 ). This alternative splicing could, in principle, allow neurons to generate unique CAM labels, even without 299 subcellular expression profiles. To what extent is wiring specificity informed by the spatial proximity of neurons? Clearly spatial factors play a major role in 302 nervous system development, because only adjacent neurons can eventually form a synapse. However, if the relative spatial 303 placement of neurons is well specified, then additional mechanisms may not be required to specify synaptic connectivity. Under 304 these spatial conditions, synapses could form randomly between the neurons and still yield reproducible patterns of connectivity. 305 We explored this question in the C. elegans nerve ring, and found that the spatial specificity of the nerve ring cannot fully 306 account for the reproducibility of synaptic connectivity. This suggests that in C. elegans both spatial and non-spatial factors 307 contribute to wiring specificity. 308 We show that the nerve ring aggregates functionally similar synapses and physically segregates distinct computational 309 pathways. The nerve ring neurons can be divided into 7 groups based on function and anatomical location. Synapses between 310 these groups aggregate into radial and azimuthal quasi-layers within the nerve ring. The aggregation of functionally similar 311 synapses to restricted anatomical regions has become a hallmark feature of the spatial specificity of nervous systems across 312 species. For example, the retina has six main cell types whose cell bodies are distributed across three lamina that are in turn Nevertheless, we find that the mechanosensory and amphid sensory pathway are physically distinct. Mechanosensory pathways 317 are closer to the pharynx where they can directly innervate motor neurons and head muscle arms. Presumably, this placement 318 reduces the number of processing steps between mechanical stimuli and head response. In contrast, the amphids sensory 319 pathways are spatially organized into sensory and interneuron layers, which is consistent with the computational layers observed 320 in the wiring diagram (White et al., 1986; Varshney et al., 2011; Cook et al., 2018) and confirmed by ablations studies (Gray   321   et al., 2005) . These results suggest that the structure of the computational network is at least broadly informed by the spatial 322 organization of the processes within the nerve ring.
323
The present work is the first to detail the layered structure of the C. elegans nerve ring, which could support a hierarchical Furthermore,the remaining cells exhibited aberrant growth when sublateral cells were ablated, suggesting that the nerve ring is 331 hierarchically assembled. Taken together with our volumetric analysis, one possible explanation for the aberrant growth is 332 that the sublateral motor neurons generate the initial tracks of the nerve ring which helps to guide innervation of later axons 333 processes.
334
Given that process placement is so highly reproducible, one plausible hypothesis is that the reproducibility of synaptic 335 connectivity is largely due to process placement and that any variability of synaptic formation is due to random connectivity 336 among the set of spatially-specified neighbors. Previous studies have suggested that synapse frequency is indeed correlated 337 to the spatial proximity between neurons. This observation has been referred to as Peters' rule. While there has never been Figures S10(a,b) ). Each postsynaptic cell is directly apposed to the presynaptic density, which is why all the cells are scored as Two neurons that innervate the nerve ring together are adjacent to many of the same neighbors. Hence, the two neurons are said to have overlapping neighborhoods. Let N(i) be the set of neighbors for neuron i and let neuron j ∈ N(i). Then in practice, it is typically the case that N(i) ∩ N( j) = / 0, i.e. the neighborhoods of i and j overlap. We would like a measure of the difference between two overlapping neighborhoods. A popular metric is the Jaccard distance, which (in this context) is computed as
(1)
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In order to be as conservative as possible, for each neuron i we compute the minimum Jaccard distance over its set of neighbors,
We computed ∆ min for each neuron, which gives a distribution of the minimum differences between overlapping neighborhoods.
457
As a control, we computed the Jaccard distance between all homologous neurons within a dataset. Because Jaccard distances 458 are a proportion, we applied an arcsine to both sets of data in order to make the data more normal. We then used a t-test to 459 compare both groups.
460
Connectivity fraction 461 The connectivity fraction is the fraction of neighbors that are synaptic partners. Let d i be the adjacency degree of neuron i. Let Because connectivity fractions are a proportion between 0 and 1 and the distributions of connectivity fractions tend to skew to 0, 465 we applied a standard arcsine transformation in order to make the distributions more normal when comparing the connectivity 466 fractions of homologous neurons.
467
Logistic Regression Classifier (LRC) 468 We used the machine learning library scikit-learn(?) to build a LRC model for our adjacency data. Once fit to our data, the LRC model classifies adjacency contact between two cells as either a synapse or no synapse. Following Mishchenko et al., (Mishchenko et al., 2010) we assessed the model's ability to capture variation in synaptic connectivity among neurons by comparing the actual number of synaptic connections for each neuron with the value predicted by the model. Let the random variable Z i = Y i1 +Y i2 + · · · +Y iM be the total number of synaptic connections that neuron i makes with its M neighbors. If synaptic connections are each made independently, then Y i j has a binomial distribution. Therefore, the expected number of synaptic connections is given by
For each neuron, we compute a p-value, the probability of observing a discrepancy as great or greater by chance between 469 the actual and expected number of synaptic connections. A representative p-value for all the neurons is computed using the 470 Benjamini-Hochberg procedure, (Benjamini & Hochberg, 1995; Benjamini & Yekutieli, 2001 ) which corrects for the increased 471 chance of observing a Type I error (i.e. falsely rejecting the null hypothesis) due to multiple comparisons and has greater 472 statistical power than the more commonly used Bonferroni correction. (Perneger, 1998) For m neurons, the p values are arranged 473 in ascending order, p 1 ≤ p 2 ≤ . . . ≤ p m , and each p value is adjusted to p a i = min (mp i /i, 1). The multiple hypothesis adjusted
For the whole-cell binary CAM expression model (WBE) and the isoform expression model (IE), the LUS was computed at the level of synaptic partners ( Figure S8(a) ). For a given neuron, we determined the CAM expression of the postsynaptic partners and the nonsynaptic physically adjacent neighbors. Let s be the number of postsynaptic partners and m be the number of postsynaptic partners whose expression matches at least one nonsynaptic neighbor. The LUS is defined as
For the subcellular binary expression model (SBE), the LUS was computed at the synapse level ( Figure S8(b) ). At each 541 synapse for a given neuron, we compared the CAM expression of the postsynaptic neurons and nonsynaptic physically adjacent 542 neighbors. For synapse i, let s i be the number of postsynaptic neurons and m i be the number of postsynaptic neurons whose 543 expression matches at least one of the physically adjacent neighbors. If the neuron has M synapses, the LUS is given by Table S1 . Summary of volumeric reconstructions. NB: Volume estimated from the sum of the cross-sectional areas of the segmented neurons. Sensory   Sa   BAGL,BAGR,CEPDL,CEPDR,CEPVL,CEPVR,FLPL,FLPR,IL1DL,IL1DR,IL1L,IL1R,  IL1VL,IL1VR,IL2DL,IL2DR,IL2L,IL2R,IL2VL,IL2VR,OLLL,OLLR,OLQDL,  OLQDR,OLQVL,OLQVR,URXL,URXR,URYDL,URYDR,URYVL,URYVR  Sp1 ASGL,ASGR,AVM,SDQL,SDQR Sp2 ADEL,ADER,ADFL,ADFR,ADLL,ADLR,AFDL,AFDR,ALML,ALMR,ALNL,ALNR, AQR,ASEL,ASER,ASHL,ASHR,ASIL,ASIR,ASJL,ASJR,ASKL,ASKR,AWAL,AWAR, AWBL,AWBR,AWCL,AWCR,DVA,PLNL,PLNR Interneuron I1 ADAL,ADAR,AIAL,AIAR,AIBL,AIBR,AIML,AIMR,AINL,AINR,AIYL,AIYR, AIZL,AIZR,ALA,AUAL,AUAR,AVAL,AVAR,AVBL,AVBR,AVDL,AVDR,AVFL,AVFR, AVHL,AVHR,AVJL,AVJR,BDUL,BDUR,PVCL,PVCR,PVNL,PVNR,PVPL,PVPR, PVQL,PVQR,PVR,RICL,RICR,RID,RIFL,RIFR,RIGL,RIGR,RIR,RMGL,RMGR (0.99,1),(0.99,1),(1.00,1) SMBDL (0.34,1),(0.31,2),(0.29,2),(0.42,2),(0.33,2), 0.42 0.35 (0.38,3),(0.31,2),(0.33,2),(0.26,4),(0.59,1), SMBDR (0.33,1),(0.41,1),(0.44,1),(0.55,5),(0.45,2), (0.53,1),(0.35,4) (0.37,1),(0.47,4) SMBVL (0.29,2),(0.33,2),(0.33,1),(0.41,1),(0.45,2), 0.40 0.37 (0.38,3),(0.51,2),(0.44,1),(0.26,4) SMBVR (0.37,1),(0.31,3),(0.47,4),(0.48,3) Table S3 . Adult AIZ Synapse postitions. Outside columns give the postsynaptic partners of AIZL and AIZR. The interior columns give the normalized synpase position and synapse weight. Synapse weight is the number of EM sections where the synapse was scored. The center columns give the means of synapse positions weighted by the synapse weights. LUS is computed as 1 minus the fraction of squares whose color matches at least one ellipse. The LUS for AIYL is 0.42. LUS is computed similarly for the IE model. But in the IE model alternative splicing is simulated, therefore there is more diversity in CAM expression labels, i.e. neurons colors. (b) LUS for the SBE model. Rather than comparing expression labels at the cellular level, expression labels are compared at the subcellular level at synapse points. Shown is an EM section where AIYL (blue) synapses onto AIZL and RIAL (both labeled red). Synapse at the red 'X'. The remaining physically adjacent neurons are shown labeled in black. For this particular synapse, the expression labels of AIZL and RIAL match the expression labels of AIZR and RIAR, respectively. Therefore, this synapse would decrease the LUS score of AIYL under the conditions of SBE model. Also worth noting is that this synapse is a particularly long synapse, occurring over 5 EM sections according to wormwiring.org. 
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