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Abstract
By studying the representation theory of a certain infinite p-group and using the generalised
characters of Hopkins, Kuhn and Ravenel we find useful ways of understanding the rational
Morava E-theory of the classifying spaces of general linear groups over finite fields. Making
use of the well understood theory of formal group laws we establish more subtle results
integrally, building on relevant work of Tanabe. In particular, we study in detail the cases
where the group has dimension less than or equal to the prime p at which the E-theory is
localised.
Contents
1 Introduction 3
1.1 Project overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Notational conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Preliminaries 6
2.1 Definitions, conventions and preliminary results . . . . . . . . . . . . . . . . . 6
3 The p-local structure of the symmetric and general linear groups 20
3.1 The Sylow p-subgroups of the symmetric groups . . . . . . . . . . . . . . . . 20
3.2 The Sylow p-subgroups of the finite general linear groups . . . . . . . . . . . 22
3.3 The Abelian p-subgroups of GLp(K) for vp(|K×|) > 0. . . . . . . . . . . . . . 24
4 Formal group laws and the Morava E-theories 28
4.1 Formal group laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 The Morava E-theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 The cohomology of classifying spaces . . . . . . . . . . . . . . . . . . . . . . . 42
5 Generalised character theory 54
5.1 Generalised characters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Generalised characters and the finite general linear groups . . . . . . . . . . . 57
6 The ring E0(BGLd(K)) 64
6.1 Tanabe’s calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2 The restriction map E0(BGLd(K))→ E0(BTd) . . . . . . . . . . . . . . . . . 66
6.3 Low dimensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4 Dimension p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
1
Appendices 90
A Glossary 91
2
Chapter 1
Introduction
1.1 Project overview
1.1.1 Background
For any finite group G there is an associated topological space, BG, known as the classifying
space for G. This space is closely related in structure to the group itself and lends itself well
to being studied by cohomological methods (see [Ben91]). We will look at groups of the form
GLd(K), where K is a finite field, and their associated classifying spaces.
We study the spaces BGLd(K) using a family of generalised cohomology theories known
as the Morava E-theories. For each integer n ≥ 1 and each prime p there is an even-
periodic cohomology theory E with coefficient ring E∗ = Zp[[u1, . . . , un−1]][u, u−1], where
Zp denotes the p-adic integers, u1, . . . , un−1 all lie in degree zero and u is an invertible
element in degree −2. These theories turn out to be computable yet, taken together, give
a great deal of information (see [Rav92]). As covered in Chapter 4, the Morava E-theories
are complex oriented and have close relations with the theory of formal group laws. Under
mild hypotheses, reduction modulo the ideal (p, u1, . . . , un−1) gives a related theory, K, with
which is associated the theory of formal group laws over finite fields.
The starting point for the calculation of E∗(BGLd(K)) is the work of Friedlander and Mislin
([FM84], [Fri82]) who showed that, whenever l is a prime different to p, the mod p cohomology
of BGLd(Fl) coincides with that of BGLd(C), where Fl denotes an algebraic closure of the
finite field with l elements. Borel ([Bor53]) had already shown that, letting T denote the
maximal torus in GLd(C), the latter could be described in terms of the invariant elements of
the cohomology of BT under the permutation action of the relevant symmetric group.
In [Tan95], Tanabe used the above ideas to show that, for a theory K(n) closely related to K
above, the K(n)-cohomology of BGLd(Flr ) can be recovered from that of BGLd(Fl) as the
coinvariants under the action of the Galois group Gal(Fl/Flr), and that K(n)∗(BGLd(Fl))
is just a power series ring over Fp.
There are some general techniques due to Hovey and Strickland ([HS99]) that enable results
from the theory K(n) to be carried over into E-theory. In this vein, an extensive study of
the E-theory of BΣd has been carried out by the latter author in [Str98]. Also relevant is
[Str00] where it was shown that, for finite G, E∗(BG) has duality over its coefficient ring.
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The most useful tool for our understanding turns out to be the generalised character theory
of Hopkins, Kuhn and Ravenel ([HKR00]). There they show that, rationally, studying the
E-theory of BG for a finite group G reduces to understanding commuting n-tuples of p-
elements of G. We find that when G = GLd(K) for some finite field K of characteristic not
equal to p this reduces to understanding the K-representation theory of the group Znp .
1.1.2 Thesis outline
In Chapter 2 we outline the basic material and conventions used in the thesis looking, in
particular, at finite fields, local rings and the p-adic integers. We also explore the notion of
duality algebras and make some preliminary calculations, establishing some basic results on
the p-divisibility of integers of the form ks − 1.
Fixing a prime p, in Chapter 3 we study the p-local structure of the finite general linear
groups GLd(K) for finite fields K of characteristic different from p and find that it relates
closely to that of the symmetric group Σd. We give particular attention to the groups of
dimension p over fields for which p divides |K×| and find that they have only two different
conjugacy classes of abelian p-subgroups, one being represented by the maximal torus and
the other by a cyclic group. We also look at the normalizer of the maximal torus in this case,
finding that it has a finer p-local structure.
Chapter 4 details the relevant theory of formal group laws and defines the standard p-typical
formal group law that is fundamental to the development of the Morava E-theories, which
we later go on to define. We also outline the relevant known results in the Morava E-theory
of classifying spaces, using the relationship between mod p cohomology and the Morava K-
and E-theories. We show that, for all of the groups G we consider, the Morava E-theory of
BG is free and lies in even degrees. It follows that the Morava K-theory of BG is recoverable
from the E-theory in simple algebraic terms. We introduce variants of the standard chern
and euler classes which prove to be more convenient in our setting.
In Chapter 5 we look at the generalised character theory of Hopkins, Kuhn and Ravenel and
apply it to the general linear group GLd(Fq), where q = lr is a power of a prime different
to p. We introduce the groups Θ∗ = Znp , Φ = (Z/p
∞)n (where Z/p∞ = lim
→
(Z/pk)) and
Λ = 〈q〉 6 Z×p . We let Λ act on Φ and find that the set of d-dimensional Fq-representations
of Θ∗ bijects with (Φd/Σd)
Λ (see Theorem A). We also give thought to the cases where d
is less than or equal to p finding that, under the hypothesis that p divides q − 1, we can
understand the latter set well. The generalised character theory then gives us a complete
description of L⊗E∗ E
∗(BGLd(Fq)), where L is some extension of Q⊗ E∗.
The aim in Chapter 6 is to get a good description of E∗(BGLd(Fq)) for the cases where d
is at most p and p divides q − 1. We show that Tanabe’s results on the Morava K-theory
of the relevant spaces lifts to E-theory; that is, we have E∗(BGLd(Fq)) ≃ E∗(BGLd(Fl))Γ
where Γ = Gal(Fl/Fq) acts on GLd(Fl) component-wise and hence also on its cohomology.
Letting Td ≃ (F×q )
d denote the maximal torus of GLd(Fq) and letting Σd act by permuting
the coordinates we show that the restriction map β : E∗(BGLd(Fq)) → E∗(BT ) has image
E∗(BT )Σd . Further, when d < p this map is an isomorphism onto its image (Theorem B).
For the case d = p, we choose a basis for Fqp over Fq to get an embedding F
×
qp ֌ GLp(Fq)
and hence a map in E-theory E∗(BGLp(Fq)) → E∗(BF
×
qp). There is a quotient ring D of
E∗(BF×qp) and we let α be the composition E
∗(BGLp(Fq))→ D. Since Γ = Gal(Fl/Fq) acts
on Fqp it also acts on D and we show that α has image DΓ. We find that α and β are jointly
injective and that they induce an isomorphismQ⊗E∗(BGLp(Fq)) ≃ Q⊗E∗(BT )Σp×Q⊗DΓ.
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We also show that, in this situation, the kernel of β is principal and we are able to give an
explicit basis for E∗(BGLp(Fq)) over E∗ (see Theorem C).
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1.3 Notational conventions
• For a positive integer k we define Ck = {z ∈ S1 | zk = 1} to be the cyclic subgroup of
S1 of order k.
• Let H be a subgroup of G. Then we write NG(H) for the normalizer of H in G.
• Given a group G and a prime p we will write Sylp(G) to denote a Sylow p-subgroup of
G. Note that Sylp(G) is determined up to non-canonical isomorphism.
• For a group G and an element g ∈ G we write conjg for the conjugation map G→ G,
h 7→ ghg−1.
• Given a group G acting on a set S we let SG denote the G-invariant elements of S.
Similarly, if G acts on a ring R we let RG denote the coinvariants of the action; that
is, RG = R/(r − g.r | r ∈ R, g ∈ G).
• Given a ring R we denote by R[x] the ring of polynomials in x with coefficients in R
and, likewise, by R[[x]] the ring of formal power-series.
• We will write R× for the group of units of a ring R under multiplication. If a, b ∈ R
then we write a ∼ b to denote that a is a unit multiple of b in R.
• We write nil(R) for the nilradical and rad(R) for the Jacobson radical of a ring R, the
former being the set of nilpotents and the latter the intersection of the maximal ideals.
• Unless otherwise indicated, the symbol ⊗ will denote the tensor product over Z.
• We will write Hom(−,−) for the set of homomorphisms between two objects, where the
structure should be clear from the context, and Aut(−) for the set of automorphisms
of an object. We will write Map(−,−) for the set of functions between two sets.
• We will use H to denote singular homology and cohomology.
• For a (generalised) cohomology theory h we will write h∗ = h∗(pt) to denote the ring
of coefficients.
• Given a subspace Y ⊆ X we write resXY for the map in cohomology h
∗(X)→ h∗(Y ).
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Chapter 2
Preliminaries
2.1 Definitions, conventions and preliminary results
We outline some of the basic definitions and results needed. Unless otherwise stated, all rings
and algebras are commutative and unital with homomorphisms respecting the units. All of
the material presented here is well known and good reference texts include [Lan02], [Ben91]
and [Mat89].
2.1.1 Local rings
A ring R is known as a local ring if it has precisely one maximal ideal. We write (R,m) to
denote the local ring R with maximal ideal m. It is easy to show that R is local if and only if
R\R× is an ideal in R, since every element of a proper ideal is a non-unit and every non-unit
generates a proper ideal. This ideal will necessarily be the unique maximal ideal of R. If I
is any ideal in R then the ring R/I is again local with maximal ideal m/I. We will need the
following result.
Lemma 2.1. If (R,m) is a local ring then so is R[[x]] with maximal ideal m[[x]] + (x).
Proof. Any power series f(x) ∈ R[[x]] is invertible if and only if f(0) ∈ R× (see, for example,
[Fro¨68, Proposition 1]). Since m = R \ R× it follows that R[[x]] \ (R[[x]])× is the ideal
m[[x]] + (x).
Given any ring R and an ideal I in R we define the I-adic topology on R to be the topology
generated by the open sets x+ In (x ∈ R, n ∈ N). If
⋂
n I
n = 0 then this topology coincides
with the one given by the metric
d(a, b) =
{
2−n if a− b ∈ In but a− b 6∈ In+1
0 if a− b ∈ In for all n
where we use the convention that I0 = R. Here the number 2 occurring is arbitrary; we get
an equivalent metric choosing any real number greater than 1.
If not otherwise stated we assume that a local ring (R,m) carries the m-adic topology. In
particular, by a complete local ring we will mean a local ring that it is complete with respect
to the topology generated by its maximal ideal.
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If (R,m) is a local ring we define the socle of R, denoted soc(R), to be the annihilator of the
maximal ideal m. That is, soc(R) = annR(m) = {r ∈ R | rm = 0}. Since m.soc(R) = 0 it
follows that soc(R) is a vector space over the field R/m.
2.1.2 The p-adic numbers
Let p be a prime. We define the p-adic integers, denoted Zp, to be the completion of Z with
respect to the (p)-adic topology. Note that, since
⋂
n(p
n) = 0, Zp is in fact a metric space.
The ideal pZp is the unique maximal ideal of Zp and hence Zp is a complete local ring.
An alternative characterisation of the p-adic integers is obtained by considering the inverse
system
Z/p← Z/p2 ← Z/p3 ← . . .
and defining Zp = lim
←
Z/pn. In this way, it is clear that Zp carries the structure of a
commutative ring and we topologise it using the norm |a|p = p
−vp(a), where vp is the p-adic
valuation given by
vp(a) =
{
n if a = 0 in Z/pn but a 6= 0 in Z/pn+1
∞ if a = 0.
With the latter definition in mind, it is perhaps easiest to think of Zp as the set of sequences
of integers (a0, a1, . . .) such that ak+1 = ak mod p
k with componentwise multiplication and
addition. Another useful observation is that every p-adic integer a can be given a unique
expansion a =
∑∞
i=0 aip
i where ai ∈ {0, . . . , p− 1} for each i.
We can equally well apply the norm | − |p to Q, defining vp(pn st ) = n whenever both s and
t are coprime to p. The completion of Q with respect to | − |p then gives the field of p-adic
numbers, denoted Qp. There is a presentation
Qp =
{
a
pn
| a ∈ Zp and n ≥ 0
}
,
and, similarly to above, every p-adic number b has a unique expansion b =
∑∞
k bip
i for some
k ≤ 0, where bi ∈ {0, . . . , p − 1} for each i ≥ k. Note that Zp is a subring, and hence an
additive subgroup, of Qp.
A related construction is that of the Pru¨fer group. There is a direct system of embeddings
Z/p→ Z/p2 → Z/p3 → . . .
with each map corresponding to multiplication by p and we define
Z/p∞ = lim
→
Z/pn =
⋃
n
Z/pn.
There is a canonical identification Z/p∞ ≃ {z ∈ S1 | zp
n
= 1 for some n}, although Z/p∞
usually carries the discrete topology rather than that of the subspace of S1.
Lemma 2.2. There are isomorphisms Hom(Z/p∞, S1) ≃ Zp and Z/p∞ ≃ Qp/Zp.
Proof. View Z/p∞ as a subgroup of S1 and let φ : Z/p∞ → S1 be any homomorphism.
Then, for each n ≥ 0, φ(e2πi/p
n
) = e2knπi/p
n
for some kn ∈ Z/pn. Since kn+1 = kn mod pn
for each n we have a well defined element (kn) ∈ Zp. Conversely, any a ∈ Zp gives a unique
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φa ∈ Hom(Z/p∞, S1) defined by φa(e2πi/p
n
) = e2anπi/p
n
. It is clear that this construction
gives an isomorphism of the groups.
For the second statement, the homomorphism Z/p∞ → Qp/Zp given by e2kπi/p
n
7→ k/pn +
Zp is well defined and injective. It is surjective since, for a ∈ Zp, we have a/pn + Zp =(∑n−1
i=0 aip
i
)
/pn + Zp with the latter visibly lying in the image.
2.1.3 The Teichmu¨ller lift map
The ring of p-adic integers, Zp, contains precisely p− 1 roots of xp−1− 1 = 0. Further, these
are all distinct (and necessarily non-zero) mod p. We define the Teichmu¨ller lift map to be
the monomorphism of groups ω : (Z/p)× → Z×p sending a to the unique (p − 1)
th root of
unity congruent to a mod p. We often write aˆ for ω(a) ∈ Z×p . We will need the following
result.
Lemma 2.3. With the notation above we have
∏
a∈(Z/p)×
aˆ = −1 ∈ Z×p .
Proof. This is an immediate corollary to the analogous result for (Z/p)×; we briefly outline
the details. Suppose a ∈ Z/p with a2 = 1. Then a2−1 = 0 so that (a+1)(a−1) = 0. Hence,
since Z/p is a field, we have a = ±1, both of which are indeed square roots of 1. Thus, the
only self-inverse elements in Z/p are ±1. Hence∏
a∈(Z/p)×
a = 1× (−1)×
∏
a∈(Z/p)×
a6=±1
a = −1
since the latter product comprises pairs of inverse elements. Applying the homomorphism ω
then gives the result.
2.1.4 Finite fields and their algebraic closures
For each prime p we define Fp to be the field Z/p. It is well known that we can choose an
algebraic closure Fp for Fp and from here on we will assume that we have done so for each
prime. For a natural number r we then define
Fpr =
{
a ∈ Fp | a
pr = 1
}
which is a field containing pr elements. The two definitions coincide for the case r = 1. It is
a classical result that, for each r, Fpr is the unique field containing pr elements up to a non-
canonical isomorphism (see, for example, [Lan02]). Further, every finite field is isomorphic
to Fpr for some p and r. We refer to p as the characteristic of the field. Note that the
characteristic of a finite field K is given by char(K) = min{n ∈ N | n.1 = 0 in K}.
If K is a field of characteristic p andK is an algebraic closure for K then the map F : K → K
sending a 7→ ap satisfies F (1) = 1, F (ab) = F (a)F (b) and
F (a+ b) = (a+ b)p = ap + bp = F (a) + F (b)
since p = 0 in K and p|
(
p
i
)
for i 6= 0, p. It follows that F is a homomorphism of fields, and we
refer to F as the Frobenius homomorphism. For any prime p the Galois group Gal(Fp/Fp)
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is isomorphic to the profinite integers (see [Wei94, p207]), topologically generated by F . We
will write Γ = Γp = 〈F 〉 ≃ Z for the subgroup of Gal(Fp/Fp) generated by F .
Another important property of finite fields is that their multiplicative group of units is always
cyclic (again, see [Lan02]) and, for each p, there is a (non-canonical) embedding F
×
p → S
1.
If l and p are distinct primes then the embedding F
×
l → S
1 induces a group isomorphism
{a ∈ F
×
l | a
pn = 1 for some n} ≃ Z/p∞
where Z/p∞ is the Pru¨fer group of Section 2.1.2. We will assume, from here on, that we have
chosen such embeddings for each prime. Note, however, that Fl and F
×
l still both carry the
discrete topology.
2.1.5 The symmetric and general linear groups
For each d ≥ 1 the symmetric group on d symbols, denoted Σd, is the group of permutations
of the finite set {1, . . . , d}. For any s and t there is an obvious embedding Σs×Σt֌ Σs+t. In
particular, we can view Σd−1 as the subgroup of Σd fixing d. We will refer to the permutation
(1 . . . d) ∈ Σd as the standard d-cycle and denote it by γd.
Let K be a field. Then the general linear group over K of dimension d is the group of
invertible d × d matrices with entries in K and is denoted GLd(K). Equivalently, it is the
group of automorphisms of the d-dimensional vector space Kd. Similarly to above, there is
an obvious embedding GLs(K) × GLt(K)֌ GLs+t(K) for any s and t. We can also view
Σd as a subgroup of GLd(K) via the map σ 7→ (σij) where
σij =
{
1 if σ(j) = i
0 otherwise
and our convention is that σij denotes the entry in the i
th row and jth column. Another
important subgroup of GLd(K) is the embedding of (K
×)d along the diagonal, which we
refer to as the maximal torus and denote by Td.
2.1.6 Semidirect and wreath products
Let G,H be groups and let G act on H via group automorphisms. Then we define the
semidirect product of G and H , written G⋉H , to be the group with underlying set G×H
but multiplication given by
(g1;h1).(g2;h2) = (g1g2; (g
−1
2 .h1)h2).
Note that there is an exact sequence 1 → H ֌ G ⋉H ։ G → 1. One of the main sources
of semidirect products is the following.
Proposition 2.4. Let G and H be subgroups K with G ∩H = 1 and G 6 NK(H). Then G
acts on H by g.h = ghg−1 and GH is a subgroup of K isomorphic to G⋉H.
Proof. Since G is contained in the normaliser of H in K the action of G on H is well
defined and it is straightforward to check that GH is a subgroup of K. Now, define a map
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φ : G ⋉ H → GH by α(g;h) = gh. Then φ is clearly surjective. To see that it is a group
homomorphism, we have
φ((g1;h1)(g2;h2)) = φ(g1g2; (g
−1
2 .h1)h2)
= g1g2(g
−1
2 h1g2)h2
= g1h1g2h2
= φ(g1;h1)φ(g2;h2).
Finally, for injectivity note that if gh = 1 then g = h−1 ∈ G∩H = 1 whereby g = h = 1.
Now, let S 6 Σd for some d and let G be any group. Then S acts on G
d by σ.(g1, . . . , gd) =
(gσ−1(1), . . . , gσ−1(d)) and we define the wreath product of S and G by S ≀G = S ⋉Gd. One
important property of the wreath product is that it is associative in the following sense.
Lemma 2.5. Let A 6 Σs and B 6 Σt and G be any group. Then there is a canonical
embedding A ≀ B֌ Σst and a canonical isomorphism (A ≀B) ≀G ≃ A ≀ (B ≀G).
Proof. For k = 1, . . . , s write Sk = {(k − 1)t + 1, . . . , kt}. Then {1, . . . , st} = S1 ⊔ . . . ⊔ Ss
and we get embeddings Bs ֌ Σst (where the k
th factor permutes Sk) and A֌ Σst (where
A permutes {S1 . . . , Ss} in the obvious way). Then, since any element of A ∩ Bs must map
Sk
∼
−→ Sk for each k, it is clear that A ∩Bs = 1. Further, if σ ∈ A and τ ∈ Bs then, taking
i ∈ Sk, we have στσ−1(i) ∈ Sσσ−1(k) = Sk, so that στσ
−1 ∈ Bs. Hence A 6 NΣst(B
s) and
an application of Proposition 2.4 gives us ABs = A⋉Bs = A ≀B as a subgroup of Σst.
The proof that (A ≀ B) ≀G ≃ A ≀ (B ≀G) follows on careful checking that the map
((a; b1, . . . , bs); g1, . . . , gst) 7→ (a; (b1; g1, . . . , gt), . . . , (bs; g(s−1)t+1, . . . , gst))
is an isomorphism.
Another useful feature is that the wreath product distributes over the cross product.
Lemma 2.6. Let C 6 Σs and D 6 Σt. Then, viewing C×D as a subgroup of Σs+t the map
(C ≀G)× (D ≀G)→ (C ×D) ≀G given by
((σ; g1, . . . , gs), (τ ;h1, . . . , ht)) 7→ ((σ, τ); g1, . . . , gs, h1, . . . , ht)
is an isomorphism.
Proof. The map is visibly a bijection. Checking that it is a group homomorphism is straight-
forward, if a little fiddly.
2.1.7 Classifying spaces
A topological group is a group equipped with a Hausdorff topology for which the multiplication
and inverse maps are continuous. Given a topological group G (with a CW structure) there
is a CW-complex known as the classifying space of G, denoted BG, which is formed as the
geometric realisation of the nerve of the category G in which there is just one object with
morphisms indexed by elements of G.
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The assignment G 7→ BG is functorial and, for a large class of groups (in particular, all
countable groups), we have a homeomorphism B(G × H) ≃ BG × BH .1 If G carries the
discrete topology, such as when G is finite, then BG is a K(G, 1) Eilenberg-MacLane space,
that is π1(BG) = G and πn(BG) = 0 for all n 6= 1. Of fundamental importance is the space
BS1 which turns out to be CP∞.
We have the following useful result.
Proposition 2.7. Let G be a topological group. Then the map conjg : G → G, h 7→ ghg
−1
induces a map BG→ BG which is homotopic to the identity.
Proof. This is covered in [Seg68, Section 3]. It is a corollary of the fact that for any topo-
logical categories C and C′ and continuous functors F1, F2 : C → C′, if there is a natural
transformation F : F0 → F1 then BF0, BF1 : BC → BC′ are homotopic. Putting C, C′ = G,
F0 = conjg and F1 = idG then for any h ∈ G we have F1(h) = ghg
−1 and F0(h) = h and
hence a commutative diagram
F1(∗)
g−1 //
F1(h)

F0(∗)
F0(h)

F1(∗)
g−1 // F0(∗).
Thus we have a natural transformation given by F0(∗)
g−1
−→ F1(∗) and the result follows.
2.1.8 The elementary symmetric functions
Let R be a ring. Then Σd acts on the power series ring R[[x1, . . . , xd]] by τ.xi = xτ(i) and the
ring of invariants is given by R[[xi, . . . , xd]]
Σd = R[[σ1 . . . , σd]], where σk is known as the k
th
elementary symmetric function and is defined by
σk =
∑
1≤i1<...<ik≤d
xi1 . . . xik
(so that σ1 = x1 + . . .+ xd, σ2 = x1x2 + x1x3 + . . .+ xd−1xd, . . . , σd = x1 . . . xd).
Letting N ∈ N, write q : R[[x1, . . . , xd]] → R[[x1, . . . , xd]]/(xN1 , . . . , x
N
d ) for the quotient map
and identify σi with q(σi) for each i. We have the following lemma.
Lemma 2.8. Let N ∈ N. Then the elements σβ11 . . . σ
βd
d ∈ R[[x1, . . . , xd]]/(x
N
1 , . . . , x
N
d ) for
β1, . . . , βd ∈ N with 0 ≤ β1 + . . .+ βd < N are linearly independent.
Proof. Let B be the set {(β1, . . . , βd) ∈ Nd | 0 ≤ β1 + . . . + βd < N} and suppose that∑
β∈B rβσ
β1
1 . . . σ
βd
d = 0 for some rβ ∈ R. Then, for each β and each 1 ≤ i ≤ d, the highest
power of xi occurring in the expression σ
β1
1 . . . σ
βd
d is no more than β1+ . . .+ βd < N . Hence
the relation lifts to R[[x1, . . . , xd]] whereby rβ = 0 for all β.
Proposition 2.9. Let N ∈ N. Then the free R-module (R[[x1, . . . , xd]]/(xN1 , . . . , x
N
d ))
Σd has
basis B = {σβ11 . . . σ
βd
d | 0 ≤ β1 + . . .+ βd < N}.
1The problem that can arise here is that the topology on B(G×H) does not, in general, coincide with the
product topology on BG×BH. Instead the right hand-side must be given the compactly generated topology
(see [Seg68]). They do coincide, however, if BG and BH have countably many cells (see [Hat02, Appendix]).
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Proof. Take a non-zero element y ∈ (R[[x1, . . . , xd]]/(xN1 , . . . , x
N
d ))
Σd . Let A denote the set
{α ∈ Nd | 0 ≤ αi < N}. Then, for α ∈ A, we write xα for x
α1
1 . . . x
αd
d and, using the standard
basis for R[[x1, . . . , xd]]/(x
N
1 , . . . , x
N
d ), we write y =
∑
α∈A rαx
α for some rα ∈ R.
Note that we can define an action of Σd on A by τ.(α1, . . . , αd) = (ατ−1(1), . . . , ατ−1(d)) and,
with this action, τ.xα = xτ.α. Letting τ ∈ Σd then, since τ−1.y = y, we have∑
α∈A
rαx
α = τ−1.
∑
α∈A
rαx
α =
∑
α∈A
rαx
τ−1.α =
∑
α∈A
rτ.αx
α.
Hence we see that rα = rτ.α for all α ∈ A and all τ ∈ Σd. Next, introduce an ordering ≺ on
the monomials in (R[[x1, . . . , xd]]/(x
N
1 , . . . , x
N
d ))
Σd by
xα11 . . . x
αd
d ≻ x
β1
1 . . . x
βd
d ⇐⇒ α1 > β1
or α1 = β1 and α2 > β2
or α1 = β1, α2 = β2 and α3 > β3, etc.
This is a total ordering on the monomials in (R[[x1, . . . , xd]]/(x
N
1 , . . . , x
N
d ))
Σd (the lexico-
graphical ordering). Now, let B = {σβ11 . . . σ
βd
d | 0 ≤ β1+ . . .+βd < N}. Let rmm = rmx
α be
the largest monomial appearing as a summand of y. Note that m is of the form xα11 . . . x
αd
d
with α1 ≥ . . . ≥ αd since otherwise we could find some τ ∈ Σd such that τ.m ≻ m and τ.m
necessarily appears as a summand of y. Now,
σα1−α21 σ
α2−α3
2 . . . σ
αd
d = x
α1−α2
1 (x1x2)
α2−α3 . . . (x1 . . . xd)
αd + lower terms
= xα11 x
α2
2 . . . x
αd
d + lower terms
= m+ lower terms.
Hence y − rmσ
α1−α2
1 σ
α2−α3
2 . . . σ
αd
d consists of monomials strictly smaller than m. Since
y has a finite number of monomial summands we can continue in this way to get y ex-
pressed as a linear sum of elements of B in a finite number of steps. Thus B spans
(R[[x1, . . . , xd]]/(x
N
1 , . . . , x
N
d ))
Σd and hence, using Lemma 2.8, is a basis.
2.1.9 Nakayama’s lemma and related results
In this section we include a few useful results from commutative algebra. We begin with a
version of Nakayama’s lemma.
Proposition 2.10 (Nakayama’s lemma). Let R be a local ring and M a finitely generated
R-module. If I is a proper ideal of R and M = IM then M = 0.
Proof. This is covered in [Mat89].
We will usually apply a corollary of this result, but first need the following lemma.
Lemma 2.11. Let R be a ring, I an ideal in R and M an R-module. Then R/I ⊗R M ≃
M/IM .
Proof. Define a map f : M → (R/I)⊗R M by f(m) = 1 ⊗m. Then it is easy to show that
IM ⊆ ker(f) so that f factors through a map f : M/IM → (R/I) ⊗R M . It is then not
difficult to check that the map (R/I) ⊗R M → M/IM, a ⊗m 7→ a.m is inverse to f which
gives the result.
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Proposition 2.12. Let R be a local ring, I a proper ideal in R and α :M → N be a map of
finitely generated R-modules. If the induced map M/IM → N/IN is an isomorphism then
α is surjective. Hence, if α is just the inclusion of M in N then M = N .
Proof. The exact sequence M
α
→ N → N/α(M)→ 0 induces an exact sequence
(R/I)⊗M → (R/I)⊗N → (R/I)⊗ (N/α(M))→ 0.
Using Lemma 2.11 and the fact that M/IM → N/IN is an isomorphism we see that
(N/α(M))/I(N/α(M)) = (R/I) ⊗ (N/α(M)) = 0. Hence, N/α(M) = I(N/α(M)) and,
by Nakayama’s lemma, N/α(M) = 0 so that N = α(M).
Let R be a ring and M an R-module. Then an element x ∈ R is regular on M if x.m = 0 im-
plies m = 0 (m ∈M). The ordered sequence x1, . . . , xn of elements of R is a regular sequence
on M if x1 is regular onM , x2 is regular onM/x1M ,. . ., xn is regular onM/(x1, . . . , xn−1)M
and M/(x1, . . . , xn)M 6= 0.
Lemma 2.13. Let (R,m) be a local Noetherian ring and α : M → N a map of finitely
generated R-modules. Suppose that m = (x1, . . . , xn) and x1, . . . , xn is a regular sequence on
both M and N . If the induced map M/mM → N/mN is an isomorphism then so is α.
Proof. By Lemma 2.12 we know that α is surjective, so it remains to show injectivity. Let
K = ker(α). Then, since x1 is regular on N , M and K, we have a diagram of exact sequences
x1K // //


x1M


α // // x1N


K // //

M

α // // N

K/x1K // M/x1M // // N/x1N
and a diagram chase shows that the map K/x1K → M/x1M is injective. Hence we can
repeat the process to end up with an exact sequence
K/(x1, . . . , xn)K ֌M/(x1, . . . , xn)M ։ N/(x1, . . . , xn)N.
But, by our hypothesis, (x1, . . . , xn) = m and M/mM → N/mN is an isomorphism, so
K/mK = 0. Thus an application of Nakayama’s lemma gives K = 0 and α is injective.
Corollary 2.14. Let (R,m) be a local Noetherian ring and M a finitely generated R-module.
Suppose that m = (x1, . . . , xn) and x1, . . . , xn is a regular sequence on M . Then M is free
over R.
Proof. Reduce modulo m and choose a basis of the finite dimensional R/m-vector space
M/mM . Lift this basis to get a map Rd →M for some d which gives a mod-m isomorphism.
Now applying the previous lemma we find that the map Rd →M is an isomorphism and M
is free over R.
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2.1.10 Regular local rings and related algebra
Given a ring R we define the Krull dimension of R to be the supremum over the lengths r of
all strictly decreasing chains of prime ideals p0 ⊃ p1 ⊃ . . . ⊃ pr. Of particular interest will be
power series rings R[[x1, . . . , xk]] which, if R is Noetherian of Krull dimension n, have Krull
dimension n+ k. Note that if (R,m) is a local ring then the Krull dimension of R is zero if
and only if m is the only prime ideal of R.
Lemma 2.15. Let (R,m) be a local Noetherian K-algebra for some field K. Suppose that
R has Krull dimension 0 and that R/m is finite dimensional over K. Then R is finite
dimensional over K.
Proof. Since R is Noetherian it follows that m is a finitely generated ideal. Hence, each of
the vector spaces mi/mi+1 are finite dimensional over R/m and hence also over K. Further,
since R has Krull dimension 0, m is the unique prime ideal of R. Thus nil(R) = m so that,
in particular, all the generators of m are nilpotent. It follows that there is N ∈ N such
that mN+1 = 0, whereby mN = mN/mN+1 is also finite dimensional. Thus we find that
R ≃ R/m⊕m/m2 ⊕ . . .⊕mN−1/mN ⊕mN is finite dimensional over K.
Let (R,m) be a Noetherian local ring of Krull dimension n. Then the dimension of m/m2
is called the embedding dimension of R. This is equal to the smallest number of elements
needed to generate m over R and hence embdim(R) ≥ n. If embdim(R) = n then R is called a
regular local ring and a minimal generating set for m is called a regular system of parameters.
Such a generating set is automatically a regular sequence on R (see [Mat89, Chapter 5]).
Lemma 2.16. Let (R,m) be a complete local Noetherian ring. If M is an R-module such
that M/mM is generated over R/m by µ1, . . . , µr and mi ∈ M lifts µi then M is generated
over R by m1, . . . ,mr. Hence, if M/mM is finitely generated over R/m then M is finitely
generated over R.
Proof. This is Theorem 8.4 in [Mat89].
We include the following elementary lemmas for reference later on.
Lemma 2.17. Let R be a ring, I an ideal in R, A an R-algebra and J an ideal in A. Then
the exact sequence
0→ J ֌ A։ A/J → 0
induces a (right) exact sequence
(R/I)⊗R J → (R/I)⊗R A։ (R/I)⊗R (A/J)→ 0.
In particular, the map (R/I)⊗R J → ker
(
(R/I)⊗R A։ (R/I)⊗R (A/J)
)
is surjective.
Proof. This is an immediate consequence of the right-exactness of the tensor product.
Corollary 2.18. Let R be a ring, I an ideal in R, A an R-algebra and a ∈ A. Then reduction
modulo I induces a surjective map Aa/I(Aa)։ (A/IA)a, where a is the image of a in A/IA.
Proof. This is a special case of Lemma 2.17. Let K = ker (A/IA։ (A/Aa)/I(A/Aa)). Then
it is clear that (A/IA)a ⊆ K and we must show that K = (A/IA)a. Take x ∈ K 6 A/IA.
Then x lifts to x˜ ∈ A and, writing q for the quotient map A→ A/Aa, we have q(x˜) ∈ I(A/Aa),
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say q(x˜) = s.y for some s ∈ I, y ∈ A/Aa. Then y lifts to y˜ ∈ A and x˜ − sy˜ ∈ ker q = Aa.
Reducing mod I we get x ∈ (A/IA)a, as required.
Remark 2.19. It is important to note that, in general, Aa/I(Aa) ։ (A/IA)a is not an
isomorphism. As an example, let R = A = Z, a = p and I = pZ. Then Aa = I so that
Aa/I(Aa) = I/I2 ≃ Z/p whereas (A/IA)a = (I/I2)p = (Z/p)p = 0. In particular note that
the composite Aa/I(Aa)։ (A/IA)a֌ A/IA is not injective.
We use the following results from commutative algebra.
Lemma 2.20. (Chinese Remainder Theorem) Let R be a commutative ring and I and J
ideals in R with 1 ∈ I + J . Then the map R/IJ → R/I × R/J, a 7→ (a + I, a + J) is an
isomorphism.
Proof. Standard algebra (see [Lan02]).
Lemma 2.21. Given a ring R and an ideal I in R we have Q⊗ (R/I) ≃ (Q⊗R)/(Q⊗ I).
Proof. The quotient map R ։ R/I induces a surjection f : Q ⊗ R → Q ⊗ (R/I). Given
r ∈ ker(f) there is an N ∈ N such that Nr ∈ R and then f(Nr) = Nf(r) = 0 so that
Nr ∈ I. Thus r = 1N ⊗Nr ∈ Q⊗ I and ker(f) ⊆ Q⊗ I. The reverse inclusion is clear. Thus
we have an isomorphism (Q ⊗R)/(Q⊗ I)
∼
−→ Q⊗ (R/I), as required.
We will use the following corollary.
Corollary 2.22. Let R be a ring and I and J ideals in R with k ∈ I+J for some 0 6= k ∈ Z.
Then the induced map Q⊗ (R/IJ)→ Q⊗ (R/I)×Q⊗ (R/J) is an isomorphism.
Proof. Note that Q ⊗ (IJ) = (Q ⊗ I)(Q ⊗ J) and Q ⊗ (I + J) = Q ⊗ I + Q ⊗ J . Now,
1 = 1k ⊗ k ∈ Q⊗ (I + J) = Q ⊗ I + Q⊗ J so that the Chinese Remainder Theorem applies
and we get
(Q⊗R)/(Q⊗ (IJ))
∼ //
≀

(Q⊗R)/(Q⊗ I)× (Q⊗R)/(Q⊗ J)
≀

Q⊗ (R/IJ) // Q⊗ (R/I)×Q⊗ (R/J)
showing that the bottom map is an isomorphism, as claimed.
2.1.11 Duality algebras
Let A be an algebra over a ring R. Then the group HomR(A,R) is an A-module via the action
(a.φ)(b) = φ(ab) and we say that A is a duality algebra if there is an A-module isomorphism
Θ : A
∼
−→ HomR(A,R). Note that such an isomorphism will be determined by θ = Θ(1).
Thus A is a duality algebra if and only if there is a R-linear map θ : A → R such that the
map A → HomR(A,R), a 7→ a.θ is an isomorphism of R-modules. Such a θ is known as a
Frobenius form.
Lemma 2.23. Let A be a duality algebra over R and θ a Frobenius form on A. Let I be any
ideal in A. Then if a ∈ A and θ(aI) = 0 we have aI = 0. Hence
annA(I) = {a ∈ A | θ(aI) = 0}.
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Proof. Let s ∈ I. Then θ(as) = 0. Now, for any b ∈ A we have θ(bas) = θ(a(bs)) ∈ θ(aI) = 0.
Thus (as).θ is the zero map and it follows that as = 0. Hence a annihilates I, as claimed.
Corollary 2.24. Let A be a duality algebra over R and suppose that P is an R-module
summand in A. Then annA(P ) is a summand in A.
Proof. Write A = P ⊕ A/P and so HomR(A,R) = HomR(P,R) ⊕ HomR(A/P,R). Put
Q = Θ−1(HomR(A/P,R)). Then Q is a summand in A and, with the notation of the
opening paragraph,
x ∈ Q ⇐⇒ Θ(x) ∈ HomR(A/P,R)
⇐⇒ (x.θ)(P ) = 0
⇐⇒ θ(xP ) = 0
⇐⇒ x ∈ annA(P ).
Thus Q = annA(P ) is a summand in A.
Now suppose that K is a field and A is a local and finite-dimensional duality algebra over K.
Recall from Section 2.1.1 that the socle of A is defined to be the annihilator of its maximal
ideal. We will shortly have a useful characterisation of such duality algebras in terms of the
dimension of their socles, but first we need a couple of lemmas.
Lemma 2.25. Let K be field, A a finite-dimensional K-algebra and I an ideal in A. Then
A is a local ring with maximal ideal I if and only if A/I is a field and IN = 0 for some N .
Proof. First suppose that A/I is a field and IN = 0 for some N . Then I is a maximal ideal
and I ⊆ nil(A). Further, since nil(A) is equal to the intersection of all the prime ideals of A,
we have I ⊆ nil(A) ⊆ rad(A) ⊆ I. It follows that I is the unique maximal ideal of A and A
is local.
For the converse, since A is a finite-dimensional vector space it is Artinian and hence all
prime ideals are maximal (see, for example, [Mat89, pg 30]). Thus if A is local with maximal
ideal I we have I = rad(A) = nil(A) so that every element of I is nilpotent. Since the
descending chain of vector spaces I > I2 > I3 > . . . must be eventually constant it follows
that we must have IN = 0 for some N .
Lemma 2.26. Let K be field and (A,m) be a finite-dimensional local K-algebra and suppose
that soc(A) is one-dimensional over A/m. Then if I is any non-trivial ideal of A we have
soc(A) ⊆ I.
Proof. By Lemma 2.25 we must have mN = 0 for some N . Thus we have a descending chain
I > mI > m2I > . . . > mNI = 0
and hence there exists t ≥ 0 such that mt+1I = 0 but mtI 6= 0. Since m.(mtI) = mt+1I = 0
we see that mtI is a non-zero A/m-subspace of the one-dimensional vector space soc(A).
Thus we have soc(A) = mtI 6 I, as required.
We are now able to prove some useful results.
Proposition 2.27. Let K be field and (A,m) a finite-dimensional local K-algebra such that
the composition K → A→ A/m is an isomorphism. Then A is a duality algebra if and only
if soc(A) has dimension one over K.
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Proof. Let θ be a Frobenius form on A and let Θ : A
∼
−→ HomK(A,K) be the associated
isomorphism of A-modules. The inclusion m →֒ A gives us a splitting A ≃ (A/m)⊕m ≃ K⊕m
of K-vector spaces. If a ∈ soc(A) with θ(a) = 0 then, since a annihilates m, we have
Aa = (K ⊕ m)a = Ka and so θ(Aa) = θ(Ka) = Kθ(a) = 0. It follows that Θ(a) : A → K
is the zero map and hence, since Θ is an isomorphism, a = 0. Thus θ : soc(A) → K is an
injective map of vector spaces meaning dimK(soc(A)) ≤ 1. Letting t be the largest non-zero
power of m (necessarily finite) we see that 0 < mt 6 soc(A) so that soc(A) is non-zero and
therefore that dimK(soc(A)) = 1, as required.
Conversely, suppose that dimK(soc(A)) = 1. Let 0 6= v ∈ soc(A) so that soc(A) = Kv.
Extend {v} to a basis {v, v1, . . . , vd−1} for A over K and let φ : A → K be the linear map
sending v 7→ 1 and vi 7→ 0 for i = 1, . . . , d− 1. We show that φ is a Frobenius form.
Let Φ : A→ HomK(A,K) be the K-linear map defined by Φ(a) = a.φ. Hence, if a ∈ A and
Φ(a) = 0 then φ(aA) = 0. But aA is an ideal in A and every non-trivial ideal contains soc(A)
by Lemma 2.26. Thus, since φ(soc(A)) = K 6= 0, we must have aA = 0 and hence a = 0, so
Φ is injective. Since dimK(HomK(A,K)) = dimK(A) (and both are finite) it follows that Φ
must be an isomorphism of vector spaces. Thus φ is a Frobenius form on A.
Proposition 2.28. Let A and K be as above. Suppose char(K) = p and let G be a group of
K-algebra automorphisms of A such that p ∤ |G|. Then if A admits a G-invariant Frobenius
form its restriction is a Frobenius form on AG and thus AG has duality over K.
Proof. As in the proof of Lemma 2.27 we have A ≃ K ⊕ m as K-modules. Since G acts by
K-algebra automorphisms we have AG = (K⊕m)G = K⊕mG so that AG/mG ≃ K. Further,
since mG ⊆ m and mN = 0 for some N we have (mG)N = 0. Hence, by Lemma 2.25, AG is
local and mG its maximal ideal.
Let θ : A → K be the G-invariant Frobenius form on A, so that θ(g.a) = θ(a) for all a ∈ A
and g ∈ G, and let Θ : A
∼
−→ HomK(A,K) be the associated isomorphism of vector spaces.
Let Φ be the composite AG ֌ A
Θ
−→ HomK(A,K)
res
−→ HomK(AG,K). Then Φ is an
AG-linear map of finite dimensional K-vector spaces of the same dimension.
Now, define an AG-linear map r : A → AG by r(b) = 1|G|
∑
g∈G g.b. Then, for a ∈ A
G we
have ar(b) = a 1|G|
∑
g∈G g.b =
1
|G|
∑
g∈G g.(ab) = r(ab) so that
(Φ(a) ◦ r)(b) = ((a.θ) ◦ r)(b) = θ(ar(b)) = θ(r(ab)).
But θ ◦ r = θ since θ is G-invariant. Hence we have Φ(a) ◦ r = Θ(a) as maps from A → K.
Thus, if Φ(a) = 0 we have Θ(a) = Φ(a) ◦ r = 0 so that a = 0. Hence Φ is injective and
therefore an isomorphism. Since Φ is AG-linear it follows that AG has duality over K with
Frobenius form Φ(1) = θ|AG .
2.1.12 The p-divisibility of ks − 1.
For this section we will assume that p is an odd prime and let k be any integer. For reasons
that should become clear later we aim to get a good understanding of the p-divisibility of
ks− 1 for varying s ∈ N. That is, in the notation of Section 2.1.2, we are looking to calculate
vp(k
s− 1). Note that if k is divisible by p then vp(ks− 1) = 0 for all s. Hence we can assume
that k is coprime to p and start with the case where k = 1 mod p.
Lemma 2.29. Suppose vp(k−1) = v > 0 and take s ≥ 1 with (s, p) = 1. Then vp(k
s−1) = v.
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Proof. Write k = 1 + apv with (a, p) = 1. If s = 1 the result is clear. Otherwise, s > 1
and for all 1 < i ≤ s we have (pv)i = piv = pv+1.p(i−1)v−1 which is divisible by pv+1 since
(i− 1)v − 1 ≥ 0. Then
ks = (1 + apv)s
= 1 + s.apv +
s∑
i=2
(
s
i
)
(apv)i
= 1 + s.apv + pv+1.b
for some b. Hence ks − 1 = pv(sa+ pb) whereby vp(ks − 1) = v since p ∤ sa.
Lemma 2.30. For 0 < i < p we have vp
((
p
i
))
= 1.
Proof. We have
(
p
i
)
= p!i!(p−i)! so that i!(p − i)!
(
p
i
)
= p!. Since vp(p!) = 1 and vp(i!) =
vp((p− i)!) = 0 we see that vp
(
p
i
)
= 1, as required.
Corollary 2.31. Let vp(k − 1) = v > 0. Then vp(kp − 1) = v + 1.
Proof. Writing k = 1 + apv with (a, p) = 1 we have
kp = (1 + apv)p = 1 + p.apv +
(
p−1∑
i=2
(
p
i
)
(apv)i
)
+ (apv)p
= 1 + apv+1 +
(
p−1∑
i=2
(
p
i
)
aipiv
)
+ appvp.
But for 2 ≤ i ≤ p− 1 we have
vp
((
p
i
)
aipiv
)
= vp
(
p
i
)
+ vp(ap
iv)
= 1 + iv
≥ v + 2
since v ≥ 1 and i ≥ 2. Similarly, vp(appvp) = vp ≥ v + 2 since v ≥ 1 and p > 2. Hence we
have
kp − 1 = apv+1 + pv+2b = pv+1(a+ pb)
for some b and the result follows.
Assembling the above results we get the following.
Lemma 2.32. Let vp(k − 1) = v > 0. Then vp(ks − 1) = v + vp(s).
Proof. Write s = apw with (a, p) = 1. Noting that vp(k
s − 1) > 0 for any s (since k − 1
divides ks − 1) we have
vp(k
s − 1) = vp(k
apw − 1)
= vp((k
pw )a − 1)
= vp(k
pw − 1) by Lemma 2.29
= vp(k − 1) + w
by repeated use of Corollary 2.31. Thus vp(k
s − 1) = v + vp(s), as claimed.
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We can now deal with the general case.
Proposition 2.33. Let a be the order of k in (Z/p)×. Then
vp(k
s − 1) =
{
0 if a ∤ s
vp(k
a − 1) + vp(s) otherwise.
Proof. We have
vp(k
s − 1) > 0 ⇐⇒ p | ks − 1
⇐⇒ ks = 1 mod p
⇐⇒ a | s.
Thus vp(k
s − 1) = 0 when a ∤ s. If a | s, write k′ = ka. Then vp(k′ − 1) > 0 and Lemma 2.32
gives us
vp(k
s − 1) = vp((k
′)(s/a) − 1) = vp(k
′ − 1) + vp(s/a) = vp(k
a − 1) + vp(s)
where we have used the fact that vp(s/a) = vp(s) since a|p− 1 and so is coprime to p.
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Chapter 3
The p-local structure of the
symmetric and general linear
groups
There is a close connection between the Sylow p-subgroups of Σd and those of GLd(K), where
K is a finite field of characteristic different to p. We begin with an analysis of the former.
3.1 The Sylow p-subgroups of the symmetric groups
The work here is well-known; similar expositions can be found in [AM04] and [Hal76].
Lemma 3.1. Take d ∈ N and write d =
∑r
i=0 aip
i with 0 ≤ ai < p. Then
vp(d!) =
d−
∑
i ai
p− 1
where vp is the p-adic valuation of Section 2.1.2.
Proof. Noting that the integer part of dpj is just
∑r
i=j aip
i−j and that, by the usual argu-
ments1, vp(d!) =
∑∞
j=1
⌊
d
pj
⌋
we get
vp(d!) =
∞∑
j=1
⌊
d
pj
⌋
=
∞∑
j=1
r∑
i=j
aip
i−j =
r∑
k=1
(
ak
k−1∑
l=0
pl
)
=
r∑
k=1
ak
(
pk − 1
p− 1
)
.
But
r∑
k=1
ak
(
pk − 1
p− 1
)
=
∑r
k=1 akp
k −
∑r
k=1 ak
p− 1
=
(d− a0)−
∑r
k=1 ak
p− 1
=
d−
∑
i ai
p− 1
,
and we have the claimed result.
Corollary 3.2. For any k > 0 we have vp(p
k!) = (pk − 1)/(p− 1).
1There are
⌊
d
p
⌋
terms in the sequence 1, 2, 3 . . . , d divisible by p,
⌊
d
p2
⌋
terms divisible by p2 and so on.
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Proof. Writing pk = 1.pk the result is immediate from the preceding lemma.
Proposition 3.3. Let Cp = 〈γp〉 6 Σp be the cyclic group of order p generated by the
standard p-cycle. Then, for any k ≥ 1, the k-fold wreath product Cp ≀ . . . ≀ Cp is a Sylow
p-subgroup of Σpk .
Proof. We prove this by induction on k. The result is clear for k = 1 since vp(|Σp|) =
vp(p!) = 1 = vp(Cp). Next suppose that the k-fold wreath product Pk = Cp ≀ . . . ≀ Cp is a
Sylow p-subgroup of Σpk . Then an application of Lemma 2.5 shows that Pk+1 = Cp ≀ Pk is a
subgroup of Σp.pk = Σpk+1 . Noting that |Pk+1| = p|Pk|
p, using Corollary 3.2 we have
vp(|Pk+1|) = 1 + p.vp(|Pk|) = 1 + p.vp(p
k!) = 1 + p.
pk − 1
p− 1
=
p− 1 + pk+1 − p
p− 1
= vp(p
k+1!)
so that Pk+1 is a Sylow p-subgroup of Σpk+1 .
Proposition 3.4. Let d ∈ N and write d =
∑r
i=0 aip
i. By partitioning {1, . . . , d} appropri-
ately, there is an embedding
∏
i(Σpi)
ai ֌ Σd and any Sylow p-subgroup of
∏
i(Σpi)
ai is a
Sylow p-subgroup of Σd. In particular, Sylp(Σd) is a product of iterated wreath products of
Cp.
Proof. We partition d as
d = 1 + . . .+ 1︸ ︷︷ ︸
a0 times
+ p+ . . .+ p︸ ︷︷ ︸
a1 times
+ . . .+ pr + . . .+ pr︸ ︷︷ ︸
ar times
.
This induces the required embedding of
∏
i(Σpi)
ai in Σd. Now, using Lemma 3.1 and Corol-
lary 3.2, we get
vp
(
|
∏
i
(Σpi)
ai |
)
= vp
(∏
i
∣∣Σpi ∣∣ai
)
=
∑
i
aivp(p
i!)
=
∑
i
ai(p
i − 1)/(p− 1)
=
∑
i aip
i −
∑
i ai
p− 1
=
d−
∑
i ai
p− 1
= vp(d!)
= vp(|Σd|).
Thus Sylp(Σd) ≃ Sylp(
∏
i(Σpi)
ai) ≃
∏
i Sylp(Σpi)
ai which is of the form claimed using Propo-
sition 3.3.
3.1.1 The normalizer of Sylp(Σp)
Here we consider the Sylow p-subgroup Cp = 〈γp〉 of Σp.
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Lemma 3.5. There is an embedding φ : Aut(Cp) ֌ Σp such that for all α ∈ Aut(Cp) we
have α.γp = φ(α)γpφ(α)
−1.
Proof. We begin by noting that Aut(Cp) ≃ (Z/p)× where s.γp = γsp. Let 1 6= s ∈ (Z/p)
×.
Then s + 1, s2 + 1, . . . , sp−1 + 1 are all distinct modulo p and (writing p for 0 ∈ Z/p) we
have a (p − 1)-cycle (s + 1 s2 + 1 . . . sp−1 + 1). We define a map φ : Aut(Cp) → Σp by
φ(s) = (s + 1 s2 + 1 . . . sp−1 + 1). Then it is straightforward to check that this gives
an embedding of Aut(Cp) in Σp. Further, the action of Aut(Cp) on Cp is now given by
conjugation, that is φ(s)γpφ(s)
−1 = γsp = s.γp.
Corollary 3.6. With the embedding of Lemma 3.5 we have NΣp(Cp) = Aut(Cp)⋉ Cp.
Proof. By Lemma 3.5 we can view Aut(Cp) as a subgroup of Σp and, further, Aut(Cp) 6
NΣp(Cp). Since Aut(Cp) ∩ Cp = 1 we have Aut(Cp).Cp = Aut(Cp)⋉ Cp by Proposition 2.4.
Thus, as Cp is normal in Aut(Cp)⋉ Cp, it remains to show that NΣp(Cp) ⊆ Aut(Cp)⋉ Cp.
Take σ ∈ NΣp(Cp). Then σγpσ
−1 = γsp for some s and therefore there is τ ∈ Aut(Cp) with
σγpσ
−1 = τγpτ
−1 so that (τ−1σ)γp(τ
−1σ)−1 = γp. But, remembering that γp = (1 . . . p), this
identity means that (1 . . . p) = ((τ−1σ)(1) . . . (τ−1σ)(p)) whereby we must have (τ−1σ)(a) =
a+ k for some k; that is τ−1σ = γkp so that σ = τ.γ
k
p ∈ Aut(Cp).Cp = Aut(Cp)⋉ Cp.
3.2 The Sylow p-subgroups of the finite general linear
groups
Let K be a finite field. Let Td = (K
×)d be the maximal torus of GLd(K) and recall from
Section 2.1.5 the embedding of Σd as a subgroup of GLd(K) given by σ 7→ (σij), where
σij =
{
1 if σ(j) = i
0 otherwise.
We are interested in the structure of Nd = ΣdTd, that is the set
{g ∈ GLd(K) | g = σ(b1, . . . , bd) for some σ ∈ Σd and some (b1, . . . , bd) ∈ Td}.
We will show that this is a subgroup of GLd(K) and that, whenever vp(|K
×|) > 0, it contains
one of GLd(K)’s Sylow p-subgroups.
Lemma 3.7. Let (b1, . . . , bd) ∈ Td and σ ∈ Σd. Then
σ(b1, . . . , bd)σ
−1 = (bσ−1(1), . . . , bσ−1(d))
and hence Σd 6 NGLd(K)(Td).
Proof. It is a straight forward calculation to check that
(σ(b1, . . . , bd))ij =
{
bj if σ(j) = i
0 otherwise
= ((bσ−1(1), . . . , bσ−1(d))σ)ij .
Corollary 3.8. Nd is a subgroup of GLd(K) isomorphic to Σd ⋉ Td.
Proof. Since Σd ∩ Td = 1, this is a straight application of Proposition 2.4.
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Corollary 3.9. The map Σd ≀ K× → Nd given by (σ; b1, . . . , bd) 7→ σ(b1, . . . , bd) is an
isomorphism of groups.
Proof. Follows immediately from 3.7 and 3.8.
We have the following alternative characterisation of Nd.
Proposition 3.10. Nd is the normalizer of Td in GLd(K) with associated Weyl group Σd.
Proof. Let g ∈ NGLd(K)(Td) and choose a ∈ K
× with a 6= 1. Take any 1 ≤ s ≤ d and
define es = (a, . . . , a, 1, a, . . . , a) with 1 in the s
th place. Write gesg
−1 = (b1, . . . , bd). Then
ges = (b1, . . . , bd)g. By consideration of the (i, k)
th entry we get the equations gis = bigis and
gika = bigik for k 6= s. Now, since g is invertible we can find i with gis 6= 0. Then gis = bigis
whereby bi = 1. Hence, for k 6= s, we have gik = gika so that, since a 6= 1, we get gik = 0.
Summarising, for any s there is i = i(s) such that gis 6= 0 and gik = 0 for all k 6= s. Since
g is invertible each i(s) must be distinct, that is i is a permutation of {1, . . . , d}. It follows
that g ∈ ΣdTd = Nd. Thus NGLd(K)(Td) 6 Nd 6 NGLd(K)(Td) so we have equality.
For the Weyl group, it is not hard to show that the centralizer of Td in GLd(K) is just Td
by a similar calculation to the above so that
WGLd(K)(Td) = NGLd(K)(Td)/CGLd(K)(Td) = Nd/Td = Σd.
Lemma 3.11. Let l be a prime different to p and let q = lr for some r. Let a be the order
of q in (Z/p)× and put m =
⌊
d
a
⌋
. Then
vp(|GLd(Fq)|) = mvp(q
a − 1) + vp(m!).
Proof. By the fact that GLd(Fq) consists of all d × d matrices of maximal rank, there are
qd − 1 choices for the first column, qd − q choices for the second and so on. Hence we get
|GLd(Fq)| = (q
d − 1)(qd − q) . . . (qd − qd−1)
= q1+...+(d−1)(qd − 1)(qd−1 − 1) . . . (q − 1).
Thus, since q is coprime to p, using Proposition 2.33 we have
vp(|GLd(Fq)|) = vp((q
d − 1)(qd−1 − 1) . . . (q − 1))
=
d∑
s=1
vp(q
s − 1)
=
m∑
k=1
(vp(q
a − 1) + vp(ka))
= mvp(q
a − 1) + vp(m!),
as claimed, where we have used the fact that vp(ka) = vp(k) since a is coprime to p.
Proposition 3.12. Let K be a finite field such that vp(|K×|) > 0. Let P0 be a Sylow p-
subgroup of Σd and P1 = {a ∈ K× | ap
k
= 1 for some k} be the p-part of K×. Let P be the
image of P0 ≀ P1 in Nd. Then P is a Sylow p-subgroup of GLd(K).
23
Proof. Choose an isomorphism K ≃ Fq, where q = lr for some prime l necessarily different
from p. Applying Lemma 3.11 then gives vp(|GLd(K)|) = dvp(q − 1) + vp(d!). On the
other hand, since P0 and P1 are Sylow p-subgroups of Σd and K
× respectively, we have
vp(|P0|) = vp(d!) and vp(|P1|) = vp(q − 1) so that
vp(|P |) = vp(|P0 ≀ P1|) = vp(|P0|) + vp(|P
d
1 |) = vp(d!) + dvp(q − 1)
showing that P is indeed a Sylow p-subgroup of GLd(K).
Remark 3.13. Suppose that vp(|K×|) > 0. Note that for d < p we have vp(d!) = 0 so that
Sylp(Σd) = 1 and hence Sylp(GLd(K)) = Sylp(Td), which is abelian. For d ≥ p the Sylow
p-subgroup P0 of Σd is non trivial and the corresponding Sylow p-subgroup of GLd(K) is no
longer abelian.
The Sylow p-subgroups of GLd(K) for vp(|K×|) = 0 are harder to get a handle on, although
we do have the following result, valid when d < p.
Proposition 3.14. Let d < p and let K = Fq, where q = lr for some prime l different to p
and some r. Let a be the order of q in (Z/p)× and put m =
⌊
d
a
⌋
. Choose a basis for Fqa over
Fq to get an embedding Fqa ֌ GLa(Fq). Then, using this embedding, we can view (F
×
qa)
m as
a subgroup of GLd(Fq) and, writing P2 = Sylp(F
×
qa), we find that P
m
2 is a Sylow p-subgroup
of GLd(Fq) = GLd(K).
Proof. We have vp(|GLd(K)|) = mvp(qa − 1) + vp(m!) = vp((qa − 1)m) = vp(|(F
×
qa)
m|).
3.3 The Abelian p-subgroups of GLp(K) for vp(|K×|) > 0.
Here we specialise to the general linear groups of dimension p. To begin with we look at
the abelian p-subgroups of Np = Σp.Tp 6 GLp(K) which, by earlier work, contains a Sylow
p-subgroup of GLp(K). Let π : Np ։ Σp denote the projection σ(b0, . . . , bp−1) 7→ σ. For the
remainder of this chapter we will omit the subscripts and write N for Np and T for Tp. We
will also write v = vp(|K×|), which will be positive by assumption.
Lemma 3.15. Let A be a p-subgroup of N . Then either A 6 T or π(A) ≤ Σp is cyclic of
order p, generated by a p-cycle.
Proof. By Proposition 3.9 there is an exact sequence of groups T →֒ N
π
։ Σp and this shows
that either A 6 ker(π) = T or π(A) is a non-trivial p-subgroup of Σp. Since vp(|Σp|) =
vp(p!) = 1 the latter case means π(A) is cyclic of order p. To see that π(A) is generated by
a p-cycle, take a generator of π(A); the cycle decomposition of this generator contains only
p-cycles (by consideration of its order). As the cycles are disjoint there can only be one.
Lemma 3.16. Let a ∈ N with π(a) 6= 1 in Σp. Then if b ∈ T we have conja(b) = conjπ(a)(b).
Hence conja permutes the coordinates of T by a non-trivial cyclic permutation.
Proof. For the first statement, using Lemma 3.15, write π(a) = σ for some non-trivial p-cycle
σ so that a = σa′ for some a′ ∈ ker(π) = T . Then for b ∈ T we have
conja(b) = σa
′b(a′)−1σ−1
= σbσ−1
= conjπ(a)(b)
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where the second equality uses the fact that T is abelian. By Lemma 3.7 we see that conja
permutes the coordinates of T by a non-trivial cyclic permutation, as required.
Definition 3.17. Let ∆ ≃ K× denote the diagonal subgroup of T , and let ∆p 6 ∆ denote
the p-elements of ∆. Note that ∆p is cyclic of order p
v.
Lemma 3.18. Let A be an abelian p-subgroup of N with A→ Σp non-trivial. Then we have
A ∩ T 6 ∆p.
Proof. Let a ∈ A with π(a) 6= 1. Then, since A is abelian, we get conja(a
′) = a′ for all
a′ ∈ A. If a′ ∈ A∩ T , then since π(a) 6= 1 we can use Lemma 3.16 to see that all coordinates
of a′ must be equal. That is, we must have a′ ∈ ∆. Since A is a p-group we get A∩ T 6 ∆p,
as required.
Corollary 3.19. Let A be an abelian p-subgroup of N with A→ Σp non-trivial and let a ∈ A
map to a generator of π(A). Then ap ∈ ∆p.
Proof. We have π(ap) = π(a)p = 1 so that ap ∈ ker(π) = T . Thus ap ∈ T ∩ A 6 ∆p by
Lemma 3.18.
Corollary 3.20. Let A be an abelian p-subgroup of N with A→ Σp non-trivial and let a ∈ A
map to a generator of π(A). Then A ≤ 〈a〉.∆p.
Proof. By Corollary 3.19 we have ap ∈ ∆p. Now, let a′ ∈ A and write π(a′) = π(a)k for some
0 ≤ k < p. Then a−ka′ ∈ ker(π) ∩ A 6 ∆p so a′ ∈ 〈a〉.∆p. Thus we have A 6 〈a〉.∆p. Note
that 〈a〉.∆p is a subgroup of N since ∆p is contained in the centre of N .
We are now ready to give a coarse classification of the abelian p-subgroups of N .
Proposition 3.21. Let A be an abelian p-subgroup of N . Then either
1. A 6 T ,
2. π(A) is non-trivial and A is cyclic of order pv+1, or
3. π(A) is non-trivial and A is N -conjugate to a subgroup of 〈γ〉.∆, where γ denotes the
standard p-cycle (1 . . . p) ∈ Σp.
Further, all those of type 2 are N -conjugate.
Proof. Suppose A 
 T . Then we know from Lemma 3.15 that π(A) is cyclic of order p,
generated by a p-cycle, σ say. Take a ∈ A mapping to σ. Then ap ∈ ∆p by Corollary 3.19.
If ap is a generator of ∆p then a
pv+1 = 1 and, from Corollary 3.20,
A 6 〈a〉.∆p = 〈a〉.〈a
p〉 = 〈a〉 6 A
so that A = 〈a〉 is cyclic of order pv+1.
Otherwise, ap = δp for some δ = (δ, . . . , δ) ∈ ∆p. Since σ is a p-cycle, by basic combinatorics
there is a permutation τ ∈ Σp such that τστ−1 = γ. Put A′ = τAτ−1 and a′ = τaτ−1. Then
we have π(a′) = τστ−1 = γ and π(A′) = 〈γ〉. Further, (a′)p = τapτ−1 = τδpτ−1 = δp.
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Write a′ = γ.(b1, . . . , bp) for some (b1, . . . , bp) ∈ T . Then an application of Lemma 3.7 gives
(a′)p = γ.(b1, . . . , bp) . . . γ.(b1, . . . , bp) = γ
p.(b1 . . . bp, . . . , b1 . . . bp) = (b1 . . . bp, . . . , b1 . . . bp)
so that b1 . . . bp = δ
p. Now, putting u = (1, b1δ
−1, b1b2δ
−2, . . . , b1 . . . bp−1δ
−(p−1)) we see that
uγu−1 = (1, b1δ
−1, . . . , b1 . . . bp−1δ
−(p−1))γ(1, b1δ
−1, . . . , b1 . . . bp−1δ
−(p−1))−1
= γ.(b1δ
−1, . . . , b1 . . . bp−1δ
−(p−1), 1)(1, b−11 δ, . . . , b
−1
1 . . . b
−1
p−1δ
p−1)
= γ.(b1δ
−1, . . . , bpδ
−1)
= a′δ−1.
It follows that u−1a′u = γδ so that
(u−1τ).A.(u−1τ)−1 = u−1A′u ≤ u−1(〈a′〉.∆)u = u−1〈a′〉u.∆ = 〈γδ〉.∆ = 〈γ〉.∆
using Corollary 3.20. Hence A is conjugate to a subgroup of 〈γ〉.∆.
For the final statement, take A = 〈a〉 of type 2, that is cyclic of order pv+1. Then we know
that there is a generator δ ∈ ∆p with ap = δ.
Now, π(a) is a p-cycle and so we can choose τ ∈ Σp with τπ(a)τ−1 = γ = (1 . . . p). Note
that (τaτ−1)p = τδτ−1 = δ since δ is in the centre of N . Hence A is conjugate to the group
τAτ−1 which is cyclic of order pv+1 generated by an element of the form γ(b1, . . . , bp) with
the property that (b1 . . . bp, . . . , b1 . . . bp) = δ.
By the above working, taking two subgroups of type 2, A and A′ say, we can assume, without
loss of generality, that they are generated by elements a = γ(b1, . . . , bp) and a
′ = γ(b′1, . . . , b
′
p)
with b1 . . . bp = b
′
1 . . . b
′
p. Now putting u = (b1(b
′
1)
−1, . . . , b1 . . . bp−1(b
′
1 . . . bp−1)
−1, 1) it is a
straight forward calculation to check that
u.a.u−1 = u.γ(b1 . . . , bp).u
−1 = γ(b′1, . . . , b
′
p) = a
′
showing that A and A′ are N -conjugate, as required.
We are now able to give a stronger statement about the abelian p-subgroups of GLp(K). Let
a0 denote a generator of the p-part of K
× ≃ Cpv . As usual, we let γ = γp = (1 . . . p) ∈ Σp
denote the standard p-cycle. Put a = γ(a0, 1, . . . , 1) ∈ Σp ≀K× ⊆ GLp(K) and let A = 〈a〉.
Note that ap = (a0, . . . , a0) so that a
pv+1 = 1 and A is a cyclic subgroup of GLp(K) of order
pv+1.
Proposition 3.22. Let H be an abelian p-subgroup of GLp(K). Then H is GLp(K)-
conjugate to either a subgroup of T or to A.
Proof. By Sylow’s theorems we know that H is GLp(K)-conjugate to a subgroup of P 6 N .
Thus, by Proposition 3.21, it is conjugate to either a subgroup of T , A or a subgroup of
〈γ〉.∆p. We will assume the latter case and show that H is actually GLp(K)-conjugate to a
subgroup of T .
We can assume, without loss of generality, that H is itself a subgroup of 〈γ〉.∆. Let
γ(b, . . . , b) ∈ H where b ∈ K×. Then, for any g ∈ GLp(K), we have g.γ(b, . . . , b).g−1 =
gγg−1(b, . . . , b) since (b, . . . , b) ∈ Z(GLp(K)). Thus it remains to show that γ is diagonalis-
able.
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Let u be a generator of K× ≃ Cpv . For k = 0, . . . , p− 1 put
vk =

1
ukp
v−1
...
uk(p−1)p
v−1
 ∈ (K×)p.
Then
γ.vk =

ukp
v−1
...
uk(p−1)p
v−1
1
 = ukpv−1

1
ukp
v−1
...
uk(p−1)p
v−1
 = ukpv−1vk.
Thus vk is an eigenvector of γ with eigenvalue u
kpv−1 . Hence γ has distinct eigenvalues
1, upv−1, . . . , u(p−1)p
v−1
and so, putting g = (v0| . . . |vp−1), we find that g is invertible and
g−1.γ(b, . . . , b).g = gγg−1(b, . . . , b) = (1, up
v−1
, . . . , u(p−1)p
v−1
)(b, . . . , b) ∈ T.
Later we will need some understanding of the action of NGLp(K)(A) on A. We can understand
this as follows.
Lemma 3.23. Let g ∈ NGLp(K)(A). Then, writing a for the usual generator of A, we have
gag−1 = a1+kp
v
for some k.
Proof. If g ∈ NGLp(K)(A) then gag
−1 = as for some s not divisible by p. But ap ∈ ∆ and
hence ap = gapg−1 = (gag−1)p = asp = (ap)s. It follows that p = ps mod pv+1 so that
p(s− 1) = 0 mod pv+1 and therefore s = 1 mod pv.
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Chapter 4
Formal group laws and the
Morava E-theories
4.1 Formal group laws
We outline the basic theory of formal group laws, covering only the material needed for the
development of this thesis. For more comprehensive accounts of the area see [Fro¨68], [Haz78]
or [Rav86]. As before, all rings and algebras are commutative and unital.
4.1.1 Basic definitions and results
Definition 4.1. Let R be a commutative ring. A formal group law over R is a power series
F (x, y) ∈ R[[x, y]] such that
1. F (x, 0) = x,
2. F (x, y) = F (y, x),
3. F (F (x, y), z) = F (x, F (y, z)) in R[[x, y, z]].
We sometimes refer to axioms 1-3 above as identity, commutativity and associativity for F
respectively.
Examples 4.2. The two easiest examples of a formal group law (defined over any ring) are
the additive formal group law, Fa(x, y) = x + y, and the multiplicative formal group law,
Fm(x, y) = x + y + xy. These examples are atypical, however: most formal group laws are
genuine power series as opposed to polynomials.
It is perhaps not too surprising that a lot can be said about the form of such power series.
We start with the following lemma. From here on F will denote a formal group law over a
commutative ring R.
Lemma 4.3. F (x, y) = x+ y mod (xy).
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Proof. Write F (x, y) =
∑
i,j aijx
iyj with aij ∈ R. Since F (x, 0) = x we get a10 = 1 and
ai0 = 0 for i 6= 1. Similarly a01 = 1 and a0j = 0 for j 6= 1. But modulo (xy) we have∑
i,j aijx
iyj = a00 +
∑
i>0 ai0x
i +
∑
j>0 a0jx
i = x+ y, as required.
Lemma 4.4. (Formal inverse) For any formal group law F there exists a unique power series
ι(x) ∈ R[[x]] such that F (x, ι(x)) = 0.
Proof. We define ι(x) inductively. Put ι1(x) = −x. Then we have F (x, ι1(x)) = x+(−x) = 0
mod (x2) by the previous lemma. Suppose now that we have a power series ιk(x) such that
F (x, ιk(x)) = 0 mod (x
k+1) and ιk(x) = 0 mod (x). Write F (x, ιk(x)) = ax
k+1 mod
(xk+2) and put ιk+1(x) = ιk(x) − axk+1. Then for any j > 0, working modulo (xk+2)
we have ιk+1(x)
j = (ιk(x) − axk+1)j = ιk(x)j (since x|ιk(x)) and similarly xjιk+1(x) =
xj(ιk(x) − axk+1) = xjιk(x). It follows that F (x, ιk+1(x)) = F (x, ιk(x)) − axk+1 = 0 mod
(xk+2).
Put ι(x) = limk→∞ ιk(x) which, since ιk(x) = ιk+1(x) mod (x
k+1), is a well defined power
series with F (x, ι(x)) = 0 mod (xk) for all k; that is F (x, ι(x)) = 0. It is not hard to see that
any other f(x) with this property must have f(x) = ιk(x) = ι(x) mod (x
k+1) for each k so
that f(x) = ι(x), proving uniqueness.
Corollary 4.5. With the notation of Lemma 4.4 we have ι(ι(x)) = x.
Proof. This is an immediate consequence of uniqueness and commutativity.
Definition 4.6. We usually write x+F y for F (x, y) and refer to this as the formal sum of
x and y. The axioms of Definition 4.1 then translate as
1. x+F 0 = x,
2. x+F y = y +F x,
3. (x +F y) +F z = x+F (y +F z).
Note that we may now use expressions of the form x+F y +F z with no ambiguity.
Lemma 4.7. ι(x +F y) = ι(x) +F ι(y).
Proof. We have (x+F y)+F (ι(x)+F ι(y)) = x+F y+F ι(y)+F ι(x) = 0. Thus, by uniqueness,
ι(x+F y) = ι(x) +F ι(y), as required.
Definition 4.8. We sometimes write −Fx for ι(x) and define x −F y to be F (x, ι(y)). For
any m ∈ N we define [m]F (x) = x +F . . . +F x (m times) and [−m]F (x) = [m](ι(x)). We
call [m]F (x) the m-series on x. When there is no ambiguity we may simply write [m](x) for
[m]F (x).
Lemma 4.9. For any m ∈ Z we have [m](x+F y) = [m](x) +F [m](y).
Proof. This follows straight from symmetry, associativity and Lemma 4.7 since we can reorder
the terms in the formal sum however we like.
Lemma 4.10. For any m,n ∈ Z we have [m+ n](x) = [m](x) +F [n](x).
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Proof. If one of m or n is zero the result follows immediately since x +F 0 = x. The cases
m,n > 0 and m,n < 0 are exercises in counting. Hence we can assume, without loss of
generality, that m > 0 > n. Note that [−n](x) = [n](ι(x)) = ι([n](x)) by Lemma 4.7 so that
we can take m,n > 0 and prove [m− n](x) = [m](x) −F [n](x).
Suppose first that m− n ≥ 0. Then [m− n](x) +F [n](x) = [m](x) and hence [m− n](x) =
[m](x)+F ι([n](x)) = [m](x)−F [n](x), as required. If, on the other hand, m−n < 0 we have
[n−m](x) = [n](x)−F [m](x) by the previous workings and then
[m− n](x) = [n−m](ι(x)) = ι([n−m](x)) = ι([n](x) −F [m](x)) = [m](x) −F [n](x).
Lemma 4.11. [m](x) = mx mod (x2)
Proof. This is a simple induction argument. We know [1](x) = x. If [k](x) = kx mod (x2)
for some k then [k + 1](x) = [k](x) +F x = [k](x) + x mod (x[k](x)). It follows that, modulo
(x2), we have [k + 1](x) = [k](x) + x = kx+ x = (k + 1)x. Hence [m](x) = mx mod (x2) for
m ≥ 0. For m < 0 we have [m](x) = −F [−m](x) and the result follows.
Corollary 4.12. [m](x) is a unit multiple of x in R[[x]] if and only if m ∈ R×.
Proof. By the previous result we have [m](x) = x.f(x) for some power series f(x) with
constant term m. Any such series is a unit in R[[x]] if and only if the constant term is
invertible.
Definition 4.13. We write 〈m〉(x) for the divided m-series on x which is defined to be
[m](x)/x. Note that, by the above result, this is a unit in R[[x]] if and only if m ∈ R×.
Lemma 4.14. x−F y is a unit multiple of x− y in R[[x, y]].
Proof. Using Lemma 4.3 we have x = x −F y +F y = x −F y + y + (x −F y)yf(x, y) for
some f(x, y) ∈ R[[x, y]]. Thus we get (x −F y)(1 + yf(x, y)) = x − y. Since 1 + yf(x, y) has
invertible constant term it is a unit in R[[x, y]] and we are done.
4.1.2 Formal logarithms and p-typical formal group laws
We fix a prime p and make the following definitions.
Definition 4.15. Given formal groups F and G over a ring R, we define a homomorphism
from F to G to be a power series f(x) ∈ R[[x]] with zero constant term such that f(F (x, y)) =
G(f(x), f(y)). Such a power series is an isomorphism if and only if f(x) is invertible under
composition, that is if there is g(x) with f(g(x)) = x = g(f(x)). Note that this occurs
precisely when the coefficient of x is invertible in R. We call an isomorphism of formal
groups strict if f(x) = x mod x2.
This construction allows us, should we so desire, to form a category of formal groups laws
FGL(R) over any ring R.
Proposition 4.16. Let F (x, y) be a formal group law over a Q-algebra R. Then there is
a unique power series lF (x) ∈ R[[x]] such that lF (0) = 0, lF
′(0) = 1, and lF (F (x, y)) =
lF (x) + lF (y). That is, F is canonically isomorphic to the additive formal group law Fa.
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Proof. This is proved in [Rav86, Theorem A2.1.6]; if we write F2(x, y) = ∂F/∂y the series
lF (x) which does the job is given by
lF (x) =
∫ x
0
dt
F2(t, 0)
.
Definition 4.17. A strict isomorphism between a formal group law F and the additive
formal group law x + y is known as a formal logarithm for F and written logF (x). By
Proposition 4.16, such a thing exists uniquely if R is a Q-algebra. Of course they can also
occur for other rings.
Definition 4.18. Let F (x, y) be a formal group law over a torsion-free Z(p)-algebra R. Then
we call F p-typical if it has a formal logarithm of the form logF (x) = x +
∑
i>0 lix
pi over
Q⊗R.
Our next result concerns one such p-typical formal group law.
Proposition 4.19. Let n be a positive integer. Then there is a p-typical formal group law
F over Zp[[u1, . . . , un−1]] such that
[p](x) = expF (px) +F u1x
p +F . . .+F un−1x
pn−1 +F x
pn ,
where expF (x) is the inverse to logF (x). In particular,
[p](x) = uix
pi mod (p, u1, . . . , ui−1, x
pi+1).
Proof. We give the logarithm for F explicitly, following [Str97, pp.204-205] which in turn
follows [Rav86, Section 4.3]. Let I be the set of non-empty sequences of the form I =
(i1, . . . , im) with 0 < ik ≤ n for each k. We define |I| = m and ‖I‖ = i1 + . . . + im.
Letting jk =
∑
1≤l<k il we put uI =
∏m
k=1 u
pjk
ik
= up
0
i1
.up
i1
i2
. . . up
i1+...+im−1
im
(where we use the
convention un = 1). We then let
l(x) = x+
∑
I∈I
uI
p|I|
xp
‖I‖
∈ Qp[[u1, . . . , un−1]][[x]]
and put F (x, y) = l−1(l(x) + l(y)). It can be shown that l(x) satisfies a functional equation
of a suitable form so that the functional equation lemma can be applied (see [Haz78]) and F
is in fact a formal group law over Zp[[u1, . . . , un−1]].
For the statement concerning the p-series, it suffices to show that
l([p](x)) = l(expF (px) +F u1x
p +F . . .+F un−1x
pn−1 +F x
pn)
as the result would follow on applying l−1. Now, using the notation un = 1 for simplicity,
we have
l(expF (px) +F u1x
p +F . . .+F un−1x
pn−1 +F x
pn) = px+ l(u1x
p) + . . .+ l(xp
n
)
= px+
n∑
j=1
l(ujx
pj ).
Given I ∈ I, write I(j) = (i1, . . . , im, j). Then |I(j)| = |I| + 1, ‖I(j)‖ = ‖I‖ + j and
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uI(j) = uI .u
p‖I‖
j . Thus
l(ujx
pj ) = ujx
pj +
∑
I∈I
uI
p|I|
(ujx
pj )p
‖I‖
= p.
uj
p
xp
j
+ p
∑
I∈I
uI
p|I|+1
up
‖I‖
j x
p‖I‖+j
= p
(
u(j)
p|(j)|
xp
‖(j)‖
+
∑
I∈I
uI(j)
p|I(j)|
xp
‖I(j)‖
)
.
Hence
px+
n∑
j=1
l(ujx
pj ) = p
x+ n∑
j=1
(
u(j)
p|(j)|
xp
‖(j)‖
+
∑
I∈I
uI(j)
p|I(j)|
xp
‖I(j)‖
)
= p
(
x+
∑
I∈I
uI
p|I|
xp
‖I‖
)
= p(l(x))
= l([p](x))
and we are done.
Corollary 4.20. Let n be a positive integer and let l(x) =
∑
i≥0 x
pni/pi ∈ Qp[[x]]. Then
there is a formal group law F1(x, y) ∈ Zp[[x, y]] with logF1(x) = l(x) over Qp. Further,
[p](x) = l−1(px) +F1 x
pn .
Proof. These claims all follow easily by reducing the results of Proposition 4.19 modulo
(u1, . . . , un−1). The proof of the final statement is, perhaps, worth including as a simplified
version of the proof of the corresponding result in 4.19. We have
l(l−1(px) +F1 x
pn) = l(l−1(px)) + l(xp
n
)
= px+
∑
i≥0
(xp
n
)p
ni
/pi
= px+ p
∑
i≥0
xp
(n+1)i
/pi+1
which is easily seen to be pl(x) = l([p](x)). Applying l−1 we get the result.
Remark 4.21. If we define F0(x, y) to be F1(x, y) reduced mod p (a formal group law over
Fp) then it can be shown that F is the universal deformation of F0 (see [Str97] and [LT66]).
We will later use F to define our cohomology theory.
4.1.3 Formal group laws over fields of characteristic p
Lemma 4.22. Let F be a formal group law over a field K of characteristic p. Then either
[p](x) = 0 or there exists an integer n > 0 such that [p](x) = axp
n
mod (xp
n+1) for some
a ∈ K×.
Proof. This is covered in [Rav86]. In fact this is a special case of a more general result,
namely that any endomorphism f of F is either trivial or is such that f(x) = g(xp
n
) for
some g(x) ∈ R[[x]] with g′(0) 6= 0 and some n ≥ 0. Since [p](x) is an endomorphism of F and
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[p](x) = px = 0 modulo x2 it follows that either [p](x) = 0 or [p](x) has leading term axp
n
for a ∈ K× and some n > 0.
Given a formal group law F over K of characteristic p we define the height of F to be the
integer n occurring in Lemma 4.22 or ∞ if [p](x) = 0. This is an isomorphism invariant
(that is, isomorphic formal group laws have the same height). Further, for any field K of
characteristic p there exists a formal group law of height n for each n > 0 (see [Rav86]).
Given a complete local Zp-algebra (R,m) (that is, a complete local ring with p ∈ m) and a
formal group law F over R we can reduce the coefficients of F modulo m to get a formal
group law F0 over R/m which is a field of characteristic p. We then define the height of F
to be the height of its mod-m reduction F0.
4.1.4 Lazard’s ring and the universal formal group law
Definition 4.23. Given a ring homomorphism φ : R→ S and a formal group law F over R
we obtain a new formal group law φF over S by applying φ to the coefficients of F . Note
that if logF exists then, by uniqueness, logφF exists and is equal to φ logF .
The following is a result of Lazard.
Proposition 4.24. There is a ring L and a formal group law Funiv over L such that for any
ring R and any formal group law F over R there is a unique homomorphism φ : L→ R such
that φFuniv = F .
Proof. Let S be the polynomial ring over Z generated by symbols {ai,j | i, j ≥ 0}. Let G be
the power series G(x, y) =
∑
i,j ai,jx
iyj ∈ S[[x, y]]. Then, letting I be the ideal in S generated
by the relations that would force G to be a formal group law, on passing to the quotient ring
L = S/I we get a formal group law Funiv over S/I. Given any formal group law F over R
there is a unique map S → R sending ai,j to the coefficient of x
iyj in F (x, y). It is clear this
map factors through a map φ : S/I → R which has the properties claimed.
The ring L is often referred to as Lazard’s ring and Funiv the universal formal group law, for
obvious reasons. We will see later that L has a fundamental role in the development of a
certain class of cohomology theories, of which the Morava E-theories are examples.
4.1.5 The Weierstrass preparation theorem
Let (R,m) be a complete local ring. Then f(x) =
∑
i aix
i ∈ R[[x]] is a Weierstrass series of
degree d if a0, . . . , ad−1 ∈ m and ad ∈ R×. We call f a Weierstrass polynomial (of degree d)
if, in addition, ai = 0 for all i > d, that is if f is in fact a polynomial of degree d. We have
the following theorem.
Lemma 4.25. (Weierstrass preparation theorem) Let (R,m) be a (graded) complete local
ring. If f(x) ∈ R[[x]] is a Weierstrass series of degree d there is a unique factorisation
f(x) = u(x)g(x) where g(x) is a Weierstrass polynomial of degree d and u(x) is a unit in
R[[x]].
Proof. This is proved in [Lan78].
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Corollary 4.26. If f(x) ∈ R[[x]] is a Weierstrass polynomial of degree d then R[[x]]/(f(x))
is a free R-module of rank d with basis {1, x, . . . , xd−1}.
Proof. By the Weierstrass preparation theorem f(x) is a unit multiple of a monic polynomial
of degree d and the result follows.
We see the relevance of this diversion in the following result.
Proposition 4.27. Let F be a formal group law of height n over a (graded) complete local
Zp-algebra (R,m). Then, for each r, [pr](x) is a Weierstrass series of degree pnr.
Proof. Since F has height n we know that [p](x) = axp
n
modulo m, xp
n+1 for some a ∈
(R/m)×. Thus, writing [p](x) =
∑
i aix
i, we have a0, . . . , apn−1 ∈ m and, since apn is
invertible modulo m, there is b ∈ R with apnb = 1−m for some m ∈ m. Then apnb(1 +m+
m2+ . . .) = (1−m)(1+m+m2+ . . .) = 1 so that apn ∈ R
× and [p](x) is a Weierstrass series
of degree pn. Using the fact that [pi+1](x) = [p]([pi](x)) it then follows easily that [pr](x) is
a Weierstrass series of degree pnr.
Corollary 4.28. Let F and R be as above. Then R[[x]]/([pr](x)) is free over R of rank pnr
with basis {1, x, . . . , xp
nr−1}.
Definition 4.29. Let F be the formal group law over Zp[[u1, . . . , un−1]] of Proposition 4.19.
Then, using the Weierstrass preparation theorem, we define gr(t) to be the Weierstrass
polynomial of degree pnr which is a unit multiple of [pr]F (t) in Zp[[u1, . . . , un]][t].
4.1.6 Formal group laws over complete local Zp-algebras
Lemma 4.30. Let (R,m) be a complete local Zp-algebra and let F be a formal group law
over R. Then, writing mR[[x]] for the maximal ideal of R[[x]], we have [p
r](x) ∈ (mR[[x]])
r.
Proof. Working modulo m we find that either [p](x) = 0 or [p](x) = axp
n
mod (xp
n+1) for
some n; in either case we conclude that [p](x) ∈ mR[[x]]. Noting that the [p](0) = 0 a simple
induction argument shows that [pr+1](x) = [p]([pr](x)) ∈ (mR[[x]])
r+1, as required.
This gives us the following useful result.
Lemma 4.31. Let R be a Zp-algebra and F a formal group law over R. Then given any
a ∈ Zp there is a well-defined power series [a](x) ∈ R[[x]] such that
1. if a ∈ Z then [a](x) coincides with the standard a-series on x,
2. [a]([b](x)) = [a.b](x), and
3. if (ai) is a sequence in Zp converging to a then [ai](x) converges to [a](x) in R[[x]].
Proof. Take a ∈ Zp and write a =
∑∞
i=0 aip
i and put αk =
∑k
i=0 aip
i. Then, using Lemma
4.14, we have
[αk+1] (x) − [αk] (x) ∼ [αk+1] (x) −F [αk] (x) =
[
ak+1p
k+1
]
(x) = [ak+1]([p
k+1](x)),
34
where a ∼ b denotes that a is a unit multiple of b. Hence [αk+1] (x) − [αk] (x) ∈ (mR[[x]])
k+1
using Lemma 4.30 and the limit
[a](x) =
[∑∞
i=0 aip
i
]
(x) = lim
k→∞
[αk] (x)
is well defined. It is straightforward to check that this definition of [a](x) satisfies the prop-
erties listed.
Lemma 4.32. Let R be a torsion-free Zp-algebra and F a formal group law over R. Then,
for any a ∈ Zp, we have logF ([a](x)) = a logF (x).
Proof. First note that, for any x and y,
logF (x) = (logF (x) − logF (y)) + logF (y) = logF (log
−1
F (logF (x)− logF (y)) +F y).
Hence x = log−1F (logF (x) − logF (y)) +F y so that logF (x −F y) = logF (x) − logF (y). Then
for a ∈ Zp, using the notation of the proof of Lemma 4.31, we have
logF ([a](x)) − logF ([αk](x)) = logF ([a](x) −F [αk](x)) = logF ([
∑∞
i=k+1 aip
i](x))
which lies in (mR[[x]])
k+1, so that
logF ([a](x)) = lim
k→∞
logF ([αk](x)) = lim
k→∞
αk logF (x) = a logF (x).
Lemma 4.33. Let R be a torsion-free Zp-algebra and F a p-typical formal group law over
R. Then, for all k ∈ (Z/p)×, we have [kˆ](x) = kˆx, where kˆ denotes the Teichmu¨ller lift of k
of section 2.1.3.
Proof. Recall that, by definition, F has a logarithm over Q ⊗ R of the form logF (x) =
x+
∑
i>0 lix
pi . Let k ∈ (Z/p)×. Then, since kˆp−1 = 1 we have kˆp
i
= kˆ for all i > 0. Hence
logF ([kˆ](x)) = kˆ logF (x)
= kˆx+
∑
i>0
likˆx
pi
= kˆx+
∑
i>0
li(kˆx)
pi
= logF (kˆx)
The result follows on applying log−1F to both sides.
Corollary 4.34. Let R be a torsion-free Zp-algebra and F a p-typical formal group law over
R. Then 〈p〉([kˆ](x)) = 〈p〉(x) for all k ∈ (Z/p)×.
Proof. By Lemma 4.33 we have [p]([kˆ](x)) = [pkˆ](x) = [kˆ]([p](x)) = kˆ[p](x) = kˆx〈p〉(x). But
[p]([kˆ](x)) = [kˆ](x)〈p〉([kˆ](x)) = kˆx〈p〉([kˆ](x)) and so, since kˆ is a unit and x is not a zero
divisor in R[[x]], we get 〈p〉([kˆ](x)) = 〈p〉(x).
4.2 The Morava E-theories
We outline the development of the cohomology theories that we will be using. There is
some variation in the literature, but this definition is consistent with relevant earlier work
of Strickland and others. Full accounts of this material are not easy to come by, but good
starting points are [Rav92] and [Rav86]. A thorough treatment of related theory is found in
[HS99].
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4.2.1 Complex oriented cohomology theories
A (multiplicative) cohomology theory is a contravariant functor from topological spaces to
graded rings satisfying the first three of the Eilenberg-Steenrod axioms. More precisely, we
make the following definitions.
Definition 4.35. We define the category of CW pairs to be the category with objects (X,A),
where A is a subcomplex of the CW complex X , and morphisms (X,A) → (Y,B) given by
continuous cellular maps X → Y which restrict to a map A → B. We sometimes write X
for the object (X, ∅).
A generalised cohomology theory, h, is a contravariant functor from CW pairs to Z-graded
abelian groups satisfying the following conditions.
• If f, g : (X,A)→ (Y,B) are homotopic then f∗ = g∗ : h∗(Y,B)→ h∗(X,A).
• Writing i : A →֒ X and j : X →֒ (X,A) there are connecting homomorphisms ∂q :
hq(A)→ hq+1(X,A) for each q such that there is a natural long exact sequence
. . .
∂q−1
−→ hq(X,A)
hq(j)
−→ hq(X)
hq(i)
−→ hq(A)
∂q
−→ hq+1(X,A)
hq+1(j)
−→ . . .
• If U is an open subset of X with U contained in the interior of A and such that
(X \U,A \U) can be given a CW structure, then the map j : (X \U,A \U) →֒ (X,A)
induces an isomorphism
h∗(j) : h∗(X,A)
∼
−→ h∗(X \ U,A \ U).
An immediate consequence of the definition is that if X is homotopy equivalent to Y then
h∗(X) ≃ h∗(Y ). We define the coefficients of the cohomology theory to be the graded abelian
group h∗ = h∗(pt), where pt is the one-point space. Note that for any space X there is a
unique map X → pt giving a map h∗(pt)→ h∗(X) which makes h∗(X) a module over h∗.
We define a functor h˜ from topological spaces to graded abelian groups known as the reduced
theory by h˜∗(X) = coker(h∗(pt)→ h∗(X)). Note that, by choosing a map pt→ X , we get a
splitting h∗(X) ≃ h˜∗(X)⊕ h∗(pt).
Often a cohomology theory will have additional structure making the groups h∗(X,A) into
graded rings, commutative in the graded sense so that if a ∈ hi(X) and b ∈ hj(X) then
ab = (−1)ijba. In such a situation we say that h is multiplicative.
We call a cohomology theory h complex oriented if there is a class x ∈ h2(CP∞) such that
its restriction to h2(CP 1) generates h˜2(CP 1) as an h0-module (see [Ada74]). The class x is
known as a complex orientation for h.
Any complex oriented cohomology theory h with complex orientation x satisfies h∗(CP∞) =
h∗[[x]] and h∗(CP∞ × CP∞) = h∗[[π∗1(x), π
∗
2(x)]] where π1 and π2 are the two projection
maps CP∞ × CP∞ → CP∞ (again, see [Ada74]). Since CP∞ = BS1, the commutative
multiplication map S1 × S1 → S1 gives a product µ : CP∞ × CP∞ → CP∞ making CP∞
into an H-space. The induced map µ∗ : h∗(CP∞) → h∗(CP∞ × CP∞) sends the complex
orientation x to a power series F (π∗1(x), π
∗
2 (x)) = F (x1, x2).
Lemma 4.36. The power series F (x1, x2) = µ
∗(x) is a formal group law over h∗.
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Proof. We check that the axioms for a formal group law hold. Firstly, write j : S1 → S1×S1
for the map z 7→ (z, 1). Then the commutative diagram
S1
j

id
S1
##H
HH
HH
HH
HH
S1 × S1 µ
// S1
induces
h∗(CP∞)
h∗(CP∞ × CP∞)
j∗
OO
h∗(CP∞)
µ∗
oo
QQQQQQQQQQQQ
QQQQQQQQQQQQ
and one can check that j∗(x1) = x and j
∗(x2) = 0 so that F (x, 0) = j
∗(F (x1, x2)) =
j∗(µ∗(x)) = x. It is easy to see that, writing τ : S1 × S1 → S1 × S1 for the twist map, we
have µ ◦ τ = µ and that this, on passing to cohomology, gives F (x1, x2) = F (x2, x1). The
final axiom is a consequence of the associativity diagram
S1 × S1 × S1
1×µ //
µ×1

S1 × S1
µ

S1 × S1 µ
// S1.
4.2.2 Defining the Morava E-theories
We aim to define our cohomology theory E and, in doing so, fix a complex orientation with
favourable properties.
Lemma 4.37. Let h be a cohomology theory such that h∗ is concentrated in even degrees.
Then there exists y ∈ h2(CP∞) such that, for each n > 0, h∗(CPn) = h∗[[y]]/yn and
h∗(CP∞) = h∗[[y]]. In particular h is complex oriented.
Proof. This is an application of the Atiyah-Hirzebruch spectral sequence
H∗(CPn;h∗)⇒ h∗(CPn)
where H denotes ordinary (singular) cohomology (see [Ada74] for further details). By con-
sideration of the cellular structure of CPn we have
Hk(CPn;A) =
{
A for k = 0, 2, . . . , 2n
0 otherwise
which, in particular, lies in even degrees. Since h∗ is also concentrated in even degrees it
follows that all terms with at least one degree odd in the E2-page are zero and the spectral
sequence collapses. As usual, writing Jk = ker(h
∗(CPn) → h∗(skel2k(CPn))) we have a
canonical isomorphism Jk/Jk+1 ≃ H2k(CPn;h∗) so that, in particular, J1/J2 ≃ h∗.x, where
x is the chern class of the tautological line bundle over CPn. Lifting x under this map gives
a homogeneous element yn ∈ J1 ⊂ h∗(CPn) of degree 2 such that h∗(CPn) = h∗[[yn]]/ynn.
By naturality, we can make sure the elements yi ∈ h2(CP i) are compatible for each i and
hence we get y ∈ lim
←
h2(CPn). Since the maps h∗(CPn) → h∗(CPn−1) are all surjective,
an application of the Milnor-sequence (again, see [Ada74]) gives h∗(CP∞) = lim
←
h∗(CPn) =
h∗[[y]] and y is a complex orientation for h.
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We turn our attention to complex cobordism and have the following well known result.
Lemma 4.38. The complex cobordism spectrum MU is complex oriented and there is a
canonical orientation xMU ∈MU2(CP∞).
Proof. For more details see, for example, [Rav86, Chapter 4]. It is known that MU∗ =
Z[a1, a2, . . .] with |ai| = −2i, so that MU∗ is concentrated in even degrees and Lemma 4.37
applies. A canonical orientation is the class corresponding to the map
CP∞ = BU(1) ≃MU(1) −→ Σ2MU.
Now, using the coordinate xMU of Lemma 4.38 we get an identification MU
∗(CP∞) =
MU∗[[xMU ]] and, as usual, we use the multiplication map µ : CP∞ × CP∞ → CP∞ to get
formal group law
FMU (x1, x2) = µ
∗(xMU ) ∈MU
∗(CP∞ × CP∞) =MU∗[[x1, x2]].
This is classified by a map L→MU∗ where L is the Lazard ring and we have the following
famous theorem of Quillen.
Proposition 4.39 (Quillen’s theorem). The map L→MU∗ classifying FMU is an isomor-
phism.
Proof. This is the main result of [Qui69] and is covered in [Rav92].
For each prime p and k ≥ 0, let vp,k ∈MU∗ be the coefficient of xp
k
in the p-series for FMU
and let Ip,k = (vp,0, vp,1, . . . , vp,k−1) ⊳ MU
∗. Note that vp,0 = p and Ip,0 is defined to be 0.
We use the following result of Landweber.
Proposition 4.40 (Exact functor theorem). Let M be an MU∗-module. Then the functor
X 7→M ⊗MU∗ MU∗(X) defines a homology theory if and only if for each prime p and each
k ≥ 0 multiplication by vp,k in M/Ip,kM is injective. In particular, there is a spectrum E
with E∗(X) =M ⊗MU∗ MU∗(X).
Proof. See [Lan76] and [HS99].
Now, fixing a prime p and an integer n > 0, let R = Zp[[u1, . . . , un−1]][u, u−1] and let F be the
p-typical formal group law over Zp[[u1, . . . , un−1]] of Proposition 4.19. Define a Zp-algebra
map φ : Zp[[u1, . . . , un−1]]→ R by ui 7→ up
i−1.ui and let φF be the formal group law obtained
by applying φ to the coefficients of F . We give R a grading by letting each ui lie in degree 0
and u lie in degree −2. Then, using Quillen’s theorem, φF is classified by a map MU∗ → R
which respects the grading. We show that, equipped with this map, the MU∗-module R
satisfies the the exact functor theorem. Recall that we have
[p]F (x) = expF (px) +F u1x
p +F . . .+F un−1x
pn−1 +F x
pn ∈ Zp[[u1, . . . , un−1]][[x]]
so that
[p]φF (y) = expφF (py) +φF u
p−1u1y
p +φF . . .+φF u
pn−1−1un−1y
pn−1 +φF y
pn ∈ R[[y]].
We use the following lemma.
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Lemma 4.41. For any 1 ≤ k < n we have R/Ip,kR = Fp[[uk, . . . , un−1]][u, u−1] and vp,k acts
as multiplication by up
k−1uk. Further R/Ip,nR = Fp[u, u−1] and vp,n acts as the identity
map.
Proof. We proceed by induction on k. For k = 1 we have
R/Ip,kR = R/pR = Fp[[u1, . . . , un−1]][u, u
−1]
and [p]φF (y) = u
p−1u1y
p +φF . . .+φF y
pn . It follows that the coefficient of yp in [p]φF (y) is
up−1u1, so that vp,1 7→ up−1u1 in R/Ip,1R. The induction step is similar, noting that vp,k
acts as a unit multiple of uk in R/Ip,kR we have R/Ip,k+1R = (R/Ip,kR)/vp,k(R/Ip,kR) =
Fp[[uk+1, . . . , un−1]][u, u−1].
Thus we get the following corollary.
Proposition 4.42. The MU∗-module R satisfies the conditions of the exact functor theorem
and hence there is a spectrum E with E∗(X) = R ⊗MU∗ MU∗(X).
Proof. The cases with k = 0 are immediate since R is torsion-free. The cases at the prime p
with 1 ≤ k ≤ n are covered by Lemma 4.41 since multiplication by uk is injective. For k > n
we have R/Ip,kR = 0 since vp,n ∈ Ip,k and hence 1 ∈ Ip,kR. If q is a prime different to p
then q is invertible in R and q ∈ Iq,k for all k ≥ 1, so that R/Iq,kR = 0 and, again, there is
nothing to check. Hence the conditions of the Exact Functor Theorem hold.
As usual, we can now use the spectrum E to define a cohomology theory. This has the
following properties.
Proposition 4.43. The cohomology theory E outlined above is multiplicative and complex
oriented and there is a canonical map θX : MU
∗(X) → E∗(X) for each X. In particular,
the map MU∗(CP∞) → E∗(CP∞) sends the complex orientation xMU to an orientation
x = θ(xMU ) which gives rise to the formal group law φF .
Proof. Since E∗ = R is concentrated in even degrees we see that E is complex oriented
by Lemma 4.37. That E is multiplicative is covered in [HS99, Proposition 2.21] and using
[HS99, Proposition 2.20] we get a map of spectra θ : MU → E which induces the map
θX : MU
∗(X) → E∗(X) for each X . It remains to show that θ(xMU ) ∈ E
2(CP∞) is a
complex orientation for E.
By naturality of the Atiyah-Hirzebruch spectral sequence, there is a commutative diagram
H∗(CP∞;MU∗) +3

MU∗(CP∞)

H∗(CP∞;E∗) +3 E∗(CP∞)
.
By the same arguments as in the proof of Lemma 4.37 the map of the E∞-pages just corre-
sponds to the map MU∗[[x]]→ E∗[[x]],
∑
i aix
i 7→
∑
i θ(ai)x
i. Since xMU is a lift of the class
x toMU2(CP∞) it follows that θ(xMU ) is a lift of x to E2(CP∞) and hence is an orientation
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for E. By naturality we then have a commutative square
MU∗(CP∞)
µ∗ //
θ

MU∗(CP∞ × CP∞)
θ

E∗(CP∞)
µ∗
// E∗(CP∞ × CP∞)
and it follows that µ∗(θ(xMU )) = θ(µ
∗(xMU )) = θ(F (x1, x2)) = (φF )(θ(x1), θ(x2)), showing
that the formal group law associated to θ(xMU ) is φF , as required.
Corollary 4.44. Let y = θ(xMU ) be the complex orientation for E
∗ defined above and put
x = u.y ∈ E0(CP∞). Then E0(CP∞) = E0[[x]] and
µ∗(x) = F (x1, x2) ∈ E
0(CP∞ × CP∞) = E0[[x1, x2]],
where F is the standard p-typical formal group law of Proposition 4.19.
Proof. For the first statement, recall that E∗(CP∞) = E∗[[y]] = Zp[[u1, . . . , un−1]][u, u−1][[y]]
with |u| = −2 and |y| = 2. First note that E0[[x]] is clearly contained in E0(CP∞) since x
has degree zero. Now, take a ∈ E0(CP∞) and write a =
∑
i aiy
i, where ai ∈ E∗ for each
i. Then |ai| = −2i so that we have ai = uia′i for some a
′
i ∈ E
0. Hence a =
∑
i a
′
i(uy)
i =∑
i a
′
ix
i ∈ E0[[x]].
For the second statement, we have
µ∗(x) = µ∗(uy) = uµ∗(y) = u(φF )(y1, y2) = u(φF )(u
−1x1, u
−1x2).
Note that, by uniqueness of the logarithm, we have logφF (t) = (φ logF )(t). Further
logφF (u
−1t) = (φ logF )(u
−1t) = u−1t+
∑
I
uI
p|I|
(u−1t)p
‖I‖
.uN
where uN = (up
i1−1).(up
i2−1)p
i1
. . . (up
im−1)p
i1+...+im−1
= up
‖I‖−1 is the factor coming from
the application of φ to the coefficients. Hence logφF (u
−1t) = u−1 logF (t). Further, u
−1t =
log−1φF (u
−1 logF (t)) so that u
−1 log−1F (s) = log
−1
φF (u
−1s). Hence
u(φF )(u−1x1, u
−1x2) = u log
−1
φF (logφF (u
−1x1) + logφF (u
−1x2))
= u log−1φF (u
−1 logF (x1) + u
−1 logF (x2))
= uu−1 log−1F (logF (x1) + logF (x2))
= F (x1, x2)
so that µ∗(x) = F (x1, x2), as claimed.
Definition 4.45. We refer to the theory E developed above as the Morava E-theory of
height n at the prime p. Clearly there is one such theory for each choice of prime p and each
integer n > 0. Note that the coefficient ring E∗ = Zp[[u1, . . . , un−1]][u, u−1] is concentrated in
even degrees and there is an invertible element, u in degree −2. It follows that multiplication
by u gives rise to an isomorphism Ek+2(X)
∼
−→ Ek(X) for all X and all k. We refer to
the class x = θ(xMU ) ∈ E2(CP∞) as the standard complex orientation for E and the class
u.x ∈ E0(CP∞) as the standard complex coordinate for E. Often, when working in degree
0, we will abuse notation slightly and write the latter simply as x.
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Remark 4.46. Using a modified exact functor theorem due to Yagita ([Yag76]) one can
define, for each prime p and each n > 0, a related cohomology theory K with K∗ = Fp[u, u−1]
where u ∈ K−2. We refer to this as the Morava K-theory of height n at p. The convention
here is slightly non-standard: in the literature, the term Morava K-theory is often used with
reference to a theory K(n) with K(n)∗ = Fp[vn, v−1n ] where vn ∈ K(n)
−2(pn−1). In fact K is
just a modified version of K(n) obtained by setting K∗(X) = Fp[u, u−1] ⊗K(n)∗ K(n)∗(X),
where Fp[u, u−1] is made into a K(n)∗-module by letting vn act as up
n−1. See [Rav92] for
further details on these theories.
4.2.3 The cohomology of finite abelian groups
Lemma 4.47. Let Cm be the cyclic subgroup of S
1 of order m. Then, writing x for the
restriction of the complex orientation x ∈ E∗(CP∞) = E∗(BS1) to E∗(BCm), we have
E∗(BCm) = E
∗[[x]]/([m](x)).
Proof. This is Lemma 5.7 in [HKR00].
Corollary 4.48. Let m = apr where a is coprime to p. Then Cpr is a subgroup of Cm and
the restriction map E∗(BCm)→ E∗(BCpr ) is an isomorphism.
Proof. Since [m](x) = [apr](x) = [a]([pr](x)) and [a](x) is a unit multiple of x by Corollary
4.12 we see that [m](x) is a unit multiple of [pr](x). Hence
E∗(BCm) = E
∗[[x]]/([m](x)) = E∗[[x]]/([pr](x))
∼
−→ E∗(BCpr ).
Proposition 4.49 (Ku¨nneth isomorphism). Let X be any space and Y be a space with E∗(Y )
free and finitely generated over E∗. Then the map E∗(X) ⊗E∗ E∗(Y ) → E∗(X × Y ) is an
isomorphism.
Proof. This is Lemma 5.9 in [HKR00].
Corollary 4.50. If G is any group then, for any m > 0,
E∗(B(G× Cm)) ≃ E
∗(BG) ⊗E∗ E
∗(BCm).
Proof. As in 4.48 we have E∗(BCm) ≃ E
∗(BCpr ) = E
0[[x]]/([pr](x)) for some r and the
latter is finitely generated and free over E∗ by the Weierstrass preparation theorem. Hence
the Ku¨nneth isomorphism holds.
We are now able to compute the Morava E-theory of any finite abelian group A by writing
A as a product of cyclic groups and applying Corollary 4.50 repeatedly. That is, we have the
following.
Proposition 4.51. Let A be a finite abelian group with A ≃
∏
iCmi . Then there is an
isomorphism
E∗(BA) ≃ E∗[[x1, . . . , xr]]/([m1](x1), . . . , [mr](xr))
where, writing αi for the map A։ Cmi ֌ S
1, we have xi = α
∗
i (x).
Corollary 4.52. Let A be a finite abelian group and let A(p) = {a ∈ A | a
ps = 1 for some s}
be the p-part of A. Then the restriction map E∗(BA)→ E∗(BA(p)) is an isomorphism.
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Proof. We write A as a product of cyclic groups, say A ≃
∏
iCmi where mi = aip
ri . Then,
using the Ku¨nneth isomorphism, we have
E∗(BA)
∼ //

⊗
E∗ E
∗(BCmi)

E∗(BA(p))
∼ //⊗
E∗ E
∗(BCpri ).
By Corollary 4.48 the right hand map is an isomorphism and hence so is the left-hand one.
4.3 The cohomology of classifying spaces
We outline some general theory that will be used in proving our results.
Proposition 4.53. If G is a finite group then E∗(BG) is finitely generated as an E∗-module.
Proof. This is Corollary 4.4 in [GS99], although the related proof that K(n)∗(BG) is finitely
generated goes back to Ravenel [Rav82]. Note that for a G-space Z they define E∗G(Z) =
E∗(EG×G Z) and letting Z be a single point gives E
∗
G(Z) = E
∗(BG).
Proposition 4.54. Suppose X is a space with E∗(X) finitely generated over E∗ and with
K(n)∗(X) concentrated in even degrees. Then E∗(X) is free over E∗ and concentrated in
even degrees.
Proof. This is Proposition 3.5 from [Str98].
Recall that K∗ = Fp[u, u−1]. This is a module over E∗ = Zp[[u1, . . . , un−1]][u, u−1] under the
map sending ui 7→ 0 for i = 0, . . . , n− 1 (with u0 understood to be p). We find that we can
often recover K∗(BG) from E∗(BG).
Proposition 4.55. If E∗(BG) is free over E∗ then K∗(BG) = K∗ ⊗E∗ E∗(BG).
Proof. This is Corollary 3.8 in [Str98].
We assemble the above results to arrive at the following.
Proposition 4.56. Let G be a finite group with K(n)∗(BG) concentrated in even degrees.
Then E∗(BG) is free over E∗ and concentrated in even degrees. Further
Ei(BG) ≃
{
E0(BG) if i is even
0 otherwise
and Ki(BG) ≃
{
K0 ⊗E0 E
0(BG) if i is even
0 otherwise.
Proof. The first statement follows straight from Propositions 4.54 and 4.53. Since E∗ contains
the unit u ∈ E−2, multiplication by u−i provides an isomorphism E0(BG)
∼
−→ E2i(BG),
proving the statements about Ei(BG). The final statement follows from an application of
Proposition 4.55.
Lemma 4.57. Let X be a connected CW-complex and Xk denote its k-skeleton. Suppose
that X0 is a single point and let Ik = ker(E
0(X)
res
−→ E0(Xk−1)). Then, for any i and j we
have IiIj ⊆ Ii+j .
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Proof. Let ∆ : X → X × X denote the diagonal map. Then, by standard topological
arguments, ∆ is homotopic to a skeleton-preserving map ∆′, that is a map ∆′ : X → X ×X
such that ∆′(Xk) ⊆ (X ×X)k =
⋃
i+j=k Xi ×Xj. In fact, if i and j are any integers with
i+ j = k we have ∆′(Xk−1) ⊆ (Xi−1 ×X) ∪ (X ×Xj−1). Notice also that
(X ×X)/((Xi−1 ×X) ∪ (X ×Xj−1)) = (X/Xi−1) ∧ (X/Xj−1).
Thus we get an induced map ∆′ : X/Xk−1 → (X/Xi−1)∧ (X/Xj−1) fitting into the commu-
tative diagram
Xk−1
∆′ //

(Xi−1 ×X) ∪ (X ×Xj−1)

X
∆′ //

X ×X

X/Xk−1
∆′ // (X/Xi−1) ∧ (X/Xj−1).
On looking at the lower square and passing to cohomology we get
E0(X)
E˜0(X/Xk−1)
OO
E˜0(X/Xi−1)⊗E0 E˜
0(X/Xj−1).oo
jjUUUUUUUUUUUUUUUUUU
Now, by consideration of the cofibre sequence Xk−1 → X → X/Xk−1 and the associated
long exact sequence in E-theory it follows that Ik = image(E˜
0(X/Xk−1)→ E0(X)). Hence
the above diagram gives the result.
Lemma 4.58. Let X be a connected CW-complex and Xk denote its k-skeleton. Suppose
that X0 is a single point and let m = ker(E
0(X)
ǫ
→ E0
π
→ Fp). Then m is the unique maximal
ideal of E0(X) and E0(X) is local.
Proof. Since E0(X)/m ≃ Fp we know that m is maximal. Take x ∈ E0(X)\m. We will show
that x is invertible. Note that x is non-zero mod m and so ǫ(x) lies in E0 \ mE0 . Since E
0
is local it follows that ǫ(x) is invertible in E0. Let y = 1 − ǫ(x)−1x. Then y ∈ ker(ǫ) = I1
(where Ik (k > 0) are the ideals of Lemma 4.57). It follows that y
k ∈ Ik so that z =
∑∞
k=0 y
k
converges in E0(X) with respect to the skeletal topology. But 1+yz = z so that (1−y)z = 1
and hence 1− y = ǫ(x)−1x is invertible. It follows that x is invertible and E0(X) is local, as
claimed.
Lemma 4.59. Let R be a Noetherian ring and A an algebra over R, finitely generated as an
R-module. Then A is Noetherian.
Proof. See, for example, [Sha00]. Every finitely generated R-module is Noetherian and every
ideal of A is an R-submodule of A, so it follows that every ascending chain of ideals of A is
necessarily eventually constant.
Proposition 4.60. Let G be a finite group. Then E0(BG) is a complete local Noetherian
ring.
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Proof. By Lemma 4.59, E0(BG) is Noetherian as it is a finitely generated module over the
Noetherian ring E0. By Lemma 4.58 E0(BG) is local with maximal ideal m = ker(E0(BG)
ǫ
→
E0
π
→ Fp). It remains to show that E0(BG) is complete with respect to the m-adic topology.
Now, E0(BG) inherits a topology from E0, namely the mE0-adic topology generated by open
balls of the form a+ mrE0E
0(BG) and an application of the Artin-Rees lemma (specifically,
Theorem 8.7 in [Mat89]) shows that E0(BG) is complete with respect to this topology.
The discussion in [Mat89, p55] shows that the mE0-adic topology coincides with the m-adic
one if and only if for each N ∈ N there exist r and s such that mr ⊆ mNE0E
0(BG) and
msE0E
0(BG) ⊆ mN . Since mE0E
0(BG) ⊆ m the latter of these conditions is easily satisfied
and it remains to show that the former holds.
Let I = I1 = ker(E
0(BG)→ E0). Take the descending chain of ideals
E0(BG) ⊲ I > I2 > I3 > . . .
Then, writing Jk = I
k/mE0I
k, we get a descending chain of finite dimensional Fp-vector
spaces
J1 > J2 > J3 > . . .
which must therefore be eventually constant. In particular, there exists r ∈ N with Jr+1 = Jr
so that Ir+1/mE0I
r+1 = Ir/mE0I
r. An application of Proposition 2.12 then gives Ir+1 = Ir
whereby, since I ⊆ m, Nakayama’s lemma leaves us with Ir = 0. But E0(BG)/I1 = E0
and E0/mE0 = Fp so it follows that m = I1 + mE0E0(BG) and mr ⊆ Ir1 + mE0E
0(BG) =
mE0E
0(BG). Hence we see that mrN ⊆ mNE0E
0(BG) and we are done.
4.3.1 Transfers and the double coset formula
Given a finite group G and a subgroupH of G there is a map of E∗-modules trGH : E
∗(BH)→
E∗(BG) known as the transfer map generalising an analogous map for ordinary cohomology
(see [Ben98]). The map is characterised by the following key properties.
Lemma 4.61. Let G and G′ be finite groups. Then the following hold.
1. If K 6 H 6 G then trGK = tr
G
H ◦ tr
H
K .
2. If H 6 G and H ′ 6 G′ then trG×G
′
H×H′ = tr
G
H ⊗ tr
G′
H′ as maps E
∗(BH) ⊗ E∗(BH ′) →
E∗(BG)⊗ E∗(BG′).
3. (Frobenius Reciprocity) If H 6 G and then trGH(res
G
H(a).b) = a.tr
G
H(b) for all a ∈
E∗(BG), b ∈ E∗(BH). That is, viewing E∗(BH) as an E∗(BG)-module, trGH is an
E∗(BG)-module map.
4. If N is normal in G and π denotes the projection G→ G/N then trGN (1) = π
∗tr
G/N
1 (1).
5. (Double Coset Formula) Suppose H and K are subgroups of G. Then, considered as
maps E∗(BK)→ E∗(BH), we have the identity
resGH tr
G
K =
∑
g∈H\G/K
trHH∩(gKg−1)res
gKg−1
H∩(gKg−1)conj
∗
g.
where H \G/K denotes the set of double cosets {HgK | g ∈ G}.
Proof. See [Ben91] and [Ben98].
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There are many useful applications of this map, as we will see in subsequent sections.
Remark 4.62. Note that if H and K are subgroups of G with K normal in G then the
double coset formula gives resGHtr
G
K =
∑
g∈H\G/K tr
H
H∩Kres
K
H∩Kconj
∗
g. If, in addition, H = K
this simplifies further to leave us with resGHtr
G
H =
∑
g∈G/H conj
∗
g.
4.3.2 Further results in E-theory
Proposition 4.63. Let g ∈ G and write conjg for the conjugation map G → G. Then
conj∗g : E
∗(BG)→ E∗(BG) is the identity map.
Proof. This is a simple corollary to Proposition 2.7.
Proposition 4.64. Let G be a finite group and let H be a subgroup of G with [G : H ] coprime
to p. Then the restriction map E∗(BG)→ E∗(BH) is injective.
Proof. Take a ∈ E∗(BG). Then, by Frobenius reciprocity, we have trGH(res
G
H(a)) = a.tr
G
H(1).
Now, by an application of the double coset formula, resG1 tr
G
H(1) = [G : H ] which is coprime
to p and hence a unit in E0. Thus, reducing modulo the maximal ideal of E0(BG) we find
that trGH(1) maps to a unit in F
×
p and so, by the general theory of local rings, it follows that
it is a unit in E0(BG). Thus if resGH(a) = 0 then a = 0, that is res
G
H is injective.
Lemma 4.65. Let H and K be subgroups of G with K ⊆ NG(H). Then K acts on E
∗(BH)
and the map E∗(BG)→ E∗(BH) lands in the K-invariants.
Proof. Since K ⊆ NG(H), taking k ∈ K we have a commutative diagram
H
conjk

  // G
conjk

H
  // G
and thus, since conj∗k : E
∗(BG)→ E∗(BG) is just the identity by Proposition 4.63, we get
E∗(BH) E∗(BG)oo
E∗(BH)
conj∗k
OO
E∗(BG)oo
showing that E∗(BG)→ E∗(BH) lands in E∗(BH)K .
Proposition 4.66. Let N be a normal subgroup of G with [G : N ] coprime to p. Then the
restriction map induces an isomorphism E∗(BG)
∼
−→ E∗(BN)G/N .
Proof. Since [G : N ] is coprime to p it follows from Proposition 4.64 that the restriction map
E∗(BG)→ E∗(BN) is injective. Further, by Lemma 4.65, the map lands in the G-invariants
of E∗(BN). But, since N acts trivially on E∗(BN), the G-action on E∗(BN) factors through
a G/N action and thus we have an injective map E∗(BG)→ E∗(BN)G/N .
For surjectivity, the double coset formula gives
resGN tr
G
N =
∑
g∈N\G/N
trNN res
N
Nconj
∗
g =
∑
g∈G/N
conj∗g
45
(where we have used the fact that N is normal) so that if a ∈ E∗(BN)G/N we get
resGN tr
G
N (a) =
∑
g∈G/N
conj∗g(a) = |G/N |a.
Thus, since |G/N | is coprime to p and hence a unit in E∗, we have
resGN
(
1
|G/N |
trGN (a)
)
=
1
|G/N |
.|G/N |a = a
so that resGN : E
∗(BG)→ E∗(BN)G/N is surjective, as required.
4.3.3 Understanding E∗(BG) as a categorical limit
For a finite group G let A(G) be the category with objects the abelian subgroups of G and
morphisms from B to A being the maps of G-sets G/B → G/A. These can be understood
as shown below.
Proposition 4.67. Let G be a finite group and A and B be abelian subgroups of G. If
f : G/B → G/A is a map of G-sets then f is determined by f(B) and, writing f(B) = gA,
we have g−1Bg ⊆ A.
Conversely, if there is g ∈ G with g−1Bg ⊆ A then there is a map of G-sets G/B → G/A
given by f(B) = gA.
Proof. Let f : G/B → G/A be a map of G-sets. Then, for all g ∈ G, we have f(gB) = gf(B)
so that f is determined by f(B). Write f(B) = gA. Then for all b ∈ B we have
gA = f(B) = f(bB) = bf(B) = bgA
so that g−1bg ∈ A. Hence g−1Bg ⊆ A.
For the converse, if g ∈ G with g−1Bg ⊆ A the G-map f : G/B → G/A given by f(B) = gA
is well defined since if hB = kB we have k = hb for some b ∈ B whereby
f(kB) = kf(B) = hbf(B) = hbgA = hg(g−1bg)A = hgA = hf(B) = f(hB).
The following result is due to Hopkins, Kuhn and Ravenel ([HKR00, Theorem A]).
Theorem 4.68. Let E be a complex oriented cohomology theory and G be a finite group.
Then the map
1
|G|
E∗(BG)→ lim
A∈A(G)
1
|G|
E∗(BA)
is an isomorphism.
Remark 4.69. Note that limA∈A(G)
1
|G|E
∗(BA) is a subring of
∏
A∈A(G)
1
|G|E
∗(BA). Note
also that E∗ is p-local and E∗(BG) is trivial if p ∤ |G|. It follows that inverting the order of
G can be replaced by inverting p or, equivalently, by tensoring with Q.
In fact we can simplify the right-hand limit somewhat. We will use the following modified
version of the theorem.
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Proposition 4.70. Let A(G)(p) denote the full subcategory of A(G) consisting of the abelian
p-subgroups of G. Then the map
Q⊗ E∗(BG)→ lim
A∈A(G)(p)
Q⊗ E∗(BA)
is an isomorphism.
Proof. This was remarked on in [HKR00, Remark 3.5]. By abstract category theory there
is a unique map limA∈A(G)Q ⊗ E∗(BA) → limA∈A(G)(p) Q ⊗ E
∗(BA) commuting with the
arrows. We will show this is an isomorphism.
Given any C ∈ A(G) we have C(p) ∈ A(G)(p) and hence, using the fact that res
C
C(p)
is an
isomorphism (Proposition 4.52), a composite map
lim
A∈A(G)(p)
Q⊗ E∗(BA)→ Q⊗ E∗(BC(p))
∼
−→ Q⊗ E∗(BC).
Now, take any map C → D in A(G) corresponding to an element g ∈ G. Then g induces a
morphism C(p) → D(p) and we have the following commutative diagram.
Q⊗ E∗(BD(p))
conj∗g

∼ // Q⊗ E∗(BD)
conj∗g

lim
A∈A(G)(p)
Q⊗ E∗(BA)
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Q⊗ E∗(BC(p)) ∼
// Q⊗ E∗(BC).
Thus by category theory we have a map limA∈A(G)(p) Q⊗E
∗(BA)→ limA∈A(G)Q⊗E∗(BA)
which must be the inverse to our original map.
Before a corollary, we make the following definition.
Definition 4.71. Let fi : R → Si (i ∈ I) be a family of maps. Then we say that the maps
(fi)i∈I are jointly injective if the map
∏
i fi : R→
∏
i Si is injective.
Corollary 4.72. Let G be a finite group with E∗(BG) free over E∗. Let A1, . . . , As be
abelian subgroups of G such that for each abelian p-subgroup A of G there is g ∈ G such that
gAg−1 ⊆ Ai for some i. Then the restriction maps E∗(BG)→ E∗(BAi) are jointly injective.
Proof. Take a ∈ E∗(BG) and suppose that a maps to 0 in
∏s
i=1 E
∗(BAi), that is a maps to
0 in each E∗(BAi). Take any abelian p-subgroup A of G. Then, by the hypothesis, we have
g ∈ G with gAg−1 ⊆ Ai for some i. Hence we get
E∗(BG)
conj∗g
res // E∗(BAi)
res // E∗(B(gAg−1))
≀ conj
∗
g

E∗(BG)
res // E∗(BA)
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showing that a maps to 0 in E∗(BA). Thus a maps to 0 in limA∈A(G)(p) Q ⊗ E
∗(BA) and
hence in Q ⊗ E∗(BG) by Proposition 4.70. But E∗(BG) is free over E∗ so that E∗(BG)→
Q⊗ E∗(BG) is injective. Thus a = 0, as required.
4.3.4 Hopkins, Kuhn and Ravenel’s good groups.
We use the following concept from [HKR00].
Definition 4.73. Let G be a finite group. Then we define G to be good if K(n)∗(BG) is
generated over K(n)∗ by transfers of Euler classes of complex representations of subgroups of
G. Note that if G is good then K(n)∗(BG) is concentrated in even degrees and Proposition
4.56 applies.
Hence for good groups the only interesting cohomology is E0(BG) and we can recover
K0(BG) as K0 ⊗E0 E
0(BG). The following is Theorem E from [HKR00].
Proposition 4.74. Using the terminology of Definition 4.73,
1. every finite abelian group is good;
2. if G1 and G2 are good then so is G1 ×G2;
3. if Sylp(G) is good then so is G;
4. if G is good then so is the wreath product Cp ≀G.
We apply the results to our finite general linear groups to get the following.
Proposition 4.75. Let K be a finite field with vp(|K×|) > 0. Then, for any d > 0, the finite
group GLd(K) is good.
Proof. By Proposition 4.74 part 3 it is sufficient to show that the Sylow p-subgroup ofGLd(K)
is good. By Proposition 3.12 we know that Sylp(GLd(K)) = P0 ≀ P1 where P0 = Sylp(Σd)
and P1 is the p-part of K
×. Clearly P1 is good by Proposition 4.74 part 1. Hence if d < p
then Sylp(GLd(K)) = P1, which is good.
If d = pk for some k > 0 then, by Proposition 3.3, P0 is an iterated wreath product of copies
of Cp so that P0 ≀ P1 = Cp ≀ . . . ≀ Cp ≀ P0 which is good by repeated use of Proposition 4.74
part 4.
For arbitrary d we write d =
∑
i aip
i and then, by Proposition 3.4, P0 =
∏
i Sylp(Σpi)
ai with
each Sylp(Σpi)
ai an iterated wreath product of copies of Cp. Thus, using Lemma 2.6, we
have
P0 ≀ P1 =
(∏
i
Sylp(Σpi)
ai
)
≀ P1 =
∏
i
(
Sylp(Σpi) ≀ P1
)ai
with each term in the product good. Thus P0 ≀ P1 is good.
4.3.5 The cohomology of general linear groups over algebraically
closed fields
Our main starting point for the cohomology of the finite general linear groups comes from the
well understood theory of general linear groups over the relevant algebraically closed fields.
For any prime l different to p we briefly outline the relevant results.
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Proposition 4.76. Let T ≃ S1 × . . . × S1 denote the maximal torus of GLd(C). Then
restriction induces an isomorphism H∗(BGLd(C);Z(p))
∼
−→ H∗(BT ;Z(p))Σd .
Proof. This is a classical theorem of Borel ([Bor53]).
Corollary 4.77. With the above notation, the restriction map gives an isomorphism
E∗(BGLd(C))
∼
−→ E∗(BT )Σd .
Proof. The proof is analogous to that of [Tan95, Corollary 2.10].
Proposition 4.78. Let h be any multiplicative cohomology theory for which p = 0 in h∗ and
let l be a prime different to p. Then, writing T d for the maximal torus of GLd(Fl), there
are compatible maps BT d → BT and BGLd(Fl) → BGLd(C) which induce isomorphisms
h∗(BT )→ h∗(BT d) and h∗(BGLd(C))
∼
−→ h∗(BGLd(Fl)).
Proof. The main result of [FM84] gives maps which induce an isomorphism on mod-p ho-
mology and hence also on mod-p cohomology. The proof then relies on a comparison of the
relevant Atiyah-Hirzebruch spectral sequences H∗(X ;h∗) =⇒ h∗(X).
Lemma 4.79. Let X be a CW-complex with X0 a single point. Then if K(n)
∗(X) = 0 we
have E∗(X) = 0.
Proof. If K(n)∗(X) = 0 then K(n)∗(X) is (trivially) finitely generated over K(n)∗. Proposi-
tion 2.4 of [HS99] then tells us that E∗(X) is finitely generated over E∗. Further, K(n)∗(X)
is (trivially) concentrated in even degrees so Proposition 2.5 of [HS99] tells us that E∗(X) is
concentrated in even degrees and 0 = K(n)0(X) = E0(X)/mE0E
0(X). But E0(X) is local
by Proposition 4.58 and an application of Nakayama’s lemma gives E0(X) = 0. It follows
that E∗(X) = 0.
Corollary 4.80. Let X and Y be spaces as in Lemma 4.79. Let f : X → Y be such that the
induced map f∗ : K(n)∗(Y )→ K(n)∗(X) is an isomorphism. Then f∗ : E∗(Y )→ E∗(X) is
also an isomorphism.
Proof. The cofibre sequenceX → Y → Y/X gives, on passing to cohomology,K(n)∗(X/Y ) =
0 since K(n)∗(Y ) → K(n)∗(X) is an isomorphism. Hence, by Lemma 4.79, we find that
E∗(X/Y ) = 0 and, reversing the previous argument, an isomorphism E∗(Y )→ E∗(X).
Proposition 4.81. The maps of Proposition 4.78 give rise to compatible isomorphisms
E∗(BT ) ≃ E∗(BT d) and E∗(BGLd(C)) ≃ E∗(BGLd(Fl)). Hence restriction induces an
isomorphism E∗(BGLd(Fl)) ≃ E∗(BT d)Σd .
Proof. By Proposition 4.78 we know that we get such maps in K(n)-theory. But an applica-
tion of Corollary 4.80 shows that we get the same result in E-theory.
Now, recall from Section 2.1.4 that we have a chosen embedding F
×
l → S
1. Let x ∈ E2(BF
×
l )
be the restriction of the complex orientation for E under the induced map E∗(CP∞) →
E∗(BF
×
l ). Write πi for the i
th projection T d ≃ (F
×
l )
d → F
×
l . Proposition 4.81 then gives us
following corollary.
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Corollary 4.82. Restriction induces an isomorphism
E∗(BGLd(Fl))
∼
−→ E∗(BT d)
Σd = E∗[[x1, . . . , xd]]
Σd = E∗[[σ1, . . . , σd]]
where σi is the i
th elementary symmetric function in x1 = π
∗
1(x), . . . , xd = π
∗
d(x).
4.3.6 The cohomology of the symmetric group Σp
Using the analysis of Section 3.1.1 we can get an understanding of the cohomology of Σp.
Proposition 4.83. Let Cp = 〈γp〉 denote standard cyclic subgroup of Σp of order p. Then
the inclusion Cp ֌ Σp induces an isomorphism E
0(BΣp) ≃ E
0(BCp)
Aut(Cp).
Proof. Let M = Aut(Cp) ⋉ Cp 6 Σp. Then a transfer argument gives an isomorphism
H∗(BΣp;Fp)
∼
−→ H∗(BM ;Fp) (see, for example, [Ben98, p74]). Hence, an application of the
Atiyah-Hirzebruch spectral sequence shows that restriction gives a K(n)∗-isomorphism and,
by Corollary 4.80, we get an isomorphism E0(BΣp)
∼
−→ E0(BM). But Cp is normal in M
and |M/Cp| = |Aut(Cp)| = p− 1 which is coprime to p so that we can use Proposition 4.66
to get E0(BM)
∼
−→ E0(BCp)Aut(Cp). Hence E0(BΣp) ≃ E0(BCp)Aut(Cp).
Lemma 4.84. In E0[[x]]/[p](x) we have [k](x) = [kˆ](x) for all k ∈ (Z/p)×.
Proof. We know that kˆ = k mod p, so that k = kˆ + ap for some a ∈ Zp. Then, modulo
[p](x), we have [k](x) = [kˆ + ap](x) = [kˆ](x) +F [ap](x) = [kˆ](x) +F [a]([p](x)) = [kˆ](x), as
claimed.
Lemma 4.85. With the obvious embedding Cp ֌ S
1, let x denote the corresponding gener-
ator of E0(BCp). Then x
p−1 ∈ E0(BCp)Aut(Cp).
Proof. First note that Aut(Cp) ≃ (Z/p)× acts on E0(BCp) by k.x = [k](x). It follows
that
∏p−1
k=1[k](x) ∈ E
0(BCp)
Aut(Cp). But, by Lemmas 4.84 and 2.3, we have
∏p−1
k=1[k](x) =∏p−1
k=1[kˆ](x) =
∏p−1
k=1 kˆx = −x
p−1 so that xp−1 = −
∏p−1
k=1[k](x) ∈ E
0(BCp)
Aut(Cp).
Proposition 4.86. Put d = −xp−1 ∈ E0(BCp)Aut(Cp). Then E0(BCp)Aut(Cp) is free over
E0 with basis {1, d, . . . , d(p
n−1)/(p−1)}.
Proof. We have a basis {1, x, . . . , xp
n−1} for E0(BCp) over E0. Thus, for k ∈ Aut(Cp) ≃
(Z/p)×, we have k.xi = [k](x)i = [kˆ](x)i = kˆixi. Taking any
∑
i aix
i ∈ E0(BCp), for all
k ∈ Aut(Cp) we have∑
i aix
i ∈ E0(BCp)Aut(Cp) ⇐⇒
∑
i aix
i = k.
∑
i aix
i
⇐⇒
∑
i aix
i =
∑
i aikˆ
ixi
⇐⇒ aikˆi = ai for all i
⇐⇒ ai(kˆ
i − 1) = 0 for all i.
But kˆi = 1 if and only if i = 0 mod p − 1. Hence
∑
i aix
i ∈ E0(BCp)Aut(Cp) if and only if
ai = 0 for i 6= 0 mod p− 1. Thus
E0(BCp)
Aut(Cp) = E0{xj(p−1) | 0 ≤ j ≤ p
n−1
p−1 } = E
0{1, d, . . . , d(p
n−1)/(p−1)}.
Lemma 4.87. With x and d as above, 〈p〉(x) ∈ E0(BCp)Aut(Cp). Hence there is a polynomial
f(t) ∈ E0[t] such that 〈p〉(x) = f(d). Further, f(0) = p.
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Proof. Taking k ∈ Aut(Cp) ≃ (Z/p)× we have k.〈p〉(x) = 〈p〉([k](x)) = 〈p〉([kˆ](x)) = 〈p〉(x)
by Lemma 4.34. Thus, using Proposition 4.86 we can write 〈p〉(x) =
∑
i aid
i = f(d) for some
ai ∈ E0, as claimed. Putting x = 0 then gives f(0) = 〈p〉(0) = p.
Proposition 4.88. Let x, d and f be as above. Then E0(BCp)
Aut(Cp) ≃ E0[[d]]/df(d).
Proof. Firstly, note that we have df(d) = −xp−1〈p〉(x) = 0 in E0(BCp) = E0[[x]]/x〈p〉(x).
Take any g(t) ∈ E0[[t]] with g(d) = 0 in E0(BCp). Then g(d) = h(x)[p](x) in E0[[x]] for some h.
Putting x = 0 we see that g(0) = h(0)[p](0) = 0 and so d|g(d) = h(x)[p](x) = xh(x)〈p〉(x) =
xh(x)f(d). Since f(0) = p 6= 0 we conclude that d|xh(x). Hence g(d) ∈ df(d)E0(BCp); that
is, g(d) = df(d)k0(x) for some k0(x). But then k(x) =
1
p−1
∑
α∈Aut(Cp)
α.k0(x) is Aut(Cp)-
invariant and g(d) = df(d)k(x) ∈ df(d)E0(BCp)Aut(Cp), as required.
We will need the following standard results later.
Lemma 4.89. Let x, d and f be as above. Then tr
Cp
1 (1) = 〈p〉(x) and tr
Σp
1 (1) = (p−1)!f(d).
Proof. Write tr
Cp
1 (1) = g(x) mod [p](x) for some g(x) ∈ E
0[[x]]. Then, using Frobenius
reciprocity (Lemma 4.61) we have x.tr
Cp
1 (1) = tr
Cp
1 (res
Cp
1 (x).1) = 0 so that we must have
xg(x) = 0 mod [p](x). Thus xg(x) = x〈p〉(x)h(x) for some h and hence g(x) = 〈p〉(x)h(x).
Thus, mod [p](x), we find that g(x) = 〈p〉(x)h(0). But g(0) = res
Cp
1 tr
Cp
1 (1) = |Cp| = p by
an application of the double-coset formula. Hence p = g(0) = 〈p〉(0)h(0) = ph(0) so that
h(0) = 1. Thus tr
Cp
1 (1) = 〈p〉(x), as claimed. For the second statement, we have
res
Σp
Cp
tr
Σp
1 (1) =
∑
σ∈Cp\Σp/1
tr
Cp
Cp∩1
res 1Cp∩1(conj
∗
σ(1))
=
∑
σ∈Cp\Σp
tr
Cp
1 (1)
= (p− 1)!〈p〉(x).
But res
Σp
Cp
is injective so we find that tr
Σp
1 (1) = (p− 1)!〈p〉(x) = (p− 1)!f(d).
4.3.7 l-Chern classes
The results of Section 4.3.5 allow us to construct convenient cohomology classes which are
analogous to the construction of ordinary Chern classes.
Definition 4.90. Let G be a group. Recall that E0(BGLd(Fl)) ≃ E0[[σ1, . . . , σd]]. Given a
group homomorphism α : G→ GLd(Fl) (equivalently, a finite-dimensional Fl-representation
of G) and a natural number k we define the kth l-Chern class of α by
cˆk(α) =
{
α∗(σk) for 0 ≤ k ≤ d
0 otherwise,
(where σ0 is understood to be 1).
Proposition 4.91. The l-Chern classes satisfy the following properties.
1. For any group homomorphism α : G→ GLd(Fl) we have cˆ0(α) = 1.
2. (Functoriality) Given group homomorphisms α : G→ GLd(Fl) and f : H → G we get
cˆk(α ◦ f) = f∗(cˆk(α)) for all k.
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3. Given group homomorphisms α : G→ GLd1(Fl) and β : G→ GLd2(Fl) we get
cˆk(α⊕ β) =
∑
i+j=k
cˆi(α)cˆj(β)
where α⊕ β : G→ GLd1+d2(Fl) is given by g 7→ α(g)⊕ β(g).
4. Let idl : F
×
l → F
×
l be the identity. Then cˆ1(idl) = x, the restriction of our complex
orientation.
Proof. Properties 1 and 4 follow straight from the definition. For property 2, if k ≤ 0 or
k > d the result is clear since f∗(0) = 0 and f∗(1) = 1. Otherwise 1 ≤ k ≤ d and we have
cˆk(α ◦ f) = (α ◦ f)
∗(σk) = (f
∗ ◦ α∗)(σk) = f
∗(α∗(σk)) = f
∗(cˆk(α)),
as required. It remains to prove property 3.
We note first that the diagram
(F
×
l )
d1 × (F
×
l )
d2
∼ //

(F
×
l )
d1+d2

GLd1(Fl)×GLd2(Fl)
µ // GLd1+d2(Fl)
induces
E0(B(F
×
l )
d1)⊗̂E0E
0(B(F
×
l )
d2) E0(B(F
×
l )
d1+d2)
∼oo
E0(BGLd1(Fl))⊗̂E0E
0(BGLd2(Fl))
OO
E0(BGLd1+d2(Fl)).
OO
µ∗oo
In the usual way, we can write E0(B(F
×
l )
d1+d2) ≃ E0[[x1, . . . , xd1 , xd1+1, . . . , xd1+d2 ]] to
get E0(B(F
×
l )
d1) ≃ E0[[x1, . . . , xd1 ]] and E
0(B(F
×
l )
d2) ≃ E0[[xd1+1, . . . , xd1+d2 ]] where xi =
cˆ1((F
×
l )
d1+d2 πi−→ F
×
l ). We use the following lemma.
Lemma 4.92. Let d1, d2 ∈ N and d = d1 + d2. For 1 ≤ k ≤ d let σk be the kth elementary
symmetric function in x1, . . . , xd. Let σd1,i (respectively σd2,j) be the i
th (respectively jth)
elementary symmetric function in x1, . . . , xd (respectively xd1+1, . . . , xd). Then
σk =
∑
i+j=k
σd1,iσd2,j .
Proof. Straightforward combinatorics.
Using the notation of Lemma 4.92 we then have E0(BGLd1(Fl)) = E
0[[σd1,1 . . . , σd1,d1 ]] and
E0(BGLd2(Fl)) = E
0[[σd2,1 . . . , σd2,d2 ]]. Thus, chasing the diagram and using injectivity of
the vertical arrows, we see that µ∗(σk) =
∑
i+j=k σd1,i ⊗ σd2,j.
Now given homomorphisms α : G → GLd1(Fl) and β : G → GLd2(Fl), the map α ⊕ β is
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given by the composition G
α×β
−→ GLd1(Fl)×GLd2(Fl)
µ
→ GLd(Fl), whereby
cˆk(α⊕ β) = (α⊕ β)
∗µ∗(σk)
= (α⊕ β)∗
 ∑
i+j=k
σd1,i ⊗ σd2,j

=
∑
i+j=k
α∗(σd1,i)⊗ β
∗(σd2,j)
=
∑
i+j=k
cˆi(α)cˆj(β).
Remark 4.93. The properties of Proposition 4.91 are enough to completely determine the
l-Chern classes. That is, they can be viewed as axioms for the l-Chern classes.
Proposition 4.94. Given one-dimensional Fl-representations α, β : G→ F
×
l we have
cˆ1(α⊗ β) = cˆ1(α) +F cˆ1(β).
Proof. We have a commutative diagram
G
(α,β) //
α⊗β
''NN
NN
NN
NN
NN
NN
NN
NN F
×
l × F
×
l
µ

F
×
l
which, on passing to cohomology, gives the result.
Definition 4.95. Given a group homomorphism α : G → GLd(Fl) we define the l-Euler
class of α to be the top l-Chern class, that is eulerl(α) = cˆd(α).
53
Chapter 5
Generalised character theory
5.1 Generalised characters
In this section we outline the generalised character theory developed by Hopkins, Kuhn and
Ravenel in [HKR00]. We start by recalling some results on Pontryagin duality.
5.1.1 Locally compact groups
A topological group G is called locally compact if there is a neighbourhood of the identity
which is contained in a compact set. Given a locally compact abelian group G we define its
Pontryagin dual or character group, G∗, by G∗ = Homcts(G,S
1). We give G∗ the weakest
topology such that the maps G∗ → S1, χ 7→ χ(g) are continuous for each g ∈ G. If G is locally
compact then G∗ is also locally compact and the assignment G 7→ G∗ is a contravariant
endofunctor on locally compact abelian groups. Further, for each G there is a canonical
(continuous) isomorphism G → (G∗)∗ given by g 7→ (G∗ → S1, χ 7→ χ(g)). From here on G
may be identified with (G∗)∗ without comment.
Every discrete (and hence every finite) group is locally compact. Other examples of locally
compact groups include R, S1 and Zp. If G and H are locally compact then G⊕H is locally
compact. Using the result Hom(lim
→
Ai, B) = lim
←
Hom(Ai, B) from general category theory,
we see that (lim
→
Ai)
∗ = lim
←
(Ai)
∗ wherever the limits exist. Of particular interest to us will
be the result (Z/p∞)∗ = (lim
→
Z/pr)∗ = lim
←
(Z/pr)∗ = Zp.
For each m > 1 there is a canonical isomorphism Z/m
∼
−→ (Z/m)∗ given by 1 7→ (Z/m →
S1, 1 7→ e2πi/m). Further, if G and H are locally compact abelian groups then
(G⊕H)∗ = Homcts(G⊕H,S
1) ≃ Homcts(G,S
1)⊕Homcts(H,S
1) = G∗ ⊕H∗.
Hence, if G is any finite abelian group then there is an isomorphism G ≃ G∗ but in general
this will be non-canonical.
We will mainly be looking at a group Θ ≃ (Z/p∞)n. From the remarks earlier it is clear that
Θ∗ ≃ Znp .
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5.1.2 Generalised characters
As usual, let x ∈ E0(CP∞) be our standard complex coordinate and F the associated
standard p-typical formal group law. Recall that for each m ≥ 0 we let gm(t) denote the
Weierstrass polynomial of degree pnm which is a unit multiple of [pm]F (t) in E
0[[t]].
Let Q(E0) denote the field of fractions of E0 and fix an algebraic closure Q(E0). For each
m ≥ 0 let Θm = {a ∈ Q(E0) | gm(a) = 0}. Note that Θm ⊆ Θm+1 and define Θ =
⋃
mΘm.
Proposition 5.1. There are abelian group structures on Θm and Θ given by +F and (non-
canonical) isomorphisms Θm ≃ (Z/pm)n and Θ ≃ (Z/p∞)n.
Proof. If a, b ∈ Θm then [pm](a +F b) = [pm](a) +F [pm](b) = 0, so Θm is closed under +F .
The identity element is 0. Given a ∈ Θm we have [pm](−Fa) = −F [pm](a) = 0 which gives
inverses. Finally, associativity and commutativity follow easily from properties of +F . Thus
Θm is an abelian group for all m and hence so is Θ =
⋃
mΘm.
The roots of gm are distinct, so that |Θm| = pmn (see, for example, [Str97, Proposition 27]).
Hence Θm is a finite abelian p-group and we can write Θm ≃ Z/pr1 ⊕ . . . ⊕ Z/prs for some
r1, . . . , rs and some s with r1+ . . .+ rs = mn. Since Θm(p) = {a ∈ Q(E0) | [p](a) = 0} = Θ1
we get |Θm(p)| = p
n and it follows that s = n. The fact that [pm](a) = 0 for all a ∈ Θm gives
ri ≤ m for each i. Thus we conclude that ri = m for all i and Θm ≃ (Z/pm)n. Choosing
compatible isomorphisms for each m then gives an isomorphism Θ ≃ (Z/p∞)n.
We now outline the development of the generalised character map for E0(BG) for finite
groups G.
Definition 5.2. Let A ⊆ Q(E0) be a finite abelian group under +F . Then we define
LA ⊆ Q(E0) to be the ring generated by Q⊗E0 and A. Note that given a map of two such
groups f : A → B there is an induced Q ⊗ E0-algebra map f∗ : LA → LB sending each
a ∈ A ⊆ LA to f(a) ∈ B ⊆ LB. We define Lm = LΘm .
Proposition 5.3. Let A ⊆ Q(E0) be a finite abelian p-group under +F . Then there is
a unique E0-algebra map ψA : E
0(BA∗) → LA such that ψA(a∗(x)) = a for all a ∈ A =
(A∗)∗ = Homcts(A
∗, S1). Further these maps are natural for homomorphisms of such groups.
Proof. Choose an isomorphism A
∼
−→
∏m
i=1 Cpri to get generators a1, . . . , am for A. Then, by
Lemma 4.51, we get E0(BA∗) ≃ E0[[x1, . . . , xm]]/([p
r1 ](x1), . . . , [p
rm ](xm)) where, viewing ai
as an element of (A∗)∗, we have xi = ai
∗(x). Hence, since [pri ](ai) = 0 in LA, there is an
E0-algebra map ψA : E
0(BA∗)→ LA given by ai∗(x) = xi 7→ ai.
Now, for any a, b ∈ A = (A∗)∗, the commutative diagram
A∗
a×b//
a+b
##H
HH
HH
HH
HH
S1 × S1
µ

S1
induces
E0(BA∗) E0[[x(1), x(2)]]
(a×b)∗oo
E0[[x]]
(a+b)∗
ggNNNNNNNNNNN
µ∗
OO
which translates to (a+ b)∗(x) = F ((a × b)∗(x(1)), (a× b)
∗(x(2))) = a
∗(x) +F b
∗(x). Hence,
given an arbitrary a ∈ A we can write a =
∑
i aji to get
ψA(a
∗(x)) = ψA((
∑
i aji)
∗(x)) = ψA(
∑
F xji) =
∑
F aji = a.
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Thus the map ψA has the required property and is unique by construction. For naturality, let
B ⊆ Q(E0) be another finite abelian group under +F and f : A→ B a group homomorphism.
Then we have maps f∗ : E
0(BA∗)→ E0(BB∗) and f∗ : LA → LB and
ψB(f∗(a
∗(x))) = ψB(f(a)∗(x)) = f(a) = f∗(a) = f∗(ψA(a
∗(x)))
which is the claimed naturality condition.
This gives us the following immediate corollary.
Corollary 5.4. The inclusions Θm →֒ Θm+1 induce commutative squares
E0(B(Θm)
∗)

ψm // Lm _

E0(B(Θm+1)
∗)
ψm+1
// Lm+1.
Hence, writing L =
⋃
m Lm we get an induced map ψ : lim→
E0(B(Θm)
∗)→ L.
Definition 5.5. Given topological groups G and H we have an action of G on Homcts(H,G)
given by (g.α)(h) = gα(h)g−1 for g ∈ G,α ∈ Homcts(H,G) and h ∈ H . We define the set
Rep(H,G) by Rep(H,G) = Homcts(H,G)/G.
Remark 5.6. Notice that, by Proposition 4.63, if α ∈ Homcts(H,G) then the induced map
α∗ : E0(BG) → E0(BH) depends only on the class of α in Homcts(H,G)/G = Rep(H,G).
Also note that if G is a finite group, then any homomorphism f : Θ∗ → G must factor
through Θ∗/ ker f which is a finite quotient of Θ∗ and hence discrete. It follows that f is
automatically continuous; that is, Homcts(Θ
∗, G) = Hom(Θ∗, G).
Definition 5.7. Let G be a finite group and let α ∈ Hom(Θ∗, G). Then α induces maps
α∗m : E
0(BG)→ E0(BΘ∗m) for each m which fit into the diagram
E0(BG)
α∗m //
α∗m+1 &&MM
MM
MM
MM
MM
M
E0(BΘ∗m)

E0(BΘ∗m+1)
and hence a map α∗ : E0(BG)→ lim
→
E0(BΘ∗m). We define χα to be the composite
E0(BG)
α∗
−→ lim
→
E0(BΘ∗m)
ψ
−→ L.
Finally, writing Map(S, T ) for the set of functions (that is, set-maps) S → T , we define χ :
E0(BG)→ Map(Rep(Θ∗, G), L) by (χ(a))(α) = χα(a) for a ∈ E0(BG) and α ∈ Hom(Θ∗, G)
and refer to it as the generalised character map for G. By the remarks above this is a well
defined map of E0-algebras.
We are now able to state the result of Hopkins, Kuhn and Ravenel.
Proposition 5.8. (Hopkins, Kuhn, Ravenel) Let G be a finite group. The map χ defined
above induces an isomorphism of L-algebras
L⊗E0 E
0(BG)
∼
−→ Map(Rep(Θ∗, G), L).
Proof. This is part of Theorem C from [HKR00].
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5.2 Generalised characters and the finite general linear
groups
In this section we apply the generalised character theory to the group GLd(Fq), where q = lr
is a power of some prime different to p and d is a positive integer. Our main result is the
following.
Theorem A. Let Φ = (Z/p∞)n and let Λ be the subgroup of Z×p generated by q. Then there
is a bijection Rep(Θ∗, GLd(Fq))
∼
−→ (Φd/Σd)Λ. Further, there there is a natural addition
structure on each of
∐
k Rep(Θ
∗, GLk(Fq)) and
∐
k(Φ
k/Σk)
Λ and the bijection∐
k
Rep(Θ∗, GLk(Fq))
∼
−→
∐
k
(Φk/Σk)
Λ
is an isomorphism of abelian semigroups.
We will study two particular cases, firstly where d < p and secondly where d = p and find that
(Φd/Σd)
Λ is easy to understand in both cases. Further, this will give us a good understanding
of the ring L⊗E0 E
0(BGLp(Fq)).
5.2.1 Representation theory
As above, q = lr is a power of a prime different to p and d is a positive integer. We may
write Fq for the algebraic closure Fl and Fqd for Flrd .
Definition 5.9. We write Φ = Rep(Θ∗, GL1(Fl)) = Homcts(Θ∗,F
×
l ).
As in Section 2.1.4, let Γ = 〈Fq〉 be the subgroup of Gal(Fl/Fq) generated by the rth power
of the Frobenius map. Since Γ acts on Fl we have an induced action of Γ on Φ given by
(γ.α)(a) = γ.α(a) (for γ ∈ Γ, α : Θ∗ → GL1(Fl) and a ∈ Θ∗). Note also that we have a
componentwise action of Γ on GLd(Fl) which induces an action of Γ on Rep(Θ∗, GLd(Fl)) in
the obvious way.
Proposition 5.10. Point-wise multiplication makes Φ into an abelian p-group. Further,
there is an isomorphism Φ ≃ (Z/p∞)n.
Proof. Let φ ∈ Φ. Then φ : Θ∗ → F
×
l is continuous. In particular, since F
×
l is discrete,
ker(φ) = φ−1(1) is open. But the open neighbourhoods of 0 in Zp are just the subgroups
pmZp for m ∈ N. Since Θ∗ ≃ Znp it follows that ker(φ) ⊇ p
NΘ∗ for some N . Thus φp
N
(a) =
φ(a)p
N
= φ(pNa) = 0 and φ has order a power of p.
For the final statement we notice that
Homcts(Zp,F
×
l ) = Homcts(Zp, Sylp(F
×
l )) ≃ Homcts(Zp,Z/p
∞).
Since any continuous homomorphism f : Zp → Z/p∞ will have finite image it will be deter-
mined by f(1). Thus Homcts(Zp,Z/p∞) = Z/p∞ and the result follows.
Let K be a field. Then, remembering that any two representations ρ1, ρ2 : Θ
∗ → GLd(K)
are isomorphic if and only if there is some g ∈ GLd(K) with ρ1 = gρ2g−1, we see that there
is an obvious correspondence of Rep(Θ∗, GLd(K)) with isomorphism classes of continuous
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d-dimensional K-representations of Θ∗. We will denote elements in the former by [α] where
α is a homomorphism from Θ∗ to GLd(K) and elements of the latter by pairs (V, α) where
V is a d-dimensional K-vector space and α : Θ∗ → GL(V ).
Definition 5.11. Using the correspondence outlined above we define Irr(Θ∗, GLd(K)) to be
the subset of Rep(Θ∗, GLd(K)) corresponding to the irreducible representations.
Our next step is to try to understand the Fl-representation theory of Θ∗. For this we need the
following results. Recall that Schur’s Lemma (see [Ser77]) tells us that any map f : V → W
of irreducible K-representations of a group G is either zero or an isomorphism.
Lemma 5.12. Let G be an abelian group and K an algebraically closed field. Then any
irreducible finite dimensional K-representation of G is one-dimensional.
Proof. Let (V, ρ) be any irreducible finite-dimensional K-representation of G. If g ∈ G then,
since K is algebraically closed, ρ(g) has an eigenvalue, λ say. Thus ker(ρ(g) − λ.idV ) 6= ∅
since it contains the eigenvectors corresponding to λ. Hence, by Schur’s lemma, we must have
ρ(g)−λ.idV = 0 so that ρ(g) = λ.idV . Given any subspaceW of V we then get ρ(g)(W ) ⊆W
so that W is a subrepresentation of V . But V is irreducible, so that either W = 0 or W = V .
Hence V has no non-trivial proper subspaces and so is one-dimensional, as required.
Lemma 5.13. Let K be a (discrete) field with p invertible in K. Then every continuous
finite-dimensional K-representation of Θ∗ is a sum of irreducible representations.
Proof. This is essentially Maschke’s theorem. Let (V, ρ) be a continuous finite-dimensional
K-representation of Θ∗. Suppose dimV = d > 1. Note that, as in the proof of Proposition
5.10, ker(ρ) ⊇ pNΘ∗ for some N ∈ N and ρ factors through the finite abelian p-group G =
Θ∗/pNΘ∗. If V is irreducible, then we are done. Otherwise there is a proper subrepresentation
W of V of dimension less than d. LetW ′ be any vector space complement ofW in V . Writing
π for the projection V =W ′ ⊕W ։W we define a map r : V → V by
r(v) =
1
|G|
∑
g∈G
ρ(g)π(ρ(g)−1(v)).
Then the image of ρ is contained in W and for any w ∈ W we have r(w) = w; that is, r is
a projection of V onto W . Let U = ker r so that V = U ⊕W . For any h ∈ G it is easy to
check that we have r(ρ(h)v) = ρ(h)r(v) so that if u ∈ U we have r(ρ(h)u) = ρ(h)r(u) = 0
showing that ρ(h)u ∈ U . Thus U is also a subrepresentation of V and V = U⊕W is a sum of
representations of Θ∗ of dimension less than d. The result then follows by induction, noting
that all 1-dimensional representations are (trivially) irreducible.
Corollary 5.14. Every continuous Fl-representation of Θ∗ is a sum of 1-dimensional rep-
resentations. Moreover, this decomposition is unique up to reordering.
Proof. The first statement is immediate from Lemmas 5.12 and 5.13. The second is a standard
application of Schur’s Lemma: any irreducible representation W appears in the decomposi-
tion for V with multiplicity dimHom(V,W ).
Proposition 5.15. Let Σd act on Φ
d by permuting the factors. Then the map Φd →
Rep(Θ∗, GLd(Fl)) given by (φ1, . . . , φd) 7→ [φ1 ⊕ . . . ⊕ φd] induces a Γ-equivariant bijection
Φd/Σd
∼
−→ Rep(Θ∗, GLd(Fl)).
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Proof. Apply Corollary 5.14 to see that the map is a bijection. For γ ∈ Γ we have
γ.[φ1, . . . , φd] = [γ.φ1, . . . , γ.φd] 7→ [γ.φ1 ⊕ . . .⊕ γ.φd] = γ.[φ1 ⊕ . . .⊕ φd]
so the map is Γ-equivariant.
Lemma 5.16. Let V be an Fq-representation of Θ∗ of dimension d. Then V is irreducible
if and only if there is a 1-dimensional Fqd -vector space structure on V and a representation
φ : Θ∗ → GL1(Fqd) with min{s ∈ N | φ
qs = φ} = d such that the diagram
Θ∗ //
φ

Fq[Θ∗] //

EndFq (V )
F×
qd
// Fqd // EndFqd (V )
OO
commutes.
Proof. Suppose V is irreducible. Viewing V as an Fq[Θ∗]-module, let α : Fq[Θ∗]→ EndFq (V )
be the map corresponding to the action of Fq[Θ∗] on V and put K = image(α). We will
show that K ≃ Fqd and that V is a 1-dimensional K-vector space. Let 0 6= ψ ∈ K and
write ψ = α(a) for a ∈ Fq[Θ∗]. Then, since Θ∗ and hence Fq[Θ∗] is commutative, taking any
b ∈ Fq[Θ∗] we have
ψ(b.v) = (α(a) ◦ α(b))(v) = (α(ab))(v) = (α(ba))(v) = α(b)(ψ(v)) = b.ψ(v).
Thus ψ is an Fq[Θ∗]-endomorphism of V and hence, by Schur’s lemma, is an automorphism.
Further, by the Cayley-Hamilton theorem, ψ satisfies an equation ψr+c1ψ
r−1+. . .+cr = 0 for
some c1, . . . , cr ∈ Fq with cr = det(ψ) ∈ F×q . Then ψ
−1 = −α((cr−1+. . .+c1ar−2+ar−1)c−1r )
lies in K and K is a field.
Notice that, by definition of K, V is a K-vector space. Suppose dimK(V ) > 1 and let U
be a proper K-subspace of V . Then, for a ∈ Fq[Θ∗] we have α(a) ∈ K so α(a)(u) ∈ U
for all u ∈ U . Thus U is an Fq[Θ∗]-module; that is, U is a proper subrepresentation of
V contradicting the fact that V is irreducible. Hence we must have dimK(V ) = 1 so that
V ≃ K. Since dimFq (V ) = d it follows that V ≃ K ≃ Fqd , as required.
For the final statement, let φ be the composition Θ∗ → Fq[Θ∗]
α
−→ EndFq(V ). Then, since
image(φ) ⊆ Fqd , it follows that φ
qd = φ. Suppose that φq
s
= φ for some s < d. Then
image(φ) ⊆ Fqs ⊂ Fqd . But then Fqs is a proper Fq-subrepresentation of V , contradicting
the fact that V is irreducible over Fq.
Conversely, suppose we have an Fqd -representation φ : Θ
∗ → GL1(Fqd) = F
×
qd
satisfying the
relevant properties. Note that φ factors through a finite p-group Θ∗/pNΘ∗ for some N , so
that image(φ) ⊆ Sylp(Fqd) ≃ Cpv , where v = vp(q
d − 1). Further, the conditions on φ ensure
that φ has order precisely pv and that, for any s < d, writing vs = vp(q
s− 1) we have vs < v.
Suppose that (Fqd , φ) is not irreducible and write Fqd ≃ U1⊕ . . .⊕Um as a sum of irreducible
Fq-representations Ui of dimensions di. Applying the first part of the result we find that
Ui ≃ Fqdi with action map φi : Θ
∗ → (Fqdi )
×. Then we find that image(φi) ≃ Cpvdi . In
particular, since vi < v, we find (φi)
pv−1 = 1 so that (φ1 × . . .× φm)p
v−1
= 1. Hence we see
that φp
v−1
= 1, contradicting the assumption on its order. Hence (Fqd , φ) is irreducible.
We move towards an understanding of Rep(Θ∗, GLd(Fq)). By post-composing with the in-
clusion GLd(Fq) ֌ GLd(Fl) we get a map Rep(Θ∗, GLd(Fq)) → Rep(Θ∗, GLd(Fl)). Since
Fq = F
Γ
l we see that this map lands in the Γ-invariants. Thus, using Γ-equivariance of the
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bijection Φd/Σd
∼
−→ Rep(Θ∗, GLd(Fl)), we find that we have a map Rep(Θ∗, GLd(Fq)) →
(Φd/Σd)
Γ. We will shortly show this is bijective, but first we need a result from field theory.
Lemma 5.17. Let K be a field and L be a Galois extension of K with Galois group G. Then
there is a K-vector space isomorphism K⊗KL
∼
−→ Map(G,K) given by a⊗b 7→ (g 7→ a.g(b)).
Proof. This is a well known result. An application of [Ada81, Theorem 14.1] shows that the
map K[G] → HomK(L,K) is an isomorphism of K-vector spaces and the result follows on
applying HomK(−,K).
Proposition 5.18. Let V be an irreducible Fq-representation of Θ∗ of dimension d. Then
there is a continuous Fl-representation (Fl, φ) of Θ∗ such that min{s ∈ N | φl
rs
= φ} = d
and
Fl ⊗Fq V ≃ (Fl, φ)⊕ (Fl, φ
lr )⊕ . . .⊕ (Fl, φ
lr(d−1)).
Proof. Using Lemma 5.16 we can assume that V = Flrd and we get an Fl-representation
φ : Θ∗ → GL1(Flrd) ֌ GL1(Fl) with the required properties on its order. Next we ap-
ply Lemma 5.17 to the extension Flrd/Fq. Note that Gal(Flrd/Fq) = 〈F
r〉 is cyclic of or-
der d generated by the rth power of the Frobenius map so that Map(Gal(Flrd/Fq),Fl) is
just F
d
l . Thus we have an isomorphism of Fl-vector spaces Fl ⊗Fq Flrd
∼
−→ F
d
l given by
a ⊗ b 7→ (ab, abl
r
, . . . , abl
r(d−1)
). It is clear that, giving the right-hand side a Θ∗-action by
x.(a1, . . . , ad) = (a1φ(x), a2φ(x)
lr , . . . , adφ(x)
lr(d−1) ), the isomorphism is Θ∗-equivariant and
thus is the claimed isomorphism of Fl-representations.
We will call an element of (Φd/Σd)
Γ irreducible if it is of the form [φ, φl
r
, . . . , φl
r(d−1)
] for
some φ ∈ Φ with min{s ∈ N | φl
rs
= φ} = d. We write Irrd(Φ) for the set of irreducible
elements of (Φd/Σd)
Γ.
Proposition 5.19. The binary operation + : (Φs/Σs)
Γ × (Φt/Σt)Γ → (Φs+t/Σs+t)Γ given
by [φ1, . . . , φs] + [φ
′
1, . . . , φ
′
t] = [φ1, . . . , φs, φ
′
1, . . . , φ
′
t] makes
∐
d>0(Φ
d/Σd)
Γ into an abelian
semigroup freely generated by the irreducible elements.
Proof. If [φ1, . . . , φd] ∈ Φd/Σd is Γ-invariant then [φ1, . . . , φd] = [F r.φ1, . . . , F r.φd] so that for
each i there is a j with φj = φ
lr
i . Thus φ1, φ
lr
1 , φ
l2r
1 , . . . all appear in the expression [φ1, . . . , φd]
and so, by finiteness, we must at some point have φl
rs
1 = φ1. Thus [φ1, . . . , φ
lr(s−1)
1 ] is an
irreducible element of (Φs/Σs)
Γ which appears as a summand in [φ1, . . . , φd]. Continuing in
this way it is easy to see that [φ1, . . . , φd] decomposes as a sum of irreducibles in a unique
way.
Proposition 5.20. The map α : Rep(Θ∗, GLd(Fq))→ (Φd/Σd)Γ is bijective.
Proof. By Proposition 5.18, α restricts to a map Irr(Θ∗, GLd(Fq)) → Irrd(Φ); we will show
that this is a bijection. It then follows, using Lemma 5.13, that
∐
d>0Rep(Θ
∗, GLd(Fq))
bijects with
∐
d>0(Φ
d/Σd)
Γ and from that we conclude that α itself is bijective.
Take any irreducibles V,W ∈ Irr(Θ∗, GLd(Fq)) with α(V ) = α(W ). Then, as before, we
can assume that V = (Flrd , φ) and W = (Flrd , φ
′) for some φ, φ′ : Θ∗ → F×
lrd
. Viewing
φ and φ′ as maps Θ∗ → F×
lrd
→ F
×
l we have α(V ) = [φ, φ
lr , . . . , φl
r(d−1)
] and α(W ) =
[φ′, (φ′)l
r
, . . . , (φ′)l
r(d−1)
]. Thus we must have φ′ = φl
rs
for some 0 ≤ s < d and it follows that
the Fq-linear isomorphism V
∼
−→ W , a 7→ al
rs
gives an isomorphism of Fq-representations
V ≃W ; that is V =W in Irr(Θ∗, GLd(Fq)).
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For surjectivity, given [φ, φl
r
, . . . , φl
r(d−1)
] ∈ Irrd(Φ) we have φl
rd
= φ so that the image
of φ is contained in Flrd ⊆ Fl. Using Proposition 5.16 the irreducible d-dimensional Fq-
representation V = (Flrd , φ) satisfies α(V ) = [φ, φ
lr , . . . , φl
r(d−1)
].
Hence, to get a good understanding of Rep(Θ∗, GLd(Fq)) it suffices to study the set (Φd/Σd)Γ.
Lemma 5.21. The set Irrd(Φ) bijects with Γ-orbits of size d on Φ.
Proof. Each of these consists of all unordered d-tuples (φ, φq , . . . , φq
d−1
) with φq
d
= φ.
To take our analysis further, we will make the simplifying assumption that vp(q−1) = v > 0.
Proposition 5.22. Suppose that vp(q − 1) = v > 0. Then
Irrd(Φ) =

Φ(pv) if d = 1
(Φ(pv+k) \ Φ(pv+k−1))/Γ if d = pk for some k > 0
0 otherwise.
Proof. The case d = 1 is clear. For d > 1, using the fact that Φ is a p-group we see that φ ∈ Φ
generates a Γ-orbit of size d if and only if it has order pvp(q
d−1) and vp(q
s − 1) < vp(qd − 1)
for all s < d. By Proposition 2.33, this latter requirement is equivalent to vp(s) < vp(d) for
all s < d which is satisfied precisely when d is a power of p.
We look at two easy to understand cases.
Proposition 5.23. Suppose that vp(q − 1) = v > 0 and d < p. Then
(Φd/Σd)
Γ = Irr1(Φ)
d/Σd = Φ(p
v)d/Σd.
Proof. Since every element of the left-hand side is a sum or irreducibles and d < p it follows
from Proposition 5.22 that all these irreducibles must be in Irr1(Φ).
Remark 5.24. Suppose that vp(q − 1) = v > 0 and d < p. As Φ(pv) consists of all φ ∈ Φ
for which φp
v
= 1, any such φ therefore satisfies φq = φ and thus has image contained in Fq.
Hence Rep(Θ∗, GL1(Fq))→ Φ(pv) is a bijection and the diagram
Rep(Θ∗, GLd(Fq))
∼ // (Φd/Σd)Γ
Rep(Θ∗, GL1(Fq))d/Σd
OO
∼ // Φ(pv)d/Σd
≀
OO
shows that Rep(Θ∗, GLd(Fq)) = Rep(Θ∗, GL1(Fq))d/Σd; that is, any representation ρ : Θ∗ →
GLd(Fq) is diagonalisable.
Proposition 5.25. Suppose that vp(q − 1) = v > 0. Then
(Φp/Σp)
Γ = (Irr1(Φ)
p/Σp)
∐
Irrp(Φ) = (Φ(p
v)p/Σp)
∐
(Φ(pv+1) \ Φ(pv))/Γ.
Proof. Writing any element in the left-hand side as a sum of irreducibles, it is clear that
either it is already irreducible or it is a sum of 1-dimensional irreducibles.
For d > p things get more complicated.
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5.2.2 Applying the character theory
Now that we have a good understanding of the set Rep(Θ∗, GLd(Fq)) we can apply the
generalised character theory to the group GLd(Fq) to better understand the structure of its
cohomology. We first need the following lemma.
Lemma 5.26. Let G act on a set X. Then, if Y is any set, G acts on Map(X,Y ) by
(g.f)(x) = f(g−1.x) and the obvious map Map(X/G, Y )→ Map(X,Y ) gives a bijection
Map(X/G, Y ) ≃ Map(X,Y )G.
Proof. Given f : X/G→ Y it is clear that the map f˜ : X → Y , x 7→ f(x¯) is G-invariant and
it is easy to check that this construction gives a bijection of sets.
Recall that Td denotes the maximal torus of GLd(Fq).
Proposition 5.27. Suppose that vp(q − 1) = v > 0 and d < p. Then the restriction map
induces an isomorphism L⊗E0 E
0(BGLd(Fq))
∼
−→ L⊗E0 E
0(BTd)
Σd .
Proof. Note first that Rep(Θ∗, Td) = Rep(Θ
∗, (F×q )
d) = Rep(Θ∗,F×q )
d = Rep(Θ∗, GL1(Fq))d.
Then, using the remarks in 5.24, applying the generalised character theory we get a diagram
L⊗E0 E
0(BGLd(Fq))
∼ //

Map(Rep(Θ∗, GLd(Fq)), L)
≀

L⊗E0 E
0(BTd)
Σd ∼ //

Map(Rep(Θ∗, GL1(Fq))d, L)Σd

L⊗E0 E
0(BTd)
∼ // Map(Rep(Θ∗, GL1(Fq))d, L)
which gives the result.
In fact it is not hard to show that the map E0(BGLd(Fq))→ E0(BTd)Σd is itself an isomor-
phism, which we do in Chapter 6.
We next look at the case where d = p and again take the simplifying assumption that
vp(q − 1) = v > 0. Fix a basis for Fqp as a vector space over Fq. Then for any a ∈ F
×
qp
we have an Fq-linear automorphism µa : Fqp → Fqp given by multiplication by a. Let
µ : F×qp → GLp(Fq), a 7→ µa be the corresponding group homomorphism. This gives us a
map µ∗ : E0(BGLp(Fq))→ E0(BF
×
qp). We need the following lemma.
Lemma 5.28. For any s > 0, the quotient maps E0[[x]]/[ps+1](x) → E0[[x]]/[ps](x) and
E0[[x]]/[ps+1](x)→ E0[[x]]/〈p〉([ps](x)) induce an isomorphism
Q⊗
E0[[x]]
[ps+1](x)
∼
−→
(
Q⊗
E0[[x]]
[ps](x)
)
×
(
Q⊗
E0[[x]]
〈p〉([ps](x))
)
where 〈p〉(t) = [p](t)/t ∈ E0[[t]] is the divided p-series.
Proof. Recall that [ps+1](x) and [ps](x) are unit multiples of the Weierstrass polynomials
gs+1(x) and gs(x) respectively. Further gs(x) divides gs+1(x). Put g(x) = gs+1(x)/gs(x).
Then, since 〈p〉(x) = p mod x it follows that 〈p〉([ps](x)) = p mod [ps](x) so that p is in the
ideal of E0[[x]]/[ps+1](x) generated by g(x) and gs(x). Hence, using the Chinese remainder
theorem (in particular, Corollary 2.22) the result follows.
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Note that vp(|F
×
qp |) = vp(q
p− 1) = v+1 and our complex orientation gives us a presentation
E0(BF×qp) ≃ E
0[[x]]/[pv+1](x). Further, Γ acts on E0(BF×qp) and hence also on the quotient
ring E0[[x]]/〈p〉([pv](x)). Write q : E0(BF×qp)→ E
0[[x]]/〈p〉([pv](x)) for the quotient map and
let α = q ◦ µ∗ : E0(BGLp(Fq))→ E0[[x]]/〈p〉([pv](x)).
Proposition 5.29. Suppose that vp(q − 1) = v > 0 and let α be as above. Then α lands in
the Γ-invariants of E0[[x]]/〈p〉([pv](x)) and the map
L⊗E0 E
0(BGLp(Fq)) −→
(
L⊗E0 E
0(BTp)
Σp
)
×
(
L⊗E0 (E
0[[x]]/〈p〉([pv](x)))Γ
)
is an isomorphism.
Proof. We will defer an explicit proof that α lands in the Γ-invariants until Chapter 6 al-
though it is implicit in the workings below. Using the generalised character isomorphism we
have a diagram
L⊗E0 E
0(B(Fqp)×)
∼ //

Map(Rep(Θ∗, (Fqp)×), L)

Map(Φ(pv+1), L)

L⊗E0 E
0(B(Fq)×)
∼ // Map(Rep(Θ∗, (Fq)×), L) Map(Φ(pv), L)
But
Map(Φ(pv+1), L) = Map(Φ(pv)
∐
Φ(pv+1) \ Φ(pv), L)
= Map(Φ(pv), L)×Map(Φ(pv+1) \ Φ(pv), L).
Thus, using the isomorphism of Lemma 5.28 we have
L⊗E0
E0[[x]]
〈p〉([pv](x))
= ker(L ⊗E0 E
0(B(Fqp)
×)→ L⊗E0 E
0(B(Fq)
×))
≃ ker(Map(Φ(pv+1), L)→ Map(Φ(pv), L))
= Map(Φ(pv+1) \ Φ(pv), L).
Finally, Proposition 5.25 gives
L⊗E0 E
0(BGLp(Fq)) //
≀

(
L⊗E0 E
0(BTp)
Σp
)
×
(
L⊗E0 (E
0[[x]]/〈p〉([pv](x)))Γ
)
≀

Map((Φp/Σp)
Γ, L)
∼ // Map((Φ(pv)p/Σp), L)×Map((Φ(pv+1) \ Φ(pv))/Γ, L)
and the result follows.
In Chapter 6 we will look at the maps of Proposition 5.29 again and see that there is a close
relationship between them even before applying the functor L ⊗E0 −. However, we will no
longer obtain a splitting; the relationship is more subtle.
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Chapter 6
The ring E0(BGLd(K))
In this chapter we examine the structure of the ring E0(BGLd(K)) for finite fields K of
characteristic different from p. We first consider the low dimensional case where d < p before
moving on to study the more complex situations that arise when d = p. Our main results will
assume that vp(|K|
×) > 0 so that we have a good understanding of the Sylow p-subgroups
of GLd(K) from Section 3.2.
6.1 Tanabe’s calculations
Let l be a prime different to p and q = lr for some r. Let Γ = Γq be the subgroup of
Gal(Fl/Fq) generated by Fq = F r, where F is the Frobenius homomorphism a 7→ al of
Section 2.1.4. Then Γ acts on GLd(Fl) component-wise and GLd(Fq) = GLd(Fl)Γ. We use
the following lemma.
Lemma 6.1. Let h be any cohomology theory. Let K act on a group G and H be a subgroup
of GK . Then the restriction map h∗(BG) → h∗(BH) factors through h∗(BG)K , where
h∗(BG)K denotes the coinvariants of the induced action, that is the quotient of h
∗(BG) by
the ideal {a− k∗a | a ∈ h∗(BG), k ∈ K}.
Proof. Let k ∈ K. Then the commuting diagram
G Hoo
~~ ~
~~
~~
~
G
k
OO
induces
h∗(BG) //
k∗

h∗(BH)
h∗(BG)
99ssssssssss
showing that a− k∗a is in the kernel of the restriction map h∗(BG)→ h∗(BH).
In his paper [Tan95], Tanabe proved the following result.
Proposition 6.2. K(n)∗(BGLd(Fq)) is concentrated in even degrees and restriction induces
an isomorphism K(n)∗(BGLd(Fl))Γ ≃ K(n)∗(BGLd(Fq)).
Thus we have K(n)∗(BGLd(Fq)) ≃ K(n)∗[[σ1, . . . , σd]]/(σ1 − (Fq)∗σ1, . . . , σd − (Fq)∗σd). In
fact, Tanabe’s result lifts to E-theory; that is, we will prove the following.
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Proposition 6.3. E∗(BGLd(Fq)) is concentrated in even degrees and is free and finitely
generated over E∗. Further, the restriction map induces an isomorphism
E∗(BGLd(Fl))Γ ≃ E
∗(BGLd(Fq)).
To prove this we need a number of intermediate results. Note first that, by Proposition
4.54 and the fact that K(n)∗(BGLd(Fq)) is concentrated in even degrees, E∗(BGLd(Fq))
is free over E∗ and concentrated in even degrees and, further, K∗(BGLd(Fq)) = K∗ ⊗E∗
E∗(BGLd(Fq)). Hence it suffices to prove the result in degree 0.
Lemma 6.4. K0 ⊗E0 E
0(BGLd(Fl))Γ = K0(BGLd(Fl))Γ.
Proof. Since E0(BGLd(Fl)) = E0[[σ1, . . . , σd]] = Zp[[u1, . . . , un−1, σ1, . . . , σd]] (by Corollary
4.82) it follows that K0(BGLd(Fl)) = K0 ⊗E0 E0(BGLd(Fl)) and we have a diagram
E0(BGLd(Fl))

// E0(BGLd(Fl))Γ

// E0(BGLd(Fq))

K0(BGLd(Fl)) //
)) ))TTT
TTT
TTT
TTT
TTT
K0 ⊗E0 E
0(BGLd(Fl))Γ //

K0(BGLd(Fq))
K0(BGLd(Fl))Γ
∼
55jjjjjjjjjjjjjjj
where the second row is reduction modulo (p, u1, . . . , un−1). Chasing the diagram we see that
the map E0(BGLd(Fl))Γ → K0(BGLd(Fl))Γ is surjective and, further, it is just reduction
modulo the ideal (p, u1, . . . , un−1); that is, K
0 ⊗E0 E
0(BGLd(Fl))Γ = K0(BGLd(Fl))Γ.
Lemma 6.5. The sequence p, u1, . . . , un−1 is regular on E
0(BGLd(Fl))Γ.
Proof. Write σ∗i for (Fq)
∗σi. Then, by [Tan95, Proposition 4.6], p, σ1 − σ∗1 , . . . , σd − σ
∗
d is a
regular sequence on
K̂(n)0(BGLd(Fl)) = Zp[[σ1, . . . , σd]] =
E0[[σ1 . . . , σd]]
(u1, . . . , un−1)
=
E0(BGLd(Fl))
(u1, . . . , un−1)
.
It follows that u1, . . . , un−1, p, σ1 − σ∗1 , . . . , σd − σ
∗
d is regular on E
0(BGLd(Fl)). But, since
E0(BGLd(Fl)) is a Noetherian ring, the corollary to Theorem 16.3 in [Mat89] tells us that
σ1 − σ∗1 , . . . , σd − σ
∗
d , p, u1, . . . , un−1 is also regular. Hence p, u1, . . . , un−1 is regular on
E0(BGLd(Fl))/(σ1 − σ∗1 , . . . , σd − σ
∗
d) = E
0(BGLd(Fl))Γ.
Lemma 6.6. E0(BGLd(Fl))Γ is finitely generated over E0.
Proof. Since E0(BGLd(Fl)) = Zp[[u1, . . . , un−1, σ1, . . . , σd]] has Krull dimension d+ n it fol-
lows that E0(BGLd(Fl))Γ/(p, u1, . . . , un−1) = K0(BGLd(Fl))Γ has Krull dimension 0. Thus,
using Lemma 2.15, we see that K0(BGLd(Fl))Γ is finite-dimensional over Fp. Thus, an ap-
plication of Lemma 2.16 shows that E0(BGLd(Fl))Γ is finitely generated over E0.
Proof of Proposition 6.3. Since p, u1, . . . , un−1 is regular on the finitely generated E
0-module
E0(BGLd(Fl))Γ an application of Lemma 2.14 shows that E0(BGLd(Fl))Γ is free over E0.
Thus the map E0(BGLd(Fl))Γ → E0(BGLd(Fl)) is a map of finitely generated free E0-
modules which becomes an isomorphism modulo (p, u1, . . . , un−1). Hence, from Proposition
2.12, the map is surjective. But a surjective map of free modules of the same rank must be
an isomorphism, and we are done.
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6.2 The restriction map E0(BGLd(K))→ E0(BTd)
Recall that Td ≃ (K×)d denotes the maximal torus of GLd(K) and that there is a restriction
map E0(BGLd(K)) → E0(BTd)Σd . This map plays a large part in our later calculations
and we show now that, for all d and K, it is surjective. Put v = vp(|K|
×). Then using our
complex orientation we have an identification
E0(BTd) ≃ E
0[[x1, . . . , xd]]/([p
v](x1), . . . , [p
v](xd)).
Note that Td naturally sits inside T d ≃ (K
×
)d ⊆ GLd(K). We need a couple of definitions.
Definition 6.7. Let M be a finitely generated free R-module and G a (finite) group acting
on M . Then we call M a permutation module for G if there is a basis for M over R such
that the action of G permutes the basis.
Lemma 6.8. Let M and G be as above and let S be a basis for M closed under the action
of G. For s ∈ S write
sG =
∑
s′∈orbG(s)
s′.
Then the set {sG | s ∈ S} is a basis for MG.
Proof. Let m =
∑
s∈Smss ∈M
G. Then, for g ∈ G, we get g.
∑
s∈Smss =
∑
s∈Smss so that∑
s∈Sms(g.s) =
∑
s∈Smss. Thus, using the fact that G permutes S, we have mg.s = ms for
all s. Hence ms′ = ms for all s
′ ∈ orbG(s). It follows that m is an R-linear sum of the sG’s.
That these are linearly independent follows easily from the fact that S was a basis.
The basis introduced above for MG is known as the basis of orbit sums, for obvious reasons.
Lemma 6.9. Let Σd act on Td and T d by permuting the coordinates. Then restriction
induces a surjective map E0(BT d)
Σd → E0(BTd)Σd .
Proof. Firstly, since the restriction map E0(BT d)→ E0(BTd) is Σd-equivariant it induces a
map of the Σd-invariants. We have identifications E
0(BT d) ≃ E0[[x1, . . . , xd]] and E0(BTd) ≃
E0[[x1, . . . , xd]]/([p
v](xi)) with restriction being just the obvious quotient map. Using Corol-
lary 4.28, E0[[x1, . . . , xd]]/([p
v](xi)) has basis S = {x
α1
1 . . . x
αd
d | 0 ≤ αk < p
nv} over E0
and is a permutation module for Σd. Thus we can take the basis of orbit sums for the
Σd-invariants. It is easy to see that any such basis element can be lifted to a Σd-invariant
element of E0(BT d) under our map and we are done.
Proposition 6.10. The restriction map E0(BGLd(K))→ E0(BTd)Σd is surjective.
Proof. Using Corollary 4.82, a system of inclusions induces the diagram
E0(BT d)
Σd

E0(BGLd(K))
∼oo

E0(Td)
Σd E0(BGLd(K))oo
showing that the composition E0(BGLd(K)) → E0(BTd)Σd is surjective and hence that
E0(BGLd(K))→ E0(BTd)Σd is also surjective.
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6.3 Low dimensions
Here we deal with the case where d < p. As usual, we let q = lr be a power of a prime
different to p and let Td denote the maximal torus of GLd(Fq). Our main theorem in this
case is as follows.
Theorem B. If d < p and vp(q − 1) = v > 0 then the restriction map E0(BGLd(Fq)) →
E0(BTd) induces an isomorphism E
0(BGLd(Fq)) ≃ E0(BTd)Σd .
Proof. By Proposition 3.12, Td is a Sylow p-subgroup of GLd(Fq) and it follows that the map
E0(BGLd(Fq)) → E0(BTd)Σd is injective. Further, the image is the whole of E0(BTd)Σd
by Proposition 6.10.
Corollary 6.11. With the hypotheses of Theorem B we have a presentation
E0(BGLd(Fq)) ≃
(
E0[[x1, . . . , xd]]
([pv](x1), . . . , [pv](xd))
)Σd
where res
GLd(K)
Td
(xi) = eulerl(Td
πi−→ F×q ֌ Fl) and, as E
0-modules,
E0(BGLd(Fq)) ≃ E
0{σα11 . . . σ
αd
d | 0 ≤ α1 + . . .+ αd < p
nv}
where σi is the i
th elementary symmetric function in x1, . . . , xn.
Proof. The first statement follows from the corresponding presentation of E0(BTd)
Σd . The
E0-basis is an application of Proposition 2.9.
Before we move on to the higher dimensional cases we note that, by the work of Strickland
in [Str00], both of E0(BGLd(Fq)) and K0(BGLd(Fq)) have duality over their respective
coefficient rings in the sense of Section 2.1.11. In fact we can verify the latter claim directly.
Lemma 6.12. Let N ∈ N and write A = Fp[[x1, . . . , xd]]/(xN1 , . . . , x
N
d ). Then, taking the
standard basis for A, the map A → Fp given by
∑
α kαx
α 7−→ kN−1,...,N−1 is a Frobenius
form on A.
Proof. Note first that
soc(A) = annA(m) = annA(x1, . . . , xd) = ((x1 . . . xd)
N−1) = Fp.(x1 . . . xd)
N−1.
As in the proof of Proposition 2.27, it follows that A has duality over Fp and that the given
map is indeed a Frobenius form on A.
Corollary 6.13. For any N ∈ N, the Fp-algebra
(
Fp[[x1, . . . , xd]]/(xN1 , . . . , x
N
d )
)Σd has du-
ality over Fp.
Proof. Apply Proposition 2.28 with A being the Fp-algebra Fp[[x1, . . . , xd]]/(xN1 , . . . , x
N
d ) and
G = Σd, noting that A has Fp-basis {x
α1
1 . . . x
αd
d | 0 ≤ α1, . . . , αd < N} and that the map
A→ Fp given by
∑
α kαx
α 7−→ kN−1,...,N−1 is a Frobenius form on A.
Corollary 6.14. With the hypotheses of Theorem B the algebra K0(BGLd(K)) has duality
over K0 = Fp.
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Proof. By Proposition 4.55 we have K0(BGLd(K)) = K
0 ⊗E0 E
0(BGLd(K)). Since [p
v](x)
is a unit multiple of xp
nv
modulo (p, u1, . . . , un) we find that
K0(BGLd(K)) = Fp[[x1, . . . , xd]]/(x
pnv
1 , . . . , x
pnv
d ).
Applying the preceding proposition then gives the result.
Remark 6.15. The case where vp(q − 1) = 0 seems to be quite complicated. However, by
Proposition 3.14, we have identified a Sylow p-subgroup P of GLd(K) and it follows that the
restriction map E0(BGLd(K)) → E0(BP ) is injective. It remains to identify the image of
the map, although this will be easier said than done.
6.4 Dimension p
As usual, let q = lr be a power of a prime l different to p and suppose that vp(q−1) = v > 0.
We aim to get a handle on E0(BGLp(Fq)) by consideration of two comparison maps to more
easily understandable rings. As for the low-dimensional case we have the inclusion of the
maximal torus T = Tp which induces a map to one of these rings, although unlike for the
lower dimensional case this will no longer be an isomorphism. For the other, choosing a basis
of F×qp over Fq leads to an embedding µ : F
×
qp → GLp(Fq) and we use this to define our second
map. It is the interplay between these two maps that will give us the structure theorem in
this case.
For the remainder of this section, we will let β : E0(BGLp(Fq)) → E0(BT )Σp denote the
surjective restriction map of Section 6.2. As in Section 5.2.2, writing x = eulerl(F
×
qp ֌
F
×
l ) we get E
0(BF×qp) ≃ E
0[[x]]/[pv+1](x) and hence a quotient map q : E0(BF×qp) →
E0[[x]]/〈p〉([pv](x)) and we denote the target ring here by D. We then let α = q ◦ µ∗ :
E0(BGLp(Fq))→ D. Note that Γ = Gal(Fqp/Fq) acts on E0(BF
×
qp) and hence also on D.
Lemma 6.16. The map E0(BGLp(Fq)) → E0(BF
×
qp) lands in the Γ-invariants. Hence the
image of α is contained in DΓ.
Proof. Let k ∈ F×qp . Then the Fq-linear isomorphism Fq fits into the diagram
Fqp
×k //
Fq ≀

Fqp
Fq≀

Fqp
×kq
// Fqp .
Hence, with our chosen basis for Fqp over Fq, there is an Fq ∈ GLp(Fq) corresponding to the
Frobenius map and the diagram
F×qp // //
Fq

GLp(Fq)
conjFq

F×qp // // GLp(Fq)
commutes. On passing to cohomology, conj∗Fq is just the identity map so that the map
E0(BGLp(Fq))→ E0(BF
×
qp) lands in the Γ-invariants. The result follows.
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We now state our main theorem in this case.
Theorem C. Let q = lr be a power of a prime l different to p and suppose that vp(q − 1) =
v > 0. Then there are jointly injective E0-algebra epimorphisms
E0(BGLp(Fq))
β
wwwwnnn
nnn
nnn
nnn α
&& &&LL
LL
LL
LL
LL
L
E0(BT )Σp DΓ
which induce a rational isomorphism
Q⊗ E0(BGLp(Fq))
∼
−→ (Q⊗ E0(BT )Σp)× (Q⊗DΓ).
Further, both ker(α) and ker(β) are E0-module summands in E0(BGLp(Fq)) and the latter
is principal. Finally, we have ker(α) = ann(ker(β)) and ker(β) = ann(ker(α)).
The rest of this chapter is devoted to proving this result.
6.4.1 A cyclic p-subgroup of maximal order
Recall that we defined α : E0(BGLp(Fq))→ D as the composite of the restriction under some
embedding F×qp → GLp(Fq) and a quotient map. For convenience, we choose the embedding
a little more carefully to allow us easier analysis of the structure.
Recall, from Section 2.1.4, that we have a fixed embedding F
×
l → S
1 and this gives us an
isomorphism of groups Z/p∞
∼
−→ {a ∈ F
×
l |a
ps = 1 for some s}. Hence, for each s ≥ 1, we
have canonical generators, as say, for the cyclic subgroups Cps compatible in the sense that
aps+1 = as.
As in Section 3.3, we let γ = γp denote the standard p-cycle (1 . . . p) ∈ Σp and put
a = γ(av, 1, . . . , 1) ∈ Σp ≀ F
×
q ⊆ GLp(Fq).
We then let A = 〈a〉 be the subgroup of GLp(Fq) generated by a. Note that ap = (av, . . . , av)
so that ap
v+1
= 1 and A is cyclic of order pv+1.
Now, from Proposition 3.22, A is a maximal abelian p-subgroup of GLp(Fq) and any other
cyclic subgroup of order pv+1 is GLp(Fq)-conjugate to A. In particular, A is conjugate to
the p-part of F×qp ≃ Cpv+1 . That is, there exists g ∈ GLp(Fq) such that gAg
−1 ⊆ F×qp . But
then, by post composing our chosen embedding F×qp → GLp(Fq) by conjg−1 , we get a new
embedding such that A is precisely the p-part of F×qp . Thus we can assume that our original
embedding was such that A ⊆ F×qp and hence we can identify E
0(BF×qp) with E
0(BA). Thus
the map α can be viewed as the composition GLp(Fq) → E0(BA) ≃ E0[[x]]/[pv+1](x) → D,
where x = eulerl(A֌ F
×
qp ֌ (Fl)
×).
6.4.2 The ring DΓ
We defined D = E0[[x]]/〈p〉([pv](x)) as a quotient ring of E0(BF×qp) in the previous section
and noted that it inherited an action of Γ = 〈Fq〉 = Gal(Fqp/Fq) ≃ Cp. Our first step is to
understand how this action works.
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Lemma 6.17. The action of Γ on D is given by Fq.x = [q](x).
Proof. Using the embedding F
×
l ֌ S
1 we get a diagram
F×qp //
≀Fq

S1

z_

F×qp // S1 zq.
On passing to cohomology the result follows.
To progress, we record a couple of results concerning norm maps. Let R →֒ S be an extension
of rings and suppose that S is finitely generated and free over R of rank n. The norm map,
NS/R : S → R, is defined by NS/R(s) = det(µs) where µs : S → S is multiplication by s.
Lemma 6.18. Let R →֒ S be an extension of rings and suppose that S is finitely generated
and free over R of rank n. Then NS/R(s) is divisible by s for all s ∈ S.
Proof. After choosing a basis for S over R let χs(t) = det(µs − tI) so that χs(t) = tn +
an−1t
n−1 + . . . + a0 with ai ∈ R for each i. By the Cayley-Hamilton theorem we have
µns + an−1µs
n−1 + . . .+ a0 = 0 and hence s
n + an−1s
n−1 + . . .+ a0 = 0. Since a0 = χs(0) =
det(µs) = NS/R(s) we see that s|NS/R(s), as required.
Recall that any integral domain R has a field of fractions which we denote by Q(R).
Lemma 6.19. Let R →֒ S be an extension of integral domains and suppose that S is finitely
generated and free over R of rank n. Let 0 6= s ∈ S and suppose that NS/R(s) = 0. Then
s = 0.
Proof. Choose a basis for S over R and let µs : S → S be multiplication by s, so that we
can view µs as an n × n matrix over R. Then det(µs) = NS/R(s) = 0 so, by linear algebra
over Q(R), there is a non-trivial u = (u1, . . . , un) ∈ Q(R)n with µs.u = 0. Write ui = vi/wi
for some vi, wi ∈ R with wi 6= 0. Put w =
∏
i wi 6= 0 and u˜ = wu. Then 0 6= u˜ ∈ R
n and
µs.u˜ = wµs.u = 0. That is, there is a non-zero element u˜ ∈ S such that su˜ = µs(u˜) = 0.
Hence, since S is an integral domain, s = 0.
Proposition 6.20. Let R →֒ S be an extension of integral domains and suppose that S is
finitely generated and free over R. Then Q(S) = Q(R)⊗R S.
Proof. Let φ : Q(R) ⊗R S → Q(S) be the ring map φ(k ⊗ s) = ks. We show that φ is an
isomorphism. For injectivity, take a =
∑
i(bi ⊗ ci/di) ∈ ker(φ) with bi ∈ S and ci, di ∈ R
with di 6= 0. Put d =
∏
i di (necessarily non-zero) and d¯i =
∏
j 6=i dj . Then we have
a =
∑
i(bi ⊗ cid¯i/d) =
∑
i(bicid¯i ⊗ 1/d) and so, since φ(a) = 0, we get (
∑
i bicid¯i)/d = 0 in
Q(S). Thus, we see
∑
i bicid¯i = 0 and a = (
∑
i bicid¯i)⊗ 1/d = 0, as required.
To show that φ is surjective, take a/b ∈ Q(S) and let c = NS/R(b) ∈ R. Since b 6= 0 we see
from Lemma 6.19 that c 6= 0 so 1/c exists in Q(R). By Lemma 6.18 we have c = b.b¯ for some
b¯ ∈ S and then a/b = ab¯/c = φ(1/c⊗ ab¯). Hence φ is an isomorphism, as claimed.
We now have the tools we need to study the rings D and DΓ and, in particular, their module
structures over E0.
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Definition 6.21. We will let N = (pn(v+1) − pnv)/p and define y =
∏p−1
k=0[1 + kp
v](x) ∈ D.
We also let g(x) = gv+1(x)/gv(x) be the Weierstrass polynomial of degree Np which is a unit
multiple of 〈p〉([pv](x)) in E0[[x]]. Note that D = E0[[x]]/g(x).
Lemma 6.22. With the notation above, g(x) is monic and irreducible over E0.
Proof. By definition g(x) is monic. Note that g(x) ∼ [pv+1](x)/[pv](x) = 〈p〉([pv](x)) so
that g(0) ∼ p, say g(0) = ap for some unit a ∈ (E0)×. Then, since g(x) = xNp modulo
(p, u1, . . . , un−1), an application of Eisenstein’s criterion ([Mat89, p228]) shows that g(x) is
irreducible over E0.
Corollary 6.23. D is an integral domain and is free of rank Np over E0.
Proof. The first result is immediate since D = E0[[x]]/g(x) and the second is an application
of the Weierstrass preparation theorem.
Lemma 6.24. D is free over E0 with basis S = {xiyj | 0 ≤ i < p, 0 ≤ j < N}.
Proof. We first show that S generates D over E0. Working modulo (p, u1, . . . , un−1) we
have gv+1(x) = x
n(v+1) and gv(x) = x
nv so that g(x) = xn(v+1)−nv = xNp. Hence
D/(p, u1, . . . , un−1) = Fp[[x]]/xNp = Fp{1, x, . . . , xNp−1} as an Fp-vector space. Now, since
y =
∏p−1
k=0[1 + kp
v](x) =
∏p−1
k=0 ((1 + kp
v)x +O(2)) we find that, mod (p, u1, . . . , un−1), we
have y = xp+O(p+1). It follows easily that {xiyj | 0 ≤ i < p, 0 ≤ j < N} is also a basis for
D/(p, u1, . . . , un−1). Applying Lemma 2.16 gives us a generating set S for D over E
0. But
D is free over E0 of rank Np = |S| so that S is a basis for D.
Lemma 6.25. Let y′ =
∏
γ∈Γ γ.x ∈ D
Γ. Then y = y′ and, in particular, y is Γ-invariant.
Proof. Since Γ = 〈Fq〉 is cyclic of order p we find that y′ =
∏p−1
k=0[q
k](x). But, by assumption,
q = 1 + apv for some a not divisible by p and it follows that q generates the subgroup
1 + pvZ/pv+1 ⊆ (Z/pv+1)×. Thus y′ =
∏p−1
k=0[1 + kp
v](x) = y.
We now aim to understand DΓ. We already know that y ∈ DΓ.
Lemma 6.26. Γ acts on Q(D) by γ.
a
b
=
γ.a
γ.b
and Q(D)Γ = Q(DΓ).
Proof. It is clear that we have an inclusion Q(DΓ) →֒ Q(D) which lands in the Γ-invariants.
It remains to show that the map is surjective. Using Proposition 6.20 we have Q(D) =
Q(DΓ) ⊗DΓ D. Take any
ac
b =
a
b ⊗ c ∈ Q(D)
Γ ⊗DΓ D, where a, b ∈ D
Γ and c ∈ D. Then,
for all γ ∈ Γ we have γ.acb =
ac
b so that
aγ.c
b =
ac
b whereby γ.c = c. Thus c ∈ D
Γ and
ac
b ∈ Q(D
Γ).
Lemma 6.27. Q(D) has dimension p over Q(DΓ).
Proof. We can embed Γ֌ Gal(Q(D)/Q(E0)) and so, by Galois theory, Q(D) has dimension
|Γ| = p over Q(D)Γ = Q(DΓ).
Proposition 6.28. D is free over DΓ with basis {1, x, . . . , xp−1}.
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Proof. By Lemma 6.24 we know that S = {xiyj | 0 ≤ i < p, 0 ≤ j < N} generates D over
E0. Since y ∈ DΓ we find that the map DΓ{1, x, . . . , xp−1} → D is surjective. Applying
the functor Q(DΓ) ⊗DΓ − we get a map Q(D
Γ){1, x, . . . , xp−1} → Q(D) which, by right
exactness, is also surjective. But, by Lemma 6.27, both source and target are Q(DΓ)-vector
spaces of dimension p and therefore the map is an isomorphism. Consider the diagram
DΓ{1, x, . . . , xp−1} // //

D

Q(DΓ){1, x, . . . , xp−1}
∼ // Q(D).
Since DΓ is an integral domain, the left-hand map is injective. Thus we see that the map
DΓ{1, x, . . . , xp−1} → D is also injective and hence is an isomorphism.
Proposition 6.29. DΓ is free over E0 with basis {1, y, . . . , yN−1} and there is a polynomial
h(t) ∈ E0[t] of degree N such that DΓ = E0[[y]]/h(y).
Proof. For the first claim, note that we have a map E0{1, y, . . . , yN−1} → DΓ and the
diagram
(E0{1, y, . . . , yN−1}){1, x, . . . , xp−1} //
≀

DΓ{1, x, . . . , xp−1}
≀

E0{S}
∼ // D
shows that it must be an isomorphism. For the second claim, write yN =
∑
i aiy
i for unique
ai ∈ E0; then the polynomial h(y) = yN −
∑
i aiy
i does the job.
Lemma 6.30. DΓ/(y, u1, . . . , un−1) is a one dimensional vector space over Fp.
Proof. The isomorphism of DΓ-modules DΓ{1, x, . . . , xp−1}
∼
−→ D induces a module isomor-
phism DΓ/(y, u1, . . . , un−1){1, x, . . . , xp−1}
∼
−→ D/(y, u1, . . . , un−1). But q is coprime to p
and so y =
∏p−1
k=0[q
k](x) is a unit multiple of
∏p−1
k=0 x = x
p in D. Hence D/(y, u1, . . . , un−1) =
D/(xp, u1, . . . , un−1). It then follows that
xp−1D/(y, u1, . . . , un−1) = x
p−1D/(xp, u1, . . . , un−1) ≃ D
Γ/(y, u1, . . . , un−1)
so that DΓ/(y, u1, . . . , un−1){1, x, . . . , x
p−2} ≃ D/(xp−1, u1, . . . , un−1). We can continue in
this way to see that DΓ ≃ D/(x, u1, . . . , un−1). But g(x) = p mod x whereby
DΓ/(y, u1, . . . , un−1) ≃ D/(x, u1, . . . , un−1) = E
0[[x]]/(x, p, u1, . . . , un−1) ≃ Fp.
Proposition 6.31. DΓ is a regular local ring and y, u1, . . . , un−1 a system of parameters.
Proof. As DΓ is finitely generated over E0 it follows that the Krull dimension of DΓ is equal
to the Krull dimension of E0, namely n. Thus, since the maximal ideal of DΓ is generated by
y, u1, . . . , un−1 it follows that embdim(D
Γ) ≤ n and hence that DΓ is a regular local ring.
Proposition 6.32. The map α : E0(BGLp(Fq)) → DΓ sends σi to the ith elementary
symmetric function in x, [q](x), . . . , [qp−1](x). Further, α is surjective.
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Proof. Recall that an application of Lemma 5.17 gives us the isomorphism of Fl-vector spaces
ψ : Fl ⊗Fq Fqp
∼
−→ F
p
l , a ⊗ b 7→ (ab, ab
q, . . . , abq
p−1
). Thus there is g = gψ ∈ GLp(Fl) such
that
F×qp

// GLp(Fl)
conjg

(F
×
l )
p // GLp(Fl)
commutes, where the left hand map is a 7→ (a, aq, . . . , aq
p−1
). Passing to cohomology gives a
commutative diagram
E0(BGLp(Fl)) //
''PP
PPP
PPP
PP
PP
E0(BF×qp) // DΓ
E0(B(F
×
l )
p)
OO
E0[[x1, . . . , xp]]
∼oo
where the map E0(B(F
×
l )
p)→ E0(BF×qp) sends xi to [q
i−1](x). Remembering that
E0(BGLp(Fl)) ≃ E
0(BT )Σp = E0[[σ1, . . . , σp]]
we see that α(σi) is the i
th elementary symmetric function in x, [q](x), . . . , [qp−1](x); in
particular, α(σp) = y. Since y generates D
Γ, we are done.
6.4.3 An important subgroup
Recall that, from Section 3.2, there is a subgroup N = Np = Σp ≀ F×q of GLp(Fq). The
cohomology of wreath products is fairly well understood (see [Nak61]); we will use methods
similar to those of [Hun90] to calculate E0(BN). The structure of such rings is usually
expressed in terms of standard euler classes, but we get analogous results with our l-euler
classes. We begin with a couple of standard results from group cohomology.
Lemma 6.33 (Shapiro’s lemma). Let R be a ring and H be a subgroup of G. Then
H∗(G;R[G/H ]) = H∗(H ;R), where R is a trivial H-module.
Proof. This is [Wei94, 6.3.2] with A = R.
Lemma 6.34. Let G be a finite group and M a G-module. Then |G|.Hi(G;M) = 0 for all
i > 0. In particular, if multiplication by |G| is an isomorphism M →M then Hi(G;M) = 0.
Proof. This is [Wei94, Theorem 6.5.8].
Lemma 6.35. Let S be a set and let Σp act on S
p in the usual way. If s ∈ Sp then either
s ∈ (Sp)Σp = ∆(S) or p divides |orbΣp(s)|.
Proof. Let H be a subgroup of Σp and suppose that s is fixed by H . If p divides the order of
H then H contains a cyclic subgroup of order p necessarily generated by a p-cycle, σ say. But
σ acts transitively on Sp so that we must have s = (s1, . . . , s1) ∈ ∆(S). Thus, for s ∈ Sp,
either s ∈ ∆(S) or stabΣp(s) = H for some subgroup H ⊆ Σp with order not divisible by p.
The result follows.
Lemma 6.36. We have H∗(Σp;Zp) ≃ Zp[[z]]/pz for a class z in degree 2p− 2.
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Proof. As in Proposition 4.83, H∗(BΣp;Zp) ≃ H∗(BCp;Zp)Aut(Cp), where H∗(BCp;Zp) ≃
Zp[[x]]/px with x in degree 2 and Aut(Cp) ≃ (Z/p)× acting by k.x = kx. Thus we have
H∗(BΣp;Zp) = (Zp[[x]]/px)Aut(Cp) = Zp[[z]]/pz where z =
∏
k∈(Z/p)×(kx) = −x
p−1. Using
general theory (see, for example, [Wei94]) we identify H∗(BΣp;Zp) with H∗(Σp;Zp) and the
result follows.
Lemma 6.37. There are sets B′ and T such that
H∗(BΣp;E
0(B(F×q )
p)) ≃ E0{B′}Σp ⊕ (E0[[z]]/pz){T },
where z is in degree 2p− 2.
Proof. As before, we can identify the ring H∗(BΣp;E
0(B(F×q )
p)) with the group cohomology
H∗(Σp;E
0(B(F×q )
p)). We let B = {xα11 . . . x
αp
p | 0 ≤ α1, . . . , αp < pnv} ⊆ E0(B(F×q )
p) and
note that E0(B(F×q )
p) = E0{B} so that we can apply Lemma 6.35 to get B = T ∪B′, where
T = BΣp = {xα1 . . . x
α
p | 0 ≤ α < p
nv} and B′ is a disjoint union of orbits of size divisible by
p.
Now, each orbit in B′ is of the form Σp/H for some H with order not divisible by p, and
H∗(Σp;E
0[Σp/H ]) ≃ H∗(H ;E0) by Lemma 6.33. But, since |H | is invertible in E0, we find
that Hi(Σp;E
0[Σp/H ]) = 0 for all i > 0. Hence H
i(Σp;E
0{B′}) = 0 for all i > 0. Further,
H0(Σp;E
0{B′}) = E0{B′}Σp .
We now see that H∗(Σp;E
0{B}) = H∗(Σp;E0{B′}) ⊕ H∗(Σp;E0{T }), where the latter
summand is just H∗(Σp;Zp)⊗Zp E
0{T }; that is,
H∗(BΣp;E
0(B(F×q )
p) ≃ E0{B′}Σp ⊕ (E0[[z]]/pz){T },
where z is in degree 2p− 2.
We are now in a position to establish the cohomology of N = Σp ≀ F×q . Note first that the
projection N → Σp makes E∗(BN) into a E∗(BΣp)-module. Recall, from Section 4.3.6, that
the embedding Cp ֌ S
1 gives a class w ∈ E0(BCp) such that E0(BCp) = E0[[w]]/[p](w) and
E0(BΣp) ≃ E0(BCp)Aut(Cp) ≃ E0[[d]]/df(d) where d = −wp−1 and f(d) = 〈p〉(w).
Lemma 6.38. In E0(BΣp) = E
0[[d]]/df(d) we have pd ∈ (d2).
Proof. Since df(d) = 0 and f(0) = p, we find pd = f(0)d = f(d)d − f(0)d = (f(d) − f(0))d
which is divisible by d2, as claimed.
Proposition 6.39. Let J = {α ∈ Np | 0 ≤ α1 ≤ . . . ≤ αp < pnv and α1 < αp} . Then there
is an isomorphism of E0(BΣp)-modules
E0(BN) ≃ E0(BΣp){c
i
p | 0 ≤ i < p
nv} ⊕ (E0(BΣp)/d){bα | α ∈ J}
where cp = eulerl(N →֒ GLp(Fq) →֒ GLp(Fl)) and bα = tr
N
(F×q )p
(xα11 . . . x
αp
p ).
Proof. First note that in E0(BN),
d.bα = d.tr
N
(F×q )p
(xα11 . . . x
αp
p ) = tr
N
(F×q )p
(resN
(F×q )p
(d)xα11 . . . x
αp
p ) = 0
since the composite (F×q )
p → N → Σp is zero. Thus, writing
R = E0(BΣp){c
i
p | 0 ≤ i < p
nv} ⊕ (E0(BΣp)/d){bα | α ∈ J}
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there is an evident (well defined) map of E0(BΣp)-modules φ : R→ E0(BN). We introduce
a filtration on R by
F 0R = R,
F 1R = . . . = F 2p−2R = Rd,
F 2p−1R = . . . = F 4p−4R = Rd2, . . . .
Then
F k(2p−2)R
F (k+1)(2p−2)R
≃ (Rdk/Rdk+1) =
{
E0{cip | 0 ≤ i < p
nv} ⊕ E0{bα | α ∈ J} for k = 0
(E0/p){cip | 0 ≤ i < p
nv}dk for k > 0.
We use the spectral sequence H∗(BΣp;E
∗(B(F×q )
p))⇒ E∗(BN) associated to the fibration
B(F×q )
p → BN → BΣp. By Lemma 6.37, H∗(Σp;E∗(B(F×q )
p)) is in even degrees and the
spectral sequence collapses. Thus, we have a filtration E0(BN) = F0 > F2p−2 > F4p−4 > . . .
with Fk(2p−2)/F(k+1)(2p−2) = E
k(2p−2),0
∞ ; that is,
Fk(2p−2)/F(k+1)(2p−2) =
{
E0{T } ⊕ E0{B′}Σp for k = 0
(E0/p){T }zk for k > 0.
It remains to show that φ induces an isomorphism
F k(2p−2)R
F (k+1)(2p−2)R
≃
Fk(2p−2)
F(k+1)(2p−2)
for all k since, if so, an application of the five-lemma ([Hat02, p129]) gives an isomorphism
F 0R
F k(2p−2)R
≃
F0
Fk(2p−2)
and, on taking limits, an isomorphism R = F 0R ≃ F0 = E0(BN).
Firstly note that the map E0(BN) → F0/F2p−2 = E0{T } ⊕ E0{B′}Σp ⊆ E0(B(F×q )
p) is
just the restriction map (see, for example, [McC01]). An application of the double coset
formula shows that res N
(F×q )p
(bα) =
∑
σ∈Σp
σ.xα11 . . . x
αp
p so that the images of bα (α ∈ J) are
precisely the basis elements of E0{B′}Σp , where the latter is given the basis of orbit sums.
Further, the restriction of the l-euler class cp to E
0(B(F×q )
p) is just x1 . . . xp, so that the
classes cip (0 ≤ i < p
nv) give precisely the set T . Similarly, the class dkcjp ∈ Fk(2p−2) lifts
(x1 . . . xp)
jzk ∈ Fk(2p−2)/F(k+1)(2p−2). The result follows.
6.4.4 Summary of notation
We summarise the notation for the generators that will be used to study E0(BGLp(Fq)).
• We have v = vp(q − 1) which is assumed to be positive.
• We let T denote the maximal torus of GLp(Fq) and have
E0(BT ) = E0[[x1 . . . , xp]]/([p
v](x1), . . . , [p
v](xp)).
We write β for the surjective restriction map E0(BGLp(Fq))→ E0(BT )Σp .
• We let ∆ denote the diagonal subgroup of T and write E0(B∆) = E0[[x]]/[pv](x), where
x = eulerl(∆ ≃ F×q ֌ (Fl)
×). We also let ∆p denote the p-part of ∆.
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• We let A be the maximal cyclic p-subgroup of GLp(Fq) of Section 6.4.1 and, remem-
bering that we can view A as a subgroup of F×q , we have E
0(BA) ≃ E0[[x]]/[pv+1](x)
where x = eulerl(A ֌ F
×
qp ֌ (Fl)
×). Note that this notation is consistent with that
of E0(B∆) = E0(B∆p) since ∆p sits inside A in a compatible way. We write D for the
quotient ring E0(BA)/〈p〉([pv ](x)) and α for the surjective map E0(BGLp(Fq))→ DΓ.
• We let Cp denote the cyclic subgroup of order p. Using the embedding (Fl)× ֌ S1
we get an embedding Cp ֌ (Fl)× and we write E0(BCp) = E0[[w]]/[p](w), where
w = eulerl(Cp ֌ (Fl)×).
• We write E0(BΣp) = E0[[d]]/df(d) as in Proposition 4.88, where the restriction of d to
E0(BCp) is −wp−1 and f(d) restricts to 〈p〉(w).
• As in the previous section, we write N = Σp ≀ F×q and have
E0(BN) ≃ E0(BΣp){c
i
p | 0 ≤ i < p
nv} ⊕ E0{bα | α ∈ J}
where cp = eulerl(N →֒ GLp(Fq) →֒ GLp(Fl)), bα = tr
N
(F×q )p
(xα11 . . . x
αp
p ) and
J = {α ∈ Np | 0 ≤ α1 ≤ . . . ≤ αp < p
nv and α1 < αp} .
Recall the results of Section 3.3, namely that every p-subgroup of N is subconjugate to one
of A, Σp ×∆ or T . We begin with the diagram of inclusions below.
GLp(Fq)
N
OO
T
;;vvvvvvvvvv
;;
Σp ×∆
OO
A
ccHHHHHHHHHH
cc
∆p
ccGGGGGGGGGG
OO ;;wwwwwwwwww
Applying the functor E0(B−) we get the following diagram.
E0(BGLp(Fq))


β

E0(BN)
ψ3
**UUU
UUU
UUU
UUU
UUU
UUU
ψ2

ψ1
ttiiii
iii
iii
iii
iii
iii
E0(BT ) E0(BΣp)⊗E0 E
0(B∆) E0(BA)
E0[[x1 . . . xp]]
([pv](x1), . . . , [pv](xp))
((RR
RRR
RRR
RRR
RR
E0[[d, x]]
(df(d), [pv](x))

E0[[x]]
[pv+1](x)
vvlll
lll
lll
lll
l
E0(B∆p) =
E0[[x]]
[pv](x)
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Proposition 6.40. The maps ψ1, ψ2 and ψ3 shown above are jointly injective.
Proof. This follows from Section 3.3 and Corollary 4.72: any abelian p-subgroup of N is
subconjugate to one of T , A and Σp ×∆.
Hence we should be able to get a good understanding of the multiplicative structure of
E0(BN) by studying the maps ψ1, ψ2 and ψ3. As well as looking at the usual generators of
E0(BN), we will be particularly interested in a class t defined below.
Proposition 6.41. There is a unique class t ∈ E0(BGLp(Fl)) which restricts to
∏
i[p
v](xi)
in E0(B(F
×
l )
p) ≃ E0[[x1, . . . , xp]]. Further, writing t for the restriction of this class to
E0(BGLp(Fq)), we find that t ∈ ker(β).
Proof. By the results of Tanabe we have E0(BGLp(Fl)) = E0(B(F
×
l )
p)Σp , where Σp acts by
permuting the xi, and it is clear that
∏
i[p
v](xi) is Σp-invariant. For the second claim, the
commutative diagram
E0(BGLp(Fl)) //

E0(B(F
×
l )
p)

E0[[x1, . . . , xp]]

E0(BGLp(Fq)) // E0(BT )
E0[[x1, . . . , xp]]
([pv](x1), . . . , [pv](xp))
shows that β(t) =
∏
i[p
v](xi) = 0 in E
0(BT ).
For the remainder of this chapter we will write I for the ideal of E0(BGLp(Fq)) generated
by t. Then, by the previous result, we have I ⊆ ker(β). Later we will find that I = ker(β);
that is, ker(β) is a principal ideal generated by t.
The following proposition shows the images of the key elements of E0(BN) under each of
the maps ψ1, ψ2 and ψ3 and will be proved in the subsequent section.
Proposition 6.42. With the notation above, the following table shows the images of the
classes d, cp, bα (α ∈ J) and t of E
0(BN) under the maps ψ1, ψ2 and ψ3.
Map / target d cp bα (α ∈ J) t
ψ1 / E0(BT ) 0 x1 . . . xp
∑
σ∈Σp
σ.(xα1
1
. . . x
αp
p ) 0
ψ2 / E0(B(Σp ×∆)) d
p−1∏
k=0
(x+F [k](w)) (p − 1)!f(d)x
∑
αi 0
ψ3 / E0(BA) − [pv](x)p−1
p−1∏
k=0
[1 + kpv](x) (p − 1)!x
∑
αi 〈p〉([pv](x)) [pv](x)p
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6.4.5 Tracking the key classes in E0(BN)
Proposition 6.43. In E0(BT ) = E0[[x1, . . . , xp]]/([p
v](xi)) we have
ψ1(d) = 0, ψ1(cp) = x1 . . . xp and ψ1(bα) =
∑
σ∈Σp
σ.(xα11 . . . x
αp
p ).
Proof. For the first statement, the composition T ֌ N ։ Σp is trivial and hence, since d
is the restriction of a class in E0(BΣp), it follows that ψ1(d) = 0. For the second statement
we have ψ1(cp) = ψ1(eulerl(N →֒ GLp(Fl)) = eulerl(T →֒ GLp(Fl)) = x1 . . . xp. For the final
statement, using the double-coset formula (Lemma 4.61) we get
ψ1(bα) = res
N
T tr
N
T (x
α1
1 . . . x
αp
p )
=
∑
σ∈T\N/T
trTT∩T res
T
T∩T (conj
∗
σ(x
α1
1 . . . x
αp
p ))
=
∑
σ∈Σp
σ.(xα11 . . . x
αp
p ),
as claimed.
Proposition 6.44. In E0(B(Σp ×∆)) = E0[[d, x]]/(df(d), [pv](x)) we have
ψ2(d) = d, ψ2(cp) =
p−1∏
k=0
(x+F [k](w)) and ψ2(bα) = (p− 1)!f(d)x
∑
αi .
Proof. The first claim is clear. For the second, let V = F
p
l correspond to the representation
Cp ×∆ →֒ GLp(Fl) and L = Fl to Cp֌ (Fl)×. Then, since Cp acts on V by permuting the
coordinates, it follows that V is the regular representation of Cp. Thus, standard represen-
tation theory (see, for example, [Ser77, 2.4]) gives V ≃
⊕p−1
k=0 L
k as Fl-representations of Cp.
Now, let M = Fl be the standard one-dimensional representation of ∆ ≃ F×q ⊆ (Fl)
×. Then,
since ∆ acts diagonally on V , we have V ≃
⊕p−1
k=0M ⊗Fl L
k as Fl-representations of Cp ×∆.
Hence we have
eulerl(Cp ×∆ →֒ GLp(Fl)) = eulerl
(
p−1⊕
k=0
M ⊗
Fl
Lk
)
=
p−1∏
k=0
eulerl(M ⊗Fl L
k))
=
p−1∏
k=0
(eulerl(M) +F eulerl(L
k))
=
p−1∏
k=0
(x+F [k](w)).
Thus, ψ2(cp) = eulerl(Σp×∆ →֒ GLp(Fl)) is just the pullback of this class under the injective
map E0(BΣp ×∆) →֒ E
0(BCp ×∆), as required.
For the final statement, note first that (Σp × ∆)\N/T = 1 and that (Σp × ∆) ∩ T = ∆.
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Writing S for Σp ×∆ we can apply the properties from Lemma 4.61 to get
ψ2(bα) = res
N
S tr
N
T (x
α1
1 . . . x
αp
p )
=
∑
σ∈S\N/T
tr SS∩T res
T
S∩T (conj
∗
σ(x
α1
1 . . . x
αp
p ))
= trS∆res
T
∆(x
α1
1 . . . x
αp
p )
= trS∆(x
∑
αi)
= tr
Σp×∆
1×∆ (1⊗ x
∑
αi)
= tr
Σp
1 (1)⊗ tr
∆
∆(x
∑
αi)
= tr
Σp
1 (1)⊗ x
∑
αi .
But, from Lemma 4.89, tr
Σp
1 (1) = (p− 1)!f(d) and the result follows.
Proposition 6.45. In E0(BA) = E0[[x]]/[pv+1](x) we have ψ3(d) = −[pv](x)p−1.
Proof. Write χ and ξ for the embeddings A ֌ F
×
l and Cp ֌ F
×
l respectively. Note that
under the map π : N → Σp we have π(A) = Cp and we get a commutative diagram
F
×
l
A
π // //

ξ◦π
??
Cp
ξ
__@@@@@@@

N
π // // Σp
Now, writing a = γ(av, 1, . . . , 1) for the usual generator of A we have (ξ ◦ π)(a) = ξ(γ) =
a1 = a
pv
v+1 = χ(a)
pv so that ξ ◦ π = χp
v
. Thus, applying E0(B−) to the above diagram gives
E0(BF
×
l )
(χp
v
)∗
yyrrr
rr
rr
rr
r
ξ∗
%%LL
LL
LL
LL
LL
E0(BA) E0(BCp)
π∗oo
E0(BN)
ψ3
OO
E0(BΣp)
OO
π∗oo
Hence π∗(w) = π∗(eulerl(ξ)) = eulerl(ξ ◦ π) = eulerl(χp
v
) = [pv](eulerl(χ)) = [p
v](x). Thus,
since d is a class in E0(BΣp) and d 7→ −w
p−1 in E0(BCp) we find that
ψ3(d) = π
∗(−wp−1) = −π∗(w)p−1 = −[pv](x)p−1.
Proposition 6.46. In E0(BA) = E0[[x]]/[pv+1](x) we have ψ3(cp) =
∏p−1
k=0[1 + kp
v](x).
Proof. We have ψ3(cp) = eulerl(A →֒ GLp(Fl)) =
∏p−1
k=0[q
k](x) =
∏p−1
k=0[1 + kp
v](x) using
Proposition 6.32.
Remark 6.47. We can give an explicit diagonalisation of the representation A →֒ GLp(Fl).
For k = 0, . . . , p− 1 let νk = (1, a
1+kpv
v+1 , a
2(1+kpv)
v+1 , . . . , a
(p−1)(1+kpv)
v+1 )
T . Then it turns out that
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νk is an eigenvector for a = γ(av, 1, . . . , 1) with eigenvalue a
1+kpv
v+1 since
a.νk = γ.

av
a1+kp
v
v+1
...
a
(p−1)(1+kpv)
v+1
 =

a1+kp
v
v+1
...
a
(p−1)(1+kpv)
v+1
apv+1
 = a1+kpvv+1 νk
where we use the fact that av = a
p
v+1 = a
p(1+kpv)
v+1 . Thus γ(av, 1, . . . , 1) has distinct eigenval-
ues a1+kp
v
v+1 for 0 ≤ k < p and hence is conjugate to the matrix
1 0 . . . 0
0 a1+p
v
v+1 . . . 0
...
...
. . .
...
0 0 . . . a
1+(p−1)pv
v+1
 ,
the form of which is to be expected by earlier diagonalisation results.
Proposition 6.48. In E0(BA) = E0[[x]]/[pv+1](x) we get ψ3(bα) = (p−1)!x
∑
αi〈p〉([pv](x)).
Proof. Using the double coset formula we have
ψ3(bα) = res
N
A tr
N
T (x
α1
1 . . . x
αp
p ) =
∑
A\N/T
tr AA∩T res
T
A∩T (conj
∗
σ(x
α1
1 . . . x
αp
p )).
But it is not hard to see that A\N/T ≃ Σp/〈γ〉 and A ∩ T = ∆p and it follows that
res TA∩T (conj
∗
σ(x
α1
1 . . . x
αp
p )) = resT∆p(conj
∗
σ(x
α1
1 . . . x
αp
p )) = x
∑
αi for all σ ∈ A\N/T . Thus we
have
ψ3(bα) =
∑
Σp/〈γ〉
trA∆pres
T
∆p(x
α1
1 . . . x
αp
p )
= |Σp/〈γ〉|.tr
A
∆p(x
∑
αi)
= (p− 1)!trA∆p(x
∑
αi).
Now, the map resA∆p : E
0(BA)→ E0(B∆p) sends x to x and hence
trA∆p(x) = tr
A
∆p(res
A
∆p(x)) = x.tr
A
∆p(1)
by Frobenius reciprocity. Writing q : A→ A/∆p for the quotient map and using the proper-
ties of the transfer map (Lemma 4.61) we get trA∆p(1) = q
∗tr
A/∆p
1 (1). But A/∆p is naturally
identified with Cp (since A
π
→ Cp has kernel ∆p) and thus we have
trA∆p(1) = π
∗tr
Cp
1 (1) = π
∗(〈p〉(w)).
But, as in the proof of Proposition 6.45, π∗(w) = [pv](x). Hence we have
ψ3(bα) = (p− 1)!tr
A
∆p(x
∑
αi) = (p− 1)!x
∑
αitrA∆p(1) = (p− 1)!x
∑
αi〈p〉([pv](x)).
Proposition 6.49. Let t ∈ E0(BN) be as in Proposition 6.41. Then ψ1(t) = 0, ψ2(t) = 0
and ψ3(t) = [p
v](x)p.
Proof. Since t ∈ ker(β) it follows straight away that its image in E0(BT ) is zero, so that
ψ1(t) = 0. As in Proposition 6.44, the representation Cp × ∆ ֌ GLp(Fl) is isomorphic
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to a diagonal representation Cp × ∆ → ((Fl)×)p sending γ to (1, a1, . . . , a
p−1
1 ) and map-
ping ∆ along the diagonal. Thus in cohomology we find that the map E0(B((Fl)×)p) =
E0[[x1, . . . , xp]] → E0(B(Cp ×∆)) = E0[[w, x]]/([p](w), [pv ](x)) sends xk to x +F [k − 1](w).
We now see that ψ2(t) =
∏p−1
k=0[p
v](x +F [k](w)) =
∏p−1
k=0[p
v](x) +F [p
v]([k](w)) = 0. By the
methods of Proposition 6.32, we have a diagram
E0(BGLp(Fl))
res //
))RR
RRR
RRR
RRR
RRR
E0(BF×qp) = E
0(BA)
E0(B(F
×
l )
p)
OO
where the vertical map sends xi to [q
i−1](x). Hence we see that ψ3(t) =
∏p
i=1[p
v]([qi−1](x)) =∏p
i=1[p
v]([1 + kpv](x)) =
∏p
i=1[p
v](x) = [pv](x)p since [pv+1](x) = 0.
6.4.6 A system of maps
In this section we will look at the earlier system of maps,
E0(BGLp(Fq))


α

β

E0(BN)
ψ3
''OO
OO
OO
OO
OO
O
ψ2

ψ1
wwooo
oo
oo
oo
oo
E0(BT )
''OO
OO
OO
OO
OO
O
E0(B(Σp ×∆))

E0(BA)
q1wwooo
oo
oo
oo
oo
q2
$$I
II
II
II
II
I
E0(B∆p) D
Proposition 6.50. The map Q⊗E0(BA) −→ Q⊗E0(B∆p)×Q⊗D induced by q1 and q2
is an isomorphism.
Proof. Note first that q1(x) = x so that q1 and q2 are really nothing more than reduction
modulo ([p](x)) and (〈p〉([p](x))) respectively. Now, 〈p〉([p](x)) = pmod ([p](x)) and it follows
that p ∈ ([p](x)) + (〈p〉([p](x)). Thus Corollary 2.22 applies and the result is immediate.
Corollary 6.51. The maps q1 and q2 defined above are jointly injective.
Proof. We have a commutative diagram
E0(BA)
(q1,q2) //

E0(B∆p)×D

Q⊗ E0(BA)
∼ // Q⊗ E0(B∆p)×Q⊗D.
Since E0(BA) is free over E0 it follows that the map E0(BA) → Q ⊗ E0(BA) is injective
and a diagram chase shows that the top map is also injective.
Corollary 6.52. The maps ψ1, ψ2 and q2 ◦ ψ3 defined above are jointly injective.
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Proof. Suppose z ∈ E0(BN) with z maps to 0 in each of E0(BT ), E0(B(Σp ×∆)) and D.
Then z maps to 0 in E0(B∆p) under res
T
∆p
so that, by Corollary 6.51, z maps to 0 in E0(BA).
Thus we have ψ1(z), ψ2(z) and ψ3(z) all zero, whereby z = 0 by Proposition 6.40.
Recall, from Proposition 6.16, that the map E0(BGLp(Fq)) → E0(BA) lands in the Γ-
invariants, where Γ ≃ Z/p acts on E0(BA) by k.x = [qk](x). It follows that ψ3 lands in
E0(BA)Γ and q2 ◦ ψ3 lands in DΓ.
Remark 6.53. We can in fact see the above Γ-invariance explicitly by looking at the images
of the generators of E0(BN) under the map q2 ◦ ψ3. Note first that, in E0(BA), k.[p](x) =
[p]([qk](x)) = [pqk](x) = [p](x) since qk = 1 mod pv. Hence [p](x) and also (q2 ◦ ψ3)(d) =
−[p](x)p−1 are Γ-invariant. We have ψ3(bα) = (p − 1)!x
∑
αi〈p〉([pv](x)) which is zero mod
〈p〉([pv](x)), and so clearly maps into DΓ. Finally, ψ3(cp) =
∏p−1
j=0 [q
j ](x) so that k.ψ3(cp) =∏p−1
j=0 [q
j+k](x) = ψ3(cp) since q
p = 1 mod pv+1. Hence the generators of E0(BN) all land in
DΓ, as expected.
Note next that there is an injective restriction map E0(B(Σp×∆))→ E0(B(Cp×∆)), where
the latter ring has a presentation E0[[w, x]]/([p](w), [pv](x)) with w = eulerl(Cp ֌ F
×
l ) and
x = eulerl(∆֌ F
×
l ). We will write ψ
′
2 for the composite map
E0(BN)
ψ2
−→ E0(B(Σp ×∆))→ E
0(B(Cp ×∆))։ E
0(B(Cp ×∆))/〈p〉(w).
This allows us the following proposition which will prove useful to us later.
Proposition 6.54. The maps
E0(BN)
ψ1
xxqqq
qq
qq
qq
qq
qq
ψ′2
q2◦ψ3
%%J
JJ
JJ
JJ
JJ
JJ
J
E0(BT )
E0(B(Cp ×∆))
〈p〉(w)
DΓ
are jointly injective.
Proof. Since [p](w) = w〈p〉(w), an application of the Chinese remainder theorem (in partic-
ular, Corollary 2.22) shows that
Q⊗
E0[[w, x]]
([p](w), [pv ](x))
≃ Q⊗
E0[[w, x]]
(w, [pv](x))
×Q⊗
E0[[w, x]]
(〈p〉(w), [pv ](x))
,
whereby, since E0(B(Cp×∆)) is free overE0, we have jointly injective mapsE0(B(Cp×∆))→
E0[[x]]/[pv](x) = E0(B∆) and E0(B(Cp ×∆)) → E0(B(Cp ×∆))/〈p〉(w). By an argument
like that of Corollary 6.52 the result follows.
6.4.7 Applying the theory of level structures
We now investigate some properties of the ring E0(B(Cp × ∆))/〈p〉(w) which we identify
with E0[[w, x]]/(〈p〉(w), [pv ](x)) as in the remarks preceding Proposition 6.54.
Lemma 6.55. The ring R = E0[[w]]/〈p〉(w) is an integral domain.
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Proof. With the usual notation we have 〈p〉(w) ∼ g1(w)/w which is monic and irreducible
over the integral domain E0 as in Lemma 6.22.
Lemma 6.56. The element y =
∏p−1
k=0(x +F [k](w)) ∈ R[[x]] = E
0[[w, x]]/〈p〉(w) is a unit
multiple of
∏p−1
k=0(x− [k](w)).
Proof. Note that y =
∏p−1
k=0(x +F [k](w)) =
∏p−1
k=0(x −F [k](w)). Then an application of
Lemma 4.14 shows that y ∼
∏p−1
k=0(x − [k](w)).
To proceed further we need to use the results of [Str97] which require some familiarity with
the language of formal schemes and, in particular, level structures. The aforementioned paper
gives a good account of the basic definitions and notations.
Write X = spf(E0) so that G = spf(E0(CP∞)) = spf(E0[[x]]) is a formal group over X .
Let XR = spf(R). Then GR = G ×X XR = spf(R[[x]]) is a formal group over XR. Put
D = spf (R[[x]]/y) and note that D is a formal scheme over XR.
Proposition 6.57. D is a subgroup scheme of degree p of GR(1) = ker(×p : GR −→ GR)
and y is a coordinate on the quotient group GR/D.
Proof. As in [HKR00], let pF (R) denote the elements a ∈ R for which [p](a) = 0, which is
a group under +F . Define a group homomorphism φ : Z/p → pF (R) given by k 7→ [k](w).
Then φ is injective (since [k](w) ∼ w which is non-zero for k 6= 0 mod p) and hence, using the
terminology of [Str97, Proposition 26], is a level structure on GR. Noting that, as divisors
on GR, we have D = spf(R[[x]]/
∏p−1
k=0(x− [k](w))) = [φ(Z/p)] and so, by Proposition 32 and
Corollary 33 in [Str97] we find that D is a subgroup scheme of GR contained in GR(1) and
that
∏p−1
k=0(x−F [k](w)) = y is a coordinate on GR/D.
Remark 6.58. It may be helpful to have a translation of some consequences of this result
into algebra. We now know that there is a well defined map R[[x]]/y → R[[x]]/y sending x
mod y to [p](x) mod y; in other words
∏p−1
k=0([p](x)− [k](w)) is divisible by
∏p−1
k=0(x− [k](w))
in R[[x]]. This should not be too difficult to believe, as the former is divisible by [p](x) and
[p]([k](w)) = [k]([p](w)) = 0 in R so that (x − [k](w)) is certainly a factor; the above result
tells us that
∏p−1
k=0(x− [k](w)) is also a factor. The remarks about the quotient group GR/D
give us a subring OGR/D = R[[y]] of OGR = R[[x]] with favourable properties, as we will see
below.
Proposition 6.59. Let y =
∏p−1
k=0(x +F [k](w)) ∈ R[[x]], as above. Then there is a unique
power-series h ∈ R[[y]] such that h = [pv](x) in R[[x]].
Proof. Since D is contained in GR(1), the map GR
×pv
−→ GR factors through GR/D. Thus
there is a map ψ : GR/D→ GR making the diagram below commute.
GR
×pv //
##G
GG
GG
GG
G
GR
GR/D.
ψ
;;wwwwwwww
Put h(y) = ψ∗(x) ∈ OGR/D = R[[y]]. Then h(y) = [p
v](x) in OGR = R[[x]], as required.
Uniqueness is immediate since OGR/D is a subring of OGR .
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We explore some of the properties of the power-series h defined above, but first need a couple
of lemmas.
Lemma 6.60. Let A be a ring, let G be a finite group acting on A and suppose that |G|
is invertible in A. Then for any a ∈ AG there is an action of G on A/aA and there is a
G-equivariant isomorphism AG/aAG ≃ (A/aA)G.
Proof. It is clear that the composite f : AG֌ A→ A/aA has image contained in (A/aA)G.
Given any r+ aA ∈ (A/aA)G we find that f( 1|G|
∑
g∈G g.r) =
1
|G|
∑
g∈G(g.r+ aA) =
|G|
|G|(r+
aA) = r+ aA so that f : AG → (A/aA)G is surjective. It is clear that the kernel of the map
is just aAG and the result follows.
Lemma 6.61. There is an action of (Z/p)× on R given by k.w = [k](w) and 〈p〉(w) is
(Z/p)×-invariant. Further, the element d =
∏p−1
k=1[k](w) generates R
(Z/p)× over E0 and
R(Z/p)
×
= E0[[d]]/f(d), where f(d) = 〈p〉(x) as an element of R[[x]].
Proof. As is Proposition 4.88, we know that (E0[[w]]/[p](w))(Z/p)
×
= E0[[d]]/df(d). Then an
application of Lemma 6.60 shows that (E0[[w]]/〈p〉(w))(Z/p)
×
= E0[[d]]/f(d).
Corollary 6.62. With h as in Proposition 6.59 and (Z/p)× acting on R as above, we have
h ∈ R[[y]](Z/p)
×
= E0[[d, y]]/f(d).
Proof. We know that the inclusion R[[y]]֌ R[[x]] maps h to [pv](x), which is clearly invariant
under the action of (Z/p)× on R. Hence h ∈ R[[x]](Z/p)
×
∩R[[y]] = R[[y]](Z/p)
×
.
We will write h = h(d, y) ∈ E0[[d, y]]/f(d) thought of as a power-series in d and y. Note that
there is a well defined element dh(d, y) ∈ E0[[d, y]]/df(d) and hence a well defined element
dh(d, cp) ∈ E0(BN).
Proposition 6.63. With h as in Proposition 6.59 we have t+ dh(d, cp) = 0 in E
0(BN).
Proof. We check that t+ dh(d, cp) maps to zero in each of E
0(BT ), E0(B(Cp ×∆))/〈p〉(w)
and DΓ and conclude that it must be zero in E0(BN) by Corollary 6.54. We use the results
of Proposition 6.42. In E0(BT ) we have both t and d mapping to 0 so that t+ dh(d, a) 7→ 0.
In E0(B(Cp ×∆))/〈p〉(w) = E
0[[w, x]]/(〈p〉(w), [pv ](x)) we have
t+ dh(d, cp) 7→ 0 + dh
(
d,
∏p−1
k=0(x +F [k](w))
)
= d[pv](x) = 0.
We are left to consider the image in DΓ. There is a well-defined map E0[[w, x]]/〈p〉(w)→ DΓ
given by w 7→ [pv](x) and x 7→ x. Then the identity h
(
−wp−1,
∏p−1
k=0(x+F [k](w))
)
= [pv](x)
gives h
(
−[pv](x)p−1,
∏p−1
k=0[1 + kp
v](x)
)
= [pv](x) in DΓ. Thus we have
t+ dh(d, cp) 7→ [pv](x)p + (−[pv](x)p−1)h
(
−[pv](x)p−1,
∏p−1
k=0[1 + kp
v](x)
)
= 0
in DΓ and we are done.
Corollary 6.64. In K0(BN) we have t = cp
nv
p and c
pnv
p + dh(d, cp) = 0.
Proof. We have t =
∏p
i=1[p
v](xi) =
∏p
i=1 x
pnv
i mod (p, u1, . . . , un−1).
We will be interested in decoding this relation a bit further, and the following will help.
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Lemma 6.65. In K0 ⊗E0 E
0[[w, s]]/〈p〉(w) we have h(−wp−1, s) = sp
nv−1
mod w. Hence,
h(0, s) = sp
nv−1
∈ Fp[[s]].
Proof. The identity h(−wp−1,
∏p−1
k=0 x +F [k](w)) = [p
v](x) in E0[[w, x]]/〈p〉(w) read mod-
ulo (p, u1, . . . , un−1) gives h(−wp−1,
∏p−1
k=0 x +F [k](w)) = x
pnv . Then, modulo w, we get
h(0, xp) = xp
nv
and hence h(0, s) = sp
nv−1
.
In Section 6.4.9 we will need these results to get an idea of the structure of the kernel of the
map β : E0(BGLp(Fq)) → E0(BT )Σp . In particular, they will be crucial in proving that a
certain class in K0(BN) is non-zero.
6.4.8 The kernels of α and β
In a similar fashion to the results of Section 6.4.6, we aim to prove joint injectivity of the
maps α and β.
Lemma 6.66. Let g ∈ GLd(K). Then there exists a permutation ρ ∈ Σd such that giρ(i) 6= 0
for all i.
Proof. Label the rows of g as r1, . . . , rd. Then, by considering the expansion of the deter-
minant along r1, there must be a non-zero entry r1j such that the resultant matrix formed
by deleting row 1 and column j has non-zero determinant, and is therefore invertible. Put
ρ(1) = j and continue inductively to get a well-defined permutation ρ ∈ Σd with the required
property.
Lemma 6.67. Let A′ be the full subcategory of A(G)(p) with objects A, T(p) and ∆p. Then
lim
H∈A(G)(p)
Q⊗ E0(BH) = lim
H∈A′
Q⊗ E0(BH).
Proof. There is a unique map limH∈A(G)(p) Q⊗E
0(BH)→ limH∈A′ Q⊗E0(BH) commuting
with the arrows, by abstract category theory. We construct an inverse.
Recall from Proposition 3.22 that any abelian p-subgroup of GLp(Fq) is sub-conjugate to
either A or T (or both). Write L = limH∈A′ Q ⊗ E0(BH). Note that the structure maps
L → Q ⊗ E0(BA) and L → Q ⊗ E0(BT(p)) land in the invariant subrings under the action
of the relevant normaliser. We consider abelian p-subgroups H of GLp(Fq).
If H is cyclic of order pv+1 then H must be conjugate to A. Further, given two such
isomorphisms g1Hg
−1
1 = A = g2Hg
−1
2 the diagram
A
conj
g
2
g
−1
1

H
conjg
1oo
conjg2xxppp
pp
pp
pp
pp
pp
A
commutes. Thus g2g
−1
1 ∈ NGLp(Fq)(A) and both maps L→ Q⊗E
0(BA)→ Q⊗E0(BH) are
equal. Hence we have a uniquely defined map L → Q ⊗ E0(BH). Further, given any map
conjg : H1 → H2 of such subgroups in A(G)(p) it is clear from similar reasoning that we have
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a commuting diagram
Q⊗ E0(BH1)
conj∗g

L //
..
00
Q⊗ E0(BA)
66mmmmmmmmmmmm
((QQ
QQQ
QQQ
QQQ
Q
Q⊗ E0(BH2).
Any other H 6 GLp(Fq) which is sub-conjugate to A must be sub-conjugate to ∆p ⊆ A. In
particular, since ∆ is central in GLp(Fq), we find that H ⊆ ∆p and, for any g ∈ GLp(Fq), the
conjugation map induced by g is the identity on H . Hence we have a uniquely defined map
L→ Q⊗ E0(BA)→ Q⊗ E0(B∆p)→ Q⊗ E0(BH) which respects any arrow in A(G)(p).
We are left with the case that H is subconjugate to T . First, suppose that H ⊆ T and let
h = (h1, . . . , hp) ∈ H . Then ghg−1 = k for some k = (k1, . . . , kp) ∈ T . Letting g = (gij)
we get equations gijhj = kigij for all i, j. Hence gij(hj − ki) = 0. But, by Lemma 6.66,
there is a permutation ρ ∈ Σp with giρ(i) ∈ F×q for all i. Thus, for each i we have hρ(i) = ki
and so ghg−1 = (hρ(1), . . . , hρ(p)). It follows that the map conjg : H → T corresponds to
permutation by ρ and hence extends to a map T → T induced by an element of NGLp(Fq)(T ).
Now, given any H subconjugate to T(p) it follows that the map L → Q ⊗ E
0(BT(p)) →
Q ⊗ E0(BH) is independent of the choice of conjugating element and, further, that any
arrow in A(G)(p) commutes with these maps.
Thus, we conclude that given any arrow H → K in A(G)(p) we have maps L→ Q⊗E0(BH)
and L → Q ⊗ E0(BK) which commute with the arrow. Hence we get a well defined map
L → limH∈A(G)(p) Q ⊗ E
0(BH) which is necessarily inverse to the map at the start of the
proof by abstract category theory.
Proposition 6.68. The map Q ⊗ E0(BGLp(Fl)) −→ Q⊗ E0(BT )Σp × Q⊗DΓ induced by
α and β is an isomorphism.
Proof. Writing G = GLp(Fq), by Proposition 4.70 we have an isomorphism
Q⊗ E0(BGLp(Fq))
∼
−→ lim
H∈A(G)(p)
Q⊗ E0(BH).
But, by Lemma 6.67, the right-hand side simplifies to limH∈A′ Q ⊗ E0(BH). Thus, using
Proposition 3.10 and Lemma 3.23 we are left with a pullback
Q⊗ E0(BGLp(Fq)) //

Q⊗ E0(BA)Γ

Q⊗ E0(BT(p))Σp // Q⊗ E0(B∆p).
From Proposition 6.50 we know that Q⊗E0(BA) ≃ Q⊗E0(B∆p)×Q⊗D. But the action
of Γ is trivial on E0(B∆p) so we get Q ⊗ E0(BA)Γ ≃ Q ⊗ E0(B∆p) × Q ⊗ DΓ. Since
E0(BT )Σp → E0(B∆p) is surjective, the result follows.
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Corollary 6.69. The maps
E0(BGLp(Fq))
β
wwnnn
nnn
nnn
nnn α
&&LL
LL
LL
LL
LL
L
E0(BT )Σp DΓ
are jointly injective.
Proof. Since E0(BGLp(Fq)) is free over E0 the result follows analogously to the proof of
Corollary 6.51.
Corollary 6.70. rankE0(E
0(BGLp(Fl))) = rankE0(E0(BT )Σp) + rankE0(DΓ). Hence we
have rankE0(E
0(BGLp(Fq))) = rankE0(ker(α)) + rankE0(ker(β)).
Proof. Each of the rings in question is free over E0 so
rankE0(E
0(BGLp(Fl))) = rankQ⊗E0(Q ⊗ E
0(BGLp(Fl)))
= rankQ⊗E0(Q ⊗E0 E
0(BT )Σp) + rankQ⊗E0(Q⊗E0 D
Γ)
= rankE0(E
0(BT )Σp) + rankE0(D
Γ).
For the final remark, note that
rankE0(E
0(BGLp(Fq))) = rankE0(ker(β)) + rankE0(image(β))
and image(β) = E0(BT )Σp . It follows that rankE0(ker(β)) = rankE0(D
Γ) and similarly that
rankE0(ker(α)) = rankE0(E
0(BT )Σp).
Recall that I = E0(BGLp(Fq))t was the ideal of E0(BGLp(Fq)) generated by t so that, by
Proposition 6.41, we have I ⊆ ker(β). We suspect that I = ker(β) and work towards proving
the reverse inclusion.
Lemma 6.71. We have ker(α) ∩ ker(β) = 0 and hence ker(α). ker(β) = 0.
Proof. By Corollary 6.69 the map (α, β) : E0(BLGp(Fq)) → DΓ × E0(BT )Σp is injective.
If a ∈ ker(α) ∩ ker(β) then α(a) = β(a) = 0 whereby a ∈ ker(α, β) = 0. The second claim
follows as ker(α). ker(β) ⊆ ker(α) ∩ ker(β).
Corollary 6.72. The identification E0(BGLp(Fq))/ ker(α) ≃ DΓ makes I into a free rank
one module over DΓ and hence a free E0-module of rank N .
Proof. Since t ∈ ker(β) we have ker(α)t = 0 and it follows that
I = E0(BGLp(Fq))t =
(
E0(BGLp(Fq))
ker(α)
)
t ≃ DΓt.
Now, as I is generated by one element over DΓ it is sufficient to show that I is torsion free.
Take 0 6= s ∈ DΓ. Then α(s.t) = sα(t) ∼ s[pv](x)p. Since [pv](x) divides 〈p〉([pv](x)) − p we
see that [pv](x) divides p in D. Thus s[pv](x)p divides spp, which is non-zero as D is free
over E0. Hence α(s.t) 6= 0 and s.t 6= 0, as required. The final statement is immediate from
Proposition 6.29.
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Lemma 6.73. The ideal ker(β) is an E0-module summand in E0(BGLp(Fq)) and is free of
rank N . Similarly, ker(α) is a free E0-summand in E0(BGLp(Fq)) of rank
(pnv+p−1)!
p!(pnv−1)! .
Proof. Since each of E0(BGLp(Fq)) and E0(BT )Σp is free over E0 it follows that the short
exact sequence 0 → ker(β) → E0(BGLp(Fq)) → E0(BT )Σp → 0 splits. Thus ker(β) is
a summand in E0(BGLp(Fq)) and hence is projective. But all projective modules over
local rings are free (see [Kap58, Theorem 2]). Hence ker(β) is free. By Proposition 6.70
we have rankE0(E
0(BGLp(Fq))) = rankE0(E0(BT )Σp) + rankE0(DΓ) and it follows that
rankE0(ker(β)) = rankE0(D
Γ) = N .
Since DΓ is also free over E0 an exactly analogous argument will prove that ker(α) is a
free E0-summand. The rank of ker(α) is the same as that of rankE0(E
0(BT )Σp) which, by
Proposition 2.9, is equal to the size of the set {β ∈ Np | 0 ≤ β1 + . . .+ βp < pnv}. Standard
combinatorics (p markers in pnv + p− 1 slots) gives this as
(
pnv+p−1
p
)
= (p
nv+p−1)!
p!(pnv−1)! .
Corollary 6.74. We have ker(α) = ann(ker(β)) and ker(β) = ann(ker(α)).
Proof. Firstly note that ker(α) ⊆ ann(ker(β)) and ker(β) ⊆ ann(ker(α)) by Lemma 6.71. By
[Str00] we know that E0(BGLp(Fq)) has duality over E0. Thus we can apply Corollary 2.24
to see that both of ann(ker(α)) and ann(ker(β)) are summands in E0(BGLp(Fq)) and hence
free. But rankE0(ann(ker(β))) = rankE0(E
0(BGLp(Fq))) − rankE0(ker(β)) and the latter
is just rankE0(ker(α)) using Proposition 6.70. Thus ker(α) ⊆ ann(ker(β)) is an inclusion
of free summands of the same rank and so is an equality. The same argument shows that
ker(β) = ann(ker(α)).
6.4.9 Studying ker(β) more closely
To proceed further we apply the functor K0⊗E0− or, equivalently, work modulo the maximal
ideal (p, u1, . . . , un−1). We have the following commutative diagram.
I //

ker(β) //

E0(BGLp(Fq))
α // //

DΓ

K0 ⊗E0 I // K
0 ⊗E0 ker(β) // K
0 ⊗E0 E
0(BGLp(Fq)) // // K0 ⊗E0 DΓ
We know thatK0⊗E0E
0(BGLp(Fq)) = K0(BGLp(Fq)) and aim to understand the remainder
of the bottom row. Recall that we defined N to be (pn(v+1) − pnv)/p.
Proposition 6.75. With y as in Proposition 6.29 we have K0 ⊗E0 D
Γ ≃ Fp[[y]]/yN .
Proof. Modulo (p, u1, . . . , un−1) we know that [p
m](x) = xp
nm
for all m and hence that
〈p〉([pv](x)) = xp
n(v+1)−pnv . Thus
K0 ⊗E0 D =
K0 ⊗E0 E
0[[x]]
K0 ⊗E0 (〈p〉([p](x)))
= Fp[[x]]/(x
pn(v+1)−pnv).
Further, K0 ⊗E0 D
Γ is the subring of K0 ⊗E0 D generated by y ∼ x
p, so that K0 ⊗E0 D
Γ =
Fp[[y]]/yN , as claimed.
Lemma 6.76. ker(K0 ⊗ β) is a module over K0 ⊗E0 D
Γ.
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Proof. By Lemma 2.17, the maps K0 ⊗E0 ker(α) → ker(K
0 ⊗ α) and K0 ⊗E0 ker(β) →
ker(K0⊗β) are both surjective. Take a ∈ ker(K0⊗α). We can lift a first toK0⊗E0ker(α) and
then to ker(α). Choose such a lift, a˜ ∈ ker(α) say. Similarly, given any b ∈ ker(K0⊗E0 β) we
can choose a lift b˜ ∈ ker(β). Then a˜.b˜ = 0 in E0(BGLp(Fq)) by Lemma 6.71 so that a.b = 0 in
K0(BGLp(Fq)). It follows that ker(K0⊗E0β) is a module overK0(BGLp(Fq))/ ker(K0⊗α) =
K0 ⊗E0 D
Γ.
Corollary 6.77. K0(BGLp(Fq))cp
nv
p is a module over K
0 ⊗E0 D
Γ.
Proof. Since t ∈ ker(β) and t = cp
nv
p modulo (p, u1, . . . , un−1) it follows that c
pnv
p maps to zero
under K0⊗β. Thus K0(BGLp(Fq))cp
n
p ⊆ ker(K
0⊗β) and so is annihilated by ker(K0⊗α).
The result follows.
To understand the structure of K0(BGLp(Fq))cp
nv
p as a K
0 ⊗E0 D
Γ-module we will need an
understanding of the nilpotency of cp
nv
p in K
0(BN).
Lemma 6.78. In K0(BN) we have cp
nv+i
p ∼ c
pnv−1
p d
1+p+...+pi modulo d1+p+...+p
i+1 for each
i ≥ 0.
Proof. We proceed by induction. For i = 0 we have cp
nv
p ∼ dh(d, cp) by Corollary 6.64. From
Lemma 6.65 we get h(d, cp) = c
pnv−1
p mod d so that dh(d, cp) = c
pnv−1
p d mod d
2, as required.
Supposing cp
nv+k
p ∼ c
pnv−1
p d
1+p+...+pk mod d1+p+...+p
k+1 write
cp
nv+k
p = uc
pnv−1
p d
1+p+...+pk + d1+p+...+p
k+1s
for some unit u and some s. Then, raising to the power p (a mod-p automorphism) we have
cp
nv+k+1
p = u
pcp
nv
p d
p+p2+...+pk+1 + dp+p
2+...+pk+1+psp.
Thus, modulo d1+p+...+p
k+1+1, we have cp
nv+k+1
p ∼ c
pnv
p d
p+p2+...+pk+1 since p ≥ 2. But cp
nv
p ∼
cp
nv−1
p d mod d
2 so that cp
nv
p d
p+p2+...+pk+1 ∼ cp
nv−1
p d
1+p+...+pk+1 mod dp+...+d
pk+1+2. Hence
cp
nv+k+1
p ∼ c
pnv−1
p d
1+p+...+pk+1 mod d1+p+...+p
k+1+1, completing the inductive step.
Lemma 6.79. In K0(BN) we have cp
n(v+1)−1
p ∼ c
pnv−1
p d
(pn−1)/(p−1), which is non-zero.
Proof. Put i = n − 1 in Lemma 6.78 to get the result cp
n(v+1)−1
p ∼ c
pnv−1
p d
1+p+...+pn−1 mod
d1+p+...+p
n−1+1. But we have d1+p+...+p
n−1+1 = d(p
n−1)/(p−1)+1 = 0 in K0(BN) (since, by
tensoring with K0, K0(BΣp) ≃ Fp[[d]]/d(p
n−1)/(p−1)+1). Thus we get
cp
n(v+1)−1
p ∼ c
pnv−1
p d
1+p+...+pn−1 = cp
nv−1
p d
(pn−1)/(p−1)
in K0(BN). The right-hand side is a basis element for K0(BN) over K0 so is non-zero.
Proposition 6.80. We have cN+p
nv−1
p 6= 0 in K
0(BGLp(Fq)).
Proof. By Lemma 6.79 we have cp
n(v+1)−1
p ∼ c
pnv−1
p d
(pn−1)/(p−1). Multiplying both sides by
cp
nv−pnv−1−1
p then gives c
N+pnv−1
p ∼ c
pnv−1
p d
(pn−1)/(p−1) 6= 0. Thus cN+p
nv−1
p is non-zero in
K0(BN).
Proposition 6.81. The ideal K0(BGLp(Fq))cp
nv
p is free of rank 1 over K
0 ⊗E0 D
Γ =
Fp[[y]]/yN and hence has dimension N as a vector space over Fp.
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Proof. Since M = K0(BGLp(Fq))cp
nv
p is generated over Fp[[y]]/y
N by one element, namely
cp
nv
p , it follows that M ≃ Fp[[y]]/y
m for some m ≤ N , that is ym.cp
nv
p = 0 for some m. Since
α maps cp to y we have y
N−1.cp
nv
p 6= 0 if and only if c
N−1
p c
pnv
p 6= 0. By Corollary 6.80, the
latter holds so that M ≃ Fp[[y]]/yN is free over K0 ⊗E0 DΓ.
Lemma 6.82. The induced map K0 ⊗E0 I → K
0(BGLp(Fq))cp
nv
p is an isomorphism.
Proof. That the map is surjective is immediate from Corollary 2.18. Using Corollary 6.72 we
see that K0⊗E0 I is an Fp-vector space of dimension N = dimFp(K
0(BGLp(Fq))cp
nv
p ). Thus
the map is an isomorphism.
Lemma 6.83. The induced map K0 ⊗E0 I → K
0 ⊗E0 ker(β) is an isomorphism.
Proof. Consider the following diagram.
K0 ⊗E0 I //
∼
((QQ
QQQ
QQQ
QQQ
QQ
K0 ⊗E0 ker(β) // ker(K
0 ⊗ β)
K0(BGLp(Fq)).cp
nv
p
66
66lllllllllllll
Since the composite K0 ⊗E0 I
∼
−→ K0(BGLp(Fq))cp
nv
p ֌ ker(K
0 ⊗ β) is injective we see
that the map K0 ⊗E0 I → K
0 ⊗E0 ker(β) is also injective. Both the source and target are
Fp-vector spaces of dimension N and it follows that the map is an isomorphism.
Corollary 6.84. I = ker(β). That is, ker(β) = E0(BGLp(Fq)) is principal, generated by t.
Proof. Since K0 ⊗E0 I → K
0 ⊗E0 ker(β) is an isomorphism, the result follows immediately
by an application Proposition 2.12.
Proof of Theorem C. It just remains to assemble the results of this chapter. That α and β
are jointly injective is Corollary 6.69. We have shown that β is surjective in Proposition
6.10 and surjectivity of α was proved in Proposition 6.32. The rational isomorphism was
Proposition 6.68. The remaining results were covered in Lemma 6.73, Corollary 6.84 and
Proposition 6.74.
As a corollary to Theorem C we can give an explicit basis for E0(BGLp(Fq)). Indeed, by
earlier work (see Section 6.2) we have a basis B for E0(BT )Σp which lifts canonically to
E0(BGLp(Fq)); write B˜ for this lift. We then have the following result.
Corollary 6.85. The set S = B˜ ∪ {tcip | 0 ≤ i < N} is a basis for E
0(BGLp(Fq)) over E0.
Proof. Since ker(β) is a summand in E0(BGLp(Fq)) we have a decomposition
E0(BGLp(Fq)) ≃ ker(β)⊕ E
0(BT )Σp .
But ker(β) = E0(BGLp(Fq))t ≃ DΓt = E0{tcip | 0 ≤ i < N} and E
0(BT )Σp = E0{B}.
Thus, as E0-modules,
E0(BGLp(Fq)) = E
0{tcip | 0 ≤ i < N} ⊕ E
0{B˜}.
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Appendix A
Glossary
To ease readability of this thesis, a glossary of frequently used notation is included below.
• We use A to denote a chosen cyclic subgroup of GLp(Fq) of size pv+1.
• We let α denote the composition E0(BGLp(Fq))→ E0(BA)→ D.
• For α ∈ J we let bα = tr N(F×q )p
(xα11 . . . x
αp
p ) ∈ E0(BN).
• We let β denote the restriction map E0(BGLd(Fq))→ E0(BTd).
• We write cp for the l-euler class of any subgroup of GLp(Fl); that is, cp is the restriction
of the generator σp of E
0(BGLp(Fl)) ≃ E0[[σ1, . . . , σp]].
• We use D to denote the ring E0[[x]]/〈p〉([pv](x)).
• We use d to denote the generator of E0(BΣp) ≃ E0[[d]]/df(d).1
• We let ∆ denote the diagonal subgroup of T = Tp and ∆p denote the p-part of ∆.
• We use f to denote the polynomial overE0 for which f(−wp−1) = 〈p〉(w) in E0[[w]]/[p](w).
• We let F denote the Frobenius automorphism of Fl and also to denote the standard
p-typical formal group law.
• We write Γ for the Galois group Gal(Fq/Fq). We also abuse this notation slightly to
write Γ = Gal(Fqp/Fq) where the difference is unimportant.
• In Chapter 6 we write I for the ideal of E0(BGLp(Fq)) generated by t.
• We let J be the set {α ∈ Np | 0 ≤ α1 ≤ . . . ≤ αp < pnv and α1 < αp} .
• We use K to denote a finite field of characteristic coprime to p.2
• We write L for the extension of Q⊗E0 formed by adjoining a complete set of roots of
[pm](x) for each m > 0.
• We use l to denote a chosen prime number different to p.
1Not to be confused with the chosen integer greater than or equal to 1 which determines the rank of the
general linear group being studied.
2Not to be confused with the cohomology theory K; context should ensure there is no ambiguity.
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• We let Nd (or N) denote the normalizer of Td in GLd(Fq).
• We use n to denote the integer corresponding to the height of the Morava E-theory.
• We use p to denote the prime at which the Morava E-theory is localised.
• We let Φ be the group Rep(Θ∗, GL1(Fl)) = Homcts(Θ∗,F
×
l ).
• We write ψ1, ψ2 and ψ3 to denote the restriction maps from E0(BN) to E0(BT ),
E0(B(Σp ×∆)) and E0(BA) respectively.
• We let q = lr be a power of a chosen prime number different to p.
• We write t for the unique class in E0(BGLp(Fl)) which restricts to
∏
i[p
v](xi) in
E0(B(F
×
l )
p) ≃ E0[[x1, . . . , xp]].
• We let Td (or T ) denote the maximal torus of GLd(Fq). Similarly, we may write T d for
the maximal torus of GLd(Fq).
• We let Θ = (Z/p∞)n and Θ∗ = Homcts(Θ, S1) = Znp .
• u denotes the invertible polynomial generator of E∗ lying in degree -2.
• u1, . . . , un−1 denote the standard power-series generators of E0 over Zp.
• We let v = vp(q − 1).
• We let w denote the standard generator of E0(BCp) ≃ E0[[w]]/[p](w).
• We let x denote the complex orientation or complex coordinate of E, or a restriction
there-of.
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