We consider a family of second-order parabolic systems in divergence form with rapidly oscillating and time-dependent coefficients, arising in the theory of homogenization. We obtain uniform interior W 1,p , Hölder, and Lipschitz estimates as well as boundary W 1,p and Hölder estimates, using compactness methods. As a consequence, we establish uniform W 1,p estimates for the initial-Dirichlet problems in C 1 cylinders.
Introduction and statement of main results
The primary purpose of this paper is to study uniform regularity estimates for a family of second-order parabolic systems in divergence form with rapidly oscillating and time-dependent coefficients, arising in the theory of homogenization. We obtain uniform interior W 1,p , Hölder, and Lipschitz estimates as well as boundary W 1,p and Hölder estimates, using compactness methods. We also establish uniform W 1,p estimates for the initial-Dirichlet problems in C 1 cylinders. More precisely, we consider the family of the parabolic systems
where
(the summation convention on repeated indices is used throughout the paper). We will assume that the coefficient matrix A(y, s) = a αβ ij (y, s) with 1 ≤ i, j ≤ d and 1 ≤ α, β ≤ m is real, bounded, measurable, and satisfies the ellipticity condition, for any (y, s) ∈ R d+1 , ξ = (ξ
where µ > 0, and the periodicity condition, A(y + z, t + s) = A(y, t) for (y, t) ∈ R d+1 and (z, s) ∈ Z d+1 .
(1.4) Some smoothness conditions on A are also needed.
For (x 0 , t 0 ) ∈ R d+1 and r > 0, let Q r (x 0 , t 0 ) = B(x 0 , r) × (t 0 − r 2 , t 0 ), where B(x 0 , r) = x ∈ R d : |x − x 0 | < r . If Q = Q r (x 0 , t 0 ) and α > 0, we will use αQ to denote Q αr (x 0 , t 0 ). The following two theorems give the interior W 1,p , Hölder, and Lipschitz estimates, which are dilation invariant and uniform in ε > 0. Theorem 1.1. Let A = A(x, t) be a matrix satisfying the ellipticity and periodicity conditions (1.3)-(1.4). Assume that A ∈ V MO x . Let u ε be a weak solution of ∂ t + L ε u ε = div(f ) in 2Q, where Q = Q r (x 0 , t 0 ) and f = (f i ) ∈ L p (2Q) for some 2 < p < ∞. Then where C p depends at most on d, m, p, and A.
We refer the reader to Section 2 for the definition of V MO x , and point out here that if A = A(x, t) is uniformly continuous in x and measurable in t, then A ∈ V MO x . In Theorems 1.1 and 1.2 we also have used the notation: u C α,α/2 (E) = sup (x,t),(y,s)∈E (x,t) =(y,s)
|u(x, t) − u(y, s)| (|x − y| + |t − s| 1/2 ) α , 0 < α ≤ 1,
(1.8)
To describe the boundary estimates, we need to introduce more notation. Let Ω be a bounded domain in R d . For x 0 ∈ Ω, t 0 ∈ R, and 0 < r < r 0 = diam(Ω), we let Ω r (x 0 , t 0 ) = B(x 0 , r) ∩ Ω × (t 0 − r 2 , t 0 ), ∆ r (x 0 , t 0 ) = B(x 0 , r) ∩ ∂Ω × (t 0 − r 2 , t 0 ).
(1.9)
The next theorem provides the uniform boundary W 1,p and Hölder estimates. Theorem 1.3. Assume that A satisfies the same conditions as in Theorem 1.1. Let 2 < p < ∞ and Ω be a bounded C 1 domain in R d . Suppose that ∂ t + L ε u ε = div(f ) in Ω 2r (x 0 , t 0 ) and u ε = 0 on ∆ 2r (x 0 , t 0 ), (1.10) for some x 0 ∈ ∂Ω and t 0 ∈ R, where f = (f i ) ∈ L p (Ω 2r (x 0 , t 0 )). Then As we indicated earlier, the family of operators {L ε } arises in the theory of homogenization. Indeed, consider the initial-Dirichlet problem
on Ω × {0}.
(1.13)
Under the ellipticity condition (1.3), it is well known that for any F ∈ L 2 (0, T ; W −1,2 (Ω)), (1.13) has a unique weak solution in L 2 (0, T ; W 1,2 0 (Ω)). Moreover, the solution u ε of (1.13) satisfies u ε L 2 (0,T ;W 1,2 0 (Ω)) ≤ C F L 2 (0,T ;W −1,2 (Ω)) , (1.14) where C depends only on d, m, µ, Ω, and T . With the additional periodicity condition (1.4), it follows from the theory of homogenization that as ε → 0, u ε → u 0 weakly in L 2 (0, T ; W 1,2 0 (Ω)) and strongly in L 2 (Ω × (0, T )). Furthermore, the limiting function u 0 is a solution of the initial-Dirichlet problem in Ω × (0, T ) for some parabolic system with constant coefficients (see e.g. [7, pp.140-142] ).
Uniform regularity estimates play an important role in the study of convergence problems in homogenization. In the elliptic case, where L ε = −div A(x/ε)∇ , the interior Lipschitz estimates, as well as the boundary Lipschitz estimates with Dirichlet conditions in C 1,α domains, were established by M. Avellaneda and F. Lin in [2] , under the ellipticity, periodicity, and Hölder continuity conditions on A = A(y). Also see related work in [3, 5, 4, 6, 12, 31, 22, 23, 20, 17, 32] for various uniform estimates in elliptic homogenization. In particular, under the additional symmetry condition A * = A, the boundary Lipschitz estimates with Neumann boundary conditions in C 1,α domains were recently obtained by C. Kenig, F. Lin, and Z. Shen in [20] . We point out that the Lipschitz estimates in [2, 20] and in our Theorem 1.2 are sharp in the sense that ∇u ε in general are not uniformly Hölder continuous. We also mention that uniform regularity estimates in [2, 22, 23, 20] have been used to establish sharp rates of convergence of solutions and eigenvalues (see e.g. [2, 18, 21, 19] ).
Homogenization of parabolic equations and systems has many applications in mechanics and physics. This paper represents our attempt to extend the results in [2] to the parabolic setting, where the elliptic operator −div A(x/ε)∇ is replaced by the parabolic operator ∂ t − div A(x/ε, t/ε 2 )∇ . To this end our first observation is that by a realvariable argument originated in [12] and further developed in [29] , one may reduce the W 1,p estimates (1.5) and (1.11) for ∂ t + L ε u ε = div(f ) to a weak reverse Hölder inequality for local solutions of ∂ t + L ε u ε = 0. As for the Lipschitz estimate (1.7), the nonhomogenous case may be reduced to the homogenous case by using the matrix of fundamental solutions.
Our main tool for studying local solutions of ∂ t + L ε u ε = 0 is a three-step compactness argument, similar to that used by Avellandeda and Lin in [2] . The first step uses the fact that if ε k → 0 and {A k } is a sequence of matrices satisfying (1.
k )∇ G-converges to a second-order parabolic operator with constant coefficients (see Theorem 3.6), whose solutions possess much better regularity properties. The second step is an iteration process and relies on the following rescaling property of
The last step is a blow-up argument and uses the local regularity theory for the operator ∂ t + L 1 . We remark that the desired local regularity estimates are classical if A(x, t) is Hölder continuous in (x, t). There has been a lot of work on W 1,p estimates for elliptic and parabolic operators with discontinuous coefficients (see e.g. [1, 10, 8, 29, 9, 25, 24, 11, 15, 14] and their references). In particular, under the assumption A ∈ V MO x , the interior and boundary W 1,p estimates for ∂ t + L 1 , which are used in the proof of Theorems 1.1 and 1.3, were established by S. Byun [9] and N.V. Krylov [25] .
Finally, as a corollary of Theorems 1.1 and 1.3, we also obtain the uniform estimates in W 1,p of solutions to the initial-Dirichlet problem (1.13) for 1 < p < ∞.
Theorem 1.4. Assume that A satisfies the same conditions as in Theorem 1.1. Let 1 < p < ∞ and Ω be a bounded 16) where C p depends at most on d, m, p, A, T , and Ω.
Weak solutions of parabolic systems
In this section we recall some properties of weak solutions of the parabolic system
where the matrix A satisfies the ellipticity condition (1.3) and Ω is a bounded Lipschitz domain in
, where < , > denotes the pairing between W 1,2 0 (Ω) and its dual W −1,2 (Ω). The following two lemmas will be useful to us.
3)
where C depends only on d, m, and µ.
Proof. This is a local energy estimate for the parabolic system with bounded measurable coefficients. See [26, Section III.2] for a proof.
Lemma 2.2. Let u be a weak solution of
4)
Proof. The proof is similar to that of [33, Lemma 3] .
The next lemma follows from the Campanato's characterization of (parabolic) Hölder spaces, whose proof may be found in [27] .
for any (x, t) ∈ Q and 0 < ρ < r/2.
where C depends only on d and α.
In the case of scalar equations (m = 1), it follows from the classical De Giorgi-NashMoser estimates that weak solutions of (2.1) are Hölder continuous of order α for some α > 0. If m > 1, this is no longer true for all dimensions, and some additional smoothness condition on A is needed in higher dimensions. In particular, it is well known that if A is Hölder continuous in (x, t), then ∇u is locally Hölder continuous. However, interior W 1,p and Hölder estimates for u hold under much weaker conditions on A.
Let A = A(x, t) be a locally integrable function in R d+1 . We say
It follows from [9, 25] that if A ∈ V MO x and u is a weak solution of ∂ t u−div A(x, t)∇u = div(f ) in 2Q for some Q = Q r (x 0 , t 0 ) and 0 < r < 1, then , then
Remark 2.4. Suppose that
where ω(r) is a bounded increasing function on (0, 1) such that lim r→0 + ω(r) = 0. It was in fact proved in [9, 25] that the constant C in (2.6) depends only on d, m, p, µ, and the function ω(r). This will be important to us. Indeed, let A ε (x, t) = A(x/ε, t/ε 2 ). It is easy to see that if ε ≥ ε 0 > 0,
As a result, if ε ≥ ε 0 > 0 and ∂ t + L ε u ε = div(f ) in 2Q for some Q = Q r (x 0 , t 0 ) and 0 < r < 1, then u ε satisfies the estimates (2.6)-(2.7) with constant C depending only on d, m, p, µ, ε 0 , and ω(r). Therefore we will only need to treat the case where ε is sufficiently small.
Homogenization of parabolic systems
Throughout this section we will assume that L ε = −div A(x/ε, t/ε 2 )∇ with coefficient matrix A(y, s) = a 
where P 
It follows from the rescaling property (1.15) that
The proof of the following theorem may be found in [7, pp.140-142] .
where u 0 is the unique weak solution in
Remark 3.2. Using (3.1), we may write
It follows that for any ξ = (ξ
where we have usedˆ1
Using the ellipticity condition (1.3), we may deduce from (3.7) and integration by parts that a
Hence, for any ξ = (ξ
where µ 1 depends only on d, m, and µ. This gives the ellipticity of the homogenized matrix A = a αβ ij .
Remark 3.3. Let χ * (y, s) = (χ * α i (y, s)) denote the matrix of correctors for
It follows from (3.9) that
Similarly, by (3.1),
In view of (3.10)-(3.11) we obtain
This, together with (3.6), gives another formula for a αβ ij :
A compactness argument will be used in following sections to establish uniform interior and boundary estimates. This would require us to consider a sequence of matrices {A k (y, s)} satisfying conditions (1.3)-(1.4). An extension of Theorem 3.1 is thus needed,
Proof. The proof is standard. By considering h k −´Y h k we may assume that´Y h k = 0 and hence,
, where ∆ (y,s) denotes the Laplacian in R d+1 . It follows from integration by parts that
(3.14)
The next lemma is due to J.P. Aubin and J. L. Lions.
Lemma 3.5. Let X 0 ⊂ X ⊂ X 1 be three Banach spaces. Suppose that X 0 , X 1 are reflexive and that the injection X 0 ⊂ X is compact. Let 1 < α 0 , α 1 < ∞. Define
Then Y is a Banach space, and the injection
where ε k → 0 and the matrix A k (y, s) satisfies (1.3)-(1.4). Suppose that A k → A 0 , and
) is a solution of
and the constant matrix A 0 satisfies the ellipticity condition (3.8).
Proof. The proof is similar to that of Theorem 2.1 in [7, p.140] for k = 2. We provide a proof here for the sake of completeness. We first note that since
. In view of Lemma 3.5, by passing to a subsequence, we may assume that
, by passing to another subsequence, we may further assume
m -valued affine function in y and ω k be the (weak) solution of the following cell problem:
, and for any scalar function φ in
17) It follows from (3.17) that
It is easy to see that
, this implies that the right hand side of (3.18) converges tô
). In particular, taking ψ = φP , we obtain
As a result, the right hand side of (3.18) converges tô
Next, using the fact that
, we see that
In view of (3.18) and (3.20) we have proved that
On the other hand, by Lemma 3.4,
weakly in L 2 (Ω × (T 0 , T 1 )), provided the limit in the right hand side of (3.22) exists. It follows that the left hand side of (3.21) also converges to
Consequently, we obtain
Finally, note that if we take P = P α i = y i (0, . . . , 1, . . . , 0) with 1 in the α th position,
It follows from (3.13) that (C αβ ij,k ) = A k is the homogenized matrix for A k and thus satisfies the ellipticity condition (3.8). Since A k → A 0 , we see that η = A 0 ∇u and A 0 satisfies (3.8). This, together with (3.19), gives
and completes the proof.
Interior Hölder estimates
In this section, as an intermediate step, we establish the interior Hölder estimates for local solutions of . Also assume that A ∈ V MO x . Let u ε be a weak solution of (4.1) in 2Q for some Q = Q R (x 0 , t 0 ). Then, for any 0 < α < 1,
where C depends at most on d, m, α, µ, and ω(r) in (2.8). In particular,
By translation and rescaling property (1.15), to prove (4.2), we may assume that Q = Q 1 (0, 0). In view of Lemma 2.3, it suffices to prove that
for any (x, t) ∈ Q and 0 < r < 1/2. Furthermore, by translation and a simple covering argument, we only need to show that if u ε is a weak solution of (4.1) in Q 1 ,
for any 0 < r < 1/2, where Q r = Q r (0, 0). This will be done by a three-step compactness argument, similar to that used in [2] .
Lemma 4.2. Let 0 < α < 1. Then there exist constants ε 0 > 0 and θ ∈ (0, 1/4), depending only on d, m, α and µ, such that
whenever 0 < ε < ε 0 , u ε is a weak solution of (4.1) in Q 1 , and
Proof. The lemma is proved by contradiction, using Theorem 3.6 and the fact that for any θ ∈ (0, 1/4),
where ∂ t u − div A 0 ∇u = 0 in Q 1/2 and A 0 is a constant matrix satisfying the ellipticity condition (3.8) . The constant C 0 in (4.7) depends only on d, m, and µ.
Fix 0 < α < 1. Choose θ ∈ (0, 1/4) so small that 2 d+2 C 0 θ 2 < θ 2α . We claim that the estimate (4.6) holds for this θ and some ε 0 > 0, which depends only on d, m, and µ.
Suppose this is not the case. Then there exist sequences
and −
. Hence, by passing to subsequences, we may assume that
. In view of Lemma 3.5 we may assume that u k → u strongly in L 2 (Q 1/2 ). It then follows from (4.9) that
Finally, by Theorem 3.6, the function u is a solution of ∂ t u − div(A 0 ∇u) = 0 in Q 1/2 for some constant matrix A 0 satisfying (3.8); as a result, the estimate (4.7) holds. This, together with (4.10), gives
which is in contradiction with the choice of θ.
Lemma 4.3. Fix 0 < α < 1. Let ε 0 and θ be given by Lemma 4.2. Suppose that u ε is a weak solution of
Proof. The lemma is proved by an induction argument on k. The case k = 1 follows directly from Lemma 4.2. Suppose that the estimate (4.11) holds for some k ≥ 1. Let ∂ t + L ε u ε = 0 in Q 1 and 0 < ε < ε 0 θ k . Define
and by the induction assumption,
Since ε/θ k < ε 0 , by Lemma 4.2, we obtain
which leads to − Q θ k+1
This completes the proof.
Proof of Theorem 4.1. Recall that it suffices to prove
for 0 < r < 1/2, where u ε is a weak solution of ∂ t + L ε u ε = 0 in Q 1 . To this end we first point out that if ε ≥ θε 0 , the estimate (4.12) follows directly from the regularity theory for parabolic systems with V MO x coefficients in [9, 25] . See (2.7) and Remark 2.4. Suppose now that 0 < ε < θε 0 . Consider the case ε/ε 0 ≤ r < θ.
Finally, we need to handle the case 0 < r < ε/ε 0 (the case θ < r < 1/2 is trivial). We use a blow-up argument. Let
Note that ∂ t +L 1 w = 0 in Q 2/ε 0 . By the Hölder estimate (2.7) for second-order parabolic systems with V MO x coefficients, we have
Hence, if 0 < r < ε/ε 0 ,
where we have used (4.12) for r = 2ε/ε 0 in the last inequality. This completes the proof of Theorem 4.1.
Interior Lipschitz estimates
In this section we establish the interior Lipschitz estimates. This requires some stronger smoothness condition on A. We shall call A ∈ Λ(µ, λ, τ ) if A satisfies the ellipticity and periodicity conditions (1.3)-(1.4) and the Hölder continuity condition,
where C depends at most on d, m, µ, λ, and τ .
As in the case of Hölder estimates, Theorem 5.1 is also proved by a three-step compactness argument. Our proof follows closely the elliptic case in [2] .
Recall that Q r = Q r (0, 0) = B(0, r) × (−r 2 , 0), P Lemma 5.2. There exist constants ε 0 and θ ∈ (0, 1/4), depending only on d, m, µ, λ, and τ , such that for 0 < ε < ε 0 ,
Proof. As in the case of Lemma 4.2, Lemma 5.2 is proved by contradiction, using Theorem 3.6 as well as the fact that for any θ ∈ (0, 1/4),
where u is a solution of ∂ t u − div(A 0 ∇u) = 0 in Q 1/2 , and the constant matrix A 0 satisfies the ellipticity condition (3.8). The estimate (5.4) follows easily from the standard regularity estimate,
for solutions of second-order parabolic systems with constant coefficients. The constant C 0 in (5.4) depends only on d, m, and µ. Choose θ ∈ (0, 1/4) so small that 2 d C 0 θ 2 < θ 3/2 . We claim that the estimate (5.3) holds for this θ and some ε 0 > 0, which depends only on d, m, µ, λ, and τ .
Suppose this is not the case. Then there exist sequences {ε k }, {A k } ⊂ Λ(µ, λ, τ ), and {u k } such that ε k → 0,
where χ k,β ℓ are the correctors associated with the periodic matrix A k . By passing to subsequences, as in the proof of Lemma 4.2, we may assume that u k → u weakly in L 2 (Q 1 ) and ∇u k → ∇u weakly in L 2 (Q 1/2 ). Observe that by Theorem 3.6, the function u is a solution of ∂ t u − div(A 0 ∇u) = 0 in Q 1/2 for some constant matrix A 0 satisfying (3.8). Consequently, it satisfies the estimate (5.4).
Finally, we note that by Theorem 4.1, the sequence {u k } is bounded in C α,α/2 (Q 1/4 ) for any α ∈ (0, 1). Thus, by passing to a subsequence, we may assume that u k → u uniformly on Q 1/4 . This allows us to take the limit in k in (5.6). Indeed, since {χ
we obtain sup
It then follows from (5.7) and (5.4) that
which is in contradiction with the choice of θ. This completes the proof.
Lemma 5.3. Let ε 0 and θ be given by Lemma 5.2. Suppose that ∂ t + L ε u ε = 0 in Q 1 and 0 < ε < θ k−1 ε 0 for some k ≥ 1. Then there exist constants b(ε, k) ∈ R and Suppose now that the estimate (5.8) holds for some k ≥ 1. Let 0 < ε < θ k ε 0 and
Then, by the rescaling property (1.15),
Since ε/θ k < ε 0 , it follows from Lemma 5.2 that
Note that by the induction assumption,
In view of (5.9) this yields sup
where we have set
Since χ ∞ ≤ C, we see that |b(ε, k + 1)| ≤ C|E(ε, k)|. Finally, we observe that by the divergence theorem,
Hence,
This completes the induction argument and thus the proof. Proof of Theorem 5.1. We will show that if
This, together with the
, where Q = Q r (x 0 , t 0 ). It then follows from the inequality (2.4) that
for any (x, t) ∈ Q and 0 < ρ < r/2. By Lemma 2.3 we obtain
for any weak solution of ∂ t + L ε u ε = 0 in 2Q. To prove (5.10), by translation and rescaling, we may assume that (x 0 , t 0 ) = (0, 0) and r = 1. Let ε 0 and θ be the constants given by Lemma 5.2. We may assume that 0 < ε < θε 0 , as the case ε ≥ θε 0 follows directly from the standard Lipschitz estimates for parabolic systems in divergence form with Hölder continuous coefficients.
Suppose now that ∂ t + L ε u ε = 0 in Q 1 and 0 < ε < θε 0 . We need to show that
This will be done by using Lemma 5.3 and a blow-up argument. Choose k ≥ 1 so that θ k+1 ε 0 ≤ ε < θ k ε 0 . It follows from Lemma 5.3 that
where we have used the fact
Note that ∂ t + L 1 w = 0 in Q 2/ε 0 . By the standard local regularity theory for
It follows from (5.13) and (5.12) that
This completes the proof of (5.10).
6 A real variable method and proof of Theorem 1.1
In this section we give the proof of Theorem 1.1. We first treat the case where u ε is a weak solution of ∂ t + L ε u ε = 0, i.e. f = 0. The general case will be handled by a real variable argument.
Theorem 6.1. Suppose A = A(x, t) satisfies the same conditions as in Theorem 1.1. Let u ε be a weak solution of ∂ t + L ε u ε = 0 in 2Q, where Q = Q r (x 0 , t 0 ). Then, for any 2 < p < ∞,
where C p depends at most on d, m, p, µ, and A.
Proof. By translation and dilation we may assume that r = 1 and (x 0 , t 0 ) = (0, 0). We may also assume that 0 < ε < θε 0 , where ε 0 and θ are constants given by Lemma 5.2 (see Remark 5.4) . This is because the case ε ≥ θε 0 follows from the W 1,p estimates in [9, 25] 
It follows thatˆQ
where we have used Lemma 5.3 for the last inequality, as in (5.12). Clearly, by translation, this implies thatˆ
for any cylinder Q = Q ρ (x 1 , t 1 ) of size ρ = εθε −1 0 such that Q ⊂ (3/2)Q 2 . By covering Q 1 with such cylinders, one may deduce that
To handle the general case, where u ε is a weak solution of ∂ t + L ε u ε = div(f ), we use the following theorem.
where C 1 , C 2 > 0, 0 < c 1 < 1, and c 2 > 2. Then F ∈ L p ( Q) and
where C depends only on d, C 1 , C 2 , c 1 , c 2 , p, and q.
Theorem 6.2, whose proof we omit, is the parabolic version of Theorem 3.2 in [30] , which was proved by using a real-variable argument originated in [12] and further developed in [29] . The argument in [30] , which is based on a Calderón-Zygmund decomposition and uses the L p boundedness of the Hardy-Littlewood maximal functions, extends easily to the parabolic setting.
Proof of Theorem 1.2. Suppose that ∂ t + L ε u ε = div(f ) in 4 Q. We will show that
By the energy estimates and a simple covering argument, it is easy to see that the estimate (6.4) is equivalent to (1.5). We also point out that as in the case of local estimates (see (2.7)), the estimate (1.6) follows from (1.5) by Lemmas 2.2 and 2.3.
To prove (6.4), we let q = p + 1 and apply Theorem 6.2 to F = |∇u ε |. For each Q = Q r (x, t) ⊂ 2 Q with |Q| ≤ (100) −d−2 | Q|, we set
where v ε solves the initial-Dirichlet problem ∂ t + L ε v ε = div(f ) in 4Q with zero initial and boundary data. Clearly, |F | ≤ |F Q | + |R Q | on 4Q. By the well-known energy estimates,
where C depends only on d, m, and µ. This gives the second inequality in (6.2).
To verify the first inequality in (6.2), we note that
It follows from Theorem 6.1 that
where we have used (6.5) for the last inequality. This gives the second inequality in (6.3). As a result, the desired estimate (6.4) follows by Theorem 6.2.
Fundamental solutions and proof of Theorem 1.2
Suppose that A satisfies conditions (1.3)-(1.4) and A ∈ V MO x . Let u ε be a weak solution of ∂ t + L ε u ε = 0 in Q r = Q r (x 0 , t 0 ). It follows from Theorem 4.1 that for any 0 < ρ < r,
where 0 < α < 1 and C depends only on d, m, α, µ, and A # . In view of Lemmas 2.1 and 2.2 this implies that
and
, where C(y, s) = A * (y, s + 2t 0 /ε 2 ). Since C(y, s) satisfies the same ellipticity, periodicity, and smoothness conditions as A(y, s), the estimate (7.2) holds for this u ε . As a result, by a change of variables, we obtain
It is known that under the Hölder conditions (7.2)-(7.3), the matrix of fundamental solutions Γ ε (x, t; y; s) = Γ αβ ε,ij (x, t; y, s) for the parabolic operator ∂ t + L ε in R d+1 exists and satisfies the size estimate
for any t > s and x, y ∈ R d , where κ and C are positive constants depending only on d, m, µ, and A # (see [13] ). In particular, we have
Suppose now that A ∈ Λ(µ, λ, τ ). It follows from Theorem 5.1 and (7.5) that 6) for any (x, t), (y, s) ∈ R d+1 and t > s. Note that as a function of (x, t),
Thus we may use the Lipschitz estimates in Theorem 5.1 and (7.6) to obtain
for any (x, t), (y, s) ∈ R d+1 and t > s. This allows us to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Let A ∈ Λ(µ, λ, τ ). Suppose that ∂ t +L ε u ε = F in 2Q, where Q = Q r (x 0 , t 0 ) and F ∈ L p (2Q) for some p > d + 2. By dilation and translation we may assume that r = 1 and (x 0 , t 0 ) = (0, 0). We need to show that
To this end we choose a scalar function ψ ∈ C ∞ (R d+1 ) such that ψ(x, t) = 1 on Q, and ψ(x, t) = 0 if |x| > 3/2 or t < −(3/2) 2 . Using the representation of u ε ψ by the matrix of fundamental solutions Γ ε (x, t; y, s), one may deduce that if (x, t) ∈ Q, then
In view of (7.5), (7.6) and (7.7), this gives
By Hölder's inequality and the energy estimate (2.3), it follows that
Finally, one may use Lemmas 2.2 and 2.3 to deduce the desired estimate (7.8) from (7.9).
Boundary Hölder estimates
Let Ω be a bounded C 1 domain in R d . For x 0 ∈ Ω, t 0 ∈ R, and 0 < r < r 0 = diam(Ω), let
Throughout this section we shall assume that A = A(x, t) satisfies (1.3)-(1.4) and A ∈ V MO x . The goal of this section is to establish the following theorem.
Theorem 8.1. Let 0 < α < 1. Suppose that u ε is a weak solution of
for some x 0 ∈ ∂Ω, t 0 ∈ R, and 0 < r < diam(Ω). Then
where C depends only on d, m, α, µ, A, and Ω.
Let ψ : R d−1 → R be a C 1 function with compact support. It will be convenient to assume that
where η(r) is a fixed bounded increasing function on (0, ∞) such that lim r→0 + η(r) = 0. For r > 0, define
and − r 2 < t < 0 ,
By a change of the coordinate system and using Campanato's characterization of Hölder spaces, one may deduce Theorem 8.1 from the following theorem.
for some r > 0. Then, for any 0 < ρ < r,
where C depends only on d, m, α, µ, ω(r) in (2.8), and (M 0 , η(r)) in (8.4).
As in the case of interior estimates, Theorem 8.2 will be proved by a compactness argument. Lemma 8.3. Let {A k (y, s)} be a sequence of matrices satisfying conditions (1.3)-(1.4) and {ψ k } a sequence of C 1 functions satisfying (8.4) . Suppose that
Then there exist subsequences of {ψ k } and {u k }, which we still denote by the same notation, and a function ψ satisfying (8.4), u ∈ L 2 (D r (ψ)), and a constant matrix A 0 satisfying (3.8), such that
where E r = (x ′ , x d ) : |x ′ | < r and 0 < x d < 10(M 0 + 1)r , and u is a solution of
Proof. By passing to a subsequence we may clearly assume that A k → A 0 . By the Arzelá-Ascoli Theorem we may also assume that
Hence, by Lemma 3.5, we may also assume that
Note that u = 0 on I r (ψ). It is not hard to check that u k → u strongly in L 2 (Q) and ∇u k → ∇u weakly in L 2 (Q), for any Q ⊂⊂ D r (ψ). By Theorem 3.6 this implies that u is a solution of 12) and −
Proof. Let σ = (1 + α)/2 ∈ (α, 1). The lemma is proved by contradiction, using Lemma 8.3 and the following regularity estimate:
for any 0 < r < 1/4, (8.14) 15) and A 0 in (8.15) is a constant matrix satisfying (3.8) . We remark that the estimate (8.14) follows from the boundary Hölder estimate:
for second-order parabolic systems with constant coefficients in C 1 cylinders, and the constant C 0 in (8.14) depends only on d, m, µ, and (M 0 , η(r)) in (8.4) .
Choose θ ∈ (0, 1/4) so small that 2 d C 0 θ 2σ < θ 2α . We claim that for this θ, there exists some ε 0 > 0, depending only on d, m, µ, and (M 0 , η(r)), such that the estimate (8.11) holds, whenever 0 < ε < ε 0 and u ε satisfies (8.12) and (8.13) .
Suppose this is not the case. Then there exist sequences {ε k }, {A k }, {ψ k }, and {u k }, 16) and −
is bounded. This allows us to use Lemma 8.3. Indeed, in view of Lemma 8.3 , by passing to a subsequence, we may assume that
, and u is a solution of ∂ t u − div A 0 ∇u = 0 in D 1/2 (ψ) and u = 0 on I 1/2 (ψ), where A 0 is a constant matrix satisfying (3.8) and ψ satisfies (8.4). It is not hard to see that
Finally, it follows from (8.14)-(8.15) that
This leads to θ 2α ≤ C 0 θ 2σ , which is in contradiction with the choice of θ. The proof is complete.
Lemma 8.5. Fix 0 < α < 1. Let ε 0 and θ be the constants given by Lemma 8.4 . Suppose that ∂ t + L ε u ε = 0 in D 1 (ψ) and u ε = 0 on I 1 (ψ). Then, if 0 < ε < θ k−1 ε 0 for some
Proof. The lemma is proved by induction. We first note that the case k = 1 is given by Lemma 8.4 . Suppose now that the lemma holds for some k ≥ 1. Let 0 < ε < θ k ε 0 . We apply Lemma 8.4 to the function w(
θ −k ε < ε 0 , and ψ k satisfies the condition (8.4). It follow from Lemma 8.4 that
where we have used the induction assumption in the last inequality. This complete the proof.
Proof of Theorem 8.2. By rescaling we may assume that r = 1. We may also assume that ε < ε 0 , since the case ε ≥ ε 0 follows from the boundary Hölder estimates for secondorder parabolic systems in divergence form with V MO x coefficients in C 1 cylinders. Such estimates may be deduced from the W 1,p estimates in [9] . We may further assume that u ε L 2 (D 1 (ψ)) ≤ 1. Under these assumptions we will show that 19) for any 0 < ρ < 1. To prove (8.19), we first consider the case ρ ≥ ε/ε 0 . Choose k ≥ 1 such that θ k ≤ ρ < θ k−1 . Since ε ≤ ε 0 ρ < ε 0 θ k−1 , it follows from Lemma 8.5 that
By the boundary Hölder estimates for the parabolic operator ∂ t + L 1 in C 1 cylinders, we see that
where C depends at most on d, m, α, µ, A # , and (M 0 , η(r)) in (8.4) . This yields
where we have used the estimate (8.19) for the case ρ = ε/ε 0 in the last inequality. This completes the proof of Theorem 8.2.
Before we give the proof of Theorem 8.1 we make a few remarks on the change of the coordinate system by a rotation and its effects on the operator L ε . It is clear that a general rotation would destroy the Y -periodicity of the coefficients of the operator. However, the following theorem, whose proof may be found in [28] , may be used to resolve this issue. 
Consider
where Ω is a bounded Lipschitz domain in R d , 0 ∈ ∂Ω, and r 0 > 0 is small. There exists an orthogonal matrix O such that
where Ω 1 = y ∈ R d : y = Ox for some x ∈ Ω , and ψ 1 is a Lipschitz function in R
such that ψ 1 (0) = 0 and ∇ψ 1 ∞ ≤ M. Observe that if R is an orthogonal matrix such that R − O ∞ < δ, where δ > 0, depending only on d and M, is sufficiently small, then
where Ω 2 = y ∈ R d : y = Rx for some x ∈ Ω , and ψ 2 is a Lipschitz function in R
∞ , in view of Theorem 8.6, we may choose R = R ij in such a way that R −1 is an orthogonal matrix with rational entries and NR −1 is a matrix with integer entries, where N is a large positive integer depending only on d and M.
Let w ε (y, t) = u ε (x, N 2 t), where y = N −1 Rx. Then
and F (y, t) = N 2 F (NR −1 x, N 2 t). Note that H(y, t) is elliptic and periodic with respect to Z d+1 and
As a result, in the study of uniform boundary estimates for ∂ t + L ε , we may localize the problems to the setting where Ω ∩ B(P, r 0 ) is given by the region above a graph.
Proof of Theorem 8.1. Suppose that ∂ t + L ε u ε = 0 in Ω 2r (x 0 , t 0 ) and u ε = 0 on ∆ 2r (x 0 , t 0 ), for some x 0 ∈ ∂Ω, t 0 ∈ R, and r > 0 small. By translation and dilation we may assume that r = 1 and (x 0 , t 0 ) = (0, 0). We may also assume that u ε L 2 (Ω 2 (0,0)) ≤ 1. By the localization procedure described above we may further assume that
where ψ is a C 1 function in R d−1 satisfying ψ(0) = 0 and the condition (8.4). Using Theorem 8.2, we may deduce that for 0 < ρ < 1/4,
By translation it follows that for any (x, t) ∈ ∆ 1 (0, 0) = B(0, 1) ∩ ∂Ω × (−1, 0) and 20) where C depends only on d, m, A, and Ω. This, together with the interior Hölder estimates, implies that the estimate (8.20) in fact holds for any (x, t) ∈ Ω 1 (0, 0) and 0 < ρ < 1/4. By the Campanato characterization of Hölder spaces we obtain
This completes the proof of Theorem 8.1. In this section we study the boundary W 1,p estimates for solutions of ∂ t +L ε u ε = div(f ). We first treat the case f = 0. 
in Ω 2r (x 0 , t 0 ) and u ε = 0 on ∆ 2r (x 0 , t 0 ) for some x 0 ∈ ∂Ω and t 0 ∈ R, where 0 < r < diam(Ω). Then, for any p > 2, where we have chosen α ∈ (0, 1) so that (α − 1)p > −1. The proof is complete.
Proof of Theorem 1.3. Let 2 < p < ∞. It follows from (9.1) and Lemma 2.2 that, if ∂ t + L ε u ε = 0 in Ω 2r (x 0 , t 0 ) and u ε = 0 on ∆ 2r (x 0 , t 0 ) for some x 0 ∈ ∂Ω and t 0 ∈ R, where 0 < r < diam(Ω), then Using the interior W 1,p estimate in Theorem 6.1 and some geometric consideration, it is not hard to see that the estimate (9.4) continues to hold if we replace the assumption x 0 ∈ ∂Ω by x 0 ∈ Ω. The W 1,p estimate (1.11) now follows from (9.4) and standard L 2 energy estimates by a real-variable argument, similar to that used in the proof of Theorem 1.1. We omit the details and refer the reader to [29, 16] for a similar argument in the elliptic case. Finally, we point out that if one replaces Q r (x 0 , t 0 ) by Ω r (x 0 , t 0 ) and Q 2r (x 0 , t 0 ) by Ω 8r (x 0 , t 0 ), respectively, the estimate in Lemma 2.2 continues to hold for solutions of ∂ t + L u = div(f ) in Ω 8r (x 0 , t 0 ) and u = 0 on ∆ 8r (x 0 , t 0 ), where x 0 ∈ Ω. To see this, we consider two cases: (1) B(x 0 , 2r) ∩ ∂Ω = ∅; (2) B(x 0 , 2r) ∩ ∂Ω = ∅. Note that in the first case, where B(x 0 , 2r) ⊂ Ω, the desired estimate follows directly from Lemma 2.2. In the second case we choose y 0 ∈ B(x 0 , 2r) ∩ ∂Ω and use the estimate, where the last step follows from the Poincaré inequality as well as the assumption u = 0 on I 8r (x 0 , t 0 ). With these observations, it is not hard to see that the boundary Hölder estimate (1.12) follows from (1.11), as in the interior case.
Proof of Theorem 1.4. Let u ε be a weak solution of ∂ t + L ε u ε = F in Ω × (0, T ) and u ε = 0 on the parabolic boundary ∂Ω×(0, T ) ∪ Ω×{0} , where F ∈ L p (0, T ; W −1,p (Ω)). We need to show that ∇u ε L p (0,T ;L p (Ω)) ≤ C p F L p (0,T ;W −1,p (Ω)) .
(9.5)
By a simple duality argument we may assume that p > 2.
We first consider the case where F = div(f ) for some f = (f i ) ∈ L p (0, T ; L p (Ω)). We extend u ε and F by zero to Ω × (−∞, 0] and ∂Ω × (−∞, 0], respectively. Note that since u ε = 0 on the parabolic boundary of Ω × (0, T ), u ε is a weak solution of ∂ t +L ε u ε = div(f ) in Ω×(−∞, T ) and u ε = 0 on ∂Ω×(−∞, T ). This allows us to cover the set Ω×(0, T ) by a finite number of Ω r (x ℓ , t ℓ ) with the properties that (x ℓ , t ℓ ) ∈ Ω×[0, T ] and r = c 0 min(diam(Ω), √ T ), and apply the W 1,p estimates in Theorems 1.1 and 1.3 on each Ω r (x ℓ , t ℓ ). It follows by summation that
where we have used the energy estimates as well as Hölder's inequality for the last inequality.
Finally, we note that if F ∈ L p (0, T ; W −1,p (Ω)), then F = g + div(f ), where g, f ∈ L p (0, T ; L p (Ω)) and
Let w be the solution of the heat equation ∂ t − ∆ w = g in Ω × (0, T ) and w = 0 on the parabolic boundary. Then
It follows that
where we have used the W 1,p estimates for the heat equation in C 1 cylinders in the last inequality. This completes the proof. Remark 9.2. By subtracting from u ε a solution of (∂ t − ∆)w = 0 in Ω × (0, T ) with boundary data w = h on ∂Ω × (0, T ), one may handle the W 1,p estimates for the nonhomogenous initial-Dirichlet problem ∂ t + L u ε = F in Ω × (0, T ), u ε = h on ∂Ω × (0, T ), and u ε = 0 on Ω × {0}. We leave the details to the interested readers.
