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Abstract
We study the variational problem
SFe ðOÞ ¼
1
e2n
sup
Z
O
FðuÞ :
Z
O
jruj2pe2; u ¼ 0 on @O
 
in possibly unbounded domains OCRn; where nX3; 2n ¼ 2n
n2 and F satisﬁes 0pFðtÞpajtj2
n
and is upper semicontinuous. Extending earlier results for bounded domains, we show that
(almost) maximizers of SFe ðOÞ concentrate at a harmonic center, i.e. a minimum point of the
Robin function tO (the regular part of the Green function restricted to the diagonal).
Moreover, we obtain the asymptotic expansion
SFe ðOÞ ¼ SF 1
n
n  2 w
2
N min
%O
tOe2 þ oðe2Þ
 
;
where SF and wN depend only on F but not on O and can be computed from radial
maximizers of the corresponding problem in Rn: The crucial point is to ﬁnd a suitable
deﬁnition of tOðNÞ: Interestingly the correct deﬁnition may be different from the lower
semicontinuous extension of tOj %O\fNg toN; at least for nX5:
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1. Introduction
Let O be a domain in Rn; nX3: Consider the variational problem
sup
1
e2n
Z
O
FðuÞ :
Z
O
jruj2pe2; u ¼ 0 on @O
 
; ð1Þ
where the integrand is supposed to satisfy the growth condition
0pFðtÞpajtj2n
for some a40 and 2n :¼ 2n
n2 denotes the critical Sobolev exponent. For smooth
integrands every solution of (1) satisﬁes the Euler Lagrange equation:
 Du ¼ lf ðuÞ in O;
u ¼ 0 on @O ð2Þ
with f ¼ F 0 and a large Lagrange multiplier l: In [7] Flucher and Mu¨ller studied the
asymptotic behavior of the solutions ue of (1) as e-0 and they proved (at least for
domains of ﬁnite volume) that a suitably rescaled sequence of (almost) maximizers ue
always concentrates at a single point x0 of %O (after possible extraction of a
subsequence). More precisely
jruej2
e2
,
* dx0 and
FðueÞ
e2n
,
*
SFdx0 ; ð3Þ
where SF is a constant depending only on F :
For applications such as Bernoulli free-boundary problem or the plasma problem
it is important to know the location of the concentration point. For bounded
domains it was shown in [6] that concentration occurs at a harmonic center, i.e. at a
minimum point of the Robin function tO (the regular part of the Green function of O
restricted to the diagonal). Moreover, the supremum SFe ðOÞ in (1) has the asymptotic
expansion
SFe ðOÞ ¼ SF 1
n
n  2 w
2
N min
%O
tOe2 þ oðe2Þ
 
:
In this paper, we extend these results to unbounded domains (see Theorems 17 and
A.6). The crucial point is that in this case concentration may occur atN: Thus, we
need to deﬁne tO also atN: This is done in Deﬁnition 6. The deﬁnition ensures that
tO : %O-R,fþNg is lower semicontinuous (here and in the following we consider
the closure of O in Rn,fNg; the one point compactiﬁcation of Rn). Interestingly
tOðNÞ may, however, be strictly lower than the lower semicontinuous extension of
tOj %O\fNg toN (see Example 7).
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The relevance of the critical points of the Robin function for Dirichlet problems
that involve the critical Sobolev exponent was ﬁrst pointed out by Schoen [12] and
Bahri [1]. Rey [11] and Han [9] showed that as p-2n the maximum points of the
positive solutions of
Du þ up1 ¼ 0 in O;
u ¼ 0 on @O
accumulate at a critical point of the Robin function. This has been conjectured by
Bre´zis and Peletier [4]. The simpler proof of [8] applies to all dimensions and shows
that the concentration point is a minimum point of the Robin function. Similar
results for the Ginzburg–Landau functional have been obtained by Bethuel et al. [3].
For further discussions on concentration effects and the relevant literature see
also [5].
To minimize technicalities, we consider mostly the Bernoulli free-boundary
value problem, i.e. the maximization of volume for given (small) capacity. This
corresponds to the integrand FðtÞ ¼ wftX1g:
The main technical difﬁculty for general integrands is that one essentially has to
work with the level sets of the maximizer uN of problem
SF ¼ sup
Z
Rn
FðuÞ : jjrujjL2p1
 
ð4Þ
rather then those of the Green function.
Since uN approaches the Green function of R
n as jxj-N the arguments are
similar but technically more involved.
The tools to overcome these technical difﬁculties, however, are essentially the same
as for the bounded domains [6] and we review them brieﬂy in the appendix.
Another subtlety arises in unbounded domains if FðtÞ has critical growth near the
origin. Then maximizing sequences for problem (4) become arbitrarily ﬂat. In this
case, we need to impose the condition tOðNÞ40 to assure that maximizing
sequences for (1) still concentrate at a single point, after suitable translation. The
condition tOðNÞ40 requires, roughly speaking, that Rn\O is not to small atN and
holds, e.g. for cylinders like domains O ¼ fðx0; xnÞARn : jx0jpf ðxnÞg with f
continuous and lim inf t-7N f ðtÞoþN (but possibly lim supt-7N f ðtÞ ¼ þNÞ:
Equivalent conditions and their consequences are also discussed in the
appendix.
2. Hypotheses, generalized Sobolev inequality and concentration
Let O be an open subset of Rn; nX3: By %O we denote the closure of O
in Rn,fNg: In particular the closure of an unbounded domain contains the
point N:
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The natural function space for variational problems of form (1) is the space
D1;2ðOÞ deﬁned as the closure of CNc ðOÞ with respect to the norm
jjrvjj2 ¼
Z
O
jrvj2
 1=2
:
We shall study the behavior, as e-0; of the following variational problem:
SVe ðOÞ :¼
1
e2n
supfjAj : A open subset of O; capO Ape2g; ð5Þ
where capO A denote the harmonic capacity of A with respect to O i.e.
capO A ¼ inf
Z
O
jruj2 dx : uAD1;2ðOÞ; uX1 a:e: in A
 
: ð6Þ
This inﬁmum is achieved by a function u called the capacitary potential of A with
respect to O: Thus problem (5) can be equivalently written as
SVe ðOÞ :¼
1
e2n
supfjfuX1gj : uAD1;2ðOÞ; jjrujj2peg;
so that it can be seen as a particular case of problem (1), when FðtÞ ¼ wftX1g:
We require the following very weak assumption for the domain O
O is a domain in Rn of dimension nX3 with
OaRn in the sense that capRn ðRn\OÞ40: ð7Þ
Deﬁne the generalized Sobolev constant by
SV :¼ SV1 ðRnÞ:
By taking into account that the capacity of a ball of radius r is given by capRn Br ¼
ðn  2ÞjSn1jrn2 we easily compute SV ¼ ððn  2ÞjSn1jÞn=ð2nÞ: Since capRn ðrAÞ ¼
rn2capRn A and capRn ApcapO A we have SVe ðOÞpSV : A simple scaling argument
leads to the isoperimetric inequality for the capacity
jAjpSV ðcapO AÞ2
n=2: ð8Þ
Moreover SVe ðOÞ-SV as e-0 (see e.g. [7]). By this fact together with the generalized
concentration compactness alternative proved in the same paper, one can easily
deduce the following concentration result.
Theorem 1. Let Ae be a sequence of extremals for problem (5), i.e. capO ðAeÞ ¼ e2 and
jAej-SV as e-0; and let ue be the corresponding capacitary potential with respect to
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O: Then there exists x0A %O such that
jruej2
e2
,
* dx0 ;
wAe
e2n
,
*
SVdx0 ð9Þ
in the sense of measures.
Note that in order to obtain the concentration result it is enough to require that O
satisfy capRn ðRn\OÞ40: This assumption essentially excludes only the case O ¼ Rn:
Remark 2. In the result above the concentration atN has to be understood as
Z
O\BR
jruej2
e2
-1 and
jAe\BRj
e2n
-SV 8RX0:
This convergence does not assure a priori that the sets Ae concentrate at a single
point, up a suitable translation. We will see in the sequel (see Proposition 4) that for
the volume functional this result is always true. In the general case of problem (1) a
further assumption on the set O has to be made (see the appendix).
As a consequence of the concentration compactness alternative we have the
following lemma.
Lemma 3 (Flucher et al. [6, Lemma 13]). Let Ak be a sequence of compact sets such
that jAkj ¼ jB10j and capRn ðAkÞ converges to capRn ðB10Þ as k-N: Then, up to a
subsequence, there exists a sequence fxkg such that the characteristic function of
Ak  xk converges to the characteristic function of B10 in L1: Moreover if uk and u
denote the capacitary potential of Ak and B
1
0; respectively, then ukðxk þ Þ converges to
u strongly in D1;2ðRnÞ:
Proposition 4. If capRn ðAeÞ
jAej
n2
n
-SV and jAej-0; then there exist xe and re-0 such that
jAe\Bðxe; reÞj
jAej -0:
Proof. This result can be obtained as a direct consequence of Lemma 3, arguing by
contradiction. &
Remark 5. If fAeg is a sequence of extremals, then it satisﬁes (9), and therefore
satisﬁes the assumption of Proposition 4. In particular if (9) holds with x0 ¼N; then
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there exists a sequence xe-N such that
jrueð  xeÞj2
e2
,
* d0;
wfAexeg
e2n
,
*
SVd0: ð10Þ
3. Robin function for unbounded domains
In this section O will be an arbitrary open subset of Rn with nX3; which satisﬁes
(7). The concentration point x0 of Theorem 1 will be identiﬁed in terms of the Robin
function of O; i.e. the diagonal of the regular part of the Green function of the
Dirichlet problem in O for the operator D ¼ P @2
@x2
i
: This function has been
considered in the context of concentration phenomena in [2] for domains with
regular boundary. In [6] this deﬁnition has been extended to any domain, possibly
with irregular boundary, and its main properties have been studied in the case of
bounded domains.
In this section, we shall summarize the deﬁnitions and the results given in [6] and
we will extend them to the case of unbounded domains. In particular, since the
concentration point, for some domains, could be atN we need a good deﬁnition of
the Robin function atN and a accurate study of its behavior nearN:
Let us denote by KxðyÞ ¼ Kðjx  yjÞ; for every x; yARn; the fundamental solution
for D; i.e. KðrÞ ¼ cnr2n; with cn ¼ ððn  2ÞjSn1jÞ1: For every point xA %O\fNg let
us deﬁne the regular part of the Green function, HOðx; Þ; as the solution in the sense
of Perron–Wiener–Brelot (PWB) of the following Dirichlet problem:
DyHOðx; yÞ ¼ 0 in O;
HOðx; yÞ ¼ KxðyÞ on @O;
(
ð11Þ
i.e., HOðx; Þ is the inﬁmum of all superharmonic functions u such that
lim inf
z-y
zAO
uðzÞXKxðyÞ;
for every yA@O (see [10]). If O is an external domain, then we require in addition that
lim inf
z-N
zAO
uðzÞX0:
Note that the notion of PWB solution is stable under increasing sequences
of admissible boundary data. Thus the function HOðx; yÞ is well deﬁned
also if xA@O\fNg: The Green function of the Dirichlet problem for D is
deﬁned by
GxðyÞ ¼ KxðyÞ  HOðx; yÞ:
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The Green function is symmetric in O O (see [10, Theorem 5.24]); hence
HOðx; yÞ ¼ HOðy; xÞ for every ðx; yÞAO O:
If xAO then the function HOðx; Þ coincides with the weak solution of (11) in the
sense of D1;2ðOÞ:
For every xAO,@O\fNg; let us extend the function HOðx; Þ to a superharmonic
function H˜Oðx; Þ deﬁned on all Rn; as follows: for every yA@O\fNg we set
H˜Oðx; yÞ ¼ lim infz-y
zAO
HOðx; zÞ; ð12Þ
and H˜Oðx; yÞ ¼ KxðyÞ for every yARn\ %O (see [10, Theorem 7.7]). Finally, let us
extend H˜Oðx; yÞ to Rn  Rn by setting H˜Oðx; yÞ ¼ KxðyÞ for every xARn\ %O: It has
been proved in [6], Proposition 8, that for every yARn the function x/H˜Oðx; yÞ is
superharmonic in Rn and, moreover, ðx; yÞ/H˜Oðx; yÞ is lower semicontinuous
in Rn  Rn:
We are now in a position to recall the deﬁnition of the Robin function, the
harmonic radius and the harmonic center given in [6] and to extend it toN:
Deﬁnition 6 (Robin function, harmonic radius, harmonic center). For every
xAO,@O\fNg the leading term of the regular part of the Green function
tOðxÞ :¼ H˜Oðx; xÞ
is called Robin function of O at the point x: The harmonic radius of O at x is deﬁned
by the relation KðrðxÞÞ ¼ tOðxÞ: The Robin function at inﬁnity is deﬁned as
tOðNÞ :¼ lim
r-0
lim
R-N
inf
x;yARn
jxjXR;jxyjpr
H˜Oðx; yÞ: ð13Þ
A minimum point of the Robin function on %O is called a harmonic center of O:
In this way tO : %OCRn,fNg-R becomes a lower semicontinuous function.
Nonetheless tOðNÞmay be strictly below the largest lower semicontinuous extension
of tO at least for nX5 as shown by the example. A similar phenomenon can arise at
other boundary points.
Example 7. We will construct an unbounded domain O such that
tOðNÞolim infx-N tOðxÞ: It will also provide an example of a set for which the
extremals concentrate at N: The set O will be given by taking the whole space Rn
and subtracting a sequence of small balls that accumulate at N: First make a
partition of Rn by considering the annuli Ck ¼ B2kð0Þ\B2k1ð0Þ: In each annulus, we
consider small balls of radius rk with centers ðxikÞ in a lattice of side dk: We will
choose later two suitable sequences fdkg and frkg such that dk; rk-0 and rk5dk:
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Set O ¼ Rn\Sk Sxi
k
ACk BrkðxikÞ: Let us denote by uik the capacitary potential of
the ball BrkðxikÞ: Thus uikðxÞ ¼ Kðjx  xikjÞ=KðrkÞ: Let us now take any sequence
xk-N: To estimate tOðxkÞ from below we may assume that xkACk and that for any
k the distance between xk and the closest ball is of order dk: Then in particular the
Robin function of O in the point xk can be estimated from below by the capacitary
potential of such a ball scaled by KðdkÞ; namely
tOðxkÞ ¼ H˜Oðxk; xkÞXKðdkÞuikðxkÞE
K2ðdkÞ
KðrkÞE
rn2k
d2n4k
: ð14Þ
Finally, let us ﬁx 0oro1 and let us estimate from above the inﬁmum of H˜Oðxk; yÞ
for jxk  yj ¼ r: We will estimate H˜Oðxk; yÞ by considering separately the
contribution of the balls contained in each annulus Ch for hak; that of the balls
in the annulus Ck\BrðxkÞ and ﬁnally the contribution of the balls in BrðxkÞ: Now the
capacity of the balls contained in each annulus Ch is of order r
n2
k 2
hn=dnh (i.e. the
capacity of a ball times the number of balls). Then the contribution of Ch is given by
the total capacity of the balls contained in it multiplied by the fundamental solution
computed on the distance between xk and Ch that we very roughly estimate with 1.
Similarly, we deal with the balls in Ck\BrðxkÞ: The contribution of the balls in BrðxkÞ
can be estimated ﬁrst considering the contribution of the balls in Br=2ðyÞ which gives
a term of the form
Kðr=2Þrn2k
Z r=2
0
KðsÞsn1
dnk
ds
and then the contribution of the balls in BrðxkÞ\Br=2ðyÞ which similarly can be
estimated by
Kðr=2Þrn2k
Z r
0
KðsÞsn1
dnk
ds:
Then
inf
jxkyj¼r
H˜Oðxk; yÞpC
X
hak
2hn
rn2h
dnh
þ CKðrÞ22kn r
n2
k
dnk
þ Cr2KðrÞ r
n2
k
dnk
: ð15Þ
Choosing dk ¼ 2ak; rk ¼ 2bk and n44 we easily ﬁnd values b4a40 such that
tOðNÞoN while lim infx-N tOðxÞ ¼ þN: Actually, this construction provides also
an example of a set where the concentration occurs at N: Indeed a more accurate
estimate in (15) shows that under the condition rk52kndnk we have tOðNÞ ¼ 0:
If xAO; the Green function can be expanded near the singularity as
GxðyÞ ¼ Kðjy  xjÞ  tOðxÞ þ Oðjy  xjÞ: ð16Þ
It has the following properties.
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Proposition 8 (Bandle and Flucher [2], Flucher et al. [6], Flucher and Wei [8]). For
fixed xAO the Dirichlet Green’s function Gx satisfies:
1. For every t40 one has Z
fGxotg
jrGxj2 ¼ t:
2. As t-N we have Brx CfGx4tgCBrþx with r7 ¼ r7OðrnÞ and r defined by
t ¼ KðrÞ  tOðxÞ:
3. For every xA %O\fNg; with tOðxÞoN; we have
jfGx4tgjXjfK4t þ tOðxÞgj:
Proof. The proof of Part 1 and 2 are recalled in [6, Proposition 12], while Part 3 is
proved in [6, Remark 11] as a consequence of Proposition 10. &
The proposition above implies that for xAO the capacity of a small ball is
asymptotically given by
capO ðBrxÞ ¼
1
KðrÞ  tOðxÞ þ OðrÞ ¼ capR
n ðBr0Þ þ cap2Rn ðBr0ÞðtOðxÞ þ OðrÞÞ ð17Þ
as r-0: In the radial case we have
capBR
0
ðBr0Þ ¼
1
KðrÞ  KðRÞ: ð18Þ
The key point is that an asymptotic expansion similar to (17) holds for arbitrary
small sets which concentrate at single point. The following estimate for the capacity
has been proved in [6, Lemma 16].
Lemma 9 (Asymptotic expansion of capacity). Let x0AO,@O\fNg and let Ak be a
sequence of subsets of O such that jAkj40 and
1
jAkj wAk ,
* dx0 :
Then
lim inf
k-N
1
capRn ðAnkÞ
 1
capO ðAkÞ
XtOðx0Þ: ð19Þ
A. Garroni, S. Mu¨ller / Journal of Functional Analysis 199 (2003) 386–410394
An important tool in the proof of this result is Proposition 10. It provides an
approximation of tO with a sequence of Robin functions obtained approximating O
with larger domains, and permits to restrict the analysis in Lemma 9 only to interior
points.
Fix x0A@O\fNg: Let us denote by Orðx0Þ the set O,Brx0 : For any ﬁxed
xAO,@O\fNg let HOrðx0Þðx; Þ be the PWB solution of the problem
DyHOrðx0Þðx; yÞ ¼ 0 in Orðx0Þ;
HOrðx0Þðx; yÞ ¼ KxðyÞ on @Orðx0Þ
(
ð20Þ
and let tOrðx0ÞðxÞ the corresponding Robin function.
Proposition 10 (Flucher et al. [6, Proposition 7]). Let x0A@O\fNg: Then, for every
x; yARn; HOrðx0Þðx; yÞ converges increasingly to HOðx; yÞ as r decreases to 0.
In particular tOrðx0ÞðxÞ converges increasingly to tOðxÞ as r-0; for any
xAO,@O\fNg and tO is lower semicontinuous in O,@O\fNg:
Our next goal is to establish that a similar approximation result can be proved
for tOðNÞ:
Proposition 11. The following equality holds:
tOðNÞ ¼ lim
r-0
lim
R-N
inf
jxjXR
tO,BrðxÞðxÞ:
In order to prove Proposition 11 we need the following lemma.
Lemma 12. Let xARn; aAð0; 1
2
Þ; rAð0; 1Þ and r ¼ 2ra: If
tO,BrðxÞ ðxÞo22nKð1Þraðn2Þ ¼ KðrÞ ð21Þ
then
inf
y;zAB2rðxÞ
H˜Oðy; zÞptO,BrðxÞ ðxÞ þ Kð1Þ42nrð12aÞðn2Þ: ð22Þ
Proof. Let T ¼ tO,BrðxÞðxÞ: By assumption H˜O,BrðxÞðx; xÞ ¼ ToKðrÞ; with r ¼ 2ra:
Thus by the superharmonicity of H˜O,BrðxÞðx; Þ we get
_@BrðxÞH˜O,BrðxÞðx; zÞdzpH˜O,BrðxÞðx; xÞ ¼ T : ð23Þ
Hence, there exists a subset S of @BrðxÞ such that S has positive ðn  1Þ-dimensional
measure and such that
H˜O,BrðxÞðx; zÞpT 8zAS: ð24Þ
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If zA@BrðxÞ\O,BrðxÞ; then by (21) H˜O,BrðxÞðx; zÞ ¼ Kðjx  zjÞ ¼ KðrÞ4T : This is
also true if zA@O,@BrðxÞ is a regular boundary point of O in the sense of Wiener.
Since the set of irregular points of the boundary of an n-dimensional domain has
zero capacity, and in particular zero ðn  1Þ-dimensional measure, we infer that
S-O has positive ðn  1Þ-dimensional measure. In particular we may ﬁx
zAO-@BrðxÞ such that (24) holds.
Again by the superharmonicity of H˜O,BrðxÞ we have that
_@Br
2
ðxÞH˜O,BrðxÞðy; zÞ dypH˜O,BrðxÞðx; zÞpT : ð25Þ
Thus, as above, we may ﬁnd yAO-@Br
2
ðxÞ such that
H˜O,BrðxÞðy; zÞpT : ð26Þ
Now let M ¼ maxxA %BrðxÞ Kðjz  xjÞpKðr2Þ ¼ Kð1ÞðraÞ2n and consider the function
f ðxÞ ¼ H˜O,BrðxÞðx; zÞ þ M
jx xj
r
 2n
then f superharmonic in Rn and harmonic in O\ %B: Moreover, f ðxÞXKðjx zjÞ if
xA@ðO\ %BÞ: Hence HO\ %Bðx; zÞpf ðxÞ for every xAO\ %B: Since yAO\ %B we may take
x ¼ y and we obtain
HOðy; zÞpHO\ %Bðz; yÞp H˜O,BrðxÞðy; zÞ þ M
jy  xj
r
 2n
pT þ Kð1Þ42nrð12aÞðn2Þ;
which concludes the proof. &
Proof of Proposition 11. Let us ﬁrst prove that
lim
r-0
lim
R-N
inf
jxjXR
tO,BrðxÞðxÞptOðNÞ:
Let tðR; rÞ ¼ inf jxjXR inf jxyjor H˜Oðx; yÞ; and tðrÞ ¼ limR-NtðR; rÞ: By deﬁnition
tOðNÞ ¼ limr-0 tðrÞ: By the harmonicity of HO,BrðxÞ ðx; yÞ we have
tO,BrðxÞðxÞ ¼ _BrðxÞHO,BrðxÞðx; yÞdyp_BrðxÞH˜Oðx; yÞ dy: ð27Þ
Since H˜Oðx; yÞXtðR; ﬃﬃﬃrp Þ for every jx  yjp ﬃﬃﬃrp and jxjXR; by the Harnack
inequality applied to H˜Oðx; yÞ  tðR; ﬃﬃﬃrp Þ in connection with (27) we get
tO,BrðxÞðxÞptðR;
ﬃﬃﬃ
r
p Þ þ C min
yABrðxÞ
H˜Oðx; yÞ  tðR; ﬃﬃﬃrp Þ
 
:
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By taking the inﬁmum on jxjXR we obtain
inf
jxjXR
tO,BrðxÞðxÞptðR;
ﬃﬃﬃ
r
p Þ þ CðtðR; rÞ  tðR; ﬃﬃﬃrp ÞÞ
and we conclude taking the limit as R-N and then r-0:
Conversely, let *tðNÞ ¼ limr-0 limR-N inf jxjXR tO,BrðxÞðxÞ: Assume that *tðNÞoN:
Then there exist rk-0 and xk-N such that
lim
k-N
tO,Brk ðxkÞðxkÞ ¼ *tðNÞ:
In particular assumption (21) in Lemma 12 holds for k sufﬁciently large. Thus, by
Lemma 12, there exist rk ¼ 2rak-0 and zk; yk-N; with jzk  ykjp2rk-0; such that
lim sup
k-N
HOðyk; zkÞp*tðNÞ
and then in particular we have
lim
r-0
lim
R-N
inf
x;yARn
jxjXR;jxyjpr
H˜Oðx; yÞp*tðNÞ:
Thus tOðNÞp*tðNÞ; which concludes the proof. &
As an immediate consequence of Proposition 11 we obtain the following result.
Corollary 13. For any sequence frkg; with rk40 and rk-0 as k-N; there exists a
sequence fxkg in Rn with xk-N such that
lim
k-N
tO,Brk ðxkÞðxkÞ ¼ tOðNÞ:
We now establish a more precise comparison between H˜O and tOðNÞ:
Corollary 14. For any sequence frkg; with rk40 and rk-0 as k-N; let fxkg be a
sequence in Rn with xk-N such that
lim
k-N
inf
jxkyjprk
H˜Oðxk; yÞ ¼ tOðNÞ:
Then we also have
lim
k-N
tO,Brk ðxkÞðxkÞ ¼ tOðNÞ:
Proof. Let us denote Ok ¼ O,BrkðxkÞ: By Proposition 11 we always have that
lim sup
k-N
tOkðxkÞXtOðNÞ:
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On the other hand by the harmonicity of HOkðxk; yÞ in BrkðxkÞ we have
tOkðxkÞ ¼HOkðxk; xkÞ ¼ _Brk ðxkÞHOkðxk; yÞ dyp_Brk ðxkÞH˜Oðxk; yÞ dy
¼ inf
jxkyjp ﬃﬃﬃﬃrkp H˜Oðxk; yÞ þ _Brk ðxkÞ HOkðxk; yÞ  infjxkzjp ﬃﬃﬃﬃrkp H˜Oðxk; zÞ
 
dy: ð28Þ
By the assumption and the deﬁnition of tOðNÞ we have also that
inf
jxkyjp ﬃﬃﬃﬃrkp H˜Oðxk; yÞ ¼ tOðNÞ þ oð1Þ:
Thus, applying the weak Harnack inequality to the function HOkðxk; yÞ 
inf jxkzjp ﬃﬃﬃﬃrkp H˜Oðxk; zÞ; which is superharmonic and positive on B2rkðxkÞ; we get
tOkðxkÞp infjxkyjp ﬃﬃﬃﬃrkp H˜Oðxk; yÞ
þ C inf
jxkzjprk
HOkðxk; yÞ  infjxkzjp ﬃﬃﬃﬃrkp H˜Oðxk; zÞ
 
¼ tOðNÞ þ oð1Þ: &
We now prove the asymptotic formula for small sets concentrating at N:
Lemma 15. Let Ak be a sequence of sets which concentrates at N in the sense that
jAkj40 and suppose that there exists a sequence xk-N; such that
wAkxk
jAkj ,
* d0:
Then
lim inf
k-N
1
capRn ðAnkÞ
 1
capO ðAkÞ
XtOðNÞ: ð29Þ
Proof. We may assume tOðNÞ40 since otherwise there is nothing to show. Note
also that the assumptions imply jAkj-0: Thus, we may suppose that capO Ak-0
since otherwise the left-hand side of (29) isN: We ﬁrst assume that tOðNÞoþN:
Let uk be the capacitary potential of Ak  xk and let
mk ¼ 
1
capO ðAkÞ Duk fO xkg:
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As in the proof of Lemma 16 in [6] we obtain mk ,* d0 and jjmkjjMðRn\BrÞ-0 for
every r40: We will construct a superharmonic function wk which satisﬁes wkX1 on
Ak  xk and we will estimate jjDwkjjM to estimate capRn ðAkÞ:
Fix r40 and let m1k ¼ mk Br; m2k ¼ mk  m1k-0 in MðRnÞ: We have
ukðxÞ ¼ capO ðAkÞ
Z
Rn
GfOxkgðx; yÞ dmkðyÞ;
and deﬁne
uikðxÞ ¼ capO ðAkÞ
Z
Rn
GfOxkgðx; yÞ dmikðyÞ;
vikðxÞ ¼ capO ðAkÞ
Z
Rn
Kðx  yÞdmikðyÞ; i ¼ 1; 2:
Since xk-N; the deﬁnition of tOðNÞ and the convergence of m2k imply that for
every d40 there exist r0ðdÞ40 and k0ðd; rÞ such that for all ror0ðdÞ and kXk0
v1k  u1k
capO ðAkÞ
¼
Z
O
H˜Oðxk þ x; xk þ yÞ dm1kXtOðNÞ  d ð30Þ
for every x such that jxjo2r:
On the other hand since jjmkjjM ¼ 1 we have
u1kðxÞpv1kðxÞpcapO ðAkÞKðjxj  rÞpcapO ðAkÞKðrÞ ð31Þ
if jxjX2r: If ukðxÞX1 and jxjX2r then
u2kðxÞX1 u1kðxÞX1 capO ðAkÞKðrÞ: ð32Þ
Let ak ¼ ðtOðNÞ  dÞ capO ðAkÞ and bk ¼ KðrÞ capO ðAkÞ; and
wk ¼ 1
1þ ak v
1
k þ
1
1 bk
v2k ¼
1
1þ ak vk þ
1
1 bk
 1
1þ ak
 
v2k: ð33Þ
From the ﬁrst identity, in connection with (30) and (32) we see that wkX1 on
Ak  xk: Indeed this follows immediately from (32) for jxjX2r since v2kXu2k: For
jxjo2r estimate (30) and the condition ukX1 on Ak  xk give
wkX
u1k þ ak
1þ ak þ
1
1 bk
u2kX1þ
1
1 bk
 1
1þ ak
 
u2kX1:
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Now the second identity in (33) (in connection with the minimality of the capacitary
distribution) yields
capRn ðAkÞpjjDwkjjMp
1
1þ ak þ
1
1 bk
 1
1þ ak
 
jjm2kjj
 
capO ðAkÞ:
Taking the limit as k-N and r-0 we easily deduce the assertion for tOðNÞoN:
If tOðNÞ ¼N we replace in (30) the term tOðNÞ  d by 1d and proceed as
before. &
In connection with Lemma 9 and the lower semicontinuity of tO in %O we deduce
immediately the following corollary.
Corollary 16. Suppose that tOðNÞ40: Then inf %O tO ¼ min %O tO40 and for all sets
AkCO; with jAkj-0
lim inf
k-N
1
capRn ðAnkÞ
 1
capO ðAkÞ
Xmin
%O
tO: ð34Þ
4. Localization of concentration points
The main result of this paper is the second-order expansion of SFe with respect to e:
It turns out that the second nontrivial term depends on the value of the Robin
function at the concentration point. This allows us to identify the concentration
point. We say that fAeg is a sequence of almost extremals for (1) if Ae is admissible
for the deﬁnition of SVe ðOÞ and
jAej
e2n
¼ SVe ðOÞ þ oðe2Þ as e-0:
Theorem 17 (Identiﬁcation of concentration points). (1) If the sequence fAeg
satisfies capO Ae ¼ e2 and concentrates at xA %O in the sense of Theorem 1 then
jAejpe2nSV 1 n
n  2 tOðxÞe
2 þ oðe2Þ
 
as e-0:
(2) If fAeg is a sequence of almost extremals we have
jAej ¼ e2nSV 1 n
n  2 min%O tOe
2 þ oðe2Þ
 
:
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(3) In particular a sequence of almost extremals concentrates at a harmonic
center, i.e.
tðx0Þ ¼ min
%O
tO
with x0 as in Theorem 1.
Remark 18. If tOðxÞ ¼N the inequality in Part 1 is understood as
lim
e-0
e2
jAej
e2n
 SV
 
¼ N:
Proof of Theorem 17. Let us ﬁrst prove Part 1. In view of Proposition 4 we can apply
Lemma 9 if xA %O\fNg or Lemma 15 if x ¼N: Taking into account that capRn Ane ¼
ðjAej=SV Þ2=2
n
and capO Ae ¼ e2 we deduce that
lim inf
e-0
1
e2
SV e2
n
jAej
  2
2n
1
2
4
3
5XtOðxÞ
and this proves Part 1 since 2
2n
¼ n2
n
:
Since every maximizing sequence concentrates by Theorem 1, the assertion in Part
1 implies one inequality in Part 2. If min %O tO is attained at xaN; then the reverse
inequality is an easy consequence of Proposition 8, Parts 1 and 3. Indeed if
Ae ¼ fGx4e2g then capO Ae ¼ e2 and
jAejX K41e2 þ tOðxÞ
 
: ð35Þ
Thus computing the right-hand side of (35) we get the required inequality.
Let us ﬁnally consider the case that min %OtO is attained only at %x ¼N: In this case
we may not apply directly the transplantation argument, but we must apply it to the
level sets of the Green function of O with singularities in suitable points xe
approachingN: We claim that it is possible to choose xe-N such that
Gxe4
1
e2
 
X K41e2 þ tOðNÞ þ oð1Þ
 
: ð36Þ
This will give us the result as above, taking Ae ¼ fGxe4e2g:
In order to prove (36) let re40 be such that KðreÞ ¼ 1=e2 (i.e re ¼ ½Kð1Þe21=ðn2ÞÞ
and let Re40 be such that Re5r2e : By the deﬁnition of tOðNÞ we may ﬁnd a
sequence xe-0 such that
inf
jxeyjpRe
H˜Oðxe; yÞ ¼ tOðNÞ þ oð1Þ: ð37Þ
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Let tOe be the Robin function of the set Oe ¼ O,BReðxeÞ: By Corollary 14 we have
also
lim
e-0
tOeðxeÞ ¼ tOðNÞ: ð38Þ
By applying the usual transplantation argument (see Proposition 8, Part 3) to the
Green function of Oe we have
GOeðxe; yÞ4
1
e2
 
X Kðjxe  yjÞ41e2 þ tOðNÞ þ oð1Þ
 
: ð39Þ
Thus, it remains to prove that
GOðxe; yÞ41e2
 
X GOeðxe; yÞ41e2 þ oð1Þ
 
þ e2noðe2Þ: ð40Þ
This will be done exploiting that far from xe the difference H˜Oðxe; yÞ  H˜Oeðxe; yÞ
is small (see estimate (41) while close to xe the difference between the level sets of GOe
and the levels sets of GO is controlled by the set where H˜Oðxe; Þ is very big, which is
small (see (46)).
First we claim that there exists a constant C40 such that
0pH˜Oðxe; yÞ  H˜Oeðxe; yÞpC
Re
r2e
 n2
ð41Þ
for every r2epjy  xejpre:
In order to prove estimate (41) let reðyÞ be the solution of the following problem:
DreðyÞ ¼ 0 in ðOc-BReðxeÞÞc;
reðyÞ ¼ Kðjxe  yjÞ on @ðOc-BReðxeÞÞc and re-0 as jyj-N:
(
ð42Þ
It is easy to check that
reðyÞpH˜Oðxe; yÞpH˜Oeðxe; yÞ þ reðyÞ: ð43Þ
Since re is harmonic outside the ball BReðxeÞ; using a Poisson-type integral
representation we get
reðyÞ ¼ 1jSn1jRe
Z
@BRe ðxeÞ
jxe  yj2  R2e
jz  yjn reðzÞ dH
n1ðzÞ
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for jy  xej4Re: Thus by (43) we have
H˜Oðxe; yÞ  H˜Oeðxe; yÞpC
Re
r2e
 n2
_@BRe ðxeÞreðzÞ dHn1ðzÞ
pC Re
r2e
 n2
_@BRe ðxeÞH˜Oðxe; zÞ dHn1ðzÞ ð44Þ
for any r2epjy  xejpre: Finally, taking into account the superharmonicity of
H˜Oðxe; Þ and using the weak Harnack inequality we obtain
_@BRe ðxeÞH˜Oðxe; zÞ dHn1ðzÞp_BRe ðxeÞH˜Oðxe; zÞ dz
pC inf
jxeyjoRe
H˜Oðxe; yÞpCðtOðNÞ þ oð1ÞÞ;
which in view of (44) gives (41).
Since fGOðxe; yÞ41=e2gDBreðxeÞ; as an immediate consequence of (41) we have
that
GOðxe; yÞ41e2
 
\Br2e ðxeÞ

X GOeðxe; yÞ41e2 þ oð1Þ
 
\Br2e ðxeÞ

: ð45Þ
Finally, it is easy to check that
GOðxe; yÞ41e2
 
-Br2e ðxeÞ

X GOeðxe; yÞ41e2
 
-Br2e ðxeÞ

þ e2noðe2Þ: ð46Þ
Indeed this follows from the fact that, since Kðjxe  yjÞX1=e4 in Br2e ðxeÞ; we have
GOðxe; yÞ41e2
 
-Br2e ðxeÞD Kðjxe  yjÞ4
1
e2
 
n H˜Oðxe; yÞ41e4 
1
e2
  
-Br2e ðxeÞ:
Since
H˜Oðxe; yÞ4 1
2e4
 
-Br2e ðxeÞ

p2e4
Z
Br2e
H˜OpCe4r2ne pCe22
nþ4;
we deduce
GOðxe; yÞ41e2
 
-Br2e ðxeÞ

X GOeðxe; yÞ41e2
 
-Br2e ðxeÞ

 Ce2ne2nþ4:
Now estimate (40) follows from (45) and (46). Together with (39) this concludes
the proof. &
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Appendix A. General integrands
We ﬁnally consider the general problem
SFe ðOÞ :¼
1
e2n
sup
Z
O
FðuÞ : uAD1;2ðOÞ; jjrujj2pe
 
;
where 0pFðtÞpajtj2n ; for some a40; and F is upper semicontinuous. In this general
case a further subtlety in unbounded domains may arise if the integrand F has
critical growth at the origin, i.e. if Fþ0 ¼ lim supt-0 FðtÞt2n ¼ S
F
Sn
ðSF is deﬁned in (4) and
Sn is the best Sobolev constant, i.e.
R
O juj2
npSnjjrujj2n2 Þ: In this case the maximizers
of the radial problem in Rn may become arbitrarily ﬂat (think, e.g. of the case
FðtÞ ¼ SF
Sn
t2
n
for tA½0; d) and, in order to prove the concentration without the
assumption that jOj is ﬁnite, we also need an estimate for the capacity of large sets
(see Lemma A.3). Hence, in this case we shall make the additional assumption
tOðNÞ40;
which essentially says that Rn\O is not too small at inﬁnity. An equivalent
characterization is the following.
Proposition A.1. The condition tOðNÞ40 is equivalent to requiring that there exists a
constant C040 such that
HOðx; yÞXC0 minf1; jx  yj2ng: ðA:1Þ
Proof. Clearly, by the deﬁnition of tOðNÞ; we have that (A.1) implies tOðNÞ40: To
prove the opposite implication we ﬁrst remark that to have (A.1) satisﬁed it is
enough to know that there exist r040 and C040 such that
H˜Oðx; yÞXC0 8jx  yjpr0: ðA:2Þ
Indeed for any xAO the function C0KxðÞ=Kðr0Þ is harmonic in O\Br0ðxÞ smaller
than Hðx; Þ on @Br0ðxÞ: Thus by the comparison principle Hðx; yÞXC0KxðyÞ=Kðr0Þ
for any yAO\Br0ðxÞ; which, together with (A.2), gives (A.1). Finally, we have that
tOðNÞ40 implies (A.2). Indeed by the deﬁnition of tOðNÞ we may ﬁnd r040 and
R04r0 such that
H˜Oðx; yÞXC0 8jx  yjpr0 and jxj4R0:
Thus, the conclusion follows from the fact that a superharmonic non negative
function either is zero or is strictly positive. This implies HOðx; yÞ has a
strictly positive minimum in BR0  BR0 and thus (48) (after possibly adjusting the
value of C0). &
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Remark A.2. The condition tOðNÞ40 implies min %O tO40: Indeed by deﬁnition
tOðNÞ40 implies minfjxj4Rg tO4tOðNÞ=2 for some R40 and then, arguing as
above we also have min %O tO40:
We now use the assumption tOðNÞ40 to prove the counterpart of Lemma 9 for
large sets.
Lemma A.3. Assume tOðNÞ40: Then for any r40 there exists a constant Cr40 such
that
capO ðAÞ  capRn ðAnÞXCr capRn ðAnÞ
for every subset A of O such that jAjXjB1j:
Proof. By a scaling argument we may assume that r ¼ 1: Moreover, we may reduce
to the case jAj ¼ jB1j: Indeed for RX1 we have
H1
R
O
ðx; yÞ ¼ Rn2HOðRx; RyÞXC0 minfRn2; jx  yj2ngXC0 minf1; jx  yj2ng;
thus if O satisﬁes (A.1) also the rescaled set 1
R
O; with RX1; does.
We now proceed by contradiction. Let AkDOk be a sequence such that jAkj ¼ jB1j
and capOk Ak-capRn B1; with Ok satisfying (A.1).
Since capRn B1pcapRn AkpcapOk Ak; we also have that capRn Ak-capRn B1: Thus
by Lemma 3 we have that after a translation (note that (A.1) is translation invariant)
the characteristic function of Ak converges to the characteristic function of B1: Let uk
be the capacitary potential of Ak in Ok: In particular
Duk ¼ mkX0 in Ok;
uk ¼ 0 on @Ok;
(
where mk is the capacitary distribution,
R
Ok
dmk ¼ capOk Ak and supp mkD %Ak:
By Lemma 3 we also have that the sequence uk converges strongly in D
1;2ðRnÞ to
the capacitary potential u of B1 in R
n and that mk converges weakly in the sense of
measures to the corresponding capacitary distribution m; with supp mD@B1 andR
Rn dm ¼ capRn B1:
Since, using the Green function of Ok; we have
ukðxÞ ¼
Z
Rn
GOkðx; yÞ dmk ¼
Z
Rn
KxðyÞ dmk 
Z
Rn
HOkðx; yÞ dmk
p
Z
Rn
KxðyÞ dmk  C0
Z
Rn
minf1; jx  yj2ng dmk;
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taking xAB1 and passing to the limit as k-N we get
uðxÞp
Z
Rn
KxðyÞ dm C
Z
@B1
dm ¼ uðxÞ  CcapRn B1;
which is a contradiction. &
In the following SF :¼ SF1 ðRnÞ will denote the generalized Sobolev constant, i.e.
Z
Rn
FðuÞ dxpSF
Z
Rn
jruj2dx
 2n
2
for every uAD1;2:
Using the previous lemma we can prove the concentration result without any
further assumption, except tOðNÞ40:
Theorem A.4. Assume tOðNÞ40: Let fueg be a sequence of maximizing sequence for
problem (1), i.e. e2
n R
O FðueÞ dx-SF and jjruejj2pe: Then
(1) the sequence fueg concentrates at a single point x0A %O in the following sense:
jruej2
e2
,
* dx0 ;
FðueÞ
e2n
: ðA:3Þ
(2) If x0 ¼N; then there exists a sequence xe-N such that ueð  xeÞ concentrates
at 0 in the sense of Part 1.
Proof (Sketch). As for the analogous theorem proved in [7, Theorem 3] (under
additional assumptions either on F or on O), the proof of Part 1 follows by the
generalized concentration–compactness alternative proved in [7, Theorem 12],
applied to the sequence ve ¼ ue=e: By this result we know that either ve is compact or
it concentrates at a single point in the sense of (A.3). To exclude the compactness
assume that ve-v0a0 and for any t40 denote Ae;t ¼ fve4tg: Let %ve be the harmonic
extension of vne outside A
n
e;t; where v
n
e denote the radial decreasing rearrangement of
ve and A
n
e;t ¼ fvne4tg: It is easy to check thatZ
Rn
jr %vej2X1 ct2ðcapO Ae;t  capRn Ane;tÞ: ðA:4Þ
Thus the proof is exactly the same as the one given in [7] in the case jOj ﬁnite, upon
noticing that since v0a0; for t small enough, lim inf e-0jAe;tjXjfv04tgjXc40 and
then by Lemma A.3
capO Ae;t  capRn Ane;tXC40;
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The proof of Part 2 can be also obtained by contradiction. We shall give a sketch
of it.
If Part 2 does not hold then there exists reXc40 such that
1
e2
Z
Rn\Bre
jrune j2 dx ¼ g0
1
e2
Z
Rn
jrune j2 dx
where une is the radial symmetrization of ue: Let de-0 be such that
d2e ¼ SF 
1
e2
Z
O
jruej2 dx:
By the decay estimate for radial maximizing sequences given in [6, Lemma 22], there
exists a constant ue;N such that
une ðrÞEue;NKðrÞ if 1p
r
re
pd
2
n2
e ;
where
c10 er
n2
2
e pue;Npc0er
n2
2
e :
Choose re and te such that re=re-0; with re=re5d
2=ðn2Þ
e ; and te ¼ ue;NKðreÞ: Then
reXcX0 and jfune4tegj ¼ jBre jXC40: Let %ue be the harmonic extension of une
outside of the set fune4teg: Using Lemma A.3, we have
1
e2
Z
Rn
jr %uej2 dxp1 c 1e2 t
2
e ðcapO fue4teg  capRn fune4tegÞp1 c
re
re
 n2
:
Again by the decay estimates in [6, Lemma 22, Formula (31)] we get
1
e2n
Z
funepteg
Fðune Þ dxpC
re
re
 
:
Thus by the generalized Sobolev inequality
d2e þ SFp
1
e2n
Z
Rn
Fðune Þ dx þ
1
e2n
Z
funepteg
Fðune ÞdxpSF  C
re
re
 n2
þC re
re
 
and then
d2e
re
re
 n2
Xc40;
which is a contradiction. &
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Remark A.5. If lim supt-0 FðtÞ=jtj2
n ¼ Fþ0 oSF=Sn; where Sn denotes the best
Sobolev constant, the concentration result stated in Theorem A.4 is proved in
[7, Theorem 3] without any further assumption on the domain O:
Now for general integrands the concentration point can be identiﬁed as in [6] by
means of an asymptotic expansion of SFe ðOÞ for any domain which satisﬁes
tOðNÞ40:
Let BF be the class of all radial maximizing sequences for SF and deﬁne
w2N :¼
2ðn  1Þ
nSF
inf lim inf
k-N
Z
Rn
FðwkÞ
Kðj  jÞ : fwkgAB
F
 
:
Theorem A.6. Suppose that 0owNoN and tOðNÞ40 or Fþ0 oSF=Sn:
1. If the sequence fu˜egCD1;2ðOÞ satisfies jjru˜ejj2pe and concentrates at xA %O in the
sense of Theorem A.4 thenZ
O
Fðu˜eÞpe2nSF 1 n
n  2 w
2
NtðxÞe2 þ oðe2Þ
 
as e-0:
2. For any %xA %O there exist ueAD1;2ðOÞ such that jjruejj2 ¼ e and
lim inf
e-0
1
e2
1
e2n
Z
O
FðueÞ  SF 1 n
n  2 w
2
Ntð %xÞe2
  
X0: ðA:5Þ
3. In particular a sequence of almost extremals concentrates at a harmonic center, i.e.
tðx0Þ ¼ min
%O
tO
with x0 as in Theorem A.4.
Proof (Sketch). The proof of Part 1, which in the case of volume functional
(Theorem 17) follows directly from the asymptotic formula for the capacity of small
sets, in this case is the most complicated. Nevertheless it is exactly the same proof
given in [6, Theorem 17, Part 1], for bounded domains, using Lemma 15 instead of
Lemma 9, if the concentration occurs atN: Similarly, if %xaN Part 2 can be proved
using harmonic transplantation exactly as in the case of bounded domains (see
[6, Theorem 17, Part 1]).
Thus, we will only consider Part 2 in the case %x ¼N:
Also in this case the main idea is to use transplantation. As for the case of the
volume functional the main difﬁculty is that we must consider a sequence fxeg
approaching inﬁnity, but in this general case this must be done very carefully.
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Indeed, an additional difﬁculty lies in the fact that we must estimate all the level sets
of the Green function, not only that corresponding to 1.
We will just give the main steps of the proof without any detail.
For any given sequence xe we will denote by Gxe the Green function of O with
singularity at xe; while for any given sequence re will denote by Gre;xe the Green
function of the domain O,BreðxeÞ with singularity at xe:
We ﬁx a (radial) maximizer w of SF in Rn; with optimal decay, i.e., wðrÞ ¼
wNKðrÞð1þ oðrÞÞ for r4R0: We write w ¼ j3K and deﬁne weðxÞ ¼ ðj3KÞðe
2
n2xÞ ¼
ðje3KÞðxÞ; where jeðtÞ ¼ jðe2tÞ: Then jjrwejj2 ¼ e and
R
Rn Fðje3KÞ ¼ SF : The
candidate for ue is ue ¼ je3Gxe ; for a suitable choice of xe:
The usual transplantation arguments give
1
e2n
Z
O
FðueÞX
Z N
0
CnðF3jÞðtÞ e2n jfGxe4
t
e2
gj
 2n1
n
dt; ðA:6Þ
where Cn is the isoperimetric constant.
The main idea, as in the proof of Theorem 17, is to substitute the Green function
Ge with Gre;xe for a suitable choice of re and xe which permit to approach tOðNÞ: To
this end ﬁx d40 and denote
oeðtÞ ¼
jfGre;xe4 te2 þ dg\fGxe4 te2gj
jfGxe4 te2gj
: ðA:7Þ
Using a comparison argument as in the proof of Theorem 17, formula (40), we may
estimate oe: In particular it is possible to prove that for any sequence te-N we can
ﬁnd a sequence of radii re-0 such that
lim
e-0
sup
tA½0;te
oeðtÞ
e2
¼ 0: ðA:8Þ
Now let us ﬁx te such that
lim
e-0
1
e2
Z
fK4teg
Fðj3KÞ ¼ 0 ðA:9Þ
then there exists a sequence re such that (A.8) holds. Corresponding to this re; by
Proposition 11, we may ﬁnd a sequence xe such that tO,Bre ðxeÞðxeÞptOðNÞ þ d: Thus
by Part 3 of Proposition 8 we have
Gre;xe4
t
e2
þ d
n o X K4 t
e2
þ tOðNÞ þ 2d
n o : ðA:10Þ
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Then using that Gre;xepK we obtain by explicit computation
e2
n
e Gxe4
t
e2
n o  2n1n
XjfK4t þ e2ðtOðNÞ þ 2dÞgj2
n1
n  CjfK4tgj2n1n oeðtÞ: ðA:11Þ
Finally, let Be be the ball of center 0 and radius Re such that KðReÞ ¼
e2ðtOðNÞ þ 2dÞ; and let GBe ¼ K  KðReÞ be the corresponding Green function with
pole in 0. By an explicit computation, by changing variables in the integral and
taking into account the deﬁnition of wN; we getZ
Be
Fðj3GBeÞ ¼ SF 1
n
n  2 w
2
NðtOðNÞ þ 2dÞe2
 
þ oðe2Þ: ðA:12Þ
Moreover by the radial symmetry of GBe and by (A.6) and (A.11) we have
1
e2n
1
e2
Z
O
FðueÞ 
Z
Be
Fðj3GBeÞ
 
XSF sup
tA½0;te
okðtÞ
e2e
 C 1
e2k
Z
fK4teg
Fðj3KÞ: ðA:13Þ
The conclusion follows taking the limit as e-0 and using (A.8), (A.9) and (A.12),
and the arbitrariness of d: &
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