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Most network design problems are computationally intractable. For obtaining ap-
proximations, greedy heuristics are commonly employed. The Esau-Williams algo-
rithm adopts a better greedy heuristic in solving (constrained) capacitated minimum
spanning tree (CMST) problem, using a tradeoff function computing the potential
saving in the cost of a link. In this study, the component-oriented tradeoff compu-
tation was employed instead of the node-oriented one to implement the heuristic
efficiently. The improved Esau-Williams algorithm was modified for variations of the
CMST problems with order, degree, and depth constraints.
In the problems, a common operation was to check if accepting the link could
satisfy the constraint. In the weight- and the order-constraint problems, once accept-
ing the link would fail to satisfy the constraint, the link can be discarded. In the
degree- and the depth-constraint problems, however, some links have possibility to
be accepted later even though accepting them would violate the constraint at the
moment. While the heuristic for the depth constraint presented in this study may
be overcome by other alternative approaches, decision of accepting the link can be
made when the relation between the connected components is analyzed. Thus, this
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H.. P R I
I TROD CTIO T
A network is an interconnected collection of ho t / ites for data mmuni a i n.
The telephone ystem is an xample of voice network in whi h it ar 'onn t d
directly or indirectly by cable , fib r optic, microwav ,or omrnunication stIli
VVe can cla sify the network b ed on th ir transmi ion t hnolo y:
1. Broadcast networks: All hosts on th network share a ingle comrnunicati n han-
nel/link. l,
metropolitan area networks, and wide ar a netw rks.
Another las ification ba ed on the distan m·tri r ult in I I ran tw rk ,
2. Point-to-poin network: Man interconn ti n chann Is/link
of ho ts.
xi t b tw n p irs
Large wide area networks are typically comprised of a colle tion f p riph raIl al
acce s network amalgamated together b a backbone network [1]. Th t pology of
the local access network is a tree (rooted at a backbon nod) or a forest (r ot d at
multiple backbone nodes); all local acce s nodes communicate through the backbone
node(s) at the root(s). The backbone network is usually irregular and m shy with
high connectivity.
1
ffi i nt nd
important t r \ id ar II t'i rk
2
The d ign and reliabili r an Iv i of h wid ar n \ rk an ran Lat d .
hos of tre network and of a m ba kbon n work []. .aj rit f h II d
in most wide area n twork ar in h I caL acc:ess
optimal de ign of locaL aces (tr ) n twork
design.
The thesis work is to study heuri tic aLgorithms for som famili f I al a
design problems, each of which is defin d by a oUe tion of constrain on dat traffi
link utilization, etc.
1.1 etwork Design Problems
A problem instanc of a network design problem consists of:
1. The decision on the geographical placement of ho ts,
2. Th el ction of link that sati f traffic r quir m nt utiliz ti n tin sh ld, (nd
other con traint , and
3. The optimization of n twork co t and p rforman e.
The brute-force approach in solvin network design probl m is t impl num r-
ate all possible network configurations (host placem nt d cision and link I tion)
and evaluate their cost and performance. This naive appr ach uarante to work
and is easy to implement, but it is impractical in that it consider even obviously ab-
surd network configuration , and suffers a combinational explo ion in th enum ration
in general.
Graph theory is commonLy employed to model networks. Fundamental graph al-
gorithms are used to analyze and design network . For exampLe, the following uncon-
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strained network design problem (minimum spanning tre problem) is Iv d by u ing
some greedy algorithms, such as Kruskal's algorithm [2j or Prim' algorithm [6].
Instance: Given a graph G = (V, E), where V represents the node set and E
represents all possible links of network candidates with the node set
V, and a real-valued cost function C on E.
Objective: Compute a minimum cost spanning tree of G (that is, minimum cost
connected network on V) ..
Unfortunately, most network design problems are computationally intractable.
Many variations of the minimum spanning tree problem are NP-complete [4]. For
example, the following (constrained) capacitated minimum spanning tree (CMST)
problem is NP-complete [4].
Instance: Given a gTaph G = (V, E), a real-valued cost function C on E, a
real-valued weight function W on V, and a real bound B.
Objective: Compute a minimum cost spanning tree of G in which the sum of
the weights of all nodes in every subtree of the root is at most B.
The following modified Kruskal algorithm [5] adopts a naive heuristic to find a
minimum spanning tree such that the capacity constraint is satisfied: the sum of all
nodes in every subtree of the root is at most B. The algorithm is based on the greedy
Kruskal algorithm with the capacity constraint checked before each link inclusion.
A disjoint-set data structure (see [2]) is used to maintain the disjoint sets of
elements in the algorithm. The FIND-SET(u) returns the set Su, containing a node
u. The operation of UNION(U,V) is to merge two disjoint sets, Su and Sv. Lines 1-3
initialize the set A to be the empty set and create IV(G) Iconnected components, each
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containing a single node in G. The links in E(G) are orted in ard r b non-d re ing
cost in line 4. The for loop in lines 5-18 examine , for each link (u, lJ), if u and v ar
in the different connected components and the weight constraint is tisfied. If so, the
link (u,v) is added to A and the two connected components are merged in lines 17-18,
otherwise the link is discarded.
usually encounters the worst-case scenario: It can leave nodes which are connected
fast, simple, and effective, and therefore the modified Kruskal algorithm is a reasonable








W' +- I: W(i) /* store the weight of the set Sv */
iES"
elseif r E Su U Sv
1* calculate the total weight of the sets excluding th
/* root r
then W' +- I: W(i) + L W(j) - W(r)
iESu jE5v
/* calculate the total weight of the sets
else W' f- I: W(i) + I: W(j)
iESu jESv
/* check if the weight constraint is satisfied
if W' ~ B
then A +- A U {(u, v)}
UNION(u, v) /* merge the sets, Su and Sv
Kruskal's algorithm is based on a generic minimum spanning tree algorithm that is
14
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MODIFIED-KRUSKAL(G, C, W, T, B)
/* G: a given graph, G = (V, E) C: a cost function on E */
/* W: a weight function on V r: a root node B: a bound */
1 A+-0 /* A is a set of links that compose a spanning tr e */
2 for each node n E V(G)
3 do MAKE-SET( n) /* create a set, each containing a single node */
4 sort the links of E(G) by non-decreasing cost C
5 for each link (u, v) E E(G), in order by non-decreasing cost C
6 do if v = r
7 then swap u and v
8 Su +- FIND-SET( u) /* return a set Su, containing the node u
9 Sv +- FIND-SET( v) /* return a set Sv, containing the node v
10 if Stl. =1= Sv







to the root through the relatively expensiv link stranded wh n all n ighbor nod
already belong to the tree components that fill up the capacity, and th relatively
expensive link to the root has to be included in the spanning tree as a re ult.
1.2 Contribution of the Work
To cope with the NP-hardness of most network design problems, greedy heuris-
tics for obtaining approximations are adopted. The following two approach s will be
deployed: (1) balance the greedy choices among all iterations so that the ending it-..
erations do not suffer limited greedy choices that cannot avoid worst-case scenarios,
and (2) implement the greedy algorithms using robust data structures so that the
implementation can easily be adapted to similar network design problems.
The modified Kruskal algorithm computes a feasible, but likely sub-optimal so-
Iution to the CMST problem since the generic greedy heuristic often encount r the
worst-case scenarios. The Esau-Williams algorithm [3] adopts a better greedy heuris-
tic in solving the problem, using a tradeoff function computing the potential saving
in cost of the link.
Unlike the generic greedy heuristic in the modified Krllskal algorithm, the heuristic
of the Esau-Williams algorithm is not simple. The improvements in the proposed
implementation of the Esau-Williams algorithm over the known ones are two-fold:
1. Using more efficient data structures, and
2. Changing to a component-oriented tradeoff computation from a node-oriented one.
Based upon the improved Esau-Williams algorithm, heuristic algorithms are stud-
ied to solve some variations of the CMST problem, constrained by th ord r of subtre




The greedy heuristic of the Esau-Williams algorithm is based on a tradeoff func-
tion. Consider an input graph for the CMST problem, in which a node i is adjacent
to a node j and the root r with C(i,j) < C(i, r), where C is the cost function on the
link set. The greedy heuristic suggests to select the link (i, j).
In general, the difference between the link costs of a node i to a neighbor node j
and to the root gives a potential saving or the tradeoff for the link (i, j). The lower
the tradeoff, the more effective is the saving.
The pseudocode of the Esau-Williams algorithm [3} is outlined as follow .
ESAU-WILLIAMS(G, C, W, r, B)
/* G: a given graph, G = (V, E) C: a cost function on E */
/* W: a weight function on V r: a root node B: a bound */
1 A ~ 0 /* A is a set of links that compose a spanning tree */
2 L ~ E (G) /* L is the set of all possible links for creating the spanning tree */
3 while IAI < IV(G)I - 1
4 do for each node n E V(G)
5 do compute the tradeoff for node n, tn /* defined in Eq. (1) below */
6 find a node i that has the lowest tradeoff ti
7 find the cheapest link (i, j) in L where j E V (G) and i =I- j
8 if A U {(i, j)} is acyclic and the weight of each connected
component in A U {( i, j)} is at most the bound B
9 then A +- A U {(i,j)}
10 L +- L - Hi,j)}
11 return A
7
Lines 1-2 initialize the set A to be th empty and L to contain Q ndidat link
for creating a spanning tree. The while loop in lin 3-11 finds a node i that h th
lowest tradeoff among V (G) and examines the cheapest candidate link from i to a
neighbor node j. If the graph with link set A U {(i,j)} is acyclic and the capacity
constraint is satisfied, then the link is added to A in line 8, otherwise the link is
removed from L in line 11. The process is repeated until the number of the links in
A is IV(G)I- 1.
A node can be considered as a component in a graph. As two nodes are connected
by a link, the two connected components are merged. The Esau-Williams algorithm
merges them so that the spanning tree grows and no cycle is created. The cost of a
link to the root from the connected component is used to compute the tradeoff for
each node, but the cheapest link to the root will change as the connected components
are merged. Then, the tradeoff for each node i is defined by:
Tradeoff(i) = min Cost(i, j) - min Cost(k, r),
jilV(T) kEV(T)
where T is the connected component containing i, and r is the root.
(1)
As an example, we consider the CMST problem with a mesh network as shown in
Figure l(a). Each node has a weight of 1 and the weight constraint of each connected
component is 3. The modified Kruskal algorithm selects the links in the order (a, b),
(b, c), (a, r), and (d, r). The link (c, d) is cheaper than the link (d, r) but can not be
chosen because the connected component containing the nodes a, b, and c violates
the weight constraint. The total cost of the spanning tree returned by the algorithm is
20 as shown in Figure l(b). On the other hand, the Esau-Williams algorithm selects
the links in the order (a, b), (c, d), (a, r), and (c, r). The total cost of the spanning
9
tree returned by the algorithm is 17 as shown in Figure 1(c). Thus, the Esau-William
algorithm finds a better solution than the modified Kruskal algorithm. Traces of both













(c) Result of the Esau-Williams algorithm
Figure 1. A CMST problem. (a) An example of the mesh network. (b) is the
result of the modified Kruskal algorithm and the total co t of th
network is 20. (c) is the result of the Esau-Williams algorithm and
the total cost of the network is 17.
CHAPTER III
IMPROVING THE ESAU-WILLIAMS ALGORITHM
3.1 Data Structures
The key to improving the efficiency of the Esau-Williams algorithm is to reduce the
time complexity in finding links that have the most effective saving in the iterations.




3. component-oriented tradeoff computation instead of node-oriented one.
Heaps are appropriate data structures for repeatedly searching the smallest ele-
ment in a given set [5J. However, as the algorithm proceeds, the cheapest link to the
root from one connected component is changed and then the value of the tradeoff
for each node is accordingly changed. Thus, because it is not possible to decide the
order of the greedy choices within an initial set of tradeoffs of nodes, it is necessary
to update the heap as their tradeoffs are changed. To reduce a tedious and time-
consuming task of updating all the heaps for the nodes in a connected component,
the node-oriented tradeoff computation is shifted to a component-oriented one.
10
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The component-oriented tradeoff computation is more efficient than the node-
oriented one in that the number of the tradeoffs for each connected compon nt de-
creases as two connected components are merged and the ch apest link for each
connected component to its neighbor connected components i retained and other
links are discarded so that the heap finds the most potential saving link among the
minimum number of candidate links.
Observe that when two connected components are merged, there are two links
to a common neighbor connected component. To keep the best link to the merged
connected component, a cheaper link is retained and the other is discarded.
In addition, observe that as the algorithm progresses, there will be connected
components unavailable to merge to each other due to the capacity constraint. The
links between them are no longer used to compute the tradeoff for the connected
components; so we remove such connected components from each feasible neighbor
connected component set before updating the heap. Then, the tradeoff for each con-
nected component K, is defined by:
Tradeoff(K) = min Cost(K, K') - min Cost(k, r),
K'EN(K) kEK
(2)
where K is a connected component, N(K) is a set of neighbor connected components
of K, Cost(K, K') is the cost of a link (K, K'), and r is the root.
3.2 Pseudocode of the Improved Esau-Williams Algorithm for the CMST Problem
The pseudocode of the improved Esau-Williams algorithm is as follows. Lines 1-2
initialize the A and the collection Q to be the empty set. The for loop in lines 3-7
creates IV(G) I connected components Si, each containing a single node i in V (G),
and initializ of link from i t h b
the empty set. For ea h S- x ept for on containin th r t r
8-17 adds feasible n ighbor onn t d ompon n ff
for Si, and adds Si to Q. The link (i j) and its 0 t ar
from Si to the neighbor connected compon nt j in lin 14-r .
ESA -VVILLIAMS(G, C, ltV, r, B)
/* G: a given graph, G = (1 E) W: a wight function onV */
/* C: a cost function on E; extended to 2v x V and 2 x 2 */
1* T: a root node B: a bound */
1 A f- 0 /* A i a set of links that comp a panning tr */
2 Q f- 0 1* Q i a collection of di joint s t */
3 for each node i E V(G)
4 do MAKE-SET(i) /* create a set, each containing a ingl nod·l */
5 Si f- FIND-SET(i) /* return the s t Si, containing the nod i */
6 C(Si, r) f- C(i, r) /* store a cost of the link to the root r from 5 i */
7 N(5i) f- 0 /* N(Si) is a collection of neighbor set of Si */
/* find feasible neighbor sets for each set */
8 for each node i E V(G) - {r}
9 do Si f- FIND-SET(i)
10 for ach nod j E V(G) - {i}
11 do j f- FIND-SET(j)
12 if L W(u) + L vV(v) ~ B /* h ck the w i ht constraint */
uE i vE J
/* add Sj to N(Si), retain the link (i,j) E (G) < a link /
/* for (5i, Sj), and store the 0 t f th link in (i, j) /
13 then N(Sj) f- (5d U {5j }
14 Link(5i ,5j ) f- (i,j)
15 C(5j ,5j ) f- C(i, j)
16 T(S~) f- min C(Sj,5j ) - C(5j , r) /* compute th tradeoff for */
jEN(S;)
17 Q f- Q U {Sd /* add Sj to Q */
/*** continu d on next page ***/
The while loop in lines 18-38 repeatedly finds the most effective saving link, and
adds it to A until there is no connected component in Q. Lines 19-20 find th conn ct-
ed component Sj that has the lowest tradeoff and a neighbor connected component Sj
that is connected by the cheapest link. If the link connects 5 j to the root, then Si is
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removed from Q in line 23, otherwis Si is m rg d with 5j .and Sj i remov d from Q
in lines 24-25. The for loop in lines 27-37 update the relation between Si and other
feasible connected components SUI and the tradeoff for each connected component in
Q. If it is feasible to merge Si with Su, then update a cheaper link between them








/* merge Si with Sj
37
/*** continued from previous page ***/
18 while IQI > 0
19 do Si t- MIN(Q, T) /* Si has the lowest tradeoff */
20 Sj t- EXTRACT-MIN(N(Si), C) /* Sj is the best neighbor of Si */
21 A t- Au {Link(Si, Sj)} /* add a link (Si, Sj) to A */
22 if r E Sj /* check if Si is connected to the root */
23 then Q t- Q - {Sil
24 else UNION(Si' Sj)
25 Q t- Q - {Sj}
26 C(Si,r) t- min(C(Si,r),C(Sj,r)) 1* keep a cheaper link
1* check if Si is feasible to merge with other sets in Q
for each Su E Q
do N(Su) t- N(Su) - {Sj}
if Su E N(Si) n N(Sj) and }: W(x) + }: W(y) ~ B
xESj yES"
1* update a cheaper link and its cost */
then if C(Si, Su) > C(Sjl Su)
then Link(Si, Su) t- Link(Sj, Su)
Link(Su, Si) t- Link(Sj, Su)
C(Si, Su) t- C(Sjl Su)
C(SUI Si) t- C(Sj, Su)
/ * remove Si and Su from each neigbhor set
else N(Si) t- N(Si) - {Su}
N(Su) t- N(Su) - {Sd
/* update the tradeoff for Su
T(Su) t- min C(SUI Sv) - C(SUI r)
SvEN(Su)
/* update the tradeoff for Si















3.3 Exten ions to Other Probl ms
As shown in Appendix B, the revised Esau-Williams algorithm gives a better
solution to the CMST problem than the modified Kruskal algorithm, but it is still
sub-optimal. The purpose of modifying the Esau-Williams algorithm is to use it as a
base algorithm to adapt to variations of the CMST problem. In the advanced work, the
base algorithm needs further modifications for accommodating additional constraints
for practical network design problems, with conditions such as:
1. The local access network containing too many nodes are not designed efficiently
because all of the sites will fail to access the backbone when the root is down (the
order-constraint problem).
2. If a site does not have enough access ports for neighbor sites, the neighbor sites
should be attached to other available sites (the degree-constraint problem).
3. If a site takes too many hops to the central site (the root), it is better to find
another link to the central site with smaller number of hops (the depth-constraint
problem).
These problems indicate several constraints that we should take into account in
pragmatic designs. To manage the constraints, our base algorithm is modified in the
next chapter.
CHAPTER IV
VARIATIONS OF THE CMST PROBLEM
4.1 Motivation
On designing local access networks, several practical constraints need to be con-
sidered. Consider single-center local access networks, which are trees rooted at a
backbone network. Each local access node has a unique path to the backbone net-
work through the root. The connectivity of a local access network is one; a node of
link failure discoIlnects the local access network and its connection to the backbone
network.
We can circumvent node or link failures by constraining the local access designs.
For examples, restricting the order of each subtree, bounding the degree of each
interior node, and limitiI:1g the depth of each subtree in a CMST problem.
We consider some heuristics modifying the improved Esau-Williams algorithm
that give approximate solutions to these variations of the CMST problems.
4.2 The Order-Constraint Problem
The CMST problem with the order constraint is defined as follows.
Instance: Given a graph G = (V, E), a root node r, a real-valued cost function
Con E, and a real bound B.
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Objective: Compute a minimum co t spanning tr e of G in whi h th numb r
of node within any rooted subtree is at most B.
As the modified Esau-Williams algorithm solves the weight-con traint problem,
the algorithm can handle the order-constraint problem by checking if merging two
connected components would cause the number of nodes in the merged connected
component to exceed the order limit. If so, the link is discarded and a relation be-
tween the two connected components is destroyed. In the algorithm, we maintain the
following inequality in any relation available for merging:
(3)
where Ci and Cj are connected components and Order(C) is the number of nodes in
the connected component C.
The algorithm puts a order-counter, Order(C) for each connected component C.
The counter starts from one, is updated when two connected components can be
merged without violating the constraint.
4.3 The Degree-Constraint Problem
The CMST problem with the degree constraint is defined as follows.
Instance: Given a graph G = (V, E), a root norle r, a real-valued cost function
Con E, and a real bound B.
Objective: Compute a minimum cost spanning tree of G in which the degree of
any node is at most B.
Like the weight- and the order-constraint problems, the degree-constraint problem
is also handled by checking each end-node of a link that bridges two connected com-
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ponents. If accepting the link would cause the d gr e of on nd-n d 0 b bond
the degree Limit, then the link is discarded, however unlike th weight- and the ord r-
constraint problems, this does not imply that the two connected components ar no
longer merged. Since there exists at least one link between any of two connected com-
ponents, it is still possibly to merge them even though the link may not be the lowe t
cost link that bridges them. Therefore, a set of links that bridge the two connected
components needs to be maintained, and repeatedly examined until the lower cost
link, which satisfies the weight, the order,. and the degree constraints, is found. If an
available link is found in the link set, it becomes a representative link for the pair of
the two connected components. Otherwise, the relation of them is destroyed.
For each node i, the algorithm employs a degree counter, Degree(i) , which starts
from zero. When the link is included in a set of links to create a minimum spanning
tree, the counters of end-nodes of the link are incremented by one. Let A be a set of
links that are accepted by the algorithm, then Degree(i) has the following equation:
Degree(i) = IE'I/2 ::; Bounddegree (4)
where E' is a subset of A, and contains only links whose one end-node is i.
The strategy of the component-oriented tradeoff computation is that, for each
two connected components, the lowest cost link is considered as the representative
link that bridges them. In the weight- and the order-constraint problems, for each
pair of connected components, links except for the representative link are ignored
because the representative link can save the greatest cost to bridge them, and also
once the weight or the order constraints are violated, any link is unavailable to bridge
them. On the other hand, in the degree-constraint problem, the set of links for each
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pair of connected components needs to be maintained. If end-nodes of the curr nt
representative link would have the degree beyond the degree limit, the r pre entative
link is discarded, and then other link, whose end-node have the tolerable degr e to
connect with other node, can be replaced as the representative link.
Observe that the root of the tree formed within the connected component has pos-
sibility to be connected with the global root r. Therefore, when the link is examined.
the algorithm must check if either end-node of the link has such possibility. If so, the
end-node is considered as the node, which has been connected with r. If accepting
the link would cause the depth of the end-node to exceed the degree limit, the link
is rejected to be the representative link at this time since the root of the tree in the
connected component changes as the algorithm proceeds.
The following procedure REPRESENTATIVE-LINK-DEGREE is executed when the
connected components Ci and C j are merged. Line 1 unions the set of links from Ci
and Cj to their common neighbor Cu , and line 2 sorts the link set. Lines 3-17 either
terminate examination for each link successfully if the degrees of both end-nodes of
the link are at most a given bound, or repeat the examination after the link is rejected
to be the representative link. If the link is rejected and the end-node does not have
the possibili ty, the link is removed from the link set in line 17. If there are no links in
the set, which satisfy the degree constraint, line 18 returns FALSE.
REPRESENTATIVE-LINK-DEGREE(Ci, Cj , Cu )
/* let Links(C j , Cu ) and Links(Cj , Cu ) be sets of link
/* and Cj and Cu , respectively
that bridge C j and Cu , */
*/
19
1 Links(Ci, Cu ) ~ Links(Ci , Cu ) U Links(Cj , Cu )
2 sort the links of Link(Ci , Cu ) by non-decreasing cost
3 for each (i,u) E Links(Ci,Cu ) in non-decreasing order by cost Cost(i,u)
4 do P ~ FALSE
5 D i ~ Degree(i) + 1
6 Du ~ Degree(u) + 1
7 if i is the root of the tree in C j and
Bridge-Cost(Cil Cu ) :::; Bridge-Cost(Cu , r)
8 then Di r Di + 1
9 P ~ TRUE
10 elseif u is the root of the tree in Cu and
Bridge-Cost(Ci , Cu ) > Bridge-Cost(Cu , r)
11 then D u r Du + 1
12 P r TRUE
13 if Di :::; Bounddegree and D u :::; Bounddegree
14 then Bridge-Cost(Ci , Cu ) f- Cost(i, u)
15 return TRUE
16 elseif P = FALSE
17 then Links(Ci , Cu ) r Links(Ci , Cu ) - {(i, u)}
18 return FALSE
4.4 The Depth-Constraint Problem
The CMST problem with the depth constraint is defined as follows.
InstanceI Given a graph G = (V, E), a root node r, a real-valued cost function
Can E, and a real bound B.
Objective: Compute a minimum cost spanning tree of G in which the depth of
any node is at most B.
The CMST problem with the depth constraint is handled by the modified Esau-
Williams algorithm, but it is more complicated to maintain the depth of each node
throughout merges. Initially, each connected component contains a single node. As
some connected components are merged, a new rooted tree is formed and one node,
20
that can be connected to the global root r by the lowe t cost, b comes a root of th
new tree. When two trees are bridged over the two connected components a new
rooted tree is formed such that the height of the tree is at most B. Figure 2, show an
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Figure 2. The two connected components C i and Cj , and a link (i,j) that is
the lowest cost link available to merge them. Two trees Ii and Tj
rooted at a node that can be connected to the global root r with
the lowest cost are formed within Ci and Cj . Dashed lines represent
candidate links to be accepted.
Since the root of the tree changes as the tree grows, the length of the path from
the root to the node is not valid until the tree is connected to r. However, if the depth
of any node can be kept less than the depth limit, the result still can satisfy the depth
constraint. The following procedure DEPTH-CHECK examines if accepting the link
(i,j) would create a tree where any node has at most the depth limit, The procedure
FIND-COMP(i) returns a pointer to the representative of the connected component
containin a nod i. ith an two nn t d nd j, h
1
of a link available to bridg th m i tor d in Bridg - j). H i ht(i) h ld
the height of a tree rooted at i, and 0 pth (i) hold th d pth f i in h r d r
formed within the connected componen . Lin 3-- mput th m ximulll d p h of
a node in a new rooted tr e, where the node is in a ubtr rod a th nd-n d
of the link.
DEPTH-CHECK(i, j)
/* let i and j be end nodes of a link (i, j) */
1 Ci r FIND-COMP(i)
2 Cj r FIND-COMP(j)
3 if Bridge-Cost(Cil r) > Bridge-Co. t(Cj , r)
4 then D r Height(i) + 1 + Depth(j)
5 else D r Height(j) + 1 + Depth(i)
6 if D ::; Bound
7 then return TRUE
8 else return FALSE
r
.. ~... - - - -- .-- _. - --- -. - -- ..._.1; :'-..._: ~.. __
Figure 3. A connected component cr ated by merging Ci and Cj . The two
tree formed \\ ithin Ci and Cj are bridged by the link (i, j).
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After the link (i, j) is accepted, a merged connected compon n form an w rooted
tree as shown in Figure 3. For updating the depths of node in the two conne ted
components, the heights of the tree rooted at nodes, and the parents of nod ,can ider
the trees ~ and Tj shown in Figure 4, in order to use their tree structur s formed
within Ci and Cj . Arrows represent pointers to the parent of a node. Let x and y be
arbitrary nodes in ~ and Tj , respectively. As shown in Figure 3, the root of Tj is the
root of the tree formed within the merged connected component, so the depth of y
in Tj keeps the same depth and does not need the update. The depth of x in Ti is
updated by calculating the sum of the depth of j, the path link (i,j), and the length
of the path from x to i:





Figure 4. Rooted trees ~ and Tj from Figure 2. Arrows represent pointers to
the parent of a node.
The key to getting the length of the path from x to i is to find their least common
ancestor (LCA). In a rooted tree, the LCA of nodes is the ancestor node of them with
the greatest depth. Since x and i are nodes in 7';" they h v
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am anc tor or
either one is the ancestor of the other. Therefore, the length of the path from x 0
i can be obtained by the sum of the length of the paths from :zl and i to the LC .
Since the difference of the depth of the LCA in the tree is equal to the length of the
path to the LCA, eq.(5) is rewritten to:
Depth(x) = Depth(j) + 1 + Depth(x) + Depth(i) - 2 x Depth(lea) (6)
where lea is LCA of the nodes i and x in 7';" j is the node in Tjl and the link (i,j)
bridges 7';, and Tj .
FIND-LcA(i, x)
1 if i or x is NIL
2 then error
3 elseif i = x
4 then return i
5 elseif Depth(i) > Depth(x)
6 then return FIND-LcA(Parent(i), x)
7 elseif Depth(i) < Depth(x)
8 then return FIND-LcA(i, Parent(x))
9 else return FIND-LcA(Parent(i) , Parent(x))
The procedure FIND-LcA(i, x) returns the LCA of two nodes i and x in a rooted
tree. Parent(i) returns a pointer of the parent of i. If they are in distinct trees, their
common ancestor does not exist and line 2 unsuccessfully terminates the procedure.
In the right-hand side of eq.(6), Depth(x), Depth(i) and Depth(lca) that are not
updated, are not used. To avoid of using the updated data of them in the equation,
an efficient method is required. Observe that, if x is i, then lea, the LeA of x and
i, is also i. From eq.(6), the depth of i in the rooted tree form within the merged
connected component can be obtained as follows:
Depth(i) = Depth(j) + 1 (7)
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This equation is true because in the rooted tre , i and j are direct! conn t d and
the depth of i is greater than the depth of j by one as shown in Figure 3. Thu , the
updating the depth of i is only dependent on the depth of j, and it can be th I t
among the nodes in Ti to be executed. In addition, the depth of lea is less than or
equal to those of x and i in Ti .
Depth(lca) ~ Depth(i), Depth(lca) ~ Depth(x) (8)
Since, with eq.(6), the updating the depth of lea does not use the depth of x in Ti
unless lea is equal to x, the depth of each node x except for i should be updated
before the depth of lea. Therefore, the updating the depth of each node x can be
successfully performed by:
1. Sorting the x in order by non-increasing depth in Ti ,
2. Applying eq.(6) for each node x except for i in order, and
3. Applying eq. (7) for i.
Next, the pointers to the parents of nodes in Ti are updated to point to proper
parent nodes in the new rooted tree. As shown in Figure 4(a), all arrows are going
toward the root of Ti . Since, for each node x in Ti , the path to the root in the new
rooted tree is passing through the link (i, j), the parent pointers of nodes that are
on the path from i to the root of Ti , are currently going the opposite direction. The
following procedure UPDATE-PARENT-POINTER reverses the parent pointers of nodes
on that path and sets the pointer of i to be j.
UPDATE-PARENT-POINTER(i, j)
1 if i i= NIL
2 then UPDATE-PARENT-POINTER(Parent(i),i)
3 Parent(i) f- j
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For each node w within the merged connected component Height(w) till keep
the height of the tree that is formed within in Ci or OJ and the'root is w. Since
accepting the link (i, j) to connect Ti and Tj , the path between each node x in Ti and
each node y in Tj is newly established and so the value of Height(w) is the length of
the longest path that starts from w but does not pass through the link (i,j). ote
that the longest path from w passing through the link (i, j) is possibly longer than the
length of the longest path from w but not passing the link (i,j). Therefore, those two
longest paths need to be compared and a longer one will be retained in Height(w).
The length of the longest path from w through the link (i,j) can be obtained by the
following equation:
Height(w)' = Depth(w) + Depth(u) - 2 x Depth(lca) + Height(v) + 1 (9)
where w, u and lea are nodes in either Ii or Tj , v is in the other, lea is the LCA of w
and u, and u and v are end-nodes of the link (i, j). As shown in Figure 5, if w is x,
the LCA of x and i is i:
Height(x)' = Depth(x) + Depth(i) - 2 x Depth(lca) + Height(j) + 1
= Depth(x) + Depth(i) - 2 x Depth(i) + Height(j) + 1
= Depth(x) - Depth(i) + Height(j) + 1
= Depth(x) - (Depth(i) - 1) + Height(j)
From eq.(7),
Height(x)' = Depth(x) - Depth(j) + Height(j).
And if w is y, then
(10)











Figure 5. Showing the length of the path in a rooted tree from Figure 3.
The Depth(w) currently contains the depth of w in the rooted tree
formed within the merged coneected component, but Height(i) and
Height(j) are the heights of the trees rooted at i and j formed within
Cj and Cj shown in Figure 2.
The following procedure UPDATE-NODE is executed after each link inclusion as a
part of union operation in the algorithm.
UPDATE-NoDE(Gi , Gj , (i,j))
1* let (i, j) be a link that bridges C; and Gj , and */
1* Bridge-Cost(Ci , r) > Bridge-Cost(Cj , r) */
1 let i and j be nodes in C j and Gj , respectively
2 sort the nodes in Cj by non-decreasing depth
3 for each node x in Gi except for i, in order by non-decreasing depth
4 do update Depth(x) 1* see Eq.(6) */
5 Height(x) = max(Height(x),Height(x)') 1* see Eq.(lO) */
6 update Depth(i) /* see Eq.(7) */
7 H f- Height(i)
8 Height(i) = max(Height(i),Height(i)') 1* see Eq.(lO) */
9 UPDATE-PARENT-POINTER(i, j)
10 for each node y E Cj
11 do Height(y)' f-- Depth(y) + Depth(j) - 2xDepth(lca) + H + 1
12 Height(y) = max(Height(y),Height(y)')
Observe that how the value of the depth of the node in the rooted tree changes as
the improved Esau-Williams algorithm merges the two connected components at each
iteration. Figure 6(a) gives an example of merging the two connected components, G1
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(b) After merging C1 and C2
Figure 6. An example of merging two connected components and examining
the depth of each node. (a) Before merging C1 and C2 . (b) After
merging C1 and G2 .
and C2 . In the figure, the link (d, g) bridges G1 and G2 , and a and j are the roots of the
trees in G1 and C2 , respectively. Since the cost of the link from a to the global root r
is greater than from j, for each node n in G1 , the structural variable Depth(n) would
2
be updated by eq.(6) and eq.(7). As shown in Figur 6(b), th updat d D pth(n)
would contain a greater, equal, or less value than th pr viou D pth(n). Tbi hang
of the value of Depth makes effect to the result of the dep h examination don b th
function DEPTH-CHECK. Since the value of Depth would be us d in DEPTH-CHECK,
DEPTH-CHECK would not always return the same result if the value changes.
link
the maximum depth
resultof the node (node)
(d,g) 6 (a) succeed
(e,h) 7 (i) fail
(g,h) 4 (i) succeed
(a) The link (e,h) fails the depth examination
link
the maximum depth
resultof the node (node)
(e.,h) 6 (a) succeed
(g,h) 6 (a) succeed
(b) The link (e,h) succeeds the depth examination
Figure 7. An example of examining the links among the connected compo-
nents. The depth limit is 6. (a) The link (e, h) is not available to
bridge 0 1 and 0 3 because accepting the link would violate the depth
constraint. (b) After 0 1 was merged to C2 , accepting the link (e, h)
would not violate the depth constraint.
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Figure 7 gi example of th r ult r urn d by DEPTH- H d p It
of the node limit to be 6. To . nal ze th rela i n among th onn t d mpon nt ,
the links (d g), (e, h) and (g, It) ar examin d shown in I ur 7(a). F r th link
(e, h), DEPTH-CHECK return false be ause accepting th link (
rooted tree where the depth of the node i is 7. To make th m imum d p h of th
node at most 6, the link (e, h) is not acceptable to bridge C1 and C3 a this mom n-
t. Figure 7(b) shows that C2 is merged to C1 and Depth() hang . Th r lati n
between C2 and C3 is analyzed, and it is found that accepting th link ( h) would
create the rooted tree that satisfies the degree constraint. Thus, unlik th w ight-,
order-, and degree-constraint examination. , the result of the depth examination will
change over iterations.
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(b) Cost of the link from C2 to r is greater than Cl
Figure 8. Examples of two connected component. (a) Th cost of the link
from the root in C1 to r is greater than C2 . (b) The cost of the link
from the root in C2 to r is greater than C1.
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ext, it was analyzed what condition should be ati fi d to di card th link
of violating the depth constraint. Figure 8 gives examples of checking the link in terms
of the depth constraint. The link (a, b), which is available to bridge C1 and C2 where
C1 and C2 contain a and b, respectively, is examined. As shown in Figure 8(a), the
cost of the link from the root of the tree in C1 to r is greater than in C2 . Suppose that
accepting the link (a, b) would violate the depth constraint as the following inequality:
Height(a) + 1 + Depth(b) > Boundd~pth (12)
This inequality contains two structural variable, Height(a) and Depth(b). The
value of Height(a) would be non-decreasing since it also represents the length of the
longest path from a in the tree. As the improved Esau-Williams algorithm merges
the two connected components in each iteration, the tree grows and the path never
becomes shorter. Thus, if C1 is merged with another neighbor, the updated height of
the tree at a, Height(a)', would be higher or equal to the previous height, Height(a):
Height(a)' ~ Height(a) (13)
If C2 is merged with another neighbor, however, the value of the updated depth of
b is independent on the previous value. If Height(a) is greater or equal to the value
of the depth limit, the link (a, b) would definitely fail the depth examination without
the value of Depth(b).
If C1 was merged with another neighbor connected component, the cost of the link
from the root of the tree in C1 to r might be lower than C2 as shown in Figure 8(b).
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If the link (a, b) i examined again th valu of C 1I0WiIl formula would b
in DEPTH-CHECK:
Height(b)' + 1 + Depth(a)' (14)
where Height(b)' and Depth(a)' contain the current tructural data of band a. Only
if the value of Height(b)' is greater or equal to the value of the depth limit, th Link
(a, b) would be unacceptable without the value of Depth(a)'.
Consequently, the result returned by DEPTH-CHECK i not enough to de id' if
the link is no longer possible to bridge C1 and C2 , but if accepting the link would
create a tree that sati fies the depth constraint at the moment. Thus, if and only if
the following inequality is satisfied, the link (a, b) would be no longer acceptabl :
·(
Height(a), Height(b) > Boundd 'pth (1)
(·•;
In addition, if accepting an link b tween C1 and '2 would violat " but he possibl '
to satisfy the depth constraint set the cost of the repr sentativ link to be infinit so
that CJ and C2 can not be merged until their structures chang , however th relation
between them is kept availabl .
The following procedure REPRESE TATIVE-LINK-DEPTH i executed when the
connected components C i and Cj are merged. Line 1 union the set of links from
C and Cj to their common neighbor Cu , and line 2 orts th link set. Line 3 ets
Brigde-Cost(Ci , Cu ) to be infinity. Lines 4-9 either terminate xamination for each
link successfully if the depth constraint is sati fied, or repeat th examina ion after
the link is rejected to be the representative link. If the link i rejected and for the
-
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end-node, the inequality (15) is satisfied, the link i remo'" d from th link t in lin
9. If there are no links in the set, which satisfy the depth constraint line 12 r turn
FALSE.
REPRESENTATIVE-LINK-DEPTH (Ci , Cj , Cu)
/* let Links(Ci , Cu) and Links(Cj , Cu) be sets of links that bridge Ci and Cu */
/* and Cj and Cu, respectively */
1 Links(Ci , Cu) +-- Links(Cj1 Cu) U Links(Cj , Cu)
2 sort the links of Link(Ci, Cu) by non-decreasing cost
3 Bridge-Cost(Ci, Cu) +-- INFINITY
4 for each (i, u) E Links(Ci , Cu) in non-decreasing order by cost Cost(i, u)
5 do if DEPTH-CHECK(i, u) = TRUE
6 then Bridge-Cost(Ci , Cu) +-- Cost(i, u)
7 return TRUE
8 elseif Height(i) > Bounddepth and Height(u) > Bounddepth
9 then Links(Ci,Cu ) +-- Links(Ci,Cu ) - {(i,u)}
10 if Links(Ci, Cu) =I- 0
11 then return TRUE
12 else return FALSE
4.5 Pseudocode of the Improved Esau-Williams Algorithm for Variations of the
CMST Problem
The following pseudocode for the improved Esau-Williams algorithm assumes that
there are fixed number of nodes and links from each node to all others. It also assumes
that any link between a node and the root is acceptable.
Lines 1-2 set A to be the empty set and Q to be the set of nodes in V(G) except
for the root as the representative of the connected components. The for loop in lines
3-18 initializes the structural fields of each node i and the connected component
containing i, finds neighbors of the connected component, which is currently feasible
to merge, and then computes the tradeoff of the connected component.
-
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Because initially each connected component cont ins ingle node I h rela ion
between two connected components is examined b th relation between th two nod
in line 13.
ESAU-WILLIAMS(G. Cost, Weight, r, Bound)
1* G: a given graph, G = (V, E) Weight: a weight function on V */
1* Cost: a cost function on E; extended to 2v x V and 2v x 2v */
1* Bound: bounds for the weight-, order- l degree- and depth-constraints */
1* r: a root node */
1 A f- 0 /* A is a set of links that compose a spanning tree */
2 Q of- V (G) - {r} /* Q is a collection of connected components */
/* initialize the structual fields of each node and component */
3 for each node i E V(G)
4 do Degree(i) of- 0
5 Depth(i) of- 1
6 Height(i) of- 0
7 Parent(i) of- NIL
8 Node(i) of- {i}
9 Neighbor(i) +- {r}
10 Bridge-Cost(i l r) of- Cost(i, r)
11 W(i) of- Weight(i)
/* find neighbor components feasible to merge */
12 for each node j E V(G) - {ilr}
13 do if Weight(i) + Weight(j) ~ Boundweight
14 then Neighbor(i) f- Neighbor(i) U {j}
1* let (i, j) be a link that bridges i and j */
15 Links(i,j) f- Links(i,j) U {(i,j)}
16 Bridge-Cost(i,j) +- Cost(i,j)
17 U of- MIN (Neighbor(i)l Bridge-Cost)
18 Ttadeoff(i) of- Bridge-Cost(i, u)-Bridge-Cost(i, r)
19 while IQI > 0
20 do Gj of- MIN(Q, Tradeoff)
21 Gj of- MIN(Neighbor(Gd,Bridge-Cost)
22 (i,j) f- MIN(Links(Gj , Gj ), Cost)
23 A of- AU {(i,j)}
24 let i and j be nodes in Gj and Gjl respectively
25 if j = r
26 then Q f- Q - {G,;}
27 else if I3ridge-Cost(Gj , r) > Bridge-Cost(C j , r)
28 then swap C j and Gj
29 Q +- Q - {Cj }
30 UNION(Cil Gj , (ilj))
31 return A
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In each iteration of the while loop of lines 19-28, tb link (i j) th t h he low
tradeoff is added to the set A. If j is the root, Gi is rernov d from th s t Q in lin 26.
Otherwise, lines 27-29 remove either connected component, who e co t to bridg to r
is greater than the other, from Q and G1 and Gj are merged. Since Gj in eighbor(Gi )
is disjointed but feasible to merge with Oi, the links in A and (i, j) that bridges Gi and
Gj never form any circle on the graph. In addition, since all connected componen in
Q are either connected directly with the root or merged with their neighbor in lines
25-30, thus, after the while loop of lines 19-30, the graph with link set A becomes
the MST based on the component-oriented tradeoff computation.
In the improved Esau-Williams algorithm, the following procedure UNION is an
important function to maintain the structural fields. Lines 1-6 update the structural
fields of nodes in Gi and Gj , and Gi merged with Gj . Since UPDATE-NoDE uses the
structure of the nodes in rooted trees formed within Gj and Gj , the nodes in Gj are
added to the node set Node(Gj ) in line 6 after structural fields of nodes are restored.
Lines 7-22 recheck the relation with the neighbors of Gi and Gj , and recompute the
tradeoff of the neighbors if the merging G1 and Gj makes effect the relation. In the first
for loop of lines 7-12, for each neighbor Gu in the set Neighbor(Gj ), except for one
containing the root, Gj is removed from Neighbor(Gu ) since Gj is merged to Gi , and
the relation is examined to see if Gu is also a neighbor of Ci . If Gu is not a neighbor
of Gi , Gu is removed from Neighbor(Gj ) and the tradeoff of Gu is recomputed.
In the second for loop of lines 13-22, for each neighbor Cu in both Neighbor(Ci )
and Neighbor(Gj ), except for one containing the root, the relation is examined to
see if the merging Oi and Ou would create a connected component that satisfies all
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given constraints, and there is an available link that bridg them. If not, Ci and
Cu are removed from the neighbor sets of them. The tradeoff of Cu is r computed
even though the relation between Cj and Cu is still available after the merging be-
cause REPRESENTATIVE-LINK-DEGREE and REPRESENTATIVE-LINK-DEPTH restore
the lowest cost link that bridges them and then the tradeoff may change. After the
relations to the neighbors of C are updated, lines 23-24 recompute the tradeoff of
UNION(Ci , Cj , (i,j))
/* let C j and Cj be connected components, and */
/* Bridge-Cost (Ci , r) ~ Bridge-Cost(Cj , r) */
/* update the structural fields of nodes and the connected component C j */
1 let i and j be nodes in C j and Cj , respectively
2 UPDATE-NODE(Cj,Ci , (i,j))
3 W(CJ +-- W(Ci ) + W(Cj )
4 Degree(i) +-- Degree(i) + 1
5 Degree(j) +-- Degree(j) + 1
6 Node(Cj ) +-- ode(Cj ) U Node(Cj )
/* recheck the relation with the neighbors */
7 for each Cu E Neighbor(Cj ) - {r}
8 do eighbor(Cu) +-- eighbor(Cu) - {Cj }
9 if Cu rt. Neighbor(CJ
10 then Neighbor(Cj ) +-- Neighbor(Cj ) - {Cu}
11 Cv +-- MIN(Neighbor(Cu),Bridge-Cost)
12 Tradeoff(Cu ) +-- Bridge-Cost(Cu , Cv)-Bridge-Cost(Cu, r)
13 for each Cu E Neighbor(Ci) - {r}
14 do if Cu rt. Neighbor(Cj ),
15 W(Ci ) + W(Cu) > Boundweight,
16 INode(Ci)f + INode(Cu)l > Boundorden
17 REPRESENTATIVE-LINK-DEGREE(Ci, Cj , Cu)=FALSE, or
18 REPRESENTATIVE-LINK-DEPTH(Ci, Cj, Cu)=FALSE
19 then Neighbor(Ci) +-- Neighbor(Ci) - {Cu}
20 Neighbor(Cu) +-- Neighbor(Cu ) - {Ci}
21 Cv +-- MIN(Neighbor(Cu),Bridge-Cost)
22 Tradeoff(Cu ) +-- Bridge-Cost(Cu , Cv)-Bridge-Cost(Cu, r)
23 Cv +-- MIN(Neighbor(Ci),Bridge-Cost)
24 Tradeoff(C) +-- Bridge-Cost(Ci, Cv)-Bridge-Cost(Ci, r)
-
CHAPTER V
CO CLUSIO AND FUTURE WORK
In improving the Esau-Wiiliams algorithm for designing local access networks, a
major approach underlying this improvement is to employ the component-oriented
tradeoff computation instead of the node-oriented one. By computing the tradeoff
for each connected component rather than for each node, the task of updating the
structural fields of each node in the same connected component can be omitted. Since
the number of the connected components decrease as the algorithm proceeds, the time
complexity in finding links that have the most effective saving in the iterations, can
be reduced. In addition, the relation among the connected components can be easily
analyzed.
In chapter IV, to be extended to a basic algorithm for variations of the CMST
problem, the improved Esau-Williams algorithm was investigated to solve the order-,
degree-, and depth-constraint problems. In each problem, a common operation is to
check if accepting the link could satisfy the constraint. In the weight- and the order-
constraint problems, once accepting the link would fail to satisfy the constraint, the
link can be discarded. In the degree- and the depth-constraint problems however,
some links have possibility to be accepted later even though accepting them would
violate the constraint at the moment. While the heuristic for the depth constraint
36
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presented in this study may be overcome by other alternative approache , deci ion of
accepting the link can be made when the relation between the connected components
is analyzed. Thus, this improved Esau-WiHiams algorithm can be used as the basic
algorithm for designing local access networks.
In the future work, the performance of this improved Esau-Williams algorithm
would be analyzed by comparing with other network design algorithms. Because of
the greedy strategy, the solutions found by the algorithm are feasible, but still not
guaranteed to be optimal. Thus, an approach to redesign the network found by the
algorihtm might be an interesting study. In addition, the Esau-Williams algorithm
can be modified for multi-center and multi-speed local access networks in a similar
fashion ..
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Access Networks The peripheral networks that connect small sites into the
network.
Backbone Network A high-capacity network which serves to connect localized
networks with each other.
CMST Capacitated Minimum Spanning Tree Problem: The total
weight of each subtree at the root is at most B, where B is
the weight constraint.
Connected Component A maximal connected subgraph of a graph.
Host (Node) A terminal on a data communications network.
Kruskal's Algorithm A generic greedy algorithm for solving a minimum spanning
tree problem. It adds edges to a forest in order by non-
decreasing cost of the edge, where the edges connect two
distinct tree components.
LCA Least Common Ancestor of two nodes in a rooted tree is the
ancestor node of them that has the maximum depth in the
tree.
Mesh Network A network with high connectivity.
Minimum Spanning Tree A tree that connects all of the nodes on a given graph and
whose total cost of edges is minimized.








The class of 'hardest" problem in P
The class of problems that are as hard as any P-complete
problem.
A generic greedy algorithm for solving a minimum span-
ning tree problem. It adds edges to a tree in order by non-
decreasing cost of the edge, where the edges connect the tree
to a node not in the tree.
A single or a collection of hosts.
APPENDIX B
THE TRACE OF THE ALGORITHMS FOR THE CMST PROBLEM SHOW I
FIGURE 1
B.1 The Modified Kruskal Algorithm
- Sort the links in non-decreasing order.
(a,b), (b,c). (c,d), (a,r), (c,r), (b,r), (a,e), (d,r), (a,d), (b,d).
- Iteration 1: accepts (a, b).
A = {(a, bn.
- Iteration 2: accepts (b, e).
A = Ha, b), (b, cn·
- Iteration 3: discards (e, d) because accepting it would create a component weight
of 4 more than the capacity maximum.
A = {(a, b), (b, cn.
- Iteration 4: accepts (a, r).
A = {(a, b), (b, e), (a, rn.
- Iteration 5: discards (c, r) because c and r are in the same component.
A = {(a,b), (b,e), (a,r)}.
- Iteration 6: discards (b, r) because band r are in the same component.
A = {(a, b), (b, e), (a, rn.
- Iteration 7: discards (a, c) because a and c are in the same component.
A = {(a, b), (b, e), (a, rn.
- Iteration 8: accepts (d, r).
A = {(a, b), (b, e), (a, r), (d, rn.
The total cost of the access network is
C(a,b) + C(b,c) + C(a,T) + C(d,r) = 2 + 3 + 5 + 10 = 20,
where C(x,y) is a cost of a link (x, y).
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B.2 The Esau-Williams Algorithm
- Iteration 1:
t a = Ca,b - CO.,T = 2-5 =-3
tb = Cb a - Cb T = 2-8 =-6, ,
t e = Ce,b - Ce,T = 3-6 =-3
td = Cd,e - Cd,T = 4-10 =-6
The link (b, a) has the most potential saving, -6, and is added to A.
A = {(b,aH.
- Iteration 2:
ta = Ca T - Co T = 5-5 = 0I I
tb = Cb,e - Ca,T = 3-5 =-2
t c = Ce,b - Ce,T = 3-6 =-3
t d = Cd,e - Cd,T = 4-10 =-6
The link (d, c) has the most potential saving, -6, and is added to A.
A = {(b, a), (d, cn.
- Iteration 3:
to = Ca,T - ca,r = 5-5 = 0
tb = Cb,c - ca,T = 3-5 =-2
t e = Ce,b - Ce,T = 3-6 =-3
t d = Cd T - Cc T = 10-6 = 4, I
The link between band C is discarded because accepting it would create a compo-
nent weight of 4, which is more than the capacity maximum 3.
A = {(b, a), (d, cn.
- Iteration 4:
t a = Ca,T - Ca,T = 5-5 = 0
t b = Cb T - Ca T = 8-5 = 3I ,
t c = ce,~ - Ce,T = 3-6 = 0
td = Cd T - Ce T = 10-6 = 4, ,
The links (a, r) and (c, r) have the potential saving, 0, and are added to A.
A = {(b, a), (d, c), (a, r), (c, rn.
The total cost of the access network is





B.3 The Improved Esau-Williams Algorithm
The Number of Nodes : 5





••• <Cost Table> •••
Node I 0 1 2 3 4
----+------------------------------
01 0 5 8 6 0
11 S 0 2 10 12
21 8 2 0 3 15
31 6 10 3 0 4
41 10 12 15 4 0
•• Current Node Information ('.' indicates a root node) ••
Node# 1Comp# 1Weight 1Degree 1Depth
------+-----+------+------+-----
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.n [ 0] 1c[ 0] 1
n[l]lc[l]1
n[ 2] I c [ 2] I
n[ 3] Ic [ 3] I
















•• Current Component· Information ••
<Comp'IConRt 1Nearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 0] I ·c c[ 0] I ( 0, 0) : 01 0 0 11 nCO]
c[ 1] I nc c[ 2] I ( 1. 2) : 21 5 -3 11 n[l]
c[ 2] 1 nc c [ 1] 1( 2, 1): 21 8 -6 11 n[2]
c[ 3] 1 nc c [ 2] I ( 3, 2) : 31 6 -3 11 n[3]
c[ 4] 1 nc c [ 3] 1( 4,. 3): 41 10 -6 11 n[4]
Neighbors of Component [1] : <Component#:(link:cost»
{<c[ 2]:( 1, 2) : 2> <c [ 0]: ( 1, 0): 5> <c [ 3]: ( 1, 3): 10> <c[ 4]: ( 1, 4): 12>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ lJ:( 2, 1) : 2> <c [ 0]: ( 2, 0): 8> <c [ 3J: ( 2, 3) : 3><c[4]:(2, 4) : 15>}
Neighbors of Component [3] : <Component#:(link:cost»
{<c[ 2]:( 3,2): 3> <e[ 0]:( 3,0): 6> <c[ 1]:( 3,1): 10> <c[ 4]:( 3,4): 4>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 3]:( 4,3): 4> <c[ 0]:( 4,0): 10> <c[ 1]:( 4, 1l: 12> <c[ 2]:( 4,2): lS>}
A = {}
••• Start Eli Algorithm •••
1): The smallest Tradeoff(e[2])=-6
Merge Comp(2) and Comp(l) by a link(2,l)
Link(2,3) is the representative link betveen c[3] and c[l]
Update Tradeoff(c[3]) = 3 - 6 = -3
Link(l,4) is the representative link betveen c[4] and e[l]













Update Tradeoff(c[l]) = 3 - 5 = -2
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------,+--------+------+------
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c [ 0] I .c
c [ 1] I nc
c [ 3] I DC
c[ 4] I nc
c[ 0] I( 0,0): 01
c [ 3] 1( 2, 3): 31
c [ 1] I ( 2, 3): 31










21 D [1] n[2]
11 n [3]
11 n[4]
Neighbors of Component [1] : <Component#:(link:cost»
{<e[ 3] : ( 2, 3): 3> <c [ 0]: ( 1, 0): 5> <e[ 4]: ( 1,4): 12>}
Neighbors of Component[3]: <Component#:(link:cost»
{<c[ 0:( 2, 3): 3> <c [ 0]: ( 3, 0): 6> <c [ 4]: ( 3, 4) : 4>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 3]:( 4,3): 4> <c[ 0]:( 4,0): 10> <c[ 1]:( 1, 4): 12>}
A = {O,2) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
"'n[ 0] Ie[ 0] I
n[ Ole[ 1]1
n [ 2] I c [ 1] I
n[ 3] Ie[ 3] I
















2): The smallest Tradeoff(c[4])=-6
Merge Comp(4), and Comp(3) by a link(4,3)
Merging c[3] and c[l]) would violate the weight-constraint.
Destory a relation between Comp(3) and Comp(t)
Update Tradeoff(c[l]) 5 - 5 0
Update Tradeoff(c[3]) = 6 - 6 = 0
•• Current Component Information ••
<Comp#IConRt 1Nearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
dO]I.c c[0]1(0,0): 01 0 0 tln[O]
d t]1 nc c[ 0] I( 1, 0): 51 5 0 21 n[lJ n[2]
e[ 3]1 nc c[ 0] I( 3,0): 61 6 0 21 n[3] n[4]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 0]:( 1, 0): 5>}
Neighbors of Component[3]: <Component#:(link:cost»
{<c[ 0]:( 3, 0): 6>}
A =0 {(t ,2) (3,4) }
•• Current Node Information ('.' indicates a root node) *.
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
*n [ 0] Ic ( OJ I







n[ 2] Ie[ 1] I
n[ 3] Ie[ 3) I











3): The smallest Tradeoff(c[l)=O
Merge Comp(l) and Comp(O) by a link(l,O)
** Current Component Information **
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c [ 0] I *c c [ 0) Ie 0, 0) : 01 0 0 11 n[O)
c [ 1] I c c [ 0) Ie 1, 0) : 51 5 0 21 n[1] n[2]
c [ 3) I nc e[ 0) I ( 3, 0) : 61 6 0 21 n[3) n[4]
Neighbors of Component[l]: <Component#: (link: cost) >
{<e[ 0]: e 1,0): 5>}
Neighbors of Component[3]: <Component#: (link: cost) >
{<c[ 0):( 3, 0) : 6>}
A = {(1,2) (3,4) (1,0) }
** Current Node Information ('*' indicates a root node) **
Node#ICompJlVeightlDegreelDepth
------+-----+------+------+-----
*n[ 0] Ie[ 0] 1
n [ 1) Ie[ 1) r
0[ 2) Ie[ 1) I
n [ 3) I c [ 3) I
















4): The smallest Tradeoff(c[3])=0
Kerge Comp(3) and Comp(O) by a link(3,O)
** Current Component Information ••
<ComptlConRt INearest I Link :CostlCostRt ITradeoff I Weight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ 0] I *c
c [ 1] I c
c [ 3J I c
c[O] 1(0,0):
c[ 0] Ie 1, 0):



















Neighbors of Component[I): <Component':(link:cost»
{<c[ 0]:( 1,0): 5>}
Neighbors of Component[3): <Component#:(link:cost»
{<e[ 0]:( 3,0): 6>}
A = {(1,2) (3,4) (1,0) (3,0) }
•• Current Node Information ('*' indicates a root node) ••




n [ 1] I c [ 1] I
n[ 2] Ie [ 1] I













n[ 4] Ic[ 3] I 11 11 2
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••• Complete EW Algorithm •••












PROGRAM CODE OF THE IMPROVED ESAD-WILLIAMS ALGORITHM
/ .......................................................................................•...
IMPROVING THE ESAW-WILLIAMS ALGORITHM FOR DESINGING LOCAL ACCESS NETWORKS
Shinji Fujino
1. Compile the program
javac EW_algorithm.java
2. Create an input data file:
The input data file must contains information about the number of nodes, the
root node, the cost and weight tables. Information about the constraints
(weight, order, degree, and depth) is optional. If the constraint information





200 3434 3496 3366 2730 3148 1248 1604 806 2864 3404
3434 200 1210 432 2850 3510 2416 2034 3218 2882 3722
3496 1210 200 988 2112 2700 2634 2252 3110 2104 2876
3366 432 988 200 2636 2080 1304 1088 1456 1538 2350
2730 2850 2112 2636 200 2166 2718 2312 2976 1602 2322
3148 3510 2700 2080 2166 200 2362 2228 1946 546 1196
1248 2416 2634 1304 2718 2362 200 2426 3266 2164 2904
1604 2034 2252 1088 2372 2228 2426 200 1302 1294 2030
806 3218 3110 1456 2976 1946 3266 1302 200 3296 4102
2864 2882 2104 1538 1602 546 2164 1294 3296 200 3784
3404 3722 2876 2350 2322 1196 2904 2030 4102 3784 200
END







3. Run the program
java EW_algorithm input_data
If you vant to create a trace file,
java EW_algorithm input_data -trace
The trace file, input_data.trc. would be created after the program is done .
........................................................................................... /
import java.io .• ;
48
49








II A set of links to build a spanning tree
II A set of components
II Priority Queue of the component-oriented tradeoff
II A collection of link set between tvo components
II Link Poointer Table
private static int Link_Pointer[][];
static int lp; II Link Pointer value
II Link Class





















II Number of nodes
II Root
II Cost table
II Weight of node
II Pointer to the representative of the set
II An array of component's tradeoff
II Degree of each node
II Depth of each node
II Height of a tree rooted at each node





I I Input File
private static String input_file;
II Trace Option
static boolean trace = false;
II Variable point indicates the place to write dovn in the trace file
static long point = 0;
j •••••••••••••••••••••••••• Main ••••••••••••••••••••••••••••••••••••••••••••••••••••••••1
















Initializes the structural fields of each node and component
.*••••••*.**•••*•••••••*••••***.*••*•••••••••••••••*.*.**••••••••*•••••••*••••••••••••••• /
public static void INIT()
{
Degree .. new int[nn];
Height = new int[nn];
Depth = new int[nn];
Parent = new int[nn];
Set = new int [nnJ ;
Tradeoff = new int[nn];
Link_Pointer new int[nn] [nn];
lp = 1;
for(int i 0; i < nn; i++) {
Degree[i] = 0;
Height[i] = 0;
Depth[i] = (i == root) ? 0 1;
Parent [i] = -1;






/ •••••••••••••••••••••*•••• HAKE_COMP ••••••••••••••••••••••••••••*•••••••••••••••••••••••
Creates a new component.*..••••.......*.****.**••***••••**.*•••••••••*•••••••••••••••••••••••••••••••••••••••••• /
public static void MAKE_COMP(int i, int root, int nn)
{
Component Comp nev Component(i);






Comp.BridgeCost = nev int[nn];
Comp.BridgeCost[root] = Cost[i] [root];
Comp.W = Wei];
for(int j = 0; j < Dn; j++) {
Comp.Links.addElement(nev Link(i. j. Cost[i] [j]»;
Comp.BridgeCost[j] = Cost[i] [j];
if(j == i I I j == root)
continue;
if(W[i] + W[j] <= Weight_limit) {
Comp.NComp.addElement(String.valueOf(j»;
SET_LINKS(i, j. Cost[i] [j]);
}
}
int u = Minimum(Comp.NComp. Comp.BridgeCost);




Sets up the structural fields of a. componentn and calculates the tradeoff
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• j
public static void SET_LINKS(int i. int j, int cost.)
{
if(Link_Pointer[i][j] == 0) {
Vector Links = nev Vector(O);
Links.addElement(nev Link(i, j, cost»;
Link_Pointer[i][j] = lp;




j •••••••••••••••••••••••••• EW •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••
Implements the Esav-Williams Algorithm
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• j
pUblic static void EW()
{
int C_i. C_j. i = 0;
Component Comp_i, Comp_j. Comp_t;
if(trace) {
CurrentSituation();
StoreData( "\n ••• Start EV Algorithm ••• \n\n" ); }
vhile(Q.size() > 0) {
C_i = Minimum(Q, Tradeoff);
Comp_i = (Component) C.elementAt(C_i);
C_i = Integer.parselnt(Comp_i.NearestNComp(»;




StoreData(++i + "): " );
StoreData("The smallest Tradeoff(c[" + String.valueDf( C_i ) +
,,] ) =" + Tradeoff [C_i] + "\n" );
StoreData(" Merge Comp(" + C_i ... ") and Comp(" + C_j ... ") by");
StoreData("a link(" + link.endl + "," + link.end2 + ") \n\n" ); }
/. Special Case that a component viII be connected to a root ./
if(link.endl == root I I link.end2 == root) {
Comp_LConRt = true;
Parent [link. endl] = root;
Degree [link. endl] ++;

















StoreDataC"\n ••• Complete EW Algorithm ... \n\n");
}
/ •••••••••••••••••••••••••• UNION ••••••••••••••••••••••••••••••••••••••••••••••••••••••••
Updates the structural fields of nodes in the componennts Comp_i and Comp_j
so that they are bridged by the link
.......................................................•................................. /
public static void UNIoN(Component COllip_i, Component Comp_j, Link link)
{
I. Update CompN and ConRt ./
Set[Comp_j.ID] = Comp_i.ID;
I. let node_i and node_j be nodes in Comp_i and Comp_j, respectively ./
if(Comp_i.Nodes.contains(String.valueOfClink.end2») {




II Nodes(Comp_i) = Nodes(Comp_i) U Nodes(Comp_j)
for(int index = 0; index < Comp_j.Nodes.size(); index++)
Comp_i.Nodes.addElement(Comp_j.Nodes.elementAt(index);
II Clear Component Nodes
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Comp_j.Nodes.removeAllElements();
/. Update Weight of component ./





/ •••••••••••••••••••••••••• Update_Node ••••••••••••••••••••••••••••••••••••••••••••••••••
Updates the structural fields of nodes in the componennts Comp_i and Comp_j
where Cost(Comp_i,root) > Cost (Comp_j ,root)
......................................................................................... /
public static void Update_Node(Component Comp_i. Component Comp_j,
int node_i. int node_j)
{
/. sort the nodes in Comp_i by non-decreasing depth ./
SortNodes(Comp_i.Nodes, Depth);
for(int index = Comp_i.Nodes.size() - 1 ; index >= 0 ; index--) {
node_x = Integer.parselnt«String) Comp_i.Nodes.elementAt(index»;
if(node_x != node_i) {




Depth[node_i] = 1 + Depth[node_i];
H = Height[node_i];
Update_Height_I(node_i. node_i);
Update_Parent (node_i , node_j);
for(int index = 0; index < Comp_j.Nodes.sizeO; index+.) {




/ •••••••••••••••••••••••••• Update_Depth •••••••••••••••••••••••••••••••••••••••••••••••••
Updates the depth of x in the rooted tree
........................................................................•................/
public static void Update_Depth(int x, int i. iDt depth_j)
{
int LCA = Find_LCA(x, i);
Depth [x] = Depth [x] + Depth [i] - 2.Depth[LCA] + depth_i + 1;
}
/ •••••••••••••••••••••••••• Update_Height ••••••••••••••••••••••••••••••••••••••••••••••••
Updates the height of the tree rooted at x in the component
..............•...................................................•.•.................... /
public static void Update_Height_Hint x, int j)
{
Height(x] = Kath. max (Height (x] • Height(j] + Depth[x] - Depth(j]);
}
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/ •••••••••••••••••••••••••• Update_Height ••••••••••••••••••••••••••••••••••••••••••••••••
Updates the height of the tree rooted at y in the component
........................................................................................./
public static void Update_Height_J(in~ y, int j, int height_i)
{
int LCA;
LCA = Find_LCA(y, j);
Height[y] = Ha~h.max(Height[y],
Depth[y] + Depth[j] - 2.Depth[LCA] + height_i + 1);
}
/.......................... Update_Parent ••••••••••••••••••••••••••••••••••••••••••••••••
Sets the parent pointers of the node and the parent of i to be j
......................................................................................... /
public static void Update_Parent(int i, int j)
{
if(i != -1) {
Update_Parent(Parent[i], i);
Parent [i] = j;
}
}
/ •••••••••••••••••••••••••• Find_LCA •••••••••••••••••••••••••••••••••••••••••••••••••••••
Returns the Least Common Ancestor of tqO nodes x and i
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• j
public static int Find_LCA(int x, int i)
{
if(x == -1 I I i == -1) {







return Find_LCA( Parent [x] , i);
else if (Depth [x] < Depth [iJ)
return Find_LCA(x, Parent[i]);
else
return Find_LCA(Parent [x], Parent [i]) ;
}
}
/ •••••••••••••••••••••••••• Update_Relation ••••••••••••••••••••••••••••••••••••••••••••••
Checks if tqO components are available to merge
......................................................................................... /




while(index < Comp_j.NComp.size(» {
int u = Integer.parselnt«String) Comp_j.NComp.elementAt(index»;







Comp_u = (Component) C.elementAt(u);
// Neighbor(Comp_u) = Neighbor(Comp_u) - {Comp_j}
Comp_u.NComp.removeElement(String.valueOf(Comp_j.ID»;










vhile(index < Comp_i.NComp.size(» {
int u = Integer.parseInt«String) Comp_i.NComp.elementAt(index»;





Comp_u = (Component) C.elementAt(u);
if(Comp_j.NComp.contains(String.valueOf(u» false I I
WeightCheck(Comp_i,Comp_u) == false II
OrderCheckCComp_i.Comp_u) == false I I













// Checks degr e and depth
/ •••••••••••••••••••••••••• WeightCheck ••••••••••••••••••••••••••••••••••••••••••••••••••
Checks if merging tvo components would satisfy the weight-constraint
......................................................................•................../
public static boolean WeightCheck(Component Comp_i, Component Comp_j)
{




StoreData(" Merging c[" + Comp_LID + II] and C[" + Comp_j.ID + 11]11 +
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I •••••••••••••••••••••••••• OrderCheck •••••••••••••••••••••••••••••••••••••••••••••••••••
Checks if m.erging tllO components would satisfy the order-constraint
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• ••1
public static boolean OrderCheck (Componen.t Comp_i, Component Comp_j)
{




StoreData(" Merging c[" + Comp_i.ID + II] and C[" + Comp_j.ID + 11]11 +




I •••••••••••••••••••••••••• Representative_Link ••••••••••••••••••••••••••••••••••••••••••
Checks to see if there is the lowest cost link available to bridge two components
......................................................························· ..········1
public static boolean Representative_Link(Component Comp_i, Component Comp_i,
Component Comp_u)
{
int index = 0, node_i, node_i, degree_i, degree_j;
int Lp = Link_Pointer [Comp_i. 10-] [Comp_u. ID] 1;
int i-p = Link_Pointer[Comp_j.ID][Comp_u.ID] - 1;
Vector Links_i = (Vector) L.elementAt(i_p);
Vector Links_i = (Vector) L.elementAt(i_p);
boolean possible = false;
II Insert the links of LiDks_i to Links_i in order to sort the links by cost
InsertLinks(Links_i, Links_j);
II Set the brige-cost to be the cost of the link to the root plus one besides infinity
Comp_i.BridgeCost [Comp_u. ID] Comp_i.BridgeCost[root] + 1;
Comp_u.BridgeCost [Comp_i. ID] = Comp_i.BridgeCost[root] + 1;
while(index < Links_i.size(» {













if(Comp_i.BridgeCost[root] <= Comp_u.BridgeCost[root]) {

















II node_i would be connected with the root
if(degree_i > Degree_limit I I degree_j > Degree_limit) {
if (possible == false) {
if (trace)
StoreData(" A link (" + link.end1 + "," + link.end2 +






else if (DepthCheck(Comp_i, Comp_u, node_i, node_j» {
if (trace)
StoreData(" Link(" + node_i + "," + node_i + II) is the representative link" +
" bet'lleen C[" + Comp_u.ID + II] and c[" + Comp_LID + ")\n");
Comp_i.UpdateLink(Comp_u.ID, link. cost, link);




if(Height[link.end1) >= Depth_limit i1 Height [link.end1] >= Depth_limit) {
if (trace)
StoreData(" A link (II + link.end1 + "," + link.end2 +

















/ •••••••••••••••••••••••••• DepthCheck ••••••••••••••••••••••••••••••••••••••••••••••••••
Checks if accepting the link vould satisfy the depth-constraint
............•............................................................................/
public static boolean DepthCheck(Component Comp_i, Component Comp_j,
int node_i, int node_j)
{
int depth, height;














Destroys the relation betveen tva components
........................................................................................./





StoreData(" Destory .a relation between" );
StoreData(" Comp(" + Comp_i.ID + ") and COmp(II + Comp_u.ID + ")");
StoreData("\n"); }
}
/ •••••••••••••••••••••••••• UpdateTradeoff •••••••••••••••••••••••••••••••••••••••••••••••
Recalculates the tradeoff for the component
......................................................................................... /
public static void UpdateTradeoff(Component Comp)
{
int iNeigh = Minimum(Comp.NComp, Comp.BridgeCost);









StoreData(" Update Tradeoff(c[" + Comp.ID + II]) = II +
Comp.BridgeCost[iNeigh] + " - II + Comp.BridgeCost[root] + "
+ Tradeoff[Comp.ID] + "\n"); }
"
/ •••••••••••••••••••••••••• FIND_COMP ••••••••••••••••••••••••••••••••••••••••••••••••••••
Identifies the componet that contains a node n
.....................................•................................................... /
public static int FIND_COHP(int n)
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{





I •••••••••••••••••••••••••• SortNodes ••••••••••••••••••••••••••••••••••••••••••••••••••••
Sorts the nodes in order by non-decreasing value of key
......................................................................................... /
public static void SortNodes (Vector Nodes, int 0 Keys)
{
int 0 Elements new int[Nodes.size()];
(Link) Links_j.elementAt(i);
link_j.cost;
for(int i = 0; i < Nodes.size(); iTT)
Elements[i] = Integer.parseInt«String) Nodes.elementAt(i»;
HeapSort(Elements, Keys);





I •••••••••••••••••••••••••• InsertLinks ••••••••••••••••••••••••••••••••••••••••••••••••••
Inserts links in the set 1inks_j into the set 1inks_i
......................................................................................... /
public static void InsertLinks(Vector Links_i, Vector Links_j)
{
int Elements 0 = nev int [Links_i. size 0 +Links_j . size 0] i
int Keys 0 = ne.. int [Links_i. size 0 +Links_j . size 0] i
int 1, parent, index;
for (index = 0; index < Links_i.size(); index++) {
Elements [index] = ind.ex;
Link link_i (Link) Links_i.e1ementAt(index);
Keys [index] = link_i. cost;
}




parent = (1 - 1)/2;
while(l >= 1 tt Keys[Elements[parent]] > Keys[l]) {
E1ements[1] = E1ements[parent];
Link link_i = (Link) Links_i.elementAt(parent);







size; i >= 2; i--) {
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1 = parent;









1** HeapSort •••••••••••••••••••••••••••••••• *••••••••••••••••••••
Sorts the elements in order by non-decreasing value of key
**••••••••••••••••••••••••••••••••••••••••••*•••••••••··*······.·························1
public static void HeapSort(int[) Elements, int[) Keys)
{




int but = Elements[O];
Elements[O] = Elements[size);
Elements[size) = but;




Finds an element which has the smallest value of key
.........................................................•.............................../
pUblic static int Minimum(Vector Q, int[] Keys)
{
int size = Q.size();
int [] Elements new int[Q.size(»);
for(int i = 0; i < size; i++)




return Elements [0] j
}
I •••••••••••••••••••••••••• BuildBeap ••••••••••••••••••••••••••••••••••••••••••••••••••••
Builds a heap structure in a given elements set
.......•....................................................................•............/
public static void BuildBeap(int 0 Elements, int [] Keys}
{
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for(int i = Elements.length / 2; i >= 1; i--)
Heapify(Elements. Keys, Elements.length. i-i);
}
/ •••••••••••••••••••••••••• Heapify ••••••••••••••••••••••••••••••••••••••••••••••••••••••
Heapifies the given elements set with keys
If the values of tvo elements are equal, compare their element number
..................................•...................................................... /
public static void Heapify(int 0 Elements. int [] Keys, int size, int i)
{
int 1 = 2 • i + 1;
int r = 2 • i + 2;
int smallest;




if(r < size tt Keys[Elements[r]] < Keys[Elements[smallest)))
smallest = r;
if(smallest != i) {
int buf = Elemeo.ts[i);
Elements[i) = Elements [smallest] ;
Elements[smallest) = but;
Heapify(Elements. Keys, size. smallest);
}
}
/ •••••••••••••••••••••••••• TOTAL_COST •••••••••••••••••••••••••••••••••••••••••••••••••••
Calculates the total cost of accepted links
........................................................................................./
public static void TOTAL_COST()
{
io.t 0.1. 0.2, index, final_cost;
System.out.print(" The accepted links and the cost are following \0\0");
System.out.print("\t Link \tl Cost \0.");
System.out.print("\t--------+------\n");
if (trace) {
StoreData(" The accepted links and the cost are following \n\n");
StoreData("\t Link \tl Cost \0.");
StoreData("\t--------+------\n");
}
for(int i = 0; i < A.size(); i++) {
link = (Link) A.elementAt(i);
final_cost = final_cost + link. cost;
System.out.print("\t(" + link.endl + "." + link.end2 + ")\tl " + link.cost + "\0.");
if (trace)




System.out.print(" Total Netvork Cost = " + final_cost + "\n");
if(trace) {
StoreData(" ----------------------------\n");
StoreData(" Total Netvork Cost = II + final_cost -+ "\n");
}
}
/ •••••••••••••••••••••••••• Load_Data ••••••••••••••••••••••••••••••••••••••••••••••••••••
Loads Netvork Data from an external file
........................................................................•.......•........ /
pUblic static void Load_Data()
{
try{
RandomAccessFile NodeData nev ll.a.ndomAccessFile(inpu't_file,"r");
String data, key;
StringTokenizer ST;
boolean b_cost = false, b_const false;
int token, line = 0, rov = 0;
int total_veight = 0;
long f_pointer = NodeData.getFilePointer();
long lline = NodeData . length 0 ;
nn = -1; root:. -1;
Weight_limit = -1; Order_limit = -1; Degree_limit:. -1; Depth_limit = -1;
vhile «f_pointer :. NodeData. getFilePointer 0) < NodeData.lengthO) {
data = NodeData.readLine();








if(ST.countTokens() < nn - 1 I I rov > nn) {
System.out.print("The size of the cost table is vrong.");
System.exit(O);
}
Cost [rov] [0] = Integer.parselnt(key);



















else if (key .equals ("Depth_limit"»
Depth_limit = Integer. parseInt (ST. nextToken 0) ;
else {








if (key.equals ("Node"» {
if(!ST.hasMoreTokens(» {




Cost = ney int[nn)[nn);
W= nell int[nn);
}





ifCnn < 1) {
System.out.printC"The number of nodes is not given.");
System.exitCO);
}
if (ST.countTokens() != nn} {
System.out.print("The number of weight on node is not matched.");
System.exit(O);
}















if(b_cost II b_const) {






StoreData("Tbe Number of Nodes : II + un + "\n" +
"Root Node: II + root + "\n"); }
if (Weight_limit !; -1) {
if (trace)
















ifCDegree_limit != -1) {
if (trace)
StoreData("Degree_limit
II + Order_limit + "\n");
unconstrained\n");







if (Depth_limit !; -1) {
if(trace)








catch (FileNotFoundException e) {
System.err.println(e);
}




; •••••••••••••••••••••••••• StoreData ••••••••••••••••••••••••••••••••••••••••••••••••••••
Stores a string data into the trace file
.........................................................................................;






File file = nev File(input_file + It.trc");
if(file.exists(»





nev RandomAccessFile(input_file+ I ,trc". "rv");
point = result.getFilePointer();












•*••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••.*. TRACE FUNCTIONS •••••••••••••*•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••
......................................................................................... /
/ •••••••••••••••••••••••••• CostTable ••••••••••••••••••••••••••••••••••••••••••••••••••••
Writes Cost Table into the trace file
........................................................................................./
pUblic static void CostTable()
{
String sCost;
StoreData(" ••• <Cost Table> •••\nNodel");
for(int i = 0; i < nn; i++) {
if(i >= 10)
StoreData(" II + i);
else
StoreData C" " + i);
}
StoreData( "\n----+") ;
for(int i = 0; i < nn; i++)
StoreData("------II);
StoreData(l\n");
for(int i = 0; i < nn; i++) {
if(i >= 10)
StoreData(" II + i + II I ,,) ;
else




= 0; j < nn; j++) {
String.valueOf(Cost[i] (j]);








Shovs node information into the trace file
.........................................................................•............... /
public static void Nodelnfo()
{
int iCompN;
String sNode, sCompN, sWeight, sCost, sDegree, sDepth;
StoreData("\n •• Current Node Information ('.' indicates a root node) •• \n");
StoreData(" Node#IComp# IWeight IDegree IDepth \n");
StoreData(" ------+-----+------+------+----- \n");






















- sCompN.lengthO) + sCompN;
- sDegree.length(» + sDegree;
- sDepth.length(» + sDepth;
- sNode.length(» + sNode;





StoreData("n[" + sNode + "]Ic[" + sCompN + "]1 " + sWeight +




/ •••••••••••••••••••••••••• CurrentSituation •••••••••••••••••••••••••••••••••••••••••••••
Shovs current situation into the trace file
......................................................................................... /
public static void CurrentSituation()
{
/ •••• Check Current Situation •••• /
int iNode, index, eA, eB,iNeigh, iNCompN;
String sCompN,sNode,sCtr,sTrf,sCostRt,sWeight,
sA,sB,sNeigh,sCost,sNCompN;
StoreData(II\n •• Current Component Information •• \u");
StoreData("<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >\n");
StoreData(" -----+------+-------+---.:.--------+-------+--------+------+------ \n");


























- sCompN.length(» + sCompN;
- sCostRt.length(» + sCostRt;
- sTrf.length(» + sTrf;
- sWeight.length(» + sWeight;
1£(i != root) {
sNCompN (String) «Component) C.elementAt(i».NComp.firstElement();
iNCompN Integer.parselnt(sNCompN);
sNCompN WhiteSpace(2 - sNCompN.length(» + sNCompN;
link = «Component) C.elementAt(i».LinkTo(iNCompN);










sCost = String.valueOf(Cost[i) [ill;
}
sA = WhiteSpace(2 - s1.1ength(» + 51;
sB = WhiteSpace(2 - sB.lengthO) +sB;
sCost = WhiteSpace(4 - sCost.length(» + sCost;
StoreData(" C[II
s1 + "," + sB
sCostRt + II I
+ sCompN + II] I II + sCtr + II
+ "): II + sCost + If I II +
II + sTrf + II I II + sWeight
I c[" + sNCompN + II] 1(11 +
+ "1");
forCint n 0; n < «Component) C.elementAt(i» .Nodes.sizeO; n++)
StoreData(" n[1I + (String) «Component) C.elementAt(i».Nodes.element1t(n) + 11)11);
StoreData(l\n") ;
}
for(int i '" 0; i < C.size(); i++) {
if«(Component) C.elementAt(i».Nodes.size() == 0)
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continue;
if«(Component) C.elementAt(i».ID != root) {
StoreData("\nNeighbors of Component[" + i
+ "]: <Component#: (link:cost»\n{");
for(int c = 0; c < «Component) C.elementAt(i».NComp.size(); c++) {
sNeigh = (String) «Component) C.elementAt(i».NComp.elementAt(c);
iNeigh = Integer.parselnt(sNeigh);




sNeigh = WhiteSpace(2 - sNeigh.length(» + sNeigh;
sA = VhiteSpace(2 - sA.length(» + sA;
sB = VhiteSpace(2 - sB.length(» + sB;
sCost = VhiteSpace(4 - sCost.length(» + seost;
StoreData("<c[" + sNeigh + "]:(" + sA + "," + sB + "):" + sCost + 11)11);
if(c + 1 == «Component) C.elementAt(i».NComp.size(»
StoreData("}\n") ;








for(index = 0; index < A.size(); index++) {
eA = «Link) A.elementAt(index».end1;
eB = «Link) A. element!t (index) ) . end2 ;
StoreData(II(II + eA + "." + eB + II) tI);





/ •••••••••••••••••••••••••• WhiteSpace ••••••••••••••••••••••••••••••••••••••••••••••••••••
Returns a string consisting of the specified number of spaces .
...................•...................................................................... /





= If "; break;
"; break;
"; break;


























II Weight of a component
II Distance array of Neighbor Components
II Connection to a root
II A set of Available Neighbor Components
II A set of best links connecting Available Neighbor Components
II A set of nodes in a component
II Constructor
public Component(int num) {
ID = num;
Con1l.t = false;
Nodes = ney Vector(O);
NComp = ney Vector(O);
Links = ney Vector(O);
Nodes.addElement(String.valueOf(num»;
}
II Returns the nearest available neighbor component
public String NearestNComp() {
return «String) NComp.firstElement(»;
}
II Updates a link to other component by Validating the smallest cost link
public void UpdateLink (int cA, int cost, Link link) {




II Returns a link connetcting to a component, cT










II An end point of a link
II The other end point of the link
II Cost of the link







THE TRACE OF THE IMPROVED ESAU-WILLIAMS ALGORITHM
0.1 The CMST problem
The Number of Nodes 11





••• <Cost Table> •••
Nodel 0 1 2 3 4 5 6 7 8 9 10
----+----------------------,--------------------------------------------
01 200 3434 3496 3366 2730 3148 1248 1604 806 2864 3404
11 3434 200 1210 432 2850 3510 2416 2034 3218 2882 3722
21 3496 1210 200 988 2112 2700 2634 2252 3110 2104 2876
31 3366 432 988 200 2636 2080 1304 1088 1456 1538 2350
41 2730 2850 2112 2636 200 2166 2718 2372 2976 1602 2322
51 3148 3510 2700 2080 2166 200 2362 2228 1946 546 1196
61 1248 2416 2634 1304 2718 2362 200 2426 3266 2164 2904
71 1604 2034 2252 1088 2372 2228 2426 200 1302 1294 2030
81 806 3218 3110 1456 2976 1946 3266 1302 200 3296 4102
91 2864 2882 2104 1538 1602 546 2164 1294 3296 200 3784
101 3404 3722 2876 2350 2322 1196 2904 2030 4102 3784 200
•• Current Node Information ('. I indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+_._----+------+-----
n[ OJ Ic[ OJ I 24001 01 1
n[ IJ Ic[ IJ 1 24001 01 1
n[ 2J Ic[ 2J I 24001 01 1
.n [ 3J 1c[ 3J I 696001 01 0
n[ 4J Ic[ 4J I 24001 01 1
n[ 5J Ic[ 5J 1 24001 01 1
n[ 6] Ic[ 6] I 24001 01 1
n[ 7] Ic[ 7J I 24001 01 1
n[ 8] Ic[ 8] I 24001 01 1
n[ 9] I c[ 9] 1 24001 01 1
n [10J Ie [10J I 24001 01 1
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ OJ I nc
c[ 1J I nc
c[ 2J I DC
c [8J I ( o. 8): 8061
c [3J I ( 1. 3): 4321











c[ 3] I .e
c[ 4]1 nc
c[ 5] I nc
c[ 6] I nc
c[ 7] I ne
e [ 8] I ne
c [ 9] I ne
c [10] I nc
e[ 3] I( 3, 3): 2001
e[ 9] I( 4, 9):16021
c[ 9] I( 5,9): 5461
e[ 0] I ( 6, 0) :12481
c[ 3] I ( 7, 3): 10881
e [0] I ( 8, 0): 8061



























Neighbors of Component[O]: <Component#:(link:eost»
{<e[ 8):( 0,8): 806> <e[ 3]:( 0,3):3366> <c[ 1):( 0,1):3434> <e[ 2);( 0,2):3496>
<e[ 4]:( 0, 4);2730> <e[ 5]:( 0,5):3148> <e[ 6]:( 0,6):1248> <e[ 7];( 0,7):1604>
<e[ 9]:( 0,9):2864> <e[10):( O,10):3404>}
Neighbors of Component[l): <Component#:(link:cost»
{<e[ 3]: ( 1, 3): 432> <c[ 0): ( 1, 0) :3434> <c[ 2): ( 1, 2): 1210> <c[ 4]: ( 1, 4) :2850>
<e[ 5]:( 1,5):3510> <e[ 6):( 1,6):2416> <c[ 7):( 1,7):2034> <c[ 8):( 1, 8):3218>
<e[ 9]:( 1, 9):2882> <e[10):( 1,10):3722>}
Neighbors of Component [2) : <Component#:(link:eost»
{<c[ 3]:( 2, 3): 988> <e[ 0):( 2,0):3496> <e[ 1]:( 2, 1);1210> <c[ 4):( 2, 4):2112>
<c[ 5):( 2,5):2700> <c[ 6): ( 2,6):2634> <e[ 7]:( 2,7);2252> <c[ 8]:( 2, 8):3110>
<e[ 9):( 2,9):2104> <e[10]:( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:eost»
{<e[ 9):( 4,9):1602> <e[ 3]: (4,3):2636> <c[ OJ:( 4, 0):2730> <c[ 1):( 4, 1):2850>
<e[ 2J:( 4,2):2112> <c( 5]:( 4,5):2166> <c[ 6]:( 4,6):2718> <e[ 7]:( 4,7):2372>
<c[ 8):( 4, 8):2976> <e[lO]:( 4,10):2322>}
Neighbors of Component[5]: <Component#:(link;eost»
{<e[ 9]:( 5,9): 546> <c[ 3]:( 5, 3):2080> <c[ OJ:( 5, 0):3148> <e[ 1]:( 5, 1):3510>
<e[ 2J:( 5, 2):2700> <c[ 4]:( 5, 4):2166> <c( 6]:( 5, 6);2362> <e[ 7J:( 5, 7):2228>
<c[ 8J:( 5,8):1946> <e[10]:( 5,10):1196>}
Neighbors of Component [6] : <Component#:(link:eost»
{<e[ 0]:( 6,0):1248> <c[ 3]:( 6,3):1304> <c[ 1]:( 6, 1}:2416> <c[ 2J:( 6,2):26·34>
<e[ 4]:( 6,4):2718> <c[ 5]:( 6,5):2362> <e[ 7]:( 6, 7):2426> <e[ 8]:( 6,8):3266>
<c[ 9]:( 6,9):2164> <c[10J:( 6,lO):2904>}
Neighbors of Component [7] : <Component#:(link:eost»
{<e[ 3J:( 7, 3):1088> <e[ 0]:( 7, 0):1604> <e[ 1]:( 7, 1):2034> <e[ 2J;( 7, 2):2252>
<e[ 4J:( 7, 4):2372> <e[ 5]:( 7,5):2228> <e[ 6):( 7, 6):2426> <e[ 8):( 7,8):1302>
<e[ 9):( 7, 9):1294> <e[10]:( 7,10):2030>}
Neighbors of Component[8]: <Component#:(link:eost»
{<e[ 0):( 8, 0): 806> <e[ 3):( 8,3):1456> <e[ 1):( 8, 1):3218> <e[ 2);( 8,2):3110>
<e[ 4):( 8, 4):2976> <e[ 5):( 8,5):1946> <e[ 6]:( 8,6):3266> <e[ 7);( 8,7):1302>
<e[ 9):( 8,9):3296> <e(10):( 8,10):4102>}
Neighbors of Component [9) : <Component#:(link;eost»
{<e[ 5]:( 9,5): 546> <e[ 3):( 9,3):1538> <e[ 0):( 9,0):2864> <c[ 1];( 9,1);2882>
<e[ 2):( 9,2):2104> <e[ 4]:( 9,4):1602> <e[ 6):( 9,6):2164> <c[ 7];( 9,7):1294>
<e[ 8):( 9, 8):3296> <e[10]:( 9,10):3784>}
Neighbors of Component[10]: <Component#:(link:eost»
{<e[ 5]:(10,5):1196> <e[ 3):(10,3):2350> <e[ 0):(10,0):3404> <e[ 1];(10, 1);3722>
<e[ 2]:(10,2):2876> <e[ 4]:(10,4):2322> <e[ 6]:(10,6):2904> <c[ 7];(10,7);2030>
<e[ 8]:(10,8):4102> <e[ 9];00, 9):3784>}
A = {}
••• Start EW Algorithm •••
1): The smallest Tradeoff(c[0])=-2560
Merge Comp(O) and Comp(8) by a link(O,8)
Link(S,l) is the representative link between
Update Tradeoff (c [1J) = 432 - 432 = 0
Link(8,2) is the representative link between
Update Tradeoff(c[2J) = 988 - 988 = 0
Link(O,4) is the representative link between
Update Tradeoff(c[4J) = 1602 - 2636 = -1034
Link(8,5) is the representative link between
Update Tradeoff(c(5J) = 546 - 2080 = -1534
Link(0,6) is the representative link between
Update Tradeoff(c[6J) = 1248 - 1304 = -56
Link(8,7) is the representative link between
Update Tradeoff (c [7]) = 10B8 - 1088 = 0
Link(O,9) is the representative link between
Update Tradeoff(c[9]) = 546 - 1538 = -992
Link(O,10) is the representative link between
Update Tradeoff (c [10]) = 1196 - 2350 = -1154








c (10J and c [8]
72
•• Current Component Information ••
~Comp#IConRt 1Nearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] 1 nc c[ 3] I ( 1, 3): 4321 432 0 24001 n[l]
c[ 2] 1 nc c[ 3] I ( 2, 3): 98BI 988 0 24001 n[2]
c[ 3] I .c c[ 3] I( 3, 3): 2001 200 0 696001 n[3]
c [ 4] 1 nc c [ 9] I ( 4, 9):16021 2636 -1034 24001 n[4]
c [ 5] 1 nc c[ 9] I( 5, 9): 5461 2080 -1534 24001 n[5]
c[ 6] I nc c [ 8] 1(0,.6):12481 1304 -56 24001 n[6]
c[ 7] 1 DC C [ 3] 1( 7, 3):10B81 108B 0 24001 n[7]
c [ 8] I DC c[ 6] I( 0, 6):12481 1456 -208 48001 n[8] nCO]
c[ 9] I nc c[ 5] I( 9,5): 5461 153B -992 24001 n[9]
c [10J I nc c( 5] 1(10,5):11961 2350 -1154 24001 n[10]
Neighbors of Component[l]: <Component#:(link:cost»
{<c [ 3J: ( 1, 3) : 432> <c[ 2]: ( 1, 2):1210> <c[ 4]: ( 1, 4):2850> <c [ 5]: ( 1, 5):3510>
<c [ 6]: ( 1, 6):2416> <c[ 7]:( 1, 7) :2034> <c[ 8]: ( 1, 8):3218> <c [ 9] : ( 1, 9):2882>
<c [10] : ( 1,10):3722>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c [ 3]: ( 2, 3) : 988> <c [ 1]: ( 2. 1) : 1210> <c [ 4]: ( 2. 4) :2112> <c[ 5] : ( 2. 5):2700>
<c[ 6]:( 2, 6) :2634> <c[ 7]: ( 2. 7):2252> <c[ 8]:( 2, 8) :3110> <c[ 9] : ( 2, 9):2104>
<c [10] : ( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 9]:( 4,9):1602> <c[ 3]:( 4.3):2636> <c[ 1J:( 4, 1}:2850> <c[ 2]:( 4,2):2112>
<c[ 5]:( 4,5):2166> <c[ 6]:( 4,6):2718> <c[ 7]:( 4, 7):2372> <c[ 8]:( 0, 4):2730>
<c[10]:( 4,10}:2322>}
Neighbors of Component[5]: <Component#:(link:cost»
{<c[ 9J:( 5,9): 546> <c[ 3]:( 5,3):2080> <c[ 1]:( 5,1):3510> <c[ 2]:( 5,2):2700>
<c[ 4]:( 5, 4):2166> <c[ 6]:( 5, 6):2362> <c[ 7]:( 5, 7):222B> <c[ 8]:( 5, 8):1946>
<e[10]:( 5,10):1196>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8]:( 0,6):1248> <c[ 3]:( 6,3):1304> <c[ 1]:( 6,1):2416> <c[ 2]:( 6,2):2634>
<c[ 4]:( 6,4):2718> <c[ 5]:( 6,5):2362> <c[ 7):( 6,7):2426> <c[ 9]:( 6,9):2164>
<c[10]:( 6,10):2904>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <e[ 1]:( 7, 1):2034> <c[ 2J:( 7, 2):2252> <c[ 4J:( 7,4):2372>
<c[ 5]:( 7, 5):2228> <c[ 6]:( 7,6):2426> <e[ 8J:( 7, 8):1302> <c[ 9]:( 7, 9):1294>
<e[10]:( 7,10):2030>}
Neighbors of Component[8J: <Component#:(link:cost»
{<c[ 6J:( 0,6):1248> <c[ 3]:( 8,3):1456> <c[ 1]:( 1,8):3218> <c[ 2):( 2,8):3110>
<c[ 4]:( 0,4):2730> <c[ 5J:( 5,8):1946> <e[ 7]:( 7,8):1302> <c[ 9J:( 0,9):2864>
<c[10):( 0,10):3404>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c [ 5]: ( 9, 5): 546> <c[ 3]: ( 9, 3): 1538> <c [ 1]: ( 9., 1): 2882> <c[ 2]: ( 9, 2): 2104>
<c[ 4]:( 9,4):1602> <c[ 6]:( 9,6):216.4> <c[ 7]:( 9,7):1294> <c[ 8]:( 0,9):2864>
<c[10]:( 9,10):3784>}
Neighbors of Component[10J: <Component#:(link:cost»
{<c[ 5]:(10,5):1196> <c[ 3]:(10,3):2350> <c[ 1]:(10, 1):3722> <c[ 2] :(10, 2):2876>
<c[ 4]:(10,4):2322> <c[ 6]:(10,6):2904> <c[ 7]:(10,7):2030> <c[ 8]:( 0,10):3404>
<c[ 9J :(10, 9):3784>}
A = {(8,O) }
*. Current Node Information ('*' indicates a root node) *.
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n[ 0] Ic[ 8] I 24001 11 2
n[ 1] Ic[ 1] I 24001 01 1
n[ 2] Ic[ 2] I 24001 01 1
.n [ 3] Ic [ 3] I 696001 01 0
n[ 4] 1c[ 4] I 24001 01 1
n[ 5] Ic[ 5] I 24001 01 1
n [ 6] Ic [ 6] I 24001 01 1
n[ 7] Ic[ 7] I 24001 01 1
n[ 8] Ic[ 8] I 24001 11 1
n[ 9] Ic[ 9] I 24001 01 1
n [10] Ie [10J I 24001 01 1
2): The smallest Tradeoff (c[5] )=-1534
Merge Comp(5) and Comp(9) by a link(5,9)
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Link(9,1) is the representative link betveen
Update Tradeoff(c[l]) = 432 - 432 = 0
Link(9,2) is the representative link betveen
Update Tradeoff(c[2J) = 988 - 988 = 0
Link(9,4) is the representative link betveen
Update Tradeoff(e[4J) = 1602 - 2636 = -1034
Link(9,6) is the representative link betveen
Update Tradeoff(c[6]) = 1248 - 1304 = -56
Link(9,7) is the representative link betveen
Update Tradeoff(c[7]) = 1088 - 1088 = 0








Update Tradeoff(e[8]) = 1248 - 1456 = -208
Link(5,10) is the representative link betveen e[10] and e[9)
Update Tradeoff(e[10]) = 1196 - 2350 = -1154
Update Tradeoff(e[9]) = 1196 - 1538 = -342
** Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
7
c [ 1] I nc
c[ 2]1 nc
c [ 3] I .c
c [ 4] I nc
c [ 6] I nc
c [ 7] I nc
c [ 8] I nc
c [ 9] I nc
c [10] I nc
c [3] I ( 1, 3): 4321
c[ 3] I( 2,3): 9881
c[ 3] I ( 3, 3): 2001
c[ 9] I ( 4, 9) :16021
c[ 8) I ( 0, 6) :12481
c[ 3) I( 7,3):10881
c( 6] I ( 0, 6) :12481
e[10] I( 5,10):11961


























4800 I n (9] n [5]
24001 n[10]
Neighbors of Component(l]: <Component#;(link:eost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 4]:( 1,4):2850> <c[ 6J:( 1, 6):2416>
<c( 7):( 1, 7):2034> <c[ 8]:( 1, 8):3218> <c[ 9]:( 1,9):2882> <c[10J:( 1,10):3722>}
Neighbors of Component[2J: <Component#:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ lJ:( 2, 1):1210> <c[ 4]:( 2, 4):2112> <c[ 6]:( 2,6):2634>
<c[ 7]:( 2,7):2252> <c[ 8J:( 2,8):3110> <c[ 9J:( 2, 9);2104> <c[10J:( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 9]:( 4,9):1602> <c[ 3]:( 4,3):2636> <c[ 1):( 4,1):2850> <c( 2J:( 4,2):2112>
<c[ 6J:( 4,6):2718> <c[ 7]:( 4,7):2372> <c[ 8J:( 0, 4):2130> <c(10]:( 4,10):2322>}
Neighbors of Compo.nent [6]: <Component# : (link; cost) >
{<c[ 8]:( 0, 6):1248> <c[ 3J:( 6, 3):1304> <c[ 1J:( 6, 1):2416> <c( 2J:( 6, 2):2634>
<c[ 4]:( 6,4):2718> <c[ 7]:( 6,7):2426> <c[ 9];( 6,9):2164> <c[10]:( 6,10):2904>}
Neighbors of Component[7J: <Component#:(link:cost»
{<c[ 3J:( 7,3):1088> <c[ 1]:( 7,1):2034> <d 2]:( 7,2):2252> <c[ 4]:( 7,4):2372>
<c[ 6J:( 7.6):2426> <c( 8]:( 7,8):1302> <d 9J:( 7,9):1294> <c(10]:( 7,10);2030>}
Neighbors of Component[8]: <Component#:(link:cost»
{ec( 6]:( 0,6):1248> <c[ 3]:( 8, 3):1456> <c( 1]:( 1,8):3218> <c[ 2]:( 2,8):3110>
ec[ 4]:( 0,4):2730> <c[ 7]:( 7,8):1302> <c[ 9]:( 5, 8):1946> <c[10]:( 0,10):3404>}
Neighbors of Component[9J: <Component#:(link:cost»
{<c[10):( 5,10):1196> <c[ 3]:( 9, 3):1538> <c[ 1]:( 1,9):2882> <e[ 2]:( 2,9):2104>
<c[ 4]:( 4,9):1602> <c[ 6):( 6, 9}:2164> <c( 7]:( 7,9):1294> <c[ 8):( 5, 8):1946>}
Neighbors of Component[10J: <Component#:(link:cost»
{<c( 9):( 5,10):1196> <c( 3J:(10, 3):2350> <c[ 1]:(10, 1):3722> <c[ 2):(10, 2);2876>
<c[ 4):(10,4):2322> <c[ 6):(10,6):2904> <c( 7]:(10,7):2030> <c[ 8]:( 0,10):3404>}
A = {(8,0) (9,5) }
•• Current Node Information ('.' indicates a root node) ••
Node#1 Comp# IWeight IDegree IDepth
------+-----+------+------+-----
n[ 0] I c [ 8] I
n[ 1) I c ( 1] I










.n [ 3] I c[ 3] I
n[ 4] I c[ 4] I
n[ 5] I c[ 9] I
n[ 6] Ic[ 6] I
n[ 7] Ic[ 7] I
n [ 8] I c [ 8] I
n[ 9] Ic[ 9] I


























3}: The smallest Tradeoff(c[10])=-1154
Merge Comp(10} and Comp(9) by a link(5,10)
Link(9,l) is the representative link between c[l] and e[9]
Update Tradeoff{e[l]) = 432 - 432 = 0
Link(9,2) is the representative link between e[2] and e[9]
Update Tradeoff(e[2]) = 988 - 988 = 0
Link(9,4) is the representative link between e[4) and e[9]
Update Tradeoff(e[4]) = 1602 - 2636 = -1034
Link(9,6) is the representative link between e[6] and e[9]
Update Tradeoff(e[6]) = 1248 - 1304 = -56
Link(9,7) is the representative link between e[7J and c[9]
Update Tradeoff(e[7]} = 1088 - 1088 = 0
Merging e[9] and c[8]} would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(8)
Update Tradeoff(c[8]) 1248 - 1456 = -208
Update Tradeoff(c[9]} = 1294 - 1538 = -244
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt 1Tradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
e [ 1] I DC
e[ 2]1 nc
c [ 3] I .e
e [ 4] I nc
c[ 6] I nc
c[ 7] 1 nc
c[ 8] 1 ne
c[ 9] I ne
e[3J Ie 1,3): 4321
c[ 3J I( 2, 3): 9881
e[ 3J I( 3,3): 2001
e[ 9] I( 4,9):16021
e[ 8] I ( 0, 6) :12481
e [3] I ( 7, 3): 10881
c[ 6] I( 0,6):12481
























72001 n[9J n[5J n[10J
Neighbors of Component[lJ: <Component#:(link:cost»
{<c[ 3J:( 1, 3): 432> <e[ 2J:( 1,2):1210> <c[ 4J:( 1, 4):2850> <c( 6J:( 1,6):2416>
<e[ 7]:( 1,7):2034> <e[ 8]:( 1, 8):3218> <e[ 9J:( 1, 9):2882>}
Neighbors of Component[2J: <Component#:(link:eost»
{<c[ 3]:( 2, 3): 988> <c[ 1]:( 2, 1):1210> <c[ 4]:( 2, 4):2112> <c[ 6J:( 2, 6):2634>
<c[ 7J:( 2,7):2252> <c[ 8]:( 2,8):3110> <c[ 9]:( 2, 9):2104>}
Neighbors of Component[4): <Component#:(link:eost»
{<c[ 9]:( 4, 9):1602> <c[ 3]:( 4,3):2636> <c( IJ:( 4, 1):2850> <e[ 2J:( 4, 2}:2112>
<c[ 6]:( 4, 6):2718> <c[ 7]:( 4, 7):2372> <c[ 8J:( 0, 4):2730>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c( 8J:( 0,6):1248> <c[ 3):( 6,3):1304> <c[ 1]:( 6, 1):2416> <c[ 2J:( 6,2):2634>
<c[ 4]:( 6, 4):2718> <c[ 7J:( 6,7):2426> <c[ 9]:( 6, 9):2164>}
Neighbors of Component[7J: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1):( 7, 1):2034> <c[ 2]:( 7,2):2252> <c[ 4]:( 7,4):2372>
<c[ 6]:( 7,6):2426> <c[ 8]:( 7, 8):1302> <c[ 9]:( 7, 9):1294>}
Neighbors of Component (8J: <Compon.ent#: (link: cost) >
{<c( 6J:( 0,6):1248> <c( 3J:( 8,3):1456> <c[ lJ:( 1, 8):3218> <e( 2):( 2,8):3110>
<c( 4J:( 0, 4):2730> <c( 7]:( 7, 8):1302>}
Neighbors of Component(9J: <Component#:(link:cost»
{<c( 7]:( 7,9):1294> <c[ 3]:( 9,3):1538> <c[ 1J:( 1, 9):2882> <c( 2]:( 2,9):2104>
<c[ 4):( 4,9):1602> <e[ 6]:( 6, 9):2164>}
A = {(8,O) (9,6) (5,10) }
•• Current Node Information C'.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+._----+------+------+-----
n [ 0] Ie [ 8] I 24001 11 2
n[ 1] Ie [ 1] I 24001 01 1
n [ 2] Ie [ 2] I 24001 01 1
.n[3]le[3]1 696001 01 0
n[ 4] Ie [ 4] 1 24001 01 1
n[5]/e[9]1 24001 21 2
n[ 6] Ic[ 6) I 24001 01 1
n[ 7] Ic[ 7] I 24001 01 1
n [ 8] Ic( 8] I 24001 11 1
n[ 9] Ic[ 9] 1 24001 11 1
n[10] Ic[ 9] 1 24001 11 3
4): The smallest Tradeoff(e[4])=-1034
Merge Comp(4) and Comp(9) by a link(4,9)
Update Tradeoff(e[8]) = 1248 - 1466 = -208
Merging e(9] and c(7) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(7)
Update Tradeoff(c(7]) = 1088 - 1088 = 0
Merging e[9] and c(lJ) would violate the weight-constraint.
Destory a relation between Comp(9) and CompO)
Update Tradeoff(c[l]) = 432 - 432 = 0
Merging e[9J and c[2J) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(2)
Update Tradeoff(c(2J) = 988 - 988 = 0
Merging e[9J and e[6J) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(6)
Update Tradeoff(c[6J) 1248 - 1304 = -56
Update Tradeoff(c[9J) = 1538 - 1538 = 0
•• Current Component Information ••
<Comp'IConRt INearestl Link :CostlCostRt 1Tradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I nc c[ 3] I ( 1, 3): 4321 432 0 24001 n[lJ
e( 2] I nc c [ 3] I ( 2, 3): 9881 988 0 24001 n(2]
e( 3J I ·c c[ 3] I ( 3, 3) : 2001 200 0 696001 n(3J
e( 6J I ne c[ 8J I ( 0, 6):12481 1304 -56 24001 n[6]
e[ 7] I nC c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
e[ 8] I ne c[ 6] I ( 0, 6):12481 1456 -208 48001 n[8] n[O]
e [ 9] 1 ne c[ 3] I ( 9, 3):15381 1538 0 96001 n(9] n [6] n[10] n[4]
Neighbors of Component [1] : <Component#:(link:cost»
{<c [ 3]: ( 1, 3): 432> <c [ 2] : ( 1, 2): 1210> <c[ 6]: ( 1,6):2416> <e[ 7]:( 1, n :2034>
<e [ 8]: ( 1, 8):3218>}
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Neighbors of Compone.nt [2J: <Componentl: (link: cost»
{<c[ 3J:( 2, 3): 988> <c[ lJ:( 2, 1):1210> <c[ 6]:( 2, 6):2634> <c[ 7J:( 2,7):2252>
<c[ 8]:( 2, 8):3110>}
Neighbors of Component[6J: <Component#:(link:cost»
{<c[ 8J: ( 0, 6) :1248> <c[ 3J: ( 6, 3) :1304> <c[ 1]: ( 6, 1) :2416> <c[ 2]: ( 6, 2) :2634>
<c[ 7J:( 6, 7):2426>}
Neighbors of Compon.en.t [7J: <Component': (link: cost) >
{<c[ 3]:( 7,3):1088> <c[ 1]:( 7,1):2034> <c[ 2J:( 7,2):2252> <c[ 6]:( 7,6):2426>
<c[ 8]:( 7, 8):1302>}
Neighbors of Component[8J: <Component#:(link:cost»
{<c[ 6J:( 0,6):1248> <c[ 3J:( 8, 3):1456> <c[ 1]:( 1,8):3218> <c[ 2]:( 2,8):3110>
<c[ 7J: ( 7, 8): 1302>}
Neighbors of Component [9J: <Component#: (link: cost) >
{<c[ 3J:( 9, 3):1538>}
A = {(8,O) (9,5) (5,10) (9,4) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
0.[ 0] 1e[ 8] I 24001 11 2
0.[ 1] Ie[ lJ I 24001 01 1
0.[ 2J 1c [ 2J I 24001 01 1
.n[ 3] Ie[ 3J I 696001 01 0
n[4JIe[9]1 24001 11 2
n[5Jlc[9JI 24001 21 2
o[ 6J Ic[ 6J I 24001 01 1
0.[ 7J 1c[ 7] I 24001 01 1
o[ 8J Ic[ 8] I 24001 11 1
0. [ 9J Ie [ 9] I 24001 2\ 1
n [10J 1e[ 9] I 24001 11 3
5): The smallest Tradeoff(c[8])=-208
Merge Comp(8) and Comp(6) by a link(O,6)
Link(6,l) is the representative link betveen c[l] and c[6J
Update Tradeoff(c[lJ) =432 - 432 =0
Link(6,2) is the representative link betveen c[2J and c[6]
Update Tradeoff(c[2J) = 988 - 988 = 0
Link(8,7) is the representative link betveen c[7J and c[6]
Update Tradeoff(c[7J) = 1088 - 1088 = 0
Update Tradeoff(c[6]) = 1302 - 1304 = -2
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1] I nc c[ 3] I ( 1, 3): 4321 432 0 24001 0.[1]
c[ 2J I nc c[ 3] I ( 2, 3): 9881 988 0 24001 0.[2]
c[ 3] I *C c[ 3J I ( 3, 3): 2001 200 0 696001 0.[3]
c[ 6J I nc c [ 7] I ( 7, 8):13021 1304 -2 72001 0.[6] 0.[0] n[8J
c[ 7] I nc c[ 3] I ( 7, 3):10881 1088 0 24001 0.[7]
c [ 9J I nc e[ 3J I( 9, 3):15381 1538 0 96001 0.[9] 0.[5] 0.[10] 0.[4]
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Keighbors of Component [1] : <Component#:(link:cost»
{<c[ 3]: ( 1, 3): 432> <c [ 2] : ( 1, 2):1210> <c[ 6]:( 1, 6):2416> <c[ 7]:( 1, 7) :2034>}
Neighbors of Component [2] : <Component#:(link:cost»
{<c [ 3]: ( 2, 3) : 988> <c [ 1]: ( 2, 1):1210> <c[ 6]:( 2, 6):2634> <c[ 7]:( 2, 7) :2252>}
Neighbors of Component [6] : <Component#:(link:cost»
{<c [ 7]: ( 7, 8):1302> <c[ 3]:( 6, 3):1304> <c[ 1]:( 1. 6):2416> <c[ 2]:( 2, 6):2634>}
Neighbors of Component [7] : <Component': (link:cost»
{<c[ 3] : ( 7, 3) : 1088> <c[ 1]: ( 7, 1):2034> <c[ 2]:( 7, 2):2252> <c[ 6]:( 7, 8):1302>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8,0) (9,5) (5,10) (9,4) (6,0) }
** Current Node Information ('.' indicates a root node) **
Node#IComp'IWeightIDegreeIDepth
------+-----+------+------+-----
n[0]lc[6]1 24001 21 2
n[ 1] Ic[ 1] I 24001 01 1
n [ 2] Ic [ 2] I 24001 01 1
*n [ 3] 1c[ 3] 1 696001 01 0
n[ 4] Ic[ 9] 1 24001 11 2
n[ 5] Ie[ 9] I 24001 21 2
n[ 6] Ie[ 6] 1 24001 11 1
n[ 7) 1e[ 7] I 24001 01 1
n[ 8] Ie[ 6] I 24001 1/ 3
n[ 9) Ie[ 9) I 24001 21 1
n[1O] 1c[ 9) I 24001 11 3
6): The smallest Tradeoff(c[6])=-2
Merge Comp(6) and Comp(7) by a link(7,8)
Merging c[7] and c[l]) vould violate the veight-constraint.
Destory a relation between Comp(7) and Comp(l)
Update Tradeoff(c[l]) = 432 - 432 = 0
Merging c[7] and c[2]) vould violate the weight-constraint.
Destory a relation between Comp(7) and Comp(2)
Update Tradeoff(c[2]) 988 - 988 = 0
Update Tradeoff(c[7]) = 1088 - 1088 = 0
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c ( 1] I nc c[ 3] I ( 1, 3): 4321 432 0 24001 n[l]
c( 2] I DC C [ 3] 1( 2, 3): 9881 988 0 24001 n(2)
c( 3] I ·c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3)
c[ 7] I DC c[ 3) I ( 7, 3):10881 1088 0 96001 n[7] n[8] n[O] n[6]
c [ 9] I nc c[ 3] I ( 9, 3):15381 1538 0 96001 n[9] n[5] n[10] n[4]
Neighbors of Component[l]: <Component.:(link:cost»
{<c[3]:( 1, 3): 432> <c[ 2]:( 1, 2):1210>}
Neighbors of Component[2]: <Component':(link:cost»
{<c[ 3] : ( 2, 3): 988> <e[ 1]: ( 2, 1) :1210>}
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Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088>}
Neighbors of Component[9J: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8.0) (9.5) (5,10) (9,4) (6,0) (7,8) }
*. Current Node Information C'.' indicates a root node) **
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n [ 0] Ie [ 7] I 24001 21 3
n[ 1] Ic [ lJ I 24001 01 1
n[ 2] 1c [ 2] 1 24001 01 1
*n [ 3] Ic [ 3] I 696001 01 0
n ( 4] Ie [ 9] 1 24001 11 2
n( 5]lc[ 9JI 24001 21 2
n(6]lc[7]1 24001 1/ 4
D[ 7] Ic[ 7) I 24001 11 1
n[ 8] Ic[ 7] I 24001 21 2
D[ 9] Ic[ 9] 1 24001 21 1
D[10] 1c( 9] 1 24001 11 3
7): The smallest Jradeoff(c[l])=O
Merge Comp(l) and Comp(3) by a link(1,3)
.•• Current Component Information ••
<Comp.IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c ( 1] I c c [ 3] I ( 1, 3): 4321 432 0 24001 n[1]
c[ 2) I nc c[ 3) I( 2, 3): 9881 988 0 24001 n(2)
c [ 3] I ·c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3]
c[ 7) I nc c[ 3) I ( 7, 3): 10881 1088 0 96001 n[7] n(8) nCO) n[6]
c[ 9] I nc c[ 3] I ( 9~ 3):15381 1538 0 96001 n[9] n(5) n(10) n(4)
Neigbbors of Component [1] : <Component': (link:cost»
{<c [ 3]: C 1, 3) : 432> <c[ 2): ( 1, 2):1210>}
Neighbors of Component[2): <Component': (link:cost»
{<c [ 3]: ( 2. 3) : 988> <c[ 1): ( 2, l):1210>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088>}
Neighbors of Component(9): <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8,O) (9.5) (5,10) (9,4) (6,0) (7,8) (1.3) }
.* Current Node Information ('.' indicates a root node) ••
Node# 1Comp# IWeight IDegreelDepth
------+-----+------+------+-----
n( 0] Ie [ 7) I 24001 21 3
n( 1] Ic [ 1] I 24001 11 1
n( 2] Ie[ 2] I 24001 01 1
.n[ 3] Ie[ 3] I 696001 11 0
n[ 4] Ie[ 9] I 24001 11 2
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n[ 5] Ic [ 9] 1
n[ 6] Ie[ 7] I
n[ 7] Ie[ 7] 1
n [ 8] Ic [ 7] 1
n [ 9] Ic [ 9] 1




















8): The smallest Tradeoff(c[2])=0
Merge Comp(2) and Comp(3) by a link(2,3}
•• Current Component Information ••
<Comp#IConRt INearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I c c [ 3) I ( 1, 3): 4321 432 0 24001 n[l]
c [ 2] I c c [ 3) I ( 2, 3): 9881 988 0 24001 n[2)
c[ 3] I ·c c[ 3] 1( 3, 3): 2001 200 0 696001 n[3)
c[ 7] 1 nc c[ 3) I ( 7, 3): 10881 1088 0 96001 n(7) n[B] nCO] n[6]
c[ 9] I nc c[ 3] I ( 9, 3): 15381 1538 0 96001 n(9) n[5] n(10) n[4]
Neighbors of Component[l]: <Component#:(link:cost»
{<e[ 3): ( 1. 3) : 432> <c[ 2): ( 1, 2):1210>}
Neighbors of Component (2) : <Component#:(link:cost»
{<c[ 3]: ( 2, 3): 988> <c[ 1): ( 2, 1):1210>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c[ 3): { 7, 3):1088>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3):( 9, 3):1538>}
A = {(8,O) (9,5) (5,10) (9,4) (6,0) (7,8) (1,3) (2,3) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n[O]lc[7]1 24001 21 3
n[ 1] Ic[ 1] 1 24001 11 1
n[ 2] Ic[ 2] 1 24001 11 1
*n [ 3] Ic[ 3] 1 69600\ 21 0
n[ 4] Ic[ 9] I 24001 11 2
n[ 5] I c[ 9] I 24001 21. 2
n[ 6] Ic[ 7] I 24001 11 4
n[ 7] Ic[ 7] I 24001 11 1
D[ 8] Ic[ 7] I 24001 21 2
D[ 9] Ic[ 9) 1 24001 21 1
D[10) I c [ 9] 1 24001 11 3
9}: The smallest Tradeoff(c[7])=0
~erge Comp(7) and Comp(3) by a link(7,3)
•• Current Component Information ••
<Comp#IConRt 1Nearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+-~----+-------+------------+-------+--------+------+------
c[ 1) I
c [ 2) I
c I c [3) I ( 1, 3): 4321
c I c[ 3] Ie 2,3): 9881
432 1
988 I
o I 24001 n[1]
o I 2400 I D [2]
kd
c[ 3J I .c
c[ 7J I c
c[ 9J I nc
c [3] I ( 3. 3): 200 I
c [3J I ( 7. 3): 10881








9600 1 n [7] n [8J n [0] n [6]
96001 n[9] n[S] n[10J n[4]
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Neighbors of Component[lJ: <Component#:(link:cost»
{<c [ 3]: ( 1, 3): 432> <c [ 2] : ( 1, 2):1210>}
Neighbors of Component[2]: <Component#:(link:cost»
{<e[ 3]: ( 2, 3) : 988> <c[ 1]: ( 2, 1): 1210>}
Neighbors of Component [7] : <Component#:(link:cost»
{<e[ 3]:( 7. 3):1088>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c [ 3]: ( 9, 3):1538>}
A = {(S,O) (9.5) (5,10) (9,4) (6,0) (7,8) (1,3) (2.3) (7,3) }
.. Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n[ 0] Ie [ 7] 1 24001 21 3
n[ lJ Ic[ 1] 1 24001 11 1
n[ 2J Ic[ 2] 1 24001 11 1
~[ 3] Ie[ 3] 1 696001 31 0
n[ 4J Ic[ 9J I 24001 11 2
n[ 5J Ic[ 9J 1 24001 21 2
n[ 6] Ie[ 7] I 24001 11 4
n[ 7J 1e[ 7] I 24001 21 1
n [ 8J Ie[ 7] I 24001 21 2
n [ 9J 1e[ 9] I 24001 21 1
n[10J Ie[ 9] 1 24001 11 3
10): The smallest Tradeoff(c[9])=0
Merge Comp(9) and Comp(3) by a link.(9,3)
•• Current Component Information ••
<Comp#IConRt INearest I Link. :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
e[ lJ 1 c c[ 3] I( 1, 3): 4321 432 0 24001 n[lJ
e[ 2] I c c [ 3] I( 2, 3): 9881 988 0 24001 n[2J
e[ 3] ! *c c[ 3] I( 3. 3) : 2001 200 0 696001 n[3J
e[ 7] I c c [ 3J I( 7, 3):10881 10S8 0 96001 n[7J n[8] nCO] n[6]
c[ 9J 1 c c[ 3J I( 9. 3):15381 1538 0 96001 n[9] n[5J n[10] n[4J
Neighbors of Component [1] : <Component#:(link:cost»
{<c [ 3J: ( 1. 3): 432> <c[ 2J:( 1. 2):1210>}
Neighbors of Component [2J : <Component#:(link:cost»
{<c[ 3J: ( 2. 3): 988> <c[ lJ:( 2. 1):1210>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c [ 3J: ( 7. 3):1088>}
Neighbors of Component [9] : <Component': (link:cost»
{<e[ 3J:( 9. 3):1538>}
A = {(8,O) (9,5) (5,10) (9,4) (6,0) (7,8) (1,3) (2,3) (7,3) (9,3) }
•• Current Node Information ('.' indicates a root node) ••
Node#ICompl IWeight 1Degree IDepth
------+-----+------+------+-----
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n[ 0] Ic[ 7]
n[ 1] Ic[ 1]
n[ 2] Ic[ 2]
.n[ 3] Ic[ 3]
D ( 4) 1c [ 9]
n[ 5] Ic( 9)
n ( 6) Ic[ 7]
n( 7) Ic( 7]
n[ B) Ic( 7]
n[ 9) Ic( 9]


































••• Complete EW Algorithm •••













Total Network Cost = 10746
D.2 The Order-Constraint Problem
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••• <Cost Table> •••
Nodel 0 1 2 3 4 5 6 7 8 9 10
----+------------------------------------------------------------------
01 200 3434 3496 3366 2730 3148 1248 1604 806 2864 3404
11 3434 200 1210 432 2850 3510 2416 2034 3218 2882 3722
21 3496 1210 200 988 2112 2700 2634 2252 3110 2104 2876
31 3366 432 988 200 2636 2080 1304 1088 1456 1538 2350
41 2730 2850 2112 2636 200 2166 2718 2372 2976 1602 2322
51 3148 3510 2700 2080 2166 200 2362 2228 1946 546 1196
61 1248 2416 2634 1304 2718 2362 200 2426 3266 2164 2904
71 1604 2034 2252 1088 2372 2228 2426 200 1302 1294 2030
81 806 3218 3110 1456 2976 1946 3266 1302 200 3296 4102
91 2864 2882 2104 1538 1602 546 2164 1294 3296 200 3784
101 3404 3722 2876 2350 2322 11.96 2904 2030 4102 3784 200
•• Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n[ 0] Ic[ 0] I 24001 01 1
n[ 1] Ic[ 1] I 24001 01 1
n[ 2] Ic[ 2] I 24001 01 1
*n [ 3] Ic[ 3] I 696001 01 0
n[ 4] Ic[ 4] I 24001 01 1
n [ 5] Ic[ 5] 1 24001 01 1
n[ 6] Ic[ 6] I 24001 01 1
n[ 7] Ic[ 7] I 24001 01 1
n[ 8] 1c[ 8] I 24001 01 1
D[ 9] Ic[ 9] I 24001 01 1
n[10] Ic[10] I 24001 0\ 1
** Current Component Information **
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 0] I DC c[ 8] I ( 0, 8): 8061 3366 -2560 24001 n (0)
c[ 1] I DC c[ 3] I ( 1, 3): 4321 432 0 24001 n[l)
c[ 2J 1 DC c[ 3J I ( 2, 3): 9881 988 0 24001 n[2]
c[ 3J I *c c[ 3J I ( 3, 3): 2001 200 0 696001 D[3]
c[ 4J I DC c[ 9J I ( 4, 9):16021 2636 -1034 24001 D[4]
c[ 5J I DC c[ 9J I ( 5, 9): 5461 2080 -1534 24001 D[5]
C[ 6J I DC c[ OJ I ( 6, 0):12481 1304 -56 24001 n[6]
c[ 7] I DC c[ 3] 1( 7, 3):10881 1088 0 24001 n[7]
C[ 8] 1 DC c[ 0] I ( 8, 0): 8061 1456 -650 24001 n[8)
c[ 9] I DC c[ 5] I ( 9, 5): 5461 1538 -992 24001 n[9]
C[10] I nc c[ 5] I (lO, 5):11961 2350 -1154 24001 II [10J
Neighbors of Component[O]: <Component#:(link:cost»
{<c[ 8J: ( O. 8): 806> <c[ 3]: ( 0, 3) :3366> <c[ 1): ( 0, 1):3434> <c[ 2J: ( 0, 2):3496>
<c[ 4J : ( O. 4):2730> <c[ 5):( 0,5):3148> <c[ 6]:( 0, 6):1248> <c[7J:(O, 7):1604>
<c[ 9J:( O. 9):2864> <c[iO]:( O,10):3404>}
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 0]:( 1, 0):3434> <c[ 2):( 1, 2):1210> <c[ 4):( 1, 4):2850>
<c[ 5);( 1, 5):3510> <c[ 6]:( 1, 6):2416> <c[ 7]:( 1, 7):2034> <c[ 8):( 1, 8):3218>
<c[ 9];( 1, 9):2882> <e[lO]:( 1,10):3722>}
Neighbors of Component[2): <Component#:(link;cost»
{<c[ 3):( 2, 3): 988> <c[ 0]:( 2,0):3496> <c[ 1);( 2,1):1210> <c[ 4):( 2, 4):2112>
<c[ 5):( 2,5):2700> <c[ 6]:( 2,6):2634> <c[ 7]:( 2, 7):2252> <c[ 8]:( 2,8):3110>
<c[ 9]:( 2,9):2104> <c[10]:( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:cost»
{<e[ 9]:( 4, 9):1602> <e[ 3]:( 4, 3):2636> <c[ 0]:( 4, 0):2730> <e[ 1]:( 4, 1):2850>
<c[ 2]:( 4,2):2112> <c[ 5]:( 4,5):2166> <c[ 6):( 4,6):2718> <c[ 7]:( 4,7):2372>
<c[ 8]:( 4,8):2976> <c[10):( 4,10):2322>}
Neighbors of Component[5]: <Component#:(link:cost»
{<c[ 9]:( 5,9): 546> <c[ 3);( 5, 3):2080> <c[ 0]:( 5,0):3148> <c[ 1):( 5, 1):3510>
<c[ 2]:( 5, 2):2700> <e[ 4]:( 5, 4):2166> <c[ 6]:( 5,6):2362> <c[ 7]:( 5,7):2228>
<c[ 8]: ( 5, 8); 1946> <c [10] : ( 5,10): 1196>}
Neighbors of Component[6): <Component#:(link:cost»
{<e[ 0):( 6,0):1248> <e[ 3]:( 6, 3):1304> <c[ 1]:( 6,1):2416> <c[ 2]:( 6,2):2634>
<e[ 4]:( 6,4):2718> <c[ 5];( 6,5):2362> <e[ 7]:( 6, 7):2426> <c[ 8]:( 6,8):3266>
<e[ 9):( 6,9):2164> <e[10]:( 6,10):2904>}
Neighbors of Component[7]: <Component#: (link:eost)>
{<e[ 3]:( 7,3):1088> <e[ 0]:( 7,0):1604> <e[ 1];( 7, 1):2034> <c[ 2]:( 7,2):2252>
<e[ 4]:( 7,4):2372> <e[ 5]:( 7,5):2228> <c[ 6]:( 7,6):2426> <e[ 8]:( 7,8):1302>
<c[ 9]:( 7,9):1294> <e[10]:( 7,10):2030>}
Neighbors of Component[8]: <Component#;(link:cost»
{<c[ 0]:( 8,0): 806> <e[ 3]:( 8,3):1456> <c[ 1]:( 8,1):3218> <e[ 2]:( 8,2):3110>
<e[ 4]:( 8,4):2976> <c[ 5]:( 8,5):1946> <e[ 6]:( 8,6):3266> <c[ 7]:( 8,7):1302>
<e[ 9]:( 8,9):3296> <e[10]:( 8,10):4102>}
Neighbors of Component [9]: <Component#: (link; cost) >
{<e[ 6]:( 9,5): 546> <c[ 3]:( 9, 3):1538> <c[ 0]:( 9,0):2864> <c[ 1):( 9,1):2882>
<c[ 2]:( 9,2):2104> <c[ 4]:( 9, 4):1602> <e[ 6]:( 9,6):2164> <c[ 7]:( 9, 7):1294>
<c[ 8]:( 9,8):3296> <c[10]:( 9,10):3784>}
Neighbors of Component[10]: <Component#:(link:eost»
{<c[ 5];(10,5):1196> <c[ 3]:(10,3):2350> <c[ 0]:(10,0):3404> <c[ 1]:(10,1):3722>
<c[ 2]; (10, 2) :2876> <c[ 4): (10, 4) :2322> <c[ 6]: (10, 6) :2904> <c[ 7]; (10, 7) :2030>
<c[ 8];(10, 8):4102> <e[ 9]:(10, 9):3784>}
A = {}
••• Start EW Algorithm •••
1): The smallest Tradeoff(c[0)=-2560
Merge Comp(O) and Comp(8) by a link(O,8)
Link(8,l) is the representative link between e[l] and e[8]
Update Tradeoff(c[l]) = 432 - 432 = 0
Link(8,2) is the representative link between c[2] and c[8]
Update Tradeoff(c[2]) = 988 - 988 = 0
Link(O,4) is the representative link between c[4] and c[8]
Update Tradeoff(c[4]) = 1602 - 2636 = -1034
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Link(8,5) is the representative link between e(5) and e(a)
Update Tradeoff(e[5]) = 546 - 2080 = -1534
Link(O,6) is the representative link between e[6] and e[a)
Update Tradeoff(e[6]) = 1248 - 1304 = -56
Link(8,7) is the representative link between e(7) and e[S)
Update Tradeoff(e[7) = 1088 - 1088 = 0
Link(O,9) is the representative link between e(9) and e(8)
Update Tradeoff(e[9) = 546 - 1538 = -992
Link(O,10) is the representative link between e[10J and e[8)
Update Tradeoff(e[10]) = 1196 - 2350 = -1154
Update Tradeoff(e[8J) = 1248 - 1456 = -208
•• Current Component Information ••
<Comp#IConRt 1Nearest I Link :CostlCostRt ITradeoff 1Weight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I nc c[ 3] 1( 1, 3): 4321 432 0 24001 n [1]
C [ 2] 1 ne c[ 3J I ( 2, 3): 9881 988 0 24001 n[2]
c [ 3] I ·C c[ 3J 1( 3, 3): 200 I 200 0 696001 n[3]
C [ 4] I DC c [ 9) I ( 4. 9):1602[ 2636 -1034 24001 n[4]
C [ 5] I nc c[ 9) I ( 5. 9): 5461 2080 -1534 24001 n[5]
c[ 6J I DC c[ 8) I ( 0, 6):12481 1304 -56 24001 n[6]
c[ 7J I D.C C [ 3) I ( 7. 3):10881 1088 0 24001 n[7]
c[ 8) I DC c[ 6) I ( 0, 6):12481 1456 -208 48001 n[8] nCO)
c[ 9) 1 nc c[ 5J I ( 9. 5): 5461 1538 -992 24001 nE9J
c [10) I nc C [ 5) I (l0. 5) :11961 2350 -1154 24001 n [10]1
Neighbors of Component[1]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1. 2):1210> <c[ 4):( 1. 4):2850> <C [ 5]: ( 1, 5):3510>
<c [ 6]: ( 1.6):2416> <c[ 7]:( 1,7):2034> <c[ 8]:( 1. 8):3218> <c [ 9J : ( 1, 9):2882>
<c[10]:( 1,10):3722>}
Neighbors of Component[2J: <Component#:(link:cost»
{<c[ 3J: ( 2, 3): 988> <c[ 1]: ( 2, 1): 1210> <c[ 4]: ( 2, 4) :2112> <e [ 5J: ( 2. 5):2700>
<c [ 6]: ( 2. 6):2634> <c[ 7J:( 2,7):2252> <c[ 8]:( 2, 8) :3110> <e [ 9J: ( 2. 9):2104>
<c [10J : ( 2.10):2876>}
Neighbors of Compon.ent [4J : <Component#:(link:cost»
{<c[ 9]:( 4. 9):1602> <c[ 3]:( 4, 3) : 2636> <e [ 1]: ( 4, 1):2850> <c[ 2] : ( 4. 2):2112>
<c[ 5J:( 4, 5):2166> <c[ 6J:( 4,6):2718> <e[ 7]:( 4, 7) :2372> <c[ 8] : ( 0, 4):2730>
<c [10] : ( 4,10):2322>}
Neighbors of Component [5] : <Component#:(link:cost»
{<e[ 9]:( 5, 9) : 546> <c[ 3]:( 5. 3):2080> <c[ 1]: ( 5. 0:3510> <c [ 2]: ( 5, 2):2700>
<e[ 4]: ( 5, 4):2166> <e[ 6):( 5, 6):2362> <e[ 7]:( 5. 7):2228> <e [ 8]: ( 5, 8): 1946>
<c[10] : ( 5,10): 1:1!96>}
Neighbors of Component(6): <Component#:(link:eost»
{<e[ 8]:( 0,6):1248> <c[ 3):( 6.3):1304> <c[ 1):( 6.1):2416> <c[ 2]:( 6,2):2634>
<e[ 4]:( 6.4):2718> <e[ 5]:( 6. 5):2362> <c[ 7):( 6.7):2426> <e[ 9]:( 6.9):2164>
<e[10J:( 6,10):2904>}
Neighbors of Component[7]: <Component#:(link:eost»
{<c[ 3):( 7,3):1088> <c[ 1J:( 7, 1):2034> <e[ 2]:( 7, 2):2252> <e[ 4]:( 7,4):2372>
<c[ 5]:( 7. 5):2228> <c[ 6J:( 7,6):2426> <c[ 8J:( 7, 8):1302> <e[ 9J:( 7. 9):1294>
<e[10):( 7,10):2030>}
Neighbors of Component[8]: <Component#:(link:eost»
{<c[ 6]:( 0,6):1248> <e[ 3]:( 8. 3):1456> <e[ 1]:( 1,8):3218> <e[ 2]:( 2,8):3110>
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<c[ 4]:( 0,4):2730> <c[ 5]:( 5,8):1946> <c[ 7]:( 7, 8):1302> <c[ 9]:( 0,9):2864>
<c[10]:( 0,10):3404>}
Neighbors of Component [9] : <Component#:(link:cost»
{<c[ 5]: ( 9, 5) : 546> <c [ 3]: ( 9, 3):1538> <c[ 1]:( 9, 1):2882> <c[ 2]: ( 9, 2):2104>
<c [ 4] : ( 9, 4):1602> <c [ 6]: ( 9, 6):2164> <c[ 7]:( 9, 7): 1294> <c[ 8] : ( 0, 9):2864>
<c [10] : ( 9,10) :3784>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 5]:(10,5):1196> <c[ 3]:(10,3):2350> <c[ 1]:(10,1):3722> <c[ 2]:(10,2):2876>
<c[ 4]:(10, 4):2322> <c[ 6] :(10, 6):2904> <c[ 7] :(10, 7):2030> <c[ 8]:( 0,10):3404>
<c[ 9]:(10, 9):3784>}
A = {(8,O) }
•• Current Node Information ('.' indicates a root node) ••
Node#1 Comp# IWeight IDegree IDepth
------+-----+------+------+-----
n [ 0] Ic [ 8] I 24001 11 2
n [ 1] Ie [ 1] I 24001 01 1
n [ 2] Ic [ 2] I 24001 01 1
.n [ 3] Ie [ 3] I 696001 01 0
n[ 4] Ie[ 4]' I 24001 01 1
n [ 5] Ie [ 5] I 24001 01 1
n[ 6] 1c[ 6] I 24001 01 1
n[ 7]1c[ 7]1 24001 01 1
n[ 8] Ie [ 8] I 24001 11 1
n[ 9] Ic[ 9] I 24001 01 1
n [10] Ic[10] I 24001 01 1
2): The smallest Tradeoff(c[5])=-1534
Herge Comp(S) and Comp(9) by a link(5,9)
Link(9,l) is the representative link between e[l] and e[9]
Update Tradeoff(e(l]) = 432 - 432 = 0
Link(9,2) is the representative link between e[2] and e[9]
Update Tradeoff(e[2]) = 988 - 988 = 0
Link(9,4) is the representative link between e[4] and e[9]
Update Tradeoff(e[4]) = 1602 - 2636 = -1034
Link(9,6) is the representative link between e[6] and c[9]
Update Tradeoff(e[6]) = 1248 - 1304 = -66
Link(9,7) is the representative link between e[7] and c[9]
Update Tradeoff(c[7]) = 1088 - 1088 = 0
Merging e[9] and e[a]) would violate the order-constraint.
Destory a relation between Comp(9) and Camp(8)
Update Tradeoff(c[8]) = 1248 - 1456 = -208
Link(5,10) is the representative link between e[10] and c[9]
Update Tradeoff(c[10]) = 1196 - 2350 = -1154
Update Tradeoff(c[9]) = 1196 - 1538 = -342
•• Current Component Information ••
<Comp'IConRt INearest I Link : Cost ICostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
e [ 1] I nc c [ 3] Ie 1, 3): 4321 432 0 24001 n[l]
e [ 2] I nc c[ 3] 1( 2, 3) : 9881 988 0 24001 n[2]
c [ 3] I ·c e[ 3] Ie 3, 3) : 2001 200 0 696001 n[3]
e [ 4] I ne c( 9] Ie 4, 9):16021 2636 -1034 24001 n [4]
c[ 6] I ne c[ 8] I< 0, 6):12481 1304 -56 24001 n[6]
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c[ 7] I nc c[ 3] I( 7, 3):10881 1088 0 24001 n[7]
c[ 8] I nc c[ 6] I( 0,6):12481 1456 -208 48001 n[8] nCO]
c[ 9] I nc c [10] I( 5,10):11961 1538 -342 48001 n[9] n[6]
c[10] I nc c[ 9] I ( 5,10): 11961 2350 -1154 24001 n[10]
Neighbors of Component[l]: <Component#: (link: cost) >
{<c[ 3]:( I, 3): 432> <c[ 2]:( I, 2):1210> <c[ 4]:( I, 4):2860> <c [ 6]: ( I, 6):2416>
<c [ 7]: ( I, 7):2034> <c[ 8]:( I, 8):3218> <c[ 9]:( I, 9):2882> <c[10]:( 1,10):3722>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c [ 3]: ( 2, 3): 988> <c[ 1]:( 2, 1): 1210> <c[ 4]: ( 2, 4) :2112> <c[ 6]: ( 2, 6):2634>
<c [ 7]: ( 2, 7):2262> <c[ 8]:( 2, 8):3110> <c[ 9]:( 2, 9):2104> <c[10]: ( 2,10):2876>}
Neighbors of Component [4] : <Component#:(link:cost»
{<c[ 9]:( 4, 9):1602> <c[ 3]:( 4, 3):2636> <c[ 1]:( 4, 1) :2850> <c [ 2}: ( 4, 2) :2112>
<c[ 6}:( 4, 6):2718> <c[ 7):( 4,7):2372> <c[ 8]:( 0, 4):2730> <c [10] : ( 4,10):2322>}
Neighbors of Component [6] : <Component#:(link:cost»
{<c[ 8]: ( 0, 6):1248> <c[ 3]:( 6, 3):1304> <c[ 1]:( 6, 1) :2416> <c[ 2]: ( 6, 2):2634>
<c [ 4]: ( 6, 4):2718> <c[ 7]:( 6, 7):2426> <c[ 9]:( 6, 9):2164> <c[10]: ( 6,10):2904>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]: ( 7, 3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7, 2):2252> <c [ 4]: ( 7, 4):2372>
<c [ 6]: ( 7, 6):2426> <c[ 8]:( 7, 8):1302> <c[ 9]:( 7, 9): 1294> <c[10]: ( 7,10):2030>}
Neighbors of Component [8] : <Component#:(link:cost»
{<c [ 6] : ( 0, 6):1248> <c[ 3]:( 8, 3) : 1466> <c [ 1]: ( 1, 8):3218> <c[ 2]:( 2, 8) :3110>
<c [ 4]: ( 0, 4):2730> <c[ 7]:( 7,8):1302> <c[10]:( O,10):3404>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[10]: ( 6,10):1196> <c[ 3]:( 9, 3):1538> <c[ 1):( 1, 9):2882> <c[ 2]:( 2, 9):2104>
<c[ 4] : ( 4, 9):1602> <c[ 6]:( 6, 9):2164> <c( 7):( 7, 9):1294>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 9]:( 6,10):1196> <c[ 3]:(10, 3):2360> <c[ 1):(10, 1):3722> <c[ 2]:(10, 2):2876>
<c[ 4):(10,4):2322> <c[ 6]:(10, 6):2904> <c[ 7]:(10,7):2030> <c[ 8]:( O,10):3404>}
A = {(8,0) (9,6) }
__ Current Node Information ('-' indicates a root node) --
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
D[ 0] Ic[ 8] I
D[ 1] Ic[ 1] I
D[ 2] I c[ 2] I
-D [ 3] Ic[ 3] I
D[ 4] Ic[ 4) I
D[ 5) Ic[ 9] I
n[ 6) Ic [ 6] I
D( 7] Ie( 7] I
D[ 8) I c [ 8] I
D[ 9) Ie( 9] I


































3): The smallest Tradeoff(c[10)=-1164
Merge Comp(10) and Comp(9) by a link(6,10)
Update Tradeoff(c[8]) = 1248 - 1466 = -208
Merging c[9] and c[l]) would violate the order-constraint.
Destory a relation betveen Comp(9) and Comp(l)
Update Tradeoff(c[l]) = 432 - 432 = 0
Merging c[9] and c[2]) vould violate the order-constraint.
Destory a relation between Comp(9) and Comp(2)
Update Tradeoff(c[2]) = 988 - 988 = 0
Merging c[9] and c[4]) V'ould violate the order-constraint.
Destory a relation between Comp(9) and Comp(4)
Update Tradeoff(c[4]) = 2112 - 2636 = -524
Merging c[9] and c[6]) V'ould violate the order-constraint.
Destory a relation between Comp(9) and Comp(6)
Update Tradeoff(c[6]) = 1248 - 1304 = -56
Merging c[9] and c[7]) would violate the order-constraint.
Destory a relation between Comp(9) and Comp(7)
Update Tradeoff(c[7]) 1088 - 1088 = 0
Update Tradeoff(c[9]} = 1538 - 1538 = 0
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
88
c[ 1] I nc
c[ 2] I nc
c[ 3] I .c
c[ 4]1 nc
c[ 6] I nc
c[ 7J I nc
c[ 8] I nc
c [ 9] I nc
c [3] I( 1, 3): 4321
c[ 3] I( 2,3): 9881
c[ 3] I( 3,3): 2001
c[ 2] I ( 4, 2) :21121
c[ 8] I( 0,6):12481
c [3] I ( 7, 3): 1088 I
c[ 6] I ( 0, 6) :12481























4800 I n [8] n [OJ
72001 n[9] n[5] n[10]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1,3): 432> <c[ 2]:( 1, 2):1210> <c[ 4]:( 1, 4):2850> <c[ 6]:( 1, 6):2416>
<c[ 7]:( 1, 7):2034> <c[ 8]:( 1, 8):3218>}
Neighbors of Component[2]: <Component#:(link.:cost»
{<c[ 3]:( 2, 3): 988> <c[ 1]:( 2, 1):1210> <c[ 4]:( 2, 4):2112> <c[ 6]:( 2, 6):2634>
<c[ 7]:( 2,7):2252> <c[ 8]:( 2, 8):3110>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 2]:( 4, 2):2112> <c[ 3]:( 4, 3):2636> <c[ 1]:( 4, 1):2850> <c[ 6]:( 4,6):2718>
<c[ 7]:( 4,7):2372> <c[ 8]:( 0,4) :2730>}
Neighbors of Component[6]: <Component#:(link.:cost}>
{<c[ 8]:( 0,6):1248> <c[ 3]:( 6,3):1304> <c[ 1]:( 6, 1):2416> <c[ 2]:( 6,2):2634>
<c[ 4]:( 6,4):2718> <c[ 7]:( 6. 7):2426>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1]:( 7,1):2034> <c[ 2]:( 7, 2):2252> <c[ 4]:( 7,4):2372>
<c[ 6]:( 7. 6):2426> <c[ 8]:( 7. 8):1302>}
Neighbors of Component[8]: <Component#:(link:cost»
{<c[ 6]:( 0.6):1248> <c[ 3]:( 8.3):1456> <c[ 1]:( 1, 8):3218> <c[ 2]:( 2,8):3110>
<c[ 4]:( 0, 4}:2730> <c[ 7]:( 7. 8):1302>}
Neighbors of Component[9]: <Component#:(link:cost »
{<c[ 3]:( 9. 3):1538>}
A = {(8.0) (9.5) (5.10) }
•• Current Node Information ('.' indica.tes a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n [ 0] Ic[ 8] I 2400 I 11 2
n [ 1] Ic[ 1] I 2400 I 0 I 1
n[ 2]lc[ 2]1 24001 01 1
*n[ 3] Ic[ 3] I 696001 01 0
n [ 4] 1c [ 4] I 2400 I 0 I 1
n[ 5] Ic[ 9] I 24001 21 2
n [ 6] Ic [ 6] I 2400 I 0 I 1
n [ 7] Ic [ 7] I 24001 01 1
n [ 8] Ic [ 8] I 2400 I 11 1
n [ 9] Ic [ 9] I 24001 11 1
n [10] Ic [ 9] I 2400 I 11 3
4): The smallest Tradeoff(c[4])=-524
Merge Comp(4) and Comp(2) by a link(4,2)
Link(2,1) is the representative link between c[l] and e[2]
Update Tradeoff(e[1]) = 432 - 432 = 0
Link(2,6) is the representa.tive link between e[6] and e[2]
Update Tradeoff(e[6]) = 1248 - 1304 = -56
Link(2,7) is the representative link between c[7] and e[2]
Update Tradeoff(e[7]) = 1088 - 1088 = 0
Merging c [2] and c [8]) would violate the o·rder.-constraint.
Destory a relation between Comp(2) and Comp(S)
Update Tradeoff(c[8]) = 1248 - 1456 -208
Update Tradeoff(e[2]) = 988 - 988 = 0
•• Current Component Information ••
<Comp#IConRt )Nearest 1 Link ;CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
e [ 1] I ne c[ 3] I ( 1, 3) ; 4321 432 0 24001 n[l]
e [ 2] 1 ne c[ 3] IC 2. 3) ; 9881 988 0 48001 n[2] n[4]
c[ 3] I *c e [ 3] IC 3, 3); 2001 200 0 696001 n[3]
c[ 6] I ne c[ 8] IC 0, 6);12481 1304 -56 24001 n[6]
c[ 7] I nc e [ 3] IC 7, 3):10881 1088 0 24001 n[7]
c[ 8] I nc c[ 6] IC 0, 6):12481 1456 -208 48001 n[8] nCO]
c[ 9] I nc e[ 3] I ( 9, 3) :15381 1538 0 72001 n[9] n [5] n[10]
Neighbors of Component[l]: <Component#:(link;cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1, 2);1210> <c[ 6];( 1, 6):2416> <c[ 7];( 1, 7);2034>
<c[ 8];( 1, 8);3218>}
Neighbors of Component[2]; <Component#:(link;cost»
{<e[ 3];( 2. 3); 988> <e[ 1];( 1,2);1210> <c[ 6):( 2. 6);2634> <c[ 7];( 2, 7);2252>}
Neighbors of ComponentE6]; <Component#:(link;cost»
{cc[ 8];( 0,6);1248> <c[ 3];( 6, 3):1304> <c[ 1]:( 6,1);2416> <c[ 2];( 2. 6):2634>
<e[ 7]:( 6, 7):2426>}
Neighbors of Component[7]; <Component#:(link;cost»
{<c[ 3]:( 7,3);1088> <c[ 1]:( 7,1):2034> <c[ 2];( 2, 7):2252> <c[ 6]:( 7,6);2426>
<c[ 8]:( 7, 8);1302>}
Neighbors of Component[8]; <Component#;(link:cost»
{<c[ 6];( 0,6):1248> <c[ 3]:( 8,3);1456> <c[ 1]:( 1,8):3218> <c[ 7):( 7, 8):1302>}
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Neighbors of Component[9]: <Component.:(link:cost»
{<c[ 3]:( 9, 3):153B>}
A = {(B.O) (9.5) (5,10) (2.4) }
•• Current Node Information ('.' indicates a root node) ••
Node' IComp' IWeight IDegree IDepth
------+-----+------+------+-----
n[ 0] Ie [ 8] I 24001 11 2
n[ 1] 1c[ 1] I 24001 01 1
n[ 2]le[ 2]1 24001 11 1
.n [ 3] Ie [ 3] I 696001 01 0
n[ 4] Ie [ 2] 1 24001 11 2
n[ 5] Ie [ 9] I 24001 21 2
n[ 6] Ic[ 6] I 24001 01 1
n[ 7] Ic[ 7] I 24001 01 1
n[ 8] Ic[ 8] I 24001 11 1
n[ 9] 1c[ 9] I 24001 11 1
n[10] Ic[ 9] 1 24001 11 3
5): The smallest Tradeoff(c[8])=-208
Merge Comp(8) and Comp(6) by a link(0.6)
Kerging e[6] and e[l]) would violate the order-constraint.
Destory a relation between Comp(6) and Comp(l)
Update Tradeoff(c[l]) = 432 - 432 = 0
Destory a relation between Comp(6) and Comp(2)
Update Tradeoff(c[2]) = 988 - 988 = 0
Kerging e[6] and c[7]) would violate the order-constraint.
Destory a relation between Comp(6) and Comp(7)
Update Tradeoff(e[7]) 1088 - 1088 = 0
Update Tradeoff(e[6]) = 1304 - 1304 = 0
•• Current Component Information ••
<Comp'1 ConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
e[ 1] I ne c[ 3] I ( 1. 3) : 4321 432 0 24001 n[l]
c[ 2] I ne c[ 3] I ( 2. 3): 9881 988 0 48001 n[2] n[4]
c[ 3] I ·c c[ 3] Ie 3. 3): 2001 200 0 696001 n[3]
c[ 6] I nc c( 3] I ( 6. 3):13041 1304 0 72001 n[6] n[O] n[8]
c( 7] I nc c[ 3] I ( 7. 3):10881 1088 0 24001 n[7]
e[ 9) I nc c[ 3) Ie 9, 3):15381 1538 0 72001 n(9) n[S] n[10]
Neighbors of Component (1) : <Component': (link:cost»
{<c [ 3]: ( 1. 3): 432> <c[ 2): ( 1. 2):1210> <c[ 7]:( 1, 7): 2034>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]: ( 2, 3) : 988> <c[ 1]: ( 1. 2): 1210> <c[ 7J: ( 2, 7):2252>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 3]: ( 6. 3):1304>}
Neighbors of Component [7] : <Component': (link: cost»
{<c[ 3]:( 7, 3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 2, 7):2252>}
Neighbors of Component (9] : <Component#:(link:cost»
{<c [ 3]: ( 9, 3):1538>}
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A = ((8,O) (9,5) (5,10) (2,4) (6,0) }
•• Current Node Information (J. J indicates a root node) ••
Node#1 Comp# IW'eight IDegree IDepth
------+-----+------+------+-----
n [ 0] Ic[ 6] I 24001 21 2
n[ 1] Ic ( 1] I 24001 01 1
n[ 2] Ic( 2] I 24001 11 1
*n [ 3] Ic [ 3] I 696001 01 0
n( 4) Ic[ 2] I 24001 11 2
n[ 5] I c [ 9] I 2400\ 21 2
n[ 6] Ic[ 6] I 24001 11 1
n[ 7] Ic[ 7] I 24001 01 1
nC 8] I c [ 6] I 24001 11 3
n [ 9] Ic [ 9] I 24001 11 1
n [10) Ic [ 9] I 24001 11 3
6); The smallest Tradeoff(c[l)=O
Merge Comp(l) and Comp(3) by a link (1 ,3)
** Current Component Information *.
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c ( 1] I c c[ 3] I ( 1, 3): 4321 432 0 24001 n (1)
c[ 2] I nc c [ 3] I ( 2, 3): 9881 988 0 48001 n[2] n[4]
c( 3] I ·c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3)
c [ 6] I nc c[ 3] I ( 6, 3):13041 1304 0 72001 n[6) nCO] n[8]
c [ 7] I nc c[ 3] I ( 7, 3):10881 1088 0 24001 n[7)
c [ 9] I nc c [ 3] I ( 9, 3):15381 1538 0 72001 n[9] n[5] n[10]
Neighbors of Component [1] : <Component#: (link: cos.t) >
{<c[ 3]:( 1, 3) : 432> <c[ 2): ( 1, 2):1210> <c[ 7]:( 1,7):2034>}
Neighbors of Component [2] : <Component#:(link:cost»
{<c[ 3]:( 2, 3) : 988> <c[ 1]: ( 1, 2);1210> <c[ 7]:( 2, 7):2252>}
Neighbors of Component[6]: <Component#: (link: cos.t) >
{<c[ 3]:( 6, 3):1304>}
Neighbors of Component [7) : <Component#: (link: cos.t) >
{<c [ 3]: ( 7, 3):1088> <c[ 1] : ( 7, 1):2034> <c[ 2]:( 2, 7) :2252>}
Neighbors of Component [9] : <Component#:(link:cost»
{<c [ 3]: ( 9, 3) : 1538>}
A = {(B,O) (9,5) (5,10) (2,4) (6,0) (1,3) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n[0]lc[6]1 24001 21 2
n[ 1] Ic [ 1] I 24001 11 1
n[ 2] Ic[ 2] I 24001 11 1
.n [ 3] Ic[ 3] I 696001 11 0
n[ 4] Ic[ 2] I 24001 11 2
n[ 5] Ic[ 9] I 24001 21 2
n[ 6] Ic[ 6] I 24001 11 1
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n[7]Ic[7]1
n[ 8] Ic [ 6] I
n[ 9] Ic[ 9] I














7): The smallest Tradeoff(c[2]):0
Merge Comp(2) and Comp(3) by a link(2,3)
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I c c [ 3] I ( 1, 3): 4321 432 0 24001 n[1]
c[ 2] I c c [ 3] I ( 2, 3): 9881 988 0 48001 n[2] n[4]
c( 3] I *c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3]
c [ 6] I nc c[ 3] I ( 6, 3):13041 1304 0 72001 n[6] nCO] n[8]
c[ 7] I nc c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c ( 9] I DC c[ 3] I ( 9, 3):15381 1538 0 72001 n[9] n (5) n(10)
Neighbors of Component [1] : <Component#:(link:cost»
{<c[ 3]: ( 1, 3): 432> <c[ 2]: ( 1, 2):1210> <c ( 7): ( 1, 7): 2034>}
Neighbors of Component(2]: <Component#:(link:cost»
{<c( 3]: ( 2, 3): 988> <c[ 1]: ( 1, 2):1210> <c[ 7]:( 2, 7): 2252>}
Neighbors of Component[6): <Component#:(link:cost»
{<c[ 3]:( 6, 3):1304>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c( 3] : ( 7, 3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 2, 7):2252>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]: ( 9, 3):1538>}
A : {(8,O) (9,5) (5,10) (2,4) (6.0) (1.3) (2,3) }
•• Current Node Information ('.' indicates a root node) ••
Nodel IComp# IWeight ,I Degree IDepth
------+-----+------+------+-----
n[ 0) Ic( 6] I 24001 21 2
n[ 1) Ic( 1] I 24001 11 1
n[ 2] Ic[ 2] I 24001 21 1
.n [ 3] Ic[ 3) I 696001 21 0
n [ 4) Ic [ 2] I 24001 11 2
n [ 6] Ic ( 9] I 24001 21 2
n[ 6)lc[ 6]1 24001 11 1
n[ 7)lc[ 7]1 24001 01 1
n[ 8] Ic[ 6] I 24001 11 3
n[9]lc[9]1 24001 1l 1
n[10] Ic[ 9] I 24001 11 3
8): The smallest Tradeoff(c(6]):0
Merge Comp(6) and Comp(3) by a link(6,3)
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I c c [ 3] I( 1, 3): 4321 432 0 24001 n[1]
c[ 2] I c c[ 3] I( 2, 3): 9881 988 0 48001 n[2] n[4]
c[ 3] I ·c c[ 3] I( 3,3): 2001 200 0 696001 0[3]
c [ 6] I c c[ 3] I( 6,3):13041 1304 0 72001 n[6] n[O] n[8]
c [ 7] I nc c[ 3] I( 7,3):10881 1088 0 24001 n[7]
c [ 9] I nc c [ 3] 1(9,3):15381 1538 0 72001 n[9] n [5] n[10]
Neighbors of Component[l]: <Component.:(link:cost»
{<c[ 3]: ( 1, 3): 432> <c[ 2]: ( 1, 2) :1210> <c[ 7]: ( 1, 7) :2034>}
Neighbors of Component[2]: <Component.:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 1,2):1210> <c[ 7]:( 2, 7):2252>}
Neighbors of Component[6]: <Component.:(link:cost»
{<c[ 3]:( 6, 3):1304>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3J:( 7,3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 2, 7):2252>}
Neighbors of Component[9J: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8,O) (9,5) (5,10) (2,4) (6,0) (1,3) (2,3) (6,3) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n[ 0] Ic[ 6] I 24001 21 2
n[ lJ Ic[ 1] I 24001 11 1
n [ 2] Ic[ 2] I 24001 21 1
*n [ 3J Ic [ 3] I 696001 31 0
n[ 4J Ic[ 2] I 24001 11 2
n [ 5] Ic [ 9] I 24001 21 2
n [ 6] Ic[ 6] I 24001 21 1
n[7]lc[7]1 24001 .01 1
n [ 8] Ic [ 6] I 24001 11 3
n [ 9J Ic [ 9J I 24001 11 1
n [10] Ic[ 9J I 24001 11 3
9): The smallest Tradeoff(c[7J)~0
Merge Comp(7) and Comp(3) by a link(7,3)
•• Current Component Information ••
<Comp.IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I c c[ 3] I( 1, 3) : 4321 432 0 24001 n[1J
c[ 2] 1 c c[ 3] I( 2, 3): 9881 988 0 48001 n[2] n[4]
c[ 3] I ·c c[ 3J I( 3, 3): 2001 200 0 696001 n[3]
c [ 6] I c c[ 3] I< 6, 3): 13041 1304 0 72001 n [6] n[O] n[8]
c [ 7] I c c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c [ 9] I nc c[ 3] I( 9, 3):15381 1538 0 72001 n[9] n [5] n[10]
Neighbors of Component (1] : <Component': (link: cost»
{<c [ 3]: ( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 7]:( 1,7):2034>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3J:( 2, 3) : 988> <c[ 1]:( 1, 2):1210> <c[ 7]:( 2, 7) :2252>}
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Neighbors of Component[6]: <Componend:(link:c.ost»
{<c.[ 3]:( 6, 3):1304>}
Neighbors of Component[7]: <Component.:(link:c.ost»
{<c[ 3]:( 7, 3):10S8> <c.[ 1]:( 7, 1):2034> <c[ 2]:( 2, 7):2252>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(S,O) (9,5) (5,10) (2,4) (6,0) 0,3) (2,3) (6,3) (7,3) }
•• Current Node Information ('.' indicates a root node) __
Node. IComp' 1Weight IDegree IDepth
------+-----+------+------+-----
n[ oj Ic( 6] I 24001 21 2
n(l]lc(l]l 24001 11 1
n( 2] 1c [ 2J I 24001 21 1
-n ( 3] 1c [ 3] 1 696001 41 0
n [ 4] Ie [ 2] 1 24001 11 2
n[ 5] Ic[ 9] I 24001 2/ 2
n[ 6] Ic[ 6] 1 24001 21 1
n[7]1c[7]1 24001 11 1
n [ 8] Ic[ 6] I 24001 11 3
n[ 9] Ic[ 9] I 24001 11 1
n[10] 1c( 9] I 24001 11 3
10): The smallest Tradeoff(c[9])=0
Merge Comp(9) and Comp(3) by a link(9,3)
** Current Component Information *.
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] 1 c c( 3] I ( 1, 3): 4321 432 0 24001 n [1]
c[ 2] I c c[ 3] I ( 2, 3): 98S1 988 0 48001 n[2] n[4]
c [ 3] I *c c( 3] I ( 3, 3) : 2001 200 0 696001 n[3J
c [ 6] I c c( 3] I ( 6, 3):13041 1304 0 72001 n[6J n[O] n[8]
c [ 7] I c c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c [ 9] I c c[ 3] I ( 9, 3): 15381 1538 0 72001 n[9] n[S] n[10]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 7]:( 1, 7): 2034>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c [ 3] : ( 2, 3): 98S> <c[ 1]:( 1,2):1210> <c[ 7]:( 2, 7):2252>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c. [ 3] : ( 6, 3) : 1304>}
Neighbors of Component [1] : <Component#:(link:c.ost»
{<c [ 3]: ( 7, 3):1088> <c[ 1]:( 7,1):2034> <c[ 2]:( 2, 7) : 2252>}
Neighbors of Component [9J : <Component': (link:cost»
{<c [ 3]: ( 9, 3):1538>}
A = {(8,O) (9,5) (5,10) (2,4) (6,0) (1,3) (2,3) (6,3) (7,3) (9,3) }
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n [ 1] 1c [ 1] I
n[ 2J I c [ 2] 1
.n [ 3J 1c [ 3] 1
n[ 4J Ic[ 2J I
n[ 5J Ic[ 9J I
n[ 6] 1c[ 6] I
n[ 7] Ic[ 7] I
n[ 8] Ic[ 6J I
n[ 9] Ic[ 9] I


































••• Complete EW Algorithm •••













Total Network Cost = 11258
D.3 The Degree-Constraint Problem
The Number of Nodes 11





••• <Cost Table> •••
Nodel 0 1 2 3 4 5 6 7 8 9 10
----+------------------------------------------------------------------
01 200 3434 3496 3366 2730 3148 1248 1604 806 2864 3404
11 3434 200 1210 432 2850 3510 2416 2034 3218 2882 3722
2/ 3496 1210 200 988 2112 2700 2634 2252 3110 2104 2876
31 3366 432 988 200 2636 2080 1304 1088 1456 1538 2350
41 2730 2850 2112 2636 200 2166 2718 2372 2976 1602 2322
51 3148 3510 2700 2080 2166 200 2362 2228 1946 546 1196
61 1248 2416 2634 1304 2718 2362 200 2426 3266 2164 2904
71 1604 2034 2252 1088 2372 2228 2426 200 1302 1294 2030
81 806 3218 3110 1456 2976 1946 3266 1302 200 3296 4102
91 2864 2882 2104 1538 1602 546 2164 1294 3296 200 3784
101 3404 3722 2876 2350 2322 1196 2904 2030 4102 3784 200
•• Current Node Information ('.' indicates a root node) ••
Node. IComp# 1Weight IDegree 1Depth
------+-----+------+------+-----
n[O]lc[O]1 24001 01 1
n[1]lc[1]1 24001 01 1
n [ 2] Ic [ 2] I 24001 01 1
.n [ 3] Ic[ 3] I 696001 01 0
n[4]lc[4]1 24001 01 1
n[ 5] Ic [ 5] I 24001 01 1
n[ 6] Ic[ 6] I 24001 01 1
n[ 7] Ic[ 7] I 24001 01 1
n[ 8] I c[ 8] I 24001 01 1
n[ 9] I c[ 9] I 24001 01 1
n [10] Ie [10] I 24001 01 1
•• Current Component Information ••
<Comp#IConRt 1Nearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 0] I nc c[ 8] I ( 0, 8) : 8061 3366 -2560 24001 nCO]
c [ 1] I nc c[ 3] I ( 1, 3) : 4321 432 0 24001 n[1]
c ( 2] I nc c[ 3] 1( 2, 3): 9881 988 0 24001 n[2J
c [ 3J I *c c[ 3] I( 3, 3): 2001 200 0 696001 D[3]
c[ 4] I DC c[ 9] I( 4,9):16021 2636 -1034 24001 n[4]
c( 5] I nc c[ 9] I ( 5, 9): 5461 2080 -1534 24001 n[5]
c [ 6] I DC c[ 0] I( 6, 0):12481 1304 -56 24001 n[6]
c[ 7] I DC c[ 3] I ( 7, 3):10881 1088 0 24001 n[n
c[ 8] I DC c( 0] I( 8,0): 8061 1456 -650 24001 n[8j
c[ 9] 1 DC c[ 5] I( 9,5): 5461 1538 -992 24001 n[9]
c [10] 1 nc c [ 5] 1(10,5):11961 2350 -1154 24001 n[10]
Neighbors of Component[O]: <Component#:(link:cost»
{<c[ 8]:( 0,8): 806> <c[ 3]:( 0,3):3366> <c[ 1]: ( 0, 1):3434> <c[ 2]:( 0,2):3496>
<c[ 4]:( 0, 4):2730> <c[ 5]:( 0,5):3148> <c[ 6]:( 0,6):1248> <c[ 7]:( 0,7):1604>
<c[ 9]:( 0, 9):2864> <c[10]:( 0,10):3404>}
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Neighbors of Component (1) : <Component': (link:cost»
{<c[ 3): ( 1, 3): 432> <c[ 0]:( 1, 0):3434> <c[ 2):( 1, 2):1210> <c [ 4]: ( 1, 4):2850>
<c [ 5): ( 1, 5):3510> <c[ 6]:( 1,6):2416> <c[ 7]:( 1, 7):2034> <c[ 8]:( 1, 8):3218>
<c[ 9):( 1, 9):2882> <e(10):( 1,10):3722>}
Neighbors of Component [2] : <Component': (link:cost»
{<c[ 3]:( 2, 3): 988> <c[ 0]:( 2, 0):3496> <c[ 1):( 2, 1):1210> <c[ 4] : ( 2, 4) :2112>
<c [ 5]: ( 2, 5):2700> <e[ 6]:( 2, 6):2634> <c[ 7]:( 2, 7):2252> <c[ 8] : ( 2, 8) :3110>
<e [ 9) : ( 2, 9):2104> <e[10]:( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:eost»
{<e [ 9]: ( 4, 9):1602> <e[ 3]:( 4, 3):2636> <e[ 0]:( 4, 0):2730> <c[ 1] : ( 4, 1):2850>
<e [ 2]: ( 4, 2):2112> <e[ 5]:( 4,5):2166> <e[ 6]:( 4, 6):2718> <e[ 7]: ( 4, 7) :2372>
<e [ 8]: ( 4, 8):2976> <e[10]:( 4,10):2322>}
Neighbors of Component [5] : <Component#:(link:eost»
{<c[ 9]: ( 5, 9): 546> <e[ 3]:( 5, 3):2080> <e[ 0]:( 5, 0) :3148> <e[ 1]:( 5, 1):3510>
<e [ 2]: ( 5, 2):2700> <e[ 4]:( 5,4):2166> <c[ 6]:( 5, 6):2362> <c[ 7]:( 5, 7):2228>
<e [ 8]: ( 5, 8):1946> <e[10]:( 5,10):1196>}
Neighbors of Component[6]: <Component': (link:eost»
{<e [ 0]: ( 6, 0):1248> <c[ 3):( 6,3):1304> <c[ 1]:( 6, 1) :2416> <c[ 2] : ( 6, 2):2634>
<e [ 4J: ( 6, 4):2718> <e[ 5]:( 6, 5):2362> <c[ 7]:( 6, 7):2426> <c[ 8): ( 6, 8):3266>
<e [ 9): ( 6, 9):2164> <c[10):( 6,10):2904>}
Neighbors of Component [7] : <Component#:(link:cost»
{<e [ 3): ( 7, 3):1088> <e[ 0):( 7,0):1604> <c[ 1J:( 7, 1) :2034> <e [ 2) : ( 7, 2):2252>
<e [ 4]: ( 7, 4) : 2372> <c[ 5]: ( 7, 5): 2228> <e [ 6): ( 7, 6):2426> <c[ 8) : ( 7, 8):1302>
<e [ 9): ( 7, 9):1294> <e[10):( 7,10):2030>}
Neighbors of Component [8] : <Component': (link:eost»
{<e [ 0]: ( 8, 0): 806> <e[ 3]:( 8,3):1456> <c[ 1]:( 8, 1):3218> <e [ 2): ( 8, 2) :3110>
<e [ 4): ( 8, 4):2976> <e[ 5]:( 8, 5) :1946> <c[ 6): ( 8, 6):3266> <e [ 7]: ( 8, 7):1302>
<e [ 9]: ( 8, 9):3296> <e[10]:( 8,10):4102>}
Neighbors of Component[9]: <Component': (link:eost»
{<e [ 5] : ( 9, 5) : 546> <e[ 3]:( 9,3):1538> <c[ 0]:( 9, 0):2864> <c[ 1] : ( 9, 1):2882>
<e[ 2]:( 9, 2):2104> <e[ 4]:( 9,4):1602> <c[ 6]:( 9,. 6):2164> <c[ 7] : ( 9, 7):1294>
<e[ 8]:( 9, 8):3296> <c[10]:( 9,10):3784>}
Neighbors of Component [10] : <Component#:(link:eost»
{<e [ 5]: (10, 5):1196> <c[ 3]:(10, 3):2350> <c[ 0]:(10, 0):3404> <c[ 1]:(10, 1):3722>
<c[ 2]:(10, 2):2876> <c[ 4]:(10,4):2322> <e[ 6]:(10, 6):2904> <c[ 7]: (10, 7):2030>
<e[ 8]:(10, 8):4102> <c[ 9]:(10, 9):3784>}
A = {}
••• Start EW Algorithm •••
1): The smallest Tradeoff(c[0])=-2560
Merge Comp(D) and Comp(8) by a link(O,8)
Link(8,1) is the representative link between c [1] and e[8)
Update Tradeoff(c[l]) = 432 - 432 = 0
Link(8,2) is the representative link between c[2] and e[a)
Update Tradeoff(c[2]) = 9B8 - 98B = 0
Link(O,4) is the representative link between c[4] and e(8)
Update Tradeoff(c(4]) = 1602 - 2636 = -1034
Link(O ,5) is the representative link betqeen e [5J and e [8J
Update Tradeoff(e[5J) = 546 - 2080 = -1534
Link(O,6) is the representative link betqeen e[6) and e[8)
Update Tradeoff(c[6J) = 1248 - 1304 = -56
Link(8,7) is the representative link betqeen e[7) and c[8]
Update Tradeoff(e[7]) = 1088 - 1088 = 0
Link(0 , 9) is the representative link betqeen e [9] and e [8]
Update Tradeoff(e[9]) = 546 - 1538 = -992
Link(O,10) is the representative link betveen e[10] and c[8J
Update Tradeoff(e[10]) = 1196 - 2350 = -1154
Update Tradeoff(e[8]) = 1248 - 1456 = -208
•• Current Component Information ••
<Comp#I ConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ lJ 1 ne c[ 3J I( 1, 3): 4321 432 0 24001 n[l]
c[ 2J I ne c[ 3J I ( 2, 3): 9881 988 0 24001 n[2J
c[ 3] 1 .c c[ 3J 1( 3. 3): 2001 200 0 696001 n[3]
c[ 4] 1 nc c[ 9] I ( 4, 9):16021 2636 -1034 24001 n[4]
c[ 5J 1 nc c[ 9J I ( 5. 9): 5461 2080 -1534 24001 D [5]
c [ 6] 1 nc c[ 8J I ( O. 6):12481 1304 -56 24001 n[6J
c [ 7J 1 nc c[ 3] 1( 7. 3):10881 1088 0 24001 n [7J
c [ 8] 1 DC c[ 6J 1( 0, 6) :12481 1456 -208 48001 n[8] n[O]
c[ 9] 1 DC c[ 5] 1( 9, 5) : 5461 1538 -992 24001 n[9]
c [10] 1 nc c[ 5J 1(10, 5): 11961 2350 -1154 24001 n[10J
Neighbors of Component[lJ: <Component#:(link:eost»
{<e [ 3]: ( 1, 3) : 432> <c[ 2J: ( 1, 2):1210> <e[ 4J:( 1, 4):2850> <c [ 5]: ( 1, 5):3510>
<e[ 6J : ( 1, 6):2416> <c[ 7]:( 1, 7):2034> <e[ 8J:( 1, 8):3218> <d 9J: ( 1, 9):2882>
<e [10] : ( 1,10):3722>}
Neig.hbors of Component[2J: <Component#:(link:eost»
{<d 3J:( 2, 3): 988> <c [ 1] : ( 2, 1):1210> <c[ 4J:( 2, 4): 2112> <e [ 5] : ( 2, 5):2700>
<e[ 6]: ( 2, 6):2634> <e[ 7]:( 2, 7):2252> <c[ 8]:( 2, 8) : 3110> <e[ 9]: ( 2, 9):2104>
<e[10] : ( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:cost»
{<e[ 9]:( 4,9):1602> <e[ 3]:( 4,3):2636> <c[ 1]:( 4,1):2860> <c[ 2]:( 4,2):2112>
<c[ 5J:( 4,5):2166> <c[ 6J:( 4,6):2718> <c[ 7]:( 4,7):2372> <c[ 8]:( 0.4):2730>
<c[10]:( 4,10):2322>}
Neighbors of Component[5]: <Component#:(link:cost»
{<c[ 9]:( 5.9): 546> <e[ 3]:( 5.3):2080> <e[ 1]:( 5,1):3510> <c[ 2]:( 5, 2):2700>
<e[ 4]:( 5,4):2166> <c[ 6]:( 5,6):2362> <c[ 7]:( 6, 7):2228> <c[ 8]:( 0, 5):3148>
<e[10]:( 5,10):1196>}
Neighbors of Component(6): <Component#:(link:cost»
{<c[ 8):( 0.6):1248> <c[ 3]:( 6,3):1304> <e[ 1]:( 6,1):2416> <c[ 2]:( 6, 2):2634>
<c[ 4J:( 6,4):2718> <c[ 5]:( 6,5):2362> <c[ 7]:( 6, 7):2426> <c[ 9J:( 6. 9):2164>
<c[10J:( 6,10):2904>}
Neighbors of Component[7J: <Component#:(link:cost»
{<c[ 3):( 7,3):1088> <c[ lJ:( 7, 1):2034> <c[ 2]:( 7,2):2262> <c[ 4J:( 7, 4):2372>
<c[ 5]:( 7, 5):2228> <c[ 6]:( 7,6):2426> <c[ 8]:( 7,8):1302> <e[ 9]:( 7. 9):1294>
<e[10J:( 7,10):2030>}
Neighbors of Component[8J: <Component#:(link:cost»
{<e[ 6J:( 0,6):1248> <e[ 3):( 8,3):1456> <c[ 1]:( 1. 8):3218> <c[ 2]:( 2.8):3110>
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<C[ 4]:( 0.4):2730> <c[ 5]:( 0.5):3148> <c[ 7]:( 7. 8):1302> <c[ 9]:( 0.9):2864>
<c[10]:( 0.10):3404>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 5]:( 9.5): 546> <c[ 3]:( 9.3.):1538> <c[ 1]:( 9.1):2882> <c[ 2]:( 9,2):2104>
<c[ 4]:( 9. 4):1602> <c[ 6):( 9. 6):2164> <c[ 7J:( 9. 7):1294> <c[ 8]:( O. 9):2864>
<c[10):( 9.10):3784>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 5):(10. 5):1196> <c[ 3]:(10.3):2350> <c( 1]:(10. 1):3722> <c[ 2]:(10. 2):2876>
<c[ 4]:(10.4):2322> <c[ 6]:(10.6):2904> <e[ 7]:(10.7):2030> <c[ 8):( 0.10):3404>
<c[ 9):(10, 9):3784>}
A = {(8.0) }




n [ 0) Ic[ 8) I
n[ 1) 1c[ 1] 1
n[ 2] 1c[ 2) 1
.n [ 3] 1c [ 3] I
D[ 4] 1c[ 4] I
n[ 5] Ic[ 5] I
n[ 6] I c[ 6] 1
n[ 7] 1c[ 7] 1










































c [10] and e [9]
2): The smallest Tradeoff(c[5)=-1534
Merge Comp(S) and Comp(9) by a link(5,9)
Link(9.1) is the representative link between
Update Tradeoff(e[l]) = 432 - 432 = 0
Link(9.2) is the representative link between
Update Tradeoff(c[2]) = 988 - 988 = 0
Link(5.4) is the representative link between
Update Tradeoff(e[4]) = 2112 - 2636 = -524
Link(9,6) is the representative link between
Update Tradeoff(c[6) = 1248 - 1304 = -56
Link(9.7) is the representative link between
Update Tradeoff(c[7) = 1088 - 1088 = 0
Link(5.8) is the representative link between
Update Tradeoff(c[8) = 1248 - 1456 = -208
Link(5.10) is the representative link betveen
Update Tradeoff(c[10]) = 1196 - 2350 = -1154
Update Tradeoff(e[9]) = 1196 - 1538 = -342
•• Current Component Information ••
<Comp#I ConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C[ 1] 1 DC c [ 3] I ( 1. 3): 4321 432 0 24001 n[l]
e[ 2] I ne e[ 3] I ( 2, 3) : 9881 988 0 24001 n[2]
c [ 3] 1 ·e e[ 3] I ( 3. 3): 2001 200 0 696001 n[3]
c [ 4] 1 DC c[ 2] 1( 4, 2):21121 2636 -524 24001 n[4]
c[ 6) 1 nc e[ 8] I ( 0, 6):12481 1304 -56 24001 n[6]
c[ 7) 1 DC e[ 3] I ( 7. 3):10881 1088 0 24001 n[7]
c( 8] I nc
c( 9) 1 nc
c(10] I nc
c( 6] I ( 0, 6) :12481
c(10] I ( 5,10):11961











Neighbors of Component(l]: <Component#:(link:cost»
{<c( 3]:( 1, 3): 432> <c[ 2]:( 1,2):1210> <c[ 4]:( 1, 4):2850> <c[ 6]:( 1, 6):2416>
<c[ 7]:( 1, 7):2034> <c[ 8]:( 1, 8):3218> <c[ 9):( 1, 9):2882> <c[10]:( 1,10):3722>}
Neighbors of Component[2]: <Component':(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 2, 1):1210> <c( 4]:( 2,4):2112> <c[ 6):( 2,6):2634>
<c[ 7]:( 2,7):2252> <c[ 8]:( 2,8):3110> <c( 9]:( 2, 9):2104> <c[10]:( 2,10):2876>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c( 2J:( 4,2):2112> <c( 9):( 4,5):2166> <c[ 3]:( 4,3):2636> <c[ 1]:( 4, 1):2850>
<c[ 6);( 4,6):2718> <c[ 7]:( 4,7):2372> <c[ 8]:( 0, 4):2730> <c[10];( 4,10):2322>}
Neighbors of Component [6] : <Component#:(link:cost»
{<c[ 8];( 0,6):1248> <c[ 3]:( 6,3):1304> <c[ 1]:( 6, 1):2416> <c[ 2];( 6,2);2634>
<c[ 4]:( 6,4):2718> <c[ 7):( 6,7):2426> <c[ 9):( 6,9):2164> <c[10];( 6,10):2904>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3];( 7,3):1088> <c[ 1]:( 7, 1);2034> <c[ 2]:( 7,2):2252> <c[ 4];( 7, 4):2372>
<c[ 6]:( 7,6):2426> <c[ 8]:( 7,8);1302> <c[ 9):( 7,9):1294> <c[10]:( 7,10):2030>}
Neighbors of Component[8]; <Component#:(link:cost»
{<c[ 6]:( 0,6):1248> <c[ 3]:( 8,3):1456> <c[ 1):( 1,8):3218> <c[ 2):( 2,8):3110>
<c[ 4]:( 0,4):2730> <c[ 7]:( 7,8):1302> <c[ 9]:( 5,8):1946> <c[10);( O,10):3404>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c [10] : ( 5,10): 1196> <c[ 3]: ( 9, 3): 1538> <c ( 1]; ( 1, 9); 2882> <c [ 2]: ( 2, 9): 2104>
<c( 4]:( 4,5):2166> <c[ 6]:( 6,9):2164> <c[ 7]:( 7, 9):1294> <c[ 8]:( 5, 8):1946>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 9]:( 5,10):1196> <c[ 3]:(10,3):2350> <c[ 1]:(10, 1):3722> <c[ 2]:(10, 2):2876>
<c[ 4]:(10,4):2322> <c[ .6]:(10,6):2904> <c[ 7]:(10,7):2030> <c[ 8]:( O,10):3404>}
A = {(8,O) (9,5) }
•• Current Node Information ('.' indicates a root node) ••
Node#1 Comp# IWeight IDegree 1Depth
------+-----+------+------+-----
n[ 0) I c [ 8] I
n[lJlc[l)1
n[ 2) Ic [ 2] I
*n [ 3] Ie [ 3) I
n[4]lc[4]1
n(5)lc(9]1
n[ 6] 1c [ 6] I
n[ 1)lc[ 7]1
n( 8J Ic[ 8] I
n( 9J IcC 9J 1


































3): The smallest Tradeoff(c[10)=-1154
Merge Comp(10) and Comp(9) by a link(5,10)
Link(9,O is the representative link between c(1] and c[9]
Update Tradeoff (c [1]) = 432 - 432 = 0
Link(9,2) is the representative link between c[2J and c[9J
Update Tradeoff(c[2]) = 988 - 988 = 0
A link (4,5) is discarded because of violating the degree-constraint.
Link(10.4) is the representative link between c[4J and c[9]
Update Tradeoff(c[4]) = 2112 - 2636 = -524
Link(9,6) is the representative link between c[6J and c[9J
Update Tradeoff(c[6]) = 1248 - 1304 = -56
Link(9,7) is the representative link between c[7J and c[9J
Update Tradeoff(c[7]) = 1088 - 1088 = 0
Merging c [9J and. c [8]) would violate the veight-constraint.
Destory a relation betveen Comp(S) and Comp(8)
Update Tradeoff (c [8]) 1248 - 1456 -208
Update Tradeoff(c[9]) = 1294 - 1538 = -244
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
101
c( IJ I nc
c( 2J I nc
c[ 3J I *c
c[ 4] I nc
c[ 6] I nc
c [ 7J 1 nc
c [ 8J I llC
c [ 9J I nc
c [3J I ( 1, 3): 4321
c[ 3] I ( 2, 3): 9881
c [ 3] I ( 3, 3): 200 I
c[ 2] I ( 4, 2); 21121
c[ 8] I ( 0, 6);12481
c [3] I ( 7, 3); 10881
c[ 6] I ( 0, 6); 12481
























7200 I nE9] n [5] n [10]
Neighbors of Component[1]: <Component#:(link:cost»
{<c[ 3];( 1,3); 432> <c[ 2]:( 1,. 2);1210> <c[ 4]:( 1, 4):2850> <c[ 6]:( 1, 6):2416>
<c[ 7];( 1,7):2034> <c[ 8];( 1, 8):3218> <c( 9]:( 1, 9):2882>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3];( 2,3); 988> <c[ 1]:( 2,1):1210> <c( 4]:( 2, 4):2112> <c[ 6]:( 2, 6);2634>
<c[ 7]: ( 2, 7) :2252> <c[ 8]: ( 2, 8) :3110> <c[ 9] : ( 2, 9) : 2104>}
Neighbors of Component [4] ; <Component#:(link:cost»
{<c[ 2]:( 4.2):2112> <c[ 9]:( 4,10):2322> <c[ 3):( 4,3):2636> <c[ 1]:( 4, 1):2850>
<c[ 6]:( 4, 6):2718> <c[ 7];( 4,7):2372> <c[ 8]:( 0, 4):2730>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8];( 0,6):1248> <c[ 3];( 6,3):1304> <c[ 1]:( 6,1):2416> <c[ 2]:( 6,2):2634>
<c[ 4]:( 6,4):2718> <c[ 7]:( 6,7):2426> <c[ 9]:( 6, 9):2164>}
Neighbors of Componen.t [7]: <Component#: (link: cost) >
{<c[ 3];( 7,3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7, 2):2262> <c[ 4]:( 7,4):2372>
<c[ 6]:( 7,6):2426> <c[ 8]:( 7, 8):1302> <c[ 9]:( 7, 9):1294>}
Neighbors of Component[8]: <Component#:(link:cost»
{<c[ 6]:( 0,6):1248> <c[ 3]:( S, 3):1456> <c[ 1]:( 1, 8):3218> <c[ 2]:( 2,8):3110>
<c [ 4] : ( 0, 4): 2730> <c [ 7]: ( 7, S): 1302>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 7]:( 7, 9):1294> <c[ 3]:( 9, 3):1538> <c[ 1]:( 1, 9):2882> <c[ 2];( 2, 9):2104>
<c( 4]:( 4,10):2322> <c[ 6]:( 6, 9):2164>}
1 = {(S,O) (9,5) (5,10) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
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n[ 0] Ic[ 8] I
n [ 1] 1c [ 1] I
n[ 2] Ie[ 2] I
.n[ 3] Ie[ 3] 1
D [ 4] Ie [ 4] 1
n[ 5] I c [ 9] 1
D[ 6] Ie[ 6] I
nE 7] Ie[ 7] I
n[ 8) Ie[ 8) I
n[9)lc[9]1


































4): The smallest Tradeoff(c[4)=-524
Merge Comp(4) and Comp(2) by a link(4,2)
Link(2,1) is the representative link betveen c[l] and c[2)
Update Tradeoff(c[I]) = 432 - 432 = 0
Link(4,6) is the representative link betveen c[6] and c[2]
Update Tradeoff(c[6) = 1248 - 1304 = -56
Link(4.7) is the representative link betveen c[7) and c[2)
Update Tradeoff(c[7]) = 1088 - 1088 = 0
Link(4,O) is the representative link betveen c[8) and c[2]
Update Tradeoff(c[8]) = 1248 - 1456 = -208
Merging c[2] and c[9) would violate the weight-constraint.
Destory a relation between Comp(2) and Comp(9)
Update Tradeoff(c[9]) = 1294 - 1538 = -244
Update Tradeoff(c[2]) = 988 - 988 = 0
•• Current Component Information ••
<Comp#I ConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1] I DC c[ 3) I ( I, 3) : 4321 432 0 24001 n[1]
C [ 2) I DC e[ 3] I ( 2, 3): 9881 988 0 48001 n[2] n[4)
c[ 3] I ·c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3]
c[ 6] I nc c[ 8] I ( 0, 6): 12481 1304 -56 24001 n(6)
c[ 7) 1 nc e[ 3] I ( 7. 3):10881 1088 0 24001 n[7)
c[ 8] I nc c[ 6] I ( O. 6):12481 1456 -208 48001 nC8J nCO]
c[ 9] I nc C [ 7J I ( 7, 9):12941 1538 -244 72001 n[9J n(5) n[10]
Neighbors of Component[1]: <Component#:(link:cost»
{<c[ 3):( 1.3): 432> <c[ 2]:( 1. 2):1210> <c[ 6]:( I, 6):2416> <c[ 7J:( 1. 7):2034>
<c[ 8J:( 1, 8):3218> <c[ 9]:( 1. 9):2882>}
Neighbors of Component(2): <Component#:(link:cost»
{<c[ 3J:( 2, 3): 988> <c[ IJ:( 1. 2):1210> <c[ 6J:( 4. 6):2718> <c[ 7]:( 4, 7):2372>
<c[ 8J:( 0, 4):2730>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8J:( 0,6):1248> <c[ 3]:( 6.3):1304> <c[ 1]:( 6. 1):2416> <c[ 2]:( 4,6):2718>
<c[ 7J:( 6,7):2426> <e[ 9]:( 6. 9):2164>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3J:( 7. 3):1088> <c[ 1]:( 7. 1):2034> <c[ 2]:( 4, 7):2372> <c[ 6J:( 7.6):2426>
<c[ 8J:( 7, 8):1302> <c[ 9J:( 7. 9):1294>}
Neighbors of Component[8]: <Component#:(link:cost»
{<c[ 6]:( 0,6):1248> <e[ 3]:( 8,3):1456> <c[ 1]:( 1,8):3218> <e[ 2]:( 0.4):2730>
<e[ 7]:( 7, 8):1302>}
Neighbors of Componen.t [9]: <Component': (link: cost) >
{<e[ 7]:( 7,9):1294> <e[ 3]:( 9,3):1538> <c[ 1]:( 1, 9):2882> <e[ 6]:( 6, 9):2164>}
A = {(8,O) (9,5) (5,10) (2,4) }
•• Current Node Information C'.' indicates a root node) ••
Node# IComp# IWeight IDegree 1Depth
------+-----+------+------+-----
n[ 0] 1e[ 8] I 24001 11 2
n[ 1] Ie[ 1] I 24001 01 1
n[ 2] Ie[ 2] 1 24001 11 1
.n [ 3] Ie[ 3] I 696001 01 0
n[ 4] Ie[ 2] I 24001 11 2
n[ 5] Ie[ 9] I 24001 21 2
n[ 6] Ie[ 6] I 24001 01 1
n[ 7] Ie[ 7] I 24001 01 1
n[ 8] Ie[ 8) I 24001 11 1
n[ 9] Ie[ 9) I 24001 11 1
n [10] Ie[ 9) I 24001 11 3
5): The smallest Tradeoff(c[9])=-244
Merge Comp(9) and Comp(7) by a link(7,9)
Merging e (7) and e (1) would violate the weight-constraint.
Destory a relat-ion between Comp(7) and CompO)
Update Tradeoff(c[l]) = 432 - 432 = 0
Destory a relation between Comp(7) and Comp(2)
Update Tradeoff(e[2]) = 988 - 988 = 0
Merging e(7) and e(6) would violate the weight-constraint.
Destory a relation between Comp(7) and Comp(6)
Update Tradeo·ff (e [6) = 1248 - 1304 = -56
Destory a relation between Comp(7) and Comp(8)
Update Tradeoff(e[8) 1248 - 1456 = -208
Update Tradeoff(e[7]) = 1088 - 1088 = 0
•• Current Component Information ••
<Comp# IConRt INearest I Link :Cost!CostRt ITradeoff IWeight 1Nodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I nc e[ 3) I( 1, 3): 4321 432 0 24001 n(l)
c( 2] I nc e[ 3) I( 2, 3) : 9881 988 0 48001 n(2) n(4)
c( 3] I *c e ( 3) I( 3, 3) : 2001 200 0 696001 n(3)
c( 6] I nc e[ 8) I ( 0, 6):12481 1304 -56 24001 n(6)
c( 7] I nc e ( 3) I( 7, 3): 10881 1088 0 96001 n(7) n[1O] n[5) n(9)
c[ 8) I nc c[ 6] I( o. 6): 12481 1456 -208 48001 n(8] nCO)
Neighbors of Component (1) : <Component#: (link: cost»
{<c ( 3): ( 1, 3): 432> <c[ 2):( 1, 2):1210> <c[ 6]:( 1,6):2416> <e[ 8]:( 1, 8):3218>}
Neighbors of Component[2]: <Component#:(link:eost»
{<c( 3):( 2,3): 988> <e( 1):( 1, 2):1210> <e( 6]:( 4,6):2718> <c[ 8):( 0, 4):2730>}
Neighbors of Component[6]: <Component#:(link:eost»
{<c[ 8):( 0,6):1248> <e[ 3]:( 6, 3):1304> <c[ 1]:( 6, 1):2416> <c[ 2]:( 4, 6):2718>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c( 3):( 7, 3):1088>}
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Neighbors of Component [8]: <Compon.ent': (link: cost) >
{<e[ 6]:( 0,6):1248> <e[ 3]:( 8, 3):1456> <e[ 1]:( 1, 8):3218> <e[ 2]:( O. 4):2730>}
A = {(8,O) (9,5) (5,10) (2,4) (7,9) }
•• Current Node Information ('.' indicates a root node) ••
Node# 1Comp#IWeight 1Degree IDepth
------+-----+------+------+-----
n[ 0] Ie[ 8]1 24001 11 2
n [ 1] Ie [ 1] I 24001 01 1
n[ 2] Ic[ 2] I 24001 11 1
.n [ 3] Ic [ 3] I 696001 01 0
n[ 4] Ic[ 2] I 24001 11 2
n[5]lc[7]1 24001 21 3
n[ 6] Ic[ 6] I 24001 01 1
n[ 7] 1c [ 7] 1 24001 111 1
n[ 8] 1c [ 8] I 24001 11 1
n[ 9] 1c [ 7] 1 24001 21 2
n [10] I c [ 7] I 24001 11 4
6): The smallest Tradeoff(c[8])=-208
Merge Comp(8) and Comp(6) by a link(O,6)
Link(6,l) is the representative link between c[i] and c[6]
Update Tradeoff(c[l]) = 432 - 432 = 0
Merging c[6] and c[2]) would violate the veight-constraint.
Destory a relation betveen Comp(6) and Comp(2)
Update Tradeoff(c[2]) = 988 - 988 = 0
Update Tradeoff(c[6]) = 1304 - 1304 = 0
•• Current Component Information ••
<Comp#IConRt 1Nearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I DC e[ 3] 1( 1, 3): 4321 432 0 24001 n[l]
c [ 2] 1 nc e[ 3] 1( 2, 3): 9881 988 0 48001 n[2] n[4]
c [ 3] 1 ·c e[ 3] 1( 3, 3): 2001 200 0 696001 n [3]
c [ 6] 1 nc e[ 3] 1( 6, 3):13041 1304 0 72001 n[6] nCO] nCB]
c[ 7] 1 DC e[ 3] I ( 7, 3):10881 108B 0 96001 n[7] n[10] n [5] n[9]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1,3): 432> <c[ 2]:( 1, 2):1210> <c[ 6]:( 1, 6):2416>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 1, 2):1210>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 3]:( 6.3):1304> <c( 1]:( 1, 6):2416>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3):( 7, 3):1088>}
A = {(8,O) (9.5) (5,10) (2,4) (7,9) (6,0) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp#IWeight 1Degree 1Depth
------+-----+------+------+-----
104
n[ 0] Ic[ 6] 1 24001 21 2
n [ 1] 1c [ 1] 1
n[ 2] Ic [ 2] I
.n [ 3] I c [ 3] I
n[ 4] I c[ 2] I
n[ 5] I c [ 7] I
n[ 6] I c[ 6J I
n[ 7J Ie [ 7J I
n [ 8] I c [ 6J I

































7): The smallest Tradeoff(c[l]):O
Merge Comp(l) and Comp(3) by a link(l,3)
•• Current Component Information ••
<Comp#IConRt INearest! Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I c c[ 3] I ( 1, 3): 4321 432 0 24001 n(1)
c [ 2J I nc c[ 3] I ( 2, 3): 9881 988 0 48001 n[2] n[4]
c [ 3] I *c c[ 3] I ( 3, 3): 2001 200 0 696001 n[3J
c [ 6] I nc c[ 3] I( 6, 3):13041 1304 0 72001 n[6J nCO] n[8]
c [ 7] I nc c[ 3] I( 7, 3):10881 1088 0 96001 n[7] n [10] n [5] n[9]
Neighbors of Component [1] : <Component': (link:cost»
{<c[ 3]: ( 1, 3) : 432> <c[ 2): ( 1, 2):1210> <c[ 6]:( 1, 6):2416>}
Neighbors of Component[2J: <Component': (link:cost»
{<c[ 3]: ( 2, 3) : 988> <c[ 1]: ( 1, 2):1210>}
Neighbors of Component[6J: <Component#:(link:cost»
{<c[ 3]: ( 6, 3):1304> <c[ 1]:( 1, 6):2416>}
Neighbors of Component[7J: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088>}
A = {(S,O) (9,5) (5,10) (2,4) (7,9) (6,0) (1,3) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n [ 0) Ic[ 6] I 24001 21 2
n [ 1] 1c[ 1] I 24001 11 1
n[ 2] Ic[ 2] I 24001 11 1
.n[ 3] IcE 3] I 696001 11 0
n[ 4] 1c [ 2] I 24001 11 2
n[ 5] 1c [ 7] I 24001 21 3
n[ 6] Ic [ 6] I 24001 11 1
n[ 7Jlc[ 7J1 2400\ 11 1
n[ 8] Ic[ 6] I 24001 11 3
n[ 9]1c[ 7]1 24001 21 2
n[10]lc[ 7J1 24001 11 4
8): The smallest Tradeoff(c[2]):0
Merge Comp(2) and Comp(3) by a link(2,3)
•• Current Component Informatjon ••
<Comp#I ConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
----+------+-------+-----------+-------+--------+------+------
C [ 1) 1 c c[ 3) I( 1, 3) : 4321 432 0 24001 n[l)
c[ 2) 1 c c[ 3] I ( 2, 3): 9881 988 0 48001 n[2] n[4]
c[ 3) I ·C c[ 3] I ( 3. 3): 2001 200 0 696001 n[3]
c [ 6] I nc c[ 3] 1( 6, 3):13041 1304 0 72001 n[6] n[O] n[8]
c[ 7] I nc c[ 3] 1( 7. 3):10881 1088 0 96001 n[7] n[10] n[5] n[9]
Neighbors of Component[1]: <Component#:(link:cost»
{<c[ 3] : ( 1, 3): 432> <c[ 2]: ( 1, 2):1210> <c[ 6]:( 1, 6):2416>}
Neighbors of Component [2] : <Component#:(link:cost»
{<c[ 3]: ( 2, 3): 988> <c[ 1]: { 1, 2):1210>}
Neighbors of Component [6] : <Component#:(link:cost»
{<c[ 3]: { 6, 3):1304> <c[ 1];( 1.6.):2416>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c [ 3]; { 7. 3):1088>}
A = {(8,O) (9,5) (5,10) (2.4) (7,9) (6.0) (1,3) (2.3) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n [ 0] Ic [ 6] I 24001 21 2
n [ 1] Ic [ 1] I 24001 11 1
n [ 2] Ic [ 2] I 24001 21 1
.n [ 3] Ic ( 3] I 696001 21 0
n[ 4] Ic[ 2] I 24001 11 2
n [ 5] Ic( 7] I 24001 21 3
n[ 6J Ic[ 6] I 24001 11 1
n[ 7] Ic [ 7] I 24001 11 1
n[ 8] Ic[ 6] 1 24001 11 3
n[ 9] Ic[ 7] 1 24001 21 2
n[10] Ic[ 7] I 24001 11 4
9): The smallest Tradeoff(c[6])=0
Merge Comp(6) and Comp(3) by a link(6.3)
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostfCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I c c [ 3] I ( 1, 3): 4321 432 0 24001 n[l]
c[ 2] I c c [ 3] 1( 2. 3) : 9881 988 0 48001 n(2] n[4]
c[ 3] I ·c c[ 3] I( 3, 3) : 2001 200 0 696001 n(3]
c [ 6] 1 c c [ 3] I ( 6, 3):13041 1304 0 72001 n(6] n[O] n[8]
c[ 7] I nc c [ 3] !( 7. 3):10881 1088 0 96001 n[7] n[10] n(5] n(9]
Neighbors of Component [1) : <Component#:(link:cost»
{<c[ 3]: ( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 6]:( 1, 6):2416>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]: ( 2, 3); 988> <c[ 1]: ( 1, 2):1210>}
Neighbors of Component [6] : <Component#:(link:cost»
{<c[ 3]: ( 6. 3):1304> <c[ 1]:( 1. 6):2416>}
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Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088>}
A = {(8,O) (9,5) (5,10) (2,4) (7,9) (6,0) (1,3) (2,3) (6,3) }
•• Current Node Informa,tion ('.' indicates a root node) *.
Node#1 Comp# IWeight IDegree IDepth
------,+-----+------+------+-----
n[ 0] 1c [ 6] I 24001 21 2
n[ 1)1 c [ 1] I 24001 11 1
n[ 2J Ic [ 2] I 24001 21 1
.n[ 3] Ic [ 3] I 696001 31 0
n[ 4] Ic [ 2] 1 24001 11 2
n[5]lc[7]1 24001 21 3
n[ 6] Ic [ 6] I 24001 21 1
n[ 7]lc[ 7)1 24001 11 1
n[ 8] Ie [ 6) I 24001 11 3
nE 9) 1c[ 7) I 24001 21 2
n[10) Ic[ 7) I 24001 11 4
10): The smallest Tradeoff(c[7)=0
Merge Comp(7) and Comp(3) by a link(7,3)
.* Current Component Information **
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I c c[ 3] 1( 1, 3): 4321 432 0 24001 n(1)
c[ 2] I c c[ 3] I ( 2, 3): 9881 988 0 48001 n[2) n[4]
c[ 3] I .c c [ 3] I ( 3, 3): 2001 200 0 696001 nE3]
c ( 6] I c c( 3J J( 6, 3):13041 1304 0 72001 n[6) nCO] n[8]
c [ 7] I c c[ 3] 1( 7, 3):10881 1088 0 96001 n(7) n [10] n [5] n[9]
Neighbors of Component [1) :. <Component#: (link:cost»
{<c[ 3):( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 6]:( 1, 6):2416>}
Neighbors of Component[2): <Component#:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 1. 2):1210>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c [ 3]: ( 6, 3): 1304> <c[ 1]: ( 1, 6): 2416>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088>}
A = {(8,O) (9.5) (5.10) (2,4) (7,9) (6.0) (1,3) (2,3) (6.3) (7.3) }
•• Current Node Information ('.' indicates a root node) **
Node# 1Comp# 1Weight 1Degree IDepth
------+-----+------+------+-----
n[0]lc[6]1 24001 21 2
n [ 1] Ic [ 1] I 24001 11 1
n[ 2] Ic [ 2] I 24001 21 1
.n[ 3] Ic[ 3] I 696001 41 0
n[ 4] Ic [ 2] I 24001 11 2
n[ 6J 1c [ 7] I 24001 21 3
n[ 6J Ic ( 6] I 2400/ 21 1
1.07
n [ 7] Ic [ 7] I
n[ 8] IcC 6] I
n[ 9] IcC 7] 1














••• Complete EW Algorithm •••













Total Netvork Cost = 11014
D.4 The Depth-Constraint Problem
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The Number of Nodes 11





••• <Cost Table> •••
Nodel 0 1 2 3 4 5 6 7 8 9 10
----
----+------------------------------------------------------------------
01 200 3434 3496 3366 2730 3148 1248 1604 806 2864 3404
11 3434 200 1210 432 2850 3510 2416 2034 3218 2882 3722
21 3496 1210 200 988 2112 2700 2634 2252 3110 2104 2876
31 3366 432 988 200 2636 2080 1304 1088 1456 1538 2350
41 2730 2850 2112 2636 200 2166 2718 2372 2976 1602 2322
51 3148 3510 2700 2080 2166 200 2362 2228 1946 546 1196
61 1248 2416 2634 1304 2718 2362 200 2426 3266 2164 2904
71 1604 2034 2252 1088 2372 2228 2426 200 1302 1294 2030
81 806 3218 3110 1456 2976 1946 3266 1302 200 3296 4102
91 2864 2882 2104 1538 1602 546 2164 1294 3296 200 3784
101 3404 3722 2876 2350 2322 1196 2904 2030 4102 3784 200
•• Current Node Information ('*' indicates a root node) ••
Node# IComp#1 Weight IDegree IDepth
------+-----+------+------+-----
n[O]lc[O]1 24001 01 1
n [ 1] Ic [ 1] I 24001 01 1
n [ 2] Ic [ 2] I 24001 01 1
*n [ 3] Ic [ 3J I 696001 01 0
n [ 4] Ic [ 4] 1 24001 01 1
n[ 5] 1c [ 5] I 24001 01 1
n[ 6] Ic [ 6] I 24001 01 1
n[ 7] Ic [ 7] I 24001 01 1
n [ 8] Ic [ 8] I 24001 01 1
n[ 9] Ie[ 9] I 24001 01 1
n [10] Ic [to] 1 24001 01 1
•• Current Component Information ••
<Comp#I ConRt 1Nearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+- ~-----+------+------
C [ 0] I DC c[ 8] I ( 0, 8): 8061 3366 -2560 24001 n[O]
c [ 1J I nc c [ 3] I ( 1, 3): 4321 432 0 24001 n.[l]
c[ 2] I DC c[ 3] I ( 2, 3) : 9881 988 0 24001 n[2]
c[ 3) I ·c c[ 3] I ( 3, 3) : 2001 200 0 696001 n[3]
c[ 4] I nc c[ 9] I ( 4, 9):16021 2636 -1034 24001 n[4]
c[ 5] I nc c[ 9] I ( 5, 9) : 5461 2080 -1534 24001 n [5]
c [ 6] 1 nc c[ 0] I ( 6, 0):12481 1304 -56 24001 n[6]
c[ 7] I DC c[ 3] I ( 7, 3): 10881 1088 0 24001 n[7]
c [ 8] I nc c[ 0] I ( 8, 0) : 8061 1456 -650 24001 n[8]
c( 9] I nc c[ 5] I ( 9, 5) : 5461 1538 -992 24001 n[9]
c [10] 1 nc c[ 5] 1(10, 5): 11961 2350 -1154 24001 n[10]
Neighbors of Component[O]: <Component#:(link:cost»
{<c[ 8]: ( 0, 8): 806> <c[ 3]: ( 0,3):3366> <c[ 1]:( 0, 1) :3434> <c [ 2): ( 0, 2):3496>
<c[ 4]:( 0, 4):2730> <c[ 5):( 0, 5) :3148> <c[ 6): ( 0, 6):1248> <c[ 7):( 0, 7): 1604>
<c[ 9]:( 0, 9):2864> <c(10]:( 0,10):3404>}
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Neighbors of Component [1] : <Component#:(link:cost»
{<c[ 3]: ( 1,3): 432> <c[ 0]:( 1, 0):3434> <c[ 2]:( 1, 2):1210> <c [ 4l: ( 1, 4):2850>
<c[ 5] : ( 1, 5):3510> <c[ 6]:( 1, 6):2416> <c[ 7]:( 1, n :2034> <c[ 8]: ( 1, 8):3218>
<c [ 9] : ( 1,9);2882> <c[10]:( 1,10):3722>}
Neighbors of Component[2]: <Component': (link:cost»
{<c[ 3] : ( 2,3): 988> <c[ 0]:( 2, 0):3496> <c[ 1]:( 2, 1):1210> <c[ 4]:( 2, 4) :2112>
<c[ 5); ( 2, 5):2700> <c[ 6]: ( 2, 6):2634> <c[ 7J:( 2, 7):2252> <c[ 8]:( 2, 8) :3110>
<c[ 9J : ( 2, 9):2104> <c(10J:( 2,10):2876>}
Neighbors of Component [4] : <Component#:(link:cost»
{<c[ 9):( 4, 9):1602> <c( 3):( 4, 3):2636> <c[ 0]:( 4, 0):2730> <c [ 1]: ( 4, 1):2850>
<c[ 2): ( 4, 2):2112> <c[ 5):( 4, 5):2166> <c[ 6):( 4, 6):2718> <c[ 7]:( 4, 7) :2372>
<c[ 8): ( 4, 8):2976> <c[10):( 4,10):2322>}
Neighbors of Component [5J : <Component': (link:cost»
{<c[ 9J:( 5, 9) : 546> <c[ 3): ( 5, 3):2080> <c[ 0]:( 5, 0):3148> <c[ IJ:( 5, 0: 3510>
<c [ 2]: ( 5, 2):2700> <c[ 4):( 5, 4):2166> <c[ 6]:( 5, 6):2362> <c[ 7J;( 5, 7):2228>
<c[ 8J: ( 5, 8):1946> <c[10):( 5,10);1196>}
Neighbors of Component [6) : <Component#:(link:cost»
{<c[ 0]:( 6, 0):1248> <c[ 3]:( 6, 3):1304> <c( 1):( 6, 1):2416> <c[ 2):( 6, 2):2634>
<c [ 4]: ( 6, 4):2718> <c[ 5]:( 6, 5):2362> <c[ 7):( 6, 7):2426> <c[ 8):( 6, 8):3266>
<c [ 9]: ( 6, 9):2164> <c[10]:( 6,10):2904>}
Neighbors of Component [7] : <Component'; (link:cost»
{<c[ 3]:( 7, 3):1088> <c[ 0]:( 7,0):1604> <c[ 1):( 7, 1):2034> <c[ 2J : ( 7, 2) :2252>
<c [ 4]: ( 7, 4):2372> <e[ 5]:( 7,5):2228> <c[ 6]:( 7, 6):2426> <c[ 8] : ( 7, 8): 1302>
<c [ 9]: ( 7, 9):1294> <e[10]:( 7~10):2030>}
Neighbors of Component(8): <Component#: (link:cost»
{<e [ 0] : ( 8, 0): 806> <e[ 3]:( 8, 3):1456> <e[ 1]:( 8, 1):3218> <e [ 2]: ( 8, 2) :3110>
<c [ 4]: ( 8, 4):2976> <e[ 5]:( 8, 5):1946> <c[ 6]:( 8, 6):3266> <o[ 7]:( 8, 7):1302>
<e [ 9]: ( 8, 9):3296> <e[10]:( 8,10):4102>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c [ 5]: ( 9, 5): 546> <c[ 3]:( 9,3):1538> <c[ 0]:( 9, 0):2864> <c[ 1];( 9, 1):2882>
<e [ 2]: ( 9, 2):2104> <e[ 4]:( 9,4):1602> <c[ 6]:( 9, 6):2164> <c [ 7]: ( 9, 7): 1294>
<e[ 8]:( 9, 8):3296> <e[10]:( 9,10):3784>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 5]: (10, 5):1196> <c[ 3]:(10,3):2350> <c[ 0]:(10, 0): 3404> <e[ 1):(10, 1):3722>
<c[ 2]:(10, 2):2876> <c[ 4]:(10,4):2322> <e[ 6]:(10, 6):2904> <c[ 7]: (10, 7):2030>
<c[ 8]:(10, 8):4102> <c[ 9]:(10, 9):3784>}
A = {}
..... Start EIJ Algorithm ....
1): The smallest Tradeoff(c[OJ)=-2560
Merge Comp(O) and Comp(S) by a link(0,8)
Link(8,1) is the representative link between c(lJ and c(8]
Update Tradeoff(c[l) = 432 - 432 = 0
Link(8,2) is the representative link between c(2) and c(8)
Update Tradeoff(c[2]) = 988 - 988 = 0
Link(O,4) is the representative link between c(4) and c[8]
Update Tradeoff(c[4]) = 1602 - 2636 = -1034
Link(8,5) is the representative link between e[5] and e[8]
Update Tradeoff(e[5]) = 546 - 2080 = -1534
Link(O,6) is the representative link between e[6] and e[8]
Update Tradeoff(e[6]) = 1248 - 1304 = -56
Link(8,7) is the representative link between e[7] and e[8]
Update Tradeoff(e[7]) = 1088 - 1088 = 0
Link(O,9) is the representative link between e[9] and e[8]
Update Tradeoff(e[9]) = 546 - 1538 = -992
Link(O,10) is the representative link between e[10] and e[8]
Update Tradeoff(e[10]) = 1196 - 2350 = -1154
Update Tradeoff(c[8]) = 1248 - 1456 = -208
** Current Component Information **
<Comp#I ConRt /Nearestl Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1]1 ne c[ 3] 1( 1, 3): 4321 432 0 24001 n[l]
e [ 2] 1 DC e [ 3] II( 2, 3): 9881 988 0 24001 n[2]
C [ 3] I *e c[ 3] 1( 3, 3) : 2001 200 0 696001 n[3]
C [ 4] 1 nc c[ 9] I ( 4, 9):16021 2636 -1034 24001 n[4]
C [ 5] 1 DC c[ 9] I ( 5, 9): 5461 2080 -1534 24001 n[5]
C [ 6] 1 DC c[ 8) I ( 0, 6):12481 1304 -56 24001 n[6]
c [ 7] I DC c[ 3] I< 7, 3):10881 1088 0 24001 n[7]
c [ 8] 1 DC c[ 6] I ( 0, 6):12481 1456 -208 48001 n[8] n[O]
c[ 9] I nc c[ 5] I( 9, 5): 5461 1538 -992 24001 n[9]
c[10] 1 nc c[ 5] 1(10, 5) : 11961 2350 -1154 24001 n[lO]
Neighbors of Component(1): <Component#:(Hnk:c.ost»
{<c[ 3):( 1, 3): 432> <c[ 2]: ( 1, 2):1210> <c[ 4): ( 1,4):2850> <c[ 5]:( 1,.5):3510>
<c[ 6):( 1, 6):2416> <c[ 7]:( 1, 7):2034> <c.[ 8):( 1,8):3218> <c[ 9):( 1, 9):2882>
<c[10]:( 1,10):3722>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 2,1):1210> <c[ 4):( 2,4):2112> <c[ 5]:( 2,5):2700>
<c[ 6]:( 2,6):2634> <c[ 7]:( 2,7):2252> <c[ 8):( 2, 8):3110> <c( 9):( 2, 9):2104>
<c[10]:( 2,10):2876>}
Neighbors of Component[4]: <Component#;(link:cost»
{<c[ 9]:( 4,9):1602> <e[ 3]:( 4,3):2636> <c[ 1):( 4,1):2850> <c[ 2):( 4,2):2112>
<c( 5]: ( 4, 5) :2166> <c[ 6]: ( 4, 6) :2718> <c[ 7]: ( 4, 7) :2372> <c[ 8): ( 0, 4) :2730>
<c[10]:( 4,10):2322>}
Neighbors of Component[5]: <Component#:(link:eost»
{<e[ 9]:( 5, 9): 546> <c[ 3]:( 5, 3):2080> <c[ 1):( 5, 1):3510> <c[ 2) : ( 5, 2):2700>
<c [ 4]: ( 5,4):2166> <c[ 6]:( 5, 6):2362> <e[ 7]:( 5, 7) :2228> <e[ 8] : ( 5, 8): 1946>
<e [10] : ( 5,10):1196>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8);( 0,6):1248> <c[ 3):( 6,3):1304> <c[ 1];( 6, 1}:2416> <c[ 2);( 6,2):2634>
<c[ 4]:( 6,4):2718> <c[ 5):( 6,5):2362> <c[ 7]:( 6,7):2426> <c[ 9);( 6,9):2164>
<c[10]:( 6,10):2904>}
Neighbors of Component(7): <Component#:(link:cost»
{<c[ 3): ( 7, 3);1088> <c[ 1] : ( 7, 1):2034> <c[ 2]:( 7, 2):2252> <c[ 4]:( 7, 4):2372>
<c [ 5]: ( 7, 5):2228> <c[ 6]:( 7,6):2426> <c[ 8]:( 7, 8):1302> <c[ 9]:( 7, 9):1294>
<c(10] : ( 7,10):2030>}
Neighbors of Component[8]; <Component#:(link:cost»
{<c[ 6]:( 0,6):1248> <c[ 3]:( 8,3):1456> <c[ 1):( 1,8):3218> <c[ 2]:( 2,8):3110>
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<c[ 4]:( 0, 4):2730> <c[ 5]:( 5, 8):1946> <c[ 7]:( 7, 8):1302> <c[ 9]:( 0, 9):2864>
<c[10]:( O,10):3404>}
Neighbors of Component [9] : <Componentl: (link: cost) >
{<c[ 5]: ( 9, 5) : 546> <c [ 3] : ( 9, 3):1538> <c[ 1]:( 9, 1):2882> <c[ 2] : ( 9, 2):2104>
<c[ 4]: ( 9, 4):1602> <c[ 6]:( 9, 6):2164> <c[ 7]:( 9, 7):1294> <c[ 8] : ( O. 9):2864>
<c[10] : ( 9,10) :3784>}
Neighbors of Component[10]: <Component#:(link:cost»
{<c[ 5]:(10, 5):1196> <c[ 3]:(10, 3):2350> <c[ 1]:(10, 1):3722> <c[ 2]:(10, 2):2876>
<c[ 4]:(10, 4):2322> <c[ 6]:(10, 6):2904> <c[ 7]:(10,7):2030> <c[ 8]:( 0,10):3404>
<c[ 9]:(10, 9):3784>}
A = {(8,0) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight 1Degree IDepth
------+-----+------+------+-----
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n[ 0] Ie [ 8] I
n [ 1] Ic[ 1] I
n[ 2] IcC 2] I
.n[ 3) IcC 3] I
n[ 4] IcC 4] I
n[ 5) Ie [ 5] I
n[ 6] IcC 6) I
n [ 7] 1c [ 7) I
n[ 8] I c [ 8) I



































2): The smallest Tradeoff(c[5])=-1534
Merge Comp(5) and Comp(9) by a link(5,9)
Link(9,l) is the representative link betveen
Update Tradeoff(c[l]) = 432 - 432 = 0
Link(9,2) is the representative link betveen
Update Tradeoff(c[2]) = 988 - 988 = 0
Link(9,4) is the representative link betveen
Update Tradeoff(c[4]) = 1602 - 2636 = -1034
Link(9,6) is the representative link betveen
Update Tradeoff(c[6]) = 1248 - 1304 = -56
Link(9,7) is the representative link betveen
Update Tradeoff(c[7]) = 1088 - 1088 = 0
Link(5,8) is the representative link betveen
Update Tradeoff(c[8) = 1248 - 1456 = -208
Link(5,10) is the representative link betveen
Update Tradeoff(c[10]) = 1196 - 2350 = -1154
Update Tradeoff(c[9]) = 1196 - 1538 = -342
c[1] and c[9]
c[2] and c[9]




c [10] and c [9]
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1] I nc cC 3) I ( 1, 3): 4321 432 0 24001 n[1]
c[ 2] I nc c[ 3] I ( 2, 3): 9881 988 0 24001 n[2]
c [ 3] I .c c[ 3] I ( 3, 3): 2001 200 0 696001 n [3]
c[ 4] 1 nc c [ 9] I ( 4, 9): 16021 2636 -1034 24001 n[4]
c[ 6] I nc cC 8] I ( 0, 6):12481 1304 -56 24001 n[6]
c[ 7] I ne c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c( 8] 1 nc
c( 9'] I nc
c(10J 1 DC
c( 6J 1( o. 6) :12481
eCl0] ! ( 5.10) :11961











Neighbors of Component (1] : <Component#:(link:cost»
{<c[ 3]:( 1. 3): 432> <c( 2J:( 1, 2):1210> <c( 4]:( 1. 4):2850> <c[ 6]: ( 1. 6):2416>
<c[ 7]:( 1. 7):2034> <c( 8]:( 1,8):3218> <e( 9]:( 1. 9):2882> <e[10]: ( 1.10):3722>}
Neighbors of Component(2]: <Component#:(link:eost»
{<c [ 3J: ( 2.3): 988> <c[ 1]:( 2. 1) :1210> <c[ 4]: ( 2. 4) :2112> <c ( 6J : ( 2. 6):2634>
<e[ 7J : ( 2. 7):2252> <c[ 8]:( 2, 8):3110> <c[ 9]:( 2. 9):2104> <e [10] : ( 2.10):2876>}
Neighbors of Component (4] : <Component#:(link:eost»
{<c [ 9]: ( 4, 9):1602> <c[ 3]:( 4.3):2636> <c[ 1]:( 4. 1):2850> <c[ 2]:( 4. 2) :2112>
<c [ 6]: ( 4, 6):2718> <c[ 7]:( 4,7):2372> <c[ 8]:( O. 4) :2730> <c [10] : ( 4.10):2322>}
Neighbors of Component(6]: <Component#:(link:eost»
{<c [ 8] : ( O. 6):1248> <c( 3]:( 6,3):1304> <c( 1]:( 6, 1):2416~ <c[ 2J:( 6. 2):2634>
<c ( 4]: ( 6, 4):2718> <c( 7]:( 6,7):2426> <c( 9]:( 6. 9):2164> <c[10]:( 6.10):2904>}
Neighbors of Component [7] : <Component#:(link:cost»
{<c( 3]:( 7, 3):1088> <c( 1]:( 7, 1):2034> <e[ 2]:( 7, 2):2252> <c[ 4]:( 7. 4):2372>
<c ( 6] : ( 7, 6):2426> <c( 8]:( 7, 8):1302> <c( 9]:( 7. 9):1294> <e[10]:( 7,10):2030>}
Neighbors of Component[8]: <Component#:(link:cost»
{<c( 6]:( O. 6):1248> <c[ 3]:( 8. 3):1456> <c[ 1]:( 1, 8):3218> <c( 2J:( 2. 8):3110>
<c [ 4]: ( 0, 4):2730> <c[ 7]:( 7, 8):1302> <c[ 9]:( 5. 8):1946> <c(10]:( 0.10):3404>}
Neighbors of Component(9]: <Component#:(link:eost»
{<c(10]: ( 5.10):1196> <c[ 3J:( 9,3):1538> <c[ 1]:( 1. 9):2882> <c[ 2]:( 2. 9):2104>
<c ( 4]: ( 4, 9):1602> <c[ 6]:( 6, 9):2164> <c[ 7]:( 7. 9):1294> <c( 8]:( 5, 8):1946>}
Neighbors of Component [10] : <Component#:(link:cost»
{<c[ 9]:( 5.10):1196> <c( 3]:(10.3):2350> <c[ 1]:(10, 1):3722> <e( 2]:(10, 2):2876>
<c( 4]: (10, 4):2322> <c( 6] :(10, 6):2904> <c[ 7] :(10, 7):2030> <c[ 8J:( 0,10):3404>}
A = {(8,0) (9.5) }
•• Current Node Information ('.' indicates a root node) ••
Node#IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n[ 0] 1c( 8] I
n [ 1] Ic( 1] 1
n[ 2] Ic( 2] I
*n [ 3] 1c( 3] I
n( 4] 1c( 4] 1
n[ 5] 1c( 9] I
n[ 6] Ic( 6] I
n [ 7J 1c ( 7] 1
n[ 8] I c( 8] I



































3): The smallest Tradeoff(c[10J)=-1154
Merge Comp(10) and Comp(9) by a link(5.10)
Link(5.1) is the representative link between c[l] and c[9J
Update Tradeoff(c[l]) = 432 - 432 = 0
Link(5,2) is the representative link between e[2] and e[9]
Update Tradeoff(e[2]) = 988 - 988 = 0
Link(9,4) is the representative link between e[4] and e[9]
Update Tradeoff(e[4]) = 1602 - 2636 = -1034
Link (5,6) is the representative link between c(6) and c(9)
Update Tradeoff(e[6]) = 1248 - 1304 = -56
Link(5,7) is the representative link between c(7) and c[9]
Update Tradeof:f(c[7) = 1088 - 1088 = 0
Merging c[9] and c[8]) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(8)
Update Tradeoff(c[8]) 1248 - 1456 = -208
Update Tradeoff(c[9]) = 1538 - 1538 = 0
•• Current Component Information ••
<Comp#1 ConRt INearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1) 1 nc c [ 3) I ( 1, 3): 4321 432 0 24001 n[l)
c [ 2] 1 nc c[ 3) I ( 2, 3): 9881 988 0 24001 n[2]
c [ 3) 1 ·C c[ 3) I ( 3, 3): 2001 200 0 696001 n[3)
c [ 4] I nc c [ 9] I ( 4, 9):16021 2636 -1034 24001 n[4]
c [ 6) 1 nc c [ 8] I ( 0, 6):12481 1304 -56 24001 n[6)
c [ 7) I nc c[ 3) I ( 7, 3):10881 1088 0 24001 n[7]
c [ 8] I nc c [ 6] I ( 0, 6):12481 1456 -208 48001 n[8] nCO)
e [ 9] I DC c [ 3) I( 9, 3):15381 1538 0 72001 nE9] n[5] n[10]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1, 3) : 432> <c[ 2):( 1, 2):1210> <c[ 4]:( 1, 4):2850> <c[ 6]:( 1, 6):2416>
<c [ 7]: ( 1, 7) :2034> <c( 8]: ( 1,.8) :3218> <c[ 9]: ( 1, 5):3510>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c [ 3]: ( 2, 3) : 988> <c [ 1]: ( 2, 1):1210> <c[ 4]:( 2, 4):2112> <c[ 6]:( 2, 6):2634>
<c[ 7J: ( 2, 7):2252> <c[ 8]:( 2, 8):3110> <c( 9]:( 2, 5) : 2700>}
Neighbors of Component[4]: <Component#:(link:cost»
{<c[ 9]:( 4, 9) : 1602> <c[ .3] : ( 4, 3):2636> <c[ 1]:( 4, 1):2850> <c[ 2] : ( 4, 2):2112>
<e [ 6): ( 4, 6):2718> <c[ 7]:( 4, 7):2372> <c[ 8]:( 0, 4):2730>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8]:( 0, 6):1248> <c[ 3]:( 6,3):1304> <c[ 1):( 6, 1) : 2416> <c[ 2] : ( 6, 2):2634>
<c[ 4]: ( 6, 4):2718> <c[ 7]:( 6,7):2426> <c[ 9]:( 5, 6):2362>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088> <c[ 1]:( 7, 1) : 2034> <c [ 2] : ( 7, 2):2252> <c[ 4]:( 7, 4):2372>
<c ( 6]: ( 7, 6):2426> <c[ 8]:( 7,8):1302> <c( 9]:( 5, 7) :2228>}
Neighbors of Component(8]: <ComponenU: (link :cost) >
{<c[ 6]: ( 0, 6) : 1248> <c[ 3]: ( 8, 3): 1456> <c ( 1]: ( 1, 8):3218> <c[ 2]:( 2, 8):3110>
<c [ 4]: ( O. 4):2730> <c[ 7):( 7, 8):1302>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538> <c( 1]:( 1, 5):3510> <c( 2]:( 2, 5):2700> <c[ 4]:( 4, 9):1602>
<c[ 6]:( 5,6):2362> <c( 7J:( 5, 7):2228>}
A = {(8,0) (9,5) (5,10) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree 1Depth
------+-----+------+------+-----
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n [ oJ Ic[ 8] I
n[ 1] I c[ 1] 1
n [ 2] Ic[ 2] 1
.n [ 3) 1c [ 3] 1
n[4Jlc[4)1
n[ 5J 1c[ 9] I
n[ 6J Ic[ 6J I
n[7Jlc[7]1
n [ 8J Ic[ 8J 1
n[ 9]lc[ 9JI



































4): The smallest Tradeoff(c[4J)=-1034
Merge Comp(4) and Comp(9) by a link(4,9)
Update Tradeoff(c[8J) = 1248 - 1456 = -208
Merging c[9] and c[lJ) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(l)
Update Tradeoff(c[l]) = 432 - 432 = 0
Merging c[9J and c[2]) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(2)
Update Tradeoff(c[2]) = 988 - 988 = 0
Merging c[9] and c[6]) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(6)
Update Tradeoff(c[6J) = 1248 - 1304 = -56
Merging c[9] and c[7]) would violate the weight-constraint.
Destory a relation between Comp(9) and Comp(7)
Update Tradeoff(c[7]) 1088 - 1088 = 0
Update Tradeoff(c[9]) = 1538 - 1538 = 0
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1] I nc c[ 3] I ( 1, 3) : 4321 432 0 24001 n[l]
c [ 2] 1 nc c[ 3] I ( 2, 3) : 9881 988 0 24001 n[2]
c[ 3] I ·c c[ 3] 1( 3, 3) : 2001 200 0 696001 n[3]
c [ 6] I nc c[ 8] 1( 0, 6):12481 1304 -56 24001 n[6]
c [ 7] I nc c[ 3] 1( 7, 3):10881 1088 0 24001 n[7]
c[ 8] I nc c[ 6] I ( 0, 6):12481 1456 -208 48001 n[8] n[OJ
c[ 9] I nc c[ 3] 1( 9, 3):15381 1538 0 9600/ n[9] n[5] n[10] n[4]
Neighbors of Component [1] : <Component#:(link:cost»
{<c[ 3J: ( 1, 3) : 432> <c[ 2]:( 1, 2):1210> <c[ 6]:( 1, 6): 2416> <c [ 7]: ( 1, 7): 2034>
<c [ 8]: ( 1, 8):3218>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]: ( 2, 3) : 988> <c[ 1]: ( 2, 1):1210> <c[ 6]:( 2,6):2634> <c[ 7]:( 2,7):2252>
<c [ 8]: ( 2, 8) :3110>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 8]: ( 0, 6):1248> <c[ 3]:( 6,3):1304> <c[ 1]:( 6, 1):2416> <c[ 2]:( 6, 2):2634>
<c [ 7]: ( 6, 7) : 2426>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7, 3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7,2):2252> <c[ 6]:( 7,6):2426>
<c[ 8]:( 7, 8):1302>}
Neighbors of Component[8]: <Component#:(link:cost»
{<c[ 6]:( 0,6):1248> <c[ 3]:( 8,3):1456> <c[ 1]:( 1, 8):3218> <c[ 2]:( 2,8):3110>
<c[ 7]:( 7, 8):1302>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8,O) (9,5) (5,10) (9,4) }
•• Current Node Information ('.' indicates a root node) ••
Node#1 Comp#IWeight IDegree 1Depth
------+-----+------+------+-----
n[ 0] Ic[ 8] I 24001 11 2
n[ 1] Ie[ 1] I 24001 01 1
n[ 2] Ic[ 2] I 24001 01 1
.n [ 3] Ic[ 3] I 696001 01 0
n[ 4] Ic[ 9] I 24001 11 2
n[ 5] Ie[ 9] I 24001 21 2
n [ 6] Ic[ 6] I 24001 01 1
n[ 7] Ie [ 7] I 24001 01 1
n[ 8] Ic[ 8] I 24001 11 1
n[ 9] Ic[ 9] I 24001 21 1
n[10] Ie[ 9] I 24001 11 3
5): The smallest Tradeoff(c[8])=-208
Merge Comp(8) and Comp(6) by a link(O,6)
Link(O,l) is the representative link between c[l] and e[6]
Update Tradeoff(c[l]) = 432 - 432 = 0
Link (0,2) is the representative link betveen c [2] and c[6]
Update Tradeoff(c[2]) = 988 - 988 =0
Link(O,7) is the representative link between e[7] and e[6]
Update Tradeoff(c[7]) 1088 - 1088 = 0
Update Tradeoff(c[6]) = 1304 - 1304 = 0
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C [ 1] I nc c[ 3] I ( 1, 3): 4321 432 0 24001 n [1]
c [ 2] I nc c[ 3] I ( 2, 3): 9881 988 0 24001 n[2]
c [ 3] I ·c c[ 3] IC 3, 3): 2001 200 0 696001 n [3]
c [ 6] I n~ c[ 3] I ( 6, 3):13041 1304 0 72001 n[6] nCO] nCB]
e [ 7] I nc c[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c [ 9] I nc c[ 3] IC 9, 3):15381 1538 0 96001 n[9] n[5] n(10] n[4]
Neighbors of Component[l]: <Component#:{link:cost»
{<e[ 3]:( 1, 3): 432> <c[ 2]:( 1, 2):1210> <c[ 6]:( 0, 1):3434> <c[ 7]:( 1, 7) :2034>}
Neighbors of Component[2]: <Component#:{link:cost»
{<e[ 3]:( 2, 3): 988> <c[ 1]: ( 2, 1):1210> <c[ 6]:( 0, 2):3496> <c[ 7]:( 2, 7) :2252>}
Neighbors of Component[6]: <Component#:(link:cost»
{<c[ 3]:( 6, 3):1304> <c[ 1]:( 0, 1):3434> <c[ 2]:( 0, 2):3496> <c[ 7]:( 0, 7):1604>}
Neighbors of Component [7] : <Component#:{link:cost»
{<c[ 3]: ( 7, 3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7, 2):2252> <e[ 6]:( 0, 7):1604>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3];( 9, 3):1538>}
116
! = {(8,O) (9,5) (5,10) (9.4) (6,0) }
•• Current Node Information ('.' indicates a root node) ••




n [ 1] Ie[ 1] I
n[ 2] I c [ 2] I
*n [ 3] Ie[ 3]'
n[ 4] Ie[ 9] 1
D[ 5] Ie[ 9] I
n[ 6] Ie[ 6] 1
D[ 7] Ie[ 7] I
D [ 8] I c [ 6] 1
n[ 9] Ie[ 9] I


































6): The smallest Tradeoff(c[l])=O
Merge Comp(l) and Comp(3) by a link(1.3)
** Current Component Information **
<Comp#IConRt INeares~1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+------+------
C[ 1] I C e[ 3] I ( 1, 3): 4321 432 0 24001 n[l]
e[ 2] I DC e[ 3] I ( 2, 3): 9881 988 0 24001 n[2]
C[ 3] I ·c e[ 3] I ( 3, 3): 2001 200 0 696001 n[3]
c[ 6] I nc e[ 3] I ( 6, 3):13041 1304 0 72001 n[6] nCO] D[8]
c [ 7] I nc e[ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c [ 9] I DC c [ 3] I ( 9, 3):15381 1538 0 96001 n[9] n[S] n[10] n[4]
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1,2):1210> <c[ 6]:( 0, 1):3434> <c[ 7]:( 1, 7):2034>}
Neighbors of Component[2]: <ComponeDt#:(link:cost»
{<c[ 3]:( 2,3): 988> <c[ 1]:( 2, 1):1210> <c[ 6]:( 0,2):3496> <c[ 7]:( 2, 7):2252>}
Neighbors of Component[6]: <ComponeDt.:(link:cost»
{<c[ 3]:( 6,3):1304> <c[ 1]:( 0.1):3434> <c[ 2]:( 0.2):3496> <c[ 7]:( 0, 7):1604>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7,2):2252> <c[ 6]:( 0, 7):1604>}
Neighbors of Component[9]: <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = {(8,0) (9,5) (5,10) (9,4) (6,0) 0,3) }
*. Current Node Information ('.' indicates a root node) ••
Node#IComp#IWeightIDegreeIDepth
------+-----+------+------+-----
n [ 0] Ic [ 6] I 24001 21 2
n[ 1] Ic [ 1] I 24001 11 1
n[ 2] Ic [ 2] J 24001 01 1
*n [ 3] Ic [ 3] I 696001 11 0
n[4]lc[9]1 24001 11 2
n [ 5] Ic [ 9] 1 24001 21 2
n[ 6] 1c [ 6] 1 24001 11 1
n[ 7] Ic[ 7] I 24001 01 1
n [ 8] Ic [ 6] 1 24001 11 3
n[ 9] 1c [ 9] 1 24001 21 1
n [10] 1c[ 9] I 24001 11 3
7): The smallest Tradeoff(c[2])=0
Merge Comp(2) and Comp(3) by a link(2,3)
•• Current Component Information ••
<Comp#IConRt INearest 1 Link :CostlCostRt ITradeofflWeightlNodes >
-----+------+-------+------------+-------+--------+--,----+------
c [ 1] 1 c c[ 3] 1( 1, 3): 4321 432 0 24001 n[1]
c [ 2] I c c[ 3] 1( 2, 3): 9881 988 0 24001 n[2]
c [ 3J 1 ·c c[ 3] 1( 3, 3): 2001 200 0 696001 n[3]
c [ 6J 1 nc c[ 3] 1( 6, 3):13041 1304 0 72001 n[6] n[OJ n[8]
c [ 7] 1 DC c[ 3] 1( 7, 3):10881 1088 0 24001 n[7]
c [ 9] 1 nc c[ 3] 1( 9, 3):15381 1538 0 96001 0[9] n [5] n[10J n[4)
Neighbors of Component[l]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]:( 1,2):1210> <c[ 6]:( 0,1):3434> <c[ 7):( 1, 7):2034>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]:( 2, 3): 988> <c[ 1]: ( 2, 1):1210> <c[ 6J:( 0, 2):3496> <c[ 7]:( 2, 7):2252>}
Neighbors of Component [6]: <Component#: (link: cost) >
{<c[ 3]:( 6,3):1304> <c[ 1]:( 0, 1):3434> <c[ 2J:( 0,2):3496> <e[ 7]:( 0, 7):1604>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1]:( 7, 1):2034> <c[ 2]:( 7,2):2252> <e[ 6]:( 0, 7):1604>}
Neighbors of Component[9): <Component#:(link:cost»
{<e[ 3J:( 9, 3):1538>}
A = {(S,O) (9,5) (5,10) (9,4) (6,0) (1,3) (2,3) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight 1Degree IDepth
------+-----+------+------+-----
n [ 0] Ic [ 6J 1 24001 21 2
n[ lJle[ lJI 24001 11 1
n [ 2J 1e [ 2J 1 2400r 11 1
.n [ 3] 1e [ 3J 1 696001 21 0
n[ 4]le[ 9J 1 24001 11 2
n[ 5] Ic[ 9] 1 24001 21 2
n[ 6J Ic [ 6] 1 24001 11 1
n[ 7]le( 7]1 24001 01 1
n [ 8]' e [ 6] I 24001 11 3
n[ 9] Ic[ 9] 1 24001 21 1
n[10] Ic[ 9] I 24001 11 3
8): The smallest Tradeoff(c[6])=0
Merge Comp(6) and Comp(3) by a link(6,3)
•• Current Component Information .*
<Comp#IConRt 1Nearest I Link :CostlCostRt ITradeofflWeightlNodes >
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-----+------+-------+-----------+-------+--------+------+-----
c [ 1) 1 c c [ 3) I( 1, 3): 4321 432 0 24001 n [1)
c [ 2) I c c[ 3] I( 2, 3): 9881 988 0 24001 n(2)
c [ 3) I *c c[ 3) I( 3,3): 2001 200 0 696001 n(3)
c [ 6) I c c [ 3] I ( 6, 3):13041 1304 0 72001 n(6) nCO) n[8)
c[ 7) I nc c[ 3) I( 7,3):10881 1088 0 24001 n[7]
c[ 9) I nc c [ 3J I ( 9, 3): 15381 1538 0 96001 n[9] n[5) n[10) n[4)
Neighbors of Component (1) : <Component': (link:cost»
{<c [ 3): ( 1, 3) : 432> <c[ 2):( 1, 2):1210> <c[ 6]:( 0, 1):3434> <c[ 7]:( 1, 7):2034>}
Neighbors of Component[2]: <Component#:(link:cost»
{<c[ 3]:( 2, 3) : 988> <c[ 1):( 2, 1):1210> <c[ 6]:( 0, 2):3496> <c[ 7]:( 2, 7):2252>}
Neighbors of Component[6]: <C9mponent#:(link:cost»
{<c[ 3):( 6, 3):1304> <c[ 1):( 0, 1):3434> <c[ 2):( 0, 2):3496> <c[ 7]:( 0, 7): 1604>}
Neighbors of Component[7): <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1):( 7, 1):2034> <c[ 2):( 7,2):2252> <c[ 6):( 0, 7):1604>}
Neighbors of Component[9): <Component#:(link:cost»
{<c[ 3]:( 9, 3):1538>}
A = ((a,O) (9,5) (5,10) (9,4) (6,0) 0,3) (2,3) (6,3) }
*. Curre,nt Node Information (' .. , indicates a root node) ••
Node# 1Comp# IWeigh,t IDegree IDepth
------+-----+------+------+-----
n[ 0] Ic[ 6] I 24001 21 2
n [ 1] Ie[ 1] I 24001 11 1
n [ 2] Ic[ 2] 1 24001 11 1
*n ( 3] Ie [ 3J 1 696001 31 0
n[ 4) Ic[ 9] 1 24001 11 2
n[ 5)lc( 9)1 24001 21 2
n( 6] Ic[ 6) I 24001 21 1
n( 7) 1c[ 7) I 24001 01 1
n[ 8) Ic[ 6J I 24001 11 3
n( 9] 1c[ 9] I 24001 21 ~
n[10J Ic[ 9] I 24001 11 3
9): The smallest Tradeoff(c[7])=0
Merge Comp(?) and Comp(3) by a link(7,3)
** Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight 1Nodes >
-----+------+-------+------------+-------+--------+------+------
c[ 1] I c c[ 3] I ( 1, 3): 4321 432 0 24001 n[1]
c[ 2] I c c[ 3] 1( 2, 3) : 9881 988 0 24001 n[2]
c [ 3J I ·c c[ 3] I ( 3, 3) : 2001 200 0 696001 n[3]
c [ 6) I c e[ 3) I ( 6, 3): 13041 1304 0 72001 n[6] nCO) nCB)
c [ 7) I c c[ 3) 1( 7, 3):10881 1088 0 24001 n[7J
c [ 9) I nc c[ 3] I ( 9, 3):15381 1538 0 96001 n[9] n[5J n [10] n[4]
Neighbors of Component [1] : <Component': (link:cost»
{<c[ 3):( 1, 3) : 432> <c[ 2]; ( 1, 2): 1210> <c [ 6]: ( 0, 1):3434> <c[ 7]:( 1, 7):2034>}
Neighbors of Component(2): <Component#:(link:cost»
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{<c[ 3]:( 2, 3): 988> <c[ 1]:( 2, 1):1210> <c[ 6]:( 0,2):3496> <c[ 7]:( 2, 7):2252>}
Neighbors of Component(6]: <Component#:(link:cost»
{<c [ 3]: ( 6, 3): 1304> <c [ 1]: ( 0, 1): 3434> <c [ 2]: ( 0, 2): 3496> <c [ 7] : ( 0, 7): 1604>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3]:( 7,3):1088> <c[ 1]:( 7,1):2034> <c[ 2]:( 7,2):2252> <c[ 6]:( 0, 7):1604>}
Neighbors of Component [9]: <Component': (link: cost) >
{<c[ 3]:( 9, 3):1538>}
A = ((8,O) (9,5) (5,10) (9,4) (6,0) 0,3) (2,3) (6,3) (7,3) }
•• Current Node Information ('.' indicates a root node) ••
Node# IComp# IWeight IDegree IDepth
------+-----+------+------+-----
n[ 0] Ic[ 6] 1 24001 2 2
n [ 1]1 c [ 1] I 24001 1 1
n [ 2] 1c[ 2] 1 24001 1 1
*n [ 3] Ic[ 3] I 696001 4 0
n[4]lc[9]1 24001 1 2
n [ 5] Ie [ 9] I 24001 2 2
n[ 6] 1c [ 6] I 24001 2 1
n[7]Ic[7J1 24001 1 1
n[ 8] Ic [ 6] I 24001 1 3
n[ 9]lc[ 9]1 24001 2 1
n[10) Ie [ 9] I 24001 1 3
10): The smallest Tradeoff(c[9])=0
Merge Comp(9) and Comp(3) by a link(9,3)
•• Current Component Information ••
<Comp#IConRt INearest I Link :CostlCostRt ITradeoff IWeight INodes >
-----+------+-------+------------+-------+--------+------+------
c [ 1] I c c( 3J I( 1, 3): 4321 432 0 24001 n[l]
c [ 2] I c c[ 3J I( 2, 3): 98BI 9BB 0 24001 n [2]
c [ 3] I *c c [ 3] I ( 3, 3): 2001 200 0 696001 n[3]
c[ 6] I c c[ 3) I ( 6, 3):13041 1304 0 72001 n[6] nCO) n[B)
c [ 7] I c c [ 3] I ( 7, 3):10881 1088 0 24001 n[7]
c[ 9] I c c[ 3) I ( 9, 3):153BI 1538 0 96001 n[9] n[5] n (10) n[4]
Neighbors of Component[1]: <Component#:(link:cost»
{<c[ 3]:( 1, 3): 432> <c[ 2]: ( 1,2):1210> <c[ 6]:( 0, 1):3434> <c[ 7]:( 1, 7):2034>}
Neighbors of Component [2] : <Component#:(link:cost»
{<c[ 3]: ( 2, 3): 988> <c[ 1]: ( 2, 1) : 1210> <c [ 6]: ( 0,2):3496> <c[ 7]:( 2, 7):2252>}
Neighbors of Component [6] : <Componen.t#: (link: cost) >
{<c [ 3J : ( 6, 3):1304> <c[ 1]:( 0, 1):3434> <c[ 2]:( 0.2):3496> <c[ 7]:( 0, 7):1604>}
Neighbors of Component[7]: <Component#:(link:cost»
{<c[ 3):( 7,3):1088> <c[ 1]:( 7,1):2034> <c[ 2]:( 7,2):2252> <c[ 6]:( 0, 7):1604>}
Neighbors of Component [9) : <Component#: (link:cost»
{<c[ 3]:( 9, 3):1538>}
A = ((8,0) (9,5) (5,10) (9,4) (6,0) 0,3) (2,3) (6,3) (7,3) (9,3) }
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•• Current Node Information (J.' indicates a root node) ••




n [ 1] Ic ( 1] I
n [ 2] I c [ 2] I
.n [ 3] I c [ 3] I
n [ 4] Ic [ 9] I
n[ S]lc[ 9]1
n [ 6] Ie [ 6] 1
n [ 7] Ic[ 7] I
n [ 8] Ic[ 6] I
n [ 9] Ic[ 9] I


































••• Complete EW Algorithm •••













Total Net~ork Cost = 10748
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