Abstract: We formulate and study numerically a new, parameter-free stabilized finite element method for advection-diffusion problems. Using properties of compatible finite element spaces we establish connection between nodal diffusive fluxes and one-dimensional diffusion equations on the edges of the mesh. To define the stabilized method we extend this relationship to the advection-diffusion case by solving simplified one-dimensional versions of the governing equations on the edges. Then we use H(curl)-conforming edge elements to expand the resulting edge fluxes into an exponentially fitted flux field inside each element. Substitution of the nodal flux by this new flux completes the formulation of the method. Utilization of edge elements to define the numerical flux and the lack of stabilization parameters differentiate our approach from other stabilized methods. Numerical studies with representative advection-diffusion test problems confirm the excellent stability and robustness of the new method. In particular, the results show minimal overshoots and undershoots for both internal and boundary layers on uniform and non-uniform grids.
Introduction
In this paper we formulate and study a new, parameter-free stabilized finite element method for the scalar advectiondiffusion equation
Our main focus is on advection-dominated problems where the diffusion coefficient ε is much smaller than the magnitude of the advective velocity vector u. It is well known that in this case Galerkin methods for (1) can develop spurious oscillations if the mesh size does not resolve solution features such as internal and/or boundary layers. Because for small ε the required level of mesh refinement is impractical, stabilized Galerkin methods [3, 5, 10, 11, [13] [14] [15] are a popular alternative. We refer to [7, 18, 19] for numerical studies of various stabilized methods.
Many stabilized Galerkin methods involve a mesh-dependent stabilization parameter. The quality of the finite element solution depends critically on the choice of this parameter. Yet, with the exception of one-dimensional problems, finding the optimal stabilization parameters for different settings remains an open problem [7, 18] . Dependence of this parameter on constants that are known exactly only in special cases [12] is one part of the puzzle. Another is that different solution features, such as interior layers and boundary layers along Dirichlet boundaries may require different selection strategies; see [18] . As a result, definition of stabilization parameters often relies on heuristic arguments [6] that may depend on the mesh configuration and/or the solution features.
In this paper we formulate a parameter-free stabilized finite element method for (1) using the lowest-order nodal and edge elements. Using the fact that these finite element spaces belong to an exact sequence [2] we first establish connection between nodal Galerkin diffusive fluxes and one-dimensional diffusion equations on the edges of the mesh. To define our stabilized method we extend this relationship to the advection-diffusion case by solving simplified one-dimensional versions of the governing equations (1) on the edges. Then we use the edge elements to expand the resulting edge fluxes into an exponentially fitted flux field inside each element. Substitution of the nodal Galerkin flux by this new flux completes the formulation of the method. This substitution modifies the trial space and differentiates our method from other Petrov-Galerkin stabilized methods, which modify the test space. Utilization of edge elements to define the numerical flux and the lack of stabilization parameters are two other distinguishing characteristics of our method, which we call Exponentially Fitted Flux Galerkin, or EFFG for short. One can view the EFFG as a finite element extension of the classical Scharfetter-Gummel (SG) idea [22] to unstructured grids.
Preliminary computational studies reveal that the EFFG method is flexible, robust, and performs reliably over a wide range of test problems and Péclet numbers, without requiring user intervention for tuning or calibration. Our method is less dissipative than the classical artificial diffusion method, but more dissipative than the SUPG [14] . However, it handles both internal and boundary layers, and does not exhibit significant crosswind oscillations, which require the additional discontinuity capturing (DC) term [15] in the SUPG. We recall that this term depends on the solution itself, thereby turning SUPG+DC into a nonlinear method, even though (1) is linear.
However, the attractive computational properties of our method are not without some costs. The EFFG weak equation is not a weighted residual formulation, i.e., the method is not consistent in the usual Galerkin sense. Thus, using the lowest-order C 0 element yields a first-order accurate formulation. Higher-order elements can be an effective way to improve the accuracy of the method and are the subject of an ongoing effort.
Exponentially fitted conforming finite elements [1, 21, 24, 25] are another approach with similar roots. These methods define exponentially fitted H 1 (Ω)-conforming basis functions using one-dimensional advection-diffusion problems similar to the ones we solve on the edges of the mesh. However, the exponentially fitted basis functions and their derivatives are not known in closed form. Computation of their point values requires solution of multiple one-dimensional problems [24] . Consequently, the cost of these methods is proportional to the number of integration points in the mesh. In contrast, in our method the number of one-dimensional problems is always equal to the number of edges in the mesh. In addition, extension of edge fluxes into exponentially fitted element fluxes uses only standard edge elements.
A related, yet different approach is the stabilized Generalized Finite Element method (GFEM) [23] . This method uses the partition of unity property of Lagrangian nodal shape functions to incorporate "enrichment" functions which capture the exponential character of the exact solution of (1) in the advection-dominated case. As with other GFEM, this method requires weak enforcement of Dirichlet boundary conditions by penalty. In addition to choosing the penalty parameter, the user must also choose the level of enrichment (enriched, partially enriched or unenriched) for the nodes in the mesh, i.e., this method continues to require a non-trivial level of user intervention. In contrast, our formulation does not require any such intervention and adjusts automatically to the salient problem features.
Our paper is organized as follows. The rest of this section introduces the basic notation. Section 2 presents the EFFG method. In subsection 2.3 we discuss implementation of the method and subsection 2.4 provides some information about the resulting algebraic equations and their interpretation. Section 3 contains numerical studies and Section 4 summarizes our findings.
Notation
In this paper Ω is a bounded region in R , = 2 3, with Lipschitz-continuous boundary ∂Ω. The Neumann and Dirichlet parts of the boundary are Γ N and Γ D , respectively, and H (Ω) is the Sobolev space of order . When = 0 we use the standard notation L 2 (Ω). The space of all square integrable vector fields whose curl is also square integrable is H(curl Ω). Selection of a vertex ordering induces orientation of the edges in E(Ω). There are exactly two ways to order the vertices and of an edge : either is the first vertex or is the first vertex. Because the edge notation is regardless of the vertex order, we encode the orientation of by an integer σ ,
if is the first vertex of , i.e., the vertex order is → 1 if is the second vertex of , i.e., the vertex order is ← .
The oriented unit tangent on always points towards the second vertex of the edge,
The main goal of this paper is to present the basic idea of our approach. For this reason we formulate the EFFG method using the lowest-order H 1 (Ω)-conforming and H(curl Ω)-conforming finite element spaces, which provide a simple, yet sufficiently complete setting for the method. We denote these spaces by G (Ω) and C (Ω), respectively. Thus, G (Ω) is the C 0 piecewise linear, bilinear or trilinear finite element space and C (Ω) is the lowest-order Nédélec edge element space [20] . The latter contains piecewise smooth vector fields whose tangential component is continuous along the element edges, thus the monicker "edge elements". The basis of G (Ω) is {N }, ∈ V (Ω). We assume that N is the standard nodal, or Lagrangian basis, i.e.,
There are two standard unisolvent sets of degrees of freedom 1 for the lowestorder Nédélec element: the mean of the tangent component of − → W along an edge, or the value of this component at the edge midpoint. In this paper we use the former, that is, basis functions have the property
With this choice at the edge midpoint
We note that 
Formulation of the method
The standard Galerkin finite element method for (1) seeks a function
such that
where F (φ ) = ε∇φ − uφ . The vector field F (φ ) is a nodal Galerkin approximation of the exact total flux F (φ) = ε∇φ − uφ. To motivate our approach we examine (4) in the pure diffusion limit and establish a relationship between the nodal Galerkin flux F (φ ) and one-dimensional diffusion equations on the edges of the mesh.
Theorem 2.1.
Assume that u = 0 and 0 ≤ ≤ is the natural length parameter on edge . The nodal Galerkin flux admits the representation
where the edge fluxes
and φ( ) solves the one-dimensional edge diffusion equation
The nodal values of φ provide the boundary data in (6).
Proof. For clarity 2 we present the proof for pure Neumann conditions when (3) reduces to With this assumption, in the pure diffusion limit
The exact sequence property of compatible finite element spaces [2] implies that ∇G (Ω) ⊂ C (Ω), and in particular, ∇N ∈ C (Ω). Moreover, for the lowest order nodal and edge finite element spaces there holds [4] 
Combining (7) and (8) yields
Without loss of generality we may assume that the vertices of are ordered as → and so, σ = −1. After exchanging the order of summation in (9) we arrive at
On the other hand, a straightforward calculation shows that
is the exact solution of (6) . As a result,
which proves the theorem.
Returning to the general case, recall that the nodal flux F (φ ) = (ε∇φ − uφ ) is not appropriate for advectiondominated problems and solutions of (4) can develop spurious oscillations when ε |u|. The representation (5) prompts us to seek an alternative to F (φ ) in terms of edge elements
where F are edge fluxes that incorporate the local behavior of the exact solution of (1). Theorem 2.1 reveals that in the diffusion limit these fluxes correspond to pure diffusion problems on each edge. Accordingly, in the general case we propose to define F by solving one-dimensional advection-diffusion equations on the mesh edges.
The discrete edge fluxes
We retain the assumption that has orientation σ = −1. Along we consider the following one-dimensional boundary value problem (BVP):
where = u · and ε = ε| are the edge velocity and diffusion, respectively. This BVP extends (6) to the general advection-diffusion case. As before, the unknown nodal coefficients and of the finite element solution (3) specify the boundary data.
To solve (11) we approximate and ε by their mean edge values and ε , respectively. A straightforward calculation reveals that the exact solution of the simplified edge equation is
where α = /ε is the edge Péclet number. Following (6) we define the edge fluxes using the total flux of (12),
To develop a more computationally stable expression we multiply and divide this formula by exp (−β ), where β = α /2. This yields
Few simple steps transform this formula into
Remark 2.2.
In (13) the scaling of the total flux ε φ ( ) − φ( ) by is dictated by the choice of the degrees of freedom for the edge element basis { − → W }. Indeed, since F (φ ) approximates F (φ), property (2) implies that
Changing the degrees of freedom in the edge element from mean edge values to midpoint edge values changes the scaling of the basis functions. Instead of (2) we have
and, instead of (15), the identity F ≈ F (φ) · . In this case the discrete edge flux (13) does not require the edge length factor .
The stabilized formulations
Using the edge fluxes (14) as coefficients in (10) yields
The vector field (16) belongs to C (Ω) and defines an exponentially fitted flux on Ω. To complete the formulation of the EFFG method we replace the nodal Galerkin flux F (φ ) in (4) by F (φ ). Therefore, the new method seeks φ ∈ G (Ω) such that
The use of (16) stabilizes the variational equation (17) without an explicit stabilization parameter. As a result, the EFFG method does not require additional tuning or calibration to the problem on hand.
While the EFFG is not a weighted residual formulation, in the pure diffusion limit it recovers the standard Galerkin method for the Poisson equation. The following lemma establishes this fact.
Lemma 2.3.
Assume that ε is constant and (16) defines F (φ ). Then
As a result,
Therefore, in the diffusion limit F (φ ) converges to the nodal Galerkin flux F (φ ) = ε∇φ . This proves the lemma.
Implementation
To discuss implementation of the EFFG note that the left hand side in (17) has the form
The expression (18) defines the discretization matrix K of the method. Formally, assembly of (18) requires loop over element edges and a global edge data structure, yet the unknowns are the nodal degrees of freedom of φ , i.e., the same as in a standard Galerkin or a stabilized method for (1). To facilitate reuse of existing code infrastructures for nodal finite elements it is desirable to provide an alternative vertex-based formulation of (18) .
To this end we collect all terms in (16) that share the same nodal degree of freedom associated with vertex . These terms correspond to the edges in E( ) and so, we arrive at an equivalent vertex-based expression for (16) ,
The corresponding vertex-based formulation of the EFFG method is: seek φ ∈ G (Ω) such that
The weak problem (19) is equivalent to a linear algebraic system of equations
for the unknown coefficient vector = ( 1 ) of φ . The matrix of this system has element
The element K involves the products of the edge basis functions, associated with the edges E( ) connected to the trial basis function vertex and the gradient of the test nodal basis function at the vertex . Given an element K ∈ K (Ω), we assemble K from its element contributions
It appears that the computation of K still requires a global vertex-to-edge data structure, which is not normally a part of standard nodal finite element codes. In practice, such a data structure is not necessary and the implementation of (22) requires only a local vertex-to-edge connectivity for the reference element, which can be added to the code without significant efforts.
For simplicity, we explain the computation of K in two dimensions. In this case, the set E( ) ∩ E(K ) contains exactly two edges, which we denote by 1 and 2 , respectively. Let W 1 and W 2 denote the corresponding reference edge basis functions on the reference element K , and N  the reference element nodal basis function corresponding to the test vertex . The physical-to-reference element map F : K → K has Jacobian DF . Then,
Computation of the element contributions (23) can be easily incorporated into a standard nodal Galerkin finite element assembly. The only additional information required for that purpose are the local edge numbers of the edges connected to the local vertices of the reference element. Advance computation of
for each edge can further improve the performance of the method.
Algebraic interpretation
From Lemma 2.3 it follows that in the pure diffusion limit the linear system (20) reduces to the standard stiffness matrix of the weak Poisson equation and
Using the exactness property (8) one can show that this stiffness matrix has the factorization
where D is the node-to-edge connectivity matrix and E is the Gramm matrix of the edge element basis,
see [4] for details. Upon inspection of (21) it is clear that in the general case we have similar factorization
where F has the same sparsity pattern as D but the row elements are respectively. The stiffness matrix (24) generalizes a Laplacian stencil on uniform grids to unstructured grids. Therefore, we can interpret (25) as a generalization of an exponentially fitted stencil for the advection-diffusion operator to unstructured finite element grids.
Computational study
In all numerical examples Ω is the unit square [0 1] 2 , Γ D = ∂Ω, Γ N = ∅, and K (Ω) is a conforming, logically Cartesian, but not necessarily uniform, finite element partition of Ω into quadrilateral elements K . Therefore, G (Ω) is the isoparametric bilinear finite element space.
For each example problem we specify the advective velocity u, the diffusion coefficient ε, the Dirichlet boundary data , and the forcing term . The boundary
are the bottom and top sides of Ω and
are the left and the right sides of Ω, respectively.
Numerical methods
Our numerical study compares the EFFG method (18) with the SUPG [6] and the classical artificial diffusion (AD) methods. For bilinear elements the SUPG formulation does not include a second-order term,
It is worth pointing out that for the lowest-order nodal element many other residual-based stabilized formulations for the steady state problem (1), such as the Subgrid Scale Stabilized method [10, 13] and the unusual stabilized method [9] assume essentially the same form as (26). As a result, for such elements the formulation (26) used in our study is in fact representative of a wide class of stabilized methods.
Since our study uses isoparametric bilinear elements we adopt a definition of the stabilization parameter τ that depends on the directional Péclet numbers in each element; see [6] . Given a quadrilateral element K let L R and T B denote the two pairs of opposing edges in the element. The two segments connecting the midpoints of these opposing edges, that is
respectively, define the characteristic element directions. The lengths of these segments are the element characteristic lengths ξ and η, i.e., ξ = |ξ| and η = |η|. The directional Péclet numbers on K are
where u ξ = u · ξ and uη = u · η are the directional velocities along ξ and η, and ξ and η are the unit vectors along ξ and η. Following [6] we set
We refer to [6, 16, 18] 
Example problems Example 1: Manufactured solution
We consider a polynomial manufactured solution φ = 3 − 2 . Substitution of the exact solution into the PDE (1) defines the boundary data and the forcing term. The velocity field for the manufactured solution is defined in Example 3 below.
Example 2: Horizontal advection
In this example
With this data, the solution of (1) develops an exponential boundary layer at the right side Γ R .
Example 3: Skew advection
This example specializes the advection test case [8, Example 3.1.3, p. 118] to the unit square
cos π/6
Discontinuity in the boundary data gives rise to an internal layer of width O(
√ ε). Near Γ T the solution of (30) develops
an exponential boundary layer to match the prescribed boundary data on Γ T .
Example 4: Double glazing
This example specializes the double-glazing test problem [8, Example 3.1.4, p. 119] to the unit square
Problem (31) models temperature distribution in a cavity with a "hot" external wall (Γ R ). The discontinuities at the two corners of the hot wall create boundary layers near its corners.
Computational grids
Our numerical study employs two different families of structured quadrilateral grids. Coordinate maps
specify the mesh node positions. In (32), M and M are the numbers of cells in and direction, respectively, γ is a real parameter, and
are the coordinates of an initial (uniform) grid, respectively. The first grid family corresponds to
All grids in this family form uniform partitions of Ω into square elements. The coordinate maps
where are uniformly distributed random numbers in [−1 1], and γ ≥ 0 is a real-valued parameter, define the second family of grids. The grids corresponding to (33) are random perturbations of an initial uniform grid. The nodes on the vertical sides are not allowed to move horizontally and the nodes on the horizontal sides are not allowed to move vertically. The value of γ specifies the strength of the perturbation.
For the computational study we set γ = 0. This value allows the and coordinates of the mesh nodes to move up to 1/4 of the initial uniform element size along their respective coordinate axes. Figure 1 shows a representative example of the resulting randomly perturbed grids.
Numerical results
The numerical study of the EFFG method comprises two sets of numerical experiments. The first set compares the performance of the new method with the classical artificial diffusion (AD) (28) and SUPG (26) methods for the benchmark advection test problems in Examples 2-4. The second set of experiments examines the convergence rates of the EFFG formulation using the manufactured solution from Example 1.
Benchmark advection test problems
In this study we solve the horizontal advection, the skew advection, and the double glazing problems using the EFFG, AD and SUPG methods and compare the resulting numerical solutions. For this study we use 33 × 33 uniform and randomly perturbed grids and set ε = 0 00001. 
Horizontal advection
For this example, the largest Péclet numbers on the uniform and the randomly perturbed grids are 1563 and 2218, respectively. Figure 2 shows the contour plots of the corresponding AD, EFFG and SUPG numerical solutions. As expected, the AD solution is the most diffusive irregardless of the grid type. On the randomly perturbed grid the EFFG solution is slightly more diffusive than the SUPG solution but exhibits less oscillations. However, on the uniform grid, the EFFG solution is identical to the SUPG solution, suggesting that in this particular case the two methods are equivalent. The plots in Figure 3 provide further information about the differences between the three methods on the non-uniform randomly perturbed grid. In particular, the side view of the solutions in the bottom row reveals that the SUPG solution develops a significant overshoot, whereas the overshoot in the EFFG solution is minimal. The data in Table 1 confirms that the solution of the former exceeds the global upper bound by 22 %, whereas the solution of the latter violates this bound only by 2 %. 
Skew advection
For this example, the largest Péclet numbers on the uniform and the randomly perturbed grids are 1563 and 2066, respectively. Insofar as the resolution of the internal layer is concerned, the plots in Figures 4-5 show that the EFFG solution is more diffusive than the SUPG solution but substantially less diffusive than the AD solution. However, the smearing of the boundary layer by the EFFG solution is minimal and is essentially the same as in the SUPG solution. Furthermore, on both grids the SUPG solution develops significant overshoots in the upper left corner of the computational domain. On the randomly perturbed grid the SUPG solution violates the global upper solution bound by 12 %, whereas on the uniform grid the overshot exceeds 30 %. The overshot in the EFFG solution in both cases is below 10 %. On the two grids the SUPG solution also violates the global lower solution bound by 5 % and 4 %, respectively, whereas the EFFG solution does not develop undershoots.
This suggests that the definition (27) of τ provides insufficient stabilization for this test problem. Examination of this issue is beyond the scope of our paper. Instead, the main points of the study are to illustrate (a) the dependence of the SUPG solution on the definition of τ, and (b) the need to adjust this definition depending on the problem. In particular, the scaled asymptotic limit Top row: uniform grid. Bottom row: randomly perturbed grid.
is sometimes used in lieu of (27) to provide stronger stabilization for internal layers. The plots in Figures 6-7 confirm that τ inf does improve the stability and that using (34) significantly reduces the overshot along the internal layer in the SUPG solution. Table 2 shows that for both grids the violation of the upper bound in the SUPG solution drops below 10 %. However, while (34) improves the quality of the internal layer, it also diffuses the boundary layer, which is now wider than in the EFFG solution. We refer to [18] for a more in-depth discussion of the reasons why internal and boundary layers require separate definitions of the stabilization parameter. 
Double glazing
For this example, the largest Péclet numbers on the uniform and the randomly perturbed grids are 3083 and 4222, respectively. Figures 8-9 present the plots of the corresponding AD, EFFG and SUPG solutions. As before, the AD solution is the most diffusive and completely smears the characteristic features of the solution. On the other hand, the EFFG and the SUPG solutions are qualitatively similar. In particular, the EFFG solution resolves accurately the boundary layers that are an important feature of this problem. The EFFG solution also exhibits less spurious oscillations on the randomly perturbed grid. 
Accuracy
The EFFG method (17) is not a residual-based formulation because it replaces the Galerkin nodal flux with an exponentially fitted numerical flux. As a result, we cannot expect that its convergence rates will match the best possible rates for bilinear elements. On the other hand, the numerical results in subsection 3.5 suggest that the EFFG is less dissipative than the artificial diffusion method. In particular, the handling of the boundary layers by the method is comparable to that of the SUPG. Thus, we expect that the new method will be at least as accurate as the artificial diffusion.
To quantify the accuracy of the EFFG method we estimate numerically its rates of convergence. To this end, we use the manufactured solution from Example 1 with ε = 0 001, ε = 0 00001 and the velocity field defined in (30). For completeness our study includes convergence results for the AD and the SUPG methods. Table 4 presents the convergence rates for ε = 0 001. As expected, the EFFG rates are lower than the rates of the SUPG, which is a consistent formulation. However, the EFFG rates are noticeably better than the AD rates and the EFFG errors are smaller than the AD errors on all grids. In particular, on the finest 128 × 128 grid the L 2 -norm and the H 1 -seminorm errors of the EFFG are smaller than the corresponding AD errors by a factor of 7 4 and 3, respectively. (18) , the classical artificial diffusion, and the SUPG method, for ε = 0 001 and the velocity field from Example 3. Table 5 shows that for ε = 0 00001 the EFFG still outperforms the AD both in terms of the convergence rates and the actual values of the errors. Although the difference is somewhat reduced, the L 2 -norm and the H 1 -seminorm errors of the EFFG remain smaller than the AD errors by a factor of 5 7 and 2 5, respectively. Table 5 . Comparison of the L 2 -norm and H 1 -seminorm convergence rates of the exponentially fitted flux (EFF) method (18) , the classical artificial diffusion, and the SUPG method, for ε = 0 00001 and the velocity field from Example 3. 
Conclusions
In this paper we developed and studied numerically a new, parameter-free stabilized EFFG method for the scalar advection-diffusion equation. One can interpret the EFFG method as a marriage of the Scharfetter-Gummel idea [22] with the special properties of exact sequences of finite element spaces. From the former, EFFG borrows the idea of simplified advection-diffusion equations on the edges to produce exponentially fitted edge fluxes. The latter motivate the use of edge elements to expand the edge fluxes into an H(curl)-conforming flux field.
The combination of these two ideas sets the EFFG apart from the existing approaches and results in a parameter-free stabilized method. The numerical studies demonstrate that the EFFG performs well for a representative set of benchmark advection test problems and that it does not require user intervention or additional calibration to handle different types of solution features such as internal and boundary layers, or when the grids become non-uniform.
The method is first-order accurate but is less dissipative than the classical artificial diffusion. Moreover, numerical results suggest that while formal convergence rates of the EFFG are comparable to that of the AD, qualitatively the new method is superior to AD and produces noticeably more accurate results. Extension of the EFFG method to higher-order edge elements is in progress and will be reported in a forthcoming paper. 
