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PERIODIC QUANTUM GRAPHS WITH PREDEFINED SPECTRAL GAPS
ANDRII KHRABUSTOVSKYI 1,2
ABSTRACT. Let Γ be an arbitrary Zn-periodic metric graph, which does not coincide with a line. We
consider the Hamiltonian Hε on Γ with the action −ε−1d2/dx2 on its edges; here ε > 0 is a small
parameter. Let m∈N. We show that under a proper choice of vertex conditions the spectrum σ(H ε ) of
H ε has at least m gaps as ε is small enough. We demonstrate that the asymptotic behavior of these gaps
and the asymptotic behavior of the bottom of σ(H ε ) as ε → 0 can be completely controlled through a
suitable choice of coupling constants standing in those vertex conditions. We also show how to ensure
for fixed (small enough) ε the precise coincidence of the left endpoints of the first m spectral gaps with
predefined numbers.
INTRODUCTION
Traditionally the name quantum graph refers to a pair (Γ,H ), where Γ is a network-shaped struc-
ture of vertices connected by edges of certain positive lengths (metric graph) andH is a second order
self-adjoint differential operator on Γ (Hamiltonian). Hamiltonians are determined by differential op-
erations on the edges and certain interface conditions at the vertices. We refer to the monograph [5]
for a broad overview and an extensive bibliography on this topic.
Quantum graphs arise naturally in mathematics, physics, chemistry and engineering as simplified
models of wave propagation in quasi-one-dimensional systems looking like narrow neighborhoods
of graphs. Typical applications include quantum wires [23, 24], photonic crystals [29, 30], graphene
and carbon nanostructures [21, 31], quantum chaos [25, 26] and many other areas. For more details
concerning origins of quantum graphs see [27] and [5, Chapter 7].
In various applications (for example, to aforementioned graphene and carbon nano-structures, and
photonic crystals) periodic infinite graphs are studied. In what follows in order to simplify the pre-
sentation (but without any loss of generality) we assume that our graphs are embedded into Rd for
some d ∈ N. An infinite metric graph Γ ⊂ Rd is said to be Zn-periodic (n ≤ d) if it invariant under
translations through some linearly independent vectors ν1, . . . ,νn ∈ Rd . The Hamiltonian H on a
Zn-periodic metric graph Γ is said to be periodic if it commutes with these translations.
It is well-known that the spectrum of a periodic Hamiltonian on a periodic metric graph can be
represented as a locally finite union of compact intervals (spectral bands). The bounded open interval
is called a gap if it has an empty intersection with the spectrum, but its ends belong to it. The band
structure of the spectrum suggests that gaps may exist in principle. In general, however, the presence
of gaps is not guaranteed: two spectral bands may overlap, and then the corresponding gap disappears.
For instance, if Γ is a rectangular lattice,H is defined by the operation −d2/dx2 on the edges and the
standard Kirchhoff conditions at the vertices, then σ(H ) has no gaps – it coincides with [0,∞).
Existence and locations of spectral gaps are of primary interest because of various applications, for
example in physics of photonic crystals – periodic nanostructures, whose characteristic property is
that the light waves at certain optical frequencies fail to propagate in them, which is caused by gaps in
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the spectrum of the Maxwell operator or related scalar operators. For more details we refer to [29,30],
where periodic high contrast photonic and acoustic media are studied in high contrast regimes leading
to appearance of Dirichlet-to-Neumann type operators on periodic graphs.
To create spectral gaps one can use geometrical means. For example, given a fixed graph we
“decorate” it changing its geometrical structure at each vertex: either one attaches to each vertex
a copy of certain fixed compact graph [28] (see also [39] where similar idea was used for discrete
graphs) or in each vertex one disconnects the edges emerging from it and then connects their loose
endpoints by a certain additional graph (“spider”) [8, 37].
Another way to open spectral gaps is to use “advanced” vertex conditions. For example, as we
already noted the spectrum of the Kirchhoff Laplacian on a rectangular lattice has no gaps, however
(see [9]) if we replace Kirchhoff conditions by the so-called δ -conditions of the strength α 6= 0 one
immediately gets infinitely many gaps provided the lattice-spacing ratio is a rational number.
Further results on spectral gaps opening for periodic quantum graphs as well as on various estimates
on their location and lengths can be found in [1, 3, 6, 10, 13, 14, 20–22, 31–36].
When designing materials with prescribed properties it is desirable not only to open up spectral
gaps, but also be able to control their location and length – via a suitable choice of operator coef-
ficients or/and geometry of the medium. We addressed this problem for various classes of periodic
operators in a series of papers [4, 11, 17–19]. In particular, periodic quantum graphs were treated
in [4]. In this paper the required structure for the spectrum is achieved via the combination of two
approaches described above: taking a fixed periodic graph Γ0 we decorate it attaching to each period
cell m compact graphs Yi j; here j = 1, . . . ,m, while the subscript i ∈ Zn indicates to which period cell
we attach Yi j (see Figure 1, here m = 2). On Γ we considered the Hamiltonian Hε defined by the
operation −ε−1d2/dx2 on the edges and the Kirchhoff conditions in all its vertices except the points
of attachment of Yi j to Γ0 – in these points we pose (a kind of) δ ′-conditions1. Note, that the vertex
conditions we dealt with in [4] “generate” only Hamiltonians with inf(σ(Hε)) = 0. It was proven
that σ(Hε) has at least m gaps for small enough ε , these gaps converge (as ε → 0) to some intervals
(A j,B j)⊂ [0,∞) whose location and lengths can be nicely controlled by a suitable choice of coupling
constants standing in those δ ′-conditions and a suitable choice the “sizes” of attached graphs Yi j.
Yi1
PPi
Yi2)
Γ0PPq
FIGURE 1. Example of a periodic graph utilized in [4]
In the current paper we continue the research started in [4]. We will prove that the required struc-
ture of the spectrum can be achieved solely by an appropriate choice of vertex conditions without
any assumptions on the graph geometry. Namely, let Γ be a Zn-periodic metric graph. The only
assumption we impose on it is that Γ does not coincide with a line. On Γ we consider the Hamilton-
ian Hε defined by the operation −ε−1d2/dx2 on edges and either Kirchhoff, δ or δ ′-type (different
from those treated in [4]) conditions at vertices – see (1.7)-(1.9). We prove that σ(Hε) has at least m
gaps; when ε → 0 the first m gaps (respectively, the infimum of σ(Hε)) converge to some intervals
(A j,B j)⊂R, j = 1, . . . ,m (respectively, to some number B0 ∈R); the location of A j, j = 1, . . . ,m and
B j, j = 0, . . . ,m depends in explicit way from couplings constants standing in δ and δ ′-type vertex
1For the definition of δ and δ ′-conditions in the graph context see, e.g., [9].
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conditions; see Theorem 1.1. Moreover, choosing these coupling constants in a proper way one can
completely control A j and B j making them coincident with predefined numbers; see Theorem 3.1.
Note, that in contrast to [4], the limiting intervals and the bottom of the spectrum do not necessary
lie on the positive semi-axis. Finally we show that for fixed (small enough) ε one can guarantee the
precise coincidence of the left endpoints of the first m gaps with prescribed numbers; see Theorem 3.2.
The method we use to prove the convergence of spectra is different from the one used in [4], where
we utilized Simon’s result [40] about monotonic sequences of forms. In the current work we apply
the abstract lemma from [12] serving to compare eigenvalues of two self-adjoint operators acting in
different Hilbert spaces. The advantage of this approach is that we are able not only to prove the
convergence of spectra, but also to estimate the rate of convergence.
The structure of the paper is as follows. In Section 1 we introduce the HamiltonianHε and formu-
late the main convergence result. Its proof is given in Section 2. In Section 3 we demonstrate how to
control the location of spectral gaps.
1. SETTING OF THE PROBLEM AND MAIN RESULT
1.1. Metric graph Γ. Let n ∈ N and let Γ be an arbitrary connected Zn-periodic locally finite metric
graph. The only assumption we impose on the geometry of Γ is that it does not coincide with a line
(see the footnote 2 explaining the role of this assumptions) and its fundamental domain is compact (see
below). W.l.o.g. (cf. the discussion after Definition 4.1.1 in [5]) one can assume that Γ is embedded
into Rd with d = n as n ≥ 3 and d = 3 as n = 1,2. We also assume that Γ has no loops – otherwise
one can break them into pieces by introducing a new intermediate vertex.
By EΓ and VΓ we denote the sets of edges and vertices of Γ, respectively. By l = l(e) we denote the
function assigning to the edge e its length l(e). We assume that l(e)< ∞ for each e ∈ EΓ. In a natural
way we introduce on each edge e ∈ EΓ the local coordinate xe ∈ [0, l(e)], so that xe = 0 and xe = l(e)
correspond to the endpoints of e. For v ∈ VΓ we denote by E (v) the set of edges emanating from v.
The Zn-periodicity of Γ means that
Γ+νk = Γ, k = 1, . . . ,n
for some linearly independent vectors ν1, . . . ,νn ∈ Rd . Let us introduce for i = (i1, . . . , in) ∈ Zn the
mapping i· : Γ→ Γ defined by
i · x = x+
n
∑
k=1
ikνk, x ∈ Γ. (1.1)
We denote by Y a fundamental domain of Γ, i.e. a compact set (see the assumption above) satisfying⋃
i∈Zn
i ·Y = Γ, the sets Y and i ·Y may have only finitely many common points as i 6= 0.
Evidently a fundamental domain in not uniquely defined. Note that for any r = (r1, . . . ,rn) ∈ Nn0 the
graph Γ is also invariant invariant under translations through vectors νr1, . . . ,νrn defined by νrk = rkνk
The corresponding fundamental domain is the set Y r given by
Y r =
⋃
i∈I r
i ·Y , where I r = {i ∈ Zn : ik ∈ [0,rk], k = 1, . . . ,n} . (1.2)
Finally, we denote by UY the set of points of a fundamental domain Y that simultaneously belong to
“neighboring” fundamental domains, i.e.
UY = {v ∈ Y : ∃i ∈ Zn \{0} such that v ∈ i ·Y} .
An example of a Z2-periodic graph is presented on Figure 2(a). This is an equilateral hexagonal
lattice in R2, which is invariant under translations through vectors ~ν1 = (
√
3,0), ~ν2 = (−
√
3
2 ,
3
2). Its
4 ANDRII KHRABUSTOVSKYI
fundamental domain Y is highlighted in bold lines. On Figure 2(b) one sees the fundamental domain
Y r (1.2) for r = (2,2). On this figures the bold dots are vertices belonging toUY andUY r , respectively.
Y1 Y2
Y3v˜
~ν2 ~ν1
(a) (b) (c)
FIGURE 2. (a) Z2-periodic graph Γ and its fundamental domain.
(b) The fundamental domain Y r for r = (2,2).
(c) Decomposition of Y r for m = 3.
1.2. Decomposition of a fundamental domain. It is easy to see that for any m ∈N there exists such
r = (r1, . . . ,rn) ∈ Nn0 that the fundamental domain Y r (1.2) can be represented as a union
Y r =
m⋃
j=0
Yj (1.3)
of non-empty compact sets Yj, j = 0, . . . ,m satisfying the following conditions:
(i) Yj are connected, j = 0, . . . ,m,
(ii) UY ⊂ Y0, UY ∩Yj =∅, j = 1, . . .m,
(iii) ∀( j 6= 0, k 6= 0, j 6= k) : Yj ∩Yk =∅,
(iv) the sets V j := Yj ∩Y0 are non-empty and consist of vertices, j = 1, . . . ,m,
(v) Y0 has a vertex v˜ belonging neither to UY nor to ∪mj=1 Yj.
(1.4)
It is easy to see that such a decomposition is always possible for large enough r1,r2, . . . ,rn 2. Of course
such a decomposition is not unique. For example on Figure 2(c) the domain Y r is decomposed in such
a way that (1.3)-(1.4) with m = 3 holds: Y0 consists of bold solid lines, while Y1,Y2,Y3 consist of one
dashed edge, the black square is v˜.
Now, let m ∈ N be given and let us fix such r = (r1, . . . ,rn) ∈ Nn0 that the fundamental domain Y r
admits representation (1.3)-(1.4). We set for i ∈ Zn :
Vi j := ir ·V j, j = 1, . . . ,m, Yi j := ir ·Yj, j = 0, . . . ,m, v˜i := ir · v˜,
where the mapping ir· : Γ→ Γ is defined by ir · x = x+
n
∑
k=1
ikrkνk, x ∈ Γ.
The vertices belonging to Vi j will support δ ′-type conditions, the vertices v˜i will support δ -conditions,
in the remaining vertices the Kirchhoff conditions will be posed.
2 In order to achieve decomposition (1.3)-(1.4) we require our initial assumption on Γ that it does not coincide with
a line. If Γ is a line, its fundamental domain Y r would be a compact interval; one can decompose it in such a way that
properties (ii)-(v) hold, but then the set Y0 will be always disconnected.
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1.3. Functional spaces. In what follows if u : Γ→C and e ∈ EΓ then by ue we denote the restriction
of u onto the interior of e. Via a local coordinate xe we identify ue with a function on (0, l(e)).
The space L2(Γ) consists of functions u : Γ→ C such that ue ∈ L2(0, l(e)) for each edge e and
‖u‖2L2(Γ) := ∑
e∈EΓ
‖ue‖2L2(0,l(e)) < ∞.
The space H˜k(Γ), k ∈ N consists of functions u : Γ→ C such that ue belongs to the Sobolev space
Hk(0, l(e)) for each edge e and
‖u‖2
H˜k(Γ) := ∑
e∈EΓ
‖ue‖2Hk(0,l(e)) < ∞.
By H1h(Γ) we denote a subspace of H˜
1(Γ) consisting of such function u ∈ H˜1(Γ) that
• if v ∈ VΓ \
(
∪i∈Zn ∪mj=1Vi j
)
then u is continuous at v, i.e. the limiting value of u(x) when x
approaches v along e ∈ E (v) is the same for each e ∈ E (v). We denote this value by u(v);
• if v ∈ Vi j = Yi j ∩Yi0 for some i = (i1, . . . , in) ∈ Zn, j ∈ {1, . . . ,m} then
– the limiting value of u(x) when x approaches v along e ∈ E (v)∩Yi0 is the same for each
e ∈ E (v)∩Yi0. We denote this value by u0(v).
– the limiting value of u(x) when x approaches v along e ∈ E (v)∩Yi j is the same for each
e ∈ E (v)∩Yi j. We denote this value by u j(v).
1.4. OperatorHε . Let ε > 0 be a small parameter. In L2(Γ) we introduce the quadratic form hε ,
hε〈u,u〉= ε−1 ∑
e∈EΓ
‖u′e‖2L2(0,l(e))+ ∑
i∈Zn
m
∑
j=1
∑
v∈Vi j
α j|u0(v)−β ju j(v)|2+ ∑
i∈Zn
γ|u(v˜i)|2 (1.5)
on the domain dom(hε) = H1h(Γ). Here α j, β j, γ are real constants, moreover α j 6= 0, β j 6= 0 (this
assumption is needed to avoid the decoupling at the vertex v, cf. (1.9)). These constants are on our
disposal and they will be specified later in Section 3. The second and third terms in the right-hand-side
of (1.5) are indeed finite on u ∈ H˜1(Γ), this follows easily from the trace inequality [5, Lemma 1.3.8]
|u(0)|2 ≤ 2l−1‖u‖2L2(0,l)+ l‖u′‖2L2(0,l), ∀u ∈ H1(0, l)
and periodicity of Γ. It is also straightforward to verify that the form hε is densely defined in L2(Γ),
lower semibounded and closed. By the first representation theorem [16, Theorem VI.2.1] there exists
the unique self-adjoint operatorHε associated with the form hε , i.e.
(Hεu,w)L2(Γ) = hε〈u,w〉, ∀u ∈ dom(Hε)⊂ dom(hε), ∀w ∈ dom(hε), (1.6)
where hε〈u,w〉 is the sesquilinear form, which corresponds to the quadratic form (1.5).
The domain ofHε consists of functions u ∈ H1h(Γ)∩ H˜2(Γ) satisfying
∑
e∈E (v)
due
dxe
∣∣∣∣
xe=0
= 0 at v ∈ VΓ \
⋃
i∈Zn
(
{v˜i}∪
(
m⋃
j=1
Vi j
))
, (1.7)
∑
e∈E (v)
due
dxe
∣∣∣∣
xe=0
= γε u(v) at v = v˜i, (1.8)
∑
e∈E (v)∩Yi0
due
dxe
∣∣∣∣
xe=0
= α jε (u0(v)−β ju j(v)) ,
∑
e∈E (v)∩Yi j
due
dxe
∣∣∣∣
xe=0
=−α jε (u0(v)−β ju j(v))
 at v ∈ Vi j, (1.9)
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where xe ∈ [0, l(e)] is a natural coordinate on e ∈ E (v) such that xe = 0 at v. The action ofHε is
(Hεu)e =−ε−1 d
2ue
dx2e
, e ∈ EΓ. (1.10)
Condition (1.7) is usually referred as Kirchhoff coupling, condition (1.8) is known as δ -coupling of
the strength γε . We may refer to conditions (1.9) as δ ′-type coupling. The reason for this is as follows.
Suppose that v ∈ Vi j has only two outgoing edges e ∈ E (v)∩Yi0 and e˜ ∈ E (v)∩Yi j. Also let β j = 1.
Then conditions (1.9) are equivalent to
due
dxe
∣∣∣∣
xe=0
+
due˜
dxe˜
∣∣∣∣
xe˜=0
= 0, (α jε)−1
due
dxe
∣∣∣∣
xe=0
= ue|xe=0−ue˜|xe˜=0.
Taking into account the definition of coordinates xe and xe˜ we conclude that (1.9) coincides with the
usual δ ′-conditions of the strength (α jε)−1 at a point on the line [2, Section I.4].
1.5. Main results. We denote
l j := ∑
e∈EYj
l(e), j = 0, . . . ,m, N j := cardinality of V j, j = 1, . . . ,m. (1.11)
Then for j = 1, . . . ,m we set
A j := α jβ 2j N jl
−1
j . (1.12)
We assume that A j are pairwise distinct; in this case we can renumber them in such a way that
∀ j = 1, . . . ,m−1 : A j < A j+1. (1.13)
Finally, we consider the following equation (for unknown λ ∈ C\{A1, . . . ,Am}) :
λ
(
l0+
m
∑
j=1
A jl j
β 2j (A j−λ )
)
= γ. (1.14)
It is easy to show that this equation has exactly m+ 1 roots B j, j = 0, . . . ,m, they are real, moreover
(after an appropriate renumeration) these roots satisfy
B0 < A1 < B1 < A2 < B2 < · · ·< Am < Bm. (1.15)
We are now in position to formulate the first main result of this work.
Theorem 1.1. There exist such positive constants Λ0 (depending on Y ) and CA,CB, ε0 (depending on
α j, β j, γ and Y ) that the spectrum ofHε has the following structure within (−∞,Λ0ε−1] :
σ(Hε)∩ (−∞,Λ0ε−1] = [B0,ε ,Λ0ε−1]\
m⋃
j=1
(A j,ε ,B j,ε) as ε < ε0, (1.16)
where the numbers A j,ε , j = 1, . . . ,m and B j,ε , j = 0, . . . ,m satisfy
B0,ε < A1,ε < B1,ε < A2,ε < B2,ε < · · ·< Am,ε < Bm,ε < Λ0ε−1, (1.17)
moreover
0≤ A j−A j,ε ≤CAε1/2, j = 1, . . . ,m, 0≤ B j−B j,ε ≤CBε1/2, j = 0, . . . ,m. (1.18)
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2. PROOF OF THEOREM 1.1
2.1. Preliminaries. To simplify the notations we assume that the fundamental domain Y r admits
representation (1.3)-(1.4) for r = 0, i.e., already the initial fundamental domain Y admits such a rep-
resentation. In the general case one should simply change the notations accordingly.
In the following if H is a self-adjoint lower semi-bounded operator with purely discrete spec-
trum, we denote by {λk(H )}k∈N the sequence of its eigenvalues arranged in the ascending order and
repeated according to their multiplicity.
The Floquet-Bloch theory [5, Chapter 4] establishes a relationship between the spectrum of the
operatorHε and the spectra of certain operatorsH θε in L
2(Y ). Namely, let
θ ∈ Tn = {θ = (θ1, . . . ,θn) ∈ Cn, |θk|= 1 for all k = 1, . . . ,n} .
We denote by H1,θh (Γ) the set of such functions u : Γ→ C that ue ∈ H1(0, l(e)) for each e ∈ EΓ, u
satisfy the same conditions at vertices of Γ as functions from H1h(Γ), and
∀x ∈ Γ, ∀i = (i1, . . . , in) ∈ Zn : u(i · x) = θ iu(x), where θ i :=
(
n
∏
k=1
(θk)ik
)
(recall, that the mapping i· : Γ→ Γ is defined by (1.1)). We introduce the quadratic form hθε by
hθε 〈u,u〉= ε−1 ∑
e∈EY
‖u′e‖2L2(0,l(e))+
m
∑
j=1
∑
v∈V j
α j
∣∣u0(v)−β ju j(v)∣∣2+ γ |u(v˜)|2 ,
dom(hθε ) =
{
u = v|Y , v ∈ Hθh (Γ)
}
.
(2.1)
Hereinafter by EY and VY we denote the set of edges and vertices of Y , respectively; similar notations
will be used for Yj. The form hθε is densely defined in L
2(Y ), lower semibounded and closed. We
denote byH θε the operator associated with h
θ
ε . The spectrum ofH
θ
ε is purely discrete, moreover for
each k ∈ N the function θ 7→ λk(H θε ) is continuous. Consequently, the set
Lk,ε =
⋃
θ∈Tn
{
λk(H θε )
}
is a compact interval. (2.2)
According to the Floquet-Bloch theory we have the following representation:
σ(Hε) =
∞⋃
k=1
Lk,ε . (2.3)
Along with hθε we also introduce the forms h
N
ε and h
D
ε acting on the domains
dom(hNε ) = {u = v|Y , v ∈ Hh(Γ)} and dom(hDε ) = {u = v|Y , v ∈ Hh(Γ), supp(v)⊂ Y}
and with the action being again specified by (2.1). ByH Nε andH
D
ε we denote the associated opera-
tors. The spectra of these operators are purely discrete. It is easy to see that
∀θ ∈ Tn : dom(hNε )⊃ dom(hθε )⊃ dom(hDε ),
whence, using the min-max principle [7, Section 4.5], we conclude
∀k ∈ N, ∀θ ∈ Tn : λk(H Nε )≤ λk(H θε )≤ λk(H Dε ). (2.4)
In the following we mostly use two distinguished points of Tn,
θp := (1,1, . . . ,1) and θa :=−(1,1, . . . ,1). (2.5)
The subscripts p and a means periodic and antiperiodic, respectively.
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Remark 2.1. Despite in the following we work only on the level of forms one is curious to take a more
close look on the operatorsH θε ,H
N
ε ,H
D
ε . Let u ∈ dom(H ∗ε ) with ∗ ∈ {θ ,N,D}. Then
• for each e ∈ EY one has ue ∈ H2(0, l(e)),
• at the vertices from VY \UY u satisfies the same conditions as functions belonging to dom(Hε).
To describe the behaviour of u on UY we assume for simplicity that points of UY lye on the interiors
of edges of Γ (in fact, one can always choose a period cell in such a way that this assumption fulfills).
This assumption on a period cell implies, in particular, that for any v ∈UY there is only one edges of
EY (we denote it ev) emanating from v. Then we get the following boundary conditions at UY :
• u ∈ dom(H θε ) satisfies θ -periodic conditions at v ∈UY :
uew(w) = θ
iuev(v),
duew
dxew
(w) =−θ i duev
dxev
(v)
where w ∈UY is such that w = i · v for some i ∈ Zn (one can show that for each v ∈UY there
exists a unique w with w = i · v for some i ∈ Zn provided the period cell is chosen as above),
• u ∈ dom(H Nε ) satisfies Neumann conditions duedxe (v) = 0 at v ∈UY ,
• u ∈ dom(H Dε ) satisfies Dirichlet conditions ue(v) = 0 at v ∈UY .
Above xev ∈ [0, l(ev)] is a natural coordinate on ev such that xev = 0 at v; in the same way xew is defined.
The action of all operators above is given by (1.10).
2.2. Determination of Λ0. Recall, that θa ∈ Tn is given in (2.5).
Lemma 2.1. There exist Λ0 > 0 and εΛ > 0 such that
Λ0ε−1 < λm+1(H θaε ) as ε < εΛ. (2.6)
Proof. For θ ∈ Tn and ε ≥ 0 we introduce in L2(Y ) the form hθε ,
hθε 〈u,u〉= ∑
e∈EY
‖u′e‖2L2(0,l(e))+ ε
m
∑
j=1
∑
v∈V j
α j
∣∣u0(v)−β ju j(v)∣∣2+ εγ |u(v˜)|2 , dom(hθε ) = dom(hθε ).
We denote by Hθε the self-adjoint operator associated with this form. Obviously,
∀ε > 0 ∀k ∈ N : ε−1λk(Hθε ) = λk(H θε ). (2.7)
Also we observe that with respect to the space decomposition L2(Y ) = ⊕mj=0L2(Yj) the operator Hθ0
can be decomposed in a sum
Hθ0 =H
θ
0,0⊕HN0,1⊕HN0,2⊕·· ·⊕HN0,m, (2.8)
where the operators Hθ0,0, H
N
0, j are associated with the forms h
θ
0,0, h
N
0, j defined as follows,
hθ0,0〈u,u〉= ∑
e∈EY0
‖u′e‖2L2(0,l(e)), dom(hθ0,0) =
{
u = v|Y0 , v ∈ dom(hθε )
}
, (2.9)
hN0, j〈u,u〉= ∑
e∈EYj
‖u′e‖2L2(0,l(e)), dom(hN0, j) =
{
u = v|Y j , v ∈ dom(hθε )
}
. (2.10)
It is easy to see that
λ1(HN0, j) = 0, j = 1, . . . ,m, (2.11)
and the corresponding eigenspace consists of constant functions. Due to the connectivity of Yj one has
λ2(HN0, j)> 0, j = 1, . . . ,m. (2.12)
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If λ1(Hθ0,0) = 0, the corresponding eigenfunction would be constant which is possible iff θ = θp. Thus
λ1(Hθ0,0)> 0, θ 6= θp. (2.13)
It follows from (2.8), (2.11)-(2.13) that λk(Hθ0 ) = 0 for k = 1, . . . ,m, while
λm+1(Hθ0 ) = min
{
λ1(Hθ0,0);λ2(H
N
0,1); λ2(H
N
0,2); . . . ; λ2(H
N
0,m)
}
> 0, θ 6= θp. (2.14)
Using the fact that sequence of forms hθε increases monotonically as ε decreases, and moreover
limε→0hθε 〈u,u〉= hθ0 〈u,u〉, ∀u ∈ dom(hθε ) = dom(hθ0 ) we conclude [40, Theorem 4.1]:
∀ f ∈ L2(Y ) : ∥∥(Hθε + I)−1 f − (Hθ0 + I)−1 f∥∥L2(Y )→ 0 as ε → 0. (2.15)
Moreover, since the sequence of resolvents (Hθε + I)−1 decrease monotonically as ε decreases, and
both resolvents (Hθε + I)−1 and (Hθ0 + I)
−1 are compact one can upgrade (2.15) to the norm resolvent
convergence [16, Theorem VIII-3.5]. As a consequence we get the convergence of spectra, namely
∀k ∈ N : λk(Hθε )→ λk(Hθ0 ) as ε → 0. (2.16)
We set
Λ0 :=
λm+1(Hθa0 )
2
. (2.17)
Since θa 6= θp, then Λ0 > 0. It follows from (2.16) that there exists εΛ > 0 such that
Λ0 < λm+1(Hθaε ) as ε < εΛ. (2.18)
Combining (2.7) and (2.18) we arrive at the desired estimate (2.6). The lemma is proven. 
2.3. Comparison of eigenvalues. Here we recall a result from [12] serving to compare eigenvalues
of two operators acting in different Hilbert spaces. Let H and H ′ be separable Hilbert spaces,H and
H ′ be non-negative self-adjoint operators in these spaces, and h and h′ be the associated quadratic
forms. We assume that both operatorH andH ′ have purely discrete spectra.
Lemma 2.2. [12, Lemma 2.1] Suppose that Φ : dom(h)→ dom(h′) is a linear map such that
‖u‖2H ≤ ‖Φu‖2H ′+δ1
(‖u‖2H +h〈u,u〉) , h′〈Φu,Φu〉 ≤ h〈u,u〉+δ2 (‖u‖2H +h〈u,u〉)
for all u ∈ dom(h). Here δ1, δ2 are some positive constants. Then for each j ∈ N we have
λ j(H ′)≤ λ j(H )+ λ j(H )(1+λ j(H ))δ1+(1+λ j(H ))δ21− (1+λ j(H ))δ1 (2.19)
provided the denominator 1− (1+λk(H ))δ1 is positive.
Remark 2.2. The above result was established in [12] under the assumption that dimH = dimH ′ =∞,
however, it is easy to see from its proof that the result remains valid for dimH ′ < ∞ as well. In that
case (2.19) holds for j ∈ {1, . . . , dimH ′}.
2.4. Estimates on λk(H Nε ) and λk(H
θp
ε ). In this subsection we denote by bold letters (e.g., u) the
elements of Cm+1. Their entries will be enumerated starting from zero, i.e.
u ∈ Cm+1 ⇒ u= (u0, . . . ,um) with u j ∈ C.
Let Cm+1l be the same space C
m+1 equipped with the weighted scalar product
(u,v)Cm+1l =
m
∑
j=0
u jv jl j (2.20)
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(recall that l j and N j are defined by (1.11)). Note that Cm+1l is isomorphic to a subspace of L
2(Y )
consisting of functions being constant on each Yj, j = 0, . . . ,m. In Cm+1l we introduce the form
hN0 〈u,u〉=
m
∑
j=1
α jN j
∣∣u0−β ju j∣∣2+ γ |u0|2 . (2.21)
This form is associated with the operatorH N0 in C
m+1
l being given by the symmetric (with respect to
the scalar product (2.20)) matrix
H N0 =

γl−10 +
m
∑
j=1
α jN jl−10 −α1β1N1l−10 −α2β2N2l−10 . . . −αmβmNml−10
−α1β1N1l−11 α1β 21 N1l−11 0 . . . 0
−α2β2N2l−12 0 α2β 22 N2l−12 . . . 0
...
...
...
. . .
...
−αmβmNml−1m 0 0 . . . αmβ 2mNml−1m

.
We denote by λ1(H N0 )≤ λ2(H N0 )≤ ·· · ≤ λm+1(H N0 ) its eigenvalues. It turns out that
λ j(H N0 ) = B j−1, j = 1, . . . ,m+1. (2.22)
Indeed, let λ be the eigenvalue ofH N0 such that λ /∈ {A1,A2, . . . ,Am}, and let 0 6= u= (u0, . . . ,um) be
the corresponding eigenfunction. The equationH N0 u= λu is a linear algebraic system for u0, . . . ,um.
From the last m equations of this system we infer
u j =
α jβ jN jl−1j
α jβ 2j N jl
−1
j −λ
u0, j = 1, . . . ,m. (2.23)
Note, that the denominator in (2.23) is non-zero since λ 6= A j = α jβ 2j N jl−1j . Inserting (2.23) into the
first equation of the system we arrive at
u0
[
λ
(
l0+
m
∑
j=1
A jl j
β 2j (A j−λ )
)
− γ
]
= 0.
Moreover, u0 6= 0 (otherwise, due to (2.23), u would vanish). Hence λ is a root of equation (1.14).
Evidently, the converse assertion also holds, that is
λ ∈ σ(H N0 )\{A1,A2, . . . ,Am} ⇐⇒ λ is a root of (1.14). (2.24)
Then (2.22) follows immediately from (1.15) and (2.24).
Lemma 2.3. There exist such constants CB > 0 and εB > 0 that
B j−1 ≤ λ j(H Nε )+CBε1/2, j = 1, . . . ,m+1 as ε < εB. (2.25)
Proof. W.l.o.g. we may assume that α j and γ are non-negative. Evidently, under this assumption the
operatorsH Nε are non-negative. Moreover, the operatorH
N
0 is also non-negative, since
hNε 〈Ψu,Ψu〉= hN0 〈u,u〉, ∀u ∈ Cm+1l , (2.26)
where Ψ : Cm+1l → L2(Y ) is defined by
Ψu=
m
∑
j=0
u jχYj , χYj is the indicator function of Yj (2.27)
(it is easy to see that the image of Ψ is contained in dom(hNε )). Thus we are in the framework of
Lemma 2.2. In the general case we have to consider the shifted operators H Nε − µI and H N0 − µI,
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where µ is the smallest eigenvalues of H Nε |ε=1. The operator H Nε − µI is non-negative for each
ε ∈ (0,1] due to the fact that the sequence of forms hNε increases monotonically as ε decreases; the
non-negativity ofH N0 −µI follows from (2.26).
We introduce the operator Φ : dom(hNε )→ Cm+1l by
(Φu) j = l−1j ∑
e∈EYj
∫ l(e)
0
ue(x)dx, j = 0, . . . ,m. (2.28)
Our goal is to show that the following estimates hold for each u ∈ dom(hNε ):
‖u‖2L2(Y ) ≤ ‖Φu‖2Cm+1l +C1ε
(
‖u‖2L2(Y )+hNε 〈u,u〉
)
, (2.29)
hN0 〈Φu,Φu〉 ≤ hNε 〈u,u〉+C2ε1/2
(
‖u‖2L2(Y )+hNε 〈u,u〉
)
. (2.30)
with some C1,C2 > 0. By Lemma 2.2 (see also Remark 2.2 after it) we infer from (2.29)-(2.30) that
B j = λ j(H N0 )≤ λ j(H Nε )+
λ j(H Nε )(1+λ j(H Nε ))C1ε+(1+λ j(H Nε ))C2ε1/2
1− (1+λ j(H Nε ))C1ε
(2.31)
provided (1+ λ j(H Nε ))C1ε < 1. Taking into account that 0 ≤ λ j(H Nε ) and λ j(H Nε ) ≤ B j−1 (this
estimate follows from (2.4) and Lemma 2.4 below), we conclude from (2.31) that there exists such
εB > 0 that the required estimate (2.25) holds for ε < εB.
To prove (2.29) we need a Poincare´-type inequality on each Yj. Namely, let the form hN0, j be defined
by (2.10), j = 1, . . . ,m; in the same way we define hN0, j for j = 0. By H
N
0, j we denote the associated
operators in L2(Yj), j = 0, . . . ,m. One has λ1(HN0, j) = 0 (the corresponding eigenspace consists of
constants), while λ2(HN0, j)> 0. By the max-min principle [38] λ2(H
N
0, j)≤ hN0, j〈v,v〉/‖v‖2L2(Y ) for each
v ∈ dom(hN0, j) such that (v,1)L2(Y j) = 0. Using the above estimate for v := u− (Φu) j we get
∀u ∈ hN0, j : ‖u− (Φu) j‖2L2(Yj) ≤C1 ∑
e∈EYj
‖u′e‖2L2(0,l(e)), j = 0, . . . ,m, (2.32)
where C1 = (λ2(H0, j))−1. Using (2.32) we obtain
‖u‖2L2(Y ) =
m
∑
j=0
‖u‖2L2(Yj) =
m
∑
j=0
(
|(Φu) j|2l j +‖u− (Φu) j‖2L2(Yj)
)
≤ ‖Φu‖2Cm+1l +C1 ∑e∈EY
‖u′e‖2L2(0,l(e)) ≤ ‖Φu‖2Cm+1l +C1ε
(
‖u‖2L2(Y )+hNε 〈u,u〉
)
(on the last step we use the fact that α j and γ are non-negative). Inequality (2.29) is checked.
Now let us prove the estimate (2.30). One has:
hN0 〈Φu,Φu〉= hNε 〈u,u〉− ∑
e∈EY
‖u′e‖2L2(0,l(e))
+
m
∑
j=1
∑
v∈V j
α j
[∣∣(Φu)0−β j(Φu) j∣∣2− ∣∣u0(v)−β ju j(v)∣∣2]+ γ [|(Φu)0|2−|u(v˜)|2]︸ ︷︷ ︸
=:Rε
≤ hNε 〈u,u〉+Rε . (2.33)
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We estimate the remainder Rε as follows (below we use the estimate |a|2−|b|2 ≤ |a−b|(|a|+ |b|)):
|Rε | ≤
m
∑
j=1
∑
v∈V j
α j
(
|(Φu)0−u0(v)|+ |β j| · |(Φu) j−u j(v)|
)
×
(
|(Φu)0|+ |u0(v)|+ |β j| · |(Φu) j|+ |β j| · |u j(v)|
)
+ γ |(Φu)0−u(v˜)| ·
(|(Φu)0|+ |u(v˜)|). (2.34)
To proceed further we need a standard trace estimate
‖w‖L∞(Y j) ≤ C˜‖w‖H1(Yj), w ∈ H1(Yj), j = 0, . . . ,m, (2.35)
where C˜ > 0 depends on Y . Applying it for w := u Yj −(Φu) j and then using (2.32) we obtain
‖u−(Φu) j‖L∞(Y j)≤ C˜
‖u− (Φu) j‖L2(Yj)+ ∑
e∈EYj
‖u′e‖2L2(0,l(e))
1/2≤ C˜(C1+1)
 ∑
e∈EYj
‖u′e‖2L2(0,l(e))
1/2
≤ C˜(C1+1)ε1/2
(
‖u‖2L2(Y )+hNε 〈u,u〉
)1/2
, j = 0, . . . ,m. (2.36)
Also, using the Cauchy-Schwarz inequality and (2.35) and taking into account that ε ≤ 1, one gets
|(Φu) j| ≤ l−1/2j ‖u‖L2(Yj) ≤maxj l
−1/2
j
(
‖u‖2L2(Y )+hNε 〈u,u〉
)1/2
, j = 0, . . . ,m, (2.37)
‖u‖L∞(Yj) ≤ C˜
(
‖u‖2L2(Y )+hNε 〈u,u〉
)1/2
, j = 0, . . . ,m. (2.38)
Combining (2.34), (2.36)-(2.38) we arrive at the estimate
|Rε | ≤C2ε1/2
(
‖u‖2L2(Y )+hNε 〈u,u〉
)
(2.39)
with some constant C2 depending on α j, β j, γ, Y . The required estimate (2.30) follows from (2.33),
(2.39); this ends the proof of Lemma 2.3. 
Lemma 2.4. One has:
λ j(H
θp
ε )≤ B j−1, j = 1, . . . ,m+1.
Proof. By the min-max principle [7, Section 4.5] we have
λ j(H
θp
ε ) = min
V∈H j
max
u∈V\{0}
h
θp
ε 〈u,u〉
‖u‖2
L2(Y )
, (2.40)
whereH j is a set of all j-dimensional subspaces in dom(hθpε ). Recall thatΨ :Cm+1l → L2(Y ) is defined
by (2.27). It is easy to see that the image of Ψ is contained in dom(hθpε ), and
‖Ψu‖L2(Y ) = ‖u‖Cm+1l , h
θp
ε 〈Ψu,Ψu〉= hN0 〈u,u〉 (2.41)
(recall, that the form hN0 is given by (2.21), byH
N
0 we denote the associated operator).
Let {e1,e2, . . . ,em+1} be an orthonormal system of eigenvectors ofH N0 such thatH N0 e j = B j−1e j
(see (2.22)). For j = 1, . . . ,m+1 we set W j := span(e1, . . . ,e j). It is easy to see that
max
u∈W j\{0}
hN0 〈u,u〉
‖u‖2Cm+1l
= B j−1. (2.42)
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Finally, we set V j :=ΨW j, obviously V j ∈ H j. Then using (2.40)-(2.42) we obtain:
λ j(H Nε )≤ max
u∈Vj\{0}
h
θp
ε 〈u,u〉
‖u‖2
L2(Y )
= max
u∈W j\{0}
hN0 〈u,u〉
‖u‖2Cm+1l
= B j−1.
The lemma is proven. 
2.5. Estimates on λk(H θaε ) and λk(H Dε ). Let Cml be the subspace of C
m+1 consisting of vectors of
the form u= (0,u1, . . . ,um) with u j ∈ C with the scalar product generated by (2.20), i.e.
(u,v)Cml =
m
∑
j=1
u jv jl j.
In this space we introduce the quadratic form
hθa0 〈u,u〉=
m
∑
j=1
α jβ 2j N j
∣∣u j∣∣2 .
It is easy to see that hθa0 = h
N
0 Cml . The operator associated with this form is given by the matrix
H θa0 = diag
(
α1β 21 N1l
−1
1 , α2β
2
2 N2l
−1
2 , . . . , αmβ
2
mNml
−1
m
)
.
Evidently, the eigenvalues of this matrix are the numbers A1 < A2 < .. . < Am.
Lemma 2.5. There exist such constants CA > 0 and εA > 0 that
A j ≤ λ j(H θaε )+CAε1/2, j = 1, . . . ,m as ε < εA. (2.43)
Proof. The proof is similar to the proof of Lemma 2.3. There is only one essential difference: instead
of the operator Φ (2.28) one should use the operator Φ0 : dom(hθaε )→ Cml defined by
(Φ0u)0 = 0, (Φ0u) j = (Φu) j, j = 1, . . . ,m.
and, as a consequence, instead of the Poincare´ inequality (2.32) on Y0 one should use the inequality
‖u‖2L2(Y0) ≤C1 ∑
e∈EY0
‖u′e‖2L2(0,l(e)),
where C1 = (λ1(Hθa0,0))
−1 (recall, that the operator Hθ0,0 is introduced in the proof of Lemma 2.1, and
its first eigenvalue is non-zero provided θ 6= θp). 
Lemma 2.6. One has:
λ j(H Dε )≤ A j, j = 1, . . . ,m.
Proof. The proof is similar to the proof of Lemma 2.4. Namely, one has to replace everywhere in the
proof of Lemma 2.4 the supscript θp by D, the supscript N by θa, B j−1 by A j, and to use instead of
the mapping Ψ (2.27) its restriction to Cml (the image of this restriction is contained in dom(h
D
ε )). 
2.6. End of the proof of Theorem 1.1. It follows from (2.2), (2.4) and Lemmata 2.3-2.4 that
B j−1−CBε1/2 ≤ inf(L j,ε)≤ B j−1, j = 1, . . . ,m+1 (2.44)
as ε < εB. Similarly, using (2.2), (2.4) and Lemmata 2.5-2.6 we get
A j−CAε1/2 ≤ sup(L j,ε)≤ A j, j = 1, . . . ,m (2.45)
as ε < εA. Finally, we infer from (2.2) and Lemma 2.1 that
Λ0ε−1 < sup(Lm+1,ε) as ε < εΛ. (2.46)
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Combining (1.15), (2.44)-(2.46) we conclude that there exists such ε0 > 0 that properties (1.16)-(1.18)
hold for ε < ε0, Λ0 being defined by (2.17), CA being defined in Lemma 2.5, CB being defined in
Lemma 2.3. Evidently, Λ0 depends only on Y , while ε0, CA, CB depend also on α j, β j, γ . Theorem 1.1
is proven.
Remark 2.3. The proof of Theorem 1.1 relies, in particular, on some properties of the eigenvalues of
the operator H θaε – see the estimates (2.6), (2.43). In fact, the only specific property of θa we use is
that θa 6= θp. Thus, instead ofH θaε one can utilize any otherH θε with θ 6= θp – the above estimates
are still valid for its eigenvalues (but, of course, with another constants Λ, εΛ, CA, εA).
3. CONTROL OVER THE ENDPOINTS OF SPECTRAL GAPS
Our first goal is to show that under a suitable choice of coupling constants α j, β j, γ the numbers
A j, B j (cf. Theorem 1.1) coincide with prescribed ones.
Throughout this section we will use the notationHε [α,β ,γ] for the operatorHε defined in Subsec-
tion 1.4 (recall that this operator is associated with the form given by (1.5)); here α = (α1, . . . ,αm) ∈
Rm, β = (β1, . . . ,βm) ∈ Rm, γ ∈ R be such that α j 6= 0, β j 6= 0 and, moreover, (1.13) holds (so, we
are in the framework of Theorem 1.1). For the numbers A j and B j defined by (1.12), (1.14), (1.15) we
will use the notations A j[α,β ,γ] and B j[α,β ,γ], respectively.
Theorem 3.1. Let A˜ j, j = 1, . . . ,m and B˜ j, j = 0, . . . ,m be arbitrary numbers satisfying
B˜0 < A˜1 < B˜1 < A˜2 < B˜2 < · · ·< A˜m < B˜m, A˜ j 6= 0, j = 1, . . . ,m. (3.1)
We set
α˜ j =
r˜ j(A˜ j− B˜0)l0
N j
, β˜ j =
√√√√ A˜ jl j
r˜ j(A˜ j− B˜0)l0
, γ˜ = B˜0
(
1+
m
∑
j=1
r˜ j
)
l0, (3.2)
where r˜ j, j = 1, . . . ,m is defined by
r˜ j =
B˜ j− A˜ j
A˜ j
∏
i=1,m|i 6= j
(
B˜i− A˜ j
A˜i− A˜ j
)
. (3.3)
Then
A j[α˜ j, β˜ j, γ˜] = A˜ j, j = 1, . . . ,m, B j[α˜ j, β˜ j, γ˜] = B˜ j, j = 0, . . . ,m.
Remark 3.1. The quantity standing under the symbol of square root in (3.2) is indeed positive. This
follows easily from (3.1) (the crucial observation: one has sign(B˜i− A˜ j) = sign(A˜i− A˜ j) 6= 0 as i 6= j).
Proof of Theorem 3.1. The equality A j[α˜ j, β˜ j, γ˜] = A˜ j, j = 1, . . . ,m is straightforward – one just needs
to insert α˜ j and β˜ j defined by (3.2) into the definition of the numbers A j[α˜ j, β˜ j, γ˜] (1.12).
Now, let us prove that B j[α˜ j, β˜ j, γ˜] = B˜ j as j = 0, . . . ,m. For this purpose, we consider the following
system of linear algebraic equations (for unknown z = (z1, z2, , . . . , zm) ∈ Cm):
m
∑
i=1
A˜i
A˜i− B˜ j
zi =−1, j = 1, . . . ,m.
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It was proven in [17] that z = (r˜1, . . . , r˜m) with r˜ j being defined by (3.3) is the solution to this system.
Thus for j = 1, . . . ,m one has
m
∑
i=1
A˜i(A˜i− B˜ j)−1r˜i =−1 or, equivalently,
∀ j ∈ {0, . . . ,m} : (B˜ j− B˜0)
m
∑
i=1
A˜i
A˜i− B˜ j
r˜i = B˜0− B˜ j. (3.4)
It is straightforward to check that (3.4) is equivalent to
∀ j ∈ {0, . . . ,m} : B˜ j
(
l0+
m
∑
j=1
A˜ili
β˜ 2i (A˜i− B˜ j)
)
= γ˜. (3.5)
Using A j[α˜ j, β˜ j, γ˜] = A˜ j we conclude from (3.5) that B˜ j, j = 0, . . . ,m are the roots of (1.14) in which
α j = α˜ j, β j = β˜ j, γ = γ˜ are set. Hence B˜ j = B j[α˜ j, β˜ j, γ˜] as j = 0, . . . ,m. Theorem 3.1 is proven. 
Theorems 1.1, 3.1 yield that σ(Hε [α˜, β˜ , γ˜]) has m gaps within (−∞,Λ0ε−1] as ε < ε0, moreover the
endpoints of these m gaps and the bottom of the spectrum converge to prescribed numbers as ε → 0.
Our next goal is to improve this result: we show that under a proper choice of α j one can ensure the
precise coincidence the left endpoints of the spectral gaps ofHε [α, β˜ , γ˜] with prescribed numbers.
Theorem 3.2. Let A˜ j, j = 1, . . . ,m and B˜ j, j = 0, . . . ,m be arbitrary numbers satisfying (3.1), and let
β˜ j, γ˜ be defined by (3.2). Then there exists such ε˜ > 0 and C0 > 0 that
∀ε < ε˜ ∃α = α(ε) ∈ Rm : σ(Hε [α, β˜ , γ˜])∩ (−∞,Λ0ε−1] = [B0,ε ,Λ0ε−1]\
m⋃
j=1
(A˜ j,B j,ε),
where Λ0 is defined by (2.17), B0,ε < A˜1 < B1,ε < A˜2 < B2,ε < · · ·< A˜m < Bm,ε < Λ0ε−1, moreover
0≤ B˜ j−B j,ε ≤C0ε1/2, j = 0, . . . ,m.
The proof of Theorem 3.2 is based on the following multi-dimensional version of the intermediate
value theorem established in [15].
Lemma 3.3. [15, Lemma 3.5] Let D = Πmk=1[ak,bk] with ak < bk, k = 1, . . . ,m, and suppose we are
given a continuous function F :D→Rm such that each component Fk of F is monotonically increasing
in each of its arguments. Let us suppose that F−k < F
+
k , i = 1, . . . ,m, where
F−k = F(b1,b2, . . . ,bk−1,ak,bk+1, . . . ,bm), F
+
k = F(a1,a2, . . . ,ak−1,bk,ak+1, . . . ,am).
Then for any F∗ ∈Πmk=1[F−k ,F+k ] there exists a point x ∈D such that F(x) = F∗.
Proof of Theorem 3.2. Let δ > 0 andD :=Πmk=1[α˜k−δ , α˜k+δ ], where α˜1, . . . , α˜m be defined by (3.2).
We assume that δ is so small that
∀α ∈D : α j 6= 0, j = 1, . . . ,m and A j[α, β˜ , γ˜]< A j+1[α, β˜ , γ˜], j = 1, . . . ,m−1. (3.6)
This could be indeed achieved since (3.6) holds for α = α˜ . Thus Theorem 1.1 is applicable for
each α ∈ D . Also, analyzing the proof of Theorem 1.1, it is easy to see that the constants ε0,C0 in
Theorem 1.1 can be chosen the same for all α ∈D ; the proof of this fact relies on the compactness of
D . Hence there exists ε0 > 0 and C0 > 0 such that
∀ε < ε0 ∀α ∈D : σ(Hε [α, β˜ , γ˜])∩ (−∞,Λ0ε−1] = [B0,ε ,Λ0ε−1]\
m⋃
j=1
(A j,ε ,B j,ε), (3.7)
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where A j,ε , B j,ε satisfy (1.17) and (1.18) (with A j[α, β˜ , γ˜], A j[α, β˜ , γ˜] instead of A j and B j). Further,
for these A j,ε , B j,ε we will use the notations A j,ε [α, β˜ , γ˜], B j,ε [α, β˜ , γ˜], respectively. We denote
α±j := α˜ j±δ , α± := (α∓1 ,α∓2 , . . . ,α∓j−1,α±j ,α∓j+1, . . . ,α∓m−1,α∓m ), A±j,ε := A j,ε [α±, β˜ , γ˜].
It is easy to see that there exists such ε˜ ∈ (0,ε0] that
∀ε < ε˜ : A−j,ε < A˜ j < A+j,ε , j = 1, . . . ,m. (3.8)
Indeed, since α−j < α˜ j < α
+
j and A˜ j
Th. 3.1
= A j[α˜, β˜ , γ˜] = α˜ jβ˜ 2j N jl
−1
j , then
∀ j = 1, . . . ,m : A−j < A˜ j < A+j , (3.9)
where A±j := A j[α
±, β˜ , γ˜] = α±j β˜
2
j N jl
−1
j . Moreover for ε < ε0 we have
0≤ A±j −A±j,ε ≤C0ε1/2. (3.10)
Property (3.8) follows immediately from (3.9)-(3.10).
Now, let us fix ε ∈ (0, ε˜]. We introduce the function F = (F1, . . . ,Fm) :D → Rm by
α Fk7−→ Ak,ε [α, β˜ , γ˜], k = 1, . . . ,m. (3.11)
The functions Fk are continuous. Indeed, let α,α ′ ∈ D . To simplify the presentation we assume that
α j,α ′j, γ˜ ≥ 0 (and consequentlyHε [α, β˜ , γ˜]≥ 0,Hε [α ′, β˜ , γ˜]≥ 0); general case need slight modifica-
tions. By virtue of (1.6) one has for f ,g ∈ L2(Γ),(
(Hε [α, β˜ , γ˜]+ I)−1 f − (Hε [α ′, β˜ , γ˜]+ I)−1 f ,g
)
L2(Γ)
= hε [α ′, β˜ , γ˜]〈u,w〉−hε [α, β˜ , γ˜]〈u,w〉
= ∑
i∈Zn
m
∑
j=1
∑
v∈Vi j
(α ′j−α j)(u0(v)− β˜ ju j(v))(w0(v)− β˜ jw j(v)), (3.12)
where u = (Hε [α, β˜ , γ˜] + I)−1 f , w = (Hε [α ′, β˜ , γ˜] + I)−1g, hε [α, β˜ , γ˜] is a form associated with
Hε [α, β˜ , γ˜]. Using (2.35) and taking into account that α j,α ′j, γ˜ ≥ 0 we continue (3.12) as follows,∣∣∣∣((Hε [α, β˜ , γ˜]+ I)−1 f − (Hε [α ′, β˜ , γ˜]+ I)−1 f ,g)L2(Γ)
∣∣∣∣≤C|α−α ′|‖u‖H1(Γ)‖w‖H1(Γ)
≤Cε1/2|α−α ′|
(
hε [α, β˜ , γ˜]〈u,u〉+‖u‖2L2(Γ)
)1/2(
hε [α ′, β˜ , γ˜]〈w,w〉+‖w‖2L2(Γ)
)1/2
=Cε1/2|α−α ′|
√
( f ,u)L2(Y )(g,w)L2(Y ) ≤Cε1/2|α−α ′|‖ f‖L2(Y )‖g‖L2(Y ), (3.13)
where C > 0 is a constant. It follows from (3.13) that∥∥∥(Hε [α, β˜ , γ˜]+ I)−1− (Hε [α ′, β˜ , γ˜]+ I)−1∥∥∥→ 0 as α−α ′→ 0,
whence for an arbitrary compact set I ⊂ R one has
distH(σ(Hε [α, β˜ , γ˜])∩I ,σ(Hε [α ′, β˜ , γ˜])∩I )→ 0 as α−α ′→ 0, (3.14)
where distH(·, ·) stands for the Hausdorff distance. Taking into account a special structure of σ(Hε [α, β˜ , γ˜])
(3.7) we conclude from (3.14) that Ak,ε [α ′, β˜ , γ˜]−Ak,ε [α, β˜ , γ˜]→ 0 as α−α ′→ 0, i.e. Fk is continu-
ous. It is clear that Ak,ε [α, β˜ , γ˜] is the right endpoint of the kth spectral band:
Ak,ε [α, β˜ , γ˜] = max
θ∈Tn
λk(H θε [α, β˜ , γ˜]), (3.15)
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whereH θε [α, β˜ , γ˜] denotes the operatorH θε with β j = β˜ j, γ = γ˜ . SinceH θε [α, β˜ , γ˜]≤H θε [α ′, β˜ , γ˜]
(in the form sense) as α j ≤ α ′j, ∀ j = 1, . . . ,m, by min-max principle we conclude for k = 1, . . . ,m:
∀θ ∈ Tn : λk(H θε [α, β˜ , γ˜])≤ λk(H θε [α ′, β˜ , γ˜]) provided α j ≤ α ′j, ∀ j = 1, . . . ,m. (3.16)
It follows from (3.15)-(3.16) that the functions Fk increase monotonically in each of their arguments.
Taking into account (3.8) we infer that the function F satisfy all the requirements of Lemma 3.3.
Applying this lemma we conclude that there exists such α ∈D that
Fk(α) = A˜k, k = 1, . . . ,m. (3.17)
Combining (3.7), (3.11), (3.17) we arrive at the statement of Theorem 3.2. 
Remark 3.2. The assumption A˜ j 6= 0, j = 1, . . . ,m in (3.1) is essential – one cannot avoid it when
using the HamiltoniansHε introduced in Subsection 1.4, since the numbers A j (1.12) are always non-
zero. To overcome this restriction one can add to Hε a constant potential, which shift the spectrum
accordingly. Another option is to to pick in each Yj, j = 0, . . . ,m an internal point v̂ j, and then to add
at v̂ j the δ -coupling of the strength γ̂ l j, where l j is defined by (1.11) and γ̂ ∈ R. Denote by Ĥε the
modified Hamiltonian. Repeating verbatim the arguments we use in the proof of Theorem 1.1 one can
show that the spectrum of Ĥε satisfies (1.16)-(1.18), but with A j + γ̂ and B j + γ̂ instead of A j and B j.
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