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a b s t r a c t
Classiﬁcation is a fundamental process in remote sensing used to relate pixel values to land cover classes present
on the surface. Over large areas land cover classiﬁcation is challenging particularly due to the cost and difﬁculty of
collecting representative training data that enable classiﬁers to be consistent and locally reliable. A novel methodology to classify large volume Landsat data using high quality training data derived from the 500 m MODIS
land cover product is demonstrated and used to generate a 30 m land cover classiﬁcation for all of North America
between 20°N and 50°N. Publically available 30 m global monthly Web-enabled Landsat Data (GWELD) products
generated from every available Landsat 7 ETM+ and Landsat 5 TM image for a three year period, that are deﬁned
aligned to the MODIS land products and are consistently pre-processed data (cloud-screened, saturation ﬂagged,
atmospherically corrected and normalized to nadir BRDF adjusted reﬂectance), were classiﬁed. The MODIS 500 m
land cover product was ﬁltered judiciously, using only good quality pixels that did not change land cover class in
2009, 2010 or 2011, followed by automated selection of spatially corresponding 30 m GWELD temporal metric
values, to deﬁne a large training data set sampled across North America. The training data were sampled so
that the class proportions were the same as the North America MODIS land cover product class proportions
and corresponded to 1% of the 500 m and b0.005% of the 30 m pixels. Thirty nine GWELD temporal metrics for
every 30 m North America pixel location were classiﬁed using (a) a single random forest, and (b) a locally adaptive method with a random forest classiﬁer derived and applied locally and the classiﬁcation results spatially
mosaicked together. The land cover classiﬁcation results appeared geographically plausible and at synoptic
scale were similar to the MODIS land cover product. Detailed visual inspection revealed that the locally adaptive
random forest classiﬁcations and associated classiﬁcation conﬁdences were generally more coherent than the
single random forest classiﬁcation results. The level of agreement between the 30 m classiﬁcations and the
MODIS land cover product derived training data was assessed by bootstrapping the random forest implementation. The locally adaptive random forest classiﬁcation had higher overall agreement (95.44%, 0.9443 kappa) than
the single random forest classiﬁcation (93.13%, 0.9195 kappa). The paper concludes with a discussion of future
research including the potential for automated global land cover classiﬁcation.
© 2017 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction
Satellite data are used to generate large area land cover maps needed
to understand and census anthropogenic activity and the biogeographical and ecoclimatic diversity of the land surface (Loveland et al., 2000;
Turner et al., 2007). Landsat data provide the longest terrestrial remote
sensing record and have a long history for land cover mapping because
of their moderate spatial resolution and near global coverage (Roy et al.,
2014a; Wulder et al., 2016). The advent of free Landsat data combined
with improving computational and data storage capabilities mean that
large area Landsat land cover products are increasingly being generated.
⁎ Corresponding author.
E-mail addresses: hankui.zhang@sdstate.edu (H.K. Zhang), david.roy@sdstate.edu
(D.P. Roy).

Recently, 30 m global land cover products were generated using
training data obtained by photo-interpretation of Google Earth imagery
and supervised classiﬁcation of single Landsat images (Gong et al.,
2013) augmented by 250 m Moderate Resolution Imaging Spectroradiometer (MODIS) NDVI time series (Yu et al., 2013; Chen et al.,
2015). Although these global products provide useful information they
typically have fewer land cover classes and lower accuracy than 30 m
national land cover products derived from multi-temporal Landsat
data, such as, for example, the 5-year United States Geological Survey
(USGS) National Land Cover Database (NLCD) that has 16 classes and
82% overall accuracy (Homer et al., 2015; Wickham et al., 2017), or
the annual United States Department of Agriculture (USDA) National
Agricultural Statistics Service (NASS) Cropland Data Layer (CDL) that
has 110 classes and 84% overall accuracy (Boryan et al., 2011; Johnson,
2013).

http://dx.doi.org/10.1016/j.rse.2017.05.024
0034-4257/© 2017 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The current state of the practice for large area multi-temporal land
cover classiﬁcation is to derive metrics from the time series and then
classify the metrics bands with a supervised (i.e., training data dependent) non-parametric classiﬁcation approach (Yan and Roy, 2015;
Gómez et al., 2016). The random forest classiﬁer (Breiman, 2001) is a
non-parametric classiﬁer commonly used for land cover mapping
(Lawrence and Moran, 2015; Inglada et al., 2015; Wessels et al., 2016;
Belgiu and Drăguţ, 2016; Gong et al., 2013; Hermosilla et al., 2017). Random forests are an ensemble form of decision tree classiﬁcation. Unlike
decision tree classiﬁers, each tree is grown using randomly selected predictor variables, and not just using a random subset of the training data,
to reduce the likelihood of over-ﬁtting the predictor variables to the
training data (Breiman, 2001). In addition, the random forest classiﬁer
may be less sensitive to noise (in the training data and/or satellite
data classiﬁed) and may be more efﬁcient than other commonly used
non-parametric classiﬁers such as support vector machines (Pelletier
et al., 2016).
Supervised classiﬁcation approaches are not automated due to their
reliance on training data collection with the majority of the classiﬁcation effort expended on training data collection and reﬁnement
(Huang et al., 2008; Townshend et al., 2012; Gong et al., 2013; Egorov
et al., 2015). Training data should be selected to capture all relevant
spectral heterogeneity within and among classes (Foody and Mathur,
2006) and ideally should be collected in a way that satisﬁes probability
sampling design criteria (Stehman, 2001; Boschetti et al., 2016). Over
large areas the optimal training size and distribution is usually unknown and is dependent on the satellite data and the classiﬁer used.
For non-parametric classiﬁers the naturally occurring class distribution,
i.e., a proportional distribution among the classes related to the proportion that they occur in reality, or an equal balance of the training data
among the classes, provide reasonable classiﬁcation accuracies provided
that there are sufﬁcient training data (Weiss and Provost, 2003; Colditz,
2015). What constitutes a sufﬁcient amount of training data is hard to
deﬁne a priori although classiﬁcation accuracy generally increases
with training set size (Rogan et al., 2008; Yan and Roy, 2015). The application of training data derived class signatures to classify other locations
or times becomes less appropriate the further away in space and/or time
that they are applied (Henderson, 1976; Woodcock et al., 2001). For
large area classiﬁcation researchers have attempted to overcome this
issue by independent classiﬁcation of geographic strata, for example,
latitudinal strata (DeFries and Townshend, 1994), ecologically deﬁned
strata (Loveland et al., 1991; Homer et al., 2004; Schneider et al.,
2010), or individual images (Gong et al., 2013; Homer et al., 2015) although it is recognized that stratum speciﬁc training samples may not
be available if the strata are small and classiﬁcation inconsistencies
may occur along strata edges.
In the last decade the use of existing land cover maps as a source of
training data has been demonstrated (Knorn et al., 2009; Xian et al.,
2009; Sexton et al., 2013; Jia et al., 2014; Radoux et al., 2014; Wessels
et al., 2016). This is advantageous as it (i) enables the classiﬁcation to
be undertaken in an automated manner without the need for interactive
and manual training data collection and reﬁnement, (ii) provides a potentially large and geographically distributed training data set, and (iii)
enables the satellite data to be classiﬁed with the same legend as the
existing land cover map. Care must be taken to appropriately ﬁlter the
land cover map to ensure that only reliably deﬁned training data are extracted and, as in this study, to accommodate any spatial resolution or
temporal reporting differences between the land cover map and the satellite data that are to be classiﬁed.
The objective of this study is to demonstrate an automated continental scale 30 m Landsat land cover classiﬁcation of the recently available
global Web-enabled Landsat Data (GWELD) products using the MODIS
500 m land cover product (Friedl et al., 2010) as a source of training
data. GWELD products generated from every available Landsat 7
ETM+ and Landsat 5 TM image for a three year period for all of North
America between 20°N and 50°N were classiﬁed. Over such a large

area the satellite data must be pre-processed consistently to ensure
that training data are broadly applicable (Gray and Song, 2013). The
GWELD products are deﬁned in the same projection as the MODIS
land cover product in 30 m tiles and provide consistently pre-processed
data, i.e., cloud-screened, saturation ﬂagged, atmospherically corrected
and normalized to nadir BRDF adjusted reﬂectance (NBAR) (Roy et al.,
2010a, 2016a). The MODIS 500 m land cover product was ﬁltered judiciously, using only good quality pixels that did not change land cover
class in 2009, 2010 or 2011, followed by automated selection of spatially
corresponding 30 m GWELD metrics values, to deﬁne a large training
data set. Thirty nine GWELD 30 m temporal metrics were classiﬁed.
The metrics were extracted for each 30 m pixel location considering
three years (2009, 2010 and 2011) of GWELD data together. Two random forest classiﬁcations were undertaken using the MODIS land
cover product legend excluding the urban and built-up class. First, a single random forest was applied to all the North America GWELD metric
data. Second, a locally adaptive random forest was applied to individual
GWELD metric tiles and the tile classiﬁcation results were mosaicked together. The locally adaptive random forest classiﬁcation used the single
random forest classiﬁcation training data as default but with updated
training samples available from each tile locality. The training data
were sampled so that the relative frequency of the land cover classes
were proportional to their occurrence across North America while ensuring that all the classes were represented. The level of agreement between the 30 m classiﬁcations and the MODIS land cover product
derived training data was assessed by bootstrapping the random forest
implementation. In addition, maps of the classiﬁcation conﬁdence, deﬁned for each pixel as the proportion of times over the different random
forest trees that the pixel was classiﬁed as the majority class, were
assessed. The classiﬁcation results were compared with the MODIS
land cover product to gain insights into the scale differences between
the 30 m and 500 m classiﬁcations.
2. Data and study area
2.1. Three years of MODIS land cover products
The global Collection 5 annual 500 m MODIS land cover product
(MCD12Q1) (Friedl et al., 2010) for 2009, 2010 and 2011 were used to
deﬁne land cover training class labels. The MCD12Q1 International
Geosphere-Biosphere Program (IGBP) classiﬁcation scheme, which
classiﬁes each 500 m pixel into one of 17 classes (Table 1) and has a
reported 75% overall land cover classiﬁcation accuracy (Friedl et al.,
2010) was used. In addition, the MCD12Q1 500 m classiﬁcation
conﬁdence (Land_Cover_Type_1_Assessment) and quality assessment
(Land_Cover_Type_QC) data layers were used to help select only good
quality and high conﬁdence training class labels. The MCD12Q1 product
is deﬁned in the standard MODIS 10° × 10° MODIS land product tile
system in the equal area sinusoidal projection (Wolfe et al., 1998).
2.2. Three years of global Web-enabled Landsat Data
Monthly 30 m global Web-enabled Landsat Data (GWELD) version
3.0 products publically available from http://globalweld.cr.usgs.gov/
collections/ (and see http://go.nasa.gov/2kLcKto for visualizations)
were classiﬁed to generate 30 m land cover maps deﬁned with the
MODIS IGBP land cover classiﬁcation scheme (Table 1). The GWELD
products have heritage from the Web Enabled Landsat Data (WELD)
products that were generated for ten years over the continuous United
States (CONUS) and Alaska (Roy et al., 2010a). The WELD products have
been used to make CONUS spatially explicit 30 m maps of percent tree
cover, bare ground and other vegetation and their change (Hansen et
al., 2011, 2014), surface water and permanent snow (Egorov et al.,
2015), burned areas (Boschetti et al., 2015), and crop ﬁelds (Yan and
Roy, 2016). In addition to providing global coverage, the GWELD products have several algorithm improvements over the WELD products.
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Table 1
The 17 IGBP MODIS MCD12Q1 land cover classes (Friedl et al., 2010) and the percentage of the study area that they cover as deﬁned by the 2010 MCD12Q1 product.
Class

Name

CONUS area %

Class

Name

CONUS area %

0
1
2
3
4
5
6
7
8

Water
Evergreen needleleaf forest
Evergreen broadleaf forest
Deciduous needleleaf forest
Deciduous broadleaf forest
Mixed forest
Closed shrublands
Open shrublands
Woody savannas

3.41
6.27
0.73
0.05
4.81
12.50
0.38
12.53
7.38

9
10
11
12
13
14
15
16

Savannas
Grasslands
Permanent wetlands
Croplands
Urban and built-upa
Cropland/natural vegetation mosaic
Snow and ice
Barren or sparsely vegetated

0.46
23.60
0.64
14.31
1.23
10.44
0.02
1.24

a

Class 13 (urban and built-up) was not used in the GWELD 30 m classiﬁcation.

First, they are generated from every available Landsat 5 Thematic Mapper (TM) and 7 Enhanced Thematic Mapper plus (ETM +) Level 1 T
image held in the United States Landsat archive at the U.S. Geological
Survey (USGS) Earth Resources Observation and Science (EROS) Center.
Second, the reﬂective wavelength bands are atmospherically corrected
using the established Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) that uses a radiative transfer code with aerosol
characterization derived independently for each Landsat acquisition
and using external water vapor and ozone characterizations (Masek et
al., 2006). Third, the reﬂective wavelength bands are corrected to
nadir BRDF-adjusted surface reﬂectance (NBAR) using a c-factor BRDF
normalization method and a ﬁxed set of MODIS BRDF spectral model
parameters (Roy et al., 2016a) with a solar zenith deﬁnition modeled
to reﬂect the Landsat 5 and 7 solar zenith that was observed globally
in 2011 (Zhang et al., 2016). Fourth, the GWELD products are stored in
tiles that are nested within the 10° × 10° MODIS land product tiles
(Fig. 1) so it is straightforward to compare the 30 m GWELD products
with any of the standard gridded MODIS land products (Justice et al.,
2002).
Each GWELD tile is composed of 5295 × 5295 30 m pixels. There are 7
× 7 GWELD tiles within each MODIS land tile (Fig. 1). The GWELD tile locations are reﬂected in the ﬁlename, designated as hh⟨xx⟩vv⟨yy⟩.h⟨x⟩v⟨y⟩,
where xx and yy are the standard two digit horizontal (0 to 35) and vertical (0 to 17) MODIS land tile coordinates (Wolfe et al., 1998), and x and
y are one digit horizontal (0 to 6) and vertical (0 to 6) GWELD tile

coordinates. Each GWELD tile pixel deﬁnes for each month or year the
“best” Landsat 5 TM or Landsat 7 ETM+ observation data available at
the 30 m pixel tile location. The compositing method is based on the
method described in Roy et al. (2010a). The information stored at each
GWELD 30 m tile pixel location include: the atmospherically corrected
NBAR for each Landsat reﬂective wavelength band and the derived
NDVI, the top of atmosphere brightness temperature, the date each
composited pixel was acquired on, the per-band radiometric saturation
status, two cloud mask values that were derived from the heritage
Landsat project automatic cloud cover assessment algorithm (ACCA)
(Irish et al., 2006) and a decision tree cloud mask algorithm (Roy et al.,
2010a), the number of acquisitions considered in the compositing period,
the sensor (Landsat 5 or 7), the observed solar and sensor angles, and the
solar zenith that the pixel was normalized to, and also an index that can
be used to deﬁne the L1T image and the L1T pixel row and column location (Roy et al., 2014b).
Monthly GWELD products over the CONUS for three climate years
(i.e., 36 months) from December 2009 to November 2011 were used.
Annual GWELD products are also available but were not used in this
study as they were not found to improve the land cover classiﬁcation accuracy. Only the GWELD Landsat TM and ETM + atmospherically
corrected NBAR for bands 2 (green, 0.53–0.61 μm), 3 (red: 0.63–0.69
μm), 4 (near-infrared: 0.76–0.90 μm for TM and 0.77–0.90 μm for
ETM +), 5 (middle-infrared: 1.55–1.75 μm), and 7 (middle-infrared:
2.08–2.35 μm for TM and 2.09–2.35 μm for ETM +) were used. The

Fig. 1. Illustration of the 20°N and 50°N CONUS study area, composed of 561 GWELD 5295 × 5295 30 m pixel tile boundaries (white) that are spatially nested within 14 standard MODIS
land 10° × 10° tile boundaries (red) deﬁned in the sinusoidal equal area projection. Note that of the 561 GWELD tiles a total of 511 were classiﬁed (as 50 were labelled by the MODIS land
cover product quality assessment layer as shallow ocean, moderate/continental ocean, or deep ocean and were not considered). The background shows for geographic context the year
2010 version 3.0 GWELD true color NBAR product.
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shortest wavelength Landsat TM and ETM + band 1 (blue: 0.45–0.52
μm) was not used because it is very sensitive to atmospheric scattering
and is not reliably atmospherically corrected (Ju et al., 2012; Roy et al.,
2014b; Claverie et al., 2015). All 30 m GWELD pixel values ﬂagged as
cloudy in both the cloud masks, or as saturated, were discarded from
the analysis.
2.3. Study area
The study area is deﬁned by 14 North America 10° × 10° MODIS land
tiles (Fig. 1, red) located between 20°N and 50°N that encompass all of
the CONUS and parts of northern Mexico, the Caribbean, and southern
Canada. Within the 14 MODIS tiles there were a total of 561 GWELD
tiles (Fig. 1, white). A total of 29,292 Landsat 5 TM and 26,686 Landsat
7 ETM + Level 1 T images were used to generate the three years of
GWELD data for these tiles. Fifty GWELD tiles were only shallow
ocean, moderate/continental ocean, or deep ocean (as labelled in the
MCD12Q1 quality assessment layer) and so were removed. This
reduced the number of GWELD tiles that were classiﬁed from 561 to
511 tiles.
2.4. National Land Cover Database (NLCD) urban layer
It is well established that urban areas are difﬁcult to classify reliably
because they encompass a variety of land cover types and land uses that
even at Landsat 30 m scale are often mixed spatially (Herold et al., 2003;
Small, 2005; Lu et al., 2008; Grifﬁths et al., 2010). In this study GWELD
land cover classiﬁcation was undertaken without using the MODIS
land cover product urban and built-up class (Table 1). Instead, a static
30 m urban mask derived from the 2011 CONUS National Land Cover
Database (NLCD) (Homer et al., 2015) was superimposed over the
GWELD classiﬁcations. The 2011 NLCD is available for the CONUS and
includes four urban classes: Developed low, Developed medium, and
Developed high intensity, and an Open Space class (Homer et al.,
2004). These classes were derived from a percent imperviousness map
generated using regression tree techniques applied to Landsat data
and ancillary data including NOAA Defense Meteorological Satellite
Program (DMSP) night light data, road vector data, and USGS National
Elevation Dataset (NED) digital elevation data (Yang et al., 2003;
Homer et al., 2015).
The static CONUS 30 m urban mask was deﬁned using the NLCD
2011 Developed low, Developed medium, and Developed high intensity
classes. The NLCD 2011 Open Space class, that deﬁnes vegetation
planted in developed settings for recreation, erosion control, or aesthetic purposes (Homer et al., 2004), was not used as its deﬁnition is inconsistent with the MODIS land cover product urban and built up class
deﬁnition (Schneider et al., 2010). The 2011 NLCD has been validated
with an overall classiﬁcation accuracy of 82% and with urban class user's
and producer's accuracies of 84% and 80% respectively (Wickham et al.,
2017). The 2011 NLCD data are deﬁned in the Albers projection and so
were re-projected into the MODIS sinusoidal projection by nearest
neighbor resampling to preserve the classiﬁcation label values.
3. Method
3.1. WELD monthly metric generation
The supervised non-parametric classiﬁcation of temporal metrics
derived from Landsat time series is a widely used approach to generate
large area land cover classiﬁcations (Hansen et al., 2014; Yan and Roy,
2015; Wessels et al., 2016; Gomez et al. 2016). Temporal metrics, such
as the median value, are insensitive to phenological differences and
missing data. Temporal metrics do not explicitly capture the timing
but rather the amplitude of the reﬂectance variation and so are insensitive to phenological differences (DeFries et al., 1995; Friedl et al., 2010)
where time series may exhibit different phenological variation at

different locations for the same land cover class (Zhang et al., 2006).
Temporal metrics are robust to missing data which is important because
Landsat time series have gaps due to cloud cover (Kovalskyy and Roy,
2013), variable Landsat acquisition frequency (Wulder et al., 2016),
and sensor issues (Markham et al., 2004).
The metrics were similar to those used previously to classify 30 m
percent tree cover, bare ground and other vegetation for all the
CONUS using WELD data (Hansen et al., 2011). Speciﬁcally, the 20th,
50th (i.e., median) and 80th percentiles of Landsat NBAR bands 2, 3, 4,
5, 7, and of eight normalized NBAR band ratios 4 − 3/4 + 3 (i.e.
NDVI), 5 − 2/5 + 2, 5 − 3/5 + 3, 5 − 4/5 + 4, 7 − 2/7 + 2, 7 − 3/7
+ 3, 7 − 4/7 + 4, and 7 − 5/7 + 5, were used. The 20th and 80th percentiles were used, rather than minimum and maximum values, to reduce sensitivity to shadows and residual cloud and atmospheric
contamination effects. This provided a total of 39 metrics for each
30 m GWELD pixel location. The metrics were extracted considering
only April to October because of persistent cloud and snow in the
CONUS winter (Ju and Roy, 2008; Hansen et al., 2011). Thus, a maximum of 21 possible (seven months of 2009, 2010, 2011) unsaturated
and cloud-free monthly observations were used to derive the metrics
without consideration of the acquisition year, which is a common approach when inter-annual variation is limited and to ensure more temporal observations are available (Zhu and Woodcock, 2014; Schmidt et
al., 2016). If there were less than ﬁve unsaturated or cloud-free observations then the GWELD metrics were considered invalid as there were
too few to reliably deﬁne the 20th, 50th and 80th percentiles.
3.2. Study area 30 m land cover training pool derivation
Care was taken to ensure that only reliable and representative training data were extracted as the training data inﬂuence directly the
classiﬁcation accuracy (Foody and Mathur, 2004). A large set of 30 m
training data composed of MODIS land cover class labels (Table 1) and
associated 39 GWELD metrics were extracted systematically across the
study area. For brevity we refer to this as the training pool.
The training pool generation ﬁrst required the selection of suitable
MODIS 500 m land cover pixels. Only MCD12Q1 pixels that were
classiﬁed consistently as the same land cover class over the three years
(2009 to 2011) and that always had classiﬁcation conﬁdence
(Land_Cover_Type_1_Assessment) N 50% and quality assessment
(Land_Cover_Type_QC) set as “good quality” were considered. Pixels classiﬁed by MCD12Q1 as Urban and built-up, or labelled the MCD12Q1 quality assessment layer as shallow ocean, moderate/continental ocean, or
deep ocean, were not considered. For all the classes, except the deciduous
needleleaf forest class, a spatial ﬁlter was applied so that only the
MCD12Q1 pixel locations that had the same land cover class in the surrounding eight 500 m pixels were retained. This is similar to previous approaches (Blanco et al., 2013; Colditz et al., 2012) and was implemented
to help reduce spatial differences between the 500 m MCD12Q1 and 30 m
GWELD data, in particular, 500 m pixel edge effects where the underlying
land cover may change across 500 m pixel boundaries, and also to reduce
the impact of the 50 m 1σ MODIS geolocation error and variable acrosstrack MODIS spatial resolution (Wolfe et al., 2002; Campagnolo et al.,
2016). The deciduous needleleaf forest class was not subject to the spatial
ﬁltering as no good quality consistent deciduous needleleaf forest 500 m
pixels remained after the spatial ﬁltering. We note that this class is
present in North America (Friedl et al., 2000) but only with a sparse geographic distribution (Table 1). Fig. 2 illustrates the selection results for a
single 2010 MCD12Q1 tile (left) and the reduced number of 500 m pixels
after the ﬁltering. In this illustrated example 13.71% of the 500 m pixels
(Fig. 2 left) remain after the ﬁltering (Fig. 2, right).
Within each of the ﬁltered MCD12Q1 500 m product pixels a single
30 m GWELD pixel location was selected. This is complicated because
the spatial arrangement of land cover may be quite different at 500 m
and 30 m. This has not been studied for the CONUS but, for example,
Roy and Kumar (2017) reported that only about 5% of 1 km MODIS
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Fig. 2. Illustration of the MCD12Q1 500 m ﬁltering to select the class labels and where the training pool data were deﬁned. Left: example MCD12Q1 2010 500 m land cover product (colors
correspond to different land cover classes, Table 1) over MODIS land tile h11v04 that covers approximately 1200 × 1200 km (109.0855° to 78.1497°W, 39.7728° to 50.0921°N) and
includes Minneapolis, Chicago and Detroit. Right: the ﬁltered 500 m MCD12Q1 pixels that were classiﬁed consistently as the same land cover class over the three years (2009 to 2011)
and that always had classiﬁcation conﬁdence (Land_Cover_Type_1_Assessment) N50% and quality assessment (Land_Cover_Type_QC) set as “good quality”. Pixels classiﬁed as Urban
and built-up (red in left image) were not considered.

pixels over the Brazilian Tropical Moist Forest Biome (4 million km2)
contained homogeneous land cover mapped at 30 m. In this study the
following selection process was implemented and is based on the method described in Roy et al. (2016a). The GWELD “metric centroid” of all
the 30 m Landsat pixel values falling within the 500 m MODIS pixel
was deﬁned as:
n

mc ¼ ∑i¼1 mi =n

ð1Þ

where mc (the metric centroid) is a vector of 39 metric average
values (m 1c , m 2c , … , m39
c ) deﬁned from the n 30 m pixels that fall
within the 500 m pixel, and mi is a vector of the 39 GWELD metric
values (m1i , m2i , … , m 39
i ) for 30 m pixel i. The 30 m pixel that was
selected was the one that minimized:
Δi ¼ jmi −mc j

ð2Þ

where Δi is the absolute distance between the metric centroid
vector mc = [m1c , m2c , … , m 39
c ] and the metric vector at pixel i
(mi = [m1i , m2i , … , m39
i ]). If several 30 m pixels had the same Δ value
then one pixel was selected at random. The underlying assumption of
Eqs. (1) and (2) is that the majority of the 30 m pixels have the same
land cover type as the 500 m pixel. Consequently, only MODIS 500 m
pixel locations that were N75% covered by 30 m pixels with valid
GWELD metrics (i.e., 30 m pixel locations where there were ﬁve or
more unsaturated cloud-free observations over the three years) were
considered.
The above procedure was used to generate a training pool deﬁned by
a table with 40 columns (the single MCD12Q1 500 m land cover class
label and the corresponding 39 GWELD metrics at each selected 30 m
location) and several million rows (different 500 m pixels across the
study area). The sampling, and so the population of the table rows,
was undertaken systematically from the north west to the south east
across the study area.
3.3. Random forest land cover classiﬁcation
3.3.1. Overview
Two types of random forest classiﬁcations were undertaken. First, a
single random forest was derived and used to classify all the 511

GWELD tiles. Second, a locally adaptive random forest was derived for
each GWELD tile and the resulting 511 tile classiﬁcation results were spatially mosaicked together. Both used sub-sets of the training pool sampled
so that the relative class frequency in the training data was proportional
to the study area MCD12Q1 class frequency while ensuring that all 16
classes (all but the Urban and built-up class, Table 1) were included.
The classiﬁcations were undertaken using the R RANDOMFOREST
package (http://www.r-project.org/) with default parameter settings
(Liaw and Wiener, 2002). A total of 500 trees were grown with each
tree considering 63.2% of the training data selected at random without replacement and considering six randomly selected GWELD metrics per
partition in the tree. Six randomly selected GWELD metrics per partition
were used as this number is approximately the square root of the number
of available predictor variables (the 39 GWELD metrics). Each tree was
used to independently classify the GWELD metrics for each 30 m pixel
and the ﬁnal land cover class was assigned in the conventional way as
the majority class over the 500 classiﬁcations. The resulting classiﬁcations
were composed of 16 classes with no urban built-up class (Table 1).
Post-classiﬁcation, the static NLCD-based CONUS 30 m urban mask
was used to provide a ﬁnal CONUS classiﬁcation including an urban definition. Outside the CONUS (approximately 122 of the 511 GWELD
study area tiles) there is no NLCD product. Thus, all CONUS 30 m pixel
locations that were labelled in the NLCD as Developed high, medium
or low urban density were labelled in the ﬁnal GWLED classiﬁcation
as Urban and built-up.
3.3.2. Single random forest 30 m land cover classiﬁcation
A single random forest was applied to all the 511 GWELD tiles. The
number of selected training data samples for each class was deﬁned
by the parameter p as:
ni ¼

p
nMODIS
100 i

ð3Þ

where n∗i is the number of samples for land cover class i selected from
the training pool, p is the percentage (N 0 to 100) of the North American
500 m land pixels considered, and nMODIS
is the total number of study
i
area MCD12Q1 2010 500 m pixels for class i. Different p values were
considered and the derived n∗i values examined to ensure that each
land cover class had sufﬁcient training data selected from the training
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pool. Due to the training pool derivation (Section 3.2) for a given class i
the number of class samples in the training pool (ni) may be smaller
than n∗i in which case n∗i was set as ni.
The selection of the training data from the training pool was not undertaken randomly but rather in a geographically systematic manner.
Recall that the training pool was deﬁned as a table where the row
order was populated systematically across the study area from the
north west to the south east. A separate table for each land cover class
i was extracted and then a selection was undertaken from each by
extracting every n∗i /ni row where n∗i is deﬁned as Eq. (3), ni is the number
of class samples in the training pool, and n∗i /ni was rounded to the
nearest integer and is ≥1. This helped to ensure that the training data
for each land cover class were distributed across the study area which
may not occur using a simple random sampling scheme.
3.3.3. Locally adaptive random forest 30 m land cover classiﬁcation
Locally adaptive random forest classiﬁcations were undertaken in an
attempt to reduce signature extension issues. It is well established that
the application of training data class signatures to classify other locations or times becomes less appropriate if the land cover spectral signatures are different further away in space or time (Henderson, 1976;
Minter, 1978; Woodcock et al., 2001). For example, consider the
MCD12Q1 deciduous broadleaf forest class that has a CONUS range extending from Maine to Florida. The deciduous broadleaf forest training
data collected over this range will include quite different forest species,
forest structural compositions, understory vegetation, and soils. These
signature extension issues may be confounded by noisy data and residual data pre-processing errors (Gray and Song, 2013) although we expect this to be reduced by the GWELD processing and the use of metrics.
The local areas were deﬁned by GWELD tiles as they have approximately the same area (159 × 159 km) as Landsat images (170 km
× 180 km) that are used as a spatial unit for national (Homer et al.,
2015) and global land cover mapping (Gong et al., 2013). The class proportions in each tile deﬁned by MCD12Q1 were not considered because
of the spatial resolution difference between the 500 m and 30 m pixels
— tiles with a small number of MCD12Q1 500 m classes may contain
more classes at 30 m (this is illustrated in the results). In addition, the
training pool data were not available everywhere due to the ﬁltering
used to generate them (e.g., Fig. 2). For each GWELD tile a random forest
was generated using, as a default, the single random forest training data
(Section 3.3.2). Local training pool data may exist for the tile that were
not selected to generate the single random forest and these were preferentially used in the local classiﬁcation. Speciﬁcally, the single random
forest training data were replaced with local training pool data while
ensuring that for each class i there were n∗i training data samples. In
this way, training samples for all the land cover classes were always
used, including classes that were not present locally. To ensure classiﬁcation consistency across the GWELD tile boundaries the training data
were sampled locally from the training pool for 3 × 3 adjacent tiles to
build a random forest that was then used to classify the central tile. Finally, the 511 independently derived central tile classiﬁcations were
spatially mosaicked together.
3.4. Random forest land cover assessment
3.4.1. Quantitative accuracy assessment against the training pool data
The selected training pool data were considered as “truth” for the
classiﬁcation and for the following classiﬁcation accuracy assessment.
The selected MCD12Q1 class labels of the training pool data (classiﬁed
consistently as the same MODIS land cover class over the three years
with classiﬁcation conﬁdence N50% and quality assessment set as
“good quality”) were considered as without error. The classiﬁcation accuracy was assessed quantitatively by bootstrapping the random forest
implementation (Breiman, 2001) to derive confusion matrix based accuracy metrics. For brevity we sometimes refer to the metric results in
terms of “accuracy” but strictly they quantify the agreement between

the classiﬁcations and the MCD12Q1 training pool data. This is
discussed further at the end of this paper.
For the single random forest classiﬁcation, after each of the 500 trees
was generated using 63.2% of the training data, the remaining ‘out-ofbag’ (OOB) 32.8% sample was classiﬁed with the tree and the classiﬁed
out of bag (OOB) results stored. Thus, for 500 trees every training data
sample was typically considered as an OOB sample n = 164 (0.328
× 500) times. For each training sample the majority class over the n
OOB classiﬁcations was the classiﬁcation result. This result, and the corresponding training pixel MCD12Q1 class label, was used to populate a
two-way confusion matrix. The locally adaptive random forest classiﬁcation accuracy was assessed in the same way except that only the
OOB samples located within the 511 central GWELD tile were retained.
In this way, one confusion matrix was derived using all 511 central tile
OOB samples. Conventional accuracy statistics, i.e., percent correct (0–
100%), kappa (0–1), and land cover class user's and producer's accuracies (0–100%) (Foody, 2002), were derived from the two confusion
matrices.
The entire training pool was not used for the accuracy assessment
because, as described in the results (Section 4.1), the training pool selection criteria meant that several of the classes had relatively small numbers of training pool pixels and so they were all used to generate the
classiﬁcations. Only the accuracy of the classes in the random forest
classiﬁcations could be considered due to the bootstrapping and so
the accuracy of the NLCD derived urban mask was not measured.
3.4.2. Classiﬁcation quality conﬁdence maps
Spatially explicit 30 m maps of classiﬁcation conﬁdence were derived to provide insights into the classiﬁcation performance. They do
not measure accuracy but rather provide an indication of the classiﬁcation quality. The conﬁdence was deﬁned for each pixel as the proportion
of times over the 500 trees that the pixel was classiﬁed as the majority
class (McIver and Friedl, 2001). The maximum possible conﬁdence
was 1.0 (all 500 trees classify a pixel as the same class) and the minimum was 0.0625 (=1/16, i.e., when all the 16 classes are evenly distributed among the 500 trees). Other conﬁdence measures, such as the
second most common class or the number of unique classes that the
pixel was classiﬁed as over the different trees (Dieye et al., 2011;
Friedl et al., 2010) were implemented but due to paper length restrictions their results are not included in this study.
3.4.3. Comparison with the MCD12Q1 land cover classiﬁcation
To complement the above assessments the 2010 MCD12Q1 500 m
land cover product was compared to the 30 m random forest classiﬁcations except for locations labelled in the MCD12Q1 quality assessment
layer as shallow ocean, moderate/continental ocean, or deep ocean. As
the MCD12Q1 product includes the Urban and built-up class the 30 m
NLCD urban mask was considered to ensure an unbiased comparison.
Consequently, the following comparison was restricted to the CONUS
where the NLCD is deﬁned. The comparison does not assess the accuracy or quality of the random forest classiﬁcations but provides insights
into the relative over- or under-estimation of the class proportions between the two scales of classiﬁcation.
The 2010 MCD12Q1 500 m land cover pixels were resampled to
30 m and compared on a pixel by pixel basis with the 30 m random forest land cover classiﬁcations. For each of the 17 land cover classes (Table
1) the proportion of the resampled 30 m MCD12Q1 pixels classiﬁed as
another (or the same) class in the 30 m Landsat random forest classiﬁcation was derived considering all the CONUS pixels as:
pba ¼

∑i; j∈CONUS ð ðMCD12ði; jÞ ¼¼ aÞ&&ðLandsatði; jÞ ¼¼ bÞ Þ
∑i; j∈CONUS ðMCD12ði; jÞ ¼¼ a Þ

ð4Þ

where pba is the proportion of the resampled 30 m MCD12Q1 class a
pixels classiﬁed as class b in the 30 m random forest land cover classiﬁcation, and MCD12(i,j) and Landsat(i,j) denote the MCD12Q1 and the
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The training pool was deﬁned by 4,182,823 different 500 m pixel locations with MCD12Q1 land cover class labels and 39 associated GWELD
30 m metrics. This corresponded to 8.44% of the total number of the
study area MCD12Q1 2010 500 m land pixels. The training pool data
were distributed across the study area and only 20 of the 511 GWELD
tiles had no training pool data of which 16 were coastal tiles with only
small land portions. However, when considering 3 × 3 neighboring
GWELD tiles there was only one tile with no training pool data (over
Bermuda in the Atlantic Ocean). Table 2 summarizes the total number
of samples by land cover class in the training pool and their relative percentages. Evidently, due to the training pool derivation (Section 3.2),
the relative percentage of training pool class samples is different to
the study area MCD12Q1 2010 class samples that are also summarized.
Table 3 summarizes the number of training samples when p = 0.2%,
0.4%, 0.6%, 0.8%, 1.0%, 1.5%, 2.0% of the North American MODIS land
pixels are extracted balanced to the study area MCD12Q1 class proportions as Eq. (3). The grassland (class 10) and the snow and ice (class 15)
classes have the greatest and smallest number of selected training data
reﬂecting their relatively common and rare occurrence in the study area
MCD12Q1 2010 classiﬁcation (Table 2), respectively. In general, the
number of class training samples increases with p. For some classes, in
particular snow and ice (class 15), but also closed shrublands (class
6), woody savannas (class 8), and savannas (class 9), there were insufﬁcient training samples in the training pool relative to the frequency of
the other classes to enable balancing to the study area MCD12Q1 class
proportions.
Table 4 summarizes the average percentage of study area land cover
class training data samples (Table 3) that can be replaced by local training pool data over the 511 land 3 × 3 GWELD tile neighborhoods for different p values. For each class the average percentage replaced reduces
with greater p. This is reasonable as greater p provides more training
samples in the study area MCD12Q1 class portion balanced training
data set (Table 3) and so fewer local samples remain in the training
pool. For woody savanna (class 8) there were never any (0% on average,
Table 4) additionally available samples locally.
The selection of a suitable p value for training data sampling from the
training pool is an ill-posed optimization problem. This is illustrated in
Fig. 3 which shows the impact of changing the p value (p = 0.2%, 0.4%,
0.6%, 0.8%, 1.0%, 1.5%, 2.0% as Tables 3 and 4) on the single (black dotted
lines) and locally adaptive (black solid lines) random forest classiﬁcation accuracies for three example GWELD tiles. Strictly, the plotted accuracy results quantify the bootstrapped level of agreement between the
classiﬁcations and the MCD12Q1 training pool data but for brevity we
refer to the agreement as accuracy in this section.
For large p (not illustrated in Fig. 3) the single and the locally adaptive classiﬁcation accuracies converge. The single random forest classiﬁcation accuracy generally increases with p as more training data are
extracted from the training pool (Table 3) and so there is an increased
likelihood of capturing spectral heterogeneity within and among classes. Conversely, larger p values decrease the percentage of local training
samples relative to the total used (shown by red lines) and so the locally
adaptive classiﬁcations become less locally representative. Thus, typically, the locally adaptive classiﬁcation accuracies (black solid lines) decrease with greater p. The exception is the Minnesota example (Fig. 3
right) that exhibits increasing locally adaptive classiﬁcation accuracy
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Table 3
Number of study area (Fig. 1) training data samples (n∗i ) for each land cover class considering different percentages (p) of the study area 500 m pixels and balancing the class proportions according to the MCD12Q1 class proportions as Eq. (3).
p (%) Land cover class
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42,351
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21
38
64
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193
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12,435
19,018
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32,331
46,188
64,663
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668
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1336
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3388
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1256
2435
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4870
6493
9740
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282,780
378,816
479,751
670,956
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Table 4
Average percentage of study area (Fig. 1) land cover class training data samples (n∗i ) (Table 3) that are replaced by local training pool data over the 511 3 × 3 GWELD tile neighborhoods considering different percentages (p) of the study area 500 m
pixels.
p (%) Land cover class
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Fig. 3. Sensitivity of random forest classiﬁcation accuracy to the percentage of the North American MODIS land pixels sampled (p) for three GWELD tiles. Overall classiﬁcation accuracies
derived from the tile OOB samples for the single random forest classiﬁcation (black dotted lines) and the locally adaptive random forest classiﬁcation (black lines). The red lines show the
percentage of the single random forest training data replaced with local training pool samples used in the locally adaptive classiﬁcation. The California hh08vv05.h2v2 tile (left) is covered
predominantly by MCD12Q1 classes cropland (57.0%), open shrublands (12.4%) and grasslands (12.0%), the Oregon hh09vv04.h2v5 tile (middle) is mainly grasslands (96.9%), and the
Minnesota hh11vv04.h4v1 tile (right) is covered by mixed forest (39.1%), cropland/natural vegetation mosaics (27.1%), and cropland (19.1%).

with p up to 1.5%, although there is relatively little variation in the single
or locally adaptive random forest classiﬁcation accuracy (b1.5% for the
different illustrated p values). As both classiﬁcation methods provide accuracies of about 90% this suggests that the local Minnesota class training data are not dissimilar to the class training pool data for the rest of
the study area.
Importantly, for all the illustrated Fig. 3 examples, the locally adaptive classiﬁcations are systematically more accurate (by 3.75% to
9.84%) than the single random forest classiﬁcations. The optimal p
value for the locally adaptive classiﬁcation is unknown a priori as it is dependent on the local training data availability and quality relative to the
training pool. A data driven solution to ﬁnd the optimal p value is suggested. For example, one where the locally adaptive (Fig. 3, black solid
line) classiﬁcation results are generated for different p values and the
value that maximizes the classiﬁcation accuracy is selected. However,
this is computationally prohibitive as it means classifying the data multiple times. Consequently, in this study a single ﬁxed p value was used.
In this study a 1.0% p value was used for the single and locally adaptive random forest classiﬁcations. This provided 479,751 training pixels
balanced among classes, as Eq. (3), according to the study area
MCD12Q1 2010 class proportions (Table 3). Thus, 479,751 training
pixels were selected from the training pool and used for the single random forest classiﬁcation. The locally adaptive random forest classiﬁcation also used these 479,751 training pixels but replaced them on a
class basis with available local training pool data. For p = 1.0% three
of the classes have no locally updated training samples updated over
the study area 3 × 3 GWELD tile neighborhoods (Table 4). Speciﬁcally,
woody savannas (class 8) never has locally updated training samples
for any p and savannas (class 9) and closed shrublands (class 6) only
have locally updated data when p is not N 0.4% and 0.8% respectively.
For the remainder of the classes, when p = 1.0%, the average percentage
of the study area land cover class training samples replaced by local
training pool samples varies among the classes from 0.084% to
11.657% and when considering all classes the average is 4.836% (Table
4). This was judged to be a suitable compromise as using a lower p reduced the amount of training data used (Table 3). We note that for
both the single and locally adaptive random forest classiﬁcations using
479,751 training pixels provides a considerable training data set. For
comparison, only 91,433 training samples were used to generate a global nine class 30 m Landsat land cover classiﬁcation (Gong et al., 2013; Yu
et al., 2013).
4.2. Single random forest 30 m land cover classiﬁcation
Fig. 4 shows the single random forest 30 m classiﬁcation generated
using the 500 trees applied to all 511 GWELD tiles. There were a total
of 11,967,033,918 30 m pixels of which 11,951,131,523 (99.87%) were
classiﬁed, while 15,902,395 (0.13%) were unclassiﬁed because there

were less than ﬁve valid observations over the 36 months of GWELD
data. Superimposed on the GWELD classiﬁcation, shown in red, is the
NLCD-based CONUS 30 m urban mask. At this synoptic scale, the classiﬁcation appears geographically plausible and is similar to the 2010
MCD12Q1 500 m classiﬁcation (Fig. 8, Section 4.4).
Fig. 5 shows the CONUS classiﬁcation conﬁdence image, i.e., the proportion of times over the 500 trees that each pixel was classiﬁed as the
majority class (Section 3.4.2). The conﬁdence values do not measure accuracy but rather provide an indication of the classiﬁcation quality. Considering the non-missing pixels the conﬁdence varies from 0.13 to 1.0
with a median of 0.77 (mean of 0.749) which indicates reasonable conﬁdence for 16 classes. The spatial distribution of the classiﬁcation conﬁdence data is of interest. High conﬁdences typically occur over water
bodies which is expected, as water is spectrally quite different to other
classes in Landsat data (Sheng et al., 2016), and also over the extensive
deserts and drylands across the CONUS which is presumably because
bright soils are markedly spectrally different and more temporally stable than the other classes. Low classiﬁcation conﬁdence is apparent
over certain agricultural regions reﬂecting the diversity of crop types
that can have complex spectral and temporal signatures (Chang et al.,
2007; Johnson and Mueller, 2010; Yan and Roy, 2015). The urban
mask regions (red in Fig. 4) are quite apparent in the classiﬁcation conﬁdence image and typically have the lowest conﬁdence (Fig. 5), for example, over Chicago that is located on the south west corner of Lake
Michigan (detail in Fig. 2). This is expected as the GWELD classiﬁcation
did not include an urban class. A total of 2.37% of the CONUS pixels were
overwritten with the NLCD-based 30 m urban mask. It is interesting to
note that these urban pixel locations were not frequently classiﬁed as
barren or sparsely vegetated (1.77%, class 16) but rather were more frequently classiﬁed as croplands (30.16%, class 12), grasslands (23.67%,
class 10), cropland/natural vegetation mosaic (20.59%, class 14), and
open shrublands (13.09%, class 7). This likely reﬂects, except for desert
cities and dense central business districts, the documented and nationally variable presence of vegetation within U.S. urban areas (Pataki et al.,
2006).
Table 5 reports the single random forest classiﬁcation confusion matrix and the class producer's and user's accuracies that quantify the level
of agreement between the classiﬁcation and the rigorously ﬁltered
MCD12Q1 class labels present in the bootstrapped training pool data.
The overall classiﬁcation level of agreement is high, with a 93.13% percent correct and 0.9195 kappa. The user's and producer's accuracies
were both N 90% for the following ten classes: water (class 0), evergreen
needleleaf forest (class 1), mixed forest (class 5), closed shrublands
(class 6), open shrublands (class 7), grasslands (class 10), permanent
wetlands (class 11), croplands (class 12), snow and ice (class 15), and
barren or sparsely vegetated (class 16). The user's and producer's accuracies were N83% for all the other classes except for deciduous
needleleaf forest (class 3) and woody savannas (class 8). These results
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Fig. 4. Single random forest 30 m land cover classiﬁcation derived using 479,751 training pixels drawn balanced to the study area MCD12Q1 class proportions from the training pool (p =
1.0%, Table 3). The urban and built-up class (red) over the CONUS was deﬁned by the static NLCD-based CONUS 30 m urban mask (Section 2.4).

indicate quite reasonable classiﬁcation accuracies. Deciduous needleleaf
forest (class 3) had a markedly poor accuracy with a 33.3% user's and
0.4% producer's accuracy. Notably, this was the one class for which the
training pool data were not generated using the spatial ﬁlter (Section
3.2) because no good quality consistent deciduous needleleaf forest
MCD12Q1 500 m pixels remained after the ﬁltering. We note also that
this class was frequently (143 of 234 training samples) confused with
the mixed forest (class 5) which has a similar class deﬁnition. Woody
savannas (class 8) had producer's and user's accuracies of 72.0% and
90.3% respectively and was often classiﬁed as grasslands (class 10),
croplands (class 12), or cropland/natural vegetation mosaic (class 14).
Again this may be because of the relative scarcity of training data for
this class (Table 3). The results in Table 5 are quite similar but higher
than those reported for the global MODIS collection 5 MCD12Q1 product (Table 4 in Friedl et al., 2010).

4.3. Locally adaptive random forest 30 m land cover classiﬁcation
Fig. 6 shows the locally adaptive random forest 30 m classiﬁcation.
The overall level of agreement between the classiﬁcation and the rigorously ﬁltered MCD12Q1 class labels present in the bootstrapped training
pool data is about 2% higher than for the single random forest classiﬁcation, with a 95.44% correct and 0.9443 kappa. At this synoptic scale there
is no evident difference between these results and the Fig. 4 classiﬁcation
results. The classiﬁcation conﬁdence also appears similar to Fig. 5 and so
is not illustrated. Considering all the non-missing pixels the conﬁdence
varies from 0.13 to 1.0 with a median of 0.79 (mean 0.761) which is on
average slightly higher than for the single random forest classiﬁcation.
Fig. 7 illustrates two example full resolution 1000 × 1000 30 m pixel
subsets of the locally adaptive classiﬁcation selected over regions of predominantly cropland (left) and deciduous broadleaf forest (right).

Fig. 5. Classiﬁcation conﬁdence map (highest conﬁdence 1.0 shown in white) for the single random forest classiﬁcation illustrated in Fig. 4.

Table 5
Single random forest 30 m classiﬁcation (Fig. 4) confusion matrix results. A total of 479,751 classiﬁed “out-of-bag” (OOB) samples for 16 classes (Table 1) were used to derive the confusion matrix counts. The class producer's and user's accuracies
quantify the level of agreement between the classiﬁcation and the rigorously ﬁltered MCD12Q1 class labels present in the bootstrapped training pool data.
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Fig. 6. Locally adaptive random forest 30 m land cover classiﬁcation derived using 479,751 training pixels with locally replaced training pixels from each 3 × 3 GWELD tile area (p = 1.0%,
Table 4). The urban and built-up class (red) was deﬁned by the static NLCD-based CONUS 30 m urban mask (Section 2.4).

These examples were selected speciﬁcally because they are centered on
the intersection of four neighboring GWELD tiles (the corner of each tile
occupies a subset quadrant) and were classiﬁed using largely different
amounts of locally updated training data. There is no tile classiﬁcation
boundary apparent in these two examples. This is because 3 × 3
GWELD tiles were used for the local training sample updating and the
resulting random forest was used to classify the central tile.
Table 6 reports the CONUS locally adaptive classiﬁcation confusion
matrix and the producer's and user's accuracies that quantify the level
of agreement between the classiﬁcation and the rigorously ﬁltered
MCD12Q1 class labels present in the bootstrapped training pool data.
As for the single random forest results (Table 5) the user's and
producer's accuracies were both N 90% for ten of the sixteen classes.

Considering both the user's and producer's accuracy the croplands
class (12) has the greatest accuracy improvement in the locally adaptive
classiﬁcation compared to the single random forest classiﬁcation with
2.7% and 5.6% higher producer's and user's accuracy. This is likely because croplands are spatially and temporally highly variable. For example, the USDA 30 m Cropland Data Layer (CDL) product maps N 100
CONUS crop types (Boryan et al., 2011; Johnson and Mueller, 2010)
and multiple crops can be rotated over several years (Plourde et al.,
2013). Moreover, the same crop type in different regions may have different soils, growing seasons and vigor, and be subject to different crop
management practices and weather that effect its discrimination using
satellite data (Doraiswamy et al., 2004; Boryan et al., 2011; Yan and
Roy, 2015).

Fig. 7. Locally adaptive random forest 1000 × 1000 30 m land cover classiﬁcation results for Herington, Kansas (left) and for the Crown City (Ohio) and Mill Creek (West Virginia) wildlife
management areas to the north of Milton and Hurricane (West Virginia) (right), each centered on the intersection of four adjacent GWELD tiles. The four tiles (left) hh10vv05.h2v0,
hh10vv05.h3v0, hh10vv05.h2v1, hh10vv05.h3v1 were classiﬁed using 21.75%, 2.47%, 13.77% and 0.98% of the training data samples replaced locally from the training pool. The four
tiles (right) hh11vv05.h3v0, hh11vv05.h4v0, hh11vv05.h3v1 and hh11vv05.h4v1 were classiﬁed using 14.70%, 2.81%, 15.74% and 2.11% of the training data samples replaced locally
from the training pool. The class colors and labels are provided in Fig. 6 and Table 1 respectively.

Table 6
Locally adaptive random forest 30 m classiﬁcation (Fig. 6) confusion matrix results. A total of 2,222,105 classiﬁed “out-of-bag” (OOB) samples for 16 classes (Table 1) were used to derive the confusion matrix counts considering the training samples
located within each of the 511 GWELD tiles. The class producer's and user's accuracies quantify the level of agreement between the classiﬁcation and the rigorously ﬁltered MCD12Q1 class labels present in the bootstrapped training pool data.
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The producer's accuracy is used to compare classiﬁcation algorithms
as it quantiﬁes for a given class in the training data how many are classiﬁed correctly (Story and Congalton, 1986). The class producer's accuracies are comparable (within 1%) or greater for the locally adaptive
random forest (Table 6 bottom row) than for the single random forest
classiﬁcation (Table 5 bottom row). Only the snow and ice (class 15)
has lower (by N 1%) producer's accuracy in the locally adaptive classiﬁcation. The reason for this cannot be reliably interpreted however
given the relatively small number of snow and ice samples considered.
The user's accuracy quantiﬁes how often a class in the classiﬁcation is
present on the surface (assuming that the training data capture the surface class distributions) (Story and Congalton, 1986). Direct comparison
of the class user's accuracy for the two classiﬁcation methods cannot be
undertaken reliably due to the different number and spatial sampling of
“out-of-bag” (OOB) samples considered between the methods. Of note
however, is that six of the sixteen classes have greater (by N1%) user's
accuracy in the locally adaptive classiﬁcation (Table 6 right column)
than the single random forest classiﬁcation (Table 5 right column).
The classes with lower locally adaptive user's accuracy typically have a
low average percentage of training samples replaced by the local training pool data (Table 4). In particular, no local training data were available for closed shrublands (class 6), woody savannas (class 8) and
savannas (class 9) and these classes have the smallest user's accuracies
(85.7%, 76.5% and 89.3% respectively) for the locally adaptive classiﬁcation compared to the single random forest classiﬁcation (93.5%, 90.3%
and 94.7% respectively).
4.4. Comparison of the 30 m Landsat and 500 m MODIS land cover
classiﬁcations
Fig. 8 illustrates the 2010 MCD12Q1 500 m land cover product which
at this scale is generally consistent with the single (Fig. 4) and locally
adaptive (Fig. 6) random forest 30 m classiﬁcations. Some regional differences are apparent however. In particular, North Dakota and the Canadian border region were classiﬁed as cropland (class 12) by
MCD12Q1 (Fig. 8) but also as grassland (class 10) in the 30 m classiﬁcations (Figs. 4 and 6). This northern great plain region is characterized by
a mixture of grassland and croplands (Sleeter et al., 2013). Another apparent synoptic scale difference is in the northwest Canadian boreal forest that was classiﬁed by MCD12Q1 as evergreen needle leaf forests
(class 1) and mixed forests (class 5) but classiﬁed predominantly as
mixed forests in the 30 m classiﬁcations (class 5). This region is

dominated by needle leaf forests but also has extensive patches of herbaceous and grass species in forest disturbance (logging and ﬁre) areas
(Hermosilla et al., 2016; Bartels et al., 2016).
Figs. 9 and 10 illustrate two example 27 × 27 km subsets with six
panels showing the MODIS MCD12Q1 500 m classiﬁcation (top left),
the 30 m single random forest classiﬁcation (middle left), and the
30 m locally adaptive classiﬁcation (bottom left) and the corresponding
30 m classiﬁcation conﬁdence maps (middle right and bottom right).
For geographic context a true color 30 m GWELD 2010 annual composite is also shown (top right). These examples are in the CONUS and so
include the NLCD urban mask (red classiﬁed pixels). The spatial resolution differences between the MODIS 500 m and the Landsat 30 m classiﬁcations are striking. Areas that are classiﬁed into a small number of
500 m MCD12Q1 land cover classes contain other additional classes
that are captured at 30 m. This illustrates why using only local training
data deﬁned from MCD12Q1 is inappropriate for 30 m classiﬁcation as
local 500 m training data may not capture classes that are actually
present.
Fig. 9 shows a region of S.E. Oregon that is classiﬁed by MCD12Q1
into six classes, predominantly grasslands (class 10, 94.8%) and open
shrublands (class 7, 4.3%). In the 30 m classiﬁcations these class proportions are quite different with notably less grassland (82.3% and 61.2% in
the locally adaptive and single random forest classiﬁcations respectively) and more open shrublands (12.6% and 33.4% in the locally adaptive
and single random forest classiﬁcations respectively) and a minority
of 30 m pixels classiﬁed into ﬁve new classes. The green circular pivot
irrigation ﬁeld (that appears elliptical due to the sinusoidal projection)
in the north west corner of the true color GWELD 2010 annual composite is correctly classiﬁed as cropland (class 12) in both the 30 m classiﬁcations but is under-represented in MCD12Q1 likely due to the coarser
500 m resolution. Similarly, the diagonal road apparent in the S.E. corner
of the 30 m classiﬁcations (red) is not present in MOD12Q1. Across the
subset the locally adaptive 30 m classiﬁcation appears more coherent
than the single random forest classiﬁcation, particularly because the
open shrubland (class 7) classiﬁed pixels are spatially more coherent
and replace pixels classiﬁed in the single random forest classiﬁcation
as grassland (class 10). Shrublands and grasslands that coexist are
often difﬁcult to classify reliably as they can be spectrally similar
(Wickham et al., 2013; Gibbes et al., 2010). Notably, the classiﬁcation
conﬁdence for the shrublands and grasslands classes is higher for the locally adaptive classiﬁcation than the single random forest classiﬁcation.
In both classiﬁcation conﬁdence data sets, and also in the single random

Fig. 8. Collection 5 2010 MCD12Q1 500 m land cover classiﬁcation (Friedl et al., 2010).
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Fig. 9. Detailed comparison of MCD12Q1 500 m 2010 classiﬁcation (top left), the single random forest classiﬁcation (middle left), the locally adaptive classiﬁcation (bottom left) and the
corresponding 30 m classiﬁcation conﬁdence maps (middle right and bottom right). For geographic context a true color GWELD 2010 annual composite is also shown (top right). Example
for a 27 × 27 km (900 × 900 30 m, 54 × 54 500 m) pixel area centered on 42.6278°N 118.1629°W near Andrews, Oregon (falling in GWELD tile hh09vv04.h2v5).

forest classiﬁcation, a faint striping pattern aligned approximately N.W.
to S.E. is evident. This is due to the Landsat-7 ETM+ scan line corrector
failure that introduced across-track stripes of missing pixels with different spatial phases through time (Markham et al., 2004). Although the
30 m classiﬁcations were generated from temporal Landsat metrics
that reduce the impact of this issue, stripes become apparent where
there are more discarded cloudy pixels and fewer available observations
in the time series (Lindquist et al., 2008). For each subset the mean classiﬁcation conﬁdence is 0.8136 and 0.6993 for the locally adaptive and
single random forest classiﬁcation respectively, indicating that the locally adaptive classiﬁcation is more reliable.

Fig. 10 shows similar results as Fig. 9 but for a region in central California. The subset is classiﬁed by MCD12Q1 into four classes: cropland
(class 12, 96.8%), urban and built-up (class 13, 2.4%), grasslands (class
10, 0.5%) and open shrublands (class 7, 0.3%). In the 30 m classiﬁcations
these class proportions are quite different with many more classes
reﬂecting the heterogeneous landscape that is apparent in true color
GWELD 2010 annual composite. The evergreen forest classes and
much of the road network (red) are absent in MCD12Q1, likely due to
the coarser 500 m resolution. The urban areas and roads are by deﬁnition the same for both 30 m classiﬁcations as they are deﬁned independently by the NLCD derived urban mask. Small ephemeral water bodies,
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Fig. 10. As Fig. 9 for a 27 × 27 km area centered on 36.7517°N 120.0795°W near Kerman, California (falling in GWELD tile hh08vv05.h2v2).

such as near Dry Creek Canal in the S.E. part of the subset, are classiﬁed
as water (class 0, blue) in the 30 m classiﬁcations but are misclassiﬁed
as urban in MCD12Q1. In general, the differences between the 30 m
land cover classiﬁcations is because the majority of the crop/natural
vegetation mosaic (class 14) and also some of the evergreen forests
(classes 1 and 2) single random forest classiﬁcation pixels are classiﬁed
as croplands (class 12) in the locally adaptive classiﬁcation. Inspection
of the true color GWELD 2010 annual composite indicates that the majority of the landscape is agriculture. As noted earlier, croplands are spatially and temporally highly variable and the use of local training data
captures this variability better than the single random forest classiﬁcation derived for all the study area. As in Fig. 9, the locally adaptive classiﬁcation has higher classiﬁcation conﬁdence (mean 0.8386) than for
the single CONUS random forest classiﬁcation (mean 0.7118).

Fig. 11 illustrates for each of the 17 land cover classes the CONUS
proportion of the resampled 30 m MCD12Q1 pixels classiﬁed as another
(or the same) class in the 30 m locally adaptive random forest classiﬁcation. The proportions are derived as Eq. (4). The 500 m MCD12Q1 pixels
may be classiﬁed as several other classes in the 30 m locally adaptive
random forest classiﬁcations due to misclassiﬁcation inaccuracies in
one or both land cover products and due to the different spatial arrangement of the land cover at 30 m and 500 m. The classes with the most
mixed proportions, evergreen broadleaf forest (class 2), deciduous
needleleaf forest (class 3), woody savannas (class 8) and savannas
(class 9), are all poorly classiﬁed with low (b90%) producer's or user's
accuracy (Section 4.3). Across the CONUS for 13 of the 17 classes the
majority 30 m land cover class falling within each 500 m pixel is the
same as MCD12Q1 class. The majority class proportions for these classes
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Fig. 11. For each of the 17 land cover classes (rows) the CONUS proportions of the resampled 30 m MCD12Q1 pixels classiﬁed as another (or the same) class in the 30 m locally adaptive
random forest classiﬁcation are shown by the colored horizontal area. The proportions are derived as Eq. (4).

range from a maximum of 95.2% (class 0, water) to 21.4% (class 6, closed
shrubland). The low closed shrubland majority proportion is expected
as this class is easily confused with grasslands and also with forest as
it is a transitional class between grassland and forest. Similarly, the wetland (class 11) and cropland/natural vegetation mosaic (class 14) classes have the next lowest majority class proportions (41.14% and
48.47%) and these classes are known to be difﬁcult to classify reliably
(Ozesmi and Bauer, 2002; Herold et al., 2008). The majority (62.9%) of
the CONUS MCD12Q1 urban and built-up pixels were classiﬁed as developed high, medium or low urban density in the 30 m NLCD product
(Fig. 11). The purpose of this study is not to compare the MCD12Q1
and NLCD urban classiﬁcation results, however, the urban class is included in Fig. 11 to reduce bias because it accounts for a greater
CONUS area than several of the other land cover classes (1.52% and
2.37% of the CONUS were classiﬁed as urban by the MCD12Q1 and the
NLCD urban mask respectively).

5. Discussion
Global land cover classiﬁcation is challenging due to the large volume data pre-processing required and the cost and difﬁculty of
collecting representative training data that enable classiﬁcation models
to be globally consistent and locally reliable (Loveland et al., 2000;
Bartholomé and Belward, 2005; Friedl et al., 2010; Gong et al., 2013).
With the availability of analysis ready data, such as provided by the
global Web-Enabled Landsat data (GWELD) products, and the development of non-parametric classiﬁers, the major challenge is training data
collection. Over large areas the optimal training data sampling needed
to provide a given classiﬁcation accuracy is nearly always unknown.
Consequently, land cover mapping is usually undertaken in an iterative
manner by repeated training data collection and reﬁnement, satellite
data classiﬁcation, and then classiﬁcation accuracy assessment, until
an acceptable classiﬁcation accuracy is obtained (Egorov et al., 2015).
In this study a novel methodology to classify large volume Landsat
data using high quality training data derived from the MODIS land
cover product was demonstrated. This is advantageous as it (i) enables
the classiﬁcation to be undertaken in an automated manner without the
need for interactive and manual training data collection and reﬁnement,
(ii) provides a large geographically distributed training data set, and
(iii) results in the generation of a 30 m Landsat land cover product
with the same classiﬁcation legend as the MODIS land cover product.

A training data pool was extracted from the MODIS land cover product by judicious quality and spatial ﬁltering. Given the considerable
training pool size a sample corresponding to 1% of the number of
North America MODIS 500 m land cover pixels was selected. This provided 479,751 training samples, which we note is more than ﬁve
times larger than the training sample set size used to make a recent
global Landsat land cover classiﬁcation (Gong et al., 2013; Yu et al.,
2013). In addition, the training data selection was undertaken in a geographically systematic manner while ensuring that the selected class
proportions were the same as the North America MODIS land cover
product class proportions. This class proportion balancing is similar to
the MODIS Collection 5 land cover product generation approach that
utilized a Bayes Rule method to address training sample selection bias
(Friedl et al., 2010) and to that used for updating the NLCD land cover
product (Xian et al., 2009).
The detailed results illustrated in Figs. 9 and 10 are representative of
the results across the study area in that the locally adaptive random forest classiﬁcation was more coherent and had higher classiﬁcation conﬁdence than the single random forest classiﬁcation. This and the higher
overall and generally higher producer's and user's accuracies (that
quantify the level of agreement between the classiﬁcation and the ﬁltered MCD12Q1 class labels present in the bootstrapped training pool
data) underscore the utility of the locally adaptive random forest classiﬁcation approach. Locally deﬁned training data are inherently more
likely to capture local spectral heterogeneity within and among classes.
Clearly, however, the utility of the locally adaptive random forest classiﬁcation depends upon the availability of local training data. In this study
this was not an issue as the training pool data derived from MCD12Q1
were geographically well distributed and only 20 of the 511 North
America GWELD tiles had no training pool data (of which 16 were coastal tiles with small land portions) and when considering 3 × 3 neighboring GWELD tiles all of the tiles except one had training pool data.
The accuracy of both the single and locally adaptive random forest
land cover classiﬁcations was assessed by bootstrapping the random
forest implementation to derive confusion matrix based metrics. The
metrics quantiﬁed the level of agreement between the 30 m random
classiﬁcations and the rigorously ﬁltered MCD12Q1 class labels present
in selected training pool data. This is not the same as an absolute classiﬁcation accuracy assessment. However, we note that the ﬁltering to select the MCD12Q1 class labels of the training pool data was quite
rigorous (only 500 m pixels classiﬁed consistently as the same MODIS
land cover class over the three years with classiﬁcation conﬁdence
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N50% and quality assessment set as “good quality” were selected). Consequently, the selected training pixels were likely classiﬁed in the
MODIS product more accurately than reﬂected in the overall 75% classiﬁcation MCD12Q1 accuracy reported by Friedl et al. (2010).
The level of agreement for the locally adaptive random forest classiﬁcation was higher (95.44%, 0.9443 kappa) than for the single random
forest classiﬁcation (93.13%, 0.9195 kappa). The class producer's and
user's accuracies that quantify the level of agreement between the classiﬁcation and the MCD12Q1 class labels present in the bootstrapped
training pool data were also high. For both classiﬁcations no more
than four of the 16 classes had either producer's or user's classiﬁcation
accuracies smaller than 85%. These high levels of agreement were not
driven by the use of an excessive amount of training data as 1% of the
North America 500 m and b0.005% of the 30 m pixels were used as
training data. We also note that although random forest bootstrapping
accuracy assessment is unbiased (Breiman, 2001) studies have observed that it may provide inﬂated accuracies due to the presence of
noise and spatial auto-correlation in the training data (Kennedy et al.,
2015; Millard and Richardson, 2015). In this study, noise (e.g., due to
cloud shadow and residual atmospheric contamination, cloud, and
BRDF effects) was expected to be reduced because of the use of 20%,
50% and 80% percentile temporal metrics and because the metrics
were extracted from Landsat surface NBAR and normalized NBAR
band ratios. Spatial auto-correlation was expected to be mitigated because the training data were sampled in a geographically systematic
manner across North America and were selected nominally at least
one 500 m pixel apart, which is a comparable distance to the 600 m
training and testing sample block distance used in the NLCD urban
layer accuracy assessment to avoid spatial autocorrelation bias (Yang
et al., 2003).
Further research to validate the land cover classiﬁcation results
using independent samples is recommended (Olofsson et al., 2014). In
particular, a systematic comparison of the land cover classiﬁcation results with ground-based observations or higher spatial resolution
interpreted satellite data is recommended, for example, as undertaken
as part of the NLCD production process (Wickham et al., 2017). The developed GWELD 30 m land cover product is complementary to the NLCD
product. However, the NLCD product uses the Anderson Level II classiﬁcation system (Homer et al., 2004; Stehman et al., 2008) which is not
the same as the MODIS IGBP classiﬁcation system (Friedl et al., 2010)
precluding their direct quantitative comparison.
Researchers are increasingly using all the available Landsat data
rather than just select cloud-free images for applications and science
(Roy et al., 2014a). An increasing availability of analysis ready Landsat
data means that large area land cover classiﬁcation will become more
straightforward. For some users, especially those with limited internet
data access and computer resources (Roy et al., 2010b), the scope of
their land cover processing may be constrained. However, analysis
ready data such as the GWELD and MODIS products are available in
the high performance computing NASA Earth Exchange (https://nex.
nasa.gov/nex/) environment, and Landsat data archives are being hosted
and made available in commercial cloud processing environments.
The computational requirements to generate the North America
classiﬁcations reported in this study were relatively modest. The
GWELD metric generation and classiﬁcation were implemented using
custom C software. The processing was undertaken on a 64-bit Linux
computer with 512 GB of memory and 32 cores and parallelized by
tile with the processes distributed across the cores using the Open
Multi-Processing application programming interface (http://www.
openmp.org/). The total processing time was 91 h for the single random
forest classiﬁcation and 242 h for the locally adaptive random forest
classiﬁcations respectively. Consequently, a global implementation is
quite feasible as the methodology is automated. However, further research is merited, for example, concerning the outstanding need for a
reliable 30 m global urban land cover product or classiﬁcation methodology (Klotz et al., 2016), to consider the impact of scarce cloud-free

Landsat data that occur in many parts of the world and periods of the
Landsat record (Kovalskyy and Roy, 2013; Wulder et al., 2016), and
the potential for more sophisticated Landsat time series based decomposition than empirical temporal metrics (Yan and Roy, 2015).
6. Summary
A novel methodology to classify large volume Landsat data using
high quality training data derived from the MODIS land cover product
was demonstrated for North America between 20°N and 50°N. Three
years of MODIS 500 m land cover product and 39 temporal metrics extracted from three years of 30 m GWELD data derived from 55,978
Landsat 5 TM and Landsat 7 ETM + images were used. The GWELD
products provide consistently pre-processed surface nadir BRDF adjusted reﬂectance (NBAR) and are publically available so that other researchers may use them. They are stored in 30 m tiles that are nested
within the standard 10° × 10° MODIS land product tiles so it is straightforward to compare the MODIS and GWELD products and undertake
large volume tile-based processing. A data training pool was extracted
from the MODIS land cover product by judicious quality and spatial ﬁltering. All 17 MODIS IGBP land cover classes, except the Urban and builtup class, were considered. Each of the 500 m class labels was associated
to only one 30 m Landsat pixel selected using a previously published
method (Roy et al., 2016a) based on identifying the 30 m pixel that
most closely matched the “metric centroid” of all the Landsat metric
pixel values falling within the 500 m pixel. A total of 11,951,131,523
Landsat 30 m pixels across North America were classiﬁed. Two 30 m
random forest classiﬁcations (run with default settings and using 500
trees) were generated. First, the 479,751 training samples were used
to generate a single random forest classiﬁcation that was applied to all
the GWELD tiles. Second, for each GWELD tile, a locally adaptive random
forest model was built and applied to the tile using the single random
forest training data updated with other available local training pool
samples. To ensure locally adaptive classiﬁcation consistency across
the tile boundaries the local training data were sampled from the training pool for 3 × 3 adjacent tiles to build a random forest that was then
used to classify the central tile.
The North America 30 m land cover classiﬁcation results appeared
geographically plausible and at synoptic scale were similar to the
500 m MODIS land cover product. Classiﬁcation conﬁdence maps, deﬁning the proportion of times over the 500 trees that each 30 m pixel was
classiﬁed as the majority class, revealed high conﬁdences over water
bodies and within extensive deserts and drylands, reﬂecting the relative
consistency of these classes. Low conﬁdences were observed particularly over agricultural areas reﬂecting the diversity of North America crop
types land covers. Detailed visual inspection revealed that the locally
adaptive random forest classiﬁcations and associated classiﬁcation conﬁdences were generally more coherent than the single random forest
classiﬁcation results. The North America mean classiﬁcation conﬁdence
was higher for the locally adaptive random forest classiﬁcation (0.761)
than for the single random forest classiﬁcations (0.749). The level of
agreement between the 30 m classiﬁcations and the MODIS land
cover product derived training data was assessed by bootstrapping the
random forest implementation. The locally adaptive random forest classiﬁcation had higher overall agreement (95.44%, 0.9443 kappa) than the
single random forest classiﬁcation (93.13%, 0.9195 kappa). These results
indicate that a locally adaptive random forest classiﬁcation approach
should be used in preference to a single random forest classiﬁcation.
The MODIS 500 m land cover product is available globally on an annual basis (Friedl et al., 2010) and so provides a very large source of land
cover training data. It has been reprocessed three times and a new version (Collection 6) will be reprocessed to reﬂect improved sensor
knowledge and improved input MODIS data and processing algorithms
(Justice et al., 2002). The methodology described in this paper could be
applied to other global land cover products such as the 1 km GLC2000
(Bartholomé and Belward, 2005) or the 300 m GlobCover product

H.K. Zhang, D.P. Roy / Remote Sensing of Environment 197 (2017) 15–34

(Bontemps et al., 2011). Similarly, the methodology could be applied to
other Landsat-like moderate spatial resolution data, such as provided by
Sentinel-2 (Drusch et al., 2012) and work is currently underway to process Sentinel-2 data into registration with Landsat data in GWELD tiles
(Yan et al., 2016; Roy et al., 2016b) to enable their utility for multisource land cover classiﬁcation.
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