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Boson sampling is a mathematical problem that is strongly believed to be intractable for classi-
cal computers, whereas passive linear interferometers can produce samples efficiently. So far, the
problem remains a computational curiosity, and the possible usefulness of boson-sampling devices
is mainly limited to the proof of quantum supremacy. The purpose of this work is to investigate
whether boson sampling can be used as a resource of decision and function problems that are com-
putationally hard, and may thus have cryptographic applications. After the definition of a rather
general theoretical framework for the design of such problems, we discuss their solution by means
of a brute-force numerical approach, as well as by means of non-boson samplers. Moreover, we esti-
mate the sample sizes required for their solution by passive linear interferometers, and it is shown
that they are independent of the size of the Hilbert space.
PACS numbers: 03.67.Hk,03.67.Lx,03.67.Ac,42.50.Ex
I. INTRODUCTION
In the quest for solid examples of quantum supremacy,
boson sampling (BS) has a prominent place. The first
reason for this, is that the classical simulation of BS per-
tains to the computation of permanents of large matrices
with complex entries; a problem known to be computa-
tionally hard [1–3]. In fact, the existence of an efficient
classical algorithm for simulating exact (and presumably
even approximate) BS would have severe implications,
which are strongly believed to be highly implausible in
computational complexity theory [1–3]. The second rea-
son is that, contrary to classical computers, networks
consisting of passive linear optical elements (beamsplit-
ters and phase-shifters) only [1, 4], can efficiently produce
samples of unknown boson distributions. The set-up also
requires single-photon sources, and photodetectors, but
no quantum memories or feedback [1, 4].
The first experiments on small-scale BS problems have
confirmed many of the theoretical predictions [5–11]. A
proof of quantum supremacy, however, requires consider-
ably larger-scale BS (typically around N ∼ 30 identical
photons in a network with ∼ N2 modes) [1]. Implemen-
tation of large-scale BS may require significant effort, but
by contrast to universal quantum computers that remain
a formidable challenge, it is within reach of today’s tech-
nology. In any case, a solid proof of quantum supremacy,
has to be accompanied by additional scientific evidence
for the verification of the operation of the BS device.
Unfortunately, classical simulation of BS becomes very
quickly impossible as one increases the complexity of the
problem, and thus the verification by classical means is
not possible. Moreover, although BS devices are capa-
ble of producing samples efficiently, the reconstruction of
the entire probability distribution would require an ex-
ponentially large number of measurements, which is not
∗ nikolg@iesl.forth.gr
possible in practice. Hence, over the last years consider-
able literature has been devoted to the development of
witnesses, which can be used for the efficient verification
of BS devices, and can rule out alternative models or
mock-up distributions [10–15].
Modern cryptography relies on computationally hard
function problems, such as integer factorization and dis-
crete logarithm, which are intimately connected to de-
cision problems (e.g., see chapter 9 of [16]). The prob-
abilistic nature of BS complicates considerably its con-
nection to decision/function problems, and thus, for the
time being, the usefulness of BS devices is limited to
proof-of-principle demonstrations of quantum speed-up
[1–9], or to quantum simulations [17], and there are no
known real applications. More precisely, it is not clear
whether such a connection is possible, or what type of
decision/function problems may be of relevance [1, 4].
In the present work we address these open questions,
by defining a rather general theoretical framework for
decision/function problems that rely on BS. In an at-
tempt to establish a clear connection between BS and
the proposed class of problems, we investigate in detail
how the key quantities of the problems depend on the
BS parameters, i.e., on the photon configuration at the
input and the unitary of the network. Subsequently, the
solution of the problems is discussed in the framework of
a brute-force numerical approach that employees Ryser’s
algorithm. Our estimates suggest that such an approach
becomes very quickly intractable due to the exponentially
large number of permanents involved in the calculation.
A solution by means of non-boson samplers is also not
in general possible, whereas the problems under consid-
eration can be solved efficiently (in terms of the required
sample sizes), if one is capable of performing BS experi-
ments.
The paper is organized as follows. Section II is de-
voted to preliminaries, whereas in Sec. III we discuss the
binning of boson-sampling data. Binning plays a pivotal
role in our theoretical framework in Sec. IV, which al-
2lows for the definition of a class of decision and function
problems. A summary with concluding remarks is given
in Sec. V.
II. PRELIMINARIES
BS is the generalization of the standard Hong-Ou-
Mandel effect to a network withM modes andN photons
[1–4]. The network is governed by an M ×M unitary Uˆ,
with complex matrix elements Um,n, which is chosen ran-
domly according to the Haar measure. In the absence of
losses, the evolution of the system is restricted to the
Hilbert space HM,N spanned by the orthonormal basis
states {|ti〉} with the ith state defined as
|ti〉 := (aˆ
†
1)
ti,1 . . . (aˆ†M )
ti,M |0〉, ti,j ∈ ZN+1
and Zq := {0, 1, . . . , q − 1}. The creation operation aˆ
†
j
creates a photon at the jth mode, and for the ith sate
we have
M∑
j=1
ti,j = N. (1)
The tuple
ti := (ti,1, ti,2, . . . , ti,M ), (2)
refers to the photon configuration at the ith state |ti〉,
and let
SM,N := {t1, t2, . . . t|SM,N |} (3)
denote the set of all possible configurations. The to-
tal number of different photon configurations |SM,N |, is
given by the binomial coefficient(
M +N − 1
N
)
. (4)
Example 1. Consider the case of N = 2 photons in a
network of M = 4 modes. The Hilbert space is spanned
by 10 basis states: |t1〉 = |2, 0, 0, 0〉, |t2〉 = |1, 1, 0, 0〉,
|t3〉 = |0, 2, 0, 0〉, |t4〉 = |1, 0, 1, 0〉, |t5〉 = |0, 1, 1, 0〉,
|t6〉 = |0, 0, 2, 0〉, |t7〉 = |1, 0, 0, 1〉, |t8〉 = |0, 1, 0, 1〉,
|t9〉 = |0, 0, 1, 1〉, and |t10〉 = |0, 0, 0, 2〉. In state |t1〉,
both photons occupy the first mode, whereas for state |t7〉,
the photons occupy the first and the fourth mode. Hence,
the set of all possible configurations is S4,2 = {t1 =
(2, 0, 0, 0); t2 = (1, 1, 0, 0); . . . ; t10 = (0, 0, 0, 2)}.
The configuration (2) is basically the (N + 1)-adic ex-
pansion of the integer
τi :=
M−1∑
j=0
ti,j+1N
j , (5)
with the digits (elements) ti,j satisfying Eq. (1). For
a given pair {M,N}, there is a one-to-one correspon-
dence between the set of possible configurations (3), and
the set of their corresponding integer representations
{τ1, τ2, . . . , τ|SM,N |}. Hence, the integer representation
facilitates the unambiguous ordering of all possible con-
figurations in the set SM,N , according to a prescribed rule
e.g., in ascending order.
Example 2. The integer representations of the tuples
(configurations) pertaining to the states of example 1 are
the following: τ1 = 2, τ2 = 3, τ3 = 4, τ4 = 5, τ5 = 6,
τ6 = 8, τ7 = 9, τ8 = 10, τ9 = 12, τ10 = 16. Hence, the
states (configurations) of example 1 are arranged in as-
cending order according to their integer representations.
Consider now a photon configuration s, chosen at ran-
dom from a uniform distribution over the set SM,N . The
basis state |s〉 is prepared at the input of the M−mode
network, and its evolution is determined by the unitary
map
Uˆaˆ†jUˆ
† →
M∑
j′=1
Uj,j′ aˆ
†
j′ .
The output state is a superposition of the form
|Ψ
(s;Uˆ)
out 〉 =
∑
r∈SM,N
Cs,r|r〉; Cs,r := 〈r|Vˆ|s〉, (6)
where Vˆ is a unitary acting on the N -photon space and is
related to Uˆ by a natural homomorphism [1]. The output
photon configuration r is a random string, which takes
values from the set SM,N . That is r can take one of the
|SM,N | different possible forms {t1, t2, . . . , t|SM,N |}, with
probabilities
P (ti|s; Uˆ) = |Cs,ti |
2, (7)
and ∑
r∈SM,N
P (r|s; Uˆ) = 1. (8)
It can be shown that the complex amplitudes Cs,r are di-
rectly related to the permanents ofN×N sub-matrices of
Uˆ, denoted by Uˆs,r [1, 2, 4, 18, 19] i.e., Cs,r ∝ Per[Uˆs,r].
The probability distribution of r, given the input config-
uration s and fixed unitary Uˆ will be denoted by
P¯(s;Uˆ)
r
:= {P (r|s; Uˆ) : r ∈ SM,N}. (9)
We see therefore that BS is fully characterized by the
unitary of the network Uˆ and input photon configuration
s (to be referred to hereafter as seed). For sufficiently
large values of M,N ≫ 1, the simulation of a BS ses-
sion BS(s, Uˆ), and the estimation of the corresponding
distribution P¯
(s;Uˆ)
r , become an intractable problem for
classical computers, because it requires the estimation of
permanents for an exponentially large number of complex
N ×N matrices [1–4, 19].
By contrast, one can sample efficiently from the un-
known boson distribution P¯
(s;Uˆ)
r , in a passive linear-
optic network that implements Uˆ and using single-photon
3sources, and photodetectors [4–10, 18]. The sampling
from P¯
(s;Uˆ)
r pertains to a number of experimental “runs”
(say N ). In each run, the same basis state |s〉 is input
in the network, where it evolves according to the imple-
mented unitary Uˆ. The quantum state at the output
of the network is projected onto the |SM,N | possible ba-
sis states, by means of coincidence photodetection at the
output modes. In particular, the projective measurement
returns the ith photon configuration in the set (3) with
probability P (ti|s; Uˆ). Hence, by performing the same
experiment many times (i.e., for sufficiently large values
of N ), one essentially can approximate all the probabili-
ties {P (ti|s; Uˆ)} by the frequencies of occurrence (propor-
tions) of the corresponding configurations {ti}, obtaining
an estimate for the distribution P¯
(s;Uˆ)
r . The faithful re-
construction of the entire BS distribution P¯
(s;Uˆ)
r for given
{s, Uˆ} requires exponentially large sample, and becomes
impractical for large-scale BS i.e., for sufficiently large
values of M,N ≫ 1. Hence, a number of verification
schemes have been proposed in the literature, which can
verify the operation of a BS device and rule out alterna-
tive explanations [10–13].
The dilute limit of BS corresponds to M = O(N2)
modes, where the probability of observing configurations
with multiple occupancy of modes at the output is small
[1, 4, 20]. From a theoretical point of view, in this case
the problem of BS can be analysed accurately in the
framework of the
(
M
N
)
different “collision-free” configu-
rations, and the effective size of the Hilbert space scales
as [1–4]
|HM,N | = |SM,N | ∼ (MN
−1)N . (10)
Strictly speaking, the computational hardness of BS has
been proved rigorously only for networks where the num-
ber of modes scales quadratically with the number of
photons. The computational hardness of BS, however, is
believed to hold also for M = O(N) (e.g., see Sec. 6.2 in
[1]).
The main ideas and results presented in the following
section are expected to be valid for any combination of
{M,N}, but for the sake of compatibility with existing
work in the field, we will mainly present results for cases
where the number of modes scales quadratically with the
number of photons.
III. BINNING OF BOSON-SAMPLING DATA
Consider a BS session determined by the parameters
{s, Uˆ}. The set of all possible configurations (3) can be
formally divided into d > 1 disjoint subsets {Bj : j ∈
Zd}, to be referred to hereafter as bins. This binning is
purely classical and does not require any prior knowledge
on the underlying BS distribution P¯
(s;Uˆ)
r . As long as one
knows the number of photons and the number of modes,
then SM,N is known, and can be easily partitioned into d
P
(r
|s
;Uˆ
)
r
τ1 τ2 τ3
. . .
. . . τw
Bin
τw+1 τw+2
. . .
. . . τ2w τ(d−1)w+1
. . .
. . . τ|SM,N |
P (Bj|s; Uˆ) =
∑
P (r|s; Uˆ)
r ∈ Bj
P
(B
j
|s
;Uˆ
)
Bin
B0 B1 Bd−1
FIG. 1. (Color online) A schematic representation of bin-
ning. The outcomes of the BS distribution are assumed to be
arranged in ascending order according to their integer repre-
sentations (see Sec. II).
subsets. For reasons that will become evident below, we
are interested in d≪ |SM,N | bins.
There is no unique way of binning, but for the sake of
simplicity throughout this work we adopt a rather simple
approach (see Fig. 1). The configurations in the set SM,N
are assumed to be arranged in ascending order according
to their integer representations [see Eq. (5)], and the jth
bin pertains to the subset of configurations
Bj = {tk ∈ SM,N : Tj < k ≤ Tj+1}; j ∈ Zd, (11)
with
Tj =
{
0, if j = 0∑j−1
i=0 wi, otherwise.
The width of the jth bin is given by
wj :=
⌊
|SM,N |
d
⌋
+Θj , (12)
where
Θj =
{
1, if j < q
0, otherwise,
(13)
and q < d is the remainder of the division |SM,N |d
−1.
For this particular definition, all the bins have the same
size when q = 0, whereas for q 6= 0 they differ by at most
one outcome; a difference which is not expected to be
so prominent when d ≪ |SM,N |. Each bin is uniquely
identified by its label, and for the sake of simplicity we
can introduce a random discrete variable β which takes
values from the set of all possible d labels i.e., β ∈ Zd.
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FIG. 2. (Color online) Illustration of binning with d = 2 bins, for boson-sampling distributions P¯
(s;Uˆ)
r pertaining to two different
randomly chosen unitaries, and two different seeds. Plots on the same row correspond to the same unitary but different seeds,
whereas plots on the same column refer to the same seed but different unitaries. The vertical dashed lines separate the outcomes
that contribute to the two bins, and the insets show the corresponding distributions P
(s;Uˆ)
β after the binning. Other parameters:
M = 11 and N = 3.
Having organized the possible outcomes into a number
of disjoint bins, one may work with a new probability
distribution
P
(s;Uˆ)
β := {P (Bj |s; Uˆ) : j ∈ Zd},
where the conditional probability of occupancy of the jth
bin P (Bj |s; Uˆ), is directly related to the corresponding
conditional probabilities for the outcomes that contribute
to the bin. To see this, consider the projector onto the
subspace pertaining to the basis states with configura-
tions from jth bin i.e.,
Pˆj :=
∑
b∈Bj
|b〉〈b|. (14)
Using Eqs. (6) and (7), the probability for obtaining an
outcome in the jth bin for given {s, Uˆ} is
P (Bj |s; Uˆ) = 〈Ψ
(s;Uˆ)
out |Pˆj |Ψ
(s;Uˆ)
out 〉 =
∑
r∈Bj
P (r|s; Uˆ),(15)
with the normalization
d−1∑
j=0
P (Bj |s; Uˆ) = 1. (16)
For the sake of illustration, in Fig. 2 we show the binning
for four different BS distributions P¯
(s;Uˆ)
r , corresponding
to two different unitaries and two different seeds, for d =
2 bins.
A. The most-probable-bin function
At this point we have all the necessary ingredients to
define mathematical problems and functions pertaining
to P
(s;Uˆ)
β .
Definition 1. For a given BS set-up, the most-probable-
bin function MPBd;Uˆ(s) is defined as follows.
Parameters: Number of bins d, and the unitary Uˆ of the
M−mode network.
Input: N−photon seed of BS s ∈ SM,N .
Output: The most probable bin in P
(s;Uˆ)
β .
For given {d, Uˆ}, the function MPBd;Uˆ is a map
MPBd;Uˆ : SM,N 7→ Zd. (17)
The output i.e., the image of the seed s ∈ SM,N under
MPBd;Uˆ, is an element of Zd i.e., a dit, and refers to the la-
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FIG. 3. Typical dependence of the label of the most-probable
bin µ on the seed s, for fixed unitary Uˆ. The vertical gray
lines serve as a guide, so that one can easily follow the changes.
The random M×M unitary has been chosen according to the
Haar measure. The dependence is shown for 2 bins (a); 3 bins
(b); 4 bins (c) and 5 bins (d). For the sake of concreteness,
the dependence is shown only for the first 50 seeds. Other
parameters: M = 15, N = 3.
bel of the most-probable bin. Our task now is to discuss
the dependence of the most-probable bin of the distri-
bution P
(s;Uˆ)
β on the number of bins, as well as on the
unitary of the network Uˆ and the seed s.
B. Numerical analysis
Let µ ∈ Zd denote the label of the most probable bin of
the distribution P
(s;Uˆ)
β , with the corresponding maximal
probability denoted by P (0)(s; Uˆ) i.e.,
P (Bµ|s; Uˆ) = max
j∈Zd
{P (Bj |s; Uˆ)} := P
(0)(s; Uˆ). (18)
The distribution P
(s;Uˆ)
β has been derived by binning
all the possible |SM,N | outcomes in BS (i.e., all possi-
ble photon configurations). As is evident from Eq. (15),
the probability of the jth bin is determined by the prob-
abilities of the individual outcomes that contribute to
this bin. Hence, the relative probabilities of the bins in
P
(s;Uˆ)
β are determined by boson-interference effects, as
they are manifested in details of the underlying BS dis-
tribution P¯
(s;Uˆ)
r , such as the location of the peaks and
dips, relative probabilities of outcomes that contribute
to different bins, possible correlations between different
outcomes, etc. To the best of our knowledge, so far the
only to some extent relevant results in the literature, are
in Refs. [12] and [15]. More precisely, in Ref. [12] it is
shown that BS distribution is far from uniform, which
suggests that the structure of the BS distribution is rich,
and certainly non-trivial. In Ref. [15], it is shown that
boson interference effects can survive binning for bins of
sufficiently large size. The results of Ref. [15] , however,
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FIG. 4. (Color online) Typical dependence of the maximum
probability P (0)(s; Uˆ) on the seed s, for fixed unitary Uˆ. Only
the first 50 seeds are shown. Other parameters as in Fig. 3.
are not directly applicable to our work, because they per-
tain to a particular quantity, namely the probability for
all the bosons to appear in the same bin, whereas the
focus of the present work is on the most-probable bin of
the distribution P
(s;Uˆ)
β .
As depicted in Fig. 2, for a fixed Hilbert space, the BS
distribution P¯
(s;Uˆ)
r changes with the seed and the uni-
tary. Thus, the probabilities of the outcomes that con-
tribute to the different bins (see Eq. 15), also vary with
both {s; Uˆ}. This dependence is expected to be reflected
on the properties of the derived distribution P
(s;Uˆ)
β , and
thus on the label µ of the most-probable bin, and the
corresponding maximum probability P (0). Both of these
quantities are expected to depend on s and Uˆ.
To gain insight into this dependence we have per-
formed a series of simulations for various combinations
of {M,N}, and our main results are presented here. As
depicted in Fig. 3, for a fixed unitary the bin at which the
distribution P
(s;Uˆ)
β exhibits its maximum (i.e., the label
µ), varies with the seed. The location of the maximum
seems to exhibit sudden step-like transitions between the
d bins at random and unpredictable seeds. The overall
behaviour resembles the random telegraph signal/noise
(also known as burst noise) in electronics, or the quan-
tum jumps in atomic systems (e.g., see chapter 8 of [21]).
The maximum probability P (0)(s; Uˆ) also varies with the
seed (see Fig. 4), but as was expected, it always satisfies
P (0)(s; Uˆ) >
1
d
. (19)
The lower bound in this inequality refers basically to the
case of equally probable bins i.e., to the uniform distri-
bution over d bins. Hence, Figs. 3 and 4 show that for
any value of µ or P (0), there are many different seeds
that lead to these particular values i.e., for any {s; Uˆ}
the function MPB
s;Uˆ is a surjective map, and as such it
does not convey much information about the input seed.
Although these findings are valid for any unitary, the
6quantitative details (such as the amplitude of the varia-
tions in Fig. 4), are expected to depend on the unitary
Uˆ. A key question therefore is the following. Given a
randomly chosen unitary Uˆ and a randomly chosen seed
s ∈ SM,N , what is the a priori probability Pr(l = µ|s; Uˆ),
for the l−th bin to be the most probable bin of P
(s;Uˆ)
β ?
All the seeds are equally probable, and their total number
is known. Hence, for any given unitary, Pr(l = µ|s; Uˆ) is
given by the fraction of seeds for which the correspond-
ing distributions P
(s;Uˆ)
β exhibit their maxima at the l−th
bin. The fraction is expected to vary with Uˆ, hence we
performed simulations for different unitaries chosen at
random according to the Haar measure. For each uni-
tary, we calculated the BS distributions for all possible
seeds, from which we derived the distributions over d
bins, with 2 ≤ d ≪ |SM,N | bins. Hence, we were able
to find and keep track of the most-probable bin for each
seed and for each unitary.
In Fig. 5 we plot the fraction of seeds that result in the
most-probable bin Bl averaged over 100 randomly cho-
sen unitaries, together with the corresponding standard
deviations (error bars). For all of the combinations of
{M,N} we have studied, the average fractions lie within
narrow intervals around 1/d, and the recorded standard
deviations reflect the uncertainty due to the choice of
the unitary. Our numerical results suggest that the max-
imum of P
(s;Uˆ)
β may occur at any of the bins, and its
actual location depends strongly on the particular seed
and unitary under consideration. The bins are not, in
general, equally probable images of a given seed s under
the function MPBd;Uˆ, but there is no bin which can be
considered considerably less probable than the others.
Besides the label of the most probable bin, another key
quantity is the maximum probability of the distribution
P
(s;Uˆ)
β . Our simulations enabled us to quantify the sensi-
tivity of P (0)(s; Uˆ) on both the seed and the unitary. In
Fig. 6, we plot the fraction of seeds for which P (0) lies in
an interval [p, p + dp), with d−1 < p ≤ 1, averaged over
100 random unitaries. As before, the error bars show the
standard deviations due to the choice of the unitary. The
recorder standard deviations (error bars) are not very
pronounced, and for any d > 2, the histograms are well
approximated by a Gamma distribution. Moreover we
have found that for d ≥ 2, the histograms become nar-
rower with increasing d, while their mean remains close
to 1/d.
The behaviour depicted in Figs. 2-6, has been con-
firmed for various combinations of {M,N}, within our
computational capabilities (see appendix A1). Our re-
sults show clearly that the two key parameters of interest
(i.e., the label of the most probable bin and the corre-
sponding maximum probability), are rather sensitive to
the seed of the BS, whereas the observed variations with
respect to the unitary of the network are not so pro-
nounced. These dependences reveal a strong connection
between the distribution P
(s;Uˆ)
β of the binned data, and
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FIG. 5. (Color online) Fraction of seeds for which the distribu-
tion P
(s;Uˆ)
β exhibits the maximum probability at the l−th bin.
The coloured bars show the fraction averaged over 100 ran-
dom unitaries chosen according to the Haar measure, whereas
the error bars show the standard deviations. The number of
bins is: d = 2 (a); d = 3 (b); d = 4 (c); and d = 5 (d). In
each case, the vertical dashed lines define the various bins,
whereas the horizontal dashed lines mark the value d−1 cor-
responding to equal fractions. Bars of different colors refer to
three different photon numbers: N = 2 (red); N = 3 (green);
N = 4 (blue). Other parameters: M = 18.
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FIG. 6. (Color online) Fraction of seeds for which the max-
imum probability for the distribution P
(s;Uˆ)
β lies between p
and p + dp. The coloured bars show the fraction averaged
over 100 random unitaries chosen according to the Haar mea-
sure, whereas the error bars show the standard deviations.
The number of bins is: d = 2 (a); d = 3 (b); d = 4 (c); and
d = 5 (d). Other parameters: M = 18, N = 4, dp = 0.01.
the underlying BS distribution P¯
(s;Uˆ)
r from which P
(s;Uˆ)
β
has been derived. Indeed, as discussed above, the BS dis-
tribution depends on both the seed and the unitary, and
it is precisely this dependence (at least partially), which
is transferred to P
(s;Uˆ)
β after the binning.
7IV. A CLASS OF PROBLEMS BASED ON
BOSON SAMPLING
Typically, decision problems accept two possible an-
swers YES or NO, and have the following form: Given a
property P and an object O, decide whether or not the
object O has the property P. Based on the binning of
BS data, and in particular on the images of seeds un-
der MPBd;Uˆ, we can define the following class of decision
problems.
Definition 2. Class of BS decision problems (BSDPf ).
Parameters: number of photons N > 2, M ×M unitary
Uˆ, number of bins 2 ≤ d≪ |SM,N |.
Input: n different seeds chosen at random and inde-
pendently from a uniform distribution over SM,N , with
n ≪ |SM,N |. If necessary a set of ancillary integers
y := (y1, y2, . . .).
Query: Decide whether a function f(x,y), with x :=
(x1, x2, . . . , xn) and xj = MPBd;Uˆ(sj), satisfies a property
P or not.
Cryptographic applications are usually built on func-
tion problems, which are closely related to decision prob-
lems, but the possible answers are more complex than a
simple YES or NO. A class of function problems that are
associated with BSDPf , is the following.
Definition 3. Class of BS function problems BSFPf .
Parameters: Same as in BSDPf .
Input: Same as in BSDPf .
Query: Calculate f(x,y).
Each problem in BSDPf or BSFPf is essentially
parametrized by the mathematical function f . Moreover,
as will be discussed in Sec. IVC, in order for a problem
to be useful in practise, we require that the number of
images associated with it be considerably smaller than
the total number of seeds i.e., n≪ |SM,N |.
Example 3. The class BSDPf includes, but is not lim-
ited to, decision problems such as: Is max{x} or min{x}
equal to a given integer y1? Is the sum X :=
∑n
j=1 xj
larger than y1? Is X an even number? Is the integer
y2 the greatest common divisor (gcd) of X and y1? The
class BSFPf includes, but is not limited to, problems such
as: finding the max{x} or min{x}, estimation of the sum
X, and estimation of gcd(X, y1).
It is worth recalling here that xj is the label of the
most-probable bin when the data of session BS(s; Uˆ) are
binned with respect to d disjoint bins. Each bin refers
to a subset of all the possible outcomes written in their
integer representation. Hence, instead of defining deci-
sion/function problems with respect to the labels of the
most-probable bins in n BS sessions, one may also define
analogous problems with respect to specific outcomes in
the most-probable bins Bx1 , Bx2 , etc.
Example 4. One may ask whether the ith outcome in
bin Bxj is larger than some integer y1. Or what is the
ith outcome in the bin Bxj , where xj is the jth largest
integer in x?
In general, one may think of many different decision
and function problems, within the present theoretical
framework. Whether some of these problems are more
promising than others can be decided only on the basis
of specific applications, after a thorough security analy-
sis. Such an investigation goes beyond the scope of the
present work, which aims at proposing a general frame-
work for the definition of BS-based decision and func-
tion problems, whose solution may be computationally
hard. One main feature of the aforementioned examples
is that their solution requires the estimation of the images
x1, x2, . . . , xn for each one of the given randomly chosen
seeds s1, s2, . . . , sn. In the following subsections we dis-
cuss different approaches to such an estimation, in order
to gain some insight into the computational complexity
of BSDPf and BSFPf .
A. Brute-force numerical solution
Assuming that one can perform computations of ar-
bitrary accuracy, the key question for the solution of
problems in BSDPf and BSFPf , is about the optimal al-
gorithm for the estimation of the image of a randomly
chosen seed under MPBd;Uˆ. In the absence of any rele-
vant results, we will discuss a brute-force numerical ap-
proach to the estimation of MPBd;Uˆ(s) for a particular
session BS(s; Uˆ), which relies on the estimation of the
probabilities of all the d bins {P (Bj |s; Uˆ)}, by means of
Ryser’s algorithm. The image of s under MPBd;Uˆ is the
label of the most probable bin and can be readily ob-
tained from maxj{P (Bj |s; Uˆ)}. In view of Eq. (15), the
evaluation of the probability for the jth bin P (Bj |s; Uˆ)
requires the evaluation of at least |Bj | different probabili-
ties P (r|s; Uˆ), which pertain to the underlying BS distri-
bution P¯
(s;Uˆ)
r . Using Eqs. (12) and (13), for d≪ |SM,N |
we have, |Bj | ≃ |SM,N |d
−1, and thus in the dilute limit
of BS
|Bj | ≃
1
d
(
M
N
)
.
For M ∼ N2 and N ≫ 1, one can readily show that
|Bj | >
(
M
N − 1
)
∼
(
M
N
)N
. (20)
As discussed in Sec. II, each one of the conditional
probabilities P (r|s; Uˆ), requires the estimation of a per-
manent of a complex N × N matrix [1–4, 18, 19]. So
far, the most efficient known algorithm for the estima-
tion of permanents is Ryser’s algorithm, which for a sin-
gle N × N matrix uses N2N floating-point arithmetic
operations [22]. This means that the calculation of ξ
permanents on a computer that performs ν floating-point
8arithmetic operations per second (flops), will take time
at least
Tryser = ξ
N2N
ν
sec. (21)
According to Eq. (20), for N = 13 and M = 100,
the calculation of P (Bj |s; Uˆ) requires the estimation of
about |Bj | > 10
15 probabilities P (r|s; Uˆ), and thus the
same number of permanents. Equation (21) suggests that
such a task on a (single-core) processor that has theoret-
ical performance 1012 flops, will take at least 108 sec, i.e.,
more than 10 years. Given that the calculation of each
permanent is independent of the others, this time can be
reduced considerably, by distributing the task in many
processors. For instance, the task could be performed
within hours, on a supercomputer with about 3 × 104
such processors, where each processor is burdened with
the calculation of about 3×1010 permanents. To the best
of our knowledge, however, there are only a few super-
computers with such characteristics world-wide [23]. For
larger values of N and/or M , the number of permanents
required for the calculation of P (Bj |s; Uˆ) increases dra-
matically, and the task becomes practically impossible
for current supercomputers. For instance, when N = 16
and M = 200, |Bj | > 10
22 and the task on a supercom-
puter with about 106 CPU cores at 1012 flops, would take
more than 1010sec i.e., more than 103 years.
Of course, these are theoretical estimates for the eval-
uation of the probability for a single bin in a particular
session BS(s; Uˆ). In practise one has to expect longer
times, due to imperfect performance of processors, poor
implementation of Ryser’s algorithm, and additional un-
avoidable intermediate steps in the computation, such
as memory allocation, execution of input/output com-
mands, etc. The estimates have been also confirmed by
our simulations, and provide strong evidence that the
brute-force estimation of the images of n randomly cho-
sen seeds on a classical computer becomes very quickly a
hard problem for a small number of bins, as we increase
the photon number N ≫ 1 in a network of M ∼ N2
modes. This is because the solution involves the calcu-
lation of permanents by means of Ryser’s algorithm, for
about (MN−1)N complex matrices of dimensions N ×N
(see also additional details in appendix A).
B. Solution by non-boson samplers
In view of the results of the previous subsection, the
natural question arises is whether the image of an N -
boson seed under MPBd;Uˆ can be evaluated in the frame-
work of non-bosonic particles such as fermions or distin-
guishable particles. In the case of fermions, the tran-
sition probability P (r|s; Uˆ) is related to the determi-
nant of the N × N matrix Uˆs,r (see Sec. II), whereas
in the case of distinguishable particles the transition
probability pertains to a matrix with real elements i.e.,
P (r|s; Uˆ) ∝ Per[|Uˆs,r|
2] [13, 24, 25]. As a result, and
by contrast to BS, non-boson sampling can be simulated
efficiently on classical computers.
Let x(ι) denote the image of the N−particle seed s
under MPBd;Uˆ, when particles of type ι are used. The
label ι can be: B (for bosons), F (for fermions) or D (for
distinguishable particles). Given that MPBd;Uˆ(s) pertains
to the binned data of the session BS(s; Uˆ), the question
basically is whether boson-interference effects survive the
binning, so that x(B) 6= x(F/D). As shown in Ref. [15],
one can distinguish between bosons and non-bosons by
looking at the probability for all of the bosons to occupy
the same bin. By contrast, here we focus on another
quantity, i.e., the image of the seed s under MPBd;Uˆ, and
we wish to investigate whether interference effects survive
the binning, with respect to this particular quantity.
To address this question, we evaluated x(B), x(D) and
x(F), for different randomly chosen unitaries, and for all
the possible N−particle seeds. In this way, for each com-
bination of {d, Uˆ}, we were able to estimate the average
fraction of seeds for which x(B) = x(D) and x(B) = x(F),
as well as the standard deviations with respect to the
choice of the unitary. According to definitions 2 and 3,
the seeds are chosen at random from a uniform distribu-
tion over the set of all possible seeds SM,N . Hence, the
average fraction of seeds we have estimated quantifies the
probability of collision pcol i.e., the probability for a ran-
domly chosen bosonic seed to have the same image as a
non-bosonic seed, under the same MPBd;Uˆ.
As depicted in Fig. 7, for d < 5 the probability of
collision is pcol ≃ 1. For such small values of d therefore,
MPBd;Uˆ becomes insensitive to the underlying statistics,
and the image of any bosonic seed coincides with the
image of the corresponding non-bosonic seed with high
probability. As we increase d, however, the probability of
collisions decreases, which means that boson-interference
effects survive the binning and are reflected in the sen-
sitivity of MPBd;Uˆ on the type of particles in the input.
This fact has been confirmed for various sizes of the
Hilbert space (i.e., for various combinations of {M,N}).
Although we were not able to perform simulations for
systems of complexity higher than {M = 18, N = 4},
the behaviour depicted in Fig. 7 suggests clearly that for
fixed d, the variation of pcol with the size of the Hilbert
space are not so pronounced. Hence, one can achieve
pcol < 1 for a number of bins that is considerably smaller
than the size of the Hilbert space. For instance, in the
case of distinguishable particles and for d = 16 bins, we
find pcol ≃ 0.7 for sizes |SM,N | ranging from about 100
to about 3000.
The key point now is that these estimates pertain to
a single randomly chosen seed, whereas by definition,
problems in BSDPf and BSFPf pertain to the images of
n random independently chosen seeds. The estimation
of all the n images with high probability is a necessary
condition for a non-boson sampler to be considered as ca-
pable of solving problems in BSDPf and BSFPf efficiently.
The probability for a non-boson sampler to succeed in
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FIG. 7. (Color online) Fraction of seeds for which for which
x(B) = x(D) (a) and x(B) = x(F) (b), for various combinations
of {M,N} and different numbers of bins. The coloured bars
show the fraction averaged over 100 random unitaries chosen
according to the Haar measure, whereas the error bars show
the standard deviations. Bars of different colors refer to dif-
ferent combinations of parameters {M,N}, given on the top
of the figure.
estimating correctly all of the n images is (pcol)
n i.e., it
decreases exponentially with n. For instance, assuming
pcol ≃ 0.8, we have (pcol)
n ≃ 0.3 for n = 5. So, for suf-
ficiently large values of n≪ |SM,N |, non-boson samplers
are not expected to be capable of solving efficiently any
problem in BSDPf or BSFPf . One has to focus, however,
on problems whose solution depends strongly on the se-
quence of the n images, and some examples are given
above.
C. Solution by linear optics
As discussed in the previous subsections, neither non-
boson samplers or a brute-force numerical approach
are capable of solving judiciously designed problems in
classes BSDPf and BSFPf . In order, however, for such
problems to be useful in practise, there should exist an
approach which allows for their efficient solution.
Contrary to classical computers, it has been shown
that BS devices that rely on linear optics can produce
samples from a given distribution efficiently. Equation
(15) shows that in the framework of experimental BS, the
probability for the jth bin P (Bj |s; Uˆ) can be calculated
by post-processing the data obtained during the exper-
imental runs. As discussed in Sec. II, when sampling
from the actual BS distribution, each run of the experi-
ment is expected to yield a “click” for one of the |SM,N |
possible outcomes, which can be subsequently assigned
to one of the d possible bins. Analysing the frequency
of occurrences of the bins in N experimental runs for
fixed {s, Uˆ}, one will obtain information about the prob-
abilities {P (Bj |s; Uˆ)} associated with all of the bins. For
the estimation of the image of a randomly chosen seed s
under MPBd;Uˆ, one does not have to reconstruct the en-
tire distribution i.e. to obtain faithful estimates for all
of the probabilities {P (Bj |s; Uˆ)}. Instead, to estimate
the image MPBd;Uˆ(s), it is sufficient to faithfully estimate
the largest probability in the distribution P
(s;Uˆ)
β , given
by Eq. (18). Our task in this subsection is to estimate
the required sample sizes to this end.
In practise, due to imperfections in the implementation
and statistical deviations in finite samples, one essentially
will be able to approximate the maximum probability
P (0) only to some accuracy. Faithful estimation of P (0)
means that one can ensure
Pr[|Q(0)(s;
ˆ˜
U)− P (0)(s; Uˆ)| < ε] > 1− η, (22)
for some accuracy ε and confidence 1− η, with ε, η≪ 1.
The empirical probability Q(0)(s; ˆ˜U), is the frequency of
occurrence of the most probable bin in the N experimen-
tal runs for seed s. In order to make clear the effects of
imperfections, we have introduced the implemented uni-
tary
ˆ˜
U, which is assumed to be different from (but close
to) the theoretically expected unitary Uˆ.
For a given BS set-up, the contributions of statistical
deviations and imperfections can be separated by em-
ploying the triangle inequality
|Q(0) − P (0)| ≤ |Q(0) −R(0)|+ |R(0) − P (0)|.
Here, R(0)(s; ˆ˜U) := maxj{R(Bj |s;
ˆ˜
U)} denotes the ap-
proximate probability in the presence of the imperfec-
tions, if infinitely large samples were possible. In gen-
eral, the lowest attainable error and the highest possible
confidence in Eq. (22) are determined by the imperfec-
tions, whose control is a necessary precondition for BS
to be of some usefulness (even as a paradigm of quan-
tum supremacy). Related work has revealed that BS is
rather robust to various types of imperfections [26–30].
Assume that one can ensure an overall accuracy δ < ε in
the implementation with uncertainty at most γ < η i.e.,
Pr[|R(0) − P (0)| < δ] > 1− γ.
Then, in view of the triangle inequality, to fulfil condition
(22) for the given {δ, γ}, one needs to suppress statistical
deviations so that
Pr[|Q(0) −R(0)| < ε¯] > 1− x, (23)
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for
x <
η − γ
1− γ
and ε¯ := ε− δ,
where we have used the independence of deviations due to
imperfections and to finite sampling. The crucial ques-
tion now is what are the sample sizes that can ensure
condition (23).
Instead of bounding the absolute error as dictated by
Eq. (23), we will bound the relative error which is a
stricter requirement because ε¯R(0) ≤ ε¯. Employing the
Chernoff bound [32–35] we have
Pr
[
|Q(0)(s; ˆ˜U)−R(0)(s; ˆ˜U)| ≥ ε¯R(0)(s; ˆ˜U)
]
≤ 2 exp
[
−
ε¯2R(0)(s; ˆ˜U)N
3
]
.
In view of condition (19), for any {d, s, ˆ˜U}, the maximum
probability will be always larger than d−1. Hence, we
have
Pr
[
|Q(0) −R(0)| ≥ ε¯R(0)
]
≤ 2 exp
[
−
ε¯2N
3d
]
, (24)
which has to be smaller than x so that condition (23)
is satisfied. Solving for N we obtain that one needs a
sample size of at least
Nmin(d,v) =
3d
(ε− δ)2
ln
[
2(1− γ)
η − γ
]
, (25)
where v := {ε, δ, η, γ}.
Equation (25) is independent of the BS parameters,
and depends only on the number of bins, as well as on
the accuracy and confidence levels, with the former be-
ing far more costly than the latter. This means that
for any BS session, with given partition of SM,N into d
bins, the most-probable bin can be found with a finite
number of measurements, which is independent of the
size of the Hilbert space. For the sake of comparison,
it is worth noting here that the estimation of the most-
probable outcome in the actual BS distribution P¯
(s;Uˆ)
r ,
would require an exponentially large number of measure-
ments (∼ |SM,N |
0.7) (see appendix B). This fact reveals
the pivotal role of binning in the definition of mathe-
matical decision/function problems that can be solved
efficiently by passive linear interferometers. Moreover, it
shows that a decision/function problem in classes BSDPf
and BSFPf can be practical only if the total number of
images involved is much smaller than |SM,N |.
Given that the worst-case scenario has been adopted
at various stages of the above derivation, our estimation
(25) is expected to be rather pessimistic. In practise,
smaller samples are expected to be required, especially if
one employees sophisticated sampling techniques, which
rely on the gradual increase of the sample size (e.g., se-
quential sampling [36, 37]). In any case, it has to be
emphasized that the faithful estimation of the largest
probability by means of sampling does not eliminate the
possibility of failure. More precisely, even in the case
where the obtained sample size is sufficiently large to en-
sure Eq. (22), there is always a small probability for the
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FIG. 8. (Color online) Fraction of seeds for which the two
largest probabilities in the distribution P
(s;Uˆ)
β differ by less
than ε, for various numbers of bins. The coloured bars show
the fraction averaged over 100 random unitaries chosen ac-
cording to the Haar measure, whereas the error bars show
the standard deviations. Parameters: M = 18, N = 4.
estimation to fail, which is represented by the uncertainty
η. Such events stem from the fact that in practise, as a
result of finite samples and imperfections, the achievable
confidence levels will be always smaller than 1.
The estimation of the largest probability P (0), how-
ever, may also fail even if one were able to achieve
absolute confidence (i.e., η = 0). This may happen
when the accuracy provided by the obtained sample size
is not sufficiently large to distinguish between the two
largest probabilities P (0) and P (1) in P
(s;Uˆ)
β ; that is, when
P (0) − P (1) ≤ ε. Unfortunately, besides the accuracy
ε, the presence of such ambiguities also depends on the
structure of the BS distribution from which P
(s;Uˆ)
β is de-
rived, and thus on all of the parameters {d, s, Uˆ}. Given
that for sufficiently large values of {M,N}, the BS dis-
tribution is unknown (i.e., it cannot be calculated nu-
merically), one cannot know in advance whether such an
ambiguous scenario is pertinent to a particular BS session
or not. To obtain an estimate for the fraction of seeds
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for which P (0)−P (1) ≤ ε, we have resorted to numerical
simulations for various randomly chosen unitaries, and
our main results are summarized in Fig. 8. First of all,
it is worth noting that the uncertainty due to the choice
of the unitary Uˆ is negligible. Secondly, for fixed ε, the
fraction of seeds for which P (0)−P (1) ≤ ε increases with
increasing number of bins. As long as, however, we focus
on ε . 5× 10−2, it is only about 10% of the seeds or less
that may lead to ambiguities. The behaviour depicted in
Fig. 8 refers to M = 18 and N = 4, and it is very close
to the behaviour we have found for other combinations
of {M,N}.
V. CONCLUDING REMARKS
We have defined a rather general theoretical framework
for the design of BS-based decision and functions prob-
lems. Such problems, if they are computationally hard,
may pave the way to applications in modern cryptogra-
phy. The proposed framework pertains to the binning of
data from BS experiments, and the quest for the most-
probable bin.
Experimental BS typically suffers from different
sources of errors and losses [26–30]. BS devices, however,
are far less demanding than full-power quantum com-
puters, as they require only passive linear optics, single-
photon sources, and standard photo-detection systems.
Linear-optics elements are rather accurate allowing for
reliable implementation of a given unitary [5–8, 38], while
one can estimate an upper bound on the variation dis-
tance of the approximated distribution from the ideal
[26]. In any case, it has to be emphasized here, that the
computational complexity of BS in the presence of im-
perfections is not so clear for now, but there is strong
evidence that when the approximate distribution is close
to the ideal one and for low losses, the problem is still
computationally hard [1, 27–29].
Throughout this work we have assumed that the num-
ber of modes scales quadratically with the number of
photons, which essentially guarantees that at the output
of the network the photons occupy different modes [1].
This assumption does not in any case affect the main
ideas presented in this work, which are also applicable if
the number of modes scales linearly with the number of
photons. In this case, however, the hardness of BS has
not been shown rigorously, although it is very plausible
[1]. Furthermore, from the experimental point of view,
one would need photo-resolving detection systems at the
output, so that to distinguish between different possible
outcomes.
In closing, we would to emphasize once more that
the purpose of this work was to set a general theo-
retical framework for BS-based mathematical problems,
which may have practical applications that go beyond
the proof of quantum supremacy. The general frame-
work we presented opens up new directions of research in
quantum technologies, because it is rather flexible and al-
TABLE I. Time complexity of BS. The input photon con-
figuration s is fixed, and the estimation of the conditional
probabilities P (r|s; Uˆ) for all of the
(
M
N
)
different output con-
figurations r, is achieved by means of Ryser’s algorithm [22].
M N configurations CPU Time (ms)
Node x1a Node x10b
4 2 6 3 2
8 2 6 4 3
16 2 6 9 4
9 3 84 7 5
18 3 816 58 20
24 3 2024 157 54
16 4 1820 192 70
20 4 4845 554 184
25 5 53130 5059 4110
30 6 593775 115594 101540
a Node x1: Intel(R) Xeon(R) CPU E5-2650 v2 @ 2.60GHz
b Node x10: Intel(R) Xeon(R) CPU E5-2640 v3 @ 2.60GHz
lows for the definition of various mathematical problems.
Our extensive numerical simulations and estimates pro-
vide strong evidence on the computational hardness of
the proposed classes of decision/function problems, but
a rigorous proof remains an open question. Moreover,
whether specific problems are more promising than oth-
ers can be decided only on the basis of specific applica-
tions, and after the appropriate security analysis.
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Appendix A: Simulations on Boson Sampling
Throughout our simulations the random complex uni-
tary Uˆ was chosen randomly according to the Haar mea-
sure. For reasons discussed in the main sections of the
paper, we focused on the dilute limit of BS correspond-
ing toM ∼ N2 modes, where the probability of observing
configurations with multiple occupancy of modes is small
[1, 4], and the problem can be analysed accurately in the
framework of the
(
M
N
)
different “collision-free” configura-
tions.
1. Performance
The simulations were performed on two different nodes
of the cluster at FORTH, and some of the recorded CPU
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FIG. 9. (Color online) As in table I. The symbols pertain to
the data for M = N2 and with N = 2, 3, 4, 5, 6. Circles and
squares refer to node x1 and node x10 respectively. The solid
line is a fit to the data according to the law of Eq. (A1).
times are given in table I. Note that the depicted CPU
times refer to the estimation of all of the
(
M
N
)
different
probabilities P (r|s; Uˆ) for given seed and unitary. The
nodes of the cluster are different generations of the same
processor (one is supposed to be faster than the other),
and for both of them we observe a rapid increase of the
CPU time as we increase the complexity of the problem
(i.e., for increasing M,N). This is a global behaviour
we have observed, and in order to obtain a law on the
performance of our code, we tried to fit our data with a
curve of the form
Tcpu = A×N × 2
B×N + C, (A1)
which is in agreement with the time-complexity of
Ryser’s algorithm (see Sec. IVA). As shown in Fig. 9,
our data are well approximated by such a curve with pa-
rameters A ≃ 1.8915×10−4 ms, B ≃ 4.267 and C ≃ 2.36
ms. As was expected, the recorded CPU times depicted
in table I and in Fig. 9 are well above the theoretical esti-
mate (21). This is mainly because Eq. (21) refers only to
the performance of Ryser’s algorithm for a given number
of N ×N matrices, whereas our program performs many
additional tasks such as the generation of the random
unitary, the storage of data at various stages, execution
of input/output commands, etc. The recorded growth of
the CPU time with N , however, does follow the expo-
nential law expected for Ryser’s algorithm.
It is worth emphasizing here that according to our
simulations the CPU time depends strongly on the total
number of outcomes |SM,N | (i.e., the size of the Hilbert
space). This is not surprising, because as discussed in
Sec. IVA, the total number of permanents involved in
the calculation of a BS distribution is proportional to
the size of the Hilbert space, and the same holds for the
total number of required floating-point arithmetic oper-
ations. As a result, for moderate values of N where the
calculation of the permanent of a singe N × N matrix
is possible, the estimation of the entire BS distribution
can be a hard task, because it involves the calculation of
|SM,N | ∼ (MN
−1)N different permanents. Consider for
instance the case of N = 13 and M = N2. The calcula-
tion of the permanent of a singe 13× 13 matrix requires
about 105 operations, and thus it is an easy task for a
processor that performs about 1012 flops. The calculation
of |SM,N | ∼ N
N different permanents, however, requires
1020 operations, and it would take more than 10 years on
the same processor. In order to achieve the same num-
ber of operations for a single matrix, and thus the same
level of computational hardness, one needs more than 40
photons.
All of these estimates (as well as those of Sec. IVA)
hold for computations that rely on Ryser’s algorithm,
and for input states that are pure photon-number states.
For such states it is known that the BS distribution is
associated with the calculation of permanents of com-
plex matrices, which is a #P-hard problem for classical
computers. If one considers, for instance, coherent states
at the input, then the calculation requires only matrix
multiplications, and the problem of BS can be simulated
efficiently on classical computer irrespective of the size of
the Hilbert space [1].
Appendix B: Maximum probability of BS
distribution
Our simulations enabled us to analyse various aspects
of BS distributions for different combinations of {N,M},
and the main findings pertinent to our work are presented
and discussed in the main sections of this paper. Another
quantity that may be of interest in some cases is the
maximum probability of a BS distribution for a given
unitary. This is determined mainly by the input state
and the size of the Hilbert space. As depicted in Fig. 10,
the variations with the seed are rather small and thus to
a good approximation we have
max
r
{P (r|s; Uˆ)} ≈ 1.52|SM,N |
−0.7.
Moreover, it is worth emphasizing that according to our
simulations, the maximum probability depends weakly
on the actual values of {N,M}, but rather strongly on
the total number of outcomes |SM,N |. More precisely,
for two BS distributions over approximately the same
number of outcomes, but for different combinations of
{M,N}, the corresponding maximum probabilities are
also approximately equal.
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