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Résumé. Pour pouvoir caractériser et interpréter des signaux physiologiques comme ceux
constitués par les fréquences cardiaques instantanées (ou les durées entre deux battements
de coeur successifs), il est intéressant de trouver des paramètres qui restent constants au
milieu des fluctuations. Depuis une quinzaine d’années, de nombreux papiers ont considéré
le paramètre de Hurst, paramètre de longue mémoire, comme une telle constante caractéris-
tique. Des raffinements ont été également proposés en prenant en compte les comportements
en basses et hautes fréquences et en associant à chacun de ces régimes des paramètres de
type Hurst. Cependant ces résultats posent plusieurs problèmes. En premier lieu, ils utilisent
la méthode DFA pour estimer ce ou ces paramètres. Or, il est clair que cette méthode n’est
pas la plus efficace et est très sensible à d’éventuelles tendances. En second lieu, et c’est
encore plus préjudiciable par rapport aux résultats obtenus, le paramètre de type Hurst pour
les basses fréquences, est souvent estimé à des valeurs supérieures à 1, borne supérieure
admissible pour le paramètre d’un processus longue-mémoire stationnaire. Nous proposons
des solutions à ces deux problèmes. Tout d’abord, nous utilisons un estimateur construit à
partir d’une analyse par ondelettes, ce qui a plusieurs avantages: des vitesses de conver-
gence optimales dans un cadre semi-paramétrique pour l’estimation du paramètre de Hurst,
une robustesse à d’éventuelles tendances polynomiales et une estimation convergente des
deux paramètres fractals lorsque l’on impose des conditions de localisation en fréquence pour
l’ondelette mère. Ensuite, nous proposons comme modèle pour ces données un processus
formé par les accroissements d’un mouvement brownien fractionnaire multi-échelle avec deux
régimes non nuls (un régime basse fréquence et un autre haute fréquence). La méthode
d’analyse par ondelettes permet d’estimer les deux paramètres fractals (à valeurs dans R et
non simplement dans (0, 1)) associés à ces deux régimes, mais également de réaliser un test
d’adéquation du modèle. Des simulations permettent de vérifier le bon comportement de ces
statistiques. Appliqué aux données de fréquences cardiaques instantanées relevées chez des
athlètes courant le marathon, un tel modèle est accepté lorsqu’on l’applique de façon différen-
ciée aux trois périodes de course (début, milieu et fin de course) alors qu’il ne l’est pas si l’on
considère l’ensemble de la course. On montre ainsi une augmentation au cours de la course
du paramètre basse fréquence, ce qui va dans le même sens que les résultats obtenus par
Peng et al. (1995): le coeur en début de course fonctionne comme celui de personnes en
bonne santé, alors qu’en fin de course son comportement est proche de celui de personnes
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ayant des dysfonctionnements cardiaques. Une telle évolution qui n’est pas corrélée avec la
valeur même des fréquences cardiaques, est à associer avec la fatigue apparaissant en fin de
course. La détection d’une trop grande valeur du paramètre fractal basses fréquences pourrait
donc être essentiel pour garantir la santé de coureurs amateurs.
Mots clés: Série de fréquences cardiaques instantanées; Analyse par ondelettes; Detrended
Fluctuation Analysis; Paramètre de Hurst; Processus longue mémoire; Bruit gaussien fraction-
naire.
1. Introduction
Le but de et artile est de proposer un modèle et une méthode d'identiation de e
modèle pour des données de durées entre battements de oeur suessifs reueillis auprès
d'athlètes ourant un marathon (ii le Marathon de Paris 2004). La Figure 1 propose
plusieurs exemples de telles données (le nombre total d'athlètes dont nous avons obtenu
des relevés ables est de 9 sur les 50 enregistrés, la moyenne de leurs fréquenes ardiaques
instantanées étant de 162 battements par minutes).
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Fig. 1. En haut, battements cardiaques pour l’Athlète 1 en ms, Hertz et BPM (Battements Par
Minute), et, en bas, pour les Athlètes 2, 3 et 4 en BPM.
Les données de fréquene ardiaques sont évidemment un enjeu important en médeine et
une nombreuse littérature existe sur e sujet. En partiulier, les problèmes d'arythmies ar-
diaques sont déelées à partir de tels relevés (souvent sur 24h ou parfois plus). En général e
sont les grands hangements de fréquenes (ou de durées inter-battements) qui sont déelés
et étudiés. Un paramètre de type fratal est désormais fréquemment utilisé pour ara-
tériser l'erratisme des trajetoires. Le terme fratal reoupe en général deux aeptions: le
Modélisation des fréquences cardiaques instantanées 3
fait que le proessus soit stationnaire et à longue-mémoire (e qui se mesure souvent par le
paramètre de Hurst) et le fait que que le proessus puisse avoir un omportement loal de
type höldérien (e qui se mesure souvent par un exposant de Hölder).
Les premiers papiers de Gough (1992, 1993) ont observé que les utuations des batte-
ments de oeur de foetus semblent suivre un omportement de type fratal sans être très
expliite sur e que ela signie (si e n'est le fait que l'on obtienne une loi de puissane
pour la fontion DFA, voir i-dessous). Peng et al. (1993, 1995) ont mis en évidene le
omportement omplexe de la dynamique des battements de oeur, qui semble pouvoir être
aratérisée par un proessus longue-mémoire pour des sujets en bonne santé. Dans tous
es papiers, les données ont été enregistrées à partir d'életro-ardiogrammes mesurant les
durées suessives entre deux battements pendant une longue période (24h). Par ailleurs,
les résultats sont diérents pour les sujets en bonne santé et des sujets atteint par des
maladies ardiaques: le paramètre de longue-mémoire est une aratéristique pertinente du
fontionnement ardiaque. Les papiers Absil et al. (1999) et Krstai et al. (2002) onr-
ment es résultats.
Plusieurs autres papiers ont également été érits pour étendre les études préédentes à
d'autres as ou bien pour présenter des améliorations tehniques. Ainsi, ont été aussi
étudiée les distintions entre les battements de oeur pendant le sommeil et l'éveil (voir
Kantelhardt et al., 2002, ou Staudaher et al., 2005), entre hommes et femmes (voir Pikku-
jämsä et al., 2001), entre hommes sur terre et osmonautes (voir Ivanov et al., 1999), entre
sujets en bonnes santé et patients traités en unités intensives de réanimation (voir Yeh et
al., 2006), et beauoup d'autres...
Dans tous les papiers préédemment ités, la Detrended Flutuation Analysis (DFA dans
la suite) introduite par Gough (1993) et Peng et al. (1994) est utilisée pour estimer le
paramètre de longue mémoire (sauf dans Peng et al., 1993, où la méthode d'estimation
repose sur les moments du premier ordre). La DFA est une extension de la méthode des
varianes agrégées pour les séries hronologiques ave tendane (voir aussi Taqqu et al.,
1995). Dans une partie de es études, la DFA est appliquée seulement à de grandes tailles
de fenêtre e qui onduit à onsiderer l'estimation d'un paramètre de type Hurst (longue-
mémoire). En s'intéressant aussi aux petites tailles de fenêtre (distinguant les hautes et les
basses fréquenes), deux exposants de type Hurst sont estimés (voir par exemple Peng et al.,
1995, ou Karasik et al., 2002) mettant en évidene deux régimes physiologiques diérents.
De même des analyses spetrales de tels signaux ont mis en évidene un omportement dou-
ble: une phase dite orthosympathique pour les fréquenes inférieures omprises entre 0.04
et 0.15 Hz et une phase dite parasympthique pour les fréquenes supérieures entre 0.15 et
0.5 Hz (voir à e sujet les onlusions du groupe de travail de l'European So. Cardiology
and the North Amerian Soiety of Paing and Eletrophysiology, 1996).
Pour estimer le ou les paramètres fratals, la méthode d'analyse par ondelettes a aussi été
appliquée aux données de battements de oeur dans diérents travaux tels eux d'Ivanov
et al. (1996, 1999, 2001), Havlin et al. (1999) ou Goldberger et al. (2002), ave en vue
deux améliorations par rapport à la méthode DFA: les tendane polynomiales n'inuent sur
l'estimation (dès que le nombre de moments de l'ondelette s'annulant est susant) et les
proessus multifrataux peuvent aussi être étudiés.
Enn, les battements de oeur de sujet pratiquant des exeries physiques ont également
été étudiés. A travers la littérature, on peut iter Karasik et al. (2002) (utilisant la méth-
ode DFA et montrant d'importantes diérenes entre l'exerie et le repos suivant la bande
d'éhelles hoisies), Martinis et al. (2004) (utilisant la méthode R/S et montrant que le
paramètre de Hurst augmente ave l'intensité de l'exerie), Wesfreid et al. (2005) (util-
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isant une analyse par ondelette pour distinguer le omportement multifratal entre des
vitesses libres et des vitesses onstantes pour des oureurs ourant le 10000m).
L'étude statistique qui suit va tenter de répondre à divers questions et problèmes que posent
les diérents travaux préédemment ités:
• Que mesure-t-on? Une régularité loale, un omportement de type longue mémoire
ou autre hose?
• La méthode utilisée pour estimer le (ou les paramètres) est-elle eae et robuste?
• Comment expliquer que le paramètre estimé soit souvent prohe de 1 voire supérieur à
1, e qui a priori n'est pas aeptable pour un exposant de Hölder ou un paramètre de
Hurst d'un proessus longue mémoire (dont les moments d'ordre 2 existent lairement
pour les séries de fréquenes ardiaques)?
• Quel modèle proposer pour modéliser es données de battements ardiaques et peut-on
tester l'ajustement à un tel modèle?
• Y-a-t-il une partiularité aux données relevées durant un eort d'endurane omme
un marathon?
Nous proposons trois étapes majeures permettant, nous semble-t-il, de répondre à es ques-
tions et problèmes:
(a) En premier lieu (voir Setion 2), on déoupe les données suivant une méthode adap-
tative de détetion de ruptures en moyenne et variane (on reprend ii un algorithme
proposé dans Lavielle, 1999). On verra ainsi qu'un tel déoupage se résume pour
la plupart des oureurs à trois moments de leur ourse: le début, le milieu et la n
de ourse, e qui semble assez naturel. Et nous verrons que les omportements sur
haune de es phases sont diérents.
(b) On l'a dit, la méthode DFA (Detrended Flutuation Analysis) est souvent utilisée pour
estimer le ou les paramètres fratals dans la plupart des travaux ités préédemment.
Or ette méthode n'est pas la plus eae et n'est pas robuste en as de présene de
tendane pour estimer le paramètre de longue mémoire (voir Bardet et Kammoun,
2008). Les méthodes semi-paramétriques omme elles du minimum de ontraste
introduite par Robinson (1995) ou de log-régression du périodogramme (voir Moulines
et Soulier, 2003) sont théoriquement et empiriquement plus intéressantes. Il en est de
même ave la méthode d'analyse par ondelettes (voir par exemple Abry et al., 2003,
ou Moulines et al., 2007), que nous allons utiliser dans la Setion 3. Enn, l'utilisation
d'une ondelette mère dont le support de la transformée de Fourier est ompat permet
de loaliser le omportement du proessus en fréquene. On observe ainsi un log-
variogramme des oeients d'ondelettes en fontion des éhelles omportant deux
parties lairement linéaires. Cei onrme l'hypothèse de deux régimes physiologiques
qui fontionnent lairement de manière diérente pendant un exerie d'endurane
omme le marathon.
() Pour modéliser un tel log-variogramme pour des données bioméaniques, Bardet et
Bertrand (2007a,b) avaient proposé d'utiliser un proessus gaussien à aroissements
stationnaires appelé mouvement brownien frationnaire multi-éhelle, 'est-à-dire un
proessus dont la densité spetrale est une loi de puissane dont les paramètres
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dépendent de la bande de fréquene sur laquelle on se trouve. Pour modéliser les
données de battements de oeurs par un proessus stationnaire, nous utiliserons
le proessus onstitué par les aroissements d'un mouvement brownien fration-
naire multi-éhelle à deux régimes non nuls sur haune des bandes [ω0, ω1] (ap-
pelé intervalle basses fréquenes) et [ω1, ω2] (appelé intervalle hautes fréquenes) ave
0 < ω0 < ω1 < ω2 <∞, la représentation spetrale du proessus est don la même que
elle d'un bruit gaussien frationnaire de paramètres respetifs H0 (basses fréquenes)
et H1 (hautes fréquenes), à la diérene près que es deux paramètres pouvant pren-
dre toutes valeurs dans R et non seulement des valeurs dans (0, 1). La méthode
d'analyse par ondelettes développée dans Bardet et Bertrand (2007b) permet d'estimer
es paramètres, après avoir utilisé une méthode adaptative inspirée de Bardet et al.
(2008) pour séletionner les deux zones de fréquenes [ω0, ω1] et [ω1, ω2]. Enn, un
test d'adéquation de type Chi-deux déoulera de es estimations.
Lorsque l'on applique ette méthodologie aux données ardiaques, on observe un phénomène
très intéressant: le test d'adéquation est aepté dans haune des trois phases des traje-
toires (début de ourse, milieu de ourse et n de ourse) alors qu'il ne l'est pas si on
l'applique sur l'intégralité de haque trajetoire. On montre également qu'il y a une aug-
mentation signiative du paramètre basses fréquenes au l de la ourse (le paramètre
hautes fréquenes restant lui onstant). Cei ne pouvait pas être observé en utilisant la
méthode DFA ou une méthode de type variations quadratiques (es deux méthodes pou-
vant être vues omme des méthodes d'ondelettes ave une ondelette mère dénie omme
une ombinaison linéaire nie de fontions indiatries, voir à e sujet Vedel et al., 2008):
la propriété de loalisation en fréquene de l'ondelette mère est essentielle pour permettre
une estimation onvergente, e que montrent également des simulations.
En devenant ainsi d'une ertaine manière de plus en plus longue mémoire, la trajetoire
en n de ourse ressemble à elles de ertains malades du oeur, alors qu'elle ressemblait
à elles d'individus en bonne santé en début de ourse (les omparaisons sont obtenues à
partir des résultats de Peng et al., 1993). Ainsi, une trop grande valeur du paramètre fratal
basses fréquenes peut être représentatif de l'apparition d'une fatigue du oeur et témoigner
d'un danger alors même que les valeurs des fréquenes ardiaques instantanées ne paraissent
pas alarmantes. Les utuations pourraient don s'avérer plus informatives que les valeurs,
et la mise en plae de détetion séquentielle d'une trop grande régularité (trop de longue
mémoire) ardiaque pourrait permettre de prévenir des risques ardiaques (omme ela
arrive malheureusement trop fréquemment lors d'épreuves telles que le marathon).
2. Détection des différentes phases de courses
Nous avons don ommené par appliquer une méthode de détetion adaptative des hange-
ments en moyenne et variane de la trajetoire de haun des oureurs. Cette méthode a
été développée et programmée par M. Lavielle (voir Lavielle, 1999, Lavielle et Moulines,
2000, Lavielle et Ludeña, 2001) et de nouveaux développements non asymptotiques ont été
apportés dans Birgé et Massart (2007). Le prinipe de la méthode est le suivant:
On suppose que l'on observe (Y (i), i = 1, . . . , n) et qu'il existe τ = (τ1, τ2, . . . , τK−1) ave
0 = τ0 < τ1 < τ2 < ... < τK−1 < n = τK tels que pour tout j ∈ {1, 2, . . . ,K}, la loi de
Y (i) dépend d'un paramètre θj ∈ Θ ⊂ Rd (ave d ∈ N) pour tout τj−1 < i ≤ τj . Don, K
est le nombre de segments entre les diérents instants ordonnés τ = (τ1, τ2, . . . , τK−1). On
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supposera pour ommener que K est onnu. Soit maintenant une fontion de ontraste
Uθ
(
Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)
)
,
ave θ ∈ Rd et que l'on applique à haque veteur (Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)) pour
tout j ∈ {0, 2, . . . ,K − 1}. L'exemple lassique d'une telle fontion est elui-i:
Uθ
(
Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)
)
= −2 logLθ
(
Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)
)
,
où Lθ est la vraisemblane (on suppose le modèle statistique dominé). Ainsi, pour tout
j ∈ {0, 2, . . . ,K − 1}, on peut dénir:
θ̂j = Argmin
θ∈Θ
Uθ
(
Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)
)
.
Soit
Ĝ(τ1, . . . , τK−1) =
K−1∑
j=0
Uθ̂j
(
Y (τj + 1), Y (τj + 2), . . . , Y (τj+1)
)
.
En onséquene, un estimateur (τ̂1, . . . , τ̂K−1) peut être déni omme:
(τ̂1, . . . , τ̂K−1) = Argmin
0<τ1<τ2<...<τK−1<n
Ĝ(τ1, . . . , τK−1). (1)
Le prinipe d'une telle estimation est très général (il peut par exemple être appliqué dans le
as de séries temporelles ayant des tendanes polynomiales) et on pourra trouver diérents
artiles donnant le omportement asymptotique de l'estimateur (τ̂1, . . . , τ̂K−1) suivant les
hypothèses de dépendane faites sur Y (voir par exemple Bai, 1998, Bai et Perron, 1998,
Lavielle, 1999, Lavielle et Moulines, 2000, ou Lavielle et Ludeña, 2001).
Dans le as partiulier des données de battements de oeur, nous avons hoisi de déterminer
les hangements éventuels en moyenne et variane. D'autres hoix auraient été possibles,
en partiulier elui des hangements de la régularité loale (voir par exemple dans Bardet
et Kammoun, 2008) ou des hangements de la densité spetrale (voir Bertrand et al., 2009).
Choisir les hangements en moyenne et variane est intéressant dans un premier temps, ar
ela ne présage pas de l'existene d'un ou deux paramètres de type fratal. Ainsi, pour tout
j ∈ {0, 1, . . . ,K − 1}, on onsidère le modèle général:
Y (i) = µj + σjεi for all i ∈ {τj + 1, . . . , τj+1},
où θj = (mj , σj) ∈ R × (0,∞) et (εi) est une suite de variables aléatoires entrées et de
variane 1, non néessairement indépendantes.
Dans un tel adre, une fontion de ontraste naturelle est:
Uθj
(
Y (τj + 1), . . . , Y (τj+1)
)
=
τj+1∑
ℓ=τj+1
(Y (ℓ)−mj)2
σ2j
,
et ainsi l'estimateur bien onnu de θj est:
θ̂j = (m̂j , σ̂j) =
( 1
τj+1 − τj
τj+1∑
ℓ=τj+1
Y (ℓ),
1
τj+1 − τj
τj+1∑
ℓ=τj+1
(
Y (ℓ)− m̂j
)2)
.
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Don l'estimateur (τ̂1, . . . , τ̂K−1) peut être déduit de (1).
Quand le nombre de ruptures est inonnu, on utilise un nouveau ontraste V onstruit
omme la somme du préédent ontraste U et d'une fontion de pénalisation (pen) roissante
en le nombre de ruptures K, soit, plus préisément,
V̂ (τ1, . . . , τK−1,K) = Ĝ(τ1, . . . , τK−1) + β × pen(K),
ave β > 0. En onséquene, en minimisant V par rapport à τ1, . . . , τK−1,K, un estimateur
K̂ est aussi obtenu, estimateur dont la valeur peut varier en fontion du paramètre de
pénalisation β.
Pour les données de fréquenes ardiaques, nous avons hoisi pen(K) = K. Par ailleurs, si
ĜK = Ĝ(τ̂1, . . . , τ̂K−1), pour K = K1, . . . ,KMAX on peut dénir
βi =
ĜKi − ĜKi+1
Ki+1 −Ki et li = βi − βi+1 ave i ≥ 1.
Ainsi, la valeur K̂ retenue est la plus grande valeur des Ki telle que li >> lj pour j > i.
Lorsque l'on applique ette méthode de détetion adaptative des ruptures, on trouve pour
presque tous les oureurs K̂ = 3, soit 3 phases de ourse de tailles diérentes: le début
(environ 20min en général), la n (environ 20min également en général) et le milieu de la
ourse (le reste du temps). La Figure 2) propose un exemple d'un tel déoupage. Pour 2
oureurs, nous n'avons pu distinguer le début ou la n de ourse de la partie entrale et
K̂ = 2.
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Fig. 2. Détermination des différentes phases de course pour un athlète
On onsidérera désormais les données de fréquenes ardiaques sur haune des phases
obtenues. On fera l'approximation que es données sont stationnaires même si un test non-
paramétrique tel elui de Priestley-Subba Rao montre que ei n'est pas vrai pour presque
toutes les séries de données (seul le milieu de ourse de l'athlète 8 passe le test). Nous allons
nous intéresser à un paramètre de type fratal qui pourrait être aratéristique du signal
sur haune de ses phases.
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3. Un premier modèle et l’estimation par analyse par ondelettes
Quand on étudie les données de fréquenes ardiaques sur haune des phases (mais aussi
sur l'intégralité des données), on remarque que le orrélogramme est typique de elui d'un
proessus à forte mémoire, 'est-à-dire qu'il présente une déroissane très lente des valeurs
absolues de l'autoorrélation empirique. Par ailleurs, l'hypothèse de normalité de la dis-
tribution des données semble plausible (ne sahant pas vraiment la dépendane entre les
données on ne peut valider une telle intuition par un test). On aurait don envie, dans
une première étape, de modéliser les données dans haque phase de ourse par un bruit
gaussien frationnaire (qui est un proessus gaussien à longue mémoire). Cette intuition
peut également sembler aeptable lorsque l'on ompare le graphe d'une trajetoire durant
une phase de ourse ave elui d'un bruit gaussien frationnaire simulé ave un paramètre
prohe de 1 (voir la Figure 3).
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Fig. 3. De haut en bas, comparaison entre le graphe des données de battements de coeur durant le
milieu de course (Athlète 4) avec celui d’un bruit gaussien fractionnaire simulé (H = 0.99) et celui des
accroissements d’un mouvement brownien fractionnaire multi-échelle à deux régimes (H0 = 1.25 en
basses fréquences et H1 = −0.15 en basses fréquences). Une tendance linéaire par morceaux a
été rajoutée sur les données simulées pour améliorer la ressemblance visuelle.
Rappelons juste quelques éléments théoriques onernant le bruit gaussien frationnaire
(BGF). En premier lieu, on dit qu'un proessus stationnaire Y = {Y (k), k ∈ N} possédant
des moments d'ordre 2 est à longue mémoire ou fortement dépendant si:∑
k∈N
|rY (k)| =∞ ave rY (k) = E
[
Y (0)Y (k)
]
.
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Un as partiulier de proessus longue mémoire est elui dont la ovariane se omporte
omme
rY (k) ∼ k2H−2L(k) , quand k→∞,
ave L(k) une fontion à variations lentes (i.e. ∀t > 0, L(xt)/L(x) → 1 quand x → ∞) et
H ∈ (12 , 1) est appelé le paramètre de Hurst.
On peut relier la notion de proessus longue mémoire à elle de proessus autosimilaire de la
façon suivante. Tout d'abord, on dit que X = {X(t), t ≥ 0} est un proessus autosimilaire
à aroissements stationnaires lorsque ∀c > 0:(
X(ct)
)
t
L
= cH
(
X(t)
)
t
,
oùH est appelé le paramètre d'autosimilarité. Si on onsidère le proessus agrégé {X(t), t ≥
0} tel que X(k) =∑ki=1 Y (i) où Y est un proessus autosimilaire, alors sous des onditions
assez faibles (par exemple Y est gaussien ou est un proessus linéaire ausal), on peut
montrer que pour k →∞, la loi de {X(t), t ≥ k} est elle d'un proessus autosimilaire (voir
Doukhan et al., 2003, pour plus de details).
Le BGF est un exemple de proessus longue mémoire gaussien. Plus préisément, Y H =
{Y H(k), k ∈ N} est un BGF, lorsque
rY H (k) =
σ2
2
(|k + 1|2H − 2|k|2H + |k − 1|2H) pour tout k ∈ N,
ave H ∈ (0, 1) et σ2 > 0. On vérie par une formule de Taylor que pour H ∈ (12 , 1),
rY H (k) ∼ σ2H(2H − 1)k2H−2 , quand k →∞.
Pour un BGF entré, le proessus agrégé orrespondant, noté ii XH , est appelé le mouve-
ment brownien frationnaire (MBF) et XH est l'unique proessus gaussien H-autosimilaire
et à aroissements stationnaires, vériant don
Var(XH(k)) = σ2|k|2H ∀k ∈ N.
Il est lair que Y H(k) = XH(k) −XH(k − 1): la suite des aroissements d'un MBF on-
stitue un BGF.
Avant de pouvoir tester si les données de battements de oeur peuvent être modélisées
par un BGF, ommençons par dire quelques mots sur les estimateurs possibles de H . En
premier lieu, on trouvera un large éventail de tels estimateurs dans le livre de Doukhan et
al. (2003). Il est bien lair que pour estimer le paramètre H d'un BGF à partir d'une de ses
trajetoires, il est préférable d'utiliser une méthode paramétrique, en partiulier la méth-
ode du ontraste de Whittle qui est numériquement bien plus rapide que elle du maximum
de vraisemblane (on trouvera les prinipaux résultats asymptotiques dans Fox et Taqqu,
1987). Cependant, ii, nous aimerions travailler dans un adre semi-paramétrique (nous
verrons i-dessous pourquoi) et en plus ave l'ajout éventuel d'une tendane au proessus.
La méthode d'estimation utilisant une analyse par ondelettes ore tous les avantages vis-à-
vis d'un tel ahier des harges. De plus un test d'adéquation sera failement implémentable
à partir de ette estimation. Présentons maintenant suintement ette méthode, qui a
été introduite par Flandrin (1992), puis développée par Bardet et al. (2000) ou Abry et al.
(2003).
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On onsidère don ψ : R → R une fontion mesurable appartenant à L1(R) ∩ L2(R),
appelée ondelette mère. Pour (a, b) ∈ R∗+×R et λ = (a, b), on dénit la famille de fontions
ψλ par
ψλ(t) =
1√
a
ψ
(
t
a
− b
)
.
Les paramètres a et b sont appelés l'éhelle et le déalage de la transformée en ondelette
(ii ontinue). Soit dZ(a, b) le oeient d'ondelette du proessus Z = {Z(t), t ∈ R} pour
l'éhelle a et le déalage b:
dZ(a, b) =
1√
a
∫
R
ψ(
t
a
− b)Z(t)dt =< ψλ, Z >L2(R) .
Lorsque l'on onsidère une série hronologique plutt qu'un proessus en temps ontinu,
on peut hoisir d'approher l'intégrale par une somme de Riemann (d'autres méthodes
sont possibles, mais l'approximation par une somme de Riemann permet de retrouver
l'approximation obtenue par l'algorithme de Mallat, équivalent de la FFT pour les on-
delettes) et on obtient ainsi le oeient d'ondelette approhé eZ(a, b). L'erreur ommise
lors de l'approximation de dZ(a, b) par eZ(a, b) a été évaluée dans Bardet(2002) et Bardet
et Bertrand (2007b). Si elle est préjudiiable à la vitesse de onvergene, elle n'empêhe
ependant pas la onvergene présentée i-dessous. On suppose par ailleurs que la fontion
ψ est telle qu'il existe M ∈ N∗ vériant,∫
R
tmψ(t)dt = 0 for all m ∈ {0, 1, . . . ,M}; (2)
On dit alors que, ψ a ses M premiers moments qui s'annulent.
Eetuer une analyse en ondelette d'un proessus revient à regarder le omportement des
oeients d'ondelettes. Cei peut être fait pour des proessus longue mémoire ou autosim-
ilaire. On obtient en partiulier que:
• Si Z est un proessus longue mémoire stationnaire de paramètre de Hurst H ,
E(d2Z(a, b)) = Var(dZ(a, b)) ∼ C(ψ,H)a2H−1 quand a→∞.
• Si Z est un proessus H-autosimilaire à aroissements stationnaires,
E(d2Z(a, b)) = Var(dZ(a, b)) ∼ K(ψ,H)a2H+1 pour tout a > 0
ave C(ψ,H) et K(ψ,H) deux onstantes positives dépendant seulement de ψ et de H (es
résultats ont été prouvés dans Flandrin, 1992 et Abry et al., 1998). Ainsi dans les deux
as, la variane des oeients d'ondelettes est une loi de puissane en a, et une log-log-
régression permet d'obtenir un estimateur de H . Lorsque l'on onsidère une trajetoire
(Z(1), . . . , Z(N)) du proessus, ette log-log-régression se fera à partir d'un estimateur
naturel de la variane, la variane empirique des oeients d'ondelettes , par exemple
i.e.
SN (a) =
1
[N/a]
[N/a]∑
i=1
e2Z(a, i). (3)
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On peut alors également traer le graphe des (log ai, logSN (ai))1≤i≤ℓ en hoisissant une
famille d'éhelles (ai)i appropriée et le oeient direteur de la droite de régression par
moindres arrés fournit l'estimateur ĤOND de H . En partiulier, pour un proessus sta-
tionnaire à longue mémoire on a:
ĤOND =
θ̂
(1)
N + 1
2
où
(
θ̂
(1)
N
θ̂
(2)
N
)
=
(
Z ′ Z
)−1
Z ′
 logSN (a1)..
.
logSN (am)
 et Z =
 log a1 1..
.
.
.
.
log am m
 . (4)
Dans un adre semi-paramétrique général de proessus longue mémoire stationnaires gaussiens
ou linéaires, Moulines et al. (2007) et Roue et Taqqu (2008) ont montré que ĤOND on-
verge versH suivant une vitesse de onvergene optimale (par rapport à un ritère minimax)
dès que les éhelles sont hoisies de manière adéquate. Veith et al. (2003) et Bardet et
al. (2008) ont proposé une séletion adaptative de es éhelles et montré que la vitesse de
onvergene était onservée (à un logarithme près).
Dans les adres respetifs des FBM et des proessus de Rosenblatt, qui sont autosimilaires
et à aroissements stationnaires, Bardet (2002) et Bardet et Tudor (2008) ont déterminé
la vitesse de onvergene de ĤOND vers H . Ces travaux s'étendent failement à un adre
semi-paramétrique (voir par exemple la généralisation aux proessus multi-éhelles dans
Bardet et Bertrand, 2007).
Enn, que e soit pour les proessus longue mémoire ou autosimilaires, les résultats de
onvergene de ĤOND vers H sont onservés même si une tendane polynomiale est ra-
joutée au proessus (ela a été remarqué pour la première fois dans Abry et al., 1998). Pour
ela, il sut que les d premiers moments de ψ s'annulent, où d est le degré de la tendane
polynomiale. Aussi, si on onsidère une ondelette annulant tous ses moments, omme 'est
le as notamment si l'on hoisit une ondelette de Lemarié-Meyer, alors toute tendane poly-
nomiale est annulée.
Pour terminer, nous dirons que l'analyse par ondelette de tels proessus a un avantage sup-
plémentaire: on peut failement onstruire un test d'adéquation de type Chi-deux à partir
de la log-log-régression préédente. Pour ela, il sut d'utiliser une log-log-régression par
moindres arrés pseudo-généralisés (la matrie de ovariane de la log-log-régression peut
être estimée), puis de dénir une distane entre les points et ette droite de régression (pour
plus de détails, voir dans le adre du FBM, Bardet, 2002, et dans le adre du mouvement
brownien frationnaire multi-éhelle, Bardet et Bertrand, 2007b; notons que dans un tel
adre les éhelles ai doivent avoir une vitesse supérieures à N
1/3
pour que l'approximation
des dZ(a, b) par les eZ(a, b) ne rée pas un biais sur l'estimation de H).
Evoquons maintenant la méthode DFA (pour Detrended Flutuation Analysis) que les phys-
iologistes utilisent beauoup. Cette méthode est une version pour des séries à tendanes de
la méthode des varianes agrégées. Plus préisément, elle onsiste à agréger le proessus
(qui est supposé être de type longue mémoire + tendane) et le diviser dans des fenêtres
de même taille, puis de détendanialiser e proessus à partir de régressions linéaires dans
haque fenêtre, de aluler la variane des résidus, et d'estimer H à partir d'une log-log-
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Table 1. Valeurs de H estimées, avec la méthode DFA (ĤDF A) et la méthode
d’analyse par ondelettes (Ĥ(1)
OND
) avec ψ ondelette mère de Daubechies d’ordre 6.
Course entière Début de ourse Milieu de ourse Fin de ourse
ĤDF A Ĥ
(1)
OND
ĤDF A Ĥ
(1)
OND
ĤDF A Ĥ
(1)
OND
ĤDF A Ĥ
(1)
OND
Ath1 0.96 1.03 1.05 1.03 1.13 1.35 0.71 1.22
Ath2 1.12 1.27 0.91 0.90 1.19 1.42 1.53 1.39
Ath3 1.17 1.10 0.74 0.78 1.19 1.29 - -
Ath4 1.16 1.26 - - 1.15 1.23 1.22 1.12
Ath5 1.18 1.24 1.24 1.15 1.19 1.22 1.43 1.49
Ath6 1.28 1.37 1.34 1.03 1.18 1.39 1.41 1.50
Ath7 1.18 1.32 1.09 1.18 1.23 1.29 1.14 1.22
Ath8 1.28 1.23 1.34 1.00 1.05 1.28 - -
Ath9 1.36 1.37 0.89 0.93 1.27 1.48 1.33 1.37
régression des diérentes varianes résiduelles obtenues pour diérentes tailles de fenêtre.
Cependant, ette méthode pose problème. Si, pour un proessus gaussien stationnaire
longue mémoire, la vitesse de onvergene de ĤDFA (estimateur de H par DFA) reste in-
téressante, elle l'est moins (à des onstantes près) que la simple méthode des varianes
agrégées, ou que les méthodes du log-périodogramme, du ontraste de Whittle loal ou
d'analyse par ondelettes (voir Bardet et Kammoun, 2008 pour plus de détails). Le point
très négatif de ette méthode est elui de la détendanialisation par régression linéaire dans
haque fenêtre: ei ne peut avoir d'eet positif que si la tendane est une onstante. Dès
que la tendane est un polynme de degré supérieur, ou bien une simple fontion onstante
par moreaux, les eets de ette étape sont très noifs et l'estimateur ĤDFA onverge vers
tout à fait autre hose que H ... (voir enore Bardet et Kammoun, 2008).
Voii maintenant les résultats dans la Table 1 de l'appliation des deux méthodes d'estimation
(DFA et ondelette) pour le paramètre de longue mémoire sur les données de battements de
oeur. Dans un premier temps, on a l'habitude d'utiliser une ondelette mère ψ relative à
une analyse multirésolution. Ii,
Ĥ
(1)
OND : estimateur ĤOND de la formule (4) ave ψ une ondelette de Daubehies d'ordre 6.
Notons également que l'on a hoisi pour la méthode DFA des tailles de fenêtres omprises
entre N0.4 et N/10 (où N est la longueur de la série), et pour la méthode par ondelette des
éhelles ai = i N
0.4
où i = 1, · · · , 20.
Deux problèmes importants déoulent de es résultats.
(a) En premier lieu, les estimateurs ĤDFA et Ĥ
(1)
OND sont souvent plus grands que 1.
Pourtant un un BGF et même plus généralement un proessus longue-mémoire de
variane nie ne peut seulement être déni que si H < 1. Pour obtenir un proessus
dont l'estimation d'un paramètre fratal serait supérieur à 1, au moins une des trois
hypothèses vériées par le BGF doit être remise en ause:
• l'hypothèse que le proessus est stationnaire;
• l'hypothèse que le proessus est gaussien;
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• l'hypothèse que le paramètre de Hurst du proessus soit bien le H estimé.
Dans la suite, un nouveau modèle sera proposé et nous ferons le hoix de onserver les
deux premières hypothèses qui ne nous semblent pas devoir être remises en question
mais de remplaer la troisième par un modèle paramétrique plus omplexe.
(b) Le seond problème onerne le test d'adéquation évoqué plus haut. En eet le test
n'est jamais aepté, que l'on onsidère la série en son intégralité (souvent de l'ordre
de 25000 données) ou en ses diérentes phases. On peut don dire que les données
ne se omportent pas omme un BGF. Une expliation de e rejet peut se déduire
de la Figure 4: quand on onsidère le résultat de de la log-log-régression, les points
(log ai, logSN (ai))1≤i≤ℓ sont lairement alignés pour pour de grandes éhelles mais
e n'est pas le as pour toutes les éhelles. Sur la même gure, on remarque également
le même type de phénomène ave l'estimateur DFA. Ainsi les données de battements
de oeur se omportent à peu près omme un BGF pour des grandes éhelles (ou des
petites fréquenes), mais le omportement est diérent pour des éhelles plus petites.
On remarquera aussi que l'adéquation d'un BGF aux données n'est nalement pas
très bonne lorsque l'on opère un zoom sur les graphes de la Figure 3. On obtient
ainsi les graphes de la Figure 5, où il apparaît que loalement le BGF de paramètre
0.99 ne remplit pas susamment l'espae (la dimension de Hausdor est trop prohe
de 1) ontrairement à la série des données de fréquene ardiaques instantanées (la
dimension de Hausdor est beauoup plus prohe de 2).
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Fig. 4. Pour le milieu de course de l’Athlète 4, graphes des log-log regressions des: 1/ variances
des coefficients d’ondelettes en fonction de l’échelle avec l’ondelette de Daubechies d’ordre 6 (à
gauche); 2/ fonctions DFA en fonction des tailles de fenêtres (à droite).
4. Un nouveau modèle pour modéliser les fréquences cardiaques: le bruit gaussien
localement fractionnaire
Les Figures 4 et 3 nous permettent nalement d'arriver à la même onlusion: pour bien
modéliser les données de fréquenes ardiaques instantanées, il faudrait un proessus qui
se omporte omme un BGF de paramètre prohe de 1 et même plus grand que 1 pour
les grandes éhelles (ou petites fréquenes) et omme un BGF de paramètre prohe de 0
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Fig. 5. De haut en bas, comparaison entre le graphe des données de 2000 battements de coeur
durant le milieu de course (Athlète 4) avec celui d’un bruit gaussien fractionnaire simulé (H = 0.99)
et celui des accroissements d’un mouvement brownien fractionnaire multi-échelle à deux régimes
(H0 = 1.25 en basses fréquences et H1 = −0.15 en basses fréquences).
(de manière à obtenir une dimension de Hausdor du graphe prohe de 2) pour les petites
éhelles (ou les hautes fréquenes). On remarque également que sur la Figure 4, deux zones
de linéarité apparaissent, une pour les grandes éhelles (basses fréquenes) et une autre pour
les petites éhelles (hautes fréquenes).
Le modèle que nous avons hoisi pour modéliser les fréquenes ardiaques s'inspire des
résultats déjà obtenus dans Bardet et Bertrand (2007b), artile dans lequel déjà apparaissait
la néessité de distinguer un omportement diérent entre les hautes et les basses fréquenes.
On voit don qu'en restreignant la bande de fréquene on obtient bien une zone de linéarité
(soit un omportement de même type que le BGF) alors qu'en dehors de ette zone d'autres
phénomènes se produisent. Pour arriver à onstruire un modèle qui puisse se omporter de
ette manière, on rappelle la représentation spetrale d'un MBF XH = {XH(t), t ∈ R} de
paramètres H et σ2:
XH(t) = σ C(H)
∫
R
eitξ − 1
|ξ|H+1/2 Ŵ (dξ) pour t ∈ R
où W (dξ) est une mesure brownienne Ŵ (dξ) est sa transformée de Fourier au sens des
distributions et C2(H) = π−1HΓ(2H) sin(πH). Aussi peut-on dénir une généralisation
Xρ = {Xρ(t), t ∈ R} de e proessus appelé mouvement brownien frationnaire multi-
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éhelle déni dans Bardet et Bertrand (2007a) qui est tel que:
Xρ(t) =
∫
R
eitξ − 1
ρ(ξ)
Ŵ (dξ) pour t ∈ R
où la fontion ρ : R→ [0,∞) est une fontion paire telle qu'ave 0 < ω0 < ω1 < ω2 <∞:
• ρ(ξ) = 1
σ0
|ξ|H0+1/2 pour |ξ| ∈ [ω0, ω1[ ave H0 ∈ R, σ0 > 0;
• ρ(ξ) = 1
σ1
|ξ|H1+1/2 pour |ξ| ∈ [ω1, ω2[ ave H1 ∈ R, σ1 > 0;
• ρ(ξ) = 0 pour |ξ| /∈ [ω0, ω2].
Les prinipaux avantages d'une telle généralisation du MBF sont les suivantes:
(a) C'est un modèle paramétrique permettant beauoup plus de souplesse en modélisation
que le MBF;
(b) Xρ à la même représentation spetrale qu'un MBF dans une bande de fréquenes et
qu'un autre MBF dans une autre bande de fréquenes;
() Dans es bandes de fréquenes, les paramètres H0 et H1, que l'on appellera respe-
tivement paramètres fratals basses et hautes fréquenes ne sont pas restreints à être
dans [0, 1] mais ils peuvent prendre n'importe quelle valeur de R.
Aussi, à partir d'une telle dénition d'un mouvement brownien frationnaire bi-éhelle, on
peut en déduire le modèle suivant pour les données de fréquenes ardiaques, modèle appelé
bruit gaussien frationnaire multi-éhelle (ii bi-éhelle):
Yρ(t) = Xρ(t+ 1)−Xρ(t) = 2 · Re
(∫
R
eitξ sin(ξ/2)
ρ(ξ)
Ŵ (dξ)
)
pour t ∈ R.
Remarquons que Yρ = {Yρ(t), t ∈ R} est un proessus gaussien stationnaire et que la fon-
tion 4 sin2(ξ/2)ρ−2(ξ) est aussi appelée la densité spetrale de Yρ.
Il est possible de simuler ave un temps de alul relativement réduit une trajetoire de
(Yρ(1), Yρ(2), . . . , Yρ(N)) en utilisant un algorithme utilisant le plongement de la matrie
de ovariane de Yρ dans une matrie irulante (on trouvera des détails sur ette méthode
de simulation dans Doukhan et al., 2003). Les Figures 3 et 5 permettent de omparer une
simulation de la trajetoire d'un proessus Yρ ave H0 = 1.25 et H1 = −0.15 ave une
série de fréquenes ardiaques instantanées. De près omme de loin la ressemblane entre
es trajetoires semble très grande. A e stade, on peut déjà être satisfait d'un tel modèle.
Voyons maintenant une méthode d'estimation des paramètres fratals (qui nous permettra
de omprendre pourquoi on a hoisi H0 = 1.25 et H1 = −0.15) dont déoulera également
un test d'adéquation pour un tel modèle.
5. Estimation des paramètres fractals du modèle, test d’adéquation et application
aux données de fréquences cardiaques instantanées
5.1. Définition des estimateurs et du test
Notre but pour ommener est d'obtenir une estimation des paramètres fratals H0 et H1
à partir d'une trajetoire onnue
(Yρ(1), Yρ(2), . . . , Yρ(N))
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du bruit gaussien frationnaire bi-éhelle déni i-dessus. Pour e faire, omme dans Bardet
et Bertrand (2007a et b), nous allons à nouveau utiliser une analyse par ondelettes, ave
une propriété de loalisation en fréquene. Cela se traduit par le fait que l'ondelette mère
ψ : R 7→ R est une fontion C∞ qui vérie les propriétés suivantes:
Dénition des ondelettes mères vériant la propriété de loalisation en fréquene
• pour tout s ≥ 0,
∫
R
|tsψ(t)| dt <∞;
• la transformée de Fourier ψ̂(ξ) de ψ est une fontion paire dont le support est [−β,−α]∪
[α, β] ave 0 < α < β.
L'ondelette de Lemarié-Meyer est un exemple d'une telle ondelette mère. En utilisant les
résultats de Bardet et Bertrand (2009), pour tout a > 0, (dYρ(a, b))b∈R est un proessus
stationnaire gaussien entré et
E
(
d2Yρ(a, .)
)
= 8a
∫ β/a
α/a
|ψ̂(au)|2 sin
2(u/2)
ρ2(u)
du.
Aussi pour i = 0, 1, si l'on hoisit une éhelle a telle que [
α
a
,
β
a
] ⊂ [ωi, ωi+1], i.e. a ∈
[
β
ωi+1
,
α
ωi
], alors:
E
(
d2Yρ(a, .)
)
= 8σ2i
∫ β
α
|ψ̂(u)|2 sin
2(u/2a)
(u/a)2Hi+1
du ≃ K(ψ,Hi, σi) a2Hi−1
(
1 +O(a−2)),
pour a susamment grand. ave K(ψ,Hi, σi) =
(
2σ2i
∫ β
α
|ψ̂(u)|2
(u)2Hi−1
du
)
ne dépendant que
de ψ, Hi et σi. Remarquons qu'une telle propriété ne peut être vériée que si le support de
ψ est tel que:
β
α
< min
{ω1
ω0
,
ω2
ω1
}
.
En utilisant les résultats de Moulines et al (2007) ou Bardet et al (2007), on montre que
pour a ∈ [ β
ωi+1
,
α
ωi
] et en supposant que a don βωi+1 est susamment grand, la variane
empirique renormalisée SN (a)/a
2Hi−1
, où SN est dénie par (3) et alulée à partir de
(Yρ(1), . . . , Yρ(N), onverge vers K(ψ,Hi, σi) suivant un théorème de la limite entrale
ave une vitesse de onvergene en
√
N/a. Pour un tel théorème, on doit avoir les relations:
N/a→∞ et N/a5 → 0.
De plus, pour ℓ tel que ℓ a ≤ αωi , une log-log-régression des (i a,SN (i a))1≤i≤ℓ fournit un
estimateur de H noté Ĥ
(2)
OND, don ii
Ĥ
(2)
OND : estimateur ĤOND de la formule (4) ave ψ une ondelette vériant la propriété
de loalisation en fréquene.
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On montre don que Ĥ
(2)
OND suit un théorème de la limite entrale ave une vitesse de on-
vergene en
√
N/a (e qui revient à un supremum de vitesse de onvergene en N2/5). De
plus, omme préédemment, un test d'adéquation du Chi-deux peut-être onstruit à partir
d'une distane entre les points (log(i a), log(SN (i a)))1≤i≤ℓ et la droite de régression par
moindres arrés pseudo-généralisés (on trouvera plus de détails sur la onstrution de e
test dans Bardet et Bertrand, 2007b).
La Figure 8 donne deux exemples pour des données de fréquenes ardiaques instanta-
nées de graphes logarithmiques des varianes empiriques des oeients d'ondelettes ave
une ondelette ψ vériant la propriété de loalisation en fréquene. Le nombre d'éhelles
hoisies est bien supérieur à elui de la Figure 4. A omparer es graphes pour l'Athlète
4, on remarque que la propriété de loalisation en fréquene de l'ondelette mère permet de
diminuer notablement la zone intermédiaire entre les deux zones de linéarité (qui est bien
plus importante ave l'ondelette mère de Daubehies d'ordre 6).
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Fig. 6. Le graphe logarithmique des variances empiriques des coefficients d’ondelettes pour le milieu
de course de l’Athlète 2 (en haut) et l’Athlète 4 (en bas), où l’ondelette ψ est une ondelette de type
Lemarié-Meyer avec β/α = 2
Remarque: Il peut y avoir désormais une ambiguïté sur le modèle estimé (hose qui
n'était pas possible lorsque l'on onsidérait un bruit gaussien frationnaire et un mouvement
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brownien frationnaire). En eet, lorsque l'on obtient H
(2)
OND,0 ≃ 1.25 et H(2)OND,1 ≃ −0.15,
on peut penser que le modèle sous-jaent est un bruit gaussien frationnaire bi-éhelle (sta-
tionnaire) ave paramètres fratals 1.25 et −0.15. Mais on pourrait aussi penser à un mou-
vement brownien frationnaire bi-éhelle (à aroissements stationnaires) ave paramètres
0.25 et −1.15. La Figure 7 présente la simulation d'une trajetoire d'un tel proessus et
eetivement on ne voit guère de diérene ave elle du bruit gaussien frationnaire bi-
éhelle. Mais omme on a fait l'hypothèse à peu près vériée que la moyenne et la variane
restaient onstantes sur haque phase de ourse, on préférera modéliser ave un proessus
stationnaire qu'un proessus à aroissements stationnaires.
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Fig. 7. Trajectoire d’un mouvement brownien fractionnaire bi-échelle de paramètres H0 = 0.25,
H1 = −1.15, ω0 = 0.001, ω1 = 0.05 et ω2 = 10.
5.2. Estimation adaptative des zones de linéarité
La prinipale diulté pour un dénir de tels estimateurs et tests est de déterminer les
bonnes zones de fréquene [ω0, ω1] et [ω1, ω2]. Nous allons diviser en deux étapes ette
détermination que nous allons rendre automatique.
(a) La première étape onsiste à séletion le début de la zone de linéarité des petites
éhelles et la n de la zone de linéarité des grandes éhelles (on se reportera aux
graphes de la Figure 8 pour une meilleure ompréhension). Pour e faire, nous allons
utiliser un algorithme mis en plae dans Bardet et al. (2008). On xe ℓ (dans les
appliations, on hoisira ℓ = 10 à 15 suivant le nombre de données disponibles).
Ensuite, on alule la somme des arrés des résidus de la régression linéaire simple des
(log(i a), log(SN (i a)))1≤i≤ℓ en faisant varier a dans la grille{[
(
N
ℓ
)0
]
,
[
(
N
ℓ
)
1
ℓ logN
]
,
[
(
N
ℓ
)
2
ℓ logN
]
, · · · , [(N
ℓ
)
ℓ logN
ℓ logN
]}
.
En regardant le graphe de la Figure 8, on onçoit bien que la somme des arrés
résiduels va avoir aux moins deux minima (orrespondant à peu près au début des
zones de linéarité). Le premier minima va nous permettre de dénir le début de la
zone de linéarité des petites éhelles, noté âmin. On posera don ω̂2 =
β
âmin
.
Pour déterminer la n de la zone de linéarité des grandes éhelles, on reprend le même
proédé, mais à l'envers: on onsidère la sommes des arrés résiduels de la régression
linéaire simple des (log(a/i), log(SN (a/i)))1≤i≤ℓ en faisant varier a dans la grille{[
ℓ (
N
ℓ
)0
]
,
[
ℓ (
N
ℓ
)
1
ℓ logN
]
,
[
ℓ (
N
ℓ
)
2
ℓ logN
]
, · · · , [ℓ (N
ℓ
)
ℓ logN
ℓ logN
]}
.
Modélisation des fréquences cardiaques instantanées 19
On peut enore s'attendre à obtenir au moins deux minima; le dernier des minima va
orrespondre à notre estimation de la n de la zone de linéarité des grandes éhelles,
noté âmax. On posera don ω̂0 =
α
âmax
.
(b) On travaille désormais dans la bande d'éhelles omprises entre âmin et âmax. Pour
déterminer une estimation de ω1, on utilise la même méthode que elle présentée
dans Bardet et Bertrand (2007b). On va ii enore minimiser la somme des arrés
de résidus, mais ette fois e seront les résidus de deux régressions linéaires, ave la
ondition qu'entre la plus grande éhelle de la première zone de linéarité et la plus
petite de la seonde zone le rapport doit être de β/α ('est le log(2) qui apparaît sur
les graphes de la Figure 8 ar on a utilisé ii β/α = 2). Pour la double régression qui
minimise la somme des arrés de résidus, on note â1 la plus grande éhelle pour la
zone de linéarité des petites éhelles. Alors ω1 =
α
â1
.
Les résultats obtenus dans Bardet et al. (2008) et Bardet et Bertrand (2007b) assurent les
onvergenes en probabilité de ω̂i vers ωi pour i = 0, 1, 2. Une fois les ω̂i alulés, il ne reste
plus qu'à estimer les deux paramètres fratals H0 et H1 soit Ĥ
(2)
OND,0 et Ĥ
(2)
OND,1 obtenu par
l'analyse par ondelettes dans les bandes d'éhelles [a˜min, a˜1] et [a˜2, a˜max], respetivement
(es bandes d'éhelles sont hoisies omme dans Bardet et Bertrand, 2007b, de telle manière
que [a˜min, a˜1] ⊂ [âmin, â1] et [a˜2, a˜max] ⊂ [2â1, âmax]. En reprenant la même preuve que
Bardet et Bertrand (2007b), on peut montrer que Ĥ
(2)
OND,0 et Ĥ
(2)
OND,1 onvergent vers H0
et H1 suivant un théorème de la limite entrale à la vitesse
√
N/a, e qui onduit enore à
un supremum de vitesse de onvergene en N2/5. Un test d'adéquation de type Chi-deux
portant sur les deux zones de linéarité et dérit omme préédemment peut aussi être mis
en plae.
Remarque: Toute la démarhe proposée (estimation et test) l'a été dans le adre d'un
modèle paramétrique, le bruit gaussien frationnaire multi-éhelle. Nous l'avons développée
dans le as partiulier de deux régimes non nuls, mais ela se généralise lairement pour
un nombre K de régimes. Cependant ela reste paramétrique, et une méthode de type
maximum de ontraste aurait également pu être envisagée. Mais toute ette démarhe et
les résultats asymptotiques évoqués sont également valables pour la lasse de modèles semi-
paramétriques telles que ρ(ξ) = σ−1i |ξ|Hi+1/2 pour |ξ| ∈ [ωi, ωi+1[ pour i = 0, 1, · · · ,K et
ave 0 < ω0 < ω1 < · · · < ωK+1 <∞, et pour |ξ| ∈ [0, ω0[∪[ωK+1,∞[, on ne xe pas ρ à 0
omme préédemment, mais on demande juste que ρ vérie
∫
R
(
1 ∧ |ξ|2) 1
ρ2(ξ)
dξ <∞ , ρ(ω−0 ) 6= ρ(ω+0 ) et ρ(ω−K+1) 6= ρ(ω+K+1)
(es deux dernières onditions permettent l'estimation de ω0 et ω2; des onditions plus
faibles sur la dérivée première pourrait également les remplaer, mais ela nous emmènerait
trop loin). On voit don par là que la méthode proposée s'applique à des proessus gaussiens
dont le log-variogramme des oeients d'ondelettes présente deux zones de linéarité sans
tenir ompte de e qui se passe ailleurs; ela nous semble partiulièrement adapté aux
données de fréquenes ardiaques.
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5.3. Résultats de simulation et applications aux données de fréquences cardiaques in-
stantanées
Résultats de simulations: En premier lieu, nous avons eetué des simulations de bruits
gaussiens frationnaires bi-éhelles dont nous avons ensuite estimé les paramètres fratals
après avoir estimé les fréquenes ωi. Pour ne pas trop surharger le papier, nous ne présen-
tons qu'un hoix de deux types de bruits gaussiens frationnaires bi-éhelles: un qui mime
les données ardiaques en milieu de ourse (H0 = 1.25, H1 = −0.15, ω0 = 0.001, ω1 = 0.05
et ω2 = 3) et un autre ave des paramètres très diérents (H0 = −0.5, H1 = 1.5, ω0 = 0.01,
ω1 = 0.3 et ω2 = 3). La Figure 8 un exemple du graphe de log-log régression obtenu pour
haun de es proessus.
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Fig. 8. Deux exemples de graphes logarithmiques des variances empiriques des coefficients
d’ondelettes pour des bruits gaussiens fractionnaires bi-échelles, le premier avec H0 = 1.25,
H1 = −0.15, ω0 = 0.001, ω1 = 0.05 et ω2 = 3 (en haut) et le second avec H0 = −0.5, H1 = 1.5,
ω0 = 0.01, ω1 = 1 et ω2 = 3 (en bas), où l’ondelette ψ est une ondelette de type Lemarié-Meyer
avec β/α = 2
La Table 2 présente le tableau des résultats numériques pour es simulations après 20
repliations indépendantes. On s'aperçoit que la méthode d'estimation par ondelettes est
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Table 2. Estimation des différents paramètres pour deux bruits gaussiens
fractionnaires bi-échelles de taille 10000 à partir de 20 replications
MFGN
H0 H1 ω0 ω1 ω2
Valeur 1.25 -0.15 0.001 0.05 3
Moyenne Estimateur Ondelette 1.23 -0.02 0.007 0.05 1.73
Eart-type Estimateur Ondelette 0.22 0.09 0.09 0.04 0.52
Moyenne Estimateur DFA 1.46 0.33 - 0.03 -
Eart-type Estimateur DFA 0.04 0.02 - 0.004 -
Valeur -0.5 1.5 0.01 0.3 3
Moyenne Estimateur Ondelette -0.17 1.36 0.01 0.20 1.83
Eart-type Estimateur Ondelette 0.09 0.05 0.005 0.02 0.19
Moyenne Estimateur DFA 0.14 1.45 - 0.07 -
Eart-type Estimateur DFA 0.01 0.02 - 0.003 -
onvergente pour les diérents paramètres du modèle même si l'éart-type de es estimations
est parfois assez élevé. Nous avons également mis en plae une méthode de détetion
automatique de la rupture des deux zones de linéarité pour la méthode DFA (méthode
fondée également sur une minimisation de la somme des arrés des résidus dans les 2 zones).
On s'aperçoit alors que les estimateurs du paramètre fratal hautes fréquenes ainsi que
elui de la fréquene de oupure ω1 ne sont pas onvergents, le paramètre fratal basses
fréquenes étant lui orretement estimé (dans tous les as, les éarts-type sont très faibles).
Si on augmente la taille de l'éhantillon (par exemple en passant à une taille de 100000)
on n'améliore pas du tout la situation, voire même elle empire. On omprendra mieux
la situation en observant les graphes de log-régression de la fontion DFA pour les deux
bruit gaussiens frationnaires bi-éhelles préédents (voir la Figure 9 ave N = 100000).
On s'aperçoit alors qu'il n'y pas vraiment de laire zone de linéarité ar les deux régimes
frationnaires du proessus agissent l'un sur l'autre et ne sont pas isolés omme 'est le
as ave la méthode d'estimation par ondelettes (un tel phénomène avait déjà été identié
pour la méthode des variations quadratiques, dans Bardet et Bertrand, 2007a). Dans le as
de proessus ave deux régimes frationnaires omme le bruit gaussien frationnaire bi-
éhelle, il est don préférable de ne pas utiliser la méthode DFA pour estimer les paramètres.
Résultats de l'appliation des méthodes d'estimation et du test d'adéquation
aux données: Nous avons appliqué les deux méthodes adaptatives (ondelette ave pro-
priété de loalisation en fréquene et DFA) pour estimer les paramètres fratals basses
fréquenes H0 et hautes fréquenes H1, ainsi que la fréquene de oupure ω1. Les résul-
tats sont réapitulés dans la Table 3. Les estimations sur la ourse entière sont également
présentées même si elles ne sont pas vraiment exploitables (si e n'est de manière négative,
pour marquer en partiulier que la méthode DFA ne peut être appliquée sans préaution,
e qui est un peu moins vrai ave la méthode d'ondelettes). On s'aperçoit que l'estimation
H
(2)
OND,0 du paramètre fratal basses fréquenes augmente au l de la ourse (il passe d'une
moyenne de 1.20 à 1.40 en milieu de ourse, puis 1.55 en n de ourse), alors qu'il reste
presque onstant ave la méthode DFA (entre 1.25 et 1.30). Grâe à l'estimation par on-
delettes, on observe aussi que le paramètre fratal hautes fréquenes reste onstant tout au
long de la ourse (entre −0.2 et −0.1) et que la fréquene de oupure semble ne pas non plus
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Fig. 9. Deux exemples de graphes logarithmiques des fonctions DFA pour des bruits gaussiens
fractionnaires bi-échelles, le premier avec H0 = 1.25, H1 = −0.15, ω0 = 0.001, ω1 = 0.05 et ω2 = 3
(en haut) et le second avec H0 = −0.5, H1 = 1.5, ω0 = 0.01, ω1 = 1 et ω2 = 3 (en bas), et
N = 100000 dans les deux cas.
évoluer. En revanhe, et omme on pouvait s'y attendre depuis le résultat des simulations,
la méthode DFA n'est absolument pas utilisable pour estimer le paramètre fratal hautes
fréquenes et la fréquene de oupure.
Par ailleurs, le test d'adéquation a été également appliqué. Les résultats sont les suivants:
le test est rejeté 7 fois sur 9 lorsque l'on onsidère la ourse en son intégralité, mais entre
une et trois fois si on onsidère haune des phases de ourse. Cei permet de penser que
la modélisation par un bruit gaussien frationnaire bi-éhelle est réellement adéquate pour
e type de données.
6. Conclusion
Voii les diérents points à retenir de notre étude:
(a) En premier lieu, la méthode DFA n'est pas une méthode eae pour estimer les deux
paramètres fratals des séries de fréquenes ardiaques instantanées, en partiulier
lorsqu'une tendane est présente.
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Table 3. Estimation des différents paramètres des différentes phases de course, avec les deux méthodes.
Course entière Début de ourse Milieu de ourse Fin de ourse
H0 H1 ω1 H0 H1 ω1 H0 H1 ω1 H0 H1 ω1
Ath1 H
(2)
OND
0.98 -0.18 0.03 1.40 -0.12 0.05 1.46 -0.17 0.05 1.70 -0.18 0.05
HDF A 0.96 0.86 0.01 1.17 0.97 0.05 1.09 0.71 0.01 1.25 0.34 0.02
Ath2 H
(2)
OND
1.23 -0.19 0.05 1.35 -0.16 0.06 1.60 -0.14 0.07 1.59 -0.15 0.07
HDF A 1.11 1.05 0.01 0.90 1.19 0.02 1.58 0.74 0.05 1.26 0.72 0.03
Ath3 H
(2)
OND
1.40 -0.13 0.07 1.24 -0.08 0.05 1.49 -0.14 0.07 - - -
HDF A 1.15 0.81 0.05 1.32 0.81 0.03 1.22 0.65 0.04 - - -
Ath4 H
(2)
OND
1.60 -0.15 0.06 - - - 1.25 -0.15 0.05 1.33 -0.14 0.07
HDF A 1.18 0.71 0.04 - - - 1.17 0.64 0.03 1.23 0.92 0.03
Ath5 H
(2)
OND
1.59 -0.14 0.06 0.99 -0.13 0.05 1.36 -0.14 0.07 1.88 -0.11 0.08
HDF A 1.28 0.71 0.05 1.33 0.79 0.05 1.23 0.66 0.05 1.46 1.11 0.05
Ath6 H
(2)
OND
0.99 -0.20 0.03 1.11 -0.15 0.07 1.70 -0.15 0.06 1.75 -0.10 0.06
HDF A 1.27 1.08 0.03 1.43 1.02 0.05 1.25 0.92 0.03 1.36 1.28 0.1
Ath7 H
(2)
OND
1.51 -0.14 0.07 1.62 -0.20 0.05 1.42 -0.15 0.07 1.42 -0.15 0.07
HDF A 1.24 0.77 0.03 1.22 0.66 0.03 1.26 0.78 0.03 1.25 0.79 0.05
Ath8 H
(2)
OND
1.07 -0.25 0.03 0.50 -0.10 0.04 1.24 -0.20 0.05 - - -
HDF A 1.31 0.74 0.04 1.33 1.03 0.09 1.06 0.74 0.02 - - -
Ath9 H
(2)
OND
1.53 -0.18 0.05 1.05 -0.12 0.09 1.27 -0.23 0.04 1.25 -0.22 0.04
HDF A 1.37 0.82 0.02 1.20 0.81 0.01 1.25 0.83 0.01 1.22 0.94 0.02
(b) En seond lieu, il est important de déouper une ourse à pied de longue haleine omme
un marathon en diérentes phases. Les modes de fontionnement physiologiques sem-
blent diérents.
() La modélisation par un bruit gaussien frationnaire bi-éhelle semble très frutueuse
dans le as présent des fréquenes ardiaques, mais sans doute aussi dans de nombreux
autres.
(d) Totalement appropriée à e modèle (puisqu'elle fontionne aussi ave éhelles ou
fréquenes...), la méthode d'analyse par ondelettes montre ii l'étendue de ses pos-
sibilités de robustesse, d'estimation et même de test.
(e) Vis-à-vis du fontionnement du oeur en situation de ourse d'endurane, on montre
que le paramètre fratal basses fréquenes semble être aratéristique de l'apparition
d'une fatigue. Cela se marque par une augmentation de la régularité des battements
du oeur. Numériquement, on peut montrer que pour les 9 athlètes onsidérés on
obtient que Ĥdbut ≃ 1.2, Ĥmilieu ≃ 1.4 et Ĥfin ≃ 1.55. On peut omparer es
résultats ave eux obtenus dans Goldberger et al. (2002) et Peng et al. (1993, 1994):
pour des patients dont on a mesuré les durées d'interbattements pendant 24h, ils ont
obtenu (ave la méthode DFA; il serait intéressant d'appliquer la méthode d'analyse
par ondelettes dans e as...) que pour les patients en bonne santéH = 1.01±0.16 alors
que pour des patients présentant un dysfontionnement ardiaque H = 1.24±0.22. Il
y a don quelque hose de pathologique à avoir des battements de oeur trop réguliers
(d'ailleurs n'est pas plus régulier qu'un oeur qui ne bat plus...) et la n du marathon
peut être hez ertains une soure d'inquiétude réelle.
(f) Enn, la méthode adaptative que nous avons hoisie nous permet d'estimer ω1 la
fréquene de oupure. Cette fréquene n'évolue pas au l de la ourse et reste à
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peu près onstante à une valeur de 0.05. Si on traduit ela en Hertz, il faut prendre
en ompte la durée moyenne des inter-battements ardiaques et on obtient environ
0.13Hz: 'est très prohe des 0.15Hz fournit par la référene médiale de l'European
So. Cardiology and the North Amerian Soiety of Paing and Eletrophysiology
(1996). Ce paramètre physiologique distinguant les deux régimes de ontrle nerveux
du oeur ne semble don pas être modié durant une ourse omme le marathon.
De nombreuses perspetives s'ouvrent au regard de ette première étude. Tout d'abord, il
faudrait tester les résultats obtenus ii sur d'autres jeux de données (pendant des ourses
à pied, mais aussi pour des sujets au repos, durant leurs sommeils...). Ensuite, puisqu'une
augmentation du paramètre fratal basses fréquenes semble aller de pair ave l'apparition
d'une fatigue du oeur, il serait intéressant de pouvoir déteter (séquentiellement) lorsque
ette fatigue est trop importante (voire dangereuse): on aurait là un moyen de prévenir des
aidents ardiaques... Enn, il serait intéressant de orréler les évolutions de e paramètres
ave elles éventuelles d'autres variables: vitesse instantanée du oureur, fréquene pul-
monaire, taux d'aide latique,... qui onstituent les nouveaux jeux de données reueillis
par le laboratoire INSERM 902 du Génopole de l'Université d'Evry.
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