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We use symmetry arguments developed by Gubser to construct the first radially-expanding explicit
solutions of the Israel-Stewart formulation of hydrodynamics. Along with a general semi-analytical
solution, an exact analytical solution is given which is valid in the cold plasma limit where viscous
effects from shear viscosity and the relaxation time coefficient are important. The radially ex-
panding solutions presented in this paper can be used as nontrivial checks of numerical algorithms
employed in hydrodynamic simulations of the quark-gluon plasma formed in ultra-relativistic heavy
ion collisions. We show this explicitly by comparing such analytic and semi-analytic solutions with
the corresponding numerical solutions obtained using the music viscous hydrodynamics simulation
code.
PACS numbers: 12.38.Mh, 47.75.+f, 47.10.ad, 11.25.Hf
I. INTRODUCTION
Our current understanding of the novel properties displayed by the Quark-Gluon Plasma (QGP) formed in ultra-
relativistic heavy ion collisions [1] relies heavily on solving relativistic dissipative fluid dynamics [2, 3]. The equations of
relativistic fluid dynamics form a set of complicated nonlinear partial differential equations, describing the conservation
of energy-momentum and a conserved charge (such as net baryon number),
∂µT
µν = 0, ∂µN
µ = 0 .
In the presence of dissipation, the above equations are not closed and have to be supplemented by nine additional
equations of motion, i.e., the time evolution equations for the the bulk viscous pressure, heat flow, and shear-stress
tensor.
The simplest formulation of relativistic dissipative fluid dynamics are the Navier-Stokes equations. However, due to
instabilities and acausal signal propagation in these equations [4], they are not usually used in numerical simulations.
Currently, most fluid-dynamical simulations of the QGP employ the relaxation-type equations derived by Israel and
Stewart [5] to close the conservation laws. While some analytic solutions of the non-relativistic Navier-Stokes equations
are widely known [6], very few analytical (or semi-analytical) solutions of relativistic fluid dynamics [7–10] have been
obtained and most simulations of heavy ion collisions solve dissipative fluid dynamics numerically. Clearly, it would
be useful to have solutions of Israel-Stewart theory in any limit, especially in the cases relevant to heavy ion collision
applications.
In Refs. [11, 12], Gubser and Yarom derived SO(3)⊗ SU(1, 1)⊗ Z2 invariant solutions of ideal relativistic conformal
fluid dynamics and relativistic Navier-Stokes theory. In this paper we use the same symmetry arguments to derive
solutions of Israel-Stewart theory, which can be relevant to the description of the QGP. Like the well known Bjorken
solution [7], the fluid dynamic variables in the dissipative solutions we obtain are invariant under Lorentz boosts
in one direction, and are appropriate for comparison to data from heavy-ion collisions near mid-rapidity, which are
approximately invariant under limited boosts in the beam direction. However, unlike the Bjorken solution, they also
have nontrivial radial expansion.
Thus, the solutions found in this paper provide the most rigorous tests to date for the current numerical algorithms
used to solve the viscous relativistic fluid dynamic equations in heavy ion collisions. We show this explicitly by
comparing multi-dimensional numerical solutions obtained using music, a 3+1D viscous hydrodynamics simulation
code [13], with the analytical and semi-analytical solutions of Israel-Stewart-like theories undergoing Gubser flow. We
remark that the version of music employed in this work is an updated version currently being maintained at McGill
University.
This paper is organized as follows. In the next section we briefly introduce the equations of relativistic dissipative
fluid dynamics and describe the solution for the flow velocity obtained by Gubser. In Sec. III we derive the main
results of this paper and solve the equations of motion of Israel-Stewart theory undergoing Gubser flow. We show
in Sec. IV how these solutions can be used to test numerical simulations of relativistic fluid dynamics. We conclude
with a summary of our results.
2II. HYDRODYNAMICS FOR HEAVY ION COLLISIONS AND GUBSER FLOW
In ultra-relativistic heavy ion applications, relativistic fluid dynamics is more naturally described in hyperbolic
coordinates xµ = (τ, r, φ, ξ) where the line element is ds2 = −dτ2 + dr 2 + r2dφ2 + τ2dξ2, r =
√
x2 + y2, and φ
parametrize the transverse plane perpendicular to the beam direction, while τ =
√
t2 − z2 and the rapidity ξ =
1/2× ln [(t+ z) / (t− z)] are given in terms of usual coordinates t and the beam direction z.
The minimum set of relaxation-type equations for a viscous conformal fluid is [14]
DτT
T
+
θ
3
+
piµνσ
µν
3sT
= 0 , (1)
∆µα∇αT
T
+Dτu
µ +
∆µν∇αpiαν
sT
= 0 , (2)
τR
sT
(
∆µα∆
ν
β Dτpi
αβ +
4
3
piµνθ
)
+
piµν
sT
= −2η
s
σµν
T
, (3)
where ∇µ is the space-time covariant derivative, T is the local temperature, uµ is the 4-velocity of the fluid (uµuµ =
−1), and piµν is the shear-stress tensor. We use natural units ~ = c = kB = 1. The metric tensor in flat spacetime is
gµν = diag (−,+,+,+). We further introduced the entropy density, s ∼ T 3, the shear viscosity coefficient, η, the shear
relaxation time, τR, the spatial projector, ∆µν ≡ gµν + uµuν , the comoving derivative, Dτ ≡ uλ∇λ, the expansion
rate, θ ≡ ∇αuα, and the shear tensor, σµν ≡ ∆µναβ∇αuβ, with ∆µναβ ≡
(
∆µα∆νβ +∆µβ∆να
)
/2−∆µν∆αβ/3 being
the double, symmetric, traceless projection operator. Even though other terms can be included in the dynamical
equation for the shear-stress tensor [14, 15], for simplicity in this paper we consider only the terms present in (3).
Equation (3) contains two transport coefficients, η and τR. In a conformal fluid, the shear viscosity coefficient is
always proportional to the entropy density, η ∼ s, while the shear relaxation time must be proportional to the inverse
of the temperature, τR ∼ 1/T . Without loss of generality, the relaxation time is parametrized as, τR = c η/(Ts),
where c is a constant.
We shall consider here the case in which the dynamics is boost invariant and the flow is radially symmetric, i.e.,
T = T (τ, r) and piµν = piµν(τ, r). These conditions are approximately met near mid-rapidity in ultra–central collisions
at the LHC, recently measured by the ATLAS and CMS Collaborations [16, 17]. In fact, we will follow [11] and assume
that the conformal fluid flow is actually invariant under SO(3)⊗ SO(1, 1)⊗ Z2. The SO(3) piece is a subgroup of the
SO(4, 2) conformal group which describes the symmetry of the solution under rotations around the beam axis and two
operations constructed using special conformal transformations that replace translation invariance in the transverse
plane. For more details regarding the generators of the SO(3) symmetry group of this solution, see Ref. [11]. The Z2
piece stands for invariance under ξ → −ξ, while SO(1, 1) denotes invariance under boosts along the beam axis. In
this case, the dynamical variables depend on τ and r through the dimensionless combination [11, 12]
g(τ˜ , r˜) =
1− τ˜2 + r˜2
2τ˜
, (4)
where τ˜ ≡ qτ and r˜ = qr, with q being an arbitrary energy scale. The flow is completely determined by symmetry
constraints to be [11, 12]
uτ = − cosh
[
tanh−1
(
2τ˜ r˜
1 + τ˜2 + r˜2
)]
,
ur = sinh
[
tanh−1
(
2τ˜ r˜
1 + τ˜2 + r˜2
)]
,
uφ = uξ = 0 . (5)
In the following, this solution will be referred to as Gubser flow. Since the flow is known, the relativistic Euler equation
(2) is automatically satisfied and, thus, only the equations for the temperature (1) and the shear-stress tensor (3)
need to be solved.
The dynamical fields can be written in terms of the dimensionless variables T˜ (g) ≡ T (τ, r)/q and p˜iµν(g) ≡
piµν(τ, r)/q4, which converts the partial differential equations into simple ordinary differential equations for these
variables. The other variables become θ˜(g) = θ/q, σ˜µν(g) = σµν/q , τ˜R = c(η/s)/T˜ , s = αq
3 T˜ 3 and the nontrivial
equations of motion considerably simplify to
1
T˜ (g)
Dτ˜ T˜ (g) +
1
3
θ˜(g) +
p˜iµν(g)σ˜
µν(g)
3αT˜ (g)4
= 0 , (6)
τ˜R
[
∆µα∆
ν
β Dτ˜ p˜i
αβ(g) +
4
3
p˜iµν(g)θ˜(g)
]
+ p˜iµν(g) = −2 ησ˜µν(g) . (7)
3We now follow [12] and perform a Weyl rescaling so then the expanding fluid in hyperbolic coordinates becomes
a static fluid in some other, conveniently chosen, expanding coordinate system. The dimensionless line element in
hyperbolic coordinates can be written as ds˜2 = −dτ˜2 + dr˜ 2 + r˜2dφ2 + τ˜2dξ2. By performing a Weyl rescaling of this
metric we obtain ds˜2 → dsˆ2 ≡ ds˜2/τ2, which is the metric in dS3 ⊗R, where dS3 corresponds to the 3-dimensional
de Sitter space. A convenient coordinate transformation introduced in [12] takes dsˆ2 to dsˆ2 = −dρ2 + cosh2 ρ dθ2 +
cosh2 ρ sin2 θ dφ2 + dξ2, where
sinh ρ = −1− τ˜
2 + r˜2
2τ˜
, tan θ =
2r˜
1 + τ˜2 − r˜2 . (8)
In the following, we denote all fluid-dynamical variables in this coordinate system with a hat. Such generalized
de Sitter coordinate is extremely convenient since it leads to a static velocity profile, i.e., uˆµ = (−1, 0, 0, 0), and
considerably simplifies the calculations. Since g = − sinh ρ, the fields are only functions of ρ, i.e, Tˆ = Tˆ (ρ) and
pˆiµν = pˆiµν(ρ). Because of the metric rescaling and the coordinate transformation x˜µ = (τ˜ , r˜, φ, ξ)→ xˆµ(ρ, θ, φ, ξ), the
dimensionless dynamical variables in dS3 ⊗R are related to those in hyperbolic coordinates as follows
uµ(τ˜ , r˜) = τ˜
∂xˆν
∂x˜µ
uˆν , (9)
T˜ (τ˜ , r˜) =
Tˆ
τ˜
, (10)
p˜iµν(τ˜ , r˜) =
1
τ˜2
∂xˆα
∂x˜µ
∂xˆβ
∂x˜ν
pˆiαβ . (11)
The factors of τ˜ in the transformation rules above come from the known properties of these fields under Weyl
transformations [12]. For instance, since piµν → Ω2piµν under Weyl rescaling gµν → Ω−2 gµν with Ω = τ˜ , there is a
factor of 1/τ˜2 in (11). Given the dictionary between the fields in the different spaces shown above, one can solve the
equations (6) and (7) in dS3 ⊗R where the fluid is static and the fields are homogeneous (i.e., they only depend on
the de Sitter time coordinate ρ) and plug in the solutions to find the fields in the standard flat space-time. This is
the general strategy that we shall follow below to find solutions for the viscous relativistic fluid defined above.
III. ISRAEL-STEWART THEORY
In this section we derive for the first time the solutions of Israel-Stewart theory in the Gubser flow regime. These
solutions shall be later compared to numerical simulations of fluid dynamics. It is straightforward to work out the
equations of motion for Tˆ (ρ) and pˆiµν (ρ) in the generalized de Sitter coordinates. First, note that orthogonality to
the flow gives pˆiµρ = 0 (where µ = ρ, θ, φ, ξ) while the tracelessness condition imposes pˆi
ξ
ξ = −pˆiθθ − pˆiφφ . Since the only
nonzero components of the shear tensor are σˆξξ = −2 tanh ρ/3, σˆθθ = σˆφφ = tanh ρ/3, each one of the off diagonal terms
of the pˆiµν tensor follows an independent, 1–st order linear homogeneous equation and we set their initial conditions
to zero (thus, they do not contribute to the dynamics). One can show that pˆiθθ and pˆi
φ
φ obey the same differential
equations and, since we impose the same initial conditions for these fields, pˆiξξ = −2pˆiθθ = −2pˆiφφ . We then find that
the only nontrivial nonlinear equations of motion are
1
Tˆ
dTˆ
dρ
+
2
3
tanh ρ =
1
3
p¯iξξ(ρ) tanh ρ , (12)
c
Tˆ
η
s
[
dp¯iξξ
dρ
+
4
3
(
p¯iξξ
)2
tanh ρ
]
+ p¯iξξ =
4
3
η
sTˆ
tanh ρ , (13)
where p¯iξξ ≡ pˆiξξ/(Tˆ sˆ). This variable is convenient since it is invariant under Weyl transformations. In order to derive
the equations above we used that θˆ = 2 tanh ρ.
Note that for any nonzero τ , the value of ρ decreases with r, while for a fixed r the value of ρ increases with τ .
Thus, when ρ ≪ 0 one probes regions in which r ≫ 1, and when ρ ≫ 1 one has τ ≫ 1. In this sense, we expect
that physically meaningful solutions behave as limρ→±∞ Tˆ (ρ) = 0, i.e., at an infinite radius or time the temperature
should go to zero. On the other hand, given the definition of p¯iξξ , it is consistent to have limρ→±∞ p¯i
ξ
ξ(ρ) finite and
nonzero (p¯iξξ is a ratio between two quantities that should vanish when ρ→ ±∞).
4When p¯iξξ = 0, we have only a single equation left over for the temperature and the analytical solution is the one
found in [11, 12]
Tˆideal(ρ) =
Tˆ0
cosh2/3 ρ
, (14)
where Tˆ0 ≡ Tˆideal(0) is a positive constant (so then Tˆideal is positive-definite). Using the dictionary in (10), we see
that the temperature in the original hyperbolic coordinates is given by
Tideal(τ, r) =
Tˆ0(2qτ)
2/3
τ [1 + 2q2(τ2 + r2) + q4(τ2 − r2)2]1/3
, (15)
and, at the time τ0 = 1/q, one finds Tideal(τ0, 0) = Tˆ0 q.
The relativistic Navier-Stokes approximation to our set of equations consists in setting c = 0 (i.e., the relaxation
time coefficient is set to zero) while keeping η/s nonzero in (13). In this case, p¯iξξ(ρ) = 4/(3Tˆ )× (η/s) tanh ρ and the
equation for Tˆ becomes
d
dρ
Tˆ +
2
3
Tˆ tanh ρ =
4
9
η
s
(tanh ρ)2 .
The analytical solution, previously found in [11, 12], is
TˆNS(ρ) =
Tˆ0
cosh2/3 ρ
+
4
27
η
s
sinh3 ρ
cosh2/3 ρ
2F1
(
3
2
,
7
6
;
5
2
;− sinh2 ρ
)
, (16)
where 2F1 is a hypergeometric function. From the equation of motion, the condition limρ→±∞ Tˆ
′
NS(ρ) = 0 shows
that limρ→±∞ TˆNS(ρ) = ±2η/3s [11, 12]. In this case, once η/s 6= 0, for any given τ there is always a value of r
beyond which the temperature switches sign and becomes negative (which is very different than the ideal case in which
limρ→±∞ Tˆideal = 0). This effect may be connected with the well-known causality issue (see, for instance, [18, 19])
of the relativistic Navier-Stokes equations. We shall see below that once the relaxation time coefficient is taken into
account one can find a solution where Tˆ is positive-definite and limρ→−∞ Tˆ (ρ) = 0.
Obtaining solutions of Israel-Stewart theory is more evolved, since the relaxation time in Eq. (13) cannot be set to
zero, i.e., τR 6= 0. In this case p¯iξξ obeys a differential equation (which requires an independent initial condition) and
the set of equations becomes nonlinear. At the very least, it is possible to find one qualitative difference between the
asymptotic solutions (limρ→±∞) of Navier-Stokes and Israel-Stewart theories. If one imposes that limρ→±∞ Tˆ (ρ) = 0
and, simultaneously, limρ→±∞ dp¯i
ξ
ξ (ρ)/dρ = 0, one can find the asymptotic solution for p¯i
ξ
ξ(ρ), limρ→±∞ |p¯iξξ (ρ)| =√
1/c. Therefore, in contrast to Navier-Stokes theory solutions in which limρ→±∞ Tˆ (ρ) = 0 are possible in Israel-
Stewart theory and do happen in practice as long as τR is nonzero.
There is a limit in which one can find analytical solutions for Tˆ and p¯iξξ . This becomes possible when the fluid is
very viscous or when the temperature is very small, i.e., when η/(sTˆ ) ≫ 1. In this case, called here the cold plasma
limit, the term p¯iξξ becomes negligible in comparison to all the other terms in Eq. (13), which are all linear in η/(sTˆ ).
In this limit, one can directly solve the equation for p¯iξξ to find
p¯iξξ (ρ) =
√
1
c
tanh
[√
1
c
(
4
3
ln cosh ρ− p¯i0c
)]
, (17)
where p¯i0 is a constant and, substituting this into Eq. (12), we obtain
Tˆ (ρ) = Tˆ1
exp (cp¯i0/2)
(cosh ρ)2/3
cosh1/4
[√
1
c
(
4
3
ln cosh ρ− p¯i0c
)]
. (18)
where Tˆ1 is a constant. These analytical solutions are even in ρ, Tˆ is positive-definite, and limρ→±∞ Tˆ (ρ) = 0 if
4c > 1. Moreover, note that as long as c > 1, p¯iξξ is always smaller than 1 for any value of ρ, i.e, the dissipative
correction to the energy-momentum tensor is always smaller than the ideal fluid contribution. In the next section,
5FIG. 1: Comparison between the solutions for Tˆ (left panel) and p¯iξξ (right panel) for η/s = 0.2, c = 5, and Tˆ (0) = 1.2 found
using different versions of the relativistic fluid equations. The solid black lines denote solutions of Israel-Stewart theory, results
from relativistic Navier-Stokes theory are in dashed blue, while the dashed-dotted red curves correspond to the ideal fluid case.
the analytical solutions in Eqs. (17) and (18) will be compared to numerical solutions of fluid dynamics obtained with
music.
We show in Fig. 1 a comparison between Tˆ and p¯iξξ computed for an ideal fluid, Navier-Stokes theory, and Israel-
Stewart theory for η/s = 0.2, which is a value in the ballpark of that normally used in hydrodynamic simulations
of the QGP in heavy ion collisions [20], and c = 5, which is the typical value obtained from approximations of the
Boltzmann equation [21–23]. We have chosen the initial conditions for the equations such that Tˆ (0) = 1.2, for all the
cases, and, for the Israel-Stewart case, p¯iξξ(0) = 0. We solve Eqs. (12) and (13) numerically using mathematica’s
NDSolve subroutine. The Israel-Stewart theory results are shown in solid black, the Navier-Stokes results in dashed
blue, and the ideal fluid result in the dashed-dotted red curve. One can see that the Israel-Stewart solution for Tˆ
is positive-definite and limρ→±∞ Tˆ (ρ) = 0. Moreover, viscous effects break the parity of the solutions with respect
to ρ → −ρ. Note that, as mentioned before, p¯iξξ goes to
√
1/c when ρ → ±∞ in Israel-Stewart theory while for the
Navier-Stokes solution this quantity diverges at ρ ≈ −4.19, which is the value of ρ at which TˆNS = 0. We also checked
that the analytical limit in Eqs. (17) and (18) matches the numerical solution for η/s = 1/(4pi) [24] and c = 5 when
Tˆ (0) ≤ 0.001, i.e., when the temperature is extremely small.
In order to study the space-time dependence of the Israel-Stewart solutions we define q = 1 fm−1 so that ρ = 0
corresponds to τ = 1 fm and r = 0. Therefore, in standard hyperbolic coordinates, T (r = 0, τ0 = 1 fm) = 1.2 fm
−1
and p¯iξξ (r = 0, τ0 = 1 fm) = 0. In Fig. 2 we show a comparison between the temperature profiles for Israel-Stewart
theory at the times τ = 1.2, 1.5, 2 fm, with η/s = 0.2, c = 5. Also, in the same figure we show τ2piξξ as a function of
the radius for the same times. The other components of the shear-stress tensor can be obtained using the dictionary
in Eq. (11).
IV. TESTING FLUID DYNAMICS
While there are analytical and semi-analytical solutions of relativistic ideal fluid dynamics [7–10], the same is not
the case for Israel-Stewart theory. This makes testing numerical algorithms that solve the equations of relativistic fluid
dynamics rather problematic. Procedures such as to fix the numerical viscosity, choose the appropriate parameters
for the flux limiters, among others, which strongly rely on trial and error based tests, become then highly nontrivial.
Furthermore, most algorithms used to numerically solve the equations of Israel-Stewart theory were not developed
for this purpose: they were developed to solve conservation laws or even Navier-Stokes theory, usually in the non-
relativistic limit. In practice, most simulation codes used in heavy ion collisions have to adapt such algorithms to also
solve Israel-Stewart theory. In this sense, the set of parameters that were found optimal to solve certain problems in
the non-relativistic regime, such as the Riemann problem [25], might not be optimal to solve Israel-Stewart theory in
the conditions produced in heavy ion collisions.
In this section, we compare numerical solutions of dissipative fluid dynamics obtained via the Kurganov-Tadmor
(KT) algorithm [26] using music [13], with semi-analytical solutions of (conformal) Israel-Stewart theory in the Gubser
6FIG. 2: Temperature and τ 2piξξ profiles in Israel-Stewart theory for τ = 1.2 fm (solid black curves), τ = 1.5 fm (dashed blue
curves), and τ = 2 fm (dashed-dotted red curves) with q = 1 fm−1, η/s = 0.2, c = 5, and Tˆ (0) = 1.2.
flow scenario. We show how this can be used to probe not only the quality and accuracy of the dynamical simulation
but also to find the optimal value for some of the (numerical) parameters that exist in the algorithm.
In the standard version of music, the evolution equations that are solved are already those listed in Eqs. (1), (2),
and (3). Therefore, the solutions calculated with music can already be compared with those of Gubser flow obtained
in the previous section. For a meaningful comparison, one must initialize the numerical simulation with an initial
condition constructed from the solutions of Eqs. (12) and (13) for a given initial time. In this work, we fix the initial
time to be τ0 = 1 fm. The temperature at ρ = 0, which determines the temperature at τ = τ0 and r = 0, is fixed
to be T = T0 = 1.2 fm
−1. The shear-stress tensor at ρ = 0 is initialized to be piµν = 0. The viscosity in music
is set to η/s = 0.2 while the relaxation time is fixed to τR = 5η/(ε + P ), i.e., c = 5. This parametrization for the
relaxation time guarantees that the fluid dynamical evolution is causal [19]. The time step and grid spacing used in
the numerical simulation are δτ = 0.005 fm and δx = δy = 0.05 fm, respectively (δτ , δx, and δy are small enough to
achieve the continuum limit). We remark that in Gubser flow the values of the transport coefficients actually affect
the initial condition of the fluid, since in this scheme the initial condition in hyperbolic coordinates must also be
constructed by actually solving the fluid-dynamical equations in the generalized de Sitter space.
Note that music was originally designed to solve Israel-Stewart theory in 3+1–dimensions, while the Gubser flow
solution assumes boost invariance. In a numerical simulation in 3+1–dimensions, boost invariance can be trivially
obtained by providing an initial condition that is also boost invariant. In this situation, the solutions of fluid dynamics
should maintain exact boost invariance, remaining trivial in the longitudinal direction. We checked that this does
occur in the solutions obtained with music: the temperature and piµν profiles remain (exactly) constant in the ξ–
direction (e.g., piξx, pixξ, piξy, piyξ are exactly zero) while the longitudinal component of the velocity field is exactly
zero. This is only not the case at the boundary of the grid where boost invariance is not exactly maintained due to
finite size effects.
A. Comparison to semi-analytical solution
In the following we compare the numerical solutions of music with the semi-analytical solutions of Israel-Stewart
theory. Figures 3 and 4 show the spatial profiles of temperature, T , velocity, ux, and the ξξ, yy, and xy components
of the shear-stress tensor, piξξ, piyy, and pixy, respectively. Without loss of generality, T , ux, piξξ, piyy are shown as a
function of x in the y = 0 axis, while the pixy profile is shown as a function of x in the x = y direction. The component
pixy vanishes on the x,y–axis, which we verified also happens in music. Note that all the other components of piµν
can be obtained from the 3 components displayed, i.e., piξξ, piyy, and pixy.
One can see that the agreement between the numerical simulation and the semi-analytical solutions is very good.
Only the xy component of the shear-stress tensor displayed some oscillation at late times. However, since this
component is small, this oscillation is not enough to spoil the overall agreement.
We remark that such good agreement could only be obtained by adjusting the flux limiter used in the KT algorithm.
Flux limiters are employed in MUSCL scheme algorithms, such as the KT algorithm, to control artificial oscillations
that usually occur when using higher order discretization schemes for spatial derivatives. Such spurious oscillations
7FIG. 3: Comparison between the solutions for temperature (left panel) and the x–component of the 4-velocity (right panel)
from Gubser flow and music (numerical), as a function of x. In this plot η/s = 0.2 and τRT = 5η/s. The solid lines denote
the semi-analytic solution while the points denote solutions obtained from music.
FIG. 4: Comparison between the solutions for the ξξ (left panel), yy (right panel), and xy (lower panel) components of the
shear-stress tensor from Gubser flow and music (numerical), as a function of x. In this plot η/s = 0.2 and τRT = 5η/s. The
solid lines denote the semi-analytic solution while the points denote solutions obtained from music.
8FIG. 5: Numerical solutions of music obtained with θ = 1.1 (open circles) for the xx (left panel) and yy (right panel)
components of the shear-stress tensor. The full circles correspond to the solutions obtained with θ = 1.8 and the solid lines
correspond to the semi-analytic solution.
are known to appear when resolving shock problems, solutions with discontinuities in density profiles or velocity field,
or even when describing systems which display high gradients, such as the system created in relativistic heavy ion
collisions. Since dissipative effects originate mainly from space-like gradients of the velocity field, flux limiters are
essential in order to obtain a precise numerical solution of dissipative fluid dynamics.
Currently, there are several flux limiter algorithms available and many others still being developed. In music, the
van Leer minmod filter is used [13]. In this case, the gradients of currents and fluxes are controlled according to a
free parameter θ, which may vary from θ = 1 (most dissipative) to θ = 2 (least dissipative). The optimal value of θ
can vary case by case and is usually fixed by trial and error; in previous work, music was run with θ = 1.1. However,
the agreement displayed in Figs. 3 and 4 is only obtained by choosing a larger value, θ = 1.8, corresponding to the
less diffusive case. The solutions of the temperature and velocity fields are not very sensitive to changes in the flux
limiter scheme. On the other hand, the solutions of the shear-stress tensor do depend on the choice of this numerical
parameter. In Fig. 5 we show the numerical solutions of music obtained with θ = 1.1 (open circles) for the xx and yy
components of the shear-stress tensor, which are the components most sensitive to this parameter. These solutions
are compared with those of θ = 1.8 (full circles) and the semi-analytical solutions (solid line). One can see that when
θ = 1.1 the agreement becomes worse, demonstrating the usefulness of the semi-analytic solution found in this paper
in testing the algorithm. It should be noted that, if a flux limiter is not employed at all, it is not possible to properly
describe the Gubser flow solutions of Israel-Stewart theory.
B. Comparison to analytical solution
In the previous section, we showed that an analytical solution for Israel-Stewart theory can be found in the limit
of extremely large viscosity or, equivalently, of extremely small temperatures (cold plasma limit). Note that this
analytical solution is no longer an approximation if the term piµν is removed from Israel-Stewart theory. That is, if
one solves the equation,
τR
sT
(
∆µα∆
ν
β Dτpi
αβ +
4
3
piµνθ
)
= −2η
s
σµν
T
, (19)
instead of Eq. (3).
The solution of this equation no longer relaxes to Navies-Stokes theory. However, it can still be used to test
algorithms that solve relativistic fluid dynamics. The same algorithm that solves Israel–Stewart theory should also
be able to solve the above equation of motion and this can be used as an independent and powerful test of a given
numerical approach. Furthermore, the term piµν is rather simple and does not demand much work to be removed.
As already mentioned, in this case the solution of the theory in de Sitter space can be found analytically, see Eqs.
(18) and (17). We numerically solved Eqs. (1), (2), and (19) using music by subtracting the aforementioned term,
using the same initial condition described before. The comparison is showed in Figs. 6 and 7, which show the spatial
9FIG. 6: Comparison between the solutions for temperature (left panel) and the x–component of the 4-velocity (right panel)
from Gubser flow and music (numerical), as a function of x. In this plot η/s = 0.2 and τRT = 5η/s. The solid lines denote
the analytic solution while the points denote solutions obtained from music.
FIG. 7: Comparison between the solutions for the ξξ (left panel), yy (right panel), and xy (lower panel) components of the
shear-stress tensor from Gubser flow and music (numerical), as a function of x. In this plot η/s = 0.2 and τRT = 5η/s. The
solid lines denote the analytic solution while the points denote solutions obtained from music.
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profiles of T , ux, piξξ, piyy, and pixy. The solid lines correspond to the analytical solutions while the points correspond
to the numerical solutions of Eq. (19) obtained with music.
Note that the level of agreement is the same as before. The solutions in hyperbolic coordinate even appear to be
qualitatively the same, containing the same general structures as the full solutions. However, from a practical point
of view, the above solutions are very convenient to test a code since they are already cast in the form of functions
and can be written directly into the code.
V. CONCLUSIONS
We have presented the first analytical and semi-analytical solutions of a radially expanding viscous conformal fluid
that follows relaxation-type equations such as the Israel-Stewart equations. The SO(3)⊗ SU(1, 1)⊗ Z2 invariant
solutions for the temperature, shear stress tensor, and flow discussed here can be used to test the existing numerical
algorithms used to solve the equations of motion of viscous relativistic fluid dynamics in ultrarelativistic heavy ion
collision applications.
We further demonstrated how the solutions derived in this paper can be used to optimize the numerical algorithm of
a well known hydrodynamical code, fixing numerical parameters that can only be determined by trial and error. The
music simulation code was shown to produce results that are in good agreement with the analytic and semi-analytic
solutions of Israel-Stewart theory undergoing Gubser flow.
Also, once the temperature and shear-stress tensor profiles are known, one can use this information for instance to
study the energy loss of hard probes in a radially expanding and viscous QGP scenario [27, 28]. Another interesting
aspect that could be studied would be the propagation of small disturbances [12, 29] on the expanding IS fluid
background found here in which the temperature is positive definite throughout the whole dynamical evolution (which
is not the case in the Navier-Stokes solution). Moreover, it would be interesting to see if the solutions found here for
the conformal Israel-Stewart equations correspond to a black hole configuration in an asymptotically AdS5 geometry,
as it is the case for the NS equations at zero chemical potential [30].
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