Object detectors based on deep learning requires high-performance computing and large runtime memory footprint to maintain good detection performance. They bring high computation overhead and power consumption to on-board embedded devices of non-contact ball picking robot. Furthermore, it is difficult to deploy on the machine because the model size is so big. The accuracy of the existing simplified detectors deployed on embedded devices cannot meet the requirements of practical applications. Therefore, how to reduce floating point operations (FLOPs) and the size of model without notably sacrificing detection precision becomes an urgent problem to be solved. To solve this problem, a shuttle residual block which is more efficient network unit based on depthwise separable convolution was proposed. And we designed a non-contact ball object detector for picking robots, which is shallower than YOLOv3 and has narrower structure. We evaluate the proposed method on non-contact Ball dataset and compelling results are achieved by the proposed method. Compared with YOLOv3, the proposed method reduces FLOPs by 86.2%, declines parameter size by 89.5%. Overall, the proposed method achieves comparable detection accuracy than YOLOv3, and its speed is 2.2 times faster than YOLOv3.
I. INTRODUCTION
Non-contact ball games such as golf, tennis, table tennis, baseball and badminton are becoming more and more popular with moderate intensity [1] . With the increasing number of small non-contact ball training grounds, in order to give customers better service, more and more scattered ball pickers are set up in the arena. But picking up small balls in the training ground is a heavy and dangerous physical labor [2] , [3] . Recently, Service robot endowed with computer vision function by on-board cameras and embedded systems, have been deployed in a wide range of applications, involving emergency rescue, medical assistance, outdoor cleaning, smart picking and other fields. Service robot for picking up balls also has been extensively studied [4] - [6] . Object detection might be the most common one that is adopted as a basic functional module for scene parsing in picking balls robots. How to quickly, accurately and efficiently detect the location of the ball is the basic task of the picking robot.
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Due to the variety of open deployment environment, object detecting running on picking robot becomes highly demanding, which brings many new challenges to the object detection algorithms. Wang et al. Proposed Canny edge detection and Hough transform to detect Golf objects [7] . In reference [8] , the purpose of table tennis detection is to combine image graying with threshold segmentation. Zhang et al. Proposed a color threshold self-learning method based on HSV model to detect the moving sphere [9] . For example, how to deal with the appearance changes of the object in different environments. (e.g., illumination, view, small sizes and ratios) Object detection methods based on traditional machine learning and hand-crafted features are prone to failure when dealing with these variations [10] - [13] . One competitive approach to address these challenges is object detectors based on deep learning techniques that are popular in recent years [14] , [15] .
Driven by the growth of computing power and the availability of large-scale labelled samples (e.g., Ima-geNet [16] , [17] and COCO [18] ), convolutional neural networks (CNNs) has been extensively studied due to its fast, scalable and end-to-end learning framework. There are two types of frameworks for deep learning based object detection method: the 2-stage framework and the 1-stage framework. For the 2-stage framework: In 2012, Girshick proposed the first CNNs-based object detection framework R-CNN [19] . The mean average precision (mAP) of the method on the PASCAL VOC2012 [20] test set compared to the traditional method increased by 30%. Subsequently, a series of excellent 2-stage detectors appeared, for example, spatial pyramid pooling (SPP) Net [21] , Fast R-CNN [22] , Faster R-CNN [23] , Mask R-CNN [24] et al. 2-stage detector has high accuracy but long run-time. For the 1-stage detection framework: Joseph et al. proposed you only look once (YOLO) in 2016 which reframed object detection as single regression problem, straight from image pixels to bounding box coordinates and class probabilities [25] . Subsequently, Liu et al. proposed a single shot multibox detector (SSD) [26] , which first proposed the detection regression using a multi-layer feature map. Fu et al. proposed the deconvolutional Single Shot Detector (DSSD) [27] , adding a deconvolution layer, which is a significant improvement in the detection of small targets compared to SSD. Next, Joseph et al. improved YOLO and proposed the YOLOv2, v3 version [28] , [29] . Specifically, YOLOv3 might be the most popular object detectors in practical applications as the detection accuracy and speed are well balanced. Despite that, the inference of these detectors still requires highperformance computing and large run-time memory footprint to maintain good detection performance. It brings high computation overhead and power consumption to picking robots. Only by reducing the model size can you run on embedded devices. Also, YOLO, SSD have corresponding lightweight versions of YOLO-tiny [30] - [32] , but their network detection accuracy is greatly reduced. Therefore, how to reduce floating point operations (FLOPs) and the size of trainable parameters without notably sacrificing detection precision becomes an urgent problem to be solved when deploying object detectors on picking robots. The most popular method is to reduce the parameters and model size of the network by redesigning a more efficient network. For example, SqueezeNet [33] , MobileNet [34] , ShffuleNet [35] , etc., these methods can maintain detection accuracy to a great context with significantly reducing the model size and floating point operations (FLOPs). Where, ShffuleNet uses group convolution and channel shffule to reduce the size of the model. In MobileNet, the author used a depthwise separable convolution to reduce the FLOPs of the model. Depthwise separable convolution is a new convolution operation, which we consider to be a very effective method.
Based on YOLOv3, this paper proposes a real-time object detection method for picking robots. In this work, we have redesigned a lighter weight network structure without notably sacrificing detection precision. Therefore, on the basis of Darknet-53, we proposed a new residual structure called shuttle residual block with depthwise separable convolution and residual technology. Thereby reducing network parameters. Considering that there are only 5 kinds object ball of golf, tennis, table tennis, baseball and badminton to be detected, the detection difficulty is much lower than that of 91 kinds of objects in MS-COCO data set. So, we try to reduce the depth and width of the network to reduce the redundant operations of YOLOv3. Finally, we construct a network with 11.5% of parameters of YOLOv3.
II. RELATED WORK A. DEPTHWISE SEPARABLE CONVOLUTION
The depth separable convolution is mentioned for the first time in Xception [36] . Depthwise separable convolution is a form of factorized convolutions which factorize a standard convolution into two layers, the first layer is a depthwise convolution [34] . In depthwise convolution layers, there is a single filter to each input channel. The second layer is a pointwise convolution. In pointwise convolution layers there is a 1 × 1 convolution to combine the outputs. Figure 1 shows the differences between standard convolution and depthwise separable convolution.
This operation has the effect of drastically reducing computation and model size. As shown in Figure 1a , the input of the standard convolution is the feature map F of D F ×D F ×M and produces a feature map G of D F × D F × N . Where D F is the width and height of the feature map F, Where D K is the width and height of the Kernel, M is the number of input channels, and N is the number of output channels. The calculation cost of standard convolution can be expressed by equation (1) .
The calculation cost of depthwise separable convolution is the sum of the depthwise and 1 × 1 pointwise convolution, which can be expressed by equation (2) .
Therefore, by using this factorized convolution, we can get the computational reduction by equation (3):
It can be seen that the calculation of depthwise separable
× 100% lower than that of the standard convolution.
B. RESIDUAL FRAMEWORK
In 2015, He et al. proposed a deep residual learning framework to solve the problem of deep network training [37] . Unlike standard convolutional neural network, instead of each stacked layer directly fit a desired underlying mapping, these layers fit a residual mapping. The residual networks are more accurate, lower complexity and easier to optimize. Residual networks have multiple hierarchies, such as Resnet-50, Resnet-101 and Resnet-152. For the residual block, assuming the desired underlying mapping as H(x), let the stacked nonlinear layers fit another mapping of F(x):
The original mapping is recast into F(x) + x. As shown in Figure 2 , the formula F(x) + x can be implemented by a shortcut connection of the feedforward neural networks. The shortcut connections do not add extra parameters or increase the computational complexity.
C. YOLOv3
YOLOv3 is an object detector proposed by Joseph et al. It takes the detection procedure as a regression task. This method accepts input pictures of different sizes and increases the speed of detection. YOLOv3 use Darknet-53 for performing feature extraction. Darknet-53 is much more powerful than Darknet-19 and also more efficient than ResNet-101 or ResNet-152. YOLOv3 uses multi-scale prediction, which means it is detected on multiple scale feature maps. Because of this, the accuracy of object detection has been improved. Its structure detail is shown in Figure 3 .
III. NON-CONTACT DETECTION FRAMEWORK A. SHUTTLE RESIDUAL BLOCK
To reduce the size of model without notably sacrificing detection precision, we use depthwise separable convolution and residual structures to construct our network units. First, a standard residual block in Resnet are shown in Figure 4 (a).
Each residual block uses a stack of 3 layers. The three layers are 1 × 1, 3 × 3, and 1 × 1 convolutions, where the 1 × 1 layers are responsible for reducing and then increasing (restoring) dimensions, leaving the 3 × 3 layer a bottleneck with smaller input/output dimensions. The essence of separable convolution is to extract features from each channel and then connect the features. If applying residual techniques on depthwise separable convolution, the input channel has become the original a quarter when performing channel-bychannel convolution, the feature extracted in this way will also be 1/4 of the original feature, which will reduce the detection accuracy of the network. Therefore, we adopt the opposite strategy. We define C i as the input channel and define C i as the output channel. We use 1 × 1 convolution to increase to t × C i (t = 4 in the experiment), and then reduce the dimension to C i . A new residual module called shuttle residual block is designed based on the depthwise separable convolution and residual structure as show in Figure 4 (b) .
B. NON-CONTACT BALL DETECTION METHOD
Some CNNs designed for big data set challenges (such as MS-COCO, Image net, etc.) are usually complex. When applying them to single or few types of object detection (such as non-contact ball object detection), there is no guarantee that each component plays an important role in forward inference. We propose to build an effective non-contact Ball detector through designing a lighter network unit. And make the network ''thinner'' by reducing dimensions. As shown in Figure 5 , our network is shallower than YOLOv3 with fewer channels. The proposed method is mainly composed of two parts: backbone and detection module.
1) BACKBONE NETWORK
Based on Darknet-53, a new fully convolutional feature extraction network was constructed using the stack of shuttle residual blocks. It is thinner and shallower than darknet-53. The network is stacked by five groups of Shuttle residual blocks with different numbers. In the network, we use depthwise separable convolution with stride 2 for downsampling. Table 1 shows the details of the network.
2) DETECTION MODULE
As shown in the Figure 6 , based on the feature pyramid, we predict boxes at 3 different scales. Firstly, from our backbone network we add several convolutional layers. The last of these predicts a three-dimensional tensor encoding bounding box, objectness, and class predictions. As shown in Figure 7 , we predict 3 boxes at each scale so the tensor is N × N × [3 × (4 + 1 + 5)] for the 4 bounding box offsets, 1 objectness prediction, and 5 class predictions. Next, we upsample the previous feature map by 2 times. We also take a feature map from earlier in the network and merge it with our upsampled features using concatenation (as shown in Arrow B of Figure 5 ). This method allows us to get more meaningful semantic information from the upsampled features and finer-grained information from the earlier feature map [38] , [39] . We then add a Dw Conv block to process this combined feature map as shown in Figure 5 . We perform the same operation one more time to predict boxes for the final scale. Therefore, our final three-scale prediction results benefit from all previous operations and fine-grained features from early on in the network (as shown in Arrow B and C of Figure 5 ). We still use k-means clustering to determine our bounding box priors. We just randomly select 9 clusters and 3 scales, and then divide the clusters evenly on the scales.
3) LOSS FUNCTION
As with YOLOv3, multi-part loss function is shown in Equation (4): where, the first line and the second line is the loss of bounding box; The first line is the loss of coordinate and the second line is the loss of the height and width; The third line is the loss of confidence in the bounding box of the existing object; The fourth line is the bounding box confidence loss of the object that does not exist. The fifth line is the classification loss of the cell in which the object exists. S 2 is the number of cells, B is the number of bounding boxes predicted by each grid, C is the number of classes, and p is the probability. Where 1 obj i denotes if object appears in cell i and 1 obj ij denotes that the j-th bounding box predictor in cell i is ''responsible'' for that prediction. λ coord and λ noobj are parameters that control the stability of the training.
C. NON-CONTACT BALL DETECTION PROCESS
The overall pipeline of our approach consists of two processes: the training process and the testing process. In training, the training sets is the input of the convolutional neural network and would be iteratively trained to obtain the final convolutional neural network. The testing process is to input the testing images into the trained convolutional neural network to obtain the ball detection results. The overall process is shown in Figure 8 .
The training process is as follows: Step1. Take pictures of golf, tennis, table tennis, baseball and badminton in the relevant training ground as set A = {A 1 , A 2 . . . A n }. In shooting, we control the distance between the target ball and the camera in order to obtain the target ball of different scales. Step2. Unify the size of the picture to 416 * 416 by clipping, zooming and other operations. Then, the image set A = {A 1 , A 2 . . . A n } is labeled Ground Truth by the labelImg software, and the non-contact Ball data set is obtained.
Step3. Backbone is pre-trained on Imagenet. Input noncontact ball data set into pre-trained backbone to get convolution feature maps. Step4. After a series of convolution and up-sampling processes, the bounding box, objectness, and class predictions of N * N (N is the length and width of the convolution feature map) are obtained. Constantly adjust parameters by combining loss function in (4) . The testing process is as follows:
Step1. Acquire video images through the onboard camera of the picking robot, extract the video images frame by frame, and a set of pictures P is obtained. Step2. The image P i is input into the CNNs to get the set of prediction boxes. Non-Maximum Suppression (NMS) is used to filter the prediction boxes with high overlap and output the final results [40] : The coordinates of the upper left corner of the prediction box (x, y), width W and height H . Step3. Transfer coordinates to the ''brain'' of the pickup robot.
IV. EXPERIMENT A. DATASET
We took pictures of golf, tennis, Figure 9 . 
B. EVALUATION METRICS
We evaluate all these models based on the following 7 metrics: (1) precision, (2) recall (3) F1-score, (4) model volume, (5) parameter size, (6) FLOPs and (7) frames per second (FPS). We evaluate all models with three different input sizes follow the YOLOv3 settings, including 320 × 320, 416 × 416 and 608 × 608.
C. EXPERIMENTAL DETAILS
We develop a lightweight detection architecture based on YOLOv3, which is used to detect non-contact balls. Our non-contact ball detection method is implemented based on the publicly available Darknet for YOLOv3. It has fewer parameter size and lower computation overhead for real-time object detection on picking robots. We evaluate the proposed method on the non-contact Ball data set. There were 12 different trials that were attempted during the experimentation phase. Figure 10 shows the F1 Score, the FPS and the BFLOPs for each of these trials. In our experiment, we use a deep learning server with i7-9700 CPU, and a NVIDIA GTX1080Ti GPU card to train and evaluate models. In the process of developing, changing the structure of yolov3 will have an impact on the final results. Table 2 reveals what was successful and what was not when developing the proposed method. Table 3 shows the architectures for of each trial in detail. YOLOv3 designed for big data set challenges. When applying them to non-contact ball object detection, there is no guarantee that each component plays an important role in forward inference. Redundant components are inevitable in the network. At first, we tried to reduce the channels in the backbone network and the residual blocks. As shown in trail 1, trail 2, trail 3, and trail 4, the number of channels in the network is reduced to half, which reduces the model size, FLOPs and the parameter size. However, when we continue to reduce the number of channels and the residual block, we will find that the F1 score is greatly reduced, which is completely unsuitable for practical applications. Therefore, only new technology can be found to continue to simplify the network. The depthwise separable convolutions is used to lighten the model for real-time object detection. In trial 6, it can be found that when we use the depthwise separable convolutions instead of the standard convolution, the model size is reduced by 89%, while the F1 score is not much reduced. Based on the depthwise separable convolution, we have added a shuttle residual block that can keep the F1 score to a large extent while reducing the channels and depth of the network. Trial 9 is the best result of our experiment, and its detail structure is shown in Table 1 . And can be seen in the Figure 10 , it reached the F1 score of 76.34 with 74 fps. We try to reduce the input image size by half, it can almost double the speed of the network but will also affect the F1 score. Specifically, FPS has increased from 73 to 137, and F1 score has been reduced from 78.40 to 64.88. Reducing the input image size means that less of the image is passed through the network. This allows the network to be leaner, but also means that some data was lost. The input picture was not reduced at the end, but we think this is useful for somewhere that require very high speeds.
D. RESULT AND ANALYSIS 1) RESULT ON NON-CONTACT BALL DATA SET
Taking the traditional methods Binarization + Threshold segmentation and Canny + Hough Transform as an example, we compared the propose method with the traditional ball detection method. As shown in Figure 11 , the traditional method can accurately detect the position of the ball without the influence of the environment, but it mistakenly identifies the tennis as a golf (as shown in Figure 11 B and 11 C). Figure 11 D is the proposed method, which correctly detects the position of the ball and accurately identifies the type of the ball. In the face of ball detection in complex environments, traditional methods are difficult to complete detection tasks. As can be seen in Figure 12 A and B , the traditional method cannot accurately detect the position of the golf because of the influence of the shadow. In the Figure 12 C and D, the traditional method mistakes the white cap on the upper left side as a ping-pong. The strong reflection zone in the lower right corner of the image causes the traditional method to fail to detect. As shown in Figure 12 E, F and G, the proposed method accurately completes the detection task.
In a deep learning-based method, YOLOv3 family might be the most popular object detectors in practical applications as the detection accuracy and speed are well balanced. We compare the experimental results of the proposed method with those of YOLOv3 and YOLOv3-tiny in Table 4 . The main information involved in the comparison includes the input size, FPS, Input size, Precision, Recall and F1-score. Table 4 reports the test results of the proposed method for three different input sizes generated by testing on the noncontact Ball data test set. It is worth noting that our method is close to the same detection accuracy as YOLOv3. The detection time on NVIDIA GTX 1080 Ti GPU card is reduced by 50.9%, 52.3% and 55.8% respectively. This means that our method runs more than twice as fast as YOLOv3. Compared with YOLOv3-tiny, the accuracy is greatly improved. However, our method runs slower than YOLOv3-tiny. One of the reasons for this situation may be the shallow structure of YOLOv3-tiny. In the process of reasoning, the top layers in deep models always waits for the outputs of the bottom layer to perform forward computation. Therefore, YOLOv3-tiny does not need to wait as long as our method to get the final detection outputs.
We produce visualized detection results of the proposed method and YOLOv3 on a frame as shown in Figure 13 . Compared to YOLOv3, although the F1 score of our method is lower than it, the final test results are similar. Both of the two detectors are able to detect the majority of objects of ball in this frame without significant difference.
2) MODEL ANALYSIS
We reduce the number of layers and channels in the network and replace the network units with Shuttle residual block. In Table 5 , we can clearly see that the parameters size of the proposed method is the smallest, that the parameters size is 25 M. When the input size is 320 x 320, BFLOPs is 5.37; when the input size is 416 x 416, BFLOPs is 9.09; when the input size is 608 x 608, BFLOPs is 19.36. The parameters size is 89.5% lower than that of YOLOv3, while BFLOPs has an 86.2% decline compared to YOLOv3. Proposed models with even fewer trainable parameters than YOLOv3-tiny are able to obtain suboptimal detection results that are comparable with YOLOv3. Figure 14 shows the Billion floating point operations (BFLOPs) versus accuracy (F1-score) on noncontact Ball dataset. YOLOv3 achieves the best detection results but requires the most FLOPs at the meantime. Obviously, the proposed method is much better than YOLOv3tiny in detection accuracy. Figure 15 shows the proposed method running on sample images from the internet. These results show that the proposed method can be deployed on the picking robots smoothly because of the small parameters size, and it meets the practical application requirements.
3) THE EFFECT OF MULTI-SCALE PREDICTIONS ON THE FINAL RESULT
We compare the effect of multiscale prediction in Detection module on the final results. The experimental results are shown in Table 6 . In comparison, we choose a model with an input size of 416 x 416. On the one hand, instead of multiscale prediction, we directly predict the bounding box on the last feature maps of backbone. On the other hand, we continue to use the 3-scale predictions presented in Chapter 3 of this paper. It is obvious that the results of using multi-scale prediction are nearly 10 percentage points higher than those without multi-scale prediction.
4) THE EFFECT OF INCREASING DIMENSIONS OF PREDICT ONe ON THE FINAL RESULT
To reduce the parameters size and improve the detecting speed, we reduce some of channel, such as last feature map of Backbone, and every predict module. Considering that the imaging scale of the ball generally belongs to the small-scale object and the dimension of the feature map input into the predict one is already 128-dimensions channels (As shown in Figure 5 ). So, we did not reduce the dimensions of channels, but continue to keep the number of 128-dimensional channels unchanged. The results in Table 7 show that the above operation has an impact on the final result. We can see that the detection accuracy of the 128-dimensional detector is increased by 2% compared to the accuracy of 64dimensional. Taking the above operation will increase the parameters size and the BLFOPs, but we think it is worthwhile.
V. CONCLUSION
In this paper, a shuttle residual block based on depthwise separable convolution is proposed which is an efficient network unit. Based on shuttle residual block, we designed a noncontact ball object detection network for picking robots that is shallower than YOLOv3 and has fewer channels. In the network, we eliminate some redundant channels, but for small objects detection, we expand the channels to enhance the expression ability of target features. Our method is able to achieve comparable detection ability as YOLOv3 with significantly fewer BFLOPs and run faster. Our approach greatly reduces the computation overhead and power consumption of picking robots to ensure the durability of picking robots. Therefore, we believe that the proposed method is more suitable for the non-contact ball detection application of the picking robot than YOLOv3. We think we can try pruning to improve our method. Pruning is the idea of cutting certain weights based on their importance. Pruning can simplify the network and allow a more guided training process to learn better weights. Although we don't know if this kind of operation will greatly improve the accuracy, it may increase the speed. RUI-SHENG JIA is currently a Full Professor with the College of Computer Science and Engineering, Shandong University of Science and Technology, China. He has more than 30 first-author publications and has more than 25 coauthor publications. His research interests include artificial intelligence, big data processing, information fusion, and microseismic monitoring and inversion.
