Abstract -In this paper, the Bayesian approach is employed to establish acceptance sampling plans for life tests with interval censoring. Assume that interval data have a multinomial distribution, and the interval probabilities are random and vary from lot to lot according to a conjugate prior of Dirichlet distribution. A Bayes risk is defined with a suitable loss function and a predictive distribution. Optimal Bayesian sampling plans are determined by minimizing the Bayes risk per lot. An example is used and some optimal Bayesian sampling plans with three equally-spaced intervals are tabulated for illustration. Sensitivity analysis are conducted to evaluate the influence of the parameter of prior distribution, the cost per sampled item and the cost per used unit time on the proposed Bayesian sampling plans.
I. INTRODUCTION
Acceptance sampling for items is one aspect of quality assurance in quality control applications. If the quality characteristic is regarding the lifetimes of items, the problem of acceptance sampling becomes a life test, and the sampling plan is called as the life test plan. Traditionally, life test plans often are developed under a type I censoring test or a type II censoring test with time censoring scheme and failure censoring scheme, respectively. Assume that n items are drawn from a lot and suffer a life testing. Practitioners observe the m smallest failure times as the type II censoring data, where m is a predetermined value. Alternatively, a life test may be run over a fixed time period and failure times are known exactly only if they are less than some predetermined values. These observed failure times are called as the type I censoring data. Items still survive at the end of life test are treated as censoring whatever which censoring scheme is used.
Basically, the termination time of a type I censoring test can be predetermined by practitioners. However, practitioners may only inspect test items at some fixed times for the purpose of administrative convenience in life-testing applications. Therefore, only the numbers of failed items in given time intervals are observed, the exact lifetimes of items are unknown. This censoring scheme results in an interval censoring test, and the collected failure numbers are called the grouped data. There is a growing interest in developing statistical methods for analyzing grouped data. An interval censoring test is easier to operate than a type I censoring test, but the grouped data contain less information than that in type I censoring data.
Nelson [1] and Seo and Yum [2] discussed point estimation methods for the mean of exponential distribution based on grouped data. Chen and Mi [3] proved that the maximum likelihood estimator of the scale parameter of gamma distribution uniquely exists for grouped data. Chen and Mi [4] provided an approximate confidence interval for the scale parameter of gamma distribution with grouped data when the shape parameter is known. Lu and Tsai [5] developed ordinary and approximate sampling plans for gamma lifetime model based on grouped data. Lu and Tsai [6] developed ordinary, approximate and simulated sampling plans for log-logistic life distribution based on grouped data.
The Bayesian methods arise naturally when prior information is available for planning and estimation. Combinations of extensive past experience and engineering knowledge help the understanding of prior knowledge for statistical inference and decision making. Sampling plan with relevant prior information can reduce resources required in a life test. Nigm and Ismail [7] established BSPs for two-parameter exponential distribution. Lam and Lau [8] developed optimal BSPs with polynomial loss function. Fernandez [9] presented a Bayesian approach to infer reliability studies based on type II doubly censored data from a Rayleigh distribution. Lin et al. [10] studied variable BSPs for exponential distribution based on type I censoring data. Zhang and Meeker [11] described the applications of Bayesian methods on life tests with type II censoring for Weibull distribution when the shape parameter is given. Chen et al. [12] employed Bayesian decision theory to study single and double variable sampling plans for Weibull distribution with type II censoring.
Considering a suitable cost model, the paper employs Bayesian approach to establish acceptance sampling plans for grouped data.
II. THE SAMPLING PLANS
Assume that items are manufactured from lot by lot each of size N. Lifetimes of items are independent and identically distributed as ( ) F  . Before items are released for consumer use, they are submitted for inspection of acceptance sampling under an interval censoring test as the following: A sample of n items are drawn randomly from a lot and suffer a life test simultaneously. Let 0 =0 

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The joint probability density functions (pdfs) of X and Y are presented, respectively below:
where j  is the probability of the lifetime of an item in
. Because the manufacturing conditions may be inconsistent, the mean life varies from lot to lot. It follows that the probabilities  are random and follow a prior density ( )   . 
is an indicator function. Let 1
is the loss for all un-sampled items with random failure numbers Y incurred in an accepted lot. Let g denote the loss per un-sampled item incurred in a rejected lot with 0 1 g < < . For each ( , ) X Y , the overall cost or loss associated with a sampling plan 0 ( , , ) n y d is defined as the following equation 
Through straightforward computations, we have
and the Bayes risk (3) can be rewritten as
The Bayesian decision rule can be determined by
Moreover, the optimal BSP,   In this paper, we model  by the Dirichlet prior distribution with parameters 1 2
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The average loss of accepting the lot without sampling can be found as
and the average loss of rejecting the lot without sampling can be found as 
y is a vector of tolerance for satisfied quality requirements, practitioners can specify
which is the number of failed items in the intervals
An algorithm is provided to determine the optimal BSP as the following steps.
Step 1: Specify the values of , , 1,2, , 1
for given lot size N and cost components s c , t c and  .
Step 2: Set n = 1 and the initial loss cost 0 = R  .
Step 3: Compute the average loss of accepting and rejecting the lot without sample plan, a K and r K by (8) and (9), respectively. Let
and 0 ( ) , 1 ,2, , .
Step 
III. AN EXAMPLE AND NUMERICAL STUDY
A. An Example
Mann and Fertig [13] gave failure times of airplane components taken during the early development of the F-100 fighter aircraft. The data represent failure times in hours of components aboard the aircraft. Censored samples of ten failures from a total of 13 components subjected to some special test conditions are recorded. The test was censored at the tenth failure time Table 1 shows that a random sample of 9 components is needed to be drawn from the lot and subjected to a life test. In this example, the real failure times are as follows: 0.652; 1.029; 1.239; 1.239; 1.310; 1.364; 1.374; 1.600; 2.508. Because practitioners only checked failure numbers at the time 1  =1 and 2  =2, respectively, only the failure numbers 1 x =1 and 2 x =7 are observed. Based on the information of x = ( 1 x , 2 x ) = (1, 7) and 0 y = (9, 12), we have ( ) H x =1.0 which is larger than  =0.5. We conclude to reject the lot.
B. Numerical Study
A numerical study is conducted with three equallyspaced intervals ( 2  k ) to illustrate the proposed method, that is, we use the conditions of 1 x and 2 x , respectively, and the survival items at the termination time, the 500th hour, is counted as 3 x . The value of ( ) H x of (7) . A sensitivity analysis is conducted to evaluate the influence of the parameter of prior distribution on the proposed BSPs. We found that the Bayes risk increases as the lot size increases, and the sample size increases for most cases as the lot size increases. However, the sample size changes irregularly as the prior parameters change, and the Bayes risk is insensitive to the change of prior parameters. In practice, practitioners may concern the influences of the cost per sampled item and the cost per unit time used on the BSPs. We found that the required sample size decreases and the Bayes risk increases as s c 
IV. CONCLUSIONS
In this article, a life testing procedure with interval censoring is established based on the Bayesian approach. The interval probabilities are assumed to be random and vary from lot to lot according to a Dirichlet distribution. A suitable loss function is taken including the cost per sampled item, the cost per unit time used and the decision loss to determine the Bayes risk. An algorithm of finding optimal Bayesian sampling plans is presented. An example is used and a numerical study is conducted to illustrate the proposed method. Moreover, a sensitivity analysis study is conducted to evaluate the influences of prior parameters and sampling costs on the proposed sampling plan.
The study shows that the Bayes risk and sample size increase when the lot size increases. The sensitivity analysis also indicates that the sample size changes irregularly as the prior parameters change. The change in Bayes risk is not significant when the prior parameters change. The Bayes risk increases and sample size decreases as the cost per sampled item increases. The proposed sampling procedure only depends on the prior information and the cost components selection, but frees of the life distribution of items. So the proposed method can be used for various life distributions. Extend the proposed method to empirical Bayesian approach would be investigated in future.
