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The goal of this dissertation is not only to present works completed and projects
initiated and accomplished, but to also attempt to teach some of the material to
readers who have limited exposure to condensed matter. I will offer an introduction
to two-dimensional transition metal dichalcogenide materials (2D TMDCs) and the
mathematics required to understand the research conducted. Some effort will be given
on explaining the experimental setups and preparations.
Projects that required elaborate sample fabrication and the yielded results will
be summarized. These results have heavy implications for the science behind bound
electron-hole pairs, the effects of magnetic fields on such pairs, and extracting the
useful optical properties from the material systems in which these pairs reside. Spe-
cialized fabrication techniques of samples for longer term projects that I led will also
be presented, namely those of constructing heterostructures by stacking various 2D
TMDCs for exploring the modulated properties of these novel arrangements.
The latter portion of this dissertation will cover the nanoscopic dynamics of TMDC
heterostructures. Data and results regarding the electronic structure of these materi-
als, their heterostructures, and their custom alloys measured via scanning tunneling
microscopy will be presented. Coupled with the measured optical properties, signif-
icant numerical quantities that characterize these materials are extracted. Supple-
mentary information will be provided in the appendices.
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Let’s begin our journey by revisiting some fundamental concepts in condensed matter.
The topics of electrons in periodic potentials, band gaps, and semiconductor basics
will be covered. Notations from Klingshirn’s “Semiconductor Optics” will be used.
Let’s start with the most simple case of calculating a band structure.
1.1.1 Bloch’s Theorem









The way to make this model more relevant and useful is to add a periodic
potential. This potential, which we can take to be small and thus subjectable to
perturbations, will cause slight openings in our original parabolic dispersion. This is
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Figure 1.1: Different starting points to calculate band structures
portrayed in the above image as (a). In the reduced zone scheme, denoted (b), we
restrict our space to what is called the first Brillouin zone.
A different set of methods used to calculate band structures involves summing
over atomic orbitals at each real lattice point. Techniques commonly seen are the
tight-binding approximation and what is known as the linear combination of atomic
orbitals, labeled LCAO. These more complicated methods are typically more appro-
priate for valence band states, and the aforementioned simplest cases are better for
conduction band states.
Bloch’s theorem gives the set of electron eigenstates in a periodic potential,
which we call Bloch waves.
φk,i(r) = e
ikruk,i(r) (1.2)
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Where k is the wave vector and i is the band index. When we claim that the
electron wavefunction is periodic, the following relations arise:
uk,i(r) = uk,i(r + R) (1.3)
And the results follow:
Ei(k) = Ei(k + G) (1.4)
φk,i(r) = φk+G,i(r) (1.5)
Now we can shed a little more light on the ideas of the extended, reduced, and
periodic representations of the crystal’s band structure. In Figure 1.2 (a), we see
that our familiar, broken up dispersion lies in different Brillouin zones. If we shift
the broken pieces by the reciprocal lattice vector, G, we can construct our reduced
scheme picture. Additionally, when we lift the restriction of being in the first Brillouin
zone, we can form the periodic representation shown in (b).
For these simpler examples, notice that the extrema will all occur on the Bril-
louin zone border, or at k = 0, a point frequently labeled the Γ point. We may later
deviate from this familiar scenario.
1.1.2 Semiconductor Basics
As one dives into the dynamics of electron behavior, it would be most helpful to
assume zero temperature and to make use of Fermi-Dirac statistics. Valence bands
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Figure 1.2: The extended, reduced, and periodic representations of the crystal band
structure
are defined to be the energetically lower-lying, filled bands. Furthermore, bands at
higher energies are called conduction bands, and they can be empty or partially-filled.
Generally, the regions of interest are where the energy gaps between the valence and
conductions bands are smallest.
If we finish the electron-filling process at zero temperature and find that conduc-
tion band states are occupied, then we have a metal. Suppose that we only fill up the
valence bands. We denote the separation between the valence and empty conduction
bands Eg, and then we classify two types of electronic systems. We have an insulator
if the following criterion is met [1]: Eg ≥ 4eV
In these situations, it would be incredibly hard to maintain any form of electrical
current. Where it gets more interesting is when the criterion for semiconductors is
met: 0 < Eg ≤ 4eV
1.1. Semiconductors 101 5
Figure 1.3: Electronic bands in (a) real space and (b) k-space
The 4 eV value for insulation is claimed to be close to a conventional number
according to Klingshirn, despite the rare cases where semiconductors can have values
beyond 4 eV (e.g. diamond, whose gap is 5.5 eV, but is still capable of being doped).
The different types of electronic systems are illustrated in Figure 1.4.
We may further classify semiconductors into subcategories based on the width
of their energy gaps. Let’s begin by classifying the narrow gap semiconductors: 0 <
Eg ≤ 0.5eV . Narrow gap semiconductors are not very relevant for this dissertation.
However, the next two are more relevant. Usual semiconductors’ gaps range from:
0.5eV < Eg ≤ 2eV . And then the wide gap semiconductors will complete the series:
2 < Eg ≤ 4eV
The materials addressed in this dissertation will, for the most part, have energy
gaps on the border of usual and wide gap semiconductors. It will be helpful to define
two more terms that we may encounter later on. The first is the direct gap, which
we can apply to a semiconductor whose valence band maximum is at the same point
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Figure 1.4: Electron occupation in metals, semiconductors, and insulators
in k -space as the conduction band minimum. This point in k -space should be in
the first Brillouin zone. Next we have the indirect gap, where the extrema in the
Brillouin zone do not occur at the same point in k -space. Indirect gap transitions
between extrema are phonon-assisted to maintain conservation of momentum.
1.2 Transition Metal Dichalcogenides 101
Despite the ongoing progress made with transition metal dichalcogenides (TMDCs)
in the recent years [2], there is still much potential for these materials, some of which
are yet to be discovered and utilized. Before jumping into how TMDCs are used and
why they are important, let’s start from humble beginnings. The transition metals,
as conveniently defined by the International Union of Pure and Applied Chemistry
(IUPAC), are elements on the periodic table that have an incomplete d subshell. The
definition may be applied to include all elements of Group 3 to Group 11.
Chalcogens can be summarized quite simply as elements belonging to Group 16
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Figure 1.5: Periodic table of the elements
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on the periodic table. In the physics community, one typically uses the term to refer
to sulfides, selenides, and tellurides. It is rare to hear the term used for oxides, and
almost intimidating to hear it used for polonides or livermorides.
There are many different types of TMDCs and this dissertation will focus on the
following subset of these materials: molybdenum disulfide (MoS2), tungsten disulfide
(WS2), molybdenum diselenide (MoSe2), and tungsten diselenide (WSe2). Two of
these materials will be introduced in this chapter, and other two TMDCs will be
presented in a later chapter.
A number of these TMDCs, like MoS2 and WS2, have some already-existing,
industrial applications. They are dry lubricants frequently used in engines, brakes,
and automotive joints. There are also applications in the petroleum world, most
notably in refining. But as we will see later, atomically thin sheets of these bulk
semiconductors have wonderful properties.
1.3 Quirky Quasiparticles 101
In this section, there will be a brief review of excitons, biexcitons, and trions.
1.3.1 Excitons
This next section will go over the concept of an exciton. When an electron in the
valence band gets excited by an incoming photon with an energy equal to or larger
than the band gap, the electron is bumped into the conduction band, leaving behind
a lack of an electron in the valence band, or a hole. Electrons are free to radiatively
or non-radiatively return to the valence band if there are holes. If the energy of the
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electron is slightly less than the energy of the band gap, a bound electron-hole pair
may form, giving rise to the exciton.
Figure 1.6: Electron-hole excitations in different schemes: (a) conduction and valence
band and (b) direct gap exciton scheme
In Figure 1.6, we illustrate the electron-hole pair with respect to the conduction
and valence band. Let’s construct a mathematical model for excitons and concern
ourselves with two types. With the first type of exciton, we may start by looking at
the Coulomb interaction between the hole and electron:
−e2
4πε0ε |re − rh|
(1.6)
It is assumed that we are using a parabolic band so that we may separate the
frame of electron-hole motion and the frame of the center-of-mass and reduced-mass
motion. Continuing the analysis of this simpler model, we get:
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Where M = me + mh and K = ke + kh. In this model, Ry
∗ is the Rydberg

















And the above equations describe the reduced exciton mass and excitonic Bohr
radius, respectively. These radii change for higher states, so calculating them can be
quite tedious, especially if one considers accounting for the full radial portion of the
wavefunction, which includes a lovely Legendre polynomial. One should also consider
the following parameters found in popular semiconductors:
1meV ≤ Ry∗ ≤ 200meV  Eg (1.11)
50nm & aB ≥ 1nm > alattice (1.12)
Note that with the latter equation, one may state that the exciton orbit can span
over many atoms. One now classifies these excitons, which have been calculated with
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the effective mass approximation, as Wannier excitons. There is a more complicated
case where excitons may be confined to a single unit cell, and in those cases, we
classify the excitons as Frenkel excitons. Frenkel excitons cannot be described with the
effective mass approximation, and are thus subject to more sophisticated treatment.
1.3.2 Excitons in Different Dimensions
Reducing the effective dimensionality of an exciton’s world is very relevant if we wish
to consider the world of two-dimensional (2D) TMDCs. Let’s recall the 3D energy of
the interaction and attempt to reduce its dimension by one:




~2(K2x +K2y +K2z )
2M
(1.13)
And here is the 2D energy:
Eex(K, nB) = Eg + EQ −Ry∗
1(
nB − 12
)2 + ~2(K2x +K2y )2M (1.14)
Where in the 2D case, we must include a term for the quantization energy of
the electron-hole system. Since EQ diverges in a pure 2D system, we must find a way
to describe a hybrid of two and three dimensions when profiling the exciton binding







deff = 3− e
−LW
2aβ (1.16)
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Figure 1.7: GaAs/AlGaAs: A popular quantum well semiconductor
With the previous two equations, X. F. He explored the case of the quantum
well (QW). The parameters aβ and LW are the 3D Bohr radius and the QW width,
respectively. There will be some more details about QWs later on, but for now, we can
say we’ve found a nice model for generalizing exciton behavior to other dimensions.
Unfortunately, it is very difficult to come up with models for the strict 1D and 0D
case of exciton behavior, but these models are not very relevant to this research.
1.4 Two-Dimensional Electron Environments 101
The final section of this chapter will introduce specific materials that have been
worked with during the last eight years. Some of them play a very small role in the
dissertation while others play vital roles. Nonetheless, each material allowed for the
study of electron systems confined to two dimensions.
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Figure 1.8: Graphene crystal structure
1.4.1 Graphene
Graphene is a lot closer to being 2D than two bulk materials building an interface.
It is a hexagonal lattice and has gained popularity for a number of reasons [8, 9].
To list a few, graphene has a high carrier mobility, its electrons can be described as
Dirac “massless” fermions, one can observe the fractional quantum hall effect at room
temperature, and it has a unique band structure (see Figure 1.9). Its fabrication can
be performed by mechanical exfoliation, grown by chemical vapor deposition (CVD),
or, in some rarer cases, grown via molecular beam deposition [10].
The aforementioned band structure, as seen in Figure 1.9, is presented from a
different angle in Figure 1.10. The K-points have no band gap, and the dispersion
relation at low energies can be approximated as a purely linear relation. Due to the
lack of gap, no photoluminescence can be expected.
To characterize it, one can perform atomic force microscopy (AFM), Raman
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Figure 1.9: Graphene band structure in momentum space
spectroscopy, or transmission electron microscopy (TEM). In the case of TEM, which
is not a technique used in this dissertation, the structure and morphology of the
crystal are revealed. For AFM, one can determine the thickness and thus the number
of layers.
However, Raman spectroscopy is most useful and relevant to this dissertation
because it can identify both the layer number and the quality of the crystal. There are
also a few properties of graphene that can be seen from this type of study. The first
peak, called the D-mode, occurs at approximately 1350 cm−1 and is an indication
that the structure is defective, damaged, or generally disordered in some way. A
perfect graphene sheet will have no D-mode.
The next peak is labelled the G-mode, which occurs at about 1583 cm−1. This
mode appears due to the E2g mode at the Γ-point, and it manifests itself as a stretch-
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Figure 1.10: Graphene Brillouin zone
Figure 1.11: Graphene Raman spectrum [10]
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ing and contracting of the carbon bonds. One could describe the hexagonal lattice as
appearing to “breathe”, where some hexagons are homogeneously increasing in size,
and others decreasing in size.
The only other peak that will be briefly described is the 2D-mode, which can be
seen at about 2680 cm−1. This mode can distinguish multilayer graphene from single
layer, or monolayer, graphene. Its physical interpretation is slightly more complex,
involving the second order signature of a two-phonon process. Nonetheless, it remains
useful in characterizing graphene samples.
These types of techniques, in addition to finding the behavior of the photolu-
minescence, will be incredibly helpful and applicable to TMDCs.
1.4.2 Molybdenum Disulfide
Now we’ve reached the two-dimensional TMDCs. MoS2 was only recently explored
and has gained some popularity among the two-dimensional semiconductor commu-
nity [2]. A single layer of MoS2 has slightly larger thickness than graphene due to the
nature of the sulfur atom configuration (see Figure 1.12).
Its band structure and Brillouin zone scheme, shown in Figures 1.13 and 1.14,
allow for an indirect transition for few-layer MoS2 in addition to the direct transition.
The direct transition is the only one that occurs for monolayer MoS2. This information
will be more relevant when studying the PL.
As previously stated, one could use Raman spectroscopy to characterize samples.
A pictoral representation is given in Figure 1.15 for the Raman modes, and Figure
1.16 shows a Raman spectrum. Notice that there are two main peaks shown here, one
at approximately 384 cm−1 and 409 cm−1. They represent the E12g and A1g modes,
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Figure 1.12: MoS2 crystal structure
Figure 1.13: MoS2 band structure [2]
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Figure 1.14: MoS2 Brillouin zone
Figure 1.15: MoS2 Raman modes
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Figure 1.16: MoS2 Raman spectrum [12]
respectively. The E12g mode tends to blueshift with decreasing layer number while the
A1g redshifts with decreasing layer number.
The next identifier one can use for MoS2 is its PL. Figure 1.17, taken at
Columbia University, shows how the PL changes with increasing layer number. And
in these spectra, one can immediately notice the one peak in monolayer MoS2, sig-
nifying the allowable direct transition around 1.9 eV. In the bilayer, trilayer, and
beyond, one notices a second peak that is at a slightly lower energy, around 1.6 eV
for bilayers, and redshifts with increasing layer number while approaching its “bulk”
value of about 1.3 eV. This peak is the indirect transition.
The PL is a quicker and cleaner method of identifying a crystal’s thickness,
assuming it has been accompanied by an optical image, where one’s judgment plays
a nontrivial role. Images of some samples will be shown in another chapter.
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Figure 1.17: MoS2 photoluminescence for multiple layers and single layer [2]
1.4.3 Tungsten Disulfide
An even newer TMDC has enetered the playing field - Tungsten Disulfide (WS2). Its
band structure and Brillouin zone are very similar to MoS2. One can also see the
band structure in Figure 1.18 for up to a 4-layer sample. There are calculations for
both cases of ignoring and including spin-orbit coupling [14].
By revisiting the techniques used to identify layer thicknesses in MoS2, we find
that they work just as well, if not better, for WS2. The Raman spectrum will give us
some information about the layers. Only a few of the modes will be described. For
a more rigorous exploration, see “Identification of individual and few layers of WS2
using Raman Spectroscopy” [16]. In Figure 1.19, taken at Columbia, we see a few of
the modes appear. At 417 cm−1, the A1g(Γ) mode makes a slight blueshift as layer
number increases.
The next two are so close together that one overpowers the other. In this
case, the E12g(Γ) at about 355 cm
−1 is overtaken by the 2LA(M) mode at 350 cm−1.
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Figure 1.18: WS2 band structure [14]
Figure 1.19: WS2 Raman spectrum [15]
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Figure 1.20: WS2 photoluminescence and reflection contrast spectra for multiple layers
and single layer [15]
Both modes experience a slight redshift with increasing layer number. We define
the 2LA(M) mode as the second-order longitudinal acoustic mode occurring at the
M-point. Its intensity increases as the layer number decrease, making its prescence a
maximum when probing a monolayer. At 297 cm−1, we see a mode that represents a
coupling of other modes; it is “simply” called the 2LA(M)− 2E22g(M) mode.
Now that a few Raman modes have been summarized, we can continue with
the PL. As shown in Figure 1.20, WS2 behaves in a similar manner as MoS2, with
the indirect gap, present in non-monolayers, redshifting with increasing layer number
until it reaches the bulk value of around 1.3 eV . In all forms, but especially more
pronounced in the monolayer, is the direct gap at around 2 eV . And with increasing
layer number, this value redshifts to about 1.85 eV .
The right half of Figure 1.20 shows the reflection contrast, a concept that will
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be covered later on. It is shown now to induce some suspense. Again, other TMDCs
will be presented later on. On a concluding note for this chapter, please be advised
that all projects in which I have participated are named according to the NATO pho-
netic alphabet in order to easily organize data, samples, analyses, and supplementary





This relatively brief chapter will mainly focus on the basic experimental setups that
are used for the majority of projects presented by this dissertation. More specialized
types of measurements or project-specific parameters may be described in more detail
in later chapters.
The first of the experimental techniques that will be described is Raman spec-
troscopy, which, as mentioned in the previous chapter, probes encoded information
about a material’s vibrational behavior. For example, in the case of WS2, the Raman
spectrum is quite rich and only very slightly dependent on the incoming wavelength.
See Figure 2.1 for numerical details.
The most efficient setup used for Raman measurements is the Renishaw inVia
Raman Microscope. This setup includes four options for wavelengths of laser light:
405 nm, 532 nm, 633 nm, and 785 nm. In addition to wavelength choice, one has a
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Figure 2.1: Raman spectrum table for WS2 [16]
Figure 2.2: Renishaw setup
2.2. Photoluminescence (PL) 26









, and 600 lines
mm
. Power is controllable with the software, and optional filters
may be selected for measurement-specific reasons. For example, it is common to select
“notch” filters for eliminating possible interference patterns from the laser.
The Renishaw is a sleek-looking “black box”, whose basic schematic is seen
in Figure 2.2 and whose inner workings can be pondered upon with images in the
Appendix. One places a sample in the microscope area, finds the sample of interest,
and then uses Wire 3.4, software which comes with its own motion-tracking ball for
finer movements, to take measurements.
One may also take map measurements, where a given rectangular area is divided
into small rectangles (typically on the order of micrometers or microns). A Raman
spectrum is acquired at each point of the newly-formed rectangular array. These
maps are great for seeing the Raman spectrum roughly as a function of position on
the sample. We typically use a grating of 2400 lines
mm
and center our Raman acquisition
to about 300 cm−1 for taking a static measurement.
2.2 Photoluminescence (PL)
The PL is a really nice way to classify monolayer TMDCs. For the traditional PL, one
also uses the Renishaw. Depending on the material, we center our PL measurement
around the excitonic transition of the relevant material and take static measurements
if we are confident that the material is either a bilayer or monolayer. When finding
samples of interest, this thickness judgment is made by eye with an optical microscope.
A static measurement allows the spectrometer to take a snapshot with the full
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Figure 2.3: PLE setup
spectral limit of its camera. If one wanted a spectrum with limits larger than that
of the Renishaw, one chooses the “extended” measurement option, which takes a
bit longer to acquire than a static measurement. These types of measurements are
useful if measuring the bulk or samples with more than two layers. For example, an
extended measurement for WS2 may go from 1.3 eV to 2.1 eV .
2.3 PL Excitation Dependence
Photoluminescence excitation-dependent measurements (PLE) allows one to probe
excitonic behavior by using a wavelength that corresponds exactly to the energy
of the relevant exciton or similar feature of interest. The features exist with most
wavelengths of visible light provided they are more energetic than the value of the
transition, but can be accentuated by particular values of incoming laser wavelength.
More details on the implementation of this setup will be presented in a later chapter.
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What is relevant now is the brief description of how one can use this setup. As
seen in Figure 2.3, a continuum laser beam is guided through a monochromator so
that only one of the very many wavelengths available is allowed to continue through
the rest of the setup. This carefully-picked beam is then guided to the sample, whose
subsequent response is collected and guided to a spectrometer.
Additionally, filters are put in place to stop laser light from entering the spec-
trometer. Both 594 nm and 647 nm longpass filters are used for the WS2 and MoS2,
respectively.
2.4 Reflection Contrast
Reflection (synonymous with reflectance) contrast is a type of measurement that
encodes information about sample reflectivity and absorption. This information is,
furthermore, related to the dielectric function of the material. To use this setup, one
must align the lamp light onto the sample and into the spectrometer.
Once alignment is complete, the user opens WinSpec and the SpectraMax soft-
ware to collect data. The data is collected for reflection off the sample, the reference
(almost always the substrate), and the background, which requires the user to block
the lamp light. The reference is substracted from the sample and then the whole
quantity is subsequently divided by the background-subtracted reference.
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Figure 2.4: Reflection contrast setup
2.5 Scanning Tunneling Microscopy and Scanning
Tunneling Spectroscopy
By far the most sophisticated of the aforementioned experimental methods, the Omi-
cron NanoTechnology’s variable-temperature (VT) scanning tunneling microscope
(STM) probes some of the smallest scales possible. Atomic imaging is the specialty
of this technique, and the basics of its functioning can be recalled from quantum me-
chanics. A tungsten tip is brought incredibly close to the surface of a material, and
while a voltage is applied to either the sample or the tip (called the bias voltage), a
current is allowed to tunnel from the tip to the sample, or vice versa. This tunneling
current is intricately related to the local density of states (LDOS) of the material.
One should note that the illustration for STM fails to entirely reflect the reality
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Figure 2.5: Illustration of a semi-classical picture of STM
of the situation, which is that the electron wavefunction is allowed to overlap with
the states available in the material of interest. They are not spherical clouds, but
are smeared accordingly by their probability of tunneling through a barrier. The
illustration serves as a tool to clarify the overall purpose of the STM.
The mathematics behind tunneling will be reviewed in a later chapter, as will the
mathematics behind the relationship between the LDOS and the differential conduc-
tivity. Typically, a sample needs to be gated in some way so as to allow the tunneling
current to flow to the conducting mechanism holding the sample and touching its
surface. The measurements done for the relevant experiments were done at room
temperature, and the fabrication of samples for this experimental method will be
described in more detail in Chapter 4.
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Chapter 3
Fabrication of Samples for Minor
Project Contributions
3.1 Sample Preparations for all Minor Project Con-
tributions
The most important item in an experiment is, of course, the sample on which one
performs the experiment. There are a number of good samples, as well as bad, or in
more delicate terms, decommissioned samples. Regardless of individual strengths or
weaknesses, all samples go through various processing and preparation techniques.
3.1.1 Substrate Variety
The substrates used to examine thin TMDCs mostly include silicon-based materials.
One type of substrate we use is fused quartz from Structure Probe Incorporated
Supplies (SPI), which comes in dimensions of 25mm×25mm×0.5mm. The standard
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thickness tolerance of these quartz subtrates is: ± 0.005” (127 µm). The variation
over a batch of slides and along a single slide are respectively 0.005” (127 µm) and
0.002” (51 µm).
This square piece is then broken into 4 or more smaller squares for cleaning.
The pieces are cleaned and processed with acetone ((CH3)2CO), then with isopropyl
alcohol (IPA - C3H8O). Quartz has an advantage of being close-to-completely trans-
parent while having the disadvantage of making it more difficult to find thin flakes of
our TMDCs.
Another common substrate is a silicon dioxide-coated silicon wafer (SiO2). This
wafer has a number of properties worth mentioning. It is 100 mm in diameter, uses
p-type doping with boron, has an average silicon thickness of 525 µm, a resistivity of
0.015 Ω − cm, and an oxide thickness that varies from 90 nm to 285 nm. For most
intents and purposes, the oxide thickness will be 285 nm, unless otherwise noted.
3.1.2 Substrate Preparation
This large SiO2 wafer is coated with Shipley 1813 polymethyl methacrylate (PMMA),
spun at 2000 rpm, accelerated at 1000 rpm/s, for a time of 60 seconds. The next
part of processing is to bake the coated wafer at 115 ◦C for 60 seconds. Once baked,
the wafer is mounted onto an adhesive and diced into 10mm× 10mm squares.
To clean the silicon chips, one has a variety of cleaning methods from which to
choose. There are two main cleaning processes used for our chips. The first method
involves the use of piranha, a mixture of sulfuric acid (H2SO4) and hydrogen peroxide
(H2O2). One places at least three parts H2SO4 and one part H2O2 to make the highly
oxidizing solution.
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Figure 3.1: Silicon/silicon dioxide wafer and sample
After cleaning off the PMMA with acetone and IPA, the chips are dried and
placed in the piranha, which will remove most organic material on the surface of the
chips. After a few hours, the chips are removed, rinsed thrice with water, and dried
with a nitrogen gas gun.
The second process used for cleaning chips is the use of oxygen plasma. After
washing away the PMMA in the same way as before, we place the chips in the Technics
Micro-RIE. At a pressure of 250 mTorr, 150 Watts of plasma power is applied for 2-3
minutes. This method is generally safer than making a piranha solution.
3.1.3 Numbering Scheme and Sample Records
Organizing and tracking samples has been a necessity considering the number of
experiments in which many of them become involved. Once a sample has been suc-
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Table 3.1: Material Labels
Letter Material Number of Samples
M Molybdenum Disulfide (MoS2) 25
W Tungsten Disulfide (WS2) 101
MS Molybdenum Diselenide (MoSe2) 32
WS Tungsten Diselenide (WSe2) 4
GS Gallium Selenide (GaSe) 4*
GT Gallium Telluride (GaTe) 9*
K Alloyed Sulfur-Based Material (MoxW1−xS2) 20
KS Alloyed Selenium-Based Material (MoxW1−xSe2) 8
*Part of major projects not relevant to dissertation
cessfully created, it is labeled and numbered. Table 3.1 lists how each sample is
labeled according to its corresponding material, followed by the number of existing
samples that have been created.
Please refer to Appendix B for full details on the samples we created.
3.1.4 Project Codename: Alpha (α)
The samples for this project include W1, W3, and W4. They were all prepared on
SiO2 substrate, with piranha treatment done prior to exfoliation. A bulk WS2 crystal
was partially cleaved on a piece of Scotch tape, and from that spot on the scotch
tape, a field of thinner crystals was produced on the tape by repeatedly folding the
tape over itself. After about four or five cleaves, the tape was applied to each chip.
After a three minute soft scrub on the chip, the tape is gently peeled at small angles
to achieve a desired density of thin flakes on the chip.
These chips, specifically samples W1 through W4, were inspected under a mi-
croscope with 20× magnification. The background color of purple made the contrast
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Figure 3.2: Optical images with grayscale contrast for (a) monolayer (b) bilayer (c)
tetralayer of WS2 [15]
of one layer relatively easy to spot. Each flake was photographed and characterized
via PL and Raman measurements.
Samples W16 through W27 were also exfoliated for this project because we
found that the use of quartz substrate was very useful for reflectance contrast mea-
surements. All of the quartz chips were cleaned with piranha. Flakes that were exfo-
liated were inspected with 50× magnification because the contrast of the monolayer
was quite low, and thus was much more difficult to spot under 20× magnification.
3.1.5 Project Codename: Delta (δ)
The samples W5 through W15 were built for future studies that would involve pro-
cessing electrodes. They were mostly made in the same ways as samples from Project
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α. A number of the samples were destroyed during electrode processing, which in-
volves a series of chemical applications. Typically, one would coat PMMA with the
label 495K A4 for 60 seconds at 3000 rpm and with an acceleration of 1000 rpm/s.
Next, a second coat of PMMA with the label 950K A4 or A6 is spun on the chip with
the same spin parameters.
The top layer is coated as a means to calibrate the axes on the chip. When
writing via electron-beam lithography, any layer of PMMA is enough to block one’s
view of the flakes on the chip, including the sample flake of interest. So writing an
inital alignment pattern allows for some form of calibration while writing the real
pattern on the bottom layer. The beam of electrons interacts with the polymer such
that, depending on the properties of the label of PMMA, will either loosen or solidify
the molecules of the polymer.
The electron beam loosens a dot-like pattern on the top and bottom layer of
PMMA, which when developed with the use of an appropriate solvent, will remove
the exposed part of both layers of film, revealing the original substrate. A metal
deposition now takes place and forms some dot-like array to help calibrate the location
of the desired sample. When looking under a microscope, the location of the sample
is calibrated with the distances of the nearest metallic dots in the array. A second
pattern is then drawn with the beam, loosening the exposed regions. Thus, when one
develops again, the PMMA on the desired pattern is removed, exposing the chip and
flakes underneath.
Lastly, one repeats a metal deposition on the chip. Some common combinations
of metals that are used (with gold always being the top metal) are gold, titanium,
and chromium. By the end of the deposition, there are a set of electrical contacts in
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the shape of the pattern that was written by the electron beam. And the last step
is to “lift-off”, or wash away the remaining PMMA, which lies beneath a layer of
metals that will also be washed away. By the end of the wash, all that remains is the
metallic pattern that has been deposited directly on the chip, which will not readily
wash away in solvent.
The destruction of a sample usually means that the pattern was not calibrated
well enough and the pattern missed its target sample. One usually is able to wash
away all the PMMA, but the more one does this, the drastically dirtier the sample
gets. Dirt and residue are one of the largest problems as far as sample gating goes.
For a measurement like scanning tunneling microscopy (STM), this offers immense
problems for reasons that will be revealed in the next chapter. A solution for avoiding
all chemical processing is also offered in the next chapter.
3.1.6 Project Codename: Echo (ε)
Samples M13 through M24 were all originally developed for Project ε. Most of them
were exfoliated on quartz, with all specific details given in Appendix B. They were
characterized by PL, Raman, and, in some cases, atomic force microscopy (AFM).
Samples M1 through M12 were created on dates before my time in the Heinz lab,
but naming these samples was a good way to organize them at the time.
Since the study also involves measuring WS2, samples W28 to W57 were created
for this project. About half of them were decommissioned immediately for not yielding
monolayers that could be used in the various setups. Few others were selected based
on quality (PL response and PL linewidth) for further investigation.
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3.1.7 Project Codename: Golf (γ)
Samples MS9 through MS19 were made for Project γ. MS1 through MS8 were
developed before my involvement in this project, so details of their exfoliation con-
ditions are not known. All of these samples were exfoliated on quartz using oxygen
plasma as a cleaning agent. Due to the later desire of having a gated sample for use
in magnetic fields, a second large batch of samples was created.
MS20 through MS32 were all exfoliated on SiO2 substrate that were cleaned
with oxygen plasma. The abundance of useful samples allowed for them to be used
in other projects, mostly mentioned in the next chapter.
3.1.8 Project Codename: Hotel (X)
These projects initiated the final large batch of WS2 samples that were made during
my time. W58 through W91 were exfoliated so that we could have a large set of
options for monolayers that could be destroyed in the process of applying large powers
of laser light to them. W22, W24, and W25 were the only casualties of this project
- the large laser powers caused the samples to vaporize. Any and all other samples
that were used in these studies were preserved. Some of these WS2 were also used for
other studies, but they are presented in the next chapter.
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3.2 Summarized Results of Minor Project Contri-
butions
The results of the listed projects are results in which contributions were also made via
discussion and manuscript editing and proofreading, with the explicit knowledge that
all information contained within these works are the responsibilities of all co-authors.
3.2.1 Project α
3.2.1.1 Exciton Binding Energy for WS2
The main focus of this project was to investigate and characterize ground-state ex-
citonic behavior as well as a lengthened sequence of excited states of the exciton,
which will now be referred to as Rydberg states. Reflection contrast measurements
have allowed for the ability to approximate the binding energy of the 1s exciton. Its
value is 320 ± 40 meV , while the value of the quasiparticle gap for monolayer WS2
was found to be 2.41 ± 0.040 eV .
These Rydberg states that appear in the 2D case are labeled in a similar way
as the hydrogen series - 2s, 3s, 4s, etc. This series can be seen in Figure 3.3. Each
excitation is separated in a way that strongly reminds one of the hydrogenic series.
The 1s state is scaled down to compare with the higher excited states, and the inset
of Figure 3.3 shows a typical reflection (commonly interchanged with reflectance)
contrast spectrum. An energy level figure is also shown indicating the various levels
before an electron-hole pair has decoupled into free carriers.
The reflectance contrast is obtained by using the following equation:
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The prominent transitions are labeled A, B, and C excitons [20, 21]. Another
feature shows up near the A exciton with slightly lower energy and relatively weaker
response. This can be identified as the trion, whose binding energy is on order 20 -
30 meV and indicates some level of unintentional doping in the monolayer.
The main focus of Figure 3.3 is to highlight the relatively weak responses from







in the energy range of interest. On the high-energy side of the 1s ground state,
multiple peaks become observable and are identified as the 2s, 3s, 4s, and 5s states.
And, as one may expect, the peak intensity decreases and the energy spacing between
these states becomes smaller as one goes to higher energies.
The peak positions were extracted by taking each peak’s respective point of
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Figure 3.4: (a) Experimental and theoretical transition energies for the Rydberg states
as a function of quantum number n (b) Screened 2D interaction compared to the 1
r
2D hydrogenic interaction [15]
inflection, which corresponds to second derivative values of ‘0’. These extractions are
plotted in Figure 3.4. The fit of the data to the 2D hydrogen model for Wannier
excitons is also shown in Figure 3.4a. The grey bands represent uncertainty in the
quasiparticle band gap that result from the fitting procedure.
In Figure 3.4b, a semi-logarithmic plot is shown to emphasize the short-range
differences in the two potentials. Radial wavefunctions for the first few quantum
numbers are also delineated.
Figure 3.5 presents a way we can visualize how an exciton may behave while in
an excited state. These states are formed in a non-uniform dielectic environment, so
the result becomes an effective screening of the Coulomb interaction.
The next goal is to calculate the exciton binding energy. In order to do this,
one must determine the quasiparticle band gap which corresponds to the energy
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Figure 3.5: Real-space representation of excitons in 1s and 2s states [15]
of a separated electron-hole pair. Usually, one would fit the excitonic peaks to a











and we also have the
locally-screened attractive electron-hole interaction Veh = − 1εr . This model predicts





2 is the binding energy of the nth excited state. But as seen on Figure 3.4,
these exciton energies show a weaker scaling with the quantum number n. Fitting the
n = 3, 4, 5 points to a hydrogenic model allows for the extraction of the quasiparticle
band gap value of Eg = 2.41 ± 0.04eV . Subtracting the 1s transition energy of 2.09
eV gives the exciton binding energy Eb = 0.32± 0.04eV .
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Figure 3.6: (a) The real and imaginary part of the WS2 dielectric function used for
5 K and Si/SiO2 substrate (b) Measured and simulated WS2 reflection contrast (c)
Zoom-in of derivative of reflection contrast in the region after the 1s state (d) Excited
state peak values from theory and experiment [15]
3.2.1.2 Theoretical Methods
The 2D hydrogenic model seems to work within experimental error for the n = 3, 4, 5
excited states. From this model, the binding energy was extracted. Including the 2D
hydrogenic model implies that a screened electron-hole interaction description must
be used:
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Where we see H0 Struve functions and Y0 Bessel functions. Just as a reminder,



























+ (x2 − α2)y = 0 (3.6)
The Struve functions are shown as follows and must be combined with the






















[Jα(x) cos(απ)− (−1)αJα(x)] (3.8)










It was determined that one had to change the screening interaction to account
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3.2.2 Project δ
3.2.2.1 Realms Beyond the Neutrality Point
This project was able to elucidate how the excitons’ binding energy and band gap
changed as a function of voltage. While applying gate voltages between -50 V and 50
V , the neutrality point is able to be determined. In Figure 3.10, it can be seen that
at around -45 V , the charged exciton (a.k.a. trion) is no longer present in an obvious
way, allowing for the assignment of the neutrality point.
Estimates were made regarding the density of carriers using the capacitance of
the sample. At the highest gate voltage, the density of carriers becomes approximately
8×1012 electrons
cm2
. Starting from the neutrality point, as one increases the gate voltage,
and thus the carrier density, the existence of trions becomes more probable.
What becomes interesting is the shift in energy that both the neutral exciton
and trion experience when exposed to higher carrier densities. And this shifting is an
effect that also occurs to the excited states of the neutral exciton.
The multi-Lorentzian models are superimposed on the data to clarify the po-
sitions of the n = 2 and n = 3 excited state. From Figure 3.7, one can see that
the excited states of the neutral exciton also shift in energy as the doping level (di-
rectly related to gate voltage - see dotted line) changes. These shifts have significant
implications for the binding energy of the exciton. [29]
3.2.2.2 Evolution of the Exciton Binding Energy
A trend can be extrapolated from the numerous sets of data collected for this exper-
iment. While looking at Figure 3.9, it appears as though each of the transitions is
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Figure 3.7: (a) Drawing of the relevant portion of the WS2 band structure, where the
top illustrates an increase in electron density and the bottom illustrates the neutrality
point (no electron doping) and (b) the reflectance contrast is shown as a function of
gate voltage and energy
Figure 3.8: (a) and (b) show the second derivative of the reflectance contrast for the
highest gate voltage relative to the neutrality point while (c) and (d) show the same
data at the neutrality point
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Figure 3.9: (a), (b), and (c) show the excitonic states n = 3, n = 2, and n = 1,
respectively
undergoing an energy shift that linearly depends on voltage. The shift in the n = 1
state is extracted to be ∆En=1 = 0.172±0.0026 meVV . The other two trends have also




The trending is primarily a result of Coulomb screening. More specifically, the
existence of more and more electrons diminishes the attractive interactions between
electrons and holes, thereby reducing the required energy to free an electron from its
bound state.
The higher density of carriers not only affects the attractive Coulomb interac-
tions that exist, but also similarly affects the repulsive Coulomb interaction, which
leads to the reduction of the quasi-particle band gap energy. And it is this reduction
that we refer to as band-gap renormalization.
Figure 3.10, particularly letter (c), demonstrates the dangers for higher excited
states as their existence becomes jeopardized by the reduction of the quasi-particle
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Figure 3.10: (a) Depiction of the effect of doping on an excited state, (b) plot of
the changes in the binding energy of the excited states as a function of gate voltage
increase, and (c) absolute energies of the band gap and n = 3, n = 2, and n = 1
band gap. The danger is only amplified once the other effect of doping is taken into
account - the blueshifting of the first and second excited states. The blueshifting
helps prevent the states above n = 2 from exhibiting drastic redshifts in a feeble
attempt to escape full Coulomb screening.
In other words, there are gate voltage increases at which all excited states above
a certain quantum number will be fully screened, their responses swallowed up by the
renormalized band gap. If one assumes that these trends are linear functions of gate
voltage increase, then one can extrapolate the following information: The doping
density at which the n = 3 state is fully screened is 2.4± 1.5× 1013 cm−2. The n = 2
state becomes fully screened at 2.8 ± 1.7 × 1013 cm−2. And lastly, the n = 1 state
becomes fully screened around 3.7± 1.9× 1013 cm−2.
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3.2.3 Project ε
3.2.3.1 Exciton Binding Energy for MoS2
The first part of Project ε was to show that the quantum efficiency, a quantity repre-
senting the PL intensity per electron-hole pair, decreases with excitation energy when
it should be close to one the whole time.
In an ideal system, one expects that the quantum efficiency (QE) should be
approximately one, with the PLE spectrum matching the absoprtion. However, due
to the competition between relaxation processes and non-radiative combination, one
observes a decrease in the relative QE. See Figure 3.11b.
The second part of this project involved studying the details of the excited states
of the B exciton in MoS2. Looking at Figure 3.12, we find that some excited states
appear beyond the energy of the A and B exciton. The question becomes whether to
Figure 3.11: (a) PLE and absorption spectra of MoS2 and WS2 on variety of substrates
and (b) relative quantum efficiency of MoS2 and WS2 monolayers [30]
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Figure 3.12: (a) PLE observation of Rydberg series of monolayer MoS2 and (b) ex-
perimental and theoretical prediction of energy of Rydberg series of MoS2 [30]
attribute these to the A or the B. They turn out to be the B exciton Rydberg states
because of the energy spacing between the 1s and the 2s and 3s states. That is, due
to the spacing of the WS2 exciton Rydberg states, and to the two materials being
incredibly similar in theoretical models, one should expect the spacing to be similar
as well.
The two peaks’ values are 2.24± 0.02eV and 2.34± 0.03eV . In addition to not
belonging to the A-exciton of MoS2, they also cannot be attributed to the 2s states
of the A and B excitons due to the spacing between A and B being larger than the
spacing between these two observed excited states. So by process of elimination, we
arrive to attribute them to the excited states of the B exciton.
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Using the same models as in Project α, the exciton binding energy was extracted
to be 450±80meV . This value is larger than the 320meV binding energy of the WS2
A-exciton largely because the effective mass of the MoS2 B exciton is approximately
3
2
that of the WS2 A exciton.
3.2.4 Project γ
3.2.4.1 The Low Doping Regime
Project γ was investigating the effects of a magnetic field on an exciton and trion.
When the low doping regime is investigated, we find that the PL spectrum of MoSe2
contains two peaks. One of the peaks is the tightly-bound, neutral exciton, while the
other is the trion. When these quasiparticles are forced to live in a strong magnetic
(B) field, one that varies from −10 to 10 Tesla, their position changes linearly. For
the case of the exciton and trion in the K valley, or σ+ light, there is an energy
shift of −0.12meV
T
with increasing B-field. When we look at the case of the K ′ valley




To clarify this effect, refer to Figure 3.13, where (a) and (b) show the PL spectra
map for σ+ and σ−, respectively. The spectra were normalized to the intensity of the
exciton and trion to make their behavior easier to track. Looking at (c) and (d), one
notices that the trion and exciton shift together at the same rate, depending on the
valley and handedness of the light.
Since the σ+ and σ− PL responses shifted in energy in opposite directions,
one can claim that the valley degeneracy was lifted. The linearity of the shift can
be attributed to the Zeeman response shown by the conduction and valence bands.
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Figure 3.13: Low doping regime [32]
Furthermore, the magnitude of this shift can be predicted as a Zeeman shift with the
tight-binding description of the valley electronic states [33].
Upon sparing the details of the Zeeman shift calculation from the tight-binding
model, we find that the neutral exciton should shift by ±0.116meV
T
and the trion
should shift by ±0.12meV
T
. This is in very good agreement with the data. Figure
3.14 gives a representation of the valley splitting and polarization as a result of the
Zeeman effect. The initial and final states of the quasiparticles are shown, along with
the conduction and valence bands that are forced to shift under high B-field.
The dashed lines are for B = 0 and the solid lines refer to B > 0. (a) and (b)
show the neutral exciton, (c) and (d) show the trion, and (e) and (f) show just the
trion when in the high doping regime.
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Figure 3.14: The Zeeman effect
3.2.4.2 The High Doping Regime
In the high doping regime, about 2.7 × 1012cm−2 electrons were injected into the
sample, which, with the assumption of a 0.5m0 effective mass, shifted the Fermi level
by 11 meV . It turns out that the PL for the neutral exciton is greatly reduced,
indicating that the Fermi level is above the edge of the conduction band (see Figure
3.14). When looking at the trion energy shift, as in Figure 3.15, a similar trend takes
place. The behavior is exactly the same as in the case of the low doping regime with
the exception that the shifting has a larger magnitude.
The extracted slope of the Zeeman shift is ±0.18meV
T
, where the positive value
corresponds to the K ′ valley, and the negative corresponds to the K valley. One
minor discrepancy that comes out of the theory for this behavior is that the slope
value turns out to be ±0.27meV
T
[34]. This difference in magnitude probably fails to
consider the finite size of the sample and any charge screening that may vary with
valley polarization. Either way, more studies are requested to address this issue.
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Figure 3.15: High doping regime
3.2.5 Project X
3.2.5.1 Photo-Induced Optical Responses
Project X considers the effects of high powers and injection of a large number of
carriers in the TMDC system. One goes about seeing this interesting behavior by
taking the reflectance contrast before any experimental conditions are imposed. In
this case, the typical reflectance is taken, and then it is taken again once a strong
pump source is applied. Then by probing the state of the system immediately after
the pump, one sees the trends in Figure 3.16. [35]
In letter (d) of Figure 3.16, the differential reflectance contrast, which we define
as the reflectance measured under the strong pumping conditions less the traditional
reflectance, and denoted as ∆RC , is shown as a function of energy and time delay.
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Figure 3.16: WS2 bilayer response
Letter (e) shows ∆RC spectrally integrated over the energies 1.68 eV to 1.72 eV for
the first few picoseconds after the pump. This same region of interest is marked in
(d) with a box and arrow.
In letters (a), (b), and (c) an expanded version of letter (d) is shown. It is easier
to follow the evolution of the excitonic transition as it temporarily disappears and
reappears. Now we must turn to some theoretical explanation for the origin of this
negative peak.
3.2.5.2 Absorption and Population Inversion
In Figure 3.17, letter (a), the two scenarios that are being dealt with are shown.
In the low-exciton-density regime, we see normal absorption behavior, namely, the
excitonic resonance and an exciton binding energy EB,0. As more and more excitons
are generated, the Coulomb interaction is screened and the exciton experiences a
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Figure 3.17: WS2 absorption
lower binding energy. In the high-density regime, there is no longer a binding energy
and the excitons form a plasma. Letter (b) is the data we acquired.
Letter (c) shows the transformation from low to high exciton densities. The
new high-density environment causes the band gap to change value, and effect more
commonly known as band gap renormalization. So, not only is the band gap different
now, but the resonance will also appear inverted due to there existing many electrons
in the conduction band and many holes in the valence band. This is why the phrase
“population inversion” is quite appropriate.
Now that there is some clear idea for what this phenomenon is, seeing its de-
pendence on pump energy density was a natural move. In Figure 3.18, one sees ∆RC
in letter (a) and a close-up of the region of interest in letter (b) for a variety of powers




. All these spectra represent the behavior 0.4 ps after
the pump and represent the system at 70 K.
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Figure 3.18: Population inversion as a function of pump density
Please note that all of these changes are reversible. So after a period of about
250 ps, the original excitonic resonance reforms to its initial configuration. This
concludes both Project X as well as this chapter.
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Chapter 4
Sample Fabrication for Major
Projects
4.1 Project Codename: Foxtrot (φ)
This project involved becoming introduced to selenium-based monolayer TMDCs, and
later leads to the development of stacking materials and investigating their dynamics.
For now, let’s start by giving the new materials a proper “hello”.
4.1.1 Introducing Two New Materials
The first new material that will be introduced is tungsten diselenide (WSe2), whose
crystal structure is just like the other TMDCs previously introduced.
Figure 4.1 shows the crystal structure of WSe2 in its monolayer form. What
may not be so obvious is the existence of valence band splitting, resulting in the
production of A and B excitons, much like in the sulfur-based TMDCs.
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Figure 4.1: Crystal structure of WSe2
Figure 4.2: Raman response of WSe2
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Figure 4.3: Room temperature photoluminescence response of WSe2
Figure 4.2 will enlighten us on the Raman signature of this material. We see
the usual modes like in other TMDCs, with A1g at about 267 cm
−1 and the E12g at
around 257 cm−1. There are more peaks, but it is fairly apparent that, similar to
the other materials, identification of layer number via Raman spectroscopy is not the
most effective endeavor.
What becomes useful is the PL spectrum. In the PL, one can observe the trans-
formation of this material into a direct-gap semiconductor, with the most notable
change being the disappearance of the indirect gap and the formation and strength-
ening of the direct gap. The direct gap can be seen around 1.67 eV at the monolayer
limit.
The second of the two new materials is molybdenum diselenide (MoSe2). Much
like WSe2, using Raman is not very effective at identification, and it has a PL direct
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Figure 4.4: Raman response of MoSe2
Figure 4.5: Room temperature PL response of MoSe2
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gap at the monolayer limit. In this case, it takes on the value of around 1.57 eV .
Figures 4.4 and 4.5 shows the Raman and PL for MoSe2.
There will be more to say about these materials’ transitions because their iden-
tification is vital to Project Foxtrot, whose data and substantive subject matter is
presented in the next chapter.
4.1.2 Sample Preparation
For most samples, the processing ends with exfoliation. However, there are some
samples that require special treatment. Some of these samples go through transfer
processes. This allows one to build transition metal dichalcogenide heterostructures
(TMDCHs).
The ability to combine semiconducting materials into custom-made heterostruc-
tures has enabled both significant studies of the fundamental properties of electrons
in two dimensions and important device applications. Van der Waals materials
[38, 39, 40, 41, 42, 43, 44] offer attractive alternative approaches to the fabrication
of heterostructures through the combination of individual monolayers with sub-nm
thickness into custom-made multilayered structures.
The interfaces of these materials are intrinsically sharp on the atomic scale and,
for mechanical assembly, the lattice-matching requirements are relaxed due to the
weak van der Waals bonding between the layers. This provides great flexibility in
the assembly of arbitrary heterostructures, with the additional possibility of tuning
the relative crystallographic orientation of the sheets. The creation of TMDCHs and
their study is thus a vibrant topic of current research [50, 51, 52, 53, 54, 55, 56, 57,
58, 59, 60].
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Figure 4.6: PPC on PDMS
Let’s talk more about the transfer technique [40]. In this method, one coats a
substrate, for example, a 1 cm × 1 cm SiO2 chip, with a solution of anisole (methoxy-
benzene - CH3OC6H5) and 17 % polypropylene carbonate (PPC) given the following
parameters: 75 seconds, 5500 rpm, 4000 rpm/s. It must be baked at 80 ◦C for 3
minutes. When done, the preparer must hole punch a piece of tape (or cut out a
square as in Figure 4.6) so as to be able to fit on the chip, but leave a portion of the
chip’s surface exposed.
When the tape is applied to the chip, the edges of the chip should be covered
by the tape, leaving an exposed center of PPC. One exfoliates onto this surface with
the same conditions as with typical exfoliation, being aware not to peel too quickly
lest the PPC be torn off the substrate. If successful, the preparer will then remove
the first piece of tape that had the center portion cut out, which should pick up the
layer of PPC off of the substrate surface.
This piece of tape, which, because of the removed section of tape, now holds a
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Figure 4.7: PPC on PDMS, optical microscope image (2.5x)
suspended membrane of PPC and exfoliated TMDC flakes, is then applied to a thin
slab of polydimethylsiloxane (PDMS - (C2H6OSi)n). The PDMS polymer slab, having
a very slightly smaller area than the exposed PPC membrane, allows the membrane
to lay on its surface. Since the PDMS is a bit thicker than the tape, the tape is able
to hold down the PPC by slightly stretching the entire film. PDMS slabs are usually
cut in the shape of hexagons or squares. The glass slide is then placed upside-down
on a movable stage so as to apply the surface with the TMDC flakes onto the surface
of another substrate.
The synthesis of PDMS is fairly straightforward: One simply begins with a
10 : 1 ratio of silicone elastomer to a type of curing agent. In most cases, a platinum-
based curing system is implemented to catalyze the polymers. A typical synthesis will
involve adding 1 g of platinum-based curing agent to 10 g of silicone and mixing for 3
minutes. One then places the mixture in a petri dish or other flat-surfaced container
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and stores it in a desiccator overnight. The vacuum ensures that all bubbles in the
mixture are removed. The vacuum storage should be used for at least 8 hours, and
then the mixture can be cured for 30 minutes at 100 ◦C.
Under most conditions, SiO2 has always been the go-to substrate, but for the
studies involving reflectance contrast measurements, it was much more beneficial to
perform these particular transfers on quartz substrate. The problem with quartz is
that both the original and transferable monolayers become completely transparent
when viewing the quartz substrate through the PDMS, an inevitability that comes
along with this process. In order to avoid this problem, one needs to rely on the
existence of thicker flakes in the neighboring regions of the desired flake.
Samples already on quartz are taken to a traditional microscope and imaged
at either 50 or 100 × magnification. Then a transparency film can be taped to the
computer screen, and the large neighboring flakes are outlined with a marker. And
with a different color, one can outline the monolayer, which should be visible on
the computer screen. Samples on PPC are taken through a similar process involv-
ing a transparency. By the end of the pre-transfer preparation, two transparencies
should be completed, each indicating the position of the monolayer with respect to
its neighboring “bulk” pieces.
Now the transfer is attempted with the use of the transparencies on the screen.
In order to align the two monolayers, we must once again use the transfer-station
microscope to change focus between two planes, one belonging to the flake on quartz,
and the other belonging to the flake on PDMS. As they are brought closer together,
the PDMS distorts and eventually eliminates the view of the monolayers, but the
bulk pieces remain visible on both the PDMS and the quartz. Both transparencies
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Figure 4.8: Transfer method: part 1, depicted step-by-step
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are taped to the screen and used to calibrate the positions of the quartz and the
PDMS by identifying the bulk pieces.
Once the preparer is confident the two monolayers are lined up based on the
drawing, a leap of faith is taken and both surfaces make contact, with no way to see
the newly built TMDCH. Keeping the two surfaces touching, the temperature of the
environment is increased to 80 ◦C to allow for the PPC to melt slightly. At this tem-
perature, the PDMS is lifted, leaving behind the PPC film and the monolayer. Only
once the PDMS has been removed can the sample be inspected. Upon inspection,
it can be seen whether or not a transfer on quartz was successful. If successful, the
sample is cleaned with acetone and IPA and then stored for use. If not successful,
the sample is, in most cases, decommissioned.
Most heterostructure samples listed in Appendix B were prepared with the same
technique described above.
4.1.3 Sample Characterization and Basic Properties
4.1.3.1 Photoluminescence and Quenching
For further characterization of the individual layers and heterostructures, we carried
out photoluminescence (PL) measurements of both selenium-based TMDCHs and
sulfur-based TMDCHs. The measurements were performed using laser excitation
at 532 nm in a commercial (Renishaw InVia) Raman microscope. We obtain PL
spectra for both the separated monolayers and the overlapping heterostructure. The
individual layers exhibit a strong peak corresponding to emission from the A exciton.
For the overlapped region of TMDCHs, one observes PL features of the indi-
vidual monolayers of which the heterostructure is composed. These features are not
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Figure 4.9: Transfer method: part 2, depicted step-by-step
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Figure 4.10: Optical images for WSe2/MoSe2 (selenium-based) TMDCH (on left) and
WS2/MoS2 (sulfur-based) TMDCH (on right)
significantly shifted in energy in the heterostructure. The emission features do, how-
ever, exhibit a significant decrease in emission strength, with the tungsten chalcogen
layers showing greater quenching than their molybdenum counterparts. In the tung-
sten chalcogen layers, the emission strength of the A exciton is reduced by a factor of
9×-14× when the heterostructure is formed, while the molybdenum chalcogen layers
experience slightly less quenching (7×-8×). See Figure 4.11.
The strong quenching of the A exciton emission in the heterostructures is ex-
pected based on the rapid charge separation predicted for the heterostructures, as will
be describe in more detail in the coming chapter. Indeed, the observed quenching
by only a factor of approximately 10 in the PL emission appears to be anomalously
small. For a charge separation time tens of fs and a reported emission lifetime of an
isolated monolayer at room temperature in the range of a few hundred picoseconds
[87], the expected quenching factor should be as large as 104.
We attribute the much lower measured PL quenching to the role of sample
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Figure 4.11: PL for selenium-based TMDCH (left) and sulfur-based TMDCH (right),
with inset of PL map
inhomogeneity. While the AFM data to be shown indicate that majority of the
TMDCH exhibits direct contact between the two layers, there are also regions where
bubbles appear to have formed between the monolayers. For a separation above a
few nanometers, the coupling between the two layers will be very slight and the PL
emission is expected to be largely unperturbed. We can thus understand our PL
quenching observation as the result of ∼ 10% of the TMDCH where poor interlayer
contact is achieved. Because of the very strong quenching in the ideal part of the het-
erostructure sample, the measured PL can be dominated by the unquenched emission
from the separated layers. Indeed, somewhat larger quenching factors (∼ 60) have
been reported for epitaxially-grown systems [51]. These systems might be expected
to exhibit better contact between the layers and more nearly approach behavior of
an ideal system.
In Figure 4.12, the total PL response of the individual layers was fit using two
peaks for each layer: one peak representing the dominating neutral exciton response
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Figure 4.12: PL linewidths measured on and off the TMDCH
and weaker feature for the trion (charged exciton) response about 30 meV lower in
photon energy. Keeping the transition energies unchanged for the responses of the
individual MoSe2 and WSe2 components, good fits could be generated for heterostruc-
ture spectra. In the fit, the linewidth of the neutral exciton was not significantly
increased (not more than 10 meV). We attribute this lack of significant broadening
as reflecting the fact that much of the PL response comes from unquenched regions of
separated layers, as discussed above. Because the PL data strongly weights imperfect
regions with reduced quenching, it does not provide a reliable means for the analysis
of spectral linewidths of the heterostructure. The absorption measurements, which
weight all regions of the sample equally, are more suitable for analysis of the spectral
lineshapes of the heterostructures, and will be explained in more detail in Chapter 5.
In Figure 4.13, the sulfur-based heterostructure PL is broken down to see the
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Figure 4.13: PL quenching differences for the WS2 exciton and the trion measured on
and off the TMDCH
quenching difference between the A transition for WS2 and the lower-lying feature
to the left of the A transition. The A transition consistently quenches more strongly
than the lower-lying feature. In this figure, the A transition quenches by a factor
of about 9 while the lower-lying feature quenches by a factor of 5. Since the MoS2
quenches by a factor of about 6-8, it does not play a significant role in these fits where
we determine the general behavior of the lower-lying feature.
4.1.3.2 Raman and AFM
We have performed Raman spectroscopy measurements for the two types of TMDCHs,
recording spectra of the isolated layers and of the heterostructure region (Figure 4.14).
The spectra were recorded using laser excitation at 532 nm in a commercial Raman
microscope (Renishaw InVia). The spectra of the heterostructure region matches
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Figure 4.14: Raman spectra for sulfur-based TMDCH (left) and selenium-based
TMDCH (right)
reflects the same peaks as are found in the individual layers, without significant
spectral shifts.
As far as AFM goes, these TMDCH systems were verified by comparing the
thickness of the individual layers to the known values of approximately 0.7 nm for
monolayers and 1.5 nm for the bilayer sturcture. The “no-contact” method of AFM
was used at a scanning rate of 0.3 Hz. AFM images are shown in Figure 4.15.
Height profiles are also shown along the indicated black lines. The dashed lines show
the boundaries between different regions of the structure, with the zone inside both
the blue and red boundaries corresponding to the heterostructure of the two labeled
monolayers.
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Figure 4.15: (Left) AFM images for a sulfur-based TMDCH and (Right) AFM profiles
for the a selenium-based TMDCH
4.2 Project Codename: Juliet ($)
Another facet to the overall set of investigations of TMDCs is the experimental
method called scanning tunneling microscopy and spectroscopy (STM and STS). The
basics of STM and STS were reviewed in Chapter 2. Now we may focus on the sample
development.
Traditionally, as in Project δ, one would have to fabricate electrodes onto the
sample of interest. One major issue with this process is that it requires the use of
PMMA and other chemicals, which in all cases will leave some residue on the surface
of the finished product. Annealing, or heating up, a sample before using it in the STM
will lower the chances that a molecule of organic residue interrupts a measurement
by sticking to the tungsten tip.
In an attempt to avoid this problem entirely, a new technique had to imple-
mented.
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4.2.1 Chemical-Free, Gold-Coating Process (Shadow Mask-
ing)
A chemical-free metal deposition would ensure that surface residue is kept to a mini-
mum. The process itself is simple in the abstract, but a bit more difficult in practice.
One begins with an already-exfoliated sample on some substrate and places a very
fine grid, originally intended for transmission electron microscopy (TEM), which has
been cut in half, on top of the sample. The grid is picked up by a piece of PDMS
and hand-placed onto the sample in such a way that would enable some areas of the
sample to be exposed to the metal deposition. For all intents and purposes relevant
to this thesis, the metal of interest will be gold (Au - or Aurum, whose meaning
interestingly comes from a Proto-Indo-European root for “the dawn”).
Once the TEM grid is successfully covering part of the sample, the gold deposi-
tion is performed with an Edwards Auto 306 Thermal Evaporator, and 20 nm of Au
is deposited. Upon completion, the PDMS, still sticking to the TEM grid, is peeled
off, taking the grid along with it. The unexposed area then becomes the area that is
able to be scanned by the STM, whilst allowing a current to flow in and out of the
sample.
There must be some appreciation for the difficulties of this procedure. There
are three main obstacles one must overcome to have a successful deposition. The first
difficulty is the risk of drifting. When the PDMS is stuck to both the TEM grid and
the substrate, depending on how much force one applies to the PDMS to initially stick
it on the substrate, there may be some strain in the PDMS that will cause it to shift
slightly to eliminate strain. This shifting can occur up to micron-order distances.
The second issue is the TEM grid providing improper shadowing on the sample
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Figure 4.16: Gold-coating process without the use of chemicals or e-beam lithography
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Figure 4.17: Some of the challenges with TEM grid placement
and substrate. This improper shadowing can occur if the preparer does not use a
brand new or very sharp razor (see Figure 4.17 (a)). A dull razor will cause the
grid’s frayed ends to bend upwards. Under a microscope, it will appear aligned with
a sample, but gold will be allowed to flow under it, albeit at a slow rate. Using a
sharp razor and checking that the focal plane of the grid is not so different from the
focal plane of the sample are both ways to prevent this issue from occuring.
The last issue, and quite possibly the most important, is the precision itself. A
sample’s size will typically be from 5 µm to 10 µm, and the grid bar width is around
10 µm to 15 µm. This means one usually has to cover a portion of the sample to
within 5 µm precision. Recall that the placement is done by hand. The issue is solved
with repetition. If the PDMS is placed in the wrong spot, it can be gently pushed
with tweezers. If the PDMS sticks to the substrate, one can rub the PDMS with the
tweezers in a way that allows for the deformation and strain of the PDMS to slowly
shift it in the desired direction. This deformation and strain on the PDMS allows for
4.3. Project Codename: Kilo (κ) 78
precision on the order of 1 µm. Please refer to Figure 4.17 (b).
There may be ways to improve this placement method, but using the same tools
as one would for a transfer, one finds that the PDMS sticks to the glass slide the whole
time, rather than drop down to stick to the substrate.
4.2.2 Sample Exposition
This process of chemical-free coating (shadow masking) has been successfully imple-
mented on heterostructure systems. The two sets of heterostructures were built on
quartz with opposite verticle stacking. For instance, MoS2 is on top for one het-
erostructure and on bottom for another. Recall that built heterostructures on quartz
was a non-trivial task in itself since the transfers are done somewhat blindly. Consid-
ering the difficulty of the grid placement process, it would be safe to say that these
samples are among the most lucky to have made it through so many obstacles. Their
images are shown to give the reader a realistic picture of how the samples look.
4.3 Project Codename: Kilo (κ)
Sample development for Project κ is virtually the same as that for Project $. The
same exact Au-coating method is implemented for monolayers of a TMDC hybrid, or
alloy, variety. The experimental details of Project κ will be presented in Chapter 6.
Let us first introduce the concept of alloyed materials.
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Figure 4.18: Sample MW2 at 2.5 × magnification
Figure 4.19: Sample MW2 at 100 × magnification
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Figure 4.20: Sample WM3 at 2.5 × magnification
Figure 4.21: Sample WM3 at 100 × magnification
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4.3.1 Alloyed TMDCs
TMDC bulk crystals are typically grown at specialized facilities, and one of the pa-
rameters that can be altered is the concentration of the transition metal. A bulk
crystal is synthesized with a particular ratio of, for example, molybdenum and tung-
sten, and they can be exfoliated to obtain monolayer thickness. More details about
their optical properties will be revealed in Chapter 6. Their thicknesses were verified
as monolayer via AFM measurements.
The concentrations that will be presented are the following Mo/W ratios: 50/50,
25/75, and 10/90. The AFM measurements are shown in the next subsection.
4.3.2 AFM and Exposition of Alloyed Samples
This subsection is meant to show the samples that were key contenders for the ex-
periments described in Chapter 6.
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Figure 4.22: Illustration of alloyed monolayers of MoxW1−xS2
4.3. Project Codename: Kilo (κ) 83
Figure 4.23: AFM for sample K11
Figure 4.24: Sample K11 at 100 × magnification
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Figure 4.25: AFM for sample K17
Figure 4.26: Sample K17 at 100 × magnification
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Figure 4.27: AFM for sample K3




5.1 Project Codename: Charlie (ℵ)
5.1.1 Investigating Dielectric Functions
An incredibly useful tool for Project Foxtrot (to come later: [36]) is the extraction of
the dielectric function from reflectance contrast measurements taken on samples with
quartz substrate. Project ℵ was motivated by the desire to know how the dielectric
response from monolayer TMDCs can differ significantly from their bulk counter-
parts due to the absence of interlayer coupling and change in dielectric screening.
The knowledge of the optical dielectric functions can be existentially satisfying, but
moreso, can provide critical information for the characterization and development of
two dimensional opto-electronic devices.
To get dielectric functions, one needs to be familiar with the Kramers-Kronig
variational analysis technique [37]. This section will be somewhat heavy on mathe-
matics, so if the reader is already familiar with this technique, or would prefer to save
5.1. Project Codename: Charlie (ℵ) 87
mental energy, feel free to move ahead to the figures. First, we start with recalling
that χ, the susceptibility, and ε, the dielectric function, are response functions that
depend on stimuli at all points and times in space.








χ (r, r′, t, t′) E (r′, t′) dt′dr′ (5.1)
If the sample is homogeneous in time and space, one can substitute the r, r′, t,
and t′ with the difference of the spatial and temporal variables. Doing so reveals the




P(k, ω) = χ(k, ω)E(k, ω) (5.2)
When one neglects non-locality and assumes that responses are really close to
their corresponding stimuli (χ(k, ω)→ χ(ω)), and when the assumption of causality






χ (t− t′) E (t′) dt′ (5.3)






























, we can convince ourselves that











Because of the analyticity of the response functions, one can eagerly apply some




dω′ = 0 (5.9)
The claim is that since this function is analytic in the upper half plane, equation
5.9 holds true. And since one can draw a contour that extends through the real
number line and through an arc of infinite radius through the upper half plane, one
can also evaluate the two pieces separately. With Jordan’s Lemma, the infinite arc










dω′ − iπχ(ω) (5.10)
Equation 5.10 is the evaluation of the real number line and the additional term
from residue theory (Note: the P is just the principal value of the integral). In this
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At this point, the next step is to substitute χ(ω) with ε1(ω)− 1 + iε2(ω).







′)− 1 + iε2(ω′)
ω′ − ω
dω′ (5.12)
The last step is to separate the real and imaginary portions, taking note that
the factor of 1
i
will swap the real and imaginary terms. This leaves us with the final





















Combining the Kramers-Kronig variational analysis and the dielectric function
data in the bulk materials as the endpoints, one finds that the reflectance spectra
yield the dielectric functions for MoS2, MoSe2, WS2, and WSe2 in the energy range
between 1.5 eV and 3 eV .
The data, in conjunction with the required assumptions made to validate the
use of the Kramers-Kronig relations [31], allowed for the extraction of the dielectric
functions, as seen in Figure 5.1. The complex dielectric function ε(E) = ε1(E)+iε2(E)
was modeled for each of the TMDC monolayers as a function of photon energy E by
superposing Lorentzian oscillators:
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Figure 5.1: Reflectance contrast for (a) MoSe2 (b) WSe2 (c) MoS2 (d) WS2 and
corresponding dielectric function components [31]




E2k − E2 − iEγk
(5.15)
In this equation, fk and γk are respectively the oscillator strength and the
linewidth of the k-th oscillator, where Ek may take any value in the spectral range.
In the modeling for Project ℵ, a 2 meV uniform spacing between the oscillators and a
10 meV individual oscillator width was selected to yield a spectrally smooth response.
Just as a reminder, these functions are of vital importance to the next and
main portion of the chapter, namely the dynamics present in home-built TMDC
heterostructures (TMDCHs).
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5.2 Project Codename: Foxtrot (φ)
A central question one may ask is how the properties of the heterostructure differ from
those of the individual crystal layers. Recent reports have considered the formation
of charge transfer states, [51, 52, 53, 54] in which electrons and holes are separated
in the adjacent layers. For the relevant TMDCHs, the heterostructure is understood
to demonstrate staggered (type II) band alignment, [61, 62] suggesting that a charge-
separated state will be lower in energy than an exciton created in either material
separately.
Evidence for this picture includes the observation of a strong decrease in the
luminescence of the TMDCH compared to the individual layers, a phenomenon we
may attribute to charge separation, as well as the emergence of new emission peaks
lower in energy than the lowest states of the separated layers. These even lower-lying
peaks are attributed to radiative recombination of charge-transfer excitons. These
states are important for the fundamental understanding of the interaction between
the layers and the promising structures and devices composed of these layers. In
addition to optical signatures of the charge transfer, the time scale for these processes
have been recently investigated by use of ultrafast pump-probe spectroscopy [52].
Project φ addresses the fundamental issue of charge separation by means of op-
tical absorption spectroscopy of heterostructures, which we are then able to compare
in detail with the response of the separated, individual TMDC monolayers. This tech-
nique allows us to track the material’s response over a broad spectral range and thus
follow the changes of several well-studied excitonic resonances in the TMDCs. We
examine MoS2/WS2 and MoSe2/WSe2 as model systems - they are heterostructures
formed by the vertical stacking of the individual monolayers. The linear response of
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these TMDCHs is found to be approximately what one would expect from a simple
linear superposition of the two respective monolayer constituents.
More detailed analysis shows that while most of the peak energies and all of
the oscillator strengths of the resonances are virtually unchanged, all of the optical
transitions are subject to significant spectral broadening in the TMDCHs. The origin
of the broadening is discussed in the context of both inter- and intra-layer scattering
process, as well as through energy transfer processes. Charge-transfer is identified
as a dominant process, and its corresponding time-scale is found to be on the order
of 20-35 fs, consistent with the upper bounds on charge transfer time deduced in a
recent time-resolved study of MoS2/WS2 TMDCHs [52].
5.2.1 TMDCH Reflectance Contrast
Reflectance measurements on fused quartz offer two primary advantages: First, the
transparency of fused quartz allows us to closely relate the reflectance contrast to
the imaginary portion of the dielectric function of the material. Second, and more
generally, reflectance contrast allows for the probing of electronic states that are not
optically active, such as the B and higher lying transitions.
In reflection contrast measurements, a broadband emission from a tungsten
halogen lamp is spatially filtered by a pinhole and then focused onto the sample with
a spot size of 2-3 µm. Using back-scattering geometry, the reflected light is then
collected by a spectrometer equipped with liquid-nitrogen-cooled CCD camera. In
the limit of weak reflection contrast (the relevant case of a transparent substrate),
the reflection contrast is proportional to the absorption of the sample by the factor
4
n2s−1
, where ns is the index of refraction of the transparent substrate [63]. Although
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this relation is very useful for a general understanding of the behavior, in our detailed
comparison of the individual layers and the heterostructures, we do not solely rely on
this approximation, but carryout a more exact treatment.





, where RS is
the reflection from the monolayer or TMDCH, and RQ is the reflection from the bare
quartz. Reflectance contrast spectra of the individual monolayers and the correspond-
ing TMDCHs are presented in Figure 5.2. The monolayer data exhibit the expected
spectral features [2, 18, 31, 21]. The lowest energy (A) transition is an exciton as-
sociated with band-edge transitions at the K and K’ points of the Brillouin zone,
while the next peak (B) is a similar excitonic transition arising from spin-split bands,
primarily associated with the valence band splitting [34]. The resonances above the
A and B transition energies, labeled as the C and D peaks, have been attributed to
the absorption mostly occurring in a broad region near the center of the Brillouin
zone [64, 65].
For the TMDCHs both the absolute magnitude and peak positions of the optical
response appear to be a superposition of the corresponding spectra from the two
monolayer constituents. There are few minor changes in the absolute energies of
most resonances. Typically these shifts lie within the experimental uncertainty of± 10
meV . Redshifts up to 20 - 30meV are observed in sulfur-based TMDCHs, particularly
for the A exciton peak, but this effect has not been studied systematically. The direct
interaction of electrons in the two layers is expected to be relatively weak for these
van der Waals heterostructures, especially since the two layers are not aligned.
Regardless, the relative lack of significant shifts in the transition energies be-
tween the individual layers and the heterostructures might appear surprising since it
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Figure 5.2: Reflectance contrast measurements for the TMDCHs and their consi-
tutuents
is thought that these materials should exhibit examples of strong many-body effects
[66, 67]. Modifications to a heterostructure’s behavior should also be introduced via
the new dielectric environment of the heterostructure. We understand the lack of
spectra shifts as the consequence of a compensation of two factors: a downward shift
in the quasiparticle gap energy through band gap renormalization combined with a
comparable decrease in the exciton binding energy [68]. The same behavior rational-
izes the fact that the energy of the band-edge excitonic resonances barely change in
the individual TMDCs with increasing layer thickness [15, 51, 31, 21, 15]. We also
note that there is no evidence of an influence of doping or strain on the peak energies.
The widths of the transitions increase in the TMDCH spectra (Figure 5.2).
These findings are reproducible for several samples with random relative orientation
between the individual monolayers in the heterostructure, which leaves out any strong
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dependence on crystallographic misalignment. In order to understand these width
changes, the dielectric functions of the materials will need to be extracted.
5.2.2 Modifying the Dielectric Functions
For a more detailed analysis of the data we first consider a direct superposition of
the optical response of the two monolayers combined in a heterostructure. To this
end, we extract the dielectric functions for each of the four monolayer TMDCs from
the monolayer reflectance contrast measurements via Kramers-Kronig constrained
variational analysis [37]. This method, previously applied for TMDC monolayers,
involves the parameterization of the dielectric functions with 100’s of spectrally nar-
row Lorentzian oscillators and the subsequent fitting of their respective amplitudes
to match the measured response [31].
We perform the same Kramers-Kronig analysis and fit Lorentzian peaks (more
formally known as the Cauchy-Lorentz distribution) to all exciton peaks present in









In this equation, I is the intensity, x0 is the peak center, and Γ is the peak
width. One may also express it as: Γ = 1
2πτ
, with τ representing a type of decay rate.
In order to simulate the optical response of the heterostructures, we then con-
sider a composite medium composed of the two layers, without any modification in
the response of either. The effective thickness of the composite medium is given by
the sum of the effective thickness of the individual layers and the effective dielectric
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Figure 5.3: All four monolayer materials have their =(ε) fitted with Lorentzian peaks
5.2. Project Codename: Foxtrot (φ) 97
function is given by the average of the dielectric function of the individual layers,
weighted by their respective thicknesses. The expected reflectance contrast spectra
are shown in Figure 5.4 for the MoS2/WS2 and MoSe2/WSe2 heterostructures. Com-
parison of this non-interacting response with the experimental spectra reveals good
overall agreement.
Discrepancies are evident given the aforementioned broadening of the spectral
features. To understand these deviations, we first must parameterize the dielectric
functions of the monolayers with a few Lorentzians, corresponding to the number of
peaks observed in the spectral range. In the case of the sulfur-based heterostructure,
we parameterize the dielectric function with six Lorentzians, corresponding to three
resonances per monolayer. In the case of the selenium-based heterostructure, seven
peaks are used since WSe2 exhibits four resonances in the spectral region of interest
(see Figure 5.3).
We are then able to broaden the resonances, while conserving the oscillator
strength, corresponding to the integral of the imaginary part of the dielectric function.
The results of this procedure, implemented for both the sulfur-based and selenium-
based heterostructures, are also presented in Figure 5.4, with parameters presented
in Figure 5.5. We obtain excellent agreement between this simple model and the
experimental data. The observed changes in the optical response can be explained
purely by spectral broadening, with both the positions and oscillator strengths of the
transitions remaining mostly unchanged when the monolayers are combined to form
heterostructures.
In both types of TMDCHs, the linewidths of the A and B excitons both increase
by 25 (±10) meV and the higher-lying C and D transitions by 150 (±60) meV
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Figure 5.4: Kramers-Kronig model of reflectance - original and readjusted for coher-
ence lifetime broadening compared with the measured reflectance for both TMDCH
types
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Figure 5.5: Sulfur-based (left) and selenium-based (right) TMDCH data tables
compared with the monolayer constituents. We now pose the question: from where
do the observed broadenings originate. First we look at the possible influence of
impurity broadening. The reflectance data for TMDCHs were compared with the
corresponding monolayers measured after the transfer process under exactly the same
conditions. Thus, any possible broadening induced by processing is expected to be
similar in all regions of the sample, including the heterostructure - so we may scratch
that off our list.
Since the linewidths consistently increase in multiple measurements on the same
sample and for TMDCH samples constructed of monolayer components at arbitrary
angles with respect to one another, the peak broadening appears to originate from
additional, intrinsic scattering and relaxation channels introduced in the heterostruc-
tures. The timescale τ associated with the observed broadening ∆Γ is estimated from
the relation τ = ~
Γ
to be on the order of 20 - 35 fs for both A and B transitions, and
3 - 6 fs for the higher lying C and D states.
We now consider intrinsic physical processes underlying the observed increased
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linewidth: (1) enhanced thermal phonon scattering in the heterostructure, (2) energy
transfer processes between the layers of the heterostructure, and (3) intervalley carrier
relaxation either within the same layer or between the two layers. We will eventually
come to the conclusion that the last process dominates.
In the TMDC monolayers, the measured linewidths of the A exciton transitions
are seen to be 50 (±10) meV . The intrinsic contribution to this linewidth arising
from carrier scattering with thermally activated phonons is about 20 - 30 meV [69],
as estimated from temperature dependent measurements [70]. The balance of the
experimental linewidth is attributed to the influence of doping and inhomogeneities
and is not expected to change on the heterostructure.
With regard to phonon scattering rate, an increase of this rate by a factor of
two, which would correspond to the observed additional broadening in the TMDCHs
of 25 (±10) meV , is very unlikely since the scattering of carriers in one layer with
the phonons in the adjacent layer should be rather inefficient in comparison to the
scattering within the same layer. In addition, we do not observe any large changes in
the Raman scattering intensities: the TMDCH response is just a superposition of the
two Raman spectra from the individual monolayers. The first case is now resolved.
In the second case, we consider the possible role of energy-transfer processes,
which is the process by which the energy released from the annihilation of an exciton
in one layer is transferred over to the adjacent layer, creating a new exciton. If this
relaxation process dominanted, the lowest energy peak in one monolayer forming the
TMDCHs should not exhibit any significant broadening since the absorption in the
companion monolayer is then weak. For the same reason, energy transfer should
only produce PL quenching of the higher energy transitions, such as the A excitons
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in WS2 and WSe2. In contrast, we do not observe significant differences in the line
broadening or in PL quenching of all four A-exciton states of the TMDCHs (see 5.2.3
for more information on quenching).
Furthermore, estimating the expected time-scale from the energy transfer rates
between quantum dots and MoS2 and for dye molecules on graphene, [71, 72, 73]
as well as taking into account the 1
R2
dependence (shown to be appropriate for the
2D-2D systems in fluorescent polymers [74]), yields a time constant of about 150 fs.
This is about an order of magnitude slower than the sub-100 fs rates inferred from
the measured peak broadening. For these reasons the contributions from the energy
transfer are also expected to be minor. This calculation will be explained in more
detail in a later subsection. And from these arguments, we can eliminate the second
case as the dominant effect.
This analysis only leaves intervalley scattering of the individual charge carriers
as the origin of the observed line broadening in the heterostructures. The most
probable scenario for this process is carrier relaxation between the K-valleys in the
opposite layers. Due to the differences in both of their work functions and band gap
energies, the band-edges at the K-point in different TMDC monolayers are expected
to be offset in energy by 100’s of meV in a staggered band alignment [75, 76, 77].
Hence, charge transfer of electrons from the K-valley of the one layer to the K-valley
of the other is energetically favorable with respect to whichever material is initially
excited.
The emergence of the resulting inter-layer PL feature from such a charge transfer
exciton has been recently studied in TMDCHs [51, 52, 53, 54, 55, 56, 57, 58]. This
process is also accompanied by a strong quenching of the intrinsic excitonic emission
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from the two individual layers, [51, 52, 53, 54, 60] since the charge-transfer competes
with the radiative recombination and serves as a fast non-radiative channel for the
direct excitons. The magnitude of the quenching typically ranges from about half
to more than two orders of magnitude. In the case of the TMDCHs investigated in
this study, we observe a decrease of the excitonic emission by roughly one order of
magnitude in both the MoS2/WS2 and MoSe2/WSe2 heterostructures (see Chapter
4), consistent with results in the literature [51, 52, 53, 54].
In the recent study of the charge transfer in such heterostructures by pump-
probe spectroscopy, it was shown that the process occurs on a time-scale with an
upper bound 50 fs [52]. Since our measurements provide a lower bound of 20 - 35
fs for the time constant of any additional scattering process in heterostructures, it
follows that the charge transfer both dominates the lifetime broadening of the A and
B excitons and occurs within 20 - 50 fs.
If we compare our results to some “real-world” situations, it could give some
idea of how fast these processes occur to others in related fields. Timescales for
interfacial charge transfer processes reported elsewhere range from 10 - 100 fs in
rare-gas adlayers on metal surfaces and similar systems, [78, 79] as well as organic
polymer/fullerene blends [80] to 10 - 100’s of ps in double-quantum wells [81]. Al-
though our measured rates of charge transfer are far faster than those reported for
quantum well systems, scaling from the typical thickness regime of quantum wells
down to individual monolayers with separations of a few Ångstroms yields tunneling
times on the order of 1 - 10’s of fs for the potential barriers up to several eV . How-
ever, as the authors of [52] also pointed out, a complete understanding of such fast
charge transfer rates is not an easy task. One should also consider the role of in-plane
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momentum for rotationally misaligned layers and the many-body (excitonic) effects
on the various the transitions. This is certainly a project for another day.
As a possible counterargument, one could imagine that scattering takes place
within the individual layer. However, we should note that the idea of this process
being a dominant contribution is very unlikely. This process is most evident in TMDC
bilayers, where the coupling between the bands close to the center of the Brillouin
zone leads to pronounced shifts of these bands and to the emergence of an indirect
band gap [48, 49]. Thus, carriers at the K/K’-point in the bilayers scatter towards
the respective lower-lying valleys after the photo-excitation, leading to a broadening
of the exciton resonances.
However, the absolute magnitude of this broadening in TMDCHs should be a lot
smaller compared to the bilayer systems due to the mismatch of both band energies
and band alignment in k-space, which is just to say the layers are mismatched in
angular orientation. Additionally, the K-point resonance would still remain the lowest
energy transition in the individual monolayers forming a TMDCH. This idea is both
supported by recent theoretical calculations [75] and by the lack of the indirect-gap
PL peak at lower energies in our data, which is usually observed in the bilayer spectra.
Overall, the reflectance contrast measurements for sulfur- and selenium-based
TMDCHs were successfully performed and found to be fruitful. From the reflectance
spectra of the individual monolayers of the TMDCH, the in-plane dielectric func-
tions for the TMDCHs were determined using Kramers-Kronig constrained variational
analysis. A modification to the TMDCH dielectric function incorporating coherence
lifetime broadening was then used to generate a theoretical reflectance contrast model
which was in excellent agreement with experimental data.
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5.2.3 PL Quenching
Recall that the signal from the tungsten-based compounds is reduced by a factor of
9×-14×, while the molybdenum-based compounds experience slightly less quenching
(e.g. 7×-8×). These quenching factors are a result of collecting signals from two
types of regions on these TMDCHs: The first type includes the regions where the two
monolayers make contact, as shown in the AFM images in Chapter 4. The second
type includes regions where bubbles appear to have formed between the two layers,
causing inhomogeneities which would affect the measured quenching values.
In an ideal system, one would expect the quenching factor to scale with the
emission lifetimes. In our case, for an example lifetime of 30 fs, to get emission
lifetimes in the unit and tens of picoseconds reported for these materials [70, 82,
83, 84, 69, 85], one would have to at least have quenching factors on order of 104.
Quenching factors of 60 have been reported on epitaxially-grown systems [51]. These
systems would be closer to ideal given the lattice alignment and overall improvement
in contact between the two layers.
5.2.4 Experimental Reproducibility
In Figure 5.6, we indicate the reproducibility of the reflection contrast measurements,
both from day to day and from sample to sample. Although slight changes are
noticed in the amplitude, the position and width of the features are both highly
reproducible. Note that the three different samples measured in Figure 5.6 (top) all
correspond to different relative crystallographic orientations for the two layers (which
was not controlled in the assembly process). No significant variation is observed.
We take the results as representative of a typical sample in which there is no special
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Figure 5.6: Experimental reproducibility
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Figure 5.7: Potential well and barrier
crystallographic alignment between the layers.
5.2.5 Justifying the Quantum Tunneling Approximation
The claim is made that by appropriately setting up our quantum well, one can make
a simple and straightforward, estimate of the timescales in which charge transfer
is expected to occur. So let us continue to gain some physical insight and light
reassurance. Figure 5.7 shows a double quantum well that serves as a decent starting
point for our model.
In order to obtain a transmission coefficient, one needs to consider both the case
when an electron is in a potential well, and when the electron is tunneling through a
barrier, which together form the following potential:
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V (x) =

V0, if x < 3Å, 6Å < x < 9Å, x > 12Å
0, if 3Å < x < 6Å, 9Å < x < 12Å
(5.17)
To consider the first case, suppose an electron is in a potential well ranging from
−a to a, similar to the well in Figure 5.7. Our solutions can be recalled as:
ψ(x) =

eikx +Re−ikx, if x < −a
Aeiqx +Be−ikx, if − a < x < a
Teikx, if x > a
(5.18)
Which calls for us to mention the full wavefunction and the corresponding values
of the wavevectors k and q for energies E temporarily above the potential V0:









By satisfying the boundary conditions that both wavefunctions ψ(x), along with
their spatial derivatives dψ
dx
, must be matched for continuity at the boundaries, one is
able to algebraically find the reflection coefficient, r, and the transmission coefficient,
t:
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r = ie−2ika
(q2 − k2) sin(2qa)




2kq cos(2qa)− i(q2 + k2) sin(2qa)
(5.23)
The next part of this analysis is to reconsider the potential barrier with a range
from −a to a. The only difference now is we consider an energy E below the barrier
V0, and the region in which quantum tunneling is a possible phenomenon can have a
solution of the form:
ψ(x) = Ae−ηx +Beηx (5.24)
Making this quick transformation of q → iη, and multiplying the tunneling
transmission coefficient by its complex conjugate, the probability of tunneling, T ,
emerges from the seemingly never-ending ocean of algebra:
|t|2 = T = e−2ika (2kη)
2
(k2 + η2)2 sinh2(2kη) + (2kη)2
(5.25)
Thankfully, some approximations can be made for this tunneling probability.
For observable negative kinetic energies, the corresponding energy uncertainty must












With the assumption here that 2kη  1, the hyperbolic sine can be simplified:








And then it is realized that an exponential term in the denominator will far
outweigh the additive term that follows it:
T =
(2kη)2










The real term that matters is the exponential term. The prefactor, for most
cases where k and η are on the same order, does not contribute enough to change
the overwhelmingly low numbers the e−4ηa could generate with typical values of ηa.
Therefore, we consider the case when T ≈ e−2η(2a). Note how the 2a appears as the





This tunneling probability was experimentally found [91] to be T = 1
4.47
≈ 0.224,
where V0 = 0.12V and the effective electron mass is me = 0.48m0. Roughly speaking,
if one were to multiply a frequency with which an electron hits this barrier, one could
calculate a charge transfer rate. To get this frequency, suppose an electron were
confined to a 6Å well. Its corresponding velocity would have to be ∆v > 105m/s to
obey the uncertainty principle. This velocity applied over the same well length gives
us a period on order 10−14 seconds.
By inverting and multiplying it to the 22% transmission probability [91], we get
rates in the range of unit femtoseconds to tens of femtoseconds. This calculation,
ergo, assists in showing that such process rates are possible in these systems, even
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if there are some personal disagreements with the accuracy of the experimentally
obtained transmission probability (for instance, even if T was an order of magnitude
lower, we would still have charge transfer rates that fall within our bounds). This
quantum tunneling review is also directly relevant to mechanism of scanning tunneling
microscopy, and more about STM will be said in Chapter 6.
5.2.6 Approximating the Rate of Energy Transfer
One can model the energy transferred from WS2 to MoS2, since the lowest-lying

























Here, they define the rate of energy transfer over the radiative decay rate as
being dependent on the following parameters: sample thickness t = 6.5 × 10−10
m, donor emission wavelength λ = 6.26 × 10−7 m, distance between the central
atomic layer of the donor and central atomic layer of the acceptor layer d = 6.5 ×




(22.4 + 14.9i) ∗ (7.1),






(22.4 + 14.9i)/(7.1), and the dummy variable ρ.
The parallel dielectric component is taken from MoS2 data at the donor emission
wavelength.
We consider a kRad ∼ 0.1 ns−1 based on work by [87] and a perpendicular
dielectric component of 7.1 based on [86]. Theoretical values of the perpendicular
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dielectric component of the monolayer and bilayer of MoS2 and WS2 are reported in
various works and match in order of magnitude with the used value [88, 89, 90]. After
integrating in the complex plane, and taking the imaginary portion of that integral,
we estimate our energy transfer rates for the lowest transition to be on order of 200
fs and larger based on this model.
The rate determined can be compared to a rate calculated for the next highest
transition, where the parameters are changed to match the condition that the MoS2 B
emission is transferring energy to the A transition of WS2: sample thickness t = 6.5×
10−10 m, donor emission wavelength λ = 6.14× 10−7 m, distance between the central
atomic layer of the donor and central atomic layer of the acceptor layer d = 6.5 ×




(17.9 + 16.9i) ∗ (7.1),






(17.9 + 16.9i)/(7.1), and the dummy variable ρ.
The kRad ∼ 0.1 ns−1, and kET thus yields a shorter time of 130 fs. The
change in the time, given that all other conditions are kept constant, coupled with
our observation of similar broadening in the A and B transitions, suggests that energy
transfer does not play a very large role in the lifetime broadening.
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Chapter 6
Scanning Tunneling Microscopy of
TMDCHs and TMDC Alloys
6.1 Project Juliet ($)
Before continuing with this chapter, I should note a few items: First, a tunneling
analysis was already performed in the previous chapter and has direct relevance to
this chapter. Second, Project $ will be presented in a brief manner since there are
shared contributions for this project. Third, many of the considerations that come
into play while analyzing scanning tunneling spectroscopy (STS) spectra in Project
$ are very similar for Project Kilo (κ), and thus will only be presented in the Project
κ section of the chapter.
6.1. Project Juliet ($) 113
Figure 6.1: Illustration of the gold deposition on the TMDCH
6.1.1 The Search for the Band Gap Offset
In this project, we address the issue of probing the electronic states of the TMDC
monolayers and their heterostructures with scanning tunneling microscopy (STM)
and STS in an attempt to determine the band alignment and offset. STM and STS
have been used in recent reports about TMDCs and other 2D materials in regards to
investigating the band gap and the binding energy of an excitonic transition. We focus
mostly on the MoS2/WS2 and WS2/MoS2 heterostructures formed by the vertical
stacking of individual monolayers.
Before presenting the results and STS data, one should note that in order to fully
appreciate the analysis required to extract numbers to support the interpretation, one
should read the full analysis as written in the next section of the chapter. The analysis
pertaining to the next project is virtually the same as what has been done for this
project. All in all, the next section will address how to model STS curves while
considering the following: finite temperatures at which the measurement was taken
(as well as how to derive the effects from arbitrary temperatures), tip-induced band
bending (TIBB), and parameters needed for the basic models.
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Figure 6.2: A 5nm by 4nm STM image is provided, with a few superimposed hexagonal
lattices for visual assistance. A profile is extracted from the image to verify the lattice
constant of the TMDC. An inset is provided showing the 2D fast Fourier transform
of the image, analyzed in Gwyddion.
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Figure 6.3: (a) STS data is fit with a model for the MoS2/WS2 and (b) WS2/MoS2
TMDCH systems
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Figure 6.4: The band gap values of individual monolayers and band alignment offsets
for the two different TMDCH vertical stacking orientations: (a) MoS2/WS2 and (b)
WS2/MoS2
6.1.2 STS results and probing different parts of the Brillouin
zone
Models are constructed for each of the monolayer TMDCs in addition to the TMDCH
model. This makes for a total count of six models: three for the MoS2/WS2 system
and three for the WS2/MoS2 system, all of which are presented in Figure 6.3.
From the optimized models, we extract the values of the band gap for each of
the materials, shown in Figure 6.4. The chosen interpretation is that in the case of
the MoS2/WS2 system, the top material is clearly seen in the STS data, with an
additional feature that is later said to be the Γ point of WS2 since the K point is far
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more difficult to probe in general, let alone at far distances. Arguments for why the
two general onsets in monolayer materials are the K points of the materials will be
described in more detail in the next section.
Based on the findings and various citations of [92], it appears that the Γ point
of WS2, whose current contribution should not decay with distance nearly as quickly
as the K point, is nearly degenerate with the K point (within 10 or so meV ). This
allows us to make the claim that this onset is quite close to the K point of the bottom
WS2 layer, and thus leads to the K-K energy gap of 1.45 eV . See Figure 6.4 for all
the numerical extractions of the monolayers and type II band alignment energy gaps.
By continuing the analysis by inspecting the other orientation (WS2/MoS2 sys-
tem), we see the expected WS2 onsets for the K points. Like the previous system,
there is another onset which occurs lower in energy on the conduction band side of
the STS spectra. This energy gap is measured to be 1.56 eV , and yet the K-K energy
spacing for this type II configuration should be conserved regardless of the vertical
stacking orientation.
One defines the Q point of these materials as the conduction band minimum
which occurs between K and Γ. Based on [93], there is reason to believe that the Q
point of monolayer TMDCs shifts for the various materials, and in the case of MoS2,
the Q point is normally on order 250 meV higher in energy than the K point. Similar
to the Γ point in WS2 and its shift in energy when in a pseudo-bilayer heterostructure,
the Q point in MoS2 shifts closer to the conduction band K point, but not enough
to create an indirect gap. We claim that the Q point is what we are probing in the
STS when MoS2 is the bottom layer, and that the energy gap is larger because the
Q point is approximately 110 meV higher in energy than the MoS2 K point while it
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is in a pseudo-bilayer.
6.2 Project Kilo (κ)
Materials such as graphene and transition metal dichalcogenides (TMDCs) have been
the focus of much interest and research for their intriguing properties. Remarkably,
TMDCs exhibit phenomena ranging from an indirect-to-direct band gap transition in
the monolayer limit [38, 42, 41, 94, 2, 95, 96, 97], efficient light-matter interactions
[18, 98, 21, 99, 100, 31], strong coupling of the valley and spin degrees of freedom
[101, 102, 103, 104, 105, 106, 107, 108, 69, 109], and strong many-body effects [64, 67].
Furthermore, studies have been conducted on the properties of the band gap and
binding energy of excitons in TMDCs [30, 15]. Layered TMDC crystals that have
been alloyed, or whose altered concentrations of the various constituent atoms allow
for the continuous tuning of the optical band gap [110], enable the TMDC alloys to
have promising potentials in the development of electronic and optoelectronic devices
[39, 45, 111, 112, 113].
One of the central questions regarding TMDC alloys is how their electronic prop-
erties are modulated as the concentration of the transition metal is altered. Mechan-
ical exfoliation has successfully been implemented on these composition-dependent
MoxW1−xS2 monolayers [114]. A number of recent reports address the theory behind
the basic properties of some of these alloys [115, 62, 116, 117], while others experi-
mentally address these basic properties. MoxW1−xS2 is one alloy among the many
types of alloyed systems we would further like to understand [118, 119, 120, 121, 122,
123, 124, 125, 126, 127].
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In this project we address the question of how the optical and electronic proper-
ties of these TMDC alloys varies by concentration of the transition metal. By utilizing
absorption-type spectroscopy, we can more closely and rigorously examine the optical
properties of the TMDC monolayer alloys. This technique allows us to observe the
alloy’s response over a broad spectral range. By including the two endpoints of the
concentration of the transition metal in the alloyed material, namely MoS2 and WS2,
we are able to compare the well-studied excitonic resonances in these more traditional
TMDCs to those of the alloys of varying concentration. More precisely, we focus on
the following traditional and alloyed TMDCs: MoS2, Mo0.5W0.5S2, Mo0.25W0.75S2,
Mo0.1W0.9S2, and WS2
The samples were prepared in the same way as those for Project $, with the
exception of having to build the heterostructure. That is, all samples were exfoliated
on quartz for straightforward reflectance measurements, and then was covered with
a TEM grid to repeat the shadow masking (chemical-free gold coating) method de-
scribed in the previous project. The AFM images for these alloys were presented in
Chapter 4.
6.2.1 Alloy Raman and PL responses
Our characterization of the TMDC alloys involved carrying out Raman and PL mea-
surements of all five concentrations. The measurements were performed using laser
excitation at 532 nm in the same Renishaw Raman microscope. As shown in Figure
6.5, we obtain both Raman and PL spectra for five different concentrations of transi-
tion metal, with all spectra acquired at the same power and collection time. In the PL
spectra, emission clearly shows up from the corresponding A exciton. With increasing
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Figure 6.5: (a) Raman spectra of TMDC alloys and (b) PL spectra of the same series
of alloys
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Mo concentrations, the PL emission redshifts and drastically loses intensity. In the
Raman spectra, there appears to be some nonlinear shifting of the phonon modes.
The 2LA(M) mode slightly decreases in value and intensity as W concentrations de-
crease, as does the E12g(Γ) mode. However, the A1g(Γ) mode increases in shift with
the increase of W concentration.
6.2.2 Excitonic transitions in MoxW1−xS2
The linear optical response of these alloys can be modulated between MoS2 and WS2,
with the total modulation depending on the concentration of tungsten. This study
also examines the electronic states of each of these materials by the use of STM and
STS, which have been previously employed to investigate the nature of the band
gap for various materials in the 2D crystal family [128, 129]. The analysis of the
reflectance contrast reveals the extent to which the A and B exciton energies are
modulated. The STS is meant to reveal information about the quasi-particle band
gap of each of these materials, which has some history of theoretical inquiry [64, 130].
From these two fundamental measurements, we are able to extract binding energies
as a function of the transition metal concentration.
Reflectance contrast spectra of both the traditional and alloyed monolayers are
presented in Figure 6.6. The data from the monolayers of MoS2 and WS2 display
typical spectral features [18]. The two peaks are the purported A and B exciton
transitions at the K and K ′ points of the Brillouin zone. The energy spacing between
them is a result of spin-orbit coupling, mostly due to the valence band splitting [105,
109, 63]. Both excitonic features become modulated as a function of concentration,
and the extent of their modulation is shown in Figure 6.6. As one introduces more
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and more tungsten in the overall stoichiometry of the bulk crystal, and by extension,
its monolayers, the A and B peaks become increasingly blue-shifted until they adopt
the values seen in pure WS2.
The values obtained for the A and B excitons for each alloy are presented in
Figure 6.11. To summarize the result, it is found that the A-B exciton separation
goes from 140 meV in MoS2 to 400 meV in WS2.
6.2.3 Performing STM on TMDC alloys
The second portion of this study looked to combine the reflectance data with data ob-
tained from STS. Samples were gated with the aforementioned chemical-free (shadow
masking) gold deposition method. STM and STS measurements were performed at
room temperature in an Omicron variable-temperature (VT) STM [133, 134, 135].
Mechanically-cut tungsten tips were then used to probe the electronic states of each
of the five samples. The STM images were recorded in constant current mode with
the bias voltage, Vb, applied to the sample, while the STM tip was, once again, held at
1.5 Volts. Each sample was annealed in the STM chamber under ultra-high vacuum
(UHV) at 450 K for two hours to ensure cleanliness.
Upon scanning each of the samples, we are able to obtain atomic resolution.
In Figure 6.7, some of these scan sizes are presented: 25 nm, 6 nm, and 2.5 nm.
Figure 6.8 shows one close-up example of an STM scan, with corresponding lattice
superimposed for clarity. Images were analyzed with Gwyddion 2D FFT to verify
that the monolayer takes on a hexagonal structure. Additionally, many STS data
points were taken when the monolayer region was examined to ensure reproducibility.
Since the edge of the gold is easily identified, one can map out the local area and
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Figure 6.6: Reflectance spectra for five different concentrations of transition metal
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Figure 6.7: (a) A 6 nm by 6nm STM scan of Mo0.5W0.5S2 is shown, along with (b) a
24 nm by 24 nm STM scan of Mo0.25W0.75S2. (c) A false-color blue is used to optimize
the contrast for this 2.5 nm by 2.5 nm scan of Mo0.1W0.9S2. (d) The 2D fast Fourier
transform is performed on all scans in order to verify the hexagonal nature of the
lattice. Only the FFT for (a) is shown.
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Figure 6.8: A 5 nm by 5nm STM scan of Mo0.5W0.5S2 is shown, along with superim-
posed lattice with accurate lattice constant, as shown by inserted profile curve. Inset
in lower left corner is 2D fast Fourier transform shown to verify the hexagonal shape
and size of the lattice.
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determine the precise location of the scan. Before continuing to the STS data and
results, some additional details need to be elaborated.
6.2.4 Derivation of the effects of thermal broadening
Following the arguments by Chen [131], if one considers a step function as the appro-
priate and simple way to describe a band gap conduction band, then second derivative
of that current would yield a Delta function. When the integral for the current is
evaluated when assuming all terms are constant except for the Fermi function and
the sample local density of states (LDOS - presumed to be a step function for the
case of the conduction band at T = 0), the following integral arises since one obtains






























With some temporary substitutions, we can attempt to solve this integral ana-
lytically: y = E−EF
kT












Evaluating this integral is a nontrivial task that requires some moderate level of
mathematical manipulation. Since the method for evaluation was not not easily found
in a textbook, it is appropriate to present the method chosen for the evaluation by
hand. The goal for solving this integral is to try and have two additive terms to try and
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simplify the expression to something whose natural logarithm can be differentiated.
Consider this a partial fraction decomposition for exponential functions.
Let us focus on having the numerator become a form that can split the large
fraction into two smaller ones, preferrably with the result of canceling out terms in
the denominator. Starting with the numerator:















2y+2x + ey+2x − e2y+2x − ey+x
ex − 1
(6.5)
The first pair of additive terms and the second pair of additive terms will reverse-
distribute into a usable form:









Replacing this expression for the numerator in our original integral, while both
canceling the appropriate terms in the denominator and pulling out the kT and the
ex
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By first combining the logarithms at their respective points of evaluation, with
the note that y2 + y1 = 0 as we symmetrically approach both infinities, and placing











































∝ ex (x− 2)e
x + x+ 2
(ex − 1)3
(6.12)
The graph of this curve is shown assuming that kT = 1
40
eV for room tempera-
ture. The full width at half-maximum is approximately 5.4kT or 135 meV .
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Figure 6.9: Thermal broadening effect on band edge determination
6.2.5 Method of Current Simulation
This section will go through how one models the behavior of a dI
dV
curve by starting
with some fundamental steps. In the Bardeen approach to tunneling, the simulated

















ρS(EF − eV + ε)ρT (EF + ε)T (z, V, E)dε (6.13)
There are a few considerations to make here. The first is that the finite tem-
perature is incorporated into the bracketed term via the Fermi-Dirac distribution
(shortcut: f̃). We assume that the tip has a constant density of states, and that the
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sample density of states (ρS) includes only one band at the K point of the Brillouin
zone defined by Eonset and represented by a step function at that value (for now,
let us only consider the conduction band). Lastly, the T is the tunneling coefficient,
which is not constant, and given by the following form:


































































With the appropriate parameters selected, this expression can be evaluated and
optimized to fit a conductance curve, where one has the capability of extracting the
Eonset term based on least squares regression analysis. The parameters used were
the following: m0 (free electron mass), ΦS = 5.1 eV (monolayer MoS2) [136, 137] or
5.8 eV (monolayer WS2) [19], and ΦT = 4.5 eV (tungsten metal tip work function).
In this case, the decay constant of the tunneling probability depends on the parallel




This treatment of parallel momentum in the tunneling probability term is also
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implemented in another reported work [93]. The effective mass of the electron (m∗)
is given the value of 0.35m0 and 0.3m0 for MoS2 and WS2, respectively [30, 15].
Parameters for the alloyed samples were linearly modulated between MoS2 and WS2
for the calculations. The k2‖ term can be found with the lattice constants, which yields
k‖ = 1.33 Å
−1 at the K point [88]. The initial distance from the tip to the sample was
approximated to be 5 Å, for reasons that will be presented after tip-induced band
bending.
6.2.6 Tip-Induced Band Bending Considerations
In order to evaluate the effect of TIBB, the computer program SEMITIP Version
6, introduced by R. Feenstra in 2011, along with the Film2 package, was utilized
[138, 139, 140]. This program calculates the TIBB in a 2D film and includes a variety
of parameters that can be approximately very well.
Based on a charge carrier density of about 2×1012cm−2, the expected amount of
TIBB, which includes bending at the valence band and conduction band, is calculated
to be on the order of 30 meV . Since TIBB artificially enlarges the measured band
gap, this value must be subtracted from the total measured band gap. Our value of
the charge density is an appropriate approximation because samples that have not
undergone chemical processing or annealing are expected to have a charge carrier
density of around 5×1011cm−2 and lower [29]. Since our samples have been annealed
with the same conditions, we must expect there to be some non-negligible, but similar,
level of doping in all five samples.
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TIBB Parameters
Value - MoxW1−xS2 : x =
(1, 0.5, 0.25, 0.1, 0)
Parameter Definition
10 Tip Radius (nm)
0.6 Thickness of Total Film (nm)
0.5 Contact Potential (eV) [143, 145]
1 Number of Different Semiconductor Regions
(2.2, 2.25, 2.33, 2.39, 2.45) Band Gap (eV)
(0.35, 0.36, 0.38, 0.4, 0.3) Conduction Band Effective Mass
0.44 Light Hole Effective Mass
(0.14, 0.23, 0.27, 0.33, 0.4) Spin-Orbit Coupling (eV)
1 Degeneracy Indicator (1 = Degenerate)
0 Inversion Indicator (0 = Possible Inversion)
4 Dielectric Constant in Film [146]
3.8 Dielectric Constant in Substrate
300 Temperature (K)
1 Different Types of Surfaces
2× 1012 Density of Charge Carriers (cm−2)
6.2.7 STS data and results for TMDC alloys
Eighty sets of STS data were recorded per sample and randomly selected subsets of
data were averaged and compared in Figure 6.10. We generated dI/dV curves to
achieve a more accurate representation of our data. Although this model does take
into account the spin-orbit coupling based on the reflectance contrast measurements,
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Figure 6.10: The STS data for each material is presented in order from MoS2 and
slowly increasing concentrations of W until WS2. Each set of STS is accompanied by
a model which was optimized to fit the onset of current increase, and thus allows for
the extraction of a band edge.
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Figure 6.11: This table summarizes the values of the band gaps, A exciton and its
binding energy, B exciton, and A-B exciton separation (including TIBB).
it does not take into account all electronic states in the band structure of the relevant
material. Creating an even more rigorous model is possible if one were to confidently
know the position of each of the onsets of the different parts of the Brillouin zone,
but this would prove rather difficult given the complex nature of the band structure.
Using only the K points of each material, optimized models are completed and are
as closely-matched to the data with least squares regression. It should be noted that
the spin-orbit coupling does not alter the predicted current by more than 5% in the
energy range of interest, but it was added for completion.
Using only the first electronic state of each material, optimized models are com-
pleted and are as closely-matched to the data with least squares regression. The
instrument’s average background plus three sigma of its standard deviation is sub-
tracted from the data to provide a set of data whose noise will not influence the
outcome of the model fitting procedure. The data set over which the least squares
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Figure 6.12: Example graph showing how the relevant data for χ2 minimization is
selected
regression is performed is determined in two ways. The lower bound is a factor of 7
above the average background. The upper bound is an additional 500 mV away from
the low voltage bound. See the main text for the additional parameters used in this
formulation.
The MoS2 and WS2 monolayer quasi-particle band gaps are found to be 2.17±
0.04 eV and 2.38 ± 0.06 eV , respectively. These two values represent the endpoints
of the band gap dependence on concentration, and the remaining values are shown in
Figure 6.11.
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The assignment of the onsets in the STS data as the K and K ′ points of the
Brillouin zone is an appropriate one because of the consistency with other experi-
mental observations for the size of the A exciton binding energy [15]. In the scenario
for the monolayers where the STS do not reflect the K/K ′ points for either the con-
duction or valence band, we would have to interpret the onsets in current as other
parts of the Brillouin zone. In the case of the conduction band of MoS2, the Q point
(between K and Γ) would have the next highest energy [61, 62, 92, 93, 39], and thus
it could be temporarily claimed that the energy difference between the Q point in the
conduction band and K point in the valence band is 2.17± 0.04 eV .
However, this value would not be consistent with previously measured values
of the exciton binding energy since the Q point is on the order of 200 meV higher
in energy for monolayer MoS2 [92, 124]. This energy spacing would suggest that the
K-K energy gap is under 2 eV , which when coupled to the 1.86 eV value of the
exciton transition in monolayer MoS2, would yield an incompatible binding energy
of approximately 100 meV , after including effects from tip-induced band bending
(TIBB). We interpret the two main onsets in MoS2 as the K points in the Brillouin
zone, and this verifies that our scanning parameters are sufficient to probe these
points. Our interpretation is also consistent with previously reported results [141].
The extracted band gap values are presented in Figure 6.11, along with extracted
values of the binding energy for the A exciton of each material, which are found by
subtracting the value of the A exciton resonance in the reflectance contrast from the
single-particle band gap found from the STS. TIBB is also substracted from the total
band gap value. There is an overall trend for the binding energy to increase as a
function of increasing tungsten concentration, yielding 310 ± 40 meV and 360 ± 60
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meV for MoS2 and WS2, respectively. This trend appears to have discrepancies with
our previously reported optical measurements. These previously reported results were
described with theories that do not explicitly include the effect of the environmental
dielectric screening.
For the case of MoS2, binding energies in this range are to be expected when the
effective environmental dielectric screening is approximately 2 [144]. For the case of
WS2, the supporting information of [15] reports calculations for the binding energy of
WS2 that include the dielectric screening of the environment at a very similar value
of 2.1, which yields a possible binding energy exceeding 400 meV at 20 K. These
trends are also in agreement with DFT calculations presented in [114].
The trend for the binding energies, which appears to have a hooked behav-
ior, is not predicted in any elaborate way. One can deduce that since the mobility
and effective masses as a function of concentration also demonstrate some hook-type
behavior[117], and given the apparent scaling of effective electron mass with binding
energy, this trend is most likely a result of the effective mass being larger in the
alloyed materials than MoS2 and WS2.
In conclusion, we studied the optical response of MoS2, Mo0.5W0.5S2, Mo0.25W0.75S2,
Mo0.1W0.9S2, and WS2 over a spectral range of 1.7-2.5 eV using reflectance spec-
troscopy, and examined the behavior of the band gap of each of the materials using
scanning tunneling spectroscopy. We find that the a number of the properties of the
TMDC alloys are dependent on the concentration of the transition metal, including
the position of the A and B exciton, the A-B separation energy as it reflects the
nature of the spin-orbit coupling, the band gap, and the A exciton binding energies.
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Figure 6.13: (a) The quasi-particle band gap and A exciton binding energies, which
required the STS and reflectance contrast data to be inferred, are presented in blue
and purple, respectively. (b) Reflectance contrast peak data are presented here.
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Chapter 7
Future and Concluding Remarks
The purpose of this chapter will be to review everything that has been presented
in this dissertation. Afterward, there will be a brief discussion on possible future
projects that can be realized and explored with TMDCs, followed by the concluding
remarks.
7.1 Overall Summary
Chapter 1 focused on the concepts required to understand what is presented here.
This was mostly done for the benefit of the reader, specifically for those with a limited
background in physics or condensed matter. In Chapter 2, the experimental equip-
ment and various setups were introduced to give the reader a comfortable understand-
ing of the most commonly-used techniques for the presented projects. The concepts
of Raman spectroscopy, photoluminescence (PL) spectroscopy, PL Excitation spec-
troscopy, reflectance contrast spectroscopy, and scanning tunneling microscopy were
addressed.
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In Chapter 3, “Fabrication of Samples for Minor Project Contributions”, I de-
scribe the various methods of sample fabrication required for the projects in which I
was not in a leading role. Due to the amount of time spent in sample fabrication, I
feel that although I played smaller roles, there were quite a few of them. In this re-
spect, these contributions allowed for the acquisition of data leading to the presented
results.
In Chapter 4, “Sample Fabrication for Major Projects”, the various methods
of sample preparation and fabrication required are presented for projects in which
I played a leading role. More specifically, I go through the details of building het-
erostructures and preparing samples for STM scanning with the use of chemical-free
gold deposition. The samples made for these projects required, in my humble opinion,
a lot of delicate care and patience.
In Chapter 5, “TMDC Heterostructure Dynamics”, I explore the Kramers-
Kronig relations for deriving the dielectric function of several TMDC materials. Its
significance is subsequently realized in a project involving TMDC heterostructures,
one built of sulfur compounds, and the other built of selenium compounds. The
charge transfer processes were deciphered by applying the Kramers-Kronig analysis
on the reflectance data of these TMDCHs.
In Chapter 6, “Scanning Tunneling Microscopy of TMDCHs and TMDC Al-
loys”, I address two seperate TMDC systems. The first, more lightly-touched-upon,
system is the the sulfur-based heterostructure, and the measurements of the band
gaps of the individual layers, as well as the heterostructure itself, are presented. The
other system is the TMDC alloy, where bulk crystals whose concentrations of molyb-
denum and tungsten have been altered and randomized to allow for a hybrid TMDC
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monolayer to exist with the following chemical composition: MoxW1−xS2. STS and
reflectance data allow for the extraction of band gap and binding energy values as a
function of transition metal concentration.
In Appendix A, I debrief the reader on all projects in which I participated.
Working with TMDCs in general has proven to be a very fruitful endeavor, especially
considering the recent and drastic increase in their popularity. In Appendix B, I list
every sample I made for use in the various projects presented here, as well as samples
that have not been as fruitful in their exploration. In Appendix C, photos for all used
setups are given with the hope that they may clarify some questions regarding their
construction and functionality.
7.2 Possible Future Studies
Future studies for world of TMDCs are ample in opportunity. One direction that
can be taken is to explore the alloyed TMDCs to a much greater extent than has
already been accomplished. One could do a similar study with regarding STM with
selenium-based alloys rather than my sulfur-based ones. Another direction could be
to build or grow heterostructures out of alloyed materials to modulate charge transfer
excitonic states. Since the regular band gap is modulated, if there exists a charge
transfer state, it will undoubtedly change its energy as the two constituent materials’
excitons have their energies changed.
There has been some interest in new graphene-like materials that are relatively
new, such as silicene or phosphorene. As the idea of combining graphene and TMDCs
to make devices has grown generously over the course of the last few years, so will the
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idea of adding in these new two-dimensional materials, despite their air sensitivity
in some cases. Based on the new center formed between Columbia and CUNY (City
College), it appears that future research will focus on the assembly of superstratic
(layered) and superatomic solids.
Research possibilities can also include a more thorough investigation of the
higher-energy transitions of all TMDCs, beyond the A and B exciton. And the list
may continue for many pages more, but for now, let us wrap up the small picture
of semiconductor research that will hopefully have its niche within the “big” picture
that is all of physics.
7.3 Final Remarks
As with most academic pursuits, there is never enough time to figure out all the
details for all the phenomena in the Universe. So if I were to remain a graduate
student forever, I would continue my current career by exploring all the studies I just
listed. I will not repeat my acknowledgments verbatim, but I would like to repeat
that I am truly grateful for the experiences I have gained at Columbia and everybody
I have interacted with who played any role during my stay.
So I want to thank you, the reader, as well, for taking time to look at this
thesis, whether it was for browsing or perusal, research or recreation, or even if by
some random chance this thesis has crossed your path to whatever academic or non-
academic destination you set out for.
From here, I hope to pursue a role that will ultimately help humankind face
inevitable problems related to energy consumption. And with that, I leave you with
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a quote from the 2001 film Waking Life:
Things have been tough lately for dreamers. They say dreaming is dead,
no one does it anymore ... Well, I’m trying to change all that, and I hope
you are too. By dreaming, every day. Dreaming with our hands and
dreaming with our minds. Our planet is facing the greatest problems it’s
ever faced, ever. So whatever you do, don’t be bored, this is absolutely
the most exciting time we could have possibly hoped to be alive.
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This appendix will summarize projects in which I had participated.
Project Alpha (α)
The exciton binding energy for the A transition of WS2 is investigated theoretically
and experimentally.
Status: Published/Complete (see [15])
Project Bravo (β)
The basic optical properties of monolayer Gallium Selenide (GaSe), Tantalum Disul-
fide (TaS2), and Gallium Telluride (GaTe) are sought. This project was met with




The dielectric functions of monolayer TMDCs (like MoS2, WS2, MoSe2, and WSe2)
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are empirically extracted from reflectance contrast and transmission measurements.
Status: Published/Complete (see [31])
Project Delta (δ)
An extension of Project α, this project involves the application of a bias voltage at
low temperatures to address what occurs to the exciton binding energy and any trion
activity.
Status: Published/Complete (see [29])
Project Echo (ε)
A study of the exciton binding energy of the B transition of MoS2 via room temper-
ature photoluminescence excitation spectroscopy is conducted.
Status: Published/Complete (see [30])
Project Foxtrot (φ)
TMDC heterostructure dynamics are investigated with stacked monolayers of MoS2/WS2
and MoSe2/WSe2, with emphasis on charge transfer processes.
Status: Published/Complete (see [36])
Project Golf (γ)
Magneto-photoluminescence techniques are implemented to examine the nature of
valley splitting and polarization due to the Zeeman effect in MoSe2.
Status: Published/Complete (see [32])
Project Hotel (X)
Pump-probe measurements are done on WS2, yielding a behavior indicative of the
“inversion population” phenomenon near the A transition, which we now identify
as giant band gap renormalization. This project explores the regime of high charge
density and the “excitonic plasma”.
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Status: Published/Complete (see [35])
Project India (ι)
Pump-probe measurements are done on WS2 to further understand the relaxation
process after an exposure to a moderately powerful laser source. Charge densities are
intermediate compared to those from Project X.
Status: Published/Complete
Project Juliet ($)
Scanning tunneling microscopy (STM) measurements are performed on a set of TMDC
heterostructures to gain insight on the band alignment of this junction. Claims about




This project explores alloyed TMDCs and a combination of reflectance contrast and
STM measurements are obtained to determine band gap dependence on different
concentrations of molybdenum and tungsten.
Status: Published/Complete
Project Lima (λ)
An initiative by Brookhaven National Laboratory, this project was meant to attempt
to create a TMDC heterostructure with an observable PL signature of the interlayer
charge-transfer exciton by using only exfoliated monolayers. Despite my best efforts,





The new materials Hafnium Disulfide (HfS2), Zirconium Disulfide (ZrS2), and Hafnium
Diselenide (HfSe2) are explored for PL, Raman, and reflectance properties. Difficul-
ties lie with the ZrS2 crystal being very difficult to exfoliate, and with the lack of




Project Novemeber is unrelated to general research. The new lab space at Stanford
University is designed, developed, and implemented as part of an ongoing collabo-
ration with Gordon Prill, Inc’s designer Carisa Nakano. Project ν also involves the
administrative processing of the six Columbia students’ transitions to Stanford as
non-matriculated graduate students in the Exchange Scholar Program. It is my re-




This project is an exploration of pump-probe and time-resolved measurements on




Measurements are continued from Project Golf, with ongoing focus on the effects of




Project Quebec was an older project that involves the quenching behaviors of MoS2
on graphene as a function of layer number. The concepts of energy and charge transfer
are explored on graphene-WS2 heterostructures.
Status: Published/Complete
Project Romeo (ρ)
Project Romeo is a theoretical extension of Project Foxtrot. The dynamics of charge
and energy transfer are modeled with theory by the Santos group in Belfast, UK.
Status: Ongoing
Project Sierra (σ)
This project is also unrelated to research. It is a systematic processing of data and
organization of all projects done during time spent at both Columbia University




Investigation of TMDCs on patterned substrate consisting of raised dot-like structures
to induce strain on layers placed on top. This project looks to examine the properties
of superatomic MoS2 whose pseudo-atoms are formed by the dot array - these arrays
have adjustable “lattice constants”.
Status: Ongoing
Project Uniform (Υ)
Samples provided for an investigation into the occupation of K’ valleys and its effect
170
on second harmonic generation signals from WS2. In part, conducted in parallel with





A project from my undergraduate years in which the growth of graphene nanocrystals
by molecular beam deposition is demonstrated. Characterization by Raman and near
edge X-ray absorption fine structure spectroscopies reveal a sp2 hybridized hexagonal
carbon lattice in the nanocrystals.




A project from my undergraduate years in which unexpected low energy excitations
of fully spin-polarized, composite-fermion ferromagnets in fractional quantum Hall
liquids are found. They result from a complex interplay between a topological order
manifesting through new energy levels and a magnetic order due to spin polarization.






Table B.1: Material Labels
Letter Material Number of Samples
M Molybdenum Disulfide (MoS2) 25
W Tungsten Disulfide (WS2) 101
MS Molybdenum Diselenide (MoSe2) 32
WS Tungsten Diselenide (WSe2) 4
GS Gallium Selenide (GaSe) 4*
GT Gallium Telluride (GaTe) 9*
T Tantalum Disulfide (TaS2) 4*
Hf Hafnium Oxide (HfO2) 1
H Hafnium Disulfide (HfS2) 4
HS Hafnium Diselenide (HfSe2) 4
Z Zirconium Disulfide (ZS2) 4
K Alloyed Sulfide-Based Material (MoxW1−xS2) 20
KS Alloyed Selnide-Based Material (MoxW1−xSe2) 8
G Graphene (for heterostructures only) 10*
*Part of major projects not relevant to dissertation
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Table B.2: Molybdenum Disulfide Sample History
Sample Creation Date Method and Substrate Current Status
M1 06/05/2012 Piranha/SiO2 Unknown
M2 06/05/2012 Piranha/SiO2 Unknown
M3 06/05/2012 Piranha/SiO2 Unknown
M4 06/05/2012 Piranha/Quartz Unknown
M5 06/12/2012 Piranha/SiO2 Unknown
M6 06/12/2012 Piranha/SiO2 Unknown
M7 06/12/2012 Piranha/SiO2 Unknown
M8 11/27/2012 Piranha/SiO2 Unknown
M9 11/27/2012 Piranha/SiO2 Unknown
M10 11/27/2012 Piranha/SiO2 Unknown
M11 11/27/2012 Piranha/SiO2 Unknown
M12 11/28/2012 Piranha/SiO2 Unknown
M13 2/26/2013 Piranha/SiO2 Active
M14 2/26/2013 Piranha/SiO2 Destroyed
M15 2/26/2013 Piranha/SiO2 Active
M16 2/17/2014 Piranha/Quartz Active
M17 2/17/2014 Piranha/Quartz Decommissioned
M18 2/17/2014 Piranha/Quartz Active
M19 2/17/2014 Piranha/Quartz Decommissioned
M20 2/17/2014 IPA/Quartz Active
M21 4/11/2013 CVD/Quartz Active
M21b 4/17/2014 Piranha/Quartz Active
M22 4/17/2014 Piranha/Quartz Active
M23 4/17/2014 Piranha/Quartz Active
M24 4/17/2014 Piranha/Quartz Active
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Table B.3: Tungsten Disulfide Sample History
Sample Creation Date Method and Substrate Current Status
W1 4/16/2013 Piranha/SiO2 Decommissioned
W2 4/16/2013 Piranha/SiO2 Active
W3 4/16/2013 Piranha/SiO2 Active
W4 4/16/2013 Piranha/SiO2 Active
W5 6/3/2013 Oxy/SiO2 Decommissioned
W6 6/3/2013 Oxy/SiO2 Decommissioned
W7 6/5/2013 Piranha/SiO2 Decommissioned
W8 6/5/2013 Piranha/SiO2 Destroyed
W9 6/5/2013 Piranha/SiO2 Decommissioned
W10 6/26/2013 Piranha/SiO2 Decommissioned
W11 6/26/2013 Piranha/SiO2 Decommissioned
W12 6/26/2013 Piranha/SiO2 Active
W13 6/26/2013 Piranha/SiO2 Active
W14 6/28/2013 IPA/SiO2 Destroyed
W15 6/28/2013 IPA/SiO2 Destroyed
W16 7/25/2013 Piranha/Quartz Decommissioned
W17 7/25/2013 Piranha/Quartz Decommissioned
W18 7/25/2013 Piranha/Quartz Decommissioned
W19 7/25/2013 Piranha/Quartz Decommissioned
W20 8/1/2013 Piranha/Quartz Decommissioned
W21 8/1/2013 Piranha/Quartz Decommissioned
W22 8/1/2013 Piranha/Quartz Destroyed
W23 8/1/2013 Piranha/Quartz Decommissioned
W24 8/7/2013 Piranha/Quartz Active
W25 8/7/2013 Piranha/Quartz Destroyed
W26 8/7/2013 Piranha/Quartz Decommissioned
W27 8/7/2013 Piranha/Quartz Decommissioned
W28 8/12/2013 PPC/PDMS Active
W29 8/12/2013 MoS2/SiO2 Destroyed
W30 9/19/2013 Piranha/SiO2 Decommissioned
W31 9/19/2013 Piranha/SiO2 Decommissioned
W32 9/19/2013 Piranha/SiO2 Decommissioned
W33 9/19/2013 Piranha/SiO2 Decommissioned
W34 9/19/2013 Piranha/SiO2 Active
W35 9/19/2013 Piranha/SiO2 Decommissioned
W36 9/19/2013 Piranha/SiO2 Active
W37 9/23/2013 PMMA/SiO2 Active
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Table B.4: Tungsten Disulfide Sample History continued
Sample Creation Date Method and Substrate Current Status
W38 9/23/2013 PMMA/SiO2 Destroyed
W39 9/23/2013 PMMA/SiO2 Destroyed
W40 9/23/2013 PMMA/SiO2 Destroyed
W41 9/25/2013 Oxy/SiO2 Active
W42 9/25/2013 Oxy/SiO2 Active
W43 9/25/2013 Oxy/SiO2 Active
W44 9/25/2013 Oxy/SiO2 Decommissioned
W45 10/10/2013 Oxy/SiO2 Active
W46 10/10/2013 Oxy/SiO2 Decommissioned
W47 10/10/2013 Oxy/SiO2 Decommissioned
W48 10/10/2013 Oxy/SiO2 Active
W49 10/14/2013 Piranha/SiO2 Decommissioned
W50 10/14/2013 Piranha/SiO2 Destroyed
W51 10/14/2013 Piranha/SiO2 Destroyed
W52 10/14/2013 Piranha/SiO2 Destroyed
W53 11/8/2013 Piranha/SiO2 Destroyed
W54 11/8/2013 Piranha/SiO2 Destroyed
W55 11/8/2013 Piranha/SiO2 Active
W56 11/8/2013 Piranha/SiO2 Active
W57 11/8/2013 Piranha/SiO2 Destroyed
W58 11/25/2013 PPC/SiO2 Decommissioned
W59 11/25/2013 PPC/SiO2 Decommissioned
W60 11/25/2013 PPC/SiO2 Active
W61 11/25/2013 PPC/SiO2 Destroyed
W62 12/3/2013 Piranha/SiO2 Decommissioned
W63 12/3/2013 Piranha/SiO2 Decommissioned
W64 12/3/2013 Piranha/SiO2 Active
W65 12/3/2013 Piranha/SiO2 Active
W66 12/3/2013 Piranha/SiO2 Active
W67 12/3/2013 Piranha/SiO2 Decommissioned
W68 12/3/2013 Piranha/SiO2 Active
W69 12/3/2013 Piranha/SiO2 Decommissioned
W70 12/3/2013 Piranha/SiO2 Decommissioned
W71 12/3/2013 Piranha/SiO2 Decommissioned
W72 12/4/2013 PPC/PDMS Decommissioned
W73 12/4/2013 PPC/PDMS Decommissioned
W74 12/4/2013 PPC/PDMS Active
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Table B.5: Tungsten Disulfide Sample History continued
Sample Creation Date Method and Substrate Current Status
W75 12/4/2013 PPC/PDMS Decommissioned
W76 1/17/2014 Piranha/SiO2 Active
W77 1/1/2014 CVD Active
W78 1/17/2014 Piranha/SiO2 Decommissioned
W79 1/17/2014 Piranha/SiO2 Decommissioned
W80 1/17/2014 Piranha/SiO2 Decommissioned
W81 1/17/2014 Piranha/SiO2 Decommissioned
W82 1/17/2014 Piranha/SiO2 Active
W83 1/17/2014 Piranha/Quartz Decommissioned
W84 1/17/2014 Piranha/Quartz Active
W85 4/9/2014 Piranha/Quartz Destroyed
W86 4/9/2014 Piranha/Quartz Destroyed
W87 4/9/2014 Piranha/Quartz Destroyed
W88 4/9/2014 Piranha/Quartz Destroyed
W89 6/4/2014 Oxy/Quartz Active
W90 6/4/2014 Oxy/Quartz Active
W91 6/4/2014 Oxy/Quartz Active
W92 3/30/2015 Oxy/Quartz Destroyed
W93 4/6/2014 Oxy/Quartz Active
W94 4/6/2014 Oxy/Quartz Active
W95 4/6/2014 Oxy/Quartz Active
W96 4/6/2015 Oxy/Quartz Active
W97 5/6/2015 Oxy/Quartz Active
W98 5/6/2015 Oxy/Quartz Active
W99 5/6/2015 Oxy/Quartz Active
W100 5/6/2015 Oxy/Quartz Active
W101 5/6/2015 Oxy/Quartz Active
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Table B.6: Molybdenum Diselenide Sample History
Sample Creation Date Method and Substrate Current Status
MS1 Unknown Unknown Unknown
MS2 Unknown Unknown Unknown
MS3 Unknown Unknown Unknown
MS4 Unknown Unknown Unknown
MS5 Unknown Unknown Unknown
MS6 Unknown Unknown Unknown
MS7 Unknown Unknown Unknown
MS8 Unknown Unknown Unknown
MS9 11-Apr-14 Oxy/Quartz Destroyed
MS10 4/11/2014 Oxy/Quartz Active
MS11 4/11/2014 Oxy/Quartz Active
MS12 4/11/2014 Oxy/Quartz Decommissioned
MS13 4/11/2014 Oxy/Quartz Active
MS14 6/11/2014 Oxy/Quartz Decommissioned
MS15 6/11/2014 Oxy/Quartz Decommissioned
MS16 8/22/2014 Oxy/Quartz Decommissioned
MS17 8/22/2014 Oxy/Quartz Decommissioned
MS18 8/22/2014 Oxy/Quartz Decommissioned
MS19 8/22/2014 Oxy/Quartz Decommissioned
MS20 10/27/2014 Oxy/SiO2 Decommissioned
MS21 10/27/2014 Oxy/SiO2 Decommissioned
MS22 10/27/2014 Oxy/SiO2 Active
MS23 10/27/2014 Oxy/SiO2 Decommissioned
MS24 10/28/2014 Oxy/SiO2 Active
MS25 10/28/2014 Oxy/SiO2 Active
MS26 10/28/2014 Oxy/SiO2 Active
MS27 10/28/2014 Oxy/SiO2 Active
MS28 10/28/2014 Oxy/SiO2 Active
MS29 2/9/2015 Oxy/SiO2 Active
MS30 2/9/2015 Oxy/SiO2 Active
MS31 2/9/2015 Oxy/SiO2 Active
MS32 2/9/2015 Oxy/SiO2 Active
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Table B.7: Tungsten Diselenide Sample History
Sample Creation Date Method and Substrate Current Status
WS1 10/28/2014 Oxy/SiO2 Active
WS2 10/28/2014 Oxy/SiO2 Active
WS3 10/28/2014 Oxy/SiO2 Active
WS4 10/28/2014 Oxy/SiO2 Active
Table B.8: Heterostructure Sample History
Sample Creation Date Method and Substrate Current Status
HfW1 10/15/2013 HfO2/SiO2 Active
WM1 11/20/2013 CVD MoS2/SiO2 Destroyed
WM2 2/6/2014 Piranha/SiO2 Active
MW1 4/9/2014 Oxy/Quartz Active
MW2 4/9/2014 Oxy/Quartz Active
WeMe1 5/7/2014 Oxy/Quartz Active
MW3 6/9/2014 Oxy/Quartz Active
WeMe2 6/9/2014 Oxy/Quartz Active
WeMe3 6/11/2014 Oxy/Quartz Active
WM3 7/29/2014 Oxy/Quartz Active
WM4 12/9/2014 Oxy/SiO2 Active
WG1 3/23/2015 Oxy/Quartz Active
WG2 3/30/2015 Oxy/Quartz Active
WG3 3/30/2015 Oxy/Quartz Active
WG4 4/30/2015 Oxy/Quartz Active
WG5 4/30/2015 Oxy/Quartz Active
WG6 4/30/2015 Oxy/Quartz Active
WG7 5/3/2015 Oxy/Quartz Active
WG8 5/3/2015 Oxy/Quartz Active
WG9 5/3/2015 Oxy/Quartz Active
WG10 5/3/2015 Oxy/Quartz Active
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Table B.9: Project β and µ Sample History
Sample Creation Date Method and Substrate Current Status
GS1 5/6/2013 Oxy/Quartz Decommissioned
GS2 5/6/2013 Oxy/Quartz Decommissioned
GS3 5/6/2013 Oxy/Quartz Decommissioned
GS4 5/6/2013 Oxy/Quartz Decommissioned
GT1 6/3/2013 Oxy/Quartz Decommissioned
GT2 6/3/2013 Oxy/Quartz Decommissioned
GT3 6/3/2013 Oxy/Quartz Decommissioned
GT4 6/3/2013 Oxy/Quartz Decommissioned
GT5 6/3/2013 Oxy/Quartz Decommissioned
GT6 7/16/2013 Oxy/Quartz Decommissioned
GT7 7/16/2013 Oxy/Quartz Decommissioned
GT8 7/16/2013 Oxy/Quartz Decommissioned
GT9 7/16/2013 Oxy/Quartz Decommissioned
T1 10/6/2013 Oxy/Quartz Decommissioned
T2 10/6/2013 Oxy/Quartz Decommissioned
T3 10/6/2013 Oxy/Quartz Decommissioned
T4 10/6/2013 Oxy/Quartz Decommissioned
Z1 10/6/2013 Oxy/Quartz Decommissioned
Z2 10/16/2014 Oxy/Quartz Decommissioned
Z3 10/16/2014 Oxy/Quartz Decommissioned
Z4 10/16/2014 Oxy/Quartz Decommissioned
H1 10/16/2014 Oxy/Quartz Decommissioned
H2 10/16/2014 Oxy/Quartz Decommissioned
H3 10/16/2014 Oxy/Quartz Decommissioned
H4 10/16/2014 Oxy/Quartz Decommissioned
HS1 10/16/2014 Oxy/Quartz Decommissioned
HS2 10/16/2014 Oxy/Quartz Decommissioned
HS3 10/16/2014 Oxy/Quartz Decommissioned
HS4 10/16/2014 Oxy/Quartz Decommissioned
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Table B.10: Alloyed TMDC Sample History
Sample Creation Date Method and Substrate Concentration Current Status
K1 7/14/2014 Oxy/Quartz Mo0.5W0.5S2 Active
K2 7/14/2014 Oxy/Quartz Mo0.5W0.5S2 Active
K3 7/14/2014 Oxy/Quartz Mo0.5W0.5S2 Active
K4 7/14/2014 Oxy/Quartz Mo0.5W0.5S2 Active
K5 11/24/2014 Oxy/SiO2 Mo0.5W0.5S2 Decommissioned
K6 11/24/2014 Oxy/SiO2 Mo0.5W0.5S2 Decommissioned
K7 11/24/2014 Oxy/SiO2 Mo0.5W0.5S2 Decommissioned
K8 11/24/2014 Oxy/SiO2 Mo0.5W0.5S2 Decommissioned
K9 12/7/2014 Oxy/SiO2 Mo0.1W0.9S2 Active
K10 12/7/2014 Oxy/SiO2 Mo0.1W0.9S2 Active
K11 12/7/2014 Oxy/SiO2 Mo0.1W0.9S2 Active
K12 12/7/2014 Oxy/Quartz Mo0.1W0.9S2 Active
K13 12/7/2014 Oxy/SiO2 Mo0.25W0.75S2 Active
K14 12/7/2014 Oxy/SiO2 Mo0.25W0.75S2 Active
K15 12/7/2014 Oxy/SiO2 Mo0.25W0.75S2 Active
K16 12/7/2014 Oxy/Quartz Mo0.25W0.75S2 Active
K17 1/7/2015 Oxy/SiO2 Mo0.25W0.75S2 Active
K18 1/7/2015 Oxy/SiO2 Mo0.25W0.75S2 Decommissioned
K19 1/7/2015 Oxy/SiO2 Mo0.25W0.75S2 Decommissioned
K20 1/7/2015 Oxy/SiO2 Mo0.25W0.75S2 Decommissioned
KS1 7/30/2014 Oxy/Quartz Mo0.5W0.5Se2 Active
KS2 7/30/2014 Oxy/Quartz Mo0.5W0.5Se2 Active
KS3 7/30/2014 Oxy/Quartz Mo0.5W0.5Se2 Active
KS4 7/30/2014 Oxy/Quartz Mo0.5W0.5Se2 Active
KS5 11/15/2014 Oxy/SiO2 Mo0.5W0.5Se2 Active
KS6 11/15/2014 Oxy/SiO2 Mo0.5W0.5Se2 Active
KS7 11/15/2014 Oxy/SiO2 Mo0.5W0.5Se2 Active




This Appendix shows the setups as they were when used for experiments. Figures C.1
and C.2 show the Renishaw, Figures C.3 and C.4 show the PLE setup, and Figure
C.5 shows the Reflectance Contrast Setup.
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Figure C.1: Renishaw InVia Raman Microscope
Figure C.2: Renishaw - Inner Workings
182
Figure C.3: Photoluminescence Excitation Spectroscopy Setup: First Half
Figure C.4: Photoluminescence Excitation Spectroscopy Setup: Second Half
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Figure C.5: Reflectance Contrast Spectroscopy Setup
