A primary challenge for a new generation of reservoir simulators is the accurate description of multiphase flow in highly heterogeneous media and very complex geometries. However, many initiatives in this direction have encountered difficulties in that current solver technology is still insufficient to account for the increasing complexity of coupled linear systems arising in fully implicit formulations. In this respect, a few works have made particular progress in partially exploiting the physics of the problem in the form of two-stage preconditioners.
Two-stage preconditioners are based on the idea that coupled system solutions are mainly determined by the solution of their elliptic components (i.e., pressure). Thus, the procedure consists of extracting and accurately solving pressure subsystems. Residuals associated with this solution are corrected with an additional preconditioning step that recovers part of the global information contained in the original system.
Optimized and highly complex hierarchical methods such as algebraic multigrid (AMG) offer an efficient alternative for solving linear systems that show a "discretely elliptic" nature. When applicable, the major advantage of AMG is its numerical scalability; that is, the numerical work required to solve a given type of matrix problem grows only linearly with the number of variables. Consequently, interest in incorporating AMG methods as basic linear solvers in industrial oil reservoir simulation codes has been steadily increasing for the solution of pressure blocks.
Generally, however, the preconditioner influences the properties of the pressure block to some extent by performing certain algebraic manipulations. Often, the modified pressure blocks are "less favorable" for an efficient treatment by AMG. In this work, we discuss strategies for solving the fully implicit systems that preserve (or generate) the desired ellipticity property required by AMG methods. Additionally, we introduce an iterative coupling scheme as an alternative to fully implicit formulations that is faster and also amenable for AMG implementations. Hence, we demonstrate that our AMG implementation can be applied to efficiently deal with the mixed elliptic-hyperbolic character of these problems. Numerical experiments reveal that the proposed methodology is promising for solving large-scale, complex reservoir problems.
Introduction
The implementation of robust and efficient solvers for fully implicit formulations is one of the main challenges that most simulator developers currently face in the oil industry. The core of the computation at each time step is governed by the successive solution of coupled linear systems (namely, Jacobian systems) that represents the behavior of different physical entities sharing the same discretization element. Generally, these systems are highly nonsymmetric and indefinite. Moreover, the condition number and degree of coupling of these systems may be subject to dramatic changes due to abrupt flow variations induced by the highheterogeneity and complex well operations during the simulation process. Standard solvers for these systems are still in the early stages of development, despite the intense research activity during the 70's and 80's by several oil companies [1] [2] [3] [4] [5] and a recent resurgence of interest in the development of a new generation of reservoir simulators [6] [7] [8] [9] [10] [11] [12] .
Specific preconditioners for fully coupled systems are not frequently encountered in the literature, due in large part to the complexity seen in the contrasting physical behaviors of the primary variables involved: pressures (elliptic or parabolic component) and saturations or concentrations (hyperbolic or convection-dominated component) 13 . Despite the difficulty of these linear systems, there are certain desirable properties associated with each individual coefficient block. Under mild conditions, which are regularly met at a modest time-step size, each of these blocks is irreducible and diagonally dominant. In most cases, diagonal dominance is complemented by the fact that all off-diagonal entries are negative and the main diagonal entries are all positive. This set of conditions leads to the Mmatrix property, which is a desirable property for ensuring convergence of most algebraic iterative methods 14 .
One of the main motivations of the present work is to show that exploiting (and preserving) these algebraic properties of each individual block facilitates the development of robust preconditioning techniques. Moreover, corresponding preconditioners may be the result of composing different preconditioning stages to achieve further effectiveness in the solution process. More precisely, if The definition of most two-stage preconditioners in porous media flow has been founded on the basic principle that "pressure governs the solution process" 14 . Loosely speaking, this entails the application of a decoupling operator to facilitate the extraction of the pressure block, followed by the solution of the pressure system itself as the first preconditioning stage. A second stage consists of the application of a preconditioner to recover solution components related to the original coupling or to the non-pressure blocks. In this sense, the two-stage preconditioner has a close resemblance to a coarse-grid iteration where the coarse grid may be seen as the pressure block and the second stage as a smoothing step to correct residuals associated with the pressure solution.
The decoupling process, pressure solution (i.e., the first preconditioning stage), and the second preconditioning stage components must be assembled in such a way that the twostage preconditioning is as effective as possible. The decoupling should not only aid to weaken the coupling of the pressure block with respect to the other blocks; it is also desirable that the decoupling process have a preconditioning effect on the whole system as well as preserving good algebraic properties for the resulting pressure system. This will facilitate the pressure block solution. In particular, we are aiming at employing optimized and highly complex hierarchical methods, such as algebraic multigrid (AMG) 16, 17 , for that task.
Inspired by concepts from a wide range of block two-stage preconditioners such as Jacobi, Gauss-Seidel and discrete projection 14 , we propose an iterative coupling scheme as an alternative to fully-implicit formulations 18 . We have found that AMG is a very attractive option to accelerate iterative coupling computations since the pressure block is readily available in a decoupled form.
The present work explores the following issues:
1. Highlight some conditions for which two-stage preconditioners could be effective in porous media applications. 2. Analyze the potential that two-stage preconditioners based on AMG pressure solutions have in comparison with generalized AMG methods for dealing "directly" with coupled linear systems. 3. Compare AMG solution strategies for fully implicit formulations with those for iterative coupling procedures.
Two-stage Preconditioners
Efforts to develop general and efficient solvers for coupled linear systems with a mixed parabolic, elliptic character have been quite extensive in fluid dynamics applications 14, 19 . However, in the setting of porous media flow, the effort has been minimal due to the complexity of characterizing general flow and well operation situations in a reservoir.
Behie and Vinsome appear to be the first to consider combinative preconditioners for generating decoupled preconditioners in reservoir engineering applications 1 . A minor change to the concept that sought to incorporate partial saturation information was later proposed by Behie and Forsyth 20 . A decade later, Wallis proposed a two-stage preconditioning approach motivated by the idea of using an IMPES-like preconditioner suitable for coupled systems arising in fully implicit formulations 21 . This work is particularly inspired by his previous results for constrained pressure residuals (CPR) accelerations 4 . Motivated by the construction of robust physics-based preconditioners for fullyimplicit systems, Klie performed a broader analysis and other more robust extensions to the two-stage preconditioner originally given by Wallis 13 . Some of these results are treated by Dawson et al. in the context of Newton-Krylov methods for porous media flow 22 .
The implementation of two-stage preconditioners has been increasingly reported in several challenging oil applications [23] [24] [25] . Moreover, this technology is currently being considered in initiatives for the development of a new generation of reservoir simulators 6, 8 .
To further motivate and fix ideas on two-stage preconditioners, consider the coupled system arising from a fully implicit formulation, It is important to note that many factors may affect this set of desirable algebraic properties. For instance, large time steps or small pore volumes may negatively affect the diagonal dominance of the diagonal blocks of ss A and, therefore, compromise the convergence of the iterative solver. Another negative factor may also come from the well production term contribution in a compressible system. In such a case, diagonal dominance of the pressure and saturation blocks may be lost (i.e., rowsums may become negative), and convergence may not be guaranteed.
Effective extraction of the pressure block is critical to the application of a decoupling procedure that will weaken the original coupling and alternatively provide some extra preconditioning effect to the overall procedure. More precisely, given the system (1) 
Further below we discuss some possible choices for D 1 and D 2 to ensure a set of desirable properties for the implementation of the two-stage preconditioner. Given A ɶ and a residual 
Several comments are in order:
1. The computation of the exact inverse of pp A ɶ would be unlikely in large-scale settings. An iterative procedure for solving pressures will be necessary to obtain an approximation of this operator. This fact will give rise to a nested iterative procedure for which special care must be taken to tune up inner and outer tolerances. 2. There is no need to have explicit expressions for all terms involved in (3). For the sake of efficiency, the action of the two-stage preconditioner must be based on a concatenation of matrix-vector products and implicit backward and forward substitutions when factorized forms are available. Likewise, specialized (restriction and prolongation) operators can be easily constructed to perform the action of the inverse pressure block or other solution block onto a vector 13 .
3. The preconditioner 
This means that the preconditioned correction δ will disregard the saturation block solution and only the coupling between pressures and saturation would enter into the preconditioner process. Hence, a good practice is to allow M to incorporate error solution components associated with the non-pressure block solution. An ILU or block SOR type of iteration may be a reasonable choice in moderate flow situations. In this sense, M plays the role of a global smoother for a coarse-grid iteration. 
The aforementioned two-stage preconditioner may be seen as a building block for constructing more robust preconditioning strategies, namely, multi-stage preconditioners 6, 13 . For instance, inclusion of saturation/concentrations can be integrated in an additive or multiplicative fashion 14 :
( )
For reasons of efficiency, the saturation/concentrations and coupling blocks may be optionally replaced by an even sparser representation, that is, 
Decoupling Operators
Decoupling operators are necessary to weaken the existing coupling between pressure and non-pressure blocks. This operation can be seen as a preprocessing step before proceeding with the rest of the two-stage preconditioning procedure. It is important to mention that the area of decoupling operators has been addressed by some authors with certain spinoffs in the design of two-stage preconditioners 13, 23, 24, 26 .
Given system (1) and the operators introduced in (2), we identify five desirable properties to be fulfilled by decoupling operators:
1.
( ) ( )
Cond A Cond A ≤ ɶ , i.e., the decoupling operator reduces the condition number of the full system; 2.
i.e., the condition number of each of the main diagonal blocks should be improved;
3. 
Hence, Additionally, the main diagonal entries of ps A ɶ and sp A ɶ are all equal to 0. Therefore, we can expect that the degree of coupling of the off-diagonal blocks has been reduced to some extent This decoupling operator was proposed by Bank et al. 27 as the Alternate-Block Factorization (ABF) procedure and is subject to further analysis in other works 28, 29 . The ABF operator was successfully applied by Klie 13 for two-phase flow problems where Properties 1-5 from above were shown to be strongly satisfied under mild conditions (e.g., if blocks ps A and sp A satisfy the M-matrix condition). This approach was also pursued in groundwater applications 26 .
Note that the application of this decoupling procedure is simple to implement since it involves a rescaling and linear combination of the underlying data structure holding the coupled matrix. This can be realized by overwriting the underlying data structure and providing additional storage for a few vectors that hold the original block diagonals of A.
Note also that the meaning of the ABF decoupling gets particularly transparent if we consider a point-wise re-ordering of variables. Then,
with n=np denoting the total number of mesh points and ( , )
i j A representing the block of couplings between the variables sitting at point i and those sitting at point j. Observing that, with respect to the point-wise numbering,
we immediately see that A more conservative decoupling strategy (also known as quasi-IMPES) preserves most of the original structure of the coupled system 23, 24 . More precisely, it defines the decoupling operator as: 
Thus, 
Clearly, this operation preserves the coefficients of the saturation equation. Additionally, the pressure equation rows are not directly scaled but it would comprise contribution from the sp A block which generally has the M-matrix property. Yet, the main diagonal of the resulting ps A ɶ has been zeroed out.
Also, this form is less costly to perform than the ABF decoupling. As a disadvantage, Properties 1-3 stated above are weakly fulfilled 13 and a stronger preconditioning effect may be demanded from the two-stage preconditioner, namely, the 1 
M
− component of (3 
Therefore, the ABF decoupling performs a more aggressive row scaling than the quasi-IMPES decoupling operator, thus generating a stronger nonsymmetric pressure system. However, in many practical situations 13 we can find that
This illustrates the type of tradeoff that must be carefully evaluated for solving the resulting pressure system and constructing the two-stage preconditioning strategy.
Algebraic Multigrid (AMG) for Scalar and Coupled Applications
Scalable linear solvers are required to efficiently perform large-scale numerical simulations. Scalability, however, requires hierarchical algorithms which ensure a rapid reduction of both short and long range error components. A breakthrough, and certainly one of the most important advances during the last three decades, was due to the (geometric) multigrid principle 30 .
Algebraic multigrid (AMG) solvers attempt to combine the advantages of geometric multigrid with those of easy-to-use plug-in solvers 32 . In contrast to geometric multigrid, which operates on a pre-defined hierarchy of grids, AMG directly operates on the linear matrix problem which corresponds to a given discretization. Since the explicit construction of a multilevel hierarchy is part of the AMG algorithm (i.e., is invisible to a user), a corresponding solver is easy to integrate into existing simulation packages. For these reasons, algebraic multigrid solvers have become quite popular as the basic solver in various industrial simulation codes. In reservoir simulation, this was driven by ever increasing problem sizes, complex structures, heterogeneities, multiphase flows and wells which made clear the limits of classical one-level solvers.
AMG automates the complete process of creating a multilevel hierarchy. Based only on the concept of strength of connectivity between variables (in the simplest case defined by the size and sign of matrix coefficients) and by exploiting the so-called Galerkin-principle, classical AMG 31,32,16 directly mimics geometric multigrid. Sets of coarse-level variables are recursively defined by requiring the fine-to-coarse connectivity to be as strong as possible under the constraint that the sets of coarse-level variables themselves are maximally independent (w.r.t. their strong couplings). Interpolation between levels is recursively defined based on the respective matrices with weights being proportional to the matrix entries, ij a † .
The original AMG approach is effectively restricted to particular classes of problems, an important one being the class of linear algebraic systems with (approximately) weakly diagonally dominant M-matrices. Problems like this widely occur in connection with discretized scalar second-order elliptic PDEs. In such cases, AMG is very mature and can handle millions of variables much more efficiently than any one-level method and is especially suited for unstructured grids.
However, most important industrial as well as scientific applications are far from being of the appropriate type and require generalized AMG approaches. More general matrix problems do not only occur in connection with coupled PDE systems, also scalar PDE applications lead to strict Mmatrices only in simple situations. Often large positive offdiagonal entries occur, or particular rows are far from being weakly diagonally dominant. More sophisticated AMG methods are needed to make the overall approach more generally applicable and, through this, make it more interesting for industrial applications.
During the last years, systematic extensions of the classical AMG approach have been investigated. In particular, starting from early studies (mainly for semiconductor process and device applications) 33, 34 , a general AMG framework has been developed which is highly flexible in exploiting additional (e.g. user-provided) information in order to adjust its algorithmic components to specific requirements of a given problem class 17 . Most features of this framework have been realized in the software library SAMG 35 . The basic idea relies on the introduction of some auxiliary (sparse) control matrix, the so-called "primary" matrix, generally denoted by P: Rather than defining the connectivity between variables based directly on the entries of the given matrix A, it is defined via the entries of P.
Clearly, in case of scalar PDEs and dicretization matrices which are (approximately) M-matrices, the standard choice would be P=A, that is, P represents the connectivity structure between variables as provided directly by the user. In more general scalar applications, one may, for instance, define P based on geometric distances of the variables (if known), or on alternate (for instance, less accurate but simpler) discretizations. Interpolation between levels may or may not be defined based on the matrix entries of P rather than those of A. Obviously, there are various possible combinations and which one is the best, strongly depends on certain characteristics of a given application.
In the following, we consider coupled PDE systems. To be more specific, assume that we want to solve for nf physical † The whole process of coarsening is defined recursively. For simplicity, here and in the following, we refer only to the very first step of coarsening a given problem. Hence, all indices regarding coarser levels are omitted. functions such as, for instance, the pressure, the saturation of a particular species, or a velocity component. (For historical reasons, in the context of AMG, we usually call such functions "unknowns".) Often, the solution of such coupled PDE systems is done in stages, each of which requires a scalar subproblem to be solved and for which scalar AMG approaches can immediately be applied. Whether or not such an "indirect" solution approach is efficient, depends strongly on the situation. However, in many cases it will be more efficient to treat the coupled system by some "direct" AMG approach. There are various ways to do this, some ideas are outlined in the following.
"Unknown-based" AMG. Assuming the variables to be ordered unknown-wise, the discretization matrix has the form
, and a general primary matrix would look like
Analogously to the scalar case, the connectivity structure reflected by the auxiliary matrix i P is used to coarsen the i-th unknown. Moreover, interpolation is kept separate for the different unknowns, that is, variables corresponding to the i-th unknown, say, are interpolated from variables of the same type only. Concrete weights may, for example, be based on the entries of i P , [ , ] i i A or on geometric distances (if available).
Since, independent of the concrete choice of P, different unknowns are coarsened and interpolated separately ‡ , this kind of approach is called the "unknown-based" approach. Clearly, for this approach to make sense, i P should reflect the physical connectivity between variables corresponding to the i-th unknown reasonably well. For instance, for all diagonal blocks of A which are close to being weakly diagonally dominant Mmatrices, a standard choice would be i P = [ , ] i i A . However, analogous to the scalar case, various other choices are possible.
Unknown-based AMG approaches are both simple and powerful for many classes of applications, at least if the crosscouplings between unknowns do not exceed a certain strength. ‡ We point out that this does not mean that all unknowns are treated independently of each other. In fact, on each level of the multigrid hierarchy the Galerkin operators preserve cross-couplings between different unknowns. "Point-based" AMG. In more complex situations, so-called "point-based" AMG approaches may be more promising. For some rough description, we assume the set of variables to be re-numbered point-wise, resulting in the representation of A as shown in (5). We require all unknowns to be defined at the same grid (i.e., no staggered grids allowed). However, not all unknowns need to be defined at each point, allowing for adaptive strategies such as those realized in the AIM approach 36 .
In contrast to unknown-based approaches, point-based ones are controlled by primary matrices P which are defined on the level of "points" rather than variables, and all unknowns are coarsened based on that same P. Hence, the connectivity structure defined by P should represent the connectivity of all unknowns in the given PDE system sufficiently well.
Often, the connectivity inherent to one of the given PDE system's unknowns, k say, can be regarded as being representative also for the other unknowns of the full system. In such cases, provided that the k-th unknown is defined at each point of the mesh, a possible choice is
In reservoir modelling, the pressure matrix, A pp , can often be used for that purpose. In other applications, depending on certain characteristics of the class of PDEs under consideration, potential choices are ( ) ij P p = with, e.g.,
|| ||
While the first choice leads to what is sometimes called "block approach", the second choice (requiring the coordinates of points to be available) is closely related to geometric coarsening. Finally, one can imagine that P is defined based on some natural physical quantity for which there is no obvious equation contained in the given system of PDEs. An example of such a situation would be the pressure in the context of the Navier-Stokes equations.
Once a primary matrix has been selected, there are again various ways to define interpolation. In particular, interpolation may be different for each physical unknown (e.g., based on the original matrix blocks [ , ] k k A ), it may be the same for each unknown (e.g., based on the primary matrix P or on coordinates), or it may be defined based on the pointwise block couplings.
Primary matrices are either defined internally to SAMG (i.e. is constructed automatically) or they are user-provided. The latter option makes particular sense in applications where SAMG cannot construct a reasonable primary matrix automatically, based solely on algebraic information contained in the given linear system. However, in many such cases, a user may still be able to define a reasonable matrix himself, based on the underlying physics.
A general framework. Formally, by combining the above ideas related to coarsening and interpolation, one obtains a very flexible and general framework to define concrete AMG approaches which can be adapted to the specific requirements of many PDE systems. It seems clear, however, that none of these algorithms will work satisfactorily for all systems of PDEs. Instead, different approaches may be required for different classes of applications, for instance, from fluid dynamics, oil reservoir simulation and semiconductor process and device simulation.
Independent of this, a principle advantage of point-based approaches (compared to unknown-based ones) is that they are much more flexible in taking strong cross-couplings between unknowns into account. In particular, smoothing can be performed in a point block sense (e.g. block Gauss-Seidel or block ILU). Furthermore, if required, interpolation can also be performed block-wise as naturally induced by the system's point block coupling.
Although AMG has become fairly mature for many different classes of problems, we point out that there are still various open questions. The general approach is still continuously being enhanced and extended to cover more and more applications.
Iterative Coupling
Many new techniques have been developed to cover the efficiency gap between fully implicit methods and IMPES formulations. Iterative coupling is one of these methods. The main objective of the iterative coupling method is to achieve both accuracy and efficiency at the same time.
By means of the iterative coupling we avoid solving pressure and saturation simultaneously as in fully implicit formulations. On the other hand, iterative coupling differs from sequential methods in that saturations are not solved implicitly.
Iterative coupling is an operator-splitting technique that decouples the multiphase system into pressure and saturation equations. At each time step a series of iterations are computed that involve solving both pressure and a linearized saturation equation using specific tolerances that are iterationdependent and sequential. Following convergence of an iteration, phase concentrations and mass balances are checked to determine if a time-step convergence is satisfied. If not, nonlinear coefficients are updated and iteration tolerances are tightened. The sequential iteration is then repeated. This concept is illustrated in Figure 1 . For all cases we define one water injection well at the center of the reservoir, and four production wells at the four corners of the reservoir. All are bottomhole pressure specified. For each of the considered problem sizes, we performed tests for an oil-water and a black-oil system. For the black-oil system, the PVT and saturation-dependent curves data were adapted from the SPE 9
th Comparative Project.
We compare four different solver approaches:
1. AMG-FIMS: Direct use of AMG as a solver for the coupled system (1). More precisely, a point-based approach is used, with the primary matrix given by the pressure block, While for oil-water simulations all four solver approaches have been implemented and compared with each other, for black-oil simulations we have currently implemented only the first two approaches.
The AMG employed here is the SAMG software developed at the Fraunhofer Institute for Algorithms and Scientific Computing 35 . SAMG was added to the suite of different solvers already provided by IPARS 38 . We consider the following default settings for SAMG 35 in all cases that were analyzed:
• Pre-and post-smoothing steps at each level consisting of one Gauss-Seidel iteration; • V-cycle coarsening/refinement pattern consisting of a maximum of 25 levels; • Sparse Gaussian elimination at the very coarsest level. Figure 5 shows timings for the black-oil case. There appears to be no striking difference between applying AMG directly to the coupled system and applying it to the pressure solution in the two-stage process, with a slight preference for the latter. 
Conclusions and Outlook
The numerical experiments compare the performance of four strategies all of which use AMG as a basic solver component. The results are very promising and seem to indicate that the "direct" application of AMG (point-based approach AMG-FIMS) is the least efficient.
However, more testing is certainly needed to draw some wellfounded and final conclusion. In particular, the influence of wells, time step size, DPDP or otherwise physically more involved situations need carefully to be investigated. In fact, some recent studies with AMG have demonstrated the particular potential and effectiveness of direct AMG approaches in dealing with more complex, real-life reservoir simulations 36 . In these cases, more powerful and robust AMG approaches have turned out to be beneficial.
To be more specific, we want to recall that the effectivity of two-stage preconditioners is strongly tied to the decoupling, the pressure solution (i.e., the properties of the matrix block pp A ɶ ) and the preconditioner 1 
M
− . Clearly, as long as pp A ɶ is "sufficiently elliptic" (so that standard scalar AMG for computing the pressure works effectively), and a simple and cheap one-level preconditioner is sufficient to ensure rapid convergence of the overall two-stage process, AMG-FIMS can hardly be more efficient than the two-stage process (AMG-FIM2SP). In fact, this is observed in all cases tested her: already in its simplest form (with just plain Gauss-Seidel smoothing) scalar AMG works efficiently as a pressure solver, and the overall pre-conditioner corresponds to just a single step of LSOR. Hence, it is not really surprising that AMG-FIMS is slightly more expensive than AMG-FIM2SP.
However, this cannot always be expected to be true. In general, stronger and more costly preconditioners 1 M − as well as more robust smoothers will be required. Most importantly, however, pp A ɶ may have properties which are "less favorable"
for an efficient treatment by AMG. In fact, even if the original pressure matrix pp A is perfectly elliptic, algebraic manipulations such as those done in the decoupling process, may negatively influence the ellipticity to an extent which may cause AMG to perform less efficiently. Depending on the situation (in particular, the well production term contribution), row sums may get increasingly negative and, eventually, pp A ɶ may become indefinite (with one or more negative eigenvalues). Analysis of the interplay between all relevant components deserves further efforts over a wide range of multiphase flow reservoir situations. The risk of a substantial performance drop can certainly be reduced by a careful choice of the decoupling. However, a rigorous analysis, taking all aspects into account, seems fairly difficult. It is known that even simple re-scalings (multiplying by a diagonal matrix from the left) may substantially influence AMG's performance. Re-scalings from the right are even much more dangerous since they may completely change the elliptic character of a matrix.
The fact that direct AMG approaches do not perform any algebraic manipulations on a given system makes them particularly interesting and promising compared to two-stage approaches. In fact, direct AMG is always applied to the unmodified system, with the coarsening process being driven by the fully elliptic pressure block pp A . Moreover, for various reasons, convergence of the direct AMG approach is expected to be less dependent on strong cross-couplings between pressure and saturation. This is due to its hierarchical nature combined with its potential in employing strong block-wise smoothing and interpolation.
The authors are interested in pursuing the following research paths:
1. Define adaptive and physically-based strategies for the use of two-stage preconditioners. This goal is motivated by the fact that the strength of each of the preconditioning components described herein can be controlled in accordance with the timestep. 2. Perform a more detailed analysis of decoupling strategies that may be more amenable for the efficiency of AMG pressure solutions. 
